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Abstract
A network theoretical approach to real-world problems:
Application of the k-core algorithm to various systems
by
Kate Burleson-Lesser

Advisor: Professor Hernán Makse

The study of complex networks is, at its core, an exploration of the mechanisms that control
the world in which we live at every scale, from particles no bigger than a grain of sand
and amino acids that comprise proteins, to social networks, ecosystems, and even countries.
Indeed, we find that, regardless of the physical size of the network’s components, we may
apply principles of complex network theory, thermodynamics, and statistical mechanics to
not only better understand these specific networks, but to formulate theories which may be
applied to problems on a more general level. This thesis explores several networks at vastly
different scales, ranging from the microscopic (amino acids and frictional packed particles)
to the macroscopic (human subjects asked to view a set of videos) to the massive (real
ecosystems and the ”financial ecosystem”[1, 2] of stocks in the S&P500 stock index). The
networks are discussed in chronological order of analysis. We begin with a review of kcore theory, including its applications to certain dynamical systems, as this is an important
concept to understand for the next two sections. A discussion of the network structure
(specifically, a k-shell decomposition) of both ecological and financial dynamic networks,
and the implications of this structure for determining a network’s tipping point of collapse,
follows. Third, this same k-shell structure is examined for networks of frictional particles
approaching a jamming transition, where it is seen that the jamming transition is a k-core
transition given by random network theory. Lastly comes a thermodynamical examination
iv

of human eye-tracking networks built from data of subjects asked to watch the commercials
of the 2014 Super Bowl Game; we determine, using a Maximum Entropy approach, that the
collective behavior of this small sample can be used to predict population-wide preferences.
The behavior of all of these networks are explained using aspects of network theoretical and
statistical mechanics frameworks and can be extended beyond the specific networks analyzed
herein.
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Introduction
On every scale, the world in which we live is composed of networks. Amino acids bond
together to form proteins within our bodies; our thoughts and perceptions are governed by
connections between the neurons within our brains. Socialization, whether in-person or online, forms networks of friends, and the papers of professors and their graduate students form
networks of citations. The public transit which many of us who live in New York must endure forms another kind of network; the stock trades taking place down on Wall Street form
yet another. Scaling up, network structure can even be found in ecosystems (e.g., predatorprey interactions) and world-systems (e.g., the constituents of the United Nations). The
pervasiveness of network structure on every level of existence demands not only examination of discrete networks, but formulation of theories that explain the networks’ current
properties, predict the nature and impact of future changes, and are generalizable beyond
specific examples. This generalization is seen among networks that seem, at first glance, to
have nothing or very little in common: Maximum Entropy principles and thermodynamical
equations originally developed to describe the behavior of particles of gases, for example,
may be applied to neurons, words, and birds flying in flocks [4, 3]; the dynamics of many
systems from ecosystems to financial networks to the Internet may be described by the same
class of equations and predicted accordingly [5]; the analysis of a social network may then
be extrapolated for use in immunizing vulnerable populations against disease spreading[6].
In this thesis, I examine several real-world networks that seem at first glance to be
ix

vastly different—the question of ”how is the S&P 500 like a system of frictional particles?”
reads like a riddle out of Lewis Carroll’s Alice in Wonderland. Like Carroll’s infamous
raven-and-writing-desk quandary, however, these networks reveal themselves to indeed be
comparable if only one looks at the situation from a different perspective. Certainly, a
cursory examination will not show tiny particles to be alike to stock options, but if one looks
through the lens of complex network theory at the dynamics and structures of these groups
of objects, similarities begin to emerge. The theory behind k-shell decomposition is essential
to much of this thesis, as it provides a framework by which to not only analyze current
properties of networks under investigation, but make predictions about the future behavior
of said networks. Moreover, this theory may be applied to whole classes of networks to make
certain predictions about their structure and dynamics, moving beyond the general current
trend of discrete network-by-network analysis.
I begin with a review of the k-core algorithm, its underlying theory, and its implications
for network structure and robustness. I apply this model first in analysis of the dynamics
of financial and ecological networks, in which comparisons are drawn between the structural
changes undergone by both networks in the face of random or global attacks. Following a
k-shell decomposition of each network as described in Chapter 1, we find that the k-shell
structure has a difference in shape from that of a random network which renders it more
robust in the face of both global and random attack: namely, the outer shells are much more
highly occupied than one would expect in the random case [7]. Third comes a discussion of
the implications of network theory for jamming transitions in systems of frictional packed
particles: the jamming transition can also be linked to a transition in the k-shell structure
of the system. We moreover find that these transitions occur at an average degree predicted
by random Erdös-Rényi graphs[8] even in finite systems of 2000 particles. Finally, I close
with my first project, which involves analysis of a network created from gaze position data of
small groups of roughly 25 subjects asked to watch and then rate a set of commercials for the
x

2014 Super Bowl Game. From the positions of viewers’ eyes as they watch each commercial,
gaze velocity vectors over the course of each commercial can be created per viewer. Networks
are then constructed based upon the level of correlation of gaze motion between viewer pairs
and Maximum Entropy Methods are used in combination with thermodynamical principles
to explore interactions between viewers as mediated by their gaze positions. We find that
the emergence within the overall subject group of more tightly cohesive modules with highlycorrelated viewing patterns can be linked to an overall better reception of a video not only
by the subject group but by the public at large.
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Definitions
Here, I will define a few terms that are used throughout the thesis. This is by no means a
list of all the specific terms used, but rather some general terms that can be applied to all
or most of the networks I describe herein.
1. Network: A collection of nodes and edges between such nodes; can be represented by
a matrix.
2. Node: One element of a network.
3. Edge: A link between two nodes in a network.
4. Degree: The amount of links that one node has with other nodes in the network.
5. Adjacency matrix: A representation of a network that represents some type of
connection between two nodes. Can be unweighted (1 or 0, where 1 represents an interaction and 0 represents a lack of interaction) or weighted (interactions have different
values based upon strength).
6. Percolation: Tuning of some parameter (such as a threshold above which weighted
edges are allowed, or the number of edges in the network) to see if the network undergoes a discontinuous transition, usually in the size of its giant component.
7. Giant component: The largest cluster of connected nodes in a network.
xii

8. k-core: The subgraph of all nodes in a network with degree of k or larger.
9. k-shell: Given a k-core, the set of nodes with degree k − 1 after an iterative pruning
algorithm.
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Monte Carlo values versus real values of Cij and h~σi i for a sample
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0.1

Chapter 1: An explanation of the K-core

Introduced in the field of social sciences[9] by S.B. Seidman (1983), the k-core has since
become an invaluable tool for network analysis due to its topological invariance (i.e., it
will not change even in the face of superficial changes to the network itself). A k-shell
decomposition is thus a useful tool in network analysis, allowing for both the exploration of
a network’s current properties and the prediction of how the network may evolve. Given a
network, the k-core is the largest subgraph with a minimum degree greater than or equal
to some number k; this subgraph is unique and is found by an iterative pruning of nodes
with degree less than k. By breaking the network down by degree, we may learn about such
attributes as network robustness and the tipping point of collapse (discussed in Chapter
2), or transitions in the state of the network itself (discussed in Chapter 3). Furthermore,
the k-core, and k-shell decompositions, are theoretically-based, meaning that they may be
applied relatively widely without need for as much extensive analysis of individual networks
as one may have needed to perform in the past. Therefore, a result of a k-core analysis in
one problem may have broad implications in areas that at first seem very different (e.g., the
finding, discussed in Chapter 3, that the jamming transition of systems of packed frictional
particles is in fact a k-core transition, is also applicable to optimization problems in other
areas of physics, mathematics, and computer sciences).
I would like to make very clear that this section does not contain any new work by myself
but rather provides a theoretical background for much of the rest of the thesis. It is a review
of the state of the art of k-core theory in networks as it will apply to the systems I explore
in Chapters 2 and 3, much of it pioneered by Morone, Del Ferraro, and Makse in their
forthcoming paper[5].
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0.1.1

Theoretical basis for k-core and k-shell decomposition algorithm

The k-core has been defined as the largest subgraph of a network in which nodes have
minimum degree greater than or equal to some number k, while the nodes with degree less
than k make up a preceding “shell” and are not a part of this core[7, 9]. Starting with k
equal to 1, or the nodes that have (after an iterative pruning algorithm) minimum degree
equal to 1, we can construct concentric k-cores ranging from the k = 1-core (encompassing
the entire network) to the k = kmax -core (or those nodes that are maximally connected in
the network to other maximally-connected nodes). Moreover, the maximum k-core of the
network has been found to be topologically invariant under homeomorphisms, meaning that
it is independent of how the network is represented[5, 7]. For example, changing the label of
the nodes will not affect the maximum k-core, but changing the node degree will. This makes
it an important quality for probing the structure of a network and, for example, predicting
how the structure of the network will change as interaction strengths between the various
nodes are changed (as is described in Chapter 2).
To determine the k-shell structure of a given network, we must perform a k-shell decomposition. This will not only categorize each member of the network based upon their degrees
after an iterative pruning process, but also reveal some interesting properties such as the
nodes most vital for the structure of the network; the nodes that may be deleted without
leading to network destruction; and the shell beyond which significant deletions of nodes will
lead to a collapse of the network. It is a fairly simple process involving repeated checking of
each node’s degree following deletions of all nodes with degree less than some number k:
1. Starting with k = 1, find the nodes with degree less than k.
2. Delete these nodes.
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3. Repeat the first two steps as needed for increasing values of k, until there are no nodes
remaining with degree less than k.
The nodes deleted for each value of k are said to belong to the k-th shell of the network;
the remaining nodes then belong to the k + 1-core. The nodes remaining when further kshell decomposition for some value k + 1 will result in an empty network, are members of
the maximum core, or the kmax -core. The k-shell structure of random Erdös-Rényi graphs
is a good meterstick against which to compare the properties of real-world networks such
as ecosystems and financial networks; consistent differences from the random case across a
range of real networks may imply that there is some theory that can be applied to predict
the behavior, dynamics, or other properties of these networks. Figure 1, for example, shows
the process by which we find the k = 1-shell and k = 2-core.

Figure 1: Example of k-shell decomposition. Here, we follow the steps of a k-shell
decomposition on an example network. We begin in (a) with the k = 1-core, or the full
network with all of its links and nodes. In (b), we have removed all of the nodes with degree
equal to 1. Recalculating the degrees, we can see that there is now another node with degree
equal to 1. In (c), we have removed this other node with degree equal to 1, and there are
no more nodes with degree less than 2. The nodes left in (c) make up the 2-core, while the
nodes that were removed in (a) and (b) comprise the 1-shell and are not part of the 2-core.
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0.1.2

The importance of the k-core

The process of a k-shell decomposition, by necessity, organizes a network into nested k-cores.
The 1-core contains the 2- through kmax -cores; the 2-core contains the 3- through kmax -cores;
and so forth. kmax is then the k-core number of the network, which is a topological invariant
of the network. For dynamical systems such as ecosystems, it has been found that the k-core
number of the network is related to the tipping point of collapse for the network[5]. This
means that in such networks, removal of a node or nodes from the core will result eventually
in the breakdown of the network; for the example of ecosystems, discussed in-depth in the
next section, this is equivalent to die-off of all of the constituent species. The evolution of
these networks through time is given by a set of nonlinear dynamical equations which is
quite difficult to solve, making it extremely hard to reliably find a tipping point of collapse
for a given system. Morone, Del Ferraro, and Makse (2017, in progress)[5], however, find via
analytical solution of these equations that this tipping point relates to the k-core number of
the associated network. In this case, finding the tipping point of collapse goes from being
a thorny problem which must be painstakingly solved for each individual network, to a
simpler problem that may be solved simply by probing the organization of a given network’s
edges. Such methods are explained in the next section and then applied in Chapter 2 of
this dissertation to financial and ecological networks, but may be applied to any number
of dynamical systems so long as their interactions are all positive and the network can be
modeled by a sigmoid function that saturates at large values[12, 10, 11], such as genetic and
neural networks[13, 14].

0.1.3

Analytical approach to k-core

In [5], the k-core is found to be the tipping point of collapse, or point beyond which removal
of nodes leads to a rapid disintegration of the network, for a whole class of networks whose
4

interactions can be modeled by a sigmoid function and which display some saturation of
these interactions to a maximum value at large densities of interacting elements, a concept
explained more thoroughly in the next paragraph. Examples include ecological networks,
genetic networks, and neural networks. I will mainly treat here the ecological networks, as
those are the most salient to the remainder of this dissertation.
An ecosystem may be described as a network of N species with densities xi for i = 1...N ,
with the presence or absence of an interaction between species given by an adjacency matrix
Aij (1 if there is an interaction, 0 otherwise) and the strength of interactions from species
i toward species j given by γij . The networks specifically described here are weighted,
bipartite, directed (meaning that generally, γij 6= γji ), and mutualistic (meaning that any
interactions are positive). Mutualistic networks describe systems of species, such as plants
and pollinators, that are unable to survive without each other[15, 10, 11]. Furthermore,
this is a dynamical system, where the densities of each species i evolves over time to a
stable fixed point ~x∗ [16]. In such networks, as the density of species increases, it has been
found that the interactions γij saturate to some value (e.g., the benefits afforded to species
by mutualistic interactions in ecosystems eventually reach some value where they cannot be
any greater)[15, 10, 17]. There are similar saturating trends found in genetic networks (where
expression of genes saturates at high levels of transcription factors)[13] and neural networks
(where the rate at which neurons fire saturates as membrane potential increases)[14]. Due
to this saturation, such functional interactions can be modeled by Hill functions or sigmoidal
functions.
For ecosystems specifically, we have that the species densities’ evolution over time is
described[5, 15, 17, 11] by the system of nonlinear differential equations (for species from 1
to N, the maximum number of species in the network)
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ẋi (t) = −dxi − sx2i +

N
X

Aij γij

j=1

xi xj
P .
α+ N
k=1

(1)

Here, the death rate and self-limitation parameter are greater than 0 and given by d
and s respectively; α is a half-saturation constant; and the mutualistic interaction strength
between species i and species j, also greater than 0, is given by γij . The self-limitation
parameter describes the effect competition for resources within a species when the density is
greater than some value. These parameters influence the dynamics of the system, while the
network of interactions gives the network structure. The coupling term

α+

xx
Pi j
k Aik xk

is crucial

to this model. For different systems, other types of coupling than that in Eqs. 1 may also
be used; however, it is required that the functional response saturates at large values and
can be modeled by a sigmoidal function[5]. For example, the coupling term in the dynamics
of Michaelis-Menten genetic networks is written as[12, 13]
xnj
αn + xnj

(2)

and the coupling term in the dynamics of neural networks is written as[14]

1 + tanh(n(xj − α)).

(3)

The end goal is to find the fixed point of the system of equations Eqs. 1. This will yield a
prediction of the tipping point of collapse in terms of the equations’ parameters. There is a
trivial fixed point that implies a mass extinction of all species in the ecosystem, the average
fixed point ~x∗ = ~0[12, 10], and Morone, Del Ferraro, and Makse find this state in simulations
that have small values of average interaction γ. However, in simulations with larger γ, as
well as in prior works on the topic, a nontrivial fixed point is found also[5, 18, 19, 17]. In
this case, the densities x∗i of all species i in the ecosystem are nonnegative (greater than or
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equal to 0)[17, 11]. Logically, this is a possible fixed point because a negative density of
species cannot exist in actuality. At this fixed point, we will be able to find a critical value of
average interaction γc . While average interactions γ are greater than this critical value, the
ecosystem survives at the nontrivial average fixed point < x∗ >6= 0; however, if the average
interactions drop below γc , the ecosystem becomes extinct and < x∗ >= 0[5].
The computation of the fixed point in [5] proceeds as follows. We first make a change of
variables[5], writing the reduced density yi∗ as:
N

yi∗

s X
=
Aij x∗j .
γ − d j=1

(4)

As before, s and d are the self-limitation parameter and death rate, respectively; Aij
is the adjacency matrix between species i and j; γ is the average of interactions in the
network; and x∗j is the fixed-point density of species j. This will allow us to write the fixed
point equations in terms of Hill functions, which Morone, Del Ferraro, and Makse (2017)[5]
demonstrate can be solved analytically in the infinite limit. The Hill functions we will use
take the form H1 (x, T ) =

x
;
T +x

T is the half-saturation constant and is greater than 0[10, 13].

The half-saturation constant is defined here as the point at which the species density has
increased so that interactions are at half of the value to which they saturate, and is written
as T =

αγs
.
(γ−d)2

H1 is the first of the Hill functions Hn , which are described by n (the Hill coefficient)
and take the form Hn (x, T ) =

xn
[5,
T n +xn

10, 13]. Indeed, previous works have described

network dynamics on genetic networks by these equations[12, 13] and have made a logic
approximation to the Hill function to solve the equations analytically[13, 14, 20, 5]. By this
approximation, taken at n → ∞, we can write the Hill function H1 (x, T ) instead as the
Heaviside function Θ(x − T ). In this case, values of x that are less than or equal to T will
yield a value of 0 while x > T will yield a value of 1.
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Armed with this knowledge, we can use the reduced density in Eq. 4 to write the system
of fixed point equations now as the sum of Hill functions H1 :

yi∗

=

N
X

Aij H1 (yj∗ −

j=1

αds
αγs
,
)
2
(γ − d) (γ − d)2

(5)

and then make the aforementioned approximation in order to solve the system of equations
in Eq. 5 analytically:
yi∗

=

N
X

Aij Θ(yj∗ − Kγ )

(6)

j=1

where Kγ =

αs(γ+d)
.
(γ−d)2

Kγ is proportional to

1
γ

and gives the threshold of mutualistic benefits

for the system[5]. Since the Heaviside function in Eq. 6 has Kγ as a threshold, this means
that species i cannot receive any benefit from species j if the reduced density yj∗ is less than
or equal to Kγ . The inverse proportionality of Kγ to the average interactions γ means that
when γ is low (in the example of ecology, this would be the effect of global warming on an
ecosystem; in the example of financial systems, the effect of a financial crisis on the whole
economy), the threshold on benefits is high, and vice versa. For high Kγ , fewer species can
benefit from interactions with others and more species end up having densities equal to zero,
i.e., becoming extinct.
Another important metric is the tipping point of collapse for a network, or the point
beyond which a decrease in average interactions γ leads to a total collapse of the network
to the extinct state. Morone, Del Ferraro, and Makse (2017) find that, for the class of
network discussed in their paper, this tipping point is related to the maximum k-core of the
network[5]. They find that the critical value of average interactions γc corresponds to the
critical threshold of the network Kγc =

αs(γc +d)
.
(γc −d)2

This is the point where any lowering of

interactions γ would cause a total collapse of the network wherein all the species densities
x∗i go to 0 because the threshold for interactions is too high for species to have mutualistic
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interactions. The reduced density yi∗ can only take integer values from 1 to ki , where ki is
the degree of species i; thus, in order to solve for yi∗ at some threshold Kγ , all species with
degree kj < Kγ are removed via the Heaviside function in Eq. 6[5]. Since the remaining
species now have a new degree kj0 , the network is checked again and now species with degree
kj0 < Kγ are removed. This continues until there are no more species with degree less than
Kγ . It is also the same algorithm as the k-shell decomposition described in Section A of this
chapter and illustrated in Fig. 1[5, 9, 7, 21].
As explained in Section A and in Fig. 1, the nodes left over form the Kγ -core. In Morone,
Del Ferraro, and Makse (2017), it is shown that the reduced density of species i, yi∗ , is equal
to the number of links Ni (Kγ ) from species i to species in the core: yi∗ = Ni (Kγ ); this is the
nontrivial fixed point solution for species in the Kγ -core[5]. Beyond connecting the network
dynamics with the network structure in this way, they also find that the removal of links to
the Kγ -core leads to a total collapse of the network. The densities x∗i —and thus the reduced
densities yi∗ —are greater than 0, meaning that the number of links to the Kγ -core must also
be greater than 0. However, if the average interactions γ take some value such that Kγ is
larger than the maximum k-core of the network, there cannot be any links to the maximum
k-core and the network collapses to the extinct state x∗i = 0 with the critical threshold Kγc ,
in this case, written as[5]:

Kγc = αs

(γc + d)
= kmax − core
(γc − d)2

(7)

Eq. 7 is an important result because it takes a topological property of a network, the
maximum k-core[5, 7], and connects it to the dynamics of the network at its tipping point.
This allows for generalization over networks as local parameters of the network, then, do not
matter at its tipping point.
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0.1.4

K-shell occupancy in random networks

In examining several of the networks discussed in subsequent sections, it is instructive to
create random Erdös-Rényi graphs with the same degree distributions and dimensions as our
real networks in order to determine how different are the properties, dynamics, and behavior
of the various networks that we probe. One telling difference in network structure which
may also be indicative of increased resilience to global and random attack as compared to
the random case (see Chapters 2 and 3) is the k-shell occupancy, or the amount of a given
network’s nodes in each shell of the network following a k-shell decompostion.
For random networks, we see that the occupancy increases as we move to higher-numbered
shells, that is, the majority of the network’s nodes have many connections to each other,
and relatively few nodes have a small number of connections mostly or entirely to other
less-connected nodes, as in Fig. 2a, a random ER version of the network in Fig. 2b with
the same number of nodes and same degree distribution. We can see in Fig. 2b that the
k-shell structure of this network (a bipartite network of interactions in a plant-pollinator
mutualistic ecosystem of 1884 organisms[22]) is very different from that of the random case
due to a highly-populated 1-shell. In this network, there are many nodes that have a high
minimum degree, or many connections to other multiply-connected nodes in the network,
but there are also many nodes that have only a single link to the network. Structurally, this
means that the network in Fig. 2a will be robust against a global weakening of interactions,
but will be weak in the face of a random attack which simply removes a node or nodes
based on some probabilistic scheme. Meanwhile, the network in Fig. 2b is robust in both
the face of globally-weakening average interactions because of the large maximum core, and
random removals of nodes because of the large 1-shell. It is highly probable that a node
in the 1-shell would be deleted under random attack, and since these nodes are not in the
maximum k-core, their removal will not cause a collapse of the network.
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Figure 2: Effect of k-shell structure on network collapse. (a) The occupancy of
each k-shell in a random Erdös-Rényi network generated from a real network of ecological
interactions[22] increases as one approaches the maximum k-shell, or the core, of the network. Although this network will be robust under a global weakening of interactions, it is
particularly susceptible to destruction by random attack[7, 5]. Because the majority of the
nodes are at or near the core, it is more probable that they will be deleted during a random
attack, with the removal of such vital nodes causing a faster breakdown of the network than
removal of nodes at the periphery. (b) K-shell structure of the ecological network randomized in (a). Note the higher occupancy in the 1-shell as compared to the random case. (c)
Comparison of network decay under random attack. We randomly remove some fraction of
nodes q from both the network in (a) and the network in (b) and plot the fractional size
of the giant component G of each network as a function of q. The red curve represents the
random network and the blue curve represents the real network. The real network is more
resilient under random attack, as the giant component is not completely destroyed until
q = 0.75, as opposed to total destruction of the giant component at q = 0.65 for the random
case.

Indeed, for a random percolation of the networks in Fig. 2a and b, where a fraction of
nodes q is removed from the network and the fractional size of the giant component G(q)
is plotted as a function of these removed nodes, we find that the giant component of the
random network is completely destroyed at q = 0.65 while the giant component of the real
network is completely destroyed at q = 0.75. Moreover, the size of the giant component
for the real network is consistently larger than that of the giant component for the random
network. Such percolation is performed 1000 times on both the real and random networks,
and the average values of G(q) are taken over the 1000 trials. The large population of 1-shell
would seem to be the reason for the increased robustness of the giant component of the
network in Fig. 2b as compared to the network in Fig. 2a. (This finding is discussed in
11

great detail in Chapter 2.)
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0.2

Chapter 2: K-core robustness in ecological and financial networks

In many real-world networks, the ability to withstand attacks—whether targeted or global—is
vital not only to the survival of the network itself, but to the larger-scale survival of the structures dependent upon these networks, such as economies (in the case of financial networks)
or even the planet (in the case of ecosystems). Previous attempts to characterize robustness
include nestedness of mutualistic networks or exploration of the degree distribution. Here,
we propose a new measure which gives the tipping point for collapse of a network based
upon the results of a k-shell decomposition. High occupancy in the inner- and outermost
k-shells and low occupancy in the middle shells of a network (thus yielding a “U-shape” in a
histogram of k-shell occupancy) provide resilience against both random and global attacks;
we find such a structure in examinations of both ecological and financial networks. This
is reminiscent of core-periphery structure, which has moreover been found in a wide range
of networks including opinion and Internet networks, suggesting that the “U-shaped” occupancy histogram and its implications for predicting the health of a network may extend
beyond our examples and indeed be universal.

0.2.1

Introduction

Network structure surrounds us on every scale and in almost every imaginable setting,
whether one considers ecological networks[23, 24], financial networks[25, 26], social networks[27,
28], neural networks[29], or beyond. The identification of the features of these networks that
characterize their robustness and resilience against external shocks is an important problem
in network science today. Furthermore, the relation between network structure and network
stability is essential to understanding why some networks survive in the face of both global
changes that cause a lowering of average interactions between network elements and ran13

dom removals of nodes, and why others do not. In the case of ecosystems, for example, it
is important to discover if there is some mechanism in the network structure that might
render them stronger in the face of the widespread ecological destruction being wreaked by
climate change or allow for a network theoretical analysis of the health of the system. As
the survival or destruction of financial networks can impact whole economies, any structural
indicators of the robustness of such systems and prediction of network dynamics are also
invaluable. There have been many attempts to characterize what defines robustness in a
network based on the features of the network, and the effects of this robustness on network
dynamics. Specifically, this has many applications in ecology, where the robustness of a
ecological network of species may determine the ability of that network to withstand environmental changes, and in finance, where it is important to have a robust financial network
in order that the economy does not collapse.
The importance of characterizing the robustness of complex systems has engendered
many attempts to introduce measures of robustness based on structural properties of the
network. In supply networks, for example, it has been shown that a network with a scale-free
degree distribution will be more resilient than a network with a centralized or block-diagonal
structure[30]. Similarly, studies of the robustness of the Internet have shown that, for large
networks with power-law degree distributions, an exponent less than or equal to 3 is related
to greater resilience[31]. Another widely-used measure of robustness is nestedness, which
quantifies the tendency of the most generalist nodes in a network—those with the most
connections to a wide range of nodes—to interact with the most specialist nodes, or those
with the fewest connections, mostly to the most-connected nodes[33, 24, 34, 32]. Especially
applicable to mutualistic ecological networks, or those where interspecies interactions benefit
both parties (e.g. plant-pollinator as opposed to predator-prey) and are classified as positive,
the theory behind nestedness posits that the more “nested” is a network (i.e., the more that
the generalists interact with the specialists), the more robust it will be. Previous research has
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concentrated on experimental application of complex network theory to existing networks,
or examination of the structures (i.e., core-periphery) of existing networks[32, 33, 35, 36].
In this paper, we propose a new quantity to characterize resilience which is based upon
the maximum k-core of the network. The maximum k-core is a topological invariant of the
network, meaning that it is independent of local specifics such as how nodes are labeled[5].
We find a quite universal U-shaped occupancy curve of the shells in the network: the outer
shells and inner core are highly occupied while the intermediate shells are not. This structure,
which we find in mutualistic ecosystems and networks of stocks in the S&P 500, is reminiscent
of the core-periphery structure found in the Internet, opinion networks, and others. We
argue that this universal k-core structure provides robustness to the system against global
changes such as climate change, and at the same time provides resilience against random
local attacks on the network. Our conclusion stems from a minimal model of the system
based on nonlinear interactions among species, which predicts that the k-core controls the
evolution and collapse of the dynamical system. We propose a theoretical approach which
relates the structure of a network to its robustness via a k-core-dependent tipping point. By
solving the dynamical equations under global and local attack, we show that the U-shape
is consistent with a network robust against both types of attack. Such a method may be
applied to a wide range of networks whose interactions follow nonlinear distributions (such
as Hill or sigmoidal functions)[5].
We showcase the results of this theoretical approach to network robustness using two
types of networks: ecological and financial. Previous work in the field of complex networks
has related the two, even to the extent that financial networks are occasionally referred
to as “financial ecosystems.”[1, 2] Here, we consider the (real) ecosystems as networks of
interacting species, with each species as a node in this network, and an interaction between
a pair of species taken as an edge, or link between the two nodes. We then examine the
network structure via k-shell decomposition [7, 37, 38] and simulate “attacks” which would
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remove nodes (species) from the network in order to probe robustness. Compared to a
set of random networks, we find that the structure of these networks differs in a way that
renders them considerably more robust against random attack: they have more nodes in the
outer k-shells of the network, i.e., more nodes that have few connections or are connected
mainly (or only) to nodes with few connections. In the parlance of ecology, these species
are commensalists, or species that depend upon other species in the ecosystem more than
they themselves are depended upon. If there are not only many nodes in the core of the
network, but many nodes in the outer shells as well, the network will be more robust to
random attack because the chances are higher that one of these outer nodes (commensalists)
will be removed rather than one of the strongly interconnected central nodes (symbionts).
Furthermore, the mapping to the k-core dynamical model indicates that the inner shells,
and especially the maximum k-core, are the most robust under global attack to the network,
i.e., a global lowering of average interactions. Thus, our result suggests that the larger the
occupancy of the maximum core, the more robust is the network. We conclude that for
maximal resilience under both random local and global attack, a network requires both the
inner and outer shells to have high occupancy; this structure corresponds then to the Ushape found in ecosystems and financial networks. We therefore see that robustness in the
face of random attacks and global changes in average interaction strength increases as there
are more species in both the inner core and outer shells. This implies that greater diversity
leads to greater stability in ecological networks, rather than the opposite[1, 39, 15].

0.2.2

Results

Network structures
We begin by constructing two sets of networks from ecological and financial data. The
ecological networks are straightforward to construct: they are adjacency matrices where a
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value of 1 denotes some directed interaction between one species and another, and a value of
0 denotes no interaction. The financial networks are created from multiple time series of the
logarithmic returns of stocks, for which we first calculate the pairwise Pearson correlations Cij
(Equation 14) and then infer the pairwise interactions Jij (Equation 17) using maximization
of the log-likelihood via the Graphical Lasso algorithm[40, 41]. This algorithm does away
with spurious correlations that do not actually capture similarity between the behavior of
two stocks. Each method is explained in detail in the Methods section, in “Correlation
matrices” and “Interaction matrices” respectively.
For the set of financial data, we construct both pairwise correlation and pairwise interaction networks—Cij and Jij , respectively[40, 41]—using log-returns of stocks belonging to the
S&P 500. The data covers a period of roughly 45 years (2 January 1970 to 5 November 2015)
and is divided into overlapping windows of 100 days with a 10-day shift (see Methods section
for further details). We probe the structure of the network using k-shell decomposition and
find that there are, on average, more nodes in the lower k-shells than would be expected from
the random case[5], for times both of financial stability and financial crisis. We also find an
interesting result that the networks of stocks during various financial crises (analogous to
a global weakening of average interactions on the network) have on average fewer nodes in
the intermediate k-shells than those during stable periods, although both sets of financial
networks have the same average occupancy of the maximum core. The implication here is
that the core is robust under such weakening of average interactions. Figures 3a and 3b show
the correlation and interaction matrices, respectively, for one selected network from the stock
data. The stocks have been organized by the economic sectors to which they belong (as indicated by the white boxes); we also verify that the clusters found via a standard clustering
algorithm[42] match well with these sectors. That is, a stock will generally appear to exhibit
the strongest similarities in behavior with other stocks in the same economic sector.
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Figure 3: Example network of the S&P 500: (a) The pairwise correlations Cij of a 489member example stock network over a 100-day window ending 22 June 1998 and (b) the
corresponding network of interactions Jij for the same network. Note the relative sparseness
of the matrix in (b) as compared to that in (a). Also of note is that, while the pairwise
correlations in (a) range approximately from -0.4 to 1.0, the nonzero interactions in (b) are
all positive, with a maximum at 0.16.
The stocks are clustered, as indicated by the white boxes, according to the economic
sectors to which they belong. Clusters found via a standard clustering algorithm[42] match
closely with these sectors.
In Fig. 3b, we see that many of the nodes have interactions equal to zero. This is
because the Graphical Lasso algorithm yields a sparse matrix that prunes spurious pairwise
“correlations” arising from the fact that two stocks’ behaviors may each have similarities to
different aspects of the behavior of a third stock but not to each other[26]. Additionally,
the structure of a given interaction matrix is nearly identical to that of its corresponding
correlation matrix when those interactions below the percolation threshold of that particular
correlation matrix are set to zero. Details of both the Graphical Lasso algorithm and the
percolation method of finding the penalty parameter are outlined in Methods. Interestingly,
the majority of the links are between companies within the same economic sector; essentially,
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the stock returns of companies with similar products tend to act similarly.

Mutualism and nestedness
Mutualism is a feature especially of many ecological networks, which tend to be bipartite
and directed. Members of the network interact in such a way that each derives some benefit
from being a part of the network, and those members that contribute as well as derive a
benefit are the most important to the integrity of the system[33, 15, 10, 17, 11]. Because
the interactions are mutually beneficial, we weight them positively. If these contributors are
removed, the network will become unstable and collapse because resources are consumed
at a higher rate than they can be produced. An example would be the havoc wreaked by
colony-collapse syndrome in honeybees. Because entire hives of bees die off, the flowers they
pollinate are unable to propagate as easily, and their numbers are reduced as a result. There
are then fewer flowers for the surviving bees to use as food sources, so these survivors are put
under increased pressure. It is plain to see how such a disturbance would then reverberate
throughout the whole ecosystem if any of the affected species play a fairly central role (i.e.,
having many interactions with other species as food sources or pollinators).
Nestedness also comes into play when considering both ecological[32, 33] and financial[25,
1] networks. These characteristics can be measured graphically, by determining how likely
it is that those nodes with the fewest connexions are linked to those nodes with the most
connexions such that an adjacency matrix representing the network can be arranged to fill
the upper triangle of the grid[33, 24, 34]. There are several ways of quantifying nestedness,
including the “temperature”[43], in which a lower temperature denotes greater nestedness,
and the nestedness index proposed by Johnson, Domı́nguez-Garcı́a, and Muñoz[32], in which
a higher value denotes greater nestedness. These measures are both explained in greater
detail in the Methods section, “Nestedness.”
In the context of real systems, the nestedness of a network has been linked with how
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mutualistic are the interactions between its members. In Bascompte et al. (2003), it is shown
that nestedness increases with mutualism in ecological networks, such that highly-mutualistic
networks are also highly-nested (as opposed to having a compartmentalized structure)[33].
This, in practice, means that the most generalist of the species—those with the greatest
number of interactions and therefore with numerous roles or a more general, fundamental
role in the ecosystem—interact with the most specialist of the species—those that interact
with the fewest other species and therefore have a more specialized function in the ecosystem.
The system is then organized around a core of interactions, displaying a small number
of species interacting with many others and many species which interact only with a few
others. Similarly, May et al. (2008) noted that, in financial systems, smaller and more
specialized banks and businesses tend to have few connexions which are mostly with larger,
more ”generalist” banks and businesses[2], thus drawing a comparison between ecology and
economics.
Due to this central core of interactions that is found in mutualistic networks, it is interesting to examine both the ecological and financial networks via k-core decomposition.
We discover an unexpected structure in common among these networks when examining
the population of each k-shell. When the occupancy of each shell is plotted for both the
ecological and financial networks, we find that the average over all histograms for each set
of networks forms a “U” curve rather than the upward-sloping line expected for a random
network; this is in comparison to a set of ecological networks not deemed significantly different from the random case for our purposes (see Methods section for more details). The
networks whose structure does not differ significantly from the random case do not display
a “U”-shape when averaging over histograms of their k-shell occupancy. This “U” shape is
demonstrated in Fig. 4, which shows normalized histograms of all k-shell occupancies for
the 15 ecological (Fig. 4a) and 1147 financial (Fig. 4b) networks as well as the averages
over these with a 95% confidence interval. Figures 4c and 4d, respectively, show examples
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of single k-shell occupancy histograms for the ecological network discussed in Santos et al.
(2010) and the financial network shown in Fig. 3.
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Figure 4: Occupancy of k-shells in ecological and financial networks: (a) k-shell
shell
(normalized as k−shell
versus k-shell occupancy (normalized as occupancy
) for the ecological
kmax
occupancymax
networks; the black solid line gives the average over all ecosystems (N = 15, 95% confidence
interval of the average given by the black dashed lines). (b) k-shell versus occupancy,
normalized as in (a), for the networks of stocks in the S&P 500 in overlapping 100-day
windows ranging between 2 November 2015 and 2 January 1970 (N = 1147; average over
all stocks given by the black solid line, 95% confidence interval of the average given by the
black dashed lines). (c) and (d) show k-shell versus occupancy of each k-shell for a single
ecological network[48] and a single financial network for the 100-day window ending 22 June
1998, respectively.
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We utilize a k-shell decomposition algorithm to divide the network into a series of concentric “shells,” from the outermost to the innermost or “core”[27, 7, 37]. Following a series of
iterative prunings based upon degree k, each node is assigned a shell based upon its ultimate
degree. From here, one can learn valuable information about the network’s structure, such
as the occupancy of each shell; the level of k at which the core exists; and the value kγ ,
which can be determined from the minimum of the curve of k-shell versus occupancy. We
explain the algorithm in greater detail in the Methods section.
In random networks, the occupancy of each k-shell will generally increase with the value
of k, such that the core of the network houses the largest amount of nodes. Since the nodes at
the core are the ones providing structure to the rest of the network, such a structure helps the
network to be strong against external global changes in conditions which affect all members
of the network by lowering the interaction strengths of all the member nodes[5]—a relevant
example in the case of the ecological networks would be climate change. In this case, the
nodes at the core, which have the most interactions, will persist the longest. Additionally, a
larger k-core implies a more robust network, as there are more nodes providing a “backbone”
for those parts of the network less essential to its survival. However, the very same structure
also renders the network vulnerable to attacks where a node (or nodes) are removed simply
based on some random probabilistic scheme. It is easy to see that, going on simple probability
alone, nodes in and near the core of the network are much more likely to be removed,
diminishing the network’s robustness and eventually causing the network to collapse.
We propose that the ”U”-shape structure contributes to the resiliency of both financial
and ecological networks in two ways. First, the increased occupancy of the core (relative to
those shells with middling values of k) provides structure to the network by the core nodes’
high interaction strengths and thus helps to protect against the effects of external global
changes; second, the large amount of nodes in the lowest k-shells provides a measure of
protection against random attacks by acting as a buffer. In other words, the more important
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nodes in the inner shells, whose removal would quickly lead to a collapse of the network,
are better-protected because their probability of random deletion decreases when they are
surrounded by more nodes whose survival is not essential to that of the network. A larger
core provides more stability and thus a more robust network, while a larger amount of nodes
in the outermost shells provides greater protection to those essential nodes. In fact, we find
that larger ecosystems with more species in both the core and the periphery are more resilient
to attack than ones with fewer species overall. This runs contrary to the diversity-stability
paradox proposed by May[1, 39, 15], which states that more diverse ecosystems are actually
less stable.
The minimum of the “U” curve is called kγ and corresponds to the “tipping point” of the
network that can be found from Equations 8: it describes the shell beyond which deletions of
nodes will lead to network collapse. As nodes are deleted starting from the outermost shell
and approaching the tipping point, the network will start to collapse from the outside in.
For example, the k = 1 shell will collapse first, with enough nodes removed; the k = 2 shell,
lacking some of the stabilizing interactions with the k = 1 shell, will soon follow if enough
of its nodes are removed, and so forth. For shells beyond the tipping point kγ , deletions of
enough nodes will lead to total collapse of the network.
In the case of the ecological networks, the extinction of species in k-shells increasingly
close to the tipping point changes the mutualistic structure of the network. As more and
more species are removed and the outermost shells collapse, species closer and closer to the
core of the network become commensalists (which only receive a benefit from other species)
rather than symbionts (which both give and receive a benefit). At some point, there are
too many commensalists too close to the core of the network, meaning that the core species
are providing too much for the rest of the network but not receiving enough of a benefit
in return; as this continues and there cease to be any species providing benefits to the
others, the network is rendered unsustainable and subsequently collapses. Relating to the
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shell structure of the network, as more and more species are removed, the k-shell structure
changes. Eventually, the maximum k-shell (or “core”) kmax takes an integer value less than
the tipping point kγ , leading to the collapse of the network.
As γ is proportional to the average of interactions in a network[5], we can calculate kγ
also as γ1 . We apply this method of calculating kγ to the stock market networks. γ must
take positive values, therefore it is important that the interactions (if not necessarily the
correlations) of the stocks in each network take values greater than 0. As with the ecological
networks, those nodes in the core and in shells with an integer value k > kγ are integral
to the stability of the network, or “keystone” nodes. This is analogous to the discovery
of “influencers” in social networks, without whom the networks would collapse, using kshell decomposition[27]. Interestingly, we note that for the stock networks, the networks
constructed during times of relative financial stability (Fig. 5a, 95% confidence intervals)
have on average more nodes in the outer and medial shells k-shells than do those constructed
during times of financial crisis or recession[44] (Fig. 5b, 95% confidence intervals). This
agrees with the notion that the nodes in the outer and medial shells die off first to protect
the nodes in and near the core, which are integral to the structure and stability of the
network.
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Figure 5: Comparison of k-shell population during stable and unstable periods
in finance: (a) Histogram of k-shell occupancy of stock networks during relatively stable
periods, i.e., not during periods of notable financial turmoil (N = 1086, average given by
the black solid line, 95% confidence intervals for the average given by the dashed lines,
normalized as in Fig. 4a and b). There are more nodes on average in the lower and middle
k-shells, aside from the outermost shell, as compared to (b) the networks during recession
or crash periods (N = 61, average given by the black solid line, 95% confidence intervals for
the average given by the dashed lines, normalized as in Fig. 4a and b). The networks in (b)
may be viewed as systems “on the brink,” not actually collapsed but dangerously close. The
nodes in the lower shells have disappeared first, protecting the ones in the core which are
important for the stability of the network, while the average occupancy of the core remains
basically unchanged.

Examination of this financial data emphasizes the importance of core nodes. Figure 6
shows the percentage of network nodes in the maximum core for each of the 1147 financial
networks (Fig. 6a) and the composition of the maximum core and outermost k-shell by
financial sector (Figs. 6b and c, respectively). In the mid-1990s, the United States economy
underwent some major changes due to a ”perfect storm” of factors: the technology boom
as computers, mobile phones, and the Internet became a part of daily life; the invention of
online trading making the stock market far more accessible and allowing for trading to occur
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anywhere and anytime; the repeal of the Glass-Steagall act and subsequent rise of banks that
were ”too big to fail”; and general economic deregulation. This change is apparent neither in
the percentage of nodes belonging to the core (which fluctuates around an average of 0.0613
during the 45-year period we study) nor in the composition of the outermost k-shell (which
stays relatively constant save for the increasing importance of the Information Technology
sector as computers and mobile devices have become more and more central to our lives).
However, Fig. 6b displays a sharp change from a core made up of companies from a
mixture of economic sectors, to one dominated by companies from one or two industries at a
time: a loss of diversity. The danger here, if the core nodes are indeed the most central to the
stability of the network, is that trouble in a single industry could have catastrophic results for
the rest of the network if that industry currently dominates the maximum core. Sure enough,
this is what happened during the 2008 financial crisis in the United States, when a number
of large banks collapsed or came close to doing so. For a period of one and a half to two
years prior to the crisis, the core was almost entirely made up of companies in the financial
sector. When these companies went under or were severely weakened, there was a drastic
negative impact on the economy of the United States which sent shockwaves throughout the
economies of other world powers as well. The loss of diversity in core stocks thus renders
the system unstable because an incident in the ”right” single economic sector—as happened
in 2008—can bring the entire economy to its knees. From this view, it could make more
sense to talk about companies not in terms of being too big to fail, but in terms of being
too ”core” to fail, i.e., those companies in the maximum core whose removal would cause
network instability or collapse.
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Figure 6: K-shell population of financial networks by economic sector: (a) percentmax
age of network nodes belonging to the maximum core kcore
of each network. (b) shows the
composition by financial sector of the maximum core for each network; there is a shift from a
mixed composition of companies to domination by one or two sectors, possibly an artifact of
the advent of online trading in the early 1990s allowing for anyone, anywhere to be involved
in the stock market, or of financial deregulation in the 1990s. (c) shows the composition of
the outermost (k = 1) shell of the financial networks. The composition here stays more or
less constant with fluctuations according to the state of the United States economy at the
time. Notable is the increasing importance of Information Technology as humanity becomes
more dependent upon e.g., mobile phones.
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Of note is the fact that, while previous works have found such network structures experimentally, k-shell decomposition offers a network-theoretical method of determining the role
of various nodes in the robustness of a network[5]. In this manner, one may, for example,
determine the magnitude of harm that a given species’ extinction or even endangerment will
do to an ecosystem. Moreover, by dividing the ecosystem into shells, one may determine how
dire is the situation of the ecosystem, i.e., if many species in the shell closest to the tipping
point are disappearing or in danger of doing so, it would be necessary to act quickly to save
the ecosystem from irreparable harm or even collapse. Finally, the topologically invariant
nature of the maximum k-core means that there is no dependence upon local details such
as node labels. Any network with all-positive interactions and with the same structure will
have the same maximum k-core and thus the same tipping point.
This “U-shape” in the k-shell occupancies is also reminiscent of networks with coreperiphery structure. Such networks are characterized by a highly interconnected subset of
nodes at the core and another subset of nodes at the periphery which is only loosely connected to those core nodes[36]. Core-periphery structure has been found in a wide array
of networks ranging from economies[45] to interactions amongst a troop of monkeys[46].
Such similarities may mean that the U-shape structure seen in the the networks we examined—and its corresponding implications for network robustness—could be more common
than previously thought.

Network dynamics
We can approximate the dynamics of ecological networks with a toy model that uses the
following Hill equations—this is a simpler Hill function than the one described in detail in
[14]; however, it is shown to give similar results[5].
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ẋi (t) = −dxi + γ

N
X
j=1

Aij

xnj
αn + xnj

(8)

Given some network with adjacency matrix Aij , ẋi (t) is the species density as it evolves in
time; d > 0 is the species’ death rate; α is a half-saturation constant; n, the exponent of
the Hill coefficient, governs the steepness of the functional response given by Hn (xj , α) and
is taken as being equal to or greater than 2[13, 12]; and γ > 0 is the maximal interaction
strength between pairs. By finding the fixed point of this equation, one may then determine
the tipping point of the system in terms of the aforementioned variables, beyond which
it will collapse. Though the coupling in Equations 8 is described by

xn
j
n
α +xn
j

, other forms of

coupling, such as logistic interactions, which also saturate at large values and take a nonlinear
sigmoidal shape, may be used as well while retaining a k-core-dependent tipping point[5].
These equations, in general, may be used to describe the dynamics of a degrading network
which saturates at some value. It is necessary however, if one is to describe the evolution of
a network with these equations, that the interactions be greater than 0.
We may then determine the tipping point of the system by first solving Equations 8 using
the logic approximation of the Hill function[5, 13, 14, 20] (Hn (xj ) ≈ Θ(xj − α), exact as
n → ∞). Although we do not have n → ∞, this is the only way that we can solve analytically
this system of equations. The approximation equals to 1 for x > 0, and 0 otherwise, meaning
that the fixed point of Equations 8 is given by
N

x∗i =

γX
Aij Θ(x∗j − α), i =, ..., N
d j=1

(9)

with uniform dynamical parameters chosen for simplicity. Doing a change of variables yi∗ =
x∗i d
,
γ

this becomes
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yi∗ =

N
X

Aij Θ(yj∗ − Kγ )

(10)

j=1

where the degree threshold for calculating the k-core is Kγ =

αd
.
γ

The tipping point Kγc of

the network—the point beyond which it collapses—is then

max
= Kγc =
kcore

αd
.
γc

(11)

This result may also be applied to, among others, financial systems which evolve dynamically[1].
While the time scale is much smaller than that which shapes an ecosystem, it cannot be denied that certain businesses and industries, and the economies which are centered around
them, have continued to thrive while others have failed. The S&P 500 stock index is an
example of such a system; the weaker performers are, over time, removed (as a species might
go extinct from an ecosystem) while those businesses at the center of the network under a
k-shell decomposition, which provide stability and robustness, have persisted over decades.
If the weaker performers in the S&P 500 are also those at the periphery of the associated
network, there is little disturbance in the economy as a whole when they are removed from
the network of the S&P 500. Financial crises, analogous to an ecosystem being pushed to
(or even past) the brink of collapse, occur when the businesses in or near the k-core begin to
perform weakly and fail, thus endangering their presence in the stock index and potentially
leading to the disappearance of nodes essential for the maintenance of network structure.
This is analogous to a global weakening of interactions among stocks that occurs during
periods of economic turmoil because fewer people have disposable money to invest in the
market or purchase the goods and services offered by the various companies traded on the
stock exchange.
In Fig. 7a, we show the same network from Fig. 3b. The stocks are color-coded according
to their various financial sectors, and are arranged using first the Force Atlas algorithm and
31

then the 3-D network organizer of Gephi[47]. Fig. 7b shows the distribution of correlations
P (Cij ) and Fig. 7c shows the distribution of interactions P (Jij ). It is important to note
that, despite the presence of some negative values among the correlations, the interactions
as inferred via Graphical Lasso are all positive, allowing us to describe the system with
equations of the form of Eqs. 8 and find a tipping point which relates to the k-core. Note
also that this problem of possible negative interactions does not arise with the ecological
networks; by the various definitions of “interactions” used in constructing these networks,
all interactions are by default nonnegative.
Figure 8a, in comparison, shows the ecological network studied by Santos, Aguiar, and
Mello (2010)[48]. This plant-pollinator network is composed of the interactions of various
species of social bees and social wasps in Bahia, Brazil with various types of plants; the interactions are directed and either directly or indirectly mutualistic. We display the network in
a directed bipartite format, with the bees and wasps acting upon the plants by visiting them,
following the convention of an interaction originating with an active party and performed
upon a passive party[32]. Node size scales with in-degree, or the number of visits received by
a given species of plant. Figure 8b shows the distribution of the parameter kγ (the “tipping
point”) for the ecological networks. The meaning of kγ as a “tipping point” of an ecosystem
is explained in further detail in the previous section.
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Figure 7: Example network of the S&P 500: (a) Schematic of the network built from
pairwise interactions Jij between 489 stocks in the 100-day window ending 22 June 1998, as
in 3b. Nodes are colored according to the financial sector to which they belong, and node
size increases with degree. Interactions are symmetric, i.e., Jij = Jji . (b) and (c) show the
distribution of pairwise correlations Cij and nonzero pairwise interactions Jij , respectively.
It is important to note that, while the Cij shown in (b) take some negative values, the
nonzero Jij shown in (c) are all positive. To determine the tipping point of a network using
Equations 8, Jij > 0 are necessary.
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Figure 8: Example ecological network: (a) Schematic of a network built from the adjacency matrix of plant-pollinator interactions between a total of 76 plants and pollinators
described in Santos et al., 2010[48], and (b) the distribution of tipping points kγ across
all ecological networks considered in this work. Interactions in (a) are directed from the
acting species (the pollinators) to the passive species (the plants); node size increases with
in-degree. Green nodes represent plant species while yellow nodes represent pollinators.

Testing the networks
We test each ecological network using a series of random attacks, to determine how the
k-shell structure of each network responds to the successive removal of nodes. To randomly
attack the network, we remove from the original network increasing fractions of nodes, such
that most of the network remains after the initial attacks and very little of the original
network remains after the later attacks. We then observe the size of each k-shell following
each random attack. It can be seen that the higher-level shells (i.e., the core and those
shells closest to it) persist far longer than do the lower level (i.e., k = 1 or k = 2) shells as
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increasing numbers of nodes are removed, regardless of which k-shell contained the largest
amount of nodes prior to the attack.
We then compare these results with the effects of random attacks on Erdös-Rényi networks obtained by randomly reshuffling the original ecological networks while retaining their
bipartite structures and degree distributions as well as the network sizes. We not only find
that the ecological networks generally last much longer than their Erdös-Rényi counterparts,
but that by the time half of the nodes have been removed, the real networks have many more
nodes in the highest k-shells than do the corresponding Erdös-Rényi networks. As before,
we find this regardless of whether or not the core and next-highest k-shells contained the
majority of nodes at the outset. Moreover, we find that the result is more pronounced in
those networks previously determined to be significantly different from a random case, as
compared to those networks not found to be significantly different.

0.2.3

Discussion

Calculation of the robustness of a network is a question relevant to many systems the world
over, from finance to the Internet to ecosystems; the well-being of economies, countries, and
even the earth depend upon the survival of these networks so it is important to quantify
their resilience. A number of methods have been proposed previously to determine robustness, including nestedness and metrics based upon network structure. Similarly important
is the calculation of a network’s tipping point, i.e., the point at which enough nodes have
been removed to cause network collapse. If the tipping point of collapse of an ecosystem
(for example) is known, prevention of that collapse will be more possible because warning
signs of the network’s collapse will also be known. Here, we have proposed a new measure of
robustness that is based in a topological invariant of the network, the k-core, and therefore
reduces the need to analyze discrete networks because this property is invariant under homeomorphisms. A method of determining a network’s tipping point of collapse is also based in
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a k-shell decomposition of a network.
Following k-shell decompositions of both ecological and financial networks (detailed explanation of the k-shell algorithm can be found in Methods), we find that histograms of the
occupancy of each k-shell form a “U-shape.” Thus, the outermost shells—the periphery—and
the innermost shells—the core—are the most highly-populated, while the intermediate shells
are very sparsely populated. This is, in fact, similar to core-periphery structure, wherein
there exists a subset of nodes (the “core”) connected strongly not only to each other, but to
most of the other nodes in the network, and a subset of nodes (the “periphery”) connected
more loosely to a few of the nodes in the core[49]. Core-periphery structure has been found
in many types of networks, from world systems, to economics, to social networks among
primates[50, 51, 36]. Our structure differs in that there are more than two subsets, or shells,
but the underlying idea remains: there is a central subset of nodes which are integral for the
maintenance of network structure, while the most peripheral nodes are less important for
the network’s survival and may be removed without causing a total collapse of the network.
Moreover, we find that the nodes belonging to this central subset are far more resilient under
random attack than those at the periphery, allowing the network to retain its most essential
structural components as long as possible to avoid a total collapse.
The persistence of the core and inner shells even in the face of significant destruction of
the network shows the importance of the ”U”-shaped k-shell structure of ecological networks
to those networks’ survival. An abundance of species in the outer shells protects those species
in the core and inner shells when the ecosystem comes under random attack, though when
the core and inner-shell species are removed, thus depriving the network of its structure,
the ecosystem collapses fully. It can be useful to monitor the populations of species in a
given ecosystem through the lens of such a k-core decomposition: those in the outer shells,
who do not have many interactions with other species in the network, tend to disappear
first with less of a negative impact. The network collapses when species in the core and
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inner shells disappear. Thus, certain species may be treated as indicators of the health of
a given ecosystem in that a population decline could be an early warning of a collapse if
corrective action is not taken. Similarly, the businesses whose stocks make up the core and
inner shells of a financial network could be viewed as indicators of economic health. That
is, if certain core businesses begin to show signs of distress via their stock activity, they
could be more closely regulated in order to prevent (or mitigate the effects of) a future
recession or even depression. It is also possible that the idea of monitoring a core subset of
vital nodes in order to preserve the structure of a network may be generalizable beyond the
applications explored in this paper. Due to the breadth of networks which display a coreperiphery structure, one may also imagine, for example, using the k-core structure of a social
network to more effectively inoculate populations against disease, or taking advantage of the
structure of Internet networks to better guard digital infrastructure against viral attacks.
In sum, since core-periphery and k-shell structure are ubiquitous in real-world networks, a
better understanding of what makes these networks robust—and how to determine whether
or not that robustness is being endangered—can be utilized to protect against, or at least
soften the effects of, a wide range of variously catastrophic events.

0.2.4

Methods

Data acquisition
For the ecological networks, we use a subset of ecosystem data downloaded from the Interaction Web DataBase[52], for anemone-fish; plant-pollinator; plant-ant; and plant-disperser
interactions. These data have several formats, including Excel spreadsheets and weighted
or non-weighted adjacency matrices, but were all converted to a standard format of a binary directed adjacency matrix where a value of “1” indicates a link (or interaction) and
a value of 0 denotes no interaction. We begin with 49 such networks and discard those
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that are not sufficiently different from comparable random networks of the same size and
degree distribution. To determine which networks we discard, we generate 10000 such random networks per one real ecological network and do a k-shell decomposition (explained
later in this section) of each; we then find the percentage of times that the generated
networks had an equal or greater number of k-shells as compared to their corresponding
real network. Networks where this percentage equals or exceeds 1% are deemed insufficiently different from a random network of the same size and degree distribution, and omitted. We are left with 15 networks that are deemed significantly different from the random
case[53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 48, 22].
The economic data comprises roughly 45 years’ worth of daily open and close prices for
stocks belonging to the S&P 500 index over a period spanning from 2 January 1970 to 5
November 2015. Data of each individual stock are only used for the time during which the
stock belongs to the index; the prices before or after that time are disregarded. A formal list
of changes to the composition of the S&P 500 was consulted[66] to ensure that the networks
include the correct stocks. Data for stocks that were still extant at the time of data collection
(5 November 2015) were collected from the Yahoo! Finance page[67] and data for stocks that
were no longer being traded were purchased in order to avoid survivorship bias, which can
significantly skew examinations of historical financial data by selecting only stocks for those
businesses that have successfully navigated periods of financial turbulence[68, 69].
After obtaining the stock data and selecting those stocks which have been part of the
S&P 500 index for any length of time between 2 January 1970 and 5 November 2015, we
calculate the daily log-returns ri (t) of a given stock i for the period t during which it belongs
to the index. The log-returns are calculated as follows[70]:

ri (t) = log(

Closei (t)
)
Openi (t)
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(12)

Here, the variables Closei (t) and Openi (t) represent the opening and closing prices of
the stocks on the same day. We chose this method of calculating daily log returns rather
than open-to-open or close-to-close to maintain consistency in the trading hours of all the
stocks[26]. Some stocks, for example, might be traded online during hours when the New
York Stock Exchange is closed, whereas others might not be (and would not have been, prior
to the advent of online trading); this could potentially lead to a situation in which one stock
belonging to the S&P 500 for some duration, is traded more than another stock belonging
to the index for the same amount of time.

Correlation matrices
To construct the correlation matrices of the stocks, we choose windows of 100 days, with
a 10-day shift. After investigating multiple windows lengths from 10 days to 500 days, we
plotted metrics of the resulting networks over all 45 years, such as the average correlation
Cavg or the mean log-returns in each time window. We judged that the 100-day windows
did not over-smooth the time series (thus cutting out potentially valuable information) but
also did not preserve an excessive amount of noise, as happened in the smaller time windows
with smaller shifts. To build the networks in each window, we first subtract the mean of
each stock’s log-returns in that window:
PT
Ri (t) = ri (t) −

t

ri (t)
T

(13)

where T is the window length, and then compute the Pearson correlations Cij between these
new log-returns R of stocks i and j as follows:
P
Ri (t)Rj (t)
Cij = pP t
P
2
2
t Ri (t)
t Rj (t)

(14)

We get 1147 such networks. Stocks which do not belong to the S&P 500 for the entirety
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of a particular time window are not included in the network for that time window. Because
the S&P 500 index always has roughly 500 members[71], the network sizes in each time
window generally fluctuate only slightly depending upon how many stocks entered or left
the index during that period, ranging from 469 to 498 with an average size of 487. Out of
all the networks, there are 10 which have an abnormally low size (around 450 nodes), which
can be attributed to a high turnover of stocks in the index during that time (stocks generally
enter or leave in the middle of a time window, rendering them ineligible for consideration in
that window’s network).
Some useful metrics for each network, several of which were mentioned earlier, are the
network size N ; average correlation Cavg (t):
PN PN
Cavg (t) =

Cij
N (N − 1)
i

j6=i

(15)

and the average log-returns in that time window Ravg (t):
PN PT
Ravg (t) =

i

t

TN

Ri (t)

(16)

Interaction matrices
For the financial data, the matrices Cij can potentially show spurious correlations which arise
not from similarities between the behaviors of two stocks, but from the similarity of each to
a third stock. As an example, let us imagine three stocks A, B, and D. A and B do not
behave in a similar fashion to each other, but they behave similarly (in two different ways)
to D. Despite this, A and B would have a high value of correlation CA,B , thus implying that
they behave alike when they, in fact, do not[26].
To find the true pairwise interactions Jij , we turn to the Graphical Lasso (“Glasso”)
algorithm of Friedman, Hastie, and Tibshirani[40, 41]. Glasso works by maximizing the
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penalized log-likelihood over inverse covariance matrices Θ (our “Jij ”) which are definite
and nonnegative:

log det Θ − tr(SΘ) − λkΘk1

(17)

where tr is the trace; S is the empirical covariance matrix; λ is the penalty; and kΘk1 is
the sum of absolute values of the elements of Θ, or the L1 norm. The interaction matrices
returned by this method are sparse, and values between −10−4 and 10−4 are set to zero.
In Fig. 3b, for example, we see that many of the interactions are equal to zero though the
interactions were nonzero in Fig. 3a. The pairwise “correlations” in these cases had arisen
from the fact that two stocks’ behaviors may each have had similarities to different aspects
of the behavior of a third stock but not to each other[26].
There has been some discussion over the best way to choose a penalty λ, which can
present a difficulty to those wanting to use the Graphical Lasso. We follow the method of
Mazumder and Hastie[41], which entails finding the threshold at which a giant connected
component emerges in the correlation matrix Cij and setting the penalty equal to this value.
To find the threshold at which the giant connected component emerges, we use a standard
method for percolation of the giant component[72, 73]. Testing this for one-third of our
networks against a second method of penalty optimization which involves percolation of the
giant component in the interaction matrix Jij over different values of λ—the optimal penalty
here is the value at which the giant component emerges—we find that the two methods yield
the same, or very similar, results, with an average error of 0.82%. Moreover, we find that
the structures of Cij at the percolation threshold and Jij at the optimal lambda are almost
exactly the same, with an average structural difference over all 1147 networks of only 0.29%
of the nodes.
Despite many of the correlation matrices Cij containing a small amount of negative values,
41

the nonzero entries in all of our interaction matrices Jij are positive. This is important to the
structure of the network, as explained previously: mutualistic networks and the calculation
of kγ require all-positive interactions[5].
K-shell calculation
To learn about the natures of both the ecological and stock networks, we investigate their
structures using the k-shell algorithm[7, 37, 38]. To discover which nodes are in which k-shell,
we use an iterative search with the following steps:
1. Find all nodes with degree k = 1.
2. Remove these nodes and their links from the network.
3. Since there may now be new nodes that have degree k = 1, repeat steps 1 and 2 until
there are no more nodes with degree k = 1 in the network; these nodes belong to the
k = 1 shell, or ks = 1.
4. Repeat the previous three steps for increasing values of k until all nodes in the network
have been categorized as belonging to a k-shell. An example network divided into its
component k-shells is shown in Fig. 9.
5. Those nodes belonging to the innermost k-shell—kmax —are considered as belonging to
the “k-core” of the network.
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Figure 9: K-shell decomposition of an example network: The network shown here has
undergone a k-shell decomposition via the algorithm described in the Methods section. At
each step of the algorithm, nodes with degree equal to or less than k are removed iteratively
until there are no more nodes of degree k or lower. These nodes are then said to belong to
the k-th shell. The innermost shell kmax , or the core of the network, contains the nodes with
the highest degree even after the iterative pruning. These nodes are the ones responsible
for providing a ”structure” to the network with their high interaction strengths; those in
the outermost shell (or shells, in larger networks) are vital for network survival in the face
of random attacks, where a greater number of ”expendable” nodes in the outer shells decreases the chances of a vital node being removed. The ”U”-shaped k-shell occupancy levels
described in this paper therefore lead to networks that are more robust under both global
and random attacks.

As discussed in the Results section, when examining the occupancy of the k-shells for
both the ecological and stock networks, rather than shell occupancy which increases with
increasing values of k as we would expect from a random network, we find high occupancy
in both the outermost (with lower values of k) shells and the innermost (with higher values
of k) shells. Minimum occupancy is reached in one of the middle shells. The point at which
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this minimum occupancy is reached is called kγ and is inversely proportional to the average
of interactions (the quantity γ) on the whole network. kγ is also called the threshold of
mutualistic benefits[5], that is, species in shells with k < kγ cannot contribute to the others
in the network, but only derive a benefit. The inverse relation to γ means that if the average
interaction decreases, kγ will increase and fewer nodes will be able to provide a benefit to
others in the system, eventually leading to a total collapse of the network when there are
too many ”takers” and not enough ”makers”.
In the case of the ecological networks, those shells with k > kγ contain the “symbionts,”
or species that provide some benefit at the same time as they benefit from the actions of
other species, and those shells with k < kγ contain the “commensalists,” or species which
only gain some benefit from the other species but do not provide anything in return. In
more general terms, the nodes representing the symbionts are those which give structure to
the network, while the nodes representing the commensalists are those which protect the
network from destruction due to random attack.
The structure of a random network would render it more susceptible to destruction via
random attack, due to a higher probability of attacking nodes in the core which are vital to
the structure of the network. For the ecological and stock networks showcased here, these
nodes in the core are protected by an increased number of nodes in the outer shells. In these
cases, a random attack is less probable to remove a node in the core and more probable to
remove one of the nodes in the outer shells.

Testing the ecological networks
To make sure that the ecological networks chosen would yield significant results, we generate
10000 random networks of the same size and degree distribution as each real network, and
perform a k-shell decomposition on each. We then calculate the p-value as the number of
rand
times out of 10000 that the maximum k-shell of each generated network kmax
is greater than
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real
:
or equal to the maximum k-shell of the real network kmax

p=

real
rand
≥ kmax
#kmax
10000

(18)

We consider those networks with a p-value less than 0.01 to be significantly different
from the random case. This method also culls the networks that are too small to yield very
significant results for our purposes (i.e., 10 or 15 nodes). Furthermore, the networks with
too high a p-value do not display the “U”-shaped curve when histograms are plotted of
their k-shell occupancy, confirming that the significant networks differ from what might be
expected in a random case.
A second test that we perform is a series of random attacks on each network, starting with
the original adjacency matrix each time and removing successively larger amounts of nodes.
The networks previously designated “significant” not only decay more slowly in comparison
to their corresponding Erdös-Rényi graphs (generated by randomly reshuffling the original
networks while retaining a bipartite structure and the original degree distribution), but
specifically the core and those k-shells closest to it are more resilient, persisting even when
half the nodes have been attacked and removed. For the corresponding Erdös-Rényi graphs
obtained via reshuffling, the latter trend is not as strongly displayed.

0.2.5

Nestedness

One way in which we can describe the structure of interactions in a network is the nestedness. In ecological networks, this is the propensity of more specialized species, or those
which interact with very few others, to interact with the more generalist species, or those
species which have many interactions in the network[33, 24, 32]. The more a network displays this property, the more nested it is said to be; in adjacency graph representations
of such networks, the graph appears to fill the upper or lower triangle [23, 33, 24, 34, 43].
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There are several methods of quantifying nestedness; one of the best-known is the “temperature” defined by Atmar and Patterson and implemented in their “Nestedness Calculator”
software[43], which draws an analogy between the ecological network and a physical system
by describing the “disorder” of the network. Since greater nestedness implies greater order
in the interactions between species in the network, more nested systems have lower temperatures. Those systems that are maximally-nested (i.e., temperature T = 0) will tolerate
no reordering of interactions, whereas less-nested systems can maintain the same degree of
system order even if there is some shuffling of interactions[23, 33].
The software implementation works by first reorganizing an m × n matrix such that
the species are arranged from most generalist in their interactions, to most specialist, thus
(ideally) filling the upper triangle. An isocline of “perfect nestedness” is then determined for
the matrix. A quantity “unexpectedness” or U is then calculated, with the rule that the lack
of an interaction before the isocline, or the presence of an interaction beyond the isocline,
is “unexpected”[43]. The higher is the value of U for the interaction matrix, the higher is
the disorder (and thus the temperature T ); ultimately, the temperature is scaled between
0 and 100. It is important to note that Bascompte et al. normalized the temperature as
T0 =

100−T
,
100

thereby scaling the nestedness between 0 (minimal nestedness) and 1 (maximal

nestedness)[33].
A second method of calculating nestedness, which does not employ an isocline and thus
does not demand that the matrix structure be rearranged to be as close as possible to
upper-triangular, is that of Johnson, Domı́nguez-Garcı́a, and Muñoz[32]. Here, the expected
nestedness η of a bipartite matrix is calculated as:

η=

n1 hk 2 i2 + n2 hk 2 i1
hki1 hki2 (n1 + n2 )2

(19)

where n1 and n2 are the numbers of nodes in each set of the bipartite matrix (for the case
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of the ecological networks, these sets would be “plants” and “animals”); k is the number of
edges; and hṗii is an average over set i. η takes values which increase with increasing order
(nestedness), with the minimum value of η being 1 for a totally random network.
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0.3

Chapter 3: Jamming transitions as K-core transitions

The jamming transition in systems of packed particles is a well-studied phenomenon[76, 74,
75, 77, 78]. The sudden organization of the particles into a rigid formation is a discontinuous
transition in the shear stress and has been found to rely on the dimensionality of the system:
for frictional particles, this change occurs when the average degree of the network is equal
to D + 1, and for frictionless particles, when the average degree of the network is equal to
2D, for a D-dimensional system. Much work has been devoted to explaining what underlies
this transition, and we propose that it is based not upon the dimensionality of the system
but instead can be predicted via k-core percolation theory, e.g., the emergence of giant 3and 4-cores. The results found from 3-D simulations of particles are well explained by kcore percolation of random Erdös-Rényi networks of the same size as the contact maps of
the simulated packings, allowing for a finite-dimensional transition to be explained by an
infinite-dimensional k-core and equating the jammed packing with a random network.

0.3.1

Introduction

When granular materials such as sand, and other soft materials such as glass, become so
tightly packed that movement is no longer possible, they undergo a sudden onset of rigidity
called the jamming transition[74] which takes the system from a lower density of particles and
a more liquid-like state to a high-density solid disordered state. This is the reason why, for
example, one may run across the surface of a cornstarch and water mixture without sinking:
the system of grains of cornstarch undergoes jamming in response to the force created by
one’s foot, and can sustain much higher levels of stress. The following section will treat
specifically shear jamming, or jamming that occurs due to some external shear force on the
system and results from a self-organization of particles in order to resist this force[79]. There
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is, at the jamming transition, a discontinuous jump to some maximal nonzero quantity in
the shear stress σ that can be sustained by the material, which quantifies the resistance to
the external force. It is a disordered packed state, and the problem of finding the maximum
density at which this occurs can be related to constraint satisfaction problems in a wide range
of topics such as computer science, physics, and mathematics. The far-reaching implications
of the solution to such problems has prompted much work towards a deeper understanding
of the jamming transition: can it be theoretically described, reducing the need for systemby-system examination?
Prior works[74, 77] in the field have linked this transition with an isostatic point at
which all particles in the system experience net force and net torque equal to 0, since they
are not moving; these particles are said to satisfy the force-balance equations for the system.
Moreover, the transition has been related to the coordination number c of the system, or
the average number of other particles with which a given particle is in contact. In the
language of complex network analysis, we call this quantity the average degree; indeed,
a system of particles can be described as a network in which each particle is a node, and
contacts between two particles constitutes an edge. This is called a ”contact network”. More
recent work has delved into theoretical specifics, for example applying spin-glass theory to
hard-sphere glasses[77] (systems of hard spheres compressed so quickly that they bypass the
crystallized state[80, 81]) or taking a statistical mechanics ensemble approach to jammed
systems[75, 78]. In this chapter, however, we aim to prove that the underlying mechanism of
the jamming transition is actually related to a topological invariant of the contact network,
that is, the maximum k-core.

0.3.2

A brief review of the k-core

As stated in the Definitions section, the k-core is the largest subgraph of a network wherein
all nodes have degree of at-minimum k following an iterative pruning algorithm; all nodes
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with ultimate degree k − 1 then make up the k − 1-shell and are not part of the k-core. The
entire network is a k = 1-core as all nodes in the network have at least one link to another
node. We can then decompose the network into concentric k-cores until the maximum k-core,
whose value of k yields the k-core number of the network, or kmax . (This process is treated
in greater detail in the section ”K-core algorithm”.)
The k-core is a topological invariant of the network, meaning that it is unchanging under
homeomorphisms and is independent of local details such as the label of a single given
node[5]. Although it was first introduced in the social sciences as a metric of cohesion in
social networks[9], this quantity has been put to great use in complex network science because
of its ability to identify the most influential actors in a system: those in the maximum k-core
or in the shells immediately preceding it (for networks with a high enough value of km ax).
Applications are wide-ranging and vary from probing the structure of the Internet[82, 83] or
the brain[84], to describing the spreading of information in a social network[21], to robustness
and collapse of random networks and ecosystems[7, 5].

0.3.3

K-core transitions and the jamming transition

Beyond simply decomposing a network into its k-shells and k-cores, we may also probe the
structure of a network under k-core percolation[7, 5]. This involves measuring the populations of the various k-cores in a network as increasing numbers of edges are added. It can
be seen that, as the edges increase, the network undergoes mixed first- and second-order
discontinuous transitions as new k-cores emerge for increasing values of k. The emergence
of these new k-cores makes sense because, as explained in the previous section, the k-core
is the subgraph with minimum degree k; addition of new edges would then tend towards
increasing this minimum degree for some of the nodes. The jamming transition in granular
materials, similarly, is discontinuous as edges (here, contacts between particles as the volume
density increases) are added to the network of contacts. Previous authors have noted this
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and posited that the two are somehow related[85].
For a random Erdös-Rényi (ER) network[86], the values of average degree c at which
the giant k-cores emerge have been found analytically by Wormald et al.[8]. From the
work of Erdös and Rényi[87], the emergence of the 2-core under k-core percolation is known
to be continuous and occurs at average degree for emergence of the 2-core c2 = 1; the
emergence of subsequent k-cores (and concomitant collapse of the preceding core), however,
are discontinuous first-order transitions. During these transitions, the occupancy of the
emerging k-core jumps from 0 to some density or ”occupancy” pk at a well-defined average
degree ck . The occupancy pk is defined as the number of nodes in a given k-core nk divided
by the total number of nodes in the network N :

pk =

nk
N

(20)

These values of ck and pk apply for ER networks, which are defined in infinite dimensions and
wherein all correlations between contacts are ignored, rendering the network totally random.
The ER formulation disregards dimensionality and we can say that the solution is found via
mean-field approximation.
In jammed systems, the coordination number c, or average degree of the network of
contacts, is related to the isostatic transition to a jammed state. For frictional particles, this
transition happens at c = D + 1, and for frictionless particles, 2D, where D is the dimension
of the system. As these are integer values, they do not coincide with the average degrees for
k-core transitions on a random Erdös-Rényi network. Here, the 3-core emerges at c3 = 3.35
with p3 = 0.27; the 4-core emerges at c4 = 5.14 with p4 = 0.43; the 5-core emerges at
c5 = 6.81 with p5 = 0.55; and so forth.
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0.3.4

Results

Fig. 10 shows the results obtained in [76]. In the inset of the figure, where the shear stress in
the xz-plane σxz is plotted as a function of shear strain γ, we see for all packings examined a
discontinuous jump in the shear stress around σxz = 5 × 10−9 , as indicated by the horizontal
dashed line in both the major axes and the inset. In the major axes, where the xz-plane
shear stress is plotted as a function of coordination number c, this jump occurs at a certain
value of the coordination number between c = 3 and c = 4. The jamming transition on
the major axes occurs near the vertical line in Fig. 10 marked ”ciso = 4,” which is close
to the isostatic transition for a 3-dimensional jammed system of frictional particles. The
value of c at which the transition occurs is approximately independent of volume fraction
φ; indeed, the data for all packings collapse roughly to a single curve for different φ. The
transition is close to the expected finding of a discontinuous jump at c = d + 1, or c = 4
but appears to begin before this point, as the shear stress begins to increase below the
isostatic value of c. The inset, again, shows a discontinuous jump in the shear stress at the
jamming transition which occurs at φ-dependent values of γ unique to each of the particle
configurations examined here. This type of drastic and discontinuous increase with the
addition of edges (for this network, an increase in density which leads to a greater number of
contacts between spheres) is reminiscent of the emergence of the 3-core in a random ErdösRényi network[86] undergoing k-core percolation. It is interesting to note that the average
degree (analogous to the coordination number c) at which this occurs in the ER network is
3.35—falling between the vertical dashed lined at c = 3.35 and c = 4.0 on the major axes of
Fig. 10.
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Figure 10: The jamming transition for systems of frictional spherical particles.
The major axes show the shear stress in the xz-plane, σxz , plotted versus the coordination
number (average degree in the network of contacts) c. For all volume fractions (densities) φ
in our data, σxz (c) collapse to a single curve. The inset shows that the data does not collapse
similarly when σxz is plotted as a function of the shear strain γ.
To determine if k-core percolation is underlying the transition seen in Fig. 10, we do a
k-core analysis of the packings. The k-core of a network is defined as the maximal subgraph
consisting of nodes having degree at least k [9, 7] and is illustrated in Fig. 11. The k-cores
are unique and may be comprised of smaller clusters spread throughout the network because
they do not need to be connected. To obtain the k-core, we follow an iterative pruning
algorithm that is linear in the size of the system and deletes nodes with degree less than
k from the network until the core is obtained. Moreover, there are two structures within
the k-core: the k-shell at the periphery, which is the subgraph containing nodes of ultimate
degree k and their edges, and the k + 1-core, containing nodes of minimum degree k + 1 and
their edges; the nodes in the k-shell are not part of the k + 1-core. The k = 1 core describes
the whole network, and successive k-cores are nested within each other such that the 2-core
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contains the 3-core and so forth. For the 1-core, its connected component is the same as
the giant component in percolation theory. Since the 1-shell is a forest, its removal from the
network yields a 2-core which is also the same as the giant component. K-cores for k ≥ 3 are
not related to the giant component; rather, they emerge suddenly as the number of edges in
the network increases. The value of the highest-order k-core that can be found for a given
network is called kmax and is the k-core number of the network; this value is topologically
invariant under homeomorphisms.

54

Figure 11: Definition of the k-core, k-shells, and maximum k-core. An example
network classified by its k-shells as outlined in the algorithm from the section ”K-core decompostion”. The entire network is a k = 1-core because all nodes have minimum degree of
1. The nodes with ultimate degree of 1 following iterative pruning of the network comprise
the k = 1-shell, while all nodes in the k = 2-shell and inwards comprise the k = 2-core—so
on until the maximum k-core or kmax -core.
Using the aforementioned k-core framework, we analyze the packings from [76]. These
packings have densities φ ranging from 0.56 to 0.627, with values of coordination number
that show the state of the system before, during, and after the jamming transition for each
φ. Given the list of contacts for each of the 202 packings that comprise our dataset, we build
contact networks in the form of adjacency matrices Aij , where a value of 1 indicates contact
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and a value of 0 indicates no contact between two particles i and j. We perform a k-shell
decomposition[21] on each of the networks following the previously-outlined algorithm, and
obtain both the k-core number of the network and the number of nodes (particles) in each
k-shell from the outermost k = 1-shell to the maximum core of the network, the kmax -core.
We find the normalized occupancy of each k-shell by dividing the number of nodes in the
k-shell by the total number of particles in the contact network, N = 2000.
First, we find that the k-core number of the network increases as the coordination number increases; this is logical, as it is expected that increasing the contacts in the network
will lead to higher values of minimum degree and thus the emergence of higher-order kcores. Second, we note a rapid transition in the occupancy of the maximum k-core upon its
emergence. As none of the networks have a low enough coordination number to capture the
emergence of the 2-core, which is continuous, all of the emerging k-cores display a discontinuous increase in their occupancy. We see in Fig. 12 that when a new kmax -core emerges, the
occupancy of the previous maximum core has a discontinuous decrease to a minimum, while
the occupancy of the new k-core simultaneously displays a discontinuous increase from 0 to
approximately the appropriate density pk , at approximately the appropriate value of ck , for
the values theoretically determined for random Erdös-Rényi networks by Wormald[8]. Such
transitions happen at roughly the same value of coordination number c for each packing
network regardless of the packing’s volume fraction φ, meaning that the k-shell occupancies
plotted as a function of coordination number c collapse to a single curve across values of φ.
In Fig. 10, the transition values are demarcated by the vertical lines at c3 = 3.35, c4 = 5.14
and c5 = 6.81 (for the emergence of the 3-core, 4-core and 5-core, respectively) and are also
clearly indicated in Fig. 12.
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Figure 12: The jamming transition is predicted by random ER theory [8]. At the
coordination numbers predicted by Wormald et al.[8], giant k-cores emerge in the networks of
contacts for our packing data. The emergence of the 3- and 4-cores at coordination numbers
c3 and c4 respectively describe the jamming transition. Note that, regardless of volume
fraction φ, the occupancy curves for each k-shell collapse to a single curve. Note also that
there is little finite-size effect, which is remarkable because the system size is only 2000 nodes
on a 3-D network and the theoretical k-core occupancies given by the solid-line curves are
for infinite dimensions.

Note that the emergence of the 2-core, or giant component, in Fig. 12, is not relevant
for the jamming transition. This is because it appears at c2 = 1, and a packing with a
coordination number of 1 will be far from the jamming transition; the higher-order cores
that herald the jamming transition (due to a higher number of contacts and thus a more
dense system) will not have appeared yet. Jamming would actually appear to be related
to the appearance of the 3-core rather than the giant component, as the 3-core is better
connected and emerges suddenly rather than continuously, as described in the previous
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paragraph. Since the jamming transition requires that force balance conditions be satisfied
by all particles in the packing as opposed to via the nucleation of discrete regions, this
gives rise to the discontinuous nature of the emergence of the 3-core. The global nature of
the force balance requirement for jamming is a possible reason for the ability to describe
a three-dimensional packing by mean field k-core theory for infinite-dimensional and fully
random networks with very little finite size effect, as we see in Fig. 12: the theoretical k-core
occupancies, given by the solid-line curves, are well-approximated by the k-shell occupancies
of our networks of N = 2000 particles.
To obtain these theoretical k-shell occupancies, we generate a set of Erdös-Rényi networks
with N = 2000 nodes as in the packing and average degree equal to coordination number
c, for c = 0 to c = 7.0 in steps of 0.1. For each c, 1000 ER networks are generated, and
their salient values averaged over the 1000 generated networks. We fully randomize the links
in the packings while keeping the original coordination number c, in order to obtain the
Erdös-Rényi network for this particular c and number of particles, i.e., the null model. Even
in this null model with correlations removed, we see in Fig.12 that the transitions occur
at similar values of ck and pk to those found with our experimental data. As before, we
perform the k-shell decomposition outlined earlier on each of the randomized networks and
find both the k-core number of the network kmax and the normalized occupancy of each
k-shell. These results are shown in Fig. 12 as the solid curves in black; blue; red; green; and
cyan and correspond, respectively, to the occupancy of the 1- through 5-cores. The system
undergoes transitions at the theoretically-predicted coordination numbers ck and densities pk
predicted by [8] (denoted by the dotted black lines) where a new maximum k-core emerges.
As computed from the packings, these transitions are characterized by a discontinuous jump
in the occupancy of the new kmax -core from 0 to the appropriate value of pk at the same time
as the occupancy of the former kmax -core falls discontinuously to a minimum. Although the
occupancies of the cores are slightly larger in the packing data, they emerge at values of ck
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that match the theoretical values of ck well. This discrepancy in the occupancies could be
due to correlations between particles or a finite-size effect. The similarity is still remarkable,
though, and implies that the nature of the jamming transition in packings is deeply connected
to the emergence of the maximum k-core during k-core percolation.

0.3.5

Discussion

We can apply k-core percolation to a number of other systems as well, as long as there is some
dominant cluster with the requirement that all of its component nodes have some minimum
degree k, similar to how we define a k-core as containing all the nodes in a network with
a minimum degree k. Some examples of these systems include spin glasses and constraint
satisfaction problems[88] that have a set of constraints (as in the force balance requirement
for the packings) and undergo some type of transition. One example is the p ≥ 3-spin glass
model of spin glass systems which undergoes a critical transition in the mean-field level and
shares the same set of exponents as k-core percolation.
Beyond the jamming transition, the phenomenon of k-core percolation pertains to other
systems whose components (the nodes) require a minimum number of k connections to
other nodes to participate in the dominant cluster. Since the k-core sets a constraint on the
minimum number of neighboring nodes, the physics of k-core percolation describes also the
onset of arrested transitions for other systems with nontrivial constraints, such as spin glasses
or constraint satisfaction problems (CSP) (CSP are sets in which the states of members must
satisfy some set of limitations, akin to the requirement that all of the forces and torques be
balanced to 0, i.e., rigid, for the jamming transition) [88]. For instance, a prototypical model
of spin glass systems, known as the p ≥ 3-spin glass model, exhibits a critical transition with
the same exponents as k-core percolation, at least at the mean field level.
Taking into account the analysis above, we posit that the jamming transition is neither
based in the isostatic point of a packing nor in a plain percolation of the network. Rather,
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the transition seems to be related to the discontinuous increase in the occupancy of the
maximum k ≥ 3-core of a network that evinces the emergence of said maximum k ≥ 3core. Moreover, the k-core transitions in the contact networks of 3-D jammed packings are
well-described by the k-core transitions in a random and infinite-dimensional ER network
with the same number of nodes N = 2000. This implies randomness in the structure of the
packing when it reaches the jammed state. Moreover, our findings can be generalized to a
range other systems beyond just packings, as long as these systems contain some type of
large cluster with a minimum-degree requirement for membership.

0.3.6

Methods

Packing data
For our data, we use jammed packings from [76], which were produced using an athermal
quasi-static shear (AQS) protocol. Each packing has N = 2000 monodisperse soft spheres at
various packing fractions φ from 0.56 to 0.627; they originate from an equilibrated hard sphere
fluid initially at φ = 0.45 and undergo a fast initial compression via Monte Carlo simulation
in order to reach the desired values of φ. For each packing fraction, there are multiple
packings at coordination numbers that capture the state of the system before, during, and
after the jamming transition, for a total of 202 packings. Interactions between particles
are via repulsive harmonic potential and the sheared configurations used in this research
are obtained using the AQS protocol. This is implemented by an affine transformation of
particle coordinates in steps of ∆Γ = 5 × 10−5 and followed by energy minimization using a
conjugate gradient method (an iterative algorithm which allows for the solution of systems
of linear equations with positive-definite, symmetric, sparse matrices too large for a direct
approach) and periodic Lees-Edwards boundary conditions. This is done at values of shear
strain γ =

Γ
L

where L is the box length.
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Friction forces
To generate friction, force and torque balance conditions—corresponding to normal and
tangential forces, i.e., friction—are solved for the contact networks obtained from the above
procedure. In past work[89], it was found that contact geometries that can support finite
stress arise from packings of frictionless particles if frictional forces are also present. For
our networks, the normal and tangential forces are estimated independently in the infinitefriction limit by writing the force and torque balance equations in compact form:

M | Fi = 0

(21)

)N × DC) matrix M constructed from unit vectors between spheres in contact;
for a ( D(D+1)
2
number of contacts C; and DC × 1, with dimension D = 3, vector of force components per
contact (f n , f θ , f φ ). The force balance solutions are then obtained by minimizing the energy
function E = hF | M T M | F i[76]. Since the systems have only repulsive interactions, the
minimization is accomplished by imposing that the normal contact forces must be positive;
the scale of the force depends upon the magnitude of the initial guess.
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0.4

Chapter 4: A Statistical Mechanics Approach to
Audience Opinion

A thermodynamic approach is used to analyze a real-world complex network constructed
from correlations of eye movements measured during viewings of video stimuli and predict
audience preferences of the same stimuli. 65 commercials are presented to 25 individuals
whose eye movements were recorded and who rated each video on a scale of 0 to 10 based
on preference and we also obtain the public’s rating of the videos on the same scale. We
find that both gaze positions and gaze trajectories for the most popular videos are highly
correlated. To remove spurious correlations and build a model for our network, we employ
the Maximum Entropy Method[90, 26] to discover the true correlations, or ”interactions”
between viewers and perform a thermodynamic analysis of the interactions, which approach
a ”critical” point. For each video, distinct groups emerge with similar behavior among group
members but different behavior between groups; such groups are better-defined in the video
networks closer to the aforementioned critical point. We find that these videos are the ones
better received not only by our subject pool but on a nation-wide population level. These
results suggest that opinion can be determined from the collective behavior of a small sample
of viewers, and moreover that this can predict population-level preferences.

0.4.1

Introduction

One of the holy grails of advertising is the perfect commercial—a thirty- to sixty-second bite
of sound and video that leaves a viewer curious and interested about a given product—and
one of the most famous proving grounds is the Super Bowl Championship game every winter
in the United States. Companies spend exorbitant amounts of money[91, 92] for adverts
that last less than a minute, hoping to produce the perfect pitch that viewers will remember
despite the additional excitement of sports and Half-Time entertainment. The riddle of
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how exactly to predict audience appeal has always been a difficult one, with the general
perception being that this is based more on individual emotional reactions rather than any
hard-and-fast logical principle. It is a fairly common belief that one’s preconceived biases
determine how one interprets the world, not only psychologically but physically, especially
through sight: a diverse group of people might conceivably focus on different parts of the
same image due to aspects such as cultural background or individual preferences.
Recent work in gaze- and brain signal-tracking, however, has shown that there may in fact
be a way to discern the opinions of a group of subjects from their bodily response to visual
stimuli. It has been found that gaze can influence opinion[93, 94], giving truth to the old
saying that beauty is in the eye of the beholder, and studies have been devoted to the relation
of visual stimuli to attention[95, 96, 97]. Other previous studies in neuroscience have shown
a link between correlation in brain activity and successful interpersonal communication or
similar viewpoints[98, 99] and that synchrony of eye movements[100, 101] and brain activity
can also be elicited by memorable stimuli such as videos[102, 103] which elicit a heightened
state of attentiveness[104, 105]. In the case of visual stimuli such as videos, the brain
is interpreting information gathered by the eyes, and in fact, prior studies have shown that
similarity in brain activities among a small sample of viewers can predict larger-scale audience
preferences[106].
Because both the brain and the eye are synchronized across groups by visual stimuli,
we then hypothesized that perhaps gaze position or gaze trajectory, also, could be used
to predict the opinions of a larger group from the responses of a relatively small sample.
Using inter-subject correlation (ISC) of gaze movement as well as a measure of similarity
called homophily[107], we analyze the eye position data of 63 networks of 25 viewers, with
each network corresponding to a different Super Bowl advert; after watching each video, the
viewers were asked to rate it on a scale of 0 to 10. To examine synchrony of opinions, we turn
to a measure called homophily which is more commonly used in the social sciences but is also
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applicable to some complex networks: it has been shown in numerous sociological studies that
people are more receptive to those that they perceive as similar in some way to themselves,
be it in thinking or even body language[107, 108, 109, 110] Here, the homophily is measured
across opinions, that is, how similarly two subjects rated a given video. We also use a measure
of group cohesiveness, modularity, which measures both the degree of within-group similarity
and between-group difference for various clusters within a network[112, 113, 114, 111] Indeed,
the most popular videos also tend to be the ones with the greatest calculated homophily,
i.e., those that elicit similar opinions from a majority of viewers.
Our approach follows similar work on the application of statistical models to correlations of velocity among independent actors (e.g., flocks of starlings, which can be taken as
analogous to our “flocks” of viewers)[4]. Using the principles that have previously been applied to biological systems ranging from the aforementioned flocks of birds to networks of
neurons[3, 4], we tease out some of the emergent properties of the gaze movement networks,
finding some of them to be poised extremely close to criticality. The closer to criticality
is a given network, the more cohesive are groups of viewers whose eyes moved in the same
way throughout the video. This is similar to the results of Bialek et al.[4], who find that
the correlation networks of flocks of synchronously-moving birds are also close to a critical
point. Essentially, these networks are critically balanced between randomness and perfect
alignment, and in those videos that place the audience at such a point, distinct groups of
viewing behaviors emerge. It is then possible to predict population-level opinions of adverts,
and videos in general, via a thermodynamical analysis of collective behavior in small sample
groups of viewers. Prior studies in attention focused more on movement of gaze position
between stimuli than on the content of discrete fixations, so we work with gaze movement
rather than static positions.
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0.4.2

Results

Data and preliminary analysis
A diverse group of 25 subjects was asked to watch 65 high-production videos—commercials
from the 2014 Super Bowl game—and then indicate their preference on a scale from 0 to 10.
We also obtained nationwide population ratings for each video from Ad Meter, a website on
which viewers across the United States rate Super Bowl commercials on a scale from 0 to 10
in real time. Ad Meter had a demographically-diverse group of approximately 6200 panelists
in 2014 to best capture the range of opinions that the commercials might inspire across
the United States[115]. Each subject watched the videos individually and viewed them in
random order. Their gaze position in the horizontal and vertical directions, which compose
position vectors ~ri (t) were recorded for the duration of each video at intervals of 0.004
seconds. Data was cleaned of jumps due to blinking or brief lapses in data collection using a
low-pass filter in Matlab, which also marked the preceding and following 40 milliseconds as
missing data[116]. Subjects with more than 20% of their data missing for a given video were
excluded from that video’s dataset. Sections of missing data were set to zero, and sparse
principal component analysis was run on the remaining subjects’ data.
We calculate the direction ~σi (t) of each individual’s gaze movement throughout the video
as
~σi (t) = ~vi (t)/|~vi (t)| .

(22)

where ~vi (t) is each viewer’s two-dimensional gaze velocity: ~vi (t) = 0.5(~ri (t + 1) − ~ri (t − 1)).
Figure 13 shows these vectors at one instance in two of the adverts. Each viewer’s gaze
direction at this time is represented by a blue arrow; it should be noted that the viewers in
(a) exhibit much less synchrony in their eye movements than do those in (b). This distinction
will continue to be a salient point for the remainder of this chapter.
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Figure 13: Gaze positions and directions of subjects. (a) Vectors representing subjects’
gaze positions and directions in the 19th second of the Axe Body Spray commercial “Make
Love, Not War.” (b) Vectors representing subjects’ gaze positions and directions in the 4th
second of the Doritos commercial “Cowboy Kid.” The viewers in (a) display less focus and
less coherence of eye movements than those in (b); moreover, (a) had a lower Ad Meter
rating (4.92). Several distinct groups of viewers can be seen in (b), in which gaze directions
are synchronous between members of the groups but different between members of different
groups. This video both had a higher Ad Meter rating (7.58) and was highly-rated in other
national polls related to 2014 Super Bowl commercials [115, 91, 92, 121].

Using Pearson correlation, we first compare the Ad Meter ratings to the ratings given
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by our subject pool. Prior work in neuroscience has shown that opinions averaged over
smaller samples are more subject to “noise” due to individual preferences, while opinions
averaged over large samples tend to see this “noise” cancelled out due to a greater diversity of
competing individual opinions[106]. We see in Fig. 14a that the correlation between the Ad
Meter ratings and the population-level ratings is lower than we might expect (r = 0.63, p =
1.9 × 10−7 , N = 56) and indeed, the subject group is roughly 0.4 percent of the size of the Ad
Meter sample group[115]. To quantify the discrepancy in correlations from the expected case,
we randomly drew 25 sample ratings with the mean taken from the population and added
Gaussian noise; the lowest of such correlations after drawing 105 sets was approximately
0.84, greater by over 0.2 than the correlation found between the actual subject ratings and
the Ad Meter ratings for each video (Fig. 14b).
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Figure 14: Comparison of Ad Meter ratings with subject ratings. (a) The Ad Meter
ratings are higher than the ratings given by the subject sample. Moreover, correlation between Ad Meter and sample ratings is significantly lower than expected from a homogeneous
sample of N = 25 viewers, at r = 0.63. (b) As a test, we picked randomly 25 ratings with
mean taken from the population, adding Gaussian noise with standard deviation taken from
the sample group. The average correlation we obtained was r = 0.91; in 105 such random
picks, we did not find a single case with correlation smaller than this value, dismissing the
hypothesis of a homogeneous sample with p < 10−5 ).

0.4.3

Prediction of viewer opinion from gaze movement.

To quantify the similarity between the opinions of viewers, we calculate the homophily[108]
O, as in Methods: Homophily of opinion. Prior studies have shown that people relate the
most to others whom they perceive as similar to themselves in some way, be it through
ideas or through body language[107, 108, 109, 110]. Homophily O of the subject group
correlates significantly with the Ad Meter ratings, as we see in Fig. 15(a) (r = 0.44, p =
6.2 × 10−4 , N = 56); therefore, the more popular videos on a nationwide scale also elicited
more uniform opinions from our subject pool.
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Figure 15: Correlation of ratings and gaze position. (a) Homophily—a measure of
similarity as defined in Eq.29—of subjects’ ratings correlates with preferences of the larger
population as given by Ad Meter ratings, which were available for 56 of the commercials;
higher homophily means greater agreement among the subjects, with homophily equal to
1 meaning perfect agreement in their ratings. Each point refers to one commercial shown
during the 2014 Super Bowl. (b) and (c) indicate that similarity of subjects’ gaze positions
predict preferences on a population-wide scale, where Cx and Cy are inter-subject correlation
of horizontal and vertical eye gaze positions. (d) Similarity in the eye movement directions
of the subject group during a given video (Cσ ) correlate with the Ad Meter rating of that
video.

Previous studies have also suggested that popular video stimuli elicit correlated brain
responses in viewers as measured by EEG [106]. We ask if this is also borne out in similarity
of gaze position across our subject sample; to this end, we compute the Pearson correlation
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of vertical and horizontal eye positions across viewers (Eq. (24) in Methods). Similarity in
gaze position does indeed correlate with Ad Meter ratings, as we see in Figs. 15b and 15c.
However, for the purposes of a statistical mechanics interpretation, we choose to focus on
gaze direction, rather than gaze position, of viewer i ~σi (t) (Eq. 25 in Methods). Our reasons
for this are twofold. Firstly, the reorienting of attention to new locations, i.e., saccades rather
than fixations, has been shown to be important in studies of attention. Secondly, using a
variable ~σi (t) gives us access to models from statistical mechanics that have been developed
to describe movement of independent agents such as flocks of birds [117, 4] that are analogous
to our ”flocks” of viewers. Such models are capable of capturing pairwise correlations Cij
between gaze directions of viewers i and j ~σi (t) and ~σj (t) (Eqs. 26 in Methods).
The inter-subject correlation Cij of the gaze directions between viewers i and j is computed as in Methods, Eq. 26; in addition, we find the average of these correlations, Cσ ,
over all pairs of viewers (Eq. 28), a quantity called susceptibility in statistical mechanics.
Susceptibility is an important order parameter of a system of interacting particles that tells
how much a system will be affected by small external perturbations. Here, these small perturbations are analogous to changes in the commercial, for example a close-up or a scene
change; in the previously-mentioned example of flocks of birds, these small perturbations
might include a loud noise or the sudden appearance of a hawk. We find a solid link between
similarity of eye movements, Cσ , and the population ratings as given by Ad Meter (Fig. 15d,
r = 0.45, p = 7.6 × 10−4 , N = 52).

0.4.4

Inferring collective behavior.

We then turn to the Maximum Entropy Method[90] to gain deeper insight into the collective
behavior of the groups of viewers. A Maximum Entropy model can uncover hidden dependencies between variables (in this case, eye movements of different viewers) that may not
have been immediately apparent from the inter-subject correlation and disregard correlations
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that arose from two subjects each having a viewing pattern that was in some way similar
to that of a third viewer but not to each other. Viewers are thought of as “interacting” via
the medium of the video, as opposed to physically influencing one another; interactions are
then a measure of similarity of the eye movements uniquely shared by viewer pairs. This
minimal model is one where the distribution of directions is entirely random except that it
reproduces the observed mean direction µ
~ i and correlations Cij . Our system is found to have
the following distribution (again, following the example of the flocks of starlings)[3]:
!
p(~σ ) ∝ exp −

X

~hi · ~σi −

i

X

Jij ~σi · ~σj

.

(23)

i,j>i

For each video we fit model parameters ~hi and Jij so that the means and correlations of this
joint distribution equal the observed means µ
~ i and correlations Cij , using a Monte Carlo
simulation; ~hi is always almost zero due to a lack of net drift of gaze over the course of
the video. To explore possible patterns across groups of viewers, we analyze the network
structure of the interactions Jij , using a conventional clustering technique[111] to group
together subjects with similar entries in the interaction matrix. We also compute for each
video the modularity of Jij , which measures of the existence and strength of communities
in a network (see Methods section on modularity). Higher modularity means that more of
a network’s links, and most of its strongest links, are between nodes that are members of
the same community rather than between nodes that belong to different communities[112,
113]. We find that all videos have relatively high modularity (although some have higher
modularity than do others), meaning that the network for each advert contained groups of
viewers with patterns of eye movement directions unique to each group but common among
group members. Lower modularity means that the groups of viewers are less distinct. Fig.
16 shows the matrix of interactions Jij and the corresponding visualization of the network for
one of the videos most highly-rated by the subject group (average rating 6.46) and according
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to Ad Meter (average rating 7.58). This is also one of the videos with highest modularity
(Q = 0.6479), meaning that similarity in viewing patterns is much higher among members
of the same module than among members of different modules.

Figure 16: Matrix of interactions Jij between viewers, and corresponding network.
Jij captures the similarity of the eye movement patterns uniquely shared between viewers i
and j. In (a) participants are arranged in groups (outlined in white) with similar interactions
which correspond to the groups shown in (b). Participant numbers are listed along the
vertical axis and self-interactions Jii are set to zero. The interactions shown here have high
modularity (Q = 0.6479) and also a high Ad Meter and average subject rating (7.58 and 6.46,
respectively). Each node in the network structure corresponds to one viewer, and thickness
of links between nodes indicates interaction strength Jij . Weak interactions are omitted for
clarity.

We then examine the networks from a statistical mechanics perspective, testing what
would happen if viewers had been more or less coupled than when they watched the videos.
We scale the interaction strength Jij and measure the correlations Cij which result from
this scaling. In classical statistical mechanics, very strong interactions Jij cause elements to
fall into perfect lock-step with remaining fluctuations uncorrelated between elements (as in
vibrations around a crystal); weak interactions lead to random behavior and zero correlation
(as in a fluid). Correlations, then, are zero at both extremes. There is an intermediate scale at
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which correlation is maximal, referred to in statistical mechanics as “critical temperature” Tc ,
where temperature above Tc , or equivalently low interaction strength, corresponds to a very
disordered state and lower temperature than Tc , equivalent to strong interaction, corresponds
to a very ordered or ”crystal”-like state. We set the “operational temperature” of the videos
when they were viewed to 1 and find that the videos all have a critical temperature Tc less
than 1 but above 0.7, implying “fluid”-like states. Additionally, we find several interesting
results when comparing Tc with various order parameters. First, a tight link between average
correlation and critical temperature, which is not obvious considering that temperature was
computed from Jij , which in turn is computed from Cij . The other steps in this process are
not so strongly-correlated (Fig. 17c, r = 0.86, p = 4.83 × 10−27 , N = 61); second, videos
with high critical temperature (Tc > 0.82) tend also to have high modularity (Fig. 17d,
r = 0.43, p = 0.0021, N = 48). If a video were to have Tc = 1, this would imply that
the interactions were at a critical point when the video was being watched, with no scaling
necessary; thus, videos with Tc closer to 1 are deemed closer to criticality. In these videos,
distinct groups within which there is high similarity in viewing patterns emerge among the
viewers. We expect modularity to generally decrease with decreasing Tc , which we test by
shuffling the gaze trajectories to randomize them and destroy correlations between subjects
(see Methods for more information). Analysis of the randomized videos yields Tc going to 0
and zero modularity.
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Figure 17: Critical temperature. (a) Correlations Cij are used to estimate interactions
Jij . Here average values across all pairs of viewers are shown. (b) Interaction strengths
are used to compute critical temperature. (c) There is a tight relationship between Tc
and average correlations (r = 0.86, p = 4.83 × 10−27 , N = 61). (d) The videos closest to
criticality (Tc > 0.82, plotted with red dots) show a correlation between critical temperature
and modularity (r = 0.43, p = 0.0021, N = 48); at higher temperatures, more distinct
and cohesive communities emerge. (e) Ad Meter correlates with critical temperature (r =
0.41, p = 0.0028, N = 52); when there is large-scale agreement in viewing behavior, a video
stimulus will tend to be rated more highly.
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0.4.5

Beauty in the eye of the beholder.

For the next component of the research, the goal is to determine if viewers’ preference (overall popularity and diversity of opinions) could be inferred from how they look at videos. We
indeed find that gaze positions are highly-correlated in the most popular videos. Moreover,
all the videos are relatively close to a critical level of correlation; in the videos closest to
criticality, groups with distinct modes of viewing start to emerge among the viewers without
bringing all viewers into lock-step. Interestingly, similarity of eye movements also predicts
similarity of opinions, or homophily. When the subjects’ viewing patterns are more alike,
their responses to that video are more likely to be similar and positive, extending previous
findings that similar physical behavior in humans is correlated with better interpersonal
relationships, leading to tighter communities[110]. Generally, the results suggest that diversity of opinion informs the way we see, and that this diversity is maintained despite the
emergence of distinct viewing patterns.

Pairwise correlation of gaze position direction
Our initial analysis (Figs. 13 and 15b and c) focuses only on the vertical and horizontal
position (as opposed to the direction) of a viewer’s gaze on the screen. These are denoted,
per viewer, as yi (t) and xi (t), respectively, for viewer i at time t. Similarity between viewers’
gaze positions is calculated using the Pearson correlation:

Cx =

where hf (t)it = 1/T

XX
h(xi (t) − x̄i )(xj (t) − x̄j )it
1
p
,
N (N − 1) i j6=i h(xi (t) − x̄i )2 it h(xj (t) − x̄j )2 it

PT

t=1

(24)

f (t) is the conventional time average (excluding samples marked as

missing data), and mean value is denoted as x̄i = hxi (t)it . This is the equation for correlations
in the x-direction, and a similar procedure is followed for the vertical correlations.
Next, we follow the guidance of previous work on correlation networks of the velocities of
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independent actors (flocks of starlings)[4, 117]. The eye movement direction ~σi (t) is computed
from 2-D velocity ~vi (t) = 0.5(~ri (t + 1) − ~ri (t − 1)):

~σi (t) = ~vi (t)/|~vi (t)| .

(25)

The velocity computation is also motivated by theory. Correlations given by Eq. 26 must
tend toward zero if two subjects’ gazes move in completely different direction, which is not
captured by correlating only the gaze positions. Moreover, the Hamiltonian (Eq. 30) that
we use when modelling the system must be translationally invariant and have a lower bound
with a well-defined ground state; this, also, is only satisfied for the gaze velocities. Then,
the correlation of gaze directions between viewers i and j over the course of a given advert,
Cij , can be calculated as

Cij = h~σi (t) · ~σj (t)it − µ
~i · µ
~j ,
µ
~ i = h~σi (t)it .

(26)
(27)

where ~σi (t) is the gaze direction of viewer i at time t and µ
~ i is the gaze direction of viewer i
averaged over the duration of the video. This is simply a time-averaged Pearson correlation.
Since several of the videos were longer than the usual 15 seconds, these videos were broken
into 15-second chunks and the correlations were taken over each chunk.
We can also find the average correlation of velocities over all viewer pairs (i, j) as:
N

XX
1
Cσ =
Cij
N (N − 1) i=1 j6=i

(28)

In statistical mechanics, we refer to this quantity as “susceptibility”. It is an important
order parameter of the system, characterizing how easily affected is the system by a small
external perturbation.
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Homophily of opinion
We calculate the homophily of opinion O, which quantifies similarity of opinion between
viewers, as:
N

XX
1
|pi − pj |
O=
1−
N (N − 1) i=1 j6=i
pmax

(29)

Here, pi ∈ [0, pmax ] represents the rating given by subject i to a given video; 0 is the lowest
rating; and pmax is the highest rating received by that video. For this definition of homophily,
the maximum value is 1 when subjects’ ratings all agree exactly and the minimum value is
0.5 when disagreement among subjects is maximal (i.e., half the subjects rated a video “10”
and half rated it “0”).

Statistical mechanics interpretation of 2-D eye movement
We can draw a comparison between the eye movement direction vectors σi and a model from
statistical mechanics which describes a system of interacting 2-dimensional unit vectors,
known as the XY model [118]. The strength of interactions in this model is characterized
by the scalar matrix Jij , and external perturbations are characterized by a ”field” acting on
each unit i, given by ~hi . This system has an energy

E=−

N
X

~hi · ~σi −

i=1

X

Jij ~σi · ~σj ,

(30)

i<j

The ”interactions” between a given viewer and all other viewers in our system occur
through the medium of the video and are quantified by Jij . Thus, the model corresponds
to the fully-connected XY model [118]. The self-interactions Jii in our model are set equal
to zero. σi (t) vary with time at the microscopic scale and affect other units σj (t) such that
the system is in perpetual fluctuation, while at long time scales the units take on a range of
values given by the Boltzmann distribution:
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PT (~σ ) ∝ exp(−E(~σ )/T ) ,

(31)

where T represents the level of fluctuations in the system. High temperature implies that
fluctuations are large, while all units become ”frozen”, or unchanging, at temperature equal
to 0. This Boltzmann distribution for T = 1 is identical to the minimum probabilistic
model we must use to explain the correlations Cij and means µ
~ i , i.e., the maximum entropy
distribution (Eq. 23). This leads to a conceptualization of Jij as an ”interaction” strength
between viewers, although the eye movements of different viewers do not literally interact.
The algorithm used to infer Jij from Cij follows existing literature [4] and is described in a
following subsection.

Modularity
The modularity Q is a useful metric to quantify the cohesiveness of groups in a network. We
use the formula presented by Newman and Girvan in their seminal papers on the subject[112,
113]:
Q=

ai aj i
1 XXh
Aij −
δ(ci , cj ),
2a i j
2a

(32)

for cluster ci and adjacency matrix Aij calculated at a threshold Jo , with all links greater than
Jo set to 1 and all links less than or equal to Jo set to 0. This threshold is selected per video
at the point where the giant component emerges following standard network percolation
P
P
practices[72, 73]. ai =
j Aij , a =
i ai , and δ(ci , cj ) indicates with 1 or 0 whether or
not two viewers belong to the same cluster. A higher value for modularity means that
links between nodes belonging to the same group within the network are stronger and more
numerous than links between nodes belonging to different groups[112, 113]. As modularity is
conventionally calculated based on simple connectivity, we transform our weighted matrices
into adjacency matrices Aij as explained earlier in this subsection. In order to find the best
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assignment of nodes (here, viewers) to clusters, we must maximize Q; there has been much
attention paid to developing efficient algorithms to this end[114].

The Maximum Entropy Method
We seek a model for our data that will uncover any interactions between subjects which
are not immediately apparent from the inter-subject correlations Cij , and which will also
disregard any “superficial” inter-subject correlations (i.e., two subjects seeming to correlate
only because each has some similarities with the viewing pattern of a third subject, but not
with each other). To find such a model for our data, we must solve an inverse problem; this
is done using the Maximum Entropy Method[90, 26]. Our aim is a set of interactions that
could reproduce the correlations Cij and average velocity of each viewer over all time h~σi i
that were found from the experimental data—in terms of statistical mechanics, we know the
expectation values of a system and now must find the coupling constants that reproduce these
expectation values while maximizing the entropy of the system[3]. Our data was somewhat
noisy even after it was cleaned, so it was especially important to find a model that would
uncover the true interactions Jij and individual fields ~hi . Generally, when following the
Maximum Entropy Method, a model will take the form of a probability distribution P (~σi ),
as given by Eq. 23, and must produce the same values of correlations and means as found
experimentally.

h~σi iP = h~σi i
(33)
h~σi · ~σj iP − h~σi iP · h~σj iP = Cij
Here, h·iP is the average taken over the distribution P (~σi ). In order not to make any
assumptions beyond what has been measured experimentally, the only constraints on our
model are those given in Eq. 33; this implies that any other information necessary to satisfy
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our model is randomized. Therefore, the entropy of the function P must be maximized,
giving the distribution found in Eq. 23.

P (~σi ) =

X
X
1
~ i · ~σi )
exp(
Jij ~σi · ~σj +
H
Z
j<i
i

(34)

This is the Gibbs distribution of a statistical mechanical model at temperature T equal to
1 where Z is the partition function, Jij are the couplings, and ~hi are the fields. The particular
model that best fits our problem is the fully-connected XY model, as the velocities have
angles and unit length analogous to the spins in the XY model[118]. In this model, spins
rotate in the plane, and in principle, each spin interacts with any other spin in the system.
In order to have the theoretical values match the experimental values for correlations Cij
and average velocities h~σi i, Jij and ~hi must be fixed. The theoretical quantities h~σi ith and
Cijth are functions of J and ~h, as in Eq. 35. Moreover, since the distribution P (~σi ) is a Gibbs
distribution at temperature T = 1, we can generalize to other temperatures as in Eq. 31.

h~vi ith (J, ~h) = h~vi i
(35)
Cijth (J, ~h) = Cij
Monte Carlo algorithm
We find the correct values of Jij and ~hi by implementing a Monte Carlo learning algorithm
which updates Jij and ~hi at each successive run τ of the simulation by the following rules:

∆Jij (τ + 1) = −η(τ )[Cijth (τ ) − Cij ] + α∆Jij (τ )
∆~hi (τ + 1) = −η(τ )[h~σi ith (τ ) − h~σi i] + α∆~hi (τ )
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(36)

η(τ ) is a time-dependent parameter and α is the damping; for our case we set η(τ ) equal
to 0.01(1 −

τ
)
τmax

and α equal to 0.7. The maximum number of runs τmax was 1000 but the

Monte Carlo was terminated early if the maximum difference between any pair of Cijth and
Cij at run τ was less than 0.01.
We start by reading the gaze velocity data for each subject for a given video, normalizing
it, and then computing pairwise correlations Cij and mean velocities h~σi i. A matrix of
couplings Jij is initialized as well as a vector to store the individual fields ~hi ; for our case initial
values are set to 0.1 for both. A set of N unit vectors S (where N is the number of subjects)
is generated with random directions. At each run, the system undergoes thermalization for
200000 sweeps of the Monte Carlo and then takes measurements for an additional 200000
sweeps. At each sweep, there are N Monte Carlo steps taken; at each step, one of the angles
Si is changed by some random amount. If the change in energy of the system δE is negative,
i.e. the energy of the system decreases, the change is kept. Otherwise, the change is made
with probability exp( −δE
) for temperature T of the system. For each sweep, the pairwise
kb T
correlations and mean normalized velocities (gaze directions) are found following Eqs. 26
and 27, and then averaged over all sweeps at the end of the run to find Cijth and h~σi ith . The
couplings and fields Jij and ~hi are then updated according to Monte Carlo algorithm Eq.
(36).
This is sufficient to infer the couplings and fields in our case, shown by the fact that
the theoretical values match the experimental values of Cij (Fig. 18a, r = 0.99, p = 2.6 ×
10−273 , N = 300) and the components of h~σi i (Fig. 18b, r = 0.99, p = 9.4 × 10−20 , N = 25
for x-component of gaze direction, r = 0.99, p = 1.6 × 10−19 , N = 25 for y-component of gaze
direction) very closely. The theoretical values h~σi ith , however, are not quite as precise due
to the extremely small magnitude of the average directions: since the average is taken over
the entire duration of the video, h~σi i ends up being very close to 0. Parameters hi are also
all close to zero, which is expected as the mean eye movement direction is negligible (there
81

is no net drift of gaze over the course of a video).

Figure 18: Monte Carlo values versus real values of Cij and h~σi i for a sample video.
Pairwise correlations (a) found experimentally are reproduced by the model found using the
Monte Carlo learning algorithm (r = 0.99, p = 2.6 × 10−273 , N = 300). Each point is a single
pairwise correlation Cij . Average gaze direction (b) for each subject ~σi found experimentally
are also reproduced by the model (r = 0.99, p = 9.4 × 10−20 , N = 25 for x-component of
direction, r = 0.99, p = 1.6 × 10−19 , N = 25 for y-component of direction). For each color,
one point is one subject’s gaze direction. Red points denote the y-component and blue points
denote the x-component. Black dashed lines have a slope of 1 to demonstrate the faithfulness
of the recreated values.

We can also calculate quantities such as the heat capacity Cv and magnetic susceptibility
χ for each video. The critical temperature Tc is the temperature at which the heat capacity
and magnetic susceptibility diverge. Fig. 19 shows the specific heat curves gotten from the
Monte Carlo; the critical temperature of each video is the maximum of its curve, while the
operating temperature of all videos is set to To = 1 without loss of generality. It can be seen
that all of the videos are close to a critical point, however, those that are closest to a critical
point also have the highest average inter-subject correlations and highest average couplings,
meaning that the behavior of the viewers is extremely cohesive.
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Figure 19: Specific heat curves for all videos. The operating temperature of each video
is To = 1. Each video has a different critical temperature Tc defined at the peak of CV . All
of the videos are near to criticality, but some videos are closer than others. These are also
the videos with the highest inter-subject correlations and highest average couplings. The Cv
curve of each video has a different style and color of marker.

Criticality in videos
To capture the fluctuations of states ~σi (t) over time, we compute the temperature T ; meanwhile, the maximum entropy distribution (Eq. 23) is the minimum probabilistic model which
explains our system. It is equal to the Boltzmann distribution described in Eq. 31 at T = 1.
The “operating temperature” To of the system when the video is shown to the viewers is set
equal to 1, and we calculate the average of pairwise correlations Cij , or susceptibility χ of
the system, at this point. Then, we can analyze the system at different temperatures T to
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see how the average energy of the system changes as we vary T . This rate of change is called
the heat capacity and quantifies how much energy the system can absorb as T increases:

CV (T ) =

∂hE(~σ )iPT
,
∂T

(37)

The average is over the Boltzmann distribution PT (~σ ) at temperature T (Eq. 31) and is
computed using the Monte Carlo sampling described in a previous subsection. We can also
express the heat capacity in terms of the variance of the energy [119], as:

CV (T ) =

hE(~σ )2 iPT − hE(~σ )i2PT
T2

(38)

One of the fundamentals of statistical mechanics holds that the heat capacity reaches a maximum, that is, it diverges in the thermodynamic limit, at the critical temperature Tc . Several
other properties of the system are also maximal at this point, including the susceptibility,
or average correlation, given in Eq. 28 [119]. We compute the heat capacity CV (Eq. 38) by
sampling from the Boltzmann distribution at varying values of temperature T , and then plot
the ratio of the operating temperature To to temperature T [120]. This gives us the critical
temperature Tc at the maximum point of the resulting curve (Fig. 20). For values of Tc less
than 1, we say that the system is in a disordered phase (Tc < To = 1), analogous to a liquid;
for Tc greater than 1, we would say that the system is in an ordered phase (1 = To < Tc ),
such as a solid. Increasing randomness in the system means that the temperature T is increasing and the system is becoming more ”liquid”-like, while increasing order implies more
similarity to a solid and a temperature which tends towards 0.
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Figure 20: Critical temperature as maximum of heat capacity. CV curves for the
videos shown in (a) Fig. 1(a) (Axe Body Spray commercial “Make Love, Not War”) and (b)
Fig. 1(b) (the Doritos commercial “Cowboy Kid”), respectively. The maximum of the heat
capacity, which gives the critical temperature Tc of the video, is indicated by the vertical
line. Tc for Video 15 (b) is closer to 1, or the operating temperature To of the video, and is
thus called nearer to criticality.

Estimating Tc
Another method is to estimate the value of Tc using the maximum eigenvalue λi,max of
the matrix of couplings Jij where the partition function Z of our system diverges in the
thermodynamic limit, i.e., where there is a “phase transition”. Self-couplings Jii are equal
to 0. Z is given by:
Z

1

dσe− 2

1
σi2 + 2T
i~

P

P

i6=j

Jij ~
σi ~
σj

(39)

and solved for a fully connected system (mean-field) to get:
N
Y
λi 1
Z=
(1 − )− 2
T
i=1
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(40)

The maximum eigenvalues of Jij for each video follow a similar increasing trend with
average couplings Javg (Fig. 21a; r = 0.58, p = 9.9 × 10−07 , N = 61) as do the critical
temperatures found via Monte Carlo (see Fig. 17) though the correlation is somewhat
weaker. The correlations of the average couplings Javg with the maximum eigenvalue of Jij
are roughly the same as those with critical temperature Tc from the Monte Carlo algorithm.
Although the maximum eigenvalues of Jij do not match exactly the critical temperatures
found from the specific heat curves yielded by the Monte Carlo algorithm, they are strongly
correlated (Fig. 21b; r = 0.78, p = 1.2 × 10−13 , N = 61). For the model in our paper, which
is fully connected and therefore solvable, this estimation is a useful way of obtaining relative
critical temperatures of several finite systems without resorting to a Monte Carlo algorithm,
which may be computationally costly for large groups because we use the XY model, which
has continuous spins rather than just the binary of spin-up or spin-down[118].
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Figure 21: Maximum eigenvalues of the matrix of couplings Jij correlate strongly
with average couplings Javg and critical temperatures Tc found from the Monte
Carlo simulation. The maximum eigenvalue of Jij (a) follows the same increasing trend
with average coupling Javg (r = 0.58, p = 9.9×10−07 , N = 61) as does the critical temperature
found from the Monte Carlo algorithm. (b) Although the critical temperature found by
Monte Carlo simulation and the critical temperature estimated from the largest eigenvalue
of the matrix of couplings Jij are not equal, they are strongly correlated (r = 0.78, p =
1.2 × 10−13 , N = 61). Each point represents one video.

Randomization of trajectories
To check that our results cannot be found simply from random data, we shuffle the trajectories for each video across all subjects and all time so as to destroy any correlations. We then
follow the same procedure as with our data taken from actual subjects: find the pairwise
correlations and mean velocities; compute the couplings and fields; find the heat capacity at
different temperatures T of the system using the Monte Carlo learning algorithm outlined
previously; then calculate the modularity of the system. This is done for each video. As
expected, we find low pairwise correlations due to the extent to which the data was shuffled,
and low couplings. We also find that the critical temperature of each video approaches zero,
meaning that the system is in a very random state. As before, the critical temperature Tc is
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really Tc =

To
,
T

for temperature T when the specific heat of the system is at a maximum and

operating temperature (temperature when the video is shown) To = 1. Then, for a critical
temperature Tc approaching zero, the temperature T of the system when specific heat CV is
maximal must be very high, corresponding to a very “fluid-like” state.

Subject pool
For the 25-person subject pool, a wide range of demographics is represented in an attempt
to accurately represent the variety of people living in the United States and being exposed to
the advertising shown during the Super Bowl. Table 2 shows the breakdown of the subject
pool over four categories: gender, age range, ethnicity, and whether or not they are a native
English speaker.
For Table 2, the demographic groups are coded as follows in Table 1. A blank entry mean
that the subject did not provide information for that category. There are more females than
males in our sample (15 females, 10 males) and the mean age range is 18-25 years. The most
prevalent ethnic group is Asian (12 reporting, out of 25 subjects) and over two-thirds of the
subjects are fluent in English but not native speakers (16 reporting, out of 25 subjects).
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Table 1: Key to Table 2
Gender

1 - male

2 - female

Age range

1 - 18-25 years

2 - 26-30 years

3 - 31-35 years

Ethnicity

1 - Caucasian

2 - African-American

3 - Latino

Native speaker

0 - No (but fluent)

1 - Yes

89

8 - Asian

5 - Multiple

Table 2: Demographic information of subjects (Continued on next page.)
Subject ID

Gender

Age range

Ethnicity

Native speaker

2

1

1

8

0

3

2

2

8

1

4

1

2

1

1

6

1

1

8

0

7

2

2

3

0

8

2

1

8

0

11

2

2

3

0

12

1

2

1

1

13

2

1

1

1

14

2

1

8

0

15

2

1

8

1

17

2

1

8

0

18

2

3

3

0

23

2

1

8

0

24

2

1

8

0

25

2

1

3

0

26

1

1

8

0

27

2

1

1

1

29

2

2

8

0

30

1

2

3

0

31

1

32

2

90

33

1

34

1

35

1

2

2

0

2

8

0
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Table 3: Identification of videos used Identifying information for each of the videos used
in this study is included below: the video number; the name of the commercial; and the
product or company being advertised. (Continued on next pages.)
Video Number

Name

Company

1

Doberhuahua

Audi

2

Make Love, Not War

Axe

3

No Room For Boring

Toyota

4

Equalizer

Bud Light

5

A Hero’s Welcome

Budweiser

6

Puppy Love

Budweiser

7

Cup Therapy

Butterfinger

8

Gracie

Cheerios

9

Life

Chevrolet

10

Romance

Chevrolet

11

Ransacked

Chobani

12

Going All The Way

Coca-Cola

13

It’s Beautiful

Coca-Cola

14

Cool Twist

Bud Light

15

Cowboy Kid

Doritos

16

The Spill

Dannon Oikos Greek Yoghurt

17

Campaign Film

H&M

19

Time Machine

Doritos

20

Trust Your Power

Duracell

21

The Right Music

Beats Music

22

Nearly Double

Ford

92

24

Bodybuilder

GoDaddy

25

Puppet Master

GoDaddy

26

Stratos

GoPro

27

Grandma’s House

Time Warner Cable

28

Hum

Heinz

29

Hug Fest

Honda

30

Nice

Hyundai

31

Dad’s Sixth Sense

Hyundai

32

Ian Is Up For Anything

Bud Light

33

Framily Plan

Sprint

34

GoldieBlox

Intuit

35

It’s Crunch Time

Subway

36

Rendezvous

Jaguar

37

Restless

Jeep

38

Jerry Ricecake

NFL Network

39

Undomesticated Snowboarding

Labatt Blue

40

Long Live Dreams

American Family Insurance

41

Love Hurts

TurboTax

42

Empowering

Microsoft

43

Need for Speed

DreamWorks Studios

44

Negotiator Rises

Priceline

45

America’s Import

Chrysler

46

Strike

Maserati

47

Get Hyped For Halftime

Pepsi Cola
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48

There Since The First Halftime

Pepsi Cola

49

Slow Clap

CarMax

50

Offroading

smart USA

51

Face Off

Sonos

52

Sorry, Coke and Pepsi

SodaStream

53

A Better Web Awaits

Squarespace

54

The Amazing Spider-Man

Sony Pictures

55

The Phone Call

Radio Shack

56

The Truth

Kia

57

No Contract (Part 1)

T-Mobile

58

Transformers: Age of Extinction

Paramount Pictures

59

Invisible

Bank of America

60

Wings

Volkswagen

61

You Can’t Do That

WeatherTech

62

We Killed The Long-Term Contract

T-Mobile

63

No Contract (Part 2)

T-Mobile
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Synchronous brain activity across individuals underlies shared psychological perspectives. NeuroImage 100, 316–324 (2014).
[100] Wang, H.X., Freeman, J., Merriam, E.P., Hasson, U., & Heeger, D.J., Temporal eye
movement strategies during naturalistic viewing. J. Vis. 12, 10.1167/12.1.16 (2012).
[101] Dorr, M., Martinetz, T., Gegenfurtner, K.R., & Barth, E., Variability of eye movements
when viewing dynamic natural scenes. J. Vis. 10, 10.1167/10.10.28 (2010).
[102] Hasson, U., Nir, Y., Levy, I., Fuhrmann, G., & Malach R., Intersubject synchronization
of cortical activity during natural vision. Science 303, 1634–1640 (2004).
101

[103] Nummenmaa, L., Glearan, E., Viinikainen, M., Jääskeläinen, I.P., Hari, R., & Sams,
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