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Plasmonic materials enhance light-induced processes because they can accumulate a 
plethora of energy in a wide range of the electromagnetic spectrum. Understanding the natural 
laws that govern the plasmon-induced processes such as plasmon decay and photocatalysis 
remains a challenge due to the ultrafast dynamics of plasmons. Real-time propagation techniques 
with a quantum mechanical description of electrons in molecules and materials has become a 
valuable tool to mimic such processes and investigate the dynamical pathways. In this thesis, we 
explore the plasmon decay mechanisms and the effect of light-related parameters on 
photocatalytic dissociation of molecules using time-dependent density functional theory.  
We identified a decay of the plasmon-like excited state in the tetrahedral Ag8 cluster 
within tens of femtoseconds after the resonant external electric field is turned off. The time-
dependent off-diagonal density matrix elements, POV (t), demonstrated that while the single-
particle transitions that are responsible for the excited state of interest decline, new transitions 
start to grow in the absence of the electric field. It was remarkable that these newly emerging 
transitions oscillate with twice the incident frequency, as evident from the energy domain off-
diagonal elements, POV (), Our work on larger tetrahedra, octahedra, and nanorods discovered 
nonlinear optical enhancement in silver nanoparticles regardless of their size and shape, which 
arises as a result of plasmon decay. Up to four-photon absorptions were detected in some cases. 
Additionally, well-separated excited states with a strong oscillator strength appear to decay 
faster, while a dense manifold of excited states leads to coupling between the closely lying 
neighboring states.  
We also examined the effect of nuclear vibrations on the decay of the plasmon-like peak 
in naphthalene. We found that certain normal modes induce a decay of the dipole response 
  
within a few hundreds of femtoseconds. Interestingly, the time-dependent difference density 
indicates for the first time that a dark electronic state, which lies close in energy to the resonant 
state, results in this decay.  
Finally, we present a study on the effect of various electric field parameters including the 
field strength, polarization direction, and the nature of the excited state on the photodissociation 
of an oxygen molecule that is bound to a plasmonic silver nanocluster. We observed a strong 
dependence of the field strength on the photodissociation of oxygen. In addition, the light that 
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Chapter 1 - Introduction  
1.1 Plasmon Resonance, its Applications, and Challenges 
The surface plasmon resonance, arising from the strong interaction between light and 
certain metallic systems, results in attractive tunable properties including absorption, scattering, 
and local-field enhancement.1-4 The collective oscillation of surface electrons from one side of a 
nanoparticle to the other side is responsible for these strong absorption properties.3-4 Nanoparticles 
synthesized with noble metals like gold and silver are well known for absorbing light in the UV/Vis 
or near-IR regions.1-2, 5 Polycyclic aromatic hydrocarbons are also gaining attention as terahertz 
and infrared plasmonic materials.6-8 Therefore, these materials are of great interest to enhance the 
efficiency of artificial photosynthesis, photocatalysis, bioimaging, photosensitizers, etc. A 
comprehensive understanding of what governs these extraordinary optical properties and their 
dynamics is essential for these materials to be effectively used in large-scale applications. The 
fundamental principles behind static optical properties have been well-described from a theoretical 
perspective.9-14 However, little is known from theory about the ultrafast excited-state dynamics 
and photo-induced reaction pathways in plasmonic systems. This thesis provides theoretical 
insights into the light-induced processes in polarizable systems at the femtosecond and picosecond 
time scales. We look at the mechanisms of excited-state decay as well as the light-related factors 
affecting small molecule activation in plasmon-enhanced photocatalysis.   
1.1.1 Origin of the Plasmon Resonance  
The mystery of ancient colored glasses including the Lycurgus cup, which shows different 
colors when illuminated from inside and outside, was unraveled in the early 20th century by the 
pioneering work of Gustav Mie9 describing the strong absorption and scattering of nanospheres, 
whose diameter is smaller than the half of the incident wavelength (𝑑 ≪ 𝜆 2⁄ ).
4, 9 It is well known 
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today that the plasmonicity of these nanoparticles arises due to the collective oscillation of 
electrons that is triggered by the incident light.1, 3, 5, 11-12, 15-16 In the presence of an external 
electromagnetic field, electrons are pushed towards one side of the particle, resulting in a dipole 
due to the positive and negative opposite ends (Figure 1.1a).17 The subsequent high kinetic energy 
of electrons causes the electrons to oscillate back and forth. The principal frequency of oscillation 
is found to be characteristic of the materials under illumination, which is identified in the 
absorption spectrum. Metal nanoparticles including Ag, Au, Cu, and Al exhibit a strong peak in 
the extinction spectrum, which accounts for both absorption and scattering cross sections, across 
the UV/Vis or near IR region. The specific wavelengths of this strong absorption are determined 
by the size, shape, atomic composition, and the surrounding environment of the nanoparticle.1-3, 12, 
14 Figure 1.1b illustrates the structural dependency of the plasmon resonance wavelength on the 




Figure 1.1. (a) Classical picture of plasmonic oscillation in a subwavelength nanoparticle. 
Reprinted from Ref.17 with permission. Copyright 2003 American Chemical Society. (b) 
Shape- and composition-dependence of the spectral properties of nanoparticles. 
Reproduced from Ref.18. 
Plasmonicity is well described using classical electromagnetic theory, which considers the 
interaction of light with a dielectric medium.1, 4, 9 However, particles are described as spheres or 
nanorods that are larger than a few nanometers. An atomic description of the material is not 
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included in such classical methods. As a result, the concept of plasmonicity in molecular systems, 
like atomic nanowires or clusters with a few atoms, has been a topic of debate.19-22 Some argue 
that the idea of collective oscillation of electrons in a plasmonic nanoparticle may not be directly 
transferable to smaller systems.20, 22 Nevertheless, a quantum mechanical description of these small 
molecular systems can distinguish between the plasmons and single-electron excitations.11-12, 23-25 
Collective contributions from multiple single-particle transitions, superatomic nature of the 
excitations, and strong oscillator strengths are the key factors to identify the plasmon-like states in 
small molecular systems, including Ag/Au nanoclusters and polycyclic aromatic hydrocarbons.11-
12, 23-24 In addition, explicit time-propagation studies confirm the plasmonic nature of small clusters 
using the oscillating charge density.25-28 Overall, electronic structure and excited-state properties 
reveal the origin of plasmonic properties in systems of interest. 
1.1.2 Light-Induced Processes Enhanced by Plasmonic Materials 
The ability of plasmonic nanostructures to concentrate a large amount of visible light helps 
improve photovoltaic cells, photocatalysis, bioimaging and sensing techniques.29-33 This section 
reviews recent work related to plasmon-enhanced processes. 
Plasmonic materials maximize the efficiency of solar cells during various steps in the solar 
energy conversion process. Conventional photovoltaic semiconductors, like TiO2 and ZnO, 
possess a narrow band gap that limits the solar energy absorption to less than 5% of the visible 
spectrum.32, 34 The localized surface plasmon resonances in Ag/Au/Cu/Al nanoparticles are ideal 
to extract most of the solar energy above and below the semiconductor’s band gap.5, 34-39 Ongoing 
experimental studies focus on synthesizing nanoparticle-semiconductor hybrids that can achieve 
high current density.40-43 Embedding plasmonic silver and gold metals on TiO2 particles, coating 
SiO2 on metal crystals, and preparing particles with Au core and SiO2 outer shells have been 
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reported.42 In a recent study, Singh et al.43 reported more than three times higher photocurrent 
density generation from Ag-TiO2 thin films than from traditional TiO2 photoanodes. However, the 
overall efficiency is reportedly low for these hybrids and continuous research is underway, 
especially in the electron transfer stage after absorbing solar energy.15-16, 32, 43-45 Plasmon-induced 
hot carrier generation plays an important role at this stage.44-49 A recent study by Song et al.45 
reports about 50% hot electron transfer from 1.7 nm size silver nanoparticles to nanoporous anatase 
TiO2 films. 
Studies on metal/semiconductor composites for photoelectrochemical reactions, including 
water splitting and carbon dioxide reduction, with a goal of transforming solar energy into 
chemical energy by producing H2 and useful fuels are also on the rise.
50-58 The effect of 
morphology and intrinsic properties in metal clusters and metal/semiconductor hybrids (with Au, 
Ag and Pt metals) on photoelectrochemical transformation have been widely studied.50, 59 
Numerous theoretical works have been dedicated to understanding the formation and dynamics of 
hot carriers on plasmonic materials that are valuable in these solar energy conversion processes.26, 
47, 49, 60-61 For example, electronic structure calculations suggest that while Ag with a low-lying d-
band compared to Au may be beneficial for generating hot carriers in a wider energy window, Ag 
may not be optimal for extracting hot carriers due to the fast decay of these hot carriers.47, 60 
Photoactivation of small molecules for industrial and renewable energy purposes is another 
active area of plasmon research. Bond breaking of very stable molecules like H2, O2, N2, CO2, and 
NH3 require high temperature and pressure, due to the high activation barrier associated with bond 
dissociation.62-65 Catalysis using metals excited at the plasmon resonance has shown not only an 
enhancement of dissociation ability, but also selective product formation.62, 66-67 Room temperature 
H2 dissociation on plasmonic gold,
67 CO2 conversion on Al@Cu2O antenna-reactor 
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heterostructures,54 and NH3 dissociation on aluminum based complexes
68 are a few examples of 
plasmon-driven small molecule activation. Photo-dissociation of oxygen on silver surfaces has 
been demonstrated experimentally towards selective production of epoxide.31, 62, 66, 69-70 Kazuma 
et al. also recently showed the photodissociation of S-S bond in dimethyl disulfide (CH₃SSCH₃) 
on Cu and Ag surfaces.71 Recent theoretical studies also provide evidence that plasmonic 
nanomaterials can easily break strong bonds in small molecules in the presence of light.63, 72-76 
Overall, Ag, Au, Cu, and Al metals appear to enhance chemical transformation under the 
illumination of visible light.31, 52, 62, 77-81  
Silver-containing plasmonic nanomaterials have become promising materials for solar cell 
design,82 water splitting reactions,45 small molecule activation62, 70 and drug detection.83 However, 
the ultrafast plasmon loss in silver is the main issue regarding its efficiency. Section 1.3 discusses 
the concept of plasmon dynamics and our current knowledge of possible plasmon decay pathways. 
1.2 Molecular Plasmons in Acenes 
Graphene-based materials display plasmonic features in the infrared and terahertz 
regions.84-86 Studies demonstrate tunable spectral properties84-85, 87 and propagating plasmons88 in 
graphitic compounds, which support light manipulating methods like nanoimaging and optical 
devices. Dating back only to a few decades, graphene plasmonics is a relatively new area of 
research compared to the plasmonic properties in noble metal nanoparticles.89 Therefore, insights 
into its physical phenomena are still under investigation. One interesting property of graphene is 
its long-lasting plasmon lifetime compared to the noble metals, which is attributed to polariton 
formation.6-8, 90-91 Polaritons refer to the phenomenon that the light is trapped/localized into a part 
of the molecule due to nuclear rearrangement. Therefore, incorporating nuclear motion is vital to 
understand the dynamical nature of the plasmons in graphene. Most theoretical work has been 
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focused on studying the building blocks of graphene such as acenes and polycyclic aromatic 
hydrocarbons (PAH).6-7, 12, 28 In addition, optical response of graphene nanostructures has been 
studied using both classical and quantum electromagnetic theories.92-95  
The origin of spectroscopic properties in acenes has been extensively studied both 
experimentally96-98 and theoretically.99-104 The optical features of acenes consist of a weak  peak, 
a strong  peak and several p-band peaks. Naphthalene is shown as an example in Figure 1.2. The 
 and  peaks are polarized along the long axis of acenes (Figure 1.2b). The strong  peak arises 
due to the constructive contribution of multiple single-particle transitions, whereas the weak  
peak originates from the destructive contribution from the same transitions. In addition to the  
and  peak, the p-band peaks arise from single-particle transitions that are polarized along the 
plane of the molecule (Figure 1.2b). Due to the collective nature of the excitations, the  peak is 




Figure 1.2. Spectral features of naphthalene. (a) Electronic absorption spectrum computed 
using LR-TDDFT. Reprinted with permission from Ref.28. Copyright 2020 American 
Chemical Society. (b) Transition fit densities of excited states demonstrating the 
polarization direction (cartesian axes shown in (a)). 
Even though the origin of static electronic structure properties in acenes have been well-
established, knowledge of the dynamics of plasmon-like states in acenes or polycyclic aromatic 
hydrocarbons is limited. Plasmon dynamics in acenes focusing on the effect of nuclear motion on 
the plasmon-like  peak is discussed in Chapter 5.  
1.3 Plasmon Dynamics  
1.3.1 Plasmon Decay  
Although plasmonic materials have the potential to boost the efficiencies of applications 
discussed in section 1.1.2, rapid plasmon decay remains a challenge.7, 105-106 After absorbing light 
by metallic nanomaterials, several processes including electron dephasing, scattering, and 
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vibrational relaxation can occur (Figure 1.3).105 In addition, some materials exhibit radiative decay 
via photoluminescence.2, 7 Electron dephasing and scattering are typically faster (femtoseconds) 
than electron-phonon scattering and vibrational resonance (picoseconds). Beyond this time scale, 
the energy may also dissipate into the surrounding environment as heat.105  
 
Figure 1.3. General scheme of events that occur after illuminating metal nanoparticles and 
their approximate timelines. Reprinted with permission from Ref. 105. Copyright 2011 
American Chemical Society. 
Noble metal nanoparticles undergo rapid dephasing due to the electron-electron scattering 
which occurs on the femtosecond time scale.3, 106-108 Experimental44, 46, 48 and theoretical47-49 work 
predicts that hot-carrier generation in metallic systems is another plasmon decay pathway. Hot-
carrier generation, however, has its own advantages in photovoltaic and photocatalytic applications 
and is thought to enhance the solar energy conversion processes. Nevertheless, the lifetime and the 
specific decay mechanism are unknown and are thought to be different from one material to 
another. Identifying the mechanism in a given material is vital to improve its applicability in light-
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induced processes. Therefore, we carry out first-principles electron dynamics research to unravel 
the fundamentals of plasmon decay in silver nanoclusters. 
1.3.2 The Fate of Plasmon Resonances in Nanoclusters: A Theoretical Perspective 
Due to the lack of fundamental knowledge of the plasmon decay mechanism and electron 
transfer process during the energy and chemical conversions, most theoretical studies have been 
dedicated to exploring subsequent processes that occur after light absorption.26, 47, 49, 61 For 
example, using Fermi’s golden rule to calculate plasmon decay into hot carriers, Forno and 
coworkers showed that small metal spheres (Na, K, Al, Cu, Ag, and Au) that are less than 16 nm 
induce more hot carriers compared to larger 40 nm clusters.49 Sundraraman et al. demonstrated the 
sensitivity of electronic structure, especially the d-band in Au, Ag and Au, on the formation of hot 
carriers.47 Recent real-time electron dynamics work by Rossi and others demonstrated the variation 
in hot electron and hole distribution on various facets of icosahedral silver nanoclusters.61 Overall, 
the effect of size, shape, dielectric environment, and surface structure on hot carrier generation in 
nanoclusters ranging from few tens to hundreds of atoms have been explored using theory.26, 44, 46-
49, 60-61, 67 
Introducing vibrational degrees of freedom in first principles time propagation calculations 
on silver nanoclusters is a challenge due to computational complexity. A handful of research has 
been done using the Ehrenfest molecular dynamics method. Donati and coworkers demonstrated 
drastic decay of the plasmon-like longitudinal state of a model silver nanowire resulting from the 
out-of-chain vibrational motion.109 Dynamics of plasmon-induced small molecule activation on 
silver atomic chains has also been recently studied.75, 110 These recent works bring attention 




1.4 Linear and Nonlinear Optical Properties 
The response of matter due to its interaction with radiation can be measured by the amount 
of absorbance. Experimentally, one would measure the transmittance from a sample subjected to 
light i.e., the ratio of the transmitted intensity and the incident intensity, and convert the response 
into absorption, by taking the negative log of transmittance, to identify the optical response of the 
material.111 Optical spectroscopy refers to the interaction of matter with the visible range of the 
electromagnetic radiation and results in electronic excitations of the materials under illumination. 
In the conventional weak perturbation limit, the response is linearly proportional to the external 
electric field and the higher order dependencies can be neglected.112 In fact, the strong plasmonic 
nature in small nanomaterials (less than 20 nm) originates from linear absorption in the visible 
region.113 The theoretical computations of the linear optical response are discussed in section 2.3.  
However, at the strong perturbation limit, the induced dipole moment starts to depend on 
higher-order terms of the external electric field resulting in nonlinear optical phenomena such as 
two-photon absorption.112, 114 The theoretical details of nonlinear absorption will be discussed in 
the section 2.6. Experimental studies115-116 report strong second-order nonlinear optical response 
in silver and gold nanoparticles. Second- and third-order polarizability calculations117-118 also 
provide more evidence for nonlinear optical response in silver nanoclusters. In recent real-time 
dynamics work, Yan et al.119 report an enhancement of the nonlinear response of a silver atomic 
chain upon adsorbing polar molecules such as water. We demonstrate for the first time the 
emergence of nonlinear optical response as a result of plasmon decay in silver nanoclusters, which 




This thesis focuses on mechanistic studies of light-induced processes such as plasmon 
decay and photodissociation in electronically polarizable systems. There is a timely need to 
understand the ultrafast decay mechanisms of plasmonic states in order to effectively use 
plasmonicity in large-scale applications. While it is experimentally challenging to detect electron 
dynamics at femtosecond time scales, theoretical time propagation methods are able to capture 
ultrafast dynamics. The work presented in this thesis investigates the decay of plasmon-like states 
in silver nanoparticles and acenes using real-time propagation techniques such as real-time time-
dependent density functional theory (RT-TDDFT) and Ehrenfest dynamics. The goal of the 
projects discussed in Chapters 3 and 4 is to identify the fate of the plasmon-like states in silver 
nanoclusters at a very fast time scale. The dynamics is constrained in the electronic degrees of 
freedom for the silver clusters. Chapter 5 moves to incorporating the nuclear degrees of freedom 
and studies the effect of the nuclear vibrational motion on the plasmonic state of naphthalene.  
Once a thorough understanding of the excited state dynamics of silver nanoparticles is 
achieved, we study the effect of various parameters of the incident light on the photoexcitation of 
molecular oxygen on a silver cluster in Chapter 6. Silver has been found to be significantly better 
performing towards oxygen activation.62, 69, 120 We will examine the excited states of the O2@Ag8 
complex and the dissociation trends with applied electric field strength, polarization direction and 





Chapter 2 - Theoretical Methods 
2.1 Fundamentals of Electronic Structure Theory 
2.1.1 Time-Independent Schrödinger Equation 
The primary goal in quantum mechanics is to solve the time-independent Schrödinger 
equation (TISE) (2.1.1)121, where ℋ̂ (Hamiltonian) is the total energy operator and 𝛷 is the total 
wavefunction, which formulates the state of electrons in a fixed nuclear potential. The Hamiltonian 
of a system with 𝑀 nuclei and 𝑁 electrons can be constructed as in (2.1.2)121, which accounts for 
the kinetic energy of the electrons and nuclei, electron-nuclear potential energy, electron-electron 
repulsion, and the nuclear-nuclear repulsion energies. Note that we use atomic units throughout 
this chapter.  
ℋ̂|𝛷⟩ = 𝐸|𝛷⟩ (2.1.1) 

































= ?̂?𝑒 + ?̂?𝑛 + ?̂?𝑒−𝑛 + ?̂?𝑒−𝑒 + ?̂?𝑛−𝑛 
(2.1.2) 
Under the Bohn-Oppenheimer approximation,122-123 which originates from the idea that the 
ultrasmall electrons move very fast relative to the large, slow-moving nuclei, the kinetic energy of 
the nuclei (?̂?𝑛) is neglected and the nuclear-nuclear potential (?̂?𝑛−𝑛) is held as a constant. Under 
this approximation, the wavefunction can be rewritten in the form of an electronic wavefunction 
that is parametrically dependent upon the nuclear coordinates. The problem is therefore narrowed 
down to solving the electronic structure problem with electronic Hamiltonian, ℋ̂𝑒𝑙 = ?̂?𝑒 + ?̂?𝑒−𝑛 +




The electronic wavefunction of a single electron can be expressed as a product of a spatial 
and a spin function, altogether called a spin orbital, 𝜒(𝑥) =  𝜓(𝑟)𝛼(𝜔) or 𝜒(𝑥) = 𝜓(𝑟)𝛽(𝜔). The 
spatial function of an electron is described using a basis set (section 2.1.2), typically a set of Slater- 
or Gaussian-type functions, while the spin of an electron can have either up or down spin, 
commonly denoted as alpha 𝛼(𝜔) and beta 𝛽(𝜔) respectively. In this context, a molecular orbital 
(MO) is defined as the wavefunction of a single electron. While seemingly simple, the TISE can 
only be solved exactly for one-electron systems such as the hydrogen atom and H2
+. Hence, 
quantum chemistry methods have been developed over the years to better represent the electronic 
system more efficiently.  
The Hartree-Fock (HF) method provides a fundamental framework to obtain an 
approximate solution to the TISE; it is the simplest ab-initio method.125 In a nutshell, the electronic 
wavefunction is approximated as a Slater determinant (2.1.3) of single particle wavefunctions and 
the energy is determined self consistently.121, 124 In this thesis, we use Kohn-Sham density 
functional theory whose formalism is similar to Hartree-Fock. 




𝜒𝑖(𝑥1) 𝜒𝑗(𝑥1) … 𝜒𝑘(𝑥1)
𝜒𝑖(𝑥2) 𝜒𝑗(𝑥2) … 𝜒𝑘(𝑥2)
⋮ ⋮ … ⋮
𝜒𝑖(𝑥𝑁) 𝜒𝑗(𝑥𝑁) … 𝜒𝑘(𝑥𝑁)
|| (2.1.3) 
2.1.2 Basis Sets  
Defining a set of spatial functions to accurately describe electrons in atoms and molecules 
is a key aspect of improving a quantum chemical computation. Two most common types of basis 
sets are Slater-type and Gaussian-type basis functions; the forms of a 1s-like orbital defined in the 
two types are given in (2.1.4), where  and  are known as Slater and Gaussian orbital exponents, 


















Gaussians are computationally more feasible to handle than Slater orbitals. However, the 
accuracy in Gaussian-type functions degrades at the nucleus. As a solution, a Slater-type orbital 
was constructed using a linear combination of a few Gaussian functions (known as primitives) and 
denoted as STO-NG, where N is the number of primitives.126 A minimal basis can be defined using 
one such function per one atomic orbital (1s, 2s, 2px, 2py, 2pz, etc.).
121, 126 Incorporating more than 
one function per orbital, often designated as double- (DZ) for two functions or triple- (TZ) for 
three functions, was introduced to improve the accuracy.126 Sometimes it is cost efficient to treat 
the core orbitals with a minimal basis, while representing the valence orbitals with two or three 
functions; this is known as a split-valence basis set. For instance, 6-31G is a well-known Gaussian-
type function with one contracted Gaussian function of 6 primitives assigned for inner shell 
orbitals and two contracted Gaussians for the valence shell, one with 3 primitives and a single 
diffuse primitive (with a smaller ). The distortion of the orbitals when forming bonds between 
atoms is often accounted using additional polarization functions (e.g. DZP and 6-31G(d,p).126 We 
used the 6-31G(d,p) (also noted as 6-31G** in the literature) basis set for the work on naphthalene 
presented in this dissertation. The notation (d,p) indicates the addition of d-type orbitals to atoms 
other than H and p-type orbitals to H to account for the polarization.  
2.1.3 Relativistic Effects 
The relativistic effects arise from the high kinetic and potential energy of electrons in atoms 
with large nuclei and is often not taken into account in standard ab-initio methods.127-128 When 
computing properties of molecular systems with heavy atoms including Ag and Au, inclusion of 
relativistic effects has been shown to be critical.127-128 Relativistic effects can be directly added to 
the Hamiltonian as an additional term in (2.1.2), or indirectly with effective core potentials 
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(ECP).128-129 In the ECP method, the potential energy coming from the core electrons is computed 
without the explicit treatment of the electrons and therefore improves the efficiency for large 
atoms.129-130 Another advantage of ECPs is that the relativistic effects can also be added to the core 
potential, often called relativistic effective core potential, which improves the accuracy for heavy-
atom systems with a comparatively low cost compared to an all-electron relativistic method.129-130 
For our calculations on silver clusters, we used the LANL2DZ127, 131-132 basis set. This particular 
basis set replaces the core electrons of heavy atoms (up to [Kr] in silver, for example) with a 
relativistic effective core potential and treats the valence electrons with double- basis 
functions.127, 131  
2.2 Density Functional Theory 
In the HF method, the many-body electronic wavefunction with 𝑁 electrons depends on 
3𝑁 spatial and 𝑁 spin coordinates. In 1964, Hohenberg and Kohn133 introduced density functional 
theory (DFT) for an inhomogeneous electron gas, where the electronic structure is described in 
terms of the electron density. The electronic density depends only on 3 spatial coordinates, which 
lowers the computational scaling of typical density functional theory calculations to 𝑁3 compared 
to 𝑁4 in Hartree-Fock. In this section, basic concepts and the formalisms of DFT will be discussed 
in detail. 
2.2.1 Hohenberg-Kohn Existence Theorem 
The Hohenberg-Kohn existence theorem133 proves that for a non-degenerate ground state, 
there exists a unique electron probability density, 𝜌0(𝑟), that determines any molecular electronic 
property such as the energy. The term ‘density functional’ originates from the fact that such 
properties can be written as a functional, which is a function of a density function that depends on 
the spatial coordinates. The existence theorem states that there is a unique one-to-one mapping 
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between the ground-state density, 𝜌0, and the external potential, 𝜐𝑒𝑥𝑡(𝑟). The external potential in 
a molecular system is the nuclear potential acting on the electrons and hence is external to the 
system of electrons. The value of 𝜐𝑒𝑥𝑡(𝑟) is different for each position of nuclear coordinates. 
Also, as the external potential has a one-to-one correspondence with the density, it shares a unique 
one-to-one correspondence with the Hamiltonian, therefore allowing us to find the ground-state 
energy of the system, 𝐸0, given by (2.2.1). The parameter ?̅?[𝜌0] is the electronic kinetic energy 
and ?̅?𝑒𝑒[𝜌0] is the electron-electron repulsion energy. The overbars denote the average.
133-137  
𝐸0 = 𝐸𝜐[𝜌0] = ∫ 𝜌0(𝑟)𝜐𝑒𝑥𝑡(𝑟)𝑑𝑟 + ?̅?[𝜌0] + ?̅?𝑒𝑒[𝜌0]
= ∫ 𝜌0(𝑟)𝜐𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝐹[𝜌0] 
(2.2.1) 
 
The term 𝐹[𝜌] is known as the Hohenberg-Kohn functional from which the total energy 
(here denoted as 𝐸0 for ground state) of a system is defined.
138 However, the form of functionals 
?̅?[𝜌0] and ?̅?𝑒𝑒[𝜌0] are unknown. Therefore, the ground-state energy 𝐸0 cannot be calculated from 
𝜌0. However, the Hohenberg-Kohn variational theorem along with the Kohn-Sham formalism 
outlines a practical protocol to overcome this issue. 
2.2.2 Hohenberg-Kohn Variational Theorem 
The Hohenberg-Kohn variational theorem narrows down the problem further by proving 
that the electronic density that minimizes the total energy is the ground state density of the system. 
Hence, for any trial density 𝜌𝑡𝑟, the inequality 𝐸0 ≤ 𝐸[𝜌𝑡𝑟] holds, where the exact energy can be 
obtained if and only if the correct density 𝜌0 is used with the correct functional form of 𝐸𝜐[𝜌0]. 
However, the forms of the density functionals, ?̅?[𝜌0] and ?̅?𝑒𝑒[𝜌0], remain unsolved for many-
electron problem.133  
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2.2.3 Kohn-Sham Formalism 
The Hohenberg-Kohn theorems show how to compute ground-state electronic properties 
from the ground-state density 𝜌0 using (2.2.1), but they do not provide a practical method to find 
neither 𝜌0 nor 𝐸0 (from 𝜌0). Kohn and Sham
136 tackled this problem by mapping a system of 
interacting electrons to a fictitious noninteracting system of electrons. The Kohn-Sham equations 
(2.2.2) have the form of a single-particle Schrödinger equation, where ℎ̂𝑗
𝐾𝑆 is the one-electron 
Kohn-Sham Hamiltonian and the 𝜓𝑗
𝐾𝑆(𝑟𝑗) are referred to as Kohn-Sham spatial orbitals. The 
potential energy functions 𝜐𝑠(𝑟𝑖) act on the ground-state electron density 𝜌𝑠 which is composed of 
𝑁 noninteracting (fictitious) single-particle electrons that equals to the electron density of the 











Because the ground-state electron density of the fictitious noninteracting system (𝜌𝑠) and the 
system of interest (𝜌 = 𝜌0) is the same, the density of the 𝑁-particle system, whose wavefunction 
is a Slater determinant of the spin-orbitals 𝜒𝑗
𝐾𝑆(𝑟𝑗) = 𝜓𝑗
𝐾𝑆(𝑟𝑗)𝛼𝑗 or 𝜓𝑗
𝐾𝑆(𝑟𝑗)𝛽𝑗, is given by (2.2.3).  






The Hohenberg-Kohn functional 𝐹[𝜌] of the interacting system (2.2.4) can be expressed 
as the sum of the noninteracting kinetic energy 𝑇𝑠[𝜌] (2.2.5), the classical electrostatic energy of 
the charge distribution 𝑈[𝜌] (2.2.6), and the so-called exchange-correlation (XC) energy 𝐸𝑋𝐶[𝜌]. 
The 𝐸𝑋𝐶[𝜌] ideally contains the correction to the kinetic energy ?̅?[𝜌] − 𝑇𝑠[𝜌] and the exchange 
and correlation contributions of electrons, which are not included in the classical Coulomb 
repulsion energy 𝑈[𝜌].  
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All the terms in the Hohenberg-Kohn functional 𝐹[𝜌] have a known form except for 𝐸𝑋𝐶[𝜌]. 
Therefore, the form of the 𝐸𝑋𝐶[𝜌] should be approximated. If the correct 𝐸𝑋𝐶[𝜌] is known, the 
density functional theory is an exact method in solving the TISE. Kohn-Sham density functional 
theory has become very successful in predicting many physical properties with a considerable 
accuracy.139 
Note that the Kohn-Sham equations (2.2.2) as well as the ground-state electron density 
(2.2.3) depend on the Kohn-Sham spatial orbitals 𝜓𝑗
𝐾𝑆(𝑟𝑗) . Therefore, the Kohn-Sham equations 
need to be solved self-consistently, starting with an approximation to the wavefunctions 
(consequently the density).  
2.2.4 Exchange-Correlation Functionals 
As described in the section 2.2.3, the exchange-correlation (XC) functional needs to be 
approximated due to the fact that the explicit form of the exchange-correlation functional 𝐸𝑋𝐶[𝜌] 
is not known. Different approximations have been introduced in the literature and are examined in 
this section.  
As discussed in the initial work by Hohenberg, Kohn and Sham,133, 136 the simplest form 
of 𝐸𝑋𝐶[𝜌] can be expressed as in (2.2.7) assuming a slowly varying local density with distance. 
The exchange and correlation energy per electron, 𝜖𝑋𝐶, is computed using homogeneous electron 
gas theories.140 This is called the local density approximation (LDA), and there are several LDA-
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type XC functionals published with various parametrizations of different properties. Molecular 
properties like bond lengths and vibrational energies are found to be predicted surprisingly well 
with LDA functionals, even though the binding energies usually overestimated.139, 141  
𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌] = ∫ 𝑑𝑟𝜖𝑋𝐶(𝜌)𝜌 (2.2.7) 
However, the electron density of molecular systems can vary in space considerably from a 
uniform electron gas and can benefit from improvements to the LDA formalism.135, 139 An example 
of an improvement is by adding the density gradient dependence into the 𝜖𝑋𝐶 (2.2.8). This method 
is known as the generalized gradient approximation (GGA). The electron dynamics work on silver 
nanoclusters discussed in this thesis use the BP86142-143 GGA functional. The meta-GGA 
functionals are the next level of improvement to the exchange-correlation functional, by 
considering the second-derivative dependence of the density and/or the kinetic energy density, but 
are not used in this thesis.  
𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌] = ∫ 𝑑𝑟𝜖𝑋𝐶(𝜌, ∇𝜌)𝜌 (2.2.8) 
Hybrid functionals mix the LDA, GGA, and/or meta-GGA exchange and/or correlation functionals 
with some amount of the exact Hartree-Fock exchange using empirical mixing parameters. The 
study of naphthalene (Chapter 5) in this thesis was conducted using the B3LYP144-145 hybrid 
functional (2.2.9) with the optimized parameters 𝑎0 = 0.20, 𝑎𝑋 = 0.72, and 𝑎𝐶 = 0.81. B3LYP 









Another class of density functionals is the range-separated, or long-range corrected (LC), 
functionals. In brief, long-range corrected functionals decompose the exchange portion of the 
functional into short- and long-range terms.147-151 These functionals perform well for a broad range 
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of molecular properties including long-range charge transfer and bond dissociation. We use the 
LC-PBE152 functional for the oxygen dissociation project discussed in this thesis.  
The widely used XC functionals under the above classifications are listed in Table 2.1, 
where it is important to note that when the functional gets more accurate, it becomes more 
computationally expensive.  
Table 2.1 Popular exchange-correlation functionals and their classifications.141, 153-155 
(Jacob’s ladder) 
Classification Functional Name 
LDA SVWN, X, 
GGA BP86, PBE, BLYP 
Hybrid B3LYP, PBE0, BHHLYP, LC-PBE 
meta-GGA TPSS, M06, M06-L, M06-2X 
 
2.3 Time-Dependent Electronic Structure Theory 
2.3.1 Electronic Excited States 
Section 2.1.2 explained how density functional theory can be used to calculate ground 
electronic states. This section focuses on the origin and the computational methods needed to 
compute excited electronic states. When visible light shines on a material, that light is absorbed 
by the system and excites the electrons into higher electronic states. At this point, the electronic 
subsystem is no longer in its ground state. The optical spectrum, which compares the incident and 
emitted light, shows the absorption energies that are characteristic to the excited electronic states 
of a given molecular system. In other words, from a typical optical spectroscopic measurement, 
we obtain the information of the electronic excited states compared to the ground state. 
Additionally, there are certain excitations that are allowed within the dipolar approximation, which 
are the ones that stand out with a non-zero oscillator strength in the spectrum, also known as bright 
states. Symmetry-adapted selection rules explain why some states are bright and others are dark, 
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and will be discussed further in section 2.7. Computing the excited states and the corresponding 
oscillator strengths for a molecular system requires solving the time-dependent Schrödinger 
equation, in order to determine the response of the material to an external perturbation. The time-
dependent response is converted to the energy/frequency by Fourier transformation to obtain the 
theoretical absorption spectrum.156-161 The basic theorems related to response property calculation 
and the linear-response approach will be discussed in the sections 2.3.2 and 2.3.3 respectively.  
2.3.2 Time-Dependent Density Functional Theory 
Similar to the Hohenberg-Kohn-Sham formalism in the ground-state DFT, the existence of 
a unique one-to-one mapping between the time-dependent density 𝜌(𝑡) and the time-dependent 
external potential 𝜐𝑒𝑥𝑡(𝑡) was proven by Runge and Gross.
156 In other words, 𝜐𝑠[𝜌](𝑡) =  𝜌[𝜐𝑠](𝑡). 
This theorem led to a time-dependent Kohn-Sham equation, which is given in (2.3.1).156, 161 The 
external potential operator 𝜐𝑠[𝜌](𝑟, 𝑡) and the Kohn-Sham wavefunctions 𝜓𝑗









∇2 + 𝜐𝑠[𝜌](𝑟, 𝑡)] 𝜓𝑗
𝐾𝑆(𝑟, 𝑡) (2.3.1) 
where, 




+ 𝜐𝑋𝐶(𝑟, 𝑡) (2.3.2) 
The time-dependent external potential, 𝜐𝑒𝑥𝑡(𝑟, 𝑡), includes the form of the external perturbation 
resembling an electromagnetic light source such as a laser pulse, in addition to the nuclear-
electronic potential. The second term is the usual Hartree potential accounting for the Coulomb 
interaction, and 𝜐𝑋𝐶(𝑟, 𝑡) is the exchange-correlation functional, which is approximated as 
described in section 2.2.4. Similar to the time-independent Kohn-Sham orbital representation, the 
time-dependent electronic density is related to the molecular orbitals via (2.3.3).  
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Practical methods of computing the excitation energies and oscillator strengths from the 
time-dependent electronic structure theory have been explored for several decades. In the weak 
perturbation regime, the linear-response theory offers an affordable and accurate (excited-states 
well below the first ionization potential) formalism.162 This method is known as linear-response 
time-dependent density functional theory (LR-TDDFT) and is discussed in section 2.3.3. The 
second method is to explicitly solve the time-dependent Kohn-Sham equations using numerical 
propagation techniques, which is called as real-time time-dependent density functional theory (RT-
TDDFT). The real-time method is extensively used in the work of this thesis and its formalism 
will be discussed in section 2.4.  
2.3.3 Linear-Response Density Functional Theory  
When the external perturbation 𝜐𝑒𝑥𝑡(𝑟, 𝑡) is weak enough, the density response, or the 
density change 𝛿𝜌(𝑟, 𝑡), linearly depends on the external field strength via (2.3.4). The density-
density response function 𝜒(𝑟, 𝑟′, 𝑡 − 𝑡′) for a system characterized by the time-dependent 
Hamiltonian is defined as (2.3.5), where 𝜃(𝑡 − 𝑡′) is the step function, 𝛷0 is the total ground-state 
wavefunction, and ?̂?(𝑟, 𝑡) is the time-dependent density operator.158-159, 161, 163 
𝛿𝜌(𝑟, 𝑡) =  ∫ 𝑑𝑡′
𝑡
−∞
∫ 𝑑𝑟′ 𝜒(𝑟, 𝑟′, 𝑡 − 𝑡′)𝜐𝑒𝑥𝑡(𝑟
′, 𝑡′) (2.3.4) 
𝜒(𝑟, 𝑟′, 𝑡 − 𝑡′) =
1
𝑖
𝜃(𝑡 − 𝑡′)⟨𝛷0|[?̂?(𝑟, 𝑡), ?̂?(𝑟
′, 𝑡′)]|𝛷0⟩ (2.3.5) 
The density-density response function converted into the frequency domain using Fourier 
transformation is given in (2.3.6), where 𝛺𝐼 = 𝐸𝐼 − 𝐸0 are the excitation energies. The summation 
is over 𝐼 excited states of the system. The value of 𝜂 is a small positive number related to the 
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artificial lifetime of the response, 𝑒−𝜂t.163 The frequency domain expression of the density-density 
response gives poles at excitation energies of the system 𝛺𝐼 and the transition densities as 
residues.157-159, 161, 163-164  















By expanding the equation in the Kohn-Sham electron-hole transition basis and assuming that the 
field is turned off at the time of measurement, Casida introduced an eigenvalue problem to solve 
for the excitation energies.157, 165 The eigenvalue equation (2.3.7)159, 164-165 is a matrix 
diagonalization problem which gives the states with excitation energies 𝛺𝐼. The terms 𝐾𝑖𝑎,𝑗𝑏
𝐻  and 
𝐾𝑖𝑎,𝑗𝑏
𝑋𝐶  are the Hartree and exchange-correlation coupling matrices respectively and the 𝑃𝑖𝑎 
elements are the MO-based density matrix elements. This is the standard procedure to compute 
the absorption spectrum of a system using TDDFT, and the results are reasonably accurate for the 














Where 𝐴𝑖𝑎,𝑗𝑏 = ( 𝑎 − 𝑖)𝛿𝑎𝑏𝛿𝑖𝑗 + 𝐾𝑖𝑎,𝑗𝑏
𝐻 + 𝐾𝑖𝑎,𝑗𝑏




𝑋𝑖𝑎 = 𝑃𝑎𝑖 , 𝑌𝑖𝑎 = 𝑃𝑖𝑎, 𝑖, 𝑗: occupied levels and 𝑎, 𝑏: virtual levels 
 
The oscillator strength of the 𝐼th excited state is computed using (2.3.8).164-165 The sum over 
transition dipole moments of the single particle transitions, ⟨𝜓𝑖|𝑟|𝜓𝑎⟩, gives rise to the total 
transition dipole moment of the excitation 𝐼, ⟨𝛷0|𝑟|𝛷𝐼⟩ and 𝐹𝑖𝑎↑,𝐼 and 𝐹𝑖𝑎↓,𝐼 account for the 





















Overall, LR-TDDFT computes the excitation energies and their oscillator strengths. In addition, 
the information about single-particle transitions that are responsible for each excitation is also 
obtained from Kohn-Sham LR-TDDFT.  
2.4 Real-Time Time-Dependent Method 
2.4.1 Real-Time Time-Dependent Density Functional Theory 
In real-time density functional theory (RT-TDDFT), the idea is to propagate the density in 
real time according to the time-dependent Kohn-Sham equation given in (2.3.1). For a time-
varying Hamiltonian, an analytical solution to the TDSE does not exist. However, assuming the 
Hamiltonian is time-independent during an infinitesimal time step ∆𝑡, the Kohn-Sham orbitals, 
𝜓𝑗
𝐾𝑆, can be propagated numerically using a time evolution operator (2.4.1), where ℎ𝑗
𝐾𝑆(𝑡) is the 
Kohn-Sham Hamiltonian at time 𝑡.159-160, 166-168 
𝜓𝑗
𝐾𝑆(𝑡 + ∆𝑡) = 𝑒−𝑖ℎ𝑗
𝐾𝑆(𝑡)∆𝑡/ℏ𝜓𝑗
𝐾𝑆(𝑡)  (2.4.1) 
 
 
This thesis focuses on the time-dependent optical response, i.e., the electronic response to 
an external perturbation. The time-dependent Kohn-Sham matrix 𝐾(𝑡) in the orthonormal basis is 
introduced as 𝐾(𝑡) = 𝐾0(𝑡) − 𝜇 ∙  𝐸(𝑡), where 𝐾0(𝑡) is the perturbation-free Kohn-Sham matrix, 
𝐸(𝑡) is the time-dependent perturbation, and 𝜇 is the dipole moment. The form of the external 
potentials 𝐸(𝑡) will be discussed later. Usually, 𝐸(𝑡) is treated as a classical electronic potential 
consisting of a vector potential and a scalar potential. In the Liouville formalism, the time-







= [𝐾(𝑡), 𝑃(𝑡)]  (2.4.2) 
Among the various numerical propagation algorithms, the projects discussed in this thesis use the 
efficient modified midpoint unitary transformation (MMUT)169-170 algorithm to propagate the 
electron density in real-time. The unitary transformation matrix 𝑈(𝑡) is defined as (2.4.3), where 
𝐶 and  are the eigenvectors and eigenvalues of the Kohn-Sham matrix respectively.  
𝑈(𝑡) = 𝑒𝑥𝑝(𝑖∆𝑡𝐾(𝑡)) = 𝐶(𝑡) ⋅ 𝑒𝑥𝑝(𝑖∆𝑡 (𝑡)) ⋅ 𝐶†(𝑡)  (2.4.3) 
2.4.1.1 Absorption Properties from Real-Time TDDFT 
To compute the absorption properties from a real-time simulation, we apply a step-function 
external field,159, 171-172 given in (2.4.4), to perturb the electron density along each cartesian 
direction. This approach mimics the simultaneous excitation of all electronic states and allows us 
to capture the response of the electronic system. The time-dependent dipole moment in the absence 
of the external field is then Fourier transformed into the energy domain, ?̃?(𝜔), to compute the 
absorption cross section 𝜎(𝜔) using (2.4.5), where ?̃?(𝜔) is the energy domain external 
perturbation.160 The response in any direction would be identical for an isotropic molecular system. 
In the case of an asymmetric system, three separate simulations, where the applied electric field is 
polarized along the x, y, and z directions, are carried out and the response is summed to generate 
the total absorption spectrum.  
𝐸(𝑡) = {
𝐸0; 𝑡 < 0 
0; 𝑡 > 0
















2.4.1.2 Resonant Excitations and Time-Dependent Variables  
To understand the excited-state dynamics, we use a trapezoidal-shaped perturbation 
oscillating with the resonant energy of excitation. The perturbation is applied for a certain period 
of time (typically 0-20 fs) to mimic the effect from a continuous-wave laser with resonant 
frequency (Figure 2.1).  
 
Figure 2.1. Trapezoidal-shaped electric field oscillating with 4 eV of energy. 
In this thesis, we study several time-dependent variables to explain the electron dynamics: 
dipole moment components, quadrupole moments, density matrix elements, and orbital 
populations. The instantaneous dipole moment is computed using (2.4.6), where 𝑍𝐴is the nuclear 
charge of atom 𝐴, 𝑅𝐴 is the nuclear position of atom 𝐴, and 𝐷
′ and 𝑃′(𝑡) are the dipole matrix and 
the density matrix respectively.167, 169 The prime sign indicates the atomic-orbital (AO) basis 
whereas variables without primes indicate the orthonormal molecular-orbital (MO) basis. 
𝜇(𝑡) = ∑ 𝑍𝐴𝑅𝐴
𝐴
− 𝐷′ ⋅ 𝑃′(𝑡) (2.4.6) 
The Kohn-Sham orbital population of orbital 𝑗, 𝑛𝑗(𝑡), is computed by projecting the density 
matrix into the field-free orbital basis with (2.4.7).169  
𝑛𝑗(𝑡) = 𝐶𝑗
†(0) ⋅ 𝑃(𝑡) ⋅ 𝐶𝑗(0) (2.4.7) 
The density matrix elements projected on the field-free molecular orbital basis, 𝑃𝑀𝑂(𝑡), are 
computed at each electronic step using (2.4.8).173 
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𝑃𝑀𝑂(𝑡) =  𝐶0
† ∙ 𝑃(𝑡) ∙ 𝐶0 (2.4.8) 
In order to visualize the electron density change compared to the ground state, we computed and 
analyzed the time-dependent difference densities 𝜌𝑑𝑖𝑓𝑓(𝑡) using (2.4.9), where 𝜌′(𝑡) and 𝜌0(𝑡) 
are the electron densities at time 𝑡 in two trajectories with and without the external electric field, 
respectively.28 We use this formalism in both electron and electron-nuclear dynamics simulations 
discussed in Chapters 4 and 5.  
 𝜌𝑑𝑖𝑓𝑓(𝑡) = 𝜌′(𝑡) − 𝜌0(𝑡)  (2.4.9) 
 
2.5 Ab-Initio Molecular Dynamics 
In sections 2.1 through 2.4 we discussed the ground and excited electronic structure 
assuming that the electrons move in a field of fixed nuclei. Here, we turn our attention to the 
molecular motion in addition to the electron dynamics. In this thesis, chapter 5 addresses the effect 
of vibrational motion on the plasmon dynamics and chapter 5 studies the photodissociation of 
molecular oxygen using nonadiabatic molecular dynamics.  
2.5.1 Born-Oppenheimer Molecular Dynamics (BOMD)  
The simplest formalism for ab-initio molecular dynamics uses the Born-Oppenheimer 
approximation described in section 2.1.122 In Born-Oppenheimer molecular dynamics (BOMD), 
the forces acting on nuclei (𝐹𝑎) are calculated using (2.5.1) where 𝐸0(𝑅), the ground-state 
electronic energy, is computed from ab-initio electronic structure methods discussed in section 
2.1.2.174-177 The term 𝑉𝑛−𝑛(𝑅) is the nuclear repulsion energy. Electronic potential energy surfaces 
(PES) are a landscape of the energy in the electronic subsystem from a given set of nuclear 
coordinates. In BOMD, the nuclear movement is computed using the classical Newtonian motion 
on these electronic potential energy surfaces (2.5.1), hence classifying BOMD as a mixed quantum 
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classical molecular dynamics scheme. It is worth emphasizing that the ground electronic state 
contributes to the potential energy surface in BOMD and no excited electronic states are 
considered.  
𝐹𝐴 = 𝑀𝐴?̈?𝐴 =  −∇𝐴[𝐸0(𝑅) + 𝑉𝑛−𝑛(𝑅)] (2.5.1) 
Having calculated the forces that drive the atoms, one can proceed to move the nuclei using 
a numerical integrator such as leapfrog178-179 or velocity Verlet.180-182 The widely used velocity 
Verlet algorithm was used in the work of this thesis and will be briefly discussed in this section. 
The momentum of atom 𝐴 at time 𝑡𝑘+1 2⁄  is calculated using the current momentum 𝑝𝐴(𝑡𝑘), the 
energy gradient with respect to the coordinates of atom 𝐴, 𝑔𝐴(𝑡𝑘), and the time step ∆𝑡𝑁 according 
to (2.5.2). Using the midpoint momentum and the current position of the nucleus, the new position 
and momentum of atom 𝐴 are calculated using (2.5.3) and (2.5.4). The TDSE is solved to get the 
new gradient and thereby the new momentum. The loop keeps going until the desired total time 
limit is reached. 
𝑝𝐴(𝑡𝑘+1 2⁄ ) = 𝑝𝐴(𝑡𝑘) −
1
2
𝑔𝐴(𝑡𝑘) ∙ ∆𝑡𝑁 (2.5.2) 
𝑥𝐴(𝑡𝑘+1) = 𝑥𝐴(𝑡𝑘) +
𝑝𝐴(𝑡𝑘+1 2⁄ )
𝑀𝐴
∙ ∆𝑡𝑁 (2.5.3) 
𝑝𝐴(𝑡𝑘+1) = 𝑝𝐴(𝑡𝑘+1 2⁄ ) +
1
2
𝑔𝐴(𝑡𝑘+1) ∙ ∆𝑡𝑁 (2.5.4) 
2.5.2 Mean-field Ehrenfest Molecular Dynamics  
Although many chemical problems benefit from the Born-Oppenheimer approximation, 
this approximation breaks down in most photochemical and photophysical processes.183-184 In 
these cases, excited electronic states are sufficiently populated and nonadiabatic transitions 
between electronic states can occur. Nonadiabaticity refers to the involvement of excited electronic 
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states and transitions between two or more electronically adiabatic potential energy surfaces.185 
Accurate modeling of such nonadiabatic processes like laser-induced chemistry, dynamics at metal 
or semiconductor surfaces, and electron transfer in molecular, biomolecular or electrochemical 
systems require proper integration of electronic response to fast moving nuclei. 
Over the last few decades, several nonadiabatic molecular dynamics (NA-MD) schemes 
have been proposed and widely used. Among them, Ehrenfest dynamics, Tully’s trajectory surface 
hopping (TSH) and the multiple spawning method are some of the most extensively used 
techniques.186 A schematic illustration186 of these methods is shown in Figure 2.2. In Ehrenfest 
and surface hopping techniques, the nuclei are treated classically and electrons are treated quantum 
mechanically. The most expensive and the most accurate method, multiple spawning, includes the 
quantum effects of nuclei (through a wave function representation of nuclei) that follow classical 
trajectories.176, 186 In the surface hopping dynamics, the electronic transitions can occur between 
two potential energy surfaces near conical intersections based on the hopping probability, which 
depends on the energy difference between the two states, the non-adiabatic coupling matrix 
elements, and nuclear momenta. This technique involves a collection of such trajectories; each 
propagates on a pure adiabatic state at any given time. This gives a stochastic representation of 
which states are populated. The TSH method becomes computationally demanding when 
incorporating systems with many atoms because of the necessity of computing adiabatic excited 
wavefunctions at each timestep in all trajectories. In contrast, Ehrenfest dynamics, which is also 
called the mean-field method, propagates the atoms in an effective potential averaged over the 




Figure 2.2. Common NA-MD schemes. Reprinted with permission from Ref.186. Copyright 
2018 American Chemical Society. 
The main approximation in the mean-field method is that the energy of the system at a 
particular time for a given atomic configuration can be considered as the expectation value over 
all the possible adiabatic states. The force on the atoms can be calculated from the negative 
gradient of the effective energy of the system as shown in (2.5.5).174, 182, 187  
𝑀𝐴?̈?𝐴 = −𝛻𝐴𝐸𝑒𝑓𝑓 = −𝛻𝐴⟨𝛷|𝐻𝑒𝑙|𝛷⟩ = −𝑔𝐴 (2.5.5) 
2.5.2.1 Numerical Integration Methods for Solving TDSE 
Integration of the Ehrenfest dynamics using a single time step would require very small 
time-step (fractions of attoseconds) to account for the fast motion of electrons. On the other hand, 
to observe the nuclear motion, one needs to run the simulation at least for a few picoseconds or 
longer. To address this issue efficiently, different approaches that improve the computational 
efficiency of Ehrenfest dynamics have been implemented. One such propagator, the relax and drive 
procedure proposed by Micha and co-workers,188-189 incorporates two different time scales to 
propagate electron and nuclear motions. During the relax step, the electronic TDSE is solved 
assuming fixed nuclear positions while the drive step includes the motion of atoms. 
In this thesis, we use the three-time-step integrator,182 which includes velocity Verlet 
(section 2.5.1), a nuclear-position-coupled midpoint Fock integrator, and time-dependent Hartree-
Fock with a modified midpoint and unitary transformation (section 2.4.1). The concept was first 
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applied at the Hartree-Fock level of theory182 and it has been further integrated into Kohn-Sham 
density functional theory.190 A schematic representation of this three-time-step integrator is shown 
in Figure 2.3. The three time-steps ΔtN, ΔtNe, and Δte correspond to the nuclear velocity Verlet, 
nuclear-position-coupled midpoint Fock integrator, and modified mid-point and unitary 
transformation (MMUT)169-170 steps, respectively. The Fock matrix 𝐹′ (AO-based) is calculated as 
the sum of one and two electron integrals, ℎ′(𝑥) and 𝐺′(𝑥, 𝑃′) respectively as shown in (2.5.6).182 
Note that the Fock matrix is a function of nuclear coordinates (𝑥) and the electronic density (𝑃′). 
Due to the slower motion of nuclei compared to that of electrons, it is reasonable to fix the nuclei 
for several electronic steps (MMUT steps, Δte) before recalculating the integrals. Under this 
assumption, each nuclear Verlet step is divided into n smaller ΔtNe steps; at each step, the Fock 
matrix is calculated using the integrals calculated at the midpoint of ΔtNe (at 𝑡′ + ∆𝑡𝑁𝑒/2) and the 
density at this time step, 𝑃′(𝑡). 
𝐹′ = ℎ′(𝑥) + 𝐺′(𝑥, 𝑃′) 
where  
ℎ𝜇,𝜐






𝐴 |𝜒𝜐⟩ and  
















Figure 2.3. Three-time-scale integration scheme for Ehrenfest Dynamics. Reprinted from 
Ref.182, with the permission of AIP Publishing. 
2.5.2.2 Excitation of Electronic States and Vibrational Modes 
In the electron-nuclear dynamics projects, the electronic excitations were activated using 
either a step-field perturbation or a continuous-wave perturbation as discussed in sections 2.4.1.1 
and 2.4.1.2 respectively. In addition to excitation of the electronic states, we selectively activate a 
vibrational mode to identify the effect of vibrational motion on electronic excitation dynamics and 
vice versa. To specifically activate each vibrational mode, we compute the atomic velocities 
assuming a Boltzmann-sampled vibrational energy of the normal mode with five quanta at room 
temperature.28, 109 The choice of number of quanta is discussed in Chapter 4.  
2.6 Non-Linear Optical Properties 
In the previous sections, we discussed the linear response of a system to light under the 
assumption that the polarizability is linearly proportional to the strength of the electric field, 𝐸. 
The total response function, however, can be expanded to include higher-order terms given in 
(2.6.1),191 where 𝛼, 𝛽, and 𝛾 are the first, second and third order hyperpolarizability tensors, 
respectively. Nonlinear optical effects become significant at intense electric fields and in certain 
materials.112, 191-192 While the LR-TDDFT formalism is based on the first-order response, the RT-
TDDFT method is able to capture higher-order nonlinear response. 
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𝐸3 + ⋯ (2.6.1) 
 
2.7 Symmetry-Adapted Selection Rules 
As discussed in section 2.3.1, only the bright dipolar states will be prominent in a typical 
optical spectrum. The concept of bright and dark dipolar states originates from the symmetry-
adapted selection rules. For a closed-shell molecule with all electrons paired, the ground electronic 
state is always totally symmetric; i.e., the ground state of a water molecule, which belongs to the 
C2v point group, would belong to the A1 irreducible representation (C2v character table is provided 
in Appendix A). In essence, the dipolar selection rules for the allowed excited states indicate that 
any excitation that belongs to an irreducible representation to which one of the linear functions (x, 
y, z) belongs is a dipolar-allowed (aka one-photon allowed) transition.193 In the water example, 
excitations to A1, B1, and B2 excited states are bright whereas A2 states would be dark. In addition, 
the excited states with A1 irreducible representation will be excited with z-polarized light only 
because the z linear function belongs to the A1 irreducible representation whereas x and y belong 
to the B1 and B2 representations.  
The selection rules for nonlinear optical properties can be explained in the same way. A 
two-photon absorption, which is a second-order response property, will be allowed if the state 
belongs to an irreducible representation to which any quadratic function belongs.194-195 In the C2v 
example, any state will be allowed via two-photon absorption because all four irreducible 
representations contain at least one quadratic function. 
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Chapter 3 - Ultrafast Nonlinear Plasmon Decay Processes in Silver 
Nanoclusters 
Gowri U. Kuda-Singappulige, David B. Lingerfelt, Xiaosong Li, and Christine M. 
Aikens, J. Phys. Chem. C 2020, 124, 37, 20477–20487  
Reprinted with permission from Ref.173. Copyright 2020 American Chemical Society. 
 
3.1 Abstract 
Tunable plasmonic properties of metallic nanostructures play a significant 
role in enhancing various photo-optical phenomena including solar energy conversion, 
nonlinear optics, photoluminescence and photocatalysis. Understanding the fast plasmon 
decay mechanisms is essential for developing practical applications utilizing these light- 
matter interaction processes, but has been a challenge both experimentally and 
computationally. Among theoretical simulation methods, real-time density functional 
theory (RT-TDDFT) is a valuable tool to monitor the electron dynamics of molecules 
subjected to an electric field. Herein, we use the RT-TDDFT method to identify the 
possible plasmon decay mechanisms of the bare tetrahedral Ag8 nanocluster. We excite 
the strong linear plasmonic states and examine dipole response and the electron 
dynamics in the system. Variation of density matrix elements related to occupied and 
virtual orbital pairs reveals that the one-photon allowed transitions, which have been 
excited due to the incident electric field, experience ultrafast decay into high energy 
transitions, specifically to two-photon allowed transitions. The tetrahedral symmetry 
representations of these transitions confirm that some of these high energy transitions are only 
allowed via two-photon absorption whereas others can be activated via both one- and two- photon 
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absorption. Moreover, this work suggests that the collective excitations present in the system play 
an important role in accumulating an enormous amount of energy to enhance nonlinear processes. 
Overall, this work provides insights into a possible plasmon decay mechanism of nanoclusters 
which is activation of nonlinear processes such as two-photon absorption.  
3.2 Introduction 
In the presence of electromagnetic radiation, the conduction electrons of noble metal 
nanoparticles oscillate with a resonant frequency with respect to the nanoparticle core; this 
phenomenon is known as a localized surface plasmon resonance and results in a strong peak in the 
optical absorption/extinction spectrum. The frequency and the strength of the oscillation depends 
on the size, shape and the composition of the nanoparticles.196-198 Plasmonic features of noble 
metal nanoparticles including strong absorption of UV/visible and near-infrared (near-IR) portions 
of the electromagnetic spectrum lead to their use in solar cells,16, 199-200 bio-medical 
applications,201-204 nonlinear optical convertors,35, 116, 205-209 etc. However, the plasmon resonance 
decays quickly over time when the irradiation is turned off. Since applications typically benefit 
from slower damping, there is growing research interest in understanding the possible plasmon 
decay mechanisms. Excited electrons can slowly decay radiatively into photons210 and this process 
is well-understood because they have nanosecond decay times and can be studied experimentally 
using time-resolved measurements.198, 211 Faster electron scattering and non-radiative decay 
pathways, however, have been a subject of debate in recent literature. The electronic dephasing of 
metal nanoparticles occurs at a fast rate, which is typically within a few tens to hundreds of 
femtoseconds.106, 212-213 Therefore, it is experimentally challenging to capture the mechanisms 
involved in the ultrafast plasmon resonance dynamics. Theoretical computations help understand 
these fast-electronic processes and ultimately provide a pathway to manipulate the plasmonic 
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properties of nanoparticles. Classical electrodynamic methods such as Mie theory214 and discrete 
dipole approximation (DDA)215 can be successfully applied to simulate the optical response of 
large nanoparticles (diameter > 10 nm).216 However, they do not explicitly treat electrons and are 
unable to examine processes such as electron-electron scattering and other quantum effects.14, 217  
Time-dependent density functional theory (TDDFT), especially real-time time-dependent 
density functional theory (RT-TDDFT),159, 166 is a powerful tool to monitor fast electron dynamics. 
This method is currently available in a variety of codes159, 218-221 and provides optical absorption 
spectra that are consistent with the results from conventional linear-response time-dependent 
density functional theory (LR-TDDFT) for diverse systems in a weak field.27, 222 A recent review 
on RT-TDDFT has been provided by Goings et al.160 Due to its computational efficiency for large 
systems as well as its applicability in the nonlinear regime, RT-TDDFT is beneficial for exploring 
plasmonic properties and electron dynamics of metal nanoparticles.26, 171-172, 223-224 Nevertheless, 
the RT method often lacks information about the origin of the excitations that is naturally generated 
by the LR method. Several studies, however, show that this information can be resolved. Ding et 
al.171 analyzed the time evolution of molecular orbital occupation numbers and demonstrated that 
collective and in-phase oscillations of single-particle transitions are associated with the transverse 
plasmon excitations of silver nanowires. Moreover, the variation of the off-diagonal elements of 
the density matrix corresponding to a pair of occupied and unoccupied orbitals provides a 
straightforward picture of the time variation of electronic transitions.225-228 Repisky and co-
workers first proposed the dipole-weighted matrix analysis to interpret the molecular orbital 
transitions corresponding to the spectral energies.225-226 Bruner et al. introduced a Padé 
approximation to accelerate the transform of the individual contributions into the frequency 
domain and demonstrated its efficiency on gas phase water and a nickel porphyrin system.227 Rossi 
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et al. recently used this concept to present a benchmark study on small benzene derivatives 
followed by application to icosahedral silver nanoparticles consisting of 55 to 561 atoms.228 Sinha-
Roy et al. showed the ability to accurately extract transition densities of the excited states from a 
single -kick RT-TDDFT calculation.229  
The above-mentioned studies were generally limited to static spectral properties rather than 
the time evolution of plasmons. One exception is a recent theoretical study in which Ma and 
coworkers26 suggested that the plasmon resonance of the Ag55 cluster decays into single particle 
excitations that can be identified as hot carriers. In addition, real-time electron dynamics 
simulations done by Rossi et al.230 have also identified the plasmon dephasing into hot carriers in 
large silver nanoparticles. In a recent theoretical study, Yan et al.119 showed that the hot carriers 
generated by plasmon decay in silver atomic chains lead to nonlinear effects. It is clear that 
plasmon induced nonlinear processes including second harmonic generation have become a hot 
topic in the photonics field.231-237 However, a clear understanding of plasmon decay mechanisms 
has not yet been achieved; to fully understand plasmon decay mechanisms, the fast electron 
dynamics of nanoparticles upon irradiation with light must be further studied within a quantum 
mechanical framework. In this work, we investigate the electron dynamics of a tetrahedral Ag8 




3.3 Computational Details 
The electron dynamics of the Ag8 (Td) cluster was studied using RT-TDDFT in a 
development version of the Gaussian software.236 The BP86140-141 exchange-correlation functional 
with the LanL2DZ129, 237-238 effective core potential basis set were used for all calculations. 
Geometry optimization calculations were carried out followed by TDDFT calculations on the 
optimized structures (coordinates provided in the SI). The highly symmetric Td isomer of the Ag8 
cluster has been previously observed to be the global minimum structure (Figure 3.1, inset).239 We 
first compared the optical absorption properties of Ag8 obtained from both LR-TDDFT and RT-
TDDFT. In the LR calculations, 800 electronic excitations were calculated to obtain the optical 
absorption energies up to around 9 eV. A Gaussian broadening with a full width at half maximum 
(FWHM) of 0.2 eV was used when plotting absorption spectra with LR-TDDFT to account for the 
experimental vibrational broadening at room temperature. To determine the spectral properties 
from RT-TDDFT, the electron density is converged to self-consistency in the presence of a step 
function external field applied along the z axis with an amplitude of 0.001 a.u. (~3.571013 
W/cm2). In this manner, all electronic states are excited simultaneously. Then, the density is 
propagated for 120 fs with a time step of 0.0012 fs. The time-dependent dipole moment is related 
to the absorption cross section by Fourier transformation into the frequency domain.158, 164 An 
exponential damping corresponding to a Lorentzian spectral line shape (1/ Γ = 855 a.u. of time) 
was added to the time-dependent dipole moment 𝐷′(𝑡) = 𝐷(𝑡)𝑒𝑥𝑝−𝜋Γ𝑡, where 𝐷(𝑡) is the 
observed dipole moment and 𝐷′(𝑡) is the damped dipole moment) before Fourier transformation, 




To explore the plasmon decay mechanisms, we study the electron dynamics of the Ag8 
cluster subjected to a trapezoidal-shaped electric field along the z axis using RT-TDDFT. The field 
is gradually increased to its highest amplitude of 0.001 a.u. (~3.571013 W/cm2) over the time 
period from 0 to 1 fs. The field is then applied continuously at a constant amplitude and a constant 
frequency until 19 fs when the amplitude function starts to decrease, and is completely turned off 
at 20 fs (Figure B-1a). The gradual increase and decrease avoid artifacts that can arise from a 
sudden application of a continuous wave field. In this way, one can study the electron dynamics 
of a system excited by a quasi-monochromatic laser, which we will refer to as a continuous wave 
throughout the text, applied for a certain period of time. The variation of the dipole moment of 
Ag8 resulting from the applied field is shown in Figure B-1b. The Fourier transform of a field 
applied with a frequency corresponding to 3.96 eV confirms that the excitation is indeed centered 
around 3.96 eV (Figure B-1c). In this work, the frequencies that are resonant with the lowest two 
excitation energies of the Ag8 cluster, as determined by LR-TDDFT, are used as the frequencies 
of the applied electric fields. The electron density is allowed to propagate for a total time of 240 
fs with a 0.002 fs step size and the dipole response was inspected.  
Numerical propagation of the time-dependent Kohn-Sham equation is used to determine 
the electron dynamics via the time-dependent density matrix in the molecular orbital basis.169, 242 
The time-dependent Kohn-Sham equation in an orthonormal basis is given in (3.3.1), where 𝑃(𝑡) 
is the time-dependent density matrix in the orthonormal basis, 𝐾(𝑡)(3.3.2) is the time-dependent 
Kohn-Sham matrix under the influence of an external electric field 𝐸(𝑡), and 𝐾0(𝑡) is the 




= [𝐾(𝑡), 𝑃(𝑡)] (3.3.1) 
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𝐾(𝑡) = 𝐾0(𝑡) − 𝜇 ∙  𝐸(𝑡) (3.3.2) 
The Kohn-Sham matrix in its eigenspace is written as: 
𝐶†(𝑡𝑛) ⋅ 𝐾(𝑡𝑛) ⋅ 𝐶(𝑡𝑛) = (𝑡𝑛) (3.3.3) 
where 𝐶(𝑡𝑛) and (𝑡𝑛) are the eigenvectors and eigenvalues of the perturbed Kohn-Sham 
matrix respectively. The electron density is propagated using the modified mid-point unitary 
transformation algorithm (MMUT).169-170 In this formalism the unitary transformation matrix U at 
time 𝑡𝑛 is calculated as follows where ∆𝑡 is the time step: 
𝑈(𝑡𝑛) = 𝑒𝑥𝑝(𝑖∆𝑡𝐾(𝑡𝑛)) = 𝐶(𝑡𝑛) ⋅ 𝑒𝑥𝑝(𝑖∆𝑡 (𝑡𝑛)) ⋅ 𝐶
†(𝑡𝑛)  (3.3.4) 
The density matrix at time 𝑡𝑛−1 is then propagated to time 𝑡𝑛+1 using 𝑈(𝑡𝑛) (3.3.5). 
𝑃(𝑡𝑛+1) = 𝑈(𝑡𝑛) ∙ 𝑃(𝑡𝑛−1) ∙ 𝑈
†(𝑡𝑛)  (3.3.5) 
At each time step, the time-varying density matrix is also transformed into the eigenbasis 
of the initial perturbation-free Kohn-Sham matrix (i.e., the canonical molecular orbital basis) 
according to (3.3.6), with 𝐶0
† ⋅ 𝐾0(𝑡0) ⋅ 𝐶0 =  0(𝑡0). 𝑃𝑀𝑂 refers to the density matrix in the 
molecular orbital basis. We examine the variation of off-diagonal elements of the density matrix 
POV, corresponding to pairs of occupied (O) and virtual (V) molecular orbitals, to track the 
contributions from each occupied-to-virtual molecular orbital pairs to the total electron dynamics. 
The Fourier analysis of POV identifies the frequency of its oscillation. Exploring these time-varying 
off-diagonal elements of the MO-based density matrix after exciting a single electronic state is our 
unique approach to discover the possible electronic transitions that emerge as a result of the 
plasmon decay.  
𝑃𝑀𝑂(𝑡) =  𝐶0




3.4 Results and Discussion 
3.4.1 Electronic structure and absorption properties of Ag8 
An orbital energy level diagram of the tetrahedral Ag8 cluster illustrating the primary 
orbitals that are involved in the electronic transitions is shown in Figure 3.1. In addition to the 
standard orbital designations under tetrahedral symmetry, the orbitals are also labeled with their 
closest spherical superatomic243 molecular orbital notation. In superatomic nomenclature,243 
capital letters such as S and P are used to represent molecular orbitals that are delocalized 
throughout the entire nanocluster; the letters S and P indicate that these molecular orbitals have 
the same nodal symmetry as the spherical harmonics representing s and p atomic orbitals. Then, 
the electronic configuration arising from eight 5s valence electrons of silver atoms can be 
designated as 1S21P6. As shown in Figure 3.1, the 1S orbital (45) with a1 symmetry lies very low 
in energy compared to the frontier orbitals. The HOMO level is triply degenerate corresponding 
to a 1P-like set of orbitals (74-76) with t2 symmetry. An additional set of molecular orbitals that 
are mostly localized on the silver atoms and arise from linear combinations of atomic 4d orbitals 
lies between the 1S and 1P levels; this set of orbitals is denoted as the d-band. The specific Td point 
group symmetry representations of these d-band orbitals are shown in Figure 3.1. The 1D-type 
virtual orbitals (77-79, 81-82) are split into two sets with t2 and e symmetry due to the tetrahedral 
geometry of the cluster. The superatomic 2S orbital (80) with a1 symmetry lies between the two 
sets of 1D orbitals. Above these orbitals, the degenerate 2P orbitals (83-85) lie higher in energy 
followed by 1F-type orbitals (87-92); the triply degenerate 2P orbitals have t2 symmetry and the 
1F orbitals split into three sets with a1, t1 and t2 representations in the tetrahedral environment. The 
HOMO-LUMO gap of the tetrahedral Ag8 cluster is found to be 2.31 eV at the BP86/LanL2DZ 




Figure 3.1. Molecular structure and the orbital energy level diagram of the tetrahedral Ag8 
cluster. Shapes and the tetrahedral point group symmetry representations of the orbitals 
are displayed with the relevant spherical assignment for the superatomic orbitals in 
parentheses. A horizontal dashed line separates the occupied and virtual orbitals. 
The absorption spectrum of the Ag8 tetrahedron contains two sharp peaks at 3.05 eV and 
3.96 eV as calculated from linear-response TDDFT (Figure 3.2). The peak at 3.05 eV arises due 
to electronic transitions from the occupied 1P orbitals into the unoccupied 1D and 2S orbitals 
(Table B-1). For the excitation at 3.96 eV, the largest contribution comes from 1P → 1D 
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transitions, although some 1P → 2S and d-band → 1D transitions also contribute slightly (Table 
B-2). The electronic transitions between superatomic orbitals of Ag8 follow the spherical selection 
rule, ∆L = ±1, for these lowest two excitations. Moreover, these transitions follow the specific 
selection rules for dipole-allowed electronic transitions in a molecule with Td point group 
symmetry. The absorption spectrum calculated from the RT-TDDFT calculation, i.e. the Fourier-
transformed dipole moment, reproduces the spectrum calculated from LR-TDDFT (Figure B-2). 
Molecular orbital occupation number variation and their Fourier transforms (Figure B-3) as well 
as the Fourier analysis of the off-diagonal density matrix elements (Figure B-4) support the 
spectral transition information revealed by LR-TDDFT. Most importantly, since these excitations 
arise due to the constructive contribution of multiple electronic transitions, we can identify that 
they correspond to a molecular analog of a plasmon resonance in this nanocluster; thus, the 
electronic dynamics in this nanocluster provide important information about possible plasmon 
decay mechanisms.  
 
Figure 3.2. LR-TDDFT excitation spectrum of the tetrahedral Ag8 cluster and the 
transitions responsible for the peaks at 3.05 eV and 3.96 eV. (Purple: LR stick spectrum; 
red: convoluted spectrum using gaussian curves with Gaussian FWHM = 0.2 eV). 
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3.4.2 Real-time TDDFT of Ag8 with a continuous wave field 
To study the plasmon dynamics of this system, continuous wave external electric fields 
with resonant frequencies of 3.05 eV and 3.96 eV are applied and the dipole moment variations 
over time are examined. We first focus on the most intense peak, which appears at 3.96 eV. The 
time variation of the applied field oscillating with a frequency corresponding to 3.96 eV is shown 
in Figure 3.3a. (An expanded view from 0 fs to 20 fs is shown in Figure B-1a; its corresponding 
Fourier transform in Figure B-1c confirms that the pulse will excite electronic states centered 
around 3.96 eV.) The dipole moment of the silver cluster subjected to this continuous wave field 
is shown in Figure 3.3b. Due to the continuous energy supplied during the first 20 fs, the dipole 
moment resonating with the applied field frequency continues to increase until the field is turned 
off at 20 fs (Figure 3.3b and B-1b). After the external field is turned off, the dipole moment starts 
to decrease but continues to oscillate at the resonant frequency. The magnitude of the dipole 
moment continues to drop until about 175 fs when it again starts to rise. This behavior of the dipole 
moment implies that the collective (dipolar plasmon-like) behavior in the Ag8 cluster is decaying 
between 20 and 175 fs. However, it should be noted that in our simulation the total energy is 
conserved and the nuclei are fixed; thus, energy cannot flow into vibrational modes. In the absence 
of any energy dissipation processes, the energy arising from the interaction of the nanoparticle 
with the electric field will stay in electronic states for the entire length of the simulation, although 
it may flow between different electronic states that have different dipole moments. In a “real” 
system, this energy will decay to nuclear degrees of freedom (typically on the time scale of 100s 
of fs) and then to the bath (1000s of fs). Thus, although we would expect beating if we were to run 
the simulation in this paper for many hundreds or thousands of fs, this would not truly simulate 
what may occur experimentally. We are most interested in the short-time decay dynamics of the 
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electronic states. Therefore, the question arises of where the energy flows when the dipolar 
oscillation decreases during the initial dipolar decay. 
 
Figure 3.3. Variation of (a) applied electric field and (b) dipole moment along z axis. The 
continuous wave electric field is applied with a frequency of 3.96 eV. 
To identify the energy transfer over the course of the electron dynamics simulation, we 
analyze the variation of the off-diagonal density matrix elements, POV, corresponding to occupied-
virtual molecular orbital pairs. The value of POV at a certain time indicates the amount of single 
particle electronic transition occurring between the occupied and the virtual orbital at that time. 
Variation of the POV element corresponding to a transition between an occupied 1P-type molecular 
orbital (75) and a virtual 1D-type orbital (81) (Figure 3.4a) follows the same temporal pattern as 
the dipole moment variation, where the transition is the strongest around 20 fs and decays to a 
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minimum near 175 fs. Similar variations albeit with smaller magnitudes are observed for the 1P 
→ 2S (Figure 3.4b) and d-band → 1D transitions (Figure B-d). The corresponding Fourier 
transforms in Figure 3.4c indicate that these transitions are related to the activation of the 
plasmonic excitation at 3.96 eV. Further analysis of the orbital occupation variation in individual 
orbitals shows that the electron population of occupied orbital 75 decays until 20 fs and starts to 
grow after 20 fs, whereas the population of virtual orbital 81 shows an anticorrelation with that of 
occupied orbital 75 (Figure B-6, middle), demonstrating that the dynamics of this electron 
transition as measured by orbital occupation numbers are similar to the dynamics manifested by 
P75-81. The continuous drop of P75-81 even after 60 fs through about 175 fs is clearly shown in the 
variation of corresponding orbital occupations. Here we note that when we excite the system with 
a continuous wave electric field corresponding to a resonant energy of the molecule, the frequency 
domain dipole response as well as the molecular orbital responses slightly shift towards higher 
energy. For instance, when an energy of 3.96 eV is applied to the system as a continuous wave 
electric field, the frequency domain responses for both the dipole moment and the off-diagonal 
density matrix elements peak at 4.03 eV. The shift in the time-dependent response in RT-TDDFT 
where the system is perturbed significantly away from the ground state has been previously 
reported by several researchers.167, 244-246 In this work, the amount of this observed peak shifting 




Figure 3.4. Variation of density matrix elements corresponding to the occupied and virtual 
pairs (a) 1P – 1D and (b) 1P – 2S; (c) corresponding Fourier transforms. The continuous 
wave electric field is applied with a frequency of 3.96 eV. 
Overall, variation of 1P → 1D, 1P → 2S and d-band → 1D transitions follow the same 
pattern as the dipole moment variation oscillating with the resonant frequency; these transitions 
were also identified from the linear-response calculations described above as the transitions 
responsible for the collective plasmon-like peak at 3.96 eV. Point group symmetries indicate that 
these 1P → 1D, 1P → 2S and d-band → 1D transitions are electric dipole-allowed, owing to the 
fact that the irreducible representations of the corresponding direct products contain the T2 
representation (Table 3.1). Density matrix element variations corresponding to the dipole-allowed 
transitions separated into their point group representations are presented in Figure B-5.  
Table 3.1. Tetrahedral point group representations of the orbitals involved in the 
transitions which give rise to the peaks at 4.03 eV and 8.07 eV and the decomposition of 
their direct products. Note: The continuous wave electric field is applied with a frequency 












75 → 81 
74 → 81 
1P → 1D t2 → e T1 + T2 
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 76 → 77 1P → 1D t2 → t2 A1 + E + T1 + T2 
 75 → 80 1P → 2S t2 → a1 T2 
 
66 → 78 
66 → 79 
d-band → 1D e → t2 T1 + T2 
     
8.07 45 → 86 1S → 1F  a1 → a1 A1 
 
72 → 92 
71 → 90 
73 → 90 
d-band → 1F t1 → t2 A2 + E + T1 + T2 
 
68 → 90 
69 → 91 
69 → 92 
70 → 91 
70 → 92 
d-band → 1F t2 → t2 A1 + E + T1 + T2 
 
Because the time-dependent behavior of the dipole-allowed transitions resembles the 
variation of the dipole moment, these transitions do not reveal any new information regarding the 
energy transfer processes that are active during the 20-175 fs time period. However, several other 
transitions were found to behave in a different manner. Interestingly, the POV matrix element 
corresponding to the 45 (1S) → 86 (1F) transition grows significantly even after the field is 
switched off at 20 fs (Figure 3.5a). The oscillation of this transition corresponds to an energy of 
8.07 eV (Figure 3.5b), which is twice the resonant frequency. In addition to this transition between 
two superatomic orbitals, some d-band transitions also gain energy and oscillate with a frequency 
corresponding to 8.07 eV (Figure 3.5b, c). A summary of transitions oscillating with 8.07 eV 
frequency is illustrated in Figure B-7. As compared in Figure 3.6, the decay of P75-81 (1P → 1D 
transition) and growth of P45-86 (1S → 1F transition) are related. The density matrix element P75-81 
starts to increase right away as the field is applied and keeps increasing until the field is turned off 
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at 20 fs. In contrast, P45-86 starts to increase at around 5 fs and continues to grow even after 20 fs 
(Figure 3.6). Anticorrelated dynamics of occupation numbers for orbitals 45 (occupied) and 86 
(virtual) underscore the electron transition dynamics occurring between these two orbitals (Figure 
B-6, bottom). The inverse correlation between the two types of transitions (1P → 1D with 1, 
where  is 3.96 eV, and 1S → 1F with 2), especially after the field is turned off, suggests that 
the energy flows from the dipole-allowed transitions into different transitions with twice the 
plasmon energy. Similarly, around 175 fs the electron occupation in orbital 75 (1P) reaches a 
maximum at essentially 2 electrons, while the occupation of 81 (1D) drops back to 0 electrons 
(Figure B-6, middle). This corresponds to the time at which the dipole moment of the system 
reaches a minimum. At the same time, the electron occupation of orbital 45 (1S) reaches a 
minimum (~1.75 electrons) while the occupation of orbital 86 (1F) reaches a maximum (~0.25 
electrons) (Figure B-6, bottom). The magnitude of the dipole moment as well as the POV elements 
corresponding to dipole-allowed transitions start to increase after about 175 fs (Figure 3.3b and 
Figure 3.6). This might suggest that the dipole-allowed transition could undergo a revival at some 
time. Comparatively, POV elements related to the two-photon allowed transitions drop after 175 fs 
(Figure B-7). This illustrates why a permanent decay of the dipole moment may not be possible 
under the adiabatic conditions used in these simulations. In reality, however, a revival back to the 
initial states may not actually occur. At longer time scales, energy transfer to vibrational energy 




Figure 3.5. Variation of density matrix elements corresponding to the occupied and virtual 
pairs (a) 1S – 1F (45-86) and (c) d-band – 1F (72-92); (b) corresponding Fourier 
transforms. The continuous wave electric field is applied with a frequency of 3.96 eV. 
 
Figure 3.6. Decay of P75-81 and growth of P45-86 when the continuous wave electric field is 
applied with a frequency of 3.96 eV. 
The energy of the continuous wave field is clearly centered around the energy 
corresponding to the applied frequency without significant excitation at higher energies (Figure B-
1b), even though the continuous wave field is only applied for 20 fs. Therefore, the non-linear 
effects arise as a result of the electron dynamics in the nanocluster, not because of direct excitation 
arising from the short-time application of the continuous wave field.  
When a system is excited with a resonant electric field, excitation of the dipole-allowed 
transitions is expected. However, here we not only observe these one-photon excitations but also 
numerous two-photon absorptions due to the presence of a strong electric field. The selection rules 
for allowed two-photon absorption are analogous to the selection rules for Raman scattering.194-
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195, 247-248 Therefore, for a two-photon absorption to be allowed, the direct product of the 
representations of the initial and final molecular orbitals corresponding to an electronic state 
should contain a quadratic representation such as xy, yz, x2, y2, etc. Referring to the character table 
of the Td point group, if the direct product of symmetries of the two orbitals involved in a transition 
includes A1, E or T2, then that transition can be allowed for two-photon absorption. As shown in 
Table 3.1, 1S → 1F and d-band → 1F transitions, which give rise to the excitation at 8.07 eV, are 
in fact two-photon allowed. Importantly, we observe that the transition between superatomic 1S 
and 1F orbitals, which is of A1 symmetry, is forbidden for one-photon absorption but allowed with 
two-photon excitation. Therefore, the applied field is strong enough to create nonlinear effects 
resulting in this excitation with A1 symmetry. Additionally, in a tetrahedral molecule, which does 
not have a center of inversion, there can be transitions that are both one- and two-photon allowed. 
The transitions between d-band (t1/t2) and 1F (t2) orbitals can be both one- and two-photon allowed 
because the direct products t1  t2 and t2  t2 yield T2 symmetry.  
We also reduced the strength of the electric field by a factor of 10 and identified the same 
behavior albeit with decreased magnitudes for the dipole moment and density matrix elements. 
The comparison of the dipole moment variation and the corresponding Fourier transforms for the 
applied field strengths 0.001 a.u. and 0.0001 a.u. are presented in Figure B-8. Figure B-9 and 
Figure B-10 illustrate the variation of density matrix elements and their Fourier transforms 
corresponding to one- and two-photon allowed transitions respectively. The dipole moment as well 
as the POV values of one-photon allowed transitions decrease by a factor of 3-7 while the POV 
values of two-photon allowed transitions decreases by a factor of 17-19 when the electric field is 
weaker by a factor of 10. Although this decrease is not at the maximum factor of 100 that could 
be expected for a second-order nonlinear process, it is larger than the factor of 10 that would be 
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expected for a purely linear process, thereby implicating nonlinear processes. Dipole decay occurs 
more rapidly for the stronger applied field, which correlates with the observation that the two-
photon allowed transitions are activated more during the simulation with the stronger field. It is 
possible in larger plasmonic nanoparticles that the very strong near-fields created by the collective 
oscillation of the conduction electrons upon resonant excitation even with a low-intensity laser are 
sufficient to induce plasmon decay via two-photon processes; this should be the topic of a future 
study. 
We likewise examined the electron dynamics of Ag8 excited at the resonant energy of 3.05 
eV. Similar to the previous results, the dipole moment along the z axis (Figure 3.7b) is dominated 
by the 1P → 1D and 1P → 2S transitions (Figure 3.8,b) that make up the excitation at 3.05 eV, 
consistent with LR-TDDFT findings. The magnitudes of the corresponding POV elements and the 
dipole moment increase until the field is turned off and start to decay after that. These transitions 
again start to grow at about 80 fs. Over the 240-fs simulation, we observe these transitions and 
dipole moments fall and rise several times indicating energy transfer to and from other transitions. 
The corresponding Fourier transforms show a peak at around 3.07 eV (Figure 3.8c), confirming 
their contribution to the resonant peak (note that the system was excited with a continuous wave 
electric field oscillating with a frequency of 3.05 eV and we observe a peak shifting of 0.02 eV 
here). There are three types of transitions, t2 → e, t2 → t2 and t2 → a1, that follow the dipole moment 
signature and all of them yield the T2 representation (Table 3.2 and Figure B-11). Therefore, they 
are dipole-allowed according to the Td point group symmetry rules. Here also we perceive the 
activation of two-photon excitations. Figure 3.8d,e illustrates the variation of POV for the 
transitions from low-lying d orbitals to 2S and 1D orbitals oscillating with twice the resonant 
frequency, i.e. 6.19 eV (Figure 3.8f, Table 3.2, Figure B-12). As shown in Table 3.2, the 
54 
 
symmetries of these transitions follow the selection rules for two-photon absorption because their 
direct products include the A1, E or T2 representations. The inter-band transition of d electrons to 
the 2S level is the major two-photon transition when the system is initially excited at 3.05 eV. 
Because this transition has E symmetry, it requires a strong field to be activated via multiple 
photons. Similar to the previous discussion, these d-band transitions do not occur as soon as the 
field is applied but start to increase their strength at around 5 fs. This clearly implies the ultrafast 
decay of one-photon excitations into two-photon excitations. 
 
Figure 3.7. Variation of (a) applied electric field and (b) dipole moment along z axis. The 




Figure 3.8. Variation of POV corresponding to (a) 1P → 2S, (b) 1P → 1D transitions and (c) 
corresponding Fourier transforms; variation of (d) d-band → 2S, (e) d-band → 1D 
transitions and (f) corresponding Fourier transforms. The continuous wave electric field is 




Table 3.2. Tetrahedral point group representations of the orbitals involving in the 
transitions that give rise to the peaks at to 3.07 eV and 6.19 eV and the decomposition of 
their direct products. Note: The continuous wave electric field is applied with a frequency 












74 → 81 
75 → 81 
76 → 81 
1P → 1D t2 → e T1 + T2 
 
74 → 79 
76 → 77 
74 → 78 
75 → 77 
75 → 79 
76 → 78 
1P → 1D t2 → t2 A1 + E + T1 + T2 
 
74 → 80 
75 → 80 
76 → 80 
1P → 2S t2 → a1 T2 
     
6.19 40 → 80 d-band → 2S e → a1 E 
 
38 → 78 
37 → 77 
39 → 79 
d-band → 1D t2 → t2 A1 + E + T1 + T2 
 45 → 80 1S → 2S a1 → a1 A1 
In both cases where the system is excited by a continuous wave electric field (with energies 
of 3.05 eV and 3.96 eV), the collective plasmon resonance of this tetrahedral Ag8 cluster decays 
into high-energy excited states with twice the resonant energy, resembling the two-photon 
absorption phenomenon. The electric field intensity of 0.001 a.u. (~3.571013 W/cm2) is strong 
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enough to induce nonlinear effects of this tetrahedral cluster, and weaker nonlinear processes are 
also observed for the applied electric field with an intensity of 0.0001 a.u. Tetrahedral symmetry 
may play an important role in allowing these two-photon absorption processes because there are 
states that could be accessible via both one- and two-photon absorption. Nonetheless, the strongest 
contributions to the high-energy two-photon absorptions around 6.19 eV and 8.07 eV arise from 
transitions with E and A1 symmetry, respectively, which are prohibited in the linear regime. 
Overall, the role of shape and symmetry in enabling nonlinear absorption processes in nanoclusters 
will be a valuable area for further study.  
In the tetrahedral Ag8 cluster, the two lowest excited states at 3.05 eV and 3.96 eV have T2 
symmetry leading to the possibility that each of these plasmon-like states can also be activated via 
two photon-absorption if they are excited with a frequency corresponding to half of the resonant 
excited state energy. To test this possibility, we applied continuous wave electric fields with 
energies of 1.525 eV and 1.98 eV (corresponding to half of the energy of the strong, collective 
states at 3.05 eV and 3.96 eV) using electric field intensities of 0.001 a.u. However, we observed 
neither a continuous increment of the dipole moment while the field is applied, nor two-photon 
absorption for these frequencies. Variation of the applied field, dipole moment and the Fourier 
transformed dipole moment compared with the LR peak positions for these two frequencies are 
shown in Figures B-13 and B-14. In both cases, the time variation of the dipole moment resembles 
that of the applied field rather than an increasing dipole moment while the field is applied. The 
magnitude of the dipole moment in both cases is around 1 Debye, which is weaker compared to 
the corresponding dipole moment when excited at a plasmonic frequency (i.e. 10 Debye and 5 
Debye when excited with resonant frequencies of 3.96 eV and 3.05 eV, respectively). After 20 fs, 
the dipole moment oscillates with either of the two lowest plasmonic frequencies. Surprisingly, 
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when excited with a continuous electric field oscillating with an energy of 1.525 eV, after 20 fs 
the dipole response oscillates with a frequency corresponding to 3.96 eV excitation rather than 
with 3.05 eV, which would have been twice the applied frequency. Furthermore, the 1.98 eV 
excitation leads to an oscillation of the dipole moment with a frequency corresponding to a peak 
at 3.05 eV instead of one at 3.96 eV which would be expected if nonlinear processes were 
occurring in this situation. This remarkable observation suggests that even in the presence of a 
strong field, two-photon absorption may not occur for all incident wavelengths of light, regardless 
of whether the corresponding two-photon excitations are allowed. However, wavelengths 
corresponding to resonant excitations such as plasmon resonances can significantly enhance the 
possibility of two-photon absorption. Plasmonic systems can absorb a massive amount of energy 
when excited at plasmon resonance frequency and can use that energy to initiate multi-photon 






Herein we demonstrate a possible plasmon-enhancement of nonlinear susceptibility in the 
tetrahedral Ag8 cluster. Electron dynamics in this silver cluster subjected to a continuous wave 
electric field oscillating at two plasmonic resonance frequencies were examined using RT-
TDDFT. We observe an ultrafast decay of the dipolar response after the external field is turned 
off, especially when the strongly dipole-allowed plasmon-like state is excited. The unique 
approach used in this work, the analysis of the time-dependent off-diagonal density matrix 
elements in the MO basis, reveals that the dominant transitions that govern the resonant plasmonic 
state decay in the absence of the electric field, whereas the density matrix elements related to 
several other MO transitions continue to rise. Surprisingly, these growing matrix elements oscillate 
at twice the incident frequency demonstrating a strong second-order nonlinear response. This work 
shows that the dipole-allowed one-photon excitations can be transformed into two-photon allowed 
states in this tetrahedral cluster which can be considered a plasmon-mediated nonlinear response. 
The distinct point group symmetry selection rules for one- and two-photon absorption confirm the 
linear and nonlinear transitions respectively. This work also reveals the fact that the incident 
electric field must be in resonance with strong collective excited states such as plasmon resonances 
to substantially boost the nonlinear properties. This work establishes an interesting area of 
research, i.e. ultrafast plasmon decay via nonlinear processes, for future understanding of energy 
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4.1 Abstract 
Inspired by the recent work on nonlinear optical activation in silver nanoparticles, we 
investigate the plasmon decay pathways in atomistic silver clusters of various sizes and shapes 
using real-time time-dependent density functional theory (RT-TDDFT). Variation of the dipole 
moment demonstrates that the plasmon-like states in silver nanoclusters, which build up rapidly in 
the presence of light, are highly sensitive to the external electric perturbation and rapidly fall after 
the electric field is turned off. However, higher-order nonlinear optical properties continue to 
develop in the absence of the electric field. Regardless of shape and size, nonlinear optical response 





+1 (D5h), Ag20 (Td), and Ag55
-3 (Ih). The multiphoton absorption phenomenon which emerges 





Plasmonic nanostructures are well-known as promising boosters for light-induced 
processes including solar energy conversion,249-254 photo-induced catalysis,78, 254-255 and 
colorimetric sensing.33, 256-257 The strongly absorbed light rapidly decays via several pathways105, 
258-261 limiting the efficiency of plasmonic materials. It is well-known that the plasmonic 
properties, such as the characteristic resonant energy and the absorption cross section, are 
determined by the molecular configuration at the atomic level.14, 24, 262-264 Plasmon decay time and 
mechanism are no exceptions; different materials show different rates of plasmon decay.7, 106-108 
Experimental findings suggest that electron dephasing and scattering in metal nanoparticles 
typically occur on the femtosecond timescale while electron-photon coupling and thermal 
dissipation take a few hundreds of picoseconds.3, 48, 105, 107-108  
The specific decay pathways can vary from one material to another. We are interested in a 
fundamental understanding of plasmon decay pathways in noble metal nanoparticles. Specifically, 
silver nanoclusters show impressive enhancement of the photoactivation in many applications.78, 
249-250, 252, 254 However, the short excited-state lifetime of silver, on the femtosecond timescale,254 
affects the productivity of these applications. Due to the ultrafast nature of the silver plasmons, 
detecting its decay mechanisms remains challenging using experimental techniques.  
Theoretical real-time electron dynamics methods are ideal to study such fast processes. Ma 
and coworkers26 studied plasmon dynamics of the Ag55 (Ih) cluster using real-time time-dependent 
density functional theory (RT-TDDFT) and suggested that the plasmonic energy is transferred into 
single-particle excitations, otherwise known as hot carriers. A study by Rossi et al.61 regarding the 
spatial distribution of hot carriers in icosahedral nanoparticles found that the hot electrons 
distribute over the low-coordinated sites whereas the hot holes tend to spread out homogeneously 
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over the nanoparticles, showing the importance of the atomic structure in hot carrier generation. 
Yan et al.119 found double excitations in Ag4 and Ag6 atomic chains and additional higher-order 
response with increased chain size. Gieseking117 used semi-empirical methods to examine possible 
third-order nonlinear optical activation in silver nanorods. Our recent theoretical work173 on the 
Ag8 (Td) cluster proposed an interesting decay channel, nonlinear optical enhancement, as 
demonstrated by the density matrix elements in the time and energy domains and the 
dipole/quadrupole selection rules.  
In this study, we investigate the size and shape dependence of the nonlinear optical 
transformation. In addition to the density matrix elements, we include the analysis of the time-
propagating difference density to identify the change in electron density distribution over time 
compared to the ground electronic density. We show that higher-order nonlinear effects can be 
activated in silver nanoclusters. 
4.3 Methods 
All of the calculations including geometry optimization, static optical response, and real-
time electron dynamics were performed at the BP86142-143/LANL2DZ240 level of theory with a 
development version of the Gaussian238 package. After geometry optimization, we compute the 
optical absorption spectrum using linear-response time-dependent density functional theory (LR-
TDDFT)157, 165 and identify several low-energy excitations to study their dynamics. Then, we 
excite selected states separately, using a continuous-wave173 electric field polarized along certain 
cartesian axes, and propagate electron density using real-time time-dependent density functional 
theory (RT-TDDFT).159-160, 168, 172, 228 The nanoclusters Ag10
+2 (Td), Ag13
+5 (Ih), Ag13
-1 (Oh), Ag20 
(Td), and Ag55
-3 (Ih) are isotropic, so only a z-polarized electric field was investigated because an 
identical response is expected in any direction. For the cylindrical-shaped Ag19
+1 (D5h) nanorod, 
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both longitudinal and transverse peaks were studied by applying z-and x-polarized electric fields 
separately. The time-dependent density matrix elements, POV (t), in the molecular orbital (MO) 
basis were studied in all cases. Ref. 173 contains a detailed description of computing the time-
dependent MO-based density matrix elements, POV (t). We choose only a subset of the density 
matrix elements arising from molecular orbitals near the fermi level to be saved during the time 
propagation to reduce memory demand. 
The time-dependent difference density 𝜌𝑑𝑖𝑓𝑓(𝑡) is calculated according to (4.3.1),28 where 
𝜌′(𝑡) and 𝜌0(𝑡) are the time-dependent electron density with and without the external electric 
field, respectively. We use the time-dependent difference density and the transition fit density 
(from LR-TDDFT) for some cases to identify various electronic states emerging over time. The 
difference densities provide pictorial information of the electron density that helps elucidate the 
fate of the dipolar excitation.  




4.4 Results and Discussion 





+1 (D5h), Ag20 (Td), and Ag55
-3 (Ih), and their absorption spectra calculated from LR-TDDFT 
are illustrated in Figure 4.1. We discuss the real-time dynamics of low-lying excitations of each 
cluster in detail in the following sections.  
 
Figure 4.1. LR-TDDFT spectra of silver nanoparticles. Purple: LR-TDDFT stick spectra; 
Red: convoluted spectra with a Gaussian FWHM = 0.2 eV. 
4.4.1 Ag10+2 (Td) 
The linear optical spectrum of the Ag10
+2 (Td) cluster possesses a weak absorption peak at 
3.29 eV and a strong peak at 3.91 eV (Figure 4.1). The strong peak at 3.91 eV is consistent with 
our previous work.10 The corresponding single-particle transitions involved in this excited state, 
as computed from LR-TDDFT, are provided in Table C-1. We calculate the time variation and the 
Fourier transform of the dipole moment when Ag10
+2 (Td) is excited with external fields with 
frequencies resonant to the two states at 3.29 eV and 3.91 eV (Figure 4.2). The weak state at 3.29 
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eV does not experience a gradual increment of the dipolar response while the field is on (Figure 
4.2a, 0-20 fs), but instead appears to couple with the stronger state at 3.91 eV, as indicated by the 
beating pattern of the dipole moment (Figure 4.2a) and the appearance of a peak at 3.91 eV in the 
Fourier transform (Figure 4.2b). In contrast, the strong electronic state at 3.91 eV manifests a 
continuous increment of the dipolar response during the perturbation (0-20 fs in Figure 4.2c). After 
the field is turned off at 20 fs, the magnitude of the dipole moment starts to decrease until around 
45 fs, when it starts to revive again (Figure 4.2c). This revival was previously reported173 in the 
dynamics of the Ag8 (Td) cluster due to the saturation of the orbital population which is consistent 
for Ag10
+2 (Td) in this study. In addition, the Fourier analysis of the dipole moment (Figure 4.2d) 
confirms that this state does not couple with any nearby states. 
 
Figure 4.2. (a) Dipole moment and (b) the corresponding Fourier transform when Ag10+2 
(Td) is excited with a frequency resonant with the 3.29 eV excited state. (c) The dipole 
moment and (d) the corresponding Fourier transform when Ag10+2 (Td) is excited with a 
frequency resonant with the 3.91 eV excited state. The vertical dotted lines indicate the 
time at 20 fs and 45 fs. 
We now turn to the variation of the off-diagonal elements, POV (t), to identify which single-
particle transitions become excited while the dipole response of 3.91 eV excitation decays. As 
predicted by LR-TDDFT (Table C-1), the transitions that are responsible for this excited state have 
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the same time-varying behavior as the dipole moment variation in Figure 4.2c and oscillate with 
the resonant frequency, 3.91 eV (Figure C-1). Moreover, these single-particle transitions adhere 
to the dipole-allowed symmetry rules (Table C-2). On the contrary, there are additional transitions 
whose dynamics are significantly different from the dipole variation (Figure 4.3). These 
excitations continue to increase after 20 fs until ~45 fs, which is in contrast to the dipolar behavior. 
More importantly, these transitions oscillate with twice the resonant frequency (Figure 4.3), 
indicating that these transitions arise from two-photon absorption. We confirmed that these 
transitions follow two-photon absorption selection rules (Table C-2). All two-photon transitions 
do not behave in the same way. For instance, P78-104 continues to increase even after 45 fs whereas 
P84-108 shows a gradual decay, and the decrease of P84-108 after ~45 fs is faster compared to the 
decrement in P86-109. However, they all oscillate with the common 2 energy, 7.82 eV. These 





Figure 4.3. Left: Variation of POV elements oscillating with 2 frequency (7.82 eV) after the 
3.91 eV state of Ag10+2 (Td) is activated. Right: The corresponding Fourier transforms. The 
vertical dotted lines indicate the time at 20 fs and 45 fs. 
It is clear from the above analysis that the density matrix elements in the energy-domain, 
POV (), provide critical information about the dominant oscillating frequency or frequencies of 
each single-particle transition and can be used to identify multiphoton absorptions. We analyze the 
maximum intensity of each POV () and the corresponding energy to compact the energy-domain 
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data into the molecular-orbital space representing the single-particle transitions near the fermi level 
(Figure 4.4). The plot of maximum intensities (Figure 4.4a) illustrates the most significant single-
particle transitions involved during the real-time dynamics, and the energy plot (Figure 4.4b) 
reveals their primary energy of oscillation. These correlated heatmaps of POV () provide a 
comprehensive overview of the strong single-particle transitions and their principal oscillating 
frequency. We will utilize these heatmaps to identify multiphoton absorption in various silver 
nanoparticles considered in this work. As illustrated in Figure 4.4, we identify three areas with 
strong POV () (red/orange/yellow) in the MO subspace during the dynamics resulting from 
excitation of the 3.91 eV state in Ag10
+2 (Td). Figure 4.4b confirms that the strong transitions 
between the occupied (orbital numbers 92-94) and virtual orbitals (numbers 95-99) are the 
traditional one-photon allowed transitions, which oscillate with 1 of energy (purple, 3.91 eV). 
The bright areas corresponding to the transitions from occupied 75-79 to virtual 104 and from 
occupied 81-88 to virtual 108-110 (Figure 4.4a) are found to be two-photon transitions (light blue, 
7.82 eV). Higher-order nonlinear absorptions were not observed upon excitation of the Ag10
+2 (Td) 
3.91 eV state within the selected MO subspace. However, by examining the entire range of 
molecular orbitals in Ag10
+2 (Td), we observed weak three-photon absorption that occurs farther 
away from the frontier level (Figure C-2). Overall, we detected two-photon absorption in Ag10
+2 
(Td) as a result of excited-state decay, similar to the Ag8 (Td) cluster results described in Ref. 
173. 




Figure 4.4. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.91 eV state of Ag10+2 (Td) is activated. Areas with strong intensities are 
highlighted in white boxes. 
4.4.2 Ag13+5 (Ih) 
At the BP86/LANL2DZ level of theory, we observe five peaks below 6 eV in the Ag13
+5 
(Ih) LR-TDDFT spectrum (Figure 4.1). The splitting of the spectrum of Ag13
+5 (Ih) is subject to 
change with different exchange-correlation (XC) functionals (Figure C-3), as highlighted in the 
literature.24 In this work we consider the spectrum with the BP86 XC functional for consistency. 
We examined the dynamics of the first five peaks of Ag13
+5 (Ih). When an electric field is applied 
that is resonant with the 3.65 eV excitation, the dipole moment continues to grow until the field is 
on, but the dipole decreases in the absence of the external electric field (Figure 4.5). The beating 
pattern of the time-dependent dipole moment and its Fourier transform (Figure 4.5) confirms that 
this excitation slightly couples with the neighboring state at 4.18 eV. For all five excitations, the 
dipole moment oscillates mainly with the resonant frequency (Figure 4.5); the lowest four 
excitations (3.65, 4.18, 4.69, and 5.24 eV) slightly couple with neighboring states, whereas the 
strong peak at 5.78 eV shows negligible coupling to the other four states. This may be due to the 
fact that the 5.78 eV state is nearly double the strength of the first four states, which themselves 
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are relatively similar in oscillator strength. Because the first state (3.65 eV) shows a fast decay of 
the dipolar response without the external field, we will look closer into its dynamics. 
 
Figure 4.5. Left: Variation of the dipole moment of Ag13+5 (Ih) when excited with electric 





In addition to the fast decay of the dipolar response in the 3.65 eV case, we notice a high-
energy oscillation in the dipole moment from 70 to 120 fs (blue area in Figure 4.6a). Short-time 
Fourier transforms (STFT) in the 20-70 fs and 70-120 fs windows (Figure 4.6b) indicate a high-
energy peak at about 11 eV, which corresponds to three-photon absorption, in addition to the 
coupling with the neighboring states such as the one at 4.18 eV. The intensity of the STFT of the 
dipole moment in the 20-70 fs region oscillating at the resonant energy of 3.65 eV (Figure 4.6b, 
red) decreases significantly during the 70-120 fs time frame (Figure 4.6b, blue). However, the peak 
at ~11 eV slightly increases in the 70-120 fs range. These results indicate the decay of the resonant 
state into 3 excitations. We also examined the heat maps of the POV () elements (Figure C-4), 
which confirms several strong transitions oscillating with an energy corresponding to 3 from 
occupied orbital ranges 93-96 and 99-107 into virtual orbitals 143-147. Two- and four-photon 
absorption do not appear in the dipolar response due to symmetry restrictions. However, the heat 
maps of POV () (Figure C-4) confirm multi-photon absorptions occur including 2 and 4 
excitations. Furthermore, Figure C-5 illustrates the time variation of selected POV elements 
corresponding to multi-photon absorptions, which supports their involvement in the fast decay of 
the 3.65 eV state for the Ag13




Figure 4.6. (a) Time variation and (b) short-time Fourier transforms of dipole moment in 
Ag13+5 (Ih) upon excitation with 3.65 eV. 
 
The dipolar decay is not significant when Ag13
+5 (Ih) is excited with the higher-energy 
excitations, 4.18, 4.69, 5.24, and 5.78 eV. Nevertheless, the analysis of POV () elements (Figures 
C-6-9) indicates weak two-photon absorption activation in these excitations. These findings of 
negligible dipolar decay and weak multiphoton absorption suggest that the nonlinear optical 
activation is governed by excited state decay; faster dipolar decay results in a strong nonlinear 
activation and vice versa. Overall, the icosahedral Ag13
+5 cluster show strong nonlinear activation 
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as a result of the decay of the lowest state, 3.65 eV. The other states below 6 eV do not show a 
drastic decay.  
4.4.3 Ag13-1 (Oh) 
Figure 4.7 shows the dipole moment in the time and energy domains when the first three 
electronic states at 2.57, 2.96, and 3.58 eV in Ag13
-1 (Oh) are excited. Among these three lowest-
energy states, the low-intense, low-energy states at 2.57 eV and 2.96 eV tend to couple with the 
neighboring states and do not show a significant dipolar response to the perturbation even during 
the first 20 fs. However, the state at 3.58 eV with a strong oscillator strength shows a strong dipolar 
activation which suggests its plasmonic feature. The dipolar response decays moderately after the 
field is switched off. The analysis of the POV () elements (Figure C-10) shows a considerable 
activation of multiphoton (2 and 3) absorption when the nanocluster is excited with an electric 
field resonant with the 3.58 eV state. These results suggests that the strong excited states are more 
sensitive to the external electric field than the weak states are. Upon turning the field off, the 
stronger states quickly start to decay as a result of multiphoton transitions, which are less affected 
by the absence of the external perturbation. This might be a reason why plasmons decay very 




Figure 4.7. Left: Variation of the dipole moment of Ag13-1 (Oh) when excited with electric 
fields resonant with the 2.57, 2.96, and 3.58 eV states. Right: The corresponding Fourier 
transforms. 
4.4.4 Ag19+1 (D5h) 
In the 3.5-4.0 eV energy range of the optical spectrum of Ag19
+1 (D5h), two strong 
longitudinal peaks at 3.51 and 3.76 eV and a strong doubly degenerate transverse peak at 3.99 eV 
are observed at the BP86/LANL2DZ level of theory. The longitudinal peaks are inherently 
polarized along the long axis of the nanorod, which is the z axis in this work. The transverse peak 
is inherently polarized along the short axes. Due to the symmetry, the transverse peak is doubly 
degenerate, with one state polarized along x and one along y axis. Here, we study the dynamics 
upon application of external electric fields that are resonant with each of these states; the applied 
electric field is z-polarized for the longitudinal excitations and x-polarized for the transverse 
excitation. The real-time dynamics show that all three states attain a strong dipolar optical activity 





+5 (Ih), and Ag13
-1 (Oh) clusters, the beating nature of the 
dipole moment and the Fourier transforms in Ag19
+1 (D5h) (Figure 4.8) suggest couplings between 
close lying states for all three peaks considered. We propose that this is due to the dense manifold 
of excited states in the 3-4 eV range in the Ag19
+1 (D5h) optical spectrum, which allows the states 
to effortlessly couple with each other. From the POV () analysis (Figures C-11-13), strong two-
photon absorptions and weak three-photon absorption are evident for the transitions within the 
subset of frontier orbitals considered in this work. Therefore, it can be concluded that rod-like 
nanoclusters show multiphoton absorptions similar to more isotropic systems. In addition, it is 
evident that the coupling between states is likely to occur in nanoclusters with a dense manifold 
of excited states. 
 
Figure 4.8. Left: Variation of the dipole moment of Ag19+1 (D5h) when excited with electric 
fields resonant with the longitudinal excited states at 3.51 and 3.76 eV (z-polarized) and the 





4.4.5 Ag20 (Td) 
The Ag20 (Td) cluster is the largest tetrahedral cluster investigated in this study. A strong 
plasmon-like peak at 3.41 eV appears in the Ag20 (Td) absorption spectrum (Figure 4.1), which is 
consistent with previous work.10, 13 This state can be considered to plasmonic13 and its dynamics 
are of great interest. During the real-time propagation of the 3.41 eV state, we see a dramatic decay 
of the dipole response in Ag20 (Td) after 20 fs (Figure 4.9). The heatmaps (Figure C-14) show 
significant amounts of strong two-photon absorption and weak three-photon absorption. To 
identify which excitations might be activated during the dipolar decay, we visualized the time-
dependent difference density when the 3.41 eV state of Ag20 (Td) is activated.  
 
Figure 4.9. Left: Variation of the dipole moment of Ag20 (Td) when excited with an electric 
field resonant with the strong excited state at 3.41 eV. Right: The corresponding Fourier 
transform. 
 
While the field is on, the difference density, 𝜌𝑑𝑖𝑓𝑓(𝑡), has a clear dipolar nature, indicated by the 
negative and positive densities on either side of the cluster compared to the localized ground 
electronic density, which gradually increase over time (Movie C-1). Figure 4.10a and b show 
snapshots of 𝜌𝑑𝑖𝑓𝑓(𝑡) around 20 fs and 80 fs. We compare and contrast the time-dependent 
difference density with the transition densities of the excited states obtained from LR-TDDFT. 
From the identical shapes of the difference density at 20 fs (Figure 4.10a) and the transition density 
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of the strong state at 3.41 eV (Figure 4.10c), it is clear that the electron density resonates with the 
3.41 eV state at the beginning of the real-time propagation. 
 
Figure 4.10. Snapshots of RT-TDDFT difference densities at (a) 20 fs and (b) 80 fs. LR-
TDDFT transition densities of excited states at (c) 3.41 and (d) 6.84 eV. 
 
The maximum dipole moment of ~20 Debye at around 20 fs gradually decreases in the 
absence of the electric field. The dipole magnitude reduces to ~5 Debye at 80 fs (Figure 4.10), 
signifying a gradual plasmon decay. The difference density at 80 fs (Figure 4.10b) also shows that 
the dipole moment has dampened significantly. Both the dipole moment and the difference density 
indicate a clear plasmon decay in tetrahedral Ag20 cluster within tens of femtoseconds. 
Interestingly, we observe a distinct quadrupolar character in the difference density at 80 fs, when 
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the dipole moment has reduced substantially (Figure 4.10b). Of particular interest, the difference 
density at 80 fs (Figure 4.10b) resembles the transition density of the excited state at 6.84 eV 
(Figure 4.10d), which lies close to twice the resonant energy, 3.41 eV. Other states near 6.84 eV 
do not display a transition density with this type of quadrupolar character. Therefore, it is clear 
that the plasmon-like dipolar state in this tetrahedral Ag20 cluster decays into a high-energy 
quadrupolar state near 2 energy. This confirms that second harmonic generation is responsible 
for the drastic decay of the plasmon. Moreover, the symmetry of the 6.84 eV state is T2, which is 
both one- and two-photon allowed according to the Td point group symmetry rules. The presence 
of a T2 state near twice the resonant energy might be the reason that this tetrahedron show plasmon 
decay into a second-order nonlinear state. Therefore, we propose that the tetrahedral systems can 
easily access the states near 2 due to symmetry, which may lead to faster plasmon decay 
compared to nanoparticles with other shapes.  
4.4.6 Ag55-3 (Ih) 
The largest system we examined is the Ag55
-3 (Ih) cluster. The molecular orbital diagram 
of Ag55
-3 (Ih) is illustrated in Figure 4.11. The occupied 5s silver atomic orbitals in Ag55
-3 (Ih) fill 
the spherical superatomic-type243 molecular orbitals, which are delocalized over the entire cluster, 
with the 1S21P61D102S21F141P61G18 electronic configuration. Due to the icosahedral symmetry, 
splitting of some degenerate orbitals (1F and 1G, for instance) is observed. In addition, a densely 
populated d-band, which represents the molecular orbitals made up of linear combinations of 4d 
silver atomic orbitals, lies between 1P and 1D levels. In the absorption spectrum of Ag55
-3 (Ih) 
cluster, a strong plasmon-like peak appears at 3.27 eV at the BP86/LANL2DZ level of theory, 
which is comparable with the peak at 3.6 eV in neutral Ag55 (Ih) at the LDA/Plane-wave basis level 
reported by Ma and coworkers.26 The single-particle transitions that are responsible for this strong 
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peak at 3.27 eV are intra-band transitions within the superatomic orbitals, and transitions from the 
d-band (below 500) were not encountered (Table C-3).  
 
Figure 4.11. Molecular orbital diagram of Ag55-3 (Ih). The dotted horizontal line separates 
the occupied and unoccupied orbitals. Characterization of superatomic and d-band orbitals 





-3 (Ih) is excited with this strong 3.27 eV state, the magnitude of the dipole 
moment increases up to a maximum of ~35 Debye at around 20 fs (Figure 4.12 Left) while 
resonating with the incident frequency (Figure 4.12 Right). In the absence of the external 
perturbation, we observe a sudden decrement of the dipole moment within a few femtoseconds 
(20-25 fs) followed by a second rise at about 25 fs (Figure 4.12 Left). However, the dipole moment 
only rises to about 30 Debye, which is smaller than it was near 20 fs. The dipole moment continues 
to show a beating pattern throughout the simulation. A similar beating pattern within a few 
femtoseconds was also observed in previous real-time work, reporting that the single-particle 
transitions whose energy difference is closer to the resonant energy, also known as hot carriers, 
result in this ultrafast decay within tens of femtoseconds.26 In contrast, we notice that the off-
diagonal elements corresponding to the transitions that are oscillating with the resonant frequency 
couple with the neighboring weak states at 3.39 and 3.56 eV (Figure C-15). Interestingly, these 
transitions that contribute to the 3.27 eV state (521-524 → 579-581, 513-115 → 552-554 and 505 
→ 531-533) are mutually responsible for the 3.39 and 3.56 eV states as well (Table C-3). 
Furthermore, they are transitions between superatomic-type orbitals and no d-band transitions 
involved. Therefore, we argue that interference between the close-lying states with mutual single-
particle transitions is responsible for the beating of the dipolar response, versus the hot carrier 
generation reported in previous work.26 
 
Figure 4.12. Left: Variation of the dipole moment of Ag55-3 (Ih) when excited with an 
electric field resonant with the 3.27 eV state. Right: The corresponding Fourier transform. 
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More importantly, we found an overall dipolar decay over the 20-65 fs time frame (Figure 
4.12 Left). Interestingly, the POV (t) elements corresponding to transitions between the low-lying 
d-band (231-499) and superatomic orbitals show an increment after 20 fs (Figure 4.13 Left). These 
single-particle transitions oscillate with twice the resonant energy, confirming the emergence of 
two-photon absorption (Figure 4.13 Right). The two-photon transitions start to grow at about 10 
fs or later and continue to develop even after 20 fs after the electric field is turned off. Figure C-
16 provides a summary of density matrix elements in the time and energy domains for the most 
significant transitions. By inspecting the heatmaps of POV elements (Figure C-17), we observe 
transitions that oscillate with 1 or 2 of energy, unlike the slowly varying single-particle 
transitions from d-band to LUMO level reported in previous work.26 Moreover, the strong dipole 
allowed single-particle transitions belong to the T1u irreducible representation in the Ih point group 
symmetry, whereas transitions oscillating with 2 belong to either the Ag or Hg representations, 




Figure 4.13. Left: Variation of POV elements oscillating with 2 frequency when the 3.27 eV 
state of Ag55-3 (Ih) is activated. Right: The corresponding Fourier transforms. Blue: POV, 
Green: Dipole moment. 
4.4.7 Discussion 
As a general trend, tetrahedral systems, Ag8,
173 Ag10
+2, and Ag20 exhibit strong plasmon-
like optical properties. This work demonstrates ultrafast decay of such states due to strong two-
photon absorption. One rationale for this strong second-order optical activity in tetrahedral systems 
might be its symmetry, which allows dipole-allowed T2 transitions to be easily accessible via two-
photon excitation. However, another aspect in these nanoclusters is that the plasmon-like states 
decay fast, are well separated from nearby states, and multi-state interference is avoided. In 
contrast, the closely lying excited states in Ag13
+5 (Ih), Ag13
-1 (Oh), and Ag19
+1 (D5h) tend to couple 
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with each other. Nevertheless, higher-order nonlinear properties are still significant in these 
clusters. The Ag55
-3 (Ih) cluster also shows at least second harmonic generation from the single-
particle transitions that are far from the fermi level, especially from d-band to superatom-type 
orbitals. One could explore the entire density matrix for completeness, but the magnitudes of the 




Our RT-TDDFT studies on various silver clusters show that when strong excitations 
(which exhibit large oscillator strengths in LR-TDDFT spectra) are excited, the dipolar response 
continuously grows as long as the electric field is applied. However, the magnitude of the dipole 
moment starts to decay after the external perturbation is turned off. In contrast, relatively weak 
excitations tend to couple with neighboring stronger states throughout the simulation and do not 
show any decay behavior after turning the electric field off. We suggest that the plasmonic nature 
of the excited states and the decay process are related.  
The optical spectra of tetrahedral clusters, Ag10
+2 (Td) and Ag20 (Td), are each dominated 
by a strong peak (at 3.91 eV and 3.41 eV, respectively), which can be treated as a plasmon-like 
state. Strong two-photon absorptions are evident from the variation of POV elements in these 
tetrahedral clusters. In addition, the time-dependent difference density of Ag20 (Td) manifests how 
the dipole moment magnitude grows while the external field is applied and later decays into a 
quadrupolar state, tens of femtoseconds after the perturbation is turned off. The transition density 
from LR-TDDFT confirms that this newly emerging state lies close to the 2 energy range. 
Overall, we predict that the plasmon resonances in large-scale tetrahedral nanoparticles are prone 
to fast decay, but are great sources of second-harmonic generation due to their tetrahedral 
symmetry. 
In addition to two-photon absorption, strong higher-order absorptions up to 4 were 
observed during the dynamics of the 3.65 eV state of Ag13
+5 (Ih) and the 3.58 eV state of Ag13
-1 
(Oh), causing them to decay rapidly. Excitations of the longitudinal and transverse peaks of the 
Ag19
-1 (D5h) nanorod also indicate an overall decay of the dipolar response due to the strong two-
photon absorption and weak three-photon absorption. In addition, the densely packed excited states 
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of this nanorod lead to coupling between the states, resulting in beating patterns in the dipolar 
response. The 3.27 eV state of the Ag55
-3 (Ih) cluster also confirms that the interference of the 
mutual single-particle transitions that are responsible for the neighboring excited state introduces 
a temporal fall and rise in the dipole response within a few femtoseconds. Moreover, a slower 
decay within tens of femtoseconds was observed in Ag55
-3 (Ih) as a consequence of the two-photon 
absorption from the inter-band transitions.  
Overall, this study provides evidence from real-time electron dynamics that nonlinear 
optical responses occur in silver clusters, regardless of shape and size, as their strong excited states 
fade away. Even though the rapid plasmon decay in silver materials is not desired for certain 
applications, the resulting multiphoton absorption phenomenon can be effectively used in 
nonlinear optical processes.    
4.6 Supporting Information Available 
The molecular orbital transitions responsible for the excited state at 3.91 eV in the Ag10
+2 
(Td) cluster calculated from LR-TDDFT. Variation of 𝑃𝑂𝑉 elements oscillating with the resonant 
frequency (3.91 eV) of Ag10
+2 (Td) and the corresponding Fourier transforms. Symmetry-adapted 
selection rules for one- and two-photon allowed transitions of Ag10
+2 (Td) excited at 3.91 eV. Heat 
maps of maximum intensity of POV () and corresponding energy at maximum intensity for all 
states studied. Absorption spectra for Ag13
+5 (Ih) calculated with various exchange-correlation 
functionals. Variation of POV (t) elements and corresponding Fourier transforms oscillating with 
1, 2, 3, and 4 energy when the 3.65 eV state of Ag13
+5 (Ih) is activated. The molecular orbital 
transitions responsible for the excited states at 3.27, 3.39, and 3.56 eV in Ag55
-3 (Ih). Variation of 
selected POV (t) elements in Ag55
-3 (Ih) corresponding to the single-particle transitions that are 
mutually contributing to the 3.27, 3.39, and 3.56 eV states. Variation of selected POV (t) elements 
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and their Fourier transforms, POV (), when the 3.27 eV state of Ag55
-3 (Ih) is excited by a resonant 
electric field. 
Movie C-1: Time variation of the difference density when the 3.41 eV state of Ag20 (Td) is 
activated. 
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5.1 Abstract 
Motivated by the uncertainty in our understanding of ultrafast plasmon decay mechanisms, 
we examine the effect of nuclear vibrations on the dynamical behavior of the strong plasmon-like 
dipole response of naphthalene, known as the  peak. The real-time time-dependent density 
functional (RT-TDDFT) method coupled with Ehrenfest molecular dynamics is used to describe 
the interconnected nuclear and electronic motion. Several vibrational modes promote drastic 
plasmon decay in naphthalene. The most astonishing finding of this study is that activation of one 
particular vibrational mode (corresponding to the B1u representation in D2h point group symmetry) 
leads to a continuous drop of the dipole response corresponding to the  peak into a totally 
symmetric, dark, quadrupolar electronic state. A second B1u mode provokes the sharp plasmon-
like peak to split due to the breaking of structural symmetry. Nonadiabatic coupling between a B2g 
vibrational mode and the  peak (a B1u electronic state) gives rise to a B3u vibronic state, which 
can be identified as one of the p-band peaks that resides close in energy to the  peak energy. 
Overall, strong nonadiabatic coupling initiates plasmon decay into nearby electronic states in 
acenes, most importantly into dark states. These findings expand our knowledge about possible 
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plasmon decay processes and pave the way for achieving high optical performance in acene-based 
materials such as graphene. 
5.2 Introduction 
Interaction of light with subwavelength materials gives rise to a remarkable phenomenon 
called a plasmon resonance. Upon interacting with incident light at a plasmon resonance 
frequency, the electrons of plasmonic materials undergo collective oscillations. Because of the 
potential applications of plasmonic systems in photocatalysis,35, 265 non-linear optics,35, 205, 208 and 
biomedical applications,29 etc., plasmonics has become a hot topic in the photonics community. 
Noble metal nanoparticles comprised of gold and silver can be regarded as the first plasmonic 
materials ever used, dating back to ancient Rome, although this plasmonicity was not recognized 
then. To date, many different noble metal nanoparticles of different sizes, shapes and surface 
environments have been synthesized, each having unique optical properties.266-269 However, due 
to the low abundance and high cost of noble metals, alternative materials are of interest, including 
heavily-doped semiconductor materials as well as 2D materials.270-272 In particular, due to the 
strong light confinement effects and tunability of graphene in the terahertz and infrared regions, 
graphene-based 2D structures have emerged as possible platforms for plasmon-driven devices.84-
86, 88, 273-274 In addition, recent studies have proposed large enhancements of non-linear properties 
in graphene.275-279 However, plasmon loss in graphene severely hampers the performance of 
optical devices and thus the structural modulation of graphene-based 2D materials to minimize the 
energy loss is an active research area.88, 280-281 
The performance of plasmonic devices can be hampered by energy dissipation in 
plasmonic materials.258, 260 Researchers have proposed that the plasmon can decay via fast 
formation of hot carriers, electron dephasing, and comparatively slow vibrational dissipation.7, 105-
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106, 212-213 Different pathways may facilitate plasmon decay in different substances. Nevertheless, 
identifying the most probable non-radiative decay mechanisms in a given type of materials is vital 
to identify the normal modes that bring about fast plasmon decay, so that they might be hindered 
in intelligent device designs.  
The purpose of this work is to understand possible mechanisms of fast plasmon dynamics 
in acenes, the building blocks of graphene, from a theoretical perspective. The low-energy 
absorption spectra of acenes including naphthalene have been previously reported 
experimentally96, 98 as well as with different theoretical methods.99-104 The p-band peaks, the  
peak, and the  peak are the main spectral features of acenes. The lowest energy p-band peak and 
the  peak of naphthalene, also known as 1La and 
1Lb respectively, are observed in the visible 
region with weak intensities. While the p-band excitations arise due to electron transitions along 
the short axis of the molecule, the  and  peaks arise from transitions along the long axis. The 
strong  peak, which is in the UV region, has a plasmon-like character manifested by the 
constructive nature of the responsible single-particle transitions.104 Therefore, it is valuable to 
explore the fast decay processes of this plasmon-like  peak in naphthalene by means of first-
principles theories, which can ultimately provide insights into how energy may flow in larger 
graphene-based plasmonic materials. For example, recent studies demonstrate that electron-
phonon coupling plays a key role in intramolecular singlet fission process in low-energy 
excitations in acenes.282-286 In this work, we focus on the influence of nuclear motion on the 
electron dynamics of the strong collective excitation in naphthalene. 
In order to describe the ultrafast plasmonic processes accurately, incorporation of a 
quantum mechanical treatment of electrons is crucial. The well-known linear-response theory157, 
165 can describe static response properties such as electronic absorption spectra of molecules that 
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result from a weak external field. This method is computationally feasible for calculating low-
energy excited states of small metal nanoparticles.157, 241, 264, 287-291 However, the frequency domain 
description of electronic excitations provided by this technique limits its usefulness for our purpose 
of disentangling the influence of vibrations on the electronic evolution of a system in a 
superposition of ground and excited states. Real-time electron dynamics methods,159-160, 166 on the 
other hand, allow us to access the fluctuation of excited state population in both linear and non-
linear regimes and have been developed based on different quantum mechanical approaches such 
as time-dependent configuration interaction (TD-CI)292-295 and time-dependent Hartree-
Fock/density functional theories (TDHF/TDDFT).159, 166, 169-170, 218-219, 242, 296 Smith et al.101 studied 
the electron dynamics of acenes with a pulsed field at a frequency of 1.55 eV using real-time TDHF 
method and observed that the lowest energy excited state polarized parallel to the applied field,  
peak in naphthalene, strongly couples to the field.  
Many real-time electron dynamics methods examine only electron movement assuming 
that the nuclei are stationary. To identify the effect of nuclear motion on the plasmon decay, an 
ab-initio molecular dynamics (AIMD) method that is capable of accessing excited electronic states 
should be employed. Most standard AIMD schemes are based on an adiabatic Born-Oppenheimer 
approximation where the nuclear motion is governed by the ground state electronic potential.297-
300 For our goal of this study however, electronic excited states such as the plasmon-like excitation 
should be considered, as well as the transitions between excited states, which requires going 
beyond the adiabatic approximation. Among the current nonadiabatic techniques, the Ehrenfest 
molecular dynamics scheme serves as the most feasible way to incorporate real-time propagation 
of excited electrons in an AIMD framework due to its computational tractability relative to other 
nonadiabatic schemes.186, 301 In this method, the nuclei are treated classically while the electrons 
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are treated quantum mechanically, and the atoms move in a trajectory whose forces are derived 
from a mean-field potential of the electronic states.182, 187, 302 The mean-field nature of the Ehrenfest 
dynamics is ideal for simulating a dense manifold of excited states such as those involved in 
plasmon-like excitations. This work adopts the Ehrenfest molecular dynamics approach coupled 
with real-time time-dependent density functional theory (RT-TDDFT)109, 303 to investigate the 
dynamics of the strong  peak of naphthalene upon activation of several vibrational modes to 
capture possible plasmon decay pathways.  
5.3 Methodology  
We study the effect of vibrational motion on the plasmon dynamics of naphthalene using 
Ehrenfest molecular dynamics implemented in a development version of the Gaussian software 
package.238 Geometry optimizations, frequency calculations, Born-Oppenheimer molecular 
dynamics (BOMD) and Ehrenfest electron-nuclear dynamics were carried out with the B3LYP144-
145, 304 exchange-correlation functional and 6-31G(d,p)305-309 basis set. The atomic coordinates of 
the optimized naphthalene are given in Table D-1. The transition densities corresponding to 
excited sates and time-dependent difference densities are visualized using Vesta310 software. The 
transition densities provide a qualitative picture of the electron density difference in an excited 
state compared to the density of the ground state.  
We follow a similar procedure as in the work of Donati et al.109 to identify the effect of 
vibrational motion on the variation of the strong plasmon-like  peak. The electron density is 
converged in the presence of an electric field perturbation of 0.001 au (~3.571013 W/cm2) applied 
along the longitudinal axis of naphthalene to mimic the activation of the strong  peak excitation. 
The field is removed after convergence, and the system starts to propagate using Ehrenfest 
dynamics where a single normal mode on the ground electronic state is selectively activated at the 
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beginning of propagation. The initial nuclear velocities were generated randomly, corresponding 
to an amount of energy equivalent to 5 quanta of the chosen vibrational energy at the equilibrium 
geometry. The previous work by Donati et al.109 shows that the plasmon decay in silver nanowires 
is accelerated with the number of vibrational quanta and we choose 5 quanta to show the effect 
more clearly. However, our work shows that for naphthalene 5 quanta of energy is a special case 
which is discussed later in the text. The current implementation of the Ehrenfest dynamics182, 187 
utilizes a triple-step integrator to account for different time scales for the nuclear velocity-Verlet 
algorithm (tN),
180 nuclear-position coupled midpoint Kohn-Sham integrator (tNe) and RT-
TDDFT using modified midpoint and unitary transformation (te). In this work we use time steps 
tN = 0.1 fs, tNe = 0.01 fs and te= 0.001 fs. 
5.4 Results and Discussion 
5.4.1 Optical Absorption Properties from LR-TDDFT 
Figure 5.1 illustrates the absorption spectrum of naphthalene calculated using LR-TDDFT 
with the B3LYP/6-31G(d,p) level of theory, highlighting the different types of excitations. The  
and  peaks arise at 4.52 eV and 6.10 eV respectively. The three p-band peaks occur at 4.46 eV, 
6.26 eV and 8.22 eV. As naphthalene belongs to the D2h point group, the  and  peaks can be 
assigned to the B1u representation while the p-band peaks can be assigned to the B3u representation 
according to the cartesian axes of naphthalene shown in Figure 5.1. Furthermore, it has been 
previously identified that while the weak  peak arises due to the destructive combination of the 
two molecular orbital (MO) transitions, HOMO → LUMO + 1 and HOMO – 1 → LUMO, the 
stronger  peak is a result of constructive addition of the same MO transitions.103-104 Due to the 
constructive interference and resulting strong absorption of the  peak, a molecular analog of 
plasmonic nature can be identified in naphthalene. The calculated excited state energies and the 
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contributing MO transitions of naphthalene at the equilibrium geometry are tabulated in Table D-
2.  
 
Figure 5.1. Absorption spectrum of naphthalene calculated from LR-TDDFT (Purple: LR 
stick spectrum; black: convoluted spectrum using Gaussian curves with Gaussian FWHM 
= 0.2 eV). Insets show the axes assignments used in the text and a zoomed-in version of part 
of the spectrum showing the low-intensity  peak. The black square at 6.37 eV indicates a 
dark electronic state with Ag symmetry. 
 
5.4.2 Effect of Vibrational Modes on Plasmon Dynamics 
In order to understand the effect of vibrational motion of the molecule on the change of the 
 band, we activate one vibrational mode with simultaneous excitation of the electronic states 
polarized along the z axis; the change of the  peak is monitored over time. Vibrational mode 





5.4.2.1 Mode 32 (B1u)  
The most intriguing vibrational mode which gives rise to a drastic change in the dipole 
moment over time is normal mode 32 (1407.82 cm-1), which belongs to the B1u representation. 
First, we compare the dipole response from a BOMD simulation in ground electronic state with 
that from an Ehrenfest simulation where the electrons are excited along the long axis of 
naphthalene (Figure 5.2a). As shown in Figure 5.2b, this vibrational mode (and any other mode 
with B1u representation) is antisymmetric with respect to the reflection through the xy plane. 
Therefore, both electronic and nuclear excitations with B1u symmetry lead the z-component of the 
dipole moment to deviate from 0. Electronic excitation creates a high frequency oscillation 
centered around the lower frequency oscillation contributed by the nuclear vibration. We examined 
all of the B1u vibrational modes and observed that the Ehrenfest and BOMD simulations exhibit 
the same low-frequency nuclear vibrational pattern in all cases (Figure D-1). This suggests that 
electronic perturbation does not noticeably affect the nuclear motion in these simulations.  
In the Ehrenfest excited state dynamics with mode 32 activated, we observe a continuous 
decrement of the dipole strength over the first 600 fs (Figure 5.2a) and as a consequence, a clean 
decay of the plasmon-like  peak (Figure 5.2c). This behavior of the dipole moment demonstrates 
almost an extinction of the plasmon-like excited state. This leads to the question of where the 
energy goes over this time scale and whether the system is accessing any “dark” plasmon states. 
Unlike B2g or B3g normal modes, a B1u mode cannot lead to vibronic coupling to another excitation 
polarized along either x or y directions. (A discussion of the symmetry considerations for vibronic 
coupling is provided in the SI). As expected, the variations in the x- and y-components of the dipole 
moment do not show a significant increment while the z-component of the dipole moment 
decreases. Our hypothesis is that this B1u normal mode coupling with the B1u electronic excitation 
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leads to energy transfer into a dark electronic state with Ag symmetry that is allowed by vibronic 
coupling. 
 
Figure 5.2. (a) z-component of the dipole moment when mode 32 (B1u) is activated with 5 
quanta. Red: Ehrenfest excited state dynamics; Black: ground state BOMD. (b) Vector 
representation of normal mode 32. (c) Short-time Fourier transforms of 100-fs windows of 
the z-component of the dipole moment during Ehrenfest dynamics. 
However, activation of this totally symmetric dark mode cannot be captured from the 
dipole response. Instead, the variation of the excited state density compared to the ground state 
density can be used to answer the question of which states the initial plasmon energy dissipates 
into. We calculate the difference density 𝜌𝑚32
𝑑𝑖𝑓𝑓(𝑡) using (5.4.1) where 𝜌𝑚32
′ (𝑡) represents the time-
dependent electron density during the Ehrenfest dynamics where normal mode 32 is activated and 
the electric step field is applied, and 𝜌𝑚32
0 (𝑡) is the electron density from a similar calculation 
without an applied electric field. In other words, the difference density reveals how the electron 





′ (𝑡) − 𝜌𝑚32
0 (𝑡) (5.4.1) 
The dipole moment variation along the z axis over 600 fs is illustrated in Figure 5.3a and 
expanded views from 0 to 1 fs and from 580 to 581 fs are shown in Figure 5.3b and 3c, respectively. 
The density difference maps calculated using (5.4.1) at the beginning of the simulation are shown 
in Figure 5.3d. The initial difference density at 0 fs can be compared with the transition density 
corresponding to the  peak excitation shown in Figure 5.3e, which clearly exhibits the activation 
of the  peak at the beginning of the Ehrenfest simulation. The positive and negative lobes at the 
two ends of naphthalene indicate that the electrons have moved from one end to the other compared 
to the delocalized ground state electron density. The dipole moment variation between positive 
and negative values clearly displays the electron density sloshing back and forth from one end to 
the other end of the molecule, in keeping with the traditional picture of a “plasmon-like” excitation. 
The positive and negative lobes completely change signs from 0 fs to 0.37 fs (Figure 5.3d). The 
dipole moment at 0.37 fs is now positive compared to its negative initial value (Figure 5.3b). Both 
the dipole moment and the density difference plot return to initial positions near 0.7 fs. Throughout 
the beginning of the simulation, the time variation of the electron density clearly manifests the 




Figure 5.3. (a) Variation of the z-component of the dipole moment for normal mode 32. 
Detailed dipole moment variation (b) from 0 to 1 fs, (c) from 580 to 581 fs. (d) Variation of 
the density difference from 0 fs to 1 fs, (e) transition density of the beta peak (6.10 eV), (f) 
variation of the density difference from 580 fs to 581 fs and (g) transition density of the 6th 
excited state (6.37 eV, dark mode). Color code for figures d-g ; yellow: positive; cyan: 
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negative. Isovalues 110-5 and 510-4 were used for difference densities (d and f) and 
transition densities (e and g) respectively. 
The strength of the dipole moment decreases gradually from about 300 fs to 600 fs (Figure 
5.3a). To analyze the origin of this behavior, we closely examine the variation of the difference 
density during 580 fs to 581 fs (Figure 5.3f), where the dipole moment has lost its strength to a 
great extent. The density difference no longer has a dipolar character as it did at the initial stages. 
Instead, the difference density plots throughout this time interval have a quadrupole character. 
Most importantly, the shape of these difference densities resembles the shape of the transition 
density corresponding to the 6th excited state (Figure 5.3g), which is a totally symmetric electronic 
state (Ag) and hence dipole-forbidden for the D2h-symmetric naphthalene molecule (Electronic 
transitions from Ag ground state into B1u, B2u, or B3u excited states are allowed). This dark Ag state 
has been experimentally identified by Bergman and Jortner311 using two-photon absorption 
spectroscopy. Our innovative application of difference densities demonstrates that strong 
nonadiabatic coupling along this B1u vibrational coordinate can facilitate internal conversion to the 
dark Ag state. Vibronic selection rules confirm that the direct product of the irreducible 
representations for the vibrational state (B1u) and the electronic state (B1u) gives rise to a 
vibronically allowed Ag state (See SI). Above all, the appearance of this dark state correlated with 
the near-vanishing of the plasmon-like peak clearly illustrates the hitherto-hypothesized 
mechanism that plasmon decay may occur into nearby dark states.  
We extended the simulation with mode 32 until 1200 fs and observed a revival of the  
peak after 600 fs. Because the total energy is conserved in the system (i.e. no loss mechanisms are 
present in a simulation with a single molecule and no bath), we can expect such a revival over time 
due to the couplings between the excited states; the system will not be completely trapped in a 
particular state.  
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We also examined the dipole response when mode 32 is activated with various number of 
quanta (0-10) during Ehrenfest dynamics. We observe that only 5 quanta and 10 quanta lead to a 
decay within 600 fs, but not the ones above or below 5 and 10 quanta of energy (Figure D-2). This 
raises the fact that the 5 and 10 quanta are special cases. One thought was that the energy difference 
between the  peak (6.10 eV) and the dark state (6.37 eV), 0.27 eV, might match with the 
vibrational energy of 5 quanta (and 10 quanta) in mode 32 ( = 0.960 eV). However, we do not see 
this energy matching suggesting further investigations on the energetics in the future.  
The energy conservation during an Ehrenfest molecular dynamics simulation when 
different quanta of mode 32 are activated is shown in Figure D-3. We observe that the quality of 
energy conservation diminishes over time with increasing number of quanta. However, the total 
energy in the 5 quanta case varies only within 510-5 au (0.00136 eV) during 0-600 fs and can be 
considered as negligible.  
5.4.2.2 Mode 10 (B1u)  
Another B1u normal mode that leads to changes in the dipole response over time is mode 
10 (634.99 cm-1). Like any other B1u mode, the z-component of the dipole moment exhibits a clear 
vibrational signature in both BOMD and Ehrenfest dynamics (Figure 5.4a). The vector 
representation of this B1u normal mode (Figure 5.4b) displays its antisymmetric nature with respect 
to the reflection through the xy plane. Note that significant changes in the carbon rings occur in 




Figure 5.4. (a) z-component of the dipole moment when mode 10 (B1u) is activated with 5 
quanta. Red: Ehrenfest excited state dynamics; Black: ground state BOMD. (b) Vector 
representation of normal mode 10. (c) Short-time Fourier transforms of 100-fs windows of 
the z-component of the dipole moment during Ehrenfest dynamics. 
 
The strength of the dipole moment in this case decreases until about 300 fs and then starts to rise 
again. This is also illustrated by the short-time Fourier transforms arising from 100 fs windows of 
the dipole moment given in Figure 5.4c. In addition, a splitting of the plasmonic  peak throughout 
the simulation is observed. To distinguish the spectral changes due to the structural distortions, we 
analyze the static LR-TDDFT absorption spectrum of the most distorted geometry of naphthalene 
when mode 10 is activated, i.e. the geometric structure at 40.0 fs. The distortion of the carbon rings 
due to the motion of normal mode 10 leads to a splitting of the  peak (Figure 5.5). The original  
peak at the equilibrium geometry (6.10 eV) has shifted to lower energy at 5.96 eV and a new peak 
appears at 6.46 eV. In addition to the HOMO – 1 → LUMO and HOMO → LUMO + 1 transitions, 
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which are the transitions responsible for the  peak, the two transitions HOMO – 2 → LUMO + 1 
and HOMO – 1 → LUMO + 2 contribute slightly to the peak at 5.96 eV (Table D-4). Interestingly, 
these new transitions appear to be the highest contributors to the peak at 6.46 eV with a slight 
contribution from HOMO – 1 → LUMO and HOMO → LUMO + 1 transitions. This indicates that 
lowering of the D2h point group symmetry corresponding to the equilibrium geometry of 
naphthalene into C2v symmetry at distorted geometries allows new electronic states to emerge. The 
multiple peaks appearing in the Fourier transforms in Figure 5.4c are due to the coupling between 
excited states mediated by the structural distortions. We observe a splitting of the  peak with 0 
quanta of energy of mode 10 but a reduction of the dipole strength was not observed (Figure D-4). 
In conclusion, the B1u normal mode 10 reduces the symmetry of naphthalene which subsequently 
leads to a splitting of the  peak. In contrast, because mode 32 does not lead to considerable 
changes in the carbon atom positions, the most distorted structure of mode 32 shows negligible 
changes in the plasmonic peak. We thus conclude that only the vibrational modes that significantly 
distort the molecular symmetry tend to split the plasmon-like peak. Nonetheless, normal modes 
similar to 32 can access electronic states that are optically dark (from the ground state) via ultrafast 




Figure 5.5. LR-TDDFT absorption spectrum of the geometry of naphthalene at 40.0 fs 
during the Ehrenfest simulation where the normal mode 10 is activated. The inset shows 
the geometry of naphthalene at 40.0 fs and the arrows indicate the movement of the carbon 
atoms compared to the equilibrium geometry. 
 
5.4.2.3  Modes with B2g symmetry 
According to the vibronic coupling selection rules in a D2h molecule, excited B2g 
vibrational states could couple with excited B1u electronic states (polarized along the z axis) to give 
rise to B3u vibronic states, which are polarized along the x direction. The variation of the z- and x-
components of the dipole moment when mode 35 (1501.48 cm-1, B2g) is activated with 5 quanta 
along with the excitation of the  peak are shown in Figure 5.6a (green). The z-component of the 
dipole moment decreases in magnitude from 0 fs until about 40 fs when it starts to increase again. 
We observe this decay and growth throughout the 600 fs simulation. Interestingly, at times when 
the magnitude of the z-component of the dipole moment decreases, the x-component of the dipole 
moment increases and vice versa, thereby showing the coupling between the dipole moments along 
the two orthogonal directions. The Fourier transform of the oscillations of the z-component of the 
dipole moment yields a peak at 6.05 eV (green curve in Figure 5.6b) which is very close to the  
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peak energy (pink stick at 6.10 eV in Figure 5.6b). In comparison, the Fourier transformed x-
component of the dipole moment gives rise to two peaks at 6.23 eV and 6.28 eV (blue curve in 
Figure 5.6b) which lie near the second p-band excitation energy at 6.26 eV. The slight shifting and 
the splitting of both green and blue curves are probably due to the interactions between the two 
electronic states. This phenomenon is even more noticeable when the B2g normal modes in the 
1100-1700 cm-1 energy range are excited with zero quanta; they exhibit similar coupling of the z- 
and x-components of the dipole moment after electronic excitation in the z-direction (Figures D-5 
and D-6). 
 
Figure 5.6. (a) Variation of the dipole moment when mode 35 (B2g) is activated with 5 
quanta. (b) Fourier transforms of dipole moment components compared with the LR-
TDDFT excitation energy positions. green: z-component; blue: x-component of the dipole 




The heart of this work is the elucidation of an important plasmon decay pathway, which is 
activation of dark electronic states mediated by strong nonadiabatic coupling related to certain 
normal modes. We examined the changes of the strong dipole response of naphthalene when 
different vibrational modes are activated. The most interesting one, mode 32 (B1u), shows a 
continuous decrease in the dipole response over 600 fs. Upon activation of this normal mode, a 
comparison of the excited electron density to the density of the ground state shows that the initial 
dipolar nature of the electronic oscillation ultimately decays into a quadrupolar form resembling 
the transition density of the dark electronic excited state that resides close in energy to the bright 
state.  
Another interesting nuclear motion that affects the plasmonic peak is normal mode 10 
(B1u). This mode largely breaks the symmetry of the molecule compared to the equilibrium 
geometry, leading to a splitting of the  peak.  
The nonadiabatic coupling of B2g normal modes with the B1u plasmon-like  peak, which 
is polarized along the long axis of naphthalene, initiates energy transfer to the nearest p-band with 
B3u symmetry, which is polarized along the short axis. Thus, initial excitation polarized in one 
direction can lead to a dipole response in a different direction. 
Although 5 quanta of vibrational energy would be somewhat higher than one would expect 
at normal experimental conditions, this work highlights a new understanding of plasmon decay. 
Nonadiabatic coupling may be one of the dominant pathways of plasmon loss in acenes and 
potentially in graphene because multiple vibrational modes can couple the plasmon-like state to 
other excited states as shown in this work. In addition, fast plasmon decay via nonadiabatic 
coupling may occur not only in graphene-based plasmonic materials but also in noble metal 
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nanoparticles as governed by the corresponding symmetry rules. This work offers a new route to 
manipulate the optical properties of plasmonic materials via designing materials with longer (or 
shorter) plasmon decay lifetimes by adjusting how the vibrational modes couple to the bright and 
dark electronic excitations.  
5.6 Supporting Information Available 
Optimized coordinates of naphthalene. MO transitions responsible for selected excitations 
in naphthalene. Energies and symmetry representations of normal modes of naphthalene. Variation 
of the z-component of the dipole moment for B1u normal modes of naphthalene during Ehrenfest 
dynamics and BOMD in the ground electronic state. Symmetry-adapted selection rules for pure 
electronic transitions and vibronic transitions. MO transitions responsible for excitations in the 
most distorted geometry of naphthalene during activation of normal mode 10. Time and frequency 
domain z- and x-components of the dipole moment during an Ehrenfest dynamics with electrons 
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6.1 Abstract 
Research on small molecule dissociation on plasmonic silver nanoparticles is on the rise. 
Herein we investigate the effect of various parameters of light, i.e., field strength, polarization 
direction and energy of oscillation, on the dynamics of oxygen upon photoexcitation of the 
O2@Ag8 composite using real-time time-dependent density functional theory calculations with 
Ehrenfest dynamics. From our excited-state dynamics calculations, we found that increasing the 
strength of the external electric field brings a significant contribution to the O-O dissociation. In 
addition, the polarization direction of the incident light becomes important, especially at weaker 
field strengths. The light that is polarized along the direction of charge transfer from the metal to 
adsorbate was found to enhance the bond breaking of O2 more than the light polarized along other 
directions. We also found that at the weakest electric field strength, oxygen molecule stays 
adsorbed to the silver cluster when the incident light resonates with low-energy excited states and 





Silver is known as a selective catalyst for epoxidation reactions over other transition 
metals.120, 312-325 However, the large rate limiting step associated with the molecular oxygen 
dissociation on metal catalysts requires the reactions to be operated at high temperature.120, 315, 319, 
324 Such extreme conditions result in low energy efficiency, deformation of the catalyst and less 
selectivity for desired products.62, 326-327 Fortunately, photoactivation of oxygen on plasmonic 
silver nanostructures eliminates the requirements of intense operating conditions.31, 62, 69 Due to 
the complexity and ultrafast nature of plasmon-mediated processes, unraveling the basic principles 
behind light-induced molecular dissociation is challenging. Hence, the nature of the energy 
transfer between the plasmonic silver nanoparticle to the adsorbate is still unclear. Several 
experimental and theoretical works suggest that the direct charge transfer from photo-excited silver 
nanoparticles to molecular oxygen may dominate over the indirect hot-carrier transformation.31, 62, 
66, 69-70  
Resolving photo-driven processes at the molecular scale is key to designing and enhancing 
the performance of novel photocatalysts. Several theoretical investigations on plasmon-induced 
small molecule activation pathways have been performed using both jellium model and ab-initio 
methods.62, 66, 69-70, 72 However, these studies are based on static electronic structure properties and 
the linear perturbative regime. Time-dependent simulations equipped with a complete quantum 
mechanical treatment of the electrons provide a comprehensive description of the photo-induced 
dissociation pathway. Recent real-time electron dynamics work by Kumar and coworkers 
demonstrate the ultrafast hot electron transfer from silver to carbon monoxide molecules in a 
Ag147–CO system.
74 A handful of dynamical studies used both electron and nuclear degrees of 
freedom to mimic the dissociation mechanism. Several groups report H2 and H2O splitting 
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triggered by the plasmon excitation of gold surfaces.76, 328-330 Yan et al. showed that the splitting 
of a H2 molecule adsorbed at the end of silver nanowires of various sizes occurs only at the resonant 
frequency of the nanowire and is enhanced with strong electric field.110 Our recent work 
demonstrates the effects of field strength and the applied field direction on N2 dissociation on silver 
nanowires.75 However, the photo-dissociation of molecular O2 on silver nanoparticles has not yet 
been studied using quantum dynamics. Ultrasmall silver clusters as small as Ag7 have been 
synthesized under certain experimental conditions.331-332 Nevertheless, dynamical studies on 
oxygen activation on such experimentally observed ultrasmall silver clusters have not yet been 
performed, although these studies can elucidate which factors lead to more efficient photo-
dissociation.  
In this work, we study the dissociation of oxygen on a tetrahedral Ag8 cluster in real time. 
We conduct ab-initio molecular dynamics simulations upon electronic excitation of the O2@Ag8 
composite system with a strong electric field. This approach provides the flexibility to investigate 
the effect of the strength, oscillating frequency, and the polarization direction of the applied field 
on the oxygen dissociation ability.  
6.3 Methods 
First, we determined the most stable binding site of molecular oxygen on a tetrahedral Ag8 
cluster (O2@Ag8). Due to the presence of oxygen, which has a triplet ground state for the isolated 
molecule, the triplet multiplicity was employed in this work. We confirmed that the triplet ground 
state of the lowest energy O2@Ag8 isomer is about 2 eV more stable than the singlet excited state 
of the same geometry. Next, the dissociation dynamics of oxygen starting from the most stable 
configuration of O2@Ag8 upon electronic excitation was investigated using the Ehrenfest 
molecular dynamics method coupled with real-time time-dependent density functional theory (RT-
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TDDFT). A trapezoidal-shaped electric field with field strengths of 0.01 au (3.571014 W/cm2), 
0.03 au (1.071015 W/cm2), and 0.05 au (1.781015 W/cm2) were used. The variation of the applied 
electric field oscillating with 4.25 eV is shown in Figure E-1. We considered x, y, and z 
polarization directions of the applied field with several resonance energies. We aligned the 
O2@Ag8 system in a way such that the intermolecular axis between Ag8 to O2 occurs along the z-
axis. Due to the binding fashion of O2 to Ag8 in this lowest energy structure, the long axis of 
molecular oxygen is parallel to the y-axis. During the Ehrenfest dynamics, we kept the nuclear 
motion of the Ag8 cluster frozen. The three-time-step integration scheme for Ehrenfest dynamics 
used in this study is discussed elsewhere182, 187 and we used a nuclear time step (ΔtN) of 0.1 fs, a 
nuclear-position coupled midpoint Kohn-Sham integrator (ΔtNe) of 0.01 fs, and a modified 
midpoint and unitary transformation (MMUT) step Δte of 0.001 fs. We checked the energy 
convergence with smaller timesteps and observed no dynamical changes and no significant 
improvement of the energy convergence. We also noticed that the energy convergence is poor at 
large electric field strengths. All the trajectories were initiated with a total nuclear kinetic energy 
of 0.0014250 au (3.7415 kJ/mol) which corresponds to the translational energy at 300 K. We use 
the unrestricted LC-PBE333/LANL2DZ131, 239-240 level of theory for all calculations in a 
development version of the Gaussian program.238 The visualization tools MacMolPlt334 and Jmol 
were used for visualizing molecules and molecular orbitals respectively, and VESTA310 was 
employed for visualizing transition densities.  
6.4 Results and Discussion 
In this work, we study the photodissociation dynamics of oxygen in the O2@Ag8 composite 
to identify the effect of electric-field-related parameters on the bond breaking. First, we examine 
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the ground state geometrical, electronic, and optical properties of O2@Ag8, then examine the 
dynamics of this system after photoexcitation with various applied electric fields. 
6.4.1 Geometrical and electronic properties of O2@Ag8 
At the LC-PBE/LANL2DZ level of theory, we found that the tetrahedral geometry of 
bare Ag8 cluster is energetically preferred; previous literature
335-338 has debated whether this 
cluster exhibits Td or D2d symmetry. Various binding sites of molecular oxygen to the tetrahedral 
Ag8 cluster were optimized and the total energies of different configurations are shown in Figure 
E-2. In the most stable configuration of O2@Ag8 (Figure 6.1center), the oxygen molecule binds to 
the two silver atoms with Ag−O bond lengths 2.25 Å and 2.29 Å. The O−O bond length, 1.36 Å, 
lies between the bond lengths of the O2 double bond (1.24 Å, LC-PBE/LANL2DZ) and the single 
bond in H2O2 (1.47 Å, LC-PBE/LANL2DZ). This bond expansion of the oxygen molecule 
adsorbed on the silver cluster compared to the isolated oxygen molecule is in agreement with 
previous theoretical work done on both silver clusters66 and slab models.69, 314, 322 Interaction with 
the silver cluster results in a splitting of the /* orbitals of the oxygen molecule and orbital mixing 
with the silver orbitals. One of the two empty * beta-spin orbitals (81) lowers its energy when 
attached to Ag8 and becomes occupied (Figure 6.2 Left). The bond elongation of oxygen when 










Figure 6.2. Energy level diagram of O2@Ag8 composite. Beta- and alpha-spin orbitals are 
shown on the left and right respectively. Molecular orbitals with beta-spin 1P superatom-
type243 orbitals in Ag8 cluster (82, 83, and 84) and orbitals with * character on oxygen 
(81, 83, 91 and 92) are also shown. Orbitals 83 and 91 are examples of mixed Ag8 
superatomic and O2 * orbitals. The horizontal dotted line separates the occupied and 
virtual orbitals. 
 
The electronic structure of the bare Ag8 tetrahedron
173 consists of a triply-degenerate 
HOMO level with 1P superatom-type243 orbitals. In the O2@Ag8 composite, the isotropic 
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symmetry is broken, causing the splitting of the 1P-like orbitals. One of the three 1P-like orbitals, 
84, becomes higher in energy and is unoccupied (Figure 6.2 Left) while the occupied 82 and 
83 orbitals remain nearly degenerate. In contrast, the three 1P-like alpha-spin orbitals are 
occupied and nearly triply degenerate (Figure 6.2 Right).  
6.4.2 Absorption properties of O2@Ag8 
The calculated linear-response absorption spectrum and the transition density maps 
corresponding to selected excitations are shown in Figure 6.3. The molecular orbital transitions 
responsible for these peaks and their transition electric dipole moment contributions obtained from 
LR-TDDFT are given in Table E-1. The excitations at 3.31, 3.73, 3.81, and 4.25 eV have equal 
contributions from both alpha and beta spin orbital transitions, whereas the 4.58 eV excitation has 
more contributions from beta-spin transitions. We will discuss the dynamics of these states later 
in the text. The transition density maps of the selected excitations pictorially show the inherent 
polarization of each excited state (Figure 6.3d), which were determined by the most probable 
polarization directions based on the transition electric dipole moments (Table E-1). For instance, 
the inherent x polarization of the 3.81 eV excitation is clearly visible in both alpha- and beta-spin 
transition density maps in Figure 6.3d. The 3.73 eV peak, however, shows combined x and y 
polarizations. The alpha-spin transition density of the 4.25 eV peak clearly shows a z polarization, 
but also shows a slight y polarization in the beta-spin transition density on the O2 molecule. 
Overall, the excitation at 3.31 eV is mostly polarized along the x direction, 3.73 eV is polarized 
along both x and y directions, 3.81 eV along x, 4.25 eV along z, and 4.58 along y. The excited 
states that have contributions from electronic transitions into empty orbitals with * character (91 
and 92) are of great interest because they are expected to facilitate O2 dissociation by further 
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lengthening the O-O distance. Among the selected states, the excited states at 4.25 eV and 4.58 eV 
contain transitions into orbitals 91 and/or 92. 
 
Figure 6.3. (a) Linear-response absorption spectrum; (b) and (c) two views of the O2@Ag8 
composite system. (d) Transition densities of selected excitations (isovalue=1×10-5). The 
alpha- and beta-spin transition density maps for each excitation are given on the left and 
right, respectively. The molecular orientation in the transition densities for 3.31, 3.37, and 




6.4.3 Photo-excited molecular dynamics with Ehrenfest/RT-TDDFT coupled 
approach 
We now study the dynamics of the O2 molecule upon state-specific excitation of the five 
states discussed above. We compare and contrast the variation of the O-O distance after applying 
various electric fields for 20 fs with different energies (3.31, 3.73, 3.81, 4.25 and 4.58 eV), 
polarization directions (x, y and z), and field strengths (0.01, 0.03 and 0.05 au) (Figure 6.4). The 
oxygen molecule is considered to be dissociated if the O-O bond distance surpasses 2 Å by the end 
of the 100-fs trajectory. 
6.4.3.1 Effect of the applied field strength on the dissociation of O2 
Figure 6.4a-c indicates that none of the selected excitations polarized along any direction 
leads to dissociation of O2 with the 0.01 au field strength. With the 0.03 au field strength, the three 
highest-energy excitations (3.81, 4.25 and 4.58 eV) applied along the z direction (Figure 6.4d) and 
the two highest excitations (4.25 and 4.58 eV) applied along the y direction (Figure 6.4e) lead to 
dissociation. Notice that in Figure 6.4d, the excitation at 3.73 eV (green) lengthens the O-O bond 
as high as 2.014 Å, but the bond eventually contracts back to the molecular limit. Therefore, we 
classify the excitation of the 3.73 eV state with a 0.03 au z-polarized field as not dissociated. The 
x-polarized electric field with a 0.03 au field strength does not promote O2 dissociation (Figure 




Figure 6.4. Variation of O-O distance during Ehrenfest dynamics. The three rows 
represent the maximum field strengths of the applied field (0.01 au, 0.03 au and 0.05 au) 
and the three columns separate the polarization directions of the applied field (x, y and z). 
Resonant excitation energies are shown with different colors. The horizontal dotted line 
marks the dissociative limit of O-O distance = 2 Å considered in this work. 
 
With the 0.05 au field strength, all 5 excitations lead to dissociation when the field is 
polarized along the z direction (Figure 6.4g). When the light is y- or x-polarized (Figure 6.4h and 
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i), the highest 4 excitations (3.73, 3.81, 4.25 and 4.58 eV) facilitate the dissociation. The oxygen 
molecule remains undissociated with the 3.31 eV excitation polarized along the y and x directions. 
Based on the increasing number of dissociative trajectories at increasing field strengths, 0.01, 0.03, 
and 0.05 au, it is clear that O2 dissociation on Ag8 cluster is accelerated by strong electric fields.  
Figure 6.5 compares the dependence of the dissociation on the field strength, focusing on 
0.03 au (solid lines) and 0.05 au (dashed lines) field strengths. Dissociation is not observed with 
the 0.01 au field strength. The z-polarized excitation corresponding to 4.58 eV (black lines in 
Figure 6.5a) shows a strong field dependency on the O2 dissociation; dissociation occurs faster 
with 0.05 au (black dashed) and slower with 0.03 au (black solid). On the other hand, the y-
polarized 4.58 eV excitation appears to have similar dynamics for these two field strengths, 
although the 0.05 au field results in a slightly faster dissociation than the 0.03 au field. The x-
polarized 4.58 eV excitation only promotes dissociation with the 0.05 au field. Under 4.25 eV 
excitation (Figure 6.5b), applied fields with both y and z polarization directions have faster O2 
dissociation with the 0.05 au field than with the 0.03 au field. The x-polarized 4.25 eV excitation 
with the 0.03 au field does not dissociate O2, similar to the 4.58 eV case. Dynamics simulations 
with the 3.81, 3.73, and 3.31 eV excitations (Figure 6.5c-e) also confirm that a stronger applied 




Figure 6.5. Variation of O-O distance during Ehrenfest dynamics with 0.03 au (solid lines) 
and 0.05 au (dashed lines) maximum field strengths oscillating with selected resonant 
frequencies, a) 4.58 eV, b) 4.25 eV, c) 3.81 eV, d) 3.73, and e) 3.31 eV. Black: z-polarized 
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field; Gold: y-polarized light; Blue: x-polarized light. The horizontal dotted line marks the 
dissociative limit of 2 Å considered in this work. 
 
6.4.3.2 Effect of the polarization direction of the applied field on the dissociation of O2 
Dissociation trends appear to depend on the polarization direction of the applied field in 
addition to the magnitude of the electric field. Among the three excitations that lead to dissociation 
with the 0.03 au field (solid lines in Figure 6.5), y-polarized light appears to dissociate oxygen 
faster with 4.58 eV excitation (Figure 6.5a) than z-polarized light does. However, with 4.25 and 
3.81 eV states (Figure 6.5b and c), the z-polarized field leads to faster dissociation. It is important 
to note that the 4.58 eV excitation has an inherent y-polarization, while the 4.25 and 3.81 eV 
excitations are inherently polarized along z and x respectively (Figure 6.3d and Table E-1). One 
might suggest that the inherent polarization direction of the excitations also plays a role in faster 
dissociation. However, as pointed out before, the x-polarized field with the 0.03 au field strength 
(solid blue lines in Figure 6.5) does not stimulate dissociation, including the 3.81 or 3.31 eV states 
which inherit x-polarization. Instead, the z-polarized field induces dissociation even for states that 
are inherently x-polarized. Therefore, we suggest that the inherent polarization direction may have 
some effect on the dissociation, but this is not the dominant factor. We observe that the z- and y-
polarized light appear to dissociate oxygen more easily than x-polarized light does. This suggests 
that the molecular geometry (in this case, with the z axis representing the intermolecular axis and 
O2 aligned along the y axis) may play a more dominant role than the inherent polarization of an 
excited state. Interestingly, the charge transfer from the nanoparticle to the molecular oxygen 
occurs along the z direction in the considered orientation of O2@Ag8. The fast dissociation with 
the z-polarized field suggests that charge transfer from a plasmonic nanoparticle to the adsorbate 
is likely to be the driving force for oxygen dissociation on silver. 
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When the system is excited with the strong 0.05 au field (dashed lines in Figure 6.5), both 
z- (black) and y-polarized (gold) fields show almost similar O2 dissociation. The z-polarization 
causes a slightly larger O-O bond length at any given time except for the 3.73 eV excitation, which 
resonates with a state that possesses both y and x polarization. The slightly larger bond distance 
with y-polarized light oscillating at 3.73 eV with a field strength of 0.05 au (dashed lines in Figure 
6.5d) and at 2.58 eV with a strength of 0.03 au (solid lines in Figure 6.5a) may be due to the 
inherent y polarization of these excitations, which triggers electron excitation along the long axis 
of O2, thus facilitating the dissociation. 
6.4.3.3 Dissociation, Desorption and Adsorption 
At the end of each trajectory, molecular oxygen may be dissociated (with a broken O-O 
bond), desorbed (with an intact O-O bond but broken Ag-O bonds) or adsorbed (if O2 is still bound 
to Ag8); the state of O2 at 100 fs is classified in Table 6.1 as dissociated (Dis), desorbed (Des) or 
adsorbed (Ads) for each applied electric field. A dissociation is considered to have the O-O bond 
distance > 2 Å and the Ag-O distance > 2.6 Å by the end of the 100 fs trajectory. The Ag-O 
distances for each simulation are presented in Figures E-3 and E-4. The O2 desorbed state is 
defined as O-O distance < 2 Å and Ag-O distance > 2.6 Å. Molecular adsorption of O2 is classified 
as O-O distance < 2 Å and Ag-O bond distance < 2.6 Å. In all dissociative cases, we observed that 
the oxygen atoms are moving away from the Ag8 cluster. In other words, no atomic adsorptions 




Table 6.1. Classification of the dynamics trajectories as dissociation (O-O > 2 Å and Ag-O > 
2.6 Å, green), desorption (O-O < 2 Å and Ag-O > 2.6 Å, orange), and adsorption (O-O < 2 
Å and Ag-O < 2.6 Å, blue) for O2 on Ag8 with various resonant energies, polarization 




Field Strength (au) 
  0.01 0.03 0.05 
3.31 eV z Ads Des Dis 
(x) y Ads Des Des 
 x Ads Des Des 
     
3.73 eV z Ads Des Dis 
(x,y) y Ads Des Dis 
 x Ads Des Dis 
     
3.81 eV z Ads Dis Dis 
(x) y Ads Des Dis 
 x Des Des Dis 
     
4.25 eV z Des* Dis Dis 
(z) y Des* Dis Dis 
 x Des Des Dis 
     
4.58 eV z Des Dis Dis 
(y) y Des Dis Dis 
 x Des Des Dis 
*Ag-O distance goes beyond the desorption limit, 2.6 Å, but 
starts to decrease at about 80 fs (Figure E-3a,b and E-4a,b).  
 
The analysis of O-O distances revealed that the 0.01 au field strength is not strong enough 
to dissociate O2. Interestingly, the Ag-O bond distances demonstrate that O2 can either stay 
adsorbed on Ag8 cluster with low energy excitations or desorb away from the Ag8 cluster, as 
molecular oxygen, with high energy excitations with the 0.01 au electric field. With 0.03 and 0.05 
au field strengths, O2 is no longer adsorbed, and instead either desorbs or dissociates. As discussed 
in the earlier section, the dissociation for stronger fields is governed by the polarization direction 
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of the applied field in the order of z>y>x. By examining these bond distances, we see that when 
O2 is not dissociated, it moves away from the silver nanoparticle with the 0.03 and 0.05 au fields.  
6.5 Conclusions 
In this work we found that multiple factors affect the plasmon-enhanced dissociation of O2 
on a tetrahedral Ag8 cluster. The dissociation is primarily influenced by the strength of the field. 
While the 0.01 au field does not lead to dissociation, 0.03 au and 0.05 au fields lead to dissociation 
in certain cases suggesting that the stronger applied fields facilitate photo-dissociation. In addition, 
an effect of polarization direction of the field was observed. We found that z-polarized light leads 
to faster dissociation with the weaker 0.03 au field, while both y- and z- polarized light perform 
competitively with the stronger 0.05 au field. Interestingly, the z direction in this O2@Ag8 
composite system is the direction of electronic movement in a charge transfer excitation. The 
substantial contribution from z-polarized light towards faster dissociation implies that the charge 
transfer from the photo-induced Ag8 cluster to the O2 molecule may be a prominent mechanism of 
O2 dissociation. In both 0.03 and 0.05 au cases, we observe that both z- and y-polarized fields have 
more tendency to break molecular oxygen than x-polarized states do. The x-polarized field always 
shows either slow or no dissociation. The significant contribution from y-polarized light suggests 
that excitation of electrons along the molecular axis of O2 can also increase the dissociation, 
especially when the resonant excitation is inherently polarized along the O-O bond.  
In addition, we observe that O2 prefers to stay adsorbed at weak field strength, 0.01 au, 
when the incident light is resonant with low-energy excited states. However, upon high-energy 
excitation, O2 prefers to desorb from the silver cluster. At stronger field strengths, 0.03 and 0.05 
au, high-energy excitations trigger dissociation whereas low-energy excitations cause the 
desorption of molecular oxygen.  
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Chapter 7 - Outlook 
The knowledge we achieve from this work has opened up several areas of research. Firstly, 
nonlinear optical activation in silver clusters was not previously found as a decay pathway. Other 
plasmonic materials may also show nonlinear optical activation as a result of plasmon decay and 
future investigations should be carried out to search for such compounds. Certain materials may 
not show nonlinear properties, and searching for such materials may help improve novel 
photovoltaic and photocatalysis technologies. Investigating the effect of nuclear motion on the 
plasmonic dissipation is another research direction. The complexity of excited-state potential 
energy surfaces in noble metal nanomaterials requires implementing new and affordable 
computational tools to accurately describe the dynamics. Recent improvement of the fewest 
switches surface hopping (FSSH)339 technique with many-body treatment of excited states340 is a 
potential nonadiabatic method that is worth exploring for noble metal nanoparticles. Secondly, the 
pioneering work in this thesis on dark spectral properties opens up a whole new area of research 
where the plasmon loss can be avoided. Attention must be paid to create materials that suppress 
the specific vibrational modes that lead to symmetry breaking and hence going into dark states. 
Finally, our work on effect of applied field strength properties demonstrates that the strong fields 
are more likely to break bonds and opens up the question of what may be the weakest field strength 
required for molecular dissociation. Future studies that closely investigate the dissociation/no-
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Appendix A - Character table for C2v point group symmetry 
 





Appendix B - Supporting Information for “Ultrafast Nonlinear 
Plasmon Decay Processes in Silver Nanoclusters” 
 
Coordinates of tetrahedral Ag8 cluster 
Ag       -1.640891   -1.640891   -1.640891 
Ag        1.640891    1.640891   -1.640891 
Ag        1.640891   -1.640891    1.640891 
Ag       -1.640891    1.640891    1.640891 
Ag       -1.021397    1.021397   -1.021397 
Ag        1.021397   -1.021397   -1.021397 
Ag        1.021397    1.021397    1.021397 




Figure B-1. Time variation of (a) a continuous wave electric field applied with a frequency 
of 3.96 eV and (b) the resulting dipole moment of Ag8 from 0 fs to 20 fs. (c) Fourier 
transforms of (a) and (b).  
Table B-1. Transitions responsible for the peak at 3.05 eV in Ag8 (Td) from LR-TDDFT. 








3.05 407 0.269       74 → 79         -0.331 
154 
 
      75 → 78         -0.331 
      76 → 80          0.387 
      76 → 81         -0.228 
      76 → 82         -0.270 
3.05 407 0.269       74 → 77 0.331 
      75 → 80 0.387 
      75 → 81 -0.120 
      75 → 82 0.332 
      76 → 78 -0.331 
3.05 407 0.269       74 → 80 0.387 
      74 → 81 0.348 
      75 → 77 0.331 
      76 → 79 -0.331 
 
Table B-2. Transitions responsible for the peak at 3.96 eV in Ag8 (Td) from LR-TDDFT. 







3.96 313 0.750       67 → 77 -0.110 
      74 → 79 -0.186 
      75 → 78 -0.186 
      76 → 80 0.159 
      76 → 81 0.367 
      76 → 82 0.435 
3.96 313  0.750       74 → 77 -0.186 
      75 → 80 -0.159 
      75 → 81 -0.194 
      75 → 82 0.535 
      76 → 78 0.186 
3.96 313 0.750       66 → 78 0.111 
      74 → 80 -0.159 
155 
 
      74 → 81 0.560 
      75 → 77 -0.186 




Figure B-2. Absorption spectrum of Ag8 calculated from linear response theory (LR) and 
real-time propagation (RT). (Purple: LR stick spectrum; red: Convoluted LR spectrum 





Figure B-3. Variation of (a) virtual and (b) occupied orbital occupation numbers of Ag8; (c) 
and (d) corresponding Fourier transforms. 
 
 
Figure B-4. Fourier transforms of time-dependent off-diagonal density matrix elements 
from Ag8 real-time propagation. Density matrix elements corresponding to transitions 
from occupied levels (a) 74, (b) 75, and (c) 76 to selected unoccupied levels are shown. Peak 
positions are compared with the Fourier transform of the dipole moment (DM) variation 





Figure B-5. Variation of density matrix elements oscillating with a frequency 
corresponding to 4.03 eV. POV corresponding to transitions between (a) 1P (t2) and 1D (e); 
(b) 1P (t2) and 1D (t2); (c) 1P (t2) and 2S (a1); (d) d-band (e) and 1D (t2) orbitals. The 




Figure B-6. Variation of P75-81 and P54-86 (top); occupation numbers in orbitals 75 and 81 
(middle) and in orbitals 45 and 86 (bottom). The continuous wave electric field is applied 
with a frequency of 3.96 eV. 
 
Figure B-7. Variation of density matrix elements oscillating with a frequency 
corresponding to 8.07 eV. POV corresponding to transitions between (a) 1S (a1) and 1F (a1); 
(b) d-band (t1) and 1F (t2); (c), (d) d-band (t2) and 1F (t2) orbitals. The continuous wave 
electric field is applied with a frequency of 3.96 eV. Various (t2) → (t2) transitions are 
shown separately in (c) and (d) for clarity. 
 
 
Figure B-8. Variation of dipole moment for the applied field strength (a) 0.001 a.u.; (b) 
0.0001 a.u.; (c) corresponding Fourier transforms (pink: 0.001 a.u.; green: 0.0001 a.u.). The 
continuous wave electric field is applied with a frequency of 3.96 eV. Note that the y-axis in 




Figure B-9. Variation of density matrix elements corresponding to a one-photon allowed 
transition between occupied and virtual pairs 75-81 (1P – 1D) for the applied field strength 
(a) 0.001 a.u.; (b) 0.0001 a.u.; (c) corresponding Fourier transforms (pink: 0.001 a.u.; 
green: 0.0001 a.u.). The continuous wave electric field is applied with a frequency of 3.96 





Figure B-10. Variation of density matrix elements corresponding to a two-photon allowed 
transition between occupied and virtual pairs 45-86 (1S – 1F) for the applied field strength 
(a) 0.001 a.u.; (b) 0.0001 a.u.; (c) corresponding Fourier transforms (pink: 0.001 a.u.; 
green: 0.0001 a.u.). The continuous wave electric field is applied with a frequency of 3.96 
eV. Note that the y-axis in (b) is scaled down by a factor of 10 compared to that of (a). 
 
Figure B-11. Variation of density matrix elements oscillating with a frequency 
corresponding to 3.07 eV. POV corresponding to transitions between (a) 1P (t2) and 1D (e); 
(b), (c) 1P (t2) and 1D (t2); (d) 1P (t2) and 2S (a1) orbitals. The continuous wave electric field 
is applied with a frequency of 3.05 eV. Various (t2) → (t2) transitions are shown separately 





Figure B-12. Variation of density matrix elements oscillating with a frequency 
corresponding to 6.19 eV. POV corresponding to transitions between (a) d-band (e) and 2S 
(a1); (b) d-band (t1) and 1D (t2); (c) 1S (a1) and 2S (a1) orbitals. The continuous wave 






Figure B-13. Variation of (a) applied field, (b) dipole moment along z axis, and (c) Fourier 
transformed dipole moment (peak positions compared with the LR results in green sticks) 





Figure B-14. Variation of (a) applied field, (b) dipole moment along z axis and (c, d, e) 
Fourier transformed dipole moment (peak positions compared with the LR results in green 
sticks) for the continuous wave electric field oscillating with an energy of 1.98 eV. Part (c) 
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shows the Fourier transform over the full 240 fs. Fourier transforms of the dipole moment 





Appendix C - Supporting Information for “Non-Linear Optical 
Properties in Silver Nanoclusters” 
 
Table C-1. The molecular orbital transitions responsible for the excited state at 3.91 eV in 
Ag10+2 (Td) cluster and the weights calculated from LR-TDDFT. Ground-state point group 














16 3.91 0.6295 
84 → 95 t2 → t2 A1 + E + T1 + T2 -0.10130 
85 → 97 t2 → t2 A1 + E + T1 + T2 -0.10130 
91 → 96 e → t2 T1 + T2 -0.13627 
92 → 98 t2 → a1 T2 0.25445 
92 →100 t2 → e T1 + T2 0.46100 
93 → 95 t2 → t2 A1 + E + T1 + T2 -0.25290 
94 → 97 t2 → t2 A1 + E + T1 + T2 -0.25289 
       
17 3.91 0.6295 
84 → 96 t2 → t2 A1 + E + T1 + T2 0.10130 
86 → 97 t2 → t2 A1 + E + T1 + T2 0.10130 
91 → 95 e → t2 T1 + T2 -0.11524 
92 → 97 t2 → t2 A1 + E + T1 + T2 0.25291 
93 → 96 t2 → t2 A1 + E + T1 + T2 0.25292 
94 → 98 t2 → a1 T2 -0.25447 
94 → 99 t2 → e T1 + T2 0.39762 
94 →100 t2 → e T1 + T2 0.23339 
       
18 3.91 0.6295 
85 → 96 t2 → t2 A1 + E + T1 + T2 -0.10130 
86 → 95 t2 → t2 A1 + E + T1 + T2 -0.10130 
90 → 97 e → t2 T1 + T2 -0.14520 
92 → 95 t2 → t2 A1 + E + T1 + T2 -0.25289 
93 → 98 t2 → a1 T2 0.25446 
93 → 99 t2 → e T1 + T2 0.40089 
93 →100 t2 → e T1 + T2 -0.22763 




Figure C-1. Left: Variation of POV elements oscillating with resonant frequency (3.91 eV). 




Table C-2. Symmetry-adapted selection rules for one- and two-photon allowed transitions 
of 3.91 eV state in Ag10+2 (Td). The irreducible representations of allowed excitations are 











94 → 99 t2 → e T1 + T2 
92 → 97 







+ E + T
1 
+ T2 




78 → 104 e → a1 E 
84 → 110 
86 → 109 
t2 → t2 A1 + E + T1 + T2 
84 → 108 
87 → 109 
t1 → t2 A2 + E + T1 + T2 
 
Figure C-2. Off-diagonal elements corresponding to the entire molecular orbital range in 
Ag10+2 (Td). (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.91 eV state of Ag10+2 (Td) is activated. Areas with strong intensities are 










































































































Figure C-4. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.65 eV state of Ag13+5 (Ih) is activated. Single-particle transitions with 




Figure C-5. Left: Variation of POV (t) elements oscillating with 1, 2, 3, and 4 energy when 




Figure C-6. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 4.18 eV state of Ag13+5 (Ih) is activated. Single-particle transitions with 
strong one-photon absorption and transitions with weaker two-photon absorption are 
highlighted in white rectangles. 
 
Figure C-7. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 4.69 eV state of Ag13+5 (Ih) is activated. Single-particle transitions with 
strong one-photon absorption and transitions with weaker two-photon absorption are 
highlighted in white rectangles. 
 
Figure C-8. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 5.24 eV state of Ag13+5 (Ih) is activated. Single-particle transitions with 
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strong one-photon absorption and transitions with weaker two-photon absorption are 
highlighted in white rectangles. 
 
Figure C-9. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 5.78 eV state of Ag13+5 (Ih) is activated. Single-particle transitions with 
strong one-photon absorption and transitions with weaker two-photon absorption are 
highlighted in white rectangles. 
 
Figure C-10. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.58 eV state of Ag13-1 (Oh) is activated. Single- particle transitions with 




Figure C-11. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.51 eV state (longitudinal) of Ag19-1 (D5h) is activated. Single-particle 
transitions with one- and two-photon absorption (strong) and three-photon absorption 
(weak) are highlighted in white rectangles. 
 
 
Figure C-12. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.76 eV state (longitudinal) of Ag19-1 (D5h) is activated. Single-particle 
transitions with one- and two-photon absorption (strong) and three-photon absorption 
(weak) are highlighted in white rectangles. 
 
Figure C-13. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.99 eV state (transverse) of Ag19-1 (D5h) is activated. Single-particle 
transitions with one- and two-photon absorption (strong) and three-photon absorption 




Figure C-14. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.41 eV state of Ag20 (Td) is activated. Single-particle transitions with 





Table C-3. The molecular orbital transitions responsible for the excited states at 3.27, 3.39, 
and 3.56 eV in Ag55-3 (Ih) cluster, with their weights calculated from LR-TDDFT. Three 
types of transitions that make mutual contributions to the plasmon-like state at 3.27 eV 
were found and are colored in purple (ag→t1u), green (t1u→t1g), and red (gg→t2u). Even 
though these single-particle transitions do not necessarily follow the spherical symmetry 
rules due to the symmetry breaking, they do follow the symmetry rules within the 
icosahedral point group symmetry.  











f = 2.8596 
State 595 
f = 0.1212  
State 663 
f = 0.7961 
505 → 533 -0.12007 513 → 552 -0.1386 505 -> 531 -0.30361 
511 → 528 -0.10055 514 → 554 -0.10616 505 -> 533 -0.13381 
513 → 552 0.15095 515 → 554 -0.12192 513 -> 552 0.31415 
514 → 528 0.10123 521 → 581 -0.16649 513 -> 553 0.1156 
514 → 554 0.1089 522 → 581 0.16526 513 -> 556 -0.11043 
515 → 554 0.13395 523 → 580 0.28998 514 -> 558 0.10282 
521 → 534 -0.10106 524 → 579 0.50878 515 -> 554 0.32922 
523 → 580 0.10573 524 → 580 0.11357   
524 → 541 -0.10554     
524 → 579 0.19186     
   
State 558 
f = 2.8587 
State 595 
f = 0.1207  
State 664 
f = 0.7962 
505 → 531 0.12012 513 → 553 0.13854 505 -> 531 0.13358 
513 → 553 -0.15093 514 → 554 -0.12194 505 -> 533 -0.30365 
514 → 554 0.13388 515 → 554 0.1063 513 -> 552 0.11547 
515 → 554 -0.10892 521 → 581 0.48759 513 -> 553 -0.31408 
516 → 531 -0.11101 522 → 581 0.1645 513 -> 557 0.11029 
520 → 538 -0.10142 523 → 579 -0.32231 514 -> 554 0.32947 
521 → 581 0.17851 523 → 580 0.15237   
523 → 579 -0.1236 524 → 580 -0.15758   
   
State 559 
f = 2.8574 
State 595 
f = 0.1215  
State 665 
f = 0.8003  
505 → 532 0.12566 514 → 552 -0.15934 505 -> 532 0.3314 
514 → 552 0.17012 515 → 553 -0.15956 513 -> 555 -0.10273 
515 → 553 0.17016 521 → 579 -0.20001 514 -> 552 0.32936 
519 → 536 0.11317 521 → 580 -0.11324 514 -> 556 0.11351 
522 → 580 0.1911 522 → 580 0.50766 515 -> 553 0.32906 
523 → 581 0.11475 523 → 581 0.30905 515 -> 557 0.11351 





Figure C-15. Left: Variation of POV (t) elements in Ag55-3 (Ih) corresponding to the single-
particle transitions that are mutually contributing to the 3.27, 3.39, and 3.56 eV states. 






Figure C-16. Variation of selected POV (t) elements and their Fourier transforms POV (), 




Figure C-17. (a) Maximum intensity of POV () and (b) corresponding energy at maximum 
intensity when the 3.27 eV state of Ag55-3 (Ih) is activated. Single-particle transitions with 






Appendix D - Supporting Information for “Ultrafast Nonradiative 
Decay of a Dipolar Plasmon-like State in Naphthalene” 
 
Table D-1. Optimized coordinates of naphthalene at the B3LYP/6-31G(d,p) level of theory 
 
H -1.245080 0.000000 3.377170 
C -0.708340 0.000000 2.433020 
H -2.489500 0.000000 1.242170 
C -1.402480 0.000000 1.244600 
C 1.402480 0.000000 1.244600 
C -0.716870 0.000000 0.000000 
C 0.708340 0.000000 2.433020 
C 0.716870 0.000000 0.000000 
C -1.402480 0.000000 -1.244600 
H 1.245080 0.000000 3.377170 
H 2.489500 0.000000 -1.242170 
H 2.489500 0.000000 1.242170 
C -0.708340 0.000000 -2.433020 
H -2.489500 0.000000 -1.242170 
H -1.245080 0.000000 -3.377170 
C 0.708340 0.000000 -2.433020 
H 1.245080 0.000000 -3.377170 






Table D-2. MO transitions responsible for the  peak,  peak, three p-band peaks and the 
6th excited state for the equilibrium geometry of naphthalene at the B3LYP/6-31G(d,p) 









p-band 1 4.46 278.18 0.0603 
HOMO – 1 → LUMO + 1         0.157 
HOMO → LUMO         0.685 
 peak 4.52   274.27 0.0002 
HOMO – 1 → LUMO         0.505 
HOMO → LUMO + 1        -0.493 
 peak 6.10 203.20 1.2078 
HOMO – 1 → LUMO         0.493 
HOMO → LUMO + 1         0.506 
p-band 2 6.26 197.94 0.1821 
HOMO – 2 → LUMO + 2         0.161 
HOMO – 1 → LUMO + 1         0.673 
HOMO → LUMO        -0.139 
6th Excited 
State  
6.37 194.71 0.0000 
HOMO – 3 → LUMO         0.125 
HOMO – 2 → LUMO + 1         0.498 
HOMO – 1 → LUMO + 2        -0.480 
p-band 3 8.22 150.74 0.4716 
HOMO – 2 → LUMO + 2         0.679 
HOMO – 1 → LUMO + 1        -0.138 











(cm-1) (eV) (cm-1) (eV) 
1 B2u 176.57 0.022 25 B3u 1154.58 0.143 
2 Au 189.61 0.024 26 B2g 1177.30 0.146 
3 B3u 364.09 0.045 27 B1u 1178.05 0.146 
4 B3g 397.05 0.049 28 Ag 1189.20 0.147 
5 B1g 481.18 0.060 29 B1u 1240.97 0.154 
6 B2u 491.96 0.061 30 B2g 1272.80 0.158 
7 B2g 517.83 0.064 31 B3u 1291.69 0.160 
8 Ag 520.51 0.065 32 B1u 1407.82 0.175 
9 Au 633.74 0.079 33 Ag 1415.74 0.176 
10 B1u 634.99 0.079 34 B3u 1424.94 0.177 
11 B3g 734.91 0.091 35 B2g 1501.48 0.186 
12 Ag 776.04 0.096 36 Ag 1502.53 0.186 
13 B1g 784.42 0.097 37 B1u 1562.44 0.194 
14 B2u 803.36 0.100 38 Ag 1628.24 0.202 
15 B3u 807.57 0.100 39 B3u 1655.90 0.205 
16 Au 853.64 0.106 40 B2g 1686.24 0.209 
17 B1g 899.19 0.111 41 B2g 3173.11 0.393 
18 B2g 947.96 0.118 42 B3u 3174.91 0.394 
19 B3g 951.78 0.118 43 B1u 3176.77 0.394 
20 B2u 968.40 0.120 44 Ag 3180.25 0.394 
21 Au 989.08 0.123 45 B2g 3191.63 0.396 
22 B1g 997.04 0.124 46 B3u 3192.82 0.396 
23 B1u 1042.85 0.129 47 B1u 3204.69 0.397 







Figure D-1. Variation of the z-component of the dipole moment for B1u normal modes of 
naphthalene. Green: Average dipole moment during an Ehrenfest dynamics with electrons 
excited along the z direction and black: Born-Oppenheimer molecular dynamics (BOMD) 







Symmetry-adapted selection rules for pure electronic transitions and vibronic transitions191 
The intensity of a transition from state i to state j is given by eq S1 where ?̂? is the transition 
dipole moment operator and 𝜓𝑖 and 𝜓𝑗 are the initial and final electronic wave functions 
respectively. Note that to a first approximation, the total wavefunction Ψ for a molecule can be 
written as a product of an electronic wavefunction 𝜓𝑒, a vibrational wavefunction 𝜓𝑣, and a 
rotational wave function 𝜓𝑟 (Ψ = 𝜓𝑒 ∙ 𝜓𝑣 ∙ 𝜓𝑟). Assuming that the three wavefunctions are 
independent from each other, the wave equation can be simplified into three different equations. 
Under this assumption, for an electronic transition to be allowed, the integral ∫ 𝜓𝑖?̂?𝜓𝑗𝑑𝜏 should 
be nonzero for the initial and final electronic states and the dipole polarization direction x, y or z. 
According to the symmetry-adapted selection rules, this integral will be nonzero if the direct 
product of the point group representations of the initial and final electronic wavefunctions and the 
transition dipole moment operator contains the totally symmetric representation. Since the initial 
electronic state is totally symmetric, the electric dipole transition will be allowed with x, y or z 
polarization if the final state shares the same representation as the x, y or z linear functions, 
respectively. For instance, in the D2h point group, the totally symmetric initial state belongs to the 
Ag representation and the x, y and z linear functions independently belong to the B3u, B2u and B1u 
representations respectively. When the  peak is excited, which belongs to the B1u representation, 
dipole response only along the z axis can be expected from the above selection rules.  
𝐼 ∝ ∫ 𝜓𝑖?̂?𝜓𝑗𝑑𝜏 (𝑆1) 
If the initial and final states account for coupling of the electronic (e) and vibrational (v) 
wavefunctions, the integral would now look like eq S2. Since both the ground electronic and 
vibrational wavefunctions are totally symmetric, the symmetries of both the excited electronic and 








In the case where the electrons are excited along the z axis with excitation of normal mode 
35, the representations of the final electronic and vibrational states can be identified as B1u and B2g 
respectively. The direct product of these representations (B1u  B2g) then gives rise to a B3u 
representation, meaning that the coupling between these electronic and vibrational states yields a 
dipole response along the x cartesian direction. Therefore, activation of the x-component of the 
dipole moment is allowed via vibronic coupling when the B2g vibrational mode is activated along 
with excitation of a B1u electronic state. Likewise, B3g vibrational modes coupled with the B1u 
electronic state can give rise to B2u electronic states that are polarized along the y direction.  
When the electronic and vibrational excited states belong to B1u (in the case of mode 32), 
the direct product representation becomes Ag. However, this totally symmetric excitation is dipole-




Figure D-2. z-component of the dipole moment when mode 32 (B1u) is activated with 




Figure D-3. Total energy conservation during an Ehrenfest molecular dynamics simulation 






Figure D-4. Fourier transform of z-component of the dipole moment when mode 10 (B1u) is 
activated with (a) 0 quanta and (b) 5 quanta (green) compared with the LR-TDDFT stick 
spectrum (pink). The insets show the time variation of the dipole moment.    
 
 
Table D-4. B3LYP/6-31G(d,p) MO transitions responsible for the peaks at 5.96 eV and 6.46 
eV for the most distorted geometry of naphthalene during activation of normal mode 10 
(geometry at 40.0 fs). Note that the transitions with Ag irreducible representation in D2h 
point group symmetry are forbidden, but they become allowed when the structural 
symmetry is lowered to C2v because the transitions with A1 representation are allowed in 











5.96 207.92 0.8781 
HOMO – 2 → LUMO + 1        Ag A1 0.174 
HOMO – 1 → LUMO        B1u A1  -0.452 
HOMO – 1 → LUMO + 2        Ag A1  -0.216 
HOMO → LUMO + 1         B1u A1  0.465 
6.46 192.05 0.3060 
HOMO – 3 → LUMO        Ag A1  -0.135 
HOMO – 2 → LUMO + 1         Ag A1  0.466 
HOMO – 1 → LUMO         B1u A1  0.190 
HOMO – 1 → LUMO + 2        Ag A1  -0.428 





Figure D-5. Variation of dipole moment during an Ehrenfest dynamics with electrons 
excited along the z direction and B2g normal modes of naphthalene are activated with zero 




Figure D-6. Fourier transforms of dipole moment components during an Ehrenfest 
dynamics with electrons excited along the z direction and B2g normal modes of naphthalene 
are activated with zero quanta. Peak positions are compared with the LR-TDDFT 
excitation energy positions. green: z-component; blue: x-component of the dipole moment; 





Appendix E - Supporting Information for “Theoretical Insights into 




Figure E-1. Variation of the applied electric field with time. Frequency of oscillation = 4.25 




Figure E-2. Total energies of optimized structures of possible configurations of O2 on Ag8 
cluster.  
 
Coordinates of O2@Ag8-01 structure  
Ag     -2.05767488    -1.64451301     0.16615035 
Ag      0.40618479     0.93537617    -2.94600773 
Ag      2.71477842    -1.47671688     0.39808580 
Ag      0.13157415     2.28767800     1.47005939 
Ag     -1.14633322     0.86721039    -0.64204210 
Ag      0.39123443    -1.38710928    -1.17220759 
Ag      1.70897174     0.96965933    -0.49207181 
Ag      0.24318846    -0.71326888     1.52197468 
O      0.00000000     0.22350860     3.59331131 




Table E-1. Energy, components of transition electric dipole moment, oscillator strengths, 
MO transitions and their weights for the O2@Ag8 composite. The alpha and beta spin 
orbitals are indicated as  and  respectively; the beta spin orbital transitions are shown in 











X Y Z 
1 3.31 374 1.366 0.571 -0.193 0.1808 83 → 89 0.1939 
83 → 91 0.1564 
84 → 86 0.4191 
84 → 87 -0.2303 
84 → 88 -0.1690 
84 → 89 0.3592 
85 → 88 -0.1068 
85 → 89 -0.1004 
85 → 90 -0.1780 
85 → 91 0.2205 
82 → 85 -0.3417 
82 → 86 0.1366 
82 → 87 -0.4036 
83 → 85 -0.1135 
83 → 86 0.1342 
2 3.73 332 1.528 -1.303 0.889 0.4406 83 → 86 0.1582 
83 → 87 0.1556 
83 → 88 -0.1684 
83 → 89 0.3350 
83 → 90 0.4334 
83 → 91 -0.1319 
84 → 86 0.1491 
84 → 87 0.1205 
84 → 88 0.1012 
84 → 89 -0.1736 
85 → 90 -0.1804 
82 → 85 -0.1732 
82 → 86 -0.1615 
82 → 87 0.1623 
193 
 
82 → 88 -0.3451 
83 → 86 0.1381 
83 → 87 0.3417 
83 → 89 0.1382 
3 3.81 325 2.335 0.165 0.042 0.5121 83 → 87 0.2253 
83 → 90 -0.3015 
84 → 86 0.2001 
84 → 88 0.2230 
84 → 89 -0.2410 
85 → 90 -0.2184 
69 → 84 0.1025 
82 → 85 -0.2069 
82 → 87 0.3078 
82 → 88 0.5058 
83 → 86 0.2953 
83 → 89 0.1335 
4 4.25 292 -0.122 0.550 2.064 0.4765 83 → 89 0.1630 
83 → 93 -0.1252 
84 → 90 -0.3307 
84 → 91 0.1143 
84 → 92 0.1687 
85 → 91 -0.2581 
74 → 84 -0.1456 
78 → 84 -0.1434 
80 → 84 0.2191 
81 → 85 0.2201 
81 → 87 0.2277 
82 → 89 0.4290 
82 → 91 0.1653 
83 → 88 -0.1177 
83 → 90 -0.2026 
5 4.58 271 -0.093 0.952 -0.127 0.1044 82 → 91 0.1186 
83 → 91 -0.1503 
84 → 92 -0.1960 
60 → 84 0.1257 
194 
 
64 → 84 0.3142 
64 → 88 0.1124 
65 → 92 0.1284 
66 → 84 -0.1023 
73 → 84 -0.1301 
74 → 84 -0.1633 
76 → 84 0.1997 
79 → 91 0.1675 
79 → 92 -0.2360 
81 → 85 -0.1121 
82 → 91 0.1390 
82 → 92 -0.2935 
83 → 90 -0.2257 






Figure E-3. Variation of Ag(8)-O(9) distance during Ehrenfest dynamics. The three rows 
represent the maximum field strengths of the applied field (0.01 au, 0.03 au and 0.05 au) 
and the three columns separate the polarization directions of the field (x, y and z). 
Excitation energies are shown with different colors. The horizontal dotted line marks the 







Figure E-4. Variation of Ag(4)-O(10) distance during Ehrenfest dynamics. The three rows 
represent the maximum field strengths of the applied field (0.01 au, 0.03 au and 0.05 au) 
and the three columns separate the polarization directions of the field (x, y and z). 
Excitation energies are shown with different colors. The horizontal dotted line marks the 
desorption limit of Ag-O distance = 2.6 Å considered in this work. 
 
 
 
