Introduction and Main Results
(2) Thus, in particular, lim k!1 C d;k = C d;1 . The two-dimensional capacity is important for certain digital recording applications, and has recently become the focus of increased study.
In this paper we derive various upper and lower bounds on C d;k , and in particular demonstrate the curious result that for every d 1, the two-dimensional capacity equals zero if and only if k = d+1. The two-dimensional capacity has been mentioned previously in the literature, but a concise and complete proof of its existence appears to be lacking. For the sake of completeness we provide such a proof in the Appendix.
While there have been numerous studies of one-dimensional constrained codes, far fewer results have appeared concerning two-dimensional codes. Marcellin and Weber introduced multitrack (d; k)-constrained binary codes in 9] . In an n-track (d; k)-constrained binary code, the d-constraint is required to be satis ed one-dimensionally on each track, but the k-constraint is only required to be satis ed only by the bitwise logical \or" of n consecutive tracks. Orcutt and Marcellin 15] computed capacities of redundant multitrack (d; k)-constrained binary codes, which allow only some xed size subset of the tracks (redundant tracks) to be faulty at every time instant. For the case of d > k, those capacity bounds were derived by Vasic 22] . Erxleben and Marcellin 4] examined error-correcting one-dimensional (d; k)-constrained binary codes for multitrack (d; k)-constrained codes; they constructed multitrack (1; 3)-constrained codes having better rates and better error-correcting capabilities than those previously known. Etzion 5] obtained results on mergings of two-dimensional patterns that satisfy both a (d 1 ; k 1 )-constraint horizontally and a (d 2 ; k 2 )-constraint vertically, and discussed the Hamming distances of such two-dimensional patterns. Weeks and Blahut 23] calculated numerical bounds on the capacity of various two-dimensional non-\run-length" constrained systems and used a Richardson extrapolation to obtain conjectures for tighter bounds.
In contrast to the one-dimensional capacity E d;k , there is little known about the twodimensional capacity C d;k . It was shown by Calkin and Wilf 3] that C 1;1 exists and is bounded as :587891 C 1;1 :588339. Siegel We are con dent that some of the bounds in this paper can be improved upon by future researchers. Our motivations for presenting these bounds are that they are analytically aesthetic, the derivations are interesting, and in most cases no previous bounds were published or known.
The main results of this paper are Theorems 1-8 and Corollaries 1-4, which are stated below. Their proofs are given in Section 2. ; (3) where r = d mod j. 
In 20, 21], Talyansky, Etzion, and Roth provided an encoding algorithm for generating \conservative arrays". As a special case, their algorithm generates two-dimensional binary patterns that do not contain more than k consecutive 0's or 1's, which yields the lower bound C 0;k 1 + 1 (bk=2c + 1) 2 log 2 1 ? (bk=2c + 1) 2 ?(bk=2c?1) : (5) The lower bound in (5) appeared in 19] (in Hebrew) for k 8 and is stronger than the lower bound in (4) for all k 8. The proof technique of Theorem 3, is however, interesting in its own right and may lead to future ideas for improving bounds. 
; (8) where r = d mod s. 
It is interesting to note that the one-dimensional capacity E 0;k is known to converge to one (as k grows) at the rate ( Before giving the formal proof of Theorem 1 we give a brief intuitive description of the proof in order to facilitate an understanding of the rigorous details. The main idea in showing that the capacity C d;k is zero when k = d + 1 is to show that the number of valid patterns in a rectangle grows sub-exponentially as a function of the area of the rectangle. That is, the ratio of the growth exponent to the area of the rectangle tends to zero as the rectangle's area grows without bound. As an example, the capacity is zero if every bit of information stored in a large square requires, for example, an amount of storage space that is linear in the side length of the square, instead of constant in the side length.
Our proof of Theorem 1 rst looks for any occurrence of the pattern 10 d 1 in the plane and then inspects the two corresponding adjacent matrices. First it is shown that these adjacent matrices must equal each other and must be permutation matrices. Then two cases are considered: (a) the adjacent matrices are neither the identity matrix nor the anti-identity matrix; or (b) the adjacent matrices are either the identity matrix or the anti-identity matrix. In case (a) it is shown that the (d; d + 1)-constraint forces the label of all of Z 2 to be completely determined so that there is no freedom for choosing any bits beyond the choice of the permutation matrix. In case (b) it is shown that the bits that appear on any horizontal or vertical line in Z 2 completely determine the rest of the choice of bits in Z 2 , since every occurrence of 10 d 1 or 10 d+1 1 forces the existence of an in nite diagonal or anti-diagonal of width at least d. Hence, each bit of stored information occupies an amount of area in a square that grows linearly, instead of constant, with the length of the side of the square. We conclude that the combined number of patterns that can be stored in a rectangle due to cases (a) and (b) is not enough to achieve positive capacity.
Conversely, to prove that the capacity is nonzero for k d+2, we demonstrate codes that achieve nonzero coding rates. (11), indicated by the third type circle in Figure 3 ; for y = ?r it follows since f(r +1; ?r) = f(r +1; d+1?r) = 1 by Lemma 1. Therefore, since (r) 6 = d+1?r . We will see in the following sections that the limits of the coding rates of certain sequences of binary codes will also establish the lower bounds in Theorems 3{6, as was done in the proof of Theorem 2. 15 
Proof of Theorem 3
We construct (0; k)-constrained binary codes on m n rectangles, whose coding rates approach the lower bound in (4) as n; m ! 1. . Then, for each codeword f t , we replace its bits by 1 (15) for (x; y) (0; t) (mod k+1 (8) 
: f(x,y)=1 :the labels of the grid points bordering these squares might not be determined : the labels of the grid points bordering these squares might not be determined : the labels of the grid points bordering these squares or triangles are determined by the label of y=4
: the labels of the grid points bordering these squares or triangles are determined by the label of y=14 . See Theorem 5.
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