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As the complexity of evolutionary design problems grow, so too must the quality of solutions
scale to that complexity. In this research, we develop a genetic programming system with individ-
uals encoded as tree-based generative representations to address scalability. This system is capable
of multi-objective evaluation using a ranked sum scoring strategy. We examine Hornby’s features
and measures of modularity, reuse and hierarchy in evolutionary design problems. Experiments are
carried out, using the system to generate three-dimensional forms, and analyses of feature charac-
teristics such as modularity, reuse and hierarchy were performed. This work expands on that of
Hornby’s, by examining a new and more difficult problem domain. The results from these exper-
iments show that individuals encoded with those three features performed best overall. It is also
seen, that the measures of complexity conform to the results of Hornby. Moving forward with only
this best performing encoding, the system was applied to the generation of three-dimensional ex-
ternal building architecture. One objective considered was passive solar performance, in which the
system was challenged with generating forms that optimize exposure to the Sun. The results from
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Chapter 1
Introduction
Evolutionary design (ED) is an area of evolutionary computation, in which we apply evolutionary
algorithms to evolve art, designs or other creative solutions. This area is of particular interest when
discussing the evolution of complexity because we are not necessarily seeking an ‘optimal’ solution
when evolving designs or art. We are however searching for unique or innovative results which help
to inspire designers and artists. Typically, it is solutions which have some complexity that we find
interesting. Since the introduction of ED, we have sought after enhancing the scalability of systems
to evolve solutions to problems of greater complexity. While there have been many examples of
human-competitive results created by evolutionary design systems, the quality of swolutions that
can be evolved must be further improved to obtain wider acceptance in academic and industrial
communities.
Before pushing the boundaries of what can be accomplished in evolutionary design, we must
decide on what types of characteristics and attributes enable us to solve these more difficult problems.
We also require metrics for measuring how varying characteristics and attributes in evolutionary
systems enable better solutions to more difficult problems. There is some existing research which tries
to tackle improving upon complexity in evolutionary systems. Hornby argues that modularity, reuse
and hierarchy are characteristics of designs to complex problems and are present in solutions in both
engineering and software development [17]. The attributes which enable these three characteristics,
he argues, are combination, control-flow and abstraction [15]. He develops an evolutionary system
which enables these three attributes and creates metrics which attempt to monitor how each of them
is present in a candidate solution. His findings suggest that the best solutions are found when all
these characteristics are enabled. This is a rich problem area which requires more investigation and
backing through implementation and analysis.
In an effort to achieve the generation of higher quality objects, many researchers are examining
the evolution of grammars, which are then used to create solutions or families of solutions [16, 32].
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Using this technique, the creation of robust phenotypes is made possible through the evolution of
simple genotypes. The use of L-systems, a specialized form of grammar, has also become quite
popular. It is of interest how these grammar systems compare, in both achieving high fitness scores
and enabling better solutions for problems of increased complexity. It is also interesting to consider
what features of the languages help the evolutionary system in obtaining better solutions.
Artificial architecture is a new and emerging area of research which marries the two fields of
artificial intelligence and architectural design. Architects are challenged with the difficult task of
designing entire building structures, which requires the use of computer-aided design software and
many other tools. There is, however, a lack of tools which help with the creative process in their
design phases [45]. Applications could be developed which aid in the creative process by generating
results automatically. This seems like an appropriate problem for an evolutionary design system.
Research exists in the automatic generation of external building architecture [7], though could be
re-examined using the principles and characteristics of complexity to obtain less abstract and more
practical structures.
It is apparent that further research is required in gaining a better understanding of what principles
and characteristics play a role in developing better solutions in ED problems, as well as measuring
the scalability of complexity that they enable. We wish to analyze how varying rules of grammars
and L-systems help to enable better designs and how these principles will affect the generation of
evolutionary designs, such as the generation of external building architectures.
A GP system has been developed, extending the popular ECJ system. The system implements
individuals as tree-based generative representations. These generative representations are modeled
very closely after Hornby’s work. They are similar to L-systems, though they have access to param-
eters, conditionals and iterative bodies. The system is capable of automatically generating three-
dimensional form, meeting evaluation criteria to fill space and examine Sun exposure. Examples of
what can be produced with the developed system are shown in Figures 1.1 and 1.2.
1.1 Goals
There are three major sets of goals to be achieved in this research, all of which are described in
detail here. The first is to examine the performance and validity of generative representations in
evolutionary design problems. The second is to examine a problem in the domain of architectural
design, an area of research that has shown great interest in evolutionary computation. The third
goal is to examine design languages and operators for three-dimensional form generation.
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Figure 1.1: Generated model from Sun exposure experiment (left). Texture and shading applied as
a post-processing effect (right).
Figure 1.2: Generated model from Skyscraper experiment. Textured and shaded (left). 3D print
(right).
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1.1.1 Representation and Complexity in Evolutionary Design
A primary goal is to observe how principles and measures of complexity help to improve the quality
of solutions in evolutionary design problems. A GP system will be developed which encodes indi-
viduals as tree-based generative representations. These generative representations will be based on
Hornby’s work, and we will examine them in a new problem setting, measuring his characteristics
of complexity to determine their affect on the quality of solutions [17]. Comparing factors such
as recursion, iteration, named procedures, parameterization and control-flow in representations will
also be performed.
To justify that the principles and characteristics of complexity play a significant role in evolu-
tionary design, the following will be performed:
• Generative representations, inspired by Hornby, will be implemented and applied in a new
problem setting.
• Characteristics of complexity will be measured and compared to determine how they improve
the quality of solutions, and in what way they contribute improvements.
• Problem and representational constraints will be investigated, to determine their ability in
limiting complexity in design constructs.
1.1.2 Automatic Generation of Architectural Form
The secondary goal is to apply these improved representations to the area of artificial architecture.
We will create a system capable of automatically generating external building architectures through
an evolutionary process, providing bio-inspirational form. This work will further extend Corrado
and Ross’s research [7], to create more feasible three-dimensional architectural designs.
To achieve the creation of an evolutionary design system which automatically generates archi-
tectural form, the following will be considered:
• The development and implementation of a set of evaluation functions for filling space with
three-dimensional form.
• Experimention with external factors, such as light and shadow.
• Comparing the sensibility and feasibility of designs generated by the generative & non-generative
representations.
1.1.3 Design Languages for Form Generation
The third goal is to experiment with various design languages and operators for the generation
of three-dimensional form. Design objects will be generated in an open-space as opposed to a
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voxelized-space to allow for limitless possibilities. These languages will be designed by combining
various low-level operators and experimented on, in conjunction with the generative representations.
Through this research, the following goals related to form generation are to be achieved:
• The creation of single, water-tight, open-space design objects, using an evolutionary system
with generative representations.
• Determining which languages perform well in a three-dimensional design problem.
• Gain some understanding of generated styles and aesthetics, especially pertaining to architec-
tural synthesis.
• The development of a set of scalable design problems.
1.2 Thesis Structure
This thesis is structured a follows. Chapter 2 provides relevant background information, providing
a brief summary of evolutionary computation, genetic programming, multi-objective optimization
and generative grammars. Chapter 3 reviews literature inspirational to this work and relevant to the
fields of evolutionary design, generative representations, complexity, form generation and artificial
architecture. Chapter 4 provides details of the GP system that was designed and developed, and
describes how generative representations were implemented and interpreted for the creation of design
objects. Chapter 5 summarizes the various design languages used to generate form and the methods
used for evaluating design objects.
Chapter 6 and 7 introduce the first set of experiments that attempt to compare generative rep-
resentations and their performance in a simple and difficult design problem. Chapter 8 extends
experimentation, examining design languages and external factors such as lighting in form genera-
tion. Chapter 9 contains a set of miscellaneous experiments that were undertaken.




This chapter introduces the fundamental concepts that drive the proposed system and research.
It provides a brief and general overview on the subjects of evolutionary computation, genetic pro-
gramming, multi-objective optimization, and generative grammars including shape grammars &
L-systems. Readers who are familiar with these subjects can proceed to Chapter 3.
2.1 Evolutionary Computation and Genetic Programming
Evolutionary Computation (EC) is a methodology inspired by Darwinian evolution, wherein a pop-
ulation of individuals is evolved to meet some evaluation criteria, following the principles of natural
selection and survival of the fittest [21, 35]. It is a technique that allows a computer to automatically
solve problems, based on a high-level statement of what needs to be achieved. While there are many
varying techniques in the field of EC, genetic programming (GP) is the focus of this research. GP
differs from other methodologies by treating each individual of the population as its own computer
program, capable of executing within some problem domain. GP is a stochastic process, and does
not guarantee optimal solutions or to completely solve problems. However, it has proven to be a
practical approach for creating acceptable solutions to many complex and time consuming problems.
2.1.1 Evolutionary Algorithm
Genetic Programming [21] and Genetic Algorithms [12] are both classified as evolutionary algorithms.
These algorithms simulate the passing of time as a set of step-by-step events which are called
generations. The process begins by initializing a population of either randomly generated or pre-
existing individuals. Once initialization is complete, the evolutionary phase begins. Individuals are
evaluated at each generation on how well they solve a problem according to some fitness criteria.
Individuals which are deemed more fit are selected for reproduction with other individuals. This
6
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breeding operation creates new individuals with characteristics of their parents, enabling the system
to create combinations of various solutions, searching through the domain of potential solutions.
This process of evaluation and swapping of genetic material repeats for many generations, with
the goal of improving the population’s evaluation score over time. Eventually concluding by some
termination criterion, individuals with the best evaluation scores will surface as potentially practical
solutions to a given problem. An overview of the algorithm is provided in a step-by-step manner in
Figure 2.1 and is discussed in the following sections.
1. Generate a random or seeded initial population of GP trees using available primitives.
2. Evaluate initial population using selected fitness function(s).
3. From 1 to max generations or until another stopping criteria is met, repeat the
following steps:
(a) Select two individuals from population with priority based on individual fitness.
(b) Perform crossover on the couple with probability Pc, producing two children.
(c) Mutate offspring with probability Pm.
(d) Repeat steps (a – c) to create a new population of children.
(e) Replace the old population with the new and evaluate fitness of each individual.
4. Return the best individual or set of individuals found.
Figure 2.1: Overview of GP algorithm.
2.1.2 Individual Representation
Genetic programming works similarly to genetic algorithms and other techniques in EC. One of the
main distinctions of GP is the representation of individuals - sometimes called chromosomes - in
the population. Individuals are themselves executable computer programs, typically represented as
syntax trees of operators and terminals. These trees are taken and executed, typically reading each
node in a depth-first manner. An example of a mathematical function represented as a tree structure
and its evaluation are presented in Figure 2.2. This example individual is composed of mathematical
operators, the variable x and some constant values as the potential operators and terminals. The
set of operators and terminals are unique to each problem and many possibilities and combinations
can exist. They are typically designed by those implementing the GP system to tackle a certain
problem and are often referred to as a GP language.
As problems become more complex, GP can be extended to allow the ability to constrain types on
its operators and parameters. In this way, a parent node will only have children which make sense in
that context. Having the ability to constrain program trees by types allows for better expressiveness
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(5 / cos(x)) * (x + 3)
Figure 2.2: Example GP individual and evaluation.
2.1.3 Initialization
Each GP run begins with an initialization phase to create a population of individuals. Emphasis has
been put into creating efficient and effective initialization strategies [21]. To initialize a population
completely randomly would result in the generation of many similar tree structures and low popula-
tion diversity. An effective initialization method would focus on creating trees of varying structures.
One particularly useful strategy is the half-and-half initialization. In this strategy half of the gener-
ated individuals are created as balanced trees and the other half are created as non-balanced trees.
There are also many other parameters, which control minimum and maximum depths. In this man-
ner the population has a diverse set of tree structures. It is also possible to seed a population with
pre-fabricated individuals.
2.1.4 Evaluation
At the beginning of every generation, each individual in the population is evaluated. The score
that it receives during evaluation is its fitness. The fitness function for each GP system is problem
dependent and needs to be designed as such. The fitness score is a quantitative measure of how
good or bad an individual is at solving a specific problem. Individuals with better fitness scores
have increased probability of being selected at each generation for the creation of new individuals
through reproduction.
CHAPTER 2. BACKGROUND INFORMATION 9
2.1.5 Selection
After all of the individuals in the population have been evaluated, the reproduction process to
create the next generation’s population begins. Two members from the population need to be
selected for reproduction. These two members are called parents. There are various techniques for
selecting parents for cross breeding. To simply pick the overall best individuals at each generation
would result in early convergence of the population to a particular solution. A popular choice is
the tournament selection strategy which randomly selects k individuals from the population and
takes the best two for reproduction [35]. The selection process is repeated for as many times as
reproduction needs to take place.
2.1.6 Reproduction Operators
Reproduction operators exist to generate new combinations of individuals. There are two types of
reproduction operators: crossover and mutation. Crossover takes two individuals in the population
using a selection strategy and creates two new individuals by exchanging sub-trees. Mutation creates
new individuals by selecting a node in the individual’s syntax tree and randomly generates a new




























Figure 2.3: Example of Crossover. Two parents (top) swap sub-trees, creating two children (bottom).















Figure 2.4: Example of Mutation. Node is selected for mutation and a new random sub-tree is
generated.
2.1.7 Elitism
Due to the somewhat destructive nature of the reproduction operators, elitism can be introduced
to help preserve the best individuals in the population during evolution. Elitism helps defend
against losing the best individuals by preserving them in the population throughout the run. This
works by saving the best k individuals at the beginning of a generation, then re-injecting them into
the new population after reproduction operations have been applied. Elitism can also potentially
have negative effects, forcing the population to prematurely converge, causing stagnation of genetic
diversity in the population.
2.1.8 Automatically Defined Functions
Early in its lifespan, it was recognized that GP could benefit from the three-stepped problem solving
process that most humans take when examining complex problems. This solving process involves first
decomposing the problem into sub-problems, then solving these smaller and simpler problems, then
reassembling these smaller solutions into a larger and final solution. Koza presents a mechanism
for performing this task called automatically defined functions (ADF) [22]. ADFs allow genetic
programming to define dynamic sub-routines created from the GP language, which are contained
in sub-trees. These sub-routines are then called from the individual’s main tree. This technique
promotes the reuse of smaller programs and has shown great success.
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2.2 Multi-objective Optimization
Many problems exist that require two or more objectives to be optimized simultaneously in a single
evolutionary run. The simplest method is to aggregate multiple fitness scores together or apply a
weighted-sum of all features in the fitness vector. This adds bias however; and also presents difficul-
ties in choosing appropriate weights. Often these objectives can be conflicting and it sometimes does
not make logical sense in the context of the problem to aggregate objectives together. As opposed
to single-objective optimization problems which generally only require one optimal solution, multi-
objective problems can have many potentially good solutions, which optimize the problem features
in different ways.
Multi-objective systems will often generate entire sets of solutions, where ideal candidate solutions
excel in most or all of the fitness objectives. Sometimes generated solutions are very good in one
feature domain and poor in the others. These candidates are considered outliers and are undesirable.
Extensive research has taken place in multi-objective optimization techniques [6]. Pareto ranking
is a classic optimization technique and is explained below. Summed ranking is an extension of Pareto
ranking and is the strategy used in this research. Table 2.1 presents an example of how a given set
of fitness vectors are transformed into the various ranks systems.
2.2.1 Pareto Ranking
Pareto ranking is a multi-objective ranking strategy which attempts to maximize the performance of
multiple objectives concurrently without combining them into a single fitness [6]. During evaluation,
each individual is assigned a fitness vector comprising of a score for each feature being examined.
Ranking is then performed by examing which individuals are dominated by others. An individual
A dominates B if it is at least equal in all objectives and better in at least one. Let V be a feature
vector who is made up as such:
−→
V = (v1, ..., vn). then the following is true in a maximization
problem
A dominates B iff ∃i : ai > bi ∧ ∀i : ai ≥ bi (2.1)
Pareto ranks are assigned to each individual in passes, where each individual is compared to
all other members of the population. In the first pass, all individuals that are un-dominated are
assigned a rank of 1 and removed from the current working population. The current rank is incre-
mented by one and the following pass is performed on all remaining members of the current working
population, assigning each un-dominated individual the current rank. This process is repeated for
each subsequent pass until all members of the population have been assigned a rank. These ranks
are then used as the fitness score during the evolutionary process.
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2.2.2 Normalized Rank-Sum
Normalized Rank-Sum extends the Pareto ranking strategy, attempting to eliminate outliers often
generated by Pareto and improve its performance in higher dimensionality [1].
It works by first transforming an individual’s feature vector
−→
V = (v1, ..., vn) into a rank vector−→
R = (r1, ..., rn). For each feature vi in an individual’s feature vector, it is ranked against the rest
of the population’s vi and is given a rank ri. A normalized rank ni is then calculated by retrieving















(25, 60, 40) 1 (2, 1, 2) 5 1 1.3 1
(36, 99, 31) 1 (3, 2, 1) 6 2 1.8 2
(42, 60, 84) 2 (4, 1, 3) 8 4 1.9 4
(91, 99, 65) 2 (5, 2, 4) 11 5 2.8 6
(91, 60, 31) 1 (5, 1, 1) 7 3 1.7 3
(13, 99, 92) 1 (1, 2, 5) 8 4 2.2 5
2.3 Generative Grammars
Generative grammars were first introduced by Chomsky as a means for generating and processing
languages in a formal manner, using a set of rules [5]. A grammar can be generalized as containing
an alphabet of symbols and a series of rewrite rules which alter those symbols to create new strings
of symbols. Grammars have proven to be very useful in a wide variety of applications and research
areas. Shape grammars and L-systems are two specialized extensions of the generative grammar
and are explained in further detail here.
2.3.1 Shape Grammars
Proposed by Stiny, shape grammars are a systematic method for creating geometric shapes and
patterns, based on the principles of a generative grammar [42]. A shape grammar is typically
composed of an alphabet of two and three-dimensional shapes, as well as a set of rewriting rules
that perform changes on those shapes. The rewriting rules can be carried out serially or in parallel,
allowing for the exploration of new shapes and designs in an iterative fashion. A formal definition
of a shape grammar is as follows [42]:
A shape grammar SG is a 4-tuple: SG = (HT , HM , R, I) where,
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1. HT is a finite set of shapes.
2. HM is a finite set of shapes such that HT
∗ ∩HM = ∅.
3. R is a finite set of ordered pairs (u, v) such that u is a shape consisting of an element of HT
∗
combined with an element of HM and v is a shape consisting of:
(a) the element of HT
∗ contained in u or
(b) the element of HT
∗ contained in u combined with an element of HM or
(c) the element of HT
∗ contained in u combined with an additional element of HT ∗ and an
element of HM .
4. I is the initial shape consisting of elements of HT
∗ and HM .
Figure 2.5 provides a simple example of the shape exploration process, showing a derivation
tree with a depth of two. Beginning with the initial shape, each potential rewrite rule is applied
to generate a new branch of the derivation tree. Designs generated by a system will belong to the
same language, therefore looking similar in some manner. If one were to treat shape exploration as
a search problem, then a shape grammar will limit that search space by only allowing the generation
of new objects within the constraints of the grammar system. In this way, shape grammars are used




Figure 2.5: Example of shape grammar derivation tree.
The use of shape grammars has become quite popular in the field of computation and computer-
aided architectural design. This is due to the fact that grammars are formal languages which can be
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represented, constructed and executed on a computer. As a formal method for representing designs,
they have gained ground in evolutionary computation and evolutionary design in both two and three-
dimensional problem settings. By automatically evolving grammars with genetic programming or
other evolutionary techniques, designers are able to develop new, inventive and inspirational designs
for design problems.
2.3.2 L-systems
The Lindenmayer system (L-system) is another variant of the formal grammar which was introduced
to model the biological development of multicellular organisms [23]. The distinguishing feature of
the L-system lies in the application of rules. Beginning with the initial state, each rule that can be
applied is carried out in parallel in a left-to-right fashion. This process results in the creation of
only one new object at each rewrite depth. The resulting language is in fact simply a subset of the
language a formal grammar would generate. This allows for a much more manageable result set,












The parametric L-system (PL-system) further extends the L-system [24]. It allows for the passing of
parameters during rewrite calls, algebraic expressions can be applied to parameters and conditionals
can determine branching of rewrite rules. A single production rule now consists of three parts: the
predecessor, the condition and the successor. The predecessor is only rewritten to the successor if
the condition passes. For example, the following PL-system:
a(x): (x > 3) → a(x/2)b(2)
a(x): (x ≤ 3) → a(x+1)
b(x): (x > 1) → a(0)b(x-2)
b(x): (x ≤ 1) → b(x+1)
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This chapter provides a review of the fields of research relevant to this thesis. It contains a brief
overview of evolutionary design, in-depth analysis of Hornby’s generative representations and mea-
sures of complexity, and a look at what is being done in the fields of three-dimensional shape
evolution and artificial architecture.
3.1 Evolutionary Design
Evolutionary computation has been applied to many fascinating problems in the field of art and
design, creating a relatively new and intriguing area of research called evolutionary design. In fact,
it is currently an active area of research [20], with entire textbooks devoted to the subject [8, 36].
There have been many novel applications of evolutionary algorithms which highlight its power
in creating solutions for a wide variety of design problems. Among these applications include the
ability to track a criminal suspect through Face-Space [4], or the automatic generation of music [28].
In this section, we will examine what is current in the field of evolutionary design.
Sims is among the first people to examine evolution for computer graphics, creating populations
of images based on evolved expressions [39]. This helped to pave the way for all sorts of artistic
applications. Later, he worked on a system that evolved autonomous three-dimensional virtual crea-
tures [40]. There are a number of compelling examples of evolved two-dimensional images, including
images generated from assemblages of three-dimensional objects [27]. Evolutionary algorithms have
since been applied to the generation of abstract and three-dimensional form for both applications in
design and art.
The use of generative grammars in evolutionary design systems has garnered some popularity.
Shape grammars present opportunities to aid in design processes and early design support systems,
specifically in spatial arrangements and limiting design space to speed up the process of route
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selection through problem space [41]. O’Neil examines the use of shape grammars with grammatical
evolution to rediscover two-dimensional target structures, and evolve logo designs [31, 32]. Jacob
combines genetic programming with L-systems for the evolution of artificial flowers, generating
realistic results [19]. Bergen improves on the combination of GP with L-systems to automatically
generate three-dimensional structures with features of aesthetics [2].
Here, we examined just a small subset of the work being done in this field. There is still a vast
amount of research and exploration to be done.
3.2 Generative Representations and their Performance Met-
rics
In most genetic programming systems, a population of individuals are represented as syntax trees.
These syntax trees are parsed and applied directly towards solving a problem, where some fitness
criteria is measured. There is a concern with this method however, that it does not scale well to
problems of growing complexity.
Generative representations are a different approach to the encoding of individuals in genetic
programming [16]. In this technique, syntax trees create some form of grammar which is then
parsed to generate the solution. In Hornby’s work, the generative representations are encoded as
L-systems, which allow for abstraction, control flow and combination.
In subsequent research, Hornby measures the characteristics of modularity, reuse and hierarchy
in his representations to contrast how they relate to fitness scores [17]. Here, modularity refers to
the grouping of elements so that they can be manipulated as a unit. Reuse is a repetition or reuse
of elements in a design. Hierarchy refers to the amount of layers of modules and elements in a
structured design.
Representations are created with these various features enabled and disabled on a table design
problem. In these experiments, interesting results are discovered which are worth noting here,
due to the relevance in this work. First and foremost, he discovers that generative representations
outperform non-generative representations in this problem domain. Furthermore he finds that higher
fitness is achieved in representations with more features of modularity, reuse and hierarchy enabled.
Five sets of experiments were performed, which compared different representations, enabling the
varying principles: modularity (M), reuse (R), hierarchy (H). These five sets were MRH, MH, MR,
M and none. It was shown that MRH outdid the others and that the system with none enabled
performed the worst overall. MR and MH obtained relatively the same fitness scores and both
outperformed the representation with just M enabled.
In his trials, he examines the performance of systems on varying sizes of the table design problem
(10x10x10, 20x20x20, 50x50x50). In each of these experiments, the generative representation with
CHAPTER 3. LITERATURE REVIEW 18
the principles of MRH enabled outperforms all others. What is important to note is that the amount
by which it outperforms the non-generative representation grows for each larger problem size. This
shows that the generative representation enables scalability for solving larger problems. Finally he
shows the relevance of the metrics of complexity in scatter diagrams, which compare fitness to each
of the measures of modularity, reuse and hierarchy. It can be generalized that fitness is shown to be
better in representations where each of these characteristics are more present. Also, solutions that
have higher scores in each of these metrics tend to have better average fitness. As this technique is
showing great promise, we wish to further prove its worth.
In the pursuit of developing high quality solutions to complex problems using evolutionary sys-
tems, one must consider which characteristics and attributes enable the system to achieve these
solutions. Of course, it is difficult to determine which characteristics enable better solutions, with-
out measuring and understanding how these characteristics improve the solution. Therefore, it
is important in this research to determine metrics for examining how these characteristics aid in
creating more scalable evolutionary systems.
As mentioned in the problem statement, generative representations with the characteristics of
modularity, reuse and hierarchy have been shown to generate better solutions for complicated prob-
lems in Hornby’s work [18]. To gain some perspective on how these three characteristics play a
role in allowing evolutionary design systems to perform better in more complex problem domains,
metrics were created that examine individuals in both genotype and phenotypic form. A number
of metrics used in Hornby’s research are listed below in Table 3.1, some of which will be examined
when developing a system which generates external building architecture.
3.3 Artificial Architecture
Artificial architecture, synonymous with algorithmic design and algorithmic architecture, is the
application of artificial intelligence to architectural design. Architects have been using computers to
aid them with their designs for many years. Computers can automate well defined and preconceived
processes. Terzidis claims that there is a lack of software which attempts to explore the processes
which we can’t quite put our fingers on [44]. This is an active area of research amongst architects,
who have become increasingly interested in the power of evolutionary computation for its ability
to explore creative designs [45]. A call for systems which aid in the creative design process for
generating structural form has been made [45], to alleviate problems such as design fixation, by
providing a range of inspirational models.
While there are some general rules and ideals, there is no exact science for determining which
architectural forms will be pleasing to people [38]. Artificial architecture is a method through which
we attempt to generate space and form through rule-based logic [44]. There are many goals and
evaluation methods to consider when developing architectural form. An example of such a goal
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Table 3.1: Measures of complexity.
Measure Description
Modularity The number of times a structural module is contained in a design.
Reuse The average number of times elements are used to create a design.
Hierarchy The number of layered modules in a design.
Algorithmic Information Content The algorithmic information content of a string is the length of
the shortest program which can reproduce that string.
Design Size The opposite of the algorithmic information content, it is the size
of what is produced by the design program.
Logical Depth The number of symbols processed in converting the genotype to
the phenotype.
Sophistication The number of control symbols produced (loops, conditional state-
ments, procedure calls).
Number of Build Symbols A count of the non-control symbols.
Grammar Size The number of production rules generated in the design.
Connectivity The maximum number of edges that can be eliminated, before the
graph is split into two parts.
Number of Branches A count of nodes that have two or more children.
Height The height of the generated tree.
is to maximize the amount of natural light that hits a form. Watanabe tackled this in his Sun
God City project, which built form through rule-based logic [46]. Algorithmic techniques are also
an important aspect of this problem space. Terzidis examines methods for generating architecture
through algorithmic means, proposing various strategies for form generation [44].
Work has been performed on the procedural synthesis of architectures, using only generative
grammars. Shape grammars have been used in creating plans for whole cities [13, 34], procedurally
modelling a cityscape in 3D, including buildings, roads and plant life. They have also been used to
procedurally model and generate buildings [30], including structurally-sound masonry buildings [47].
Systems have also been created which allow for interactive editing of grammars for the generation
of architecture [25]. The drawback of generative grammars is that they must all be handcrafted on
a problem by problem basis.
The specific area of research we are interested in is the application of evolutionary design systems
for architectural problems. Creating tools powered by these techniques would enable the automatic
generation of a variety of styles and novel designs. GENR8 is a design tool, developed using a
grammatical evolutionary for the generation of organic surface [33, 14]. The evolution of the system
is guided by target points and user interactivity. Frazer evolves building envelopes and towers using
mathematical functions to generate form [10, 11].
O’Neill et al. have applied genetic programming with shape grammars to the creation of three-
dimensional shelters [32]. A novel method for automatically evolving three-dimensional building
topologies has been developed [7]. Here they use genetic programming to evolve shape grammars,
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which in turn render building architectures. These shape grammars are then interpreted by a
commercial application called City Engine.
Through cooperation of algorithmic techniques and the human mind, we should be able to achieve
higher quality solutions to complex design problems. The field of artificial architecture is beginning
to redefine architectural practice [37].
Chapter 4
System Details
This chapter contains in-depth details of the system that was developed for use in this research. It
describes all of the implementation details concerning the genetic programming system and gener-
ative representation encodings. It provides diagrams and examples of how a GP-tree is represented
and how it is transformed into a design encoding.
4.1 Overview
To achieve the goals presented in Chapter 1, a system was designed and developed with the following
objectives in mind:
• GP individuals are required to be encoded as generative or non-generative representations.
• Complexity metrics must be implemented and calculated at run time.
• The system will be focused on the automatic generation of diverse and novel three-dimensional
models.
• The system must work with various design languages and operators.
• The evaluation system should allow for multi-objective problems and interchangeable fitness
functions.
• Parameters and constraints must be easy to input and alter.
The problem was tackled by developing a genetic programming system which extends ECJ, allow-
ing for generative representations and the requirements listed above. ECJ is a flexible GP package
developed using Java [26]. The system also implements the JNetic framework [3], an interactive
UI which displays design artifacts during the evolutionary process and provides tools for the selec-
tion and loading of experimental parameters. Genetic programming was selected as the appropriate
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methodology as it is well suited for the creation of grammars due to its tree-like nature. An extensive
amount of effort was placed into extending those systems to allow for the encoding of generative
representations as a tree structure. Furthermore, the implementation of complexity metrics and a
module for decoding representations into design encodings was carried out as well. The final product
is a flexible system that meets all of the goals outlined above.
4.2 System Execution
The series of steps taken during the execution of the system are overviewed in Figure 4.1. The
execution of the evolutionary run begins by allowing the user to select parameters from a UI, or
by loading them from a parameter file. These include generational algorithm parameters, such as
population size, maximum generations, reproduction options, etc.. The selection of a generative
representation is then required to use as an encoding. This encoding is enforced by the GP language
which is loaded from a function set file. The user must then select a design language composed of
operators which are used to build the design objects at run-time. Finally, the user selects one-to-
































Figure 4.1: System Execution.
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Once all parameters and languages are selected, the evolutionary process is kicked off by generat-
ing a randomly created initial population. The generational process then takes place, repeating six
main steps. The first step transforms each GP individual from their tree encoding into a generative
grammar. The generative grammar is then parsed, creating a design encoding. Each individual then
generates a three-dimensional design object from their design encoding. Fitness calculations and
complexity measures take place on the design objects and grammars. Once fitness is calculated, the
system decides if the evolutionary process is complete. If not complete, reproduction operators are
applied, creating a new population of individuals. This process is repeated for each generation.
When the number of generations has reached the limit, the evolutionary process comes to an
end. The final population of design objects are output as individual Wavefront .obj, text & image
files. Statistics pertaining to evolutionary performance and complexity measures are also created in
Excel format for experimental analysis.
4.2.1 Diversity
The creation of diverse population sets is extremely important in the domain of evolutionary design.
To enforce this, a diversity strategy created by Flack was implemented to penalize potential duplicate
individuals [9]. The strategy works by examining the fitness vector of each individual per generation.
If two individuals are evaluated to the same fitness scores, they are deemed to be clones of one
another and one individual is given a penalty score. It is important to note that it is possible that
two individuals could potentially differ as individuals but achieve the same fitness scores. This fact
is disregarded when using this strategy, as it is an uncommon event in this problem domain.
4.3 Generative Representations
In a typical GP system, each individual of the population is generated as the solution, which is then
directly applied to a problem. When using generative representations, each individual is created as
a grammar which in turn is used to generate a design encoding. In this manner, individuals are
enabled to achieve higher forms of complexity through attributes such as abstraction, modularity,
and control-flow.
Table 4.1 maintains a list of all the parameters associated with generative representations in this
system. Five encodings are implemented in this system with various combinations of modularity,
reuse and hierarchy enabled. These representations are:
Simple: No features are enabled in this representation. It contains only one procedure, whose
condition always evaluates to true. The RHS of that procedure is limited to the DesignProcedure-
Limit. This representation is similar to the classical GP encoding.
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Modular: In this encoding, procedures and procedure calling are allowed. Only the first proce-
dure, A(), is allowed to execute any other procedure. The ProcAmount parameter determines how
many procedures will be created and the ProcConditionAmount is limited to one.
Modular-Reuse: This representation enables repetitions as well as procedures. It enforces all
of the constraints of the Modular encoding, though ProcConditionAmount can be set to more than
one. RepMin and RepMax must also be set and allow for constraining the repetitions amounts.
Modular-Hierarchical: Hierarchy is enabled by allowing procedures to call one another, creat-
ing a stack of procedure calls. Here, each procedure is limited by ProcMaxUse, enforcing a maximum
on the amount of times a procedure may be called.
Modular-Reuse-Hierarchical: This encoding enables all of the features. It allows for multiple
procedures, procedures to call any other procedures and the use of repetitions. RewriteMin and
RewriteMax determine the minimum and maximum rewrite depths allowed be each system.
Table 4.1: Generative Representation Parameters
Parameter Description
Encoding
Encoding The encoding to be used.
Options include Simple, M, MR, MH & MRH.
Re-write Procedures
ProcAmount The amount of procedures that will be created.
ProcArity The amount of arguments that will be contained in each procedure.
ProcConditionAmount The amount of Condition-Pairs per procedure.
ProcMaxUse The maximum amount of times a procedure may be called.
Language Symbols
SymbolArity The amount of arguments in a symbol call.
ERC Limitations
RewriteMin The minimum rewrite depth.
RewriteMax The maximum rewrite depth
RepMin The minimum repetition amount.
RepMax The maximum repetition amount.
ConstantMin The minimum constant integer value.
ConstantMax The maximum constant integer value.
String Limitations
EncodingLimit A string size limit on the encoding.
RHSLimit The string size limit on a RHS of a production rule.
DesignProcedureLimit The string size limit of the entire design procedure.
(Symbols exceeding the length are cropped.)
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4.4 GP Language
The GP Language in this system is created to enable the selection of either a non-generative or one
of the four generative representations. It is a strongly-typed language, enforcing each individual to
maintain a particular structure. Table 4.2 contains descriptions for each of the types in the system
and its general hierarchy. The types used by the system include: root, procedure, list, character and
integer types. The root type is required as the parent node for each GP-tree, enforcing structure.
The procedure types are used to generate and maintain production rules. List, character and integer
types are used in the creation of design strings.
Table 4.2: GP types used in the language
Representation Description
Atomic Types
Root Parent node that maintains the structure of the GP tree.
P A rewrite procedure of the generative system.
L A list of characters.
C A single character.
I An integer type.
Subtypes of P
Prule A production rule.
Pcond A Condition-Pair.
Subtypes of L
Llist A list containing a series of symbols and procedures.
LRHS The right hand side of a production rule.
Larg An argument of a procedure or symbol call.
Subtypes of C
Cproc An upper-case character representing a procedure.
Csymbol A character representing a design symbol.
Cparam A lower-case character representing a parameter.
Subtypes of I
Irewrite Representation of the amount of times the system will be re-written.
Ireps This type determines how many times a repetition block will occur.
Ival An integer containing some ERC value.
Table 4.3 references the function set that the GP system has access to when creating individuals.
Each tree is created with a root node called GenRep, that maintains nodes which determine the
rewrite depth, starting string parameter values and one-to-many production rules. There are two
variants of the production rule type: CondRule & SimpleRule. The simple rule has no condition
and the RHS of the rule always fires. The conditional rule has one-to-many CondPair nodes. Each
condition-pair node maintains a parameter to examine and a constant to compare it to, to determine
if the procedure will be rewritten to the RHS.
The RHS node is the body of the rewrite rule. It fathers three list nodes to aid in the speedy
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creation of longer strings. Here, many list functions are used, including procedure calls, symbol
calls, list branching, push-pops, repetition and mathematical operators. Functions for the creation
of integer and character terminals are also implemented. Figure 4.2 provides an example of the
general layout of a single GP individual. Nodes containing an asterisk would contain more details
but are omitted due to space.
Generative 
Representation





Push Pop Procedure CallRepetition
Symbol







Integer Value ParameterArgument ValueParameter
Figure 4.2: Generative GP tree representation.
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Table 4.3: Function set for the GP Language
Returns Function Description
Root GenRep(Irewrite, Ival, Prule) Returns a complete generative encoding,
where the number of Ival is the ProcedureAr-
ity and the number of Prule is the Proce-
dureAmount.
Prule CondRule(Pcond) A production rule, containing one-to-many
condition-production pairs where the amount
is determined by ProcedureConditionAmount.
Prule SimpleRule(LRHS) A simple rule that contains no condition, only
a RHS.
Pcond CondPair(Cparam, Ival, LRHS) A single condition-pair containing a parame-
ter, integer value and RHS.
LRHS rhs(Llist, Llist, Llist) RHS of a production rule.
Llist ProcCall(Cproc, Larg) A procedure call that contains arguments,
where the number of arguments is the Pro-
cedureArity.
Llist SymbolCall(Csymbol, Larg) A symbol call that contains arguments, where
the number of arguments is the SymbolArity.
Llist ListBranch(Llist, Llist) A list composed of two other lists, allowing
branching.
Llist PushPop(Llist ) A list wrapped by [ and ].
Llist Repetition(Llist, Ireps ) A list wrapped by ‘{’ and ‘}(Ireps)’.
Llist ListStopper( ) Returns an empty list, to stop infinite tree
growth in a Simple encoding.
Larg ArgumentValue( ) Returns an integer value between Constant-
Min and ConstantMax.
Larg ArgumentString( ) Returns a parameter symbol as an argument.
Larg Math(Ival, Cparameter) Returns some mathematical operation on a
parameter and value.
Larg Math2(Cparam, Cparam) Returns some mathematical operation on two
parameters.
Ival intTerminal( ) An integer ERC within the range of Constant-
Min and ConstantMax.
Ireps repTerminal( ) An integer ERC within the range of RepMin
and RepMax.
Irewrite rewriteTerminal( ) An integer ERC within the range of
RewriteMin and RewriteMax.
Cproc procedure( ) A single procedure character ERC.
Cparam parameter( ) A parameter character ERC.
Csymbol symbol( ) A design symbol character ERC.
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4.5 Example of Representation Transformation
An example of an MRH encoded GP-tree with sample values is shown in Figure 4.3. A walkthrough
of the transformation from GP-tree to design object is presented here. In this very simplified example
the ProcAmount is set to 1, ProcArity to 2, ProcConditionAmount to 1, and SymbolArity to 1.
The transformation begins by examining the children of the Generative Representation node
who are not production rules. The rewrite amount is determined from the ERC value and the
starting string is constructed by the integer value nodes. The starting string will always call the first
production rule A(), where the amount of arguments is set by the ProcArity. The starting string
and rewrite depth from this example are interpreted as follows:
Starting string: A(1,3)
Rewrite depth: 3
Next, the production rules are determined:
A → b > 4: rt(1) [ ] A(3,a)
A → b > 1: {ex(a)}(2) [ ] A(b,4+a)
Once the generative system has been created, it is rewritten as follows:
Starting string: A(1,3)
Rewrite 1: {ex(1)}(2) [ ] A(3,5)
Rewrite 2: {ex(1)}(2) [ ] rt(1) A(3,3)
Rewrite 3: {ex(2)}(2) [ ] rt(1) {ex(3)}(2) [ ] A(b,4+a)
Design encoding: ex(2)ex(2) rt(1) ex(3)ex(3)
The design encoding is then taken and executed to generate a three-dimensional model. In this
context, ex() refers to extruding along the active face and rt() changes the active face to the current
face’s right neighbour. Figure 4.4 displays the generated model.




































































Figure 4.3: Sample GP-tree individual, using the MRH representation.
Figure 4.4: Model generated from walkthrough.
Chapter 5
Design Languages and Evaluation
This chapter contains an overview of the design models to be evolved and their properties. It provides
information of the various design languages and operators that were implemented for the synthesis
of design models. It also shares details on the fitness functions used to evaluate these models.
5.1 Overview of Generated Artifacts
The goal of this research is to utilize an evolutionary system for the automatic generation of three-
dimensional design artifacts. We wish for the creation of diverse sets of architectural form, which
are compelling, novel and inspirational. The creation of these models will be directed by both the
design languages that are available to the system and the types of fitness functions that will guide
the evolution of those models.
The architectural designs generated by the system will be both fully connected and watertight.
A fully connected model is one that does not have any disjoint components. Watertight is a term
used to describe if a model is suitable for 3D printing. This means that there are no holes or missing
faces which expose the interior of the model. These two properties enforce that the model has some
structural integrity and will allow for the models to be rendered with a 3D printer. An example of
a building envelope generated by the system is shown in Figure 5.1.
Typically, the generation of three-dimensional form in evolutionary design is done using either
only surface-based techniques or in a voxelized space. In this research, we wish to generate free
form, voluminous models, with minimal constraints. The benefits of using polygonal form include
being able to evolve more novel artifacts with many unique surface-normals, removing the need for
post-processing steps which can bias the emerging design process.
Examining a non-voxelized space presents a series of extra difficulties. A lack of strict boundaries
means that a system can evolve an artifact which is extremely large, complex and time consuming
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Figure 5.1: Sample design model. A colour gradient is overlaid to present depth.
to generate and evaluate. Another issue is that the evolved design models can generate embedded
structures. This can potentially create non-visible geometry within the design needlessly. The most
difficult challenge is the drastic increase in the size of the search space.
5.2 Design Languages
The dedication of the GP language for the creation of generative representations forces design
operators to be separated into their own design languages, which the representations receive access
to.
The developed evolutionary system in this research allows for the creation and alteration of
various design languages. These design languages are composed of low-level operators, which interact
with and alter the design models. Table 5.1 contains descriptions of these design operators. They
are important to the system as they are what generate and alter the design models, guiding the
models towards certain families of design styles.
The ability to easily create new design operators and languages within the system allows for
more potential opportunities and designs. Only a small number of languages were created for this
research and are outlined below, though the system is capable of many possibilities. The use of
different design languages will result in the creation of differing sets and styles of artifacts.
Design languages are composed of a seed object and a set of design operators. The seed object
is the starting geometry with which the system can begin to alter. The design operators are what
are applied to the artifact to refactor its form.
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Table 5.1: Design Operators
Operator Description
Extrude Extrudes the currently active face along its normal.
Left Changes the currently active face to its neighbour on the left.
Right Changes the currently active face to its neighbour on the right.
Up Changes the currently active face to the neighbour above it.
Down Changes the currently active face to the neighbour below it.
RotateCW Rotates the currently active face clockwise.
RotateCCW Rotates the currently active face counterclockwise.
Grow Scales the currently active face larger.
Shrink Scales the currently active face smaller.
Subdivide Subdivides the current face into a set of smaller faces.
5.2.1 Growth Language
The growth language is the simplest language created for experimentation. It is based on a LOGO-
style turtle drawing system, with extensions for rotation and scaling. This language is made up of
the extrude, change-face, rotate and scale operators.
In this language, operators don’t have parameters, they all have default argument values. Every
call to the extrude operator is set to extrude one unit, rotates are set to ten degrees, and scales are
set to ten percent of the current size.
5.2.2 P-Cuboid Language
The parametric-cuboid language allows access to parameter passing for the design operators. It
is made up of the extrude and change-face operators. Parameters are generated using ephemeral
random constants and are passed to those parameters. This language is able to grow the design by
appending cuboid-like structures of various sizes to the current design.
5.2.3 P-Growth Language
This language extends the growth language, using the same operators set, but allowing for parameters
to be passed to the design operators. It is similar to the growth language, but is unrestricted by
parameters, allowing it to grow faster and in more unique manners.
5.3 Evaluation Functions
The system was designed and developed to allow for one-to-many fitness objectives, using the
summed ranks technique for evaluation. Fitness functions can be selected and combined to guide
the evolution in creating new types of design models.
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Fitness functions were developed to lead in the creation of architectural form. Among these
include form filling which guides the form to fill in towards a set of targets, and form repulsion
which performs the opposite. Sun exposure, which guides form to expose itself towards or away
from the influence of the sun. A small number of standard evaluation methods for models were
implemented as well, including surface area and polygon count.
5.3.1 Form Filling
The form filling fitness function was designed to guide the generation of design model towards some
rough form. Form filling works by inputting a set of three-dimensional targets into the system and
having the generated geometry attempt to fill towards those targets.
The use of form filling is important, as it is likely the system would only generate very simple
models - single cubes for example - to achieve the goals of other evaluation functions. It is meant to
be paired with other evaluation functions, to generate some targeted form with aspects of the other
functions.
The technique works by calculating distances between each polygon within the model and the
targets. The algorithm matches each polygon to its closest target, adding the distance between the
target and the polygon’s furthest vertex to that targets score. As evolution progresses, each polygon
is drawn in towards it closest target. This results in a set of faces which rougly approximate a set
of targets. Pseudocode for the algorithm is presented in Figure 5.2.
1. Receive the list of Targets: T , for the current problem. Each member of T maintains
three variables totalDistance, amount and closestDistance.
2. For each face in the design model:
(a) For i = 1 to amount of T :
i. Let distances[i] be the distance between T [i] and face. Distance is calcu-
lated as the distance between T [i] and the furthest vertex of the face.
ii. Set T [i].closestDistance to the closest distance found so far for that target.
(b) Let x = i where, distances[i] is the smallest value in distances.
(c) Increment T [x].amount by 1 for that target.
(d) Increment T [x].totalDistance by distances[x].
3. For each t in T , perform the following:
(a) if t.amount = 0: t.totalDistance = t.closestDistance and t.amount = 1.
(b) Increment fitness by t.totalDistance/t.amount.
4. Return the fitness value.
Figure 5.2: Pseudocode from the form filling fitness function.
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5.3.2 Form Repulsion
Form repulsion is the opposite of the form filling function. It receives a set of three-dimensional
targets and attempts to repel the form away. Form filling can be used to deter a form from either
growing too large in some direction, or from filling in space between two form filling targets.
The technique works almost exactly the same to that of the form filling function. The main
difference is in the way it calculates the distance between a target and a polygon. Instead of
measuring the distance between the target and the furthest vertex, it measures the distance between
the target and the closest point of the polygon. It then attempts to maximize those distances.
5.3.3 Sun Exposure
The Sun exposure fitness function attempts to examine an important factor in architectural prob-
lems, interaction with the Sun. It roughly calculates the amount of Sun exposure the design model
is receiving. Figure 5.3 displays an example of this, where various faces receive different amounts
of light intensity depending on their angular distance from the sun and whether they lie in shadow.
Back-facing polygons in this example are not receiving any sunlight.
Figure 5.3: Design model affected by the Sun.
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The sun exposure technique calculates a rough estimate of light intensity that the design model
receives. Every polygon in the model is divided into a set of N by N points which are then examined.
Taking this smaller set of samples helps to reduce execution times. Each point is checked to see if
it is obscured by another model or itself, if not, its intensity score is taken into account. Figure 5.4
shares pseudocode associated with the sun exposure fitness function.
This objective can be calculated using one-to-many sun vectors, which allows the sun exposure
to be averaged over a day. It can also be minimized or maximized, in the case of summer or winter.
Finally, external objects can be added to cast shadows onto the design model.
1. Receive a vector: Sun, for the current problem.
2. Let N be the amount of subdivisions per face.
3. For each face in the design model:
(a) Let surfaceIntensity = 0.
(b) Determine the angle between face.normal and Sun.
(c) If angle ≤ 0: Continue to the next face.
(d) Let intensity = angle ∗ face.SurfaceArea/N2.
(e) Create a set subDivision of N by N points, distributed evenly over the face.
(f) For each SD in subDivision:
i. Create a Ray starting at SD in the direction of Sun.
ii. Cast the Ray and determine if it intersects any other face in the design
model.
iii. If the ray is not blocked: surfaceIntensity+ = intensity.
(g) fitness+ = surfaceIntensity
4. Return the fitness value.
Figure 5.4: Pseudocode from the sun exposure fitness function.
5.3.4 Surface Area
This function returns the total surface area of the design model being examined. It can either
attempt to be minimized or maximized, which results in smaller and larger polygons.
5.3.5 Polygon Count
The polygon count fitness function is quite simple in that it returns the number of polygons in the
model. This is an effective strategy for attempting to minimize the size and geometrical complexity




This chapter contains an overview of the first set of experiments carried out. These experiments
are meant to validate that the developed system is able to encode generative representations and
ensure that it is able to generate design structures. The first problem examined was developed to
be a simple design problem, that each representation could potentially do well in.
All experiments in this research were executed on a computing cluster in the computer science
department at Brock University. The cluster is composed of three sets of resources. The first set of
resources are AMD Phemom II 1090T (3.2GHz Six-core) with 8GB of DDR3 RAM. The second set
are Intel Core i7-920 (2.66GHz Quad-core) with 12GB of DDR3 RAM. The final set is made up of
Intel Core i5-2500 (3.3GHz Quad-core) with 4GB of RAM.
6.1 Experimental Settings
The goal of this set of experiments is to investigate the use of generative representations in a
new problem area, with focus on examining their performance in comparison to one another, and
inspecting the models they generate from a subjective, aesthetic perspective. The five representations
that are to be examined are Simple (S), Modular (M), Modular-Reuse (MR), Modular-Hierarchical
(MH) and Modular-Reuse-Hierarchical (MRH). These are based on Hornby’s representations used
on a voxel-based table design problem [17].
Experimentation will be performed on a simple space-filling problem outlined below. This will
determine if any of the representations clearly outperforms the others on a simple problem. It will
also determine if the space-filling evaluation strategy is valid for generating forms that resembles the
target point set, as well as if the system is able to generate diversity in its solutions. It will be done in
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both single and multi-objective settings, to further explore diversity in design solutions and to derive
any early comparisons on performance in multi-objective problems. Table 6.1 presents a summary
of baseline parameters used for all experiments in this research. Many of these parameters were
determined to be effective in preliminary experiments. The simplest design language was selected
as a means to attempt to level the playing field amongst the representations.
Table 6.1: Baseline GP And Encoding Parameters.
Parameter Value GR Parameter Value
Generations 3000 Procedure Amount 7
Population Size 100 Procedure Arity 2
Crossover Rate 90% Condition Pairs 2
Tournament Size 4 Design Language Growth
Elite Count 1 Seed Object Cube
Maximum Crossover Depth 10 (1x1x1 units)
Mutation Rate 10%
Maximum Mutation Depth 17
Prob. of Terminals in Cross/Mut 10%
Initialization Method Half-and-half
Tree Grow Max / Min 5 / 5
Tree Full Max / Min 12 / 5
Experimental Trials 30
6.2 The Arch Problem
The arch problem is designed as a simple yet non-trivial evolutionary design problem. The goal
is to have an evolutionary system generate an arch whose geometry approximates a set of target
points. Figure 6.1 displays a set of nine target points that the system will receive, as shown from
an orthogonal view. These points all lie within the same plane, along the z = 0 axis, making it a
simplified version of the space filling problem. It is a minimization problem, where the system must
attempt to reduce the error between the evolved shape and the target point set.
Three sizes of the arch problem are considered. These sizes are shown in Table 6.2 to give the
reader an idea of approximate error values from generated models. This will allow for comparison
on the scalability of the generative representations if needed.
Table 6.2: Relative sizes of target arches.
Arch Label Height Width
Small 28 units 24 units
Medium 56 units 48 units
Large 112 units 96 units
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Figure 6.1: Arch target points for form filling evaluation, as seen from orthogonal view.
6.3 Single-Objective Results
Experiments were carried out on the small, medium and large arch problems, using only the single
form-filling fitness evaluation. They were performed for each of the five representations, totalling
fifteen experiments.
A graph detailing the evolutionary progress of the large arch experiment can be seen in Figure 6.2,
spanning 3000 generations. Here we can clearly see that the simple representation is outperformed
by the four generative representations. Amongst the four generative representations, there does not
seem to be a clear winner. MRH is able to discover good solutions very quickly, achieving the top
place in best scores but fourth in population average. M, MR & MH all perform similarly in their
evolutionary progress in this problem. Performance graphs of the small (Figure A.1) and medium
(Figure A.2) arch experiments are shown in the appendix.
Table 6.3 displays the average of mean and average of best scores of the final population from
the fifteen experiments, taken over thirty trials. Here we see that all five representations perform
relatively close in the small arch problem. In the medium arch problem, the simple representation
begins to diverge from the four generative representations. In the large arch problem, the simple
representation garners approximately double the score of the other four representations. MH per-
forms the best overall in all categories except one, where MRH outperformed it in best scores on
the large arch problem.
Table 6.4 presents the p-value scores, calculated using a one-tailed t-test on the average of best
scores in the large arch problem. A p-value below 0.05 indicates that the difference in fitness values
is statistically significant. The large arch problem was selected for this diagram as it was the most
difficult. In this case, we see that all representations outperform S and that MRH outperforms all
others. An interesting point to note, is how the MRH representation tends to have high average
scores in comparison to the other generative representations.
Images of the best design objects generated by each representation for the small arch problem
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Figure 6.2: Performance graph from the large arch experiment. Displaying the average of mean and
best fitness over 3000 generations from 30 trials.
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are shown in Figure 6.3. The design structures created do indeed resemble arches, verifying that the
form-filling function does as intended.
Table 6.3: Average and best fitness from the five representations on the small, medium & large arch
problem over 30 trials. (Best scores in boldface.)
Rep Small Medium Large
Average Best Average Best Average Best
Simple 45.0 18.8 111.5 72.5 292.6 231.3
M 30.2 9.2 60.4 21.4 150.6 58.3
MR 28.8 12.1 72.5 31.5 145.4 61.8
MH 23.8 8.5 53.4 19.1 112.8 66.5
MRH 47.0 11.4 91.2 26.0 188.4 52.1
Table 6.4: P-value scores from one-tailed t-test, comparing encoding’s average of best scores on the
large arch problem. A p-value less than 0.05 indicates statistical significance that A differs from B.
B
S M MR MH MHR
S - - - -
M 0.0 - -
A MR 0.0 - - -
MH 0.0 - - -
MRH 0.0 0.041 0.009 0.018
6.4 Multi-Objective Results
These experiments are intended to observe how the various representations would perform in multi-
objective problems, as well as how added objectives might alter the appearance of generated design
objects. The experiments were all performed using the medium arch as a target.
This set of experiments attempts to minimize arch error and reduce polygon count. Experi-
mentation was performed on the evolutionary system using the form-filling function and polygon
count as two objectives. Five experiments took place, one for each representation, 30 trials for each
experiment.
The evolutionary performance of these experiments are graphed in Figure 6.4. Average arch
scores and average polygon counts are shown over the course of 3000 generations. The simple
representation performs the poorest in arch score but best in polygon score. The MH representation
does the opposite, performing best in arch score but worst in polygon count. MRH seems to perform
the worst overall, placing fourth in both objectives.
A scatter diagram is shown in Figure 6.5, plotting the best solutions of the final population
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Figure 6.3: Images of best results generated from the S, M, MR (top: left to right), MH and MRH
































Figure 6.4: Performange graph of arch error and polygon count on the medium arch problem.
Displaying the average of mean over 3000 generations from 30 trials.
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found and how they scored in arch error versus polygon count. Of the 750 solutions shown, each of
the five representations contributed 150, five best solutions over 30 trials for each. Similar to the
results of the single-objective experiments, we can see that the simple representation is outperformed
by the four generative representations when best solutions are concerned. Of the four generative
representations it appears that the MRH solutions are clustered in the optimal locations along the
pareto front.
Figure 6.6 contains examples of some of the best evolved models. MRH appears to create design

























Figure 6.5: Distribution of 750 total solutions, showing 150 of each representation in the arch error
versus polygon count experiment.
6.5 Conclusions
Following these experiments, one could conclude that the generative representations do outperform
the simple representation. Though it is not quite clear from these experiments which of the generative
representations is best suited for this problem domain. This calls for further exploration in a more
difficult problem set.
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Figure 6.6: Images of best results generated from the S, M, MR (top: left to right), MH and MRH
representations (top: left to right), measuring arch error and polygon count on the medium arch
problem.
Equipped with a very simple design language, the evolutionary system was successful in automat-
ically generating form that resembled the target point set. The designs that were created using the
system were generated as single, water-tight objects. This fact is shown in Figure 6.7, which shows
two evolved arches that were rendered using a three-dimensional printer. Generated arches came in
a wide variety of styles, as is shown in Figure 6.8, validating its usefulness in design problems as an
inspiration tool. The four generative representations did reasonably well in discovering an arch for
all sizes of the arch problem, the simple representation was not able to do as well in larger versions
of the problem. By adding more objectives to the form-filling problem, we were able to generate
more specific designs, showing great promise in what is possible with this technology.
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Figure 6.7: Generated arches and their three-dimensional print outs. Printing resin remains on the
right print for demonstration purposes.
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This chapter contains details of the experimental setup of a more advanced evoluationary design
problem and presents results using generative representations. After validating the developed system
and providing proof for the need of generative representations in the previous chapter, a set of more
difficult space-filling problems was developed. These problems will create a larger disparity in the
results from the generative representations, allowing for the examination of complexity metrics.
7.1 Experimental Settings
The goal of these experiments are to facilitate a more competitive environment for the generative
representations. We would like to be able to discern which features of complexity are important
to the field of evolutionary design, specifically for three-dimensional form generation. We also wish
to utilize the parametric languages, allowing the GP system access to more advanced operations.
Rather than provide a target shape like the arch problem, we would like to observe the style of form
to be generated from random targets. Details for the random target problem are provided below.
Table 7.1 contains the GP and encoding parameters used in these experiments. The number of
generations was changed to 500, as it was seen in the previous chapter that 3000 was too many. The
design language is set to the parametric growth language, allowing design operators to execute with
arguments.
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Table 7.1: GP And Encoding Parameters for advanced form filling experiments.
Parameter Value GR Parameter Value
Generations 500 Procedure Amount 7
Population Size 100 Procedure Arity 2
Crossover Rate 90% Condition Pairs 2
Tournament Size 4 Design Language Parametric Growth
Elite Count 1 Symbol Arity 1
Experimental Trials 30 Seed Object Cube
(1x1x1 units)
7.2 Random Targets Problem
The random targets problem is designed as a difficult evolutionary design problem. The goal of this
problem is to challenge the evolutionary system to generate form, whose geometry approximates a
set of N random points. Fifty points were generated at random prior to experimentation and are
the same for all trials, they are shown in the appendix in Table A.1. The points are distributed
in three-dimensions, ranging from -50 to +50 for x and z and 0 to +50 for y. The form filling
fitness function is used for this problem and is presented in Figure 5.2. Four sets of experiments are
undertaken using five, ten, twenty and fifty target points. Figure 7.1 displays the targets for the ten
random point problem.
Random points are used instead of a preconceived construct to gain a better understanding of
the style of design objects that are created using these techniques. Another reason for this is to
eliminate any potential bias that could be present by selecting an object that would be better suited
for a particular representation.
Figure 7.1: Ten random target points as seen from the perspective view.
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7.3 Results
7.3.1 Performance
Experiments were carried out on the five, ten, twenty and fifty random point experiments. A graph
of the evolutionary progress is shown in Figure 7.2 for the fifty point problem. Graphs for the five,
ten & twenty experiments can be found in the appendix (Figure A.5 - A.7).
It can be seen from the graph that MRH is once again very quick to gain ground in fitness score,
finishing with the best results in both average of mean and average of best. The simple representation
performs quite poorly, never dropping below a fitness score of 1000, which is double that of any other
representation. MR & MH appear to be neck and neck throughout the evolutionary process, with
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Figure 7.2: Performance graph from the fifty random point experiment. Displaying the average of
mean and best fitness over 500 generations from 30 trials.
Table 7.2 contains the final population results from the four experiments. It can be seen that
the simple representation performs the worst in each field and is not able to scale effectively to
larger problems. MH performs best overall in the five and ten point experiments, with the M and
MRH representations performing very closely. In the twenty point experiment, MRH takes over as
the leader, with both M and MH doing nearly as well. In the fifty point experiment MRH clearly
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outperforms all others, showing its ability to scale well to larger and more complex problems. The
MRH representation once again maintains a larger difference in average and best scores in comparison
to the other representations.
A one-tailed t-test was performed on the results from the fifty point experiment and a p-value is
shown in Table 7.3. A value of less than 0.05 indicates that A is significantly different from B.
Table 7.2: Average and best fitness from the five representations on the five, ten, twenty and fifty
random point problem over 30 trials. (Best scores in boldface.)
Rep Five Point Ten Point Twenty Point Fifty Point
Average Best Average Best Average Best Average Best
Simple 161.1 147.6 267.2 236.2 483.4 429.8 1165.9 1026.3
M 103.7 77.2 169.7 130.9 290.3 215.8 592.4 431.4
MR 112.8 92.9 186.3 150.3 299.7 242.2 595.5 473.5
MH 94.4 70.8 164.2 128.4 279.5 216.7 640.3 497.9
MRH 109.5 73.0 182.5 133.4 292.1 210.9 586.4 409.4
Table 7.3: P-value scores from one-tailed t-test, comparing significance of encoding’s average of best
scores on the fifty random point problem. A p-value less than 0.05 indicates statistical significance
that A differs from B.
B
S M MR MH MHR
S - - - -
M 0.0 - -
A MR 0.0 0.0 - -
MH 0.0 0.0 0.024 -
MRH 0.0 0.036 0.0 0.0
7.3.2 Design Objects
Samples of the best individuals are shown in Figure 7.3 through Figure 7.6 for each of the four
experiments. From these images we can see that the simple representation is not able to handle this
problem, generating stick-like design objects rather than voluminous ones. While MH appears to
achieve high fitness scores, it seems to do so by creating large container structures to envelope all
target points, losing and geometrical detail. The M and MR representations are able to generate
interesting results, though they do not contain the geometric fidelity of the MRH representation.
The design objects created by the MRH encoding are very compelling, creating sub-structures and
detailed geometry that are appealing to the eye.
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Figure 7.3: Images of best results generated from the S, M, MR, MH and MRH representations
(ordered left to right) in the Five random point problem.
Figure 7.4: Images of best results generated from the S, M, MR, MH and MRH representations
(ordered left to right) in the Ten random point problem.
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Figure 7.5: Images of best results generated from the S, M, MR, MH and MRH representations
(ordered left to right) in the Twenty random point problem.
Figure 7.6: Images of best results generated from the S, M, MR, MH and MRH representations
(ordered left to right) in the Fifty random point problem.
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7.3.3 Complexity
Measures of complexity were calculated for all experiments conducted in this chapter. Figure 7.7
displays measures of genotype and phenotype length, modularity of both the program and design
encoding, reuse, hierarchy, AIC and sophistication from the fifty point experiment. Each scatter
diagram contains nodes from each individual of the final population from the 30 MRH trials, totalling
3000 individuals.
The lengths of the genotypes typically range from approximately 500 to 4000. After transforma-
tion into a design string, they typically range from 25000 to 150000 operators in length. The ability
to create large design encodings from small genotypes is one of the major strengths of the generative
representations. Lengths do not seem to play a direct role in determining fitness, though it seems
that for larger values you are less likely to get mid to high fitness scores.
Modularity scores are calculated for both the representation and the design encoding. Values
of Mp between five and seven appear to perform well and any individual with a score less than
five seems to perform poorly. For the Md metric, scores range up to 4000, with well performing
individuals at all values. There appears to be a cluster of strong performing individuals with a high
Md score.
Measures of reuse range from 0 to 50, with a pocket of very strong individuals sitting at around
a reuse of 40 similar to that of the Md metric. Hierarchy of all strong individuals is in the range of
5 to 7, appearing to be very similar to the Mp measure.
AIC scores range between 150 and 250, and appears to also have a grouping of strong performing
individuals where the score reaches 250. Sophistication does not appear to have any clear pattern
in this experiment.
It is important to note that these measurements are taken on the final population of the MRH
experiment. Typically, the final population will contain a set of relatively good solutions. This
fact makes it more difficult to draw conclusions based on the measurements. It appears in these
experiments that the measures of AIC, reuse and Md were the most useful. They clearly show that
the best individuals in the population were enabled by these features of complexity. Genotype and
Phenotype length appear similar to the previous three, but it is more subtle. Sophistication did
poorly as a measurement of complexity in this case, showing no clear pattern. Mp and Hierarchy
display interesting results. In these cases, seven was the highest score that could be achieved for
this experiment, and the populations tended towards higher values of Mp and Hierarchy. The
measurements explored here, help to verify that modularity, reuse, hierarchy and AIC are important
features in encoding individuals for evolutionary design.

































































































Figure 7.7: Measured values of genotype length, phenotype length, modularity, reuse, hierarchy,
AIC and sophistication for MRH, from the fifty point experiment.
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7.4 Conclusions
The system was capable of scaling to the complexity of a more difficult space filling problem. Further
proof was provided that the Simple representation is not capable of scaling to more difficult and
complex problems. M, MR, MH were able to achieve good fitness scores in the five and ten point
experiments, but their design objects were unprovocative. MRH was able to perform well in all of the
experiments performed in this chapter and performed best in the most difficult problems. Not only
did it perform well, it also generated the most captivating geometry amongst the representations.
While there is no clear-cut pattern from the charts on complexity, one assume that as the
population evolves it will tend to grow in the areas of Mp and hierarchy, cutting individuals with
lower values in these metrics from the final population. Also that while it is possible to achieve
strong fitness scores and low measures of Md and reuse, achieving high values in these measures will
result in overall stronger individuals.
Appealing and novel architectural structures begin to appear when using the MRH encoding.
Images from various perspectives for the best and second best individuals from the ten point exper-
iment are shown in Figure 7.8 & Figure 7.9. The two best results are very similar in fitness score,
but differ vastly in form. This is further proof of the system’s ability to generate diverse and novel
design objects.
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Figure 7.8: Perspective views and close-ups of the best MRH individual from the ten point experi-
ment.
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This chapter begins to explore architectural problems in more detail. From previous chapters, we
have shown that the MRH representation performs well in this problem domain, and so we will only
be using that representation moving forward. Here, we will examine the generation of form with
influence from the Sun as an external factor. Experimental setup, problem descriptions and results
are presented below.
8.1 Experimental Settings
These experiments are designed to examine how external factors affect the generated design struc-
tures. We will attempt to examine architectural problems, applying the developed system for the
automatic generation of three-dimensional models that are optimized for Sun exposure. In this
chapter, only the MRH representation will be examined.
Table 8.1 contains the parameters used for these experiments. As these experiments are compu-
tationally intensive to execute, the experimental trials were reduced to 15 and generations reduced
to 100 for all experiments except the single sun experiment.
8.2 Sun Exposure Problems
A set of problems which examine the Sun in various ways were designed. The generated designs
are influenced by multiple objectives, these being the Sun exposure and ten random target fitness
functions. These two fitness functions are shown in more detail in Figures 5.2 and 5.4. A series of
Sun vectors were created to simulate the change of location in the sky over the course of a day, as
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Table 8.1: GP And Encoding Parameters for Sun exposure experiments.
Parameter Value GR Parameter Value
Generations 500, 100 Procedure Amount 7
Population Size 100 Procedure Arity 2
Crossover Rate 90% Condition Pairs 2
Tournament Size 4 Design Language P-Cuboid
Elite Count 1 Symbol Arity 1
Experimental Trials 15+ Seed Object Cube
(1x1x1 units)
well as height of the Sun in the summer and winter seasons. These Sun vectors are shown in the
appendix in Table A.2. In passive solar building design, the architectural form is made to collect
solar energy in the form of heat during the winter and reject it during the summer.
The first experiment eases into this set of problems, only examining one Sun vector. Comparisons
will be made against the single objective ten random targets experiment, to discern how the Sun
exposure fitness changes the look of the design models and how the Sun exposure objective draws
from the form filling objective.
The second experiment expands by taking into account multiple positions of the Sun in the
sky. We will attempt to maximize the sun exposure of the designs here, simulating Winter time.
Figure 8.1 shows how multiple Sun positions are setup, to interact with a design structure.
Figure 8.1: Multiple Sun position experimental setup.
The final experiment adds three extra structures externally, blocking sunlight to the design
models. We hope to see that the generated architectures grow around the blocking models, to
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maximize exposure to sunlight.
These three experiments are summarized in Table 8.2, describing all objectives for each experi-
ment.
Table 8.2: Summary of Sun exposure experiments and their evaluation objectives.
Experiment Description
Single Sun Evaluated on two objectives, the ten point target form filling ob-
jective, and Sun exposure based on a snapshot in time at noon.
Winter Sun Extends the single Sun experiment, taking into account five posi-
tions of the Sun and averaging their intensity scores.
Shadow City Further extends the winter Sun experiment, adding three solar
obstructing objects to the multiple Sun exposure objective, and
an objective to minimize surface area.
8.3 Single Sun Results
Experiments were performed using the Sun exposure fitness, with the goal of maximizing sun expo-
sure towards the noon Sun. In Figure 8.2 we can see the evoluationary progress of the single Sun
experiment, with reference to the same experiment without the Sun exposure objective for com-
parison. In this graph we can see that the system scales to the Sun exposure fitness well, as the
difference in fitting scores between the single and multi-objective runs are very small throughout
the evolutionary run. Table 8.3 displays the final population scores for both the single and multi-
objective runs. We see that the differences in final scores are minimal, with average scores of 180
and best scores of 130.
Table 8.3: Average and best fitness from the single sun experiment over 30 trials.
Type Form Fitting Sun Exposure
Average Best Average
SO 182.5 133.4 -
MO 183.5 135.9 6056.0
Figure 8.3 displays a scatter diagram of the best ten individuals from each trial. Four example
design models are presented, showing what the various clusters of population results look like. The
two design models above the diagram achieved high Sun exposure scores, and the two below achieved
low Sun exposure scores. We can see that the design architectures that achieved high Sun scores are
more volumous, that they show more surface area towards the Sun, and that they have staircase-like
features.























Figure 8.2: Performance graph from single Sun experiment. Graph shows comparison between single
and multi-objective experiments over 500 generations from 30 trials.





















Figure 8.3: Scatter diagram and example individuals from the single Sun experiment. Individuals
above diagram have high Sun exposure scores and those below have lower scores.
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8.4 Winter Sun Results
Experiments were performed taking into account the movement of the Sun through the sky during
the course of a day. Figure 8.4 displays the evolutionary progress of the Winter sun experiment,
showing the trend of average Sun exposure, and average and best form fitting scores. The average of
best Sun exposure scores are omitted, due to individuals who obtain very high Sun exposure scores
while ignoring the form filling objective. It can be seen that both the form fitting and Sun exposure
scores are improving over time. The number of generations was reduced to 100 for this experiment,
as the experimental trials were very time consuming, though the scores could have improved given
more time.
Table 8.4 contains the final scores from the experimental execution. We can see that while the
difference in form fitting scores from the single Sun experiment can be explained due to reduced
generations, the Sun exposure score is nearly cut in half. This is likely due to the increased difficulty




















Figure 8.4: Performance graph from winter Sun experiment showing form filling and Sun exposure
scores over 100 generations from 15 trials.
Images of two of the best results are seen in Figure 8.5 and 8.6. The images display the average
intensity of light from all Sun positions using a greyscale, where white indicates high exposure and
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Table 8.4: Average and best fitness scores of the final population from the winter Sun experiment
over 15 trials.
Type Form Fitting Sun Exposure
Average Best Average
Winter 233.2 191.9 3272.4
black indicates no exposure. These individuals are quite interesting, in that they contain a number
of gaps which allow more light to get into the interior of the model. These results resemble that of
Watanabe’s Sun God city, where form was generated using rule-based logic [46]. Figure 8.7 displays
two individuals which received poor Sun exposure scores for comparison. One did poorly due to not
having sufficient surface area and the other due to obstructing itself from the Sun, resulting in large
amounts of shadow.
The effect of noise on the rendered images is due to overlapping surfaces. It could be good
practice to add an objective to minimize surface area in future experiments, to reduce the number
of overlapping and hidden surfaces.
Figure 8.5: Individual with good Sun exposure in winter experiment.
8.5 Shadow City Results
Experiments were executed, using a set of volumes to block Sun exposure to the evolved models,
representing other buildings in a city. A surface area minimization objective was added to these
experiments, as per observations from the Winter Sun experiments. The evolutionary performance
CHAPTER 8. GENERATED ARCHITECTURE WITH EXTERNAL FACTORS 64
Figure 8.6: Individual with good form fitting in winter experiment.
Figure 8.7: Examples of two poor individuals from the winter experiment.
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of the experimental trials can be seen in Figure 8.8. Table 8.5 contains the scores from the final
population, averaged over the trial runs. In comparison to the Winter Sun experiments, the form
fitting has not performed quite as well and the Sun exposure amount is reduced by about a third























Figure 8.8: Shadow City Performance.
Table 8.5: Average and best fitness from the shadow city experiment.
Type Form Fitting Sun Exposure Surface Area
Average Best Average Average
Winter 262.2 216.9 2104.5 14525.4
Figure 8.9 contains images of the best result found in these experiments. We can see that the
design structure has grown out sideways in both directions to capture more light. It has also grown
at a distance from the blocking objects. Figure 8.10 and Figure 8.11 present images of two other
strong individuals.
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Figure 8.9: An example individual from shadow experiment.
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Figure 8.10: An example individual from shadow experiment.
Figure 8.11: An example individual from shadow experiment.
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8.6 Conclusions
Moving from previous chapters in which we confirmed the strengths of the MRH representation and
the ability of the system to generate form to fill targets, we now focused on applying architecturally
related objectives for form generation. We designed a series of new problems, to understand how
the system would react to the new objectives and to show that the system is capable of scaling to
these more difficult problems.
In the single Sun experiment, we compared the results with the single objective form filling
experiment and saw that the addition of the second objective did not alter the performance of first
objective. This is an important feature, as the addition of architectural objectives only minimally
alters form from its target.
The sunlight exposure problem was then expanded to account for the transit of the Sun across the
sky. Example building envelopes were shared, showing averages of light intensity exposure. These
design models were compelling, to see that there was a high level of detail.
We then added in some extra buildings external to the generated architecture to simulate the
construction of a building in a dense suburban lot.
This chapter successfully showed that genetic programming with generative representations is
capable of evolving designs to meet complex objectives. The experiments in this chapter were
rather limited in that the Cuboid design language can only generate forms that have six unique face
normals. Moving forward it would be beneficial to look at other languages.
Chapter 9
Miscellaneous Runs
This chapter contains experimental details on various sorts of problems. Many questions arose
during the development of the system, as well as after witnessing early experimental results. Here,
we will address some of those ideas and attempt to explore the capabilities of the system.
9.1 Highly Recursive
With the introduction of the new generative representation parameters, comes a requirement to
experiment on those parameters. Many of the parameter values chosen in previous chapters were
based on empirical study. In an attempt to improve the features of self-similarity in the generated
designs, we will experiment with reducing the procedure amounts and increase the recursive rewrite
depth.
9.1.1 Experimental Setup
Table 9.1 contains the GP and encoding parameters used in these experiments. Experiments will be
executed on both the small arch and ten random point problems, and will be compared to results
from previous chapters. Parameters were set to match with the corresponding runs from previous
chapters and can be seen in Table 6.1 and Table 7.1. The procedure amounts were dropped from
seven to two, and the rewrite depth was increased from four to six.
9.1.2 Results
Fitness performance over the course of the evolutionary runs can be seen in Figure 9.1 and Figure 9.2.
Here we can see that average of best scores performed reasonably well, considering the procedure
amount was reduced to two. The average scores for the highly recursive experiments fluctuated
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Table 9.1: GP And Encoding Parameters for highly recursive experiments.
Parameter Value GR Parameter Value
Generations 500 Procedure Amount 2
Population Size 100 Rewrite Depth 6
Crossover Rate 90% Condition Pairs 2
Tournament Size 4 Design Language Growth, P-Cuboid
Elite Count 1 Symbol Arity 1
Experimental Trials 30 Seed Object Cube
(1x1x1 units)
heavily, showing that highly recursive grammars can be destructive during reproduction operators.
The final scores of the experiments are shared in Table 9.2, comparing results to those of the previous
chapters.
The two best models from each experiment are shown in Figure 9.3. Images of models from
low recursive experiments are presented in Figure 6.3 and Figure 7.4. In these examples we can see
patterns and examples of self-similarity, showing that recursion is an important factor in generating
these aesthetic attributes.
It can be seen from these experiments, that there is a requirement to examine all of the parameters
associated with the generative representations in future work.
Table 9.2: Average and best fitness from the highly recursive experiment.
Highly Recursive Small Arch Ten Points
Average Best Average Best
Yes 271.6 32.9 278.2 143.0
No 49.8 16.4 182.4 133.3
9.2 Skyscrapers
After experimenting with the various features of generative representations and fitness evaluation
methods for generating form, we decided to experiment with the generation of models which resemble
skyscrapers. This is meant to show that the goals of the system can be altered to generate designs
in the context of the user’s wishes. Experimentation will take place on attempting to generate forms
that resembles skyscrapers, then adding objectives of Sun exposure.
9.2.1 Experimental Setup
We will begin by first only evaluating form, next adding in the Sun exposure fitness and finally
we will take into account the locations of the Sun in both Summer and Winter. This problem is




















Figure 9.1: Evolutionary progress of highly recursive small arch problem.


















Figure 9.2: Evolutionary progress of highly recursive ten random points problem.
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Figure 9.3: Best individuals from highly recursive experiments.
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designed to be a conflicting multi-objective problem, where the Sun exposure in the Summer is to
be minimized, and the Winter exposure to be maximize. This is a simulation of an architectural
problem in form generation called the passive solar problem. A new set of form filling targets were
created and they are shown in the appendix in Table A.3.
9.2.2 Results
Table 9.3 contains the final results from the three experiments. We can see that the form fitting
scores are all within the same range. When comparing the Winter Sun and passive solar scores,
it is seen that the addition of minimizing Summer Sun has impacted the Sun exposure during the
Winter heavily.
Examples of individuals can be seen in Figures 9.4 through 9.6. The first figure shows some
samples from the skyscraper experiment without influence from the sun. Some interesting building
envelopes begins to appear which do resemble skyscrapers. In the second figure, we can begin to
see the effects of the Sun exposure and how the form will tilt its surfaces towards the Sun. In the
passive solar trials, we begin to see overhanging and sloping surfaces, exposing more surface area
towards the Winter Sun.
Table 9.3: Average and best fitness values from the skyscraper experiments.
Experiment Form Fitting Winter Sun Summer Sun
Average Best Average Average
No Sun 64.1 43.3
Winter Sun 72.2 50.1 688.0
Passive Solar 68.3 58.9 301.6 233.5
9.3 Conclusions
We examined a variety of problems and experiments in this chapter. We showed that individuals
with low procedure amounts and high recursive depth can still generate reasonable results, with
features of self-similarity, though average values tend to fluxuate heavily. There is a need to look
more deeply into how these parameters play a role.
The GP system was then asked to generate models which resembled skyscrapers, and exper-
imented with Winter and Summer Sunlight. The system was successful in creating a variety of
fascinating models. We witnessed how the Sun exposure evaluations tend to change the shape of the
design objects. This exemplified that the system is capable of generating three-dimensional models
with a wide variety of styles and appearances.
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Figure 9.4: Example individuals from the simple skyscraper form experiment.
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Figure 9.5: Example individuals from the skyscrapers with Winter Sun objective.
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Figure 9.6: Example individuals from the passive solar trials.
Chapter 10
Conclusions and Future Work
This chapter provides a summary of this thesis and the most important findings of this research. It
also contains suggestions for what can be done to further extend and enhance this work, through
improving on the developed system, design languages or experimentation.
10.1 Conclusions
In this research, we set out to accomplish three major goals. The first goal was to examine and
validate the use of generative representations in an evolutionary design problem. The second was
to apply the use of generative representations towards an architectural design problem. Finally, the
third was to design and examine various design languages for the automatic generation of three-
dimensional models.
A genetic programming system was developed which encodes individuals as generative repre-
sentations. This system was applied to the creation of three-dimensional design models using an
array of design languages and fitness functions. Hornby’s work was expanded on, by examining the
evolution of design structures in a non-voxel space, and applying it to an architectural perspective.
Multiple sets of experiments were carried out in this research. In chapter six, we performed a
set of simple experiments on a problem we designed called the arch problem. Here, we compared
the five representations on a very simple evolutionary design problem and proved three important
points. We showed that the simple representation is not sufficiently scalable in evolutionary design
problems of growing complexity. We also showed that the form filling fitness function is a strong
method for guiding an evolutionary design system to create geometry. Lastly, it was seen that the
developed system was capable of automatically generating a diverse set of novel and inspirational
design models.
In chapter seven, a more difficult version of the form filling problem was presented. This problem
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used a set of random points to guide the evolution of form. There, we showed that the features of
modularity, regularity and hierarchy are extremely important for scalability in evolutionary design
problems. These results were consistent with those of Hornby, though minor differences arose in
the measures of complexity. We found that high values in the complexity metrics did not equate
to better fitness, but that individuals with good metric scores would perform better more often.
The measurements of AIC, modularity, reuse and hierarchy were very useful in displaying how
the features of complexity enabled higher quality solutions. Using the parametric cuboid design
language, a variety of conceptual building envelopes were generated with detailed geometry. These
rough forms guided by random target points could potentially be refined using architecturally related
fitness evaluations.
In chapter eight we created an array of Sun related experiments. This showed that the proposed
system could generate design models that are applicable to an assortment of architectural problems.
It was also shown that the Sun exposure fitness did not impact the form filling scores, proving that
the system can scale to handle more objectives.
A collection of various experiments was designed and executed in chapter nine. These experiments
were performed to generate subjectively aesthetic models and demonstrate the capabilities of the
system.
We showed that the classic GP encoding is not sufficiently scalable in complex design problems,
validating the use of generative representations, and the features of modularity, reuse and hierarchy.
Once the system was capable of generating diverse groups of three-dimensional form, we showed
that new objectives could be added to direct the generated form towards architectural problems.
Finally, we experimented with various design languages and fitness evaluations, in an attempt to
create visually pleasing architectural designs.
This work only begins to scratch the surface of what GP and generative representations are
capable of providing, with more refined design languages and evaluation measures, we will be able
to provide human-competitive results in artificial architecture.
10.2 Future Work
In this work we were able to successfully design and develop a system capable of generating three-
dimensional design models. We showed that generative representations are able to scale to varying
levels of complexity in evolutionary design and architectural problems. Though the system was very
successful, there are a number of ways in which it could be enhanced to generate even better results.
To enhance this research, one could improve on the generative representations, design languages,
evaluation functions, or perform continued experimentation.
The encoding of the generative representations could have been improved in a number of ways.
In this system, the design language arity was fixed to a set number for all the design operators. A
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better approach would allow each of the design operators to have its own arity. The conditional
statements were also very limited, only allowing the comparison of a passed parameter to a constant
value. This could be extended to allow for more types of conditions.
Allowing access to internal properties of the design model would be beneficial. For example, we
could allow a conditional to perform a check on the design model’s height before extruding upwards
any further. There are a number of parameters that could be exposed and experimented with.
A number of new design languages could be explored. A removal language, that begins with a
block and removes components could be interesting. A hybrid language which mixes the growth and
removal languages could also have intriguing results.
The form fitting evaluation could be further extended, to include more complicated targets and
boundaries. This could include volumes or complicated meshes. The boundaries could restrict
growth entirely, or deduct scores for leaving them.
Aside from sun exposure, there are a number of other architectural factors that could be ex-
amined. This could include structural integrity, examining the ability to stand against gravity and
resistance from the wind. Materials and the costs associated could also have interesting results, such
as windows, concrete or steel. There is a growing trend in the architectural community to begin
examining energy efficiency in designs. The system presented here could be tailored towards those
problems.
With the creation of new parameters for the generative representations, comes the need to
experiment with those parameters to gain a better understanding of how they work.
The ground work has been laid and there is proof that these systems are a step in the right
direction. There is potential to create systems with remarkable outcomes with some more work.
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Figure A.1: Performance graph from the small arch experiment. Displaying the average of mean
and best fitness over 3000 generations from 30 experimental trials
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Figure A.2: Performance graph from the medium arch experiment. Displaying the average of mean
and best fitness over 3000 generations from 30 experimental trials





























Figure A.3: Performange graph of arch error and surface area on the medium arch problem. Dis-
playing the average of mean over 3000 generations from 30 trials.




















Figure A.4: Distribution of 150 total solutions, showing 30 best of each representation in the arch
error versus surface area experiment.
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Table A.1: 50 Randomly generated target values
Id x y z Id x y z
1 47 37 16 26 39 27 -19
2 -20 44 38 27 32 31 8
3 -18 10 40 28 -36 42 -41
4 19 9 -49 29 5 35 -19
5 -16 17 -50 30 17 33 -1
6 -36 36 -21 31 -44 4 27
7 30 2 -24 32 20 2 -31
8 10 42 -14 33 1 14 -26
9 37 32 22 34 -30 12 19
10 -5 47 7 35 -13 38 -2
11 -8 23 30 36 -4 24 -11
12 -38 6 25 37 -42 29 -25
13 36 42 -50 38 45 35 50
14 15 45 -41 39 8 30 31
15 -1 26 -44 40 -26 21 -21
16 -31 33 -40 41 23 39 -50
17 3 32 2 42 23 44 44
18 -3 24 -47 43 -39 24 -10
19 -45 47 8 44 -4 48 16
20 -8 13 8 45 -44 43 -18
21 3 11 24 46 -7 44 -29
22 10 7 5 47 3 34 -9
23 27 24 -22 48 -37 12 23
24 -49 10 30 49 11 24 -50
25 11 35 -19 50 -44 44 1
Table A.2: Sunlight vectors
Summer Winter
Id x y z Id x y z
1 -3 5 10 1 -3 3 10
2 -2 9 10 2 -2 5 10
3 -1 12 10 3 -1 7 10
4 0 13 10 4 0 8 10
5 1 12 10 5 1 7 10
6 2 9 10 6 2 5 10
7 3 5 10 7 3 3 10
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Figure A.6: Ten random point performance graph.
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Figure A.7: Twenty random point performance graph.
Table A.3: Skyscraper targets.
Id x y z Id x y z
1 0 0 0 11 0 20 -5
2 5 0 0 12 0 20 0
3 -5 0 0 13 -5 20 0
4 0 0 5 14 0 20 5
5 0 0 -5 15 -5 30 0
6 5 10 0 16 0 30 0
7 0 10 0 17 0 30 5
8 -5 10 0 18 0 40 0
9 0 10 5 19 0 40 5
10 0 10 -5 20 0 50 0
