Abstract-Compressed sensing refers to the recovery of a high-dimensional but sparse vector using a small number of linear measurements. Minimizing the 1-norm is among the more popular approaches for compressed sensing. A recent paper has provided the "best possible" bounds for 1-norm minimization to achieve robust sparse recovery (a formal statement of compressed sensing). In some applications, "group sparsity" is more natural than conventional sparsity. In this paper we have presented sufficient conditions for 1-norm minimization to achieve robust group sparse recovery. When specialized to conventional sparsity, these conditions reduce to the known "best possible" bounds proved earlier. We have also derived bounds for the p-norm of the residual error between the true vector and its approximation, for all p ∈ [1, 2]. These bounds are new even for conventional sparsity and of course also for group sparsity.
I. INTRODUCTION
Compressed sensing refers to the recovery of sparse entities such as vectors, images and matrices from a small number of measurements. The simplest version of the compressed sensing problem can be stated as follows: Suppose n and k n are given integers, and that x ∈ R n has k or fewer nonzero components, but their locations are unknown. The objective is to design an integer m and a matrix A ∈ R m×n such that, from y = Ax, it is possible to recover x exactly.
One of the most popular approaches to compressed sensing is 1 -norm minimization. Specifically, an approximation to the unknown vector x is constructed aŝ x := argmin z z 1 s.t. Az = y.
(
This approach is introduced in [1] , [2] , and is referred to as "basis pursuit." This approach is sometimes referred to as the LASSO formulation, due its similarity to [3] . This formulation was popularized in a series of papers [4] , [5] , [6] , [7] that provided a theoretical justification. A paper by Cai and Zhang [8] provides the best possible bounds, or to put it another way, tight bounds for sparse recovery using
Over the years some variants of LASSO have been proposed, such as the Group LASSO (GL) [9] and the Sparse Group LASSO (SGL) [10] . In the GL formulation, the index set {1, . . . , n} is partitioned into g disjoint sets G 1 , . . . , G g , 
where z Gi denotes the projection of the vector z onto the components in G i . A further refinement of GL is the sparse group LASSO (SGL), in which the group structure is as before, but the objective function is now defined as
where before µ ∈ [0, 1] is some adjustable parameter. The paper [11] provides a unified theory that embraces several algorithms that have been proposed in the literature for both "conventional" as well as group sparsity. The main shortcoming of the results in [11] is that, when specialized to the case of conventional sparsity and 1 -norm minimization, the bounds are not the best possible. The objective of the present paper is therefore to state and prove bounds for 1 -norm minimization to achieve group sparse recovery, which include the bounds of [8] as a special case in the case of conventional sparsity. Moreover, in the process of proving bounds for group sparse recovery, we also improve upon the error estimates given in [8] .
II. REVIEW OF DEFINITIONS AND KNOWN RESULTS
Throughout this paper, the symbol [n] denotes the set {1, . . . , n} whenever n is an integer. If x ∈ R n , then supp(x) denotes the support of x; that is
is known as the k-sparsity index of x. It is obvious that x ∈ Σ k if and only if σ k (x, · ) = 0.
Next we come to notions of group sparsity, group sparsity index, and related concepts.
is said to be group k-sparse if there exists a subset S ⊆ {1, . . . , g} such that Λ = G S , and in addition, |Λ| ≤ k. The collection of all group k-sparse subsets of [n] is denoted by GkS. A vector u ∈ R n is said to be group k-sparse if its support set supp(u) is contained in a group k-sparse set.
See [11] for more details about this definition. In particular, every group k-sparse set is k-sparse (has cardinality no larger than k), but the converse is not true.
Definition 2: Given an integer k, let GkS denote the collection of all group k-sparse subsets of [n], and define
to be the group k-sparsity index of the vector x with respect to the norm · and the group structure G.
It is obvious that if g = n, and each group G i is the singleton set {i}, then group sparsity and group sparsity index reduce respectively to k-sparsity and k-sparsity index. Note that, because GkS is in general a strict subset of the set of all k-sparse sets, it follows that
The next notion is the restricted isometry property. Definition 3: A matrix A ∈ R m×n is said to satisfy the restricted isometry property (RIP) of order k with constant
m×n is said to satisfy the group restricted isometry property (GRIP) of order k with constant δ k ∈ (0, 1) if
As mentioned above, the set of group k-sparse vectors can be strictly smaller than the set of k-sparse vectors. Consequently, in general, the GRIP constant of order k can be smaller than the RIP constant of order k. This is why we study group sparsity.
Definition 5: Suppose A ∈ R m×n , known as the measurement map, and ∆ : R m → ρ n , known as the demodulation map. Then the pair (A, ∆) is said to achieve robust sparse recovery of order k if there exist constants C 1 , C 2 such that, for all η ∈ R m with η 2 ≤ , we have that
(9) Definition 6: Suppose A ∈ R m×n , known as the measurement map, and ∆ : R m → R n , known as the demodulation map. Then the pair (A, ∆) is said to achieve robust group sparse recovery of order k if there exist constants D 1 , D 2 such that, for all η ∈ R m with η 2 ≤ , we have that
(10) Note that (10) guarantees perfect recovery of group ksparse vectors, which is the main aim of group sparsity studies. Now we present some important results from [8] on when 1 -norm minimization can achieve robust sparse recovery. In this set-up, first proposed in [5] , the demodulation is defined viax = argmin
Theorem 1: (See [8, Theorem 2.1]) Suppose A satisfies the RIP of order tk for some number t ≥ 4/3 such that tk is an integer, with δ tk < (t − 1)/t. Then the recovery procedure in (11) achieves robust sparse recovery of order k.
Theorem 2: (See [8, Theorem 2.2]) Let t ≥ 4/3. For all γ > 0 and all k ≥ 5/γ, there exists a matrix A satisfuying the RIP of order tk with constant δ tk ≤ (t − 1)/t+γ such that the recovery procedure in (11) fails for some k-sparse vector.
Taken together, these two theorems show that the bound δ tk < (t − 1)/t is tight -every matrix A that satisfies this condition can achieve robust k-sparse recovery, wheras at least one matrix that violates this condition fails to achieve robust k-sparse recovery.
In [11] , a general framework is put forward, which includes LASSO, GL, and SGL all within a common framework. However, when specialized to LASSO ( 1 -norm minimization), the condition for robust sparse recovery to order k becomes δ 2k < √ 2 − 1, a condition first derived in [6] . However, as shown in Theorem 1, the "best possible bound" on δ 2k is 1/ √ 2. This suggests that the method of proof adopted in [11] can be improved. That is precisely the purpose of the present paper.
III. BOUNDS FOR ROBUST GROUP SPARSE RECOVERY

A. Polytope Decomposition Lemma
The key to the results in [8] is Lemma 1.1 of that paper, which the authors call the "polytope decomposition lemma." In this subsection we generalize this lemma to the case of group sparsity. Before presenting the lemma, we introduce a couple of terms. Given a vector v ∈ R n , we define the group support set of v, denoted by Gsupp(v), as
Thus Gsupp(v) denotes the subset of the groups on which v has a nonzero support. Obviously |Gsupp(v)| is the number of distinct groups on which v is supported. Next, we define |G j |.
Recall that, by assumption, m max ≤ k. Also, for conventional sparsity, each G j is a singleton, whence m max = m min = 1. Lemma 1: Given a vector v ∈ R n such that, 
