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RÉSUMÉ 
Les polyominos sont souvent représentés par des mots de quatre lettres ou des mots de 
changements de direction décrivant leur contour. La combinatoire des mots classique y joue 
donc un rôle descriptif impoltant, particulièrement dans le choix d'un représentant canonique. 
Les mots de Lyndon fournissent, de façon naturelle, un tel représentant. 
Une approche systématique pour le calcul de propriétés des polyominos, basée sur une 
version oliginale d'une discrétisation du théorème de Green classique en calcul bivarié, est 
élaborée. 
Ceci nous a naturellement amené à analyser les propriétés géométriques cI'ensembles 
du réseau discret de rondeur maximale. Pour une taille donnée, ces ensembles minimisent le 
moment d'inertie par rapport à un axe passant par leur centre de gravité. Nous introduisons 
la notion de quasi-disque et montrons entre autres que ces ensembles minimaux sont des po­
Iyominos fortement-convexes. Nous développons également un algorithme permettant de les 
engendrer systématiquement. 
Un autre aspect concerne des propriétés sur les contours d'ensembles discrets donnant 
lieu à une nouvelle démonstration d'un résultat de Daurat et Nivat sur les points dits saillants 
et rentrants d'un polyomino. Nous présentons également une généralisation de ce résultat aux 
réseaux hexagonaux et montrons que le résultat est faux pour les autres réseaux semi-réf{uliers. 
Nous poursuivons par l'introduction d'opérations de mélange spéciaux sur des mots 
décrivant des chemins discrets selon la suite de leurs changements cie direction. Ces opérations 
de mélange permettent d'engendrer des courbes fractales du type courbe de dragon et d'analy­
ser certains de leurs invariants. 
Finalement, une généralisation aux dimensions supérieures des algorithmes précédents 
basés sur le théorème de Green discret, est présentée. Plus particulièrement, nous développons 
une version discrète du théorème de Stokes basée sur des familles de poids sur les hypercubes 
de dimension k dans l'espace discret i!,n, k ::; n. Quelques applications sont également décrites. 
Mots·c1és : Géométrie discrète, combinatoire des mots, ensembles discrets, polyominos, quasi­
disques, chemins polygonaux, courbes de dragon, théorème de Green discret, théorème de 
Stokes discret, algorithmes. 
INTRODUCTION 
Le domaine dans lequel mes travaux se situent est la géométrie discrète qui consiste entre 
autres à étudier les propriétés géométriques d'ensembles finis dans un espace donné. Cette 
branche des mathématiques, apparue récemment sous l'impulsion du développement de l'in­
formatique, vise à adapter des concepts géométriques classiques à un ensemble de points d'lin 
réseau régulier. Cette discrétisation contribue grandement à l'étude théorique des modèles d' ob­
jets spatiaux que l'on peut manipuler avec un ordinateur et des opérations que l'on effectue sur 
ces modèles. En particulier, les figures en infographie discrète sont souvent représentées par 
leur contour qui, lui, peut être codé, en l'occurrence, par un mot sur un alphabet de quatre 
lettres, par un mot décrivant une suite de changements de direction ou par une liste d'hyper­
cubes. Ces représentations sont aussi fondamentales en analyse et en traitement d'images dont 
les domaines d'applications couvrent l'imagerie médicale, la télédétection par satellite, la mor­
phologie, la météorologie, la géomorphologie, la synthèse d'images et plusieurs autres. Un des 
problèmes génériques consiste à reconstruire une image à partir de données partielles pour en 
assurer une interprétation correcte (on parle souvent de classification). Une instance de ce type 
de problèmes est par exemple, en tomographie discrète, celui de la reconstruction d'un ensemble 
fini de points à partir de ses projections selon différents axes. 
Les polyomùws sont des objets du plan discret composés de cellules contigües et constituent 
les objets bi-dimensionnels de base en infographie discrète. Plus généralement, les ensembles 
discrets incluant les polyominos, les animaux, les hypercubes et plusieurs autres, constituent les 
principaux objets d'études en géométrie discrète et en infographie. On retrouve leur utilisation 
dans tous les domaines ci-haut mentionnés et les problèmes algorithmiques sous-jacents sont la 
plupart du temps difficiles. Il est donc important d'étudier les algorithmes liés à ces objets. 
Ce document est une présentation de mes travaux effectués au cours de mon doctorat. Il est 
composé de six chapitres visant des objectifs distincts. 
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Le premier chapitre est assez court; il est employé à décrire certaines notions de base relatives 
à nos objets à l'étude. Les polyominos, destinés bien sûr à généraliser nos dominos familiers 
seront représentés ici par des mots. Afin de rappeler la terminologie usuelle se rapportant à la 
combinatoire des mots, quelques généralités élémentaires sur les mots sont énoncées. 
Dans le deuxième chapitre, nous utilisons le théorème de Green et le calcul des diftërences finies 
à deux variables pour développer des algorithmes permettant d'évaluer diverses statistiques 
sur les polyominos. Celles-ci incluent l'aire, les coordonnées du centre de gravité, le moment 
d'inertie, les moments d'ordre supérieur, les vecteurs de projections verticales et horizontales, 
le nombre de pixels en commun avec un ensemble donné de pixels et certaines q-statistiques. 
Le troisième chapitre est consacré à l'analyse de propriétés géométliques d'ensembles discrets 
du plan qui minimisent leur moment d'inertie. Ces ensembles s'apparentent à des disques dis­
crets que nous appelons des quasi·disques. Un algorithme efficace pour les engendrer systémati­
quement est décrit. 
Le quatrième chapitre traite d'un autre aspect qui concerne les propriétés de contours de classes 
d'ensembles discrets. Celles-ci donnent lieu à une nouvelle démonstration d'un résultat de Dau­
rat et Nivat concernant les points dits saillants et rentrants d'un polyomino. Une analyse de 
résultats analogues Sur les réseaux réguliers et semi-réguliers est également présentée. 
Dans le cinquième chapitre, nous introduisons de nouvelles opérations de mélange sur des mots 
codant des chemins discrets selon une suite de changements de direction. Ces opérations de 
mélange permettent d'engendrer efficacement des courbes fractales du type courbe de dragon 
et d'énoncer des cond itions garantissant l'invariance de leurs aires et de leurs centres de grav ité. 
Dans le dernier chapitre, une généralisation aux dimensions supérieures de plusieurs des algo­
rithmes du Chapitre 2 est établie en développant une version discrète du théorème de Stokes 
basée sur des familles de poids sur des hypercubes de dimension k dans l'espace discret de 
dimension n. Quelques applications sont aussi données. 
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Le but principal de cette thèse est donc d'étudier des approches novatrices qui permettent de 
développer des algorithmes pour le traitement et l'analyse d'images. La démarche proposée est 
à la fois théorique et pratique: d'une part le cadre théorique est nouveau et permet de traiter 
de familles d'algorithmes dans un cadre unifié: d'autre part les algorithmes qui en découlent 
méritent ct 'être implémentés de façon efficace. 
Chapitre I 
NOTIONS DE BASE SUR LES POLYOMINOS 
Ce chapitre vise à présenter la terminologie, la notation et certaines notions relatives aux po­
Iyominos, qui seront omniprésents tout au long de cette dissertation. Comme ces objets seront 
codés, la plupart du temps par des mOlS, les notions de base se rapportant à la combinatoire 
des mots sont nécessaires et requièrent un bref rappel. Pour la terminologie usuelle, on se rap­
porte à Lothaire (Lothaire, 1997; Lothaire, 2002; Lothaire, 2005). Il convient sans doute, 
pour commencer, de faire un survol rapide sur l'origine de ces objets élémentaires. Leur appari­
tion semble émerger de diverses sources indépendantes, notamment en mathématiques, souvent 
catégorisées dans la rubrique mathématiques récréatives, et en physique. C'est par Golomb, en 
1954, dans un article sur les pavages de rectangles par des polyominos (Golomb, 1954), que 
le vocable polyomino semble avoir été introduit pour la première fois. Dans les années sui­
vantes, certains auteurs optent pour le terme n-omino (Klamer et Rivest, 1973; Bender, 1974). 
Parallèlement, en 1956, Temperley établit un rapprochement entre certains problèmes relevant 
de la physique statistique et ['énumération de domaines con'espondant précisément aux poly­
ominos sans trou du réseau carré (Temperley, 1956). Un autre problème relié aux polyominos 
concerne les problèmes de pavages dont les travaux pionniers remontent aux années 50 (Go­
10mb, 1954; Gardner, 1957; Golomb, 1989; Conway et Lagarias, 1990). Plus récemment, 
ces problèmes ont été abordés sous une autre approche. On s'intéresse plutôt à la décidabilité 
de certains problèmes de pavages qu'à la possibilité de paver une forme pal1iculière (Robin­
son, 1971; Beauquier, 1991; Beauquier et Nivat, 1991: Brlek, Fedou et Provençal, 2008). 
5 
1.1 Généralités sur les mots 
Soit I:: un ensemble fini de lettres appelé alpl1abef. Un mol west une suite finie de lettres cie I::, 
c'est-à-dire une fonction 
w: {l. ... ,n} ----> I::, nE N, 
et l'on écrit w = 11)IW2'" W n où 'Wi E I::, 1 :<:::; i :<:::; n. On désigne parfois la i-ème lettre de 
w par w[i]. L'entier n est la lonfiueur cie w, notée 11lJ1. Si n = 0, alors le mot est appelé mol 
vide, et est noté é. L'ensemble des mots cie longueur n sur I:: est noté I::7I , pour n ;:: O. Le 
monoïde libre engendré par I:: est défini par I::* = U7I20 I::n et constitue J'ensemble de tous les 
mots muni de l'opération binaire de concalénation. Soit w E I::*. Unjacleur f cie 'tu est un mot 
f E I::* satisfaisant 
:Jx,y E I::*,w = xfy. 
De plus, si x i- é et y i- é alors f est ditjaclellr propre cie w. Si x = é (resp. y = é) alors f 
est appelé préfixe (resp. suffixe). On dit qu'il est préfixe propre (resp. suffixe propre) si y t- é 
(resp. x t- é). L'ensemble cie tous les facteurs cie 10 est noté F(w), et Fn(w) = F(w) n I::1I 
est l'ensemble des facteurs de longueur n. On clésigne aussi Pref(w) l'ensemble de tous les 
préfixes de w et Prefnew) = Pref(w) n I::n , l'ensemble de tous les préfixes cie longeur n. De 
même, on peut définir Suff(w), l'ensemble de tous les suffixes de w, et Suffnew) J'ensemble 
de tous les suffixes de longueur n. 
Une occurrence d'un facteur f dans le mot w est l'apparition de f à une certaine position. Plus 
précisément, f = fI ... !k apparaît à la position i dans w si et seulement si 
:J i, 1 < i < n, tel que f = W;wi+l ... wHk-l' 
L'ensemble des occurrences est donc une fonction définie par 
Occ 
OccU, w) 1= {i ENI f = Wiwi+l" ·w;+k-d· 
Le nombre d'occurrences d'un facteur f E I::* est Iwl/. Un bloc de longueur k, est un facteur 
de la fOlme particulière f = é, avec a E I::. Si 10 = pu avec p, u E I::*, et Iwl = 71, Ipl = k, 
alors p-lw = w[k + 1] ...w[n] = u est le mot obtenu en effaçant p. 
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L'image miroir w· de W = Wj W2 .. ·1On E En est l'unique mot satisfaisant 
Wi = Wn-Hl, VI $ i $ n. 
Un palindrome est un motp E E* tel que p = p. L'ensemble des facteurs d'un mot W qui sont 
des palindromes est noté par Pal(w). 
Soit deux mots u, v E E*. On dit que u et v sont cOI~iugués s'il existe des mots x, y tels 
que u = xy et v = yx. Il est faci le de vérifier que la relation de conjugaison, étant à la fois 
réfiexive, symétrique et transitive, est en effet une relation d'équivalence. En particulier, la 
classe d'équivalence de w, notée [w], correspond à l'ensemble des permutations cycliques de W 
et la longueur est invariante sous la conjugaison. Ainsi, pour tout mot w E lw]' il est significatif 
d'écrire Ilw]1 = 1101. Dans le but de fournir un représentant naturel pour la classe, on introduit 
un ordre total sur les mots. On peut classer les mots selon plusieurs relations d'ordre, mais dans 
la suite, on utilisera l'ordre lexicographique défini comme suit. 
Définition 1 Soit E un alphabet urdonné, et u, v E 2;* L'ordre lexicographique, noté $, est 
défini par: 1( $ v si u = xaul , v = :Ebvl avec x, u l , Vi E 2;*, a, b E 2; et a < b. 
Un mot w E E+ est dit primitif s'il n'est pas puissance d'un autre, c'est-à-dire que si 10 = un 
pour u E E+, alors n = 1. 
Définition 2 Soit E un alphabet ordonné. Un mot primitifest un mot de Lyndon s 'il est minimal 
pour l'ordre lexicographique dans sa classe de conjugaison. 
Ainsi les mots de Lyndon, introduits par Lyndon (Lyndon, 1954; Lyndon, 1955), offrent un 
représentant naturel pour les classes de conjugaison. 
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1.2 Définitions préliminaires sur les polyominos 
Plusieurs variantes sont associées au concept de polyomino. Plus précisément, celle que nous 
utiliserons le plus fréquemment dans cet ouvrage est basée sur la définition suivante: 
Définition 3 Un polyomino P est un objet du plan qui est une réunion finie de cellules unitaires 
fermées (pixels) attachées par leurs côtés et disposées de manière 4-connexe : pour toute paire 
de pixels Pl, P2 E P, il existe un chemin allant de l'un vers l'autre en traversant les pixels par 
les côtés (Figure 1.1 (a». De plus, on suppose que les polyominos sont simplement connexes au 
sens topologique (sans trou) (Figure 1.1 (b), (c». 
(a) (b) (c) 
Figure 1.1 (a) Un polyomino (b) pas 4-connexe (c) pas simplement connexe. 
Par la suite, pour fixer les notations, on supposera que les cellules d'un polyomino sont des 
carrés unitaires, li, i + 1] x [j, j + 1], où i et j sont des entiers et dont les côtés sont parallèles 
aux axes du plan cartésien IR x IR. 
Pour i E Z, on définit la i-ème colonne d'un polyomino P comme l'intersection de la bande 
vel1icale li, i + 1] x IR avec P, notée ([i, i + 1] x IR) n P. De même, pour j E Z, la j-ème ligne 
de P est définie par (IR x [j, j + 1]) n P. 
Définition 4 La i-ème projection verticale d'un polyomino P est le nomhre de cellules conte­
nues dans la i-ème colonne. La j-ème projection horizontale est le nombre de cellules contenues 
dans la j-ème ligne de P. 
On notera les vecteurs de projections vel1ica!es et horizontales non nulles respectivement par 
V = (Vj, V2,··· , vm ) E Nm et H = (hl, h2 ,··· ,hn ) E Nn (Figure 1.2). 
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Figure 1.2 V = (2,4,2,4,4,5,3) et H = (5,7,6,5,1). 
Il existe plusieurs sous-classes de polyominos. Les principales sont généralement définies par 
des contraintes relevant de la notion cie convexité. 
Définition 5 Un polyomino P est verticalement convexe, 120té v-convexe, lorsque toutes les 
colonnes de P sont connexes (Figure 1.3 (a)). De façon analogue, un polyomino est horizonta­
lement convexe, noté h-convexe lorsque toutes les lignes de P sont connexes (Figure 1.3 (b)). 
Un polyomino qui est à la fois velticalement et horizontalement convexe est dit lw-convexe 
(Figure 1.3 (c)). 
(a) (b) (c) 
Figure 1.3 Un polyomino (a) v-convexe; (b) h-convexe ; (c) hv-convexe. 
Notons que la convexité comme notion élémentaire est essentielle dans le cadre de l'étude des 
figures en géométrie discrète. Comme plusieurs variantes existent, une précision quant au choix 
de la définition de convexité discrète utilisée, s'avère nécessaire. Une attention palticulière sera 
donc accordée à cette notion dans le Chapitre 3. 
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1.3 Différentes représentations 
Parmi les outils pouvant faciliter la description d'une construction des objets étudiés, mention­
nons les codages. En effet, la géométrie des polyominos généraux est codable de manière exacte 
et finie. Dans le présent travail, le contour d'un polyomino sera d'abord codé par un mot sur un 
alphabet à quatre lettres L; = {a, a, b, b}. Pour ce faire, on se choisit pour origine un sommet 
d'une cellule sur le contour, puis on code le déplacement d'un crayon comme suit: 
0.=(1,0)--->; b=(O,l):T; a=(-l,O):;.-; b=(O,-l):l. 
Le contour obtenu est un mot w E L;". Cette représentation, où chaque lettre correspond à 
une translation unitaire du plan est aussi connu sous le nom de code de Freeman (Malon et 
Freeman, 1961; Freeman, 1970) (voir aussi (Braquelaire et Vialard, 1999)). Un peu plus tard 
dans cet ouvrage, d'autres représentations seront considérées mais pour les fins du chapitre 
suivant, celle-ci sera parfaitement adaptée. Le contour du polyomino, décrit par un mot w, sera 
parcouru dans le sens anti-horaire à partir d'un point s. Par exemple, le polyomino de la Figure 
1.4 (a) est codé par (s, tU) où s = (:-~, 7) et 
w = bbababbababaaababbabaabbbababbaabbabao.. 
, 
, 
_____ 1.. _ 
, 
, 
(a) (b) 
Figure 1.4 Point de départ: (a) arbitraire; (b) canonique. 
On notera P = (s, w). On supposera que s est le point le plus bas parmi les points les plus 
à gauche de la colonne d'extrême gauche clu polyomino et que par lIne translation adéquate 
la 
s = (0, 0). Par la suite, suivant cette convention, le point s sera omis dans les codages. Par 
exemple, le polyomino de la Figure lA (b) est codé par le mot 
w = aaababbabaabbbababbaabbabaabbababbabab. 
Lorsque les polyominos sont considérés à translation près et qu'aucune origine n'est privilégiée, 
un polyomino P est alors invariant par permutation circulaire du mot décrivant son contour. Il 
existe un élément minimal, selon l'ordre lexicographique, dans chaque classe de conjugaison 
d'un mot circulaire. Comme le contour du polyomino est parcouru une seule fois, ce mot mini­
mal est nécessairement un mot de Lyndon. 
Exemple. Soit le polyomino codé par le mot w ababababbabaabab (voir Figure 1.5 (a». 
Alors, la classe de conjugaison associée à west [w] = 
{babababbabaababa, a.bababbabaababab, bababbabaabababa, ababbabaabababab, 
babbabaababababa, abbabaababababab, bbabaabababababa, babaabababababab, 
abaababababababb, baababababababba, aababababababbab, Zibabababababbaba, 
babababababbabaa, Zibababababbabaab, bababababbabaaba, ababababbabaabab} 
et le mot de Lyndon correspondant est ababa.bbZibaababab pour l'ordre a < a < b < b (voir 
Figure 1.5 (b». 
(a) (b) 
Figure I.S (a) Le mot w = ababababbabaabab et (b) le mot de Lyndon abababbabaababab. 
L'intérêt de cette représentation par les mots de Lyndon est de pouvoir résoudre facilement Je 
problème de l'égalité entre polyominos. 
Lemme 1 Deux polyominos sont égaux si et seulement si leurs mots de Lyndon associés sont 
égatu. • 
Il 
On peut également classifier les polyominos selon leur points extrémaux calculés sur le plus 
petit rectangle circonscrit du polyomino. 
Définition 6 Soit un polyomino P et n le plus petit recranf?le le contenant. Désif?nons par B, 
D, H, G, les côtés respectivement du bas, de droite, du haut et de gauche de n. Les points 
extrémaux de P sont définits par Bg et Bd (resp. Hg el Hd) qui sont les points de P le plus à 
f?auche et le plus à droite de B (resp. H) ainsi que Db et Dh (resp. Gbet G h ) qui sont les points 
de P le plus Iwut et le plus bas de D (resp. G) (voir Figure 1.6). 
Hg H d 
+ ­
1 • 
----------i 
1 
1 1 
1 ~ ~ 1 
Gh 
1 l'~ ::: 1 
1 
1 
I~JI J. Dh 
G b 1 
1 I~ 
1 1 1 • 
1 Db 
_ _____ -11. __ 
B g B d 
Une autre façon cie caractériser les polyominos est cl 'identifier ce qu'on appelle les pieds. 
Définition 7 Considérons un {Jolyomino P et n le reU(LnRle de dimension n X m le conte­
nant. Soit [Bg: Bd] ([Db, Dh],[Hg : Hd],[Gh: Gb]), l'intersection de P avec B (D.H,G). Le 
segment [Bg , Bell détermine la base de l'ensemble formé des hl colonnes consécutives de 
P, appelé pied et noté B'. De façon analogue, en se réterant aux intersections de P avec 
[Db, Dhl,[Hq, HdJ, [Ch: Cb], on d~finit les trois autres piedl' de P, notés respectivement D', H' 
et C' (voir Figure 1.6). 
Chapitre 11 
ALGORITHMES RELIÉS AU THÉORÈME DE GREEN DISCRET 
Dans ce chapitre nous proposons divers algorithmes permettant d'évaluer certaines statistiques 
sur les polyominos. 
Plusieurs des paramètres associés aux polyominos (voir Figure 2.1) peuvent être représentés 
par des intégrales de surface. Par exemple, l'aire a = a(P), le centre de gravité 9 = g(P), le 
moment d'inertie l = I(P), d'un polyomino P peuvent être déterminés ù l'aide d'intégrales 
doubles: 
a(P) = J.~ dxdy,
 
____(Jf~ x dx dy I/~ y d:r. dy )

g(P) - (x, y) - a(P) , a(P) , 
I(P) = Jl ((x - x)2 + (y - y)2) dxdy = Jl (x2+ y2) dxdy - (1;2 + t;2)a(P). 
Aire =20
 
Centre de gravité = (3.3, 0.55)
 
Moment d'inertie =73.4833
 
Projections horizontales = (3,4,6,4,2,1)
 
Projections verticales = (1,2,5,6,4,2)
 
Figure 2.1 Quelques paramètres sur les polyominos. 
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La version classique du théorème de Green relie essentiellement. les intégrales de sUlface aux 
intégrales de contour. En effet, comme nos polyominos sont définis par des molS décrivant 
leur contour, il devient alors naturel d'utiliser le théorème de Green afin de construire nos pre­
miers algorithmes généraux. Nous introduisons ici la notion d'algorithme incrémentai pour les 
polyominos définis par leur contour et montrons comment le théorème de Green peut être uti­
lisé pour générer de telles familles d'algorithmes. Par la suite, en omettant les conditions de 
continuité du théorème, nous travaillons avec des algorithmes incrémentaux dits additifs. Plus 
précisément, ce sont des algorithmes pour lesquels le résultat associé à la somme de deux po­
Iyominos correspond à l'addition des résultats de chacun des polyominos. L'usage du théorème 
de Green en géométrie discrète est déjà connu, par exemple voir (Tang et Lien, 1988). Notre 
approche est semblable à celle décrite dans (Philips, 1993; Yang et Albregtsen, 1994: Yang 
et Albregtsen, 1996), où la version discrète du théorème de Green est appliquée aux calculs 
efficaces de moments. Par ailleurs, pour une présentation plus générale des propriétés voir (Go­
10mb, 1994). On trouvera dans (Viennot, 1992), un survol de résultats énumératifs concernant 
les polyominos. Citons aussi (Clarke, 1980: Delest, Gouyou-Beauchamps et Vauquelin, 1987). 
2.1 Théorème de Gl'een 
Pour débuter notre analyse, la version suivante du théorème de Green (McCallum, Hughes-
Hallet et Gleason, 1999) nous est largement suffisante. 
Théorème 1 Soit P(x, y) et Q(x, y), deux fonctions conrinûmellr différentiables définies sur 
Ull ouvert contenanr une région simplement connexe, n. délimitée par une courbe simple, r. 
orielltée positivement. Alors. 
- OP) dxdy= f. P(x,y)dx+Q(:I:,y)dy.Jl (OQ n OX oy Jr 
Comme les paramètres énumérés précédemment impliquent des intégrales de la forme 
I f f(x,y) dx dy, . Jn 
l'étape suivante consiste à choisir, dans le théorème de Green, P(x, y) et Q(x, y), de sorte que 
(?Jfj: - ~:) = f. En effet, plusieurs couples de fonctions (P, Q) satisfont celle condition. Les 
trois principaux donnent lieu au lemme suivant. 
14 
Lemme 2 Soit un polyomino P avec un contour "f, et supposons f(x, y) unefonction conrinue. 
Alors on a, 
Jhf(x,y) dxdy 1fI(x,y) dy (2.1 ) 
-j12(x,Y)dX (2.2) 
"( 
rF(x, y)(xdy - ydx), (2.3) 
.J'Y 
où 
fI(x, y) = JX f(x,y)dx, h(x,y) = JY f(x,y)dy, F(x, y) = t f(sx, sy)s ds. 
.Jo 
La notation J'Y désigne llne intégrale de ligne sur le contour "f alors que te dt dénote une 
intégrale indéfinie selon la variable réelle t. 
Preuve. Pour (2.1), on prend, dans le théorème de Green, Pet Q tels que P = 0 et Q = fI. Pour 
(2.2), on choisit P = - 12 et Q = O. La formule (2.3), moins triviale, peut s'établir de la façon 
suivante. Prenons, dans le théorème de Green, P(x, y) = -yF(x, y) et Q(x, y) = xF(x, y). 
On doit alors montrer que (~ - %) = j. Pour ce faire, remarquons d'abord que 
ÔQ _ OP) = 2F+xôF +yÔP( ÔX oy ôx ôy 
Considérant une variable supplémentaire u vérifiant l'inégalité 0 < u :s; 1, on obtient, 
u2p(ux,uy) =1i211 f(sux,suy)sds 
= lU f(ax, ay)a da (via a = su). 
Dérivant ensuite par rappoJ1 à u, on trouve 
. ôP ôP2 22uP(ux, uV) + u - (ux, uy):c + 7t - (ux, uy)y = uf(ux, UV)·ôx ôy 
Finalement, en posant u = Ion obtient l'égalité désirée 
oP ôP 
2P + x-ô + Y-ô = f. • x y 
Remarquons que la preuve de la formule (2.3) du Lemme 2 utilise le théorème de Green et 
qu'elle est beaucoup plus algébrique que géométrique. Il existe cependant une preuve géométrique 
n'utilisant pas le théorème de Green, qui est présentée dans la Section 0.1 de l'Appendice A. 
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2.2 Algorithmes incrémentaux 
L'évaluation de chacune des intégrales de ligne (2.1 )-(2.3) du Lemme 2 peut se ramener à une 
succession d'intégrales simples sur des segments unitaires (horizontaux ou verticaux) formant 
"(: 
OÙ Vi = (Xi, Yi), i = 0, ... ,n - 1, désigne les sommets successifs du polyomino P satisfaisant 
Vi+l = Vi + !:::.vi. = (Xi + !:::.Xi, Yi + !:::.Yi), avec la convention Vn = Vo· 
En supposant que les polyominos sont codés par (s, w) où s E Z x Z correspond au point de 
départ et w à un mot sur l'alphabet E = {a, b, a, b}, la discussion précédente donne lieu à des 
algorithmes incrémentaux au sens suivant: 
En partant du point source s, le contour "( du polyomino est décrit en parcourant 
w lettre par lettre. À chacune des étapes, l'instruction à exécuter dépend seulement 
de la position courante sur la frontière et de la nouvelle lettre lue. 
Plus précisément, considérons quatre vecteurs associés à l'alphabet E 
---7 ----1 -=' 
et = (1,0), b = (0,1), a = (-1,0), b = (0,-1) 
et prenons quatre fonctions 
chacune associée à une lettre de E. Le mot w = Wj W2 ... W n est parcouru séquentiellement, de 
gauche à droite en cumulant les sommes partielles dans la valiable 8. Il en résulte l'algorithme 
suivant: 
V:= s; s:= 0; 
pour i := 1 à n faire 
S := S + cDWi(v); 
V:= v+~; 
fin pour; 
retourne 8. 
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L'algorithme incrémentai sera par la suite identifié par. = ( <Pa, <PI, , <Pa, <Pl)) et nous utilise­
rons la notation suggestive suivante afin de représenter le résultat d'un algorithme incrémentai, 
Output(., P) = L <Pa(Xi, Yi) + L <Pb(Xi, Yi) + L <pa(X;, y·il + L <Pl)(Xi, Yi)' 
1 l 
Les formules (2.1 )-(2.3) du Lemme 2 donnent lieu à des algorithmes incrémentaux corres­
pondants appelés respectivement V-algorithme, H-algorithme et VH-algorithme. Les lettres V 
et H sont des abbréviations pour les mots vertical et horizontal. Dans le V-ulgorithme (resp. H­
algorithme) seuls les côtés verticaux (resp. horizontaux) décrivant le polyomino sont considérés 
alors que dans le VH-algorithme, à la fois les côtés verticaux et horizontaux le sont. 
Proposition 1 Soit le polyomino P = (s, w). Alors, 
où les fonctions <Pa, <Pb, <Pa, <Pl) sont choisies parmi les trois ensembles suivants de possibi­
lités: 
V-algorithme 
J'1 <Pa = 0, <Pb = t fJ(x,y+t)dt, <Pa = 0, <Pl) = - 0 fI (x, y - t) dt. Jo 
H-algorithme 
<Pa = -11 f2(x +t, y) dt, <Pb = 0, <Pa = 11 f2(x - t, y) dt, <Pl) = O. 
VH-algorithme 
,1 ,1 
CP" = -y F(x + t, y) dt, <Pb = X F(x, y + t) dt, 
•/ Ci ./ 0 
t J'l <Pa = Y Jo F(x - t, y) dt, <Pl) = -x 0 F(x, y - t) dt, 
où h (x, y), f2(x, y) et F(x, y) sont définies par (2.1), (2.2) et (2.3). 
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Preuve. Soit 0: une des trois formes différentielles 
!J (x, y)dy, - h(x, y)dx, F(x, y)(xdy - yd:r) 
apparaissant dans les intégrales de ligne (2.1), (2.2), (2.3) du Lemme 2. Alors, 
.rf(x,y) dxdy = j' 0: = 'i l' 0:, 
.J.Jp i=O .J[V;. v,+tll' 
où VO, VI"", V7/-I, V7/(= VO) sont les sommets appartenant au contour Î' du polyomino P. 
Comme P est défini par le point (xo, Yo) et le mot W = Wl W2· .. W n , alors le segment [v;, vi+d 
sur le contour de Pest paramétrisé par (x, y) = (:r(t), y(t)), 0 ::; t ::; 1, où 
x = x(t) = Xi + t, y = y(t) = Yi, (dx = dt, dy = 0), SI W';+J = a,
 
x = x(t) = Xi, y=y(t)=Yi+ t , (d:r = O,dy = dt), si Wi+l = b,
 
:r = x(t) = :<:i - t, Y = y(t) = Yi, (dx = -dt, dy = 0), SI Wi+1 = a,
 
X = x(t) = Xi, Y = y(t) = Yi - t, (dx = O,dy = -dt), si Wi+l = b.
 
On conclut donc, en utilisant les paramétrisations correspondantes, par l'évaluation des intégrales 
de ligne (2.1), (2.2), (2.3) du Lemme 2. • 
2.3 Applications élémentaires et exemples 
Quelques exemples élémentaires de ces algorithmes pour le calcul de jj~ f(x, y) dx dy sont 
présentés dans les tables suivantes: Table 2.1 (aire), où f(x,y) = 1; Table 2.2 (centre de 
gravité), où f(x, y) =:I: et f(:I:, y) = y; Table 2.3 (moment d'inertie), où f(J:, y) = x 2 + y2 
Figure 2.2 Polyomino codé par le mot W = aabababaababbabb. 
Nous illustrons ici certains calculs sur le polyomino défini par W aabababaababbabb et 
s = (0,0) de la Figure 2.2. 
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Algorithme 1>0 1>1> 1>;:r 1>b" 
V-algo 0 x 0 -x 
H-algo -y 0 y () 
VH-algo -y/2 x/2 y/2 -x/2 
Tableau 2.1 Aire. 
V-algo pour l'aire: L--; 0 + L1 Xi + L~ 0 + LI -Xi, 
.Ill dx dy = Xu0 + 0 + X2 + 0 + X4 + 0 + X6 + 0 + 0 + X9 + 0 ­
-Xi2+ 0 - X I1- X I5 
=2+3+4+2-1-1 
=9 
H-alRo pour l'aire: L--; -Yi + LT 0 + L;.- Yi + LlO, 
Il 1dx dy = ­-Yo YI + 0 - Y:3 + 0 - V'5 + 0 + Y7 + Ys + 0 + VI0 + 0 + 0 
+ Yi3 + 0 + 0 
= -1 - 2 +:3 + 3 + LI + 2
 
= 9.
 
VH-aLRO pour l'aire: L--; -yi/2 + LT xj2 + L-- yiJ2 + L1 -:ci/2, 
.IL 1dx dy = -vo/2 - VJ/2 + X2/ 2 - y3/2 + X4/ 2 - Vs/2 + X6/ 2 + y7/2 + Ys/2 
+ X9/2 + YlO/2 - xu/2 - xl2/2 + Y13/2 - xl'I/2 - X15/ 2 
= 1 - 1/2 + 3/2 - 1 + 2 + :3/2 + 3/2 + 1 + 2 - 1/2 - 1/2 + 1 
= 9. 
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Algorithme ci> a cI>/> cI>o: cI>iJ 
V-algo (num x) 0 :r2 /2 0 -x2/2 
V-algo (num in 0 x/2 + :l:Y 0 x/2 - xy 
H-algo (num x) -y/2 - xy 0 -y/2 + xy 0 
H-algo (num y) _y'2/2 0 y2/2 0 
VH-algo (num x) -y/Ci - xy/3 x2/:~ -y/6 + xy/3 _x2j:3 
VH-algo (num y) _y2/3 x/6 + xy/3 y2/3 x/fi - :ry/3 
Tableau 2.2 Centre cie gravité. 
V-algo : abcisse du centre de fvavité : L __ 0 + LI :1.'; /2 + L.-- 0 + L 1 -xl/2, 
Jl x dx dy = 0 + 0 + x~/2 + 0 + xJ/2 + 0 + xU2 + 0 + 0 + x§/2 + 0 
2 2 2 2 
- xll/2 - x12/2 + 0 - xlJ/2 - X15/2 
= (22 +32 +42 +22 _1 2 -12 )/2 
= 31/2, 
. - - 31/2 _ 31d,OU X - 9 - l8' 
H-aly,o : abcisse du centre de y,ravité : L __ -yiJ2 - :I:iYi + L1 0 + L- -yiJ2 + XiYi + LlO, 
Jj~ x dx dy = (-yo/2 - :royo) + (-ylf2 - XlYl) + 0 + (-Y:l/2 - X1V1) 
+ 0 + (-ys/2 - :C.5Y5) + 0 + (-Y7 /2 + X7Y7) + (-YH/2 + X8Y8) 
+ 0 + (-YlO/2 + XlOYlO) + 0 + 0 + (-Yt:l/2 + Xl:lYl:d + 0 + 0 
= -5/2 - 7 + 21/2 + 15/2 + 6 + 1 = 31/2:
 
• - - 31/2 _ 31
d, ou X - 9 - TIl' 
V-algo pour l'intégrale dans le moment d'inertie: 
2J1(x2 + y ) dx dy = L xi/3 + xf /3 + XiYi + XiY; + L -xi/3 - xf /3 + XiYi - XiV; 
P 1 l 
= 74. 
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V-algo ~a = 0 ~b = x/3 + X:I/:1 + xy + Xy2
 
~a = 0 ~b = -x/3 - x:I/3 + xy - xy2
 
2
H-algo ~a = -yj:3 - y:3/3 - xy - x y ~b = 0
 
2
~a = y/3 + y:3/3 - xy + x y ~b = 0 
VH-algo ~a = -y/12 - y:3/4 - xy/4 - x2y/4 ~b = :r/12 + x 3 /4 + xy/4 + xy2/4 
~a = y/12 + y:3/4 - xy/4 + x2y/4 ~b = -x/12 - ;z;:3/4 + xy/4 - xy2/4 
Tableau 2.3 Algorithmes de Jf~ (x2 + y2) dx dy dans le moment d'inertie. 
L'exemple suivant calcule la probabilité qu'un point aléatoire (x, y) E IR x R sous la dis­
2tribution normale de probabilité à deux variables, f(x, y) = ~exp( _x - y2), se situe dans 
un polyomino P donné. Dans ce cas, comme le VH-algorithme est plus complexe, seuls les V 
et H-algorithmes sont donnés (voir Table 2.4). Par ailleurs, nous verrons qu'il est possible cie 
considérer des fonctions discrètes f(x, y) en utilisant les méthodes décrites dans les Sections 
2.4 et 2.5 où par exemple on calcule le nombre de pixels communs entre un polyomino et un 
ensemble donné de cellules. 
V-algo ~a = 0, ~b = ierf(x)(erf(y + 1) - erf(y)), 
~a= 0, ~b = ~erf(x)(erf(y - 1) - erf(y)), 
H-algo ([>a = -±crf(y)(crf(x + 1) - erf(x)), ~b = 0, 
([>a = -âerf(y) (erf(x - 1) - erf(x)), ~b= O. 
Tableau2.4f(x,y) = ~exp(-;z;2 -y2),erf(;z;) = J;r Jo"'exp(-t2) dt. 
De façon générale, en raison de leur formulation, les Vet H-algorithmes sont plus simples que le 
VH-algorithme correspondant. Cependant, il existe une classe importante de fonctions pour la­
quelle le VH-algorithme est le plus souvent préférable: la classe desfollctiolls homogènes, c'est­
à-dire, les fonctions f(x, y) qui satisfont une équation fonctionnelle de la forme f(sx, SV) = 
sK'f(:r, y) pour une constante k, appelée le degré d'homogénéité. Le VH-algorithme correspon­
dant est décrit maintenant. 
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Corollaire 1 Soit f(x, y) une joncrion continue, homogène de degré k > -2 et soit 
<Da, <Db, <Do;, <Db' les quarre jonctions définies par 
3' 
<Da(X,y) = - k ~ 2(fI(x + l,y) - fJ(x,y)), <Pb(X, y) = k ~ 2 (12(:r, y + 1) - f2(x, y)), 
<Da(x, y) = - k +y 2 (fJ (x - 1, y) - j, (x, y) ), <Pb(:c, y) = 11: +x 2 (h(x, y - 1) - h(x, y)), 
oû !l (x, y) et 12(x, y) sont définies dans le Lemme 2. Alors, le VH-algorithme correspondant 
calcule JJp f(x, y) dx dy, pour tour polyomino P, 
Preuve. Soit f (x, y) une fonction homogène de degré k, Alors, la fonction F (x, y) de la Pro­
position l prend la forme 
1fF(x,y) = 1 (sx,SY)Sds= 11sk+lf(x,Y)ds= k~2f(x,y), 
Donc, pour le VH-algorithme correspondant, on a, 
i x l l Y Y +il l<pa(x,y)=- F(J:+t,y)ydt=-k+2 f(x+t,y)dt=-k+2 f(x,y)dx ·0 ,0 x 
y 
= - k + 2(!l(x + l,y) - !l(x,y)), 
par définition de ft (:c, y), En procédant de façon équivalente, on peut vérifier les formules pour 
• 
Nous donnons ici une illustration typique du Corollaire l pour laquelle le VH-algorithme est 
plus simple que les V et H-algorithmes correspondant,. Le calcul de la distance Euclidienne 
moyenne d'un point donné (1),,11) E 7L x 7L, à un point aléatoire (x, y) dans un polyomino Pest 
donné par la formule 
II~ J(x - 1t)2 + (y - 11)2 dx dy 
a(P) 
En effet, ceci peut se ramener au calcul d'intégrale de la forme II~ f(:c, y) dx dy, simplement 
en remplaçant Je point de départ s = (xo, Yo) par s - (u, v) = (xo - u, Yo - v), Ce qui consiste 
à prendre, dans le Corollaire 1, f(x, y) = Jx2 + y2 et k = 1. Dans ce cas particulier, les 
fonctions ft (x, y) et 12(x, y) sont données par les formules 
si y = 0, 
sinon, 
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et 
si x = 0, 
sinon. 
On notera que fI (0,0) = 12(0,0) = °en passant à la limite.
 
Exemple. Utilisant le programme développé en Maple (voir Section 0.3.1 dans Appendice A),
 
nous trouvons que la distance moyenne de l'origine à un point aléatoire du polyomino de la
 
Figure 2.3 est donnée par 8, 9616882.'30.
 
(0,0) 
Figure 2.3 Distance d'un point à ['origine. 
Nous avons aussi appliqué notre algorithme au cas du pixel unitaire dont le coin inférieur 
gauche est à l'origine et obtenu une distance moyenne à l'origine de 0, 7651057160. En guise de 
vérification, la génération aléatoire de 10000 points donne la valeur approchée 0,7651130129. 
2.4 Notion d'algorithme incrémentai additif 
Dans les exemples précédents, on supposait la fonction f(x, y) continue. Cependant, il est sou­
vent possible d'éliminer cette condition sur f tout en utilisant la Proposition 1 comme guide 
pour élaborer les algorithmes correspondants. Par exemple, les algorithmes pour le calcul des 
projections horizontales et verticales d'un polyomino peuvent être exprimées comme suit. Pour 
un entier ex E Z, définissons f par 
f(x,y) = X(o::S x < ex + 1), 
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où X dénote la fonction caractéri~tique. Il est alors clair que f[p f (x, y) d:r dy corre~pond à la 
projection a-verticale du polyomino P : 
Jl f(x, y) dx dy = #{,8 E Z 1 PixQ ,3 ç P} = vn(P). 
où Pixa,/J e~t un pixel unitaire du plan dont la coordonnée (Ct, (3) E Z x Z corre~pond au coin 
inférieur gauche 
Pixo:,fJ = {(x, y) E ]PI. x ]PI. 1 0. ::; X < a: + l, ,B ::; Y < .fJ + l}. 
Dans ce cas, utilisant la Proposition l, on trouve 
~i x < Ct. 
si a ::; x < 0. + l, 
si a + 1 ::; J;. 
Il est alors simple de vérifier que ceci donne bien les algorithmes suivants. 
V-algorithme pour les projections verticales vr.c(P) : 
<Da = 0, <Pb = ,1'(2: 2'. a: + 1), <Do: = 0, <P-b = -X(x >- a + 1). 
De façon similaire, prenant f(x, y) = X((3 ::; y < ,fJ + 1), les projections ,8-horizontales du 
polyomino P, définies par 
#{a E;[, 1 Pixa-.;3 ç P} = h.3(P). 
se calculent à partir de l'algorithme suivant. 
H-algorithme pour les projections horizontales hg(P) : 
<Pa = -X(y 2'. ,8 + 1), <Pb = 0, <Pa: = X(y 2'. ;3 + 1), <p& = O. 
En effet, ces algorithmes pour les projections velticales et horizontales sont simplement des cas 
particuliers de la notion générale d'algorithme incrémentai additif qu'on définit maintenant. 
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Définition 8 Un algorithme incrémentai e = ( <Pa, <Pb ,<Pa, <Pb ) est appelé additif si, routes 
lesfois qu'un polyomino P est l'union de deux polyominos PI. P 2 ayant des intérieurs disjoints 
(voir Figure 2.4), on a 
Output( e, P) = Output( e, PlU P2) = Output(e, Pl) + Output(e, P 2 ). 
Figure 2.4 P = Pl U P 2 ayant des intérieurs disjoints. 
Un exemple plutôt simple d'algorithme incrémentai non-additif est donné par J'identité <Pa = 
<Pb = <Pa = <Pb = l, qui calcule le périmètre d'un polyomino. 
Proposition 2 Un algorithme incrémentaI e = ( <pa. <Pb , <Pa, <Pb ) est additif si et seulement si 
(2.4) 
De plus, le résultat obtenu par ('application d'un algorithme incrémentai addirij'e, sur un 
polyomino P est donné par 
Output(e,P) = L ~x<I>b(o.,,8) - ~y<I>a(0:,13), (2.5) 
Pix""t)Ç;P 
où .6.x<P et .6.y<P sont des fonctions définies par ~~;<I>(x, y) = <I>(x + l, y) - <I>(x, y) et 
~y<P(x, y) = <p(x, y + 1) - <p(x, y). 
Preuve. Puisque tout polyomino P peut s'écrire comme la réunion finie de la fermeture de ses 
pixels, 
P = U Pixo:.;3, 
Pix",,~Ç;P 
le résultat d'un algorithme incrémentai adc1itif satisfait 
Outpllt( e, P) = L Olltpllt( e, Pixo.o)· 
Pixa, ..~Ç;p 
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En particulier, si Pl = Pl et P2 = P2 sont tous les deux de simples pixels et P est un domino 
vertical comme illustré dans la Figure 2.5 (a), alors, 
Output(., P) = Output(., Pl U P2) = Output(., pd + OutPllt(., ])2). 
Ceci implique que <pa(X, y) = -<pa(x - l, y), afin d'annuler la contribution du côté horizontal 
commun dans le polyomino P. De même, en utilisant un domino horizontal (voir Figure 2.5 
(b», un argument similaire justifie que 
En conséquence, ceci montre que les conditions données sont nécessaires pour "additivité. Leur 
suffisance découle cie l'annulation automatique des frontières communes de P J et P 2 (voir 
Figure 2.4) pour les polyominos généraux ayant cles intérieurs disjoints et tels que P = Pl uP2. 
La formule associée à Output(., P) découle elle aussi cie ces conditions. puisque pour tout 
pixel felmé PiXa ,,3, on doit avoir (voir Figure 2.5 (c» 
Output(.:Pixa,e) = <pa(a,,8) + <Pb(a + 1,,8) + <Po:(o: + 1,,6 + 1) + <1:>ï)(a,,8 + 1)
 
= <P a(a,,6) + <1:>/)(a + 1,6) - <pa(a,,8 + 1) - <Pb(a,,8)
 
= .6~;<P b( 0:, ,13) - .6y <P o. (o:. ,8),
 
pour tout algorithme incrémenta! additif. 
(x,y) 
(x-l,y) (x.y) ~ ""'''0 '"'./'''Pz ~ (x,y-l) (x,y+l) (x+l,y) 
(a) (b) (c) 
Figure 2.5 (a) Domino vertical, (b) domino horizontal, (c) un pixel Pixx,y. 
• 
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L'un des attraits de la Proposition 2 est, par exemple, de démontrer rigoureusement qu'un al­
gorithme incrémentai additif donné fonctionne effectivement. Par exemple, on peut vérifier, en 
utilisant ce résultat, que les algorithmes vo.(P) et ho(P) pour les projections verticales et ho­
rizontales sont bien valides. De même, toujours en utilisant la Proposition 2, on peut confirmer 
la validité des algorithmes incrémentaux à valeur booléenne de la Section 2.5.2 . Une autre ap­
plication de cette proposition consiste à créer de nouveaux algorithmes en choisissant d'abord
.' 
arbitrairement deux fonctions <I>a(x, y), <I>b(:/;, y); en définissant ensuite les fonctions associées 
<I>a(x, y), <Pr,(x, y) à partir de (2.4) ; et, finalement, en calculant la sortie correspondante en 
utilisant (2.5). Par exemple, si on pose <pa(x, y) = 0 et <Pb(X, y) = qX, où q est une variable 
formelle, on trouve un algorithme donnant la q-énumeration de la famille de projections. La 
Section 2.5.6 est justement consacrée à exposer ce cas particulier. 
Par ailleurs, le corollaire suivant peut être interprété comme un inverse cie la Proposition 2. Il 
décrit comment trouver (Pa(x, y), <Pb(X, y), (I>a(x, y), <I>i;(.:c, y) à partir du résultat désiré. De 
plus, il montre aussi la relation étroite existant entre les algorithmes généraux incrémentaux 
additifs el le calcul des différences finies à deux variables. 
Corollaire 2 Soit A un anneau et TV : Z x Z -) A une fonction de poids. Alors, l'algorithme 
incrémentai additif, ( <Pa : <Pb , <Pa, <Pl) ) le plus général, ayant comme résultat 
L W(x, y) E A, 
Pix",yÇP 
pour chaque polyomino P, est de la forme 
<I>a(X, y) = VO(x,y) + D(x,y -1) - D(x -l,y -1),
 
<Pb(X, y) = Ua (x, y) + n(x - l, y) - D(x - 1, Y - 1),
 
<pü(x,y) = -<pa(x - 1. y).
 
<I?l)(.E, y) = -<Pb(l:,y - 1),
 
où (UO(:/;, y), VO(x, y)) est une solution particulière de l'équation aux différences finies 
6.x U(x,y) - 6.yV(x,y) = W(x,y) 
et D : Z x Z -) A est arbitraire. 
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Preuve. Comme l'équation aux différences finies est linéaire, il suffit de montrer (voir Proposi­
tion 2) que la solution générale (U, V) de l'équation homogène associée, 
fixU(x, y) - fi yV(x, y) = 0, (2.6) 
est donnée par 
U(x, y) D(x - Ly) - D(:r -l,y -1), (2.7) 
V(x, y) D(x,y -1) - D(x -l,y -1), (2.8) 
où D(:J;, y) est arbitraire. En effet, en substituant (2.7) et (2.8) dans (2.6), on obtient 
fi 3,u - fi1/ V = [(D(x, y) - n(x, y - 1)) - (n(x - l, y) - D(x - l, Y - 1))] 
-[(n(x, y) - D(x - 1, y)) - (D(x, y - 1) - D(x - l, Y - 1))] 
O. 
Inversement, pour montrer qu'à toute solution (U, V) de l'équation homogène, correspond un 
D, on introduit deux opérateurs auxiliaires de sommation, I;{ et I;t, définis sur les fonctions 
9 : Z X Z ---4 fiI" par 
I:%=l g(k, y) si x > 0, 
I;fg(x, y) = ° si./; = 0,{ 
",-x-l ( k )
- 01:=0 9 -,y si x < 0, 
et similairement pour I;Yg(x, y). Le lecteur peut vérifier, que pour toute fonction :..;(.E, y), on a, 
Vxw(x,y) = w(x,y) - w(x - l.y) = g(x, y){:::=} w(x,y) = w(O,y) + I;Ig(x,y); 
Vyw(x,y) = w(x;y) - w(x;y - 1) = g(x,y){:::=} w(x,y) = w(x,O) + I;yg(x;y), 
et la fonction requise n(x, y) peut être écrite comme 
D(x, y) = c + I;YU(I, y) + I;fV(x, y + 1), 
où c est une constante arbitraire (en fait, c = n(O, 0)). • 
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Une façon parmi tant d'autres de trouver une solution particulière (UO, VO) de l'équation 
6.,,u - 6. 11 V = W, est de forcer VO (resp. Un) égal à 0 et de prendre UO (resp. Vo) comme 
solution particulière de l'équation aux différences finies simple 
6. x U(x,y) = W(x,y), (resp. - 6.y V(:v,y) = W(x,y)), 
avec la solution particulière 
UO= ~iW(x - 1, y), VO= 0 (resp. UO = 0, VO = -~n1!(x, y - 1)). 
Cette méthode donne un V-algorithme (resp. H-algorithme) particulier. On peut aussi utiliser la 
méthode des séries formelles: soit Z1 et Z2 des variables formelles et considérons la série de 
Laurent formelle 
Û(Z1, Z2)
 
V(Z]'Z2) = LX,y V(x,y)z;Cz~,
 
W(Zl, Z2) = L~;,y W(x,y)z\Cz~.
 
Alors l'équation aux différences finies 
6. x U(x,y) - 6.yV(x,y) = W(x,y), 
peut se reformuler de la manière suivante 
Grâce à quelques manipulations algébriques, cette dernière équation peut se résoudre pour 
Û(Zj, Z2) et V(Zi, 22). 
En outre, cette méthode a été utilisée pour trouver la solution générale de l'équation homogène 
apparaissant dans la preuve du Corollaire 2. 
Une autre façon de déterminer les solutions des équations aux différences finies du Corollaire 
2 est d'exprimer, si cela est possible, W(::r;, y) dans la base x(i)y(j) , i, j 2: 0, où t(f~) = t(t ­
1) ... (t - k+ 1) est la k-ième puissance factorielle descendante cie t. Puisque 6.t t(k) = kt(Jo-l) , 
cette base est bien appropriée pour les équations aux différences finies. Cette méthode est décrite 
dans la Section 2.5.5 pour le calcul des moments d'ordres supélieurs d'un polyomino. 
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2.5 Autres exemples et applications 
La présente section traite des relations entre ensembles quelconques de pixels et polyominos. 
Il convient pour commencer, de considérer le cas le plus simple, qui consiste à déterminer si 
une cellule élémentaire est incluse ou non dans un polyomino. De nombreux résultats dont les 
opérations booléennes et les calculs de familles de projections en découlent. 
2.5.1 Déterminer si un pixel donné est contenu dans un polyomino 
Soit (ex, (3) E Z x Z et considérons la fonction booléenne-valuée suivante 
Wa,fi(X, y) = ~(x = o:)x.(y = /3). 
Puisque, 
~ . { 1 si Pixa .;1 ç P,
6 W ex,/3(X, y) = ~(P1Xc:r.lî ç P) = " 
Pixx,y<;P 0 Sll1on, 
alors, on peut utiliser l'algorithme incrémentai additif suivant afin de déterminer si le pixel 
défini par (ex, (3) appartient ou non au polyomino P. 
V-algorithme: 
<Pa = 0, <Ii b = X(x ;::: 0: + l)X(y = /3), <Pa = 0, <Pb = -X(x ;::: 0: + l)X(y = /3 + 1). 
H-algorithme : 
<Pa = -X(x = ex)X(y ;::: ,6 + 1), 1>b = 0, 1>a = X(x = a + l)x.(y ;::: (3 + 1), <Pb = O. 
Par exemple, si on applique le V-algorithme au polyomino de la Figure 2,6 (a) avec (0:, ,6) = 
(2,2) et à celui de la Figure 2.6 (b) avec (a, (3) = (5,2), on obtient respectivement (seuls les 
termes non-nuls sont indiqués) : 
X(PiX2,2 ç P) = ~(X13 ;::: 3)X(Y13 = 2) - ~(X18 ;::: :3)X(Y18 = 3) + X(X21 ;::: 3)X(Y21 = 2) 
=1-1+1 
= 1 (puisque, PiX2,2 ç P) 
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et 
X(PiX5,2 ç P) = X(X13 ::::: 6)X(Y13 = 2) - X(X18 ::::: G)x(Y18 = :3) 
=1-1 
= 0 (puisque, PiX5,2 ç P). 
(a) (b)
 
Figure 2.6 (a) PiX2,Z apprutient au polyomino (b) PiX5,Z n'appartient pas au polyomino.
 
Évidemment, suivant le Corollaire 2, il est possible de déduire une famille non-dénombrable 
d'algorithmes (<P~"ô, <I>~'.6, <I>~,;3, <I>*'.6) à partir desquels on peut calculer X(Pixa-,.6 ç P). 
2.5.2 Opérations booléennes sur les polyominos 
À paltir de la fonction caractéristique X, il est possible d'établir de manière assez directe des 
formules pour les opérations booléennes sur les polyominos. Soit Pl et Pz, deux polyominos 
dont les contours sont donnés respectivement par v; = (x;, Y~) pour i = 0,1"" ,nI - 1, et 
v'j = (x'j, Y'j) pour j = 0, 1,'" . nz - 1. 
Proposition 3 Le nombre de pixels dallS Pl n Pz est donné par 
. (' ") A 1 A 1/llllll Ti,X j uYiuYj' 
0:Si<nl,OS}<n2 
i,J, (1.$$Ol·t.is 
où la somme est prise sur l'ensemble des couples (i,j) qui sont assOltis au sens suivant (voir 
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Figure 2.7 (a), (b), (c), (d» : 
y; = y'j et 6y; = 6y'j (= ±1), (Figure 2.7(a), (b)), 
ou 
(i, j) sont assOltis <===? Y" - 1 et II. y' 1 II. 1 " 1Y;, = J U i = ,uYj = - , (Figurc 2.7(<:)), 
ou
 
y; = y'j + l et 6y; = -l, 6y'j = l, (Figure 2.7(d)).
 
v' v" v" v'1 J J 1 
TI TI II TI
 
v' v" v' v" 
1 J 1 J (a) (b) (c) (d) 
Figure 2.7 Paires assorties. 
Preuve. Le nombre de pixels en commun entre Pl et P 2 est donné par 
#(P 1 n P 2) = L X(Pixp,q ç PI )x(Pixp,q ç Pz). 
(P,q)EZ,x1. 
En utilisant maintenant le V-algorithme tel que décrit à la Section 2.5.1, on a que 
où <I>p,q(v, 61..') = X(x 2: p + l)x(y = q + 1-{~Y)6y, puisque 6y = -1,0 ou 1. Soit M (resp.
 
N) la bOille inférieure pour tous les x; et x'j (resp. y; et yj').
 
Alors
 
'\' '\' <I>P''1(v' 6V')<I>P,4(V" 6v'.')~ ~ t> 1 J' J 
p?,M.q?,N i,j 
= L n(v~, 61..';, v], 6v'j) , 
i,j 
où 
D(v', 61..", v", 61..''') = L <I>P.'7(v', 61..") <I>M(v", 6v") 
p?I\f,q?,N 
= (rnin(x',x") - lvI)eN(y', 6y', y", 6y") , 
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et où 
1 si N :; yi = y" et 6.yl = 6.y"(= ±1); 
-1 si N:; yi, N :; y", yi = y" - 1, 6.yl = 1, 6. y" = -1, 
1\ 1 Il 1\ ")eN (Y1 , uy , y , uy = 
-1 si N:; yi, jV :; y", yi = y" + 1, 6.y' = -1, 6.y" = 1, 
o sinon. 
Donc, 
#(P 1 n P2) = L (min(x~, x'j) - M)6.y;6.y'j, 
OSt<nl.O:Sj<nz 
i:l. <l:;lsortts 
et comme le terme de gauche ne dépend ni de M, ni de N la conclusion en découle. _ 
De plus, suivant les formules de De Morgan, le nombre de pixels contenus respectivement dans 
l'union et la différence de deux polyominos peuvent se calculer par 
#(P 1 u P 2 ) #(Pd + #(P2) - #(p\ n P2), 
#(P1 \P2) #(Pd - #(P1 n P2) 
2.5.3 Intersection entre un polyomino et un ensemble donné de pixels 
Soit S un ensemble fixe de pixels fini ou infini et supposons que ( <I:>p,q .
, 
<I:>p,q . <I:>~,q 
a 
. <I:>~,qh )" a b ' ' 
sont des algorithmes pour le calcul de 
X(PiXp,q ç P), (p, q) E Z x Z. 
Pour déterminer si un polyomino P intersecte S, on doit d'abord calculer 
x(S n P =J 0). 
Cela s'obtient assez aisément en prenant ( <I:>~, <Pt, <I:>~. <I:>t ), où 
<I:>~(x,y) = sup <I:>~.G(x,y); <I:>~(x.y) = Slip <I:>r,G(x,y), 
pixp.qÇS pixp,qÇS 
<I:>~(x) y) = sup <I:>~,q(:c, y), <I>~(x; y) = Sup <I>~,q(:c, y). 
pi:r:p.qçs pixp.qÇS 
D'autre part, pour calculer le nombre de pixels communs entre Set P, #(S n P), il suffit de 
remplacer le symbole sup clans le dernier algorithme par le symbole L cie sommation. 
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2.5.4 Calcul de longueur d'équerre 
Considérons le coin nord-est du plan IR x IR associé à un point (a,,6) E Z x Z d'un treillis 
donné, 
NEQ ,,6 = {(x,y) E ~ x IR 1 a::; x,,6::; y} = [0<,(0) x [,6,(0). 
Il est facile de vérifier que les algori th mes suivants permettent de calculer, pour un polyomino 
P, le nombre de pixels contenus dans P n NECl .p. Autrement dit, ceci correspond à calculer le 
nombre de pixels de P se trouvant au nord-est de (0:, /3) (voir Figure 2.8) : 
~ ...,.,,~ 
r-Q7EJ 
l~.,' #~ la ffi 
l~ l,'-:~ ',u, bl 
1 
1 1 
Figure 2.811 Ya 21 pixels appartenant à P, se trouvant au nord-est de (o:,l)). 
V-algorithme: (pour la cardinalité de P n NEa ..a) 
1>a = 0, 1>0 = (x - a)x(x 2: 0: + 1)x(y 2: (3), 
1>a = 0, <Pb = -(x - a)x(x 2: 0: + 1)x(y 2: /3 + 1). 
H-algorithme : (pour la cardinalité de P n NECl ,J3 ) 
<Pa = -(y - ,3)X(:); 2: a:)x(y 2: (3 + 1), 
<Pa: = (y - .6) X(x 2: (\0 + 1)X(Y 2: f3 + 1), <Pb = O. 
Définition 9 Soit (a,.6) E Z x Z et P un polyomino. La longueur d'équerre de (a, (3) E 
P, notée equerrea .,6(P)' est la cardinalité de l'ensemble P n Equerrecd3 où EquerreCl ,,6 
NEc<"B \ NEo+J"B+L' Autrement dit, equerrecY"B(P) est le nombre de pixels de P contenus dans 
la L-fonne Equerrea,t'J' étant déterminée par (0:,.8) (voir Figure 2.9). 
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1­
-
1,: ­
l' ~n ~ 
:> ~ l' -~ 1 
1 
1 1 
Figure 2.9 Il Y a J J pixels appartenant à P se trouvant dans equerre ,;3'a 
Par ailleurs, en remplaçant (a, ,6) par (a + 1, ,6 + 1) dans les algorithmes précédents, une 
simple soustraction donne lieu à des algorithmes correspondants pour le calcul des longueurs 
cl'équerre. 
V-algorithme: (pour la cardinalité de P n Equerre .(3)a 
<I>", = 0,
 
<I>a = 0,
 
<I>I> = (x - a)x(x ~ a + I)X(y ~ (3) - (x - a - I)X(:c ~ a + 2)x(y ~ (3 + 1),
 
<I>b = -(x - a:)X(:c ~ a + 1)x(y ~ (3 + 1) + (x - a - I)X(x ~ a + 2)x(y ~ ,6 +2).
 
H-algorithme : (pour la cardinalité de P n Equerrea ,/3 ) 
<Pb = 0,
 
<Pa = -(y - (3)X(x ~ a)x(y ~ (J + 1) + (y - (J - l)x(x ~ (\' + I)X(Y ~ 8 + 2),
 
<I>a = (y - (3)x(x ~ (\' + l)x(y ~ (3 + 1) - (y -3 + l)x(x ~ 0: + 2)X(Y ~ ,6 + 2).
 
2.5.5 Calcul de moments d'ordre supérieur 
L'approche que nous présentons maintenant pour le calcul des moments d'ordre supérieur est 
semblable à celle donnée par Yang et Albregsten dans (Yang et Albregtsen, 1994; Yang et Al­
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bregtsen, 1996). Nous faisons cependant appel aux nombres de Stirling plutôt qu 'aux nombres 
de Bernoulli utilisés par Yang et Albregsten. Notre méthode se décrit comme suit. 
Considérons deux entiers m, n ~ 0 et un point (11,1)) E Z x Z aléatoire mais fixé. Par définition, 
le (m, n )-moment d'un polyomino P relatif au point (u, v) est donné par l'intégrale 
j.t (x - u)Tfl(y - v)T! dx dy. 
. .Jp 
Par une simple translation, le calcul de tels moments d'ordre supérieur se réduit au calcul de 
momenL<; centraux: 
j.t xTYlyn dx dy. 
. .Jp 
Dans ce cas, 
j'fe r r (:1: + l)m+l - (x)m+l (y + 1)n+1 - (y)n+!W(x,y) = xny1dxdy= '.
 
. . Pixx,y m + 1 n + 1
 
1 ~ xm+1~ 71+1 
(m + 1)(71 + 1) x yy. 
11 est de plus bien connu (voir (Comtet, 1974)) que t k = L~=o S~t(1J), où S: est le nombre de 
Stirling de deuxième sorte et teo ) = t(t - 1) ... (t - v + 1). Comme ~tt(ul = vt(u-l) , il est 
simple de voir que, 
W(x,y) = L Wi,jX(ily(jl, W .. = (i + l)(j + 1) srr~+lSHI 
t,J (m + l)(n + 1) toI J+1' 
O::;i.::;Tfl.O::;j $71 
Pour trouver les solutions (U, V) des équations aux différences du Corollaire 2, posons 
Alors, 
et le problème se ramène à résoudre le système linéaire 
(i + 1)UH1,j - Ci + 1)Vi,j+1 = Wi,j, i,j ~ o. 
Sans aucun doute, divers choix sont possibles pour Ui,j, 1;;.) et une approche semblable peut 
être utilisée pour d'autres choix des Wi,j' 
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Exemple. Soit m = 3, n = 2. Alors,
 
W(.:r:,y) = (x+1)4- x -4 (y+1)3_ y 3
 
4 3 
4x3 + 6x2 + 4x + 1 3y 2 + 3y + 1 
4 3 
D'autre part, on a, 
En multipliant on trouve 
4x(3) + 18x(2) + 14x(l) + 1 3y(2) + 6y(l) + 1 
W (x, y) = 4 . ;~ 
= x(:3)y(2) + 2x(3)y(l) + ~X(3) + ~X(2)y(2) + 9x(2)y(l) + ~.1/2) 
7 7 1 1 1
+ _x(l)y(2) + 7x(l)y(l) + -.r(l) + _y(2) + _y(l) + _ 
2 6 -1 2 12 
... + Wi,jx(i)y(J) + ... 
où Wi,j = (i + 1)UH1,j - (j + l)Vi,j+l' Par exemple, si on prend Vi,j = 0, pour tout i.j alors 
Wi,j = (i + 1)UH1,j. Donc, on a, UH1,j = ~~'{ et posons 7),o,j = O. Ainsi on peut trouver les 
Ui,j' Alors, 
et VO = O.
 
Les valeurs conespondantes pour <Pa, <Pb, <Pa, <;Vi), sont obtenues en utilisant les formules du
 
Corollaire 2 et en posant, par exemple, n(x, y) = O.
 
2.5.6 Calcul des familles de projections 
Nous donnons maintenant un exemple où le poids de chacun des pixels d'un polyomino est pris 
clans l'anneau A = ~((q)) de q-séries tonnelles de Laurent finies. Par analogie au V-algorithme 
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donné pour l'aire dans la Table 2.1, considérons l'algorithme associé aux fonctions 
où 
1 - q:t [X]q = -1--' :r: E Z, 
-q 
dénote le q-analogue de x (le nombre x lui-même correspond à q = 1). Dans ce cas. 
Donc, selon la Proposition 2, le résultat de cet algorithme appliqué au polyomino P est donné 
par 
Output(e,P) = L 6.x<h(a,8) - 6.y<p a(o:,,6) = L qo. = Lvcx(P)q(). 
Pix",p,ÇP	 I-'ix"./,Çp cxEZ 
C'est la série génératrice de Laurent finie de la famille de toutes les projections verticales v()(P), 
0: E Z, qui peut également être interprétée comme un q-analogue de l'aire (qui correspond à 
q = 1). On utilise une approche similaire pour la famille des projections horizontales, hô(P), 
(3 E Z. En factorisant (1 - q) (resp. (1 - t), le lecteur peut vérifier aisément que: 
Corollaire 3 Soir q et t des variahles formelles et P un polyomino. Alors, 
(a)	 pour le V-algorithme e = <<Pa = 0, <Pb = qX, <Pa = 0, <Pb = _qX). 
on a.
 
L v()(P)qo. = _ OUt~I~(;: P) ,
 
O'EZ 
(b)	 pour le H-algolithme e = (<Da = tY, <I>b = 0, 1'a = -tY, <1>b = 0), 
on a, 
L hLJ(P)t/3 = Ollt~\~(;: P) , 
f3EZ 
où veJP), Oé E Z, et hf3(P), ,3 E Z, dénotent les famillles de projections verticales et horiz.on­
tales du polyomino P. 
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Exemple. À l'aide du polyomino de la Figure 2.10, nous illustrons le Corollaire 3. Le calcul 
utilisant le V-algorithme donne, 
221 2 
Figure 2.10 Famille de projections velticales. 
Output(., P) = 0 + q"l + 0 + 0 - q.r.'1 + 0 + qXR + qX7 + 0 + 0 + q~:10 + 0 _ qX l2 
= qi _ q:3 + q4 + q4 + q2 _ qJ _ qO _ qO 
=_2+q2_ q:l+ 2q4 
et donc, 
Ct Output(., P) (-2 + q2 - q3 + 2q4) 2 3L Vr.< (P) q = - = - () = 2 + 2q + q + 2q' . l-q l-q
O'EZ 
On remarque que les coefficients du polynôme obtenu correspondent bien aux projections ver­
ticales du polyomino (voir Figure 2.10). Si le polyomino est translaté vers la gauche alors le 
demier polynôme se transforme en une série de Laurent de 4 termes. 
2.6 Autres champs d'exploration 
Ces idées suggèrent qu'il est possible de développer une multitude d'autres algorithmes incré­
mentaux. Mentionnons par exemple, le calcul de projections obliques avec diverses pentes ou 
de probabilités variées reliées aux polyominos. Les algorithmes décrits dans le Corollaire 3 ou 
leurs variantes, pourraient éventuellement servir à l'étude de la reconstruction des familles de 
polyominos à partir de leurs projections (Barcucci et aL, 1996; Del Lungo et al., 1998; 
Del Lungo, 1994). Dans la Section 0.2 de l'Appendice A, on présente aussi le résultat d'un 
petit programme Maple exécutant quelques algorithmes sur un polyomino de périmètre 44. 
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2.6.1 Calcul de paramètres sur les partages d'entiers 
En particulier, certains calculs de paramètres sur les partitions peuvent être effectués, puisque 
les partages d'entiers sont simplement des cas spéciaux de polyominos codés par des mots de 
type w = aieT? , où eest un mot sur {D, a} contenant i fois la lettre a et j fois la lettre D. Par 
exemple, le polyomino de la Figure 2.11 est codé par le mot 
w = aaaaaaaaaaa pababab01iè01ibb01ibaa, bbbbbbbb. 
e 
j 
Figure 2.11 Partage codé par 11J = aaaaaaaaaaababababaabaabbaabaabbbbbbbb. 
On notera que la famille de projections horizontales (resp. verticales) correspond aux parts du 
partage (resp. partage conjugué). Mentionnons aussi que le calcul classique des équerres d'un 
paltage P peut être effectué à partir du mot w. Rappelons enfin que le nombre de tableaux 
standards de fOlme P est donné par la formule des équerres 
n! 
2.6.2 Calcul de projections obliques 
Définissons le ruban Ra par 
R,.., = U Pixp,q = {(x,y) Il:cJ + lyJ = o:}, 
p+q=a 
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où ltJ désigne la partie entière de t. La projection oblique d'indice 0: d'un poJyomino Pest 
définie par 
(a,O) 
Figure 2.12 Projection oblique d'un polyomino. 
Théorème 2 Le V-algorithme pour le calcul de DiagQ(P) est donné par 
( 1>(1 = 0, 1>b = X(x + y> 0:), 1>Ti = 0, 1>)) = -X(:r: + y - 1 > 0:) ). 
Preuve. Par la proposition 2, on a 
Outpllt(e,P) = L 6.x1>b(P,q) - 6.y<I>a(p,q)· (2.9) 
Pixp,q<;;P 
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On vérifie alors que, 
x(X + 1 + y > ex) - x(x + y > u) 
x(X + y 2: a) - x(X + y > et) 
X(X + y = et) 
et i:l.y~a(x: y) = -x(x + y + 1- 1 > ex) + x(x + y - 1 > a) = 0, 
d'où 
L i:l.x<I>b(P,q)-i:l.y<I>a(p,q)= L x(p+q=et) .• 
Pixp."ÇP Pixp,q<;:P 
Exemple. Soit le polyomino de la Figure 2.13 codé par le mot w aaabbabbbbabaabbab. 
Calculons la projection oblique pour et = 2 (seuls les termes non-nuls sont indiqués) : 
Figure 2.13 Diag2 = 3 
Diag2(P) = LÜ + LX(Xi +Yi > 2) + LO + L -X(Xi + Yi -1> 2)
 
1 l
 
= X(X3 + Y3 > 2) + X(X4 + Y4 > 2) + X(X6 + Y6 > 2)
 
= X(l + 2 > 2) + X(l + :3 > 2) + X(O + 4 > 2)
 
= 3.
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2.6.3 Calcul pour polyominos ayec trous 
Par ailleurs, on observe que les Propositions 1 et 2 peuvent être adaptées aux cas plus généraux 
des polyominos avec trous. Pour le cas des polyominos connexes, il suffit simplement de sous­
traire les trous. Cependant, pour les polyominos non-connexes, il faut traiter chacune des com­
posantes connexes séparément. En effet, il apparaît que chacun des algorithmes décrits jusqu'ici, 
peut s'appliquer aux cas des .polyominos connexes ou non-connexes avec trous. 
Par exemple, l'aire du polyomino de la Figure 2.14 peut être calculée à l'aide du V-algorithme 
de la Table 2.1. 
Figure 2.14 Un polyomino avec trous. 
Considérons la première composante connexe. Soit 
w = aaabbaaabaababbabbababbbbabbbabbabbaabaabaababbbbabbaababababb, 
Je mot décrivant le contour extérieur du polymino et 
s = abbabb, t = abbabb, u = aaaaabbbbbbababaababbbbb, 
les trois mots codant respectivement le périmètre des trois trous. L'aire associée à cette com­
posante connexe est alors obtenue en soustrayant le résultat de l'algorithme appliqué aux trois 
mots s, t, u de celui de w. Considérons ensuite la deuxième composante connexe. Soit 
T = aaabbbaaaaaa, 
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le mot codant le périmètre extérieur de cette composante et 
v = aMib, 
décrivant le trou. De façon analogue à la première composante connexe, on obtient l'aire corres­
pondant à cette seconde composante. Finalement, afin de trouver l'aire totale du polyomino, il 
suffit d'additionner l'aire respective de chacune des composantes connexes. Écrivant seulement 
les termes non-nuls, on obtient: 
a(P) = j' +j' -1-1-1-1 
lU " S t u v 
= 131 + 9 - 2 - 2 - 28 - 1 
= 107. 
2.7 Remarques 
Le théorème de Green discret s'avère un outil puissant et efficace permettant de fixer dans un 
cadre général une panoplie d'algorithmes rattachés au calcul de. paramètres sur les polyomi­
nos. Cette approche est très fertile en résultaLs nouveaux, et de nombreux problèmes ouverts 
et conjectures apparaissent de façon naturelle. Mentionnons par exemple certains problèmes 
soulevés lors d'une communication présentée à Naples, dans le cadre de la conférence interna­
tionale DGCI'03 (19-21 novembre 2003, Naples, Italie) (Brlek, Labelle et Lacasse, 2003) : 
- [Chlistophe Fiorio 1décider, de façon efficace, si un polyomino Pl est inclus dans un po­
Iyomino P2. On notera que Pl ç P2 si et seulement si #(PI n P2) = #(PI ). Ainsi, une 
solution plus raffinée à celle proposée dans les Sections 3.2 et 3.3 serait envisageable. 
- [Christophe Fiorio ] étant donné deux polyominos, Pl et P 2 , déterminer le nombre maximal. 
de pixels contenus dans l'intersection de Pl et un translaté de P2 ; 
- [Cero d'Elia] déterminer le polyomino maximal P' strictement inclus dans un polyomino 
donné P de telle sorte que les contours de P et p' soient disjoints: 
- [ Jean-Marc Chassery ] décider si un point quelconque du plan, (x, y), est contenu dans 
l'enveloppe convexe d'un polyomino P. 
Un version beaucoup plus étendue a été publiée dans les deux revues Discrete Applied Mathe­
matics (Brlek, Labelle et Lacasse, 2005b) et Theoretical Computer Science (Brlek, Labelle et 
Lacasse, 2005a). 
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On notera également que la complexité des algorithmes décrits dans le Chapitre 2, à la fois en 
fonction du temps et de l'espace, est linéaire selon la longueur du contour du polyomino. En 
effet, les codes de Freeman associés à un polyomino correspondent à leur périmètre, dont la 
taille détermine le nombre d'itérations dans un algorithme incrémentaI. Cependant, la mise en 
oeuvre optimale des formules décrites dans ce travail requiert une analyse un peu plus poussée. 
En effet, l'implémentation (naïve) s'obtient de façon relativement simple mais, pour plus d'effi­
cacité, des structures de données adéquates s'avèrent nécessaires pour chacun des algorithmes. 
Par exemple, le calcul de la cardinalité de l'intersection de deux polyominos peut s'optimiser 
en calculant d'abord les paires assorties. En effet, les paires assorties reposent sur un algorithme 
de tri, étant plus efficace si les coordonnées sont ordonnées. Une description plus détaillée de 
cette implémentation mériterait assurément une attention pruticulière. 
Le lecteur attentif aura sans doute remarqué que les algorithmes décrits s'adaptent de façon 
assez immédiate à des objects plus généraux: régions délimitées par des chemins polygonaux 
fennés (avec ou sans trous) sur d'autres types de réseaux tels que triangulaires ou hexagonaux. 
Pour ce qui est des polyominos en dimension supérieure, une version discrète du théorème de 
Stokes sera proposée au Chapitre 6 et permettra ainsi d'étendre nos résultats. 
Cependant, avant d'en arriver là, un autre problème nous intéressera. Comme l,es polyominos 
sont facilement codables par des mots de quatre lettres, nous pouvons, à ['aide d'une machine 
et d'algorithmes appropriés, les classi rier selon certaines valeurs associées à divers paramètres. 
Par exemple, étant donné LIli entier n, on peut classer, de façon (faiblement) croissante, les 
polyominos de taille n (n-ominos) selon leur moment d'inertie. Si deux n-ominos P et Q 
satisfont I(P) < I(Q), alors on dit que P est plus rond que Q. Une telle classification est 
donnée dans la Figure 2.15 pour les petits n-ominos, n :S 5 (le plus rond au début). Deux 
n-ominos distincts peuvent très bien avoir des rondeurs égales. En particulier, le n-omino de 
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rondeur maximale n'est pas nécessairement unique (voir n = 5). Le prochain chapitre sera 
donc consacré à l'étude de ces ensembles d'ine11ie minimale. 
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(a) l-omino 
(b) 2-ominos 
< 
(c) 3-ominos 
< < < < 
(cl) 4-ominos 
= < < = < < 
= < = < < 
(e) 5-ominos 
< < < < = = 
< 
= < < = <
 
= = < < <
 
< = = < =
 
< = < 
< < < 
(f) 6-ominos 
Figure 2.15 Polyominos d'aire donnée classifiés selon l'ordre décroissant de rondeurs. 
Chapitre HI 
ENSEMBLES DISCRETS D'INERTIE MINIMALE 
Dans ce chapitre, le contexte est étendu au cas plus général des ensembles discrets. Nous propo­
sons une description géométrique explicite comme fonction de N de la rondeur des ensembles 
discrets de taille N. Selon les valeurs associées à divers paramètres décrivant ces ensembles, 
plusieurs classincations sont possibles. L'emphase est mise ici sur l'analyse du moment d'inertie 
1(8), des ensembles discrets 8, relatif au centre de gravité, qui s'interprète comme une mesure 
de la difficulté à tourner une figure plane autour d'un axe passant par le centre de gravité de 
S et perpendiculaire au plan. Plus spécifiquement, nous classifions ces ensembles selon leurs 
rondeurs: pour une taille N donnée, si deux ensembles S et T satisfont 1(S) < 1(T), alors 
on dit que.) est plus rond que T. Plus précisément, il s'agit de développer un algorithme pour 
calculer, pour chaque N, quel est le ou les ensembles discrets de moment d'inertie minimal. 
Les résultats obtenus ont été présentés lors de la conférence internationale DGCrOS (BrIek, 
Labelle et Lacasse, 2008b) alors que la version étendue (Brlek, Labelle et Lacasse, 2008a) fait 
l'objet de ce présent chapitre. 
Précisons que la notion de rondeur considérée ici est distincte de celle donnée dans (Altshuler 
et al., 2006), où l'on veut minimiser le périmètre de site d'un polyomino du réseau can'é, qui 
consiste en le nombre de points situés à une distance Manhatran 1 du polyomino dans le réseau 
carré. L'équation (3.2) nous assure que, pour une taille donnée, minimiser 1(8) est équivalent à 
minimiser 1(A) où A est l'ensemble des centres des pixels de S. Par la suite, pour simplifier les 
notations et les calculs, le plan ~ x ~ est identifié par le plan complexe C et Z x Z par Z +iZ. 
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Le chapitre est organisé comme suit. D'abord, dans les Sections 3.1 et 3.2, nous fixons la termi­
nologie et rappelons certaines notions de base sur les moments d'inertie d'ensembles discrets. 
La Section 3.3 est, pour sa part, dédiée à l'étude des propriétés reliées à ces ensembles dis­
crets d'inertie minimale. Plus précisément, nous introduisons la notion de quasi-disque discret 
et prouvons que les ensembles discrets d'inertie minimale sont des animaux qui sont des quasi-
disques. Une méthode permettant de calculer ces ensembles pour une taille donnée ainsi que 
certains paramètres associés est décrite à la Section 3.4. 
3.1 Terminologie 
Par ensemble discret, on entend un ensemble fini de points du réseau Z x Z ou une réunion finie 
de carrés unitaires (pixels) (voir Figure 3.1 (a)). Le terme polyomino se rapporte à la définition 
vue au Chapitre 1 (voir Figure 3.1 (b)), à la seule différence que dans le cas présent les polyomi­
nos ne sont pas simplement connexes (les trous sont acceptés). Le dual d'un ensemble de pixels 
consiste à remplacer chacune des cellules du réseau carré par son centre. En particulier, le dual 
d'un po1yomino est habituellement appelé un animal (voir Figure 3.1 (c)). Par une translation 
de (~: !), l'animal peut toujours s'interpréter comme un sous-ensemble du plan discret 7L x Z. 
Notons que les animaux, au même titre que les polyominos, sont des objets combinatoires dont 
l'étude a mené à une abondance de résultats. Entre autre, le terme animal semble être dû à Read 
(Read, 1962). 
1 1 
P 
~ 
~ 
Il' ~ 
I!i ~I 
la 
~ 
R! 10)­
- ~ ~œ ~~ .~ 
t. 
Id II! Fol /~ ~ I~:.: 
~' t.~ ~ ~ 
(a) (b ) (c) 
Figure 3.1 (a) Un ensemble discret (b) un polyomino typique et (c) son animal correspondant. 
Un polyomino, comme on l'a déjà remarqué. peut se caractériser par des contraintes de convexité 
telles que définies au Chapitre 1 (voir Figure 3.2 (a),(b),(c)). 
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(a)	 (b) (c) (d) 
Figure 3.2 Un polyomino (a) v-convexe (b) h-convexe (c) hv-convexe (d) fortement-convexe. 
Nous introduisons maintenant une autre notion de convexité. Un polyomino est dit fortement­
convexe (voir Figure 3.2 (d», si pour toute paire de points u et v de son animal correspondant, 
tous les points à coordonnées entières contenus dans le segment lu, v1sont des points de J'ani­
mal. 
Sous l'hypothèse de la 8-connexité, qui est une notion plus générale que la 4-connexité, étant 
donné qu'elle permet de traverser les pixels par les coins, celle définition est équivalente à une 
des caractérisations des ensembles discrets convexes proposée par Kim (Kim, 1981; Kim, J982), 
qui s'énonce comme suit: 
•	 Propriété de lignes. Il n'existe pas trois points colinéaires 1i1, li2, 11'3 E Z x Z tels que li] et 
U3 appartiennent à S, U2 est situé entre Ul et li:l mais U2 tf. S. 
De plus, Kim (Kim, 198 J; Kim, 1982) a démontré, toujours sous l'hypothèse de la 8-connexité, 
que cette propriété de lignes correspond à la notion de convexIté discrète introduite par Minsky 
et Papert (Minsky et Papert, 1969), appelée la MP-convexité : 
•	 Soit S un sous-ensemble dans Z x Z. On dit que S est digitalement convexe s'il correspond 
à la discrétisation de Gauss d'un sous-ensemble convexe R ç IR x R C'est-à~dire, S 
Conv(R) n 7L x Z, où Conv(R) est l'enveloppe convexe de R au sens euclidien. 
Dans le cas des polyominos 4-connexes, qui font l'objet de notre étude, comme la 4-connexité 
est une notion plus contraignante que la 8-connexité, on peut donc conclure que notre définition 
de forte-convexité coïncide bien avec celle de Minsky et Paper!. 
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3.2 Moment d'inertie continu et discret 
Rappelons pour commencer, quelques définitions élémentaires sur certains paramètres géométriques 
reliés aux ensembles discrets. 
Définition 10 Soit S un sous-ensemble mesurable du plan complexe tel que 
(3.1 ) 
Le centre de gravité 9 et le moment d'inertie l relatif au centre de gravité, associés à S sont 
définis par les équations suivantes: 
9 = giS) = a(~) .11, zdxdy 
et 
où 
aiS) =.1 fs dx dy. 
En particulier, si S = Pl U P2 U ... U PN est une réunion de N pixels distincts, la condition 
J J~IUP2U"'UPN \zl2dx dy < 00 est clairement satisfaite ct g(S) et I(S) sont bien définis. 
Notons également que le moment d'inertie associé à un pixel unitaire pest 
1 
I(p) = ­
6 
et que son centre de gravité cOITespond à son centre géométrique. 
Définition 11 Soit T = {Zl,'" ,ZN} ç C un ensemble de N points distincts dans le plan 
complexe où les points Zk sont respectivement de masses positives non nulles mk pour k = 
1, ... ,N. Le centre de gravité 9 et le moment d'inertie l relatifau centre de gravité, associés à 
T sont définis par les équations suivantes: 
N1 
9 = g(T) = L mkzk, 
ml +···+mN 
. /;=1 
51 
et 
L'équivalence précédente est obtenue comme suit: 
ml + ... +mN 
Lk<l mkm/(hI2+ izti2 - ZI;ZI - ZkZI) 
ml + ... +mN 
Lk<l n<l;mllzk - zl12 
mJ + ... + mN 
Les deux relations ci-dessous, présentées sous forme de lemme, sont aisément vérifiables et 
s'appliquent à tous les ensembles discrets. 
Lemme 3 Soit 5 = Pl U ... U PN une réunion de N pixels distincrs Pl; ... ,PN er A le dual 
de 5 où N = [AI. Alors, 
TV 
1(5) = I(A) + ·6 . (3.2) 
La prochaine formule permet de calculer de façon directe le moment d'Îneltie d'un ensemble 
de n points alignés équidistants. Elle sera d'ailleurs utile dans la Section 3.4, afin cie calculer 
les moments d'inertie minimaux des ensembles discrets dits ronds. 
Lemme 4 Soit 5 un ensemble de n points alignés équidistants, possédant chacun une masse 
unitaire. Alors, 
3 
1(8) = 11- - n d2 (3.3)12 
où d représente la distance entre les points successifs. 
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3.3 Propriétés des ensembles discrets d'inertie minimale 
À partir de maintenant, nous allons considérer que tous les sous-ensembles mesurables (ou 
finis) dans C satisfont la condition (3.1). Le lemme qui vient généralise la formule (3.2) et 
s'avère très utile dans le présent contexte. 11 découle du théorème classique des axes parallèles 
(Feynman, Leighton et Sands, 1963) qui s'énonce comme suit: pour tout point w et tout 
ensemble mesurable (ou fini) S, le moment d'ineI1ie de S, relatif au point w, est dénoté Iw(S) 
et est défin i par 
satisfaisant 
(3.4) 
où 9 = 9(5) et m est la masse de S. 
Lemme 5 Considéron.s 51, ... ,SN une suite de N sous-ensembles mesurables (ou finis) dis­
joints dans C. Alors, 
N 
1(S'I U ", USN) = 2:)(Sk)+1({9[,'" ,9N}) 
k=1 
N IV 2 2 
= {;1(S,J + {;mkl9kl - m.liN{;mk9k 
N 1 
2 
= 2:)(S'd + - L m k7l1.tl9k - 911 , 
m 
k=1 ~·<t 
où 9k correspond au centre de gravité de 5k de masse mk = J .f"" dxdy (ou mk = ISkl) et 
m = 7n[ + ... + m~N. 
Preuve. Par (3.4), pour tout w E C, on peut écrire 
De plus, par la propriété d'additivité de 1w , on a 
= 1(5'[) + ... + 1(SN) + mllw - 911 2 + ... + mNlw - 9NI 2 . 
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on obtient, 
1(8] u··· u 8N) = Ig (81 u··· u 8 N ) 
= I(8d + +I(8N ) +mllg - gd 2 + ... +mNlg - 9NI 2 
= 1(8]) + + I(8N) + 1({g],' .. ,gN}) • 
Une démonstration alternative du Lemme 5 n'exploitant pas le théorème des axes parallèles est 
disponible dans la Section 0.1 de l'annexe B. 
Notons que la formule (3.2) se rapporte au cas particulier où 8 1 = Pl," . : SN = PN avec 
91 = g(pI) , ... ,gN = g(PN). Plus précisément, 
N N 
I(S) = I(Pl UP2 U ... UPN) = :L I(pJJ + I( {g1,'" ,9N}) = "6 + I(A), 
k=l 
puisque I(Pk) = ~ et A constitue l'ensemble des centres de gravité des pixels de 8. 
3.3.1 Forte-convexité des ensembles discrets d'inertie minimale 
Afin d'analyser les propriétés de convexité se rappOltant aux ensembles discrets d'inertie mini­
male, celtains lemmes sont nécessaires. 
Lemme 6 Considérons une droite L fixée dans le p/an comp/exe et c fi- L un point que/conque 
de masse p. Soit d le point de L /e plus rapproché de c, c'est-à-dire [e, d] 1.. L. Prenons deux 
points distincts, a et b appartenant à L, de masses respectives met n. Considérons les deux cas 
suivants: 
Cas 1. Si a et b sont du même côté de d sur la droite L et 
o~ la - dl < lb - dl, 
a/ors le moment d'inertie, I( {a, b, c}) est strictement décroissant /orsque b esr translaté vers a 
/e long de /a droite L (voir Figure 3.3 (a)). 
Case 2. Si a et b sont de côtés différents de d sur /a droite L. a/ors lorsque a ou b esr translaté 
vers d le long de la droite L, le momenr d'inertie I( {a, b, e}) décroît stricrement (voir Figure 
3.3 (b)). 
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L L 
(a) (b) 
Figure 3.3 (a) Cas 1 et (b) Cas 2 du Lemme 6. 
Preuve. Par le Lemme 5, avec N = 3, 51 {a}, 52 = {b}, 8 3 = {c} de masse m, n et p 
respectivement, on a, 
1= 1( {a,b,e}) = 1 (mnla - 61 2 + nplh - el 2 + pmle - aI 2 ),
m+n+p 
puisqueI( {a}) = 1( {b }) = 1({e}) = O. 
Dans le cas 1, lorsque b se déplace vers a., les valeurs de la. - hl et lb - cl diminuent alors que 
celle de le - a\ reste inchangée. Ceci implique que le moment d'inertie diminue. Dans le cas 2, 
si a se déplace vers d, alors les valeurs de la - bl et le - al diminuent tandis que lb - cl reste 
fixe. D'où le moment d'inertie diminue. Un argument similaire est utilisé pour le cas oll b est 
déplacé vers d. • 
Théorème 3 Considérons N 2: 1 et 5 ç C une réunion de N pixels (ou N points) distincts du 
réseau ;Z + iZ, tous de masse u.nitaire. Si le moment d'inertie de S est minimal, alors S est un 
ensemble fortement-convexe. 
Preuve. Pour N = 1, le résultat est trivial. Par le Lemme 3, il suffit de considérer le cas où 5 
contient N 2: 2 points du réseau Z + i71. Par la Définition Il,1(5) est un nombre strictement 
positif. Supposons que 1(5) est minimal et que 5 n'est pas fortement-convexe. Alors, 3v., v E 5 
tel que le segment lu, v] contienne un point (trou) wEZ + iZ tel que w (j. 5. Soit les ensembles 
A={ZE5 3tEQ,z=u+t(v-u),t:SO} 
B={ZE5 3tEQ,z=u+t(v-u),t2:1} 
C=5\(AUB) 
où 0.= g(A), b = g(B), e = g(C) (voir Figure 3.4). 
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- - ~ - - r-
Figure 3.4 Élimination des trous 
Alors par les lemmes 5 et 6 (voir Figure 3.4), on peut translater A (ou B) vers 'W afin d'obtenir 
un ensemble AI (ou BI) tel que l'ensemble 
Si A' u BuC (ou Si AUB'UC) 
possède un plus petit moment d'inertie 
I(SI) < I(S) 
et tel que ISII = ISI = Net 'W E S'. Comme l'ensemble initial S est d'inertie minimale, on 
arrive à une contradiction, d'où S est un ensemble fortement-convexe. • 
Notons que notre définition de forte-convexité n'implique pas nécessairement la 4-connexité 
(voir Figure 3.5), ce qui nous empêche, dans la preuve ci-dessus, de conclure que les ensembles 
discrets d'inertie minimale sont des polyominos. À cet effet, nous introduisons la notion de 
quasi-disque. 
1 • 1 l , 1 
- + - -1- - + - -1- - + - -I ­
I 1 r t r r 
- +- -:- - +-. - +- -:­
1 1 1 l , 1 
-; -! -; --:- -:--:­
- f - -:- - f - -:- -.- -:­
1 1 1 1 1 1 
_ .j. __ 1__ 9 __ 1__ ... __ I_ 
I 1 1 1 1 1 
Figure 3.5 Fortement-convexe =j=} animal 4-connexe. 
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3.3.2 Quasi-disques et ensembles discrets ronds 
Nous montrons maintenant que la description des ensembles discrets d'inertie mini male se rap­
proche étroitement de celle des disques dans le sens suivant: 
Définition 12 Considérons cEe et S un ensemhle fini de poinrs du réseau Z + iZ. On dit 
alors que S est 
(i)	 un disque (disCl'er) de rayon r centré en c si
 
S={z: Iz-cIS1'}n(Z+iZ),
 
(ii) un quasi-disque (discret) de rayon T' centré en c si 
{z: Iz-cl<r}n(Z+iZ)çSÇ{z: Iz-cISr}n(Z+iZ), 
La Figure 3.6 (a) et (b) illustre respectivement un disque et un quasi-disque de rayon T' = 5. 
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Figure 3.6 (a) Un disque (discret) (b) un quasi-disque (discret). 
Remarquons que chaque point du réseau se situant sur la circonférence c1'un disque discret 
doit appartenir à celui-ci, alors que pour un quasi-disque, seulement au moins un des points du 
réseau doit être sur la circonférence. Notons que l'existence d'un tel point est toujours satisfaite 
par la définition même du rayon 1'. Cependant, dans les deux cas, tous les points à coordonnées 
entières contenus à l'intérieur de la circonférence doivent appal1enir à la fois au disque et au 
quasi-disque. 
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Lemme 7 Soit A un quasi-disque de cardinalité N. Alors, 
(i) A est fortement-convexe, 
(ii) si N i= 2, alors A est un animal. 
Preuve. (i) Soit A lin quasi-disque de rayon T centré en c. Étant donné deux points u. v E A, 
alors tout point w du réseau, w i= 'U, w i= v, appartenant au segment ru: v], est nécessairement 
dans l'intérieur du disque {z : Iz - cl ::; T}. Donc, par la Définition 12, tu E A. 
(ii) Soit A un quasi-disque de rayon T centré en c E ~ x ~, avec N :::: :3. Soit u: v E A, deux 
points distincts du réseau. On doit montrer qu'il existe un chemin 1 reliant u à v, composé 
uniquement de déplacements verticaux et hOlizontaux unitaires. 
Si ou et v sont alignés sur un même segment vertical ou horizontal, alors par (i), on peut prendre 
1 comme le chemin linéaire reliant u à v. 
Autrement, '/.( et v ne sont pas alignés verticalement ou horizontalement. Dans ce cas. on considère 
le rectangle R dont les sommets u, v', V, v', sont donnés par 
Afin d'analyser toutes les configurations possibles, notons que 
(3.5) 
Considérons d'abord le cas où au moins un des deux points du réseau u l , v' qu'on va appeler 
tE {u',v'}, appartient à A. Par (i), comme A est un quasi-disque, on peut toujours choisir un 
chemin ~( allant de v vers v, c'est-à-dire ([u, t] U [t, v]) n Z x Z, décrivant une L-forme. 
En tenant compte de (3.5), la seule autre possibilité à analyser est que les deux points u', v' ~ A. 
lDans ce cas, u et v' se trouvent simultanément sur la circonférence \z - cl = T. Autrement dit, 
Ceci implique que Iz - cl = T est le cercle circonscrit du rectangJe R ayant les sommets u E A, 
v' ~ A, v E A, u' ~ A. Dans ce cas, puisque N :::: 3, R ne peut se réduire à un carré unité (voir 
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Figure 3.7 (a)). Le rectangle R est donc de dimension m x n, avec m > 1 ou n > l, et il existe 
assurément un chemin J'allant de u à v formés exclusivement de pas verticaux et horizontaux 
Figure 3.7 Chemins possibles lorsque ut, v' tt A et u', v' sont sur la circonférence. 
Théorème 4 Soit S un ensemble discret de N pixels d'inertie minimale. Alors, S est un poly­
omino dont l'aninwt associé A est un quasi-disque centré en son centre de gravité 9 = g(A) 
de rayon T = Ulé]J{aEA la - gl. 
Preuve. Soit A Je dual d'un ensemble discret S d'inertie minimale. Comme le résultat est vrai 
pour N :::; 2, on va supposer que N :::: 3. Prenons ao E A tel que 
et considérons le disque fermé 
ro.Q = {z E C: Iz - gaol :::; lao - gool}' gao = g(A \ {aD}). 
Montrons d'abord que tous les points discrets dans l'intérieur du disque rao sont dans A. Ceci 
est lIne conséquence du Lemme 5 lorsque N = 2 : 
En effet, prenons SI = {ao}, 82 = A \ {ao}, gl = ao, g2 = gt1{), ml = l, m2 = N - 1. 
Alors, 
N-l 2 N-l?
I(A) = I({ao}) + I(A \ {ao}) + ~ 10.0 - go{)1 = I(A \ {ao}) + ~ lao - gaol~, 
commeI({ao}) = O. 
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Supposons maintenant qu'il existe un point entier b éf- A contenu dans l'intérieur de r au, c'est ­
à-dire, lb - gao 1 < 10.0 - 9au 1· Remplaçons 0.0 par bet considérons l'ensemble B = ((A \ {ao} )U 
{b}). En conséquence. 
N -1 
I(B) = I((A \ {ao}) U {b}) = I(A \ {ao}) + ~Ib - gaol 2 < I(A), 
ce qui contredit la minimalité du moment d'inertie de l'ensemble A. 
Considérons maintenant le disque fermé 
Cao = {z E C Iz - 91 ~ r}. 
Par la définition de Cao, on a forcément 
A ç Cao n (Z + iZ). (3.6) 
De plus, il est simple de vérifier que 
N -1
 
9 - 0.0 = ~(9ao - 0.0)'
 
Cette dernière égalité entraîne que 9 appartient au segment [9ao, 0.0]. D'où, Cao ç r ao comme 
on observe à la Figure 3.8. 
Figure 3.8 Les disques raD et Cao (en gras). 
On a déjà vu que tous les points entiers contenus dans l'intérieur de r ao sont des points de A. 
En particulier, tous ceux appartenant à l'intérieur du disque CaD sont donc nécessairement aussi 
des éléments de A : 
(int Cao) n (Z + iZ) ç A. 
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En utilisant cette dernière inclusion et (3.6), on obtient 
(int Cao) n (Z + iZ) ÇA ç CCl{) n (Z + iZ), 
ce qui implique que A est un quasi-disque de rayon T, centré en g. Finalement, par le Lemme 7, 
puisque A est un quasi-disque de N ~ 3 points, alors A est un animal fortement-convexe. _ 
La Figure 3.9 (a) illustre le Théorème 4 pour N = .5. Par la contraposée, l'ensemble des 49 
points de la Figure 3.9 (b) n'est pas minimal puisque la circonférence (en pointillée) contient 
des points à coordonnées entières qui ne sont pas dans l'ensemble. On observe aussi que la 
réciproque n'est pas vérifiée. En effet, pour N = :3, le quasi-disque de la Figure 3.9 (c) n'est 
pas minimal (avec 1 = 2). Le plus rond pour N = 3, est représenté à la Figure 3.9 (d) (avec 
1 = ~ < 2)./-" 
,
, - '
/m
+-±+tt 
"ffffF , 
(a) (b) (c) (d) 
Figure 3.9 Illustration (a) du Théorème 4 (b) sa contraposée et (c), (d) sa réciproque. 
Afin de poursuive l'étude des ensembles discrets d'inertie minimale, une borne supérieure pour 
le rayon T du disque Cao est donnée comme fonction de la taille N. En outre, ce résultat per­
met de réduire le nombre de candidats à tester dans le processus de recherche des animaux de 
rondeur maximale tel que décrit clans la Section 3.4. 
Lemme 8 SOif A un animal de rondeur maximale pour une taille N donnée. Alors, le rayon 
7' = lao - gl = maxaEAla - gl du disque Cao centré en 9 = g(A) sati~fait 
lT<-+ ~T
- V2 -. 7r 
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Preuve. Considérons le polyomino P associé à un animal A de rondeur maximale. Nous allons 
montrer que le disque ouvert BO(g, T - h)' centré en g, cie rayon T - h satisfait 
(3.7) 
et que puisque (3.7) implique 
alors le résultat désiré en découle. Afin d'établir (3.7), on choisit cI'abord un nombre complexe 
quelconque Z E BO(g, T - h)' Il s'agit ensuite de montrer qu'il existe li E A tel que z E P,/, 
où Pv correspond au pixel centré en 1./. 
Posons z = x + iy tel que 
1Iz - gl < r - J2' 
Il existe alors des entiers li], 1/2 tels que, 
x = lI1 + ft, y = 1/2 + 12 
où IfJ 1:::; ~, 1121 :::; 1· Soit 1.1 = lIJ + ill2 et f = fl + ih et on a Z = li + f E Pv. Il ne reste 
plus qu'à montrer que 1.1 E A. Par l'inégalité du triangle, on a 
1 
11/ - gl -Ifl :::; III - 9 + fi = Iz - gl < T - J2' 
D'où, 
III1,.1- gl < T - J2 + Ifl :::; T - .J2 + V2 = T, 
étant donné que Ifl = J if + J1 :::; J(~)2 + (~)2 = ~. On peut donc conclure, par le 
Théorème 4 que li E A. En effet, tous les points entiers contenus dans le disque ouvert BO(g, T) 
appartiennent nécessairement à A. • 
3.4 Algorithme pour engendrer les ensembles discrets de rondeur maximale 
L'objectif ici est d'engendrer, pour une taille N donnée, tous les animaux de rondeur maximale. 
Pour ce faire, une première classification est effectuée selon la suite (ni, ... ,ns) des projec­
tions verticales des animaux satistàisant la contrainte N = ni + ... + n s , où nk est le nombre 
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de points contenus dans la k-ième colonne pour k = L··· , s. La k-ième colonne associée 
à une projection verticale pour nk pair (respectivement impair) est dite paire (respectivement 
impaire). 
Soit Ani," ,ns l'ensemble de tous les animaux possédant la suite (nt,·· , n 8 ) de projections 
verticales sous la contrainte N = nI + ... + n s . On caractérise d'abord les animaux A E 
A,q,,,. ,ns de telle sorte gue 
I(A) = min{I(B) : BE A,1l .... ,nJ. (3.8) 
Les animaux de rondeur maximale pour une taille N donnée sont précisément ceux qui mini­
misent les I(A) dépendants de toutes les combinaisons des suites (nI,' .. ,ns) de projections 
possibles, sous la condition nI + ... + noS = N. 
Lemme 9 Soit (n]," . ,n s ) une suite finie d'enriers > 0 sC/ris/Gisant ni + ... +no5 = N. Alors, 
(i)	 si (nI, ... , noS) sont tous de même pariré, alors il existe un unique animal A E A,t) .... ,n., 
à rranslation près, de m«ment d'inertie minimal parmi tous les animaux de Ani, ",ns . Cer 
animal est symérrique par rapport à un axe horizontal .. 
(ii)	 sinon, il y a exactement deux animaux A, A' E Ani ,'" ,ns, cl translation près, de moment 
d'inertie minimal parmi rous les animaux de Ani,'" ,n.,' Ces animaux sont symétriques l'un 
de l'autre. Les centres de gravité des colonnes paires (respecrivement impaires) de A er 
A', sont fOUS situés sur un même axe horizonral X (respectivemenr X'). La disrance enrre 
les deux axes X et X' est de 1/2. 
De plus, le momenr d'inertie de A et A' est donné par la formule 
1.9 1 s 1 ( 8 )2
I(A) = 12 ~ n~ - 12 N + ~k2nk - N ~ kr~k 
k=1 k=1 k=l (3.9) 
k+ 4~ (,,~;, n,) C~,;, n) 
Preuve. Soit S un ensemble discret avec la suite (n1,'" , n 8 ) de projections velticales, à la­
quelle est associée la suite des colonnes Cl, ... ,Cs. Plus précisément, la colonne Ck corres­
pond aux points de S situés au dessus du point (k, 0), pour k = 1,'" ,s (voir Figure 3.10). 
63 
5 
4 
3 
2 
o 1 2 3 4 
Figure 3.10 Les colonnes CI,; correspondent aux points de 5 situés au-dessus du point (k, 0). 
Considérons 91,; te centre de gravité de CI,; pour 1 ::::; k ::::; 8. Notons qu'il existe VI.; E Z tel que, 
pour 1 ::::; k ::::; s, 
(k + iv!,;) si nI.; est impair, 
91.; = { (k + i(vl,; + ~)) si nk est pair. 
Autrement dit, 
91,; = /;; + i (VI,; + ~Xpair(nJJ) k = 1. ... : S 
où Xpair(n) = 1, si n est pair et 0 sinon. 
Par le Lemme 5 et la formule (3.3), on a 
1(5)	 = I(C1 u··· u Cs)
 
= I(C1) + ... + I(Cs) + I({gl:" ,9s})
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CI C2 C} C4 
5 
4 
3 
2 lII l
 
J 
0 1 2 3 4 
Figure 3.10 Les colonnes CI; correspondent aux points de 5 situés au-dessus du point (1,:,0). 
Considérons gk le centre de gravité de Ck pOUf 1 :s k :::: s. Noton~ qu'il existe l/k E 7l tel que, 
pour l :s 1;; :s s. 
(k + il/.r,;) si nI,: est impair, 
gk = { (It- + i(l/k + ~)) si nk est pair. 
Autrement dit, 
gk = k +i (l/I,: + ~\pair(nk!) k = 1, ... ,s 
où Xpair(n.) = l, si n est pair et 0 sinon. 
Par le Lemme 5 et la formule (3.3). on a 
1(5)	 = I(C 1 u··· u C,)
 
= I(C1) + ... + 1(0,) + I( {gl,'" ,9,})
 
• • • • 
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où u[)rès quelques manipulations. 
La valeur minimale cie la dernière expression est atteinte si et seulement si 
et 
1 ') 1 
(I/k -I/t + 2'r = 4' lorsque nI,' est pair CC nt est impair. 
Autrement dit, la valeur minimale est obtenue si et seulement si, pour certains 7' E Z, 
1/1,: = T - 1 pour nA: pair, 
I/k = 7' pour t.Out k. 0\1 
{ 1./1. =,. pour TIL impair. 
Comme le moment d'inertie est invariant par translation, on peut supposer que '!' = 0 et on 
conclut que l'allure d'un animal A avec les projections (n)," ,17 8 ) correspond exclusivement 
à une des trois situations: 
• • • • • • • _~ __~_~ __~ __ X' • • 
.. ---------- X' _r---it----4t----4t----4~X 
• • • • • • • • 
X 
----.--.-.--.--X' 
• 
(a) (b) (c) i) c) ii) 
Figure 3.11 (a) nI.: tous impairs (b) nk tous pairs (e) certains nI,: impairs, certains nA: pairs, 
Cas 1. Si tous les nk sont impairs, alors 9/,: = k pour k = 1.... ,S (voir Figure 3.11 (a)). 
Cas 2. Si tous les nI; sont pairs, a/ors 91,. = k + &i pOlir k = 1. ... ,s (voir Figure 3.11 (b)), 
Cas 3. Autremeill. deu\' configuratiol/s SO/U possibles: 
3.i) 91; = k, pOllr nI, impair et. 9k = li; + ~i, pOllr n;.. pair (l'air Figure :l.ll (c) i), 
:~.ii) .91; = k, pOil'!' HI. impai!' el 9k = k - &i. P0/J,l' ?II, fiu1r (uuil' FiguI'C' :Ul (c) ii). 
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De plus, on vérifie assez facilement que la valeur minimale de n est donnée par 
ce qui établit (3.9) et conclut la démonstration. • 
Puisque les animaux de rondeur maximale sont des quasi-disques, on observe que notre re­
cherche des animaux les plus ronds pour une taille N donnée, peut se restreindre au cas des 
suites de projections (n], ... , n s) satisfaisant 
Ce type de suite est appelée partition faiblement unimodale de N (las ou partition planaire de 
N), voir (Stanley, 1997). 
À l'aide de l'outil de calcul formel Maple (MapJesoft, 2007), nous avons developpé un pro­
gramme permettant d'engendrer tous les animaux les plus ronds pour une taille N donnée. La 
stratégie adoptée est présentée ici. En premier lieu, la description d'une suite faiblement uni-
modale est donnée par 
où À, tl sont des partages d'entiers et b. h E N*. La suite (nI, ... ,ns ) des projections verticales 
~ -
­
h 1 
1 
1 1 
1 1 1 
• • • 
• • • • 
• • • • • • • • 
1 1 
b 
1 1 1 
• • • • • • • 
• • • • 
(a) (b) (c) 
Figure 3.12 (a) (À, b, h, tl), (b) (nI,'" ,n s )' (c) animal A à tester, à rotation près. 
satisfaisant ni + ... + n s = N est donnée par 
À I :s À2 :s ... :s Àk < ~ > P'l ;:::: /ll-J > ... ;:::: /lI, (3.10) 
b 
avec IÀI + bh + l/ll = N (voir Figure 3.12 (a)). 
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Ensuite toutes les suites P" b, h, p,) minimisant le moment d'inertie I(A) associé à l'animal A, 
qui est calculé par la formule (3.9) du Lemme 9, sont engendrées. En vertu du Lemme 8, on peut 
restreindre le nombre de 4-tuplets (À. b, h, /J.) à engendrer à ceux qui satisfont les conditions 
s :S 27' + 1 et h:S 2, + l, 
c'est-à-dire 
rna.x(s. h) :S lJ2 + 2J!! + IJ. (3.1 ]) 
Par exemple, pour chaque N :S 40, l'ensemble des représentations, à symétrie diédrale près, des 
animaux de rondeur maximale pour une taille N est donné dans le Tableau 3.1. À titre indicatif, 
pour N = 40, le nombre de 4-tuples (À, b, h, p,) à tester satisfaisant (3.10) et (3.11) est de 
76396 alors que pour ceux satisfaisant uniquement (3.10), le nombre s'élève à 4207763. Le 
Tableau 3.2 contient diverses statistiques associées aux animaux les plus ronds pour N :S 40. 
En J'occurrence, dans les cinq premières colonnes, on donne respectivement la tai Ile N, les 
projections verticales. le moment cI'inertie, le centre de gravité et le rayon du quasi-disque Cu.o 
associés aux animaux de rondeur maximale, à symétrie du groupe diédral D4 près, c'est-il-dire 
les symétries du carré. 
3.5 Remarques et quelques problèmes ouverts 
Attardons nous d'abord à la remarque suivante. Considérons le plus petit disque fermé Cmin 
contenant le ou les animaux de rondeur maximale pour une taille N donnée. Soit c son centre 
et 'min son rayon, c'est-à-dire Cmin = {z : Iz - cl :S T'min}, Les deux dernières colonnes du 
Tableau 3.2 correspondent précisément aux valeurs de c et 'min' 
Intuitivement, on serait pOlté à croire que A est un quasi-disque de rayon Tlnin centré en c. 
Autrement dit, il serait possible dans le Théorème 4, de remplacer le disque Cao par Cmin . 
Cependant, en général, cette hypothèse s'avère être fausse. 
Comme exemple, pour N = 17, considérons l'animal A de rondeur maximale situé à la ligne 
17a du Tableau 3.2. Ses projections verticales sont (4,5,5,3) et le plus petit disque Crnin conte­
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nant A est de rayon J'min = ;5, centré au point (2,0). Dans ce cas, le disque Cao est de rayon 
40 / '(41 2) ( . F' ., 13)J' = 17' centre au pomt 17' 17 VOIr Igure _'. . 
Figure 3.13 L'animal d'inertie minimale pour N = 17 avec les disques Cao et Cmin (en gras). 
On observe alors que A n'est pas un quasi-disque de rayon J'min = V5. En effet, le point 
entier (0,0) représenté par le symbole + appartient au disque ouvert C~Iill mais ne constitue 
pas un élément de A. La Figure 3.13 montre l'animal A ainsi que les disques Cao et Cmin . La 
conjecture énoncée ci-dessous découle de ces observations. 
Conjecture 1 Il existe. il translation près. une infinité d'animaux A de rondeur maximale qui 
ne sont pas des quasi-disques de rayon 'l'min. OÙ 'l'min est le rayon du plus petit disque contenant 
l'animal A. 
Cette hypothèse semble plausible, mais étant donnée la restriction des vérifications au cas des 
animaux de taille allant de N = 1 jusqu'à N = 40, une seule occurrence, représentée à la 
Figure 3.13 avec N = 17, a été identifiée. 
Un problème naturel à se poser concerne la généralisation des résultats précédents à d'autres 
familles de réseau. Il s'avère ici que l'on peut effectivement étendre les résultats énoncés à 
d'autres types de réseaux. En voici une brève description pour le cas particulier du réseau trian­
gulaire régulier. Dans ce contexte, un ensemble discret S est une réunion de N cellules hexa­
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gonales régulières distinctes et A est l'ensemble des centres de ces ]V hexagones, qui satisfait à 
l'analogue de la formule (3.2), c'est-à-dire, 
1(8) = 1(A) + ]V . 1(H), 
où H est 1'hexagone fondamental du réseau. Le réseau 7L x 7L est remplacé par l'ensemble 
11' ç:: C des centres de tous les hexagones du réseau. Les notions de forte-convexité, disque et 
quasi-disque se définissent facilement en utilisant 11' et la métrique euclidienne. Les ensembles 
discrets d'inertie minimale du réseau 11' sont des ensembles fortement-convexes (le Théorème 
3 s'applique toujours). L'inégalité T ~ fi + !lf- pour le rayon r du quasi-disque, doit être 
remplacé par T ~ CI: + {JVF! avec les constantes appropriées 0:, {J. Le calcul des ensembles 
discrets d'inertie minimale du réseau 11', peut se faire en adaptant la stratégie utilisée pour le 
réseau carré. Plus encore, il serait possible de généraliser à des familles de réseaux discrets en 
dimensions supérieures. 
Finalement, dans un autre ordre d'idées, d'une part le problème de la reconnaissance des droitès 
et des plans (RosenfeJd, 1974; Reveillès, 1991; Buzer, 2002; Buzer, 2003; Klette et Ro­
senfeJd, 2004) est un problème qui a été grandement étudié et relativement bien compris. 
D'autre part, un problème qui demeure actuel et dont les motivations sont nombreuses en 
géométrie discrète, est la reconnaissance des cercles et des sphères (Andres, 1994; Andres 
et Jacob, 1997; Fiorio et Toutant, 2006; Fiorio, Jamet et Toutant, 2006). En outre, le bord des 
quasi-disques introduit dans la Section 3.3.2 semble se présenter, à priori, comme étant un bon 
candidat pour un cercle. Une étude plus approfondie des quasi-disques et leurs généralisations 
pourrait s'avérer utile. 
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N=l N=2 N=3 N=4 N=S(a) N=S(b) N=6 N=7 
N=8 
N=14 
• 
N=18 
N=23 
N=28 
N=33(a) 
N=37 
N=9 N=IO N=II(a) 
N=IS N=16(a) N=16(b) 
N=19 N=20 
N=24 N=2S 
N=29 N=30 
N=33(b) N=34 
N=3R N=39 
N=II(b) N=12 N=13 
N=17(a) N=17(b) 
N=21 N=22 
N=26 N=27 
N=31 N=32 
N=3S N=36 
N=40 
Tableau 3.1 Animaux les plus ronds de taille N ::; 40, à symétrie diédrale près. 
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N projections verticales I(A) g(A) T c(A) Trnin(A) 
1 [1] 
° 
(1,0) 
° 
(0,0) 
° 
2 [1,1] 1 2 (~, 0) 1 2 (~, 0) l 2 
3 [1,2] 4 3 (i 1)3'3 ~J5 3 1(2' 2) 1J22 2 
4 [2,2] 2 (1 !)2' 2 ~J2 (~, 1) ~J2 
5a [2,2,1] 4 (~ :J)5' 5 f,vlO (2, ~) ~J5 
5b [1,3,1] 4 (2,0) 1 (2,0) l 
6 [2,2,2] 33 
"6 (2, ~) ~J5 (2, ~) 1'1/52 .5 
7 [2,3,2] 52 7" (2, ~) 97 (2, t) 5 4 
8 [3,3,2] 78 8" (1.2 !)8 ' 8 ~Vï30 (2,0) J2 
9 [3,3,3] 108 
""""9 (2,0) J2 (2,0) J2 
10 [3, 3, :~, 1] 156 10 (1f, Cl) Q ,~ (~, 0) 5 :'\ 
lIa [2,4,4,1] 212 lT e6 5)ïT'IT AV349 (5 1)2'2 1JIO 
lIb [3,4,3,1] 212 lT (24 2)IT'IT ftVïOI 9 lCl' 4) ~J24 
12 [2,4,4,2] 264 12 (~,~) ~J1O (i 1)2'2 1JTO 
13 [3,4,4,2] 340 13 el ,5)13'13 HJ2 
2:3 3(-15' 10) 13J210 2 
14 [3,4,4,3] 425 14 (5 2)2'7 l-V8514 (>! !)2'6 iv'TIO 
15 [4,4,4,:3] 528 1.5 (lf,%) ~VïD ~ e 1)2'2 1J2 
16a [2,4,4,4,2] 640 
""T6 (3, ~) ~JU (:3, ~) ~vT7 
1Gb [4,4,4,4] 640 16 
5 1(2' 2') 3J22' 2 (~, ~) 3J22 2 
17a [4,5,5,3] 780 17 (41 2)17'17 
40 
17 (2,0) v'5 
1Th [2,4,5,4,2] 780 17 (3, f=r) 40 17 (:~, à) 1:3 li 
18 [3,4,5,4,2] 925 18 (~,fs) /8 J1685 (:~, Cl) v'5 
19 [3,5, .5, 4, 2] 1084 19 (54 3)19'ï9 1
19 J1937 (3,0) v'5 
20 [3,5,5,5,2] 125,5 20 (29 1)10' W 2~)J2165 (3,0) J5 
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N projections verticales I(A) g(A) r c(A) Trnill(A) 
21 [3; 5, 5, 5, 3] 1428 
"""2l (3,0) J5 (3,0) J5 
22 [3; 5, 5, 5, 4] 1664 2'2 34 1(Il'Tl) 21 J2Il 2 (:1!2 .l)14; 14 ~J214 
23 [5; 5, 5, 5, 3] 191G 23 (~, 0) f3J970 (~,O) ~J17 
24 [1,5,5,5,5,3] 2183 21 (lli! 0)24 ' 65 24 (~, 0) 11 5 
25 [3 " " " " ?]);),0,0,0, ..... 2474 25 (li-,,ft) ,ftV4801 (~,O) 1 J292 29 
26 [3 5 5 5 5 3]) ) , ) , 2769 26 (~, 0) ~J29 (~, 0) ~J29 
27 [1,4,6,6,6,4] 311G 27 (~ 11)9 ' 27 11V3'J27 (li l)4 ' 2 5)51 5 
28 [4,6,6,6,4,2] 3464 
'28 ('15 1)14"' 2" .LJ157014 (11 l)4 ' 2 ~J5 
29 [2,5,6,6,6,4] 3852 29 e08 1.1.)29 ' 29 lQv0429 (~, ~) ~J34 
30 [4,6,6,6,5,3] 4258 30 (101 11)30' 30 doV7922 (;, ~) ~J34 
31 [3,6,6,6,6,4] 4688 ~ ell 14)31' TI :fJV8642 (~: ~) ~J34 
32 [4,6,6,6,6,4] 512O 32 (;,~) !V34 Œb) ~J34 
33a [4,6,6,0,6,5] 5G80 
"""33 (ill li)33 ' 33 ~J2 (~ ~)18' 18 ±lJ218 
33b 
34 
[4,6,6,6,6,4,1] 
[4,6,7,7,6,4] 
5680 
3"3"" 
624J 
34 
(119 16)
TI' 33 
e '-')2' 17 
8OJ233 2 
:hJ12833 
23 1hr, 2) 
e L)2'6 
tV370 
tV370 
35 
36 
[5,6,7,7,6,4] 
[3,5,6,7; 7, 5, 3] 
6816 
35 
7406 
:l(i 
24 8(7'E)
e45 1)36' 12 
~ Jl:33093,) 
fc; J13546 
(129 7)38' 38 
(4,0) 
:?s J15170 
JW 
37 
38 
[3,5,7,7,7, 5, ;~] 
[4,5,7,7,7, 5, :~] 
7992 
37 
8689 
:ïR 
(4,0) 
e49 1)38' T9 
JW 
~vTI 
(4,0) 
(Il. 1.)
fi'6 
JW 
kV410 
39 [3,5,7; 7; 7, G, 4] 9388 ~ 161 5 ( 39 ' 39) :fu J17873 es J)Ti' "6 tV410 
40 [:3,6,7; 7; 7,6,4] 10127 ~ 
](j3 1 (40' 5) ioJ194:n (23.) ].)) 58' .'i8 ~J39442 
Tableau 3.2 Paramètres associés aux animaux ronds (N ::; 40), à symétrie diédrale près. 
Chapitre IV 
PROPRIÉTÉS DE CONTOURS D'ENSEMBLES DISCRETS 
Dans cette partie, on se concentre davantage sur la frontière délimitant les ensembles discrets. 
De nombreuses propriétés s'y rattachant sont fondamentales et méritent une attention parti­
culière. Ce chapitre est donc dédié à l'étude et l'analyse de chemins associés à des ensembles 
discrets du réseau Z x Z. Plus précisément, nous rapportons ici les principaux résult.ats conte­
nus dans l'alticle (Brlek, Labelle et Lacasse, 2006a), qui est le prolongement d'une version 
présentée à la conférence internationale DLT'OS (4-8 juillet 2005, Palerme, Italie) (Brlek, La­
belle et Lacasse, 200Sc). 
La plupart d'entre-nous ont déjà eu l'occasion d'expérimenter la tâche parfois difficile et ha­
sardeuse de se rendre d'un enclroit à un autre en suivant une liste d'indications décrivant des 
changements de direction aux intersections. En effet, clans une ville, trouver la route pour aller 
d'un point A à un point B est un problème assez simple lorsqu'on détient bien entendu, une 
description géométrique locale adéquate de la configuration des intersections. On peut appeler 
ceci l'algorithme du chauffeur de taxi de Manhattan. Tl est aussi bien connu que toute courbe 
continûment différentiable clans le plan peut être approximée par une courbe linéaire par mor­
ceau, laquelle est utilisée pour résoudre la plupart des calculs de base en calcul différentiel. On 
adopte ici un point de vue paramétrique ou si on préfère dynamique, qui consiste à considérer 
une courbe comme une suite élémentaire de déplacements. Cette approche fournit une descrip­
tion locale de la courbe plutôt qu'une descript.ion globale, qui se caractérise en général, par 
l'utilisation cie formules closes ou cl'équations. 
Voici maintenant comment est composé ce chapit.re. Dans la Section 4.1, on introduit d'abord 
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le nombre d'enroulements d'un chemin dans le réseau can'é, qui est une valuation découlant de 
l'algorithme du chauffeur de taxi de Manhartan. Certaines propriétés de base s'y rapportant sont 
également énoncées. Les résultats sont ensuite appliqués aux chemins non croisants. Comme 
corollaire, dans le cas des chemins non croisants fermés, on obtient une nouvelle démonstration 
du résultat de Daurat et Nivat (Daurat et Nivat, 2003) relevant de la géométrie discrète, qui met 
en relation le nombre S de points saillants et le nombre R de points relltrants d'un polyomino 
par l'équation ci-dessous: 
S - R = 4. 
Un problème naturel à considérer est d'analyser le comportement de la relation S - R = este 
pour d'autres réseaux. Dans la Section 4.2, on montre que pour le cas des réseaux hexagonaux, 
il y a en effet une formule analogue établissant la relation 
S - R = G. 
Cependant de façon assez étonnante, nous allons voir qu'il n'existe aucun autre réseau régulier 
ou semi-régulier pour lequel la formule S - R = cste soit toujours satisfaite. 
4.1 Valuation des chemins dans le réseau carré 
Dans ce travail, les courbes sont tracées dans le réseau carré du plan discret Z x Z. Un chemin 
décrivant une courbe est un chemin polygonal formé de translations élémentaires unitaires dans 
ce plan. Un chemin fini w E ~ .. tel que défini au Chapitre l, est un mot w sur l'alphabet 
~ = {a,a,b,b}. 
Par exemple, les chemins de la Figure 4.1 sont codés respectivement par les mots 
u abbaaababbaabbbaaabbbbaabbabaabbaaaaabaabaabbababbaa.abbaaba , 
v baababababbabaabababaaabababaabbbbabbbbbababababbbabaabbaaabbbaaaa . 
Notons que les croisements des chemins dans la représentation géométrique peuvent sembler 
ambigus mais sans aucun doute, la représentation par le codage des mots est plus claire. 
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Figure 4.1 Un chemin ouvert u et un chemin fermé v d'origine •. 
4.1.1 Algorithme du chauffeur de taxi de Manhattan 
Un chemin du réseau peut aussi être décrit par une suite de changements de direction vers
 
la gauche ou vers la droite ainsi que par des pas vers l'avant ou vers ['arrière. En utilisant
 
l'alphabet des pas unitaires, ~ = {a,b,a,b}, nous définissons les ensembles de mouvements
 
con'espondants par
 
Vr; = {ab, ba, ab, ba} = l'ensemble des changements de direction vers la gauche;
 
Vu (ba, ab, ba, ab} l'ensemble des changements de direction vers la droite;
 
VA {aa, aa, bb, bb} l'ensemble des doubles pas qui avancent dans la même direction;
 
VR {aa, aa, bb, bb} l'ensemble des retours.
 
Ces ensembles correspondent respectivement aux mouvements de base vers la gauche (G), la
 
droite (D), l'avant (A) et le retour (R). Notons qu'un chemin w = w l W2 ... w" est complètement
 
déterminé, à translation près, par son pas initial et un mot sur l'alphabet ~d = {C, D, A, R}.
 
En effet, considérons h : ~2 --> ~d, définie par
 
C siuEVe, 
D si II E VD , h(11) = (4.1 ) 
A si 'U. EVA, 
R sinE VR . 
On étend ensuite h à une fonction f : ~?:2 --> ~ X ~d définie sur les chemins arbitraires par 
(4.2) 
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où n est la longueur du mot w et le produit désigne la concaténation. Comme notre étude portera 
uniquement sur les propriétés géométtiques des chemins, le pas initial sera omis, ce qui revient 
à travailler avec les classes d'équivalence déterminées par les permutations cycliques. Le lemme 
suivant est immédiat. 
Lemme 10 Soit w E I;* un chemin fermé, alors 
(i) west de longueur paire: w = WI Wl ... W271' pour un entier n ::::: 1 ; 
(ii) f(w) est de longueur impaire. 
Preuve. (i) Comme tu est un chemin fermé, on a \wJa = JwJa et IWJb = Jwb;.ll s'ensuit que, 
(ii) découle directement de (i), étant donné que If(w)\ = Iwl - 1. • 
Introduisons maintenant une fonction de poids cS : I;2 ----l {-l, 0, l, 2} sur les chemins de 
longueur deux définie par 
-1 si u E FD , 
0 si 1t E VA,
o(tt) = (4.3) 
1 siuEVG, 
2 si u. E VR. 
On étend cette fonction cie poids à une valuation P : E2 1 ----l Z définie sur les chemins de 
longueur n ::::: l, en posant 
L:~ll O(WiWHI) si n > l, 
P(w) ~ { (4.4) 
o si n = 1. 
Cette valuation correspond au nombre d'enroulements mesuré selon les changements de direc­
tion cl' angle ~' Un changement de direction vers la gauche contribue à une rotation positive 
cl'angle (+1H, un changement vers la droite à une rotation négative d'angle (-1H et un 
élément dans VR donne lieu à une rotation d'angle (2)~ = 7r (retour dans la direction opposée). 
Pour les éléments de VA, la contribution est nulle. 
La fOlIDule d'additivité ci-dessous découle directement de la définition de la fonction de valua­
tion P donnée par (4.4). 
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Proposition 4 Soit W = W 1 ... Wn un mot dans I;~2. Alors pour 0 < k < n, on a 
Exemples. Prenons le chemin u de la Figure 4.1. On a P(11.) = -go On observe que la lettre 
initiale est équivalente à la dernière et que trois des cycles sont décrits dans le sens horaire et un 
quatrième, dans le sens anti-horaire. Ceci traduit le fait que u peut se factoriser comme suit: 
u = abbaa . (abab) . (baabbbaaabb) . bbaab . (babaabbaaa) . aabaabaab . (bababbaa) . abbaaba. 
Autrement dit, la direction finale coïncide avec l'orientation initiale, mais puisqu'on a effectué 
quatre rotations complètes, le nombre de quarts de tour est donné par (-3 + 1) x 4 = -10. 
Pour le chemin v de la Figure 4.1, on a P(v) = -3. En effet, le chemin contient deux cycles 
qui sont parcourus dans le sens horaire et un cycle dans le sens ami-horaire. Cependant, comme 
la lettre de départ est Vl = bet celle d'arrivée est a, alors le nombre cie quarts de tour est clonné 
par (-2 + 1) x 4 + 1 = -3. 
Plus précisément, la valuation modulo 4 dépend simplement cie la direction de la première et de 
la dernière lettre du chemin. Ces observations mènent au résultat suivant. 
Théorème 5 Soit W = Wl W2 ... Wn E I;~2, alors 
Preuve. La valuation modulo 4 indique la position relative entre le pas initial et le pas courant. 
Effectuons une induction sur n. Une analyse des cas possibles montre que le résultat est vrai 
pour 11, ~ 3. En p3lticulier, 
Par la propriété c1'additivité et l'hypothèse d'induction avec 11, - 1 ~ :3, on a 
P(WIW2 ... Wn) = P(WI W2'" Wn-l) + P(Wn-l Wn) 
==O(wlwn-d+o(Wn-1Wn ) mod4 
= P(WIWn-1Wn ) 
== 6(WIWn ) mûC! 4.• 
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Comme le nombre d'enroulements varie selon les positions relatives de la première et de la 
dernière lettre, les propriétés suivantes sont immédiates. C'est-à-dire que, pour tout chemin 
W = WI ... W n , on a 
P(W) == 0 mocl4 {=::}I.OJ = W n et P(w· wd == P(~) == 0 mod 4. 
Notons que des résultats analogues aux précédents sont vrais pour les chemins différentiables 
par morceaux en considérant l'angle entre les vecteurs tangents de leurs extrémités initiales et 
finales. 
4.1.2 Application aux chemins non croisants 
Dans ce qui suit, nous appelions chemin non croisant tout chemin orienté qui ne revient pas 
sur ses pas (c'est-à-dire que deux pas successifs ne sont pas opposés l'un de l'autre) et qui 
ne possède pas de sommets distincts v. VJ: V2, V:\, V4 tels que VLVV2 et V:IVV4 (ou leurs images 
miroirs) soient des sous-chemins (voir Figure 4.2). Autrement dit, un chemin ne peut se croiser 
lui-même. 
Figure 4.2 Les points multiples interdits. 
Néanmoins, certains points multiples peuvent apparaître tels qu'illustrés à la Figure 4.3. 
Remarquons qu'un chemin non croisantjermé ne peut contenir de points multiples du type (a) 
ou (d). En effet, supposons qu'un chemin fermé W possède un point multiple de type (a) par 
exemple, alors le point VI devrait être relié au point V2 par un certain chemin non croisant x, 
et de même pour le point V:l et V4 par un chemin y. On observe alors que x et ys' intersectent, 
d'où la contradiction. 
-------------- --------------
78 
(a) (b) (c) (d) (e) 
Figure 4.3 Quelques points multiples autorisés. 
Dans un chemin non croisant les pas Vil = {aa, aa. bb, bb} sont interdits et donc la valuation 
P est la restriction de <5 à l'ensemble I;2 \ VR , c'est-à-dire que la fonction de poids, qui est 
identifiée par la même lettre, <5 : I;2 \ VR ---> {-1, 0, 1} est définie par 
si1LEVD, 
si u E Vil, 
si 'IL EVe. 
En conséquence, seuls les changements de direction vers la gauche et vers la droite contribuent 
au calcul du nombre d'enroulements. 
Nous allons maintenant énoncer une condition suffisante pour que la valuation P(w) d'un che­
min w = WlW2 ... W n où Wl = W n soit nulle plutôt que congrue à 0 modulo 4. Pour ce faire, 
nous introduisons deux demi-droites canoniquement associées à un chemin quelconque w. La 
demi-droite contenant le pas de départ Wl et aboutissant à son extremité finale est appelée la 
demi-droite initiale du chemin W (voir Figure 4.4 (a». De façon similaire, la demi-droite conte­
nant Je pas final W n issue de son ex.trémité initiale est appelée la demi-droite finale du chemin 
W (voir Figure 4.4 (b». 
W n 
(a) (b) 
Figure 4.4 Demi-droite (a) initiale; (b) finale. 
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Lemme 11 Tout chemin ouvert non croisant et Iwn vide w = 'W1 W2 ... W n tel que 
(ii) le chemin n'intersecte ni la demi-droite initiale ni la demi-droitefinale. 
satisfait 
P(W) = P(w) = o. (4.5) 
Bien qu'une formulation plus générale pourrait être énoncée, la condition (i) s'avère suffisante 
dans notre contexte et (ii) nous assure d'éviter les rotations complètes (enroulements) telles que 
décrites à la Figure 4.5. 
Figure 4.5 Demi-droites intersectant un chemin. 
Preuve. La condition (i) et la définition de P nous donnent 
n-1 
P(w) = L O(WiW i+1) 
i=l 
1Vi1Vi+ 1EVv (4.6) 
== 0 mod 4. 
Ainsi P(w) = 4k, k E Z. Comme la condition (ii) empêche le cumul de rotations complètes, 
on a donc k = 0, d'où P(w) = o. • 
Tout chemin non croisant fermé west la frontière d'une région unique constituée de carrés 
unitaires. Soit Q le rectangle circonscrit de w tel que montré à la Figure 4.6. 
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Figure 4.6 Une région et ses quatres points extrémaux 0, N, E et S. 
Les quatres point extrémaux sont définis par: 
a le point le plus bas de la frontière situé sur le côté gauche de Q,
 
N le point le plus à gauche de la frontière situé sur côté du haut de Q,
 
E le point le plus haut de la frontière situé sur le côté droit de Q,
 
S le point le plus à droite de la frontière sur le côté du bas de Q.
 
À rotation cyclique près, en partant du point 0, w peut s'écrire (dans le sens anti-horaire) sous 
la forme 
w = (aX) . (bY) . (aZ) . (bV), (4.7) 
où X, Y, Z, V sont possiblement vides, pas nécessairement simultanément, ou de la forme X = 
xa, Y = yb, Z = za, V = vb pour des chemins x, y, z et v. Les cas vides correspondent à des 
points extrémaux qui coïncident avec des coins du rectangle. 
Considérons le cas où X, Y, Z, et 11 ne sont pas vides. En s'appuyant sur la Propriété 4 d'addi­
tivité et le Lemme 11, on a 
P(w) = P(axa) + P(ab) + P(byb) + P(ba) + P(aza) + P(ab) + P(bvb) 
= a+ 1 +a+ 1 +a+ 1 +a= 3, 
ou de façon équivalente 
If(w)\c = If(w)ID + 3. 
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Le cas où au moins un des chemins X, Y. Z, V est vide se traite de façon similaire et est laissé 
au lecteur. Ces dernières observations établissent donc le résultat ci-dessous. 
Proposition 5 Tout chemin non croisant fermé w sati.lfait P(w) = 3. 
Une différente approche, plus géométrique, menant au même résultat est celle du chauffeur de 
t~'(i de Manhattan. L'argumentation va comme suit. 
Preuve (du chauffeur de taxi de Manhattan). En effectuant sa course du point 0 à 0 dans 
le sens an ti-horaire, le chauffeur de taxi fait t.rois rotations de plus vers la gauche que vers la 
droite. En effet, par le Lemme Il, chacun des quatres chemins ouverts OS, SE, EN et NO 
de la factorisation du parcours w, contient exactement le même nombre de changements cie 
direction vers la droite que vers la gauche. Ensuite, par la proptiété d'additivité, on doit ajouter 
les trois changements de direction vers la gauche (rotations de ~), qui apparaissent lorsqu'on 
passe successivement par les trois points extrémaux S, E, N. • 
D'après la terminologie de Daurat et Nivat (Daurat et Nivat, 2003), en parcourant dans le 
sens anti-horaire un chemin non croisant fermé délimitant une région du plan, les rotations 
vers la gauche (resp. vers la droite) correspondent à des points frontières dits saillants (resp. 
rentrants). En particulier, le chemin non croisant peut décrire la frontière d'un polyomino au 
sens du Chapitre 1. En 1'occun-ence, dans la décomposition cie la Figure 4.7, les quatres points 
extrémaux du polyomino sont saillants. 
, E 
__ .J __ 
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Figure 4.7 Un polyomino simplement connexe et ses quatres points extrémaux saillants. 
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Selon Daumt et Nivat (Daurat et Nivat, 2003), un ensemble discret E est un sous-ensemble de 
ZxZ et un élément (i, j) E E conespond à un can'é unitaire dont les sommets sont (i±~, j± ~). 
De plus, le plan discret translaté est défini par 1P'1/2 = a, ~) + Z2 et les point dits saillants et 
rentrants sont définis comme suit. 
Définition 13 • Un coin est un couple (M, N) avec j'vI E 1P'1/2' N E Z'2 et M - N est 
l'ensemble {(±1,±1)}' 
•	 Un coin (M, N) est un coin saillant de E, si NEE et M est l'extrémité commune de deux 
côtés consécutifs de la frontière de E, qui sont également des côtés du carré N + [-!, ~ j'2. 
•	 Un coin ('M, N) est un coin rentrant de E, si M est l'extrémité commune de deux côtés 
consécutifs de lafrontière de E, qui ne sont pas des côtés du carré N + [-1, ! j'2. 
Avant d'énoncer la prochaine définition, rappelons quelques notions reliées aux multi ensembles. 
D'abord, un multi ensemble est un ensemble dont les éléments sont munis d'une multiplicité. 
Plus précisément, un multi ensemble est un couple U = (Uo. f) où f : Uo -> N*. L'ensemble 
Uo est appelé le support de U et pour tout élément u E Uo, l'entier f(u) es! appelé la multipli­
cité de u dans U et est dénoté multu(u). , 
Définition 14 Le multi ensemble des points saillants-frontière (resp. rentrants-frontière) d'un 
ensemble discret E, dénoté SdE) (resp. RF(E), est le multi ensemble dont le support est in­
clus dans 1P'1/2 et tel que pour tout !VI E 1P'1/2' le nombre rnultsp(E)(M) (resp. llIu1t Rp(E)(M) 
est le nombre de N tel que (M, N) est un coin saillant (resp. coin rentrant). 
Autrement clit, selon leur terminologie, modulo une translation par (!' !), un point /vI sur la 
frontière d'un polyomino P est dit (frontière-) saillant (voir Figure 4.8 (a» s'il appartient à 
l'intersection de deux côtés consécutifs d'un carré de P. Le point /vI est dit (frontière-) rentrant 
(voir Figure 4.8 (b» s'il appartient à l'intersection de deux arêtes consécutives de la frontière 
cie P qui sont des côtés d'un carré n'appartenant pas à P. 
En conséquence, dans le contexte des chemins non croisants fermés, il apparaît une preuve 
simple et constructive du résultat de Daurat et Nivat (Daurat et Nivat, 2003) : 
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(a) (b) 
Figure 4.8 Exemples d'un point (a) saillant et (b) rentrant selon Daurat el Nival. 
Corollaire 4 Dans une région du plan dont la frontière est délimitée par lin chemin non croi­
sant fermé, en particulier pour un polyomino, le nombre S de points saillants et le nombre R 
de points rentrants sont reliés par la formule 
S - R = 4. (4.8) 
Preuve. Soit 'IL' un chemin de contour non croisant décJit dans le sens anti-horaire. En partant 
du point 0 et en utilisant (4.7), on a. 
P(lt'a) = P(w) + P(ba) = :3 + 1 = 4, 
ou de façon équivalente 
If(wa)IG = If(wa)ID + 4. 
• 
Il est à noter que les quatTes points saillants supplémentaires peuvent s'identifier canoniquement 
comme les points 0, S, E et N. 
4.2 Autres réseaux réguliers 
Un peu dans le même esprit, en définissant de manière appropliée la fonction de poids sur 
l'ensemble 122 des pas élémentaires, il est possible d'étendre les résu ltats de la Section 4.1 à 
des chemins arbitraires et à d'autres familles de réseaux. Un candidat intéressant à étudier est le 
réseau hexagonal, pour lequel une adaptation directe des méthodes précédentes conduits à des 
propliétés similaires. 
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En effet, les chemins hexagonaux sont codés par un ensemble de mots, noté H, formés sur 
un alphabet de G-lettres, Eh = {o., b, c, a, b, e}, où a, b et c correspondent respectivement aux 
directions de base e = 0, 1,2. Comme les changements de {Iirection d'angle 4-rr /6i21l *,pour n 
vers la gauche ou vers la droite ainsi que les doubles pas dans une même direction n'existent 
pas dans le réseau hexagonal, les mots décrivant les chemins dans un tel réseau sont 
w E H = Eh \Eh. {aa, M, cc, aa, bb, cc, ac, ab, ba, be, cb, ca, ac, ab, ba, bc, cb, ca} . Eh, 
et les changements de direction acceptés sont codés par les ensembles de mots de 2-lettres : 
Va {ab, bc, ca, ab, be, ca} changements de direction c1'angle -rr /3 vers la gauche; 
VD {aë, eb, ba, ac, cb, ba} = changements de direction d'angle -rr n vers la droite; 
VR {aa, aa, bb, bb, cc, cc} l'ensemble des pas vers J'arrière (retours). 
En considérant ces ensembles, on peut former l'ensemble complet Ee des chemins dans le 
réseau hexagonal. La fonction de poids correspondante Oh : E~ ------> {-1,1,:3} est défi nie par 
si 'li, E VD , 
si U E Vc;, 
si 'li E VR · 
Cette fonction de poids s'étend à la valuation Ph : E~l ------> Z qui est définie sur les chemins 
w de longueur n :::: 1, par 
si n > 1, (4.9) 
si n = 1. 
Dans ce contexte, la propriété d'additivité est toujours satisfaite et le Théorème 5 s'adapte de 
manière directe. Ceci entraîne la spécialisation aux chemins non croisants suivante. Précisons 
d'abord que le plus pelit rectangle contenant la région (voir Figure 4.6) est remplacé par le plus 
petit hexagone convexe (voir Figure 4.9) contenant le chemin fermé avec six points extrémaux 
contrairement à quatre. 
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Figure 4.9 Réseau hexagonal régulier 
La situation telle que décrite est résumée dans la proposition ci-dessous. 
Proposition 6 Soit W = W1 ... wn E H, alors 
(i) Ph(w) == bh(101Wn) mod 6, 
(ii) P,.(w) == 0 moc! 6 {::=? Wl = W n , 
(iii) dans le cas des chemins non croisants fermés, on a Pdw) = 5. 
Par exemple, pour le chemin W = aëaëabababcbcacacacabëbëbëaëababcacacab de la Figure 
4.10,ona 
~).(1O) = 10 == bh,(Wl1On ) mod 6 
== bdab) moc! 6 
== -2 mod 6, 
qui montre que (i) est satisfait. 
Figure 4.10 W = aëaëabababcbcacacacabëbëbëaëababcac(icab 
Notons que 10110n = ab tic H justifie le fait que bh c10it être définie sur tout l'ensemble E~. 
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De façon tJiviale, Ci) implique (ii). Finalement, on illustre (iii) par le chemin fenné U' = 
abaeabcbabcIibcbacbcëiijabcbc de la Figure 4.9 où le point de départ est le point le plus à gauche 
sur le côté du bas: 
Pour les chemins non croisants fermés dans le réseau hexagonal, la propriété de Daurat el Nivat 
est énoncée comme suit: 
Proposition 7 Dans une région du plan dont lafrontière est délimitée par un chemin non croi­
sant fermé dans le réseau hexagonal, en particulier pour u.n polyomino hexagonal. le nombre 
S de points sail/ants et le nombre R de points rentrants sont reliés parlafonnule 
S - R = G. (4.10) 
Preuve. On peut procéder de façon analogue au cas du réseau carré en considérant alors les 
six points extrémaux. Cependant, nous allons plutôt utiliser une induction sur le nombre n de 
cellules hexagonales, afin de démontrer le résultat. 
Pour n = 1, le résultat est trivial. Supposons que le résultat est vérifié pour une région (sans 
trou) H, constituée de n hexagones et délimitée par un chemin non croisant orienté positive­
ment. Soit S le nombre de points saillants de H et R le nombre de points rentrants de H. 
Considérons maintenant une région HI obtenue de H en ajoutant un hexagone supplémentaire 
H de façon à préserver la simple connexité. Soit Si le nombre de points saillants de HI et RI le 
nombre de points rentrants de HI. 
Dépendemment du nombre k de cotés communs à H et H, la Figure 4.11 donne localement 
les relations correspondantes entre S, R, SI et Ri Dans chaque situation, la nouvelle cellule 
hexagonale ajoutée esl représentée en gris alors que les autres sont blanches et on voit que la 
relation Si - RI = 6 reste toujours vraie. 
• 
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Cas k=O Cas k=! 
S'= S+4 S'= S+2 
R'= R+4 R'= R+2 
S'-R'=S-R=6 S'-R'=S-R=6 
Cas k=2 Cas k=3 
S'= S+! S'= S 
R'= R+1 R'=R 
S'-R'=S-R=6 S'-R'=S-R=6 
Cas k=4 Cas k=S 
S'= S-2 
S'= S-l R'= R-2 
R'=R-! S'-R'=S-R=6 
S'-R'=S-R=6 
Figure 4.11 Preuve de S - R = 6 pour les réseaux hexagonaux réguliers. 
Plus généralement, pour les régions contenant un nombre k donné de trous, les deux formules 
(4.8) et (4.10) s'écrivent respectivement comme 
S - R = 4 -4k et S - R = G- 6k. 
Ceci découle du fait que les trous décrivent des chemins parcourus dans le sens horaire, ce qui 
signifie que les points saillanl~ et rentrants ont interchangé leurs rôles. 
Par exemple, considérons le polyomino possédant 3 trous représentés à la Figure 4.12. 
On peut vérifier que le nombre de points saillants est S' = 24 + 2 + 4 = 30 et que le nombre de 
points rentrants est R = 18 + 8 + 10 + 6 = 42, ce qui donne 
S - R = 30 - 42 = -12. 
88 
Figure 4.12 Un polyomino dans le réseau hexagonal ayant trois trous. 
De façon équivalente, en appliquant la formule pour les régions contenant k trous, on obtient le 
même résultat 
S - R = 6 - 6(3) = -12. 
D'une part, comme la formule S - R = cste n'est pas satisfaite pour les chemins non croisants 
fermés d'un réseau triangulaire régulier, il devient relativement simple de voir qu'il n'existe pas 
d'autres réseaux réguliers possédant une telle propriété. On le voit facilement dans la Figure 
4.13, où en (a) S - R = :3 et en (b) S - R = 4. 
(a) (b) 
Figure 4.13 S - R = este est faux pour les réseaux triangulaires réguliers. 
D'autre part, pour les huit réseaux semi-réguliers classifiés par Kepler (voir Figure 4.14), qui 
consistent en les réseaux fonnés cl' au moins deux polygones réguliers distincts (Grünbaum et 
Shephard, 1987; Grünbaum et Shephard, )989) dont chacun des sommets possède le même 
motif polygonal cyclique, on peut vérifier que la relation de Damat et Nivat, S - R = este, est 
également fausse. 
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l' . 4. ~ ,~f 
1'" .6. 121 
Figure 4.14 Les réseaux semi-réguliers (Grünbaum et Shepharcl, 1987). 
Par exemple, dans le premier réseau semi-régulier (voir Figure 4. J4), la Figure 4.15 (à) donne 
S - R = 6 et la Figure 4.15 (b) donne S - R = O. 
(a) (b) 
Figure 4.15 Un contre-exemple de S - R = este pour le premier réseau semi-régulier . 
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4.3 Remarques 
La valuation P introduite à la Section 4.1 est de nature géométrique. Elle mesure la variation 
totale des angles entre le point de départ et le point d'arrivée. En analyse complexe, le nombre 
d'enroulements de con/our ou l'indice relatif à un point Zo d'un contour"'( est défini par 
. 1 1iIncliceb,."o) = -. -.. --dz, 
271"t • 'Y /- - zo 
et compte le nombre de fois que le contour Î s'enroule autour du point zoo 
Cette notion diffère de la nôtre qui est définie aussi pour les contours ouverts. Notons que dans 
le contexte des nombres complexes, notre valuation P peut s'écrire comme 
2 "n-l AT (Wk-I-J)0k=1 g Wk 
P(w) = -------'---"­
71" 
où Arg(z) est l'argument principal du nombre complexe z i:- 0 satisfaisant -71" < Arg(z) ~ 71". 
On peut se demander s'il existe des réseaux pour lesquels des formules généralisées du type 
Daurat et Nivat sont satisfaites, c'est-à-dire, 
mS - nR = l, 
pour des entiers m, net 1. On pourrait, par exemple, considérer les réseaux définis par un en­
semble fini {Vi, V2 l ••• , v,J de k vecteurs non nuls linéairement dépendants sur N, dans lequel 
cas les chemins fermés existent. Un problème naturel serait alors d~ trouver des conditions 
nécessaires sur les classes associées aux chemins fermés simples, menant à des analogues de la 
formule de Daurat et Nival.. 
Chapitre V 
OPÉRATIO'NS DE MÉLANGE SUR LES CHEMINS DISCRETS 
Le rôle de ce chapitre est de présenter divers résultats se rapportant à certaines propriétés sur 
les opérations de mélange appliquées aux chemins discrets. Dans un premier temps, l'applica­
tion de l'opération de mélange parfait dans le réseau calTé Z x Z révèle quelques propliétés 
géométriques intéressantes. Entre autre, les chemins fermés restent fermés, l'aire ainsi que le 
périmètre doublent et le centre de gravité subit une rotation de 45° avec un facteur de simi­
litude de ,fi. On observe également des propriétés d'invmiance pour les courbes du dragon 
associées. Dans un deuxième temps, en remplaçant les chemins dans le réseau can'é par des 
chemins formés d'angles de 2kTr/N et en utilisant des mélanges plus généraux, des résultats 
analogues apparaÎssent. 
Ces résultats ont notamment été présentés dans le cadre de la conférence internationule CANT'06 
(S-19 mai 2006, Liège, Belgique) (Brlek, Labelle et Lacasse, 2006b) pour ensuite être publiés 
sous forme d'une version plus détaillée (Brlek, Labelleet Lacasse, 200Sc). 
Ce chapitre est organisé de la manière suivante. Dans la Section 5.1.1, on introduit le concept de 
mélange parfait appliqué aux chemins dans le réseau carré. La Section 5.1.2 traite des courbes 
du type dragon associées à des variantes de l'opération de mélange parfait. L'étude de certains 
paramètres reliés à l'itération des courbes du dragon est abordée dans la Section 5.1.3. Finale­
ment, la Section 5.2 est dédiée à la généralisution de ces résultats à d'autres types d'opérations 
de mélange appliqués à des chemins formés d'angles de 2k7f / N pour k = 0, ... ,N - 1. 
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5.1 Mélanges dans le réseau carré 
Pour débuter notre étude, nous considérons d'abord les chemins discrets dans le réseau carré du 
plan discret Il x Il. Un chemin discret est alors un chemin polygonal formé de déplacements 
élémentaires unitaires dans le plan. Comme dans le Chapitre 4, nous utiliserons la réprésentation 
des chemins par les mots de changements cie direction, suivant ['équation (4.2) du chapitre 
précédent. 
5.1.1 Opérations de mélange et mélange parfait 
Rappelons cI'abord la définition usuelle du produit de mélange se référant à Lothaire (Lo­
thaire, 1997). Considérons "ensemble L; = {a, a, b, b} des pas élémentaires dans le plan. 
Définition IS Soit u er v deux éléments de L;* écrits sous la forme '11 = lLj '11 1 et v = VI '111 OÙ 
VI, vIE L;. Le produit de mélange de li er v, noté li W v, est défini récursivement par 
'11. W V = U 1(1/ W v) + VI (li W Vi): 
avec é W W = W W é = W, pour tout W E L;*. 
Par exemple, si on prend li = ab et v = aab, il est possible de vérifier que 
(ab) W (aab) = abaab + 3aabab + 6aaabb. 
Le mélarlge parfait est simplement un cas particulier du produit de mélange, consistant en un 
terme spécifique de celui-ci. 
Définition 16 Soit u un mot de longueur n + l el v un mot de IOllgueur n. Le mélange parfait 
w· : L;n+ 1 X L;n ----> L;" de li el v esl défin.i par 
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5.1.2 Opérateur et courbe dragon 
Dans le contexte du présent chapitre, le plan cartésien ~ x IR est identifié au plan complexe 
C dans le but de simplifier les notations et les calculs. En particulier. ceci permet d'associer 
canoniquement à tout chemin polygonal fermé w E B*, LIn mot de changements cie direction 
f(w) E ~d' où Bd = {C, A, D, R}, dont les lettres C. A, D et R sont interprétées comme des 
nombres complexes. 
Définition 17 Soit Z = (zo, Zl: ... , Zm-l) où Zk = XI; + iy/': pour Ac = 0,1, ... : m -1, la suite 
des sommets d'un chemin polygonal fermé dans le plan complexe débutant all point zoo Le mot 
de changements de direction de ce chemin est le mot d = d] d2 ... dm-] dont les lettres sont des 
nombres complexes d], d2 , ... ,dm-] donnés par 
(5.1 ) 
où 6.zl; = zk+l - Zk et Zrn = Zo par convention. 
En d'autres termes. en considérant la normalisation Zo = 0 et z] = 1, on peut écrire 
Zo 0, 6.;;0 L
 
Z] 1, 6.z1 dl,
 
Z2 1 + dl; 6.z2 d]dz,
 
Z3 = 1 + dl + d l d2, 6.z3 = dld2d3 ,
 (5.2) 
Zk = 1 + dl + ... + d]d2'" dl;-1, 6.zk d j d2,,·dk, 
Zm-l 1 + d] + ... + d} d2 ... dm - 2 6.zm - J dJd2 ··· dm - l · 
Dans le réseau carré Z x Z identifié à Z + iZ, considérons la suite Z = (ZO,Zl"" ,Z2n-l) 
des sommets où Zk = XI; + iYI;. pour k = 0,1, ... ,2n - 1, d'un chemin fermé w E ~*. En 
utilisant la fonction f : ~2:2 -7 ~d définie par (4.2), w peut se réinterpréter comme le mot 
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d 1d2' .. d2n - 1 formé de nombres complexes 
2n-l 
f(w) = II h(WiWi+l) '::: d1d2'" d2n-l 
;'=1 
sur l'alphabet ~d = {G, D, A, R} '::: {i, -i, 1, -1}. 
Plus précisément, G est identifié au nombre complexe i (rotation de 90° vers la gauche), D au 
nombre complexe conjugué ~ = -i (rotation de 90° vers la droite), A au nombre 1 (un pas vers 
l'avant sans rotation) et R au nombre -1 (rotation de 180°, pas vers ['arrière). 
Dans ce contexte, l'opération de mélange parfait appliquée au mot de changements de direction 
dl d2 ... d2n- 1 E {i, -i, 1, -1}' donne lieu au mot 
qui constitue également un mot de changements de direction appaltenant à {i, -i, 1, -1}' , 
associé à un autre chemin polygonal dont les sommets sont ((0,' .. ,(4n-d. Cette suite de 
sommets est dénotée ( = M(.z) = MCzo,'" ,z2n-d, où M est ['opérateur de mélange 
parfait étendu aux suites de sommets qui est déclit explicitement par les famiHes d'équations 
suivantes (en utilisant la multiplication complexe, l'induction et le fait que i~ = 1) : 
(41.: (1 + i)Z2k, 6(41.: 6Z2'" 
(4k+1 (1 + i)Z2k + 6Z2k, 6(4k+1 = i6z21.:, /vl: (5.3) 
(lk+2 (1+i)Z2ktl, 6(11.:+2 i6z2k+[, 
(41.:+:1 (1 + i)Z2k+l + i6Z21.:+1' 6(4k+:l 6Z2k+[, 
pour k = 0,1, ... ,n - 1. 
À partir de maintenant, nous utiliserons l'abus de notation qui. consiste à identifier tout chemin 
W = W 1w2 ... W m à la suite z = (zo, Zl , ... ) Zm-l ) de ses sommets correspondants. 
Un attrait de l'opérateur de mélange parfait M, est qu'il peut être itéré. Ses itérations engendrent 
des chemins fermés prenant l'allure de fractales. Par exemple, la Figure 5.1 montre les itérations 
4,7 et 10 pour la croix DGGDGGDGGDG et le cané GGG. 
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I~ 1 • 
-- --T-;: ~ -
Figure 5.1 Opération de /vI sur la croix et le carré (à changement d'échelle près). 
Comme les courbes associées aux itérées de l'opérateur M ne tendent pas vers une courbe li­
mite, une certaine normalisation est nécessaire. À cet effet, nous introduisons Ull nouvel opérateur 
de mélange parfait normalisé, qu'on notera 1). Celui-ci est défini sur les chemins fermés et ses 
itérations convergent vers des courbes de type courbe classique du dragon (voir Figure 5.1). De 
telles itérations ont d'abord été étudiées par les physiciens de la NASA John Heighway, Bruce 
Banks, et William Harter. Elles ont ensuite été décrites par Martin Gardner dans une de ses 
chroniques de récréations mathématiques du Scientific American (Gardner. 1967). Plusieurs de 
léurs propriétés ont été publiées par Chandler Davis et Donald Knuth. 
Définition 18 L'opérateur dragon, 1), est défini sur les chemins par 
1 
1) = --/vl.
l+i 
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Plus précisément, 
où 
Ç4k 6.';4k ~ (1 - i)6.z2k> 
';4k+l 6.Ç1k+1 ~(1 + i)6.z2/;,1): (5.4) 
';4k+2 6.';4k+2 ~(l + i)6.z2k+l, 
';4k+3 6.';4k+3 ~(1- i)6.z2k+1, 
pour k = 0, 1,' .. ,n - 1. 
5.1.3 Comportements réguliers de paramètres géométriques 
Afin d'analyser certains paramètres reliés aux opérateurs M et 1), nous proposons la version 
complexe suivante du théorème classique de Green que nous avons rencontré précédemment au 
Chapitre 2. Celle-ci s'avère très avantageuse dans le contexte actuel. 
Théorème 6 Soit A(x, V) et B(:c, y), denrfonctions continûment dif./érentiables définies sur 
un ouvert contenant une région simplement connexe, D, délimitée par une coltrhe simple, f, 
orientée positivement. Posons cf;(z) = A + iB = A(..c, y) + iB(;r, y), où z = :c + iy. Alors, 
l Jl (OB OA) Il (OA OB)
.ir cf;(z)dz = - n OX + OV dxdy+i, n OX - oy d:cdy. 
Preuve. Puisque cf;(z) dz = (A dx - B dy) + i(B dx + A dy), il sufRt d'appliquer deux fois la 
version réelle classique du théorème de Green. Les détails sont laissés au lecteur. • 
Par exemple, pour cf;(z) = Z = x - iy, le conjugué de z, on a 
.Ir zdz = JJ~(O+O)dXdY +i Jly - (-l))dxdV = 2i Jj~ dxdy = 2ia, 
où a = a(f) désigne l'aire signée de la région D dont la frontière orientée est f. 
Il s'ensuit que 
a(f) 1 (5.5)= -Ç,} zdu,
2 r 
1 
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où ~ désigne la partie imaginaire du nombre complexe z. En ce qui concerne le centre de 
gravité et le moment d'inertie, on a les formules 
g(f) = ~ / z2 dz, (5.6)
40. .Ir' 
1 / 2 ?I(f) = 4Ç} ir 1;;1 zdz -Igl-o., (5.7) 
où 9 = g(f) dénote le centre de gravité vu comme un nombre complexe et 1 = I(f) le moment 
d'inertie de n. Plus précisément, on a 
a(f) = ~ lr(x dy - Y dx), 
ffnxdxdy .JJn,ydxdy
9 ()f = + l" dx dy, 
a a 
I(f) = Jl (x2 + y2) d:c dy - Igl 2 o.. 
Notons que le centre de gravité et le moment d'inertie sont définis seulement si Q. =j:. O. 
Afin d'implémenter la version complexe du théorème de Green dans le contexte des chemins 
polygonaux fermés dont la suite des sommets est (zo, z),' .. ,zm-d, l'intégrale '/;.1>(;;) dz est 
évaluée sous forme de somme finie de la façon suivante: 
Lemme 12 Soit f le chemin fermé dont la suite des sommets est (zo," . ,Zm-)). Posons 
1>* (z, s) = ,ft») cP(;; + ts) dt. Alors, 
Preuve. Soit z = Zv + t/::"z,/ et d;; = /::"zv dt. On a alors, 
m-) m-) 1l 4>(z) dz = I: l rb(z) dz = I: 1(<1>(zv + t/::,.z//) dt)/::"zv 
1 v=o . IZv,Zv+l] v=o 0 
m-) 
= I: 1>*(ZV) /::"ZV)/::"ZV'. 
v=o 
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En utilisant le Lemme 12, les formules (5.5) et (5.6) donnant respectivement l'aire et le centre 
de gravité, prennent les formes suivantes 
1 m-] 
0.(1) = 2~ L ZI/6.ZI/, (5.8) 
1/=0 
(5.9) 
Le comportement des opérateurs M et 3) relativement aux aires et aux centres de gravité se 
résume par le théorème suivant. 
Théorème 7 Soit Z = (zo, Z1,'" ,z2n-d un chemin fermé du plan complexe constitué de pas 
unitaires. Alors, les chemins M (z) et 3)(z) sont également fermés. De plus, 
(i) o.(M(z)) 20.(z), (ii) g(M(:::)) = (1 + i) . gC,), 
(iii) a(3)(z)) a(z), (iv) g(3)(z)) g(z), 
où Met:D dénote respectivement les opérateurs de mélange parfait et de dragon (voir Figure 
5.2 ). 
~ ) 
/
• • 
• '" 
Figure 5.2 Illustration du Théorème 7 : J'vl vs :D. 
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Preuve. Un chemin z est fermé si et seulement si L~1~Ol 6.Zl' = O. Soit ( = M(z). Alors par 
(5.3), il en découle que 
4n- 1. n- 1 2n- 1 
L 6.(11 = L (6.z2k + i6.Z2k + 6.Z2k+1 + i6.z2k+1) = (1 + i) L 6.z" = 0, 
,,=0 k=O ,,=0 
ce qui démontre bien que A1(z) est fermé. De façon similaire :D(z) est également fermé. 
Prouvons maintenant (iii). Par la formule (5.8) appliquée à t; = :D(z) et en utilisant (5.4), on a 
1 4n-1_ 
a(:D(z)) = 2~ L t;,,6.t;11 
1/=0 
puisque l6.z2kl = /6.z2k+11= 1 pour k = 0,1,'" ,n - 1. 
Similairement, pour (iv), soit r le périmètre de z et :D(r) le périmètre cie :D(z). Par la formule 
(5.9) et en utilisant (5.4), on obtient alors, 
r	 ~2 dt; - / z2 dz 
.J'D(f) .If
 
~ . (_ 2 -- 2 1 2-- 1
 2-:----)
;=	 LJ ~ z2kl6.z2kl - ·:;2k+116.z2k-H I + 216.z2kl 6.z2k - 216.z2k+11 6. z2k+1 
k=O 
11-1 
2
- ~	 L (l6.z2k I 6.Z2k + l6.z2k+1126.z2k+d 
k=O 
1 11	 1 11-1 ( 1-- 1 ) - __ 
= Li Z2k - Z2k+1 + 26.z2k - 26.z2k+ 1 - 6' L (6.z2k + 6.z2k+1)
 
k=O k=O
 
puisque l6.z2k l = l6.z2k+11 = 1 pour k = 0, l,' .. ,n - 1. 
Comme le chemin est fermé, la deuxième somme du membre de droite de la dernière égalité 
vaut 0 puisque 
n-1	 2n-1 
L 6.z2k + 6.z2k+1 = L 6.z" = (5 = O. 
k=O 1'=0 
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La première somme vaut également 0, étant donné qu'elle peut être réécrite comme 
. n-l . 
~ '\"' ~ 2 ~ (Z2k - Z2k+2) = 2((zO + Z2 + ... + Z271-2) - (Z2 + ... + Z2n-2 + Z271)) = 0 
k=O 
pUisque Zo = Z2n. 
Par (iii) et en utilisant le fait que a(::D(z)) = a(z), on a donc 
g(1)(z)) = 4a(~(z)) j~(r) t dç = 4a(~(z)) l :z2 dz = 4a~z) l :z2 dz = g(z). 
Finalement, (i) et (ii) découlent du fait que /vt(z) = (1 + i) 1)(z), ce qui montre que lvt(z) est 
obtenu de 1)(z), en utilisant une rotation de 45° et lin facteur de similitude cie J2 = Il + il.• 
Exemple. Soit f(w) = ADAADAGAGGAAAGD avec a(f(w)) = -2. Comme attendu et 
tel que montré dans la figure ci-dessous, on trouve 
a((GD)8 w'f(w)) = a((DG)8 w'f(w)) = -4. 
1 1 1 l , 1 1 1 1 1 1 1 1 1 1 l , 1 1 1 1 1 
1 1 1 1 1 J 1 1 1 l , 1 1 • 1 l , , , 1 1 1 
__ J __ ~_J __ L_J __ L_J __ L_J __ 
__L_J __ L_J __ __ J __ L.J __ L.J __ L.J __ L __ 
l , , , 1 1 1 1 1 1 1 1 1 1 1 l , l , 1 1 
1 ( l , l , 1 1 1 1 l , 1 1 l '1
--,--r-,--r-,--r-,--r-,-- --r-,- ­ 1 " --~----'--~-'--r-,-
, 1 1 1 1 l , , , , , l , , " 1 
__ J __ L. __ L_J __ L_J __ __ L_J __ __J __ L_J __ L_ __L __ 
1 • 1 l , 1 , , 1 l , , 1 
1 l , 1 1 1 , 1 l , 1
--'--r- --r-,--r-,- ­ --,--~.,--~-
1 1 lit 1 1 1 1 1 1 1 1 l , , 
__ J __ L.J L_J __ L_J __ 
__ J __ L_.J __ __J __ 
, , ,l '1 1 1 1 1 , , 
1 l' 1 1 1 1
--'--r- --r-,--r-,-- --~--~-~--~~~ --~--t~~~~-~--~--
, , ,1 1 1 1 1 1 1 1 1 1 1 
_.J __ L. __ .J __ L_J __ L.J __ ._.J __ L_.J __ L_ _J __ L __ 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 • 1 1 1 1 1 1 1 1 1
--'--r- -'--r-,--r-,-- --,--r-,--r- -,--r-,--r-,--r-­
, 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 J 1 1 1 1 1 1 1 1 1 1 1 
f (w) = ADAADAGAGGAAAGD (GD)8 W* j(w) ( DG) 8 W* j(w) 
5.2 Extension à des mélanges plus généraux 
Dans la section précédente, il était question de chemins dans le réseau carré avec des chan­
gements de direction de 0°,90°, 1800 et. 270° ainsi que des mélanges très particuliers, menant 
à des courbes du type de dragon classique. À partir de maintenant, nous allons explorer des 
changements de direction plus généraux formés d'angles 2k7r / N pour k = 0,··· ,N - 1 et 
cie famiIJes d'opérations de mélange et de dragon qui leurs sont associées. Une attention parti­
culière est portée sur la recherche de conditions sur ces opérateurs préservant ['aire et le centre 
de gravité de chemins fermés polygonaux se rapportant à ces nouveaux types de changements 
cie direction. 
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5.2.1 Mélange de mots et chemins liés aux racines de l'unité 
Soit w = e'hri/N une racine primitive N-ième de l'unité et remplaçons simultanément les al­
phabeL~ I; et I;d considérés ci-haut par 
'2 ;V-fI; = I;d = { 1, w, w ,'" ,w }. 
Les chemins et les changements de direction correspondants sont simplement des mots sur ce 
nouvel alphabet pour lequels les formules (5.1) et (5.2) sont vérifiées. La suite des sommets des 
chemins polygonaux est dénotée par z = (zo, Zl, ... ,;;,,-1), et on constate que ces nouveaux 
chemins sont tous équilatému..r. au sens où chacun de leurs pas sont de même longueur, c'est-à­
dire IZi+1 - zil = 16zi l = este (= 1 dans le cas présent), pour i = O,·· n - 1 et Zo = Zn dans 
le cas des chemins fermés. 
Par exemple, soit N = 12 et I; = I;d = {1,w,w2 , ... ,wl1 } où w = e27l"i.j12, et soit le 
mot de changements de direction d = wlw3w'J E I;,î. Le chemin polygonal correspondant est 
représenté à la Figure 5.3 (a). 
o 
(a) 
) 
Considérons d = dl d2 ... dlt - 1 E I;;; le mot de changements de direction associé à un chemin 
polygonal équilatéral dont la suite des sommets est z = (zo, zl," ,;;n-1)' Soit 0 E I;;; un 
autre mot et fixons une factorisation de celui-ci en sous-mots possiblement vides: 
(5.10) 
où . désigne la concaténation et chacun des sous-mots JI,;. de longueur ml,; ;::: 0 est donné par 
(5.11 ) 
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La factorisation (S.lO) donne lieu à un nouveau mélange parfait généralisé, noté également 
W * , et défini par 
Notons que 6 W *d consiste encore en un seul terme du produit de mélange usuel 15 w d comme 
dans la Section 5.1.1. En utilisant la normalisation Zo = 0,;;1 = l, ce nouveau mot est le mot 
de changements de direction d'un autre chemin polygonal ( = M (z) avec (0 = 0 et (1 = 1. 
2 27fiPar exemple, soit N = 12 et l'alphabet Z=d = {1, w, w , ... , wl! } où w = e / 12. Considérons 
le mot d = wlw3w4 E Bd' qui est représenté par le chemin de la Figure 5.3 (a), ainsi que la 
factorisation 6 = w2w3 . 1 . w2 . w· w7w2w5. L'application du mélange parfait à 6 et d donne le 
nouveau mot 
ow * d = (w2 w3 ·1· w2 . w . w7w2w5) W· (wlw3w~) 
= (w2 w3). w· (1)·1· (w2). w3. (w)· w4. (w7w2w5), 
qui correspond au chemin de la Figure 5.3 (b). 
On observe que dans la Figure S.3 (b) les plus gros points, mis-à-part le premier qui est toujours 
nul, correspondent à la lecture des lettres dk du mot d = wlw3w4 dans le nouveau mot 0 w·d 
pour k = 1,'" ,Tl - 1. On remarque également que le polygone représenté en pointillé dans 
la Figure 5.3 (h), dont les sommets sont précisément ces gros points, ne possède pas la même 
forme que le polygone original de la Figure S.3 (a). 
5.2.2 Opérateur dragon généralisé 
Dans cette section, nous déterminons des conditions sur la factorisation (S. 10), à savoir 
nous assurant que pour tout chemin polygonal fermé z = (zo,'" ,zm.), le chemin correspon­
dant ( = M(z) est également fermé. De plus, ces conditions doivent permettrent la définition 
d'un opérateur dragon associé n(z) et donner lieu à un comportement régulier de la forme 
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a(A1(z)) s· a(z), 
g(/vf(z)) t· g(z), 
où s E ~ et tEe sont des constantes indépendantes de z. 
Définition 19 Un opérateur dragon 1) associé à unefactorisation 0 donnée par (5.\ 0) et (5.11) 
est une transformation de latàrme 
ç = 1)(z) = fi.' •.;\1(2). 
où /0 est l'opérateur de mélange parfait associé et fi. E C. qui dépend de la factorisation, est 
une conslallfe telle que le polygone z apparaft comme un sous-polygone de ç. Plus précisément, 
ço = Zo = 0, 
Çmo+1 = ZJ = l, 
Notons que ces conditions sur la factorisation 6 sont très restrictives. 
Afin d'étudier les déformations locales dûes à l'effet de l'opérateur dragon sur les côtés succes­
sifs d'un chemin polygonal, nous introduisons la notion d'oreille définie comme suit. 
Définition 20 Considérons un seRment orienté [a, bl dans le plan complexe. Une [a, bl-oreille 
est un chemin E dont la suite des sommets 
(O:o,O:J,'" , O:m, O:m+J), ni ~ 0, 
satisfait 0:0 = a et O:m+i = b (voir Figure 5.4 (a». 
Le nombre complexe b - a esf appelé l'ouverture de l'oreille E et est dénoté È. De plus. la fer­
meture d'une oreille é consiste au chemin fermé EO ayant (0:0,0:1,'" ; O:m. O:m+L, 0:0) comme 
suite de sommets (voir Figure 5.4 (b». 
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b 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
a 
(a) (b) 
Figure 5.4 (a) Une [a, b]-oreille cet (b) sa fermeture correspondante cG. 
Notons qu'un chemin polygonal fenné correspond à une oreille d'ouverture O. De plus, toute 
[a, b]-oreille E (respectivement cÜ ) avec ai- b, peut se normaliser en une [0, 1]-oreille, c'est-à­
dire, Ta,b c (resp Ta,v cO), à l'aide d'une transformation de la forme 
z-a 
Ta,v : ;; ----> -b--' 
-a 
et plus généralement en une [a', b']-oreille où a', bl sont des nombres complexes arbitraires 
distincts. En pmticulier, tout mot,' = IJ ,'2 ... ....lm E I;~I donne lieu à une oreille correspondante 
c = E(')') dont la suite des sommets est 
(0,1,1+ 11 ,1+ 11 + 11/'2, 1 + Il + 1112 + ... + 1112 ... ,m) 
et dont l'ouverture est { = É(')') = 1 + 1\ + ,'JI'2 + ... + 11Î'2 ... ,'m· 
Afin de représenter un opérateur dragon et les oreilles qui lui sont associées, posons à titre 
d'exemple, N = 12. Nous allons voir que la factorisation 0 = 00 . 01 ·02 . 0:) E l:d où 
8 2Dl = ww , 
admet alors un opérateur dragon. 
En effet, ceci peut être vu par l'exemple suivant. Soit le chemin polygonal équilatéral fermé;; = 
(zo, Zl, Z2, Z3) correspondant au mot d = w:lw3w 3 E l::t (voir Figure 5.6 (a» et soit les oreilles 
E( 00), E(01)' E(02), E( 03) associées respectivement aux sous-mots 00,01,02,03, représentées par 
les chemins de la Figure 5.5. 
Le mélange ( = M (z) est illustré à la Figure 5.6 (b) 
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o l o 1 o 1 
~\ -V l
o 
Figure 5.5 Les oreilles E( 00)' s(od, s(oz), s(0:1) associées aux sous-mots 00,01, oz, 0:1 
Concernant la situation générale pour obtenir une courbe du dragon, l'analyse va comme suit. 
On considère un polygone équilatéral fermé z = (zo, Zl,'" : Zn-l: zo), avec :::0 = 0, ZJ = 1. 
À l'aide de transformations affines adéquates, on colle les oreilles 
sur les côtés successifs correspondants 
pour ainsi obtenir les oreilles So: El, ... ,Sn-l satisfaisant aux candi tions ci-dessous 
(i) Sk: Zk + (6.zk)s(od/f(ok), 
(ii) Ek 6.zk , (5.12) 
(iii) lé\ 1 l6.zk l = 1, 
pour k = 0,1, ... , n - 1. La Figure 5.6 (c) illustre cette situation dans le contexte de l'exemple 
précédent. 
D ~1
0 0 
(a) (b) (c) 
Figure 5.6 Chemin polygonal: (a) original fermé z (b) ;'vl(z) (c) :D(z). 
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On en déduit les conditions nécéssaires suivantes pour l'existence de "opérateur dragon 1) 
1 1 
K,= -- 1)(z) = ~(_)M(z)s(00) , ê 00 
et 
li(oo)1 = li(Ol)1 = .. , = li(On-')I. (5.13) 
où IÎI dénote le module du nombre complexe Î'. Notons que le polygone M(z) est semblable 
au polygone 1)(z) puisque qu'il est obtenu par une homothétie (multiplication par le nombre 
complexe l/i(oo)). 
Poursuivons maintenant notre étude en analysant les changements de direction lors du passage, 
à travers un point commun, entre les chemins z et 1)(.:). Pour ce faire, considérons Zk, Zk+l et 
Zk+2, trois sommets consécutifs du chemin initial z (voir Figure 5.7 (a)) où 
et considérons les trois sommets Ç', Zk+1, [," consécutifs de [, = 1)(z) correspondants (voir 
Figure 5.7 (b)). 
Z k+2 Z k+2 
1 
1 
1 
1 
11;' 
1 
1 
J::"Zk+1 ~ 
(a) (b) 
Figure 5.7 Trois sommets consécutifs: (a) de z; (b) de [, = 1)(z). 
À la lecture du mot 0 W * d, lorsqu'on atteint la lettre dk+ 1, J'égalité suivante doit également 
être satisfaite 
[," - Zk+l 
dk+1 = _ l' 
"'k-i·j - [, 
Autrement dit, on doit avoir 
Zk+J - [,' [,/1 - Zk+J 
ZI,;+1 - zk Zk+2 - Zk+l 
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ce qui est équivalent, dans le contexte des [0, l ]-oreilles à l'égalité A = I - B (voir Figure 5.8), 
où 
o 
Figure 5.8 Les [0, I]-oreilles correspondantes. 
Quelques calculs mènent à 
A = I 
t(ok+d' 
B = I + Ok,l + Ok,lOk.2 + ... +Ok,lOU" 'Ok,mk-l = I _ ok.} Ok,2 ... 0k,mk 
t(od E( 0,,) 
La condition A = I - B équivaut à dire que les conditions 
doivent être vérifiées. 
Pour simplifier l'écriture des conditions (5.14), définissons la relation binaire --< sur les mots 
0:, /3 E Edpar 
0: --< /3 Ç:=::;> E(0:) = 0:10:2 ... O:p tee) E c. 
où 0: = Cq 0:2 ... O:p. Les conditions (5.14) peuvent donc se réécrire comme 
00 --< 01 --< ... --< Ok --< ... --< On-I --< 00· (C J) 
Notons que (Cl) implique la condition (5.13), c'est-à-dire It(oo)1 = 1{(01)1 = ... = 1{(01)-1)1. 
Lemme 13 Si la factorisation 0 = 00 . 01 . 02 ... On-l satisfait la condition (C 1), alors M 
transforme tout chemin. fermé en un chemin fermé el 
I 
1:l(z) = {(O(/VI(z) 
est un opérateur dragon bien défini. 
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Preuve. Il reste seulement à montrer que les chemins fermés sont transformés en chemins 
fermés. En premier lieu, considérons l'exemple suivant avec n = :3. Soit cl = d 1d2 E Z=;t et 
o= 000] 02 E Z=d' où 
00 = 00.100;2. 
OL = OU, 
02 = 02.102,202,:\' 
Le fait que le chemin z = (ZO' ZI, Z2, zo) soit fermé est équivalent à {(d) = 1 + dl + d]d2 = O. 
On a, 
et les sommets de M (z) sont les nombres complexes ((0, (l, ... ,(9). Il est aisé de montrer que 
(0 0,
 
(1 l,
 
(2 1 + 00,1, 
(3 {(Oo), 
(.1 {(Oo) + 00,J 00,2 cl ] , 
(rj {(oo)(l + dJ ), 
(6 {(OO) + {(oo)d] + OO,1 00,2dj Ol.ld2 , 
(7 {(oo) + {(oo)d] + 00.100,2dj0l.ld2 + 00,1 OO.2d]01,ld202,1 , 
(8 {(oo) + t(oo)dJ + 00,I OO,2dJO], l d2 + OO,lOO,2 dI Ol,ld202,j 
+OO,J oO,2 d1ol,ld202,1 02,2, 
Dans le cas général, on observe le même type de comportement et on a donc 
5.2.3 Conditions pour un comportement régulier de paramètres 
Avant d'énoncer le résultat principal de la présente section (Théorème 8) concernant le com­
portement des principaux paramètres géométriques associés à l'opérateur dragon 1), quelques 
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lemmes préalables sont nécessaires. Ces lemmes traitent des oreilles, de propriétés d'additivité 
de l'aire et du centre de gravité, ainsi que de l'existence des courbes de type dragon. 
Lemme 14 Soit z un chemin polyp,onalfermé et ç = 1)(z). Alors, 
si et seulement si 
2:~:(i .l~, f (v,) dv, = 0 
où t.k désigne la [Zk, zk+J]-oreille associée ri 1), pour Ir = 0, l," . ,n - 1 (voir Figure 5,6 (c)). 
Preuve. Les deux chemins ç et z se décomposent comme suit 
ç t.o + t.l + ... + t.n-l 
On conclut directement en remarquant que, 
l f - .~ f ~ (L f - L'd f) + (1.. f -L"l f ) 
+.,,+ (1 f- r f)
. "'n-1 ./,z"_I,zol 
=1·,f+1·f +"·+1. j..é61 êl· c:;_ l 
Le lemme suivant consiste en une version complexe d'un résultat classique à propos du centre 
de gravité d'objets composés (Feynman, Leighton et Sands, 1963). 
Lemme 15 Considérons deux chemins polygonaux fermés PI.P2, partageant un côté commun 
dans des directions opposées. Soit p = Pl + P2 le chemin poly!?onal obtenu en supprimant ce 
côté commun. Alors, 
pourvu que a(pJ) =1- 0, a(P2) =1- °eta(pJ) + a(P2) =1- O. 
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Preuve. Le résultat découle des suitès d'égalités 
a(p)=~~ r'ÜdU=~~(j' 'Üdti+ r 'Üdti) =a(pd+a(P'2)
2 Jp 2 Pl Jp2 
et 
Le lemme suivant décrit l'effet d'un opérateur dragon sur les chemins fermés, 
Lemme 16 Soit z un chemin polygonal fermé, alors on a 
(i) a(1)(z)) = a(z) + L;~:6a(E~), 
( ) () "n-1 (c-O) ( Ù)(") (""'()) = a z 9 z + L-1;=Oa ~k 9 El;IIg,J..)Z 10 
a(z) + L;~:oa(Ek) 
Preuve. Il suffit de remarquer que n(z) = z+ L;~:ks? et d'appliquer le Lemme 15, • 
Voici maintenant un lemme décrivant l'aire et le centre de gravi té d'oreilles fermées correspon­
dant à des mol~ arbitraires de L;ri, 
Lemme 17 Soit 1 = Il' "Î'rn E L;d et EÙ(r) son oreille fermée associée dont la suite des
 
sommets est (0'0,0'1,'" ,O'm+l ,0'0) où 0'0 = 0,0'1 = 1 et QI; = 1 + Il + 111'2 + '" +
 
Il''1'2 ' , '1'1;-1' Alors l'aire signée de EO(r) est donnée par
 
où 'Yi .. j = liÎHl ' , 'lj E ce.
 
De plus, le centre de gravité signé de E0(r) est donné par
 
III 
Preuve. (i) Par la formule de base (5.8) donnant l'aire, on a 
.1 .
a(€O(Î')) = -CSL:m+1a'"D.(\'.2 J=O J J 
1 
= 2'S(L:j~1 (1 + 1'1 + Î'lÎ'2 + ... + llÎ'2 ... li-l + ... + llÎ'2" . Î'j-d'Yi ... Î'j 
- (1 + Il + 111'2 + ... + Il''' Î'm)(l + Il + llÎ'2 + ... + Il' .. Î'm)) 
1(> ("m "j )
=	 2,j ,wj=l,wi=JÎ'ifi+l" 'Ij
 
1
 
=	 2'SL: J:Çi:Çj:Çmlij. 
(ii) Pour k = 1,2,· .. ,?n, soit Pk un triangle de sommets C1:(). (XI.;, 0'1.;+1, alors l'oreille fermée 
€0(r) s'écrit comme la somme de ces chemins triangulaires orientés €()(r) = PO+Pl +-. ·+pm. 
Par le Lemme 15, on a 
g(€0(r)) = a(p])g(pJJ + a(P2)g(P2) + + a(Pm)g(Pm) 
a(pd + a(P2) + a(Pm) 
et on conclut en utilisant (i) et le fait que 
Ce dernier lemme permettra de simplifier la démonstration du théorème principal. 
Lemme 18 Considérons deux suites de cons/antes complexes go, gl,' .. ,gn-l e/1"o, rI," . ,1'TI-I 
satisfaisant 
qlc - 1"k + 1'k-1 = 0, pour k = 0, 1, ... , n - 1, 
où par convention 7"-1 = 7"n-l. Alors, pour tout chemin fermé z, avec Zo = Zn, on a 
Preuve. Comme Zo = Zn, on a 
"n-I 1' D.~ - "n-I 1' (z - )
,wk=O k "'k - ,wk=O k k+l - 'Jk 
"n-I "n-l
= ,w1c=01"I.;ZI.;+1 - ,wk=07"k Z k 
,,11.-1 ,,71.-1 
= ,w,,=01'k-lZk - ,wk=01'I.;ZI.; 
"n-I ( )= ,wk=O 1'1,,_1 - 1"1" ZI.;. 
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D'où, 
Nous sommes maintenant en mesure cl 'énoncer notre résultat principal donnant des conditions 
qui entraînent la préservation de l'aire et du centre de gravité sous l'opérateur dragon. 
Théorème 8 Soit 0 = 00' 01 .02' . ·6n - 1 E L:dune./acrorisation satisfaisant la condition (C 1), 
c'est-à-dire 00 -< 01 -< ... -< 0'1-1 -< 00· Si cette factorisation vérifie 
(C2) 
où 
. 1 
a(ECJ(OI,_)) = '2'ZSL:1::: i ::: j :;mÎ'.;.-j E IR, 
alors pour tout cheminfermé z, on traul'e a(1'(z)) = a(z). 
De plus, si la condition supplémentaire suivante est satisfaite 
(C3) 
où g(EO (Ok)) est donné par le Lemme J7 (ii) alo/'s g(1'( z)) = g(z). 
Preuve. Par Je Lemme 16 (i), on a les équivalences 
a(1'(z)) = a(z) {:=? L:~:6a(E?) = 0 
{:=? L:~:~a(EÜ(J,J) = 0 
puisque 
1a(E° k ) -_li(Ok)12a(EÜ (od), k = 0," n - 1 
et que les nombres li(OfJ 1 sont indépendant~ de k. 
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g(:D(z)) = g(z) 
Cependant, par (5.12 (i)), on a 
D'où l'on tire, en prenant le centre de gravité de part et d'autre, 
Ce qui implique que l'égalité 
est équivalente à l'égalité 
On conclut en faisant appel au Lemme 18 avec 
Corollaire 5 Sous les conditions (C 1), (C2) et (C3), l'opérateur de mélange parfait M satisfait 
a(lv/(z)) = lE(oo)12a(z), 
g(M(z)) = E(OO)g(z), 
pour tout chemin polygonal fermé z = (zo, Zl , ... , Zn-l, ZO). 
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5.2.4 Courbes limites généralisées du dragon 
Afin de définir les courbes limites associées à un opérateur dragon ~ il est nécessaire de pouvoir 
itérer cet opérateur comme dans la Section 5.1. Pour ce faire, considérons une factorisation fixe 
de la forme 
.8 = 80 . ,3l ... Ôp-l , 
où {3k = /3k,l ... /3k,m,. E L:det tel que p divise ma + ml + ... + mp-l' 
Pour tout mot 
d=d l ···dpn- 1 (S.15) 
considérons le mélange pmfait (j w" d = ,8n w' d, associé à la factorisation 
0= {3n = /30' /31 ". /3p- 1 . /30 , ,81 ", ,31'-1'" /30' ,31 ", {31'-I. 
Le mélange palfait définit un opérateur de mélange parfait M sur les chemins polygonaux 
fermés z = (zo, Zl,' .. , Zpn-l) associés à des mots de la forme (S. J S). Il est plutôt simple de 
voir que ( = M(z) possède n[(ma + 1) + ... + (mp-l + 1)] côtés. Alors, puisque p divise 
où N = (mo+l)+ .. +(mp_l+l) est un entier 
- p . 
On peut donc itérer M sur les chemins polygonaux contenant un multiple de p côtés. Étant 
donné un chemin polygonal fermé z = (zo, Z1 , ... ,Zpn-l) on peut aussi itérer 
1 ~ = E(,30)M 
par la fOlmule 
k( ) 1 k( )
:1) . z = (E(f30))kM' Z . 
La courbe dragon associée à (3 et z est la courbe limite de suite :1)k(z), lorsque k tend vers 
l'infini. 
1/5 
5.3 Remarques 
Il existe une infinité de familles de courbes de dragon émergeant de factorisations de la forme 
{J = {Jo . {JI .. {JP-l: 
qui satisfont aux conditions (C 1), (C2), (C3) et telles que p divise mo + ... + m p_[. 
Comme le lecteur peut vérifier, nous avons une telle famille pour p = 2 : prenons {J = {Jo . ,81 
où 
/30 = A = À[/\2 ... Àm E I::;, 
,81 = ~ = .:\m>-m-I ... ~1 E I:j 
est le conjugué (dans C) de l'image miroir de À. Le cas étudié dans la Section 5.1 pour le réseau 
carré conespond au choix spécial (Jo = G = i et ,81 = D = -i = 1.. 
Dans un autre ordre d'idées, étant donné cieux fonctions P(z, z) et Q(z, z), polynomiales 
en z et Z, on peut introduire un opérateur D = Dp,Q, défini sur les chemins fermés z = 
(ZO,Zl,'" ,Zn-l'ZO) par 
n-l 
Dp.Q(z) = 2: P(ZI/, z//).6.ZI/ + Q(ZI/' ZI/).6.Z,/, Zn = zoo 
1/=0 
On peut se poser la question générale suivante. Quelles sont les conditions suffisantes à ajouter 
à un opérateur dragon 1) assurant l'égalité 
pOlir tout chemin équilatéral fermé z? 
Chapitre VI 
GÉNÉRALISATION AUX DIMENSIONS SUPÉRIEURES 
La présente section décrit une approche pour généraliser à plusieurs dimensions les algorithmes 
développés précédemment dans le Chapitre 2 qui faisaient appel à une version discrète du 
théorème de Green. 
6.1 Théorème de Stokes 
Notre outiJ cle base est le théorème de Stokes (Spivak, 1965) clont l'une des versions qui est 
exploitée dans le présent chapitre, nous est amplement suffisante et s'énonce comme suit: 
Théorème 9 Soit w une (k-I )}orme différentielle et K une le-surface dans ffi.>l. Alors, 
rdw= r wJf( JôK' 
où 81<,," désigne le bord orienté de J{ et d est l'opérateur de différentielle extérieure. 
Dans cet énoncé, il est implicitement supposé que west suffisamment différentiable et que J( 
est suffisamment lisse. De plus, une (k - l)-forme différentielle w s'écrit sous la forme standard 
w = L Wjl . .. .jk-J (.1:1," . : Xn ) dJ,jl 1\ ... 1\ dXj"_1 
l~it< .. ·<jl;_l~n 
et dw désigne sa différentielle extérieure qui est une k-forme décrite comme 
dw = 
où df(Xl ... x) = l!1... dXI + ... + 2L dx.J , ,Tl (la:) ÔX 'Il.n 
ll7 
Explicitement, suite à quelques manipulations on obtient, 
dw= L (dW)il,'··,ik(XI,···,xn)dxi)/\···J\dxil< 
I::;il<···<ik<:::n 
où la composante (dw )il' ... ,il< est la fonction de (X] , ... , xn ), donnée par 
k ow,...(dw) . .... = "'(-lt- I 2J.,?",J,
'1. ,'k L o:.c 
1/=1 1l J 
en considérant les formules générales 
En pratique, pour une famille de N cartes locales (disjointes) recouvrant BK, on a 
[vj _ . [vj ( )
xj - xj t],"', tk-] , j = 1,'" ,n, v=l,'" ,N 
OÙ (tl:' .. , tk-l) E U[vl ç jRk-1 
Alors, r w se calcule de la façon suivante, 
lem: 
1 w
 
lÔJ<
 
tl
=t L f w(}vi(t), .... X IIJ ) (t))dd(O(xtl, ... ,x _)) dt 
. / .UH}I 1k-1 O(tl,···,tk-ll IJ=II::;ll< .. ·.....}k_l::;n 
où t = (tl:'" , tk-d, dt dt] ... dtk-l et o(x;'I, ... ,xtl_J )jO(tl," . tk-]) désigne la 
matrice jacobienne 
o(X[vl ... x H )
.71 ' '.1k-1 
O(tI,'" ,tk-d 
L'intégrale r dw se calcule de façon similaire à partir de cartes locales recouvrant la k-sUlface 
.If( 
K. 
Une des propriétés fondamentales de la différentiation extérieure est sans aucun doute, 
qui signifie que pour toute fonne ditférentielle w. on a d(dw) = O. 
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Définition 21 Soit w une forme différentielle. Si dw = 0, alors on dit que west fermée. De plus, 
s'il existe une autre forme 'Tl telle que w = d'Tl, on dit alors que west exacte. 
En conséquence, le résultat suivant s'obtient assez directement. 
Lemme 19 Si west exacte alors w est fermée. 
Preuve. w = d'Tl ===} dw = dd'Tl = d2rl = 0 car d2 = O. • 
Inversement, le lemme de Poincaré énonce que la réciproque est vraie sous certaines conditions, 
Dans le cadre de cet ouvrage, la version du lemme de Poincaré (Spivak, 1965), telle qu'énoncée 
ci-dessous sera largement suffisante. 
Lemme 20 Si west fermée et définie sur un ollvert étoilé de ]Rn alors west exacte. Autrement 
dit, 
w = d'Tl ~ dw = O. 
Notons qu'un ensemble K est dit étoilé s'il existe un point u E K tel que pour tout x E K, 
le segment [v., xl soit inclus dans K, Dans ce cas, on dit que J( est étoilé par rapport à u. 
Remarquons que tout ensemble convexe est étoilé par rapport à n'importe lequel de ses points 
mais que l'inverse est faux en général. Par exemple. l'étoile classique régulière à cinq pointes 
est étoilée par rapport à son centre mais n'est pas convexe. 
Nous présentons ici une adaptation détaillée d'une preuve élémentaire du lemme de Poincaré, 
inspirée de Golberg (Goldberg, 1998). 
Preuve. Sans perte de généralité, par une translation adéquate, on peut supposer que l'ouvelt 
U est étoilé par rapport à l'origine. Ainsi, pour tout x = (Xl,'" , X n ) E U et tout t tel que 
0:; t :; 1, on a tx = (tx],'" , t:cn ) E U. Afin d'établir l'implication, nous allons construire 
un opérateur linéaire h, appelé opérateur d'homotopie: 
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tel que dh + hd = id et où /\k(U) désigne l'espace vectoriel des k-formes différentielles sur U, 
Ceci établira le résultat. En effet, en posant ry = hw, où west fermée, on aura 
dry = dhw = dhw + 0 = dhw + hdw = (dh + hd) w = id w = w, 
puisque dw = O. Prenons donc w une forme différentielle 
w= 
telle que dw = 0, c'est-à-dire qui est fermée, el délinissons hw par 
k 1 
hw= L L(-lt-' l tk-twil .. ··,i,.(tx)dt·:l;i"dxil /\ ... /\~/\ ... /\dXik· 
1~il< ...<i,,5n.v=' 0 
D'une part, en faisant appel au symbole de Kronecker of. 011 U 
l~il<'<ik~n.ll=lj=l) 
dhw = 
k 11. l 
""" 6 """""" ~(_l)I'-l66a:r r tk-lwi],,ik(tx)dt.I:ivdXj /\dXil /\ ... /\d7;': /\'" /\dXikJo 
.0 
L t t( -lt-11'1 t k - 1 aw~~. ,!k (tx)tdtx!vdx) /\ dX tl /\ ... /\ dXiv /\ .. , /\ dXik 
l";il< .. <ik~n.II=l j=l ·0 
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D'autre part, 
Pour unifier la notation posons io = j, On a, 
En séparant le cas LI = 0 des cas 1 :::; LI :::; k et en revenant à l'indice j (au lieu de io), on obtient 
1d "~11 J,; 8WiJ,'" ik ( )1W = ~ ~ t 8, ' tx dt:J:jd:ril !\ ' , , !\ dXi'k
 
< ' '<' 1 0 x)
l_t,<,,<tk_ll )=
 
n "' 1'1 ,
8· - ­
" ""(_1)//-1 tl,; w' [. ,1k (tx)dtx dx !\ dl' !\"'!\ dx !\"'!\ dx ~ ~~ 8x' t v 'J "1\ t v tk' 
l";i, <"<ik::on j=1 1/=1 .0 J 
Il s'ensuit que, 
dhw + hdw 
L Wi"", ,ik(X)dxil !\ ' " !\ dXik 
l::oil <"'<ik::on 
=W (si k > 0) .• 
Cette propriété du lemme de Poincaré entraîne que toute forme différentielle W fermée, sur un 
ouvert U quelconque, est localement exacte, C'est-à-dire que pour chaque point pEU, il existe 
une boule ouverte B p (donc étoilée) eL une forme T/p définie sur B p telle que û.-'IBp = dT/p. 
Voici un exemple classique pour lequel la réciproque du lemme de Poincaré est fausse. Prenons 
l'ouvert non étoilé U = ]R2\ {(O, O)}, c'est-à-C\ire le plan ]R2 privé de l'origine. Montrons que 
xdy - ydx . 
la 1-forme différentielle W = ') 2' C\éfinie sur cel ouvert, est fermée mais non exacte, 
x~ + y 
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En premier lieu, 
dw = d (- 2 Y 2dx + 2 x 2dY )X+y :r:+y 
Y) (:t)= d - 2 2 1\ dx + d 2 ? 1\ dy( x + y x + y-
a (- y) a (~)) (a ( :c) a ( ):c )~ J: +y2 :r2+y2 :r2+y2 
a dx + a dy 1\ dx + a dx + a dy 1\ dy( x y x y 
a( y) o(~;)) ~  d d( ay + ax x 1\ y 
= ( CE2 : y2 - (x2 ~:2)2)+ (x2 : y2 - (:r. 2~:2)2 ))dx 1\ dy 
= Odx f\ dy 
= 0, 
ce qui démont.re bien que west fermée. 
Dans un deuxième temps, montrons par l'absurde, que la forme w n'est pas exacte. Supposons 
qu'il exist.e une O-fOl'me, 1] = 1](x, y) définie sur U t.elle que w = d1]. Considérons un cercle C 
de rayon 1 cent.ré à l'origine et calculons 1w de deux manières. 
e 
Cas 1 : calcul direct cie l'intégrale en posant x = cos t, y = sin t, dx = - sin t dt, dy = cos t dt, 
o::; t ::; 27ï. 
On a, 
{ w =1xdy - ydx
Je c :J;2+y2 
= {2re (cost)(cost)dt - (sint)(-sint)dt 
Jo cos2 t + sin2 t 
{2re 
= Jo dt = 27ï. 
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Cas 2 : calcul à partir de l'hypothèse w = dT). 
j
On a, 
e 
'W=l
c 
df) 
= r (Of) dx + of) dY)
.le ox oy 
j'27f (Of)) (Of)) 
l
=.0 OX (cost,sint)(-sint)dt+ oy (cost,sint)costdt 
27f d(f)(cost,sint)) 
= dt 
. 0 dt 
= f)(cost,sint)I;'~57T = f)(1,0) - 17(1,0) = O. 
Par la suite, nous supposerons que toutes les formes différentielles sont définies partout dans 
~n. De ce fait. comme ~n est étoilé, les hypothèses du lemme de Poincaré seront donc toujours 
implicitement satisfaites. 
6.2 Vers une discrétisation du théorème de Stokes 
Rappelons que notre objectif est de traduire le théorème de Stokes clans un cadre discret pour 
ensuite y adapter nos algorithmes de calculs développés au Chapitre 2. Une première étape vers 
cette discrétisation consiste à se ramener au cas où K est un hypercube dans ]Rn, qui s'apparente 
au cas limite d'un hypercube à coins arrondis, Dans ce contexte, Mansfield et Hydon (Mansfield 
et Hydon. 2007) ont remplacé les formes différentielles 
'L Wil ... ·,ik(X['··· ,xn ) dXil A··· A dXik' 
l:Sil <"-<ikSn 
où (Xl, .. , ,Xn ) E ]Rn, par des formes de différences 
L Wil ...ik(Xl,··· ,Xn ) L1il A··· A L1ik' 
[Sil <·"ikS n 
où (Xl,'" , Xn ) E zn plutôt que dans ]Rn et L1i = L1 Xi pour i = 1,' .. , n, désigne l'opérateur 
de différence partielle finie par rapport à la i e composante, c'est-à-dire, L1iU(Xl,' .. , Xn) = 
u(X[,' .. , Xi + 1,' .. , Xn) - U(X[;'" , Xi;'" , Xn ) pour toute fonction li = 'U.(x[,··· , xn )· 
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Nous proposons ici une variante de cette approche dans laquelle les formes de différences sont 
systématiquement remplacées par desfamilles de poids définies sur des hypercubes. Pour ce 
faire, nous posons 71.k,n comme l'ensemble 
71.k.n = {H 1 H est un hypercube unitaire ç IRnde dimension k à sommets dans zn}. 
Un hypercube H E 71.k ,n peut être vu comme un pixel fl,énéralisé el est dénoté par 
} 
où (QL'" ,Qn) E zn et {il < ... < id ç {l,··· ,n} désigne l'ensemble des indices 
cie coordonnées qui varient dans 1'hypercube. On dit que 1'hypercube H est issu du point 
(Ql,'" ,an) selon les directions il,'" ,ik. Le point (al,' .. ,Qn) est aussi appelé coin prin­
cipal de l'hypercube et les deux orientations de H sont notées H et dl où é = -1. 
Dans le même esprit, un complexe hypercubique dénoté P, de dimension k dans IR n , à sommets 
dans zn, esl une Z-combinaison linéaire finie d'hypercubes E 71.k,n et Z71. k,n désigne l'en­
semble des complexes hypercubiques de dimension k dans IRH . Signalons qu'un changement 
de signe correspond à un changement d'orientation. Bien évidemment, si tous les coefficients 
sont égaux à 1, le complexe hypercubique se ramène à une réunion d'hypercubes. Un complexe 
hypercubique peut donc être interprété comme une réunion d 'hypercubes avec multiplicités et 
orientations diverses. La frontière délimitant une région est un concept primordial en géométrie 
discrète et est essentiel à la description d'un objet. À cet effet, la définition suivante décrit 
l'opérateur â, communément appelé opérateur dejronfière (ou de bord), pour un hypercube et 
un complexe hypercubique. 
Définition 22 La frontière âH d'un hypercube H = PiXil . ...ik(Ql,··· ,Qn) est le complexe 
k 
âH = â PiXil,'" ,ik (Ql, ... ,an) = 2.)_1)"'-1 (Pixil . .i~, .. ,ik (Ql, ... ,Qi" + 1, ... , Qn) 
1/=1 
- Pix ,... 
,1k 
. (al,'" 
",,,,
Q ... Q))
l'I:"',ll",,'" ' ,Tl, 
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où la notation f;, signifie que l'indice i,/ est omis. Plus généralement, par linéarité, la frontière 
d'un complexe hypercubique P = Lj nj H j ,nj E Z est définie par 
âP = LnjâHj . 
j 
(j) (j)De façon plus détaillée, la frontière de P = Lj njHj = Lj njPixi\J)." .ip) (O:J ,"', Qn ) 
est donnée par 
(j) (j) () 
- PixUJ ,TJ)(j) (Q] ,"', Qi" ,'" ,Ql? )). 
1'1 ,'" ,L/I .. ,'lk 
En regroupant les termes semblables, on observe que l'expression obtenue est généralement 
plus simple. 
Voici un exemple où la frontière d'un hypercube est décrite selon la définition ci-haut. Soit 
n = 5 et k = 3. Alors, pour 1 ~ il < i'2 < i3 ~ 5, on a 
où I iv = {Xi" IQi v ~ Xiv ~ Cl:i" + 1} = [ai", Qi" + 1] ç ~. La Figure 6.1 décrit ces intervalles 
pour 'il = 2, 'i'2 = 4, i:l = 5. Dans ce cas, 
h' 
âH = ""( -1)"'-1 (Pix"',j, . (QI'" Q. + 1 ... CI:)~ ":il/l"ltf.,: ) l 'tu ) , n 
1/=1 
- P ix ,~ . (Q J • ... . Q .... 0: ) ) 
, 'l1, ... ,lv)'" ,z};; . ) 1/1) ,1/ 
Voyons un autre exemple décl1vant cette fois-ci la frontière d'un complexe hypercubique, dans 
lequel il y a des simplifications. Soit n = 2, k = 2 et P = PiXl,2(2, 1) + Pixl.'2(:~, 1). On 
[25
 
XI 
vérifie aisément que 
àP = (PiX2(2 + 1,1) - Pix2(2, 1)) - (PiXl(2, 1 + 1) - PiXl(2, 1)) 
+ (PiX2(3 + l, 1) - PiX2(3, 1)) - (PiXl(3, 1 + 1) - PiXl(3, 1)) 
= PiXl(2, 1) + Pixd3, 1) + PiX2(4, 1) - PiXl(:3: 2) - Pixd2, 2) - PiX2(2, 1) 
Ce qui nous intéresse maintenant est de montrer que pour une forme différentielle quelconque, 
notre définition de P et àP entraîne que 
( dw = ( w. (6.1)Jp JoP 
Par linéarité, il suffit de vérifier la formule pour un seul hypercube H. En effet. si (6.1) est vraie 
pour tout H, alors dans le cas où P = I:j njHj , on a 
et 
Ceci nous permet de déduire que 
( du,; = r w entraîne ( dw = ( w.JHj JOHj Jp JI)P 
Selon ces dernières observations, notre analyse peut se restreindre au cas ct 'un seul hypercube 
H orienté positivement et il ne reste plus qu'à vérifier que 
j.dw= J' w 
Tf DH 
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Pour ce faire, dans un premier temps, nous exprimons la relation dans un cadre plus général. 
Il convient c1'abord d'évaluer l'intégrale r TI, pour un hypercube K de dimension 7' clans ]RnJI{ 
orienté positivement et une 'T'-forme différentielle TI. Plus précisément, posons
 
K = PixP1.··,P•. (CXI,··· ,cxn) et TI = LI::;i]< .. -<i,.::;ItTli], ....ir(XI:··· ,.T It ) dXil /\ ... /\dxir.
 
On a donc,
 
Remarquons d'abord que (Xl:'" , :I:: n ) E K si et seulement si 
X q = CXC) si q (j. {Pl < ... < Pl' }, 
Ces points peuvent être paramétrés comme suit: 
si q (j. {Pl < . .. < Pr}, 
SI q = p,/, 
où 0 ::::; tp" ::::; 1, 1/ = {l, ... , r'}. 
Calculons ensuite dXi.l /\ ... /\ dXi,. en fonction des paramètres t pl , tp2 , . " : i p,., qui donne 
l'expression 
0 si {il < ... < ir} i- {Pl < ... < Pl'},
dx 1\ ... /\ dx = 1.1 1.r { dtp1 ... dip,. si {il < ... < i,.} = {Pl < . . . < p,.} , 
et donc finalement 
où 
si q (j. {Pl < ... < Pr}, 
De façon équivalente, cette dernière égalité peut s'écrire plus simplement sous la forme condensée 
.TC) = O:q + X(q E {Pl < ... < Pl' })tq . 
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En résumé, l'intégrale de départ, r7] est donnée par J'expression Ji{ 
où 
K = PixPl ," ,p,. (QI, ... ,Q;n) et rJ = L 17i 1 , ,-i., CrI .... ,Xn) dx.i.\ 1\ ... 1\ dXiT' 
l$i l <"-<ir:Sn 
En conséquence, ces préliminaires vont nous permettre de vérifier facilement que la relation 
If! ~ = lem west également satisfaite dans le cas d'un hypercube H. Analysons d'abord 
l'intégrale IoH w. Le domaine d'intégration J( est alors remplacé par ôH où H est un hy­
percube de dimension k et 7] est substituée par la forme différentielle w de degré k - 1. Plus 
précisément, prenons 
w= L Wjl'··,}k_l(xl,···,x n ) dXhl\···l\dxjl.:_l' 
J:SjJ<···<jk-l:Sn 
et supposons que H = Pixil,''',-il.: (0:1, . " ,Qr,)' La frontière associée est donnée par 
k 
ôH = 8PL'XiJ,'" ,il.: (0:1,' .. ,Q".) = L(-lt- 1(Pixi1 , ,i.", ...i,(cq, ... ,O:i" + 1,'" , O:n) 
'1=1 
et donc, 
- w· .~ . ( ... ,Qil + til"" , Qi v"" ,O:ik + ti""" ))dtil ... dti" - ... dti',.tl l '" )tv ," l~k r;; 
1,1
 Notons que, F(O:'iv + 1) - F(Q;,,) = F'(Qiv + tiJ dt;v'
 , 0 
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Ainsi. 
k //-1 ék<J.:".,1'//1'  ,1.,..(11 Il 2,1,'" )
= ""' ... (-1) (... 0: +t ···)dt· ···dt· ···dt~ 8t.' ~II ~v' 2.1 ~II ~J.:' 
v=l 0 .0 2" 
Analysons maintenant l'intégrale r dw. Dans ce cas, le domaine d'intégration J( est remplacé 
'/J-j 
par H et 77 devient dw. Puisque 
w= Wj},·· •.ik_l(X]'···,xn)dxjll\···l\dxjk_"L 
l:Sh <h<· .. <jk-i:Sn 
on a 
Donc pour H = PiXil .....i,(Ct,,··· , O:n), on trouve 
rdw= r(dw)i},.,ik(X],·· ,Xn)dXi,I\···l\dxi,.
./H ./H 
r (t( -lt- 1 éJWi1a;C..ik (XI,'" , XT/)) dXil 1\ ... 1\ dXik' 
./fl v=l Iv 
En paramétrisant ensuite avec, 
siq 'f. {il <···<iA;}, 
si q = iv , 
on obtient, Il k aw.:".dw - Il ... ""'(_l)V-l !l.: .. ,l",. ....'k (. Ct· + t ... )dt ... dt· ... dt ~ a l ~ll ~v' Li 'h, lÀ"l
. H . 0 . 0 v=l t,,, 
ce qui correspond bien à l'expression de l'intégrale r w évaluée plus haut. JoJJ 
Notre étude au Chapitre 2, basée sur une version discrète du théorème de Green, se ramène 
précisément au cas n = 2, k = 2 avec w = P(x, y)dx + Q(x, y)dy et 
(aQ OP)dw = ax - ay dxdy = f(x, y) dxdy. 
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Les H, V et V H algorithmes développés au Chapitre 2 permettent en l'occurrence d'évaluer le 
membre de gauche de la relation 
(' du) = (' '"'-',
./p ./[JP 
en exprimant w, c'est-à-dire, Pet Q en fonction de 1. Cependant, dans ces trois algorithmes 
vus précédemment, la frontière des polyominos était encodée par des chemins orientés plutôt 
que par des combinaisons linéaires de segments (voir Figure 6.2 (a), (b)). Afîn d'ex.ploiter ces 
idées, nous adaptons cette étude dans le cadre actuel. 
+ 
+ 
+ + 
__ ...1 _ --~--------------------
1 1 
1 (a) 1 (b) 
Figure 6.2 Frontière: (a) chemin orienté (b) combinaison linéaire de segments. 
Étant donnée f une k-forme différentielle exacte à n variables, 
f= 
on cherche à développer de nouveaux algorithmes qui corresponclent à trouver des expressions 
convenables pour de telles formes w. On aura alors, 
ce qui fournit des méthodes de calcul du membre de gauche en évaluant le membre de droite. 
Par exemple, soit n = 3 et k = 2. On considère ensuite une 2-forme fermée, c'est-à-dire qui 
satisfait df = 0, à trois variables définie partout dans ]R3 : 
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Autrement dit, 
Comme ][{:J est étoilé, par le lemme de Poincaré on sait qu'il existe i.JJ telle que f = dw. Cher­
chons une telle I-forme il trois variables. 
satisfaisant dw = f. C'est-à-dire. 
U<.v':l _ AU) 1) _ . DW:l ov..:~)_ ~.. <:l - 11,3, -;::;-- - -:::;-- - f 2:}.( (UXj U.f;J UTL UX;; . 
Dans ce cas, en ramenant le membre de gauche à un hypercube H = PiXilh(cq. C\'L, 0::1). on 
peut définir une famille de poids. 'WU, lU I.:\: W2,:; : Z:l --> 1Ft par 
/' ft, 2(Xl, XL, :r3)dxl /\ d:r2 + ft, 3 (:1:], 1:2· :(3)d:1'1 1\ d.T3 + h,:3(:rl, :r2, x3)d.r2 /\ dX:3
.If! 
.J~fft,2d:CI/\d:.c2 =WI.2(ctJ,a2,(.~:l) siH =PiXl,2(CiI,(\2,C\::1), 
= Il! fl..,d;l' 1 /\ d:I:3 = 11'J..1(Ci l, C\:2, a:;) si H = Pixu(al, 02, Ci;;), 
{ .J~ h3dX2/\ dX3 = W2,3(al; (l2, 0'3) si H = PiX2.3(CX1,0'2,Cl3). 
En résumé, la famille w = (U'1.2' wu, w2,:d définit le poids des 2-pixels B clans IR' pa.r 
weB) = J' f = Wi,j(C'l.0'2,o;3) si H = PiXi,j(C\:1 ,O,?, 0:.1). (01,0'2.a3) E 2 3 
·fI 
On a alors, 
u'(H) = /' f = /' lv' . 
.IH lem 
Puisque toute k-forme différentielle J donne lieu à une fonction de poids U' sur les hypercubes 
Je dimension /;; définie par w(H) = JI' f, ceci nous amène à àiscrériser ie contexte cie la façon 
.H 
suivante. 
Rappelons d'abord que 'H",n = {H 1 B ç !R", B est un hypercube unitaire de dimension T} et 
27-i,.,,, est l'ensemble des complexes hypercubiques de dimension l' dans Rn. 
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Définition 23 Vile jOl/crion ql/elcoaqlU' U' : 'H,·.TI ~ ~ est appelée fonction de poids sur les 
hypercubes de dimension l' dons jR"'. 
Notons que la donnée d'une telle fonction de poids 1.1' équivaut à la donnée d'une famille 'U: = 
(u'J" .. ,j,)l~jJ<'<.i,<;"TI constituée de C) fonctions de poids 1.J.lJI ,'" ,j, : Z" ~ définies par ---4 
Plus généralement, on peut prendre des fonctions U.'jJ, ... ,j,. : zn - A, où A est un anneau 
commutatif quelconque. 
Définition 24 Soir w = (U'jl,,·,J,)I~.il< .. <jr~" une/onctinn de poids sur les 'l'-hvpercubes 
da/ls HI',TI' L'opérateur de différence finie extérieure, dénorée !J., agir sur w en produisant /lne 
I/(JUvelle jonction de poids, notée !J.w, définie Sl/r les ('1' + l)-hypercubes dans HI'+I,IL par la 
formllle 
Remarquons que si r = 0, alors la donnée d'une fonction de poids tU : H O.n -) ~ se ramène 
à une fonction ordinaire UJ : ?Ln -----t iR car, 
Ho,» = {H H = Pixf1(cq,··· ,an)} = {H 1 H = {(o.l,··· . a:n)}} = Zn1 
Dans ce cas. ~-w : HI,n. ----4 IR est donnée par 
=W(ctl,'" ·Cl:i+l,··· .Lln)-W(Cq.· ,(1:,..... ,CI:'TI)' 
ce qui correspond au calcul cbssique des différences linies de fonctions à plusieurs variables. 
Voyons maintenant que l'opérateur de différence finie extérieure possède la propriété notable 
~2 = 0, 
équivalente il d2 = 0 clans le cas de la différentiation extérieure. 
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Proposition 8 Si ~V : Hk.n iR a/ors 6 2W = ü.-----7 
Preuve. Évaluon~ 
(.6. 2H')il,···,i'kI2(a),· .. ,an) 
k+2 
= 2.) -1)"-16,,, (.6.1'I'l". ,1 .. ," .'k 12 (al, .... (t,,) 
//=1 
( _1)V-I.6. ( 
. Lv 2.=: (-1)"-) ~i,. Wil . ... t", .. .L v , ",in (al,'" ,an) 
1S;ll~k+2,Jt<u 
(-1),,-26. l'V,.. . (al'" .an ))+ 1 11 1'1·" '/',1 . .. .lt,,'·' ."/.n ' 
I::;W:;.\:+2,V<I' 
= 
(_1)"'-1+1'- 26 6· J,V . (al.··· ,étn )+ tll lM ·l1.· ...ll/' .. ,·~/J.l .. ,Ln . 
1~1,::;k+2, 1::;.,,::;k+2, "~<fI 
I:: (-l)'/-I.L"-I6.iv6.i~ll:i" .. ,Lu,·,LV .. :i,,(<1I"" .an ) 
1::;1/~k-i-2, l::::w5k+'2./I<" 
(_1)1<-1+v-2~ 6. W . (a] ... ,0: )
11+ 2" 1", 11." ,7-"."' :/'1/, .. ,Lit . 
1::;/1-::;k+2, 1 S,,~.\:+2, /"<.1/ 
= ( -lt+/-<.6.; .6.; W ,.... (01.··· ,O:n)
1/ fJ Li , " ,L pl .. 1~1/: .. lIn 
1::;,,::;k+2, J::;,,::;k+2./«" 
(_1)/-<+" ". ". l,l'..~ ( )U, Ut ~ .. "7' 0:1." .. ,0'"1/ Il 7'1," . 7fJ \ ...1 ,/, ~ 
1::;,/::;k+2, .1 51,.::;.\:+2, I«v 
= o. 
• 
Par analogie au cas des formes différentielles. une l'amille de poids lU peut être l'ennée ou exacte. 
Définition 2S Soit u; une famille de poids. On dit que> U' esrlermée si 6.w = 0 et qu'elle est 
exacte si 3 p telle que VJ = 6p. 
J3~ 
Par linéarité, on peut étendre U' et i::>w à tous les complexes hypercubiques 
w : !.l'Hr ,1l. ----> IR, 
en posant 
et p.u,)(Q) = L mJ!:>w(Lj ), 
j 
L'un des attraits des opérateurs de différences finies classiques 6,", est qu'ils permettent aussi 
c1'exprimer élégamment l'opérateur de bord D, défini sur les hypercubes. En effet. soit H = 
Pixi, ," ,Ir (O'l' ... : an) E nr.n.. Puisque 
on a immédiatement 
âH = 0 Pixi!.dal:" . (XIl ) = '( -l)"-l.0.;"Pix ' .. ,;, (0') .... : 0:71 ),~ l'l, "'~I~l <­
u=t 
Par linéarité, on étend 0 comme plus haut. c'est-à-dire, si P = Li niHi, alors oP = Li nJ}Hi. 
L'intérêt dans la version discrète du théorème de Stokes que nous allons présenter, réside dans 
le fait qu'elle élimine toutes les intégrales ainsi que toutes les formes différentielles. en ne 
considérant que les fonctions de poids sur des complexes hypercubiques. 
Théorème 10 (Version discrète du théorème de Stokes) Pour tout compte.re hypercubique P 
de dimension k dam ffi(" el IOUle .flmctioll de poids 11' défùlie sur tes compte.tes hyperCllbiques 
de dimension k - l dans ]Rn, on a 
(2)w)(P) = w(ûP). (6.2) 
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Preuve. Pm linéarité, il suffit de considérer le cas Ol! P est constitué d'un seul hypercube H = 
Pix;, ," .i,.. (ex 1; ••. , O'n.)' On a successivement. 
(6w)(H) = (6.W)(PiXi".i,.(cq,··· ; Cin )) 
= (ê..W)il .... ,i,,(Cl:j;··· ,Cr",) 
k 
= 2)-1)"-'6.;,,11;L[, .. ,;:., ..i)0'1.··· ;0.11 ) 
I/=.t 
i; 
= ~(-l)/I-I6. w(Pix .t'J.. (OI"··· .. 0',,))
 li' 'il,".i u .";; 
,/-= t 
J/=l 
= u;(àPixij .....ik(Cq.··· ; Ci ll )) = w(aH). 
• 
Tout comme au Chapitre 2, au lieu de considérer l'équation (6.2), il est plus intéressant d'écrire 
le membre de gauche SOliS la forme lV(P), Ol! IV est lIne fonction de poids donnée et Pest 
un complexe hypercubique quelconque. Le membre de droite peut alors être décrit comme un 
algorithme pour calculer W(P) à l'aide d'une autre fonction de poids <1>, appliquée à la frontière 
oP. 
Commençons d'abord par le cas Oll P se réduit à Ull hypercube H quelconque. Étant donnée 
une fonction de poids 1V : Hi;,1l ------> IR qui est fermée. c'est-à-dire que ê..W = 0, on cherche 
une fonction de poids <1> : Hk-i,n ------> IR. telle que W = 6<1>. On aura alors. 
W(H) = iJ!(aH), 
ce qui correspond à la version discrète du théorème de Stokes: 
(6<I>)(H) = <I>(DH} 
Par analogie au calcul des différences finies, on peUL utiliser la nOLation (1) ~rv, d'où 
l'écriture, 
W(H) = (~W)(DH). 
135 
Une façon à la fois générale et rigoureuse de définir I: sera donnée un peu plus loin. Pour 
l'instant, voyons ce qu'il advient lorsqu'on attribue la fonction de poids "l-V(H) = 1 à chncun 
(!es hypercubes H EH!,;,!/.. Cette fonction de poids est évidemment fermée car 
!c+1 
(6.11-')), .. )1,+\ (c,!,,·· . C\:n) = 2:) -1),/-16.),,(Wjl .,j;; .],:11 (0"1,'" ,Ct,,)) 
1/=1 
1:+1 
= 2:)-1)//-16.)"'1 = 0 
I/=! 
Dans le cas d'un complexe hypercubique P = L nJh on obtient 
HJ"(P) = LntW(Hi) = Ln; = Vol(P), 
où Vol(P) correspond au volume orienté (avec multiplicités) de P. On doit donc chercher une 
famille <P telle gue W = 6<1>. 
Par exemple, soit n = :3 et k = 2 avec ~V(H) = 1 pour tout pixel H E H2,3. Afin de trollver 
une solution. cherchons un (I> défini sur les li.' E Hu de la forme 
C11O'[ + Cl20'2 + Cl30'3 si X = PixdC\:[, 0'2, 0'3), 
iI>(I\') = CnC\:! + C22C\:2 + C2:lCl.1 si l\ = PiX2(Ül.C\:2,(Y:l). 
{ 
C.lI (t[ + C,Ua2 + C:nct:l si X = PiX:l( ctl, 0'2, 0<\), 
pour certaines constantes Ci). On a respectivement, 
= [t"1 (ni + 1) + (:'\')0"1 + c·,·,n·) - ("'1 Cl , - C',·,C\:·) - C'J"ct,,]
',) ., -,..,...... .,.) -" -./ - i ,,~ ... ~ • d .. ·.)J 
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Une solution élégante au problème consisterait à choisir les c,.,) tels que 
CI:! Ü -1) 1 -:i1 CU C" J ( 0C21 en C'2:\ } 1 -2l 
c31 c:32 c33 1 1 02" 2' J 
Effectivement, en posant 
(-10:2 -1 a ;3) si J( = PiXl(ClI,a:2,a3). 
if>(I{) ~ { (~al - ~Ct3) si !\' = Pix2 (CIJ , al, (\:3), 
(iCtl + ~n:2) si}( = PiX3(0.l, 0.2. a;J), 
on retrouve bien Vol(P) = q>(ô?), 
Plus généralement, si 11' : Hk,f/ ~ IR ne dépend que des directions il, ... , il,; des hypercubes 
et non de leurs positions, alors 6 j,V = 0, 
k+l
 
(6W)il,·,ù·+I(cq, .. · ,(X,J = L(-lt-16),)F)J"')'" .il+I(a:l," ,on)
 
v=L 
k+l 
= '1\'(-1)"-1 (H/. . .• - (al'" a:. + 1 ... Ct )L.-,; i 1 "lj/,lI···,.1.I.,;+1 . ~ } 1.1 l n 
v=1 
k+l 
= '1\' (-1)"-1 (e,J') .... - - e .- )L.-,; .)","")k+1 Jl· .. ·j'.·· .. ,ik+) 
11=1 
k+l 
= L( -1)'1 -1.0 = O. 
11=1 
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La recherche d'une famille de poids <1>, telle que ~ = ~W, pourrait être réalisée en adoptant 
lIne approche semblable à la précédente ell f,lisant appel il de~ coefficients indéterminés. Ces 
exemples ne sont que des cas particuliers d'une situation beaucoup pilis générale. 
NOlis allons plutôt développer une méthode de calcul basée sur une version discrète du lemme 
de Poincaré, valide dans le cas des familles de poids sur les hypercubes. 
Introduisons d'abord Ull concept parent de la différence partielle finie .0.,., qui est la sommation 
partielle I:;. Soit f : zn --> rn;, et l ::; i ::; n, alors 
si Œi > 0, 
si a; = 0, 
si cti < O. 
Lemme 21 011 a les idelUifés 
où cval;,o est l'opérateur d'évaluarion Je la 'i e composant/' il l'ori!{i/w. défini par 
eval;,of(O:j,'" ,Oi,'" ,0,,) = f(O:j,'" ,0"" ,an)' 
De plus, si i i- j. alors 
Preuve. Comme les cas Ct; = 0 et a; < 0 sont similaires, nous allons nous restreindre li 
l'analyse clu cas Qi > O. D'une part, on il 
L't:t+ 1- 1 0',-1L f(O:t,··· ,//;:" ,Œ,,) - L f(al ... · ,I/i,'" ,Œn ) 
//1:: 0 Il,=0 
-:= f (Ct i ; ... ; Ct f.; ••• ,QII.)· 
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D'autre part. 
,...t~-l 
'E.if:,;j( (''1, .... 0:71 ) = L (J( ():1· ... ,Vi + l," ,O'It! - f(a[, .... //i, ... ,<.rit)) 
v,=o 
=f(al,'" ,l,'" ,n,,)-f(nl,'" .0." ,0',,) 
Finalement, si i f= j, on vérifie les deux possibilités suivantes. 
Cas 1 : si i < j, alors 
üi-l 0';.-1 
= L f(cq,··· ,//i···· , Ctj + 1, ... ,0,,) - L f(OI,'" ,J/i,'" • O'j,'" . 0:1/.) 
Vi=O Vi=O 
O'i-1 
= L (J(a\,· .. ,1/,,'" ,oj+1,'" ·Q'.)-f(01·· .. ,//;,'" ,Ct) ... · ,all )) 
v,=O 
Cas 2 : si i > j, alors 
0;-1 1'<;-\ 
= L f (ü 1 , • •• • Ctj + 1. . .. , //;. . . . , O;n ) - L f (ü 1, . . • • Qj. . . . . I/i, . . . . (r,,) 
1/,=0 1/;=0 
(lci-1 
= L (f(Ct[.· .. ,0;) + 1,'" ,Vi,'" ,C'r,J - f(<....'1.· .. . Ctj, ... , I/i.· ... Cln )) 
Vi=O 
L'espace des fonctions de poids sur les k-hypercubes dans l'espace à 11 dimensions est dénoté 
Les fonctions de poids lY = (Wi, ... ik)l~i;< ...<i,:S:" s'interprètent comme suit: le lV-poids 
cie tout hypercube H = PiXi 1 .... •h. (ClI .... , ail) E rÙ,.n est clonné par 
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Rappelons que la preuve du lemme de Poincaré faisait appel à un opérateur d'homotopie h, une 
sorte d'opérateur d'intégration que l'on pourrait aU5si dénoter .f. qui satisfaisait l'équation 
dh + hd = id 
Par analogie. nous allons maintenant introduire un opérateur ~, de sommation ex.térieure, défini 
sur les fonctions de poids sur les hypercubes, satisfaisant 
À cet effet, nous définissons d'abord des opérateurs auxiliaires sur les fonctions de poicls sur les 
hypercubes, notés li, pour 1 :; i :; n. 
Définition 26 Soit IV E \W"'.n avec 1 :; i :; n. On définit alors la i€ insertion-restriction de 
si ]);_1 < i, 
sinon, 
Notons que l'opérateur è, de différence extérieure, tel que défini plus haut, satisfait 
Définition 27 L'opérateur ~ : W /;.n ~ \~~h-l." est défilli par 
Explicitement cette dernière définition s'explime comme 
(.~:::~F)jl,·,jk_l(O:l,··' ,Ct'n) = (_1)/;-1 (.2:: .~iVVil,.,jk_l.i(O:I"·' :Qi'O, 
Jk-l <, 
Par exemple. si /:: = 1, alors ~ : Vi! l.n -----> ~NO,n est défini pour W E ~N L,Il, par 
+. 
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Si k = 2, alors L:: W'2.n ~ WI.1', estdéflni pour W E Y-h" par 
Si A: = 3, alors L: : W:\.n ---t "If'ih", est défini pour W E ~N:\,H par 
+ ". 
Si k = n, alors L:: W n." ---t Wn-l,n, est défini pour W E Wn,n par 
(L:W)jJ.,,·jll_l (0'1,'" '(I:n ) = (_1)"-1 (. L L:iH;jl'" ,jll_l.;(al,··· ,Ct/t)) 
)n-1 <'L 
= { (-1)H- 1I:711'Vj [.' ,,in-l,n(C'I , ... '(\;n) si fn- 1 < n, 
o sinon. 
À ce stade-ci, nous sommes en mesure c1'énoncer notre version discrète du lemme de Poincaré 
inspirée de (Mansfield et Hydon, 2007). 
Théorème 11 Soit W E W k,l! er 1 S k <: n. A/ors West ./ernlée si er seulement si H' est 
e.'mete. 
Notre preuve est constructive et explicite contrairement à la preuve par récurrence développée 
par (Mansfield et Hydon, 2007) clans le contexte des formes de différences. 
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Preuve. Comme nous l'avons déjà vu fF = 6<I> ~ .6W = .6 2<lJ = O. Afin d'établir lu 
réciproque, supposons que .6 W = 0 et montrons que \.-V est exacte. 11 suffit de voir que 
À cet effet, en prenant ([.> = 2::W, on trouvera bien 
On a d'une part. 
(.6EW);J, .. ,;,(Cl:I,··· .0:,,) 
= L (-ly-l.6 i " (EW)q, .. ,;':,';1. (Cl:I:" , Olt) 
I:SII::;!.' 
L (-lt-IH-I.6;,,2::;1-Vil.:;v, .. ,ik;(frl.··· ,0;.0,'" ,0) 
I~v::;!.'.l :Si:Sn 
(_1)11-1+/;-1.6 I>H' ",.. ,.(Ctl .. ··· ,0,; .. 0.. ·· 0)tu 1 11." :i,,,.... .. ' 
I::;v::;!.·.ik<i::;n 
~ (_1)2k-2.6 EW . c (01.··· :0,.0.··· :0)+ L LI..' t lI," ·IL(·_I.l/..:.l 
1,J=~;li=ik. 
D'autre part, 
(E.6.W)il,.ik(O'I,··· : 071) 
L 2:: i (-1)'"(6fF)i, ..ik,J cx l,··· :Cti: O:··· :0) 
ik <'i:Sn 
+ L (_l)2kI:i6)Vil,.ik,i(O], ... '(\'i: O,'" ,0) 
?.l,;<iS;n 
= -3+ L I:i6;H·il.··.ik(01.·· .Cti. O... · :0). 
ik;<i-:S.n 
On en déduit que. 
(~2::1r)il,··.iA.(ctl,··· ,ct,,) + (I:6!V)il"iA(CLI,'" .ct,,) 
=Wij,.,iA·(ctl,"· ,OiV U,'" ,0)+ L 2::,6,IViJ , .. ,i,.( Ct l,·" ,ni.O.··· ,0) 
ik<i~n 
= l1/i , .... .i (cq .... ,O:i" 0, .... 0)
 
"
 
+ L (~Vil,··,iA(O:l,··· ,Cli,O,'" ,0) - V!/iJ.i,,(OI.··· ,O:i-I,O.··· ,0)) 
ik<'i~n 
• 
Théorème 12 Si W estfemlée. alors pour tout complexe hY!Jercubiqlle P, on a 
vV(P) = (2::W)(éJP). 
Preuve. Il suffit d'invoquer la version discrète du théorème de Stokes énoncée un peu plus tôt. 
(6w)(P) = w(àP), 
au cas où 'LU = EW. Après investigation, il apparaît que 6w = ~2::lt' = Hi, découlant de la 
démonstration de la version discrète du lemme de Poincaré. • 
Corollaire 6 Toute fonction de poids (P : 7-il'.-I,rI ----> !R satisfaisant Il/(P) = if> (ap) est de la 
forme 
<P = L;W + 8, 
où 8 est une fonction de poids exacte quelconque, c'est-à-dire de (afort/le 
où n :Hk-.'2,n ----> IR. 
Preuve. Par le Théorème 12, on sait que L;W satisfait 
TV(P) = (2::W)(éJP). (6.3) 
14.1 
De plus. par hypothèse 
W(P) = <I>(ôP). (6.4) 
Considérons la fonction de poids 
El = <I> - L:v\l. 
Par soustraction de (63) à (6.4). on a 
0= «p - L:W)(()P) = El(oP), 
pour tout oP. Ceci implique que El est fermée, donc exacte par le lemme de Poincaré discret tel 
qu'énoncé au Théorème 11. C'est-à-dire qu'il existe n telle que 8 = ~n. • 
Le Théorème 12 donne lieu ft de nombreux exemples de calcul de poids cie complexcs hypercu­
biques pour des valeurs k ::::; fi en dimension quelconque n. En particulier. en prenant k = n = 2 
dans le Théorème 12, on obtient un algorithme qui permet, comme ilU Chapitre 2, de calculer 
par exemple, le poids cI'un polyomino à partir de son contou!'. 
6.3 Généralisation des \/, rr et Il 1{ algorithmes 
Nous généralisons ici, indépendemment du choix particulier de L:H' clans le Théorème 12, les 
résultats de la Section 6.2 en pos,mt k = n pour n quelconque. Pour ce faire. revenons donc 
aux formes différentielles n-formes dans IRn . Soit. 
f= h,··.ind:ri, j\···j\d.1'i n =f1,..,nd:l:1 j\···j\d:rn · 
On a d] = 0, car 
d! = (dh, "71) j\ dXl /\.,. j\ dXT/
 
oh ..n d",' -1- ah.JI ,Dll"JI)
( ') J.[ " d.J:'l-l-"·-r . d.r:n j\d:.t[j\··,j\dTn ( ;.1; 1 UJ:2 - D:rn 
= 0 -1- 0 -1- ... -1- 0 = o. 
Ceci pelmet cie construire une famille d'exemples généralisant les V, H et V H - algoTithmes 
vu au Chapitre 2 provenant des cas pour lesquels f est une n-forme dans IR", c'est-à-dire, 
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J = h,2, .. ,n(Xl, ... , Xn)dXl 1\ ... 1\ dxn . On veut calculer 
1JI, .. ,71(Xl,'" ,xn)dx\ 1\ ... 1\ dXn, 
en fonction de la frontière oH. Dans ce cas, il faut alors chercher des (n - l)-formes 
W = W2,3 .. ··.71 dX2 1\ dX3 1\ ... 1\ dxn. + Wl,3 ... ,n dx:J. 1\ dX~1 1\ ... 1\ dX n 
+ ... + Wl,· .. ,n-l dXl 1\ ... 1\ d:En-l, 
telles que d.w = J. On a, 
dw = aW2,3, ... ,11. dXl 1\ dX2 1\ ... 1\ dX - aUJ.l,:3, .. ,71 dXl 1\ dX2 1\ ... 1\ dX 
aXl n aX2 n 
aWl 2 -1··· n+ " 'dXl 1\ dx'2 1\ ... 1\ dx _ ...&3	 n 
Ceci équivaut à trouver w'2,:\ .... ,71 , Wl,:l, .. ,n, ... , Wl,2,'" ,n-\ telles que 
aW2,3, ",71 aW L,3," ,n + aWl ,2,4··· ,71 _ .. , = 1'1,2, 
aXl 82:2 0:1:3 ",71' 
• Solution 1 (Xl - algo) : soit W2,3..71 (x l, ... , Xn) = JeT:[ h,2....n(x 1: ... , x'l)dx l 
et 0 = Wl,3 .. ·· ,n = Wl,2,4··. ,71 = = Wl,2,··· ,H-J· 
• Solution 2 (X'2 - algo) : soit Wl,:I, 71 (Xl, . ,. ,Xn) = - jX" h'2, .. ,n(X1: ... , :rn )dx'2 
et 0 = W'2,3,' ,71 = Wl,'2,4"','fI = = W1.,2,·.· .71-1' 
•	 Solutioni(Xi-olgo):soitw1,.;i"n(Xl,··· ,xn ) = (_l)i-I jT; JI,'2," ,n(:rJ"" ,Xn)dXi 
et 0 = W2,3, ··,i.,···,n = Wl,3,···,i.···,n = ... = wl,2.···,i,··,n.-1· 
• Solution n (xn-algo) : soit WI,2, .. .71-1. (Xl, ... ,:rn ) = (_1)71 jxn ft,'2, .. ,n(XI, ... ,x71)dxn 
et 0 = W2 .. ·.,71 = w1 ,3,'" ,n = ... = w1 ," ,n-2,n· 
Notons qu'en posant x = Xl et y = X2, le Xl - olga correspond au H-alfl,orithme alors que le 
X2 - algo cOITespond au V-algorithme développé au Chapitre 2. 
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L'analogue de l'algorithme mixte (VH-algorithme) dans le cas d'une dimension quelconque n, 
fait appel à toutes les variables à la fois. Tout comme dans la démonstration générale du lemme 
de Poincaré, le candidat pour w prend alors la forme 
+ ... - XnF(Xl,'" xn ) dXl A··· A dX ll -1, 
ÜÙF(Xl,'" ,Xn ) = II h, .. ,n(SXI,··· ,sxn)s"-lds. 
Avec ce choix de w, on a bien dw = f. En effet, 
Il suffit donc de vérifier que 
àF àF àF 
nF+xl-+X2-+"'+ Xn-=!12 ",n,OXI OX2 oXn ' . 
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Calculons pour 1 ::; i S n, 
éJF 0 /.]
Xi-::;-- = Xi-::;-- h.2, ... ,n(sx],··· : s."Cn)s7l- lds UXi uX'i . 0 
Ir éJ [f ( )] n-1 
l ]
= Xi Jo éJ:Ci 1.2,"· ,71 SXl,' .. , SXn S ds 
of éJ(sx;) ,,-1
=Xi -::;--(SX]" .. ,S:I:i,'" ,S:Cn)--!:\-S' ds 
.0 uXi uXi 
=Xi. t ~.~(s:j;]"" ,SXi,'" ,sxn)snds.
./0 ux., 
On a alors, 
oF éJF
nF+xl- + ... +:C,,­
ox] éJxn
 
= 11 (nft, ... ,,,(S:C1'''· ,sxn)sn-1)
 
+ (1:1 ::l (S:C1:'" , SXn) + ... + .r" :;" (S:rl,'" ,s:c,,)) s71 ds. 
Assurons nous que le dernier membre de cette dernière égalité est bien équivalent à 
11C:S [h, ,n(SX1J'" , SXn)] sn) ds = h··· ,n(:1:1,'" : Xn). 
En effet, 
d 
ds (h,2, .. ,n(SXl, ... , sxn)sn) 
= (~ h,.. ,n(SX1,·· . , SIn)) Sn + f1, ....n(S;C1,· .. , SIn) :'5 Sn 
= (~f (SX],'" ,SXn)Xl+"'+ :f (SX1," ,sxn)xn)sn+nsn-lh, .. ,n(SX1,'" ,SXn).
uX] uXn 
En résumé, l'algorithme mixtepour H'(H) = rh, .. ,71(X],··· , In)dx]dx2'" dX Il corres­J[f 
pondra à prendre, 
iJ>(éJH) = r XI Fdx2 /\ ... /\ dXn - x2Fdxl /\ dX3 /\ ... /\ d:cn + ... JEm 
Plus généralement, en utilisant le Théorème 12 et Je Corollaire 6, on obtient une famille infi­
nie d'algorithmes pour les fonctions de poids VV E Wn .n . Remarquons d'abord que de telles 
fonctions de poids sont nécessairement fermées. En effet, puisque 
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on a que W se ramène à une seule fonction W = H/I ,2... ,n(al, ... ,O:n)' Dans ce cas, on a 
alors 
n+l 
(6.W)}·l ... ).~ Il(al"" ,O:n) = '\""'(_I)//-J 6.)' \;11 . . (O<J, .... O;n)
•	 , 1.If.· ~ Il .11," J.Jv, "lJn+l ' 
1/=1 
= 0 + ... + 0 + (-1t 6. j + 1 l-F ' . 
. H .Ji,·',]n.Jn+J 
= 0 car jl).+1 > n. 
Par le Théorème 12, on peut choisir une fonction de poids <I> telle que W(H) = <I>(âH), en 
prenant ~1,y" E Wn-l,n. Plus précisément, 
(~W)h·",jn_l(O<l,··· ,Ccn) 
= {o(-I)n-l~nWjl"',jn-l.n(Ccl'''; ,0<,,)	 si.in-I <n,
 
sinon,
 
= {o(-I)n-l~nWl'2'" .n(al,··· ,an)	 Si(jl,j2,'" ,]n_,)=(1,2,··· ,n-l),
 
sinon,
 
l
= { C()-l Y1- I:~:':~ W1.2, .. ,n(O<l,··· ,On-), 1/11 )	 si (J),'" ,)11-1) = (1, ... ,n -1), 
sinon. 
Par le Corollaire 6, la forme générale pour <I>, telle que vV(H) = <I>(âH) , est donc de la forme 
<I> = ~W + 8, 
où ~W est donné par le dernier membre de droite de l'égalité précédente et 
8 = 6.D, 
avec D : 'Hn -2.1I ----> IR quelconque. 
Notons que si n = 2 alors, e = 6.D, où D : HO,2 ----> IR, c'est-à-dire, D : Z x Z ----> IR. 
Posons donc D = D( 0<1, az). Alors, e :H l,2 ----> IR où 
8 1 = (6.D), = (-I)l-l6.lD(O:l, (2) = D(al + 1, Cc2) - D(QI, 0:2), 
82 = (6.Dh = (-I)I-16.2D(al,Cc2) = n(Cc],a2 + 1) - D(Cc) , Cc2), 
ce qui conespond à ce que nous avions vu au Chapitre 2 en tenant compte du contexte décrit 
par la Figure 6.2. 
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6.4 Cas spéciaux 
Revenons au Théorème 12 avec k ::::: n. Concentrons nous maintenant sur quelques exemples 
précis. 
Cas 1 : Considérons d'abord le cas linéaire en CIJ, ... , O:n, où 
n 
W(H) = T1/:· . (0:1 ... 0:) = ""' c(il, .. ·,iIJo:~ t l··· ltk ) ,n ~ T r· 
1'=1 
La condi tion ~ TV = 0 se traduit par 
ilo= (~W)il." ,jkl-J (0:1,'" , O:n) = ~(-lt-l ~jv (t d , ",iv." ,.h+l)o.7') . 
v=1 7'=1 
Autrement dit, West fermée si et seulement si on a la famille des égalités 
En particulier, en prenant le = 1, W E W 1,11 et pour H E Hl,n, on a 
West fermée si et seulement si S~ - S~ = O. C'est-à-dire que la matrice des c~ est symétrique. 
Dans ce cas, EW E WO,n est donnée par la formule 
. (1) (2) (2) (:l) (:l) (3)(EliV)0(ü.'I,"· ,ü.'71)=E I (CI o:d+E2(CI 0:1 +C2 ü.'2)+E~(cJ 0:1+C2 0:2+C;j ü.'~) 
... + En(c\ll)O:l + ... + C~I\1én)' 
Cas 2 : Le deuxième cas étudié consiste à prendre 
qui ne dépend que des directions il,'" , ik de l'hypercube H. La condition ~W = 0 est alors 
toujours satisfaite puisque 
k+l 
(~W)il,···,ik+l(O:l,··· ,ü.'n) = I:(-lt-l~j"c)l.,jv"jk+l =0. 
v=l 
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Ainsi, la forme est toujours fermée et on a 
(~W)il,··,jh_l(D'l,·· ,an) = (_1)'C-1 L ~iWjj"jk_l,i(D'L'" ,D'i,O," ,0) 
j/;_I<i 
= (_1)~'-1 L ~iCil," ,j/;-J,i 
Ùo-l<i 
= (_1)10-1 L Œiejl,' ,]h-I,i, 
jk-J <i 
car pour toute constante c, on a ~iC = D'iC, 
Par exemple, supposons Ci],.,il; = 1 pour tout il,'" ,i", (volume d'un hypercube). Alors 
W(P) conespond au volume signé du complexe hypercubique P. En d'autres termes, si P = 
L~l niHi alors VV(P) = L~~l ni. On obtient alors, 
(~W)j],···,jk_l(a1,··· ,(\;n) = (_1)~'-1 L O'i = (_])k-l(\;jk_I+1 + ... + a,,). 
i>]/;-1 
Ceci généralise le H-algorithme pour j'aire d'un polyomino développé au Chapitre 2. 
Cas 3 : Finalement, le troisième cas consiste à choisir 
qui ne dépend que du coin principal des hypercubes. La condition 6.W = 0 est alors traduite 
par 
10+1 
0= (6.W)h,·,jk+l (a[,'" , O:n) = L(_1)II-I6..ivf(O:l,"· ,O'n)· 
1/=1 
C'est-à-dire, 
Par exemple, si k = 1 alors 6.W = 0 si et seulement si 
C'est-à-dire i < j ====> 6.d = 6.j f. Autrement dit,
 
f(a1,'" ,O:i+ 1,'" ,00n)-f(0:1,'" ,O:n) =f(O:l,'" ,O:j+1,'" ,O:n)-f(0:1,'" ,O:n)·
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C'est-à-dire Vi < j : ](a1,'" , ai + 1,' .. ,cxn) - ](CX1,'" 'CXi + 1,'" ,an) = O. En pa11i­
culier, pour i = 1, j = 2, on a 
Donc par translation, f (a1, a2, ... ,an) = f (a1-1, a2 +1, ... ,an) et en j térant ce processus, 
on trouve, 
En continuant avec i = 2, j = ~~, et ainsi de suite, on obtient de proche en proche 
](a1,'" ,cxn) = ](0, al + a2, a3,'" ,an) = ](0,0, ex1 + 0'2 + ex3, a4,'" ,O'n) 
](0,0,' .. ,0,0'1 + ex2 + ... + an) = <P(ex1 + a2 + ... + O'n), disons. 
Ainsi 6.W = °si et seulement si W i (al, ' .. ,an) = ip( CX 1 + ... + cxn), 1 ::; i ::; n. Dans ce 
cas, 
(EW)0(a1,'" ,exn ) = L EiW;( CX1,'" ,CXi,O,'" ,0) 
l:":i:":n 
= L E;'P(a1 + ... + (Ki) 
l~i91 
0',-1 
= L L ip(O'l + ... + ex;-l + Il;), 
l:":i:":n Lli=O 
si tous les ex; > O. Des expressions semblables sont valides dans le cas où certains ai sont nuls 
ou négatifs. 
Ce chapitre ouvre la voie à l'étude d'une multitude d'autres statistiques associées aux complexes 
hypercubiques en fonction de paramètres associés à leur frontière. 
CONCLUSION 
La discipline de la géométrie discrète vise à définir et utiliser un ensemble de notions de la 
géométrie classique qui ont préalablement été transposées dans le cadre intrinsèquement discret 
d'objets manipulables par l'outil informatique. Les objets d'étude de la géométrie discrète sont 
fondamentaux en analyse et traitement d'images dont les domaines d'applications couvrent l'in­
fographie médicale, la télédétection par satellite, la morphologie, la métérologie, la géomorpho­
logie, la synthèse d'images sans oublier les applications militaires et plusieurs autres. De nou­
velles motivations existent également en microscopie électronique où il est possible de recons­
truire des stl1Jctures cristallines. 
Dans cette thèse, nous avons développé des algorithmes rel iés au calcul de diverses statistiques 
descriptives d'objets discrets, et avons structuré la théorie y faisant référence. Pour ce faire, dans 
les Chapitres 2 et 6, nous avons utilisé en particulier des versions discrètes des théorèmes de 
Green et Stokes ainsi que certains concepts relevant de la théorie classique de la combinatoire 
des mots. Au Chapitre 3, nous avons également montré que les ensembles discrets d'inertie mi­
nimale sont des quasi-disques discrets fortement-convexes, donc en l'occurrence des polyomi­
nos. Un algorithme permettant de les engendrer a aussi été développé. Ensuite, au Chapitre 4, les 
propriétés de contours d'ensembles discrets ont été abordées: en particulier nous avons proposé 
une nouvelle démonstration du résultat de Daurat et Nivat qui met en relation le nombre S de 
points saillants et le nombre R de points rentrants d'un polyomino par l'équation S - R = 4. Un 
résultat analogue a également été démontré pour les réseaux hexagonaux. Au Chapitre 5, l'étude 
des opérations de mélange parfait appliquées aux chemins discrets a donné lieu à quelques pro­
priétés géométriques intéressantes: entre autre nous avons prouvé que, sous l'action du mélange 
parfait, les chemins fermés restent fermés, l'aire ainsi que le périmètre doublent et le centre de 
gravité subit une rotation de 45° avec un facteur de similitude de V2. Une normalisation de 
cette opération de mélange nous a permis d'engendrer des courbes fractales du type courbe de 
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dragon et d'analyser certains de leurs invariants. Finalement, nous avons généralisé ces résultats 
à d'autres types d'opérations de mélange appliqués à des chemins formés d'angles 2~1r. 
Ces résultats promettent d'être très utiles en analyse et traitement d'images ainsi qu'en recons­
truction d'objets plus généraux à partir de données partielles. On peut prévoir leur utilisation 
dans les nombreux domaines d'applications mentionnés ci-haut. 
Outre les problèmes ouverts énoncés à la fin de chacun des chapitres, mentionnons quelques 
autres perspectives générales de recherche. 
Le but principal est de poursuivre l'étude d'approches nouvelles qui permettent de développer 
divers algorithmes pour le traitement et l'analyse d'objets plus généraux. Par exemple, l'utilisa­
tion de versions discrètes du théorème de Stokes conduit à de nouveaux algorithmes permettant 
d'évaluer diverses statistiques reliées aux ensembles discrets à partir de données partielles. Cette 
approche est très prometteuse et doit être poursuivie. Elle a l'avantage de ramener Je calcul de 
certains paramètres, en dimension n, à des calculs correspondants, en dimension n - 1. Un 
autre problème consiste à étendre aux dimensions supérieures, en l'occurrence en dimension :3 
pour des fins pratiques, les résultats obtenus au Chapitre 3 concernant l'étude des ensembles 
discrets d'inel1ie minimale. Dans le contexte des hypercubes d'un réseau discret, ces ensembles 
sont regroupés de façon optimale autour de leur centre cie gravité. Ils sont convexes au sens 
discret, dans toutes les directions. Une difficulté intrinsèque est la notion de convexité: en effet, 
les seules réunions d'hypercubes convexes au sens euclidien usuel sont les pavés multidimen­
sionnels. La convexité selon une direction fixée est aussi bien définie et coïncide encore avec la 
notion classique. Il serait envisageable, grâce à cette approche, de développer des algorithmes 
de reconstruction et d'analyse d'objets discrets multidimensionnels, à partir de leur projection 
selon certaines familles de directions. 
En effet, les problèmes ouverts et la généralisation de certains résultats à de nouveaux contextes 
démontrent bien l'importance de poursuivre ces recherches. 
153 
APPENDICE A 
0.1 Preuve géométrique de If~ f(:r, y) d:r dy = J,. F(T, y) (:x:dy - ydT). 
Soit VO, vI, ... , V ll les sommets successifs du contour., d'un polyomino P. Pour chaque paire 
de sommets consécutifs Vi et vi+l sur 1', considérons le triangle T; dont les sommets, dans 
l'ordre, sont respectivement 0, Vi et Vi+l' Le triangle Ti est considéré positif si allant du 
segment [0, vil au segment ra, vi+l] on doit tourner selon un angle positif, autrement T; est 
négatif (voir Figure 0.3). 
Figure 0.3 Un triangle orienté positivement et négativement. 
On a forcément, 
j.rf(x,y)dxdy = ~ J'/'. f(J:,y)d:r;dy . 
. ./P i=O' . /, 
Maintenant posons Vi = (:1;i' Yi) et Vi+ l = (XH1, Yi+]) = (:r;i + /::":r:i, Yi + /::"Yi) et prenons la 
paramétrisation suivante pour le triangle T; : 
x = x(s, t) = S(Xi + t/::"Xi), y = y(s, t) = S(Yi + t/::"Yi), 
où a ::; S ::; 1 et 0 ::; t ::; 1. Le Jacobien de cette transformation est donné par 
ô(x,y)

-ô(') = S(Xi/::"Yi - Yi/::"Xi)'

.5, t 
En effectuant un changement de variables pour l'intégrale double, on a pour i = 0,1, ... ,n-l : 
1 ô(x,y)f(x,y)dxdy f(x(s,t),y(s,t))-ô() dsdtJl = l1. 0 . 0 s, ti lill f(S(Xi + t/::"Xi) , S(Yi + t/::"Yi))S(X;/::"Yi - Yi/::"xil ds dt 
11 F(x· + t/::"x y. + MY')(:r/::"y' - y·/::"x) dt ~ . 1. ~. ~ .1 1 7 t l o 
r F(x, y)(xdy - ydx) .• 
J[Vi,Vi+r1 
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Notons que cette preuve reste générale et qu'elle peut être adaptée à n'importe quelle courbe 'Y 
continûment différentiable par morceaux. 
0.2 Le résultat d'un programme Maple sur un polyomino 
Il est simple de faire des programmes Maple (non optimisés) engendrant certains des algo­
rithmes incrémentaux développés précédemment. Nous donnons ici le résultat d'un tel pro­
gramme, qui est décrit à la Section 0.3, sur le polyomino d'allure humaine (voir Figure 0.4) 
représenté par le mot 
w = aabbbabbaaabaabbbbaaabaaaababaababbaaabbbbab. 
(0,0) 
Figure 0.4 Polyomino d'allure humaine. 
Périmètre: 44 
Aire: 27 
Centre de gravité: [47/18,239/54], [2.611111111,4.425925926] 
Moment d'inertie: 11719/54,217.0185185 
Projections verticales: 2q-l + 2 + 7q + 5q2 + 6q3 + 2q4 + 2q5 + q6 
Projections horizontales: 2 + 4t + 2t2 + 3t3 + 3t'1 + 3t5 + 8t6 + 2t7 
0.3 Programmes Maple 
Nous présontons ici, deux petits programmes permettant de calculer certaines statistiques sur 
les polyominos. Bien entendu, ces programmes ne sont pas nécessairement optimaux. 
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0.3.1 Calcul de la distance moyenne à l'origine d'un point d'un polyomino 
Dans le programme qui suit, 'la procédure calculeDM prend en entrée les trois paramètres qui 
sont le mot w codant le contour du polyomino ainsi que le point de départ s = (xo> Yo). 
fI := proe(x, y) 
if y = 0 then evalf(1/2*x*abs(x» 
else evalf(1/2*x*sqrt(x~2 + y~2) 
+ 1/2*y~2*log(x + sqrt(x~2 + y~2» 
- 1/4*y~2*log(y~2» 
end if 
end proe 
f2 ;= proe(x, y) 
ifx = o then evalf(1/2*y*abs(y»
 
else evalf(1/2*y*sqrt(x~2 + y~2)
 
+ 1/2*x A 2*log(y + sqrt(x A 2 + y A 2» 
-
1/4*x~2*log(x~2» 
end if 
end proe 
kk := l 
ealeuleDM ;= proe(mot, xO, yO)
 
local k, St X, Y, eummDM, eummA, A, DM;
 
global kk;
 
s := eonvert(mot, string); 
X : = xO;
 
y := yO;
 
eununDM := Oi
 
eummA := Oi
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for k ta length(s) do 
if s[k] = "d" then 
cummDM := cummDM - Y*(f1(X + l, Y) 
- f 1 ( X, Y)) / (kk + 2); 
X := X + 1 
elif s[k] = "g" then 
cummDM := cummDM - Y*(f1(X - l, Y) 
- f 1 ( X, Y)) / (kk + 2); 
X := X - 1 
elif s[k] = "h" then 
cummDM := cummDM + X*(f2(X, Y + 1) 
- f 2 (X, Y)) / (kk + 2); 
cummA := cummA + X; 
Y := Y + 1 
elif s[k] = "b" then 
cummDM := cummDM + X*(f2(X, Y - 1) 
- f 2 (X, Y)) / (kk + 2); 
cummA := cummA - X; 
Y := Y - 1 
else RETURN( "mot non conforme") 
end if
 
end do;
 
DM := cummDM;
 
A := cummA;
 
lprint ( "MOT", mot);
 
11. "lprint("DISTANCE MOYENNE A", xC, yO, . , DM/A) ; 
lprint(A) 
end proc 
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0.3.2 Calcul de paramètres associés aux polyominos 
Le programme Maple suivant prend en entrée un mot codant le périmètre d'un polyomino à 
paItir de ['origine et donne, en sortie, les paramètres suivants: aire, centre de gravité, moment 
d'inertie et les polynômes cIe Laurent codant la famille des projections verticales et horizontales. 
calcule := proc(mot)
 
local k, s, X, Y, cummA, cummXbar, cummYbar, cummX2, cummY2,
 
cummProjV, cummProjH, AIRE, CG, MI, qproj, tproj, Xbarre,
 
Ybarre; global q, t;
 
s := convert(mot, string); 
X := 0; 
y := 0; 
cummA := 0; 
cummXbar := 0; 
cummYbar := 0; 
curnmX2 :== 0; 
curnmY2 := 0; 
MI; 
curnmProjV := 0; 
curnmProjH .= 0; 
for k to length(s) do 
if s[k] = "d" then 
cummYbar := cummYbar - 1!2*Y~2; 
curnmY2 := curnmY2 - 1!3*Y-3; 
cummProjH :== curnmProjH - t~Y; 
X := X + 1 
elif s[k] = "g" then 
cummYbar := curnmYbar + 1!2*Y-2; 
curnmY2 := cummY2 + 1!3*Y-3; 
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cummProjH := cummProjH + t-Y; 
X := X - l 
elif s[k] = "h" then 
cummA "= cummA + X; 
cummXbar := cummXbar + 1/2*X~2; 
cummX2 := cummX2 + 1/3*X~3; 
cummProjV := cummProjV + q-X; 
y := Y + l 
elif s[k] = Db" then 
cummA := cummA - X; 
cummXbar := cummXbar - 1/2*X-2; 
cummX2 := cummX2 - 1/3*X A 3; 
cummProjV := cummProjV - q~x; 
y := Y - l 
else RETURN ("mot non conforme") 
end if 
end do; 
AIRE := cummA; 
Xbarre := cummXbar/AIRE; Ybarre := cummYbar/AIRE; 
MI := cummX2 + cummY2 - (Xbarre~2 + Ybarre-2)*AIRE; 
lprint( "MOT", mot); lprint("PERIMETRE", length(s)); 
lprint( "AIRE", cummA); lprint( "CENTRE DE GRAVITE"); 
print([Xbarre, Ybarre],evalf([Xbarre, Ybarre])); 
lprint("MOMENT D'INERTIE", MI, evalf(MI)); 
lprint("PROJECTIONS VERTICALES"); 
print(series(-cummProjV/(l - q), q, infinity)); 
lprint("PROJECTIONS HORIZONTALES"); 
print(series(-cummProjH/(l - t), t, infinity)) 
end proc 
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APPENDICE B 
0.1 Preuve 
Voici une preuve alternative directe du Lemme 5 du Chapitre 3 qui n'ulilise pas le théorème des 
axes parallèles. 
Preuve. (du Lemme 5) Considérons le cas où les SI; sont des ensembles mesurables. Le cas des 
ensembles finis Sk est semblale et est donc laissé au lecteur. D'une part, on a 
D'autre part, 
N 
1(51 U··· U SN) - L1(Sk) 
1;=1 
2 
=Jr Iz l2 dx dy - ~ 1/ r z dx dy 1 
./SIU"USN m. ./SIU"'USN 
-t (/ r, Izl 2dxdy - ~.I/· r, ZdXdyl2) 
k=1 . . ./Sk./Sk k 
= t,~k IJ l.k zdxdy 12 - 1~ IJ l'lu ,US'N zdxdy 12 
• 
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