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Abstract
In this article we are interested in quantitative homogenization results
for linear elliptic equations in the non-stationary situation of a straight
interface between two heterogenous media. This extends the previous
work [17] to a substantially more general setting, in which the surrounding
heterogeneous media may be periodic or random stationary and ergodic.
Our main result is a quantification of the sublinearity of a homogenization
corrector adapted to the interface, which we construct using an improved
version of the method developed in [12]. This quantification is optimal
up to a logarithmic loss and allows to derive almost-optimal convergence
rates.
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2
1 Introduction
In this article we construct and estimate the growth rate of homogenization cor-
rectors associated to linear elliptic operators in divergence form in the context
of a flat interface between two heterogenous media (see, e.g., Figure 1). It is a
continuation of the previous work of the first author [17], inspired by [9], which
studies the case of an interface between two periodic media. We refer the reader
to [17], which is more elementary than the present study. There, definitions for
the homogenization correctors and 2-scale expansion adapted to the interface
are designed, motivated and proved to produce an accurate approximation of the
solution of the multiscale problem. Equipped with these algebraic definitions,
we explore here a substantially broader framework, in which we do not assume
any structure on the two surrounding heterogeneous media, but only that each
of them admits a constant homogenized matrix and correctors with a controlled
growth rate; such a framework could be applied for periodic, almost-periodic,
or stochastic homogenization. Under these assumptions, we build adapted cor-
rectors satisfying suboptimal sublinearity estimates by taking advantage of the
techniques developed in [12] by Fischer and the second author. In our main
theorem, we use Green’s function estimates to obtain an almost-optimal control
of the growth rate of the correctors.
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Figure 1: On the left, a sharp interface between two periodic media with a
defect; on the right, a smooth interface between two random media generated
from independent Gaussian fields. The colors indicate the value of a (which is
here assumed to be scalar).
1.1 Motivation and related works
We now motivate our study and discuss related results from the literature.
General theory of homogenization Consider a linear elliptic equation in
divergence form:
−div (a(x)∇u(x)) = f(x). (1)
Such equations play a central role in many branches of material physics; e.g. in
elasticity, electrostatics, and thermostatics. We refer to [1] for a didactic intro-
duction to homogenization and its applications. The coefficient field a typically
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represents local characteristics of a sample: elasticity, electrical conductance,
or thermal conductance (depending on the context). Here, as in the classical
theory of homogenization, the coefficient a is assumed to be varying at a char-
acteristic small scale, which here is of order 1 (by a change of variables). When
this small scale vanishes (or equivalently, on infinitely large scales), equation (1)
may be approximated by the following homogenized equation:
−div (a¯(x)∇u¯(x)) = f(x), (2)
where the so-called homogenized matrix a¯ is usually simpler that the original
matrix a.
In most works, the coefficient a is assumed to have stationarity properties.
Roughly speaking, the behavior of the medium is shift-invariant; e.g. a might be
periodic [1], almost-periodic [3], or random stationary and ergodic [2,15,16]. In
those cases, the homogenized matrix a¯ is constant. This is, in particular, shows
that homogenization is an efficient tool for approximating (1), which would be
very costly to solve numerically. Nevertheless, even though stationarity –in all
its aforementioned expressions– is a convenient mathematical tool, it may not
always be a realistic hypothesis.
Beyond stationary coefficient fields Quite recently, in [9], there was a de-
liberate attempt to study theoretically more general structures. More precisely,
two cases were proposed: The case of a defect in a periodic structure and the
case of an interface between two periodic media.
The first case breaks stationarity, but only on the microscopic level, for the
defect has no macroscopic impact (at least at the main order). Thus, once the
corrector is built and estimated [9,10], classical approaches in periodic homoge-
nization (namely Avellaneda and Lin’s [4], later improved in [19]) are sufficient
to obtain accurate convergence rates [7, 8].
The second case not only breaks stationarity at the microscopic level, but
also at the macroscopic level. Indeed, the interface plays a role at any scale:
The homogenized matrix a¯ is generically piecewise constant with a disconti-
nuity through the interface. Note that the book [5, Chap. 9 p. 312], which
predates [9, 17] and inspired [26], proposes another point of view on interfaces,
with slightly different –however consistent– definitions for the correctors and
asymptotic expansion than we give below.
The case of an interface between periodic media The case of an interface
requires adapted definitions of correctors [17]. These correctors φj , for j ∈ [[1, d]],
are strictly sublinear (see (5)) solutions to the following equation:
−div (a(x)∇ (Pj(x) + φj(x))) = 0 in Rd, (3)
where the piecewise affine functions Pj span the space of non-constant and
strictly subquadratic a-harmonic functions1. Namely, the functions Pj solve
−div (a(x)∇Pj(x)) = 0 in Rd. (4)
1By the classical Liouville principle for piecewise constant coefficient fields, this space has
dimension d.
4
In [17], in a specific case of periodic media, these correctors were actually built
and an almost-optimal convergence rate for the gradient of the adapted 2-scale
expansion2,
u˜ := u+ φ · (∇P )−1∇u,
was obtained. The techniques of [17], however, were crucially based on some
periodic structures of the underlying heterogeneous media.
The case of general interface In the current contribution we consider a
more general case of flat interface between two media. We do not assume any
joint structure on them, but only that each of them admits a constant homog-
enized matrix and correctors with a controlled growth rate. Our main result is
that the global medium– which consists of the two heterogeneous parts glued
along the interface– enjoys the same quantitative homogenization properties as
the two components, up to a logarithmic loss. In particular, the growth rate of
the global corrector is essentially bounded by the maximum of the growth rates
of the correctors associated with each of the heterogeneous media (see Theorem
1 below).
To obtain this result, we first rely on the approach of [12,24], which construct
correctors for the half-space with homogeneous Dirichlet or Neumann boundary
conditions. These articles provide a robust way to build correctors for simple
geometries, but with a suboptimal growth rate. Other than the existence of
correctors on the whole space satisfying a weak quantified sublinearity condi-
tion, there are no other structural assumptions made on the coefficient fields.
Here, capitalizing on estimates for the heterogeneous Green’s function provided
by large-scale Lipschitz regularity, we prove an almost optimal growth rate. We
remark that the strategy for proving the large-scale Lipschitz regularity is to
transfer large-scale regularity properties from the homogenized to the hetero-
geneous problem –here we adapt the strategy of [15]. However, since now the
homogenized problem involves a piecewise continuous coefficient, we make use
of the results of [20,21].
Last, as is classical in homogenization (see, e.g. [15] or the introductory
course [18]), our estimate for the growth rate of the correctors produces, in
turn, a convergence rate on the level of the adapted 2-scale expansion.
1.2 Precise mathematical setting
In this section we fix the model for a flat interface between two heterogeneous
media that we will consider throughout this paper.
General notations Let d be the dimension and (ei)i∈[[1,d]] be the canonical
basis of Rd. In this paper we always assume that d ≥ 2. If x ∈ Rd, we define
x⊥ := x · e1 ∈ R and x‖ := (x · e2, · · · , x · ed) ∈ Rd−1,
2Interestingly, such an expansion in only required when considering the gradient in the
vicinity of the interface, which may be relevant in elasticity in the context of fractures. See
Figure 3.
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so that x = (x⊥, x‖). If R > 0, we denote by Q(x,R) ⊂ Rd the cube of side
length R centered at x; also B(x,R) ⊂ Rd is the ball of radius R centered at x.
If x = 0, it might be omitted.
We highlight that throughout this paper we make use of the Einstein sum-
mation convention.
We say that a function f is sublinear if it satisfies the following condition:
lim sup
r↑∞
1
r
−ˆ
B(0,r)
∣∣∣∣∣f −−
ˆ
B(0,r)
f
∣∣∣∣∣
2
 12 <∞. (5)
It is said to be strictly sublinear if the above limit is equal to 0.
Definition of the interface We define a coefficient field a by
a(x) =

a−(x) if x⊥ < −1,
a◦(x) if − 1 < x⊥ < 1,
a+(x) if x⊥ > 1.
(6)
The interface is defined by I := {0} × Rd−1. In our model, the thin layer
[−1, 1]×Rd−1 allows for a transition between the surrounding media represented
by a±. Our running assumption on every coefficient field a is that they are
uniformly elliptic and bounded; namely, there exists a fixed constant λ > 0 such
that, for every x, ξ ∈ Rd, there holds:
λ |ξ|2 ≤ ξ · a(x)ξ and λ |ξ|2 ≤ ξ · a(x)−1ξ. (7)
In order to describe random media, we assume that we have an ensemble 〈·〉 on
the space Ω (with the topology of H-convergence), which we define as follows:
Ω :=
{
(a+, a−, a◦) | a±, a◦ : Rd → Rd×d satisfy (7)
}
. (8)
In a deterministic case, the measure of the ensemble 〈·〉 concentrates on one
specific coefficient field.
Our first hypothesis is that the coefficient field a, 〈·〉-almost surely, admits
the following piecewise constant (deterministic) homogenized matrix a¯
a(x) =
{
a+ if x⊥ > 0,
a− if x⊥ < 0.
(9)
(By local properties of H-convergence, a− and a+ depend only on a− and a+
respectively.) We also assume that, 〈·〉-almost surely, there exist generalized
homogenization correctors
Φ± := (Φ−,Φ+) for Φ− :=
(
φ−, φ∗−, σ−, σ
∗
−
)
and Φ+ :=
(
φ+, φ
∗
+, σ+, σ
∗
+
)
.
Here, (φ+, σ+) are strictly sublinear functions satisfying3
−div (a+ (∇ (φ+)i + ei)) = 0 and (σ+)ijk := ∂i (N+)jk − ∂j (N+)ik , (10)
3Notice that our indexing convention for the flux corrector σ defined below is different
from [15].
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in Rd, where (N+)jk is a strictly subquadratic solution of the following equation
∆ (N+)jk = (a+)jk − (a+)jl (δlk + ∂l (φ+)k) in Rd. (11)
(The other correctors (φ−, σ−),
(
φ∗−, σ
∗
−
)
and
(
φ∗+, σ
∗
+
)
correspondingly satisfy
similar equations, where the coefficients fields (a+, a¯+) should be respectively re-
placed by (a−, a¯−), and the transposed coefficient fields
(
a∗−, a
∗
−
)
and
(
a∗+, a
∗
+
)
.)
Our second and main hypothesis about the two heterogeneous media is that
the correctors related to a± and a∗± are strongly sublinear in the following
annealed way:
sup
x,y∈Rd,|x−y|≤r
〈(ˆ
Q(0,1)
|Φ±(x+ z)− Φ±(y + z)|2dz
) p
2
〉 1p
≤ cpr1−ν , (12)
for every r > 1 and p < ∞, and for a given exponent ν ∈ (0, 1] and a constant
cp ≥ 1 (without loss of generality –by the Hölder inequality– we may assume
that the constants cp are increasing in p).
Remark 1. While we assume that a± are coefficient fields on Rd with corre-
sponding generalized homogenization correctors, it would suffice to have these
coefficient fields and generalized correctors defined on R± × Rd−1 with an ac-
cordingly modified assumption (12). Also, the coefficient field a◦ might only be
defined on the layer [−1, 1]×Rd−1. We define the space Ω by (8) for simplicity.
1.3 Definition of adapted correctors and 2-scale expansion
Following [17], we introduce a basis for the space of strictly subquadratic a-
harmonic functions (see (4)): For j ∈ [[1, d]] we define
Pj(x) = P (x) · ej :=

x · ej if x⊥ < 0,
x · ej +
(a−)1j − (a+)1j
(a+)11
x · e1 if x⊥ > 0,
(13)
where the bottom line corresponds to the transmission condition through the
interface. This prompts us to seek homogenization correctors and flux correctors
satisfying the following definition:
Definition 1 (Generalized Correctors). We define the generalized correctors
(φ, σ) associated to a coefficient field a of the form (6) as follows. The correctors
φj, for j ∈ [[1, d]], are strictly sublinear solutions to the following equation:
−div (a∇ (Pj + φj)) = 0 in Rd. (14)
Simultaneously, the flux correctors σijk, for i, j, k ∈ [[1, d]] are defined as
σijk := ∂iNjk − ∂jNik, (15)
where Njk is a strictly subquadratic solution of the following equation:
∆Njk = ajl∂lPk − ajl (∂lPk + ∂lφk) in Rd. (16)
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At this point we make an important distinction: Notice that (15) and (16)
imply that the flux corrector σ satisfies the familiar identity [15, (7)]
∂iσijk = ajl∂lPk − ajl (∂lPk + ∂lφk) in Rd (17)
along with the skew-symmetry constraint
σijk = −σjik. (18)
It turns out that the two latter identities are sufficient for many purposes (e.g.
to obtain large-scale Lipschitz estimates, that is Theorem 2 below). Functions
σu that are strictly sublinear and satisfy (17) and (18) we call ungauged flux
correctors; we use the superscript “u” to indicate it. The main difference between
the gauged and ungauged flux correctors is that, in contrast to the gauged flux
correctors of Definition 1, the ungauged flux correctors are not unique, which
becomes an issue in the proof of Theorem 1.
In our setting with the interface we need a modification of the standard
2-scale expansion, that is:
u˜ := u+ φ · (∇P )−1∇u. (19)
With this definition of u˜ we find that
−div (a · ∇ (u− u˜)) = ∂i
(
(aijφk − σijk) ∂j∂ku
)
, (20)
where
∇u := (∇P )−1∇u and ∂ku := ek · ∇u. (21)
The motivation for (19) and the detailed calculation leading to (20) lie in [17,
Section 3.3]. We underline that the function ∇u defined in (21) is continuous
through the interface: Thus, its gradient ∇∇u lies in L∞loc
(
Rd
)
, so that the
terms on the right-hand side of (20) are well-defined (see Lemma 2 below).
1.4 Theorem 1: Main result
The main contribution of this article is the following:
Theorem 1. Let d ≥ 2 and 〈·〉 be an ensemble on Ω defined in (8) that satisfies
the conditions given in Section 1.2. Then, 〈·〉-almost surely there exists a unique
(up to addition of a random constant4) generalized corrector (φ, σ) associated
to a such that for every ν0 < ν and 2 ≤ p < ∞ the following relations hold for
any r > 0:
sup
x,y∈Rd,|x−y|=r
〈(ˆ
B(0,1)
|φ(x+ z)− φ(y + z)|2 dz
) p
2
〉 1p
.d,λ,ν,ν0,p c
d/ν0+1
2pd/ν
{
(1 + r)
1−ν if ν < 1,
ln(2 + r) if ν = 1,
(22)
4We use here the quite paradoxical words “random constant” to design a random field that
is constant in space.
8
and
sup
x,y∈Rd,|x−y|=r
〈(ˆ
B(0,1)
|σ(x+ z)− σ(y + z)|2 dz
) p
2
〉 1p
.d,λ,ν,ν0,p c
d/ν0+1
2pd/ν
{
(1 + r)
1−ν
ln(2 + r) if ν < 1,
ln3(2 + r) if ν = 1.
(23)
Above and in the sequel, the symbol “.δ” reads “≤ C, for a constant C de-
pending only on the tuple δ of previously defined parameters” (for simplicity,
throuhgout the course of the proofs, the subscript might be omitted).
In words, as previously advertised, we learn from Theorem 1 that the correc-
tors adapted to the interface enjoy the same quantified sublinearity properties
as the correctors on the left and on the right of the interface (possibly up to a
logarithmic correction). We emphasize that we do not assume any structure of
the coefficients on the left and on the right. However, the sublinearity property
(12) usually comes from an underlying structure such as, in the deterministic
case, periodicity, quasi-periodicity, or periodicity perturbed by a defect and, in
the stochastic case, stationarity and quantitative ergodicity assumptions; e.g. a
log-Sobolev inequality or a spectral gap [15]. As a consequence, Theorem 1 may
be applied in various frameworks, as illustrated in Section 1.5 below.
Theorem 1 is a bit surprising in light of [9, 17] since we do not assume any
structural relationship between the coefficients a±. Indeed, in [17, Prop. 5.4] the
coefficients a± have a common periodic cell in the directions of the interface I
and in [9, Th. 5.7] a diophantine condition relating the periods of the coefficients
a± is assumed. The more general statement in Theorem 1, however, does come
at a cost. In particular, defining the glued composite correctors
φˇ(x) :=
{
φ+(x) if x⊥ > 0,
φ−(x) if x⊥ < 0
and σˇ(x) :=
{
σ+(x) if x⊥ > 0,
σ−(x) if x⊥ < 0,
(24)
we remark that the estimates in [17, Prop. 5.4] provide an exponential decay
of ∇φ(x) − ∇φˇ(x) (and accordingly of ∇σ(x) − ∇σˇ(x)) in the distance to the
interface |x⊥|. In contrast, our methods used to prove Theorem 1 only yield a
decay as the inverse of this distance.
Following our proof of Theorem 1, we show that enforcing a structural as-
sumption between the two surrounding media may lead to stronger estimates
than (22) or (23), and not only in the periodic case [17]. In particular, we prove
in Theorem 3 that, in a special stochastic setting where both heterogeneous me-
dia are independently generated from two Gaussian fields with integrable corre-
lation functions, we obtain the optimal growth rates of the correctors. Namely,
all the stochastic moments of the generalized corrector are uniformly bounded
in Rd.
As a counterpart to Theorem 3, we then justify that, under the assumptions
outlined in Section 1.2, the rate (22) is optimal. (The only non-obvious case is
ν = 1.) In particular, in Proposition 2 we give an example of coefficients a±
that admit bounded correctors and a uniformly elliptic and bounded a◦ such
that the global corrector for the medium with interface displays a logarithmic
growth.5
5Nevertheless, we do not claim that the exponent in the logarithm of (23) is optimal.
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We lastly underline that, apart from boundedness and uniform ellipticity,
no further assumptions are imposed on a◦ inside the layer of width 2 along
the interface. This is indeed a zone that we need to “sacrifice” in the proof of
Theorem 1 because of our use of cut-off functions –we cannot take advantage
of any good behavior of a in this zone, but we also do not suffer from any bad
behavior. As can be seen in (22), the presence of this zone does not worsen
the growth rate when ν < 1, but its influence is felt when ν = 1. (This is also
apparent in Proposition 2.) In the terminology of [9], the layer a◦ could be
seen as a defect which is only in L∞(Rd), but not in any Lr(Rd) for r < ∞.
(It is restricted to a layer of infinite Lebesgue measure, although it appears as
“microscopic” when zooming out.)
1.5 Applicability and examples
In this section, we discuss the assumption (12) and propose three different sim-
ple, but representative, examples of interfaces between heterogeneous media
that satisfy it.
In the case that ν = 1 the assumption (12) is quite well-motivated. In
particular, if a± are both periodic, then the corresponding generalized correctors
are bounded and (12) holds with ν = 1. Of course, the assumption (12) is
less common for ν < 1. It has, however, been shown that such a growth rate
naturally arises when studying periodic media perturbed by a defect that is quite
spread (see Example 1 below). In particular, this situation was studied in [7,8].
Also, in stochastic homogenization, taking a general random field satisfying
a log-Sobolev inequality (see [15, Th. 3]) produces (12) with an exponent ν
depending on the parameter of the log-Sobolev inequality and the dimension d.
The first example is totally deterministic:
Example 1. The matrices a± represent periodic media perturbed by defects:
a− = aper,− + a˜− and a+ = aper,+ + a˜+,
where the coefficient fields aper,± are both periodic (with possibly different pe-
riods) and Hölder continuous. Moreover, the defects are localized in the sense
of a˜± ∈ L∞
(
Rd
) ∩ Lr (Rd), for r ∈ [1,∞), and uniformly Hölder continuous.
The coefficient fields a±, aper,± satisfy (7). There is no layer, in the sense of:
a◦(x) :=
{
a−(x) if x⊥ < 0,
a+(x) if x⊥ > 0.
(25)
In such a case, by [9, Th. 4.1], (12) is satisfied for ν := min
(
1, dr
)
if r 6= d (the
special case r = d can be treated in a suboptimal way by artificially increasing
r), and for a trivial ensemble 〈·〉. Such an example is illustrated on the left-hand
side of Figure 1, and might be a realistic model for an interface between two
crystals.
The second and third examples are stochastic:
Example 2. Let d ≥ 2, dg ≥ 1, 0 < λ < 1 and κ > 0. Let c−, c+ and
c◦ : Rd → Rdg×dg be covariance functions such that their Fourier transforms
satisfy
|Fc−(k)|+ |Fc+(k)|+ |Fc◦(k)| ≤ κ (1 + |k|)−d−2α , (26)
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for any k ∈ Rd, and for a given exponent α > 0, and let the deterministic
matrix-valued functions A−, A+, A◦ : Rdg → Rd×d be such that each element
in the range of A−, A+, and A◦ satisfies (7). Assume that these functions are
uniformly Lipschitz continuous, i.e.,
‖∇A−‖L∞ + ‖∇A+‖L∞ + ‖∇A◦‖L∞ ≤ κ. (27)
The coefficient fields a+, a− and a◦ are generated from independent vectorial
stationary Gaussian fields g−, g+ and g◦ : Rd → Rdg with correlation functions
c−, c+ and c◦ in the following sense:
a−(x) := A−(g−(x)), a+(x) := A+(g+(x)) and a◦(x) := A◦(g◦(x)). (28)
We denote by 〈·〉 the ensemble induced by the joint laws of g−, g+ and g◦.
By [18, Prop. 3.2] (see also [15]), estimate (12) is satisfied for ν = 1 in
Example 2. Of course, it might be more realistic to make use of the layer
coefficient a◦ to have a smooth transition between the two surrounding media
as in Figure 1.
There is no need to assume independence between all the media. Instead,
there might be a total correlation (here by reflection) between the medium on
the left and the medium on the right:
Example 3. This example is similar to Example 2. The only difference is that
we set
a−(x) := A−(g−(x)), a+(x) := a−(−x) and a◦(x) is defined by (25).
instead of (28).
Remark 2. From a practical point of view, it may happen that correctors related
to some heterogeneous materials can be computed numerically. Thus, condition
(12) would be easier to check than a structure assumption.
1.6 Outline
The article is organized as follows: In Section 2, we sketch the main steps
leading to Theorem 1, discussing some technical aspects. Then, we state a few
additional results: We deduce from Theorem 1 an almost-optimal convergence
rate for the two-scale expansion; we also provide an example of interface, where
the rate (22) is attained; and, in a special stochastic case, we get a slightly
better growth rate for the generalized correctors. The Sections 3 - 8 are devoted
to the proofs. Namely, Sections 3, 4 and 5 contain the proof of Theorem 1,
each of them corresponding to an intermediate result, whereas Sections 6, 7
and 8 contain the proofs of the additional results. Last, we state and prove in
Appendix A a useful result on harmonic functions.
2 Strategy of proof and additional results
2.1 Strategy for the proof of Theorem 1
We go through the following sequence of steps: First, in Theorem 2, we assume
access to a strictly sublinear generalized ungauged corrector (see Definition 1)
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and obtain an averaged Lipschitz estimate for a-harmonic functions above some
minimal radius r∗ > 0. Then, in Proposition 1, we show that, assuming the
existence of generalized correctors Φ± corresponding to a± satisfying (12), we
can construct the generalized ungauged corrector needed as input in Theorem 2.
Therefore, we obtain a large-scale Lipschitz estimate for a-harmonic functions.
In turn, the latter yields annealed estimates for the first and second mixed
derivatives of the Green’s function associated to −div (a∇) (as shown in [6]).
These Green’s function estimates are a main ingredient to get the almost-optimal
growth rates in Theorem 1. Their use is complemented by Lemma 7, in which
we go from the ungauged flux corrector that comes out of Proposition 1 to a
unique (up to addition of a random constant) flux corrector satisfying the same
sublinearity properties, and Lemma 8, in which we control the moments of the
minimal radius r∗.
2.2 Theorem 2: Large-scale Lipschitz estimate
Our Theorem 2 generalizes the previous result [17, Th. 4.1] by adapting the
proof of [15, Lem. 2]. It takes as input strictly sublinear ungauged generalized
correctors and yields a large-scale Lipschitz estimate for a-harmonic functions.
The method in [15] is inspired by the earlier work of Avellaneda and Lin in
the setting of periodic coefficients [4]. The main idea is to transfer regularity
properties from the constant-coefficient homogenized operator to the heteroge-
nous operator at large scales. In our case, to overcome the discontinuity of
the homogenized matrix at the interface, we need to use the modified 2-scale
expansion (19).
We use the convention that the excess of an a-harmonic function on the ball
of radius r > 0 centered around x0 ∈ R is given by:
E(x0, r)[u] = inf
ξ∈Rd
−
ˆ
B(x0,r)
|∇u− (∇P +∇φ) · ξ|2 . (29)
For this definition of the excess we obtain the following large-scale regularity
result:
Theorem 2. Assume that the coefficient field a has the form (6) and satisfies
(7), the homogenized matrix a has the form (9), and the a-harmonic coordinates
are defined by (13). We let (φ, σu) denote an associated generalized ungauged
corrector. Then, for any Hölder exponent α ∈ (0, 1), there exists a constant
δ = δ(d, λ, α) such that the following properties hold:
Let x0 ∈ Rd and rmax > r∗ > 0. Assume that (φ, σu) satisfy the sublinearity
condition
sup
r∈[r∗,rmax]
1
r
−ˆ
B(x0,r)
∣∣∣∣∣(φ, σu)−−
ˆ
B(x0,r)
(φ, σu)
∣∣∣∣∣
2
 12 ≤ δ. (30)
Then, for R ∈ [r∗, rmax] and a function u that is a-harmonic in B(x0, R), we
have that
E(x0, r)[u] ≤ δ−1
( r
R
)2α
E(x0, R)[u] (31)
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for any r ∈ [r∗, R], where the excess E is defined by (29). Moreover, the correc-
tors have the following non-degeneracy property:
δ |ξ|2 ≤ −
ˆ
B(x0,r)
|∇P · ξ +∇φ · ξ|2 ≤ δ−1 |ξ|2 (32)
for any ξ ∈ Rd and r ∈ [r∗, rmax/2]. Finally, the following large-scale Lipschitz
estimate holds for any r∗ ≤ r ≤ R ≤ rmax:
−
ˆ
B(x0,r)
|∇u|2 ≤ δ−1−
ˆ
B(x0,R)
|∇u|2 . (33)
Notice that, due to the presence of the interface, a(·+x0) does not have the
same structure as a if x0 6= 0 and we may, therefore, not assume that x0 = 0 as
in [15].
Remark 3 (Liouville theorem). Theorem 2 implies that the space of a-harmonic
functions u ∈ H1loc
(
Rd
)
that are strictly subquadratic in the sense that there
exists α ∈ (0, 1) such that
lim
R↑∞
R−(1+α)
−ˆ
B(0,R)
∣∣∣∣∣u−−
ˆ
B(0,R)
u
∣∣∣∣∣
2
 12 = 0,
is of dimension d+ 1. More precisely, such functions u can be written as
u(x) = c+ b · (P (x) + φ(x)) for constants c ∈ R, b ∈ Rd.
2.3 Proposition 1: Construction of generalized ungauged
correctors
For the construction of the generalized ungauged corrector (φ, σu) that we take
as input for Theorem 2, we adapt the method used in [12, 24] to construct
Dirichlet and Neumann correctors. The general iterative scheme of [12,24] was
first introduced to build higher order correctors in [11].
In [11,12,24] it is sufficient to assume existence of a whole-space (first order)
corrector satisfying a quantified sublinearity condition. For simplicity, here, we
restrict ourselves to a slightly less general sublinearity condition6. Indeed, we
assume that there exist whole-space correctors (φ−, σ−) and (φ+, σ+) associated
with a± such that
1
r
(
−
ˆ
B(x0,r)
|(φ−, σ−, φ+, σ+)|2
) 1
2
≤ r−ν for any r ≥ 1, (34)
for a given exponent ν ∈ (0, 1] and x0 ∈ Rd. Note that if (12) is satisfied, then,
〈·〉-almost surely, for any x0 ∈ Rd there exist (φ−, σ−) and (φ+, σ+) such that
(34) holds (up to a uniform multiplicative constant).
The basic strategy of the construction we use here is to iteratively, on in-
creasingly large scales, correct the glued composite correctors (φˇ, σˇ) defined in
6An inspection of the proof of Proposition 1 should convince the reader that the result, in
fact, holds under the direct analogue of the quantified sublinearity condition [12, (11)].
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(24). The intuition is that far from the interface (∇φ,∇σu) should behave like
(∇φ± · ∇P,∇σ± · ∇P ) on the right/left. This naturally leads to the ansatz:
φk = (1− χ)φˇj∂jPk + φ˜k, σuijk = (1− χ)σˇijl∂lPk + σ˜ijk, (35)
where the function χ is smooth, equals 1 on a narrow layer along the interface
(containing the interface layer [−1, 1]×Rd−1), and vanishes far from the interface
(it will specified precisely in Section 4.1). The functions φ˜ and σ˜ correspond to
layer corrections along the interface.
More formally, we decompose Rd into dyadic annuli and solve the corrector
equations (14) and (16) in the associated increasing balls by using the ansatz
(35). We thus obtain a sequence
{(
φM , σu,M
)}
M∈N of “local generalized un-
gauged correctors”. An induction argument yields the convergence of this se-
quence. Indeed, by appealing to the large-scale Lipschitz estimate of Theorem
2 in the M th step, we ascertain a sublinearity estimate on the local general-
ized ungauged correctors
(
φM , σu,M
)
. This latter property is then used in the
M + 1th step in order to invoke Theorem 2 again. Last, by these sublinearity
estimates, we find that
(
φM , σu,M
)
converges to solutions (φ, σu) of (14) and
(17) on the whole-space Rd.
Using the above strategy, we obtain the following result:
Proposition 1. Let a be defined in (6) and satisfy (7), and a± be the constant
homogenized matrices associated with a±. Assume that there exist generalized
correctors (φ−, σ−) and (φ+, σ+) associated with a± such that (34) holds for
ν ∈ (0, 1] and x0 ∈ Rd.
Then, there exists a generalized ungauged corrector (φ, σu) associated with
the coefficient field a that satisfies
1
r
−ˆ
B(x0,r)
∣∣∣∣∣(φ, σu)−−
ˆ
B(x0,1)
(φ, σu)
∣∣∣∣∣
2
 12 ≤ κr−ν˜ for any r ≥ 1, (36)
for the exponent ν˜ := ν/3, and a constant κ depending on d, λ and ν.
Remark 4. Proposition (1) also applies if the input correctors are ungauged.
Notice that the sublinearity condition (34) involves an anchoring point x0 ∈
Rd. As we will see in Section 4.1, this affects the definition of the cut-off func-
tions defining the various local generalized ungauged correctors. In particular,
in the method that we have described above, the successively large annuli were
implicitly centered at 0. Of course, the output (φ, σu) of the proposition apriori
depends on the anchoring point x0. However, we see in Section 5.1 that the gra-
dient of the corrector ∇φ is unique and thus independent of x0, whereas ∇σu
generally depends on x0 (because σu is ungauged and, therefore, not unique up
to the addition of a random constant).
As already observed in [12] for the boundary correctors, the estimate (36)
is suboptimal in terms of the exponent ν˜. Actually, even if the generalized
correctors (φ±, σ±) were uniformly bounded, optimizing this method would only
upgrade (36) to the exponent ν˜ = 1/2 (whereas one may hope for ν˜ = 1). The
non-optimality of this estimate is an inherent feature of the method, which
relies on energy estimates to capture the "smallness" of the layer around the
interface. This strategy is predestined to be suboptimal: Indeed, the normalized
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L2-energy corresponding to the layer around the interface and inside a ball of
radius r scales like r−1/2, whereas the normalized L1-norm of the same domain
scales like r−1. In particular, we formally have that(
−
ˆ
B(0,r)
(
1[−1,1]×Rd−1
)2) 12 ' r−1/2  r−1 ' −ˆ
B(0,r)
1[−1,1]×Rd−1 for r  1.
Thus, the energy norm is not the best way to account for the smallness of the
layer. This observation advocates for using more refined tools, namely estimates
for the mixed gradient of the Green’s function. The latter will transfer the L1
optimal bound corresponding to the layer to an L∞ bound for the growth rate
of the generalized correctors (up to logarithmic losses). This remark is at the
core of the proof of Theorem 1 and a key observation of this paper.
2.4 Theorem 3: Improved rates via independence
To demonstrate the price that we pay in Theorem 1 due to a lack of joint
structure assumptions on the media, we take a closer look at the situation of
Example 2 in Section 1.5. Here, a relationship between the two media and
the layer is enforced by assuming independence of their laws. As an analogue
of [18, Sec. 3.2], we obtain:
Theorem 3. Assuming the situation described in Example 2 of Section 1.5,
there exists a unique (up to addition of a random constant) generalized corrector
(φ, σ) associated with the coefficient field a that satisfies the estimate:
〈|(φ, σ) (x)− (φ, σ) (y)|p〉 1p .d,λ,κ,α,p
{
ln
1
2 (2 + |x− y|) if d = 2,
1 if d ≥ 3. (37)
Our argument for Theorem 3 is essentially a corollary of the techniques used
in [18, Sec. 3.2] (where there is no interface), which rely on the availability of a
powerful tool: a spectral gap estimate. This ingredient is actually available in
our current setting. Indeed, thanks to the independence assumption7 and (26),
the ensemble 〈·〉 is such that, for any functional F = F (a) and p ∈ [1,∞) the
following spectral gap holds:
〈
|F − 〈F 〉|2p
〉 1
p .d,λ,κ,α,p
〈(ˆ
Rd
∣∣∣∣ ∂F∂a(z)
∣∣∣∣2 dz
)p〉 1p
, (38)
where we make use of the functional derivative defined by
lim
ε→0
F (a+ εδa)− F (a)
ε
=
ˆ
Rd
∂F (a)
∂a(z)
(δa(z)) dz.
Moreover, the Gaussian fields g = g−, g = g+, and g = g◦ are smooth in the
following sense: For any 0 < α′ < α and p ∈ [1,∞), there holds〈(
sup
x,x′∈B(0,1)
|g(x)− g(x′)|
|x− x′|α′
)p〉 1p
.d,λ,κ,α,α′,p 1. (39)
7 Independence is a sufficient –but not necessary– condition for deriving a spectral gap for
the global medium.
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2.5 Proposition 2: Example for optimality of Theorem 1
Let η be a function on Rd defined by
η(x) := η1
(
x⊥
)
η2 (x · e2) , (40)
where η1 and η2 : R→ [0, 1] are two smooth functions such that{
[1,+∞) ⊂ {t : η1(t) = 1} ⊂ Supp(η1) ⊂ [0,+∞),
[−1/2, 1/2] ⊂ {t : η2(t) = 1} ⊂ Supp(η2) ⊂ [−1, 1].
By definition (40), the support of η lies in the strip D defined by
D := [0,+∞)× [−1, 1]× Rd−2. (41)
We then define the symmetric coefficient field a as
a(x) := I + η(x)e1 ⊗ e1. (42)
•0•x•x
′
I
D2 D1
e1
e2
Figure 2: Value of a11(x). The support of η corresponds to the zone D =
D1 ∪D2.
Note that one may write a in the form (6) for a−(x) := I, a+(x) := I +
η(x)e1 ⊗ e1, and a◦ = I + η(x)e1 ⊗ e1. Hence, a admits the matrix a = I as its
homogenized matrix. Moreover, we easily derive that
φ− = φ+ = 0, σ− = 0, and (σ+)ijk = (δi1δj2 − δi2δj1) δk1
ˆ x·e2
0
η2.
Thus, the generalized correctors (φ±, σ±) are uniformly bounded in Rd. Now,
the relevant observation is that the global corrector φ has an unbounded growth
rate:
Proposition 2. Assume that d ≥ 3. Let the coefficient field a be defined by (42)
and φ be the associated unique (up to addition of a constant) strictly sublinear
corrector. Then, there exists a constant C(d) > 0 such that for any r ≥ 1 there
exist points x, x′ ∈ Rd satisfying
|φ(x)− φ(x′)| ≥ C ln (2 + r) and |x− x′| = r. (43)
In particular, the corrector φ is not bounded.
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2.6 Corollary 1: A convergence rate
As an application of Theorem 1, we obtain optimal convergence rates (up to
powers of a logarithm). In particular, we prove the following corollary (which,
for simplicity, is deterministic):
Corollary 1. Let d ≥ 3. Assume that the deterministic coefficient field a
is defined by (6), satisfies (7), is uniformly α-Hölder continuous for a fixed
exponent α ∈ (0, 1), and satisfies:
‖a‖C0,α(Rd) ≤ κ.
Suppose that the underlying coefficient fields a± admit constant homogenized
matrices a±, and that there exist generalized correctors associated with a± that
satisfy:
sup
x,y∈Rd,|x−y|=r
|Φ±(x)− Φ±(y)| ≤ κr1−ν ,
for a fixed exponent ν ∈ (0, 1].
Let f ∈ Lp(Rd) with support inside B(x0, 1), for p > d. Assume that the
functions uε and u are the zero-mean solutions to{
− div (a (x/ε)∇uε(x)) = −div (a(x)∇u(x)) = f(x) in Rd,
∇uε,∇u ∈ L2 (Rd,Rd) . (44)
Then, there there holds
‖uε − u‖L∞(Rd) .d,λ,κ,α,ν,p
{
εν ln
(
2 + ε−1
) ‖f‖Lp(Rd) if ν < 1,
ε ln3
(
2 + ε−1
) ‖f‖Lp(Rd) if ν = 1. (45)
Moreover, if f ∈ L∞ (Rd), then:∥∥∥∇uε −∇u−∇φ( ·
ε
)
· ∇u
∥∥∥
L∞(Rd)
.d,λ,κ,α,ν
{
εν ln2(2 + ε−1) ‖f‖L∞(Rd) if ν < 1,
ε ln5(2 + ε−1) ‖f‖L∞(Rd) if ν = 1.
(46)
Remark 5. The assumptions of Corollary 1 encompass Example 1.
Remark 6. We assume in Corollary 1 that the dimension d ≥ 3 and that f has
compact support in order to ascertain that f ∈ H−1(Rd). (Relaxations of these
assumptions are possible, but we do not consider these subtleties for simplicity.)
In our proof of Corollary 1, we make use of the generalized 2-scale expansion
(19). In Figure 3 the accuracy of the generalized 2-scale expansion in the case
of Example 1 (for the coefficient drawn on the left of Figure 1 and for a fixed
smooth right-hand side f) is illustrated in comparison with a naive glued 2-
scale expansion. For this, we define the local errors Eε,1 and Eε,2 respectively
corresponding to the left-hand side of (46) and to the glued 2-scale expansion:
Eε,1 := ∇uε −∇u−∇φ
( ·
ε
)
· ∇u,
Eε,2 :=

∣∣∣∇uε − (I +∇φ+ ( ·
ε
))
· ∇u
∣∣∣ in R+ × Rd−1,∣∣∣∇uε − (I +∇φ− ( ·
ε
))
· ∇u
∣∣∣ in R− × Rd−1.
17
Small scale ǫ10
-1 10 0
10 -2
10 -1
10 0
||∇ u ǫ|| L∞
||E ǫ,1 || L∞
||E ǫ,2 || L∞
ǫ
Figure 3: Consider a coefficient field a as on the left of Figure 1 and a smooth
forcing term f with compact support. On the left of this figure we have the
local error Eε,1, in the middle is the local error Eε,2, and on the right we see
the L∞-norms of the aforementioned quantities when ε ↓ 0.
As expected, we observe that our approximation performs well uniformly on
the space, whereas the glued two-scale expansion is accurate far from the inter-
face, but useless in the vicinity of it. While letting ε ↓ 0, we observe that the
convergence rate is approximately linear in ε, as predicted by Corollary 1.
2.7 Further geometrical extensions
Corners and boundary In this contribution, we only consider equations (44)
posed on the whole-space Rd. This has the beneficial consequence of avoiding
the problem of boundaries. However, this is not only a convenient simplification.
Indeed, if we would replace Rd by a smooth bounded domain and complement
the equation with homogeneous Dirichlet boundary conditions, we would face
the geometrical problem of the crossing between the interface and the boundary.
There, the regularity results for discontinuous coefficients that we are using from
[20,21,22] do not apply. This geometrical problem is not unrelated with the case
of a non-flat interface with a corner –which might be relevant when modeling
interfaces between crystals. We intend to explore these issues in upcoming
works.
From another perspective, let us emphasize that the techniques used here
could improve the results of [12, 24]. In particular, one could obtain almost-
optimal growth rates for correctors on the half-space with homogeneous Dirichlet
and Neumann boundary conditions.
The case of a wide interface layer In this article, we have assumed that
the layer around the interface has a width 2L = 2 (see (6)). In general, this
width L ≥ 1 might be much larger than the characteristic scale (here 1) of
the oscillations of the coefficients a±. Thus, it might be useful to track the
dependence in L in the estimates (22) and (23).
To handle this situation, we perform the rescaling a˜(y) := a(Ly). Notice
that the width of the interface layer of a˜ is now 2, so that we may apply our
results to a˜. Also, remark that the correctors φ˜, σ˜, φ˜±, etc. associated to a˜ are
obtained from the correctors φ, σ, φ± associated to a by the following rescaling:
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φ˜(y) = L−1φ(Ly). Performing the arguments for Theorem 1 (see Section 5) in
this special context produces (after rescaling back) the following estimates:
sup
x,y∈Rd,|x−y|=r
〈(ˆ
Q1
|φ(x+ z)− φ(y + z)|2 dz
) p
2
〉 1
p
. L ln
(
2 +
|r|
L
)
+ |r|1−ν lnbνc
(
2 +
|r|
L
)
,
and
sup
x,y∈Rd,|x−y|=r
〈(ˆ
B(0,1)
|σ(x+ z)− σ(y + z)|2 dz
) p
2
〉 1p
. L ln3
(
2 +
|r|
L
)
+ |r|1−ν ln1+2bνc
(
2 +
|r|
L
)
.
Systems In all of this article, we consider a scalar equation. However, we
do not use any elliptic tool specific to scalar equations (e.g., the maximum
principle). Therefore, our theorems may extend to the case of systems, that is
replacing (1) by
−div (A : ∇u) = f in the sense of −
d∑
i
∂i
 m∑
β=1
d∑
j=1
Aαβij ∂ju
β
 = fα,
where the coefficient A =
(
Aαβij
)
, for i, j ∈ [[1, d]] and α, β ∈ [[1,m]], m ∈ N, is
elliptic in the following sense8:
λ|ξ|2 ≤
d∑
i,j=1
m∑
α,β=1
Aαβij (x)ξ
α
i ξ
β
j ≤ |ξ|2 ∀x ∈ Rd, ξ = (ξαi ) ∈ Rd×m. (47)
3 Argument for Theorem 2
In all this section, we place ourselves under the assumptions of Theorem 2.
We do not directly follow the strategy of [15], but a more recent version that
can be found in [14, Th. 3 in Chap. 3]. The main idea is to take advantage of
the sublinearity of the (ungauged) generalized corrector (30) in oder to control
the excess. This is rephrased in the following lemma, which is an adaptation
of [15, Lem. 3]:
Lemma 1. Assume that the function u is a-harmonic in B(x0, R) and that δ
defined by
δ :=
1
R
−ˆ
B(x0,R)
∣∣∣∣∣(φ, σu)−−
ˆ
B(x0,R)
(φ, σu)
∣∣∣∣∣
2
 12 (48)
8Notice that elastic systems do not satisfy fully (47), but a weaker version of it, where the
vector-valued vectors ξ in (47) shall be symmetric in the sense of ξαi = ξ
i
α (in such a case,
m = d) –see [25, Sec. 2.4 p. 26].
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satisfies δ ≤ 1. Then, there exists a constant ε = ε(d, λ) > 0 such that, for any
0 < r ≤ R, the following estimate holds:
E(x0, r)[u] .d,λ
(( r
R
)2
+ δ2ε
(
R
r
)d+2)
−
ˆ
B(x0,R)
|∇u|2 . (49)
The difference between our proof of Lemma 1 and [15, Lem. 3] is that we
use the generalized 2-scale expansion (19) instead of the classical one. This
results in the standard algebraical identity involving the difference between the
solution of the oscillating problem and the 2-scale expansion (see [16, p. 26-27]
or [15, (79)]) being replaced by (20); and the regularity estimate for ∇2u used
in the original proof (that is unavailable in the case of an interface) is replaced
by a corresponding estimate for ∇∇u, which is given in Lemma 2.
Before proceeding with the proof of Lemma 1, we emphasize two technical
lemmas: Lemma 2, which concerns the regularity of ∇∇u, and Lemma 3, which
provides a weighted energy estimate. We start with Lemma 2, which is classical
and, therefore, proved in Appendix B (see also [21, Prop. 2.1]):
Lemma 2. Let x0 ∈ Rd and ρ ∈ (0, 1). Assume that u ∈ H1 (B(x0, 1)) is
a-harmonic in B(x0, 1), where a is defined in (9). Then, we have that
sup
x∈B(x0,1−ρ)\I
ρ2|∇∇u(x)|2 + sup
x∈B(x0,1−ρ)
|∇u(x)|2 . ρ−d−
ˆ
B(x0,1)
|∇u|2. (50)
Moving on to the weighted energy estimate, here is:
Lemma 3 (Weighted energy estimate). Assume that a satisfies (7) and let
u ∈ H1(B(0, 1)) be a weak solution of{
−div (a∇u) = div(g) in B(0, 1),
u = 0 on ∂B(0, 1).
(51)
Then, there exists an exponent β = β(d, λ) ∈ (0, 1) such that the following
estimate holds:ˆ
B(0,1)
(1− |x|)β |∇u(x)|2 dx .d,λ
ˆ
B(0,1)
(1− |x|)β |g(x)|2 dx. (52)
The following proof can be found in the lecture notes in [14, Chap. 3]. For
the sake of self-containedness, we reproduce here the argument:
Proof of Lemma 3. We will fix β ∈ (0, 1) at the end of the proof. First, notice
that using the same argument as in Step 1 of Lemma 2, but with the test
function η2u with η(x) := (1− |x|)β/2, we find that
ˆ
B(0,1)
(1− |x|)β |∇u|2
.d,λ
ˆ
B(0,1)
β2 (1− |x|)β−2 |u|2 +
ˆ
B(0,1)
(1− |x|)β |g|2 . (53)
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We then invoke the following Hardy inequality [23, Th. 1.6]: There exists a
constant C (depending only on d) such that, for any β ∈ [0, 1/2], there holds
ˆ
B(0,1)
(1− |x|)β−2 |u|2 ≤ C
ˆ
B(0,1)
(1− |x|)β |∇u|2 . (54)
Therefore, we may set β > 0 sufficiently small so that the first term on right-
hand side of (53) can be absorbed by the left-hand side. This proves (52).
We now proceed with the:
Proof of Lemma 1. For brevity, we drop the superscript u on the ungauged
flux correctors σu. Without loss of generality, we may assume that 4r ≤ R and
R = 1. Furthermore, we may assume that φ and σ are of zero mean on B(x0, 1).
We define the function u ∈ H1(B(x0, 1)) as the Lax-Milgram solution of{
−div (a∇u) = 0 in B(x0, 1),
u = u on ∂B(x0, 1),
(55)
and denote the corresponding homogenization error as
w := u− u− ηφ · ∇u, (56)
where η ∈ C∞c (B(x0, 1)) will be fixed later. Notice that w ≡ 0 on ∂B(x0, 1).
Strategy of proof We show (49) in five steps: First, we use Lemma 2 to
estimate the left-hand side of (49) by means of ∇u and ∇w. Then, the three
following steps are dedicated to estimating ∇w. In Step 2, we show that∇w sat-
isfies an elliptic equation in divergence form. In Step 3, we estimate a weighted
energy of the right-hand side of this equation and, in Step 4, obtain an estimate
for ∇w that involves only ∇u via Lemma 3. In Step 5, we conclude the proof
by estimating ∇u in terms of ∇u.
Step 1: Estimate for the excess in terms of u and w Let β be given by
Lemma 3. We claim that
E(x0, r)[u] .r−d−2−
ˆ
B(x0,1)
(1− |x− x0|)β |∇w|2
+
(
r2 + r−dδ2
)−ˆ
B(x0,1)
|∇u|2 .
(57)
Indeed, we set the vector
ξ := −
ˆ
B(x0,r)
∇u
and the function
w˜ := u− (P + φ− P (x0)) · ξ − u(x0). (58)
By definition (29) of the excess, there holds:
E(x0, r)[u] ≤ −
ˆ
B(x0,r)
|∇w˜|2 . (59)
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Since the function w˜ is a-harmonic in B(x0, 1), the Caccioppoli estimate yields
−
ˆ
B(x0,r)
|∇w˜|2 .r−2−
ˆ
B(x0,2r)
|w˜|2 . (60)
Applying the triangle inequality to the definition (58) of w˜, we may decom-
pose:
|w˜| ≤ ∣∣u− u− φ · ∇u∣∣+ |φ| ∣∣ξ −∇u∣∣+ |u− (P − P (x0)) · ξ − u(x0)| .
The second and third terms on the right-hand side may then be handled by
appealing to Lemma 2 (see also [17, Lem. 5.3] for more details):
∥∥ξ −∇u∥∥
L∞(B(x0,2r))
. r
∥∥∇∇u∥∥
L∞(B(x0,1/2))
.r
(
−
ˆ
B(x0,1)
|∇u|2
) 1
2
and
‖u− (P − P (x0)) · ξ − u(x0)‖L∞(B(x0,2r)) .r2
∥∥∇∇u∥∥
L∞(B(x0,1/2))
.r2
(
−
ˆ
B(x0,1)
|∇u|2
) 1
2
.
Combining these observations with (60), we find that
−
ˆ
B(x0,r)
|∇w˜|2
. r−2−
ˆ
B(x0,2r)
∣∣u− u− φ · ∇u∣∣2 +(r2 +−ˆ
B(x0,2r)
|φ|2
)
−
ˆ
B(x0,1)
|∇u|2
. r−d−2−
ˆ
B(x0,1)
(1− |x− x0|)β−2 |w|2 +
(
r2 + r−dδ2
)−ˆ
B(x0,1)
|∇u|2 .
Notice that we have additionally used the definition (48) of δ, the definition (56)
of w, and that 2r ≤ 1/2. The Hardy inequality (54) produces
−
ˆ
B(x0,r)
|∇w˜|2
. r−d−2−
ˆ
B(x0,1)
(1− |x− x0|)β |∇w|2 +
(
r2 + r−dδ2
)−ˆ
B(x0,1)
|∇u|2 ,
which, in light of (59), yields (57).
Step 2: Algebraical computation We show the following cut-off version of
(20):
−div (a∇w) =div(g) in B(x0, 1), (61)
where
gi := (aijφk − σijk) ∂j
(
η∂ku
)
+ (1− η) (aij − aij) ∂ju.
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Indeed, since u and u are respectively a-harmonic and a-harmonic inB(x0, 1),
there holds:
−div (a∇w) =− div (a∇u− a∇u− a∇ (ηφ · ∇u)) .
But, on the one hand, we have:
div (a∇u− a∇u) = div (η (a− a) · ∇P∇u)+ div ((1− η) (a− a)∇u) ,
and, on the other hand,
div
(
a∇ (ηφ · ∇u)) = ∂i (aijφk∂j (η∂ku)+ aijη∂ku∂jφk) .
As a consequence, we find that
−div (a∇w) =− ∂i
(
η (aij∂jPk − aij∂j(Pk + φk)) ∂ku
)
− ∂i ((1− η) (aij − aij) ∂ju) + ∂i
(
aijφk∂j
(
η∂ku
))
.
By the relation (17) and the skew-symmetry condition (18), the first term on
the right-hand side above can be expressed as:
∂i
(
η (aij∂jPk − aij∂j(Pk + φk)) ∂ku
)
=∂i
(
η∂jσjik∂ku
)
=∂jσjik∂i
(
η∂ku
)
=∂j
(
σjik∂i
(
η∂ku
))
.
Whence, we obtain (61).
Step 3: Estimate for g We claim that the following inequality holds:ˆ
B(x0,1)
(1− |x− x0|)β |g|2 .
(
ρβ + ρ−d−2δ2
) ˆ
B(x0,1)
|∇u|2 , (62)
where we assume now that η = 1 in B(x0, 1− 2ρ), Supp(η) ⊂ B(x0, 1− ρ), and
|∇η| . ρ−1.
By definition, we have thatˆ
B(x0,1)
(1− |x− x0|)β |gi|2
.
ˆ
B(x0,1−ρ)
(1− |x− x0|)β
∣∣(σijk − aijφk) ∂j (η∂ku)∣∣2
+
ˆ
B(x0,1−ρ)
(1− |x− x0|)β (1− η)2 |(aij − aij) ∂ju|2 .
The first term on the right-hand side is handled by appealing to the Hölder
inequality, whereas we recall that (1−η) is supported inB(x0, 1−ρ)\B(x0, 1−2ρ)
for the second term. Thus:ˆ
B(x0,1)
(1− |x− x0|)β |gi|2
.
(∥∥∇∇u∥∥2
L∞(B(x0,1−ρ)) + ρ
−2 ∥∥∇u∥∥2
L∞(B(x0,1−ρ))
) ˆ
B(x0,1)
|(φ, σ)|2
+ ρβ
ˆ
B(x0,1)
|∇u|2 .
Thanks to Lemma 2 and definition (48) of δ, this yields (62).
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Step 4: Estimate for ∇w The aim of this step is to estimate the first term
on the right-hand side of (57). Applying Lemma 3 to w, which satisfies (61),
we deduce thatˆ
B(x0,1)
(1− |x− x0|)β |∇w|2 .
ˆ
B(x0,1)
(1− |x− x0|)β |g|2 .
Then, invoking (62), this yields
ˆ
B(x0,1)
(1− |x− x0|)β |∇w|2 .
(
ρβ + ρ−d−2δ2
)ˆ
B(x0,1)
|∇u|2 .
We optimize the above estimate by setting ρ := δ
2
d+2+β . Thus,
ˆ
B(x0,1)
(1− |x− x0|)β |∇w|2 . δ2ε
ˆ
B(x0,1)
|∇u|2 (63)
for ε := β/(d+ 2 + β).
Step 5: Conclusion of the proof of (49) By (57) and (63), we have:
E(x0, r)[u] .
(
r−d−2δ2ε + r2 + r−dδ2
)−ˆ
B(x0,1)
|∇u|2 . (64)
Since δ, r, and ε are smaller than 1, we deduce that δ2 ≤ r−2δ2ε. Moreover, by
(55), there holds:
−
ˆ
B(x0,1)
|∇u|2 . −
ˆ
B(x0,1)
|∇u|2 .
As a consequence, (49) is obtained from (64) by restoring the scale R.
With Lemma 1 in-hand, we are now in a position to give the argument for
Theorem 2. Since it closely follows [15, Proof of Lem. 3], we do not detail every
step.
Proof of Theorem 2. The proof proceeds in two steps: In Step 1, we turn the
estimate (49) into an iterative excess decay (in the spirit of [4]). Then, in Step
2, we show the non-degeneracy property (32). We do not show (33) since it is
a corollary of (49) and (32), the proof of which can be found in [15, Proof of
Lem. 3]. The latter relies on a dyadic argument to control the minimizer ξr′ of
E(x0, r′), for r′ ∈ [r,R], from ξR down to ξr.
Step 1: Iterative excess decay Let R ∈ [r∗, rmax] and θ ∈ (0, 1). Since
u− (P + φ) · ξ is a-harmonic for any ξ ∈ Rd, we deduce from Lemma 1 that
E(x0, θR)[u] ≤ C
(
θ2 + δ2εθ−d−2
) E(x0, R)[u]. (65)
We set θ and then δ (in that order) sufficiently small so that
Cθ2 ≤ θ
2α
2
and Cδ2εθ−d−2 ≤ θ
2α
2
.
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Then (65) reads:
E(x0, θR)[u] ≤ θ2αE(x0, R)[u]. (66)
Let r ∈ [r∗, R]. Then, there exists n such that Rθn+1 ≤ r ≤ Rθn. By iterating
(66), we deduce that
E(x0, r)[u] ≤ θ−dE(x0, θnR)[u] ≤ θ2nα−dE(x0, R)[u] ≤ C
( r
R
)2α
E(x0, R)[u],
where C = θ−d−2α. This proves (31) (up to setting δ smaller).
Step 2: Non-degeneracy of the excess operator The upper bound is
provided by the Caccioppoli inequality:
−
ˆ
B(x0,r)
|∇(P + φ) · ξ|2 . r−2−
ˆ
B(x0,2r)
|(P − P (x0) + φ) · ξ|2 . (1 + δ)2 |ξ|2
for any ξ ∈ Rd. The lower bound is a consequence of the Poincaré inequality:
−
ˆ
B(x0,r)
|∇(P + φ) · ξ|2 &r−2−
ˆ
B(x0,r)
|(P − P (x0)) · ξ + φ · ξ|2
&r−2−
ˆ
B(x0,r)
|(P − P (x0)) · ξ|2 − r−2−
ˆ
B(x0,r)
|φ · ξ|2
&
(
1− Cδ2) |ξ|2 .
This proves (32) (up to setting δ smaller).
4 Argument for Proposition 1
We begin by introducing the geometric objects needed in our argument and
constructing local ungauged generalized correctors. In the second subsection,
we then show that we can inductively use the large-scale Lipschitz estimate (33)
from Theorem 2 to, given a local ungauged generalized corrector at some scale,
obtain another local ungauged generalized corrector on a larger scale that still
satisfies the same sublinearity property. In the final subsection we show that we
can pass to the limit in this procedure to obtain a global ungauged generalized
corrector that is strictly sublinear. Again, for brevity, here we usually drop the
superscripts “u” on ungauged flux correctors.
4.1 Construction of local ungauged generalized correctors
We use a geometrical construction involving dyadic balls and a narrow layer
along the interface (see Figure 4) according to which we decompose the interface
layer corrections φ˜ and σ˜ that we have already introduced in Section 2.3.
Geometrical setting: Fix x0 ∈ Rd. For r0 ≥ 1 to be fixed later, we set a
dyadic sequence rm := 2mr0 for m ≥ 0 and rm = 0 if m < 0. In order to define
the interface layer, we introduce the function
L(r) := r−2ν/3+1 + 2, (67)
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which, as will see in our proof, actually turns out to be optimal for our estimates.
We now let Sm be functions of x depending only on x⊥ and satisfying the
following constraints:
{
x ∈ Rd : Sm(x) = 1
} ⊆ {x ∈ Rd : ∣∣x⊥∣∣ ≤ L(rm)
2
}
,
Supp(Sm) ⊆
{
x ∈ Rd : ∣∣x⊥∣∣ ≤ L(rm)} ,
‖∇Sm‖L∞(Rd) . (L(rm))−1 , and ‖Sm‖L∞(Rd) ≤ 1.
(68)
We remark that the “+2” in (67) is included to ensure that Sm ≡ 1 on [−1, 1]×
Rd−1. We also define the cut-off functions ηm associated with the nested balls
B (x0, rm − L (rm)) ⊆
{
x ∈ Rd : ηm(x) = 1
} ⊆ Supp(ηm) ⊆ B (x0, rm) (69)
such that |∇ηm| . |L(rm)|−1. To compliment this definition, we use the con-
vention that a ball of negative radius is the empty set. Finally, we introduce
the notation
χm := Sm(ηm − ηm−1).
and
χ :=
+∞∑
m=0
χm
and notice that χ equals 1 in a layer along the interface and vanishes far from it.
This layer is thin along the interface, but is shaped like a trumpet and becomes
wider far from the origin.
Local ungauged generalized corrector
(
φM , σM,u
)
: In this subsection, for
simplicity, we set x0 = 0 (the cases x0 6= 0 can be dealt with similarly). For
m ≥ 0, we first derive an equation for the mth contribution to the interface
layer correction φ˜m. For each M ≥ 0 we then sum these contributions up to the
scale r02M in order to obtain the local corrector φM . In particular, we have the
following result:
Lemma 4. For every m ≥ 0 and k ∈ [[1, d]], there exists φ˜mk ∈ H1loc(Rd) that is
a weak solution of
−div
(
a∇φ˜mk
)
= ∂i(g
m
ik) in Rd, (70)
for the vector gmk defined by
gmik :=
(
χm (aij − aij) +
(
ailφˇj − σˇilj
)
∂l ((ηm − ηm−1)− χm)
)
∂jPk, (71)
such that ˆ
Rd
∣∣∣∇φ˜m∣∣∣2 .d,λ ˆ
Rd
|gm|2 . (72)
Furthermore, the function φMk ∈ H1loc(Rd) defined by
φMk :=
M∑
m=0
φ˜mk +
(
ηM −
M∑
m=0
χm
)
φˇ · ∇Pk (73)
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Ie1
L(|x′|)−L(|x′|)
+rm
+rm − L(rm)
+rm−1
Figure 4: In this figure, we set x0 = 0. Here the blue area represents the support
of the cut-off function χ along the interface, i.e. the “trumpet”, and the pink
areas denotes the support of ηm−ηm−1. Notice that ∇(ηm−ηm−1) is supported
in the lighter pink area and ηm − ηm−1 = 1 in the darker pink area.
is a “local corrector” in the sense that it satisfies
−div (a (∇φMk + ηM∇Pk)− ηMa∇Pk) = 0 in Rd, (74)
whence
−div (a (∇φMk +∇Pk)) = 0 in B(0, rM−1). (75)
Remark 7 (Discontinuities through the interface). In order to make sense of gm
in (71), we notice that the functions φˇ and σˇ are (generically) discontinuous
through the interface I. This is, however, not a problem as (1 − χ) and ∇χ
vanish in a neighborhood of the interface and, therefore, possible singularities
of distributions multiplied by these functions in this neighborhood are not im-
portant. To illustrate this, we remark that apriori the formal product ∂lφˇj∂jPk
has no mathematical significance for x⊥ = 0 (even in the sense of distributions),
but the expression
(
(1− χ)∂lφˇj∂jPk
)
(x) :=
{
0 if x /∈ Supp ((1− χ)) ,(
(1− χ)∂lφˇj∂jPk
)
(x) if x ∈ Supp ((1− χ))
is well-defined. From now on, we will use this and all analogous conventions
without further notice.
Proof of Lemma 4. The matter of the existence of φ˜mk and the energy estimate
(72) can be settled using a standard Lax-Milgram argument.
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By the definition (69) of ηM , (75) is an obvious consequence of (74) and
(13). Then, by (70) and (71), there holds:
− div
(
a∇
(
M∑
m=0
φ˜mk
))
(76)
= ∂i
(
M∑
m=0
χm (aij − aij) ∂jPk +
(
ailφˇj − σˇilj
)
∂l
(
ηM −
M∑
m=0
χm
)
∂jPk
)
.
Notice that since
ηM −
M∑
m=0
χm =
M∑
m=0
(ηm − ηm−1) (1− Sm) ,
the right-hand side of (76) is well-defined by Remark 7.
To finish, we show that with the ansatz (73), the relations (74) and (76) are
equivalent. By plugging the ansatz (73) in (74), we obtain:
− ∂i
(
aij
M∑
m=0
∂j φ˜
M
k
)
= ∂i
((
ηM −
M∑
m=0
χm
)
ail∂lφˇj∂jPk + ail∂l
(
ηM −
M∑
m=0
χm
)
φˇj∂jPk
+ ηM (aij − aij) ∂jPk
)
= ∂i
((
ηM −
M∑
m=0
χm
)(
ail∂lφˇj + aij − aij
)
∂jPk
+ ail∂l
(
ηM −
M∑
m=0
χm
)
φˇj∂jPk +
M∑
m=0
χm (aij − aij) ∂jPk
)
.
By the definition and skew-symmetry of σˇ, the first term on the right-hand side
reads
∂i
(
θM
(
ail∂lφˇj + aij − aij
)
∂jPk
)
= −∂i
(
θM∂lσˇlij∂jPk
)
= −∂lσˇlij∂i
(
θM∂jPk
)
= −∂l
(
σˇlij∂i
(
θM∂jPk
))
= −∂l
(
σˇlij∂iθ
M∂jPk
)
,
where we used θM := ηM −
∑M
m=0 χm for brevity. Whence (76) is established.
With the local correctors φM from Lemma 4, we can now build local un-
gauged flux correctors:
Lemma 5. Let gm, φ˜m and φM be defined as in Lemma 4. For M ≥ 0 and
j, k ∈ [[1, d]], assume that there exists a function N˜Mjk ∈ H1loc(Rd) that satisfies
∆N˜Mjk = −
M∑
m=0
(
gmjk + ajl∂lφ˜
m
k
)
in Rd. (77)
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If we, furthermore, assume ∇N˜M to be strictly sublinear, then σM,u defined by
σM,uijk =
(
∂iN˜
M
jk − ∂jN˜Mik
)
+
(
ηM −
M∑
m=0
χm
)
σˇijl∂lPk (78)
is a “local ungauged flux corrector associated with φM ”. In other words, it sat-
isfies (18) in Rd and is a weak solution of
∂iσ
M,u
ijk = ηMajl∂lPk − ajl
(
∂lφ
M
k + ηM∂lPk
)
in Rd, (79)
which implies that
∂iσ
M,u
ijk = ajl∂lPk − ajl
(
∂lPk + ∂lφ
M
k
)
in B (0, rM−1) . (80)
Proof of Lemma 5. Notice that that σM,u defined by (78) naturally satisfies
(18). The only part that remains to be checked is (79). For this, we recall
from Lemma 4 that gm + a∇φ˜m is divergence-free, which, when combined with
(77), implies that ∆∂jN˜Mjk = 0. As a consequence, by the first order Liouville
principle for harmonic functions, ∂jN˜Mjk is constant. We then have that
∂iiN˜
M
jk − ∂j∂iN˜Mik = −
M∑
m=0
(
gmjk + ajl∂lφ˜
m
k
)
. (81)
Whence, by the definitions of σM,u and σˇ, and as a consequence of (81), we
obtain that
∂iσ
M,u
ijk =∂iiN˜
M
jk − ∂j∂iN˜Mik + ∂i
((
ηM −
M∑
m=0
χm
)
σˇijl∂lPk
)
=
M∑
m=0
(
−gmjk − ajl∂lφ˜mk
)
+ ∂i
(
ηM −
M∑
m=0
χm
)
σˇijl∂lPk
+
(
ηM −
M∑
m=0
χm
)(
ajl − ajl − ajh∂hφˇl
)
∂lPk.
By definition (71) of g, (73), and the antisymmetry of σˇ:
∂iσ
M,u
ijk =
(
−
M∑
m=0
χm (ajl − ajl)−
(
ajiφˇl − σˇjil
)
∂i
(
ηM −
M∑
m=0
χm
))
∂lPk
− aji∂i
(
φMk −
(
ηM −
M∑
m=0
χm
)
φˇl∂lPk
)
− σˇjil∂i
(
ηM −
M∑
m=0
χm
)
∂lPk
+
(
ηM −
M∑
m=0
χm
)(
ajl − ajl − ajh∂hφˇl
)
∂lPk
=ηM
(
(ajl − ajl)− ajl∂lφMk
)
∂lPk,
which establishes (79).
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4.2 Inductive use of large-scale Lipschitz regularity
Lemma 6. Let α = 1/2, M ≥ 0, ν ∈ (0, 1], and x0 ∈ Rd. Assume that there
exists a local ungauged generalized corrector
(
φM , σM,u
)
on B(x0, rM−1) that
simultaneously satisfies the growth conditions (34), and (30) for r∗ = r0 ≥ 1
and rmax = rM−1 and for δ := δ(d, λ, 1/2) as in Theorem 2.
Under these assumptions, there exists a local corrector φM+1, namely a so-
lution of (74), and a local ungauged flux corrector σM+1,u, namely a solution
of (79) satisfying (18), such that for any r ≥ r0 the following estimates hold:
1
r
−ˆ
B(x0,r)
∣∣∣∣∣φM+1 −−
ˆ
B(x0,r)
φM+1
∣∣∣∣∣
2
 12 ≤ C(d, λ)r−ν/3, (82)
and
1
r
−ˆ
B(x0,r)
∣∣∣∣∣σM+1,u −−
ˆ
B(x0,r)
σM+1,u
∣∣∣∣∣
2
 12 ≤ C(d, λ)r−ν/3, (83)
for a constant C(d, λ) only depending on d and λ.
Proof. Using the objects that we have defined in Lemmas 4 and 5, we proceed
in three steps: We first establish an estimate on ∇φ˜m by appealing to Theorem
2, from which we deduce (82) in a second step. Then, to finish, we show (83)
by using the result of the first step and basic facts about harmonic functions.
Step 1: Energy estimate We first show that, for any r ≥ r0 andm ≤M+1,
the functions φ˜m from Lemma 4 satisfy the following estimate
−
ˆ
B(x0,r)
∣∣∣∇φ˜m∣∣∣2 .d,λ min(1,(rm
r
)d)
r−2ν/3m . (84)
To obtain (84), we use (71) to write:
ˆ
Rd
|gm|2 .
ˆ
Rd
χ2m +
ˆ
Rd
∣∣(φˇ, σˇ)∣∣2 |∇ ((ηm − ηm−1)− χm)|2 . (85)
Since the function χm has a localized support, i.e. we have that
Supp(χm) ⊂ B(x0, rm)\B(x0, rm−2) ∩
{
x ∈ Rd : ∣∣x⊥∣∣ ≤ L(rm)} ,
the first integral on the right-hand side of (85) is bounded as
ˆ
Rd
χ2m . rd−1m L(rm).
For the second integral we use the decomposition
∇ (ηm − ηm−1 − χm) = (1− Sm) (∇ηm −∇ηm−1)− (ηm − ηm−1)∇Sm
30
and properties of the cut-off functions defined in Section 4.1 to estimate
ˆ
Rd
∣∣(φˇ, σˇ)∣∣2 |∇ ((ηm − ηm−1)− χm)|2
.
ˆ
B(x0,rm)
∣∣(φˇ, σˇ)∣∣2 L(rm)−2 + ˆ
B(x0,rm)
∣∣(φˇ, σˇ)∣∣2 L(rm−1)−2
. rd+2(1−ν)m L(rm)−2 + rd+2(1−ν)m L(rm−1)−2.
Notice that we have also used the growth condition (34).
As a consequence,
ˆ
Rd
|gm|2 . rdm
(
L(rm)
rm
+
r
2(1−ν)
m
L(rm)2
)
+ rdm−1
r
2(1−ν)
m−1
L(rm−1)2
. (86)
Recalling that rm = 2mr0, (67) appears to be the optimal choice and plugging
it in (86) yields:
ˆ
Rd
|gm|2 . rdmr−2ν/3m . (87)
Therefore, from (72) and (87), we obtain (84) for r ≥ rm−2.
For the case r ≤ rm−2, we can use Theorem 2 for which, up to the scale
r02
M−1, it is sufficient to have a local ungauged generalized corrector inB(x0, rM−1).
Since φ˜m is a-harmonic in B(x0, rm−2) ⊂ B(x0, rM−1), this entails
−
ˆ
B(x0,r)
∣∣∣∇φ˜m∣∣∣2 . −ˆ
B(x0,rm−2)
∣∣∣∇φ˜m∣∣∣2 . r−2ν/3m ,
where we have used (84) for r = rm−2. This finishes the argument for (84) for
all r ≥ r0.
Step 2: Argument for (82) Once (84) is established, applying the Poincaré-
Wirtinger inequality yields
1
r
−ˆ
B(x0,r)
∣∣∣∣∣φ˜m −−
ˆ
B(x0,r)
φ˜m
∣∣∣∣∣
2
 12 . min(1,(rm
r
)d/2)
r−ν/3m .
Whence, by definition (73) combined with the triangle inequality, (34), and
recalling rm = 2mr0, we obtain:
1
r
−ˆ
B(x0,r)
∣∣∣∣∣φM+1 −−
ˆ
B(x0,r)
φM+1
∣∣∣∣∣
2
 12
. r−ν +
M+1∑
m=0
min
(
1,
(rm
r
)d/2)
r−ν/3m . r−ν/3,
(88)
which produces (82).
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Step 3: Argument for (83) Since the right-hand term of (77) is divergence-
free, we can rewrite it as
∆N˜M+1jk =− ∂i
(
(x− x0) · ej
M+1∑
m=0
(
gmik + ail∂lφ˜
m
k
))
.
We would now like to invoke Lemma A.1. To do this we first notice that,
for r ≥ 1, we have:
−
ˆ
B(x0,r)
∣∣∣∣∣(x− x0) · ej
M+1∑
m=0
(
gmik + ail∂lφ˜
m
k
)∣∣∣∣∣
2
. r
M+1∑
m=0
(
−
ˆ
B(x0,r)
|gm|2 +
∣∣∣∇φ˜m∣∣∣2) .
By applying (84) this becomes:
r
M+1∑
m=0
(
−
ˆ
B(x0,r)
∣∣∣∇φ˜m∣∣∣2) 12 . rM+1∑
m=0
min
(
1,
(rm
r
)d/2)
r−ν/3m . r1−ν/3.
On the other hand, since gm = 0 outside of B(x0, rm)\B(x0, rm−2), (87) implies
that
r
M+1∑
m=0
(
−
ˆ
B(x0,r)
|gm|2
) 1
2
. r
min(M+1,dre+2)∑
m=0
r−d/2
(ˆ
Rd
|gm|2
) 1
2
. r
min(M+1,dre+2)∑
m=0
(rm
r
)d/2
r−ν/3m . r1−ν/3.
Therefore, we obtain:−ˆ
B(x0,r)
∣∣∣∣∣(x− x0) · ej
M+1∑
m=0
(
gmik + ail∂lφ˜
m
k
)∣∣∣∣∣
2
 12 . r1−ν/3.
As a consequence, Lemma A.1 produces a solution N˜M+1 to (77). Moreover,
(153) implies that, for any r ≥ 1, there holds:
r−1
−ˆ
B(x0,r)
∣∣∣∣∣∇N˜M+1 −−
ˆ
B(x0,r)
∇N˜M+1
∣∣∣∣∣
2
 12 . r−ν/3. (89)
Finally, we define σM+1,u by (78). Then, since (77) is satisfied and (89)
implies that ∇N˜M+1 is strictly sublinear, by Lemma 5 we know that σM+1,u is
a local ungauged flux corrector and solves (79). Last, summing up (89) and the
estimate satisfied by σˇ yields (83).
4.3 Proof of Proposition 1
We are now in a position to proceed with the:
Proof of Proposition 1. As in the previous works [11, 12], the proof is done by
induction.
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Step 1: Induction Note first that the local ungauged generalized corrector(
φ0, σ0
)
satisfies (82) and (83), as a straightforward corollary of the energy
estimate –possibly at the price of taking a larger uniform constant. We then set
r0 ≥ 1 such that
C(d, λ)r
−ν/3
0 ≤ δ(d, λ, 1/2), (90)
where C(d, λ) refers to the common constant of (82) and (83) and δ(d, λ, 1/2)
is fixed in Theorem 2.
Next, assume that the local ungauged generalized corrector
(
φM , σM
)
satis-
fies (82) and (83) for a given M ∈ N. Therefore, by (90), this local generalized
corrector also satisfies the growth condition (30) for r∗ = r0, rmax = rM−1, and
δ := δ(d, λ, 1/2). Whence, applying Lemma 6, we obtain that
(
φM+1, σM+1
)
also satisfy (82) and (83).
As a conclusion of the inductive proof, the local correctors
(
φM , σM
)
satisfy
(82) and (83) for any M ∈ N.
Step 2: Limit M → +∞ By a compactness argument in L2loc(Rd), the fol-
lowing convergences hold up to a subsequence:(
φM , σM
)
⇀
M→+∞
(φ, σu) and ∇φM ⇀
M→+∞
∇φ in L2loc(Rd).
By taking the limit of the weak formulations of (75) and (80), we deduce that
φ and σu respectively satisfy (14) and (17). Also, the generalized ungauged
correctors (φ, σu) inherit (82) and (83). As a consequence, we have established
1
r
−ˆ
B(x0,r)
∣∣∣∣∣(φ, σu)−−
ˆ
B(x0,r)
(φ, σu)
∣∣∣∣∣
2
 12 ≤ κ˜r−ν˜ for any r ≥ 1. (91)
Step 3: Post-processing (91) We use a standard argument to get (36) from
(91). Applying the Cauchy-Schwarz inequality and (91), there holds:∣∣∣∣∣−
ˆ
B(x0,r)
(φ, σu)−−
ˆ
B(x0,2r)
(φ, σu)
∣∣∣∣∣ ≤
−ˆ
B(x0,r)
∣∣∣∣∣(φ, σu)−−
ˆ
B(x0,2r)
(φ, σu)
∣∣∣∣∣
2
 12
≤ κ˜2d/2r1−ν˜ ,
for any r ≥ 1. Thus, by a dyadic argument, for 2n−1 < r ≤ 2n, we get∣∣∣∣∣−
ˆ
B(x0,r)
(φ, σu)−−
ˆ
B(x0,1)
(φ, σu)
∣∣∣∣∣
≤
n∑
j=1
∣∣∣∣∣−
ˆ
B(x0,2j)
(φ, σu)−−
ˆ
B(x0,2j−1)
(φ, σu)
∣∣∣∣∣
+
∣∣∣∣∣−
ˆ
B(x0,r)
(φ, σu)−−
ˆ
B(x0,2n)
(φ, σu)
∣∣∣∣∣
≤ κ˜2d/2
n+1∑
j=1
2j(1−ν˜) ≤ κ˜ 2
d/2+1
21−ν˜ − 1r
1−ν˜ .
As a conclusion, combining the above inequality and (91), we obtain (36).
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5 Argument for Theorem 1
As already discussed in Section 2, we first collect some peripheral results and
then combine these in Section 5.4, which contains the proof of Theorem 1.
5.1 Enforcing the gauge on the flux corrector
Here, we assume that we are given an ungauged generalized corrector satisfying
a quantified sublinearity estimate (e.g. the output of Proposition 1) and use
Lemma A.1 to obtain a generalized corrector with the same sublinearity prop-
erties. We also show that strictly sublinear generalized correctors are unique up
to the addition of a random constant. Here is the result of this subsection:
Lemma 7. Let a+ and a− ∈ Rd×d be fixed, and let 〈·〉 be an ensemble on Ω
such that, 〈·〉-almost surely, a admits a defined by (9) as its homogenized matrix
(this ensemble does not necessarily satisfy the assumptions of Section 1.2).
Assume that (φ, σu) is an ungauged generalized corrector such that for fixed
x0 ∈ Rd and p ∈ [2,∞), and for any r ≥ 1 we have that
1
r
〈−ˆ
B(x0,r)
∣∣∣∣∣φ(x)−−
ˆ
B(x0,1)
φ
∣∣∣∣∣
2
dx

p
2〉 1p
≤ κ lnβ(2 + r)r−ν (92)
and
1
r
〈−ˆ
B(x0,r)
∣∣∣∣∣σu(x)−−
ˆ
B(x0,1)
σu
∣∣∣∣∣
2
dx

p
2〉 1p
≤ κ lnβ˜(2 + r)r−ν (93)
for ν ∈ (0, 1], β ≥ 0, β˜ ≥ 0, and κ > 0. Under these conditions, φ is 〈·〉-almost
surely unique up to the addition of a constant in the class of strictly sublinear
correctors. Furthermore, 〈·〉-almost surely, there exists a strictly sublinear flux
corrector σ that is unique up to the addition of a constant and that satisfies
1
r
〈−ˆ
B(x0,r)
∣∣∣∣∣σ(x)−−
ˆ
B(x0,1)
σ
∣∣∣∣∣
2
dx

p
2〉 1p
.d,ν,β˜
{
κ lnβ˜(2 + r)r−ν if ν < 1,
κ lnβ˜+1(2 + r)r−ν if ν = 1,
(94)
for any r ≥ 1.
Remark 8. An easy consequence of Proposition 1 and Lemma 7 is that for
an ensemble 〈·〉 on Ω satisfying the conditions of Section 1.2, there 〈·〉-almost
surely exist generalized correctors (φ, σ) and (φ∗, σ∗) respectively associated to
a and a∗ that are strictly sublinear and, therefore, unique (up to the addition
of random constants).
Proof of Lemma 7. We first focus on φ. By the Markov inequality and Borel-
Cantelli lemma (using the same arguments as in Step 2 Lemma A.1), φ is 〈·〉-
almost surely strictly sublinear. Now, assume that, given a realization a, there
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are two strictly sublinear solutions to (14). By definition, their difference u
satisfies
−div (a∇u) = 0 in Rd. (95)
Yet, by Theorem 2, there exists r∗ > 1 which is 〈·〉-surely finite, such that, for
any R ≥ r ≥ r∗, there holds
−
ˆ
B(x0,r)
|∇u|2 . −
ˆ
B(x0,R)
|∇u|2 .
Therefore, using the Caccioppoli estimate and the strict sublinearity of u, we
get (
−
ˆ
B(x0,r)
|∇u|2
) 1
2
. R−1
−ˆ
B(x0,2R)
∣∣∣∣∣u−−
ˆ
B(x0,2R)
u
∣∣∣∣∣
2
 12 −→
R↑∞
0.
Since r ≥ r∗ is arbitrary, we deduce that ∇u = 0. Therefore, u is constant in
the space, 〈·〉-almost surely. As a consequence, φ is 〈·〉-almost surely unique up
to the addition of a random constant.
Next, we apply Lemma A.1 with f = σuijk − −´B(x0,1) σuijk, which we may
do since (150) is satisfied. We obtain a solution Njk to (16) such that ∇Njk
satisfies (154) and σ as defined in (15), i.e. σijk := ∂iNjk−∂jNik, satisfies (94).
The 〈·〉-almost sure uniqueness (up to the addition of constants) of σ follows
from the uniqueness of the Njk up to the addition of affine functions (shown in
Lemma A.1).
5.2 Control of the stochastic moments of r∗
We now bound the stochastic moments of the minimal radius r∗(x) for x ∈ Rd.
Lemma 8. Let the assumptions of Section 1.2 hold and Φ(a) := (φ, φ∗, σ, σ∗)
be composed of strictly sublinear generalized correctors associated to a and a∗
respectively. Given δ0 > 0 and x ∈ Rd, we define r∗(x) ≥ 1 as the minimal
radius such that
sup
r≥r∗(x)
1
r
−ˆ
B(x,r)
∣∣∣∣∣Φ−−
ˆ
B(x,r)
Φ
∣∣∣∣∣
2
 12 ≤ δ0. (96)
Then, for any p ∈ [1,∞), the p-moment of r∗(x) is bounded as
〈|r∗(x)|p〉 1p .d,λ,δ0,ν,ν0,p c1/ν0p/ν0 (97)
for ν0 < ν.
Proof. Notice first that the generalized corrector Φ = (φ, φ∗, σ, σ∗) and thus the
minimal radius r∗(x) are 〈·〉-almost surely well-defined thanks to Remark 8. For
brevity, we use the convention
δˇ(x0, r) :=
1
r
(ˆ
B(x0,r)
|Φ±|2
) 1
2
(98)
for x0 ∈ Rd and r > 0. Without loss of generality, we assume that p is large
(the general case being deduced from the Hölder inequality).
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Step 1: Post-processing (12) If p ≥ 2, by the Cauchy-Schwarz inequality,
the Bochner inequality and (12), we have, for any x, y ∈ Rd,
〈ˆ
Q(0,1)
∣∣∣∣∣Φ±(y + z)−−
ˆ
Q(x,1)
Φ±
∣∣∣∣∣
2
dz

p
2〉 1p
≤
〈(ˆ
Q(0,1)
ˆ
Q(0,1)
|Φ±(y + z)− Φ±(x+ z′)|2 dz′dz
) p
2
〉 1p
≤
〈(ˆ
Q(0,1)
ˆ
Q(0,2)
|Φ±(y + z)− Φ±(x+ z + z′′)|2 dz′′dz
) p
2
〉 1p
≤
ˆ
Q(0,2)
〈(
−
ˆ
Q(0,1)
|Φ±(y + z)− Φ±(x+ z + z′′)|2 dz
) p
2
〉 2p
dz′′

1
2
. cp (1 + |y − x|)1−ν .
(99)
In the sequel, we anchor Φ± at x, in the sense of
´
Q(x,1)
Φ± = 0. Whence, by
the the above inequality combined with the Bochner estimate, we deduce that〈
δˇ(x, r)p
〉 1
p .d cpr−ν . (100)
Step 2: Estimate on the stochastic moments of Φ We set 0 < ν0 < ν1 <
ν, q ≥ 3 and
ε−1 := 1 + sup
r≥1
(
rν1 δˇ(x, r)
)1/ν1
, (101)
which, by definition, ensures that there holds:
δˇ(x, r) ≤ (εr)−ν1 (102)
for any r ≥ 1. We then notice that, by a simple scaling argument, the generalized
corrector associated to aε± := a±
( ·
ε
)
is given by Φε± := εΦ±
( ·
ε
)
. This means
that
1
r
(
−
ˆ
B(x,r)
∣∣Φε±∣∣2
) 1
2
=
ε
r
(
−
ˆ
B(x,ε−1r)
|Φ±|2
) 1
2 (102)
≤ r−ν1 ,
which allows us to apply Proposition 1 to obtain an ungauged generalized cor-
rector Φε,u = (φ, σu) associated with the coefficient field9 aε := a
( ·
ε
)
. Rescaling
in the opposite direction as before, we then notice that Φu := ε−1Φε,u (ε ·) is a
generalized ungauged corrector associated to the original coefficient field a. By
(36) applied to Φε,u we obtain:
1
r
−ˆ
B(x,r)
∣∣∣∣∣Φu −−
ˆ
B(x,1)
Φu
∣∣∣∣∣
2
 12 ≤ κε−ν1/3r−ν1/3, (103)
9By definition, the interface layer of aε has a width 2ε < 2.
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for any r ≥ ε−1.
As a consequence, there holds
〈−ˆ
B(x,r)
∣∣∣∣∣Φu −−
ˆ
B(x,1)
Φu
∣∣∣∣∣
2

q
2〉 1q
≤ κ
〈
ε−qν1/3
〉 1
q
r1−ν1/3. (104)
Furthermore, by definition (101) of ε, by a dyadic argument, by the Bochner
estimate and by (100), we obtain
〈
ε−qν1/3
〉 1
q . 1 +
〈(
sup
r≥1
rν1 δˇ(x, r)
) q
3
〉 1
q
. 1 +
〈 ∞∑
j=0
2jν1 δˇ(x, 2j)

q
3〉 1q
. 1 +
 ∞∑
j=0
2jν12−jνcq/3
 13 . c 13q/3.
(105)
Then, combining (104), (105) and Lemma 7 implies that the generalized correc-
tor Φ = (φ, φ∗, σ, σ∗) satisfies:
〈δ(x, r)q〉 1q . c 13q/3r−ν1/3, (106)
where we denote
δ(x, r) :=
−ˆ
B(x,r)
∣∣∣∣∣Φ−−
ˆ
B(x,r)
Φ
∣∣∣∣∣
2
 12 .
Step 3: Conclusion By a similar argument as in Step 2, we know that
r∗(x) ≤ 1 + sup
r≥1
(
r
ν0
3
δ(x, r)
δ0
) 3
ν0
.
As a consequence of (106), using a dyadic decomposition and the Bochner esti-
mate as in (105), there holds:
〈|r∗(x)|p〉 1p . 1 + δ−
3
ν0
0
〈
sup
r≥1
(
r
ν0
3 δ(x, r)
) 3p
ν0
〉 1
p
. 1 + δ
− 3ν0
0
 ∞∑
j=0
2
jν0
3
〈(
δ(x, 2j)
) 3p
ν0
〉 ν0
3p
 3ν0
. 1 + δ
− 3ν0
0 c
1/ν0
p/ν0
 ∞∑
j=0
2
jν0
3 2−
jν1
3
 3ν0 . c1/ν0p/ν0 .
This concludes the proof of Lemma 8.
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5.3 Estimate for the Green’s function
We now use the uniform control of the pth stochastic moments of r∗(x) for x ∈ Rd
from the previous subsection in order to bound the pth stochastic moments of
local L2-averages of the second mixed derivatives of the heterogeneous Green’s
function. In particular, we find:
Lemma 9. Assume that d ≥ 2. Let the assumptions of Section 1.2 hold. Then,
the mixed second derivatives of the Green’s function G associated with the op-
erator −div (a · ∇) in Rd satisfy:
〈(
−
ˆ
B(x,1)
−
ˆ
B(y,1)
|∇x∇yG(x′, y′)|2 dy′dx′
) p
2
〉 1p
.d,λ,ν,ν0,p c
d/ν0
dp/ν0
|x− y|−d for |x− y| ≥ 3,
(107)
for any ν0 < ν.
Remark 9. If the coefficient field a is uniformly Hölder continuous in Rd, es-
timate (107) can be upgraded to a pointwise estimate for any x, y /∈ I by
invoking [20, Th. 1.1].
Proof of Lemma 9. Invoking the result [6, Th. 1] (and [6, Cor. 1] for d = 2) we
obtain: For a well-chosen constant δ > 0, depending on d and λ, and r∗(x) ≥ 1,
the minimal radius associated with the condition
sup
r>r∗(x)
1
r
−ˆ
B(x,r)
∣∣∣∣∣Φ−−
ˆ
B(x,r)
Φ
∣∣∣∣∣
2
 12 ≤ δ,
the mixed derivatives of the Green’s function G satisfy(
−
ˆ
B(x,1)
−
ˆ
B(y,1)
|∇x∇yG(x′, y′)|2 dy′dx′
) 1
2
.d,λ
(
(r∗(x)r∗(y))
1
2
|x− y|
)d
. (108)
Hence, (107) is a direct consequence of (108) and Lemma 8, which yields:〈
(r∗(x)r∗(y))dp/2
〉 1
p .
(
〈r∗(x)dp〉1/dp〈r∗(y)dp〉1/dp
)d/2
.d,λ,ν,ν0,p,δ c
d/ν0
dp/ν0
.
5.4 Proof of Theorem 1
Equipped with Lemmas 7, 8 and 9, we are in a position to proceed with the:
Proof of Theorem 1. Throughout our argument we fix p ∈ [2,∞) and use the
notation “ . ” to denote “ .d,λ,ν,ν0,p ”.
38
Strategy of proof By Remark 8, we already have the 〈·〉-almost sure exis-
tence and the uniqueness up to a random constant of a strictly sublinear gener-
alized corrector (φ, σ). Therefore, the following proof is devoted to establishing
the improved sublinearity estimates (22) and (23). We use a similar construc-
tion as that in Section 4, but replacing the use of energy estimates with that of
the Green’s function estimates provided by Lemma 9.
More precisely, we set a smooth function χ(x) only depending on x⊥ such
that
[−2, 2]× Rd−1 ⊆ {x : χ(x) = 1} ⊆ Supp(χ) ⊆ [−3, 3]× Rd−1.
Then, imposing the anchoring relation −´
Q(x0,1)
Φ± = 0 for x0 ∈ Rd, we propose
a decomposition of φ in the spirit of Proposition 1:
φk = (1− χ)φˇj [x0]∂jPk + φ˜k[x0], (109)
where the dependence of φˇ[x0], φ˜[x0], and σˇ[x0] in the anchoring is made explicit.
Moreover, we define an ungauged corrector σu[x0] by:
σuijk[x0] = (1− χ)σˇijl[x0]∂lPk + ∂iN˜jk[x0]− ∂jN˜ik[x0],
∆N˜jk[x0] = −gjk[x0]− ajl∂lφ˜k[x0],
gik[x0] =
(
χ (aij − aij)−
(
ailφˇj [x0]− σˇilj [x0]
)
∂lχ
)
∂jPk.
(110)
Then, we prove estimates on φ˜[x0] and σu[x0] that may be transfered to φ and
σ, either directly using (109) or indirectly through Lemma 7 (note that the
uniqueness of (φ, σ) plays a fundamental role).
Our argument has five steps: In Step 1, we use Lemma 9 to show that〈(ˆ
B(x0,1)
∣∣∣∇φ˜[x0]∣∣∣2)
p
2
〉 1p
. c1+d/ν02dp/ν0
(
1 +
∣∣x⊥0 ∣∣)−ν (111)
for any p <∞. In Step 2, using the uniqueness ∇φ and changing the anchoring
point x0, we extend the above estimate as follows:〈(ˆ
B(x,1)
∣∣∣∇φ˜[x0]∣∣∣2)
p
2
〉 1p
. c1+d/ν02dp/ν0
{ (
1 +
∣∣x⊥∣∣)−ν if ∣∣x⊥∣∣ ≥ 4,
(1 + |x− x0|)1−ν if
∣∣x⊥∣∣ ≤ 4
(112)
for any x ∈ Rd. From this, we deduce in Step 3 that the corrector φ satisfies
(22). In Step 4, defining x′0 = (0, x
‖
0), we show that the ungauged flux corrector
σu[x′0] satisfies
〈−ˆ
B(x0,r)
∣∣∣∣∣σu [x′0]−−
ˆ
B(x0,1)
σu [x′0]
∣∣∣∣∣
2

p
2〉 1p
. c1+d/ν02dp/ν0 r
1−ν ln1+bνc(r)
(113)
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for any r ≥ 2. In Step 5, by appealing to Lemma 7, we obtain that the (gauged)
flux corrector σ satisfies
〈−ˆ
B(x,r)
∣∣∣∣∣σ −−
ˆ
B(x,1)
σ
∣∣∣∣∣
2

p
2〉 1p
. c1+d/ν02dp/ν0 r
1−ν ln1+2bνc(r) (114)
for any x ∈ Rd and r ≥ 2. To finish, we convert this into (23).
Step 1: Set x0 ∈ Rd. We reinterpret (70) and (71) in the easier context of
(109) to write:
−div
(
a∇φ˜k[x0]
)
= ∂i (gik[x0]) in Rd (115)
with g defined by (110). By (99), we have:
〈(ˆ
Q(x,1)
∣∣(φˇ[x0], σˇ[x0])∣∣2)
p
2
〉 1p
. cp(1 + |x− x0|)1−ν (116)
for any p <∞ and x ∈ Rd. The definition (110) then yields that
〈(ˆ
Q(x,1)
|g[x0]|2
) p
2
〉 1p
.
{
cp (1 + |x− x0|)1−ν if x⊥ ∈ [−4, 4],
0 if x⊥ /∈ [−4, 4].
(117)
To obtain (111), we then decompose φ˜[x0] = φ˜1[x0] + φ˜2[x0], where for each
k ∈ [[1, d]] the function φ˜1k[x0] ∈ H1loc(Rd) is the Lax-Milgram solution of
−div
(
a∇φ˜1k[x0]
)
= ∂i
(
1Q(x0,3)gik[x0]
)
in Rd (118)
and φ˜2k[x0] ∈ H1loc(Rd) is a strictly sublinear solution to
−div
(
a∇φ˜2k[x0]
)
= ∂i
((
1− 1Q(x0,3)(y)
)
gik[x0]
)
in Rd. (119)
Combining the energy estimate with (117), we get
〈(ˆ
Rd
∣∣∣∇φ˜1[x0]∣∣∣2) p2〉
1
p
. cp
〈(ˆ
Q(x0,3)
|g[x0]|2
) p
2
〉 1p
. cp. (120)
To obtain estimates for ∇φ˜2[x0], we differentiate the Green’s function rep-
resentation and decompose it on cubes. In particular, for x ∈ Q(x0, 1), we
write:
∇φ˜2[x0](x) =
ˆ
Rd
∇x∇yG(x, y) · g[x0](y)
(
1− 1Q(x0,3)(y)
)
dy.
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Combining this representation with the triangle inequality and Hölder’s inequal-
ity, we obtain:〈(ˆ
Q(x0,1)
∣∣∣∇φ˜2[x0]∣∣∣2)
p
2
〉 1p
.
∑
k∈Zd\Q(0,3)
〈ˆ
Q(x0,1)
∣∣∣∣∣
ˆ
Q(k+x0,1)
∇x∇yG(x, y) · g[x0](y)dy
∣∣∣∣∣
2
dx

p
2〉 1p
.
∑
k∈Zd\Q(0,3)
〈(ˆ
Q(k+x0,1)
|g[x0]|2
)p〉1/2p
×
〈(ˆ
Q(x0,1)
ˆ
Q(k+x0,1)
|∇x∇yG(x, y)|2 dy dx
)p〉1/2p
.
We treat the second term on the right-hand side of the above estimate with
Lemma 9 to the effect of〈(ˆ
Q(x0,1)
ˆ
Q(k+x0,1)
|∇x∇yG(x, y)|2 dy dx
)p〉1/2p
. cd/ν02dp/ν0 |k|−d.
Since g[x0] is supported inside [−3, 3]×Rd−1 and satisfies (117), we then have:〈(ˆ
Q(x0,1)
∣∣∣∇φ˜2[x0](x)∣∣∣2 dx)
p
2
〉 1p
. c2pcd/ν02dp/ν0
∑
k ∈ Zd\Q(0, 3),
x⊥0 + k
⊥ ∈ [−4, 4]
|k|−d|k|1−ν
. c1+d/ν02dp/ν0
∑
k‖∈Zd−1
(
1 + |k‖|+ ∣∣x⊥0 ∣∣)−d+1−ν
. c1+d/ν02dp/ν0
(
1 +
∣∣x⊥0 ∣∣)−ν .
(121)
(By monotonicity, we have c2dp/ν0 > c2p.) Thus, we have established (111).
Step 2: Here comes the argument for (112). Recall that∇φ is uniquely defined
(almost-surely). Therefore, by (109), changing the anchoring of φ± in the sense
of x0  x ∈ Rd, implies replacing ∇φ˜[x0] ∇φ˜[x] as follows:
∇φ˜k[x] =∇φ˜k[x0] + 1R+×Rd−1
(
−
ˆ
Q(x0,1)
φ+ −−
ˆ
Q(x,1)
φ+
)
· ∇Pk∇χ
+ 1R−×Rd−1
(
−
ˆ
Q(x0,1)
φ− −−
ˆ
Q(x,1)
φ−
)
· ∇Pk∇χ.
(122)
In particular, changing the anchoring point x0 does not change the value of
∇φ˜[x0] outside of [−3, 3]×Rd−1. Hence, for any x ∈ Rd\([−4, 4]×Rd−1), (111)
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yields that 〈(
−
ˆ
Q(x,1)
∣∣∣∇φ˜[x0]∣∣∣2)
p
2
〉 1p
=
〈(
−
ˆ
Q(x,1)
∣∣∣∇φ˜[x]∣∣∣2)
p
2
〉 1p
. c1+d/ν02dp/ν0
(
1 +
∣∣x⊥∣∣)−ν .
(123)
Moreover, when x ∈ [−4, 4]×Rd−1, using (122), by assumption (12) in the form
(99) and by (111), we obtain:〈(ˆ
Q(x,1)
∣∣∣∇φ˜[x0]∣∣∣2)
p
2
〉 1p
.
〈(ˆ
Q(x,1)
∣∣∣∇φ˜[x]∣∣∣2)
p
2
〉 1p
+
〈∣∣∣∣∣
ˆ
Q(x,1)
φ± −
ˆ
Q(x0,1)
φ±
∣∣∣∣∣
p〉 1p
. c1+d/ν02dp/ν0 (1 + |x0 − x|)
1−ν
.
As a consequence, (112) holds.
Step 3: We now establish (22). To estimate φ, we set a suitable anchoring
point x0 ∈ Rd and apply the triangle inequality on (109): The part (1−χ)φˇ[x0]
is treated with (12) whereas φ˜[x0] is handled by integrating ∇φ˜[x0], which is
controlled by (112), along a suitable path Γ.
Fix x, y ∈ Rd; we assume that x⊥ ≤ −4 < 4 ≤ y⊥. (It is easy to check that
our method extends to the general case.) We then introduce the points
x0 :=
(
0, x‖
)
, x1 :=
(
2|x− y|, x‖
)
, and x2 :=
(
2|x− y|, y‖
)
. (124)
From these points we draw the path Γ parametrized by
γ(t) =

x(1− 3t) + x13t for 0 ≤ t ≤ 1/3,
x1(2− 3t) + x2(3t− 1) for 1/3 ≤ t ≤ 2/3,
x2(3− 3t) + y(3t− 2) for 2/3 ≤ t ≤ 1.
(125)
By (99), using x0 as the reference point, there holds:〈(ˆ
Q(0,1)
∣∣φˇ[x0](x+ z)− φˇ[x0](y + z)∣∣2 dz)
p
2
〉 1p
.d cp(1 + |x− y|1−ν).
Combining (99) with the splitting (109) and an application of the triangle in-
equality, we obtain:〈(ˆ
Q(0,1)
|φ(x+ z)− φ(y + z)|2 dz
) p
2
〉 1p
. cp(1 + |x− y|1−ν) +
〈(ˆ
Q(0,1)
∣∣∣φ˜[x0](x+ z)− φ˜[x0](y + z)∣∣∣2 dz)
p
2
〉 1p
,
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Figure 5: Path of integration Γ.
which implies that proving (22) amounts to establishing〈(ˆ
Q(0,1)
∣∣∣φ˜[x0](x+ z)− φ˜[x0](y + z)∣∣∣2 dz)
p
2
〉 1p
. c1+d/ν02dp/ν0
{
(1 + |x− y|)1−ν if ν < 1,
ln(2 + |x− y|) if ν = 1.
(126)
For (126), we first use the Bochner inequality:(ˆ
Q(0,1)
∣∣∣φ˜[x0](x+ z)− φ˜[x0](y + z)∣∣∣2 dz)
1
2
=
(ˆ
Q(0,1)
∣∣∣∣ˆ 1
0
∇φ˜[x0](z + γ(t))γ′(t) dt
∣∣∣∣2 dz
) 1
2
≤
ˆ 1
0
(ˆ
Q(γ(t),1)
∣∣∣∇φ˜[x0](z)∣∣∣2 dz)
1
2
|γ′(t)|dt,
where γ is defined in (125). As a consequence, using once more the Bochner
inequality, we get from (112) that〈(ˆ
Q(0,1)
∣∣∣φ˜[x0](x+ z)− φ˜[x0](y + z)∣∣∣2 dz)
p
2
〉 1p
.
ˆ 1
0
〈(ˆ
Q(γ(t),1)
∣∣∣∇φ˜[x0](z)∣∣∣2 dz)
p
2
〉 1p
|γ′(t)|dt
. c1+d/ν02dp/ν0
ˆ 1
0
(
1 +
∣∣γ(t)⊥∣∣)−ν |γ′(t)|dt
. c1+d/ν0dp/ν0
{
(1 + |x− y|)1−ν if ν < 1,
ln(2 + |x− y|) if ν = 1.
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This establishes (126), so that (22) is proved.
Step 4: We now consider the ungauged corrector σu[x′0] defined by (110), for
x′0 = (0, x
‖
0).
By splitting N˜ [x′0] into a far-field and near-field contribution (depending on
the support of the right-hand side), we can use the Green’s function associated
to the Laplacian for the far-field piece and the standard energy estimate for the
near-field piece to obtain:ˆ
B(x,1)
∣∣∣∇2N˜ [x′0]∣∣∣2 .ˆ
Q(x,2)
|g[x′0]|2 + |∇φ˜[x′0]|2
+
(ˆ
Rd\Q(x,2)
|g[x′0](z)|+ |∇φ˜[x′0](z)|
|x− z|d dz
)2
.
Using (112) and (117), we can then decompose the above estimate to find that〈(ˆ
B(x,1)
∣∣∣∇2N˜ [x′0]∣∣∣2
) p
2
〉 1p
.
∑
k∈Zd
1
(|k − x|+ 1)d
〈(ˆ
Q(k,1)
|g[x′0]|2 +
∣∣∣∇φ˜[x′0]∣∣∣2
) p
2
〉 1p
. c1+d/ν02dp/ν0
 ∑
k ∈ Zd,
|k⊥| ≤ 4
(1 + |k − x′0|)1−ν
(|k − x|+ 1)d
+
∑
k ∈ Zd,
|k⊥| ≥ 4
|k⊥|−ν
(|k − x|+ 1)d
 .
(127)
Now, up to a multiplicative constant, we bound the first right-hand term of
(127) by
∑
k‖∈Zd−1
(
1 + |k‖ − x‖0|
)1−ν
(
1 + |k‖ − x‖|+ |x⊥|)d =
∑
k‖∈Zd−1
(
1 + |k‖ − x‖0 + x‖|
)1−ν
(
1 + |k‖|+ |x⊥|)d
.
(
1 + |x‖ − x‖0|
)1−ν (
1 + |x⊥|)−1
+
(
1 + |x⊥|)−ν
and the second right-hand term of (127) by∑
k⊥∈Z\{0}
|k⊥|−ν
|k⊥ − x⊥|+ 1 .
(
1 + |x⊥|)−ν ln (2 + |x⊥|) . (128)
By summation, we deduce from the three above inequalities that〈(ˆ
B(x,1)
|∇2N˜ [x′0]|2
) p
2
〉 1p
.c1+d/ν02dp/ν0
(
1 + |x‖ − x‖0|
)1−ν (
1 +
∣∣x⊥∣∣)−1
+ c
1+d/ν0
2dp/ν0
(
1 +
∣∣x⊥∣∣)−ν ln (2 + ∣∣x⊥∣∣) .
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Integrating the previous estimate along a path Γ similar to Step 3, we obtain
that 〈(ˆ
B(0,1)
∣∣∣∇N˜ [x′0](x0 + ·)−∇N˜ [x′0](x+ ·)∣∣∣2
) p
2
〉 1p
. c1+d/ν02dp/ν0 |x− x0|
1−ν
ln1+bνc (2 + |x− x0|) .
As a consequence, for any R ≥ 1 and ν ∈ (0, 1], we find:
〈−ˆ
B(x0,R)
∣∣∣∣∣∇N˜ [x0]−−
ˆ
B(x0,1)
∇N˜ [x0]
∣∣∣∣∣
2

p
2〉2/p
.
(
c
1+d/ν0
2dp/ν0
)2
R−d
ˆ
B(0,R)
|z|2(1−ν) ln2(1+bνc) (2 + |z|) dz
.
(
c
1+d/ν0
2dp/ν0
)2
R2(1−ν) ln2(1+bνc)(2 +R).
Then, recalling (12) in the form (99), we obtain that σu defined by (110) satisfies
(113).
Step 5: From the previous step, we have a family of ungauged flux correctors
σu[x′0] depending on the anchoring point x′0 = (0, x
‖
0) ∈ Rd and satisfying (113).
Thus, we may apply Lemma 7 to each σu[x′0] and obtain a new estimate on the
〈·〉-almost surely unique (up to the addition of a random constant) flux corrector
σ. Namely, the latter satisfies (114), for any x ∈ Rd.
Finally, we notice that, for fixed x, y ∈ Rd such that |x − y| = R ≥ 1, we
may apply (114) for x and y with r = 1 and then again for y with r = 2R, in
order to obtain:ˆ
B(0,1)
|σ(x+ z)− σ(y + z)|dz . 1 +R1−ν ln1+2bνc(2 +R)
as desired.
6 Proof of Corollary 1
Since a very similar version of Corollary 1 has already been proved in [17], we
only emphasize the main steps. Indeed, the only technical difference between
the setting in [17] and here is that the generalized correctors considered here
are not bounded, but only satisfy (22). We refer the interested reader to [17]
for the technicalities due to the interface, and to [7] for the technicalities due to
the growth rate (22) of the generalized correctors. We also refer to [19], from
which the main ideas of the aforementioned articles are borrowed.
Proof of Corollary 1. We first justify (45), which corresponds to [17, Prop. 4.3].
It is a consequence of (20), that can be reformulated thanks to the Green’s
45
function Gε associated with the operator −div (a(·/ε)∇·) in Rd as
uε(x)− u(x)− εφ
(x
ε
)
· ∇u(x)
= −ε
ˆ
Rd
∂yiG
ε(x, y)
(
(aijφk − σijk)
(y
ε
)
∂j∂ku(y)
)
dy.
By applying a Hölder inequality on the above right-hand term, in which we
inject the regularity of ∇u (see [22, Th.]), the estimates on the generalized
correctors provided by (22) and the following estimate on the Green’s function
|∇yGε(x, y)| . |x− y|−d+1, (129)
(which follows from [6, Th. 1]) we obtain (45).
By a duality argument detailed in [7, Th. 4.6] and in [17, Prop. 4.4], we
deduce from (45) that, for any x 6= y, the following estimate hold:
∣∣Gε(x, y)− G¯(x, y)∣∣ . εν ln1+2bνc (2 + ε−1|x− y|)|x− y|d−2+ν , (130)
where G¯ is the Green’s function of the homogenized operator −div (a∇·) in Rd.
As in [17, Th. 4.5], it is deduced from Lipschitz regularity (i.e. Theorem 2)
that the previous estimate (130) can be upgraded to the level of the gradients:∣∣∣∇xGε(x, y)−∇xG¯(x, y)−∇φ(x
ε
)
· ∇xG¯(x, y)
∣∣∣
≤ Cεν ln
2+2bνc (2 + ε−1|x− y|)
|x− y|d−1+ν .
(131)
Finally, as in the proof of [17, Cor. 4.6], we express
∇uε(x)−∇u(x)−∇φ
(x
ε
)
· ∇u(x)
=
ˆ
B(x0,1)
(
∇xGε(x, y)−∇G¯(x, y)−∇φ
(x
ε
)
· ∇G¯(x, y)
)
f(y)dy.
Then, by using a simple Hölder inequality involving the previous estimate, we
obtain the desired result (46). (In the case ν = 1, an additional decomposition
is required to avoid the singularity x = y for ν = 1; it is detailed in [17, Cor.
4.6].)
7 Proof of Proposition 2
Proof. In the sequel, the symbol “.” will be used for “.d,η1,η2”. The equation
on φ1 reads:
− div (a∇φ1) = div (ae1) = div (ηe1) in Rd.
The strategy of the proof is to make use of the Green’s function G associated
with the operator −div (a · ∇) to express the growth rate of φ1 between two
points x and x′ ∈ Rd:
φ1(x
′)− φ1(x) =
ˆ
[x′,x]
(ˆ
D
η(y)∇x∇yG(x′′, y) · e1dy
)
· dx′′. (132)
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The proof then falls in two steps. Step 1 is devoted to deriving an asymptotic
estimate for ∇yG(x, y) when y is far from the interface I. Equipped with this,
in Step 2, we choose suitable points x and x′ ∈ Rd and explicitly compute the
leading order of (132), thus obtaining (43).
Step 1: Recall that the correctors φ± and σ± are bounded. Therefore, we
may apply Theorem 1 to obtain strictly sublinear generalized correctors (φ, σ).
Since the correctors Φ± are uniformly bounded in Rd, we have the additional
estimate
|∇φ(y)| . (1 + ∣∣y⊥∣∣)−1 , (133)
for any y ∈ Rd. (The above estimate is (111) turned into a pointwise estimate
thanks to the smoothness of a).
Also, the Green’s function G satisfies (131). Thus, we may deduce from
the regularity and symmetry of a the following (suboptimal but convenient)
estimate: ∣∣∇yG(x, y) + (I +∇φ (y)) · ∇G¯(x− y)∣∣ . |x− y|−d+ 12 , (134)
for any x, y ∈ Rd\I, |x−y| ≥ 1, where G¯ is the Green’s function of the operator
−∆. The latter function satisfies
G¯(x) = Cd|x|−d+2, ∇G¯(x) = −Cd(d− 2) x,|x|d ,
∇∇G¯(x) = Cd(d− 2)d(x⊗ x)− |x|
2I
|x|d+2 .
(135)
for a universal constant Cd > 0 (see [13, (4.1) Chap. 4 p. 51]).
By a triangle inequality involving (133), (134), and (135), we obtain an
approximation of ∇yG(x, y) in the form of
∣∣∇yG(x, y) +∇G¯(x− y)∣∣ . |x− y|− 12 + (1 + ∣∣y⊥∣∣)−1|x− y|d−1 , (136)
for any x, y ∈ Rd with |x− y| ≥ 1.
Step 2: We now show that, given r ≥ 1, estimate (43) holds for the following
choice of x and x′:
x := −e1 and x′ := −(r + 1)e1.
More precisely, we prove that there exists a positive constant C such that
|φ1(x)− φ1(x′)| ≥ C ln(r) +O(1). (137)
We split the strip D, defined in (41), into a far domain and a near domain:
D1 := [r,+∞)× [−1, 1]× Rd−2 and D2 := [0, r]× [−1, 1]× Rd−2 (138)
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(see Figure 2). The identity (132) is accordingly reinterpreted as
φ1(x
′)− φ1(x) =
ˆ
[x′,x]
(ˆ
D1
η(y)∇x∂y1G(x′′, y)dy
)
· dx′′
+
ˆ
[x′,x]
(ˆ
D2
η(y)∇x∂y1G(x′′, y)dy
)
· dx′′ =: I1 + I2. (139)
By Lemma 9 combined with (129) and the regularity of a, the Green’s func-
tion G satisfies the following estimates:
|∇yG(x, y)| . |x− y|−d+1 and |∇x∇yG(x, y)| . |x− y|−d, (140)
for any x, y ∈ Rd\I with |x − y| ≥ 1. Whence, we may estimate I1 defined in
(139) by
|I1| .
ˆ
[x′,x]
(ˆ
D1
1
|x′′ − y|d dy
)
|dx′′|
. r
(ˆ
[−1,1]×R+×Rd−2
1
(r + |y|)d
dy
)
. 1, (141)
where we used that |x− x′| = r.
We now consider I2 in (139). We first integrate along the x′′ variable:
I2 =
ˆ
D2
η(y)∂y1G(x, y)dy −
ˆ
D2
η(y)∂y1G(x
′, y)dy =: I21 + I22.
On the one hand, we treat the second integral by using (140)
|I22| .
ˆ
D2
1
|x′ − y|d−1 dy .
ˆ r
0
ˆ
Rd−2
1
(r + 1 + y1 + |y˜|)d−1
dy1dy˜
.
ˆ r
0
1
(r + 1 + y1)
dy1 . 1. (142)
On the other hand, by (136) and since 1 ≤ |x − y| . |x′ − y| if y ∈ D2, we
approximate I21 as follows:∣∣∣∣I21 + ˆ
D2
η∂1G¯(x− ·)
∣∣∣∣ . ˆ
D2
|x− y|−1/2 + (1 + ∣∣y⊥∣∣)−1
|x− y|d−1 dy
.
ˆ r
0
ˆ
Rd−2
(1 + y1 + |y˜|)−1/2 + (1 + |y1|)−1
(1 + y1 + |y˜|)d−1
dy˜dy1
.
ˆ +∞
0
[
1
|1 + y1|3/2 +
(1 + |y1|)−1
(|1 + y1|)
]
dy1 . 1.
We then further simplify I21 by using a Taylor expansion to remove the
dependence of ∂1G¯(z) on z · e2. In particular, this requires the decay of ∇2G¯
provided by (135) and the observation that η is supported in the set R+ ×
[−1, 1]×Rd−2. Recalling that η is defined by (40), that η1 = 1 in [1,+∞), and
substituting x = −e1, we then obtain:
I21 = −C0
ˆ r
0
ˆ
Rd−2
∂1G¯ ((−1− y1, 0, y˜))) dy˜dy1 +O(1), (143)
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for the positive constant C0 :=
´
R η2 > 0. Therefore, injecting (135) in (143),
and then performing the change of variables y˜ = (1 + y1)z˜, we may explicitly
compute the above integral, to the effect of
I21 =− C1
ˆ r
0
ˆ
Rd−2
1 + y1(
(1 + y1)
2
+ |y˜|2
) d
2
dy˜dy1 +O(1)
=− C2
ˆ r
0
1
(1 + y1)
dy1 +O(1) = −C2 ln(r + 1) +O(1)
(144)
for positive constants C1, C2 > 0.
Combining (139), (141), (142) and (144) establishes (137) and concludes the
proof of Proposition 2.
8 Proof of Theorem 3
Remark 10. For the sake of simplicity, we make use of Theorem 1 to show The-
orem 3. However, we only need the uniqueness of correctors and a (suboptimal)
growth quantification (the one provided by Proposition 1 is sufficient).
Proof of Theorem 3. Existence and uniqueness (up to the addition of a con-
stant) of strictly sublinear generalized correctors is already provided by Theorem
1. Thus, we only have to check that (37) is satisfied.
We follow the classical approach described in the lecture notes [18]. First,
we obtain from Theorem 1 and from the regularity of the coefficient field a a
bound on the moments of the gradient of φ and σ:
sup
x∈Rd\(−e1+I∪e1+I)
〈|(∇φ,∇σ) (x)|p〉 1p . 1. (145)
Next, we establish that (38) holds. We finally obtain (37) by applying (38) to
a suitable functional and by making use of the regularity of a.
Before proceeding with the proof, we make a couple of simplifications. We
assume that dg = 1, and that d ≥ 3. (The only difference for the case d = 2 is
located in Step 3, where dimension plays a role in the potential theory).
Step 1: Let x ∈ Rd. By combining the Caccioppoli estimate, (22), (23), we
easily obtain that 〈(
−
ˆ
B(x,1)
|(∇φ,∇σ)|2
)p〉
. 1.
Then, by (39) and (27), the coefficient a is 〈·〉-almost surely α/2-Hölder con-
tinuous in B(x, 1) except on the interfaces −e1 + I and e1 + I, and, for any
p ∈ [1,+∞), there holds〈
‖a‖p
C0,
α
2 (B(x,1)\(−e1+I∪e1+I))
〉 1
p . 1.
Thus, a local version of the regularity theorem [20, Th. 1.1] successively
yields that φ and σ satisfy (145).
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Step 2: For simplicity, we assume that F only depends on a− and a+ (the
argument below is easily generalized), and that 〈F 〉 = 0. We denote by 〈·〉±
the ensembles associated with g± respectively. We already know (see [18, Sec.
3.2]), that any functional depending only on g± satisfies (38) with a and 〈·〉
respectively replaced by g± and 〈·〉±. By independence of g− and g+, we also
have that
〈G〉 = 〈〈G〉−〉+ , (146)
for any random variable G depending only on g− and g+
Therefore, by applying the spectral gap (38) only with respect to 〈·〉−, there
holds:
〈|F |2p〉 = 〈〈|F |2p〉−〉+ .
〈(ˆ
Rd
∣∣∣∣ ∂F∂g−(z)
∣∣∣∣2 dz
)p〉
+
〈∣∣〈F 〉−∣∣2p〉
+
Now invoking the spectral gap only with respect to 〈·〉+, we obtain:
〈∣∣〈F 〉−∣∣2p〉
+
.
〈(ˆ
Rd
∣∣∣∣∂ 〈F 〉−∂g+(z)
∣∣∣∣2 dz
)p〉
+
+
∣∣∣〈〈F 〉−〉+∣∣∣2p
.
〈(ˆ
Rd
〈∣∣∣∣ ∂F∂g+(z)
∣∣∣∣2
〉
−
dz
)p〉
+
+ |〈F 〉|2p
.
〈(ˆ
Rd
∣∣∣∣ ∂F∂g+(z)
∣∣∣∣2 dz
)p〉
,
where we have used the Bochner inequality and 〈F 〉 = 0. The two above in-
equalities yield:
〈|F |2p〉 . 〈(ˆ
Rd
(∣∣∣∣ ∂F∂g−(z)
∣∣∣∣+ ∣∣∣∣ ∂F∂g+(z)
∣∣∣∣)2 dz
)p〉
. (147)
Finally, by the chain rule (and recalling (27)), we establish (38).
Step 3: For the sake of simplicity, we only show (37) for φ. Also, we make
take p large (by the Hölder inequality, if (37) holds for p = p1, then it also holds
for any p = p2 ≤ p1). Let x, y ∈ Rd (we recall that d ≥ 3 here). The aim of this
step is to establish the following estimate:〈∣∣∣∣∣−
ˆ
B(x,1)
φ−−
ˆ
B(y,1)
φ
∣∣∣∣∣
2p〉
. 1. (148)
By the Sobolev embedding (provided 2p > d), there also holds that∣∣∣∣∣φ(x)−−
ˆ
B(x,1)
φ
∣∣∣∣∣
2p
.
(
−
ˆ
B(x,1)
|∇φ|2p
)
.
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Thence, taking the expectation and recalling (145), we deduce that〈∣∣∣∣∣φ(x)−−
ˆ
B(x,1)
φ
∣∣∣∣∣
2p〉
.
〈
−
ˆ
B(x,1)
|∇φ|2p
〉
. 1.
Combining this estimate with (148) establishes (37) and concludes the proof in
the case d ≥ 3.
Here comes the argument for (148). We define w and v as the strictly
sublinear solutions to
−∆w = 1B(x,1) − 1B(y,1) and − div (a∗∇v +∇w) = 0.
We set
F := −
ˆ
B(x,1)
φ−−
ˆ
B(y,1)
φ = −
ˆ
Rd
∆wφ =
ˆ
Rd
∇w · ∇φ. (149)
Now, notice that
∂F
∂a(z)
=
ˆ
Rd
∇w · ∇ ∂φ
∂a(z)
= −
ˆ
Rd
∇v · a∇ ∂φ
∂a(z)
.
By differentiating the equation (14), there holds:
−div
(
a · ∇ ∂φj
∂a(z)
+ δz∇ (φj + Pj)∗
)
= 0.
Thus, we obtain:
∂F
∂a(z)
= (∇ (φj + Pj)⊗∇v) (z).
Then, by the spectral gap (38) and a duality argument, we deduce that〈
|F |2p
〉
.
〈(ˆ
Rd
|∇ (φj + Pj)⊗∇v|2
)p〉
. sup
〈|G|2p′〉≤1
〈ˆ
Rd
|∇ (φj + Pj)⊗∇v|2 |G|2
〉p
,
where p′ is the conjugated exponent of p (i.e. 1/p + 1/p′ = 1). By the Hölder
inequality and thanks to (145), we estimate the above right-hand side as follows:〈ˆ
Rd
|(∇φj + Pj)⊗∇v|2 |G|2
〉
≤
ˆ
Rd
〈
|∇(φj + Pj)|2p
〉 1
p
〈
|G∇v|2p′
〉 1
p′
.
ˆ
Rd
〈
|G∇v|2p′
〉 1
p′
.
Recall that Gv satisfies
div (a∗∇ (Gv) +G∇w) = 0.
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Therefore, if p′ is sufficiently small, that is, if p is sufficiently large, we may
apply the annealed Meyers estimates provided by [18, Prop. 4.1(i)] (where it is
sufficient that a∗ is uniformly elliptic and bounded). Thus, we get
ˆ
Rd
〈
|G∇v|2p′
〉 1
p′ .
ˆ
Rd
〈
|G∇w|2p′
〉 1
p′ .
ˆ
Rd
|∇w|2 . 1,
since w is deterministic and
〈
|G|2p′
〉
≤ 1 (the last bound being obtained by the
potential theory in dimension d ≥ 3). This implies (148).
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A A technical lemma for harmonic functions
Throughout this paper we make use of the following technical lemma:
Lemma A.1. Let d ≥ 2, p ≥ 2, x0 ∈ Rd, 〈·〉 be a given ensemble, and f ∈
Lp(Ω, L2loc
(
Rd,Rd
)
) be a random vector field. We assume that for any R ≥ 1
we have: 〈(
−
ˆ
B(x0,R)
|f |2
) p
2
〉 1p
≤ C0R1−ν lnβ(2 +R) (150)
for some exponents ν ∈ (0, 1] and β ≥ 0. Then, 〈·〉-almost surely, there exists a
distributional solution u ∈ H1loc(Rd) of
−∆u = ∇ · f in Rd (151)
subject to the constraint:
lim sup
R→+∞
R−1
−ˆ
B(x0,R)
∣∣∣∣∣∇u−−
ˆ
B(x0,R)
∇u
∣∣∣∣∣
2
 12 = 0. (152)
The solution u is unique up to the addition of affine functions. Moreover, for
any R ≥ 1 we have that
〈−ˆ
B(x0,R)
∣∣∣∣∣∇u−−
ˆ
B(x0,R)
∇u
∣∣∣∣∣
2

p
2〉 1p
.d,ν,β C0R1−ν lnβ(2 +R) (153)
and 〈−ˆ
B(x0,R)
∣∣∣∣∣∇u−−
ˆ
B(x0,1)
∇u
∣∣∣∣∣
2

p
2〉 1p
.d,ν,β
{
C0R
1−ν lnβ(2 +R) if ν < 1,
C0 ln
β+1(2 +R) if ν = 1.
(154)
Proof of Lemma A.1. The uniqueness of the solution u is a direct application of
the Liouville principle for harmonic functions. Our argument then breaks down
into three steps: First, in Step 1, we prove the 〈·〉-almost sure existence of a
solution to (151). Then, in Step 2, we show that this solution satisfies (153) for
any R ≥ 1. To finish, in Step 3 we deduce (154) from (153).
Step 1: We decompose
f =
+∞∑
m=1
fm for fm := f1B(x0,(2m−1))\B(x0,(2m−1−1))
and let um ∈ H1loc(Rd) be the Lax-Milgram solutions ofˆ
Rd
∇ψ · ∇um = −
ˆ
Rd
∇ψ · fm. (155)
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Taking ψ = um in (155) and using Hölder’s inequality and (150) implies that〈(ˆ
Rd
|∇um|2
) p
2
〉 1
p
≤
〈(ˆ
Rd
|fm|2
) p
2
〉 1
p
≤ (2m)d/2 (2m)1−ν lnβ(2 + 2m). (156)
We then define:
u˜m(x) :=
{
um(x) if m = 1,
um(x)− um(x0)− x · ∇um(x0) if m > 1,
(157)
and claim that the series
u :=
+∞∑
m=1
u˜m (158)
almost-surely defines a distributional solution to (151). In particular, we show
that the series in (158) converges in H1loc(Rd) 〈·〉-almost surely.
Let R := 2m0 for m0 ∈ N. Notice that, to show the desired convergence,
we may discard the terms of (158) with m ∈ [[1,m0 + 3]] as the estimate (156)
ensures that 〈·〉-almost surely ∇um ∈ L2(Rd) for any m ≥ 1. For m ≥ m0 + 3,
the function um is harmonic in B(x0, 2R), which means that we have access to
the mean-value property and the Caccioppoli inequality. We obtain:
−
ˆ
B(x0,R)
|∇u˜m|2
(157)
. R2 sup
B(x0,R)
∣∣∇2um∣∣2 . R2−ˆ
B(x0,2R)
∣∣∇2um∣∣2
. R2−
ˆ
B(x0,2m−1)
∣∣∇2um∣∣2
. R22−2m−
ˆ
B(x0,2m)
|∇um|2 .
(159)
Therefore, recalling (156) we obtain for any m ≥ m0 + 3
〈(
−
ˆ
B(x0,R)
|∇u˜m|2
) p
2
〉 1p
. 2m0−m2m(1−ν) lnβ (2 + 2m) .
Thus, by the triangle inequality, we get
〈 +∞∑
m=m0+3
(
−
ˆ
B(x0,R)
|∇u˜m|2
) 1
2
p〉
1
p
. 2m0
+∞∑
m=m0+3
2−mν lnβ (2 + 2m)
. 2m0(1−ν) lnβ (2 + 2m0) , (160)
which shows the desired convergence. Hence, u is a solution to (151).
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Step 2: As above, we set R := 2m0 . We then obtain:
〈−ˆ
B(x0,R)
∣∣∣∣∣∇u˜m −−
ˆ
B(x0,R)
∇u˜m
∣∣∣∣∣
2

p
2〉 1p
≤
〈(
−
ˆ
B(x0,R)
|∇u˜m|2
) p
2
〉 1p
(156)
. 2(m−m0)d/22m(1−ν) lnβ (2 + 2m) .
Whence, by the triangle inequality, we have:
〈−ˆ
B(0,R)
∣∣∣∣∣
m0+2∑
m=1
(
∇u˜m −−
ˆ
B(x0,R)
∇u˜m
)∣∣∣∣∣
2

p
2〉 1p
.
m0+2∑
m=1
2(m−m0)d/22m(1−ν) lnβ (2 + 2m) . 2m0(1−ν) lnβ (2 + 2m0) . (161)
Therefore, by a triangle inequality involving (160) and (161) (recall that R =
2m0), we obtain (153). Hence
+∞∑
m0=1
2−m0
〈−ˆ
B(x0,2m0 )
∣∣∣∣∣∇u−−
ˆ
B(x0,2m0 )
∇u
∣∣∣∣∣
2

p
2〉 1p
< +∞.
Therefore, by the Markov inequality and the Borel-Cantelli Lemma, this shows
that (152) is 〈·〉-almost surely satisfied.
Step 3 We finally replace the innermost integral of the left-hand side of (153)
by an average over B(x0, 1). Indeed, by the Cauchy-Schwarz inequality, there
holds:∣∣∣∣∣−
ˆ
B(x0,2m−1)
∇u−−
ˆ
B(x0,2m)
∇u
∣∣∣∣∣ ≤
−ˆ
B(x0,2m−1)
∣∣∣∣∣∇u−−
ˆ
B(x0,2m)
∇u
∣∣∣∣∣
2
 12
≤2d/2
−ˆ
B(x0,2m)
∣∣∣∣∣∇u−−
ˆ
B(x0,2m)
∇u
∣∣∣∣∣
2
 12 .
Hence, invoking (153) yields〈∣∣∣∣∣−
ˆ
B(x0,1)
∇u−−
ˆ
B(x0,2m0 )
∇u
∣∣∣∣∣
p〉 1p
.
m0∑
m=0
2m(1−ν) lnβ (2 + 2m) ,
which, by a triangle inequality involving once more (153), produces (154) for
R := 2m0 (the general case R ≥ 1 being a consequence of it).
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B Proof of Lemma 2
The proof is standard and relies on ideas from [21, Prop. 2.1]:
Proof of Lemma 2. We adapt the classical argument to our situation with the
interface:
Step 1: Caccioppoli estimate We first notice that, for any x0 ∈ Rd and
R > 0, if u ∈ H1(B(x0, R)) is a-harmonic, then we have that
−
ˆ
B(x0,R/2)
|∇u|2 .d,λ
(
1
R
)2
−
ˆ
B(x0,R)
∣∣∣∣∣u−−
ˆ
B(x0,R)
u
∣∣∣∣∣
2
. (162)
We include the argument of (162) for completeness. Without loss of gener-
ality, we assume that u is of zero mean in B(x0, R). Let η be a smooth cut-off
of B(x0, R/2) in B(x0, R) such that |∇η| . 1R and test the equation satisfied
by u with η2u. This yields
ˆ
B(x0,R)
(η2∇u+ 2η∇ηu) · a∇u = 0, (163)
which, after an application of Young’s inequality and using the properties of η
and a, yields (162).
Step 2: Iteration of the Caccioppoli estimate We now show that, for
x ∈ B(x0, 1 − ρ) and n ∈ N, the following estimate holds for any multi-index
β ∈ Nd such that |β| = n ≥ 1:
ˆ
B(x,ρ/2)\I
|∂βu|2 .d,λ,n
(
1
ρ
)2(n−1) ˆ
B(x,ρ)
|∇u|2. (164)
Notice that combining (164) with Morrey’s inequality and a covering argument
gives that
sup
x∈B(x0,1−ρ)\I
ρ2|∇2u(x)|2 + sup
x∈B(x0,1−ρ)\I
|∇u(x)|2 . ρ−d−
ˆ
B(x0,1)
|∇u|2. (165)
Since the terms on the left-hand side of (165) are treated in the same way, we
concentrate on the |∇2u|2-term and notice that
sup
x∈B(x0,1−ρ)\I
|∇2u(x)|2 . ρ−(d+2)
ˆ
B(x0,1)
|∇u|2.
In the above line, we used the estimate
sup
y∈B(x,ρ/2)\I
|∇2u(y)|2 .d,λ ρ−d−2
ˆ
B(x,ρ)
|∇u|2,
which may be obtained first in the ball of radius 1 by means of (164) (with
ρ := 1/2), and then in the ball of radius ρ by a rescaling argument.
Our argument for (164) is inductive: Notice that the case n = 1 is trivial.
Next, since a-harmonicity is equivalent to a±-harmonicity to the left and right
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of the interface respectively complemented with transmission condition, we find
that ∂αu ∈ H1(B(x, ρ)) is still a-harmonic for any multi-index such that α1 = 0.
Applying (162) to these ∂αu, we inductively obtain that
ˆ
B(x,ρ/4)
|∇∂αu|2 . 1
ρ2
ˆ
B(x,ρ/2)
|∂αu|2 .
(
1
ρ
)2n ˆ
B(x,ρ)
|∇u|2. (166)
This observation establishes (164), for any multi-index β such that β1 ≤ 1.
We still have to increase β1. For this we can use the equation satisfied by u
in B(x, ρ) off of the interface. This implies that the following relation holds in
B(x, ρ) \ I
∂β∂n+21 u =
−1
a11
∑
(i,j)6=(1,1)
aij∂
β∂n1 ∂i∂ju. (167)
Using once more an inductive argument, we finally obtain (164) for any multi-
index β ∈ Nd.
Step 3: Harmonic coordinates Going from (165) to the desired (50) is a
simple matter of using (21). In particular, we use that, due to (13), (∇P )−1 is
bounded off of the interface and, since ∇u satisfies the transmission condition
through the interface, it is continuous.
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