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Abstract
Cycling, as a mode share of urban travel, is widely desired to be increased. To support the delivery of improved infrastructure,
robust modelling is desired and modelling such agents demands real-world calibration. Data to enable this is expensive to obtain
by conventional means.
This paper presents and demonstrates a process for the analysis of video to provide such data. This analysis yields spatiotemporal
data for experimentally-observed cyclists from which velocity information (amongst other things) can be derived. With further
reﬁnement, this process can be used in the analysis of existing and future highway video data.
c© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
Cycling is widely considered an important part of a sustainable solution to travel needs within urban areas1,2,3.
Given that in many cases, transport authorities have spent the last century modifying their networks to be more motor-
vehicle-centric, the provision of appropriate new cycle infrastructure is likely to be a necessary step in achieving these
ambitions. However, the question of what infrastructure to provide is usually decided based on policy, incremental or
generally qualitative measures.
Clearly in some cases, policy-based interventions can be eﬀective. One need only look to the established levels of
cycling in the Netherlands and Denmark, or to schemes delivered at the local level such as those in Seville (Spain)
or New York City (USA) to witness how eﬀectively (and rapidly) cycle mode share can be built with wholesale
political buy-in and comprehensive infrastructure provision4. However, high cycling areas face a need to target
speciﬁc improvements to deal with their success5, whilst lower mode-share areas face the political reality of needing
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to justify spend at the local level6 when the majority of quantiﬁed ﬁnancial beneﬁts accrue at the regional/national
level7.
Eﬀective simulation modelling of bicycles and bicycle infrastructure provides a means to address some of these
issues as it does for traﬃc and pedestrian design8, but suitable such tools do not exist. This issue facing developers of
cycle infrastructure has also faced highway and pedestrian space planners in the past. Whilst bicycles present their own
unique use case, they share behavioural traits with motor vehicles (e.g. non-trivial speeds, non-instantaneous velocity
changes and a requirement to avoid contact between vehicles) and also with pedestrians (e.g. operation in continuous
2D space, dynamic lane formation). It is therefore reasonable to explore whether established and well-researched
agent-based modelling principles and behavioural traits can be extended to bicycles.
The Social Force model (SFM)9 has been proposed as a model for the movement of pedestrian agents in a con-
tinuously modelled space. The model abstracts the ‘motivation to act’ of the pedestrian into a numerical force-like
quantity based on the desired velocity/destination of the pedestrian and its interaction with other pedestrians and the
environment. Following various reﬁnements, the SFM has become widely used in industry as the core of VisWalk
(part of the Vissim package10).
Whilst other continuous space models exist, the SFM provides a reasonable starting point for a model for bicycle
interactions. If the cyclist agents are programmed with appropriate behavioural constraints (velocity, acceleration,
manoeuvrability etc.) then the same ‘motivation to act’ abstraction assumption is reasonable. However, literature
coverage of the necessary informing parameters (even for concepts as simple as cyclist acceleration/deceleration
proﬁles) for such a model is lacking.
In order to collate empirical data, the authors organised and delivered a pilot study with real cyclists where such
parameters (and the means to discern them for larger scale events) could be measured. These measurements were
made by post-processing of video recorded at the event. This paper presents the process by which this analysis was
performed and demonstrates some early capabilities through the presentation of real video-derived data of one of the
participants; in particular, the ability to observe cyclist behavioural parameters without the need for direct intervention
with the cyclist.
2. Methodology
A pilot experiment was designed to establish procedures which can be applied more widely to derive empirical
values, which then can inform the calibration of an agent-based bicycle model. Whilst direct ‘on-the-day’ measure-
ments could be undertaken for the pilot study, this does not scale eﬀectively to wider-scale data collection. The focus
of measurement was instead on video observation. The purpose being to develop techniques after-the-event that could
be used to derive the required data and perform the necessary analysis, without the need for direct interaction with the
cyclist.
2.1. Pilot Event and Participation
6 cyclists (existing regular cyclists; postgraduate students; 5 male, 1 female; ages 24–32) were recruited for the
event which lasted approximately 2h30. A closed car-park was laid out with a circuit in a ‘ﬁgure-8’ arrangement
(overall route length approx. 520m). Edges were delineated by coloured rope on the asphalt surface or by the existing
car park kerb infrastructure, and supplemented by coloured training cones. The layout incorporated straight and
curved sections of various radii (2–10m) and widths (2–6m).
Participants each cycled around the course individually on routeing of their choice for 5 minutes to familiarise
themselves with the layout and to collect data related to free-ﬂow and uninhibited travel. Thereafter, the participants
all took to the course together for various arrangements of individual and group cycling. For brevity and with regard
to necessary focus on the analytical process, only the individual familiarisation laps are discussed here.
2.2. Data Collected
6 video cameras were distributed around the experiment site. 5 of the cameras were installed in the adjacent
building at approximately 10m height and provided visual coverage of the majority of the laid course. The sixth
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(a) Foreground object rectangle enclosure (Participant 1) (b) Camera image overlaid with computed homography
ground plane (2m grid)
Fig. 1: Demonstration images
camera was ﬁxed on a tripod (approx 1.2m height) at ground-level adjacent to the central section of the course. The
following analysis is limited to one of the high-level cameras.
2.3. Video Analysis
Video data ﬁles are ﬁrst broken down into their constituent image frames; for each video (approximately 3 hours)
this corresponds to approximately 270000 frames (videos are recorded at 25 frames per second). FFmpeg libraries11
are used for this process. Subsequent analysis is then performed on a frame-by-frame basis as follows:
Image preparation Frame data is resampled to compensate for equipment diﬀerences in pixel aspect ratio and to
reduce the image resolution to manageable proportions (generally, 1440×1080 images were downscaled to
720×405 resolution). The image is then converted from RGB values to greyscale (using the ITU HDTV con-
version standard12) with pixels masked out (set to 0; i.e. black) according to manually-deﬁned areas. This
masking was applied to remove unnecessary computation (i.e. areas substantially oﬀ the course) and remove
those areas of the image that would reduce the eﬀectiveness of the process (e.g. window reﬂections, tree move-
ment, etc.).
Background subtraction The process of separating foreground and background was implemented broadly as13 (The
algorithms as contained in the OpenCV libraries14,15 were not found to be suitable without substantial reimple-
mentation). A ‘rolling-window’ of historic pixel values (over 5sec; i.e. 125 frames) is retained for each pixel
between frames. For the frame being processed, the current pixel is compared to the modal value of the pixel
throughout the length of the window. Pixel values range from 0 to 255. The modal value is however not a simple
mode of the actual pixel values, but is in fact the mode of a composite of Gaussians (x¯ = pixel value, σ = 2.0),
one for each frame’s pixel value. This process compensates for noise between frames where simple mode values
may produce a complex multi-modal histogram leading to incorrect conclusions as to the real modal value.
‘Blob’ operations A (two-pass) connected-component labelling algorithm16 was applied to the foreground pixels and
each component was then enclosed in a rectangle with a pixel padding (3px) around the component. Rectangles
with a dimension below a minimum size (9px) are discarded as noise. Following this, rectangles that overlap
are ‘unioned’ and redeﬁned as a single larger rectangle (Figure 1a). This allows the linking of multiple parts
of the same real object which have not already been linked by pixels into the same connected-component (e.g.
a bicycle’s wheel and the rider may not be identiﬁed as one contiguous foreground component but should be
combined for the purpose of analysis).
This process yields a list of frame-indexed rectangle objects which are then analysed as follows:
Centroid linking Each rectangle object has a centroid (geometric centre). If a centroid was found in the previous
frame within a given radius (10px) then this is considered to be part of the same path. If no nearby centroid
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(a) Speed proﬁle (b) Acceleration proﬁle
Fig. 2: Paths derived from video analysis of Participant 1
was found, then a new path is created. Whilst naı¨ve, this method is eﬀective for sparse foreground objects at
reasonable frame rates. Upon completion of this process, paths shorter than a speciﬁed length (25 frames; i.e. 1
second) are removed as these are likely to be noise.
Homography translation The use of a homography matrix allows the transformation of points between two diﬀerent
two-dimensional planes in three-dimensional space. In this case, a homography matrix is computed for each
camera (using the OpenCV library,14) to convert two-dimensional points in the plane of the camera image (i.e.
pixel coordinates) to two-dimensional points in the plane of the ground covered by the image (and vice versa;
e.g. Figure 1b). Ground coordinates were manually matched to the image using CAD drawings of the car park
site. Path vertices were thus able to be converted from image to real coordinates by use of this matrix.
The output of this process is participant paths located in both (frame-indexed) time and space.
3. Analysis of Video-derived Spatiotemporal Data
Participant paths located in real spatial and temporal coordinates allows, as an example, the analysis that follows.
This process is of interest as it yields broadly precise information without any need to interfere with the cyclist.
Whilst this experiment was performed under controlled circumstances, subject to issues regards the quality of non-
experimental data, the process is applicable to real cyclists (and indeed other road users) and therefore provides
the opportunity for wide-scale collection of new data from existing datasets and data collection streams. Such data
is currently not widely available or requires relatively costly intervention with individual cyclists e.g.17,18, usually
resulting in small sample sizes.
Although this project is at an early stage of development, the following is able to demonstrate the usefulness of the
data derived from the analysis of the experiment’s video data.
3.1. Participant Speed and Acceleration Proﬁles
Spatially and temporally-located paths allow the derivation of speed information. From that speed information,
acceleration (and deceleration) parameters can be determined. Cyclist average speeds are considered to fall in the
range 4.0ms−1 1 to 6.0ms−1 17 but sources are limited. Moreover, acceleration ﬁgures are even harder to ﬁnd – a range
+1.0ms−2 to −1.5ms−2 is indicated in1 versus a maximum observed acceleration of +0.71ms−2 in17 – and lack data
reﬂecting the likely changes in acceleration behaviour with regard to current speed. For the development of robust
microsimulation models, an understanding of cyclists’ acceleration behaviour is ultimately necessary.
Once smoothed to reduce the eﬀect of sampling noise, Figure 2a shows the relatively consistent speeds selected
by Participant 1 as they pass through the camera’s ﬁeld of view. Direction of travel is included for reference as the
increased noise in the data measured further from the camera is apparent. Computed speeds average around 5ms−1
(x¯ = 5.25ms−1, σ = 0.61ms−1, n = 568) which is within the range expected.
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(a) Paths followed by participants on their individual laps (2m
grid) around ﬁxed kerbed area with indicative camera location
(b) Frequency distribution of paths across section through
course taken by all participants throughout the event, inclu-
sive of group laps
Fig. 3: Analysis of path distributions
Figure 2b shows the acceleration proﬁle derived from the speed data. This data is signiﬁcantly noisier, however
smoothing produces acceleration values around 0.0ms−2 (x¯ = 0.09ms−2, σ = 3.67ms−2, n = 568) indicating a
relatively constant speed choice, which is broadly corroborated by the video observations of the participant and the
relatively slow underlying changes in speeds shown in Figure 2b. Other sections of the course were involved in
interventions that would have deliberate substantial speed changes (and thus non-trivial accelerations), but these are
not covered here.
In both cases, but especially in that of the acceleration of the participant, noisy measurements are a major imped-
iment. For example, the noise inherent in this acceleration data yields values multiple orders of magnitude greater
than those indicated in the literature noted above, making conclusions diﬃcult to draw. Further work will seek to
apply more intelligent ﬁltering to the location observations (e.g. a Kalman ﬁlter) such that unnecessary noise due to
the video observation does not become ampliﬁed in the subsequent analysis. Noise aside, the value of this process is
demonstrated by the outputs as the speed of a cyclist has been measured here without any specialist equipment or any
direct interaction with the cyclist.
3.2. Spatial Distribution
Superimposition of paths onto a base plan of the course allows a visual inspection of the distribution of paths
resulting from the analytical procedure above (Figure 3a).
Visual inspection of paths can, at best, provide qualitative insights as to the cyclist’s behaviour. What is instead
desired is quantitative data. In particular relevance to the development of a valid agent-based model, is their spatial
distribution of cyclists relative to ﬁxed obstacles, and the spatial distribution relative to one another. A quantitative
understanding of these distributions could allow the ﬁtting of a probability function and by extension, a force proﬁle
for the given object.
As a frame of context, the original Social Force Model assumes force proﬁles with a negative exponential distribu-
tion (given the model is based in particle and ﬁeld theory). Such force proﬁles imply that in inﬁnite space, an agent
would be repelled at whatever distance away (from a boundary or another agent) it was. Practically, this may be a
suitably accurate modelling approximation, but the distribution of agents that results may be better approximated by
a more truncated functional form.
Figure 3b illustrates the distribution of cyclists across a section outward from the radius of the bend throughout the
experimental period. Whilst the cyclists obviously experience a repulsion such that they did not contact the foliage
on the interior of the radius, beyond that point the repulsion (if any) would seem, at this early stage, to be of rapidly
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diminishing importance and perhaps more rapid than would be suggested by an exponential repulsive force. However,
further analysis is required before conclusions can be drawn, owing to the limited sample size here, and the occlusion
that occurs when multiple cyclists are travelling as a group.
4. Conclusions and Future Work
The work presented above is in an early stage of development. Despite this, the analytical process developed
has already yielded interesting and broadly valid information, in line with expected real-world observations. Speed
proﬁles can be drawn for a given agent and statistical parameters collated.
The next stages for the presented work are reﬁnement. In order to use the process on non-experimental data, the
process and algorithms need to be tested and reﬁned on more complex ﬁeld data. Validation is also required against
numerical data collected by alternative means. This will be particularly important in mixed-mode circumstances and
more complex streetscapes. Finally, current computational processing time for this process is in the order of 50–
100× real-time (hardware depending); ideally this would be brought down to real-time or better, allowing its use on
live video streams (rather than being limited to post-processing). The background subtraction algorithm is the main
candidate for this reduction in computational expense.
The end result of such reﬁnement would be a toolset which provides the ability to use existing and future video
streams to analyse traﬃc agents without the need for the deployment of specialist equipment. Such analysis would
have a wide range of uses, not simply the reﬁnement of the model discussed above.
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