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FOREWORD
The Third Biennial Symposium on Turbulence in Liquids showed further progress in the investigator's ability 
to measure turbulence parameters and in the general understanding of turbulence. The most impressive advances 
in measurement seemed to be the ability to measure deeper into the turbulent boundary layer in order to obtain 
profiles over the entire turbulence production region and the rapid development of conditioned-sampling techniques 
for studying hypotheses for mechanisms.
Hot-wire and hot-film anemometry are still the predominant methods for measuring turbulence, but other methods, 
most notably laser-Doppler anemometry are under constant development. Laser-Doppler anemometry has, in fact, 
passed the stage of being tested for applicability and is producing turbulence data for systems where hot-film 
or -wire anemometry is not applicable or is difficult. This proceedings volume contains reports of nine inves­
tigations of turbulence using laser-Doppler anemometry. There was also another report of measurements near a 
wall with a split-film anemometer probe, which is showing possibilities of replacing the X-probe for measuring 
two components of turbulence especially near a boundary. Other methods under development are the electromagnetic 
and the airfoil (lateral-force) probes, each of which was reported in the symposium.
Applications of hot-film anemometry to difficult liquid systems are numerous. In this symposium there were 
reports of turbulence measurements with hot films in mercury, bubbly two-phase flow, a gas-solid stratified flow, 
flows with temperature gradients, and pulsating flow.
One session and considerable discussion were devoted to the advantages and problems of conditioned-sampling 
techniques for studying turbulence. Two of the invited lectures and three of the contributed papers (one listed 
under hot-film anemometry) dealt with this topic. It is from this area of investigation that the considerable 
advances in understanding the kinematics of turbulent fluid interactions in shear layers have come, As in any 
relatively new measurement technique, there is considerable disagreement among investigators on the correct 
methods and their interpretation. The dialogue between those using electronically modified signal sampling and 
those using the various methods of flow visualization has, however, produced a more detailed picture of shear 
turbulence than would have been imagined just ten years ago.
Research into the modification of turbulence phenomena by polymeric additives to produce viscoelastic solu­
tions is continuing, as evidenced by the four papers in this symposium. All of these four efforts avoided probe 
techniques through use of laser-Doppler anemometry, visualization, or photographic techniques.
The panel discussion on promising directions for research in turbulence stressed the necessity to develop 
a proper philosophy of measurement, particularly where conditioned sampling is being used. Although there was 
some discussion of needed instrumentation, the feeling was that the hardware available mainly needs to be used 
imaginatively to make continued progress. The role of computing and modeling was discussed with differing view­
points expressed by those who model and use computers for extensive signal conditioning and those who do physical 
experiments. The possibility of a moratorium on computer use was proposed with tongue-in-cheek. While there was 
some support for this position, it too was tongue-in-cheek as it was tempered with the knowledge that the computer 
is already indispensable.
The discussion brought out that on the practical side, turbulent phenomena are now being controlled and mod­
ified on many fronts. Much of this is as a result of basic research to gain understanding of the phenomena. It 
is on this basis that continued intensive research in turbulence in ultimately justified, and it seems that more 
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MEASUREMENT OF UNSTEADY FLOWS IN MERCURY WITH HOT-FILM ANEMOMETERS
C. A. Sleicher and G. B. Lim 
University of Washington 
Department of Chemical Engineering 
Seattle, Washington 98195
ABSTRACT
The difficulties in making turbulence measur- 
ments in liquid metals are discussed briefly. At­
tention is then focused on the problem of frequency 
response attenuation of hot-film anemometers by the 
thermal capacity of the thermal boundary layer 
near cylindrical sensors. A solution is given 
to the problem of heat transfer from an infinite 
cylinder normal to the potential flow of a fluid 
with a small sinusoidal velocity component. Ap­
plication of the results to anemometer measure­
ments is discussed. Some preliminary experiments 
on dynamic calibration are reported, and they are 
in reasonable agreement with the theory for Peclet 
numbers less than one.
INTRODUCTION
The measurement of turbulence in liquid metals 
is beset by difficulties not present with most 
other fluids. The problems are of two kinds -- 
handling problems and problems of data interpre­
tation. Handling problems are severe with all 
liquid metals but are tolerable with mercury and 
sodium-potassium alloys (NaK) since they are 
liquids at room temperature. With mercury a prime 
concern is avoidance of its highly toxic vapor, 
which is injurious even at room temperature. This 
problem can be overcome by good ventilation and by 
keeping the mercury in closed containers or cover­
ed with oil or water. Mercury is also trouble­
some because it attacks (amalgamates with) almost 
all metals except iron. Thus a minute hole or
crack in the quartz coating of a hot-film anemometer 
will lead to destruction of the film.
NaK alloys do not react with most other metals 
but they react violently with water and vigorously 
with oxygen and many halogen-containing compounds. 
The need to avoid contact with air necessitates pro­
cedures with which most experimentalists in turbu­
lence are unaccustomed.
The problems of data interpretation from hot- 
film anemometers in liquid metals are caused by the 
high thermal conductivity of the metal. There are 
three problems of special note -- thermal contact 
resistance, impaired directional sensitivity, and 
impaired frequency response.
Thermal contact resistance occurs because im­
purities that collect on the surface of the sensor 
have much lower thermal conductivity than the fluid. 
Hence even a small amount of impurity will alter 
the response significantly. Such impurities collect 
on the sensor both during operation and in the pro­
cess of immersion. The pioneering work on turbu­
lence measurements in the presence of thermal con­
tact resistance is by Sajben (13), and an excellent 
discussion as well as revealing measurements have 
been provided by Malcolm (10).
Impaired directional sensitivity and frequency 
response are caused by the existence of a large 
thermal boundary layer around the probe. (For con­
venience we use the term thermal boundary layer to 
mean that region of the fluid in which the tempera­
ture perturbation caused by the heated sensor is
1
significant, though the layer may be so thick that 
the usual boundary layer approximations are in­
valid.) The thermal boundary layer is much larger 
in liquid metals than in other fluids. As a re­
sult the directional sensitivity of a cylindrical 
sensor will be impaired. The reason for this can 
be sensed by imagining a short sensor, say L/D = 20, 
in a liquid metal at low velocity (Peclet number). 
If the Peclet number were low enough, the thermal 
boundary layer would be much larger than the sen­
sor. Hence inclining the sensor to the flow would 
have little effect on the boundary layer shape and 
on the sensor heat transfer rate. This subject 
has been studied by Hill and Sleicher (3).
Another effect of the large thermal boundary 
layer on an anemometer in liquid metals is impaired 
frequency response. In most fluids the thermal 
capacity of the boundary layer is small and can be 
neglected compared to the thermal capacity of the 
sensor. In liquid metals, however, the reverse 
prevails. Thus it is the thermal capacity of the 
boundary layer that usually limits the frequency 
response of anemometers in liquid metals. In some 
but by no means all situations, the resulting sig­
nal attenuation and phase shift occur at frequen­
cies of interest in turbulence. In the remainder 
of this paper we present an analysis of the fre­
quency response problem and some preliminary exper­
imental results.
THEORETICAL ANALYSES.
In the discussion that follows we consider 
only the problem of heat transfer to an infinite 
cylinder of uniform temperature placed in a New­
tonian fluid of uniform upstream temperature and 
uniform but time dependent upstream velocity. Sen­
sors of other shapes are not considered here.
Steady Flow
At very low Peclet numbers it is well known 
that the heat transfer rate from an object is in­
sensitive to the details of the flow field near 
the object. That is, a low Peclet number implies 
that the thermal boundary layer is larger than the 
hydrodynamic boundary layer. In the limit Pe -> 0, 
the fraction of the thermal boundary layer occupied
by the hydrodynamic layer is vanishingly small and, 
therefore, inconsequential even in the presence of 
separation. Thus, for example, in the limit Pe -+■ 0, 
the equation
Nu* = -2/1 n (aPe), a = .2226 . . .  (1 )
is the result of both Piercy and Winny (12) for 
potential flow and of Cole and Roshko (2) for Oseen 
flow (velocity field approximated everywhere by its 
free stream value).
The potential flow solution for Pe ranging 
from zero to infinity is given by Tomotika and 
Yosinobu (14). This solution shows that the Oseen 
and potential flow solutions depart significantly 
from each other as the Peclet number increases 
above 0.3. The Oseen approximation takes no ac­
count of the disturbance to the velocity field by 
the cylinder; similarly, the potential flow field 
is not an accurate description of the velocity at 
any Reynolds number. Which of the two gives the 
better heat transfer calculation is best determined 
by experiment. The data of Sajben (13) follow the 
potential flow solution very well up to a Peclet 
number of about 1, the limit of Sajben's experiments, 
and hence for steady flow the potential flow solu­
tion is superior to the Oseen solution.
Unsteady Oseen Solution
To analyze the dynamic response of a sensor in 
a fluctuating flow, the velocity field at infinity 
is taken to be = U (1 + e cos wt). As in steady 
flow, a low Peclet number implies that the hydrody­
namic boundary layer is insignificantly small in 
relation to the thermal boundary layer. Hence the 
Oseen approximation, 0 = 0 ^  everywhere, should be a 
valid approximation for Pe «  1, and the range of 
validity of the result should be about the same as 
for the steady analysis (Peclet numbers less than 
about 0.3).
An unsteady Oseen analysis of this problem has 
been given by us (9), but we had overlooked a simi­
lar analysis given earlier by Illingworth (6), and 
we regret this oversight. The problem and the Oseen 
approximation set by Illingworth and us are identi­
cal. In both analyses the steady part of the solu­
tion reduces to Equation 1 in the limit Pe ■+• °°, in
2
agreement with Cole & Roshko (2). The results for 
the unsteady part, however, appear in different 
form. The two forms may or may not be equivalent, 
but the numerical results presented from them are 
similar only for low Peclet number, and the range 
of frequencies and Peclet number covered is differ­
ent. At Peclet numbers above about 0.5 and at the 
higher frequencies, the results differ. At the 
highest Peclet number used by Illingworth, 1.6, he 
reports negative phase lag, which we do not find.
One observation that gives confidence in the cor­
rectness of the numerical evaluation of our equa­
tions is that in the limit ou ■+ °°, the analytical 
and numerical results are the same.
Potential Flow Solution
The satisfactory agreement of the steady po­
tential flow solutions with Sajben's data gives 
hope that an unsteady potential flow analysis will 
be useful up to Peclet numbers of 1 or possibly 
higher. For that reason we have undertaken this 
analysis, which is outlined here with further de­
tails given in the Appendix.
The problem is to find the heat rate from a 
heated cylinder of infinite length and uniform tem­
perature Tw normal to a fluid whose upstream temper­
ature and velocity are T (constant) and U = U•J 00 v CO oo
(1 + e cos u>t). Potential flow is assumed so that 
the equation to be solved is, in nondimensional 
form,
il + [u + v ill = v 2t 
at 2 LU ax ayJ (2)
U = (1 — \  cos 2 9) (1 + ecos wt) 
r
(3a)
V = (-4-sin 2 9) (1 + e cos wt), 
r
(3b)
where T = 1 at r = 1 
T = 0 at r = °°
As in the previous analysis, we only consider 
small e, which permits use of a perturbation method 
to approximate the solution. Thus the temperature 
and the heat rate per unit length are taken to be
T(r,9,t) = T0(r,9) + T^r.g.t) e +
T2(r,9,t)e2 + . . . (4)
and
Q(t) = Qq + Q1(t) e + Q2(t) e2 + . . . (5)
Solutions for the heat rates Qq and , the 
primary quantities of interest, are given in the 
Appendix in terms of a rather formidable appearing 
collection of Mathieu functions. Expressions for 
these functions, however, are given in Reference 11, 
which permits numerical results to be achieved 
without great difficulty on a computer.
RESULTS AND DISCUSSION
The solution for Qq is given in the Appendix 
by Equation A4, which is the same as that obtained 
by Tomotika and Vosinobu (14). The expression for 
Q.j, Equation A17, has been evaluated numerically. 
Before presenting the results, however, it is in­
structive to consider the asymptotic form of Equa­
tion A17 in the limit as Pe ■> 0. In this case the 
Mathieu functions can be simplified to
and
FEKQU , - n  Ko(Pr)
FEKo(0,-P2) In(ctP)
(6a)
FEK, (£!,-P2) _  _
..----- = P K, (Pr), (6b)
FEK-j (0,-P ; 1
where K and K-, are modified Bessel functions of o I
zero and first order, and a = 0.2226. By substi­
tuting Equation 6 into Equation A17, Equation A17 
can be simplified to
--- --- = — J Z ---- at a) = 0 (7)
(Tw- T j  l n 2 (aPe)
This equation is identical to the one obtained 
for Oseen flow (9) for the same limits, Pe -+■ 0, 
u = 0. This finding gives us confidence that our 
algebra is correct, and it suggests that the un­
steady heat flux is, like Qq , insensitive to the 
velocity field at low Peclet number.
3
Relations Between U, u, Qq , Q-|, and Anemometer 
Voltages
It is desirable to present the results in a 
useful form, and for that purpose we now derive 
the relation between velocity fluctuation and ane­




(E + e)2 RE
(R + R*)‘
(1 + 2 | +
The rate of heat loss from the sensor is
is the anemometer static sensitivity. Equation 13 
is a statement that the quasi steady-state assump­
tion is valid.
At frequencies high; enough that phase shift 
and attenuation are significant, Equation 12 can 
be written
e = \  F A (cos (j) + sin cj> tan cot) u = s ,u, (14) 
 ^ U s a
Qi o Q?
L Q -  LQ0 (1 * .  g l + . . .)
Equating the above expressions and neglecting 
second-order perturbations yields
where A s a normalized dynamic at­
tenuation factor, and srf is the dynamic sensitivity: 
sd = ss A (cos (j) + sin <j> sin cot).
Note that when <J> is small, to first order in <p,
RE2
(R + R*)‘
(1 + 2 !;) = LQq (1 + e n4. (8)
‘0
Since the steady and unsteady parts of Equa­
tion 8 are separately equal,
RE2







U = U + u = U + u cos cot = U (1 + e cos cot), 
1   7T I Qq I
e = 4  E -77- cos (cot - (f) (11)
1 U ^o
- I E  IQ11 u ,,
r\   o COS (U)t — (j) /
U %  cos cot
i r  I Ior e = j  -77- - q— L (cos cp + sin cj) tan cot) u (12) 
U %
At low frequencies <J> = 0 and Equation 12 becomes 
1 Ee = j  —  F u = s u, 
z u s s
(13)
where F = s
factor, and
/Q is a static sensitivity0 0
e = sg A (1 + <j) tan cot) u. (15)
In this case the sensitivity is independent of t 
except for two brief instants during each cycle of u.
Equation 11 can be used to find a relation be­
tween the rms values of e and u, as previously re­
ported in Reference 9:
e 1 = ssAu' (16)
Results
The results of the potential flow analysis are 
presented in Figures 1-5 and in two tables in the 
Appendix. Also shown in the figures are curves for 
the Oseen analysis (9).
Figures 1 and 2 show values of the dynamic at­
tenuation factor A, and the phase angle is shown in 
Figures 3 and 4. As anticipated, there is a signal 
attenuation and phase shift at high frequencies, 
and the difference between Oseen and potential flow 
is small for Peclet numbers less than about 0.4.
Even at Pe = 2, the difference is not large until 
the dimensionless frequency exceeds unity.
From Figures 1-4 we can find the following use­
ful empirical relations: The frequency at which an 
anemometer signal is attenuated by 10% (A = 0.9) 
and at which the phase angle is cj) = 15° are both 
given approximately by
4
Figure 1. Dynamic Attenuation From Oseen and 
Potential Flow Analyses




Figure 4. Phase Angle From Oseen and Potential 
Flow Analyses
6
W (A=.9)_ w(4>=150= -032 U2/1^- (]7)
This equation should be useful for the purpose 
of determining when a dynamic calibration or cor­
rection is needed.
Figure 5 shows values of the static sensitiv­
ity factor F . The curves for Oseen and potential 
flow are calculated from the theories described.
It is useful to note, however, that such curves 
can also be obtained from a static calibration of 
a probe. To obtain Fg from an experimental plot 
of Nu vs Pe, one writes
m - Q = RE2
771KAT irLkAT(R+R*)2
DpCPe = V 1 U
so that dNu_ = ? Nu U dE dPe Pe E dU ‘
expressions for the frequency of the "energy-contain­
ing eddies" in a pipe. Using expressions in Hinze 
(5), we find
k U U
"E F ".211' A u '3
where A is a constant of order unity.




A t- (*4 ) WQ
it AD u|J 0
Combining this equation with Equation 17, we relate
WA=.9 t0 V
= 0.10 A Pe ( 4 3 (2 0)
Near a pipe center Laufer (7) finds u ’/u* = 0.8
and WQ ~ 2.5. Then with A = 1,
But dE = e and dU = u, and with Equation 13
dNu _ o Nu 1 F
dPe  ^ Pe 2 s
d In Nu _ r 
d In Pe s' (18)
To illustrate the use of this equation and to 
verify the computations of |q .J q , we have used 
Equation 18 to calculate Fg from
Nu 1 + 2.03Pe2 
2Pe3/2 - \  In(aPe) ’
(19)
which is given by Hill and Sleicher (4) as a cor­
relation of the potential flow calculations of 
TomQtika and Yosinobu (14). As shown in Figure 5, 
the agreement between the two methods of calcula­
ting Fg is satisfactory.
Frequencies of Applicability
To determine whether or not frequency attenu­
ation and phase shift occur at frequencies of in­
terest, we can compare the frequency given by Equa­
tion 17 to the frequency at the maximum of the ener-
•k
gy spectrum, w , and to the frequency at the e *
Kolmogoroff wave number,
There are two ways in which we have derived
*
“a= g
* = 0.02 Pe at pipe center.(21)
toe
Alternatively, Baldwin and Walsh (1) have measured 
the Lagrangian integral scale A in a pipe center and 
find approximately A = 0.035D. The integral scale 
should correspond roughly to the size of the energy 
containing eddies, so
* _ U U 
“e 'A .035
With Equation 17 the above equation gi
O)t\= qA = 0.001 Pe.
0)
(2 2 )
Though not the same, Equations 21 and 22 are in suf­
ficient agreement for our purposes. Probably Equa­
tion 22 is better, for its derivation is more direct. 
The Kolmogoroff wave number is k^ = (E/v3)^4, or
kku _tr
2tt
E u__ (JL_\ = y_ (____
2rr v 3 ' 2tt  ^ n 3v Dv
2u*3W 1/4
-) (23)
Using Equations 17 and 23, the definition of u*, and 




Figure 5. Static Sensitivity Factor For Oseen
and Potential Flow
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f = .316 Re"'25,
% ^ - 9 = ,26 rp—  W "'25 Pr Re-34 (24)
a)k ave 0
At a pipe center WQ 11 2.5 and the above equation 
yields
A=. 9 .17 Pr Re .34 (25)
with smaller values at other radii.
For illustration, let us now apply Equations 
22 and 25 to two cases. For mercury (Pr ~ .025)
•k k
at Re = 50,000 we find to. Q/to = 2,5 and 
“A- </wk = i-e-> the attenuation frequency
exceeds toe by a factor of 2.5 but is smaller than 
the Kolmogoroff frequency by a factor of about 5.
In this case most of the frequencies of interest 
cause anemometer attenuation. For a second example 
take N K (Pr 7 .01) at Re = 100,000. Then
^ ft
WA= g/^g = wa = 9^“k = °-09- In this case and at 
all lower Reynolds numbers all the frequencies of 
interest will be attenuated.
Some Preliminary Experimental Results
Some dynamic calibrations have been made in a 
trough of mercury 4.9m long, 5 cm wide, and 5 cm 
deep. The probe was a quartz-coated cylindrical 
film probe of L/D = 12 made by Thermo-Systems, Inc., 
and driven by a Thermo-Systems 1010 anemometer.
The probe was towed normal to its axis and was os­
cillated parallel to its mean velocity by a loud­
speaker. The probe support mechanism and loud­
speaker were mounted on a cart which rolled on two 
parallel polished steel rods beside and physically 
detached from the trough. Noise in the appartus 
was kept low by the use of instrument quality ball 
bearings. The data were recorded on magnetic tape, 
digitized, and analyzed for frequency content by 
fast Fourier transform on a CDC 6400 computer.
With the probe not oscillating, system noise ap­
peared to be random except for a weak peak at about 
340 Hertz, which apparently corresponded to some 
natural frequency of the system. In the experiment
reported here the signal-to-noise ratio was of order 
100,and the highest oscillation frequency was 100.
Figure 6 shows the amplitude attenuation fac-
k
tor A normalized by its value at w = 20 Hz. It 
would be preferable, of course, to normalize A with 
its value at to = 0, i.e., unity, but we were un­
able to obtain a frequency below 20 Hz in the exper­
iment. The attenuation is in satisfactory agreement 
with experiment. Indeed, the agreement is surpris­
ing in view of the short aspect ratio. This gives 
us some hope that the analysis presented here will 
lessen or possibly eliminate the need for a dynamic 
calibration.
The following scheme is tentatively posed as 
a substitute for a dynamic calibration. First, a 
careful static calibration must be made. Then 
values of Fg can be prepared from this calibration 
by Equation 18. The dynamic response is then given 
by Equation 14 or 15.
The rationale for this procedure is the hope 
that the attenuation factor A is independent of the 
quartz coating and surface impurities and is, per­
haps, only weakly dependent on L/D, e, and the pre­
sence of the probe supports. On the other hand,
Fs is strongly dependent on geometry and surface 
conditions and so must be determined from experiment.
CONCLUSIONS
The dynamic response of a hot-film anemometer 
in liquid metals is shown to be significantly atten­
uated by the thermal capacity of the liquid in the 
frequency range of practical interest. Therefore, 
the usual quasi-steady state calibration, e = ssu, 
is invalid at high frequencies. The frequencies 
above which the quasi-steady state assumption is in­
valid can be estimated from Equation 17:
u>*= g = 0.032 U2/k
At frequencies higher than this value a dynamic cal­
ibration is necessary.
In the absence of a dynamic calibration a pro­
cedure preferable to the quasi-state assumption is 
to use e = s^u. The dynamic sensitivity, sd , is 
then related to the static sensitivity by
9
sd = sg A(cos <j) + sin c)> sin ut) where A and <j> are 
functions of frequency and Peclet number presented 
in this paper.
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SYMBOLS
A |Qi I/ 1Q-j lw=0> dynamic attenuation factor 
C specific heat
r
D probe or pipe diameter
E anemometer voltage, E = IT + e
L steady component of E
E energy dissipation rate
e1 rms value of e
e unsteady component of e
f Moody friction factor
Fs lQl U o /Q0’ static sensitivity factor 
k thermal conductivity or wave number
kk Kolmogoroff wave number, (E/v3)1^
L sensor length
Nu Nusselt number based on hot film temperature
Nu* Nusselt number based on sensor surface tem­
perature
P Pe/4
Pe Re Pr, Peclet number
Pr v/k , Prandtl number
Q heat rate per unit sensor length
R sensor resistance
R* lead and bridge resistance in series with
sensor
Re Reynolds number Dll /v (pipe), DU/v (cylinder)d V6
r dimensionless radial variable
r cylinder radius
0 2 -?
s s = io) + P
sd dynamic anemometer sensitivity
sg static anemometer sensitivity
T temperature
?
t dimensionless time, t = t* k / t
o
U x-component of velocity, U = U  + u
U steady part of U
Uave bulk-average velocity in a pipe
u unsteady part of U
u amplitude of velocity fluctuation,
u = u cos cot
•k
u friction velocity, U /f/8 = /r /pave w
u' rms value of u
V y component of velocity
x,y rectangular coordinate variables 
a 0.2226....
e perturbation parameter
n £ = n + In /P/s





<|> phase angle between and
*  2to dimensionless frequency, co = 2ir co r / k  
* o
co frequency, Hz
coe frequency of maximum of energy spectrum
Kolmogoroff frequency
Subscripts
w at wal1 (or surface)
“ at infinity
0,1,2 order of perturbations of T and Q
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APPENDIX
Here we outline the steps in the solutions of 
Equations 2 and 4 for Tq and T^  and the corre­
sponding heat rates Qq and Q . Details of the 
solution are given by Lim (8).
Equation 2 can be rearranged to
+ 2P (1 + e c o s  uit) [ (1 - Ig-) cos e (A1)
sin 9 /I , n  3Tn 
r 2^ u  aeJ v 2t
put (A3) into (A2) and collect terms having the 
same order in e.
Solution for TQ and Qq
The solution for Qq has been given by 




b _ 4n[ce2|nt1(0,-P2)]2P b/ 2"1*11 
B2i,+' ' FEIi^lO.P2) se'2lH1(0,P2)
_o _o
where ce2m (0,P ) and se2m+^(0j-P ) are Mathieu
functions, and FEK2m+1 (?,-P2) and FEK2m (£o-P2)
are modified Mathieu functions. Expressions for 
these Mathieu functions are given in Reference (11). 
Solution for T, and Q
The equation for T^ is
2E ^ 1  —  ^1e  ^^ —  + 4P [sinh E cos 0 ^ —  sin 0 cosh E
3T. t r,
gjL] = V£T] - COS “tV^T0
t ] (o,e,t) = t 1 K e , t )  = o
Put T^  = <f>^ CC»0) exp (icot + 2P cos 9 cosh E) 
into (A5) and obtain
Now let E = In r. (This simple coordinate trans­
formation transforms the steady part of (A1) into 
the same form obtained by Tomotika and Yosinobu 
(14) through the use of Boussinesq's transforma­
tion.) Then (A1) becomes
52  ^ + 4P(1 + e cos cot) (sinh E cos 9 (A2)
3T . c „  . r 3 T , _ 32T , 32T
dE " ? h ?30^ ~ a?2 a02
Let T = T0(r,9) + e T-^r.B.t) + . . ., (A3)
^[iwe2  ^+ 2P2 cosh 2E - 2P2 cos 20] =
2 2P cosh E cos 0 ?T 
V ^  - e V Tq
Now let
oo
(), = 2 R (?) ip(e) (A7)
1 n=0 n
_2




+ [an + 2P" cos 20]ce = 0 J n
11
p _p
Put (A7) into (A6) and with s = iw + P and obtain
d2R
d?
- [an + s2e25 + P2 e "2C]R„ = H„(?) (A8)n n
Q, = -k(T -T ) V1 v w ”
2tt 3T,
„ <sr> ®° n0
(A13)
Hn^> = i
2tt Put from (Ail) into (A13) and make use of Equa-
3 22 C0S^  ^C0S 0 V2Tn (?,0) tion 5.5 of Tomotika and Yosinobu:
cen(e,-P2)de
Let ?=n + in so that
(A9)
2tt
e2P cos 0 cen(9,-P2) de = Cn A^14^
where is given in Tomotika's paper. We then 
find
e2? = e2n P/s
------------------------------- 1-Lg----------
-2? -2n ,-jre = e s/P
Substituting these values into (A8) we obtain
The derivative is found from (All), which after 
some manipulation gives
d2R
(a + 2Ps cosh 2n) R = H (?) (A10)O VU. - __ .. - . , --
dn2 n n n
dR i
n ' _ fek (n ,-sP)n=n0 n' 'o’
FEKnHndn (A16)
The homogeneous solutions for R^ are modified 
Mathieu functions. After finding the homogeneous 
and particular solutions and applying the boundary 
conditions, we find
The problem is now reduced to Equations A15 
and A16 with Hn given by Equation A9. These equa­
tions can be simplified with trigonometric identi­
ties, and the final result is
T] (n,e) = eia)t e2P cos 9 cosh 5




r -w nj =0 Qn,».
(A17)
Q„ m = 4P C A [F El -G E2 + n,m n m n,m n,m n,m n,m
wi th
Rn(n,-sP) = const. [CEn(n,sP) FEK H dn n n
- FEK (n ,-sP) CE H dn n n
FEKn(n,-sP)CEn(n0,-sP)
FEV v - sP>
rn
F EKpHpdn ]  ( A 1 2 )
In / s/P.where n =   
To obtain , we have
where
P(Sn E3 -D E4 )] v m n,m n,m n,m'J
_ 2 ^ 1  ^  (0,-F2)
2”
2m+l





2tt ce? (0,P2 An(2n)
C2n = ----- ' ■/ _2 °----- (A17d)
20 ce (0,P2)
12
. 2, cew 1  (0,-P‘) P B|
'2ntl “ 5„+,
'2\ n q (2n+l)
(A17e)
E4n,m
n FEK (n ,-P2) FEK (n , -sP)
0 ---m------------ H--------dn(A17i)
, FEKm (0,-P‘i) FEKn(n, -sP)
n = In/s/p , s2 = (ioj + P2), 5 = Inr, n = Z +
Eln,m 0 sinh l 11
FEK'(?J-P^
FEK» <°’-f
= -  ( cose ce (9,-P2) ce (e,-P2) de (A17j) 
n,m it J in n




n0 F E K U , - P ‘)
0 cosh 5 — ^--- =5-






0 cosh 25— — ----
FEKm (0,-P2)
FEK (n, -SP)













cos2e ce (e,-P ; cem (6,-P^) de (A17m)
= 1 n = m
= 0 n f m
The above Mathieu functions can be expressed 
in terms of Bessel functions so that the problem 
has been reduced to the evaluation of integrals 
for which the integrands are calculated from avail­
able subroutines. One computer run (given P", 
about 10 frequencies) consumed about 60-120 sec­
onds on a CDC 6400.
Table I
F$ = [|Q-||/Qg] =o fr0IT1 Potential Flow, 








.02 .184 .185 .183
.04 .200 .211 .207
0. 1 .253 .260 .246
0.2 .299 .311 .284
0.4 .349 .381 .339
1.0 .412 .518 .431
2.0 .441 .700 .463
4.0 .487 1.17 .477
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Table Ila
Fractional Attenuation, A = |Q-. I/ 1Qi | _n
I I CO U j
and Phase Angle {-<(), in Degrees) from 
Potential Flow Heat Response
Pe=0.02 Pe=0.04 Pe=0.10 Pe=0.20
A -(j) A -(j) A <(> A <l>
1 x 10'6 1.0 .935 1.0 1,0 1.0
3 x 10“6 .998 2.80 1.0 1.0 1.0
1 x 10"5 .975 9.02 .999 2.03 1.0 1.0
3 x 10"5 .851 22.2 .989 5.99 1.0 1.0
1 x 10~4 .560 40.1 .905 17.4 .996 3.34 1.0
3 x 10'4 .308 49.2 .671 33.2 .970 9.62 .998 2.52
1 x 10“3 .148 55.8 .372 46.8 .812 24.3 .978 8.15
3 x 10“3 .0723 58.2 .195 53.1 .537 38.6 .867 20.2
1 x 10-2 .0321 59.9 .0912 57.0 .287 43.3 .585 35.9
3 x 10"2 
1 x 10'1 
3 x 10'1
.0156 58.8 .0445 58.9 .151 53.5 .342 45.9
.00688 58.8 .0200 60.3 .0710 57.1 .172 52.8
.00357 55.3 .0347 59.7 .0870 57.2
1.0 .00160 54.9 .0154 62.8 .0394 61.5
3.0 .000923 50.5 .0185 66.3
Table 11 b
Fractional Attenuation, A e IQJ/IQJ .1 1 1 1 11 u)=0
and Phase Angle (-cj>, in Degrees) from 
Potential Flow Heat Response
Pe== .4 Pe== 1.0 Pe==2.0 Pe=4.0
0) A -0 A -0 A -0 A -0
1 x 10'3 .999 2.10 1 .0 1 .0 1.0
3 x 10"3 .987 6.18 1.0 1 .08 1.0 1.0
1 x 10'2 .898 17.7 .996 3.58 1 .0 1 .0
3 x 10'2 
1 x 10"1 
3 x 10'1
.660 32.6 .968 10.3 .998 3.03 1 .0
.377 45.2 .801 26.0 .975 9.81 .997 3.39
.202 53.0 .519 41.4 .845 24.6 .970 9.97
1 .0 .0945 59.3 .265 53.6 .518 44.3 .759 28.5
3.0 .0450 65.2 .131 62.1 .267 55.1 .398 91.5
10.0 .0198 76.5 .0589 75.2 .119 63.4
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ABSTRACT
The present paper can be viewed as an exten­
sion of the work of Lim and Sleicher (9). They 
evaluated the frequency response of the heated 
element submerged in liquid metal by a perturbation 
method for Peclet numbers of up to 0.4. Velocity 
fluctuations were assumed small and second-order 
perturbations neglected. The Oseen approximation 
was made to the velocity field. Here the velocity 
configuration has been approximated to that of 
potential flow and the convection equation has been 
solved numerically with the aid of a digital com­
puter. The potential flow approximation, as com­
pared with the Oseen approximation, is reasonable 
over a larger range of Peclet numbers. Also, our 
scheme is valid for large amplitudes of fluctuation.
The heat response has been studied under 
sinusoidal variation in the free stream velocity at 
frequencies ranging from 1 Hz to 100 kHz for Peclet 
numbers of up to 1.0. The amplitude of fluctuation 
was 20% of the mean free-stream velocity. The 
Nusselt number was found to lag behind the velocity 
variations and the amount of lag increases with 
frequency and decreases as the Peclet number is 
increased. The amplitude of fluctuation of Nusselt 
number is attenuated as the frequency is increased. 
The attenuation is 10% at a frequency roughly given 
by:
U2
f = .0197 —  ,a
and it is 90% at a frequency, f = 2.70 U2/a,
where U and a are the mean free stream velocity 
and the thermal diffusivity of the fluid, respec­
tively, in consistent units.
Experimental studies to verify the calculated 
lag and attenuation effects are in progress.
INTRODUCTION
In the last decade or so, interest has grown 
in measurement techniques in liquid metals pri­
marily due to their possible application in 
metallurgy, nuclear reactor technology and MHD. 
Measurement techniques range from drag coefficient 
measurements to electromagnetic anemometry and 
thermo-anemometry.
Constant temperature thermo-anemometry has 
been in use with reasonable success in liquid 
metals for the past decade. However, one must 
proceed with caution in interpreting fluctuating 
flow measurements, such as turbulence intensity, in 
such low Prandtl number fluids.
This paper deals with the frequency response 
aspect of the constant temperature cylindrical 
hot-film anemometer in mercury at normal tempera­
ture. Here, we present the results of our studies 
of unsteady heat transfer which show that the 
heat transfer response of a heated element submerged 
in a pulsating flow is impaired because of thermal 
inertia of the large thermal boundary layer region 
(due to low Prandtl number).
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Although a large number of numerical studies 
of the flow around a cylinder have been presented, 
few have incorporated heat transfer phenomena or 
the transient response of temperature field to 
velocity field. In the conventional analysis it 
is assumed that the temperature field adjusts 
itself instantaneously to variations in the 
velocity field. However, when the thermal bound­
ary layer is large compared with the viscous 
boundary layer as occurs in fluids of low Prandtl 
number, the temperature field is somewhat insensi­
tive to rapid changes in the velocity of fluid 
particles in the immediate vicinity of the cylinder. 
This thermal inertia of the surrounding fluid re­
sults in considerable phase lag and attenuation in 
the heat response.___________________________________
Strickland and Davis (12) numerically analyzed 
the heat transfer response of a cylinder placed in 
a stream of air with small fluctuations. They 
also derived an empirical relationship for phase 
lag and frequency response.
Lighthi 11 (8) gave an analytical solution to 
unsteady 2-D flow around a hot cylinder assuming 
the boundary layer approximation to be valid, lie 
assumed sinusoidal fluctuations in free stream 
velocity and calculated lag in Nusselt number and 
drag coefficient along the cylinder surface. He 
pointed out that in the inner part of the boundary 
layer, lag in the local Nusselt number, with re­
spect to its quasi-steady state value, depends 
upon the pressure gradient, the thicknesses of 
thermal and viscous boundary layers, Prandtl 
number and frequency. In other words, the lag 
depends on the Reynolds number, Prandtl number and 
frequency.
The publication most relevant to the present 
study is that of Lim and Sleicher (9). They 
evaluated the heat rate perturbation as a function 
of frequency assuming the Oseen approximation to 
be valid for sinusoidal fluctuation and Peclet 
numbers of up to 0.4. They also calculated the 
phase lag between heat rate and velocity.
The object of the present paper is to deter­
mine the frequency response of heat transfer 
phenomena for Peclet numbers up to 1.0. A
numerical scheme is presented to solve the time 
variant two-dimensional convection equation 
(energy equation) assuming potential flow. For 
steady flow cases, calculations with the above 
scheme show that error in Nusselt number is within 
10% for Peclet number up to 0.4 and within 29% at 
Peclet number up to 1.0 when compared with experi­
mental results of McAdams (14) (see Figure 2).
THEORY
Mathematically, the problem is that of solv­
ing two-dimensional unsteady flow past a circular 
cylinder with its axis normal to the direction of 
flow. In other words, two time-dependent Navier-
Stokes equations, the continuity equation, and______
the energy equation are involved. However, 
numerical calculations carried out using the true 
Navier-Stokes equations required a great deal of 
computer time for each Peclet number and fre­
quency. Therefore, the only results obtained were 
for to = 4.71 and Pe = 0.828 and are plotted with 
in Figures 3, 4 and 5. The time consumed 
during the above computation on IBM 0S/360 was 
about 40 minutes. This led to the decision that 
approximations must be sought to achieve the best 
trade-off between accuracy and convenience. 
Approximation
Owing to the large thermal boundary layer 
compared with the viscous one in low Peclet number 
cases such as this, the effect of velocity distri­
bution is not so prominent in the heat transfer 
behavior. It is presumed that an approximation to 
the velocity field such as 'potential flow' can be 
made without much error (Figure 2).
Two Navier-Stokes equations and the continuity 
equation are reduced to the following two equations 
in terms of the vorticity and the stream function
(Figure 1 shows the coordinate system}_:
2
Pe
3? + 1 |-3j^  .3? _ it . 
3+ r l30 3r ~ 3r If] = 4 ^ (1)
+ 1 + c = 0. (2)9r2 r ar y 2 302
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Figure 2. Nu vs. Pe for Steady Flow Past Cylinder.
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The convection equation can also be written 
in terms of the stream function and temperature 
as
JL. il + 1 | M  . 3l _ oi . iii = _2_ 2T
Pe at r Lae ar 3r 30J Pe v (3)
Specifically, our objective is to assign a 
fluctuating function to U(t) and solve Equation 5 
for at least a complete cycle of fluctuation, which 
in turn will yield the Nu(t) function.
Let U(t) assume a sinusoidal function of the
form
neglecting viscous heat dissipation. For low 
Peclet numbers the influence of the convection 
term r Li l  • If  - If ■ l?] diminishes as the 
diffusion term(2/Pe) v2T becomes large. Hence an 
approximation to the convection term such as 
potential flow will affect very little the tempera­
ture field as a whole. For the sake of comparison 
Equation 3 was solved for steady flow for Pe =
0.828 numerically by using the stream function_____
found by solving Equations 1 and 2 in one case and 
by using potential flow in the other. Tsinober (13) 
has solved Equations 1 and 2 for Re = 40 numeric­
ally. (In mercury a Reynolds number of 40 corre­
sponds to a Peclet number of 0.828.) Nusselt 
numbers thus calculated from the solutions of 
Equation 3 indicate that Nusselt number obtained 
for potential flow at Pe = 0.828 is only It higher 
than that for the viscous flow.
The stream function, <p, for potential flow 
is given by
^ (t) = M I  r Sin 0 (1 - I t ) , (4)
Equation 3 thus becomes
k ■ It  * ^  [Cos e (1 - -L) 3T2' 3r
^  + S  = A- 72 T •
(5)
with the boundary conditions: 
at r = 1
0 < 0 < it T = 1  
at r = oo
0 < 9 < it T = 0 
at 0 = 0  and it
1 < r < » 3T30 = 0
U(t) = U(1 + a Sin tot). (6)
Equation 5 was transformed to a finite difference 
equation and solved for T using Tsinober's 
numerical scheme* (13). The Nusselt number Nu(t) 
was calculated from the temperature gradient near 
the cylinder surface for each time step. The 
amplitude of fluctuation, a, was assumed to be 0.2 
and calculations were carried out with the help of 
a digital computer for mean Peclet numbers of 0.1,
0.25, 0.5 and 1.0 over a range of the non-dimen­
sional frequency, w.
Analysis of the Results
Due to the non-linear relationship between 
Nu(t) and u(t), the Nu(t) function thus obtained 
was not truly sinusoidal. Nu is approximately a 
following function of U.
Nu = A + BUn (7)
At this point, let us define Nus to be the Nusselt 
number of such a steady flow whose free stream 
velocity is U. It may be noted that Nus is not the 
same as Nu(t). The latter is the instantaneous 
Nusselt number of an unsteady flow of which U(t) is 
the free stream velocity. We will refer to Nus as 
the quasi-steady Nusselt number. Our objective is 
to find a correlation between Nus and Nu. From 
Equations 6 and 7 we can write
Nus(t) = A + B[U (1 + a Sin o)t)]n (8)
If there were no attenuation and phase lag in 
Nu(t), we would have found that Nu(t) which was 
numerically obtained, exactly fits Equation 8. How­
ever, Nu(t) obtained is different and is




















Figure 3. Amplitude Ratio vs. Non-dimensional 
Frequency.
Figure 4. Phase Lag in Nu vs. Non-dimensional 
Frequency.
Figure 5. Amplitude Ratio vs. co/Pe2.
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approximately given by
Nu(t) = A + B [U(l + b Sin (ut + <f>))]n (9)
Constants A, B, b $ and n are established from 
the numerical solution obtained.
The results of particular interest are the 
amplitude attenuation (1 - b/a) or the amplitude 
ratio (b/a) and phase lag <j). Furthermore, if a 
and b are small
b a (l+b)n - (l-b)n 
a (l+a)n - (1 -a)n
inertia of the large thermal boundary layer. In 
low Prandtl number fluids, these frequencies of 
fluctuation are as low as those typically found in 
turbulent motions. Hence, caution must be taken 
and due compensation made in such measurements.
Comparison of the results obtained by solving 
exact Navier-Stokes equations with those obtained 
by using a potential flow approximation indicates 
(Figures 3, 4 & 5) that the latter is an adequate 
approximation for determining frequency response 
up to Peclet numbers of 1.0.
SYMBOLS
^umax " ^umin
NuJ - Nu" .max min
( 1 0 )
Nu and Nu • are the maximum and minimum values, max min ’
respectively, of Nu(t) in one cycle of fluctuation.
NuS and NuS . are quasi-steady Nusselt numbers 
max min 2 _
corresponding to U = U(l+a) and U(l-a), respectively, 
and were obtained from the steady state solutions 
of Equation 5.
The amplitude ratio b/a (Figure 3) and phase 
lag <j> (Figure 4) are plotted against non-dimen­
sional frequency, w, for several Peclet numbers.
An interesting result is obtained when the ampli-
2
tude ratio is plotted against u/Pe (Figure 5).
This plot indicates that attenuation of about 10% 
is reached at a frequency roughly given by
co = 0.031 Pe2
or f = 0.0197 l)2/a cycles/sec. (12)
Figure 4 indicates that the phase lag in Nusselt 
number increases with frequency and tends to 
attain an asymptotic value. This asymptotic 
value is higher for higher Peclet numbers.
CONCLUSIONS
Due to fluctuations in velocity the sensitiv­
ity of hot-wire anemometers is considerably 
attenuated as well as delayed due to thermal
a amplitude of fluctuation of U
b amplitude of fluctuation of Nu
d diameter of cylinder (ft)
f frequency of fluctuation (Hz)
n index of power in Equation 7
r normalized radial coordinate (r^/R)
r- radial coordinate (ft)
T 2 t normalized time unit,at /R
t time (sec)
ur radial velocity (fps)
u angular velocity (fps)
A a constant in Equation 7
B a constant in Equation 7
Nu Nusselt number
Nu(t) Nusselt number as a function of time
Nus Quasi-steady Nusselt number as defined on 
after Equation 7
Pe Peclet number, Ud/a
R radius of cylinder, d/2 (ft)
T excess temperature, (T^ - Too)/(Tu - T^)
Tp fluid temperature (°C)
T^ cylinder temperature (°C)
T^ free stream flow temperature (°C)
U free stream velocity (fps)
U mean U
2
a thermal diffusivity of Hg (ft /sec)
e angular coordinate (rads)
ip normalized stream function defined such that
|f- = - "j- and





3ufl %vorticity, [—  + — 3ur-. R 36 J y
o
kinematic viscosity of Hg (ft^/sec)
2
non-dimensional frequency,2 irfR /a
phase difference between Nu(t) and U(t), 
(rads)
Subscripts
max maximum value in one cycle
min minimum value in one cycle
13. Tsinober, A. B., "Magnetohydrodynamic Flow 
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Sciences, Latvian S.S.R., Riga, 1970.
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15. King, L. V., "On the Convection of Heat From 
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Tsinober (13) used the following transforma­
tion from r,0 coordinates to the new x, y-coordi- 
nates:
x = 1/r y = 2e/n
2 2 2r = x + y 8 = arctan (y/x)
A uniform 11 x 21 grid in x,y system was chosen 
giving 0.1 spacing between both x-and y-grid lines. 
The new coordinates have the advantage that even 
with uniform grids, it gives denser grid lines in 
r, 8-coordinates in the large gradient region close 
to the cylinder surface.
The differential equations to finite difference 
conversion was done using the following relations.
il = Ti+1 ,j ' Ti-1 ,j ; il _ Ti,j+1 Ti,j-1
2h ay 2 A
2_ T. , . - 2 T. . + T. , ■
3 T i+i,j 1 ,J 1-1 ,J
2 ,2
3 X h
2t T. . , - 2 T. . + T ■ •
3 T i ,,1+1 i ,J l ,J-1
1  ~ 2
3y il
3t T
Here, i & j are grid points along x & y axes,re­
spectively; h & & are grid spacings which were 
assumed 0.1 each; t is the time step which was 




T. J. Hanratty, University of Illinois: I'd like 
to ask two questions. One is related to the high 
frequency calculations using potential flow and 
the other is concerned with whether a perturbation 
analysis is valid. With respect to the first 
question: As I understand the potential flow 
approximation, the thickness of the thermal bound­
ary layer is much greater than the thickness of 
the hydrodynamic boundary layer. I wonder, 
whether this assumption breaks down at high fre­
quencies. This would explain why the Oseen 
approximation gives different and perhaps more 
accurate results.
As for the second question: I would like to 
ask either Prof. Sleicher or Dr. Verma whether 
they have observed higher harmonics in the tempera­
ture fluctuations when they put in a given 
harmonic in the velocity fluctuations. This would 
give us some indication of how the amplitude of 
the velocity fluctuations limit the validity of 
the perturbation analysis which was carried out.
I think some further numerical calculations at 
high amplitudes would be of great interest to see 
whether as you increase the amplitude of the veloc­
ity fluctuations you get higher harmonics in the 
temperature field.
Sleicher: That was a long question and I'm not 
sure I can remember all of it. Let me make clear 
that we did not use any boundary layer approxi­
mations here. We didn't calculate, for example, 
the thickness of the thermal boundary layer.
That all came out of the full energy equations.
What we did is assume potential flow everywhere.
We assume, of course, that potential flow is un­
disturbed or that potential flow is a constant
property potential flow, so that there were no 
property variations caused by the heated probe.
Hanratty: I was wondering how good the potential 
flow approximation is at high frequencies. At 
high frequencies the temperature field is confined 
close to the cylinder surface where the velocity 
field is not described by a potential flow approxi­
mation. Have you looked into this?
Sleicher: No, we have not, but I don't think it's 
going to cause problems. At least it's not going 
to cause problems at very low Peclet numbers. If 
Peclet numbers are much above one there may be 
problems. But at Peclet numbers above one the 
viscous boundary layer is very small compared with 
the thermal boundary layer. I actually mean the 
thermal region that's influenced by the probe. It 
extends way into potential flow solutions, and 
potential flow solutions are very good approxima­
tions at high frequencies. It's the viscous solu­
tions that are not good. There may be problems 
caused by a very thin viscous boundary layer near 
the probe, but I would expect those problems to be 
small at low Peclet numbers. As it happens, at low 
Peclet numbers the region of interest is outside 
the viscous boundary layer and that's most of the 
flow.
You asked about perturbation analysis and how 
big a perturbation would be acceptably small for 
such an analysis. One generally expects a perturba­
tion of 10% is about the limit - maybe 20% at the 
outside. Of course, 10% is a fairly high turbulence 
intensity. We have some experiments at very high 
intensity levels - 50% to 70% - and they don't seem 
to be any different than at 10%. That caused no 
harmonics. That's a puzzling result and we're 
still analyzing our results. Frankly, we've not 
looked for higher harmonics. We can do this by 
taking our data that are on tape and processing it 
in digital computers. If the higher harmonics are 
there, they will show up in the spectrum. We have 
not done this yet.
Verma: I just want to mention this point, we do 
not exactly know the values of the fluctuations at 
very high frequencies. The numerical solutions 
are erroneous at high frequencies because of the
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very small time steps that must be considered for 
high frequency. Errors can be caused in numerical 
methods because of this.
V. W. Goldschmidt, Purdue University: I think many 
of us are interested to see more comparison with 
experiments. I think the biggest limitation would 
be the thermal capacity of the element itself. You 
push this film of metal as far as you can, but it 
may not be far enough. Further, there's been a host 
of literature. Rodriguez, who worked here at UMR, 
had a loudspeaker hanging on a probe and I think 
somebody in Prague had a loudspeaker hanging on a 
probe. I believe Eckelmann at Max Planck Institute 
has done some of that, too. I would be very curious 
to see how far we can push your theory into some of 
those cases more common to us. Coming to the com­
ment that Prof. Hanratty gave, we also were shaking 
probes at one time, and we found that it doesn't 
take very long before you begin to sweep back into 
your own wake, and the solution goes to pot when you 
sense the wake. The final question I would have is 
I don't understand the Bell house effect. They tell 
me it's a low frequency, thermal boundary layer 
response effect, but where does it come into your 
solution?
Sleicher: Let me add 2 points - I don't think we can 
push our theory to very high Peclet numbers. We can't 
push the theory to air-, for example. Although the 
theory would apply to any fluid, I think the fre­
quencies of interest would be applicable only in 
liquid metals. The problem is that the analysis 
has some validity to liquid metals because the viscous 
boundary is very small compared to the thermal bound­
ary layer. In the case that you are talking about, 
there are viscous boundary layer effects where you 
get initial lag in the boundary layer itself. Our 
analysis doesn't have anything to say about that.
That is a much more complicated case, and I don't 
know whether anybody has tried to solve that analyt­
ically or not. I think it would be a horrendous job. 
It was difficult to do the potential flow calculation 
where the velocity field was very simple. The second 
point was about the Bell house effect. If I remember 
correctly, that is not a problem for us because that 
has to do with heat transfer out of the back end of a 
wedge type probe. You don't have that problem with a 
cylindrical probe.
K. J. Bullock, University of Queensland: I am not 
very familiar with the very low Peclet numbers, but I
would like to make some comments about the solutions. 
Recently, by numerical integration, we obtained solu­
tions for the energy and Navier-Stokes equations for 
a headed cylinder in air, and some of the results, 
might be of interest. We used both a normalized 
amplitude sinusoidal perturbation of 0.1 and also a 
step function increasing the flow by 50%. We went 
from Reynolds number of 1 to 1 1/2, 10 to 15 and 26 
to 40. The interesting results can be summarized as, 
there is a highly non-linear, purely algebraic effect 
which is produced by both the thermal and fluid bound­
ary layers, and a linear weighting function which can 
be described with a non-dimensional time constant.
This may be modelled by a fairly simple first-order 
system following a non-linearity and the results 
showed that at Reynolds number of about 40, the time 
constant associated with the response of the boundary 
layers is about the order of magnitude of time re­
quired for the flow to pass a radius. Thus t = = 1
at Reynolds number of 40 and increased to about 6 at 
Reynolds number of 1. Solutions certainly become 
very time consuming near Reynolds number of 1 at a 
Prandtl number of 1. There is a full report on this 
work and a paper is in the process of being published.
A. Sesonske, Purdue University: For the benefit of 
experimentalists, perhaps Prof. Sleicher would like 
to comment on what advice he would like to give to 
people who are trying to make measurements in light 
of these results.
Sleicher: Well, I think my main comment is to be 
aware of what you're doing. Be aware that there is 
a frequency response and phase-lag alternation 
problem. I think if you're aware of that you've gone 
a long way to solving the problem you work with, that 
is, as far as the data interpretation is concerned.
As far as handling problems are concerned, there's a 
lot of information on that in the literature. One of 
the things that's very important in liquid metals is 
once you have immersed the probe in the metal you 
should never take it out again. Every time you take 
it out and put it back in you have to recalibrate it. 
You collect stuff on the probe when you put it through 
the surface, no matter how careful you are about the 
cleanliness of the surface. They do have to be 
calibrated frequently because of sensitivity changes 
with time.
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TURBULENCE MEASUREMENTS IN SUBMERGED WATER JETS BY ELECTROMAGNETIC INDUCTION
ANEMOMETRY
Walter C. Mih
Department of Civil and Environmental Engineering 
Albrook Hydraulic Laboratory 
Washington State University 
Pullman, Washington 99163
ABSTRACT
This paper describes the measurement and data 
analysis of the turbulence in a two-dimensional 
water jet discharging from a thin slot into a 
large body of stationary water having the same 
width as the slot. Tap water without additives 
was used as the flow medium. The electromagnetic 
induction method (commonly known as magnetohydro­
dynamics, or the MHD method) was used to sense the 
fluctuation velocities in the diffusion zone of 
the jet. A DC magnet was placed outside the flow 
field with the magnetic flux density of 885 Gauss 
perpendicular to the plane of homogeneity of the 
two-dimensional flow field. A small probe in the 
flow field sensed voltage changes due to the 
turbulent velocities. The induced voltages picked
up at the electrodes were fed into a high input 
12impedance (about 10 ohms) differential amplifier. 
The output from the amplifier was recorded on 
tape which was later read into a hybrid computer 
for analyzing the variances, autocorrelation and 
spectrum of the turbulence signal.
Turbulent velocities induce fluctuating 
electric potentials everywhere in the flow field 
whenever a magnetic flux is present, and hence 
set up fluctuating currents between any two points 
of different potentials. These currents have an 
equalizing effect on the induced voltage, thus 
causing the differential fluctuating voltage 
sensed by the electrodes in a turbulent flow to be 
less than the true value. The voltage reduction 
effect was experimentally determined to be a
constant value by comparing the measured variance 
of turbulence in a water jet by the MHD method 
with the variance in an air jet using hot-wire 
anemometry. The constant reduction factor should 
have no effect on the normalized autocorrelation 
and spectrum results of the water jet.
INTRODUCTION
The use of tne electromagnetic induction method 
for measuring turbulence in water flow was first 
demonstrated by Kolin (10) in 1944. Grossman (4) 
made detailed turbulence measurements by this 
method in pipe flow in 1957. The same method was 
used in this study for measuring turbulence in the 
diffusion zone of a two-dimensional water jet.
The data for variances, autocorrelation, scales 
and spectrum of turbulence are presented along with 
a discussion on the limitations and the merits of 
this method.
ELECTROMAGNETIC INDUCTION IN A LIQUID IN MOTION
The principle upon which the experimental 
method is based is Faraday's law of electromagnetic 
induction which states that electromotive forces, 
e.m.f. , are induced in a conductor moving relative 
to a magnetic field. Take a simple case of a metal 
conductor moving with a translation velocity, V_, 
in a magnetic field with a field strength vector,
B.; the gradient of induced e.m.f. in the metal
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conductor can be expressed as
V_<j) = i x V_ (1)
in which v_ is the gradient operator, in meter ^;
<j) is the induced electric potential in the con­
ductor in volts; £  is the magnetic field strength 
vector in Webers per square meter; and V, is the 
velocity of the conductor in meters per second. 
Equation 1 is Faraday's law and is the basic equa­
tion for the electric generator which converts 
mechanical energy directly to electrical energy.
By measuring the voltage output from an electric 
generator, and knowing the magnetic strength of 
the field coil and the geometry of the armature, 
one can calculate the motion of the armature 
through the use of Equation 1. This is a simpli­
fied version of the principle of the experimental 
method used when the liquid (tap water) replaced 
the metal conductor. A cubic millimeter of water
contains 10^ molecules. If the ionization is
12assumed to be 100 ppm, then 10 ions are present. 
When the water which carries the ions moves in a 
magnetic field, an instantaneous electric potential 
is developed in accordance with Faraday's law. 
However, due to the nonuniform velocity of liquid 
flow, Equation 1 has to be modified. The induced 
electric potential in the liquid can be picked up 
by a stationary probe having metal electrodes 
exposed to the 1iquid.
Consider, for example, the case of pipe flow 
with the axis as shown in Figure 1. The pipe 
wall is made of electric insulator and nonferro­
magnetic material. The mean flow velocity is in 
the x-di recti on, and a homogeneous, infinitely 
extended magnetic field, B_, is in the z-direction. 
If the liquid velocity is uniform throughout the 
pipe cross section, which is not possible for 
real fluids, then the equipotential voltage lines 
in the pipe cross section are shown as the solid 
line in Figure 2. The dashed equipotential lines 
are for the case of a laminar flow when the fluid 
velocity at the pipe wall is necessarily zero, 
and which will cause a set of electric current 
lines in the liquid as shown in Figure 3. These
induced currents are due to the existence of a 
velocity gradient in the moving liquid. It is 
interesting to note that, in the laminar flow, 
whereas the voltage drop due to current flow 
opposes the induced e.m.f. (decreases the value of 
3<j>/3y) along the vertical diameter, it increases 
the value of 3<(/3y in the vicinity of the wall 
where the current flow is in the downward direction. 
The measured value of the potential gradient con­
sists of the induced e.m.f. and the potential drop 
or rise due to the induced current flow, so Equa­
tion 1 should be modified to
V<j> = B_ x V_ (2)
where i_ is induced current density in amperes per 
square meters; and a is the electrical conductivity 
of the liquid in ohms"^ meters At first glance, 
the measured potential gradient in Equation 2 is 
affected by the conductivity of the fluid. However, 
when the conductivity of the fluid increases, the 
current also increases in the same proportion 
resulting in a constant value of the i_/a term.
In the case of turbulent flow in a pipe, the 
value of the mean velocity gradient is comparatively 
small in the central region but very large in a 
narrow zone bordering the pipe wall. However, the 
instantaneous velocity gradient of turbulent flow 
at a certain point can be much greater than the 
mean velocity gradient. The graphical representa­
tion of instantaneous current lines in tne turbulent 
flow is extremely complicated. These currents in 
the turbulent flow have an equalizing effect on the 
induced voltage, thus causing the fluctuating 
voltage sensed by the electrodes to be less than 
what Equation 1 predicts. For the experimental 
set-up of a steady, uniform magnetic field, B=BI<, 
and the fluctuating component of turbulent flow of 
V_‘ = u'i_ + v'j_' + w'k_, the turbulent components of 
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Figure 1. Sketch for the Magnetic Field and the 
FI ow
Figure 2. Induced Electric Potential in the 
Moving Liquid. Solid Lines are Equi- 
potential Lines for the Case of a 
Uniform Velocity Throughout the Pipe 
Cross Section. Broken Lines are Equi- 




Figure 3. Equipotential Lines and 




iil = _ \ - L  (3)
where i'x> i' , i'z> are instantaneous induced 
current densities in the turbulent flow. Since in 
turbulent flow, the induced current in any direc­
tion is generated by the induced potential gradient 
in that direction, it is reasonable to expect 
that the induced current is proportional to the 
induced potential gradient. With this assumption, 








where and K2 are constants and are called 
current correction factors, i1 /a is approximated 
by (K2-1)94>1 /ax and i1 /a is approximated by 
(K-j-1)3<j)1 /3y. If the current terms are small and 
can be neglected, then = 1.0. Using
Equation 4 the turbulence variances can be written 
as




in which the derivatives are approximated by finite 
differences. The distance Ax or Ay is the gap 
between the metal electrodes in contact with the 
water. For turbulence measurement, the gap must 
be no greater than the size of the smallest eddy. 
The order of magnitude of the smallest eddy in 
turbulent liquid flow is about one millimeter 
(0.0394 in.).
Equation 4 shows that for a constant magnetic 
strength and a fixed electrode gap (a x  or Ay) the 
voltage output, is linearly proportional to 
water velocity (v1 or u'). This method is capable 
of measuring velocities over a wide range, has
zero lag, and is independent of temperature, 
pressure and turbidity of the liquid. The con­
ductivity of the liquid has no effect on velocity 
measurement as long as the conductivity is 
greater than a minimum threshold value. The mini­
mum threshold conductivity depends on the input
impedance of the amplifier connected to the elec-
12trodes. For an input impedance of 10 ohms, the
-4minimum threshold conductivity is about 5 x 10
ohm  ^ meter \  For the tap water used, the con-
- 2 -1 -1ductivity is about 2 x 10 ohm meter which
is above the minimum threshold value. If a
special preamplifier is used, the minimum threshold
-5 -1 -1conductivity can be as low as 10 ohm meter . 
HISTORICAL NOTES
Faraday himself attempted to measure the 
induced e.m.f. in the Thames River while the 
tides were changing in the eartn's magnetic field. 
However, these experiments as mentioned in KoTin's 
paper (10) were unsuccessful. Williams (16) con­
sidered the flow of liquids through a magnetic 
field and evaluated the effect of induced current. 
Kolin (7,8,9,10,11) did a considerable amount of 
research and was the first to successfully 
measure liquid velocities by the MHD method.
Kolin's paper (10) of 1944 is an important paper 
describing this method. His 1954 paper (11) pre­
sented a theoretical analysis of the effect of 
induced current and suggested a way to avoid the 
effect in certain flows. Apparently due to Kolin's 
research, several corporations market commercial 
magnetic flowmeters for measuring flow rates.
These flowmeters have gained wide acceptance in 
the paper and sewage treatment industry. Grossman,
Li and Einstein (4) made MHD turbulence measure­
ments in water flow in a pipe and compared their 
results with those of Laufer (12) who used a hot 
wire in air flows. Gratz and Villemonte (3) and 
Hoopes and Mih (13) made mean and turbulence 
measurements in water flows. Hartmann and Lazarus
(5) investigated the flow of mercury in a magnetic 
field. Also, Brouillette and Lykoudis (2) used an 
MHD probe for velocity measurements in mercury flows.
27
EXPERIMENTAL PROCEDURE
A definition sketch of the jet diffusion and 
a schematic representation of the flow field is pre­
sented in Figure 4. Experimentally, the two- 
dimensional water jet facilitated the measurement 
of the mean and turbulent velocity structure.
Water from a municipal water supply was used as the 
flow medium without any additives. Mean velocities 
were measured with a standard pitot tube and 
turbulent velocities were measured using the MHD 
method. A schematic diagram of the apparatus is 
shown in Figure 5. Measurements of the mean 
velocity distribution were made for discharge
velocities, u , of 30.0 and 53.2 fps. These o
velocities correspond to Reynolds numbers of 1.77 x 
104 and 3.14 x 104. The Reynolds number, uqBo/v , 
is based on the jet velocity, u , the jet thickness, 
B = 0.068 inches, and the viscosity of water, v, 
at about 80°F. Detailed measurements of the turbu­
lent structure were made for uQ = 53.2 fps.
Apparatus
In the test set-up (Figure 5), water was re­
circulated by a centrifugal pump. The pump de­
livered water from the tank to the head box. An 
air cushion was maintained in the head box to 
dampen pressure pulsations from the pump. From 
the head box, the flow entered a 4-inch by 4-inch 
cross-sectional channel. A smooth, rounded nozzle 
on tne end of the channel reduced the flow area 
to 4 inches wide and 0.068 inches thick which 
formed the discharge slot for the jet. The jet 
discharged horizontally into a large diffusion 
chamber of the same 4-inch width as the nozzle.
At the right end of the chamber, an exit flow 
distributor and two exit pipes conveyed the water 
back to the tank. Aluminum was used in the appara­
tus except for the front cover of the diffusion 
chamber and the side of the head box; these were 
made of Plexiglas for visual inspection of the 
f 1 ow.
The diffusion of a jet requires a large amount 
of entrainment; in addition, a flow divergence of 
180° is not a stable condition. Thus, when water 
was initially circulated in the apparatus, the jet
deflected either upwards or downwards with no 
apparent preference. This stability problem was 
solved using two parallel plates in the chamber 
(Figure 6). With these plates the jet stayed in 
the middle of the chamber. Shorter plates, 9 1/2 
inches long, were also used; the mean velocity 
measurements with these plates were the same as 
with the 15 1/2-inch long plates in the test 
section of the jet. It was also observed that 
the boundary of the jet was surging. To correct 
this, two aluminum perforated sheets, (Figure 6),
4 inches wide and 21 1/2 inches long, having 1/8- 
inch diameter holes and an open area of 40% were 
mounted on frames and placed in the chamber. These 
perforated sheets forced the lateral entrainment 
to feed the jet in the direction perpendicular to 
the jet axis. Subsequent tests showed that the 
mean velocity profiles were essentially the same 
as for an infinite reservoir. Longer perforated 
sheets were also used; the mean velocity measure­
ments remained the same.
Eight inches away from the right end of the 
chamber an exit flow distributor was mounted 
(Figure 6). It consisted of a vertical Plexiglas 
plate with two columns of 1/2-inch-diameter holes 
and conducted the flow from the chamber to the 
return piping. A uniform distribution of hole 
spacings was also used; the mean velocity measure­
ments were the same.
The direct-current electric magnet for the MHD 
turbulent measurements was placed around the 
diffusion chamber (Figure 5). The magnetic field
strength was usually set at 885 Gauss (1 Weber per
2 4meter = 10 Gauss) and the magnetic flux was 
directed in the z-directi on which is perpendicular 
to the two-dimensional flow field.
Three MHD probes for sensing the induced 
voltages of the turbulent velocities were used. 
These MHD probes were "homemade". Probe 1 (Figure 
7) had two electrodes with a gap between adjacent 
electrodes of Ay = 0.075 inches. This probe was 
used for preliminary tests and was not used for 
data collection. Probe 2 had three electrodes with 
a gap between adjacent electrodes of Ay = 0.040 
inches. The electrodes were mounted on the probe
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Figure 4. Definition Sketch and Schematic Repre­
sentation of Jet Diffusion.
Magnetic
Figure 5. Schematic Diagram of Experimental 
Apparatus.
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Figure 6. Schematic Diagram of Diffusion Chamber.
29
in the plane of flow and arranged so that the gaps, 
Ay, were in the y-direction. This probe was used 
to measure two u '2 signals simultaneously. Probe 
3 had five electrodes with gaps of ax = Ay = 0.045 
inches between adjacent electrodes. The electrodes 
were arranged so that two of the gaps were perpen­
dicular (y-direction) and two of the gaps were 
parallel to the jet axis (x-direction). This 
probe measured u'2 and v '2 signals. The electrodes 
for all probes had diameters of 0.014 inches and 
were made of nickel-chrome resistance wire because 
of its good corrosion resistance and stiffness.
The wire was insulated except for the tip, which 
was exposed to water forming the electrode.
The induced signals picked up by the electrodes, 
were fed into two Foxboro amplifiers through a 
double shielded cable (Figure 8). The amplifier 
had a fixed gain of 1000 and had the features of 
common mode rejection and floating input and float­
ing output. These amplifiers had a high input 
impedance of about 10 2^ ohms. The "total signal" 
was the signal with the magnet on and the "noise" 
was the signal with the magnet off while all other 
flow conditions remained the same. The two ampli­
fied signals were fed into two separate channels 
of an FM tape recorder and were continuously 
monitored on an oscilloscope.
Analysis of Turbulent Velocity Data
The MHD turbulent signals on the tape were later 
read into an analog computer (Figure 8). On the 
analog computer, the signals were amplified 100 
times and passed through a band-pass filter (0.5 
Hz to 1500 Hz) to remove mean flow and high fre­
quency effects. The signals were then digitized, 
using the analog to digital converter, with sampl­
ing rates of 1/1000 second and 1/2500 second. The 
5000 samples for each calculation were then stored 
in the digital computer, where the signal variance 
was calculated. The variance of the net signal 
was obtained by subtracting the variance of noise 
from tnat of the total signal. The variance of 
the noise was about 20% of the variance of the 
total signal. Autocorrelation functions for the 
total signal and noise were then determined by a 
product delay calculation on each signal. Spectral 
density functions for the total signal and noise
were obtained by performing a fast Fourier trans­
form on the corresponding autocorrelation functions. 
Finally, the spectral density function for the net 
signal, S(f), was determined by subtracting the 
specLral density function for the noise from the 
spectral density function for the total signal at 
each frequency.
RESULTS AND DISCUSSION
Mean Velocity and Flow Field
Detailed analyses on two-dimensional jet flows 
are available elsewhere (l ,6 and 13) and will not 
be repeated here. The functional relationship 
among the mean centerline velocity, u|T); the jet 
discharge velocity, uQ ; and the relative distance, 
x/Bq, can be shown as
where c is an experimental constant (Reichardt's 
constant). The measured data of this study,
Equation 5 and Albertson's (1) data on air jets 
are shown in Figure 9.
The functional relationship among the axial 
mean velocity, u; the mean centerline velocity, 
u ; and the relative position, y/x, was shown by 
Reichardt (14) to be a Guassian distribution,
t  ‘ exp - (&f (7)
where c is an experimental constant known as 
Reichardt's constant. The measured data of this 
study, Equation 7 and Albertson's (1) data are 
shown in Figure 10.
Reichardt's constant in Equations 6 and 7 was 
experimentally determined to be c = 0.140 from this 
study. Albertson (1) gave c = 0.154. However, as 
shown in Figure 10, c = 0.140 seems to agree with 
Albertson's data also. Heskestad's(6)test of an air 
jet gave c = 0.135 to 0.138. From the comparison 
of the c values and Figures 9 and 10, it is 
apparent that the mean flow field in the
30
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Figure 9. Axial Distribution of Centerline Mean 
Velocity, um . (Data by Albertson and 
Mih). m
experimental apparatus is close to a two-dimen­
sional free jet in an infinite reservoir. 
Turbulence Intensities
Dividing Equation 5 by the mean centerline 
2
velocity square, um , and rearranging, yields
Table 1
Axial Distribution of K-j
X CO o 10 20 40 60 80 O O 120
K1 2.4 2.2 2.1 2.0 2.0 2.0 2.0
Aj> '
D2. 2 B Ay
1
(8 )
2 2 1 Adi1L _ 1
? 2 ----?  ~  2
u B ax K0 um 2 m
The variation along the centerline of the normal­
ized measured variances of the induced fluctuating 
potential gradients, i.e., (1/K-| ) (u1 /u^ )
versus x/B , are shown in Figure 11, along with 
o 2 2
the hot-wire measurement of u' /u byHeskestad
(6) in an air jet at the same Reynolds number,
u B / v =  3.1 x 104. The distribution of the o o
normalized measured variances of the induced
2 2 2fluctuating potential gradients (1/K, ) (u‘ /u. )
2 — 2 ro
and (1/K2 ) (v‘ /um ;, in the diffusion zone are
shown in Figures 12 and 13, respectively. At the
present, data from hot-film turbulence measurements
in a two-dimensional water jet are not available.
Heskestad used hot wires in a two-dimensional air
jet of similar flow geometries. A comparison with
2 2 2 2the hot-wire measurements of u' /u„ and v1 /u
m m
byHeskestad in air jets at the same Reynolds 
number and relative location, x/BQ and y/x, shows 
that the shape of the measured distributions are
similar. From considerations of dynamic similar-
2 2it.y, the relative turbulence intensities, u' /u
2 2 m and v' /u , are the same for water and air jets
at the same relative location provided the Reynolds 
numbers and boundary conditions are the same.
Assuming that Heskestad's hot-wire measure­
ments are correct, the current correction factor,
K,, along the centerline of the jet can be deter-
2 2mined from Heskestad's u1 /u measurements and
2 2 9
MHD measurements l/K^ (u1 /u2m)as shown in Figure
11. The results are in Table 1.
The variation of K-j and K2 in the lateral 
direction across the jet can be determined by 
comparing Figures 27 and 28 of Heskestad's paper 
(6) with Figures 12 and 13, respectively. The 
results are in Table 2.
Table 2





0 2.0 1 .5
+ 0.05 2.0 1 .5
+ 0.10 2.1 1.6
+ 0.15 2.1 1 .5
+ 0.20 1.6 1.2
Tables 1 and 2 indicate that and K2 are 
nearly constant in the region |y/x| <_ 0.15 and 
x/Bo ^40. Within this region, K-j = 2.0 and IC, =
1.5. It should be pointed out here that the K2- 
values in Table 2 were determined from different 
sections in the jet; x/BQ = 102 for Heskestad's 
u'2/Um ,^ and x/BQ = 40 for Figure 13. Heskestad 
used a sharp edge slot of 1/2 inch while the work 
herein used a smooth, rounded entrance slot of
0.068 inch. Bradbury (17) used hot wires in an 
air jet. However, Bradbury's experimental apparatus 
was a jet without the backwall (wall along the y- 
axis in Figure 6). Bradbury's turbulence results 
differ from Heskestad's by as much as 37% at the 
centerline of the jet. The comparison with Bradbury's 
data will not be made.
For pipe flows, comparing data by Grossman's 
(see Figures 4 and 5 of Reference 4) turbulence
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F ig u r e  11. A x i a l  D i s t r i b u t i on of  L o n g i t u d i n a l  Turbu­
l e n c e  V a r i a n ce ;  lT ^ / u 2 by Heskestad, 
and ( 1 / K ] 2 ) ( u 12 / u 2 )  gy  Mi h . ( J e t  
Re yno lds No. uQBo/ v  = 3.1 x I C r )
Figure 10. Transverse Distribution of Longitudinal 
Mean Velocity, u. (Data by Albertson 
and Mih).
Figure 12. Transverse Distributions of Longitudinal 
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Figure 13. Transverse Distributions of Lateral
Turbulence Variance, (l/l^) (v' 2 / u ^ ) .
Figure 14. Autocorrelation Function, R(t ), for u' 
at x/B0 = 44 and y = 0.
Figure 15. Longitudinal Macro- and Micro-Length 
Scales Along Jet Centerline.
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measurements for water flow using the MHD method 
with Laufer's (12) hot-wire measurement in air, 
the K-| for pipe flow varies from 2.3 at the wall 
to 1.5 on the centerline and K2 varies from 1.7 at 
the wall to 1.4 on the centerline.
Autocorrelation Function
The autocorrelation function, R(t ), is defined 
as
r (t ) = u' (t)u'_Lt±jj_ (9)
Scales of Turbulence
Taylor (15) defined scales of turbulence 
based upon the correlation function. The longi­
tudinal macrotime scale, x , was defined as the 
area under the autocorrelation function of u ',
To = /o R(t) dT (12)
and the microtime scale, x , was defined by the
A
curvature of the autocorrelation function at 
sma11 x .
in which x = the time lag in seconds. The auto­
correlation function for u' was calculated from 
the total signal at various positions across the 
jet. From such calculations, R(x) was found to 
be 1.0 at x = 0, to decrease rapidly with increas­
ing x, and to approach zero in an undulating 
manner. In the central regions of the jet,
I y/x | < 0.14, the oscillations of R(r) at larger 
were of a small amplitude, ]R(x)| <0.05. A 
typical autocorrelation function is shown in 
Figure 14. The current density terms do not affect 
R(x), because the constant, K-j, which relates u' 
to Scji'/ay, cancels from Equation 9.
As shown in Figure 14, the correlation appears 
to have two regions of distinctly different char­
acter as predicted by Taylor (15). For small x, 
corresponding to high frequencies or small eddies 
(frequency refers to the rotation rate of the 
turbulent eddies), R(x) can be closely approximated 
by
R(x) = exp (10)
(13)
X x-K) x
The microtime scale is an isotropic scale and is 
related to smaller energy dissipation eddies.
If the local mean velocity is much greater 
than the turbulent velocity in that direction, 
u>>u', the length scales of turbulence can be 
found from the time scales by
L = uxQ (14)
X = ux. (15)
A
where L is the longitudinal macrolength scale and 
X is the microlength scale. Both of these length 
scales were found to be constant in the core 
region of the jet, |y/x| <0.08. The variations of 
these length scales on the jet centerline, 
l_m = umxQ and Xm = umx^, with axial distance x /Bq 
are shown in Figure 15. The equation for the 
linear variation of Lm and x in Figure 15 is
in which x^is the microtime scale. When x is 
large, which corresponds to low frequencies or 
large turbulent eddies, R(x) can be approximated
by
r (t ) = exp (- ± - )  (11)
\ xQ /
in which x = the macrotime scale.
Lm = 0.01 + 0.07x (16)
The linear variation of L with x, is in direct 
support of the linear rate of spread of a jet.
The slope of this line, dLm/dx = 0.07, is exactly 
half of Reichardt's constant, c = 0.14. Also shown 
in Figure 15, x increases with x/Bq , but the 
variation is not linear. Heskestad's (Figure 33 
of Reference 6) measurements of X for an air jet 
are in agreement with the results herein.
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Spectrum of Turbulence
The autocorrelation function, R ( t ) ,  and the 
spectral density function, S(f), were Fourier 
transforms of each other. Thus
S ( f )  = u , 2 . f  R(t ) exP(_ i2irft ) dT (17)
R(t ) = 1 / ”  S ( f )  exp( i2i r fT)  df (18)
u'2
in which f = frequency, in Hertz, and i = /-I.
For t = 0, Equation 18 reduces to
u '2 = S(f) df (19)
In Figure 16 is shown the normalized, net 
spectral density function versus a dimensionless 
frequency for six locations across the jet at 
x/Bq = 44. Similar results were obtained at other 
sections. The spectra on Figure 16 have been 
normalized by dividing S(f) by u'2(b/u), in which 
jet width b = cx = 0.14x and b/u is the character­
istic time scale. Because S(f) was calculated 
by applying a Fourier transform to R(t ), the cur­
rent density terms should not affect the spectrum 
results. Spectral density functions are not 
available in Heskestad's paper for comparison.
Except for two points at the lowest frequenc­
ies at y/x = 0.16 and 0.20, the results in Figure 
16 suggest the existence of a unique, normalized 
spectral density curve for all locations in the jet 
cross section. For dimensionless frequencies, 
f(b/u), less than about 0.10 the spectral density 
function is approximately constant, as in the case 
of white noise. In the region 0.4 < f(b/u) < 3.0, 
the slope of the spectral density function is 
approximately -5/3, indicating the presence of an 
inertial subrange as predicted by Kolmogoroff's 
theory.
CONCLUSIONS
The distributions of the turbulence intensities 
measured by the MHD method were found to be the 
same for water and air jets for the same Reynolds
number and relative location in the jet. Correc­
tion factors, K-| and for the magnitudes of the 
axial and transverse turbulence intensity distri­
butions to account for the current density terms 
were determined experimentally for this flow field.
The autocorrelation function of the longi­
tudinal turbulent velocity was found to have two 
regions of differing exponential character 
corresponding to microscales and macroscales of 
turbulence. The macrolength scale increases 
linearly with distance from the discharge slot, 
while the microlength scale increases more slowly 
in a nonlinear manner. The measured microlength 
scale agrees with Heskestad's results. The 
normalized spectral density function appears to 
have a unique shape with a significant inertial 
subrange which agrees with Kolmogoroff's -5/3 law.
ACKNOWLEDGMENT
The comments and suggestions made by Professor 
J. A. Hoopes, University of Wisconsin, Madison, and 
by Professor J. F. Orsborn, Head of the R. L. Albrook 
Hydraulic Laboratory, Washington State University, 
Pullman, are much appreciated.
REFERENCES
1. Albertson, M. L., Dai, Y. B., Jensen, D. C., 
and Rouse, H., Trans. ASCE, 1J_5, 639-664 (1950).
2. Brouillette, E. C., and Lykoudis, P. S., Phys. 
Fluids, 10, 995-1007 (1967).
3. Gratz, R. L., and Villemonte, J. R., ASCE 
Hydraulics Division, 17th Annual Specialty 
Conference, Utah State University, Logan,
Aug. 22, 1969.
4. Grossman, L. M., Li, H., and Einstein, H. A.,
J. Hyd. Div., Proc. ASCE, 83, HY5, 1394-1 to 
1394-9 (1957). ~~
5. Hartmann, J., and Lazarus, F., Det Kgl.
Danske Videnskab. Selskab. Math. - Fys, Medd., 
15, 1 (1937).
6. Heskestad, G., J. of Appl. Mech., Trans. ASME, 
32, Series E, 721-734 (1965).
7. Kolin, A., Proc. Soc. Exper. Biol, and Med.,
35, 53-57 (1936).
36
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0.035 ft, um = 21.3 fps)
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SYMBOLS
B magnet field strength
Bq thickness of discharge slot = 0.068 in.
b = cx jet width
c constant (Reichardt's constant)
f frequency
i_ electrical current density
i‘ turbulent current density
K-j,^ constants
L longitudinal macrolength scales
L longitudinal macrolength scale on jet
centerline
R(t ) autocorrelation function
S(f) spectral density function for net signal
u time average velocities in x-directi on
uffl time average jet centerline velocity
uQ velocity of jet
u',v' turbulent velocities in x-, y-direction,
respectively
V. velocity vector
x,y,z coordinates: x along jet centerline, y
is vertical and perpendicular to center- 
line, and z is perpendicular to x-, y- 
plane
Ax,ay spacings in x-directi on and y-direction
between electrodes, respectively
A</>' induced turbulent potential difference
between electrodes, respectively
X microlength scale
A microlength scale on jet centerline
v kinematic viscosity of fluid
a electrical conductivity of fluid
t time delay
tq macrotime scale of turbulence
T, microtime scale of turbulence
<j) induced electric potential
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DISCUSSION
H. Branover, University of the Negev: You are right 
when you say that it is necessary to take into account 
this term i/a. It is well known from the earlier 
works of Collin and others how difficult it is to 
separate the influence of the electric current from 
the measurements. In the farther part of your lec­
ture, however, you didn't mention this at all. I 
would like to know how you avoided influence of this 
kind on the results in regards both to the mean flow 
velocity and the fluctuations.
Mih: I can only make turbulence measurements by this 
method. I agree it is very difficult to pre-estimate 
the current term in this method. You have to cali­
brate against the main turbulence signal, and the 
calibration for this particular set-up as indicated 
by the data appears to be a constant value. I agree 
with you, this constant is not universal but is 
dependent on the particular flow situation,
Branover: You cannot take care of it in any way 
because this term depends directly on the local veloc­
ity. So you never can find out any constant or make 
a real calibration. Every time it is different. A 
lot of papers have gone into this problem, and as far 
as I know it is only a small range of very special 
flow, where the influence of the current is negli­
gible. For instance, if you have two-dimensional 
flow in a plane that is perpendicular to the mag­
netic field then here you have almost no current 
and then you have the possibility to make the exact 
measurements with this method.
Mih: In this particular study the magnetic flux is 
perpendicular to the general flow, but I am not saying 
I have all the solutions; it is a difficult problem.
W. W. Fowl is, Florida State University: I think the 
confusion is arising over your use of "magnetohydro- 
dynamic." "Magnetohydrodynamic flows" are when you 
have an electrically conducting fluid in the presence 
of a magnetic field and the Lorenz force, the J x B 
term in the Navier-Stokes equations, begins to matter.
I think what you are saying is correct in principle; 
the J x B term does exist, but it is exceedingly 
small. To study magnetohydrodynamics you need a very 
good electrical conductor, and you need a strong 
magnetic field. So I think you are right in principle, 
but quantitatively that isn't interferring with Mih's 
measurements.
V. W. Goldschmidt, Purdue University: Maybe we could 
put the argument to rest by simply asking, could you 
summarize the advantages of your scheme over hot-wire 
anemometry or some other measuring technique and the 
disadvantages, too.
Mih: I have been anticipating this question. This 
method is still in its infancy; there are quite a few 
problems to resolve, like current terms, and at this 
point for the turbulent flow there is no commercial 
probe available, so you can see it is not very re­
fined. The primary advantage of this method is that 
it is rugged. The disadvantage of this method is you 
have to build the probe yourself and then you have to 
calibrate it. The major difference is that the noise 
level at this time is actually much higher than in the 
hot-film method. I don't know exactly how high the 
noise level is in the hot-film method. The magnet 
I used is not a very strong magnet. The noise level 
depends on how strong a magnet you use. For an 800 
Gauss magnet the noise level reached as high as 20%.
I think this is very high, and I am sure the hot-film 
is smaller than that. Noise level in turbulence 
measurement is always a problem because you are deal­
ing with such small signals.
I would like to add one more point. For the 
mean flow measurement there is a probe commercially 
available. Dr. Schiebe just bought one and he says 
he is very excited about it. There are no moving 
parts; it can cover a wide range of velocity; and at 
small velocity, there is no problem. The voltage can be 
measured at very low increment; there is no problem 
there. His probe is 3/4-inch diameter with a magnet 
inside. I saw some place, I am not sure where, a 
probe size of only 1/4-inch. I don't have stock inthis 
type of company but I highly recommend, if you want 
to make mean flow measurements, that you investigate 
this type of probe, because they are much superior 
to propeller types or other types which are 
generally available.
A. Brandt, Johns Hopkins University: Your intensity 
profile showed a dip in the center of the jet, could 
you comment on whether that is in agreement with any 
other studies that you are familiar with?
Mih: Yes, that is right. Turbulence intensity in 
three components only has a dip in the jet direction. 
The V'- and the U '-velocities don't have a dip.
There are textbooks, for example Townsend's textbook, 
with this information, as well as the studies of 
Heskestadt and others.
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A. Sesonske, Purdue University: Were you concerned 
about the probe interference with the flow?
Mih: This probe is facing the flow; the probe was 
inserted in a box; the flow was from left to right; 
so the interference was very small.
S. J. Kline, Stanford University: How constant was 
the constant between your curve and Heskestadt's 
curve, because that is the way you calibrated it; 
that is the way I understood you. You said the 
relation between them was constant. What was the 
variation of that constant when you actually worked 
it out?
Mih: It's not a solid constant. It is a band.
That figure I gave you of 2.1 is the average of the 
band. It varies from 1.7 to 2.3. It varies from 
the middle to the outskirts of the jet.
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OCEANIC SHEAR MEASUREMENTS USING THE AIRFOIL PROBE
Thomas Osborn, Institute of Oceanography 
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ABSTRACT
Vertical profiles of salinity and temperature 
in the ocean reveal fluctuations with length scales 
as small as a few mil 1imeters. These fluctuations, 
called microstructure by oceanographers, are the 
small scale results of turbulent mixing processes.
It is hoped that through the study of microstruc­
ture we can evaluate the relative importance of 
different sources of the turbulent energy (e.g., 
tides, large scale internal waves, etc.) and the 
mechanisms for generation of the turbulence (e.g., 
wave overturn, shear instability, etc.).
There is a considerable body of evidence to 
suggest that shear instability is an important 
mechanism in the generation of ocean microstructure. 
Measurement of the velocity shear in the ocean is 
difficult for it is necessary to profile the 
fluctuations in the horizontal velocity vector with 
a vertical resolution of a few centimeters.
After consideration of alternatives, it be­
came apparent that a sensor based on the airfoil 
probe concept of Ribner and Siddon offered the 
greatest potential for making such measurements.
The technique employs a tiny axi-symmetric side 
force transducer integrated into the nose portion 
of a cylindrical probe. The probe is mounted at 
the lower end of an instrumented pressure housing 
which free falls vertically through the ocean struc­
ture. Fluctuations in the two horizontal velocity 
components are instantaneously resolved into time 
varying voltages by a special two-channel piezoelec­
tric transducer. This paper describes problems en­
countered in preparing probes suitable for oceanic
work. The major problems that had to be solved 
were increasing the sensitivity, assuring orthogon­
ality of the channels, performing calibrations and 
reducing mechanical vibration of the instrument 
body.
Since early 1972, numerous trials have been 
made in British Columbia Fjords which show the tech­
nique to be very successful. Characteristic traces 
of velocity structure show remarkable correlation 
with the corresponding records of temperature and 
salinity variation. Energy spectra of velocity 
shear confirm that there is complete spatial resolu­
tion of the small scale structure, ensuring that 
turbulent energy dissipation can be estimated from 
the data.
In summary, the present instrument provides 
profiles to study the importance of shear instabil­
ity in the generation of oceanic turbulence and 
microstructure as well as information on local rates 
of energy dissipation. The airfoil probe has proven 
completely successful for measuring cross stream 
velocity components in view of the simple rugged 
nature of the sensing element, linear response, in­
variance with respect to fluid temperature, and ease 
of calibration.
INTRODUCTION
Microstructure is a name applied to small scale 
-- generally less than one meter -- fluctuations in 
temperature, salinity, and velocity. The study of 
microstructure is really the study of oceanic
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turbulence. Significant fluctuations in tempera­
ture exist on the centimeter scale while salinity 
fluctuations extend to even smaller scales.
Since instruments capable of continuously pro­
filing temperature or salinity are recent de­
velopments, ocean microstructure is a compara­
tively new field. For a good review see Refer­
ence 2.
The first useful instrument was the Bathyther­
mograph (B.T.) developed by Spilhaus (14) follow­
ing work by Rossby in 1934. This device had mech­
anical pressure and temperature transducers and 
produced a trace of temperature versus depth by 
scratching a smoked glass slide. The B.T. is still 
in use today. Eventually, all-electronic instru­
ments were developed capable of collecting vertical 
profiles of temperature and salinity (or electri­
cal conductivity). Spatial resolution for the com­
mercial models is on the order of 1 meter vertical­
ly due to limited response time of the sensing ele­
ments and surface ship motion. This incomplete 
resolution is not adequate for studies of oceanic 
microstructure.
The mechanism which generates microstructure 
is unknown at present. Photographs of breaking 
internal waves taken in the thermocline near Malta 
suggest shear instability as an important source 
(16). In order to study quantitatively the role 
of shear instability in generating oceanic turbu­
lence one must know the vertical component of the 
density gradient and the vertical current shear. 
Techniques for measuring the vertical temperatures 
and salinity profiles, and thereby estimating the 
vertical density profile, are well developed (3,7). 
Wood's technique of staining the water with dye 
and photographing its subsequent motion revealed 
shears of 1 cm/'sec in 10 cm (.1 per sec).
Measuring a vertical profile of the horizontal 
velocity with conventionalcurrent meters would pro­
duce data with 1-2 meter spatial resolution and 
t 3 cm/sec velocity resolution. A significant im­
provement was made by Simpson (13) using a free 
fall instrument with a 30 cm neutrally bouy- 
ant vane to sense variations in the horizontal 
velocity. However, we foresee two problems with
this approach: first from the description given 
the vane is too large for adequate resolution, and 
secondly, the dynamic response of the vane is not 
well understood.
As an example of the irregular nature of tern 
perature and velocity gradients with depth Figure 
1 shows data collected with a freely falling instru­
ment in Howe Sound, British Columbia on December 11, 
1972. The figure shows temperature, its time deriv­
ative, the vertical derivatives of two perpendicu­
lar horizontal velocity components, and an estimate 
of the viscous energy dissipation for 9 separate 
layers 6.6 meters thick. Even with the degree of 
spatial compression used in Figure 1, it is appar­
ent that fluctuations in temperature gradient have 
scales of considerably less than 1 meter.
The present paper describes a new approach to 
the measurement of horizontal velocity structure.
The hydrodynamic cross-flow sensor described herein 
has proven to be highly suited to this application, 
due to its compact size and simple, rugged nature.
Its superior ability to resolve the fine scale veloc­
ity structure, down to distances of 1-2 centimeters, 
is illustrated by the data given in Figure 2. This 
data, which resulted from one of the first proto­
type trials of the new instrument, shows a remark­
able correlation between two components of the hori­
zontal velocity and the corresponding temperature 
and temperature gradient traces, for a layer only 
about eight centimeters thick.
ADAPTATION OF THE AIRFOIL PROBE
The device which produced the velocity traces 
of Figures 1 and 2 is patterned after the airfoil 
probe concept first suggested by Professor H. S. 
Ribner of the University of Toronto, Institute for 
Aerospace Studies. Working from Ribner's idea,
Siddon constructed several practical probe types 
which ultimately led to a simple axi-symmetric con­
figuration as depicted in Figures 3 and 5. Earlier 
publications describe applications to turbulence 
measurements in jets, wakes, and duct flows of both 
liquids and gases (8,9,11,12).
Operating Principle
The technique employs a tiny axi-symmetric side 
force sensor which is exposed to an oncoming flow
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Figure 1. Data from Free Fall Instrument, December 
11, 1972, in Howe Sound, British Columbia
Figure 2. Temperature and Velocity Traces for Short 
(one meter) Sample, Showing Fine Scale 
Structure, July 5, 1972, Howe Sound
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Figure 3. Operating Principal of Hydrodynamic Cross- 
Flow Sensor
fd_ _ d. 
U X
Figure 4. Frequency Dependence of Lift Sensitivity 
For Incident Shear Disturbances, Wave­
length A
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directed along the probe axis. In the present ap­
plication the onset flow is provided by dropping 
the probe vertically down into the ocean with a 
uniform drop velocity, U. Alternatively the de­
vice can be towed or propelled through the medium 
to be sampled. The probe responds in much the 
same manner as a phonograph pick-up which detects 
the "waviness" in a record groove. It measures 
the waviness in an oncoming flow. If a single 
spectral component of horizontal velocity struc­
ture is represented by a sinusoidal shear wave of 
wavelength, X (Figure 3), a modulating side force 
will be impressed on the sensor as it penetrates 
through the transverse velocity field. The side 
force results from a distribution of positive and 
negative pressures which, for an axi-symmetric body- 
of-revolution, is distributed over the first 2 to 3 
diameters of length. The force is detected by 
making the probe nose-piece of a moderately flexi­
ble substance (such as epoxy or another moldable 
material) in which is embedded one or more piezo­
ceramic bimorph beams of the type commonly employed 
in phonograph cartridges. By incorporating two bi­
morph elements with an orthogonal orientation, the 
two components of horizontal shear velocity v and 
w are simultaneously converted into time varying 
voltages.
An important feature of the airfoil probe is 
the fact that the components of side force fluctu­
ation are 1inearly related to the transverse veloc­
ity of the flow. This follows from the quasi- 
steady hydrodynamic transfer relationship for any 
1 ifting body (11).
l -? dci
L = (^pU )S .-(x^) « v,w V2H eff da v,w 0 )
The force components L and L are proportion- v w
al to the corresponding angle of attack fluctuations
a and a . The constant of proportionality involves 
v w 1 _2
the dynamic pressure of the mean motion (^pU ), an
effective reference area and the lift coeffi­
cient derivative dCL/da. Since the transverse 
pressure loading is concentrated over the forward 
portion of the sensor (where the cross-sectional 
area is increasing rapidly) the effective lift-
producing area is small, and may be taken as
Quasi-steady values of dC^/da are assumed to 
apply in the limiting case where the wavelength of 
the approaching shear pattern (X) is much larger 
than the effective length of the sensor. For a low 
aspect ratio axi-symmetric body as employed here, 
the Munk-Jones slender body aerodynamic theory yields 
a value for dC^/da in the range of 1 to 2, as op­
posed to a value of 2tt for an infinite span, flat 
plate airfoil (5).
When the transverse velocity fluctuations are 
small compared with the mean drop velocity (v,w<.3U), 
the angle of attack components can be approximated 
by their tangents. Thus ay - v/U and a^. - w/U.
If the cross force components are linearly trans­
duced into voltages by the piezoelectric elements, 




The sensitivity factor Sw is typically spec- 
ified in units such as millivolts per pbar of dy­
namic pressure. Thus if a probe with S = 1 mv/pbar 
falls with a velocity U  of 10 cm/sec through a trans­
verse shear profile with waviness amplitude v = 1 
cm/sec, the output voltage amplitude in fresh water 
will be 5 mil 1ivolts.
Dynamic Limitations
High frequency limits - In practical operation 
the deflections of the lift-sensing nose-piece are 
very'small; the element response is stiffness con­
trolled. Thus the absolute motion of the sensor is 
unimportant, a desirable feature of this probe. The 
induced electrical signals remain proportional to 
applied bending stress up to the fundamental reson­
ant limit of the cantilevered sensing element. For 
applications in airflows this resonant limit can be 
made as high as 20,000 Hz, thereby suggesting the 
possibility, at least in principle, of very wide 
band frequency response. The resonant frequency for 
the oceanic probe lies between 1 and 2 K Hz. In
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practice, another restriction overrides any concern 
about resonance. The sensing element is only cap­
able of resolving velocity structure with wave­
lengths longer than about four times its own ef­
fective length (11). Due to the concentration of 
the pressure loading near the nose of the probe, 
as depicted in Figure 3, this effective length 
works out to be about one probe diameter, d. Thus 
the limit on resolution of fine scale structure 
is given by:
min 4d (3)
The corresponding frequency limit for a pat­






Experimentally, it has been found that for fre­
quencies up to fmax the response sensitivity, S^, 
remains approximately constant. This results from 
a tendency for the lift curve slope, dCL/da, to 
stay at the quasi-steady value, until chord-wise 
averaging of the incident velocity pattern begins 
to occur. As depicted in Figure 4 and discussed 
by Siddon (9) the uniformity of frequency response 
appears to be characteristic of low aspect ratio 
wings and axi-symmetric slender bodies. By way of 
contrast for a two-dimensional planar wing encoun­
tering a sinusoidal gust, Sears showed many years 
ago that the aerodynamic transfer function decreases 
rapidly with increasing frequency (Figure 4 - upper 
curve). This occurs to a large extent because of 
downwash cancellation associated with the shedding 
of alternating vortices along the trailing edge.
For the slender axi-symmetric body there is no 
trailing edge. Over the first few diameters of 
the probe the boundary layer is laminar and very 
thin; the flow may be regarded as an unsteady po­
tential flow. Furthermore the time varying nature 
of the oncoming flow seems to suppress any tendency 
for flow separation at the sensor, even when the 
turbulence intensity, v/U' or w/U, is large.
Low Frequency Limit - Because of the inherent 
a.c. nature of piezoelectric transducing elements,
the lower end of the frequency response curve ex­
hibits a first-order roll-off. The response will 
be 3 db down at a frequency f = 1/2ttRC, where C 
is the transducer capacitance and R is the load re­
sistance seen by the transducer. By close coupling 
the probe to a preamplifier with high input impe­
dance, this frequency limit can be made very low; 
for the present device the measured values of cir­
cuit elements give the 3 db down point at about 
.956 Hz. The inability to resolve the d.c. velocity 
(i.e., the very long-wave velocity structure) is 
actually an advantage, since at the long wave limit 
the velocity information becomes ambiguious, due to 
sideways drifting of the freely falling body which 
carries the probe (see Figure 6). For a more com­
plete discussion of the problem of body motions see 
Reference 12.
Probe Manufacture
Probes described earlier by Siddon (10,11) em­
ployed a very small sensor (d - 2.5 mm ) of rela­
tively rigid construction, giving a sensitivity Sy 
of only about 0.1 mv/pbar. For the oceanic appli­
cation a reasonable drop velocity is on the order 
of 40 cm/sec and the maximum transverse velocities 
can be about 4 cm/sec. In these conditions, follow­
ing Equation 2, an output of only about .8 mv could 
be expected from a probe such as Siddon1s.
For the oceanic application it was felt that a 
higher output capability would improve the signal/ 
noise ratio, enabling the detection of much weaker 
velocity fluctuations. A substantial improvement 
in sensitivity was achieved by increasing the sensor 
diameter to 6.3 mm (giving a sixfold increase in 
S^f) and by employing a soft urethane-based epoxy 
for the probe tip. Two piezoceramic bimorph beams 
are embedded in the probe tip at 90 degrees orienta­
tion, as depicted in Figure 5. At the time of mold­
ing the sensor, the probe supporting sting is filled 
with the same epoxy, thereby encapsulating all elec­
trical connections. The output signals are fed to 
a two-channel low-noise preamplifier in a pressure 
proof housing located behind the probe sting. With 
special sealing precautions, the entire probe as­
sembly is able to operate at pressures on the order 
of 20 atmospheres (=200 m depth). Tests in a high 








Fiqure 5. Schematic of Oceanic Version of Airfoil
y „ , Figure 6. Schematic of Free Fall Instrument
to changes in static pressure - even sudden changes 
on the order of 2 atmospheres.
The urethane epoxy finally selected has a hard­
ness of 45 on the Shore A scale. The probe sensi­
tivity, S , is about 4 mv/pbar, or 400 times lar­
ger than that of Siddon's probe. The improvement 
was realized at the expense of a reduction in the 
upper resonant limit to 1 - 2 k Hz but this im­
poses no handicap since the spatial resolution de­
generates at a frequency much below resonance.
(For a 40 cm/sec drop velocity, the 6.3 mm probe 
diameter imposes a resolution limit at about 
f „ - 16 Hz, according to Equation 4). With 
v = 4 cm/sec the corresponding output voltage is 
on the order of 320 mv. This compares with an 
electronic noise level of less than 16y volts at 
the output terminals of the unity gain preamplifier. 
Thus a signal/noise ratio in excess of 20,000 is 
realized for transverse velocity amplitudes of 
4 cm/sec. Note however that the sensitivity and 
hence the S/N ratio increases linearly with drop 
velocity, U, for a constant v according to Equation 
2 .
Unfortunately, urethane based epoxies of the 
type used for the sensor tip deteriorate when im­
mersed in water for extended periods of time. The 
present probes have a lifetime on the order of 
only ten hours. Current attempts to develop a more 
water-resistant sensor look promising.
Calibration and Response Evaluation
Velocity sensitivity and orthogonality - The 
rotating nozzle method developed by Siddon (10,11) 
provides a convenient means of determining the 
velocity sensitivity, S, and checking the orthogon­
ality of the two velocity channels. The probe is 
positioned at the exit plane of a round nozzle, 
the nozzle bore being inclined at a known small 
angle, 0 , to the axis of rotation. The nozzle is 
mounted in the race of a sealed ballbearing and is 
driven through a belt and pulley arrangement by a 
small electric motor. Water flow passing through 
the nozzle is caused to swirl with a constant angle, 
0Q. In this way the probe experiences two sinusoid­
al fluctuating components of cross-flow (v/U = 9q 
= w/U) which are 90 degrees out of phase.
By varying the dynamic pressure of the flow
— O
through the nozzle, a plot of ey versus l/2pU 0Q 
yields the sensitivity factor, S . Using mean flow 
velocities on the order of 100 to 150 cm/sec, the 
sensitivity, 5 - 4mv/pbar, was determined to an 
accuracy of about three per cent. Although the 
probe carrier drops at only about 40 cm/sec in the 
ocean, calibrations were performed at somewhat higher 
velocities because the present calibrating device 
does not operate properly when the water velocity 
is too slow with respect to the tangential velocity 
of nozzle rotation.
While Equation 1 presumably allows us to ac­
count for the water speed during calibration, it 
seems desirable to calibrate at a speed closer to 
the fall speed of the instrument so a new calibrator 
is being built.
By connecting the two probe outputs to x-and y- 
axes of an oscilloscope, both the phase and relative 
sensitivity of the two channels are determined from 
a Lissajou figure (a perfect circle indicates bal­
anced channels with orthogonal spacing ). On most 
probes constructed to date the v and w channels are 
perpendicular to + 5 degrees. In order to achieve 
this tolerance, and to ensure reproducibility of 
the manufacturing process, the piezoelectric beams 
are mounted in a special jig while the wire leads 
are attached and epoxy molding is done.
Vibration sensitivity - Spurious vibration of 
the probe or its supporting sting places an inertial 
load on the piezoceramic transducers which is pro­
portional to the effective mass of the sensing ele­
ment times the transverse acceleration. By mounting 
the probe on a shaker table and comparing its out­
put with that of a calibrated accelerometer, a trans­
verse acceleration sensitivity of about 50 mv/g was 
measured for driving frequencies in the range 10 - 
100 Hz.*
When used in the ocean the probe may be exposed 
to vibrations induced in the structure of the freely 
falling instrument package. Spurious vibration sig­
nals constitute an increase in the noise level for 
the probe. Although the actual vibration magnitudes
*With this acceleration sensitivity, a spurious sig­
nal of about 1.5 mv would result from a vibration 
amplitude of 0.1mm at 10 Hz. This is much less than 
the expected velocity signal of about 320 mv (see 
Probe Manufacture).
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have not yet been measured, their effect is thought 
to be insignificant over the important energy­
bearing range of the microstructure spectrum. This 
fact is confirmed by a comparison of spectra for 
"quiet" and "active" regions of the shear record, 
as discussed later (see Figure 10).
Temperature sensitivity - Although the cross­
force detector is essentially insensitive to rapid 
fluctuations in temperature, because of its sub­
stantial thermal inertia, the velocity sensitivity
factor, S , is found to be weakly dependent on V jW
the ambient fluid temperature. By varying the tem­
perature of water flow through the calibration rig, 
the velocity sensitivity was found to decrease by 
something less than 1% per degree C. Most of this 
thermal effect is thought to be inherent to the 
piezoelectric sensing elements. Nonetheless, the 
problem is not serious because of the relatively 
isothermal nature of the water column (see Figure 
1) and the possibility of correcting for minor tem­
perature variations later.
FREE FALL EXPERIMENTS
Instruments that are lowered by cable are sub­
ject to vertical motions caused by rolling and 
pitching of the surface vessel. These effects can 
be reduced by using accelerometers which detect 
the ship motion and transmit this information to a 
servo-controlled winch. A simpler solution is to 
allow the instrument housing to fall freely through 
the water at its terminal velocity. This technique 
is now standard procedure for taking vertical pro­
files that are uncontaminated by ship motions. The 
drop velocity is controlled by preselecting the re­
quired combination of excess weight (weight minus 
bouyant force) and drag coefficient for the body. 
Due to the natural increase of density with depth 
the drop velocity tends to decrease; the most pro­
nounced density change is concentrated in the upper 
20 meters for B.C. coastal waters and can cause a 
variation in U as large as 100% of the initial drop 
velocity. Below this level however the density 
and terminal velocity remain essentially constant, 
within about 5%.
Data Link
Free fall instruments developed at Scripps 
Institute of Oceanography record the data internally 
on magnetic tape and have no connection to the sur­
face ship. Simpson (13) uses an instrument which 
records internally on a paper chart recorder. Woods 
(16) uses a guide wire to restrain horizontal motions 
of the instrument and to telemeter the data to the 
surface via inductive coupling. Our experiments 
employ a fine wire filament which "spins-off" of a 
cartridge much like a fishing reel, as the body 
descends. The cartridges, known as Expendable Wire 
Lengths, are manufactured by Sippican Corporation.
All data signals, except for rotation rate, are 
telemetered up the insulated conductor on standard
I.R.I.G.-FM channels. The sea water is used as a 
return line (operation in very clean lakes is dif­
ficult due to the poor return path). The rotation 
rate is telemetered as a periodic variation in the 
offset voltage of the wire.
Instrument Housing
Initial trials of an oceanic version of the air­
foil probe were conducted using a rather short, 
squat housing as the probe carrier (6). This hous­
ing was found to be susceptible to low frequency 
oscillations because of an inherent dynamic instabil­
ity (f < 0.1 Hz). To eliminate this difficulty a 
longer, more slender pressure housing was designed, 
of the configuration shown in Figure 6. The ends 
of the 2.75 m by 17 cm diameter cylinder are faired 
with fiberglass ellipsoids. Maximum operating depth 
is 1000 meters. This housing is much more stable; 
previous experiments with a similar but shorter tube 
indicate that oscillations from vertical are less 
than 0.1 degree in amplitude and have a period of 
about 10 seconds when the fall speed is 45 cm/sec.
The upper endcap of the housing holds a radio 
transmitter, flashing light and acoustic pinger (for 
retrieval), together with the expendable wire cart­
ridge. Mounting fixtures for the velocity probe and 
ancillary sensors are attached to the lower end cap. 
Small vanes attached to the upper end of the housing 
induce a rotation of approximately one minute period. 
At a predetermined depth a pressure activated mech­
anism releases the two lead ballasting weights and 
the instrument returns to the surface.
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Electronic Instrumentation
An electronics package contained within the 
aluminum housing performs a number of functions.
It amplifies and conditions the various sensor sig­
nals and then converts them to FM format for tele­
metry up the wire link to the ship.
Temperature - The temperature profile is sen­
sed with a bead thermistor, coated with a thin 
layer (.0006") of Paralene - C to insulate it from 
the sea water. The bead has a response time of 
about 11 milliseconds (3 db down at 15 Hz) in water 
at 125 cm/sec, although its response capability at 
lower water speeds has yet to be studied. The 
thermistor signal is amplified and also differen­
tiated with respect to time. Thus a profile of the 
vertical component of temperature gradient, 30/3z, 
is sent to the surface as well. The differentia­
tion extends to 35 Hz, higher frequencies being 
suppressed to reduce noise.
Velocity shear - Signals from the two-compon­
ent velocity sensor are electronically differenti­
ated to give the vertical components of current 
shear. The differentiation has extended only to 
10.6 Hz up to now, but this limit will be increased 
to 25 Hz in the future. A second cascaded low-pass 
filter has its 3 db point at 14.5 Hz. No effort 
was made to correct for the low frequency roll-off 
of the probe below .056 Hz, as spectra show that 
such low frequency components do not contribute 
significantly to the variance of the shear.
Pressure - Static pressure is detected with a 
vibrating wire pressure transducer attached to the 
upper end cap. This transducer produces an FM sig­
nal directly. The information is used to determine 
the depth of the instrument as a function of time 
and thereby the fall speed.
Electrical conductivity - To determine the 
density profile one needs information about the 
concentration of dissolved salts in the water. The 
density is related to the temperature and the elec­
trical conductivity, according to a known relation­
ship. In our experiments we have been measuring 
conductivity in a direct way, i.e., by impressing 
a constant voltage between two electrodes and mea­
suring the voltage. The main difficulty rests in
producing a conductivity head capable of sampling 
a small volume with sufficient sensitivity and fre­
quency response. We are presently building an im­
proved sensor, similar to that described by Gregg 
and Cox (3) in which sea water is sucked Ihruuyh a 
small hole and the resistance of the hole is mea­
sured. It is anticipated that this device will give 
resolution of the density gradient to a scale of a 
few cm.
Rotation - As mentioned earlier, the instrument 
housing is caused to rotate slowly by a number of 
vanes located at the upper end. Steady rotation has 
been found desirable for a number of reasons (6) 
but principally because it gives a reference direc­
tion to the body at any given depth. The rotation 
is sensed by a 3000 turn coil wrapped around a per­
meable iron core. The orientation of this dynamic 
compass relative to the sensing directions of the 
velocity probe can be determined in the laboratory; 
thus the measured shears can be oriented in space. 
The rotation signal is transmitted as a sinusoidally 
varying analog voltage up the telemetry link.
On the surface support vessel the rotation sig­
nal is separated from the others and recorded on 
one channel of a Hewlett-Packard 3960 tape recorder. 
The data signals are recorded in FM mode on another 
channel and a constant reference frequency is re­
corded on a third channel. The data are also fed 
to a set of discriminators and demodulated for real­
time display on a multi-channel paper chart recorder.
DISCUSSION OF DATA
Temporal Representation
Figure 1 shows temperature, its derivative and 
the two shear traces as a function of depth. Note 
that the scale is not the same for the two shear 
traces, the upper trace corresponding to a more sen­
sitive channel. The rotation period is about 40 
seconds. The data show three regions of active 
microstructure at 102-106 m, 120-126 m, and 142-155' 
m depth. The weak shear microstructure between 100 
and 105 meters is associated with a local tempera­
ture increase with depth, barely detectible on the 
uppermost trace. In contrast, the mean temperature
50
decreases gradually from 120 to 125 m and the shear 
fluctuations are larger. At 127 m there is a lo­
calized increase in temperature with no related 
enhancement of velocity shear. The largest veloc­
ity shears are associated with the region from 142 
to 152 meters depth. The mean temperature gradi­
ent in this region is one-fourth the mean gradient 
of the active region between 102 and 105 meters.
The purpose of this discussion is to point out tint 
there is no simple relationship between the re­
gions of gross temperature activity and those of 
intense velocity shear although one might intui­
tively expect each to be correlated with its own 
mean property gradient. Sometimes there is a pro­
nounced similarity on an extremely localized scale, 
as in Figure 2. In general however the actual 
physics are not this simple, because of the added 
influence of salinity variations on stability.
Gregg and Cox (3) show that temperature fluctuations 
do not correspond to density fluctuations if there 
is compensating salinity structure.
Figure 7 gives an expanded view of the region 
between 140 and 157 m depth, shown in Figure 1.
In the active regions, values of the shear compon­
ents are often as high as 1 sec \  The resultant 
shear vector occasionally reaches magnitudes of 
1.8 sec which is considerably larger than the 
values of about 0.1 sec  ^ reported by Woods and 
Fosberry (16). In line with our earlier comments, 
there is temperature microstructure both above and 
below the 143 meter level, whereas there is a pro­
nounced increase in shear activity at this level. 
Looking at the temperature gradient data one gets 
the impression that below 143 meters the tempera­
ture trace shows a substantial increase in high 
wave number content. This observation is in line 
with Batchelor's description (1) of high wave num­
ber scalar fluctuations being generated by the 
straining of fluid elements arising from lower wave 
number velocity fluctuations.
Spectral Representation
The spectra discussed in this section are es­
timated from Discrete Fourier Transforms based on 
8192 point samples of the differentiated records 
(i.e., Regions 1-9). The interval between data
points is .002 seconds. The equivalent thickness 
of each region is 6.6 meters.
Temperature spectra - Figure 8 shows frequency 
times the spectral estimate of the differentiated 
temperature signal, plotted against the logarithm 
of frequency, for Regions 1, 7 and 8. When plotted 
in this manner equal areas contribute equally to 
the variance. Since the thermistor response is 
limited to a frequency no greater than 15 Hz, we 
must conclude from the shape of the spectra that 
the instrument may not be completely resolving the 
vertical component temperature gradient. The spec­
tral truncation is especially probable in the case 
of Region 8 (Figure 8) where the spectrum seems to 
extend furthest to the right before rolling off.
Velocity spectra - Spectral distributions of 
velocity shear times frequency, plotted versus log 
f are given in Regions 1 and 8. When plotted on 
this basis equal areas represent equal amounts of 
energy dissipation in the velocity field. The probe 
response should be uniform for frequencies below 
16 Hz. However the signal conditioning included 
two low pass filters with half power points at 10.6 
Hz and 14.5 Hz. Nevertheless, correcting the pre­
sent spectra for these filters does not shift the 
spectral peak occurring at 4 Hz and does not greatly 
modify the variance. (The filter characteristics 
were selected on the assumption that the drop veloc­
ity would be about 20 cm per sec, in which case the 
probe's cut-off frequency would be 8 Hz instead of
16.)
Assuming the resolution of the shear is com­
plete, the energy dissipation can be estimated using 
the dissipation formula for isotropic turbulence (4):
£ = 7.5 v (|^)2 (5)
where v is the kinematic viscosity. Oceanic turbu­
lence is probably not isotropic since the ocean is 
stratified but that property will only serve to 
modify the factor of 7.5 to a lower value, say 5 +
2.5. Equation 5 was used to estimate the energy 
dissipation for Regions 1-9 giving the values of e 
listed in Figure 1. The variance of the shear was 
determined from spectra of the upper shear trace.
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Figure 7. Expanded Traces for Regions 7, 8 and 9.
Data of December 11, 1972, Howe Sound, 
British Columbia
Figure 8. Spectra of Vertical Component Tempera­
ture Gradient for Regions 1, 7, 8 - Data 
of Figure 1
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The peak in the spectrum for Region 8 is at 
4.2 Hz which corresponds to a wavelength of 9.5 cm, 
and a wavenumber of 0.65 cm. \  Tenekes and Lumley 
(15) state that the wavenumber corresponding to 
the peak of the dissipation spectrum for isotropic 
turbulence is given by:
k = 1/4
2
Substituting the values v = 1.4 cm /sec and k - 
cm-1 we find for the energy dissipation:
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= 33 x ,_-5 2 -310 cm sec SYMBOLS
This value compares surprising well with the 
value 30 x 10~5 estimated from the variance of the 
shear for Region 8.
Background noise - Figure 10 shows shear spec­
tra for Regions 3 and 4. Note that these log-log 
plots are not energy preserving. Region 3 is the 
quietest of the nine regions in Figure 1, while 
the adjacent Region 4 is quite active. The ten­
dency for the two spectra to coalesce for frequen­
cies above about 15 Hz indicates the base line noise 
due to probe vibrations which becomes significant 
at these higher frequencies. Below 10 Hz the spec­
tral shapes suggest that the true turbulence energy 
dominates the spectrum. Certainly the variance­
bearing portion of the spectrum for the active 
Region 4 shows no evidence of contamination by vi­
bration or other noise.




















maximum frequency of spatial resolution 
minimum wavelength corresponding to fmax
constant angle of calibrator nozzle 





1. The airfoil probe turbulence gauge, used in con­
junction with the free fall body is highly suited
to measuring oceanic velocity structure.
2. There is good spectral resolution of the hori­
zontal components of vertical shear fluctuations.
3. The data provide reasonable estimates of the 
energy dissipation and will enable us to study the 
role of velocity shear in the generation and decay 
of oceanic turbulence.
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DISCUSSION
C. A. Sleicher, University of Washington: Do you 
have any plans for using this probe in Discovery 
Passage where Grant did his work? Second, do you 
have any plans for using two or more of these probes 
at once to measure spatial resolution?
Osborn: No, I don't have any plans to use them in 
Discovery Passage. It's kind of an exotic place 
for a vertical probe. We have some plans to work 
in the equatorial undercurrent next year which has 
a fairly high energy dissipation. Nothing like 
Grant was seeing. We also have some plans to try 
to work at a torpedo range. We plan to track the 
body acoustically as it moves through the ocean 
while getting the data from the shear probes. The 
objective is to see how much of the net displace­
ment of the body is on scales that the instrument 
measures.
We also have some plans to work with some people 
at Woods Hole, Mass., Oceanographic Institution. They 
are able to get Richardson's number profiles with 
a resolution on the order of 25-50-100 meters. They 
find regions of 100 meter thickness in the ocean 
which last for a few hours with a Richardson number 
of the order of 1.
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STATISTICAL ANALYSIS OF INSTANTANEOUS VELOCITIES IN TURBULENT FLOW OF DILUTE 
VISCOELASTIC SOLUTIONS
A. L. Rollin, Ecole Polytechnique de Montreal
2500 Avenue Marie-Guyard, Montreal 250, Quebec, Canada
F. A. Seyer, Department of Chemical Engineering, University of Alberta,
Edmundton,Alberta, Canada
ABSTRACT
An experimental study, based on streak photo­
graph determination of instantaneous velocities, 
was directed at determining the structure of turbu­
lence within the boundary layer and core regions 
of circular pipes. The measurements lend support 
to the ejection phenomenon as the mechanism control­
ling drag reduction.
A correlation factor, defined as the ratio of 
the observed number of positive instantaneous radi­
al velocities, to the observed number of negative 
instantaneous radial velocities, suggests accelera­
tion in the radial direction as the elements of 
fluid move through the sublayer. The correlation 
factor also provides information about the thicken­
ing of the boundary layer for drag reducers relative 
to the Newtonian case.
Radial turbulent intensity data for 0.01% 
aqueous solutions of Separan AP-30 were found to be 
markedly lower, at all radial positions, than the 
intensities for Newtonian fluids. The lowering of 
the radial intensities being ordered according to 
the amount of drag reduction.
INTRODUCTION
Since Prandtl developed the Boundary Layer 
Hypothesis in 1904 many studies of properties of 
Newtonian turbulence (10,12,5,15,26,7,9,23) have 
indicated that the character of the flow in the wall 
region was responsible for most of the creation and 
dissipation of the turbulent energy.
It is only recently that a detailed physical 
picture of the mechanism has been obtained and
presented by Bakewell and Lumley (1), Kline, et al.
(14), Corino and Brodkey (2) and Nychas (19). 
Bakewell and Lumley indicated that the dominant 
large scale structure of the flow in the boundary 
layer consists of randomly distributed, counter­
rotating, longitudinal pairs of eddies elongated 
in the flow direction. The structure of these ed­
dies was inferred from space-time correlation func­
tions of the fluctuating velocities. The picture 
of streamlines of these eddies resulted in pushing 
of low momentum boundary layer fluid toward the 
core region, resulting in a renewal of fluid by 
flow in the circumferential direction.
Qualitatively similar patterns of flow in the 
wall region were visualized by Kline et al. using 
a dye injection technique, and more detail was ob­
tained from tracer photograph techniques by Corino 
and Brodkey and Nychas. Ejections of fluid, orig­
inating from a low velocity region adjacent to the 
viscous sublayer, were responsible for extracting 
energy from "lumps" of fluid originating in the 
main flow and converting it into turbulent energy. 
They observed that these ejections were of large 
scale and moved through the boundary layer until 
broken down by mixing with the main flow.
The mechanism of turbulence, then, is apparent­
ly that the turbulent shear stress is generated by 
the radial transport of low momentum fluid by the 
eddies or "bursts". The magnitude of the stress is 
determined by the rate of radial fluid transport as 
well as its axial momentum. The rate of the radial 
transported fluid in turn, depends on the frequency
56
of occurrence of the eddies as well as their size. 
Thus, visual studies of turbulence near the wall 
provide a starting point for interpreting turbu­
lence measurements in drag reduction systems.
Various mechanisms have been suggested in or­
der to explain drag reduction for flow of viscoelas­
tic fluids in pipes (20,26). Generally, it is 
agreed that the elasticity of the fluid is respon­
sible for drag reduction. Furthermore, the Wells 
and Spangler (30) technique of injection of polymer 
in the boundary layer showed that drag reduction is 
controlled by the flow in the wall region. It is 
believed that the fluid elasticity directly affects 
the turbulence near the wall.
It is difficult to predict what the effect of 
viscoelasticity is on the wall eddy structure. For 
example, the eddies may be increased in size which 
would result in a thickening of the boundary layer. 
Alternatively a reduction of their frequency, would 
have a similar result. These points of view have 
resulted in dimensionless groups (4,28) which are 
basically the same as obtained for the stretching 
arguments (16,11), but which do not show conclusive­
ly what changes in the structure have occurred.
PROBABLE MECHANISM
The recent physical interpretation of turbu­
lence, presented by Corino and Brodkey, based on 
the observation of a "bursting phenomenon" in the 
wall region, can serve as a basis to analyze the 
data of this work. Figure 1 shows schematically a 
portion of fluid originating in the main flow and 
entering at a small angle into the boundary layer.
It has an axial velocity component corresponding to, 
or greater than, the average velocity of its origin. 
A second lump of fluid located in the boundary layer 
and possessing a lower velocity (lower than the in­
coming lump velocity) is then accelerated by the 
intrusion of the first lump, and momentum is trans­
ferred until one or more ejections occur. Because 
ejections are assumed to originate in a region of 
low momentum situated approximately at a Y+ of 10 
in a Newtonian fluid, the axial velocity components 
of the ejections are expected to be smaller than 
those of the incoming lumps. Corino and Brodkey 
observed that the ejected fluid, although accelerated
in the axial direction, never reached the axial 
velocity of the main flow adjacent to the boundary.
Denoting u  ^ and u ^  as the velocity compon­
ents of the portion of fluid entering the boundary 
layer and u ^  and u ^  for the ejection velocity 
components, one should expect to find
ux] (r) > lTx2 (r), (1)
1 nwhere ux (r) = -  Z (ux(r))..
is the time-average velocity at a fixed radial posi­
tion if sufficient readings are taken (of instan­
taneous velocities) at random times.
Each positive (directed toward the wall) radi­
al velocity is associated with a u ^  while a nega­
tive radial velocity is associated with ux2- The 
velocity measurements can then be ordered according 
to whether the instantaneous radial velocity is 
positive or negative. According to the bursting 
model, instantaneous negative radial velocities 
should be larger in magnitude than the positive 
components. Thus to obtain a zero time-averaged 
radial velocity (the sum of all observed components) 
the positive components must be observed more often 
than the larger negative components.
Defining Rq = n+/n , (2)
where n+ is the observed number of u ,rl
n" is the observed number of ur2
then Rq is expected to be greater than unity in the 
boundary layer and approximately equal to unity in 
the core region. Also, if the ejection velocity is 
dependent on radial position, as Corino and Brodkey 
observed, then an acceleration of the fluid to a 
radial position where it is broken up by the main 
flow, implies the presence of a peak in the plot of 
R versus dimensionless radial position. This peak 
should occur in the vicinity of the edge of the 
boundary layer.
In summary, an analysis of the axial and radial 
components of the instantaneous velocities at a 
radial position in the boundary layer should pro­
vide information about the mechanism of ejection.
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Figure 1. Illustration of Bursting Process
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For drag reducers the available data, although 
doubtful quantitatively, show that the turbulence 
is similar to Newtonian fluid turbulence. The drag 
reduction, therefore, is probably a result of modi­
fications to the ejection process. For example, 
if the boundary layer is thickened appreciably, 
then the peak in R ought to appear at greater
-f* .
values of Y than in the Newtonian case.
Earlier studies (5,27) suggest the increased 
resistance to stretching of viscoelastic fluids 
causes the radial fluctuations to decrease. Al­
though one of these studies (27) treated the ideal 
case of steady stretching, the same conclusion fol­
lows from a consideration of the transient motion. 
Referring to Figure 1 it is seen that an increase 
of resistance to sudden deformations would: a) de­
crease u ? at a given point, b) not affect appreci­
ably u^i and u ^ , because the direction of these 
larger lumps of fluid is nearly parallel to the 
flow direction (negligible stretching in the axial 
direction), c) implies a lower radial variance from 
a combination of a) and b) (u^ not affected and 
u^g decreased). One cannot predict the change in 
ux2 but if a decrease results, as might be expected 
if the sublayer thickens appreciably, then a higher 
axial intensity would result.
Similarly the data of Donohue, et al. (6),
Meek and Baer (16) and Fortuna and Hanratty (9), 
show the frequency of ejection occurrence decreases 
in polymer solutions. This would also decrease the 
radial intensity of turbulence. Unfortunately, the 
data obtained in the present work are not extensive 
enough to distinguish directly whether a change in 
frequency is effective in altering the intensity 
or whether it is due to marked reductions in the 
magnitude of the fluctuations themselves.
EXPERIMENTAL
Instantaneous velocities were obtained by 
photographing small air bubbles (approximately 0.002 
in. diam.) in 1-in. and 2.75-in. tubes for water 
and 0.01% by weight of aqueous solutions of Separan 
AP-30. The apparatus used was an improved version 
of that used in a similar study (28) and allowed 
measurements to be made significantly closer to the
wall and also to obtain significantly larger statis­
tical samples of the fluctuating velocities (23).
Test Sections and Optical Assembly
The two test sections consisted of 30ftof 1-in.
ID precision bore pyrex tube and36.1 ft.of 2.75-in.
ID Plexiglas pipe. Fluid from a 300 gal. stain­
less steel tank was supplied to the test sections 
with a 2L10H Moyno pump and metered with a 2-in. 
Foxboro magnetic flow meter. Entry lengths of 187 
L/D and 114 L/D were provided for the small and 
large tubes,respectively. Pressure drop measure­
ments over successive sections of pipe which were 
obtained with ordinary manometers, indicated the 
flow was well developed at the position where veloc­
ities were measured.
The optical assembly employed a 300 Watt high 
pressure Xenon arc lamp as a light source. The 
light source was interrupted with a slotted timing 
wheel which provided streaks of known duration of 
about 1/2400 sec. This speed was sufficiently high 
to ensure that all components of the fluctuating 
velocities were sampled (23). The view section of 
the 1-in. tube consisted of a Plexiglas box sur­
rounding the pipe and filled with a mineral oil in 
order to match refractive indices.
For the Plexiglas pipe, the square view sec­
tion approximately 12-in. long, was machined from 
a solid piece of Plexiglas and mounted between 
two sections of pipe. After the view section had 
been connected, the upstream joint between the two 
sections was polished smooth to remove any discon­
tinuity that would disturb the flow. Streak photo­
graphs were obtained on 35 mm Tri-X film using var­
ious lenses as determined by the test section and/or 
portion of the tube cross-section under considera­
tion. The magnification on the film was approxi­
mately 2X and 8X for the core and wall regions, re­
spectively. The film negatives were subsequently 
back-projected on a glass screen to an overall mag­
nification of from 40X to 160X. Streak lengths in 
the axial direction at known radial positions were 
then measured using a X-Y facility which automatic­
ally converted the information and provided a punched 
card (digitizer). Overall magnification of the 
system in the axial direction was defined by photo­
graphs of a precision steel rule projected onto the
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screen. Radial magnifications which include any 
effects owing to optical distortion, were deter­
mined in a similar fashion by photographing the 
tip of a fine needle that could be positioned rela­
tive to the wall with a precision micrometer.
For each of the runs in Table I, a series of 
approximately 300 photographs was obtained with 
a high magnification lens combination to define 
the flow in the wall region. The field of view ex­
tended from the wall to radial positions somewhat 
in excess of y+ = 30. Calibration photographs in 
the radial direction and axial direction were then 
obtained. The lenses were changed to a lower (2X) 
magnification such that the field of view extended 
to the centerline, and another series of approxi­
mately 200 photographs defining the flow in the 
core region, was obtained. The calibration pro­
cedure was repeated for the low magnification sys­
tem. Each photograph contained several streaks at 
random radial positions. Streaks crossing pre­
selected radial positions were then measured as 
described in the following section. This procedure 
resulted in roughly 30 to 40 observations for each 
radial position in the wall region and roughly 50 
to 100 observations for positions outside the wall 
region. A more complete description of the experi­
mental apparatus can be found elsewhere (23). 
Analysis of Streak Photographs
All photographs were analyzed using the digi­
tizer. Figure 2 shows schematically a projected 
photograph containing a single streak. The large 
arrows represent the interrupted streak and its 
direction for a period corresponding to the time 
taken by three spokes of the timing wheel to cut 
the light. The lines parallel and perpendicular 
to the wall represent the axial and radial compo­
nents of the velocity for one time period of the 
streak.
In order to determine the streak length in the 
axial and radial directions for a known period, 
readings of four coordinates relative to the fixed 
frame of the digitizer were needed. Points 1 and 
2 represent the beginning and end of a streak-spoke, 
respectively, and points 3 and 4 locate the line 
determining the pipe wall and consequently the 
axial and radial directions of the pipe. With
these readings and the appropriate calibrations, 
the resolution of a streak into a radial and an 
axial component follows directly.
The dashed lines represent the band defining 
a radial position where the streaks were classified 
as acceptable. The true radial position for each 
acceptable streak was taken to be the location of 
the center of the band. In the core region, where 
the velocity and intensity gradients are small, the 
width of the band is of little consequence. How­
ever, this is not true near the wall. For the aver­
age velocity near the wall, since the profile is 
essentially linear over the width of the band, the 
average is not changed. However, the calculated 
intensity will be slightly higher than the actual 
intensity as discussed below.
Generally, if two or more correlated streak 
patterns were observed in the band on the same 
photograph, only one reading of the velocity was 
taken. This was done to eliminate the bias of too 
many readings of the same instantaneous velocity.
Knowing the time scale and length scale for 
each streak-spoke, the axial and radial instantane­
ous velocities could be found:
u (r) = Ax/ T (3)
u (r) = Ar/ T
The mean velocities could then be calculated, at a 
radial position
n
<u > = 1 Z (u ). 
x TT 1 x 1
(4)
_  n
<u > = 1 2 (u ). r — r l n 1
and the Root-Mean-Square values calculated from
\ - Ux>i
n - 1 (5)
5 (ur - ur }i
n - 1
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Figure 2. Interpretation of Streak Photograph
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Error Analysis
As discussed by Seyer (27), the influence of 
the air bubbles on the intensity measurements will 
be negligible if their size is smaller than the 
scale of the energy containing eddies (approximate­
ly 0.006 in.). In this work the average bubble 
diameter was 0.002 in. and no influence is expected.
The fact that velocities were taken over a 
band of position rather than a single radial posi­
tion causes the calculated intensities to be too 
high. This occurs because the mean velocity gradi­
ent causes the observed velocities (streak length) 
at the bottom of the band (nearest to wall) to be, 
on the average, slightly smaller than the observed 
velocities near the top. Thus there is a fluctua­
tion in velocity owing to variations in the radial 
position of the streaks. The magnitude of the 
error depends on the velocity gradient as well as 
the width of the band.
A conservative estimate of the error in the 
calculated intensity can be obtained by assuming 
the streaks are located either at the center or 
top or bottom of the band. In fact there will be 
a distribution of positions which peaks at the 
center of the band. In the following sketch the 
positions y + Ay and y - Ay represent the limits 
of the band for a radial position y. Acceptable 
streaks were:
y + Ay u + Au
y u
y - Ay 17 - aT7
Suppose that n streaks are observed in the band. 
Roughly n/2 streaks will have a velocity character­
istic of position y, while n/4 streaks will have 
velocities reflecting the top position and n/4 re­
flecting bottom. Thus the variance owing to veloc­






(u - u)2 }
i n/2 _  _  ? 3/4n _  ?
= ■=---r { 2 (u - u) + Z (u - (u + Au) r
n ' 1 1 n/2 1
n _  _  _  o
+ £ (u + (u - Au))f }
3/4n 1
~ 1  (AU)2 (6)
If Sm and S are the measured and true variances 
then
S2m (7)
or S, _  ? 1/2
s; [1 - (AU/4S n  
m m
(8 )
Equation 8 shows the influence of the velocity gradi­
ent on the true velocity.
As an example we will consider the first three 
data points of Run 3. Consideration of the velocity 
profiles shows this case will have the largest error 
owing to the above considerations. The Au for a 
band width of 0.0024 inch have been determined dir­
ectly from the slope of the velocity profile at the 
indicated radial positions. In the following table, 
the appropriate data for use in Equation 8 are tabu­
lated.
Table I
Intens ity Error Due to the Measurement Technique
No Y Au S S./Sm t m
inch ft/sec ft/sec
1 .0040 .18 .567 .95
2 .0073 .13 .508 .97
3 .0102 .04 .535 .97
It is evident from the tabulated S./S there is
t m
little difference between S and S.. For the radialm t
position nearest the wall, where the velocity gradi­
ent is the largest, the error would be approximately 
5%. In view of the conservative nature of this cal­
culation, it is concluded that for all runs in this 




The summary of the operating conditions of the 
photographic runs are presented in Table II. The 
range of values reported for the friction velocity
•k
u correspond to pressure drop measurements taken 
at the beginning and end of each photographic run. 
Pressure Drop Measurements
Figure 3 represents the friction factor- 
Reynolds number data obtained for both water and 
polymeric solutions in the 1-in. and 2.75-in. dia­
meter pipes. Viscometric measurements on the poly­
mer solutions indicated it behaved as a Newtonian
-5 2
fluid with kinematic viscosity of 1.2 x 10 ft / 
sec at room temperature (23). The experimental 
values of the friction factor for water were ob­
tained in order to check the experimental equip­
ment as well as the Newtonian form of the similar­
ity law. The large triangles indicate the photo­
graphic runs. As noted from the triangles, drag 
reduction of up to 60% could be obtained in the 
1-in. pipe and of 44% in the 2.75-in. pipe. The 
available flow rate of the system prevented runs 
at NRe 114000 in the 2.75-in. pipe while degrada­
tion caused by high shear of the system limited 
readings in the 1-in. pipe. The prediction of 
drag reduction in the 2.75-in. pipe from the 1-in. 
pipe data points using a logarithmic similarity 
law (24) agreed well with the experimental fric­
tion data.
Instantaneous Velocities and Analysis of Histograms
In order to show that the number of instantan­
eous velocities used to estimate the mean veloci­
ties was adequate, the cumulative means of axial 
and radial velocities were considered for each run. 
As an example, Figure 4 shows the decrease in vari­
ability as the number of readings is increased.
Large fluctuations of the cumulative mean are ob­
served when less than 10 velocities are used, but 
become negligible for 30 or more observations. Sim­
ilar results are predicted from simple statistical 
analysis.
Typical cumulative axial and radial intensi­
ties (normalized with respect to centerline veloc­
ity) are plotted in the same manner and shown in 
Figure 5. It is seen that the curves tend to a
stationary value rather slowly as shown, in particu­
lar, by the top curve in Figure 5. Consideration 
of other runs with as many as 200 observations shows 
that the change in the intensity after 70 observa­
tions is insignificant. Again, simple statistics 
predict that many more observations are necessary 
to estimate a variance than a mean. Uncertainty 
limits for the time average velocities were estimated 
to be within less than 5% at 95% confidence for the 
bulk of the measurements. The confidence interval 
for variance is substantially larger as shown by 
the x -95% confidence intervals in the last column 
of Table III.
Histograms of instantaneous velocities for both 
water and 0.01% Separan solution (Run 4 and Run 5), 
at approximately the same Reynolds number, are given 
in Figure 6 and Figure 7 for axial and radial veloc­
ities, respectively. Although some of these suggest 
a binodal structure as observed by Popovich (21), 
insufficient observations have made made to clearly 
define the distributions. Recent laser measurements 
equivalent to the ones reported herein but with a 
larger sample size do not suggest a binodal struc­
ture (5).
In order to show the detailed nature of the 
axial instantaneous velocity distributions inside 
the boundary layer the distributions of axial veloc­
ity have been split according to the sign of the 
radial component and are shown in Figure 8 for Run
5. Statistics of the conditionally sampled axial 
velocities are tabulated in Table III for Runs 4 and
5. Thus, for example, for Run 5 at the position 
nearest the wall 43 observations of velocity were 
made. Ten of these were streaks moving toward the 
center (negative) with mean in the axial direction ■ 
of 1.69 ft/sec and 33 were moving toward the wall 
with mean of 2.41 ft/sec. In general, although the 
statistical significance is low, the mean of obser­
vations with positive radial velocity is the larger 
of the two. This is in agreement with the arguments, 
in Figure 1 that the ejections originate from re­
gions of low momentum fluid (2,7,13,14). Splitting 
of the distributions for flow in the core region 
did not show a systematic difference between the 
means of the axial velocities associated with posi­
tive and negative radial velocities.
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1 water 1.00 4.83 0.259-0.259 38123 550 0
2 water 1.00 3.07 0.175-0.175 23785 620 0
3 0.01% 1.00 4.36 0.189-0.189 - 380 34.5
4 water 1.00 4.98 0.261-0.261 42229 540 0
5 0.01% 1.00 4.98 0.183-0.195 34377 297 48.3
6 water 1.00 13.26 0.624-0.624 104299 450 0
7a 0.01% 1.00 11.62 0.346-0.346 80354 179 62
7b 0.01% 1.00 11.62 0.361-0.361 80354 193 61.2
8 water 2.75 5.00 0.233-0.233 114083 435 0
9 0.01% 2.75 5.07 0.183-0.183 97774 258 43.7
Table III
Conditional Sampling of Axial Velocity







4 13.5 total 22 2.99 0,65 < 0.85 < 1.2]
positive radial 16 2.78
negative radial 6 3,07
4 23.3 total 31 3.57 0.48 < 0,60 < 0.80
positive radial 19 3,58
negative radial 12 3.57
4 32.2 total 34 3.60 0,37 < 0.45 < 0.575
positive radial 14 3.69
negative radial 20 3.53
5 10.2 total 43 2.24 0.62 < 0,74 < 0.92
positive radial 33 2.41
negative radial 10 1.69
5 22.3 total 48 3.35 0,61 < 0.72 < 0.90
positive radial 36 3.49
negative radial 12 2.92
5 32.9 total 79 3.88 0.61 < 0.71 < 0.84
positive radial 46 3.95
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Correlation Factor
Values of the correlation factor Rq, defined 
in Equation 2, are presented as Figure 9 for Runs 
3 and 5 of the dilute polymer and Run 4 for water. 
Data for the other runs, which have been omitted to 
clarify the figure, show similar behavior. Al­
though there is considerable scatter in the data, 
there are distinct trends with radial position.
As discussed earlier, the bursting arguments coup­
led with simple continuity considerations, imply 
Rq should be greater than unity in the vicinity 
of the edge of the sub-layer. The data points for 
the water (connected with the dashed line) al­
though not extending deeply enough into the sub­
layer, suggest this trend. To map the trend com­
pletely, one would like measurements fob Y+ < 10 
(the position where the ejection originates). For 
example, for water, the data point closest to the 
wall (Y+~l4) has an Rq of approximately 3. At this 
position positive radial fluctuations are observed 
three times as often as the larger negative fluc­
tuations, while the mean of all the observed fluc­
tuations is zero within the statistical uncertainty 
of the calculations.
For the polymer solutions there is a distinct 
peak in values of Rq at £ T 0.05. The values be­
come constant at about £ = 0.1. Consideration of 
the velocity profiles shown in a previous publica­
tion (24), indicates, as expected, that this peak 
is within the sublayer and the end of the peak 
(E, Z 0.1) coincides with the outer edge of the sub­
layer which has been shifted to about Y =100. 
Qualitatively the bursting arguments suggest that 
R , in addition to being greater than unity, should 
show a peak owing to the acceleration of the fluid 
element as it moves through the sublayer. The value 
should decrease to unity at the edge of the sub­
layer as the fluid mixes with the core fluid.
For the remainder of the cross section, for 
all the runs, Rq scatters around unity, except 
over a narrow range of radial position near to C ~
0.65, where it is consistently less than unity. 
Seyer's earlier data (27) show exactly the same 
trends. However, no explanation can be offered for 
this behavior.
Turbulence Intensities
The root-mean-square values obtained for each 
set of the axial and radial instantaneous veloci­
ties are used to estimate the relative turbulence 
intensities. As indicated in reference (23), a 
survey of the measured relative intensities in 
drag reducers leads to confusion owing to the un­
certain accuracy of the results and how to scale 
or compare them for the different systems.
Figure 10 shows the intensity data (relative 
to the maximum velocity) for the water Run 4 and 
Figures 11 and 12 show the velocity and intensity 
profiles for the polymeric solution Run 5. The 
solid curves on the intensity figures represent 
Sandborn'sdata (25) for air at the indicated Rey­
nolds numbers. In each case the lower curve is 
radial and the upper is axial intensity. For the 
water run, the data show reasonable agreement with 
Sandborn's curve over the entire cross-section.
The 0.01% Separan relative intensity with the 
uncertainty intervals shown for Run 5 in the 1-in. 
tube are compared at approximately equal Reynolds 
numbers to the air curves. Since the water and the 
polymer viscosities are about the same, the compar­
ison could also be viewed as one at the same flow 
rate or bulk average velocity.
For the data shown and other runs the radial 
intensities are markedly lower, at all radial posi­
tions, than the intensities for Newtonian fluids.
The amount of lowering of the intensities is ordered 
according to the amount of drag reduction.
Although the statistical significance is low, 
axial intensities for the low Reynolds number run 
shown are not altered significantly from the New­
tonian values until y/R values are greater than 0.5. 
At high Reynolds number, however, the data indicate 
some lowering of the axial intensity in the core 
region (23).
In Figure 12 it is of interest to note the in­
crease of radial intensity, associated with the 
edge of the boundary layer for Newtonian fluids, is 
shifted toward large radial position. This suggests, 
in agreement with the velocity measurements, a sig­
nificant thickening of the boundary layer. This 
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Figure 12. Intensity Profile - Run 5 Polymer
CONCLUSIONS AND SUMMARY
A series of measurements of instantaneous 
velocity from streak photographs have been obtained 
in Newtonian and drag reducing fluids. Based on a 
comparison with available Newtonian data of velo­
city profiles and axial and radial intensities, 
the quantitative usefulness of the technique is 
verified. Since the streak photograph technique 
does not suffer from the serious limitations of 
probe devices, it is suggested that the measurements 
in drag reducing fluids are also quantitatively 
correct.
By ordering the set of instantaneous veloci­
ties according to the sign of the radial component 
it is found that, in the boundary layer, on the 
average, the fluctuating velocities toward the cen­
ter of the tube are larger than those toward the 
wall. This observation agrees with the visual ob­
servations of "bursting" described by Brodkey and 
others.
For a given radial position, the largest 
fluctuations in radial histograms for polymer solu­
tions are less than those for Newtonian fluids at 
similar conditions. A similar conclusion follows 
from a consideration of the root mean square of 
the velocities made dimensionless with respect to 
the maximum velocity.
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SYMBOLS
D diameter of the pipe
f friction factor defined as x / 1 /2  p<IT
w x
L length between pressure taps
M number of divisions on the "timing wheel"
n total number of observations of instan­
taneous velocities
+
n number of positive radial instantaneous
velocities
n number of negative radial instantaneous
velocities
NRe Reynolds number
r radial position from center of the pipe
R radius of the pipe
R0 correlation factor defined in Equation 2
S .,S x r standard deviation of the instantaneous velocities
t time
T time scale of a streak [60/M W], in sec.
u ,ux r instantaneous velocity components
u1 ,u'x r fluctuating components of the velocity
bulk velocity
u* friction velocity defined as / xw/p
W rotational speed of the "timing wheel" 
in RPM
X , Y coordinate axis on projection screen of 
digitizer
y radial position from the wall
y dimensionless distance from the wall de­
fined as y u*/v
p fluid viscosity
5 dimensionless distance from the wall de­
fined as y/R
P density of the fluid
T shear stress
V kinematic viscosity
< >i indicates the i ^  observation of instan­taneous quantity
r radial direction
X axial direction or direction of flow in 
pipe
w referred to the wall
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M. M. Reischman, Oklahoma State University: I have 
two comments to make. First of all two years ago at, 
this same conference Eckelmann in conjunction with 
Reichardt presented a paper that showed quite an ex­
tensive histogram distribution throughout the flow 
in an oil channel that showed no binodal distribution 
that I recall. We have shown the same thing in very 
recent experiments at Oklahoma State and as a matter 
of fact for y less than 50, Reynolds numbers less 
than 50,000, we show with 400 samples no binodal dis­
tribution at all. There appears to be a contradiction. 
Secondly, the fact that the dilute polymer solution 
does not have binodal distributions could be the re­
sult of the fact that it has a narrower band -- that 
is, a narrower spread in the histogram itself. The 
number of data points per unit width of the histogram 
is then higher and you have less chance of having the 
kind of scatter that would give you a binodal distri­
bution.
R. S. Brodkey, The Ohio State University: How many 
points do you actually use? You used about 20-30 for 
the mean, which is reasonable. I thought 70 was 
pretty low for an intensity, but how many were actu­
ally used in the histogram plot? I would venture to 
say that the number is an order of magnitude low for 
a probability density distribution. I would think you 
would need several thousand. There are two works of 
interest - Gupta and Kaplan have the probability den­
sity distribution for the U- and V- velocities mea­
sured with large sample sizes and there is no indica­
tion of binodal characteristics. Eckelmann had only 
U-data and there was no binodal indication. Eckelmann, 
Wallace, and Brodkey had U- and V-velocities and con­
firm once again that there is no binodal distribution. 
In this later work, 128,000 data points rather than 
300 or 400 were used. This is the same criticism that 
was made of the original Popovich and Hummel work.
W. G. Tiederman, Oklahoma State University: Two com­
ments, one is related to this question, of how many 
points you need. We do individual-realization laser 
anemometry at our place and about 18 months ago in 
the Physics of Fluids there were some estimates of how 
many statistically independent realizations you need 
in order to get a certain uncertainty in a mean. For 
example, at a y+ of 10 for plus or minus 5% at the 
95% confidence interval you need 144 points. This is
based on standard statistical techniques and is rela­
tively straightforward, and you need quite a bit more 
than that if you're going to do intensity, so I would 
also criticize this technique of looking for when the 
additional realization no longer effects your accumula­
tion up to that point. It, of course, won't affect it 
very much at all if you start out having some realiza­
tions right at first of what is eventually going to be 
the mean. This is very dramatic because when you go 
to the center line the number drops to two. So it also 
depends on how you split up that horizontal axis when 
you do the histograms. I suspect the binodal thing is 
not statistically significant.
Rollins: I agree with you on the number, but if the 
mechanism proposed is O.K., we should have a longer 
actual component from the loop of fluid coming in rela­
tive to the one going into the center.
Tiederman: I think that would only be true if you were 
conditionally sampling in an appropriate way. I don't 
think it is true if you sample over a long time.
Seyer: I agree with the general criticisms of the 
weak statistical significance in a formal sense of most 
of our results, especially near the wall. In particu­
lar the suggested binodal nature of the histograms has 
no statistical significance. On the other hand the 
ordering of the data that we have done by separately 
looking at velocities associated with flow towards and 
away from the wall consistently show effects which are 
in agreement with the simple physical picture. Since 
the observations have been done at several flow rates, 
several radial positions, and in two different tubes 
it would be nonsense to argue that the effects we ob­
serve are statistical accidents. *
*Comment added in press.
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FLOW VISUALISATION STUDIES ON DRAG-REDUCING TURBULENT FLOWS
R» H. J. Sellin, B.Sc., Ph.D., M.I.C.E.
Department of Civil Engineering, University of Bristol, Queen's Building, 
University Walk, Bristol BS8 1TR, England
ABSTRACT
Flow visualisation studies in a square duct 
of internal dimensions 44.5 x 44.5 mm are reported. 
The flow marker is a stream of opaque white dye, 
released from a downstream facing stationary tube, 
and it is photographed through the plexiglass 
wall of the duct. The point of dye release can 
be traversed in a direction perpendicular to the 
duct wall and three locations are investigated, 
two in the core of the flow and one in the near- 
wall region. By using Is exposure times photo­
graphs are obtained of a dye dispersion cone and 
the cone angle is measured and related to the 
turbulence properties of the flow. Using water 
as the solvent various concentrations of the 
highly effective drag reducing polymer Polyox 
WSR-301 are explored and relationships obtained 
between cone angle and injection location,
Reynolds number and drag reduction. The 
importance of turbulence suppression in the 
near-wall region of the flow is demonstrated to 
be closely linked with the drag reduction 
mechanism.
INTRODUCTION
Flow visualisation has always played a 
useful role in fluid mechanics, in particular 
assisting in the understanding and interpretation 
of quantitative data collected by other methods. 
The objects in the present study were to make 
visible the flow processes that occur when water
flows contain dissolved high molecular weight 
polymers and to correlate observed changes in the 
flow patterns with the drag reduction achieved. 
Over the last ten years numerous experimental 
studies have established the extent to which 
friction in turbulent liquid flows can be 
reduced by the addition of small quantities of 
suitable polymers. The search for a satisfactory 
predictive theory has proved difficult, one 
reason for this being the difficulty in making the 
necessary measurements of the polymer molecular 
characteristics and another reason being the way 
in which these characteristics appear to change 
either in storage or in use.
Because of these ageing and degradation 
problems the repeatability of drag reduction data 
has remained consistently, poor. If correlation is 
sought between different behavioural character­
istics of polymer solutions it is necessary to use 
the same prepared solution and to make the 
measurements in as short a time as possible.
In spite of these difficulties certain 
general trends in polymer solution drag reduction 
are now well established. These include the 
following:
(1) The undosed flow must be turbulent.
(2) Drag reduction will only occur if the 
polymer is present in the near-wall 
region of the flow.
(3) The degree of drag-reduction achieved 
depends upon the molecular structure of
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the polymer used; it also depends upon 
its molecular weight, the larger
r
molecules (above 10°) being the most 
efficient drag reducers (6).
(4) That an optimum concentration exists for 
each polymer and pipe size. As the pipe 
size increases so does the optimum 
concentration (5).
The evidence for the near wall requirement 
above is based largely on boundary layer polymer 
injection studies (see, for example, Reference 2). 
This is borne out by the author's experiments using 
different injection sites in the cross-section; 
injection on the centreline of the pipe producing 
a much longer delay, in terms of distance down­
stream, before drag reduction can be detected than 
injection over the whole cross-section, a result 
produced by Wells and Spangler (11) following a far 
more comprehensive programme of experiments.
The behaviour of dilute polymer solutions in 
flow situations where the dominating force is not 
wall shear stress is typified by experiments of 
Fabula (3) in which he towed a grid through 
stationary dilute polymer solution using a conven­
tional towing tank. Investigating the one­
dimensional turbulence spectrum behind the grid, 
Fabula was unable to detect any effects of the 
polymer on the measured energy spectra. However, 
Barnard and Sell in (1), studying the turbulence 
downstream from a grid of similar dimensions fixed 
across a water tunnel, found evidence of damping of 
the high frequency components in the turbulent flow 
structure following the upstream dosing of the flow 
with polyethylene oxide (WSR-301)* to give as 
little as 5 w.p.p.m, (parts per million by weight) 
concentration. In these experiments the effect of 
the flow contraction immediately before the grid 
may have been to condition the polymer solution by 
forming filaments, a property whose importance was 
stressed by Lumley (8). It was in these water 
tunnel grid turbulence studies that the flow 




Townsend (10) had previously correlated 
dispersion cone angle measurements from photo­
graphs obtained under Newtonian open channel flow 
conditions with the early ultramicroscope measure­
ments of Fagp and Tnwnend (4). Both these 
techniques give a deviation angle which is propor­
tional to the relative intensity of lateral 
turbulent velocity v either in the form
!^!M or / j g
Uo Uo '
This correlation established that values of ¥, the 
cone angle measured from Is exposure photographs 
of a diffusing dye stream, closely follow the 
ultramicroscope angle a in a traverse across a 
fully developed turbulent channel flow.
The present study establishes a relationship 
between the dispersion cone angle 9, measured in 
drag reducing fluids, and the degree of drag 
reduction achieved. Further, by traversing the 
duct with the dye injection nozzle it is possible 
to see how the variation in dispersion across the 
flow is changed when fluid drag is reduced by 
polymer additives.
EXPERIMENTAL FACILITY
The apparatus consisted of a square section 
tube,internal dimensions 44.5mm and overall length 
4990mm. Flow was by gravity from an open head tank 
by way of a bellmouth inlet and at the downstream 
end the discharge fell into a volumetric measuring 
tank. The test pipe comprised a 3650mm initial 
aluminium alloy length followed by a 915mm Plexi­
glass observation length and finally a 425mm 
aluminium discharge section. The last 40 D 
('diameter') length of the inlet section was used 
for head loss determination leaving the first 42 D 
for flow establishment.
The polymer solution was prepared as a 
concentrate (500-2000 w.p.p.m.) in 20 £ batches by 
dispersing it in ethylene glycol which was then 
added to the correct volume of water. The mixture 
was stirred gently at intervals and allowed 24 
hours to achieve homogeneity before use. The
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concentrate was introduced to the main water flow 
through an X-shaped injection manifold mounted 
inside the bellmouth inlet. The arms of the X 
were aligned with the diagonals of the test pipe 
and each arm had two injection holes, one at the 
end and the other at mid-span, making eight in 
all. This manifold was fed by a peristaltic pump 
at a fixed rate of 30 ml/s. Variation in feed 
strength was therefore obtained by selecting the 
weight of polymer in the prepared batch of concen­
trate,, The polymer used throughout was freshly 
purchased Polyox WSR-301 and the ethylene glycol 
also acted as an anti-oxydation agent.
Trials with a number of white liquids showed 
that diluted emulsion paint gave the best results 
having the right diffusion characteristics in water 
combined with good opacity. All photographs were 
made with side lighting and a black background.
The dye stream was injected from a 1.5mm bore 
tube pointing downstream with the orifice 
sufficiently far away from the transverse leg to 
keep the dye cone out of the strongest part of its 
turbulent wake. In order to establish the extent 
to which the presence of the dye probe affected the 
flow downstream from it, a visual comparison was 
made of dye-cone dispersion from two points, one 
close to the top of the duct and the other the 
same distance above the bottom of the duct. As the 
dye probe entered the duct from above its effect on 
the downstream flow should be a minimum in the 
first case and a maximum in the second, however no 
difference was apparent between the two dye plumes 
except a slight positive density effect which 
became noticeable 10 duct diameters (400 probe 
diameters) downstream from the injection section. 
This dye injector was fixed to a carriage whose 
transverse location was controlled by a micrometer 
head. The dye reservoir was raised or lowered 
until the dye efflux velocity matched the local 
mean water velocity at each position; with the 
efflux velocity too great premature turbulent 
dispersion of the dye jet occurred, while when the 
efflux velocity was too low the dye jet diameter 
was reduced by wasting immediately after it left 
the orifice. The procedure finally adopted was to
lower the reservoir until unmistakable wasting was 
evident and then to raise it until a constant 
diameter jet emerged.
DISPERSION CONE ANGLES
The injection of dye from a fixed point has 
the effect of marking fluid particles that have 
passed in close proximity to the orifice of the 
injection tube. The subsequent history of these 
marked particles can be recorded by either short 
or long exposure photographs.
Figure 1 shows a short (1 ms) exposure 
photograph of the dye trace injected into undosed 
water. It corresponds closely to previous photo­
graphs of smoke released in wind tunnels and of 
other neutrally-buoyant markers. Figure 2, however, 
is a 1 ms exposure photograph of dye released into 
a 20 w.p.p.m. 'Polyox' solution and the contrast 
with Figure 1 is striking. Both show the dye being 
released on the centreline of the flow (y/D = 0.50) 
for which Rg = 4 x 104. Values of Fanning friction 
coefficient f and concentration of polymer c at this 
R value are given below in Table 1. Solvent based 
Rs value = 41,700 for all values of c.
Table 1
Polymer concentration c









These photographs give a qualitative impression of 
the structure of the turbulence in each case but 
are unsuitable for quantitative measurements 
because, due to the short exposure time, the motion 
of the dye stream is "frozen" and there is no 
indication of the instantaneous direction of motion 
of the marked fluid particles. Accordingly, further
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Figure 1. 1 ms exposure photograph of dye 
dispersion in a square duct. Water 
flow at Rc = 4 x 104 (y/D = 0.50).
Figure 2. As Figure 1, but flow dosed with 20 
w.p.p.m. of Polyox WSR-301.
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photographs were taken with a Is exposure and 
these effectively record the maximum lateral 
excursions of the marked particles.
The projection onto an axial plane of the 
instantaneous motion of a fluid particle is given 
by vector addition of its instantaneous lateral 
(y-direction) and forward velocity components, v 
and (U + u). The resulting vector makes an angle
tan“ ' t f V tjt v 0
which can be simplified without serious error to 
-1 v *tan -g- . Within a small distance of the 
uo
injection point, the envelope of the dye trace is 
generated by marked particles which possessed the 
maximum lateral velocity components (vm ) when 
passing the injection point; particles possessing 
lesser values of v will pass into the interior of 
the cone. Thus close to the injection point the 
cone angle 6 of the envelope is related to vmax by 
the relationship:
and so values of —— • can be obtained from photo- 
o
graphs of the dye trace provided that the exposure 
is long enough for the recorded value of vmax to be 
significant. Values of e used in the following 
section are the average values of the cone angles 
measured from five consecutive Is photographs.
RESULTS
Three flow rates were investigated
4
corresponding to R values of 2, 3, and 4 x 10
'tan 6/2 = U + u U„ [i
so that if jj «  1,percentage error in assuming
tan = -jj- is -jj- x 100. Turbulent pipe flow will 
o uo
have an r.m.s. value for this term of about 71 in 
the core rising to about 20% close to the wall. 
This will not invalidate the trends reported in 
Figures 3, 4 and 5.
respectively. By selecting three polymer concen­
trate strengths values of c, the final polymer 
concentration in the square duct, were obtained 
over the range 5 - 4 0  w.p.p.m. _
a
Figures 3, 4 and 5 show values of tan ^  
corresponding to the three dye injection positions 
chosen (y/D values). Figure 3 shows results for 
dye injection on the centreline of the duct and 
also plotted on this graph are the results of 
Barnard and Sellin for grid turbulence. The close 
agreement between the present results and those- 
obtained with the grid suggests a similarity of 
mechanism between the non-Newtonian effects 
apparent in these grid turbulence experiments and- 
the drag reduction achieved in pipe and duct flow. 
Figure 4, giving the results of quarter-span dye 
injection, shows no significant divergence from 
Figure 3 but on the other hand the near-wall dye 
injection results given in Figure 5 indicate-an 
unmistakable effect of polymer dosing as the duct 
wall is approached._
Values of tan j  for water rise as the wall is 
approached while the reverse trend is apparent in 
the dilute polymer solution. This confirms 
earlier statements that it is in this near-wall 
region that drag reduction is initiated by the 
suppression of the momentum transfer mechanism 
perpendicular to the solid boundary (2). Figures 
6 and 7 show Is exposures of near-wall dye injection 
respectively without and with polymer dosing. In no 
other region of the flow is the effect of the polymer 
more strongly marked than in this near-wall region. 
Values of 6 are more difficult to measure close to 
the wall (y/D = 0.05) since the spreading of the 
dye stream is impeded on one side. The method 
finally adopted was to measure 0/2 directly using 
the semi-cone farthest from the wall. _
Figure 8 shows the variation of tan -| values 
with ^ and reveals clearly this pronounced effect of 
the polymer dosing in the near-wall region.
Townsend's results obtained from measuring dispersion 
cone angles for water flowing in a 250mm wide open 
channel are also shown as a further example of a 
normal turbulent flow (R$ = 1.8 x 104). These 





Values of tan j  against c for quarter 
span dye injection (y/D = 0.25).
0
3. Values of tan ^ against polymer
concentration c for dye injection on 
duct centreline (y/D = 0.50). Results 
of Barnard and Sell in for grid turbulence 
shown for comparison.
0
Values of tan against c for near-wall 
dye injection (y/D = 0.05).
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Figure 6. Near-wall injection of dye into a square
duct (y/D = 0.05). Water flow at R =
4 , s4 x 1 0 ,  exposure time 1 s.
Figure 7. As Figure 6, but flow dosed with 20 
w.p.p.m. of Polyox WSR-301.
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water-only flows in the square duct over the range 
of R$ values covered.
Finally, a comparison is made between dye
dispersion and drag reduction. Figure 9 shows
Acurves hased on the values of tan %  obtained at 
4Rg = 4 x 10 plotted on the same polymer concentra­
tion axis as the drag reduction values achieved 
under the same condition. Drag reduction is 
related to the hydraulic gradient under constant 
Rg conditions and the head loss AH plotted in 
Figure 9 is directly proportional to the hydraulic 
gradient.
DISCUSSION
The result of this investigation appear to 
confirm the conclusions of Donahue,et al. (2) as 
regards the significance of the role played by the 
near-wall region in fluid drag reduction by 
polymer additives. Whereas Donahue's data was 
obtained by identifying low energy bursts from the 
wall layer and analysing their spatial distribu­
tion, the present approach is to record the time 
integrated paths of marked fluid particles and to 
infer, from measurements of the resulting disper­
sion cone angles, changes in the spanwise momentum 
transfer mechanism. Figure 9 shows the extent to 
which these correlate with the drag reduction 
achieved in this particular duct. It will be seen 
that the AH points reach a steady value at a c- 
value between 10 and 20, which is in agreement 
with previous findings in small pipes, and the 
near-wall curve (y/D = 0.05) for cone angle shows 
a similar trend. The curves corresponding to cone 
angles in the core of the flow appear to reach 
their steady values at concentrations outside the
4
range covered at Rg = 4 x 10 . This again points 
to the significance of near-wall flow in the 
control of fluid drag reduction by additives.
Logan (7) reports measurements of axial and 
radial turbulence intensities in a square pipe 
12 mm x 12 mm using a 50 w.p.p.m. solution of an 
unspecified grade of Polyox. His measurements are 
made with a laser Doppler system at an L/D value 
of about 50 and an R$ value of 26,000. In the 
present investigation these quantities are 87
and 41,700 at the highest velocities used. Logan 
reports a 25% reduction in radial turbulence levels 
at the centreline and a 50% reduction at y/D = 0.05, 
both values considerably smaller than those 
indicated in Figure 8. These differences may be 
due to any of the following reasons: (a) different 
grades of polymer, (b) different c values, (c) the 
different measurement systems used. Figure 8 
supports the view that variations in Rg values are 
of secondary importance.
The dye trace shown in Figure 2 suggests 
transition behaviour and it is possible that the 
dissolved polymer delays the establishment of the 
fully developed velocity profile beyond the dye 
injection point (82 'diameters' from the inlet).
Seyer and Metzner (9) draw attention to the very 
long pipe lengths required for flow establishment 
in drag reducing solutions and this suggests that 
both the present study and Logan's work may be 
concerned with incompletely established turbulent 
flow at Rg values in the range 20,000 - 40,000.
Seyer and Metzner also present values of 
turbulence intensities for flows of various drag 
reducing fluids in a 25 mm pipe. In general their 
results for radial turbulence levels display the 
same tendencies as those reported here and they 
also recognise that their drag reducing flows may 
be transitional in character (no L/D values given).
These experiments do not give any precise 
information about energy spectra but some qualitative 
results can be inferred from the 1 ms exposure photo­
graphs. Comparison of Figures 1 and 2 shows that 
the effect of the additive is to inhibit (apparently 
completely) the high frequency components that are 
present in normal turbulent flow which are 
responsible for the dye dispersion visible in 
Figure 1. Photographs taken close to the boundary 
at 1 ms exposure (not shown) reveal an even less 
disturbed stream of dye since the close proximity 
of the wall tends to damp out the low frequency 






























































































































































































































































































































































































































The author gratefully acknowledges financial 
support for the polymer drag reduction programme 
from the Department, of the Environment. Thanks are 
due to P. Hart and P. Rimmer who developed the 
experimental facility and also to S. Hobbs who 
assisted with the experiments and the photographic 
work.
SYMBOLS
UQ time-average forward velocity at a point
u forward component of instantaneous
excursion from time-average velocity at 
a poi nt
v lateral component of instantaneous
excursion from time-average velocity at 
a point
vmax maximum value of v occurring at a point 
during a finite time period
9 whole cone angle measured from Is
exposure photograph of dispersing dye
stream. Mean value obtained from 5
consecutive photographs
a angular deviation of fluid particle path
from mean flow direction
D lateral internal dimension of square flow
duct
y perpendicular distance of dye release
poi nt from duct wal1
Rs solvent-based Reynolds number
c polymer concentration in the duct flow
expressed as parts per million by weight 
(wppm)
L duct length from inlet to test section
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DISCUSSION
G. L. Donohue, Naval Undersea Center: About a year 
ago we published an article in the JFM describing 
some flow visualization work we did in a drag reduc­
ing flow. We injected dye through a 0.005-inch wide 
slot right at the wall and watched this dye collect 
in the low speed streaks that Prof. Kline was talk­
ing about. We did watch the bursting rate of this 
dye. Exactly what you stated was true. The burst­
ing rate is greatly decreased. I think what you're 
seeing is similar to this. However, it's probably 
not quite the same thing, because you've got a 
probe next to the wall and I think that you may 
have a probe interference problem. I think it's 
certainly true that the bursting rates are decreased.
V. W. Goldschmidt, Purdue University: I'm not a 
drag reducing man, but I'm concerned by that nice 
periodic figure we saw there and I'm also curious 
then how did you inject your dye and how did you 
ascertain yourself that you were not looking at 
some transition of the dye plume itself and what 
was the effect of the dye injecting device? Some­
thing looks screwy. Did you measure the period of 
that nice orderly structure? Was it like the pul­
sation of the pump or something like that?
Sell in: It's very similar to the old western movie 
of the wagon with the wheels going backwards. Be­
cause the periodic structure was in fact a photo­
graphic phenomenon which you couldn't see before the 
photographs were taken. It is at 25 frames per sec­
ond and in the next sequence I ran the camera at 
64 frames which, when projected at 25 frames, re­
duced the speed of the film down to half because 
that shows the apparent wave length reduced by about 
half then. The only way I can get around this will 
be by going to a very high speed of film, and then 
running the thing at really slow motion and this 
should remove this effect and show that is really 
going on in the flow. The tendency to this periodic 
motion wasn't half so marked as it appeared in the 
film.
H. M. Nagib, Illinois Institute of Technology: There 
is a movie by Prof. Kline called "Flow Visualization" 
in which he demonstrates very beautifully the phenom­
ena called dye injection and stability. I think that's 
what he called it. Now, we've done the same thing
and it is very interesting. If you have a dye in­
jection probe with variable pressure on it, you can 
demonstrate that you can really change this pressure 
and either see the true flow phenomena or some arti­
ficial phenomena coming in from the probe. As Victor 
Goldschmidt was saying, I think this was more probe 
phenomena interference than the true flow. As far as 
your remark about photography, we do a lot of flow 
visualization using movie photography and I don't 
think this will come in. We do it at different speed 
rates of the camera and when you see something, it's 
real.
Sellin: I appreciate your point about the dye injec­
tion velocity but it was a gravity feed from a sus­
pended bottle and I played around with the pressure 
of the dye injection until I got it so that the dye 
stream did not appear either to expand or contract 
as it came out. Otherwise I made a visual matching 
of the dye stream velocity to the free water velocity 
surrounding it. The other point of course is eddy 
shedding of the dye support. Now this was some dis­
tance away. In terms of the probe diameter it was 
about 50 diameters further up stream. So I think I 
was out of the worst part of the probe wake but I 
still have to admit there may be some probe wake ef­
fect in this.
S. J. Kline, Stanford University: I was looking at 
the same thing and was asking myself whether it was 
a strobe effect or not and I don't think it is. I 
think that what you have is probably laminar layers 
on the outside of your injector probe. It looks dis­
tinctly laminar. Brown at Cal Tech has done this 
with Roshko a couple of years ago. In addition to 
the difficulty he mentions which is documented in 
"Flow Visualization", if you inject the dye too rapid­
ly or too slowly you also have boundary layers on the 
outside of your probe inevitably. The flow is streaming 
off of it that way and so you have real narrow, sharp 
shear layers back-to-back or surrounding the thing 
depending on the geometry. In either case, Kaplan 
will show you some of the instabilities tomorrow but 
you get something like a Kelvin-Helmholtz instability. 
It looks exactly like what you're seeing and it can 
go a long distance downstream before it amplifies.
I don't think that vitiates your results basically 
but I think you are seeing that in your movies.
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San Diego, California 92132
ABSTRACT
Hydrogen-bubble flow-visualization experi­
ments have demonstrated that distinct bubble pulses 
cannot be obtained in water solutions of poly­
acrylamide of high enough molecular weight to 
cause drag reduction at low shear stresses. Good 
bubble pulses were obtained in poly(ethylene oxide) 
and in surfactant solutions, but they did not 
cause drag reduction at feasible shear stresses.
INTRODUCTION
The original objectives of this study were 
to obtain detailed instantaneous normal and span- 
wise velocity profiles in the near wall region of 
a drag reducing turbulent boundary layer. This 
program was motivated by the results of a previous 
study (l) in which the presence of 140 ppm of 
poly(ethylene oxide)(MW~7 x 10 ) produced dramatic 
changes in the near-wall turbulent structure 
(visualized by dye injection). A pulsed hydrogen- 
bubble experimental program was subsequently 
established that was able to produce satisfactory 
results in water flows. It was observed, however, 
that the hydrogen-bubble flow-visualization tech­
nique was severely limited in the drag-reducing 
polymer solutions. The experimental difficulty 
and its origin .are described in this paper.
Figures 1 and 2 show near-wall low-speed 
streaks of a fully developed turbulent channel 
flow visualized by dye carefully inserted at the 
wall. The flow is from left to right and the
scale at the right represents 10 divisions to the 
inch. These photographs represent equal volume 
flow rates before and after the addition of 140 ppn 
poly(ethylene oxide) (see reference (1) for a com­
plete discussion). It is clear that the presence 
of the drag-reducing polymer has significantly 
altered the flow structure of the near-wall region. 
Unfortunately, this dye flow visualization tech­
nique provides only a qualitative picture of what 
is happening. In order to gain a more quantitative 
insight into this phenomenon one needs to use a 
technique such as the pulsed hydrogen-bubble 
scheme described by Kline, et al. (2).
RESULTS
Figure 3 shows instantaneous velocity profiles 
during the formation of a low speed streak. Again, 
the flow is from left to right. Both rotational 
and axisymmetric spanwise strain rates may be es­
timated from a series of such velocity profiles. 
This velocity profile was obtained in a turbulent 
boundary layer developed over a flat plate aligned 
in the flow direction of the Naval Undersea Cen­
ter's 12-inch-diameter, open-jet, vertical water 
tunnel. A 0.005-inch-diameter platinum wire was 
aligned spanwise to the flow and positioned on the 
surface of the wall. 100 VDC was supplied to the 
wire from a DC power supply and the pulsing was 
controlled by a General Radio Model 1340 pulse 














































Figure 2.Dye visualized low speed streaks. 139 ppm 
Polyox, U = 0.43 ft/sec, 16% drag reduction.
a 6 ms period. The free stream velocity was 
1 ft/sec and the wire was 15 inches back from the 
plate's leading edge. It is clear from Figures 1 
and 2 that the polymers significantly alter the 
strain rates visualized in Figure 3.
The same techniques used to obtain the in­
stantaneous velocity profiles shown in Figure 3 
failed to produce any usable data in a polymer 
filled boundary layer. A 1500 ppm Magnafloc 905N 
(a high molecular weight polyacrylamide ) solution 
was injected into the flat plate's boundary layer 
upstream of the hydrogen bubble wire locations.
The resultant polymer concentration in the bound­
ary layer was approximately 50 ppm. A pulsed 
wire, normal to both the flow direction and the 
surface of the plate, showed a sheath of gas on 
the platinum wire in the polymer filled boundary 
layer while outside of the boundary layer rows of 
hydrogen gas bubbles produced good velocity pro­
files. A small scale experiment was subsequently 
designed in order to determine if this failure 
was due to equipment malfunction or to a natural 
phenomenon peculiar to these polymer solutions.
Five different experiments were performed 
using solutions of (a) tap water; (b) 50 ppm AP 
273 (a high molecular weight polyacrylamide**) 
in tap water; (c) 50 ppm AP 273 and 150 ppm sodium 
sulfate in filtered, deionized water; (d) 50 ppm
" k i c k  '
Polyox Coagulant , a poly(ethylene oxide)
(MW-4.5 x 106), in tap water, and (e) 60 ppm
kick
Tergitol NP-40 , a nonionic surfactant, in tap
water. Photographs were taken of a 0.005-inch 
diameter platinum wire horizontally suspended in 
a one liter glass beaker filled with the solutions. 
The same electronics that were used for the water 
tunnel experiments were used for these tests. The 
pulsing rates were greatly decreased (0.15 sec 
pulses with a period of 2.3 sec) since only the 







the wire. Since the buoyant forcewasthe only 
motive force acting on the bubbles in this flow 
situation, the pulsed time lines did not remain 
coherent. All of the bubbles that were shed from 
the wire were not the same size and thus not all of 
the bubbles rose at exactly the same rate.
Figure 4 shows a row of hydrogen bubbles 
leaving the platinum wire in a tap water solution. 
Notice that the leading edge (composed of the 
larger bubbles) is very bright and distinct. Also 
note that the wire has a fairly dull appearance. 
Figure 5 shows the hydrogen bubbles leaving the 
platinum wire in a 50 ppm polyacrylamide and tap 
water solution. There were no pulses observable 
at any time in this solution. Notice that large 
bubbles are formed on the wire and that the wire 
itself had a bright appearance indicating that 
there was a sheath of gas formed around the wire.
In addition, conglomerates of gas bubbles were 
observed attached to each other and rising to­
gether. When this same experiment was performed 
in the filtered deionized polyacrylamide solution, 
a slight pulsing was observed but the bubble qual­
ity was still not as good as that found in water 
only. The test was repeated again in the 50 ppm 
Polyox and 60 ppm Tergitol NP-40 solutions. In 
these cases the bubble quality was as good as in 
tap water. Thus, the failure to produce coherent 
hydrogen bubble pulse lines is due neither to 
to alteration of the hydrodynamics nor to reduction 
of surface tension by polymer molecules but must 
be peculiar to the polyacrylamide solutions.
CONCLUSIONS
An important characteristic of polyacrylamide 
polymers is that they are used commercially as 
flocculents. All of the data point to the con­
clusion that the polyacrylamide polymers are, in 
some manner, causing aggregation of the hydrogen 
bubbles. Since the poly(ethylene oxide) solution 
showed no effect, it could be used for these flow 
visualization experiments. Unfortunately, the 
presently available polyethylene oxide) polymers
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Figure 4. Pulsed platinum wire in water only.
Figure 5rPulsed platinum wire in 50 ppm AP 273.
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are not of high enough molecular weight to produce 
good drag reduction at the low shear stresses re­
quired for good flow visualization. It is clear 
that the pulsed hydrogen bubble technique cannot 
be used in polyacrylamide polymer drag reduction 
studies. Until a different flow visualization 
scheme is devised or until larger poly(ethylene 
oxide) polymers again become available, these im­
portant experiments must be postponed.
ACKNOWLEDGEMENT
This work was performed while the author was 
a National Research Council Post-Doctoral Fellow.
REFERENCES
1. Donohue, G. L., W. G. Tiederman, and M. M. 
Reischman, "Flow Visualization of the Near- 
Wall Region in a Drag-Reducing Channel Flow",
J. Fluid Mech., 56, 559 (1972).
2. Kline, S. J., W. C. Reynolds, F. A. Schraub, 
and P. W. Runstadler, "The Structure of Turbu­
lent Boundary Layers", J. Fluid Mech., 30, 741 
(1967).
DISCUSSION
C. A. Sleicher, University of Washington: One bit of 
hope— sometimes aggregation is very sensitive to pH 
and if you systematically change the pH you might 
have some luck.
Donohue: That's a thought, I didn't change pH.
S. J. Kline, Stanford University: Of course, what 
you're after in the combined time-streak marker method 
is to get marking in time and space. So if the dye 
works and the bubble doesn't work you could do at 
least part of this by making say an array of little 
holes through which you can inject dye and then put 
a oscillator on your inlet tube as Dick Schramm did 
some years ago and chop it and play around with it 
a little bit. You might be able to get what you 
want a little easier that way than to try to de­
coagulate.
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MEASUREMENT OF REYNOLDS STRESS AND TURBULENCE IN DILUTE POLYMER SOLUTION 
BY LASER VELOCIMETER
Samuel E. Logan
UCLA School of Medicine
Los Angeles, California 90024
ABSTRACT
Measurements of Reynolds stress and axial and 
transverse turbulence intensities have been made in 
turbulent pipe flow of a dilute solution of high molec­
ular weight polymer and compared to measurements made 
with pure water. A laser velocimeter capable of mea­
suring these turbulence parameters has been developed 
and utilized.
Axial turbulence intensities are consistent in 
behavior and magnitude with previous polymer results 
and the measurements of transverse intensity and Rey­
nolds stress are similarly well behaved and self con­
sistent. Sublayer thickening in drag reducing polymer 
solution is observed, in consonance with earlier work. 
New results include demonstration that the turbulent 
shearing stress is reduced in the turbulent core by 
an amount proportional to the observed decrease in 
pressure gradient at the wall, and dramatically re­
duced near the wall to a thickness of several times 
that of the viscous sublayer in agreement with obser­
ved velocity profiles. Radial turbulence intensities 
are comparable with water in the turbulent core, but 
exhibit similar dramatic suppression near the wall 
region. Possible implications of these measurements 
toward the phenomenon of turbulent drag reduction are 
briefly discussed.
INTRODUCTION
Early measurements of turbulence in dilute drag- 
reducing polymer flow using standard impact or hot­
wire probes may be somewhat in error due to polymer
viscoelastic properties which can introduce extra nor­
mal stresses and alter heat transfer characteristics.
For these reasons the early measurements of Virk, et 
al. (1) and others, while of great qualitative inter­
est, have been questioned (2,3). The perturbationless 
and linear laser velocimeter probe recently developed 
is a natural alternative and in 1969 was simultaneous­
ly utilized in polymer solution by Goldstein,et al.
(4), Chung (5), and Rudd (6). At present, the best 
axial measurements and clearest demonstration of sub­
layer thickening appear to be the recent results of 
Rudd (2) using a laser velocimeter in a square pipe 
with Separan. However, the question of additive ef­
fects on other important turbulent parameters such as 
radial fluctuations and Reynolds stress was left un­
settled. Measurement of these quantities would be 
meaningful in better understanding the mechanism of 
turbulent drag reduction by polymer additives and is 
reported herein.
A directionally sensitive laser velocimeter cap­
able of measuring Reynolds stress and transverse tur­
bulence was recently developed and is utilized in the 
present experiment. The technique has been described 
and preliminary polymer measurements were reported (8). 
Rudd's axial measurements were duplicated and confirmed 
using Polyox and extended to include radial fluctuations 
and Reynolds stress. These preliminary results indi­
cated (in addition to sublayer thickening) the suppres­
sion of radial turbulence near the wall and reduction 
of u'v' in the turbulent core proportional to the de­
crease in wall shear.
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EXPERIMENTAL APPARTUS
The flow geometry is diagrammed in Figure 1. A 
5 gallon constant head reservoir is used to supply a 
steady flow through a 0.5-inch square pipe which can 
be controlled by two valves, one upstream and one 
downstream of the test section. Potential secondary 
flows introduced into the pipe flow by elbows before 
and after the test section are eliminated by honey- 
romb at each location. A 55-gallon storage reservoir 
collects the fluid before recirculation to the constant 
head reservoir. A centrifugal pump is used for recir­
culating water, whereas for polymer solution the con­
stant head tank was filled manually by bucket to mini­
mize degradation effects. This latter procedure for 
the polymer solutions was very successful in maintain­
ing steady flow and eliminated severe solution degre- 
dation which would result from pumping.
The total pipe length was 1/d = 70 with velocity 
measurements made at 1/d = 65, to insure fully developed 
turbulent flow. Wall pressure taps at 1/d =1, 10, 20, 
30, 40, 45, 50, 55, 60, 65, 70 were used to monitor 
the pressure gradient along the pipe and determine wall 
shear. The pressure drop was found to be practically 
linear all along the pipe and in every case the pres­
sure gradient was quite constant between 1/d = 50 and 
70 indicating fully developed flow. Measurements 
across the pipe were made keeping the optics station­
ary and positioning the pipe with a micrometer traver­
sing mechanism calibrated to 0.001".
A square pipe was selected to provide maximum 
spatial resolution in the wall region and eliminate 
test section lens effects which apparently troubled 
Chung (5) in his round tube. Figure 2 indicates the 
basic geometry of the focal region and its relation to 
the square pipe. In the present arrangement, spatial 
resolution normal to the wall depends on the minimum 
transverse focal volume dimension b , rather than on 
the longer longitudinal dimension 1 . Reference 9 
(p. 6-8) describes in more detail the optical design 
criteria involved in the selection of a square pipe.
The major drawbacks of a square pipe are loss of 
symmetry inherent in a round tube and the presence of 
secondary flows which can exist in non-circular channels. 
Maximum secondary flows in the 1/2 inch square pipe were 
measured to be only about 0.005 of UQ or about 10°/ of 
the friction velocity u = A, /p, which should not 
rule out meaningful turbulence measurements. In any
case, it is felt that in comparison of water and poly­
mer solutions the square tube should be of little 
detriment since relative rather than absolute measure­
ments are of primary interest.
THE LASER VELOCIMETER
The laser velocimeter has already been reported 
in considerable detail (7,9). In summary, the instru­
ment is capable of measurement of mean flow components
2 2 ---and turbulence quantities such as u' , v 1 , and u'v' 
with minimal adjustment of only one optical component, 
the radial diffraction grating, which serves as a com­
bination beam splitter, measurement direction selec­
tor and frequency modulator. The apparatus is dia­
grammed in Figure 3. Two of the diffraction orders 
are selected by a mask and focused in the test section 
with a single converging lens. This simple arrange­
ment guarantees "self alignment" with the two beams 
focusing at the same point in the test fluid. Al­
though there are numerous possibilities such as "dual 
scatter" it has been convenient to use a "reference 
mode" system with the zero order (undeflected) beam 
serving as a reference beam so that alignment through 
the fixed lens, apertures and the photomultiplier is 
independent of translation of the grating. Thus meas­
urement at the same point is guaranteed as the measure­
ment direction is changed, for example, from <j> = + 45° 
to <p = -45° in the determination of u'v'.
Different directions of measurement (various <|>) 
are selected by translating the diffraction grating 
parallel to itself, and locating the incident laser 
beam at different positions around the circumference 
of the wheel at constant radius, as indicated in Fig­
ure 4. Measurements of u and v are made with angle 
(j) = 0° and 90° respectively, as defined in Figure 5.
As pointed out in Reference 7, the Reynolds stress 
u'v' may be obtained directly from the difference of 
the variances measured in two perpendicular directions, 
<|)-| 2 = —  45°, with respect to the mean flow direction,
<j) = o°, also indicated in Figure 5. Thus, only one 
photomultiplier is required to measure u'v' and sim­
ultaneous measurement of the instantaneous u and v, 
multiplication, and averaging,are not necessary.
Most measurements are made with the grating sta­
tionary, although by rotating the grating any turbu­
lent spectrum can be shifted in frequency by 84,2
Hz/RPM. This frequency biasing is essential in obtain-
2
ing v' (({> = 90°) since the mean flow component in
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Measurement (focal) point,on plane z = 0
Figure 1. Flow Apparatus
Figure 2. Optical Considerations in Square Pipe 
Selection
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Figure 5. Definition of Angles Used in Pipe Flow 
Figure 4. The Radial Diffraction Grating Measurements
Axial Measurementsthat direction, v, (and thus vD , the Doppler frequency) 
is zero or negligibly small. Fluctuations v' are much 
larger than 7  so that without frequency biasing the 
spectral distribution becomes centered about zero fre­
quency, and becomes difficult or impossible to separ­
ate from the noise spectrum. Frequency shifting is 
also useful in bringing other Doppler signals into 
more convenient frequency ranges. Doppler signals ob­
tained near the wall (with small mean frequencies) are 
typically frequency shifted into higher ranges to 
eliminate problems with low frequency noise. In addi­
tion, the frequency bias makes the instrument sensi­
tive to fluid velocity direction as well as magnitude.
Two spectrum analyzers were used to observe the 
Doppler frequency spectrum. The first, a Tektronix 
1L5 scope plug-in, was used to judge signal quality 
and general frequency range. The second, a Hewlett- 
Packard Model 310 slowly scanned the desired frequency 




Polymer solutions varying between 10 and 100 parts 
per million (ppm) by weight of polyox in water were in­
vestigated. Most turbulence measurements were made 
with the intermediate value of 50 ppm which quite clear­
ly evidenced differences from pure water in drag reduc­
tion and turbulent structure. Drag reduction as much 
as 69 percent compared to water was observed at Re = 
54,000 for a typical 33 ppm Polyox solution (Union Car­
bide Polyox WRS-301).
The friction factor f, is defined as
f _ (dp/dx) d _ 8tw 
t -  ? "  o
1 /2  Pr  pV
where V is the mean speed computed from the volume
flow and tube cross sectional area, and the average
wall shear stress t is determined directly from the w
pressure gradient dp/dx by tw = (d/4) (dp/dx) where 
d = pipe diameter (side for a square pipe). Figure 6 
shows f as a function of Reynolds number between 
10,000 and 60,000 for water and polymer solution. The 
water values agree well with Moody's (10) measurements 
in a round pipe, and the drag reducing properties of 
polymer solution are clearly evident.
Characteristic blunter mean velocity profiles 
were observed for drag reducing polymer solutions. 
Figure 7 presents the mean velocity data for water and 
polymer in terms of the velocity defect law (U - u)Ar 
versus tube position r/R. In the tube center region 
(0.2 £  r/R £  1.0) polymer solution shows very little 
difference from water, but considerable difference in 
slope in the wall region r/R < 0.2. This agrees with 
the results of Goren and Norbury (11) who found a sim­
ilar change in slope for polymer solution at r/R = 0.25 
in their 2-inch pipe. These results indicate that 
polymer flow in the turbulent core closely follows the 
Newtonian result in the defect law and that u , deter-T
mined by the boundary condition of wall shear stress, 
is the relevant velocity scale to be used in that re­
gion.
Figure 8 compares velocity profiles for water 
and polymer to the universal law of the wall (12).
u* = 1  iny* + C (1)
where u* = u/u^, y* = uTy/v, k = 0.4 ("Karman's con­
stant"), and C = 5.1. The water measurements are seen 
to agree favorably with the law of the wall, and the 
polymer solution beyond the sublayer (y* £  25) still 
behaves quite like Equation 1 with a markedly increased 
value for C and slightly increased slope, or k de­
creased. The well established displacement of u* ver­
sus y* results from apparently thickened viscous 
and/or elastic sublayers and thus a larger value of y* 
where the logarithmic law becomes valid. Velocity mea­
surements near the wall in the present study suggest 
an extended linear region as do recent results of Rudd 
(2), but can also be interpreted in terms of a thick­
ened elastic sublayer (buffer layer) proposed by Virk 
(20). The present velocimeter measurements near the 
wall (Figure 8) do not have adequate spatial resolution 
to conclusively distinguish which of these sublayers 
are thickened, although the author believes the ex­
cellent measurements of Rudd (2) with a high resolution 
laser velocimeter clearly demonstrate the thickened 
linear (u* = y*) viscous sublayer.
Axial and transverse turbulence intensities rela­
tive to the maximum pipe velocity UQ measured across 
the pipe for the same Reynolds number are reproduced 
from Logan (8) in Figure 9. All measurements were 
made at approximately the same Uq (200 cm/sec) and 
show the general trends that actual turbulence inten­
sities (relative to UQ) are reduced in the core for
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Figure 6. Friction Factor as a Function of (Volume
Flow) Reynolds Number for Water and Polymer 
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Figure 7. Velocity Defect Law for R = 26,000
e
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Figure 8. Velocity Profiles for Water and Polymer 
Compared to the Law of the Wall
Figure 9. Axial and Transverse Turbulence Intensities 
Across the Pipe for Water and Polymer Solu­
tion at Re = 26,000. (From Logan (8))
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polymer (0.048 compared to 0.065 for water). However, 
normalization with respect to u , the relevant veloci­
ty scale indicated in the previous section, shows that 
the axial turbulence intensities are comparable in the 
pipe center region, u/u^ ~ 1.? - 1.4, (Figure 11). In 
addition, the radial turbulence intensities are seen 
to agree in magnitude with the axial intensities in 
the pipe center as expected from previous results (3).
Replotting the axial turbulence intensities near 
the wall (0.0 £  r/R £  0.2) in Figure 10 demonstrates 
the dramatic sublayer thickening at the same Reynolds 
number for polymer relative to water. The peak of 
(u1 ) is displaced out from the wall so that near 
the wall the axial fluctuations are reduced (normal­
ized by UQ, which is the same in both cases) and lar­
ger fluctuations are observed for polymer at a greater 
distance from the wall (0.05 £  r/R £  0.20). Although 
the polymer turbulence intensity is lower in the pipe 
center, the peak in u' is comparable in magnitude 
((u'/IJ ) „ = 0.20) with water at the same Reynolds
0  lila X
number.
Figures 11 and 12 present the axial turbulence 
data of Figure 9 and 10 in terms of u'/u versus r/R 
and y* respectively. Figure 11 shows good quantita­
tive agreement in magnitude and behavior with the re­
sults of Rudd for a similar square tube (2).
Figure 12 illustrates sublayer thickening, as the 
peak in u'/u occurs at y* ~ 16 for water but is de­
layed for the polymer solution until y* ~ 25. Laufer 
also found the u'/u peak at y* = 16 (13) while Rudd 
found the water peak at y* = 11 and the polymer peak 
at y* = 20. The effect of the polymer is to extend 
the linear portion of the curve (interpreted as the 
sublayer) outward to larger values of y*. Coincidence 
of the linear protions for u'/u versus y* means that 
since both solutions obey u* = y* in the viscous sub­
layer the two solutions have the same value of turbu­
lence intensity relative to the local mean flow there. 
This result suggests, as also pointed out by Rudd (2), 
that only the scale of the sublayer and not the basic 
structure of the (axial) turbulence is changed.
Radial Measurements
A comparison of radial turbulence measurements 
across the pipe is given in Figure 13. In the tube 
center both water and polymer appear to be essentially 
isotropic since u'/u^ and v'/u are nearly equal for 
both solutions there. In the intermediate region
0.25 £  r/R £  1.0 both solutions have v'/u constant, 
and although polymer exhibits slightly lower values 
than water the distributions of v' appear nearly
identical. However, u'/u in the same region is mark­
edly higher for polymer than for water, which implies 
that while both solutions show increased anisotropy 
as the wall is approached (since u'/u^ becomes sig­
nificantly larger than v'/u ), polymer solution has 
a greater tendency toward anisotropy than water.
In the wall region, r/R < 0.25, polymer solution 
exhibits markedly decreased values of v' relative to 
water. For the solutions shown in Figure 13, polymer 
solution begins to decrease at r/R T 0.2 while water 
remains constant until r/R ~ 0.12. Expanding the wall 
region and plotting v'/u versus y* in Figure 14 shows 
that in wall coordinates the radial turbulence is sup­
pressed in and beyond the sublayer. Comparison of 
Figures 14 and 12 shows the relative magnitudes of u' 
and v' in the wall region for similar solutions of 
polymer compared to water.
Reynolds Stress Measurements
Figure 15 (see Reference 8), presents a measure­
ment of the Reynolds stress for water and 50 ppm poly­
mer solution at the same Reynolds number of 26,000. 
Increased scatter compared to previous turbulence 
measurements of u1 and v' results from the fact that 
the Reynolds stress measurement involves a relatively 
small difference between two larger numbers, the spec­
tral widths measured at + 45°. Despite scatter, 
least squares fits through the two sets of measurements 
clearly demonstrate that u'v' is reduced for polymer 
solution relative to water. The amount of u'v' re­
duction in the region 0.25 £  r/R £  1.0 is proportion­
al to the decrease in calculated local wall shear 
stress for polymer relative to water. Linear extra­
polation of the u'v1 curves to the wall are seen to 
be in good agreement with the calculated local shear 
values. (The total shear distribution across the tube 
can vary from strictly linear in the presence of sec­
ondary flows, although for Figure 15 linear least 
squares curves have been fitted through the core mea­
surements.)
In comparison to water, polymer solution exhib­
its marked reduction of u'v' in the wall region r/R <
0.25. This effect is a result of the observed veloc­
ity profiles for water and polymer solution and the 
fact that the total shear t  is the sum of the laminar 
and turbulent shear stresses, i.e.
3u — t— rx - u gy - pu'v'
= tw . fnc(r/R) (2)
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Figure 10. Axial Turbulence Intensity Near the Wall. 
(Logan (8))
0 . 5 0  0 . 7 5
r / R
Figure 11. Comparison of Axial Intensity Across Pipe 
with Rudd (2)
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Figure 12. Axial Turbulence Intensity Near the Wall 
Normalized with u
T
Figure 13. Radial Turbulence Intensity Across the 
Pipe
1 0 0
Figure 14. Radial Turbulence Intensity Near the Wall
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-( u V )
Uo2
0 .0 0 2 5
Figure 15. Reynolds Stress for Water and Polymer at 
Re = 26,000
1 0 1
where xw is the wall shear stress, r/R = 1 at the pipe 
center (as previously defined) and fnc(O) = 1 and 
fnc(l) = 0. For no secondary flow the shear has a 
linear profile and fnc(r/R) = (1 - r/R).
As illustrated in Figure 16, the observed Rey­
nolds stress distributions in (c) can be seen to fol­
low from the laminar shear stress 3u/3y in (b) which 
results from the respective observed velocity profiles 
(a). (The following argument will be made for flow 
at the same Reynolds number, although an analogous re­
sult can be derived for flow for the same wall shear 
(u ) and different Reynolds numbers.)
Linder drag reducing conditions at the same Rey­
nolds number (same U ) the polymer solution mean velo­
city profile has less slope (smaller 3u/3y) than water 
in both the wall region (i) and the core region (iii). 
Now since the integral of the slope across the pipe 
must have the same value for both solutions, i.e.
fR
3u/3y dy = UQ (3)
0^
it follows that there must be an intermediate region 
(ii) where 3u/3y is greater for the polymer solution 
since the integrand of Equation 3 is strictly positive. 
(The existence of a region (ii) is also obvious from 
strictly geometric considerations.)
Considering then the total shear stress across 
the pipe for both cases and using Equation 2 it fol­
lows that in region (ii) the Reynolds stress for poly­
mer solution is a smaller percentage of the total 
stress than in the equivalent water flow. This im­
plies that u'v' will be reduced in magnitude farther 
away from the wall for polymer solution than for water 
flow, which is the observed effect.
For water and polymer flow at the same wall shear, 
each solution should have the same total shear distri­
bution across the pipe except near the wall where poly­
mer will exhibit a reduction of u'v' relative to water. 
This results directly from the extended linear region 
(thickened sublayer) for drag reducing polymer solu­
tion relative to water flow at the same wall shear. 
Figure 17 compares the polymer measurements of Figure 
15 (Re = 26,000 and ut = 6.6 cm/sec) with water at 
the same average wall shear (Re = 14,300 and u = 6.5
______ T
cm/sec). The measured values of u'v' are normalized 
by the local wall shear t calculated from the measured
W
pressure gradient and secondary flows.* (For the 
water flow at the lower Reynolds number secondary flow 
was not measurable, so its effect is neglected and the 
average wall shear is used in the normalization. For 
the polymer flow the measured gradient (Figure 7) and 
secondary flow for water at the same Reynolds number 
is used in the calculation).
Near the wall the measured velocity profiles are 
used to calculate the laminar shear and indicate the 
expected behavior of the Reynolds stress in the wall 
region with respect to the linear reference line. The 
complete shear distribution, which will not be exactly 
linear, has not been computed in Figure 17,
The measurements of u'v' for polymer solution 
(especially those presented in Figure 17) confirm the 
previous conclusion that the effect of polymer is pri­
marily near the wall although in a drag reducing situ­
ation the proper scaling for u'v' in the turbulent 
2core is uT , which is reduced for polymer relative to 
water at the same Reynolds number.
Correlation Coefficient
The mutual consistency of (u'2) ^ 2, (v'2) ^ 2, 
and u'v' is demonstrated in a computation of the cor­
relation coefficient k = u'v' / (u'2)^2 (v'2) ^ 2 
which is of the order of 0.40 (r/R ~ 0.3) for both 
water and polymer as shown in Figure 18. This is in 
reasonable agreement with Laufer's results for a round 
pipe (13) and indicates that the three measurements 
are consistent in magnitude among themselves.
CONCLUSION
Discussion
Measurements are consistent with the generally 
accepted belief (based previously only on axial
*For non-zero secondary flows (v / 0), integration of 




3r rdr where r = 0
is the pipe wall and r = R the pipe center. Calcula­
tions using measured secondary flows (Reference 9, 
Figure 22) and measured velocity gradients (Figure 7) 
indicate that the local uT can be as much as 1.3 to 
1.4 times the average uT determined from the pressure 
gradient, for large Re when non-zero radial velocities 
exist in regions of large velocity gradients 3u/3y 
near the wall.
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Figure 16. Schematic Representation of Relationship 
Between Observed Reynolds Stress Distri­
bution and Velocity Profile in Polymer 
Solution
$
Figure 17. Comparison of Normalized Reynolds Stress 
for Water and Polymer at the Same Average 
Wall Shear, uT = 6.6 cm/sec
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measurements) that polymer additives primarily affect 
the region near the wall and have little effect on the 
turbulent region far from the wall.
Turbulence measurements presented here show that 
the drag reduction phenomenon by certain high mol ecu 
lar weight additives is primarily a wall effect which 
suggests that free turbulent flows of polymer solution 
should exhibit negligible differences from comparable 
water flows. A recent study (21) of an axisymmetric 
jet of polymer into polymer and water into water, us­
ing a laser Doppler velocimeter, showed no measurable 
difference in turbulence intensities or spreading rate 
between the two flows. This important result is in 
accord with the present findings, and further estab­
lishes the importance of the wall in the phenomenon 
of drag reduction by high molecular weight additives.
From the present pipe flow measurements of mean 
velocity profile, axial and transverse fluctuations, 
and Reynolds stress it is evident that the proper 
velocity scale in the core region (0.25 < r/R <_ 1.0) 
is ut> This indicates that the core flow is largely 
controlled by the boundary condition t,, and that poly- 
mer additives have little (if any) effect on turbulent 
structure far from the wall. However, dramatic ef­
fects in turbulent structure (axial and transverse 
fluctuations and Reynolds stress) do occur in the wall 
region (r/R < 0.25) and polymer additives play a sig­
nificant role in determining the boundary condition 
xw , which is reduced under drag reducing conditions. 
Previous Speculation on Drag Reduction Mechanism
There have been various speculations put forward 
attempting to explain the mechanism of high molecular 
weight polymer drag reduction, although the question 
still remains unanswered. Several of these specula­
tions will be briefly mentioned although it must be 
emphasized that further extensive investigations are 
needed in order to establish if any of these proposals 
have factual basis.
The most well-known proposals seem to be those by 
Pfenninger (14), Gadd (15,16) and Tulin (17) all qual­
itatively suggesting how polymer additives primarily 
affect the wall region, thickening the viscous sub­
layer and reducing turbulent skin friction. Pfenning­
er 's hypothesis is based on observations and specula­
tion by Kline (18, 19) and others that longitudinal 
eddies formed near the wall are involved in the gen­
eration of turbulence as they are stretched and con­
verted away from the wall, "bursting" at some critical 
Reynolds number.
Kline et al. (19) have suggested (from water ob­
servations) that this bursting process contributes to 
instantaneously large values of -u'v' and hence streak 
breakup makes a substantial contribution to the turbu­
lence energy production per unit volume in the wall 
region. If polymer additives somehow inhibit this 
bursting (as speculated by Pfenninger and Gadd (16)) 
then locally reduced values of u'v' should result 
near the wall for drag reducing polymer solution.
This is a possible explanation for the observed re­
duction in u'v' near the wall for polymer solution, 
although extensive further investigations are required 
to establish the real mechanism of drag reduction.
Gadd's speculation (15, 16) further suggests that 
longitudinal polymer molecular alignment and viscoe­
lastic effects should suppress turbulent motions
transverse to this alignment. The observed suppres- 
2sion of v' near the wall by polymer additives is in 
accord with this speculation, but in itself is not 
sufficient to test Gadd's hypothesis.
Suggestions for Further Work
Extension of the present investigation to a flow 
situation such as a round pipe which would not exhibit 
secondary flow would be desirable. Although the 
square pipe is very advantageous optically, the in­
evitable secondary flows cause undesirable effects 
such as wall shear stress variations and possibly 
increased turbulence levels.
Detailed spectral analysis of u' and v' should 
be made in the wall region to determine which scales 
of turbulence are most affected by polymer additives. 
This, as well as detailed visual observations on poly­
mer wall flows analogous to those of Kline (19) would 
give a firmer basis on which to establish a theory 
for drag reduction by high molecular weight polymer 
additives.
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SYMBOLS
bQ minimum transverse focal volume dimension
C constant in universal "law of the wall",
= 5.1





pressure gradient along the duct, x-direc- 
tion
slope of the u velocity profile
4.
§ ,g x y
unit vectors in the x-and y-directions
f friction factor 5.
k Karman's constant (0.4) in law of the wall
1 duct length 6.
]o
longitudinal dimension of the focal 
volume
7
r transverse position in duct (r = 0 at 
wall, r = R in center)
R d/2 8.
Re pUQd/y, Reynolds number
u ,v velocity components in x-and y-directions 9.
uT
friction velocity = /x/p w
u*
— 2 1/2 
(u'2) ,1
p 1/2 f 
( v 2) J
u/uT
rms of x- and y-direction velocity fluctu­





centerline axial (x) velocity 12.
V mean speed computed from volume flow and 
duct cross sectional area 13.
x,y,z orthogonal space coordinates, x = axial, 
y = normal to wall 14.
<l> angle between plane of intersecting laser 
beams and xz-plane (Figure 5)
e angle between intersecting laser beams 15.
VD Doppler frequency
T shear stress 16.
p fluid viscosity
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PROMISING DIRECTIONS FOR LIQUID TURBULENCE RESEARCH
A Panel Discussion Directed by Victor Goldschmidt, Purdue University
Panelists: J. H. Whitelaw, Imperial College
V. A. Sandborn, Colorado State University
Val Kibens, University of Michigan
R. E. Kaplan, University of Southern California
J. H. Whitelaw, Imperial College: We are supposed to 
say what we're doing and why we do it and what we would 
like to see done if we had more resources than we have. 
Well, I'm going to hedge on the question of what we 
are doing and take only two situations which we are 
working on. The two examples I want to speak about 
are: first, coaxial jet flow where we work with hot 
wires and second, the square duct, which I'll talk 
about tomorrow, where we are working with laser instru­
mentation. The coaxial jet is a comparatively simple 
flow which we examine because we want to look at tech­
niques and because we want to improve our understand­
ing of the basic features of turbulent flow. In that 
flow we measure the usual rms quantities, the shear 
stress, the spectrum, the probability functions of U, 
Ui, U2, uv, some auto-correlations and some filter 
correlations. In contrast to that, in the square 
duct flow, we would not try to measure all these 
things. We would try only to measure those quanti­
ties which would help us to improve the development 
of turbulence models and thereby allow us to extend 
the use of computational methods for the prediction 
of flows.
If I take these two examples, the one where we 
measure things because we want to improve our calcu­
lation capability, the ratio of the one to the other 
in the terms of various experiments is something like 
1 to 5 or 1 to 6. That's an impression of what we are 
doing and why we are doing it.
I mentioned in passing that we're interested in 
developing calculation methods that we can use in real 
flow situations. For example, if we develop a calcu­
lation method for square-duct flow, we hope we could 
apply it to the flow down the core of a gas-cooled 
reactor. We want, in some of these flows, to measure 
the boundary conditions so that we can test calculation 
procedures: the boundary conditions might be, for in­
stance, the three components of velocity, the three 
components of the fluctuating velocity or the kinetic 
energy and perhaps something which could give us a 
handle on dissipation as an initial condition, as a 
boundary condition.
What would we like to see done in the future?
Well, I think the thing we would like to be able to do 
most is to make direct checks on turbulence models.
We would like, for instance, to be able to measure 
dissipation rate, and we would like to be able to
measure the fluctuating pressure correlations. We 
can't do these things, but we can make the checks, the 
indirect checks, which will allow us to validate the 
numerical procedures which we have. If we could per­
suade other people to do things, then I would like them 
to measure some of the quantities which will give us 
indirect checks, particularly in recirculating flows 
and more especially in three-dimensional recirculating 
flows. To generalize then, I would like to see less 
emphasis on repeating old experiments in simple flows 
and more emphasis on making new experiments in more 
complex flows. Mainly we're working on the important 
problem of turbulent incompressible boundary layer 
flows.
V. A. Sandborn, Colorado State University: We have 
been doing a study at Colorado State University in 
conjunction with one of my students, Dr. Bill Cliff, 
who works at NASA, Huntsville, on turbulence convec­
tive velocities. We are trying to look at some of the 
basic ideas to understand at least one aspect of the 
structure of turbulence, and in this context are try­
ing to get some insight into the development of models 
of turbulence.
In looking at convective velocities a pattern of 
the turbulent production and diffusion for the boundary 
layer appears. If we take two sensors a small distance 
apart, we can make a space-time correlation. If we 
measure all frequencies, we obtain a specific correla­
tion with a peak at a specific time delay. By filter­
ing the signal at different frequencies for locations 
in the outer boundary layer, we find that the higher 
frequencies are traveling at a higher speed than the 
low frequencies. It is found that in the region of 
the apparent origin (close to the surface) of the 
fluctuations all frequencies travel at the speed of 
the local mean flow. Very close to the surface, the 
convective velocity is higher than the local mean flow,
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whereas, the convective velocity is slower than the 
local mean flow in the outer region. The convective 
velocities indicate how the turbulence is diffused 
through the layer.
V. Kibens, University of Michigan: I have been working 
in boundary layers and in wakes, looking at large scale 
structures which cannot be seen by the "naked hot-wire 
set". These structures exist in the far wake, in the 
boundary layer as well as near the object that origin­
ates the structures which eventually drift downstream 
in the wake. I'm trying to look at them using sampling 
schemes of various kinds, trying to see what is the 
nature of the repetitive, quasi-periodic structures 
that gives the characteristic flavor to a particular 
flow.
Recently I've had occasion to look at the edge of 
a low speed jet in connection with the following prob­
lem. We were trying to quiet the potential core of 
a jet with a six-foot diameter and a velocity of 200 
fps in order to look at the acoustic far field gener­
ated by a model placed in the jet. The potential 
cone is contaminated by all kinds of unexpected noise. 
The conventional statement is that the potential cone 
ends 6 diameters downstream of the nozzle exit. This 
suggests a picture of an undisturbed conical volume 
which can be used as the working space. It turns out 
that isn't so. The formation of large scale vortex 
structures in the jet shear layer, as well as the 
presence of random motion are responsible for consid­
erable centerline velocity fluctuation levels.
This is one of many instances where the large 
scale structure in a particular flow is interfering 
with our purpose. In all of these, the control of 
the organized structures is desired. In fact our 
entire concept of turbulence has shifted from working 
with something that is fairly homogeneous to emphasiz­
ing the interaction of discrete, organized flow struc­
tures. This was made possible through advances in 
instrumentation and data processing. For many engi­
neering purposes we now tend to group turbulent flows 
in terms of how these large flow structures interact.
We look for discrete events and analyze their features. 
I would suggest that useful experiments can be devised 
which shed light on the behavior of a particular flow 
through the device of looking for ways to control and 
manipulate these large structures. If you success­
fully interfere with the formation of particular 
eddies then you can get rid of the noise in an objec­
tionable part of the spectrum. If you are interested 
in having a small aircraft land within 10 minutes
after a 747 has landed at an airport you are looking 
for ways to interfere with discrete vortex structures.
If you want to enhance mixing processes in a chemical 
process, you look for means to modify or control the 
behavior of flow structures.
A paper that I've enjoyed very much along this 
line is that by Crow and Champagne (J. Fluid Mech.,
48, 547 (1971 )),on how to excite a jet to enhance its 
tendencies for forming such structures. In my opinion 
one profitable direction in experimental turbulence 
research may be to attempt to control, to modify, to 
enhance, to reshape or somehow influence the large 
eddies, and that it may be profitable to try a classi­
fication of various flow geometries in terms of the 
kind of control possible.
R. E. Kaplan, University of Southern California: I 
worked out a list of what we have been doing and it 
seems extremely long and I really don't know if we do 
all these things. We've been working very heavily on 
jet flows, looking at the structure, the fluid dynamics 
and the noise fields. We are making the same kind of 
investigations for shear layers and noise fields gen­
erated from shear layers (for example, as you drive 
with the window open in the car). We're going to be 
doing more work in the future on flow generated noise. 
We have the facilities for these studies and we have 
many ideas on that topic.
A group at Southern California is continuing the 
work in turbulent boundary layers looking at the large 
scale structures characterized by the bursting pheno­
mena that Prof. Kline talked about today and that Prof. 
Brodkey and many other people have been investigating. 
We're also looking at other problems associated with 
the turbulent boundary layers, one of which is the 
motion of the passive contaminant in the turbulent 
boundary layer. Similar work was done at Marseille 
several years ago by Fulachier, and we're doing a simi­
lar type of experiment to take another look at the 
outer and inner structures. I think we can get more 
detailed information than before. We're also going 
to start an effort on transition, and I don't know 
where this will lead us. We'd like to start with the 
transition process and move back into the turbulent 
boundary layer. We've been in the turbulent region 
of the boundary layer and we think that if we could 
have moved upstream a little, we would have learned 
some more.
I personally have been using many of the same 
techniques in our computer lab. I'm one of these com­
puter fanatics who does a lot of things digitally. We
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have a very active Image Processing group at the univer­
sity and we have been working together with them. In 
addition to the turbulence , they've been doing enhance­
ment of biological images, x-rays and indirect tumor 
detection schemes. We are communicating with them on 
the generation and detection of bursts. We have been 
doing work in "sonar-like" imaging based upon the work 
we did in the jet studies picking up sound fields by 
large reflectors and we found out that sonar people 
have been doing the same things for a long time, so 
we're trying to educate ourselves.
And we play with the computer! The computer gives 
us a great deal of flexibility once you get over that 
initial frustrating stage where everything progresses 
so slowly. As you learn to use it, you can apply com­
puter techniques profitably to a large number of prob­
lems.
There are many questions raised by the initial 
experiments we started and every time we try to re­
solve one we open up five more areas. The major 
probelm is we really don't have enough people to do 
all these things. We have eight senior experimental­
ists working in these areas and need more. We're 
trying to get relationships with other universities 
in other countries and the United States, trying to 
share some of the work in parallel, sometimes the same 
problems to see if we've reached the same solutions 
and interpretations of the data.
Technically, we haven't faced too many difficul­
ties. We did a lot of planning several years ago in 
setting up our instrumentation and the computer system 
and I haven't personally felt that it has restricted 
our ability to make the measurements and to get the 
results we like.
You have to sell someone the ideas that interest 
you. What we choose to measure is what we can convince 
others to support.
V.A. Sandborn, Colorado State University: Let me be 
a devil's advocate and pose the question of "Do we 
really need to measure another turbulence intensity?
Do we really need to measure another spectrum: Are 
such things as this really going to give us new in­
sight?" Everybody seems to be looking for a new flow.
All of my Ph.D. students are happy if they can make a 
new set of measurements on a little different rough 
surface. You can meausre u', w' and maybe v' and 
u'v'; and yet, I would suppose that I could sit down 
and with a little "guess-timation" come up with curves 
that would look as good as the measurements. What we
want to measure is something that will give us a brand 
new insight into what's going on, and this is becoming 
tougher and tougher.
Twenty years ago I started experimentally looking 
at how the terms in the equation of motion vary to 
get a new insight. What is worrying me is that we 
really don't know what to measure.
G. K. Patterson, University of Missouri-Rolla: I am 
concerned with how we are going to correlate things, 
and this always makes me think about how we are going 
to come up with models which will allow us to either 
predict how certain flows are going to behave or models 
which will, even in an engineering sense, allow us to 
design things. So the question which I would like to 
pose is what should we be measuring which will allow 
us to proceed further along these lines. This, of 
course, brings us to what at the present time seems 
to be the most profitable direction that people are 
taking in making such models, for instance, models for 
predicting shear flows. First of all, the velocity 
profile, then the turbulence which exists, and then - 
possibly more importantly for a lot of processes and 
design - what diffusion rates occur and what mixing 
processes occur in the given boundary layer. This is 
the line that I think could be pursued very profitably 
and the line along which it seems to me a lot of ex­
perimental efforts should be directed.
Whitelaw: You are saying exactly what I was trying 
to say. Do you try to improve your ability to calculate 
in simple flows in terms of engineering quantities or do 
you try to improve your ability to calculate the very 
complex flows? It is unlikely that understanding of 
the flows will allow us to calculate accurately, but 
I think it will allow us to calculate with sufficient 
precision for many engineering applications. My con­
tention is that we need to go a little bit further 
in the second direction.
Patterson: This is not rebutting, it is just another 
comment on the same line. I think really that these 
kind of things should go along parallel with one an­
other. Not necessarily everyone jump into complex 
flows, but the most progress seems to be made when 
some people are still interested in improving the 
model building techniques which seem to be usually 
best tested-out with flows that we really understand; 
the other people attempting to apply what can be ap­
proximated from these techniques to more complex, 
usually engineering circumstances. An example of this 
that I have been working on for a while is a problem
103
of mixing in stirred tanks, an industrially important 
problem. This is an area where you can take some of 
the things which are known about turbulence for simple 
situations and attempt to apply them to the tank as an 
approximation to what is actually happening. This 
could be improved probably after even more is known 
about the accurate prediction of what happens in the 
simple flows.
Kaplan: I just want to extend that a bit to say that 
one of the effects of having the capacity to keep track 
of a great many variables and of being able to use the 
computer, is the capability of both working with more 
complex equations numerically and keeping track of much 
more data. That means that we can go to more complica­
ted situations than we could before. We had to stick 
to the maxim that you should pick the simplest possible 
geometry to understand it, to model it, and then to 
perhaps use it as a component in building up a more 
complex situation. I think that we are in a position 
to use more complicated models while still requiring 
that we understand them completely. In the same way,
I think we can also do experiments in more complicated 
flows and still obtain and keep track of significant 
data better than before.
I stated that we work on those things that we get 
paid for. Maybe some of us may be more likely to ad­
mit it than others but the whole machine is fueled by 
problems that are real and that need answers.
R. S. Brodkey, The Ohio State University: Let me play 
the devil's advocate a bit and paraphrase a statement 
of George Batchelor's on working on simple problems.
It can be true that in approaching the simple problem 
rather than the complex one, we studied a part of the 
problem which may be very complex, and then when we go 
to the complex problem, the complexities may not b 
really be all that complex but are the overriding 
factors. The problems are in reality totally different.
Whitelaw: I tend to agree with the implication but we 
don't know whether it is true or not. My contention 
was that we have to find out. So we have to make 
some more measurements in the complicated flows. I 
am not suggesting that everyone working on simple 
flows move into complex flows and make more simple 
measurements. The emphasis needs to shift just a 
little bit.
Sandborn: I would say that, no doubt, there are some 
measurements that will look a little different, and 
indeed it would always be nice to have more accuracy.
One of the problems that struck me when I began my 
sabbatical at NASA-Ames was that they have the new, 
big computer coming on line. It will have 100 computers 
all tied in together and they are programming it to 
solve the turbulent boundary layer. So what are they 
going to use? They are going to use a mixing length 
model. No doubt this is the best engineering solution 
we have, but we had that one before we had any hot 
wires. The point to be made is that turbulence measure­
ments have not been of great value for engineering pre­
dictions.
A. Brandt, Johns Hopkins University: This feeds into 
my comment that the people doing practical studies 
aren't using the latest models we have. I am working 
on combustion problems in engines which have recircu­
lating zones and high shear rates plus combustion and 
concentration distributions. Some information on con­
centration and velocity distributions, that might help 
in models such as Spalding's can be obtained; but it 
seems that the people who are doing the practical 
studies are not putting sufficient emphasis on measur­
ing the quantities that would help in solving the sys­
tems of equations developed from even the simpler models 
At a recent meeting on combustion systems I observed 
that none of the basic turbulence quantities were mea­
sured, so that when the researchers wanted to model 
the flow fields they had no choice but to use over­
simplified eddy viscosity or mixing length models.
Kaplan: I see three types of experiments: In the 
first, a theory has been developed and you do experi­
ments to see whether the theory checks out. You mea­
sure the u'v'-correlation because the theory, in its 
way of looking at the equation of motion, asks you to 
measure it. The second type of experiment is one in 
which someone has a specific problem (i.e., they are 
combusting in a complicated geometry of separation). 
There is no basic theoretical model helping you so you 
do experiments to determine how that situation develops 
And while you're at it you can measure some other 
things which would be of general interest if you have 
a little extra time. You measure some spectra and 
some correlations. A third type of experiment that's 
becoming more popular now than in the past years is 
one in which people try to experimentally look at the 
fundamental nature of the flow hoping to give some 
structural guidance to the theoretician. So that 
based on the idealization that we make of some of the 
situations in turbulence somebody can put together the 
necessary mathematics to make that predictable.
109
I think that all three types are important and I 
don't think, speaking as an experimentalist now, an 
individual should limit himself exclusively to one of 
those areas, because it becomes rather sterile.
I think the future of experimentation in turbu­
lence is really looking up. I think more people are 
doing a larger number of these problems and a lot 
greater range of insights are being brought to bear.
Sandborn: I think a problem of interest is the separ­
ation type problem. One of the questions we might pose 
is what would we like to measure in the separated flow.
I was approached by a fellow who employed a high-powered 
digital system with the statement, "I really think I 
can predict the separating flow if you can just tell 
me what the turbulent shear stress is there, because 
it's really important." We had made one set of measure­
ments, where we found that for turbulence separation, 
the turbulent shear stress was not an important term 
in the equation of motion. I think there's a problem 
here,and there ought to be more thought on what will 
give us new insight into this problem of turbulence.
W. W. Fowl is, Florida State University: I see two 
things as being quite significant. In general, 
computers have come on faster than anyone thought.
We are now in the verge of coping with 3-dimensional 
problems and all turbulence is 3-dimensional. The 
laser Doppler seems to be very important here. In 
many situations it can give velocity as a function of 
time and when you have that you have a great deal. I 
don't feel so optimistic about analysis by linearized 
mathematics. It seems to me that notmuch is going to 
come there. The big problems coming up are the 
environmental problems and the big applied problems.
The only way is the computer. Numerical schemes are 
not always reliable and so have to be checked. The 
laser-Doppler has appeared on the scene. I see a 
building up with bigger and bigger numerical computa­
tions plus laser-Doppler experiments in the laboratory 
and some of the difficulties that Prof. Sandborn has 
touched on perhaps being answered that way, back to 
the correct mixing length theory.
V. W. Goldschmidt, Purdue University: Let me pose a 
general question - At the Langley Research Center on 
mixing shear flows there were two groups: those of us 
who preferred to measure and those who preferred not 
to measure. Those who preferred not to measure but 
preferred proposing theories complained of the lack of 
data useful for constructing correct models to predict 
very simple things like the spreading rate of shear
flows. Now we have heard from the panel that we need 
to get into more complicated flows. We have also 
heard from the panel that we need to go into more 
simple flows and these two things are in agreement.
Now I would like to pose the roll owing question: - 
Do we at this time have enough data to allow these 
chaps who prefer not to take measurements to go at it 
and predict the spreading rate of shear flows?
Brodkey: One need from a measurement standpoint in 
our fundamental work in turbulent shear flow is to 
have a probe that moves with the flow. We want to 
measure and photograph the same region. A laser system 
that can operate around zero velocity and that could 
be transported along the flow would be good. It 
would have to move at up to 1 ft/sec, maintain align­
ment, and stop at the end with a sudden shock. I 
would take just one component velocity, the U-compo- 
nent.
P. Iten, Brown Boveri Research Center: From the 
optical point of view, it should be possible. One 
can now buy an optically integrated system which is 
able to withstand high accelerations. I think this 
has been done. I don't know exactly where, but I'm 
sure this has been done. With laboratory setups of 
course this won't work. You have to have an item as 
compact as possible. I think we are not far from 
this.
L. N. Carter, Naval Ship Research and Dev. Center: We 
have just completed a brief study on the feasibility 
of using a multicomponent LDV system mounted on a 
towing carriage for survey work for determining the 
wake of the propellor on a ship model. It was a 
strictly paper study, so we don't really know how it's 
going to work out. It has convinced us that it's 
possible in principle, although it is going to be 
very difficult and we anticipate a lot of problems 
because nobody has done anything like that yet.
Actually, we think that we could get all three compo­
nents simultaneously by using one laser, one photo­
multiplier tube with Bragg cell shifting and bandpass 
filtering off of each of three components at the 
Bragg cell frequency. This would have to be done 
through a transparent window, but not on the hull, 
which would raise a big problem, interfacing between 
air and water due to the index of refraction problems. 
Another big problem with this is that it would have 
to be competitive with our present system of using a 
pitot tube rake which is able to get six measurements 
all at once where the other used only the one. But 
we feel by possibly automating this data, this could 
be accomplished.
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Whitelaw: I would seriously ask the question of the 
last speaker. O.K., you can do this paper study, 
you may even be able to purchase or conjure up the 
instrumentation to make the measurements you're 
suggesting you make. Do you know what to do with 
them? I suggest that it might be quite difficult 
to know what to do with them.
To Prof. Brodkey's requirement, I think it is 
possible. I think it would require a little work, but 
I'm sure it can be done. However, if it were me who 
was going to build, I'd like some greater assurance 
than just the question, that it is going to lead to 
something which is worthwhile having. Specifically, 
for instance, take all the work in bursting that is 
so interesting and so fascinating and from which I 
think I've learned a great deal of information about 
turbulence, I still don't know what to do with it. I 
still can't use it. There's still this big gap be­
tween the user and the person who's trying to create 
an equal understanding.
H. M. Nagib, Illinois Institute of Technology: My 
first comment is on the question do we have the instru­
mentation to do it? I think we have a lot of instru­
mentation if it is used in the right way. I think if 
we learn from the problem about the bursting phenomena 
in the boundary layer and some other problems, that 
one very effective tool we haven't been using very much 
is the combination of point measurements and field 
measurements. The point measurement can be obtained 
from hot wires and hot films and so forth, the field 
measurements from visualization. I think if we com­
bined these two tools as Prof. Kline so elegantly 
showed us today, we can do a lot.
My second comment has to do with some of the 
problems. What can we do? We have developed a philos­
ophy recently that we call a functional approach to 
engineering problems through modules. I'm sure all 
of you are familiar with the wake of a cylinder and 
you know that under certain Reynolds number conditions 
that you have shedding. We discovered that the Karman 
vortex pipe has an instability but later on we dis­
covered there is a second instability on top of this 
one. I think these different things interact, I would 
call this one one module and this another module.
I. J. Wygnanski, University of Tel-Aviv: The first 
thing I would like to comment on is Prof, Whitelaw's 
question of whether the new measurements, say in burst­
ing, can enable us to develop new methods of calcula­
tions. I think we are just at the beginning of the
road. We don't have enough data to enable us to cal­
culate things like "mixing lengths" which we plug ar­
bitrarily in our models.
For example let's consider the mixing layer where 
the doubling process of vortices occurs. If one takes 
an inviscid model as Winant did, one can calculate the 
spreading rate of the mixing layer. Isn't this better 
than using some mixing length hypothesis coupled with 
arbitrary constants?
Victor asked a question about the mixing layer - 
do we know enough to predict the spreading? Sometimes 
yes and sometimes no. We encountered an interesting 
problem in a simple two-dimensional mixing layer where­
by introducing just a trip wire at the start (i.e., 
at the discontinuity), the spreading rate changed. 
Spreading with the trip wire was about 30% faster than 
without it. This introduced a spreading constant which 
is different from the measured one by Liepmann and 
Laufer. It seems that the flow was self preserving, 
so the initial condition should not affect the spread­
ing. We could have thought maybe we committed a gross 
error but then Datt from TRW repeated the experiment 
and got our spreading by putting a trip wire in. Re­
moving the trip wire, he got Liepmann and Laufer's 
result. Here we have different rates of spread, and 
the difference is quite significant. It is possible 
that measurements of intensities and mean velocities 
give us very little insight into some problems. They 
are necessary in order to define the flow statistically 
but the new methods of measurement-may enable us to 
understand the mechanisms governing turbulent shear 
f1ows.
L. Thomas, University of Akron: It seems that there's 
some despair on the part of some of the panel members, 
from the standpoint that we still heavily rely on dddy 
diffusivities and mixing lengths. Comments have been 
made suggesting that it would be nice if we could use 
some of this burst information, such as in the prediction 
of temperature profiles, velocity profiles and heat 
transfer. I'd like to point out that this information 
can be used. Bursting information that has been ob­
tained by a number of people here, and by Meek and 
Baer, myself and others, can be used in the context 
of surface renewal type of formulations to predict 
heat transfer, temperature profiles, velocity profiles 
and recovery factors for liquid metals, moderate 
Prandtl number fluids and high Prandtl number fluids, 
under steady or unsteady conditions.
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R. L. Simpson, Southern Methodist University: There 
is a technique which is relatively unknown to fluids 
engineering which maps an entire velocity flowfield at 
an instant by means of a hologram. This would necessi­
tate a holographic motion picture camera for fluid 
velocity measurements over a long period of time, some­
thing like a rotating prism camera. Since this techni­
que has not been developed much, I don't think we have 
the types of instrumentation we ultimately need, be­
cause we need to measure entire flow fields at one 
point in time, and when we have that we can quit taking 
samples here and there and guessing about what's hap­
pening. We will have an entire flow field mapped 
spatially and with time. A paper on this technique 
was published by Mayo and Allen, Applied Optics, Vol. 
10, No. 9, Sept. 1971, pp. 2119-2126. Limitations 
were due to a low-powered laser and the inability to 
make multiple pictures rapidly.
Nagib: In 1967-68, we had to build a number of wind 
tunnels in which we needed to control the free stream 
turbulence levels. We worked with different devices 
that were placed in this free stream including screens, 
honeycombs, perforated plates and so forth. We call 
these things turbulence manipulators. This work came 
out as an Agard report. We call it experimentson the 
management of free stream turbulence.
This led us to an interesting result. Perforated 
plates or screens have instabilities very much like 
Champagne instabilities which we call shear layer in­
stabilities. It turns out that these instabilities 
are very, very important in controlling things that 
are happening. Now one of the very important things 
that you can do with this is to select an exciting
sound frequency, and building it at the test section, 
reduce the turbulence level downstream by 20 and 30%. 
You are exciting those instabilities downstream of 
that particular device. In this case it was just a 
typical honeycomb in a free stream. If you excite 
that honeycomb with the correct frequency, appreciating 
the fact that this instability is very important in 
the mechanisms, in the growth and the decay of that 
turbulence downstream of that device, then you can 
reduce the turbulence downstream quite a bit by adding 
a very small amount of energy, sound energy in this 
case.
Kibens: A regrouping of concepts along a different 
axis appeals to me, namely, the classification of flows 
into various units or modules, if I am to use Prof. 
Nagib's term, and then seeing what can be done in the
way of controlling these modules in terms of either 
enhancing or erasing their main features. Along this 
line of reasoning one might ask how do we kill the sub­
layer bursts?
Kaplan: I would like to comment on several areas. 
Turbulence was controlled in an experiment on a turbu­
lent mixing layer by Winant in which the spreading of 
the mixing layer was delayed substantially by driving 
the flow at a critical location. Kendall's experiments 
were performed in the wake of the flat plate by driving 
the wake, transforming a turbulent wake into a regular 
wake. Additional examples are jet noise suppressors 
So there are many techniques for manipulating turbu­
lence. I may also comment that in many areas people 
are interested in increasing turbulence levels to 
help in mixing and we seem more successful at that 
than in reducing levels.
H. Branover, University of the Negev: I think we are 
missing one important possibility. The magnetic field 
can be used very effectively for controlling, manag­
ing and changing turbulence in electroconductive flows. 
The golden time of magnetohydrodynamics passed fifteen 
years ago when there were a lot of undiscovered ques­
tions. But the possibility to use magnetic fields as 
a tool for changing the properties of turbulence and 
for making it possible to discover hidden away 
properties still exists. A magnetic field can change 
the degree of isotropy of turbulence; we can obtain 
almost two-dimensional turbulence, turbulence with no 
momentum transfer, but still intensive heat and mass 
transfer and so on. All this is related closely also 
to transition problems because here one has to deal 
with the question of two-dimensional or three-dimen­
sional instability and correspondingly with the 
dilemma: two- or three-dimensional transition. All 
those questions can be investigated by the use of the 
presence of a magnetic field.
J. L. Zakin, University of Missouri-Rolla: Most of 
the suggestions for managing turublence have dealt with 
mechanical ways of doing it or somehow or other influ­
encing the turbulence from external fields. Another 
area that hasn't been mentioned is changing the nature 
of the material. One of the main reasons for studying 
drag reduction in liquids, aside from its practical 
import, is to obtain a better understanding of turbu­
lence mechanisms, that is, to observe changes in the 
flow field caused by changes in the fluid.
A similar situation exists in dusty gas flows.
I believe that in cases where drag reduction has been 
observed, the effect is probably due to electrostatic
11
charges on the particles. That's what Ian Radin has 
proposed and I'm pretty well convinced that he is cor­
rect. There again we've changed the nature of the 
fluid which in turn changed the turbulent field. So man­
ipulating the fluid itself is another alternative.
Brandt: Besides modifying the flow field or changing 
the fluid, practical goals can be attained by redesign­
ing the system. An example of what I have in mind is 
the automobile engine, where the primary problem is 
that of reducing the nitrogen oxides. This turns out 
to be a fluid dynamic and a kinetic problem, and as yet 
no one has been able to design a combustor where the 
kinetics and turbulence work together to reduce the NO 
formation. This is a situation where we have not been 
able to "manage" turbulence to achieve the desired goal and 
perhaps an altogether new type of combustor is required. 
This again points out the need for studying more com­
plicated problems.
Whitelaw: I want to come back for one minute to some 
comments that came from Prof. Wygnawski and some others 
many of which I agree with. I agree that there are 
exceptions to many of the rules that have purported to 
exist within the framework of the numerical procedures 
in turbulence models, etc. Unfortunately, I have to 
eat and the bread and butter is provided by people 
with real problems who want to solve those problems.
One example which was mentioned earlier is that of 
the combustor. I have no way of handling problems 
like, for example, the gas turbine combustor, with all 
its complexities, other than to take what I believe 
to be the best turbulence information around, and 
shove it into a numerical framework, and crank out the 
answers. I don't believe the answers, at least I don't 
believe them in absolute terms. But I believe that I 
have a chance of getting the trends right and if I 
can get the trends right then I have made a very, very 
long step forward.
Goldschmidt: Should there be a 20 year moratorium on 
digital computer analysis?
Kaplan: I would like to start off with a very irrev­
erent comment. If the digital computer had been avail­
able in the seventeenth century I'm convinced that the 
laws of gravity would never been formulated. There 
would have been very complex models, simulations of 
the motions of the planets up to the seventeenth order 
of epi-cycloidal theories, which for engineering pur­
poses would have predicted the motion of the planets 
for the next 200 years. The fact that a model can be 
useful for predicting a few of the easily measureables
doesn't mean it contributed to the knowledge or the 
fundamental understanding of what's going on. We've 
taken very small steps every stage; we make minor per­
turbations on the situation that existed before; we can 
retrench and revise very quickly, but there is still a 
definite need for fundamental understanding.
I feel safer in saying we should put a 20 year 
moratorium on the digital computer than we should put 
a 20 year moratorium on the movie camera, that would 
be unjust. I am a heavy user of the digital computer 
so I'm attacking myself in this case. But in many 
cases we use the machine as a crutch, so that we don't 
have to make the intellectual jump that Prandtl made 
for example. The idealization of the situation is 
trying to extract from very complicated phenomena the 
heart of the physics. The true idealization, the true 
model picture, may not look like any of the measure­
ments we see, may not look like any of the visualiza­
tions we see, but it is the great intellectual leap.
So many of us are trying to debug the computer programs 
and fight the system and get the money to make the 
next thousand runs, that we may have lost our capacity 
for thinking.
Sandborn: I would say to a certain extent that I am 
in agreement. In teaching the student how to make 
measurements, one of the typical examples is to give 
him a chart recording trace of the turbulence and tell 
him to work up the probability distribution. He will 
invariably take a random signal, digitize it on the 
computer, and come out with some of the most beauti­
fully skewed probability distributions you ever saw - 
for a perfectly symmetrical signal. He will never 
question the fact that he missed the point because he 
didn't digitize it right. I think that there are, 
from an experimental viewpoint, some very definite pit- 
falls. I can remember people saying, "I've got the 
computer all set up. Now I can compute 130,000 points 
per second." And I found myself wondering, is that
130,000 wrong points per second that we're going to 
have to deal with? I think the problem is that one 
can get the idea that the computer can do no wrong, 
and of course, the computer can do no more than what 
it was told.
Whitelaw: My answer would be yes, a selective morator­
ium. I wouldn't say how I'd arrange the selection.
I have a lot of sympathy with the arguments against 
digital computers. I try not to use them. I make 
too many mistakes. I do feel, however, that the argu­
ment which says that our prejudices, the older genera­
tion's prejudices, against the digital computer should
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make us take them away from students is not a very good 
one. I think that what we have to do is to learn to 
teach the student how to use the digital computer.
Brodkey: Is it not the object of people working on 
turbulence to eliminate the subject by understanding 
it?
Goldschmidt: I think that's the answer, once you can 
get a set of equations which is deterministic, it solves 
the velocity at any point at any time. Turbulence is 
that which does not fall into that definition.
Now, I would like to summarize the comments made 
in this session. The first item to which we addressed 
ourselves is what measurements do we need? What should 
be done? What should be our philosophy there? The 
panel led us to the thinking that there are three dif­
ferent types of measurements: those in which we are 
trying to develop data for theory, those in which we 
are trying to solve immediately practical problems, 
and those in which we are trying to check out theories. 
If we first answer the question in which one of these 
pockets does our work fall, maybe our approach would 
become more efficient. Further, the consensus is 
that technology and instrumentation are generally 
available. We also did talk about instrumentation 
needed.
It was stressed, that we probably could get a 
lot of mileage out of data already available, and 
secondly, that it's necessary to define what will be 
done with that curve that we're going to plot, that 
paper we're going to publish.
On the question of whether we can control or man­
age turbulence, I believe we all felt very domineering 
and we decided we could indeed control turbulence. We 
said that we could control the effects of spreading, 
the influence of acoustic fields was referred to, and 
the possibility of noise reduction was noted. Certain 
gadgets could be built on the exhausts of jets to 
avoid noise we were told. Transfer could be enhanced, 
magnet fields could be brought in, and polymers and 
dust could be added. We do have certain abilities to 
control and manage turbulence.
A strong point made was the idea of thinking in 
modules and that a regrouping of these modules may be 
desirable.
On the last item, on a moratorium on computer use, 
the consensus was that a selective moratorium might be 
desirable.
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ABSTRACT
Measurements of the mean and rms values of the 
longitudinal velocity in a rectangular duct are re­
ported. These results were obtained in a water 
flow using a laser anemometer. The important design 
criteria which facilitated the measurements are de­
scribed and gradient, transit-time, noise and re­
fractive-index corrections are specifically dis­
cussed. The results demonstrate the development 
of a rectangular duct flow and, in particular, re­
veal that a small lack of symmetry at the duct 
entrance can readily be identified in the normal- 
stress results, 37 hydraulic diameters downstream.
The possibility of utilizing water droplets 
in steam and gas bubbles in water to scatter light 
and thereby to assist laser-anemometer studies of 
turbulence is discussed. Experimental evidence ob­
tained by the authors and their colleagues is used 
to support the conclusions.
INTRODUCTION
This paper has been prepared to communicate 
experience of applying laser-anemometry techniques 
to the measurement of mean and fluctuating velocity 
in water and two-phase flows and to present recent 
results obtained in water flows. It is hoped that 
the achievement of the former purpose will assist 
others to use laser-anemometry techniques and of 
the latter will stimulate its use for further in­
vestigations of turbulent flows.
It is well known that the principal advantages 
of laser anemometry are that it does not disturb
the flow where measurements are to be obtained and 
that the instrument has a linear response to one 
velocity component. These are particularly relevant 
to water flows where the usual instrument for mea­
suring turbulence properties, the hot-film anemometer, 
does disturb the flow, requires that the water be 
clean, and has a non-linear response characteristic. 
The properties of water and the particles which it 
carries make it particularly suited to laser-anemo­
metry measurements. In addition, because the mea­
suring-control volume can be arranged to be particu­
larly small, turbulence can in many cases be studied 
in water flows of small dimensions; however, a re­
duction in scattering volume size is normally accom­
panied by an increase in ambiguity noise which may 
limit the maximum turbulence frequency measurable.
Of course, since laser anemometry requires the trans­
mission and collection of light, windows are required 
and this may be considered a disadvantage.
To take advantage of the potential merits of 
laser anemometry, the components of the anemometer 
must be carefully designed. Relevant design criter­
ia are indicated in DESIGN CRITERIA below together 
with the corrections which may require to be applied. 
Corrections for gradient-broadening, transit time, 
electronic noise, and refraction, which may result 
from the design of a test section and the optical 
arrangement, are described.
Water flows offer the advantages to laser anenc- 
metry that they are transparent, carry a large num­
ber of particles to scatter light and usually have 
significant turbulent energy only up to approximately
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300 Hz. There is little direct knowledge of the 
size distribution of the particles carried by water 
but experience with different particles and optical- 
fringe spacings suggests that the number-mean dia­
meter is of the order of 1 pm, with very few par­
ticles more than ten times larger. Assuming very 
conservative figures, namely a 5pm particle dia­
meter with a density ratio of 10, fluctuations of 
300 Hz will still be followed faithfully, as indi­
cated by the analysis of Reference 1. The number 
density of these particles is very high in compar­
ison with gas flows and with control-volume dimen­
sions defined by an angle between the light beams 
of around 20°, the resulting signal can be arranged 
to be continuous, thereby facilitating the use of 
a frequency-tracking demodulator. If counting 
techniques are employed, the statistically required 
number of counts to evaluate mean and rms quantities 
within small confidence limits can be obtained in 
minimum time, but methods for triggering counters 
and validating their operation have been developed 
only for signals from individual particles.
The measurements described in this paper 
relate mainly to the flow of water in a rectangular 
duct and were obtained with the instrumentation 
described. As will be seen, a frequency­
tracking demodulator was employed to process 
a signal from the rectangular-duct flow. Since 
the diagnosis of the rectangular-duct flow 
required a great many measurements, the use 
of a tracker with its direct read-out was par­
ticularly convenient.
Because of the importance of two-phase flow 
and present comparatively poor understanding, the 
Results Section includes a discussion of recent at­
tempts to measure in bubbly flow and in wet steam.
As will be indicated, measurement in bubbly flow 
is very difficult due to the nature of light scat­
tering from large particles. In wet steam, with 
dryness fractions in excess of 95%, precise measure­
ments of mean velocity were, however, obtained.
At the 1971 Symposium on Turbulence in Liquids, 
Dunning and Berman (2) in their papers on laser 
anemometry stated that "No set of measurements in
practical turbulent flows has been obtained to eval­
uate the instrument." This was a timely comment 
at that time, but now two years later, the situa­
tion is rather better. In addition to the measure­
ments of Reference 2, measurements of mean and mis 
quantities have been obtained in fully-developed 
turbulent-channel flow (3), (4) and in free-jets 
(5), (6) and demonstrate that, with careful design 
and operation, the laser anemometer reproduces the 
results established previously by hot-wire techniques. 
In addition, and armed with this assurance, there 
have been several applications of the technique to 
industrially important problems. The reader is 
directed to References 7 to 10 for up-to-date re­
ports on these activities.
DESIGN CRITERIA
It is only in exceptional cases that the fluid- 
dynamicist has complete control over the design of 
his laser anemometer. More often, his freedom of 
choice is limited to the design of some components 
and the purchase of others. This section has been 
prepared, therefore, in three parts. The first 
part is concerned with the statement and availability 
of guide lines for design and choice. The second 
part is concerned with sources of error and the 
form of the required corrections; in many cases, 
careful design and choice of components can obviate 
the need for some of the corrections. Comments of 
a practical nature and concerned with the operation 
of laser anemometers in near-wall regions and in the 
presence of secondary or reverse flows are provided 
in the third part.
Guide Lines for Design and Choice of Components
The components of a laser anemometer are indi­
cated in Figure 1. They consist of a laser, an op­
tical arrangement to provide two beams of focused 
light, a light collecting system which can define 
the measuring control volume, a photomultiplier or 
diode to convert the optical signal to an electronic 
signal and an electronic signal processing system. 
These components are considered in turn.
Laser and geometrical requirements have been 





here. The signal-to-noise ratio (SNR) of the Dopp­
ler signal is normally limited by the shot-noise 
process of electron emission from the photocathode, 
with a quantum efficiency and a noise bandwidth 
Af which ran be taken as equal to the range of 
Doppler frequencies measured. The relationship
SNR ^scat (1)
indicates the advantage of increasing laser power 
P^, focusing the incident beams strongly to mini­
mize d„, and using a small wavelength of laser 
light. The scattering coefficient Q „ „ d e p e n d s  
on d so a large particle diameter does not neces-
r
sarily increase the SNR. Reflection losses at win­
dows augment laser power requirements for given 
SNR.
The geometrical arrangement, should be designed 
in integrated form as proposed, for example, in 
References 3, 11, 13 and 14. Particle concentra­
tion dictates the use of reference-beam or fringe 
(dual scatter) anemometers (15), and the particle 
size determines the fringe spacing Ax (16, 17).
In terms of the half-angle between the beams, t); as 
measured in air or 0 as measured in a liquid of re­
fractive index m, and the wavelength, A, in vacuo,
Ax A = A 2 sin 2 m s i n 0 '
The velocity is given by
(2a)
U = Vq Ax . (2b)
The waist diameter of a focused Gaussian beam of
initial diameter D0, measured between points of in- 
2 z
tensity 1/e of the maximum, is
, _ 4 , fao ---A -p:—
2 TT D2 (3)
thus the number of fringes in this region is
d ^/COS ijj g
Ax fj—  tan iji . (4)u 2
The number of fringes in the control volume may 
also be important to minimize transit-time broaden­
ing; this is discussed in the following sub-secticn 
The light-collecting system consists of a 
light-collecting leris arid an aperture in front of 
the photomultiplier. The aperture dimension, dph, 
and the locations of the lens and aperture can con­
trol the magnification, M, of the image of the con­
trol volume and thus the size of the measuring con­
trol volume and the number of fringes observed by 
the photo-cathode. The control volume dimensions 
are linked to the geometry of the light collecting 
system by the equations
and




where d^ is the focused-beam diameter between points 
of minimum significant light intensity (= 2% of max­
imum). The number of fringes observed is
ph (7)
The photomultiplier should be selected to maxi­
mize the quantum efficiency. Manufacturers' catalogs 
provide the necessary information. The authors have 
found that EMI Model 9558B (RCA equivalent model 
7265) with S-20 spectral response is suitable for 
operation with He-Ne lasers and EMI Model 9656B (RCA 
equivalent model 8575) with S-ll spectral response 
for Argon lasers; alternatively EMI Model 9658R (S-20 
response) is satisfactory in both cases. The photo­
multiplier high-voltage supply should be chosen to 
provide the appropriate current and voltage (e.g. 1 
mA up to 1 kV) and with a ripple of less than 0.5 
mV rms.
Signal analysis in liquid flows can conveniently 
be accomplished with similar precision using a fre­
quency-tracking demodulator or a counter. The authors 
have used frequency trackers for almost all their mea­
surements in water flows and the following brief com­
ments are related, therefore, to instruments of this 
type. Three trackers have been used, i.e. those manu­
factured by DISA, CembridgeConsultants& Imperial College.
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The DISA instrument contains a frequency-locked 
loop and is described in detail in Reference 18.
The Cambridge Consultants instrument is similar to 
that of DISA but is more recently designed and is 
able to follow more rapid frequency changes. The 
Imperial College instrument was built around a 
Signetics phase-locked loop and operates on a null- 
detection principle. A comparison between the 
DISA and Cambridge Consultants instruments resulted 
in measurements of non-dimensional mean-velocity 
in the water flow described in Section 3 which had 
a maximum deviation of 1% and an average deviation 
of 0.4%; the corresponding maximum and average de­
viations for the rms measurements were 6% and 3.7% 
within regions of the flow with turbulence inten­
sity less than 0.10. Comparison between the DISA 
and Imperial College instruments indicated for mean 
measurements a maximum deviation of 3% and an aver­
age deviation of 1.4% and, for rms measurements, 
maximum and average deviations of 8% and 4.5% for 
turbulence intensities below 0.08.
Correction Factors
The laser anemometer should, of course, be 
designed to minimize possible errors but, in gener­
al, the processed signal from the photomultiplier 
is not equivalent to velocity without correction.
For the frequency-tracking demodulators referred 
to in the previous paragraph, and the range of the 
present measurements, errors due to non-linearity, 
slew rate and locking to or unlocking from a Doppler 
signal were negligible because of the low velocity 
and turbulence intensity. Errors due to the finite 
dimensions of the control volume leading to velocity- 
gradient and transit-time broadening were not always 
negligible and are considered below together with 
corrections made necessary by electronic noise and 
by refractive-index changes: the last named correc­
tion differs from the others in that it affects the 
location of measurement.
Gradient broadening - Reference 19 outlines a
procedure for correcting mean velocities measured
by laser anemometry in a flow with a spatially non-
uniform velocity field and recommends corrections
to measured rms levels. The error in measuring U
rather than U at a point x„ = x„ n , when the dimen-
sion a of the ellipsoidal scattering volume is 
x 2
parallel to the predominant velocity gradient 
approximately
+ . . .
is
(8)




The coefficients Cn and the necessary geometric
parameters may be supplied to Equation 9 
to yield the necessary correction. For the measure­
ments reported below this correction was always neg­
ligible.
In Reference 19, Mel ling recommends that the 
procedure of Reference 20 be used in correcting the 
measured rms level. The appropriate equation is
- *>2 = ^  %  (10)
or for a frequency tracker and anemometer with vol- 
tage/velocity transfer function E = KU.
Transit-time Broadening - Due to the finite 
life-time of the signal associated with each scatter­
ing particle passing through the measuring control 
volume, the Doppler spectrum has a finite rms spec­
tral width, Op, even in steady laminar flow. Finite 
transit time broadening has been discussed in a num­
ber of papers, e.g. References 21 to 24, the most 
comprehensive treatment being that of George and 
Lumley (24). The random arrival and departure of 
particles to and from the scattering volume causes 
fluctuations in phase, and hence frequency, of the 
Doppler signal. The phase fluctuations are corre­
lated only over the transit time of particles across 
the volume, which depends on the velocity and a scat­
tering volume dimension. The appropriate dimension 
suggested in Reference 24 is the standard deviation,
a = d„/4, where the rms contribution to the Doppler 
X1 1
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spectrum width from finite transit time is given 
(in rad/s) as
U1aF = --- (12a)
/2a
X1
In terms of a number of fringes the relative broad­
ening can be expressed as
= /|
Up ttN^ (12b)
by combining Equations 12a, 2a and 2b. The appro­
priate dimension to be used in Equation 12a when 
the scattering volume is defined by an aperture 
[Equation 6], rather than the Gaussian light inten­
sity distribution, is not certain, but it should
be adequate to use a   ^ if d > d„.
xl m 2
Equation 12a suggests that finite transit time 
broadening could be minimized by enlarging the 
scattering volume, but this conflicts with require­
ments of good spatial resolution. The problem of 
optimizing the scattering volume dimensions to se­
cure the best frequency response to turbulent veloc­
ity fluctuations is discussed in Reference 24 in 
terms of the energy spectrum of velocity fluctua­
tions and an "ambiguity" spectrum, which arises 
from all broadening sources, including gradient and 
finite transit time broadening. Reducing the am­
biguity spectrum to maximize the frequency at which 
it exceeds the turbulence spectrum will be limited 
by attenuation of the turbulence spectrum at high 
frequencies through spatial averaging as the scat­
tering volume is enlarged. A single scattering 
volume cannot be optimized for all positions in a 
turbulent flow.
Adrian (21) and Greated and Durrani (22) have 
shown that the error due to transit-time broadening 
appropriate to FM-tracking demodulators is modified 
by the response time, T , of the feedback loop ac­




where = U^/ax , is an effective transit time and 
T is the time constant of the feedback loop of thea
tracker. If the loop time constant is presumed in­
dependent of Up, Equation 13 with Equation 12b and 
the definition of rr^  implies
(14)
Figure 2 presents experiments which demonstrate 
qualitative agreement with Equation 14. They were 
obtained using an optical arrangement similar to 
that shown in Figure 1 and the DISA frequency - 
tracking demodulator on the axis of a fully-developed 
laminar flow of water in an 11mm diameter glass tube.
The Doppler frequencies extended over three 
ranges of the tracker, so the results are plotted 
on a common abscissa of tracker output voltage, 
where 10 volts corresponds to the maximum Doppler 
frequency of each range. The figure suggests that 
using the upper portion of a range should allow the 
error stemming from finite transit-time broadening 
to be reduced to about 0.5%. In turbulent flows, 
however, tracking is not easily achieved at the up­
per end of a range because of limitations imposed 
by the tracker's slew rate,i.e. the maximum rate at 
which frequency changes can be followed, and the 
dynamic range, i.e. the ratio of maximum to minimum 
trackable frequencies on each range of the tracker 
(Reference 36). In addition George and Lumley (24) 
state that the reduction in finite transit time 
fluctuations implied by Equation 13 when T > 4a. 
cannot be achieved without filtering out some of the 
turbulent velocity fluctuations.
Electronic Noise - The three frequency-tracking 
demodulators discussed earlier in this section, had 
rms noise levels which were nearly constant. Rela­
tive to the mean voltage, however, these noise levels 
increased significantly towards the lower part of 
each frequency range. It is, therefore, preferable 
that tracking should be effected away from the lower 
part of a particular frequency range, although the 
rms level can be corrected for this noise if neces­
sary. For the DISA tracker the electronic noise 
level,(-^-) , was at most 0.2%,
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Figure 2. Measured and calculated values of transit­
time.
Figure 3. Refraction at walls.
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The measured rms level, thus combines the 
effects of turbulent velocity fluctuations, (|-)t, 
and the three other sources of voltage fluctuations 
just discussed. Assuming the probability-density 
function of the oulpul volLage is symmetrical and 
Gaussian, the mean-square turbulence level is found 
from
(^r) = V  (%) - (\)1 2 E t E c2 ' e g E2 F
(15)
n
Although the corrections are smaller in the regions 
of higher mean velocity, their influence can be 
greater in these regions because of the lower tur­
bulence levels away from the duct walls.
Influence of refractive index - For most laser 
anemometry purposes, water flows are contained with­
in glass or Plexiglas ducts. Since the refractive 
indices of water and Plexiglas are different from 
that of air, the focal point of the focussing lens 
does not correctly define the location of crossing 
of the two beams within the flow, and the beams no 
longer cross exactly at their waists. For the gen­
eral case indicated in Figure 3, the coordinates 
of the crossing point Q in water relative to the 
focal point P of the lens are given by complicated 
trigonometric functions involving the wall thick­
ness t, the distance from P to the wall, the refrac­
tive indices, rn,, and m, of the wall and the water 
respectively, the angle, x> between the optical 
axis and the normal to the wall, and the half-angle 
between the beams in air. Q does not lie on the 
optical axis and as the optical system is moved 
relative to the duct along PP1, Q moves obliquely 
to the original optical axis along QQ1. The total- 
angle between the beams in the water is given by
26 = sin’1 + *)) _ sin-l ( i M t i l )  (16)
For normal incidence, as used for all the mea­
surements reported here, Q lies on the axis and 
moves a distance Xg q when the optical system is 
traversed a distance x2 p such that
^  07)
X2,Q y/ irr - sin
Equation 16 is replaced by
sin _ sin if) m (18)
It should be noted that the thickness and refractive 
index of the wall do not affect the movement of the 
scattering volume if the axis of the optical system 
is normal to the wall.
Comments Relating to Near-wall Regions, Secondary 
and Reversed Flow
Two important aspects of velocity measurement 
in internal flows are those of measuring near walls 
and in regions of low mean velocity with high turbu­
lence level, such as in separated or recirculating 
flow or in the secondary flows induced by turbulent 
normal stresses. For the first of these cases, two 
distinct difficulties may arise, namely swamping of 
the scattered light from particles with light scat­
tered from the interface between the fluid and the 
wall, and presence of high turbulence and steep mean 
velocity gradients. Provided the scattering volume 
is more than 2 mm away from the wall lying between 
it and the photodetector, light scattered from the 
interface will not, with the present arrangement, be 
focused onto the photomultiplier aperture; aligning 
the optical system with the beams in a plane parallel 
to the wall near which the flow is to be studied will 
ensure that the small dimension of the ellipsoidal 
scattering volume lies across the velocity gradient 
thereby minimizing the gradient broadening and allow­
ing near-wall measurements of velocity components 
parallel to the wall. Data on near-wall turbulence 
obtained by laser anemometry have been reported in 
References 33 and 34, in which the optical systems 
were arranged to minimize the scattering volume. In 
a three-dimensional flow the flow behavior near more 
than one wall is of interest and the scattering vol­
ume is bound to be disadvantageous^ aligned with 
respect to some confining surface, for example, in 
corners.
To detect velocity components normal to walls, 
it would be necessary to incline the optical axis to 
the wall, e.g. by running one incident beam parallel 
to the surface, in order to bring the scattering vol­
ume near the wall without blocking one of the beams.
122
Off-axis collection of the scattered light would 
also be necessary with precautions to shield the 
photodetector against reflection from the wall of 
the second incident beam. This arrangement can 
complicate the location of the measuring control 
volume, because of refraction and non-normal inci­
dence.
Velocities within separated regions of flow 
and the transverse velocity components in a duct 
flow are commonly characterized by a low mean and 
large level of fluctuation, or, in other words, 
the velocity probability density function is cen­
tered near zero and extends to both positive and 
negative values. As a result, the Doppler spectrun 
is folded over on itself as both forward and reverse 
velocities give rise to "positive" frequencies; 
moreover, the Doppler spectrum interferes with the 
"zero frequency" spectrum from the low frequency 
pedestals of the Doppler signals associated with 
the presence of particles. A way to tackle the 
difficulty is to establish a steady state frequency 
difference between the two incident beams such that 
zero velocity is represented by a finite frequency 
with forward and reverse velocity fluctuations 
causing a rise above or fall below this basic fre­
quency. Techniques to effect the necessary fre­
quency shift of laser light are described and dis­
cussed in References 25 to 28.
EQUIPMENT AND RESULTS
The present measurements were obtained in the 
water flow in a rectangular duct of dimensions 40 
mm x 41 mm and 1.8 m long. The flow configuration 
and instrumentation are described in the following 
subsection and the results presented thereafter 
together with comments relating to their precision 
and physical implications. The final subsection 
provides comments relevant to two-phase flows and 
particularly to recent investigations carried out 
by the authors and their colleagues; these two- 
phase flows provide indications of the applicabil­
ity of laser anemometry to wet steam and bubbly 
flows.
Flow Configuration and Instrumentation
The present rectangular duct was located in a 
closed circuit as indicated on Figure 4. The water 
was pumped to a header tank and flowed into a 12:1 
area-ratio contraction under the constant head pro­
vided by the overflow as indicated. This arrange­
ment allowed a mass flow rate of up to 1.5 kg/s
4
corresponding to a Reynolds number of 3.9 x 10 .
Flow from the duct entered a second tank which was 
maintained full and overflowed into a sump.
The duct was constructed from 9 mm thick Plexi­
glas with a 125 mm long glass section inserted near 
the downstream end. This glass section was provided 
to allow the optical signal to be compared with that 
from the Plexiglas -confined region; in practice, 
the signal from the glass-confined region proved to 
be only marginally better. Scratches on the Plexi­
glas wall of the duct could cause serious deteri­
oration of the signal; dirt was less serious but 
caused slow deterioration over a matter of weeks as 
it accumulated. The dimensions of the duct were 
measured at the position of the glass section and 
found to be within 0.2 mm of the nominal values 
given above.
The laser anemometer comprised a 5 mW helium- 
neon laser (Spectra-Physics Model 120), an integrated 
optical unit identical to that described in Refer­
ence 11, a 100 mm focal-length light-collecting lens, 
and a photomultiplier (EMI Model 9558B) preceded by 
an aperture. Figure 1 provides a line diagram of 
the optical arrangement and indicates the more im­
portant dimensions; Figure 5 represents a block 
diagram of the signal processing arrangements.
The anemometer was carried on a small milling 
table which allowed it to be traversed in the hori­
zontal plane along the axis of the duct and ortho­
gonal to this axis. Vertical adjustment was provided 
by jacking screws which raised or lowered the anemo­
meter on the milling table. These adjustments, in 
conjunction with the two-channel optical unit indi­
cated above allowed measurement of the axial and 
vertical components of velocity at any location in 
the duct. The duct and anemometer are shown on the 
photograph in Figure 6.
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Figure 4- Line diagram of rectangular-duct, water“ 
flow rig in plan view.
Figure 5. Signal processing electronics.
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Figure 6. Photograph of water-flow rig and instru­
mentation.
Figure 7. Photograph of Doppler signal
a) 0.5 ms/div sweep rate
b) 10 ys/div sweep rate.
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The present measurements were obtained with a 
focusing lens of 150 mm focal length. This, toge­
ther with the properties of the laser beam and the 
50.8 mm beam separation created by the optical 
unit, implied that the crossing region of the beams 
(at the 1/e intensity level) was 0.13 mm in diameter 
and 1.03 mm long and that the fringe spacing was
1.86 pm. The light-collecting dimensions indicated 
on Figure 1 ensured that 100 fringes were observed 
corresponding to a measuring control volume of 
0.19 mm diameter and 1.45 mm length.
Results Obtained from Measurements in Duct
Typical signals obtained from the photomulti­
plier, appropriate to the water flowing in the rec­
tangular channel, are shown on Figure 7. These sig­
nals were obtained from a location close to the 
center of the duct and 1.18 m from the entrance 
plane. They have been band-pass filtered between 
about 100 kHz and 2 MHz. The oscilloscope traces 
are typical of many which were photographed.
The signal traces suggest that the measuring 
control volume contained particles, capable of 
scattering measurable quantities of light, at all 
times. The DISA tracker, used for the present 
measurements, was operated with the minimum dis­
crimination level which resulted in a signal drop 
out of under 11. The probability that two particles, 
giving Doppler signals of large amplitude (Figure 
7a) were present in the control volume at one time 
was small, although it is likely that the small 
amplitude signals of Figure 7b were in some cases 
the result of multi-particle scattering. The phase 
shift associated with the overlap of the two sig­
nals has been viewed by George and Lumley (24), for 
example, as the origin of transit time broadening 
due to the random arrival of particles in the scat­
tering volume. An estimate of the magnitude of the 
errors discussed above and appropriate to the 
present results is provided below.
The quality of the signal shown on the trace 
may be partly judged by the relative levels of sig­
nal and noise. A better estimate was provided by 
the unfiltered signal which indicated a visibility 
of about 0.2, i.e. the ratio of Doppler modulation 
amplitude to the amplitude of the low frequency 
pedestal signal associated with particle presence.
The instrumentation shown on Figures 1 and 5 
together with signals of the type shown on Figure 7 
led to the measurements of mean frequency shown on 
Figure 8. The results were obtained in the indica­
ted horizontal planes at a location corresponding 
to x,/Du of 37 and to a Reynolds number of 3.9 x
4 1 H
10 based on the bulk velocity and the hydraulic 
diameter. These results have been corrected for 
position using Equation 17; errors due to mean velo­
city gradient are negligible. The figure shows 
that, in terms of mean frequency and mean velocity, 
the flow has an asymmetry about the Xj-plane of up 
to 7.5 kHz (15 mm/s) for x^/D < 0.6 and 14 kHz (28 
mm/s) overall.
From Figure 8, mean velocities can be deduced 
from Equation 2 in the form
u = A i M ;  <19>
and corresponding contour plots are shown on Figure 
9. Similar measurements, obtained at x,/Dn of 5.6, 
are shown in contour-plot form on Figure 10. The 
contours of constant velocity (isovels) at x,/Du 
of 5.6 show that the symmetry of the flow is satis­
factory apart from a small distortion which is evi­
dent along the positive and negative arms of the 
x2-axis. This distortion is less evident at x1/D|_( 
of 37 where the contour plots appear to be similar 
in each half quadrant. The bulges in the contours 
at the diagonals at the downstream location are ex­
pected and result from the secondary flows driven 
by the Reynolds normal stresses and u H o w ­
ever, the pinching of the isovels along x3 = 0 at 
the upstream position has caused the isovels to be 
more nearly parallel to the top and bottom walls 
than to the side walls.
Corresponding to the mean-frequency values 
shown on Figure 8, rms-frequency values normalized 
by the mean Doppler frequency at the duct axis are 
presented on Figure 11: these have not been corrected 
for gradient or transit-time or noise errors. A 
sample of six measurements was examined and indicated 
that the rms velocity, u^/U, could differ from v^/vq 
by between 0.0006 and 0.0020 for u-j/U between 0.04 
and 0.09. The results indicate that the turbulence 
intensity exceeds 10% only close to the wall. Once 
again, contour plots can be obtained and these are 
presented on Figures 12 and 13; they correspond to
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Figure 9. Contour plot of mean-velocity values 
at x-j/D^ = 37
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Figure 10. Contour plot of mean-velocity values 
at x-j/D = 5.6
Figure 11. rms-frequency Profiles at x./D = 37
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the contour plots of mean velocity presented earli­
er. The contour plot of rms values obtained at 
x,/Du of 5.6 shows a similar asymmetry to that ob- 
served on Figure 10: the protrusion revealed by 
the mean-velocity results has a counterpart in the 
rms values. At of 37, the rms values reveal
a related asymmetry and it is clear that, as re­
vealed by the mean-velocity results, the slight 
asymmetry present in the flow at x-j/D^  of 5.6 has 
been carried through to x^/D^ of 37.
The results presented above reveal the diffi­
culties involved in attempting to arrange a symmet­
rical, rectangular-duct flow and the need for de­
tailed contour plots to diagnose the existence of 
asymmetry. In the present case, the asymmetry 
stemmed from a slight non-uniformity in the honey­
comb upstream of the contraction, in line with the 
Xg-axis. A more symmetrical set of results is be­
ing obtained using a new honeycomb flow straighten- 
er and these will be corrected in accordance with 
the preceding formulae.
Measurements in Gas/Liquid Two-phase Flows
Measurements were obtained in wet-steam flows 
(29) using a laser anemometer similar to that 
described above but with laser powers up to 
250 mW obtained from a Spectra-Physics (Model 165) 
argon-ion laser with Model 589 etalon, and a 300 mm 
focal length lens in the optical unit. A Hewlett 
Packard spectrum analyzer (Model 8552A/8553B) was 
used for signal processing. A 152 mm wide by 305 
mm high steam tunnel carried the exhaust from a 
Curtis-type impulse turbine and Schlieren-glass in­
serts, 28 mm thick, located in the side walls of 
the tunnel facilitated the measurements. The flows 
used for the investigation covered a range of test- 
section pressures from 0.05 to 0.28 bar, velocities 
from 50-200 m/s and steam qualities from dry sat­
urated to a dryness fraction of 0.95. Previous 
tests had indicated that the water droplets had a 
Sauter (volume-to-surface) mean diameter between 
0.5 and 2 pm with the most probable diameter con­
siderably smaller.
By assuming the particles to be monodisperse, 
the calculated number concentration of 0.5 pm par­
ticles at 0.1 bar pressure and 0.99 dryness
fraction implied that several hundred droplets were 
simultaneously in the measuring volume, although 
only a few droplets would be present if they were 
monodisperse and 2 pm in diameter. Observation of 
the signals from the photomultiplier suggested that 
the droplet concentration was closer to that calcu­
lated for 2 pm droplets, but at lower dryness frac­
tions the droplet concentration in the scattering 
volume was certainly of the order of hundreds. This 
feature combined with the high Doppler frequencies 
involved, resulted in a poor quality signal although 
the frequency was resolvable by spectrum analysis.
At such droplet concentrations it is possible that 
a reference beam system would have given better sig­
nals than the fringe system used, in line with 
Drain's (15) considerations; preliminary tests did 
not confirm this, but a conclusive comparison of 
the two systems was not obtained. The incident beams 
and, more importantly, the scattered light, were 
probably attenuated by secondary scattering from 
droplets outside the measuring volume and by large 
drops of condensate moving across the windows. Since 
the scattering volume was 75 mm from the windows 
there was fortunately no problem of light scattered 
by these large drops being focused on to the photo­
detector.
The measurements were undertaken to assess the 
possibility of calibrating pitot tubes in wet steam 
flows; thus only mean velocities were of interest.
The flow had a low turbulence level, not exceeding 
1%. Simultaneous measurements with the laser ane­
mometer and pitot tube over the velocity range 150 
to 200 m/s for dryness fractions between 0.99 and 
0.95 agreed within the experimental errors, + 1.1% 
and + 1.0%, for the respective instruments. The suc­
cess obtained indicates that turbulent wet steam 
flows could be investigated by laser anemometry at 
least for dryness fractions in excess of 0.98, where 
droplet concentrations are not too high. However, 
because of the low pressure the droplets do not move 
in a continuum and the frequency response calculation 
of Reference 1 must be modified to account for a sig­
nificant Knudsen number as in Reference 29. For a 
1 ym droplet in vapor at 0.1 bar pressure, its ampli­
tude response relative to the vapor is predicted to 
be 0.996 at 1 kHz and down to 0.75 at 10 kHz. For
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Figure 12. Contour plot of rms-velocity values at 
X1 /Df | = 37
Figure 13. Contour plot of rms-velocity values at 
x -j/Dh = 5.6
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a 2 ytn diameter droplet the response is attenuated 
to 0.969 at 1 kHz. High frequency resolution of 
the vapor motion thus seems unlikely to be achieved, 
and mean velocities measured with larger droplets 
in accelerating flow may be in error because of 
particle velocity lag. The evidence suggests, 
therefore, that the water droplets found at the 
turbine exit can be used to scatter light and there­
by to aid investigations of turbulence although the 
higher frequencies present in the flow may not be 
recognized.
Preliminary measurements in bubbly gas-water 
flow by Briard (31) indicated considerably greater 
problems than those experienced in the wet steam 
flow. Tests were made with bubbles rising by buoy­
ancy through a downward flow of water. Both air 
bubbles and hydrogen bubbles were used, the latter 
being smaller and more evenly distributed through­
out the flow, but in both cases the bubbles were 
too large to give Doppler signals in the forward- 
scatter fringe system used. Signals from contam­
inant particles in the water were obtained, except 
when a bubble blocked one or both of the incident 
beams, but the Doppler spectrum showed an extremely 
wide distribution of frequencies, indicative of 
high turbulence levels in the bubble wakes. Even 
had signals been received from the bubbles, the 
rate at which they crossed the anemometer scatter­
ing volume was very low and so statistically sig­
nificant Doppler spectra would not be obtained in 
acceptable measuring times. In Reference 35, some 
measurements of the separate phases in bubbly flow 
were obtained by detecting back-scattered light 
from the bubbles and forward-scattered light 
from the water, an arrangement which showed consid­
erable promise. As the diameters of the bubbles 
decrease and their number density in the liquid 
increases, measurements will become more precise. 
With very small bubbles, their motion should be in­
distinguishable from that of the liquid, a fact 
employed, of course, for hydrogen-bubble visualiza­
tion studies of the type carried out in Reference 
32. It is tempting to think that laser-anemometry 
procedures, using scattering from the hydrogen 
bubbles and from the water, could be used to quan­
tify any lag of the bubbles relative to the liquid.
CONCLUSIONS
(1) The criteria required to design a laser 
anemometer for use in water flow are available, and 
if correctly implemented can lead to precise meas­
urements of mean velocity and rms fluctuations, as 
well as avoiding calibration difficulties associated 
with hot-film anemometry.
(2) Water is a particularly convenient fluid 
for laser-anemometry technique because of its trans­
parency, the adequate concentration of naturally- 
occurring particles able to scatter light and to 
follow the flow, the comparatively low frequency of 
the turbulence fluctuations, and the ability to use 
frequency trackers for signal processing.
(3) Extensive velocity measurements have been 
made in the developing turbulent flow in a rectan­
gular duct. Initial asymmetry in the mean flow was 
still distinguishable 31 hydraulic diameters down­
stream. The corresponding rms values reveal more 
clearly that the asymmetry was recognizable at the 
downstream location. A large number of measurements 
was required to define the isovels and these were 
facilitated by the use of a frequency tracking de­
modulator. Except in regions of very low turbulence 
intensity, e.g. at the edges of the boundary layers 
in the developing flow, the uncorrected rms turbu­
lence levels were very close to the levels found 
after accounting for the finite scattering volume 
dimensions.
(4) Exploratory measurements were made in two- 
phase flows of two kinds: water droplets in steam, 
and bubbles in water. In the former case the two 
phases moved together, while in the latter case the 
average relative velocity exceeded the velocity of 
either phase. Mean velocity measurements in wet 
steam were successful and, together with evidence
of droplet size, suggest that turbulence measurements 
at high dryness fractions can also be successfully 
achieved; those of gas bubbles in water were a near­
failure emphasizing the difficulties of measuring 
the velocities of scatterers of widely different 
size (bubbles, and particles in the water).
(5) The inherent advantages of laser anemometry 
should lead to its widespread use in turbulent liquid
flows, including those with swirl, polymer addi­
tives, flow separation, free surfaces, and, perhaps, 
two phases. The successful application of laser 
anemometry does, however, require that instruments 
be carefully designed and used with a knowledge of 
the relative advantage of the various possible op­













diameter of aperture in front of photo­
multiplier
diameter of control volume
diameter of particle
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hydraulic diameter of duct
rms voltage of the signal from the fre-
quency tracker (/ e )
voltage output from frequency tracker, 
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length of control volume
refractive index of water
refractive index of confining wall
magnification of light collecting arrange­
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number of fringes within the measuring 
control volume
number of fringes observed by the photo 
cathode
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response time of feed back loop of fre­
quency-tracking demodulator
wall thickness
longitudinal velocity component (in di­
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spatial mean value of U over scattering 
volume
value of U at center of scattering volume 
normalization velocity 
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volume
angle between optical axis and the nor­
mal to the wall
half angle between light beams in water
half angle between light beams in air
wave length of laser light
quantum efficiency of photo detector
effective transit time
rms dimension of scattering volume with 
Gaussian light intensity
rms width of spectrum due to finite life 
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DISCUSSION
H. M. Nagib, Illinois Institute of Technology:
What do you think about applications of laser ane­
mometry in combustion problems with high tempera­
tures and so forth?
Whitelaw; There is a great deal that can be done 
in combustion situations. There are also limita­
tions. I will mention the limitations and leave 
it at that. For example, measurements were ob­
tained in a furnace which was 2 meters in diameter. 
If you take a laser beam and shine it across the 
refractive index gradients what you get in a fur­
nace of that size is a very substantial attenua­
tion of the beam. It increases in diameter and 
you don't get the intensity. We got measurements, 
however, in that furnace and then we measured in 
a furnace which was 16 feet across and we encoun­
tered very severe difficulties because (I think) 
the beam is attenuated and fluctuates in space so 
much that we have gone past the point of no return. 
My conclusion from that is that the refractive in­
dex gradients which exist in cumbustion systems 
due to the density changes and the temperature 
changes in the flow can cause problems. These 
problems are associated with the distance over
which you have to traverse the beam and I think 
there will be a limit to what we can do.
R. J. Hansen, Naval Research Lab: Can situations 
such as you have described, in which difficulty is 
experienced in making laser anemometer measurements 
due to refractive index gradients and propagation 
distances, be anticipated from your work or that of 
other investigators?
Whitelaw: I don't think that anyone has answered 
the very general question in specific terms for the 
possible range of flows that one can conceive. But 
I don’t think there are any problems with scales of 
the order of this table or perhaps a bit bigger, 
for example, in combustion.
D. K. McLaughlin, Oklahoma State University: I have 
a question about your conclusion that as you in­
crease velocity you need more laser power. I've 
gone through your ASME paper and you state in there 
that the number of photons scattered from a particu­
lar Doppler wave is inversely proportional to the 
velocity . The thing is I can't carry that over 
to the photomultiplier tube because it seems to me 
that the photomultiplier tube responds to the number 
photons per unit of time and not per Doppler wave.
Whitelaw: If you take a five milliwatt laser and 
try to apply it to a supersonic flow, good Luck! It 
would depend on the instrumentation you usei, of 
course.
P. Iten, Brown Boveri Research Center: I have a 
small comment on the statement that the photomulti­
plier will respond to photons per unit time. This 
is not right, because the photons are used to build 
up a Doppler cycle. If the cycle is smaller in time 
for higher flow of course, supersonic flow, then you 
will not get a good signal because you have less 
photons per cycle. If you would measure just the
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mean value of the scattered light, you were right, 
but we try to build up a cycle and, therefore, we 
need a certain voltage per cycle which then defines 
the signal to noise ratio.
L. L. Lading, Danish Atomic Energy Commission: I 
might make a comment on this. The photomultiplier 
is essentially responding to the number of photons 
per unit time. There's one thing that you have to 
take into consideration if you want to extracta signal, 
a Doppler signal has a certain bandwidth. This band­
width is proportional to the velocity and that means 
that the (noise) bandwidth of the optimum filter also 
is proportional to the velocity: i.e. the amount of 
unwanted noise you take into your signal processing 
system is proportional to the velocity and therefore 
the signal to shot noise ratio will decrease in pro­
portion to velocity.
McLaughlin: The second question I had was, have you 
made any measurements in more highly fluctuating 
velocity fields? Can the tracker track higher fluc­
tuating velocities?
Whitelaw: In liquids, no. In combustion systems and 
in air flows, yes, we measured in the recirculation 
zone, and the burner quart, for example, where you 
could say the turbulence intensity was 300%. We use 
Bragg cells to frequency shift. We also measured in 
the region behind sudden expansion coming through 
from Reynolds numbers which are very low to Reynolds 
numbers which are quite sizeable.
G. K. Patterson, University of Missouri-Rolla: What 
quality steam flows were you studying? Did you mean 
that they're above 95% quality, 5% moisture by weight? 
And also what size water droplets were involved here?
Whitelaw: The quality was 95% and above. We didn't 
try to measure with qualities less than that. The 
density of the liquid we had in the flow was such that 
the beam was having trouble getting.through. What 
size were the particles? The easiest answer is that 
I don't know. I doubt very much that we would have 
been able to measure had these droplets been signifi­
cantly greater than 10 microns. You may ask if ten 
micron particles do follow the flow. I was very 
careful to say that, I think we were measuring mean 
velocity and comparing with Pitot tubes and we were 
not trying at that time to get rms values.
W. W. Fowl is, Florida State University: Looking 
ahead to your comparisons with theoretical and numer­
ical work, I am not at all familiar with what is in 
the literature in that area, but does it look as if 
you're within the ball park. Is the factor 2, is it 
ten per cent, in these comparisons?
Whitelaw: It depends which property you care to talk 
about. If you talk about mean velocity, you can pre­
dict mean velocity in most simple flows by the seat 
of your pants. It's not very difficult to do. If 
you talk predictions of normal stresses or shear 
stress then yes, you're in the right ball park. There 
are discrepancies and some of the discrepancies have 
to be resolved.
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ABSTRACT
The design and performance of a laser Doppler 
velocimeter (LDV) used in a turbulent water-over­
ice convection experiment are described. The LDV 
was operated in a reference beam mode with an ultra­
sonic diffraction grating shifting the reference 
beam frequency to provide bipolar sensing of the 
vertical velocity, and a phase-locked loop was used 
to demodulate the Doppler frequency information.
The maximum observed velocities in the experiment 
were + 1 mm/sec, and the accuracy of instantaneous 
measurement was limited by Brownian motion and laser 
line width to + .04 mm/sec for a 2 Hz frequency re­
sponse. The practical difficulties encountered in 
this system are discussed, and typical results are 
presented. In particular, it was found that when 
the photocurrent signal-to-noise ratio was low, the 
relation between the velocity and the frequency de­
modulated output exhibited a severe loss in sensi­
tivity. An analysis of this effect is given for 
LDV systems utilizing high scattering particle con­
centrations, from which an equation relating the 
sensitivity loss to the signal-to-noise ratio is 
derived.
INTRODUCTION
The characteristics of turbulent free convec­
tion impose certain requirements on the performance 
of an LDV which may not be needed in other types of 
flows. First, mean velocities in free convection 
are ideally zero, so it is mandatory to provide the 
LDV with the capability of sensing the velocity
polarity by frequency-shifting one of the light 
beams. Secondly, measurements of joint temperature- 
velocity mean moments are generally of most inter­
est, and the calculation of such moments necessi­
tates numerous measurements of the instantaneous 
velocity. Hence, frequency to voltage conversion 
of the Doppler signal is a requisite. Thirdly, and 
perhaps most importantly, the rms velocities in 
laboratory free convection experiments tend to be 
small, and the LDV must, therefore, have very high 
velocity resolution.
While LDV measurements by numerous investiga­
tors in liquid flows with velocities ranging from 
centimeters per second to tens of meters per second 
have confirmed the technique's applicability in this 
speed range, corresponding experience at the low 
speed end of the spectrum where velocities are less 
than one millimeter per second is much less abun­
dant. Interestingly, the first experimental evi­
dence for the feasibility of LDV measurements in 
very low speed free convection was inadvertently 
found by Cummins, Knable and Yeh (1) in their pio­
neering study of diffusion broadening in which they 
attributed anomalously large spectral bandwidths 
to minute convection currents. More recently, Garon 
(2) made LDV measurements of the vertical velocities 
of water in a turbulent Rayleigh convection experi­
ment. The centerline rms velocities in this experi­
ment were between 1.1 mm/sec and 4.2 mm/sec. Unfor­
tunately, Garon did not employ frequency shifting, 
and his electronics were such that absolute veloci­
ties below 1 mm/sec could not be detected, so the
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full capabilities of the LDV technique remained 
untested.
The work presented here reports on a velocity 
polarity sensitive LDV with a frequency demodulated 
output that was used in a study of water-over-ice 
convection in which the maximum rms vertical veloc­
ity was less than about 0.5 mm/sec. In the exper­
iments water was contained between a warm, horizon­
tal upper plate and a parallel lower plate that 
was maintained at a temperature slightly above 
freezing. Because of the maximum density charac­
teristic of water near 4°C this system produced 
two layers: a turbulent convection layer between 
the lower plate and the 4°C level , and a stably 
stratified layer between this level and the upper 
plate. The LDV was used to make measurements of 
fluctuating vertical velocities in the convection 
layer, and these data, together with simultaneous 
measurements of the fluctuating temperature were 
subsequently analyzed on a digital computer.
The results to be presented are primarily con­
cerned with the laser-Doppler technique rather 
than the water-over-ice convection experiment.
The lower limit of velocity measurement that was 
obtained experimentally is expressed in terms of 
the rms uncertainty in the signal, and the factors 
that determined this limit in practice are isolated. 
Practical experimental difficulties associated 
with the acousto-optic modulator used for frequency 
shifting are described, and the effects that tem­
perature gradient fluctuations had on the signal- 
to-noise ratio are discussed. Experimental obser­
vations showing a dependence of the frequency-to- 
voltage conversion sensitivity on the photocurrent 
signal-to-noise ratio are presented, along with a 
theoretical analysis of this effect for various 
types of frequency demodulators. Finally, certain 
results from the water over-ice-convection experi­
ment are presented to indicate the potential of 
the laser-Doppler technique for measurements in 
low speed turbulent flows.
LASER DOPPLER VELOCIMETER
Optics - The 33.3 x 33.3 x 17.0 cm test section 
for the water-over-ice experiment was positioned
midway between the illuminating beam optics and a 
symmetrical arrangement of scattered light receiv­
ing optics, as shown in Figure 1. The path length 
of the reference beam around the test section dif­
fered from the equivalent optical path length of 
illuminating beam/scattered light path by two cavi­
ty lengths of the 8mW Scientifica and Cook Elec­
tronics He-Ne laser, so that the condition for a 
relative maximum of coherence was obtained. While 
this configuration produced a signal that was, in 
theory, not significantly weaker than that obtain­
able with zero path length difference, it did suf­
fer from the disadvantage that the effective line 
width of the laser, as measured at the photodetec­
tor, was increased due to a loss of coherence over 
the path length difference. Even so, equalization 
of the path lengths would have required an increase 
in the length of the illuminating beam/scattered 
light path which was neither convenient, nor desir­
able from the viewpoint of alignment stability.
The LDV was made sensitive to the vertical 
velocity by adjusting the receiver optics to col­
lect only light scattered upwards at an angle 6 
equal to the angular inclination of the illuminating 
beam in the water. Typically, the value of 6 was 
7.6° which resulted in Doppler shift of vD = 5.55 
KHz/cm/sec according to the formula
2w sin 6 ni
VD ---A----  (1)
An acousto-optic modulator operating as an ul­
trasonic diffraction grating (3) (UDG) was used to 
accomplish frequency shifting. This method was pre­
ferred over competing techniques, such as the rotat­
ing diffraction grating because the spectral line 
width of the frequency shifted light is very narrow, 
and the frequency shift can be very accurately con­
trolled by driving the unit with a temperature sta­
bilized quartz crystal oscillator. The UDG produced 
a zero order beam at the original laser frequency 
and the two first order diffracted beams shifted by 
+8.000 MHz. The lower frequency beam was transmitted 
by aperture A4 and used as the reference beam so 
that with zero fluid velocity an 8 MHz photocurrent 
was obtained. This beam was focused by lens L2
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Figure 1. LDV optical system.
Figure 2. Electronics system for signal processing 
and frequency demodulation.
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onto a 70 pm aperture A5 which was positioned so 
that the focal spot of L2 appeared to coincide with 
the focus of the illuminating beam when viewed 
through the receiver apertures A2 and A3, thereby 
satisfying the requirement for coherent beating at 
the photocathode. In conjunction with L2, A5 formed 
a spatial filter which cleaned up the reference 
beam and filtered out some of the laser light that 
had not been frequency shifted in the UDG. The 
RCA 7265 photomultiplier tube was typically opera­
ted at 1.6 KV.
Using the theoretical relations for a reference 
beam system with no receiver aperture (4), the vol­
ume of measurement was calculated to be an ellip­
soid with linear dimensions of 1130 ym x 150 ym x
O
150 ym. (e points). Although the actual dimen­
sions were probably somewhat larger than this, they 
were still satisfactorily small compared to the 
scales of turbulent motion in the convecting fluid. 
Distilled water in the test section was seeded with 
0.5 ym polystyrene spheres (1.04 sp. grav.) to a 
concentration of 2 x 10^ particles/cc that was 
chosen to optimize the total amount of scattered 
light. At this concentration the mean number of 
scattering particles in the volume of measurement 
was approximately 250.
The ultrasonic diffraction grating was a speci­
ally constructed unit consisting of a water filled 
glass cell with a ceramic piezoelectric crystal 
attached to the bottom that was driven through a 
power amplifier by an 8.000 MHz quartz crystal 
stable to +1 Hz. With the maximum input power of 
3W, the intensity of each diffracted beam was 4% of 
the input intensity. While this was a rather low 
conversion efficiency, the diffracted beams were 
considered to be sufficiently intense for applica­
tion in a reference beam LDV where the reference 
beam is normally attenuated several orders of mag­
nitude. However, results discussed below indicate 
that high diffracted beam intensities are desirable, 
even in reference beam systems.
LDV Signal Processing - A block diagram of the 
signal processing system is shown in Figure 2. A 
high Q L-C circuit tuned to 8.0 MHz with bandwidth 
of 46 KHz served as both the load impedance for the 
photomultiplier anode and the initial bandpass
filter. The filtered signal was shifted down to
50.00 KHz by mixing it with an 8.050 MHz local os­
cillator signal supplied by a quartz crystal, and 
filtered further by a double tuned filter with a 
3.80 KHz bandwidth which was large enough to pass 
signals corresponding to velocities of +3.5 mm/sec. 
Random amplitude modulation was removed by an am­
plitude limiter.
Frequency-to-voltage conversion was performed 
by a Signetics NE 560B phase-locked loop (PLL) 
whose free running frequency was set approximately 
equal to the 50.00 KHz carrier frequency of the 
LDV signal. This unit contained a provision for 
inserting a low pass filter into the feedback loop 
to remove the sum frequency component (at about 100 
KHz) of the signal produced by the PLL mixer. Some 
experimentation revealed that the PLL would operate 
satisfactorily without this filter, and it was left 
off because this produced a capture range equal to 
the maximum lock range of + 10 KHz. With this lock 
range the maximum slewing rate of the PLL was on 
the order of 1000 MHz/sec (5).
The frequency response of the frequency demod­
ulating system was fixed at 2.0 Hz by a 6 db/octave 
lowpass filter which followed the PLL. Although 
small, this frequency response was large enough to 
follow all velocity fluctuations of interest. DC 
amplification of the demodulated signal gave a final 
output sensitivity of 1.30 V/KHz or, in terms of 
the Doppler shift formula, Equation 1, 0.72 V/mm/sec. 
Calibration of the PLL with a sine wave generator 
input showed that its demodulated output was linear 
to better than 0.1% and its temperature stability 
was 40 mV/°C.
When operated with an input signal from the 
LDV the demodulated output voltage of the PLL con­
tained large spikes, presumably due to the large 
random phase changes that can occur when the envel­
ope of the LDV signal has small amplitude (6). These 
spurious fluctuations were greatly attenuated with­
out significantly reducing the frequency response 
by adding a track and hold circuit which reproduced 
the filtered PLL output until the magnitude of the 
voltage slewing rate exceeded a trigger level corre­
sponding to a velocity slew rate of 0.21 mm/sec/sec 
which was much larger than those observed in the
139
flow system. The track and hold output was then held 
constant until 3 msec after the slew rate dropped be­
low the trigger level. Hold times were determined by 
the time constant of the 2 Hz filter and were, there­
fore, on the order of 80 msec. Velocity changes dur­
ing this time were very small, so this technique per­
mitted accurate tracking of the velocity while virtu­
ally eliminating the spikes.
PERFORMANCE OF THE LDV
Measurements of a, the photocurrent signal-to- 
noise ratio (defined as the ratio of signal plus noise 
power to noise power), were made for signals obtained 
from still water in.the test section. In the convec­
tion experiments a was about 2.2, and the spectra mea­
sured before the limiter were similar to those sketched 
in Figure 3, where the signal spectrum has been shifted 
to the right for clarity.
A spurious signal was always observed at 50.00 
KHz, corresponding to the zero velocity frequency. 
Initially, this signal was much larger than the Doppler 
signal, and its attenuation constituted the principle 
difficulty associated with the use of frequency shift­
ing. The spurious signal arose from two sources: 
"optical pick-up", i.e., frequency shifted light mix­
ing with unshifted light at the photocathode, and 
"electrical pick-up", i.e., small amounts of the 8.00 
MHz UDG oscillator signal appearing in the electronics 
preceding the mixer, even though all supply lines had 
been well isolated. Both sources produced spurious 
signals of comparable magnitude.
Electrical pick-up was directly proportional to 
the UDG power and apparently resulted primarily from 
earth loops. It was eventually eliminated by rearrang­
ing the power supply leads and capacitively coupling 
certain earthing points in the system.
For strong optical pick-up to occur, the extrane­
ous unshifted light must have been very nearly parallel 
to the frequency shifted reference beam. Sources of 
extraneous light were the portions of the undiffracted 
beam from the UDG which diverged at an angle equal to 
the UDG diffraction angle, and forward scattering from 
impurities on the UDG cell walls and the water in the 
cell. Stringent cleaning of the UDG cell and install­
ation of aperture A5 greatly reduced the extraneous 
light intensity; but not to a level significantly be­
low that of the scattered light intensity received 
from the test section. Since the extraneous light
mixed very efficiently with the frequency shifted light, 
the magnitude of the spurious signal was still larger 
than the Doppler signal, and in order to reduce it to 
the level shown in Figure 3, it ultimately became nec­
essary to attenuate the reference beam with a neutral 
density filter. Consequently, even with the full power 
input to the UDG, it was not possible to make the dark 
current shot noise in the photomultiplier insignificant 
by using the reference beam as a strong local oscilla­
tor. Optical pick-up would not have been as severe a 
problem if a high efficiency UDG that produced strong 
diffracted beams had been used.
With convection taking place in the test section, 
qualitative oscilloscope observations showed that the 
long term signal level varied randomly on a time scale 
comparable to the turbulence time scale. This was 
evidently a manifestation of illuminating beam refrac­
tion by random temperature gradients in the flow which 
caused a wavering motion of the focal spot and a con­
comitant misalignment of the optics. Assuming an in­
tegral length scale for the temperature fluctuations 
equal to the depth of the convection layer and a ther­
mal microscale on the order of one conduction layer 
thickness, the rms deflection of the focal spot was 
estimated to be about 40 ym. Deflections of this mag­
nitude could have easily accounted for the losses of 
signal level observed. This phenomenon, essentially 
like the Schlieren effect, severely restricts the size 
of the test section that can be used in LDV thermal 
convection measurements.
Noise Fluctuations in the Demodulated Signal - It 
is well known that the demodulated instantaneous fre­
quency of the Doppler photocurrent derived from a large 
number of scattering particles contains random fluctua­
tions related to the finite bandwidth of the photocur­
rent spectrum (6,7,8). These fluctuations place a 
limit on the velocity resolution and, hence, on the 
value of the smallest velocity that can be measured 
with a given accuracy and temporal resolution.
For a phase locked loop with an output filter 
bandwidth, Av^,(=2 Hz for the present apparatus), the 
rms frequency fluctuation Av can be estimated from 
the relation
y  ------------------------
Av = /3 Av Av- e f
which is based on the formula derived by Lumley, et 


















Figure 3. Typical signal spectrum. Vq=50 .00  KHz .
Figure 4. (a) Calibration of demodulator output vol­
tage against velocity, (b) Comparison of 
the demodulator output voltage to the mean 
input frequency measured with a timer- 
counter. Dashed line represents infinite 
signal-to-noise ratio.
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numerous broadening mechanisms, the principle ones be­
ing Doppler ambiguity, Browian motion, laser linewidth 
and velocity gradient broadening. A good approxima­
tion for the total bandwidth is (9)
Ave = [ > D2 + Av B2 + AvL2 + 0)
The ambiguity bandwidth, Av^, is proportional to the 
velocity, so in moderately rapid flows it becomes dom­
inant in Equation 3, and Av/v^ decreases as (Av^/vg)1^ ’ 
However, in low speed flows Av^ (and Av^) becomes neg­
ligible, and the velocity resolution is fixed by the 
speed independent values of the Brownian motion broad­
ening and the laser linewidth.
In the present experiments the value of the Brown­
ian motion bandwidth calculated from the formula given 
by Cummins, et al. (1) was AVg = 1.7 Hz, and the mea­
sured value of the laser linewidth was AvL ~ 100 Hz, 
while A\>q and AvG vanished in still water. Using these 
values in Equations 2 and 3, the rms frequency fluctu­
ation was predicted to be Av = 24.5 Hz, which compared 
favorably with the experimental value of 22.2 Hz in­
ferred from measurements of the rms fluctuation in the 
output of the track and hold when the Doppler signal 
was produced by still water. The good agreement is 
partly fortuitous because neither the effects of the 
noise in the LDV signal nor the effect of non-linear 
filtering by the track and hold have been taken into 
account.
The corresponding rms uncertainty in the velocity 
was 0.04 mm/sec.
Calibration - The mean output voltage of the fre­
quency demodulator was calibrated against the velocity 
of a hollow, rotating Perspex wheel. Simulation of 
the experimental LDV signal was accomplished by filling 
the wheel with glycerine that had been seeded with 
polystyrene spheres to the same concentration as the 
test section water and placing it directly in the test 
section during calibration.
Calibration data for a signal-to-noise ratio of 
a = 2.2, corresponding to the typical value obtained 
during the convection experiment, and a = 6,0 are 
shown in Figure 4a. The dashed line is calculated 
from the Equation 1 and the voltage/frequency calibra­
tion of the PLL obtained with a pure sinusoidal input 
from a signal generator. Basically, it represents an 
infinite signal-to-noise ratio calibration. Data 
taken with and without the track and hold unit were 
equal to within experimental error.
The most important feature shown in Figure 4a is 
the decrease of the overall LDV/demodulator system's 
sensitivity to velocity with decreasing signal-to- 
noise ratio. At infinite signal-to-noise ratio the 
sensitivity was 0.72 volt/mm/sec while the sensitivi­
ties at a = 6.0 and a  = 2.2 were only 93% and 66% of 
this value, respectively. Since the absence of a cali­
bration requirement is often stated as one of the main 
advantages of the LDV, this effect was somewhat unex­
pected, and some efforts were made to determine whether 
the sensitivity loss was fundamental to the frequency- 
to-voltage conversion process, or merely a peculi­
arity of the phase-locked loop.
To this end, simultaneous measurements were made 
of the demodulated voltage and the mean frequency of 
the input signal, v, as measured by a 30 MHz timer- 
counter over 10-second counting periods. The results 
in Figure 4b show quite clearly that, aside from a 
small zero drift, the sensitivity of the phase-locked 
loop to the mean frequency of the signal-plus-noise 
input was the same as its sensitivity to a pure sine 
wave input (dashed line). That is, the timer-counter 
and the phase-locked loop both measured the mean fre­
quency of the signal plus noise, and the sensitivity 
loss was simply a consequence of demodulating the Dop­
pler signal in the presence of noise.
Analysis of the Signal-to-Noise Ratio Effect - 
While a rigorous analysis of the phase-locked loop re­
sponse to a Doppler signal plus noise would deal with 
the time derivative of the phase of the total signal, 
the observations presented above indicate that it is 
sufficient to treat the mean frequency of the total 
input signal. Under the assumptions that the flow is 
steady and that the total signal is a stationary, ran­
dom process having a joint normal probability density 
at two arbitrary times, it is appropriate to apply the 
following formula due to Rice (10)
j S (v) dv
-oo>/
The assumption of joint normal statistics is satisfied 
by the filtered shot noise and by the Doppler signal, 
provided that the scattering particle concentration 
is large (8).
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Since the Doppler signal and the noise are inde­
pendent, the power spectrum of the total signal is the 
sum of the signal and noise spectra,
S (v) = Se (v) + Sn (v) (5)
The noise power spectrum is modeled by
S (v) n ' '
r;--, V-V~ < 1/2 AV2Av ’ 1 C 1 —  n
0 , |v - Vq | > 1/2 Avn
(6)
and a good representation of the Doppler signal power 
spectrum is (8)
n2
Se (v) = FT  _e_e_
V TT A V 0
- 8  [v + (vD + vc ) ] ‘
(7)
where v^ is the zero velocity frequency (=50 KHz in 
the present apparatus). Equations 4 through 7 may be 
combined to yield
/ 2 2/  i 9 Av -i o Av
' y ~ir[(vc * v 2 [vc2 + ^  (at
where
a (9)
For small values of Vp/vp, the mean frequency is 
accurately represented by v = v (o) + (3v/9vp)0 Vp, 
where the small signal sensitivity (neglecting 






1 2 a v
( 10 )
It is clear that the analysis applies with equal 
validity to frequency demodulation by a timer-counter 
or a pulse counting discriminator, as well as by a 
phase-locked loop. Since all of these devices will 
perform poorly with low signal-to-noise ratios, it is 
of some interest to inquire whether the frequency- 
locked loop would produce better results. It is shown 
in the Appendix that the equation relevant to a fre­
quency-locked loop with output Vy is
3vv
(__1)'3v 'D o  G + a - 1
( I D
where G is its DC open loop gain, and all bandwidths 
have been neglected. The curves for the frequency- 
locked loop in Figure 5 show that it provides a sig­
nificant improvement, primarily because the feedback 
action in the frequency-locked loop always attempts 
to shift the Doppler signal to the center of a band­
pass filter prior to frequency-to-voltage conversion. 
The centering accuracy increases with open loop gain, 
and hence the improvement in the sensitivity curves 
as G increases. In the limit of infinite a Equation 
11 reduces to the closed loop DC transfer function 
G/(G+1), which can always be corrected for and should 
not, therefore, be considered as a sensitivity loss.
It should be emphasized that the assumption of 
joint normal Doppler signal statistics restricts the 
analysis to systems with large scattering concentra­
tions. The analysis for very low concentrations, i.e. 
single particle signals, is equally easy (although 
completely different), but the intermediate case in 
which the average number of particles in the volume 
of measurement is somewhat greater than one remains 
unsolved.
EXPERIMENTAL RESULTS
The plot of the small signal sensitivity versus a in 
Figure 5 shows that the sensitivity drops rapidly for 
signal-to-noise ratios less than about 5, and that the 
mean frequency approaches the Doppler shift frequency 
very slowly as a increases. The two experimental values 
of the sensitivity are in rough agreement with the 
theory, both lying above the theoretical curve but 
following its general trend. For values of vD/vc > 0.1 
the relationship between v and vQ becomes decidedly 
non-linear, particularly for negative Doppler shifts.
The experimental data presented here are intended 
mainly to exemplify the performance of the LDV in the 
water-over-ice convection experiment, although some 
of the basic properties of water-over-ice convection 
will be discussed. All of the results were basically 
similar, so the data from a single run will be pre­
sented for clarity. A detailed analysis of the data, 
including the results of conditional sampling, will be 
presented in another paper.
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Simultaneous values of the temperature and the 
vertical velocity at a fixed height in the test sec­
tion were sampled at 4-second intervals for at least 
20 minutes, and vertical profiles were obtained by 
moving the test section with respect to the optics. 
Demodulated voltage readings were converted to veloci­
ties by using the calibration curve for a = 2.2, and 
all statistical moments involving the velocity were 
corrected for the noise content in the demodulated 
voltage by assuming that the noise was correlated 
with either the velocity or the temperature. For ex­
ample, mean square velocity fluctuations were corrected 
by subtracting the mean square noise. In addition, it 
was assumed that the noise had zero skewness so that 
corrections were not necessary for the mean cubed 
velocity data. In view of its relatively high trigger 
level, it is unlikely that the nonlinear filtering 
action of the track-and-hold unit caused these 
assumptions to be significantly in error. Since 
velocity moments higher than the third order were not 
calculated, stronger postulates about the noise proper­
ties, such as normal statistics, were not needed. All 
temperature and velocity fluctuations were calculated 
as deviations from the time-averaged values.
The mean temperature profile in Figure 7 (dashed 
line) was typical. A relatively thin conduction layer 
lay immediately above the lower plate, and a thick tur­
bulent convection layer with an essentially constant 
mean temperature extended from the top of the conduc­
tion layer to the 4°C level where the mean density was 
a maximum. Above this level the density stratifica­
tion was stable and heat was transferred downwards 
solely by conduction. The temperature fluctuations 
attained their maximum rms values at the top of the 
conduction layer and at the interface between the 
stable layer and the convecting layer. The maximum 
rms value at the interface was over twice as large as 
that observed near the conduction layer.
Sample time histories of the temperature and ve­
locity fluctuations have been reproduced in Figure 6. 
Noise content in the velocity data is evident as a rel­
atively high frequency fluctuation in the signal. Fig­
ure 6a is representative of data obtained just above 
the conduction layer where the velocity and especially 
the temperature fluctuations exhibited a clearly inter­
mittent nature. The temperature fluctuations were 
characterized by relatively long, quiescent periods, 
during which the velocity was generally negative.
These were interrupted by shorter, active periods of 
larger negative temperature deviations which were
highly correlated with positive vertical velocities. 
These latter periods were most likely ones in which 
fluid ejected from the cold, unstable conduction layer 
passed the volume of measurement in the form of an 
ascending thermal. Data taken 0.7 cm below the base 
of the stable layer (Figure 6b) displayed similar but 
less pronounced active periods which were qualitative­
ly mirror images of the data in Figure 6a. These ac­
tive periods presumably corresponded to fluid descend­
ing from the warm stable layer, but their origin was 
less clear because near the interface there was no re­
gion like the conduction layer with a correspondingly 
strong unstable mean density gradient. Temperature- 
velocity correlation coefficients were approximately
0.7 for both data runs, and this value was typical 
throughout the fully turbulent layer. It should be 
noted that the temperature sensor was separated from 
the LDV volume of measurement by a horizontal distance 
of 2-3 mm in order to reduce probe interference with 
the vertical velocity. Measurements of the rms verti­
cal velocity obtained with the temperature probe in 
this position were only 5% lower than those obtained 
with large probe separations, indicating that, to with­
in statistical sampling error the probe interference 
was small. Since the integral length scales of both 
the temperature and the velocity fields were estimated 
to be several centimeters in the horizontal direction, 
the small temperature-velocity sensor separation did 
not significantly reduce the correlations. A conser­
vative estimate indicated that the maximum loss in 
correlation was 5-10%, and this figure is corroborated 
by the relatively high peak values of the correlation 
coefficients observed in the core of the convection 
layer.
In Figure 7 the profile of the rms vertical velo­
city w shows the resolution obtained with the LDV. Al­
though the correction for rms noise fluctuation was
0.04 mm/sec, the uncertainty in this value was less 
than + .01 mm/sec, so errors due to this correction 
probably did not exceed this. Values in the stable 
layer down to 0.02 mm/sec were resolved with consis­
tency. Scatter of the experimental data was greatest 
near the interface. After examination of the velocity 
versus time records, it was concluded that much of the 
scatter was attributable to sampling errors which were 
enhanced at the interface because intermittency was 
highest there, and increased integral time scales re­
sulted in fewer independent samples. The low value 





Figure 7. RMS vertical velocity profile. The mean Figure 8. Vertical profile of w02. The mean tempera-
temperature profile (dashed line) is in- ture profile (dashed line) is included for
eluded for reference, reference.
an unusually low photocurrent signal-to-noise ratio, 
rather than sampling error. This conclusion is sug­
gested by the fact that the velocity-temperature cor­
relation coefficient at this point was not abnormally 
low with respect to neighboring points.
Some insight into the mechanisms responsible for
generating large temperature fluctuations at the base
2 .
of the stable layer is provided by the plot of we in 
Figure 8. As the stable layer is approached from be­
low, this quantity becomes increasingly more negative, 
indicating that the contributions to the temperature 
variance are predominantly associated with falling 
fluid elements. Such behavior is consistent with the 
model of warm thermals descending from the stable 
layer that was inferred from Figure 6b. It is sub­
stantiated by the fact that closer to the stable layer 
we increases sharply, implying a large net downwards 
flux of temperature variance.
The temperature fluctuations in the region where
2
w6 becomes positive were evidently caused by cool as­
cending thermals whose temperatures deviated from the 
local mean temperature with increasing magnitude as 
they penetrated farther into the warm stable layer. 
Measurements of the temperature skewness and probabil­
ity density curves supported this picture. Well in-
2
side the stable layer the slope of we becomes large 
and negative, which implies that temperature fluctua­
tions in the stable layer were produced in part by up­
wards turbulent diffusion. Since the molecular dif­
fusion of temperature variance was in the same direc­
tion, and the production term in the temperature vari­
ance equation was negligible at this height, this also 
implies a large thermal dissipation term. These ob­
servations support the model proposed by Townsend (11, 
12) in which internal gravity waves were generated in 
the stable layer by the impact of ascending fluid 
columns.
CONCLUSIONS
It has been shown that LDV measurements of bipolar 
velocities in very low speed turbulent convection are 
feasible. The lower limit on the magnitude of the 
velocity that can be measured with the laser-Doppler 
technique is determined primarily by the frequency 
response required and the spectrum broadening effects 
of Brownian motion and laser linewidth. In the pre­
sent experiment laser linewidth was the dominant fac­
tor limiting rms uncertainty in velocity to 0.04
mm/sec. Decreasing the frequency response appears to 
be the most practical method of reducing this quantity 
since, even under very carefully controlled experi­
mental conditions, laser linewidths significantly be­
low those reported here have not been obtained (13,14) 
The low photocurrent signal-to-noise ratio was a 
consequence of using a reference beam LDV rather than 
a fringe mode LDV. The reference beam mode was used 
because the geometry of one-dimensional fringe mode 
optics would have prohibited measurements close to the 
lower plate. This difficulty can be overcome with two 
dimensional fringe mode LDV, and such a system is pre­
sently under construction.
In LDV systems with low photocurrent signal-to- 
noise ratios, the frequency indicated by simple fre­
quency demodulators such as phase-locked loops, timer- 
counters or pulse counting discriminators is not re­
lated to the velocity by the theoretical Doppler shift 
formula, Equation 1. Such devices suffer from a sig­
nificant loss of sensitivity to the true Doppler fre­
quency, and for sufficiently large Doppler shifts, 
their outputs become non-linear functions of the veloc 
ity. In the present experiments the sensitivity loss 
was corrected for by using a calibration curve, but 
this is not considered a desirable practice because 
signal-to-noise ratio variation during the experiment 
will change the calibration. Unless signal-to-noise 
ratios are very large, a frequency-locked loop should 
be used for frequency demodulation. The analysis in­
dicates that good accuracy can be obtained down to 
values of a on the order of two for such devices.
SYMBOLS
~2
e mean square Doppler signal voltage 
G FLL open loop gain
PLL frequency-to-voltage conversion constant 
Ky VCO voltage-to-frequency conversion constant
~2n mean square noise voltage
S signal plus noise power spectrum
Sg Doppler signal power spectrum
Sn noise power spectrum
w vertical velocity fluctuation
w rms vertical velocity
Avg Brownian motion bandwidth
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AvD Doppler ambiguity bandwidth
Ave total Doppler signal bandwidth
Av^ lowpass filter bandwidth
AVq velocity gradient bandwidth
Av l laser linewidth
Avn noise bandwidth
Av rms frequency fluctuation
9 angle; temperature fluctuation from mean
A wavelength of light in water
Vj, LDV carrier frequency
Vp Doppler shift frequency
Vy deviation of VCO frequency from Vy
vo
Vy VCO frequency with zero voltage input 
o
vQ FLL free running frequency 
v mean frequency of signal plus noise 
a signal-to-noise ratio
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APPENDIX
Response of a Frequency Locked Loop to Signal Plus Noise 
A typical frequency locked loop (FLL) is shown in 
Figure 9. The signal is mixed with the output of a 
voltage controlled oscillator whose frequency is ad­
justed so that the difference between it and the input 
signal frequency is equal to the fixed center frequency 
of the predetection bandpass filter, vQ . If the loop 
is designed to produce zero feedback voltage at zero 
velocity, the free running VCO frequency must satisfy 
the condition
3. Born, M., and Wolf, E., Principles of Optics, 3rd 




4. Adrian, R. J., and Goldstein, R. J., "Analysis of 
a Laser-Doppler Anemometer," J. Phys. E: Sci.
Instr., 4, 505 (1971).
5. Mattis, J. A., and Camenzind, H. R., "A New Phase- 
Locked Loop with High Stability and Accuracy," 
Signetics Corporation, Sunnyvale, California (1970).
The output spectrum of the predetection filter will be 
identical to the representation given by Equations 6 
and 7 except that Sg (v) will be centered at frequency 
vQ + vD - Vy. Hence, the mean frequency of the signal 
input to the PLL is
6. Lumley, J. L., George, W. K., and Kobashi, Y.,
"The Influence of Ambiguity and Noise on the Mea­
surement of Turbulent Spectra by Doppler Scatter­
ing," Proc. Symp. on Turbulence Meas. in Liquids, 
Cont. Educ. Series, University of Missouri-Rolla,
1971.
7. Greated, C,, and Durrani, T. S., "Signal Analysis 
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Sci. Instr., 4, 24 (1971).
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^ o  + A-2
where all bandwidths have been neglected in comparison 
to v . This frequency is converted by the PLL to a 
voltage given by ^ ( v — v ), and subsequently recon­
verted by the VCO to a frequency deviation from Vy 
given by: 0




Figure 9. Block diagram of a frequency-!ocked loop.
The factor Ky Kd is just the DC open loop gain of the 
FLL, and it will be denoted by G. The output of the 
FLL is vv (or the proportional PLL demodulated output 
voltage), and Equations A-2 and A-3 combine to give a 
quadratic equation for Vy whose solution is
_ [Gv0 + g2 ^ H r 1 (v0 + v d )]
Vv " " 0  - G2 2 ^ 1 )
CGvo + °2 H - 1  (vo + VD)]2
n 2 /O ~ l\/n 2 c j " l  n\r 2 / , \2-\ ! 2
G ^ ~ ^ G —  - - (v0 + vD) ] ,
(1 - G2 ) A-4
For large G and moderately large a, Vy is nearly 
a linear function of vQ over a reasonable range of vQ, 
and the FLL sensitivity to small Doppler shifts is 
given by
/ 1 M  = _ _
\ 3 VD / o G +
A-5
Neglecting bandwidths in equation A-2 is a good ap­
proximation if they are less than 10% of the FLL cen­
ter frequency, vQ. This will always be the case for
Av and will usually be true for Av , also. 
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DISCUSSION
V. Verma, University of Saskatchewan: What was your 
method to measure the temperature, and how big was 
the control volume?
Adrian: We used a small thermistor probe that was 
probably somewhat larger than it should have been.
It was 0.2 millimeter in diameter with a one milli­
meter diameter support. The control volume was about 
lOOp by 1OOp by about lOOOp. This might strike you 
as being large but in this sort of flow the scales 
of motion are also large, so we felt this was adequate 
spatial resolution. The temperature sensor was dis­
placed from the volume of measurement by two to three 
millimeters because we didn't want to impede the 
velocity through the volume of measurement. This was 
a compromise. Ideally, you wouldn't like the sensor 
there at all. It should be very far off, but then 
you lose correlation. We must have had some loss of 
correlation due to this displacement, but we can't 
estimate it very well because we don't have spatial 
correlation data. We also must have had some loss 
of velocity through the volume of measurement due to 
the presence of the probe.
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FEATURES OF A SEPARATING TURBULENT BOUNDARY LAYER AS REVEALED BY LASER AND 
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ABSTRACT
Experiments have been performed to determine the 
fundamental nature of boundary layer separation pro­
duced by an adverse pressure gradient. Measurements 
upstream and downstream of the separation zone have 
been made utilizing laser and hot-film anemometry 
techni ques.
A completely mobile backscatteirng laser 
anemometer was developed. This alone is a signifi­
cant development because of the relatively long 
focal lengths required for measurements in a 36" 
wide wind tunnel. Signal processing was achieved by 
a digital signal sampling and storage system. Both 
mean and fluctuating velocities in botn the unsepa­
rated and separated flow regions were measured. 
Experimental results are in fairly good agreement 
with hot-film measurements, with some recent 
improvements in data acquisition being noted.
Flush-wall hot-film sensors were used to deter­
mine wall shear stresses and fluctuations, both up­
stream and downstream of separation. These data 
indicate that the law of the wall apparently is 
valid up to the location of intermittent separation 
or the location of intermittent backflow next to the 
wall. Visual observations indicate that the loca­
tion of intermittent separation is in agreement with 
Sandborn's criterion. The outer region flow down­
stream of the beginning of separation is character­
ized by a similarity mixing-layer velocity profile.
INTRODUCTION
The prediction of separation of a turbulent 
boundary layer produced by an adverse pressure
gradient is an old topic of fluid mechanics. As 
pointed out by Sovran (1), predictors of turbulent 
boundary layer behavior have used several different 
criteria to denote the separation of downstream 
flow from a surface with the accompanying down­
stream backflow near the wall. Some workers use 
the criterion that separation occurs where the 
time-averaged wall shearing stress is zero, 
borrowing the laminar boundary layer criterion. 
Others state that the shape factor H must achieve 
a prescribed value at separation. Still others 
contend that separation occurs when the logarithmic 
"law-of-the-wall" ceases to describe experimental 
velocity profiles near the wall. Sandborn and co­
workers have suggested that separation along a 
wall first occurs intermittently at the wall loca­
tion where the backflow occasionally begins, that 
point being the "intermittent separation point". 
Some distance downstream of this point the average 
wall shearing stress is zero at the "fully- 
developed separation point" or the "time-averaged 
separation point." The region between these two 
points is known as the "intermittent separation 
region".
Another aspect of a separating turbulent 
boundary layer in need of further clarification 
is the flow downstream of the separation zone.
Coles (2) points out that in many published 
separating turbulent boundary layer studies no 
experimental data were taken downstream of separa­
tion. It is widely acknowledged (3) that the 
separated flow strongly influences the free-stream
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flow, which in turn influences the upstream flow 
behavior.
In an ongoing research program at SMU, these 
and other aspects of a separating turbulent bound­
ary layer are hping experimentally investigated 
using hot-film and laser anemometry. In the re­
sults reported here are mean and fluctuation wall 
shearing stresses obtained from flush-mounted 
hot-film sensors. A completely mobile back- 
scattering laser anemometer developed for use in 
the 36" wide wind tunnel is described, along with 
the associated signal processing. Results ob­
tained using this system both upstream and down­
stream of the separation region are compared with 
those obtained by a hot-film anemometer and a pitot 
probe. These data shed light on separation cri­
teria as well as the downstream flow behavior. All 
experimental results have been tabulated in Refer­
ence 4.
DESCRIPTION OF THE WIND TUNNEL
The SMU wind tunnel with a sixteen-foot long 
test section was used to produce the desired bound­
ary layer which separated on the flat bottom wall. 
The detailed features of this tunnel as used in 
the current experiments are given in Reference 4. 
This tunnel produces a free-stream flow uniform 
within 0.05% in the spanwise direction and within 
1% in the vertical direction with a turbulence 
intensity level of 0.1% at 60 fps. The adjustable 
top wall is plexiglas while the wide walls are con­
structed of "float" plate glass to avoid dispersion 
of laser beams and laser doppler signals.
The test-wall boundary layer is tripped by the 
blunt leading edge of the 3/4-inch thick plywood 
floor, the height of the step from the wind tunnel 
contraction up to the test wall being 1/4 inches. 
1-1/4 inches upstream of the blunt leading edge,
33 smoke ports, 1/8 inches in diameter, are located 
spanwise on 1-1/16 inch centers in the wind tunnel 
contraction. A baffle plate deflects the smoke in 
the free-stream direction and tends to produce a 
uniform spanwise distribution of smoke. When 
smoke is not being used, an air flow rate equal to
the smoke flow rate is introduced through the 
smoke ports.
The smoke generator is essentially the same 
design presented by Echols and Young (5), with 
the numerical values of particle size, flow rates, 
and pressures being taken from their work. The 
smoke is produced by six nozzles each of which 
blows high speed air through 4 orifices 0.04 
inches in diameter into the liquid smoke material, 
which in this case is dioctal phthalate or "D0P". 
The D0P is atomized by the shearing action of the 
compressed air jets. A pressure drop of approxi­
mately 25 psi across the nozzle orifices is re­
quired to produce the desired effect. The total 
mass flow rate by the smoke system can be con­
trolled by opening or closing valves to any of the 
six nozzles. The resulting mixture of air and D0P 
particles is blown perpendicular toward the bottom 
of a 5 gallon impacter can, removing any large 
particles which may have been entrained in the 
mixture. The mixture is then blown out of the 
top of the impacter can into a manifold which 
distributes the smoke uniformly to the smoke ports 
in the wind tunnel contraction.
In the experiments reported here, 3.3 CFM of 
smoke at a mass concentration of about 0.3 x
_3
10 lbs. of smoke particles per cubic foot of 
blown air was used. The density of the undiluted 
smoke was only 0.4% greater than that of air alone. 
In the test boundary layer near the separation 
region, the density of the diluted smoke was only 
about 0.0006% greater than that of air alone, 
making smoke-induced density effects negligible. 
Mean particle size of this stable room temperature 
smoke is approximately 1 micron.
To eliminate preferential separation of the 
curved top-wall boundary layer, this layer was 
removed prior to the last eight feet of the test 
section. The spanwise scoop removed about 5.5% 
of the total tunnel mass flow rate. It was 
necessary to increase the static pressure at the 
scoop to produce this outflow. This was accom­
plished by placing a sheet of perforated metal over 
the test section exit, which produced about 0.06 
inches of water excess over ambient pressure at 
the scoop.
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DESCRIPTION OF THE TEST FLOW
The test boundary-layer flow on the wind 
tunnel floor is an airfoil type with first flow 
acceleration and then deceleration. All experi­
mental data were obtained with the temperature and 
stagnation pressure being maintained essentially 
constant at 77°F and 1.310 inches of water.
Static pressures were measured along the bottcm 
wall using 0.020 inch diameter ports. Static 
pressures in the top and bottom wall boundary 
layers and in the freestreams were obtained using 
a United Sensor PSA-12 probe. Corrections to these 
data for streamline curvature into the wall ports 
and probe stem effects were found to be negligible, 
as discussed in Reference 4.
Figure 1 shows the free-stream velocity distri­
butions along the tunnel center flow obtained 
using the stagnation pressure and these several 
static pressure measurements. The agreement of 
these results indicate a rather uniform flow across 
the freestream. Near the exit, the velocity cal­
culated from the wall taps data is seen to be 
about 8% higher than that obtained using free- 
stream flow toward the bottom wall as the per­
forated sheet metal exit cover with its associated 
high pressure drop is approached.
Figure 2 shows the pressure gradient measured 
along the centerline of the bottom wall. Just 
downstream of the location of the upper wall 
scoop (96 inches), the slope of the static pres­
sure gradient changes sign. Near Station 128 
inches, the pressure gradient abruptly drops to an 
approximately constant value downstream.
Boundary-layer velocity profiles using impact 
probes were obtained to examine the upper wall and 
bottom wall flow behavior and the mean three- 
dimensionality of the flow. A flattened mouth 
boundary layer probe 0.010 inch by 0.020 inch 
was used. Viscous effects on these data were 
negligible (4). No corrections were made to the 
data since it is recognized that generally appli­
cable corrections to impact tube data for turbu­
lence and wall proximity effects are uncertain (2).
Mean streamwise velocity profiles taken 
across the center 12 inches of the bottom wall 
indicate that the flow is two-dimensional within 
about 1 fps. Wall static pressures measured in 
the same region are within 1% of the dynamic 
pressure of being uniform across the flow. Mass 
flow balance considerations indicate that the 
effective convergence of the flow due to side wall 
boundary layer growth introduces some small three- 
dimensionality. The maximum value of this con­
vergence occurs near Station 120 inches and is 
approximately 0.07 inches/inch of flow length.
Data obtained with a Thermo-Systems, Inc.
(TSI) 1273-10 hot-film probe with the sensor 
slanted with 45° angle to the stem were also used to 
obtain an estimate of the crossflow velocity along 
the tunnel centerline. By obtaining mean voltage 
signals at different stem orientations, the W and 
U components could be deduced at a given spatial 
location. Results obtained upstream of Station 
124.8 inches indicate negligible crossflow within 
the uncertainty of aligning the probe with the 
tunnel centerline. Downstream,the peak values of 
W appear in regions near the wall where the mean 
velocity U is small. The value of W indicated 
in these regions is less than 1.5 fps or about 3% 
of the free-stream velocity. However, as discussed 
below, incipient flow separation and backflow 
occur in these regions so these latter results 
from the directionally insensitive hot-film 
sensor are suspicious. Thus, within the uncer­
tainty of the instrumentation employed, the 
apparent mean three-dimensionality uncovered 
by all of these measurements appears to be minimal 
upstream of Station 124.8 inches and small down­
stream.
WALL SHEARING STRESS MEASUREMENTS AND RESULTS
Four different ways of deducing the mean wall 
shearing stress distribution were used: the velo­
city profile crossplot method used by Coles and 
Hirst (6), the Preston tube technique (7), flush 















Figure 1. Free-stream velocity distribution
Figure 2. Pressure gradient along bottom wall
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and Tillmann (10) skin friction correlation. The 
flush surface-mounted hot-film sensors were also 
used to deduce shearing stress fluctuations.
The crossplot method of obtaining the wall 
shearing stress is based on the existence of a 
universal logarithmic law-of-the-wall. It is well 
accepted (2) that such a universal logarithmic 
region exists even in the presence of strong 
adverse pressure gradients. Figure 3 shows such a 
logarithmic region in both the impact probe and 
hot-film results for one station. All velocity 
profiles obtained upstream of about Station 125 
inches indicated similar logarithmic regions. The 
above mentioned impact probe and a TSI 1275-10 
hot-film boundary layer probe with a TSI constant 
temperature anemometer were employed for these 
measurements. No wall proximity corrections 
were applied to the hot-film data.
After a survey of much experimental data,
Coles (2,8) recommended that the logarithmic 
region be described by
U+ = l  ln/y+/ + C, (1)
where K = 0.41 and C = 5.0. He recommended that 
only the portion of the velocity profile with 
y+ > 100 be used to determine the skin friction by 
a data fit to Equation 1, since wall proximity 
effects and turbulence effects on pitot data are 
uncertain. On the other hand, the effects of the 
wake-like outer flow are felt if the velocity 
profile too far from the wall is used. Conse­
quently in all of the experimental data examined 
for the Stanford Conference, Coles and Hirst 
stipulated that y+ = 100, experimental velocity 
profiles should produce U+ = 15.23 as given by 
Equation 1. This method was used with the hot- 
film and impact probe measurements reported here 
to produce skin friction estimates.
The Preston tube technique also supposes the 
existence of the universal law-of-the-wall over 
the region occupied by a thin-walled circular­
mouthed impact tube resting on the wall. Smith 
and Walker (9) presented a correlation of the non- 
dimensional wall shear stress with the non- 








where d is the tube outside diameter. The Preston 
tube used in the present work was made from a thin 
walled tube with a 0.075-incn diameter. At separa­
tion not only is the supposition of a universal 
velocity profile invalid, but the uncertainty in AP 
becomes large due to small measured values. Skin 
friction results are shown on Figure 4 and given in 
Table 1 as computed from Equation 2.
The mean wall shearing stress was also deter­
mined using the skin friction formula of Ludwieg 
and Tillmann (10). This law is based on the 
supposition of a universal law of the wall with a 





According to Rotta (11) there is good agreement 
between this formula and measurements made by 
Smith and Walker and by Schultz-Grunow in the 
range U 9/v > 1000 and H = |*< 2. This equation 
only holds upstream of separation since the law of 
the wall does not hold downstream. Results for 
the present test flow are shown on Figure 4 and in 
Table 1.
The flush-mounted hot-film sensors were 
fabricated at SMU and are described in detail in 
Reference 4. The basic sensing part is a very thin 
layer of platinum fired on the end of a 2mm diameter 
quartz rod. Gold leads were fired on the sides 
of the rod and short wire leads were soldered to 
the gold. A casing made from 1/4-inch diameter 
plexiglas rod was used to protect the sensor from 
damage due to handling. The resulting unit was 
mounted in the wind tunnel wall with the platinum 
portion flush with test wall surface. A TSI con­
stant temperature anemometer was used with an 
overheat ratio of 1.03.
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Figure 3. A comparison of velocity measurements 
obtained by pitot, hot-film and laser 
anemometry at Station 103.8
Figure 4. Mean wall shear stress (friction factor)
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TABLE I. FRICTION FACTOR DATA (Cf/2 x 10 )
Station Crossplot Preston FIush-Mounted Ludwieg &
x (in) Pitot Hot Film Tube Hot Film Tillmann (*)
7.6 2.08 2.15 1.97





88.2 1.31 1.30 1.37
89.7 1.24


















(*) Values of 9 & 6* used in Equation 3 
as noted in crossplot columns. The 
contained in the respective columns
correspond to type of measurement 
estimated uncertainty in results 
at Station 124.3 are:
+32% +8% +11% +5.5%
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The analysis of Bellhouse and Schultz (12) for 
this type sensor yields the relationship
Iw apPr
1 b /kATw\dP
2 a K (4)
between the heat flux Q from the sensor to thew
fluid, the wall shearing stress, fluid properties, 
and the imposed pressure gradient. The constants 
a and b are given as 0.223 and 0.105, respectively. 
ATw is the difference between the wall temperature 
and the temperature at the edge of the thermal 
boundary layer. L can be taken as approximately 
equal to the sensor diameter. In terms of the 
voltage across the sensor, Equation 4 can be 
written as
[A(E‘ E 2)]3 - I k  0 n  2 a







where A and Eg are calibration constants. These 
constants can be obtained readily in the test flow 
when the pressure-gradient term is small. This is 
the preferred calibration method here since 
Geremia (13) and Pope (14) have shown that A and 
Eq depend somewhat on the flow conditions. Little 
data on the transposition of a calibration curve 
from one apparatus to another is currently avail­
able.
In the present work the pressure-gradient 
term is small except near separation where its 
magnitude reaches approximately 30% of the first 
term on the right side of Equation 5. The con­
stants A and Eg were obtained by fitting a straight 
line through data obtained at Stations 29.0, 60.8,
89.7 and 108.8 inches on a plot of T ^ 3 versus 
2 w
E . tw was obtained from the Coles crossplot
method. The pressure-gradient term at each of
these stations is less than 2% of the first term
on the right side of Equation 5.
The shearing stress fluctuation, t 1, can bew
obtained from voltage fluctuation quantities 
through consideration of Equation 5. Differ­
entiating that equation with respect to E, 
assuming that 3t /aE " t 1/E' and forming the rms 
value produces













The absolute value of the mean shearing
stress should be used for flush-mounted 
sensors since they have no directional sensitivity. 
This insensitivity makes precise interpretation of 
the mean wall shearing stress difficult downstream 
of the location of the intermittent separation 
point. The negative shearing stresses produced by 
the intermittent backflow are rectified by the 
sensor, producing an apparent mean shearing stress 
which is larger in magnitude than the actual stress. 
This point can be shown by expansion of the instan­
taneous absolute wall shearinq stress T 
the sensor detects, and the instantaneous wall
which
shearing stress T , in the identity T 2 = T
Decomposing these quantities into their mean and
fluctuating parts T x + T w w and T
, substituting the results into the identity, 
and taking the time-averaged result produces
'2
T T
Since 0 £  — £  1, then 0 < — —  < 1. Since
„ '2 MT 1 1
W
the quantity x 2 cannot be measured near separa­
tion, the factor x / l x l  can be obtained only when w 1 w 1 J
the shape of the wave form of x ' is known aw
priori.
The fact that only absolute shearing 
stresses are detected explains in part why a mean 
value of shearing stress equal to zero was never 
observed from the flush-mounted hot-film data in 
the region of separation. The value of the fric­
tion factor C.p/2 reaches a minimum absolute value 
of about 0.0646 x 10 3 at Station 136.1 inches,
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which as discussed below, is near the fully- 
developed separation point. Since time-averaged 
backflow was observed downstream of this station 
by impact probe measurements, those shearing 
stresses are presented as negative values. No 
attempts to correct the mean shearing stresses in 
the separation region for the rectification effect 
have been made for the results shown on Figure 4 
and in Table 1.
Figure 5 presents a plot of the absolute 
shearing stress fluctuation intensities along the 
test wall. It was estimated (4) that these results 
are attenuated only 21 due to the finite size of 
the hot-film sensing spot. A maximum value of 
It | '2 / lx 12 z o.38 occurs near Station 130 inches.
At Station 136.1 inches, where the minimum observed
mean absolute value occurred, this intensity is
about 0.30. It is interesting to note that if a
sinusoidal waveform is used for the instantaneous
stress (T = G sin ut) at the fully-developed
separation point, then |tw |‘2 / |tw |2 = 0.233,
while t / It | = 0 .  The curve faired through the 
w w
data shown on Figure 5 has this value of the 
absolute fluctuation intensity at about Station 
137 inches. The significance of these flush hot- 
film results in regards to characteristics of the 
separation region are discussed below.
The agreement of the mean wall shearing stress 
values obtained by the several methods is reason­
ably good. Estimated uncertainties for each type 
of result were computed using the method of Kline 
and McClintock (15) with the largest uncertainties 
occurring at Station 124.3 inches, as presented in 
Table 1. At this station the largest discrepancy 
appears between the hot-film and pitot tube data 
used in the Coles crossplot and Ludwieg-Ti1lmann 
methods. This discrepancy is thought to be pri­
marily due to turbulence intensity effects on the 
pitot tube data, which would produce artificially 
high values of Cf/2. The Coles crossplot and 
Ludwieg-Tillmann methods using hot-film data, the 
flush hot film and the Preston tube produce results 
within + 16% at this station. Considering the 
small value of Cf/2 being measured, this agreement 
is gratifying.
The data obtained by the flush mounted hot- 
film sensors are not dependent on the notion of a 
logarithmic wall region. This would tend to sug­
gest that the law of the wall holds until near the 
intermittent separation point, since there appears 
to be reasonable agreement between flush-mounted 
hot-film data and the methods which utilize the 
law of the wal1.
THE LASER ANEMOMETER SYSTEM
A dual backscatter or backscattering fringe 
type laser anemometer optical arrangement was used 
to obtain the measurements reported here. The 
fringe type anemometer has been widely discussed 
recently (16, 17, 18). Figure 6 is a drawing of 
the optical setup. All the optics were mounted on 
a single mobile cart which allowed movement along 
the wind tunnel test section. Reference 19 de­
scribes the development and operation of this 
system.
The Coherent Radiation Labs Model 54 Argon 
Ion laser produced nearly 500 mw of output power 
at 4880°A, but at the focal volume only about 130mw 
remained. Measurements have been made at one-third 
to one-half this power level. A neutral density 
filter with about equal beam transmittance was used 
to split the laser output into two beams of equal 
intensity, which produced high contrast fringes in 
the focal volume. The path lengths of these two 
beams were equal within 0.1 inch, with no appreci­
ably improved signals resulting for smaller path 
length differences. These beams were adjusted by 
two mirrors to be parallel to one another and to 
cross at the focal plane of the transmitting lens.
The transmitting-receiving pair of lenses were 
mounted next to each other with the same centerline. 
The 6.25-inch diameter transmitting lens has a 
focal length of 37.25 inches, allowing measurements 
over most of the wind tunnel width. The second 
lens, 5.25 inches in diameter, and the center por­
tion of the transmitting lens formed a receiving 
lens pair which focussed the backscattered signal 
onto the plane of a variable opening diaphragm in 
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(6) Back scattered light cone
(7) Pinhole
(8) Photomultiplier
Figure 6. Laser anemometer optical arrangement
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signal-to-noise ratio was achieved with a 0.035- 
inch diameter diaphragm opening. Signal reception 
with the receiving lens to one side of the inci­
dent beams had been tried, but the symmetric con­
figuration shown in Figure 6 produced the best 
signal.
The cleanliness or clarity of the glass wind 
tunnel walls played an important role in obtaining 
a good signal. Oily smears, which were very 
difficult to detect with room lighting, reflected 
a large amount of optical noise through the 
diaphragm. The DOP smoke was relatively clean to 
use in comparison to that produced by smoke bombs 
and tobacco.
The probe volume size, which is directly pro­
portional to the transmitting lens focal length 
and inversely proportional to the laser beam 
diameter, was found to have little effect on the 
received signal quality. Although a smaller 
region would have produced more intense fringes 
for the same total power level, little net gain 
in scattered photons resulted since the time re­
quired for a particle to pass through the focal 
volume was decreased and the inefficiencies of 
additional required optics reduced the total power 
level at the focal volume. A focal volume 0.0125 
inches in diameter and 0.140 inches in length was 
used in the experiments reported here. The 
incident beams intersected at an angle 29' of 
about 8.67°, producing interference fringes 
1.27 x 10-4 inches apart (xf = \J2. sin 9'). 
Consequently there were about 100 fringes in the 
focal volume.
The photomultiplier was an EMI 9424B tube 
shielded from electrostatic and magnetic fields. 
Standard photomultiplier practice as outlined by 
the manufacturer was followed to produce as little 
noise as possible. The detected signal frequency 
is given by the particle velocity component per­
pendicular to the fringe pattern divided by the 
fringe spacing. Electronic processing of this 
signal to obtain mean velocities and rms velocity 
fluctuation intensities was achieved as shown on 
the block diagram in Figure 7.
The heart of the signal processing electronics 
was the Singer Model SPA-3/25a spectrum analyzer 
with a 60 Hz sweep frequency. For each sweep of 
the spectrum analyzer when a particle was in the 
focal volume a vertical spike was displayed along 
the horizontal axis at a distance related to the 
particle velocity. In laminar flow there would be 
only one spike location since all the particles at 
a flow location would have the same velocity. In 
turbulent flow the spikes are distributed over 
some region of the horizontal axis, making direct 
reading of the mean velocity difficult. The idea 
behind the next stage of signal processing is to 
produce a pulse whose voltage is related to the 
velocity.
The vertical output of the spectrum analyzer 
was input to a Schmitt trigger circuit, which pro­
duced a 12-volt spike each time a spike was dis­
played by the spectrum analyzer. The synchroniza­
tion pulse marking the beginning of a spectrum 
analyzer sweep was used to trigger a high quality 
60 Hz sawtooth waveform produced by a Tektronics 
3B4 time base. The Schmitt trigger output and the 
sawtooth voltage distribution were input to an 
analog gate, which passed the sawtooth voltage 
each time a spectrum analyzer spike was observed. 
In other words, the signal processing up to this 
point produced a pulse whose height was related 
to the velocity for each particle signal caught 
by the spectrum analyzer. The velocity, U, of a 
given particle is given by the relation
Here u>0 is the spectrum analyzer frequency setting 
corresponding to the beginning of a sweep. Ep is 
a voltage of the gate output pulse while du/dE is 
the constant relating the sawtooth voltage to the 
frequency in the scan width. A sufficiently wide 
frequency scan width of the spectrum analyzer must 
be selected to insure that both the slowest and 
fastest particles encountered at a given spatial 
location are accommodated.
The gate output signal was then processed 
through a SAIC0R Model SAI-41 digital correlation
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(4) Dual trace storage oscilloscope with channels Cl and C2
(5) Gate
(6) Probability analyzer
(7) x - y plotter
(8) Dual trace scope with channels Cl and C2
Figure 7. Laser anemometer signal processing
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and probability analyzer operated in the pro­
bability density mode. The resulting histogram 
of the number of sampled particles with a given 
gate voltage, Ep, was recorded using an X-Y 
plotter. Before recording, the histogram was 
constructed over a sufficiently long time such 
that its shape ceased to change within a vertical 
scale factor for increased construction times.
Calibration of this electronic signal process­
ing system was obtained by replacing the photo­
multiplier tube with a signal generator. Signals 
from this generator over a given frequency scan 
width of the spectrum analyzer were marked on the 
histogram. It was found that the slightly non­
linear ramp sweep voltage of the spectrum analyzer 
produced unequally spaced marks for equal increments 
in frequency. Thus, it was necessary to determine a 
second-order polynominal relation between the fre­
quency and the histogram abscissa location to 
correctly determine the velocity parameters.
Data were acquired from the test wall boundary 
layer in the following manner. First the mobile 
cart was moved near the vicinity of a test loca­
tion of interest. The bisector of the two laser 
beams was oriented perpendicular to the stream- 
wise flow direction. Fine adjustments by lead 
screws positioned the focal volume of the inci­
dent laser beams at the desired streamwise and 
spanwise location.
The plane of the incident beams was initially 
aligned at a very shallow angle to the test wall. 
The entire optical table top was then translated 
vertically by four chain-driven jack screws, 
which were powered by a single DC motor and worm 
gear assembly, until the incident beams formed an 
'X' on the tunnel floor. This placed the center 
of the probe volume directly on the wall and re­
quired a fairly precise adjustment. A cantilever 
arm attached to the optical table and extended 
beneath the test wall held a dial indicator 
directly beneath the test focal volume. As the 
table was moved upward in the course of making 
velocity profile measurements, the focal volume 
distance from the test wall was the difference 
between the current and initial dial indicator 
readings.
After a signal was observed on the spectrum 
analyzer, the Schmitt trigger discriminator was 
adjusted just above the broadband noise. No data 
were obtained for low velocities since the signals 
were buried in the low frequency noise and the 
zero frequency marker of the spectrum analyzer.
LASER ANEMOMETER RESULTS
The mean velocity, U, and the rms turbulence 
fluctuation,^/u"7^ , were determined from the histo­
gram data using the definitions
U = l U ^  (9a)
M T
f- ( U - U)2 (9b)
where aN/Nt is the fraction of the total number of 
counted particles with velocities between U-&U/2 
and U + a U/2. The histograms or velocity probability 
distributions were fairly well represented by a 
Gaussian distribution centered about the mean velo­
city U. Thus, /  u7 ?  = a , where au is the standard 
deviation for the normal distribution.
Signal broadening effects on the turbulence 
intensities were found to be negligible. The 
"transit-time broadening", such as discussed by 
Johnson (20) for fringe systems, was determined by 
observing the width of the output histogram distri­
bution produced in measuring the velocity on a 
spinning disc. This broadening was found to be 
less than or equal to the maximum system resolu­
tion (0.19 fps) or one bin of the digital probability 
analyzer. "Velocity gradient broadening" is pro­
duced in the presence of a transverse velocity 
gradient by the finite size of the focal volume 
diameter (21). The corrected mean square fluctua­
tion is given by
. , 2
app
d2 / 3U\ 2 
4.24 ^ 3y J
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where uapp'2 is the apparent value and d is the 
focal volume diameter. The largest correction was 
less than 3%, so this correction was ignored in 
the results presented here.
Mean velocity profiles obtained in the vicin­
ity of separation and further downstream are shown 
in Figures 3 and 8. Also shown in Figure 8 are 
the results obtained with a TSI model 1210-20 
normal hot-film probe and the above mentioned 
impact and slant hot-film probes. Agreement 
between impact tube and hot-film data is fairly 
good with the impact probe results being between 
1-1/2% to 8% higher. Turbulence intensity effects 
in the inner portion (y ~ 0.03 inches) of the 
flow were estimated (4) to cause the impact data 
to be between 21 and 6% high. In the outer por­
tion of the flow (y ; 2.0 inches) the turbulence 
intensity effects can be ignored. The remainder 
of the discrepancy which is about 1-1/2% may be 
due to small changes in the ambient temperature 
(about 1°F) which affect the hot-film calibration.
The data from the laser anemometer are 8% to 9% 
lower than the hot-film data in the blending region 
between the logarithmic and wake regions shown in 
Figure 3. In Figure 8, we see that laser and hot- 
film results agree within 5%, except for the 
anomalous laser data shown for Station 157.1 
inches. The scatter between the results obtained 
by the two hot-films on different days at Station 
157.1 inches suggests that some of the discrepancy 
in the laser hot-film data may be due to slight 
day-to-day variations of the flow conditions. The 
works of Yanta (22) and Von Stein in Reference 17, 
for example, have shown that particles 1 micron 
in size have minimal lag when passing through a 
shock wave, so particle lag cannot account for any 
discrepancies here.
From Station 139.1 inches downstream it is 
clear from the impact probe data that backflow 
near the wall is present. The hot-film results 
are not truly indicative of the flow near the wall 
since it is directionally insensitive. It is 
believed that the hot-film results cease to be 
reliable for positions closer to the wall than 
where the impact and hot-film results intersect.
The impact probe results are only qualitatively
correct near the wall because of probable turbu­
lence intensity effects. A Bragg cell modelled 
after that of Hornkohl (23) has recently been con­
structed to make the laser anemometer directionally 
sensi Live for measurements in the low velocity 
backflow region.
The normalized streamwise normal stress 
U 12/1^2 for stations where both hot-film and laser 
anemometer measurements were taken is shown in 
Figure 9. In general the measurements obtained by 
the normal and slant hot-film probes are in good 
agreement. The data taken using the laser ane­
mometer agrees reasonably well for Station 103.8.
At stations further downstream the laser anemometer 
data becomes progressively lower than the hot-film 
results, particularly in the high intensity regions.
This trend is thought to be due to the limited 
scan frequency bandwidth of this particular spectrum 
analyzer. The scan frequency bandwidth is propor­
tional to the center frequency setting. Conse­
quently, for a large turbulence intensity flow 
such as this separated flow, valid data from rela­
tively slow or relatively fast particles fall 
outside the available scan bandwidth. Thus, the 
extreme edges of the velocity probability distribu­
tion are ignored, producing too small a turbulence 
intensity. Notice that the maximum recorded normal 
stress from the laser anemometer leveled off at 
about 0.015 for the last three stations for which 
laser data were available, supporting the hypothesis 
of scan-bandwidth-limited results. In retrospect, 
this latter difficulty could have been overcome by 
taking data over several adjoining scan bandwidths 
and piecing the several histograms together. How­
ever, a major system modification using the Bragg 
cell and a higher performance spectrum analyzer has 
very recently been completed, eliminating the scan 
bandwidth difficulty.
THE SEPARATION REGION
In the neighborhood of Station 131 inches, the 
wall shearing stress fluctuation curve attains a 
maximum as shown in Figure 5. The friction factor 





Figure 8. Mean velocity profiles in downstream 
region
O  Normal hot film 
Q  Slant hot film 
A  Laser
Figure 9.
2 2A comparison of u 1 /IL profiles ob­
tained by hot-film and laser anemometry
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as shown in Figure 4. In Figure 2, we see that 
the streamwise pressure gradient drops suddenly.
Visual observations were made of the qualita­
tive flow behavior in this region. Several small 
lightweight plexiglas shavings were introduced down­
stream and were observed to move upstream along the 
test wall to an upstream limit of about Station 131 
inches as they were blown about. Observations were 
also made by illuminating a thin vertical stream- 
wise slice of the boundary layer with the laser. 
(This slice of light was formed by passing the 
laser beam through a cylindrical lens.) Since the 
boundary layer is constantly entraining fluid 
which is smoke free, the fluid motion can be ob­
served if the flow is slow enough for the eye to 
follow. The eddy structure near the wall was 
vaguely seen in the separated region and was ob­
served to intermittcntly penetrate upstream near 
the wall to about Stations 130 to 132. (Efforts 
to obtain high speed motion pictures of the smoke 
laden boundary layer illuminated by a thin slice 
of laser light have not yet been successful.)
It appears from all this evidence that the flow 
separates intermittently near Station 131 inches.
According to the mean velocity profiles ob­
tained by the impact probe, fully-developed separa­
tion occurs somewhat upstream of Station 139 
inches. As mentioned above, the velocity profile 
at Station 139.1 inches displays a slight amount 
of time-averaged backflow near the wall. The 
minimum mean absolute value of the wall shearing 
stress measured with the hot-film sensors occurs 
at Station 136.1 inches. One does not know, how­
ever, whether this is slightly upstream or down­
stream of the fully-developed separation point.
An arbitrary choice was to locate it slightly up­
stream. In this vicinity, the sinusoidal stress 
fluctuation model mentioned above produces results 
in fair agreement with experimental values. The 
visual observations using the plexiglas shavings 
and the laser illumination gave no quantitative 
information, although the observer could easily 
imagine that the shavings hovered primarily around 
Station 139 and that the flow structure seemed 
to possess eddies which were neither moving
upstream or downstream on a time-averaged basis 
at this location.
The separation criteria of Stratford (24) 
and Sandborn(25) were examined in view of the 
ahnvp experimental results. Stratford developed 
a prediction method, not just a criterion. His 
method locates the position of zero mean wall 
shearing stress (time-averaged separation) using 
a mixing length model for the wall region flow 
which is joined to a power-law type velocity pro­
file in the outer region. This method predicts 
separation for the current test flow at Station
124 inches at a pressure coefficient, (Pn - P)/
1 2 .  u 
2 pU^ , , which is about 5% low. As pointed out by
Stratford, this method typically predicts separa­
tion too soon. He estimated that the pressure 
rise to the separation point is likely to be up 
to 10% too low, based on several test flows.
Sandborn developed a general velocity pro­
file which can describe a great many known laminar 
and turbulent cases. He examined experimentally 
obtained velocity profiles taken from several 
separating turbulent boundary layers to determine 
the proper choice for the constants in the general 
velocity profile. The following specialized pro­
file was chosen to represent the velocity profiles 
at the beginning of the separation region
The wall shearing stress is not zero for this pro­
file, but is very small. For the present test 
flow at Station 131 inches
which is about 1/6 of the flush hot-film measured 
results. As mentioned above, it is not necessary 
that the mean wall shearing stress vanish at 
intermittent separation. Integration of Equation 
10 in the momentum thickness, 9, and the displace­
ment thickness, 6*, definitions produces the 
relation
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1 - i* -1 * i - rsw • (,,)
which is plotted on Figure 10 as the "turbulent 
separation correlation". Note the good agreement 
between Equation 11 and the observed intermittent 
separation location. Sandborn and Kline (26) and 
Liu (27) have also observed that Equation 11 
closely predicts the location of intermittent 
separation in other experimental flows.
These workers also postulated that the fully- 
developed separation point, or the point where 
the time-averaged wall shearing stress is zero, 
possibly occurs according to Sandborn's laminar 
separation correlation, shown also on Figure 10.
The present flow does not support this hypothesis, 
since time-averaged backflow was observed slightly 
upstream of Station 139 inches while the hypothesis 
suggests that fully-developed separation occurs at 
Station 144 inches.
It appears that Sandborn's intermittent separa­
tion criterion is supported by the present experi­
ment, while the method of Stratford and the fully- 
developed separation criterion of Sandborn are 
in poorer agreement with the observations.
CHARACTERISTICS OF THE FLOW DOWNSTREAM OF SEPARA­
TION
shear layer, x is the streamwise distance from 
some reference point (in this case Station 88.0 
inches), and o' is a constant. Ug is equal to 
twice the velocity at the center of the shear 
layer minus the free-stream velocity. Even in 
the outer portion of the profile at Station 124.8 
upstream of separation, there is good similarity.
These profiles can be represented reasonably 




2 1 + erf (2^
(13)
where a = 35 and Ik/U^ turns out to be 0.2. This 
value of a is about twice the value observed by 
Halleen (28) for mixing layers with zero pressure 
gradient and with Ug/Uco = 0.2. The curve obtained 
by Halleen by curve fitting data is also shown in 
Fi gure 11.
Since this self-similar outer region occurs 
before the onset of intermittent flow separation, 
it would appear feasible to obtain the necessary 
similarity constants from a prediction method 
and thus predict at least in part the behavior of 
the downstream mixing layer. This approach is 
presently being investigated.
CONCLUSIONS AND FUTURE WORK
One of the main features of the flow downstream 
of separation is the existence of a free shear 
mixing layer in the outer portion of the flow.
In the present investigation, the center of the 
shear layer for each mean velocity profile was 
taken as the point of maximum streamwise turbulent 
rms fluctuation. As shown in Figures 8 and 9 
this point occurs at a value of U/Uco^O.e.
Mean velocity profiles obtained by the normal 
hot-film sensor for the outer region are shown in 
Figure 11. These profiles have been normalized to 




where y is the distance from the center of the
Some features of a separating airfoil type 
turbulent boundary layer have been investigated 
using laser and hot-film anemometer techniques.
Flush-surface hot-film results indicate that 
the law of the wall holds up to the point of 
intermittent separation, that point where back- 
flow begins to occur intermittently. Experimental 
results indicate that at this point the pressure 
gradient abruptly drops and the normalized 
absolute wall shearing stress fluctuation reaches 
a large value. The point of intermittent separa­
tion seems to be adequately located by Sandborn's 
intermittent separation criterion.
Experimentally obtained mean velocity pro­
files indicate that the outer flow downstream of 




Figure 10. Sandborn's separation criteria
Figure 11. Normalized velocity profiles in the 
outer region downstream of separation
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A mobile backscattering laser anemometer has 
been developed which with recent modifications 
will enable detailed measurements of the backflow 
in the separation region. A new signal processing 
system has been proposed, utilizing a spectrum 
analyzer and threshold and gating circuits. This 
signal processing method is currently under refine­
ment.
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SYMBOLS
A, C, E , G constants
K, a,b, a, m
2
C./2 x /pUco , friction factort w
d diameter
E, E' mean and fluctuating voltage
E voltage of gate output pulse
k thermal conductivity
L heated length of flush hot film
I o  ' 9
u ’ u app
actual streamwise velocity mean 
square fluctuation and the apparent 
laser anemometer measured value
y distance perpendicular to the wall
y+ yUx/v
6 boundary layer thickness evaluated
at U/U = 0.990' 00
S* /“(l - jj- ) dy, displacement thickness° '-'co
9 /“ H  (1 - rx ) dy, momentum thickness
^00 u co
Xf, X1





standard deviation of normal velo­
city probability distribution
1
x , x w w




spectrum analyzer frequency at the 
beginning of a sweep
constant frequency to voltage con­
version factor
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S. J. Kline, Stanford University: I think probably 
you do get some backflow in your streak structure in 
your positive pressure gradient region if it's 
severe before you get the full intermittent separation. 
That's a question that people have asked us over and 
over again, do we see backflow in these low speed 
streaks and the answer is no. If you've got a zero 
pressure gradient, you get a 50% decrement as you saw 
in that one slide yesterday. So it doesn't take very 
much dp/dx to get backflow in streaks, but you would 
go along lines that data you're showing is quite 
consistent with models we have. My second comment: 
you can make that zone either very short or very 
long as Sandborn has discussed. You know if you go 
over a backward facing step you know you get zero.
You can go off to the flat plate layer and on the 
other hand you take a Stratford type flow and you 
can make it infinitely long. So you can get anything 
in between and I'm glad to see some data in this 
region. We should have a report out in a couple of 
months in which we have actually done an a priori 
calculation of a separated flow with a strong inter­
action. It's the fully stratified diffuser case and 
it checks the data extremely well. In order to make 
it work for the case where you do not have a sharp, 
sudden separation, we do have to put in exactly the 
sort of thing you're showing and I think the data 
you have there will be quite helpful. That's the 
next step to put more of that in and the only thing 
it's sensitive to is the separating zones, everything 
else is like fourth order, comparatively.
Simpson: Further information on the structure of 
the intermittently separating region of this flow is 
described in the following references: Simpson, R. L., 
Strickland, J. H., and Barr, P. W., "Laser and Hot- 
Film Anemometer Measurements in a Separating Turbulent 
Boundary Layer", Thermal and Fluid Sciences Center, 
Southern Methodist University, Report WT-3; Sept.
1974; Simpson, R. L., "Characteristics of a Separating 
Incompressible Turbulent Boundary Layer", paper 15, 
NATO-AGARD Symposium on Flow Separation, Gottingen, 
West Germany, May 27-31, 1975.
171
INDIVIDUAL REALIZATION LASER DOPPLER TECHNIQUE APPLIED TO TURBULENT 
CHANNEL FLOW
W. G. Tiederman, D. K. McLaughlin, and M. M. Reischman 
School of Mechanical and Aerospace Engineering 
Oklahoma State University 
Stillwater, Oklahoma 74074
ABSTRACT
Measurements of the mean and turbulence 
intensity of the streamwise velocity component 
in a fully developed, two-dimensional channel flow 
of water are presented. The measurements were 
made with the individual realization laser 
Doppler technique and emphasize the near-wall 
region of the flow. A dual-scatter optical 
arrangement was used which employs 90° scattering 
and yields a probe volume whose length normal to 
the wall is 0.0075 inches. A correction has been 
made to the data that accounts for the 
statistical biasing which occurs in the 
individual realization technique. The corrected 
data demonstrate that the individual realization 
technique can yield accurate velocity estimates 
in the near-wall region where turbulent 
fluctuations are large.
INTRODUCTION
For several years a group at Oklahoma State 
University has been interested in making laser 
Doppler velocity measurements in fully developed, 
two-dimensional, turbulent channel flows of 
liquids. The original motivation was to use 
these measurements to determine the wall shear 
stress and thereby deduce the amount of drag 
reduction in the flow of a dilute polymer solution 
whose near-wall region was being visualized. A 
description of the individual realization 
technique used to make these laser anemometer 
measurements and the results in water flows were
presented by Donohue, McLaughlin and Tiederman (2). 
A limited number of measurements in drag-reducing 
flows appear in Donohue, Tiederman, and Reischman 
(3); however, this original channel and technique 
were not suitable for making extremely accurate 
velocity measurements in the near-wall region 
of a drag-reducing flow, and that is our present 
goal. Therefore, a new channel and a new laser 
Doppler anemometer were developed. Moreover, the 
accurate utilization of individual realization 
turbulence data requires that a correction (See 
McLaughlin and Tiederman (9)), be applied to the data 
when the velocity fluctuations are large. The 
purpose of this paper is to describe our current 
individual realization anemometer technique 
(including the implementation of the correction) 
and to present results for turbulent channel 
flows of water. These measurements verify the 
"standard" character of the channel, and show 
that the individual realization technique will yield 
accurate results even in regions of high turbulent 
fluctuations.
INDIVIDUAL REALIZATION TECHNIQUE AND BIASING 
CORRECTION
The essential points about an individual 
realization laser amenometer are that the signal 
is not continuous and that velocity realizations 
occur only when a scattering center is in the 
probe volume. The appearance of a scatter center
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in the probe volume is a random event with the prob­
ability of the event occurring being proportional 
to the volume of fluid swept through the probe vol­
ume. If a number of these realizations are recorded 
in a histogram, the experimenter may calculate the 
mean and the root mean square of the fluctuation 
by systematically taking moments of the distribu­
tion of individual realizations.
Unfortunately, the mean velocity calculated 
from the histogram, U^, given by 
N
“b ' » , 1 ,  (1)
is greater than the time-average velocity 
calculated from
-  1 rt+T
Ut = Y  J U(t)dt , (2)
intensity is above about 15%. Infect, for a root 
mean square fluctuation level of 30%, the mean 
estimate must be corrected by 8%.
The correct method for calculating the time- 
average velocity from the histogram of individual 
realizations is to weight each velocity 
realization with the inverse of the absolute 
magnitude of the velocity vector. In this case, 
the corrected mean estimate is
N
l a). U.L i i
u = I T ----------- > (3)
l “i
i = l
where the true weighting functions are
because the ensemble of data making up the histo­
grams are biased to the high velocity side. The 
biasing occurs because a larger than average 
volume of fluid, and hence a larger than average 
number of scattering centers pass through the 
probe volume during periods when the velocity 
is faster than the mean. Similarly a smaller 
volume of fluid and a smaller number of scattering 
particles pass through the probe volume during 
periods when the velocity is slower than the mean. 
This is easily seen in Figure 1 where the area 
under any segment of the velocity trace is 
proportional to the volume flow through the probe 
volume. Figure 2 also shows how a typical 
probability density distribution of the axial 
velocity component is biased. An important 
feature of the biasing is that the spread of 
the distribution is changed very little, instead 
the whole curve is shifted to higher velocities. 
Because of this feature, Reference 9 demonstrates 
that estimates of the root mean square of the 
fluctuation component of the velocity are best 
made from the original biased distributions.
Correction to the mean velocity estimates 
must be made, however, when the level of turbulence
“i (4)
However, there are two simple ways to make the 
biasing correction on the mean estimate. The 
first and most direct approach is to use one­
dimensional weighting functions in place of the 
true three-dimensional ones where the one­
dimensional (approximate) weighting functions are
A substantial simplification results when the one­
dimensional weighting functions are substituted 




Equation 6 may be rewritten as


















Figure 1. Comparison of Time-Average and Individual 
Realization Mean Velocities for Turbulent 
Flow
Figure 2. Comparison of Biased and Corrected Veloc­
ity Histograms
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where Tp is the average Doppler period for N 
realizations. Since the Doppler period may be 
measured directly, this is an efficient approach 
for implementing the one-dimensional biasing 
correction with experimental data.
The second method of correcting for the 
natural bias is to use the curves generated in 
McLaughlin and Tiederman (9), These correction 
curves have been calculated using two-dimensional 
weighting functions and turbulent flow models 
based upon Gaus,sian-1 ike probability density 
distributions.
Besides the natural histogram biasing, a 
correction is also needed to account for 
significant velocity gradients across the probe 
volume. The basic principal involved in the 
velocity gradient correction is the same as in 
the biasing correction, namely, at the outer 
locations within the probe volume there is on the 
average a larger volume flow and a larger number 
of particles passing through that portion of the 
probe volume. Karpuk (8) has demonstrated that 
the estimate of the time-average velocity given 
by Equation 6 yields the time-average velocity 
for a finite probe volume in which there is a 
significant mean velocity gradient. If the mean 
velocity gradient is linear, then the time-average 
velocity for the finite width is the same as the 
time-average velocity at the geometric center of 
the probe volume. Since the spatial resolution 
is critical only in the near-wall region where the 
mean velocity gradient is linear, it is sufficient 
to assume that the estimate given by Equation 6 
is the time average velocity at the geometric 
center of the probe volume.
A finite mean velocity gradient across the 
probe volume will also affect the measured 
estimate of the root mean square of the velocity 
fluctuation, u 1. In particular, the measured 
value will be larger than the value of u' at a 
point. This problem becomes increasingly severe 
as the wall is approached. However, for the 
majority of the data here, the effect should be 
small; and no correction has been applied to 
account for the difficulty.
TEST APPARATUS AND PROCEDURE
The channel and the anemometer were designed 
to maximize the spatial resolution in the near- 
wall region of the channel by making the probe 
volume as small as possible, particularly in the 
direction normal to the wall. A schematic of the 
basic optical system which is a dual-scatter or 
fringe anemometer system, is shown in Figure 3.
The system uses a Spectra Physics model 130, 5 mw 
helium-neon laser and a RCA model 7326 photo­
multiplier tube. Since the intersecting light 
beams from the laser form an ellipsoidal volume, 
improved spatial resolution was achieved by 
orienting the channel and the optics so that the 
long dimension of the ellipsoid is parallel to 
the wall and the minimum dimension is normal to 
the channel wall. It is important to note that 
only light scattered from the intersection of the 
beams will have the Doppler frequency.
As shown in Figure 3, the photomultiplier tube 
receives light which is scattered at a 90° angle 
from the plane of the intersecting incident beams.
The intensity of the scattered light is close to 
a minimum at this angle. However, the arrangement 
has three advantages. The laser, photomultipler 
tube and optics are all mounted on a single, 
mechanically simple, traversing mechanism. Further 
there is very little optical noise which reaches 
the photomultiplier tube because the intersection 
of the incident beams with the channel walls is 
outside the view of the receiving optics. And 
finally, the 90° orientation gives the experimenter 
the ability to minimize the long dimension of the 
probe volume by focusing the collecting optics on 
only part of the ellipsoid of intersection.
In water, the angle between the intersecting 
laser beams, 9, is 5.59 degrees, and the beams are 
focused to a 1/e diameter of 0.0099 inches at 
their intersection. However, the effective 
diameter of the probe volume is smaller than this 
because there must be 10 cycles of the Doppler 
signal above the trigger level of the data- 
processing electronics. Observation of the maximum 
number of Doppler cycles present for typical trigger 
levels yields an estimated probe volume diameter of
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Figure 3. Side-Scatter Individual Realization Laser 
Doppler Anemometer
Figure 4. Schematic of Flow Channel and Optical 
Components
176
0.0075 inches. Due to the collecting lens and the 
aperture, the only focused light reaching the photo­
multiplier tube comes from the center 0.025 inches 
of the ellipsoid formed by the intersection of the 
two incident beams. Therefore, the probe volume 
is essentially a cylinder with a diameter of 0.0075 
inches and a length of 0.025 inches, the long di­
mension being parallel to the wall.
In order to fully utilize the optical arrange­
ment, the clear plastic channel walls are each 
bowed inward 0.045 inches along the entire length 
so that the probe volume can be traversed up to 
either wall without interference (see Figure 4).
All of the optical components are rigidly mounted 
on a single traversing mechanism which allows the 
probe volume to be moved completely across the 
channel and to be positioned with an accuracy of 
+0.0005 inches. The measurement station is 54 
inches downstream of a sharp-edged entrance; the 
channel width, W, is 1.020 inches at the center, 
and the channel is 12 inches high.
The major function of the data acquisition 
electronics is to measure the Doppler period of an 
individual realization generated from the light 
scattered from a single particle passing through 
the probe volume. The presence of stray pulses and 
noise on the Doppler signals means that the valid­
ity of each realization whose Doppler period is 
being counted must be established to insure that 
10 consecutive Doppler cycles from a single reali­
zation have been measured. A digital logic system 
which will verify individual realization signals 
is currently being developed, but in the meantime, 
each signal is verified visually. This verifica­
tion is accomplished by first processing each band­
pass filtered wave packet with a Schmitt trigger. 
The Schmitt trigger transforms each cycle of the 
Doppler burst which has an amplitude above the 
trigger setting into a pulse. Thus, the Schmitt 
trigger output is a constant amplitude pulse train 
and the occurrence of a missing or an extraneous 
pulse is immediately obvious. Its output simultan­
eously triggers a storage oscilloscope and a General
Radio model 1192B digital counter which is operating 
in the "period times ten" mode. When the operator 
visually verifies a realization on the oscilloscope, 
the counter reading is recorded and processed later 
by digital computer. The verification specifically 
consists of a visual inspection of any signal which 
triggers the counter to make certain that it con­
tains 10 successive Doppler cycles above the trigger 
level. It is not uncommon for either stray pulses 
to trigger the counter or for Doppler bursts to con­
tain one or two cycles in the middle of the packet 
with amplitudes below the trigger level. Either 
situation yields a time which is not the period for 
10 cycles from a single realization and these counts 
must be rejected.
An important ingredient in the data acquisition 
and reduction system shown schematically in Figure 
5 is the tape recorder. All photo-detector signals 
are recorded on an Ampex model 1300 tape recorder 
using a 60 inch/sec. tape speed. The tape is played 
back during data reduction at 7-1/2 inches/sec.
This time expansion gives a human operator time to 
make decisions about the validity of each realiza­
tion while the tape is being played back. The per­
manent record is also useful for repetitive data re­
duction to help evaluate the uncertainty in the 
measurement technique.
There are about 40 usable fringes in the probe 
volume. This number is sufficient so that the lower 
limit of a band pass filter can be set between the 
Doppler frequencies and the pedestal frequencies 
which are inversely proportional to the particle 
transit time through the probe volume. This filter 
setting must be done carefully in turbulent flows 
with high fluctuation levels. As illustrated in 
Figure 6, the gap between the lowest Doppler 
frequency and the highest pedestal frequency can 
become too small if one has an insufficient 
number of fringes in the probe volume and a high 
level of fluctuation. This is a fundamental 
limitation when the velocity is near zero in the 
probe volume because it then becomes impossible
1//
Figure 5. Block Diagram of Data Acquisition and 
Reduction System
Figure 6. Historgrams of Doppler and Pedestal 
Frequencies
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to electronically filter out the pedestal without 
also filtering out good Doppler signals.
Techniques such as noise cancelling optics (1) 
can be used to eliminate the pedestal frequency.
This is a technique which will eventually be 
incorporated into this system so that measurements 
can be made right up to the wall.
The fluid is carefully seeded for each run 
to yield a dilute concentration of small 
scattering centers. The entire flow system is 
carefully cleaned and all make-up water passes 
through a 1/2 micron filter before entering the 
flow loop. The fluid is then seeded with a 
1 mg/& concentration of 5 to 10 micron diameter 
particles classified from AC Fine Test Dust 
which is primarily sand. Using the results of 
Hjelmfelt and Mockros (6), a 10 micron diameter 
sand particle should follow a 2500 Hz fluctuation 
with an amplitude ratio of 0.95. Since most 
of the turbulent energy in our low speed water 
flows will be contained in fluctuations with 
frequencies well below 250 Hz, the seed is 
adequate for marking the fluid velocities.
It should be noted that the fringe spacing 
on the anemometer was approximately 5 microns 
which is approximately the diameter of a typical 
scattering particle. According to Durst and 
Whitelaw (4) this should yield efficient "Doppler" 
signal in comparison with the pedestal signal 
and indeed this is experimentally the case.
RESULTS
The symmetry of the mean velocity profiles is 
demonstrated in Figure 7 where measurements from 
the east side of the channel are compared to 
measurements from the west side. The Reynolds 
number based upon a bulk-average velocity and 
the hydraulic diameter was 24,700. The distance 
from a wall is "y". The data are compared to 
the mean velocity profile of Hussain and Reynolds (7) 
which was measured at a Reynolds number of 
35,400. The brackets indicate the 95% confidence 
interval for the estimate of the mean. As shown 
by Figure 7, the data indicate that the channel 
flow is symmetric and that it has the character­
istics of a fully developed channel flow.
The two-dimensionality of the channel flow is 
shown in Figure 8 where centerline velocities are 
compared at three "z" locations for two Reynolds 
numbers. The z coordinate is the spanwise 
coordinate and z = 0 is half way between the 
top (z = -6 inches) and the bottom (z = +6 inches) 
of the channel. The center portion of the 
channel is clearly two-dimensional.
The mean velocity data for four Reynolds 
numbers are shown in non-dimensional wall layer 
coordinates in Figure 9. Except for the Rg =
18.500 data set, complete velocity profiles were
measured and the wall shear stress, t,., wasw
determined by requiring the data for y+ > 30 to 
fit the expression,
U+ = 5.63 log1Q y+ + 5.0 (8)
Here UH = U/u and y+ = yu /x> where u = J t /p.x J J r t v w
In this and in the remaining figures the data 
shown for R0 = 24,700 are averages of the east 
and west wall data. It should also be noted 
that the R = 18,500 data set was essentially a 
replicate of the near-wall and center-line 
points of the 17,700 data set. Thus, for the
18.500 data u was estimated from the shearT
velocity correlation shown later.
There are several important features about
the data in Figure 9. First, the number of
realization, N, varied from a low of 35 for one
center channel point to as many as 250 to 525 for
the near-wall region data. These values of N
are sufficient so that the 95% confidence
intervals for the mean estimates (2) are within
5% of the reported values, for y+ <_ 10 and
within 2% for the rest of the data. Obviously,
for y+ > 30, the data can be made to fit Equation 8
quite well. More importantly using ut determined
from the log fit, the corrected data in the
near-wall region agrees relatively well with the
U’ = y^  line, particularly in the vicinity of y+ = 6.
It is also important to note that the data at
R = 18,500 was taken some six weeks later than e
the data at Re = 17,700 and yet the two sets are 
reasonably good replicates of one another.
Without the biasing correction, all of the
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Figure 7, Symmetry Properties of the Turbulent 
Channel Flow
Figure 8. Two-Dimensional Properties of the Tur­
bulent Channel Flow
Figure 9. Law of the Wall Mean 
Velocity Profile
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mean velocities for y+ <7 would have fallen above 
the U = y line which is contrary to the high 
resolution sublayer data of Eckelmann and Reichardt
(5). The physical magnitudes of the correction is 
shown in Figure 10 while the effect in non-dimen­
sional coordinates is shown in Figure 11. The 
biasing correction has an influence on all of the 
near-wall data. This correction was a maximum of 
13% for the point y+ % 3 and it decreases to in­
significant levels as the root mean square of the 
fluctuation falls below 5% of the local mean veloc­
ity.
The data point at y+ = 2.5 is included to
demonstrate a practical problem associated with
near-wall measurements. For this point, the
probe volume center was only 0.0043 in. from the
wall. Since the probe volume is approximately
0.0075 inches in diameter, its lower bound extends
almost to the wall. Recall that the pedestal
frequency component had to be filtered out of
the raw Doppler burst signal (as shown in Figure 5).
Since the Doppler frequency distribution and the
pedestal frequency distribution overlap for this
near-wall point, the lower filter setting
inevitably filtered a certain amount of the
signals scattered from particles on the lower
edge of the probe volume, near the wall. Thus the
data point at y = 2.5, as well as the R = 55,200 
+ ® 
point at y = 5.2 are biased high.
As mentioned earlier the wall shear stress 
and wall shear velocity were determined from fitting 
the data to Equation 8. The wall shear velocity 
was also estimated from the slope of the velocity 
profile at the wall by using velocity data from y- 
locations near y+ ~ 6 and the wall location. Both 
estimates are compared to data of Hussain and 
Reynolds (7) on Figure 12. Hussain and Reynold's 
shear velocities were determined from pressure drop 
measurements. The agreement between all three 
determinations is reasonably good. This result 
is contrary to and supersedes the results and 
conclusions presented earlier (3).
The root-mean-square estimates of the axial 
velocity fluctuation are shown in Figure 13, The
95% confidence limits for these estimates, shown 
by the brackets, were determined using a chi-squared 
test. They are relatively large because several 
thousand realizations are required to accurately 
determine the standard deviation of these histo­
grams. Following the recommendations of 
McLaughlin and Tiederman (9), no biasing 
correction has been made to these data, The data 
are in reasonable agreement with the high 
resolution data of Eckelmann and Reichardt (5) 
and Hussain and Reynolds (7) except for the few 
points nearest the wall where the finite size of 
the probe volume and the mean velocity gradient 
cause the measurements to be high. This degree of 
agreement is quite significant because the ratio 
of u'/U for most of these points was on the order
0.30, and most electronic frequency trackers will 
not accurately track such large Doppler 
frequency fluctuations.
DISCUSSION AND CONCLUSIONS
The data clearly indicate that individual 
realization laser measurements can be successfully 
made in regions of high turbulent fluctuations. 
Moreover, when the biasing correction is made to 
the data, the individual realization estimates 
of the mean velocity agree well with previous 
time-average measurements. This confirms our 
belief that biasing corrections are necessary 
for individual realization measurements when the 
velocity fluctuations are large. However, with 
a biasing correction, accurate estimates can be 
made-in the near-wall region of turbulent flows.
The diameter of the laser probe volume used 
in this study is an order of magnitude larger 
than the diameter of a hot-wire probe. However, 
there is the compensating feature that no 
physical probe is interfering with the flow. 
Further, there is the potential for reducing 
the practical laser anemometer probe volume by a 
combination of beam expansion and cancellation of 
the pedestal frequencies (8). Moreover, there are 
situations where either the sensitivity of the hot 
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(such as in dilute polymer, drag-reducing flow).
In these cases the individual realization laser 
anemometer should yield better results despite 
the larger probe diameter.
SYMBOLS
N number of individual velocity realizations 
in a set of data
R0 Reynolds number
Td average Doppler period for N realizations
t time
U estimate of the mean axial velocity
U non-dimensional axial velocity
Uavg bulk-average velocity
biased estimate of the mean velocity
IK individual axial velocity realization
II , centerline mean velocity jnax J
time-average velocity
u' root mean square of the axial velocity 
fluctuation
u shear velocityx J
|V. | magnitude of an individual realization of 
the velocity vector
width of channel
y distance from the channel wall, normal
coordinate
y+ non-dimensional distance from the wall
z spanwise coordinate
X wave length of the laser light
0 angle between the intersecting incident
laser beams
p density of fluid
t wall shear stressw
v kinematic viscosity of fluid
io.j weighting function
Y- geometric function of the velocity vector's 
orientation with respect to the probe 
volume
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DISCUSSION
J. H. Whitelaw, Imperial College: You can, if you 
want to, make the control volume a great deal 
smaller. It would require a great deal of mechanic­
al ingenuity. I believe the smallest dimensions 
I recall are 11 microns from Minneapolis in duct 
flow - something like that.
Tiederman: Yes, I should have mentioned that we 
are in the process of constructing beam expanders 
to reduce our probe volume size. We have a 
frequency limitation with our data acquisition 
system and this presents some problems when you 
reduce the size, however, we believe that we now 
have a solution for that difficulty.
Whitelaw: I can extend my sympathy to the gradu­
ate student, I can see why you didn't do 4000 real­
izations.
Tiederman: Actually, Mike has now verified as many 
as 1000 realizations for a limited number of points.
L. L. Lading, Danish Atomic Energy Commission: We've 
made measurements with a volume of about 15 microns.
P. Iten, Brown Boveri Research Center: I'd like to 
make a comment on the volume of measurement. This 
question has arisen many times this morning and I 
guess it's meaningless to speak solely of the opti­
cally given probe volume because the actual probe 
volume is always strongly dependent on how effective 
is your electronics and it depends too on the time 
constant of your electronics. That means that one 
has to know both. Having a large optical probe
volume, as given by the shape of say the surface
?
of where the intensity dropped to 1/e or 1/e , 
picking up just signals with a high intensity you 
can electronically decrease the measurement volume.
Tiederman: I would agree in general. In our partic­
ular case, we estimate our probe volume size by cal­
culating the fringe spacing and by experimentally 
determining the maximum number of fringes obtained 
from our data acquisition system. Most of our sig­
nals have essentially the same amplitude because we
are scattering off particles that are in a very nar­
row size range. Based upon this estimate, we obtain 
an effective probe volume which is certainly depen­
dent upon the seeding and our electronic triggering 
levels.
Iten: But nevertheless, you get different trajector­
ies with respect to the probe volume even for equal­
sized particles and a great variety of different 
amplitudes. Except in this case by discriminating 
you can electronically decrease the measurements.
T. J. Hanratty, University of Illinois: I was won­
dering if you would care to comment on the reliabil­
ity or the accuracy of Rudd's data in view of the 
very careful and painstaking effort that you've made 
in trying to understand all the corrections which are 
necessary to make turbulence measurements close to 
the wal1.
Reischman: We show some very striking differences be­
tween our data and that of Rudd and Logan both. The 
first is in the mean velocity profile. We don't show 
the thickening of the viscous sublayer that has been 
previously presented. The viscous sublayer appears 
similar for solvent or dilute polymer flows. The main 
differences in the mean velocity profile appear in the 
buffer region - that region between the sublayer and 
the log portion. The second difference between our 
data and Rudd and Logan is the difference in the tur­
bulent intensities. When normalized with shear veloc­
ity, our intensities are lower than previously shown. 
The peaks of our turbulent intensities are surpressed 
and less distinct. That is, the maximum values occur 
over a wider range of Y+ than previously indicated.
Tiederman: The main conclusion that we've reached is 
that there is an extended buffer region rather than 
an extended viscous sublayer in drag reducing flows.
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TURBULENCE MEASUREMENTS WITH A SAMPLING LASER DOPPLER VELOCIMETER
P. D. Iten
Brown Boveri Research Center 
CH-5401 Baden, Switzerland
ABSTRACT
A novel sampling signal processor overcomes 
the difficulties encountered with frequency 
trackers in the investigation of unseeded highly 
turbulent flows. This sampling system consists 
essentially of a swept filter, e.g. a standard 
RF-spectrum analyzer, a digital data memory and a 
storage oscilloscope. It is able to determine 
first-order statistical averages of turbulent flows 
with high fluctuation frequencies and amplitudes 
even at very low scattering particle concentrations. 
Since the velocity samples are not statistically 
independent of the velocity, the sampled velocity 
data has to be corrected in order to obtain un­
biased statistical averages. A theoretical 
analysis and experimental investigations of the 
system and its application are given.
INTRODUCTION
The output signal of a laser Doppler veloci­
meter (LDV) is produced by light pulses scattered 
by small particles during their transit time 
through the probe volume. Therefore, a Doppler 
signal is not a continuous wave but rather consists 
of randomly occurring Doppler bursts. Each one of 
these bursts represents a sample of the velocity 
function to be measured. The mean time interval 
between such velocity samples determines the mean 
sample rate which thus depends on the product of 
velocity and particle concentration. In the case 
of time dependent flow, e.g. turbulence phenomena, 
this sample rate, as stated by the sampling
theorem, gives the basic limit for the temporal 
resolution with which a velocity-time function can 
be reconstructed. This limitation - discontinuous 
information flow due to finite particle concentra­
tion - is given by information theory (1) and holds 
for any LDV.
In laser Doppler anemometry one therefore 
usually seeds the flow with artificial scattering 
particles in order to increase the sample rate 
and obtain an information flow as continuous as 
possible. In this case the temporal resolution 
of the LDV is limited only by the response time of 
the electronic signal processor. If seeding is 
not possible, additional limitations, due to 
specific design principles of the different 
classes of signal processing systems, are imposed 
on the temporal fluctuations of the flow velocity.
In this paper the influence of the scattering 
particle concentration on the temporal resolution 
and the measurement accuracy is discussed. Limita­
tions of frequency tracking systems for the 
investigations of turbulent flows are shown and 
compared with two sampling techniques, the gated 
zero crossing detector (2) and a novel sampling 
signal processor for spectrum analyzers (3). The 
latter system will be described in detail and 
experimental results of measurements in an air jet, 




For the present investigations the flow 
velocity "u(t) is assumed to be a stationary random 
process (Figure 1). The corresponding instantaneous 
Doppler frequency, v(t), is related to the flow 
velocity, u(t), by the following well known rela­
tion:
v(t) = k-u(t) = |k| uk(t) , (1)
where uk(t) denotes the component of the velocity 
vector, u(t), in the direction of the sensitivity 
vector, 1c, and the system constant, |k|, is given 
by
|k| _ 2_sin_X  ^ (2)
where 2x and \ are the measurement angle (4) and 
the laser wavelength, respectively.
Hence, v(t) in Equation 1 is a measure for 
the velocity component, uk(t), in the direction of 
the sensitivity vector, k. Since only one-dimen­
sional considerations are made in this paper, for 
convenience, the sensitivity vector, k, is assumed 
to be parallel to the principal flow axis, and the 
index, k, of the velocity component, (t) is 
omitted: uk(t) u(t).
An individual scattering particle may be 
considered as producing a typical signal (ac-term)
1 i ke
in(t) = an(t) cos[2irv(t)-(t-tn)] , (3)
where the envelope a (t) is a Gaussian and depends 
on the Gaussian intensity distribution within the 
probe volume along the trajectory of the n-th 
particle (2). t is the time of occurrence of the 
n-th particle, i.e. the time when the signal 
envelope, an(t), reaches its peak value. The 
frequency, v(t ), in each such signal burst, in(t), 
represents a sample of the random process u(t).
The burst duration, i.e. the width of a (t) is given 
by the particle's transit time
t = 2w/u (4)
where 2w is the width of the probe volume along 
the particle trajectory. The finite transit 
time, t , gives rise to the transit time broadening 
A g v ~ 1 / t  (4,5,6) of the signal spectrum.
The Doppler bursts, i.e. the velocity samples, 
are not equally spaced in time, but occur at random 
times tn whenever a scattering particle crosses the 
optical probe volume. As long as the time intervals 
between subsequent samples
At Vi £ T ’ (5)
in other words for heavy seeding, the individual 
bursts overlap. The signal envelope, a(t), becomes 
a continuous random function and the Doppler signal 
is quasi-continuous in the sense that the proba­
bility P(a(t) < ath) for a signal envelope a(t) 
smaller than a preset threshold level a ^  = 0 
of the signal processor is negligible:
P(a(t) < ath) = 0 (6)
Furthermore, it has been extensively shown (6), 
that in the case where many particles with random 
positions simultaneously traverse the probe 
volume, there are additional sources of broadening 
which contribute to the total spectral width of 
the signal. Especially, the phase fluctuations (6) 
due to the relative motion of the particles simulate 
random velocity fluctuations of the fluid even for 
constant laminar flows. All these broadening 
effects are of major importance for measurements 
in low turbulence intensity flows. They set the 
lower limit for the velocity fluctuations of the 
flowing medium that can be resolved (see Figure 8 
of (6)). Since in this paper high turbulence 
intensity is of interest only, we may, for the sake 
of simplicity, neglect the broadening effects 
mentioned above and interpret the time - dependent 
signal frequency, v(t), as if it was only reflect­
ing the time - dependent velocity component, u(t), 
at the geometrical center of the probe volume. In 
this case the temporal resolution mainly depends on 
the design parameters of the signal processor.
For unseeded flows however the particle concen­
tration is normally such, that the individual
187
u(t)
v ( \ )
Figure 1. Flow velocity, u(t), or Doppler frequency, 
v(t), randomly sampled at times, tn , by 
scattering particles.
Figure 2. Staircase approximation of continuous
velocity-time function, u(t), and measure­




Doppler bursts do not overlap:
At > T (7)
p(a t ) = Ae AAt> ( 1 2 )
The Doppler signal flow is therefore discontinuous 
in time and discrete velocity samples
un = u(tn) = k'1 v(tn) (8)
are obtained.
Obviously, the random arrival of Doppler 
bursts, in(t), is due to the random spatial 
distribution of scattering particles within the 
flow medium. The sample rate, A, depends on the 
particle concentration, C, and the time-dependent 
velocity, u(t):
A(t) = F C u(t) = ttw w  C u (t) . (9)
A y
F denotes the cross-section of the probe volume 
orthogonal to the flow velocity, u(t). For a 
velocity component, Uy(t), in the y-direction, F 
is given by the semi-axes w and wz of the 
ellipsoidal probe volume (4).
Since the samples can be assumed to be 
statistically independent they obey a Poisson 
di stri bution:
p(m,T) (AT)111 -at m! ( 10)
p(m,T) is the probability that m samples occur 
during the time interval T for a process with 
mean sample rate A, where A is given by the time- 
average
t+T t+T
A(t,T) 1T A (t' ) d t1 
t
FC
T u (t') d t1. 
t
01)
Assuming that the velocity, u(t), does not 
considerably change during the time interval, T, 
the approximation A(t,T) = A(t) is permissible. 
Hence, the probability distribution for the time 
intervals At = t +^-tn between subsequent samples 
is easily derived from the Poisson distribution. 
This leads to an exponential distribution (7):
yielding a mean time interval
At = 1/A . (13)
Since the random distribution of velocity samples 
is analytically identical to the photoncounting 
distribution for fluctuating light intensities a 
general solution to this problem can be found in a 
quantum optical textbook (8).
Due to the discontinuous information flow
(At > t ) the temporal resolution with which a
velocity time function u(t) can be reconstructed
essentially depends on the particle concentration
in the sense that the sample rate, A, as given in
Equation 9, has to satisfy the sampling theorem (1)
and is therefore related to the turbulence bandwidth,




If, however, only an estimation of the power 
spectrum of u(t) is to be derived from randomly 
spaced samples, un (Equation 8), the sampling 
theorem, as stated above, must not necessarily be 
satisfied. This has been predicted theoretically 
(9) and recently verified experimentally (10).
It is evident from Equation 9 that in the case 
of an incompressible flow, i.e. time-independent 
particle concentration, C, the sample rate, A(t), 
is linearly proportional to the flow velocity, 
u(t).
Thus the velocity samples, un , are not statis­
tically independent of the velocity function to 
be sampled. Since the sample rate A increases 
with increasing velocity, the sample mean will 
always be biased towards higher velocities with 
respect to the mean of the continuous velocity 
u(t). As will be shown in a later section of the 
present paper, this has to be taken into account 
for the evaluation of statistical averages from 
single particle LDV data.
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Figure 3. Response of a frequency tracker to turbu­
lent flow for different particle concentra­
tions. Upper traces: tracker output,
Uy(t), lower traces: envelopes, a (t) of 
Doppler bursts.
a) quasicontinuous signal
b) signal drop out
c) signal drop out and new search.
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lower traces are the envelopes, a (t), of the 
Doppler bursts, i (t), occurring within the IF- 
filter bandwidth, 6vp. The vertical scale of the 
lower traces equals 0.5 V/div and the threshold 
level, a^, of the tracker is set to 0.1 div. In 
order that signal dropouts are clearly recognized 
on the oscilloscope screen, for explanatory reasons, 
the hold time, xh> is here set much longer than 
required by the sampling theorem of Equation 16, 
i.e. ih >> ts- For heavy seeding as shown in 
Figure 3a, Equation 6 is fulfilled ( A t  < t )  and 
the tracker follows satisfactorily the instantane­
ous flow velocity. If the particle concentration 
is reduced, signal dropout becomes obvious (Figure 
3b) and the tracker remains in the hold mode during 
certain time intervals. For further reduced 
particle concentration the tracker output even 
drops to zero and the tracker has to search for 
the Doppler frequency anew (see also Figure 2).
It is evident from Figure 3 that reasonably 
correct values for mean velocity and turbulence 
intensity are only obtained in the case corre­
sponding to Figure 3a. Only here the velocity 
fluctuations Av and the time intervals At = 
t ,, - t fulfill Equation 23. To correct the 
measured turbulence intensity for transit time and 
gradient broadening see References 6 and 15. For 
the situation shown in Figure 3b one might get a 
reasonably correct mean velocity by averaging, but 
the turbulence intensity as obtained from the rms 
value of the tracker output, will be smaller than 
its true value. Obviously the situation shown in 
Figure 3c (and Figure 2) is far beyond the point 
where a frequency tracker is able to operate 
satisfactorily. Here, neither mean velocity nor 
turbulence intensity can be determined reliably.
The conclusion is that tracking systems are 
only of limited use for investigations of turbulent 
flows. Seeding is in most cases necessary and has 
to be related to the temporal characteristics of 
the flow in order that Equation 5 or at least 
Equation 23 be fulfilled. Furthermore, the 
highest frequencies of the turbulence spectrum 
have to be within the response of the tracking 
loop.
DIGITAL FREQUENCY COUNTERS
An alternative method of frequency determina­
tion is the digital counting of the number, m , of 
signal periods, T^ = 1/v, during a preset time 
interval, Tn < x, of the n-th Doppler burst, in(t) 
(frequency counting), or the counting of the time 
interval, T , equal to a preset number, mn> of 
signal periods, Td (period counting), (2,16).
Both methods yield, for the averaged signal period,
Td
- _-l- v
M Tn c = (ku ) ' n
-1 (24)
where M is the counter reading and T the period n ^
of the digital clock. Due to the digital uncer­
tainty of + 1 count in the counter reading, M , 
the following measurement uncertainty, ST^, for a 
single Doppler burst is obtained:
n
(25)
The digital information of the counter reading 
may be converted into an analog signal (2) in order 
to obtain a staircase approximation of the velocity 
function u(t) (Figure 2).
For continuous Doppler signals (At < t )  the 
system response time is ultimately limited by the 
period time Td of one single Doppler cycle. For 
single burst signals (At > x) the basic limit for 
the temporal resolution is again given by the 
sampling theorem of Equation 16.
In contrast to the tracking receiver the gated 
zero crossing detector accepts any frequency 
sample, v(tn), within its total detection band­
width, B, and, therefore the frequency change, Av, 
(Equation 18 and Figure 2) between subsequent 
Doppler bursts is not limited to a small IF-filter 
bandwidth, 6Vp. Therefore, counting systems are 
less problematic in turbulent flows than frequency 
trackers. However, in order that the staircase 
approximation be a reasonable reconstruction of 
the velocity function, u(t), the basic limitations 
as derived for the frequency tracker, have to be 
observed also.
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The general application of this fast response 
system is somewhat hampered by the following facts:
Since the noise bandwidth of a gated zero 
crossing detector is equal to its detection band­
width, R, noise rejection is rather poor. There­
fore, Doppler signals with high SNR are demanded.
Second, for proper counting of the zero 
crossings a Doppler burst has to be a pure ac- 
signal, as given in Equation 3. Therefore, the 
Doppler signal of a real fringe system (4) must be 
filtered in order to completely remove the signal 
pedestal (17). This necessitates an automatic 
filter bank (2) or balanced optical detection (17).
Third, due to the digital counting with a 
finite clock time, T , zero crossing detectors 
have a rather low upper frequency limit. As an 
example the measurement accuracy for the commonly 
used 8-period-counter (mn = 8) can be calculated 
from Equations 24 and 25. Even for a clock fre­
quency as high as vc = 1/T = 100 MHz, the maximum 
Doppler frequency is limited to v £  8 MHz in order 
to assure an accuracy of Av/v <_ 1%. This limits 
the application to low and medium range velocities.
SAMPLING TECHNIQUES
It has been shown so far that the reconstruc­
tion of the velocity-time function, u(t), from 
discrete frequency samples, v(t ), can be very 
problematic for frequency trackers and counting 
systems. Hence, the processing of this recon­
structed velocity-time function, u(t), might lead 
to considerable errors for the evaluation of 
turbulence characteristics.
In turbulence research it is not the velocity 
function itself which is of primary interest but 
rather statistical averages such as mean velocity, 
turbulence intensity, etc. If the turbulent flow 
is stationary in the statistical sense, at least 
first-order averages can be determined from an 
arbitrary set of discrete velocity samples, un 
(Equation8), as well as from the velocity-time 
function, u(t), itself.
Therefore, appropriate sampling techniques can 
be used to investigate the statistical properties 
of turbulent flows, even in cases where the
scattering particle concentration or the signal 
processor response time does not allow for proper 
reconstruction of the velocity-time function, 
u(t). The optimum sampling system, in the sense 
that it is able to transform the frequency of 
each Doppler burst, in(t), into a velocity sample, 
u , whatever the particle concentration may be, is 
the gated zero crossing detector. Here, the 
natural sample rate, a , as given in Equation 9, is 
not reduced by any filter bandwidth, 6vp. However, 
due to the problems mentioned above, a novel 
sampling signal processor has been conceived and 
realized which is able to determine first-order 
statistical parameters of turbulent flows with 
high fluctuation frequencies and amplitudes even 
at very low scattering particle concentration.
SAMPLING FM WIDE-BAND DEMODULATOR
The properties of this sampling system are 
described extensively in a previous paper (3).
This sampling system has recently been success­
fully used in flow research (18, 19). It consists 
essentially of a swept filter, e.g. a standard RF- 
spectrum analyzer and a storage oscilloscope. As 
shown in Figure 4 the swept filter periodically 
scans the frequency range of interest. When 
coincidence between the swept filter frequency, 
Vp(t), and the frequency of a Doppler burst occurs, 
a frequency (velocity) sample, v(t ) = k u , is 
taken and displayed on the oscilloscope. To 
reject noise the pulse discriminator accepts only 
Doppler bursts the amplitude, a (t), of which 
exceeds a settable threshold level, a,, (3).
The theoretical limit for Doppler frequency 
changes, at which velocity samples can be re­
corded, is given by
(dv/dt)max = (6vF)2 ’ (26)
where 6vp is the bandwidth of the swept filter.
For a frequency range of 100 MHz and a spectral 
resolution of 3% (6v = 3 MHz) Equation 26 yields 
(dv/dt)max = 9 x 1C|15 s"2 = 9 MHz/ys. Frequency
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Figure 4. Block diagram of the sampling FM-discrim- 
inator.
Figure 5. Velocity profiles in an air jet measured 
with the sampling FM-demodulator.
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14 - 2changes per time as high as dv/dt =1 0 s 
100 MHz/ys, which is 10 times the theoretical pre­
diction, were resolved experimentally in the case 
of a good SNR (3). This means that for a typical 
LDV system constant of about k = 1 MHz/ms"1 ,
scattering particles having accelerations up to 
-I 8 - 2100 ms /us =1 0 ms can produce a velocity 
sample.
The disadvantage of this system compared to 
zero crossing detectors consists in that the 
effective sample rate at the output of the swept 
filter is not only given by Equation 9 but also 
depends on the filter bandwidth, Svp, and the 
total sweep range (detection bandwidth), B.
Using Equations 9 and 11, the effective mean sample 
rate for the sampling FM demodulator is approxi­
mately given by
_
A' = FCu , (27)
where u denotes the mean velocity.
With the system sketched in Figure 4 a real­
time display of the velocity samples, un, versus 
time or versus position of the probe volume is 
obtained directly on the storage screen of the 
oscilloscope. Examples of velocity profiles in 
an air jet measured with the sampling FM-demodula- 
tor, are shown in Figure 5. The free stream pro­
file is slowly scanned at different distances 
downstream of the outlet of the nozzle. The 
horizontal deflection of the oscilloscope is pro­
portional to the radial position r of the probe 
volume within the free stream and the vertical 
deflection corresponds to the velocity. In Figure 
5 individual velocity samples are clearly recognized 
as distinct dots on the oscilloscope screen. The 
scatter of these sample points give a direct 
visualization of the turbulence at different posi­
tions. From these profiles the mean velocity, 
u(r), and the turbulence intensity, au(r), can be 
estimated. The accuracy is however limited due to 
the analog representation of the velocity data. 
Therefore, the sampling FM-demodulator depicted in 
Figure 4 has been extended as shown in Figure 6.
This modified version essentially consists of the 
same parts as described in Figure 4. But in addi­
tion to the analog representation of the frequency 
samples, vn , on the oscilloscope, they are digit­
ally processed in a multichannel analyzer in order
to obtain the probability density function (PDF), 
P*(v), of the frequency samples, v . This is per­
formed by sampling the sweep voltage, which is 
proportional to the swept filter frequency, V p ( t ) ,  
at the Limes of coincidence between, v p ( t ) ,  and 
the Doppler frequency with the appropriately 
delayed sampling pulses, U^t). The delay time 
At yields a first order compensation for the 
finite spectral width a$v - 1/t of the Doppler 
signal. After completion of a sufficient set of 
samples, vn? the data stored in the multichannel 
analyzer are fed into a computer for calculation 
of the statistical averages. Since the Doppler 
frequency is given by v(t) = k u(t), the frequency 
PDF, p(v), is identical with the PDF, p(u), 
of the velocity, u(t).
As mentioned earlier (Equation 9), the veloc­
ity samples, u = k  ^ v - independent of whether 
they be taken with a zero crossing detector or a 
sampling FM-demodulator - are not statistically 
independent of the velocity function u(t), to be 
sampled. Therefore, the PDF, p*(u), of the veloc­
ity samples, un, is a biased sample distribution 
and does not lead to the correct statistical 
averages, as would be obtained from the PDF, p(u), 
of the velocity, u(t). However, since the relation 
between the sample rate, A(Equation 9), and the 
velocity, u(t), is known, p(u) can be determined 
from p*(u).
For a unidirectional flow, i.e. u > 0, p*(u) 
and p(u) are related by
P*(u) = “ P(u), or p(u) = jj p*(u) (28)





using Equation 28 and the normalization condition 
for p(u).
From the PDF, p(u) (Equation 28), the first- 
order statistical properties of the turbulent flow 
can be calculated. Mean velocity, H, turbulence 
intensity, au , and turbulence degree, o j u ,  are 





Figure 6. Block diagram of the measuring system con­
sisting of a tracking receiver and a digital 
sampling FM-demodulator.
u u p (u) du
a u
2
assuming uncorreiated fluctuations of the number of 
counts m . in the i-th channel of the multichannel 
analyzer (20). The relative error of the proba­
bility, p ., corresponding to the i-th channel is 
given by
with p(u) du = 1.
Instead of using Equations 28, 29 and 30 for
calculating the unbiased mean U  and variance 0 2
u
from the biased distribution p*(u), a first order 
approximation IT* and au* of u and ou> respectively 
can be obtained directly from p*(u):
u p*(u) du
Api/pi = /m./M = l//p7 , (34)
where H = j m. is the total number of counts.
The calculation of mean, variance and higher 
order moments from the sampling distribution, 
p*(u), is discussed in Reference 21. The relative 
rms error, a u / u , of the mean velocity is given ( 2 1 )  
as
(cu*)2 = / (u-u*)2 p*(u)du , (31)
_ 2
where u* and (a *) denote the sample mean and 
variance, respectively.
From Equations 31 and 28 the following expres­
sion is derived:
u* = up*(u) du = ~  J tf2p(u) du =
' u J
°u 2
u [1 + (^r) ]. (32)
u
This shows that the relative error, (u*-u")/ir, be­
tween sample mean, u*, and true mean, u, is simply 
given by the square of the turbulence degree,
(a /u) . In order that this error be smaller than 
1% the turbulence degree must not exceed 10%.
Solving Equation 32 for u" and substituting 
the unknown au by the good approximation &u* = a , 
yields
Au/u = (au/u)/ /TT, (35)
where au/u is the normalized standard deviation
(turbulence degree) of the velocity. The rms 
2
error, Aa , of the variance can be estimated 
u 2
from the variance, a  , assuming a normal distri­
bution. The relative error Aau/au is then found 
to be
Aau/au = 1  Aau2/au2 = 1//2M . (36)
From Equations 35 and 36 the necessary total number 
of samples M to obtain a desired accuracy for the 
mean velocity and the turbulence degree can be 
calculated. It is advisable to choose the desired 
accuracy very carefully, because the necessary 
number of samples, M, increases as the square of 
the error reduction and so does also the measuring 
time, Tn). This time Tm can be estimated using 
Equation 27.
u = u* (1 + / l  -  4 ( a u * / u * ) 2 )/2  ,  ( 3 3 )
which allows the calculation of the mean velocity, 
u, directly from the sample mean, u*, and variance,
K * ) 2-
For unseeded flows the sample rate, a ', is 
generally very small (Equation 27). Therefore, the 
minimum necessary measuring time, that guarantees a 
desired measurement error, should be known. The 
error of the experimentally measured PDF due to the 
finite total count number can be determined
EXPERIMENTAL RESULTS
The optical part of the laser Doppler system 
used for the measurements is a fully integrated, 
modular optical head (22), operated in the forward 
scattering fringe mode (4). The He-Ne laser in 
the optical head has 5 mW output power. The 
measurement angle is 2X = 16.7°, which yields the 
system constant k = 0.459 MHz/ms-1. The dimen­
sions of the probe volume (4) are 2w = 2w = 75
x y
ym and 2wz = 680 ym.
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The block diagram of the electronic signal 
processing system is shown in Figure 5. The 
Doppler signal, ip(t), is simultaneously fed into 
two different processing systems: the tracking 
receiver and the sampling FM-demodulator. This 
allows an experimental comparison of the perform­
ance of these two techniques for velocity measure­
ments in unseeded turbulent flows.
The tracking receiver part consists of an 
automatic frequency tracker (12) with an analog 
output, Uy(t), for the display of the frequency­
time function and a frequency output for mean 
frequency measurements, Vy = kUy, with a frequency 
counter. The frequency tracker has an automatic 
drop out holder and an automatic signal search (12).
Since both the automatic frequency tracker 
and the sampling FM-demodulator contain as basic 
part a swept filter, one can easily design an 
instrument (12) which can be operated in either of 
the two modes. This means that frequency tracker, 
sampling FM-demodulator, and even spectrum 
analyzer, are operational modes of the same Doppler 
signal processor rather than different instru­
ments .
The first set of experiments was intended to 
check the performance of the described sampling 
FM-demodulator system under conditions where the 
flow velocity can be measured reliably with a 
frequency tracker. For this purpose highly stable 
Karrran vortices (23) in the wake of a tilted 
plate (2) were chosen. Figure 7a shows the veloc­
ity oscillations as measured with the frequency 
tracker in a water flow heavily seeded with 
artificial scattering particles. No signal drop­
outs occurred and therefore the frequency tracker 
continuously followed the flow velocity u(t).
With a Hewlett Packard, Model 3721 A corre­
lator, operated in the PDF-mode, the PDF, p(u), of 
the continuous tracker output, U y ( t ) ,  (Figure 7a) 
was determined. The result is shown in Figure 7b. 
Numerical evaluation of mean velocity, u, and 
standard deviation, a , using Equation 30 yields 
u = 3.69 x 10 2 ms  ^ and a = 5.60 x 10 3 ms "*. 
Without changing the flow conditions, seeding 
was reduced such that only separated Doppler bursts 
at a low rate, A, were observed and the tracker 
immediately stopped working. Now, the PDF, p*(u), 
of the velocity samples, un, was measured with the
digital version of the sampling FM-demodulator 
(Figure 6). The display of the multichannel ana­
lyzer is shown in Figure 7c. Note that the hori­
zontal scales in the two figures 7b and 7c are 
different. Using Equation 31 the sample mean u* 
and standard deviation au* were found to be u* =
3.75 x 10 2 ms"^ and a^* = 5.60 x 10  ^ms \  In­
serting these values in Equation 33 yields for the 
—  -2  -1mean velocity u = 3.66 x 10 ms , which is in 
good agreement with the mean velocity as obtained 
above from the continuous velocity function, u(t) 
(tracker output U y ( t ) ) .
The second set of experiments was intended to 
demonstrate the capability of the sampling system to 
measure the first order statistics of unseeded turbu­
lent flows. For this purpose a turbulent pipe flow 
(24) was chosen. The flow medium was ordinary tap 
water. The pipe diameter was D = 2 R = 22.7 mm, the 
entrance length £/D = 55, and the Reynolds number 
Re = IT D/vu n = 8.2 x 10^. The optical head of the 
LDV was mounted on a translation table to be able 
to scan the probe volume across the pipe diameter.
Two examples of sampled PDF, p*(u), are given 
in Figure 8. Figure 8a shows the expected bell-shaped 
PDF of the turbulent axial velocity component at the 
radial position r = 5.0 mm. At a position r = 10.2 
mm, close to the pipe wall, an unexpected additional 
peak appears in the PDF (Figure 8b), which cannot be 
explained so far. The distributions shown in Figure 
8 consist of about M = 2 x 10^ samples. From the 
PDF, p*(u), shown in Figure 8b, u* = 3.16 ms  ^ and 
ctu* = 0.49 ms  ^ are calculated by using Equation 31. 
Equation 35 then yields for the relative statistical 
error, due to the finite number of samples, a u / u = 1%, 
which is much lower than the other experimental errors.
Figure 8c shows the tracker output, U y ( t ) ,  
corresponding to the measurement point of Figure 8b 
(r = 10.2 mm). Comparison of both figures clearly 
demonstrates that the tracking system is not able to 
instantaneously measure the turbulent velocity. Due 
to the low concentration of the natural scattering 
particles in relation to the fast velocity changes, 
du/dt, the condition of Equation 23 for proper 
sampling of the veloci ty-time function, u(t), is not 
fulfilled. However, since the hold time, t^, (Equa­
tion 17) is set much longer than the mean time 
interval, At (t  ^ »  At), tracking is not interrupted 
but the tracker is locked to the most probable 
Doppler bursts, i.e. to the peak of the PDF of
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Figure 7. Periodic velocity variations of Karman 
vortices in the wake of a tilted plate
a) tracker analog output, Uj(t): horiz. 
0.2 s/div, vert. 4 kHz/div (k-1 = 
2.17 x 10-3 ms-VkHz)
b) velocity probability density function 
(PDF), p(u), obtained from the con­





Figure 8. Velocity measurements in turbulent water
pipe:
a) velocity probability distribution, 
p*(u), at r = 5.0 mm measured with the 
sampling FM-demodulator: horiz. 12.8 
kHz/channel, center at 1.92 MHz, vert. 
128 samples/div
b) p*(u) at r = 10.2 mm measured with the 
sampling FM-demodulator: horiz. 26 
kHz/channel, center at 1.15 MHz, vert. 
128 samples/div
c) analog output of tracker with drop-out 
holder for velocity measurement at r = 
10.2 mm, horiz. 50 ms/div, vert. 40 
kHz/div.
c) velocity PDF, p*(u), obtained with the 
sampling FM-demodulator: horiz. 0.31 
kHz/channel, center at 17.5 kHz, vert. 
64 samples/div.
2 0 0
Figure 8a. Therefore, the tracker output, U^(t), as 
shown in Figure 8a is a random staircase function 
with relatively small fluctuations about the mean.
Hence, averaging this staircase function (or 
counting the frequency output, vy) during a suffi­
ciently long time interval yields a zero order 
approximation of the mean velocity, u. This means, 
that even in unseeded turbulent flows frequency 
trackers can be used, but only for the estimation 
of mean velocities triangles in Figure 9a).
However, turbulence intensities obtained by measuring 
the rms value of the ac- part of this staircase 
function, UT (t), are drastically reduced with respect 
to the true values calculated from the PDF, p*(u).
By stepwise scanning the optical probe volume 
across the flow pipe, sampled velocity distributions, 
p*(u), for different radial positions, r, have been 
accumulated. Mean velocity, u*, and turbulence 
intensity, au*, are evaluated numerically by using 
Equation 31. The results are shown in the mean 
velocity profile, IT*(r), and the turbulence intensity 
profile, a *(r), of Figures 9a and b, respectively. 
These first-order approximations could have been 
corrected by using Equation 33 in order to get u(r) 
instead of u*(r). However, since the difference 
(u*-u)/u is less than 4% for any point of the profile 
and since the long term stability of the flow rate 
was of the same order, it was felt that a correction 
would have been meaningless. Furthermore, due to 
the short entrance length of t/D = 55, comparison 
with Laufer's data (24) would not have been possible, 
anyhow.
CONCLUSIONS
It has been shown (Figures 2 and 3) that the 
reconstruction of the velocity-time function, u(t), 
from discrete velocity samples can be very problematic 
for frequency trackers and to some extent also for 
zero-crossing detectors. Seeding with artificial 
scattering particles is of utmost importance. The 
particle concentration has to be related to the 
temporal characteristics of the flow (Equation 23). 
Therefore, tracking systems are only of limited use 
for investigations of turbulent flows.
It has been verified experimentally that the 
sampling FM-demodulator system is a powerful tool 
for turbulence measurements with laser Doppler 
velocimeters even in unseeded flows with very low
particle concentrations. Since the sampling FM- 
demodulator is based upon a scanning RF-spectrum 
analyzer, frequency ranges up to the GHz-region can 
be covered. Moreover this sampling technique is 
practically independent of the upper frequency limit 
of the turbulence spectrum. The sampling FM- 
demodulator has been combined with a multichannel 
analyzer which stores the sampled velocity data in 
the form of a probability density function (PDF).
In a one-dimensional model it has been shown that 
for incompressible flows, i.e. time-independent 
scattering particle concentration, the velocity samples 
are ncrt statistically independent of the velocity 
function to be sampled. Therefore, the sample mean, 
as derived from the PDF stored in the multichannel 
analyzer, is always biased towards higher velocities 
with respect to the true mean of the continuous 
velocity, u(t). Correction formulas for this velocity 
bias have been established and experimentally verified 
in Ka'rman vortices (Figure 7). The relative error 
between sample mean and true mean is simply given by 
the square of the turbulence degree.
Relations have been derived for the total number 
of velocity samples needed to assure results with a 
desired accuracy. The number of samples needed to 
determine the mean velocity increases with increasing 
turbulence degree, whereas the number of samples 
needed for calculating the turbulence intensity is 
independent of the flow.
Comparison of frequency trackers with sampling 
FM-demodulators show in general good agreement for 
mean velocity measurements. However, only sampling 
systems can measure reliably the turbulence intensity 
in unseeded flows.
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an(t) envelope of Doppler burst
a ^  threshold of signal processor
B detection bandwidth, frequency range of
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Figure 9. Statistical averages calculated from the 
probability density function, p*(u), for 
a turbulent pipe flow measured with the 
digital sampling FM-demodulator.
a) radial profile of the mean velocity, IT
b) radial profile of the turbulence inten-
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concentration of scattering particles
diameter of flow pipe
probe volume cross-section orthogonal to 
flow
Doppler signal of n-th particle 
sensitivity vector
system constant, defined by Equation 2 
entrance length
total number of samples in multichannel 
analyzer
counter reading for n-th particle
number of samples in i-th channel of 
multichannel analyzer
number of counted or preset signal 
periods
probability that signal envelope, a(t), 
drops below threshold
probability that time interval At is 
smaller than hold time, t )^
probability corresponding to i-th 
channel of multichannel analyzer
rms error of p^













PDF of velocity function, u(t)
PDF of velocity samples, un 
PDF of frequency function, v(t)
PDF of frequency samples, vn 
radial position of probe volume 
Reynolds number 
period of digital clock 
Doppler period
mean Doppler period averaged over Tn
measuring time of counter
time of occurrence of n-th Doppler burst
time interval between subsequent bursts
mean time interval
sampling pulses of sampling FM- 
demodulator
UT(t) output voltage of tracking system
u(t) flow velocity, stationary random process
uk(t>




u* velocity sample mean
AU rms error of mean velocity
W half-width of probe volume along 
particle trajectory
wx ’V Wz
semi-axes of elliptical probe volume
A (t) time-dependent mean sample rate of 
Poisson Process
A(t,T)=A time-averaged mean sample rate, A(t), 
defined by Equation 11
A' effective mean sample rate as seen by 
sampling FM-demodulator
A laser wavelength in flow medium
v(t) Doppler frequency
Av frequency change between subsequent 
bursts
V transit time broadening
vc
frequency of digital clock
VF
center frequency of IF- or swept filter




(dv/dt)T slew rate of tracker
°u
turbulence intensity
o*,, turbulence intensity derived fromu sample distribution, p*(u)
A au
rms error of turbulence intensity
T particle transit time
Td
delay time of sampling pulses, U-j(t)
Th
hold time of tracker
Tt
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DISCUSSION
J. H. Whitelaw, Imperial College: I distrust your 
statement about cleanliness of Swiss water. Is it 
possible that you had a finite and sizeable discrimina­
tion level built into the tracker system?
Iten: You always have a discrimination level.
Whitelaw: I agree, for instance, if you use the 
two trackers which we've had available to us recently, 
the Disa tracker or the Chernies Consultant tracker in 
water flows, one will give a dropout of around 2l 
and the other one of around 80l. I was wondering if 
it's that that makes your signal look discontinuous 
in your water flow?
H. M. Nagib, Illinois Institute of Technology: My 
question deals with your counting system. I think 
it's interesting to find out what kind of frequency 
response you can get out of it; how fast for example 
can we follow this?
Iten: I think you can probably track it a lot faster 
than the particles can follow it. It's generally the 
particles that are going to cause the biggest 
trouble, particularly in air kinds of flow.
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An analysis of a laser anemometer is given.
The anemometer is based on the cross correlation 
of the random signals generated by the scattering 
from - and/or extinction of - two parallel laser 
beams. The basic set-up is compared with the laser 
Doppler anemometer.
It is shown that the correlation function 
exhibits a broadening and generally also a skew­
ness - equivalent to the broadening (transit time) 
and skewness (velocity gradients) of the Doppler 
spectrum.
The conditions for "instantaneous point" 
measurements are derived.
It is shown how a particle (drop/bubble) size 
versus particle velocity spectrum can be obtained 
by appropriate electronic filtering before tne 
signals are correlated, provided the particle 
diameters are much larger than the beam diameters.
A specific application in a two-phase flow is 
described.
INTRODUCTION
Several authors have proposed and used corre­
lation techniques for flow measurements (1, 2, 3, 
4). The basic idea is that two transducers are 
placed in the flow separated by a distance, n, in 
the direction of the flow; the random signals of 
the two detectors are correlated and will then 
generally exhibit a maximum which for a constant 
velocity gives the transit time between the two 
transducers.
The transducers may be two parallel laser beams 
of which the extinctions and/or scatterings are 
detected. Such a "laser correlation anemometer" 
(LCA) can be used to obtain much of the same 
information as can be obtained with a laser 
Doppler anemometer. We shall here analyze a laser 
correlation anemometer and compare it with a 
Doppler anemometer.
It will be shown how a particle size versus 
particle velocity spectrum can be measured.
We shall finally look at an example of the 
LCA1s application in a two-phase flow system.
BASIC SET-UP
Our considerations are based on a configura­
tion as shown in Figure 1. The beam splitter 
divides the laser beam into two beams of orthogonal 
polarization. The first lens changes the direc­
tions of the two beams so that they are parallel 
and focuses them at the plane of measurement.
There may be some additional optical equipment 
at the transmitter side in order to get elliptic 
spots instead of circular spots in the focal 
plane (Figure 2). Elliptic spots are desirable 
if the velocity direction is different from that 
given by the two focal points. (To get the full 
velocity vector, though, would require at least 
two more channels). The second lens collects 
the signals and makes an image of the two spots 
at two matched pinholes followed by two photo­
detectors. In ihe case of disturbances (particles,
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Pinholes
Figure 1. Basic optical set-up.
Figure 2. Beam spots in the focal (measuring)
plane a. circular and b. elliptic spots.
Figure 3. Correlation curve obtained with an H-P
3721 A correlator. The scattering medium 
is a rotating Perspex disc.
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etc.) with a diameter smaller than the focal spots 
the directly transmitted beams may have to be 
blocked in order to reduce detector shot noise 
and/or avoid saturation of the detectors. This is 
conveniently done by placing an aperture stop at 
the intersection of the two collected beams. In 
the case of a backscattering set-up this is of 
course not a problem.
The separation between the two channels is here 
obtained by the spatial location of the two beams 
and by the spatial filtering of the receiver. In 
environments with large scale fluctuations of the 
refractive index, there may still be a consider­
able (unwanted) cross-coupling between the two 
channels. This may be eliminated by polarization 
filters in front of the two detectors so that 
detector 1 will only respond to light originating 
from beam 1 and detector 2 will only respond to 
light from beam 2.
The set-up shown in Figure 1 differs optically 
from the set-ups in References 2 and 4 in that the 
beams are focused and the receiver has a spatial 
filtering ability. This is essential for obtain­
ing a good spatial resolution. The configuration 
in Reference 1 employs two crossed beams. This 
will also give a spatial filtering, however, 
which could be improved by using focused beams and 
spatial filters in the receivers.
It should be mentioned that the field distri­
bution of this set-up can be considered as the 
Fourier transforms of the time-independent field 
distribution in a differential Doppler set-up 
(see also Appendix C).
THE CROSS-CORRELATION
We shall now analyze the basic set-up in 
Figure 1 and derive an expression for the cross­
correlation of i-j(t) and i2(t) both when the 
velocity is constant and in the presence of 
velocity fluctuations. We shall limit ourselves 
to a two-dimensional analysis and comment on the 
implications of a three-dimensional set-up 
(Appendix A).
Let the laser beam be of Gaussian shape. The 
intensity distribution in the focal plane can
then be written as
1 2 2
I(x,y) = I, + I? = — --g- [exp(-----+
2, rQ
exp(-t* - 4 -  -J~> ] 
ro
where the origin is in the center of Spot 1; rQ 
is the focal radius.
The photocurrent of detector 1 caused by the 
scattering of a particle with a radius much 
smaller than rQ is
U t )  = K exp(-x^ D  y 2(t)) (2)
ro
where (x(t), y(t)) is the position of the particle 
and K is given by the power of the beam, the 
scattering cross-section of the particle, the 
f-number of the receiver lens, and the sensitivity 
of the detector (cf. Appendix A, Equation a3 with 
z = 0). Let (x(t), y(t)) = (vt, y) where v is a 
constant, we then get
"i2(t) = ii (t - ro) (3)
where t q = t/v.
Now let us assume that a large number of 
randomly distributed particles are present, all 
moving with the same velocity v_ = (v,o). The 
cross-correlation of i-|(t) and i2(t) is
R12(t ) = i-|(t) i2(t + t ) (4)
where the "bar" denotes time average. Substituting 
Equation 3 into 4 yields
R12(t) = i-|(t) ii(t + t - tq) = R1](t - xQ) (5)
i.e. the cross-correlation is given by the auto­
correlation of signal 1 (or 2) displaced by an
amountT . Since an autocorrelation function of o
a random signal obtains its maximum value when
0)
207
the argument is zero, then the maximum of R ^ t ) 
must be its value at t  = t  , i.e. at a delay equal 
to the transit time between the two "spots".
The photocurrent caused by the particles 
passing the measuring volume through the "tube" 
given by y + Sy/2 and 0 + <5z/2 is given by
i-] (t) = 2 ik(t - tk) (6)
where ik(t) is given by Equation 2 with = (vt,y). 
tk is the time at which particle k is at r = (o,y). 
The autocorrelation R^ T. y) can then be found by 
the use of the generalized Campbell theorem (5):




i 1 q (t,y) i 10(t + x,y)dt
(7)
where i-]0(t,y) is the normalized "one-particle 
current" (i.e. a = 1), <a> is the (ensemble) aver­
age of the scattering cross-sections, and a is the 
mean number of particles passing the "tube" per 
unit of time; a is given by:
a = v-c • 6z • 6y = vc'Sy
where c is the particle concentration.
The contributions from each tube element have 
to be summed,i.e.
R-|-j (t ) = (i-| (t))2 +
Fourier transform of Equation 9 and get:
Rn  (T ) = T i 7 ) 2 + ( ^ V ^ 4 e x p ( -  - 4 )
4F 8 it r 2a
where A = r /v.o
Using Equation 5 we get
O kAl r\ | 2 ( x  - T )
R12( 0  = ( T ) 2 + (— ^ - ) 2 ^ 2^  e x p ( -  --------- T ~ )  (10)
4F^ 8tt r 2
This expression for R(t) resembles the 
expression for the Doppler spectrum, $ (u), ob­
tained with a Doppler anemometer (6). We note 
that the width of R(t) is proportional to tq, just 
as the Doppler spectrum is proportional to u0 .
But the area of the Doppler spectrum (its power) 
is independent of ojo , whereas the area of R(t ) is 
proportional to t - its height being constant. 
Quite naturally the correlation depends on 
neither the value of the (constant) velocity nor 
on the beam spacing. Figure 3 shows an example of 
a cross correlation curve.
In Figure 4 is shown the computed normalized 
covariance (i.e. the normalized dynamic part of 
R-|2) for various spatial velocity distributions 
v_ = (v(y),o). It will be noted 1. that the 
maximum correlation decreases with increasing 
spatial velocity gradients, 2. that the curves 
generally exhibit a skewness, and 3. that the 
maximum of ^ ( t ) is generally different from that 
value of t which is given by the average velocity.
vc < a 2 > i i o ( t , y ) i10(t + t ,y)dtdy ( 8) VELOCITY FLUCTUATIONS
Only the last term in Equation 8 is of interest for 
the present discussion. This term (the covariance) 
can be found by calculating the power spectrum of 
i](t,y), which is given by (5):
$ (w,y) = vc1 <a2> | F {i]Q(t,y)} |2 (9)
where F Ii10(t,y)} is the Fourier transform of 
il0(t>y); then we use the Wiener-Khinchine rela­
tions and find R-i^ t ) by taking the inverse
Until now we have assumed that the velocity, v, 
is independent of time. We shall now see what 
happens when the velocity fluctuates. It will be 
assumed that the beam spacing is so short that 
velocity gradients between the two 'spots' can be 
neglected.
It is important here to realize that the 
scattered light is not caused by fluctuations in 
the refraction index of the fluid, but is given by 
an 'incoherent' superposition of the scattered 
light power from different particles. This is an
208
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Figure 4. Computed normalized covariance functions 
for various spatial velocity distribu­
tions. The beam spacing £ is equal to 
1 unit length and the beam radius
r = b. 
o
Computed normalized covariance functions for 
various Gaussian velocity probability distri­
butions. The beam spacing l is equal to one 
unit length and the beam radius rQ = b. The 
mean velocity is assumed to be 1 unit length 
per unit time.
Figure 6. Computed normalized power spectra for 
various Gaussian velocity probability 
distributions. The proportionality 
constant between the Doppler frequency 
cop and the velocity v is assumed to be 
1 reciprocal unit of length. The beam 
radius is 1/b.
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$T2-j(“) “ .^j (u) | H (to) |2 e ia)Ti
(2i;
-j 3 . cod . 2
Cst. vi • c' ^-1 sine (t^ -1)] |H(co) 2 -  i ojt .e 1
We note that for a fixed velocity the bandwidth 
of 112i(“) inversely proportional to the 
particle diameter.
Let H(co) represent a bandpass filter with the
center frequency to and bandwidth 610 «  610 . ,.M J 0 signal
Equation 21 can then be rewritten so that
* 1 2 i ( “ ) = I]-j (“ 0) IH(to) I^ e_ i “ Ti (22)
and by taking the inverse Fourier transform we 
can wri te (ji^ . (t ) as
<f> 12i (T) " F  ^^4> 1 2i  ^ = 
Ili'(w0)f(T " Ti ^ C0S(“0(T ‘ Tj))
(23)
where f(x - x.) is a truncating function with the 
following characteristics:
f(t - ) f formax T = Ti
f(x - x .) -+ 0 both for t » and t ■+ -<»
The width of f(x - x. )  is roughly given by 6x »
2tt/6o).
Now, to obtain a particle size versus velocity 
spectrum, we adjust the filters to a specific 
center frequency and record the correlation curves. 
The maximum (or maxima) of ^ ( x )  at x. will give 




where f = 2tt-m . By successive measurements with 
different settings of the bandpass filters we can 
then obtain a size vs. velocity spectrum.
It should be emphasized that two particles of 
different sizes giving power spectra of equal band 
width cannot also have the same velocity, i.e. the 
particles are either separated in the frequency 
domain, which allows a separation before the 
correlation is performed, or in the x domain, which 
allows a separation after the correlation has been 
performed.
Experimental Verification - The flow is 
simulated by two thin, closely spaced rotating 
Perspex discs on which small randomly distributed 
paper discs are glued. The paper "particles" of 
the first Perspex disc are 1.19 mm in diameter, and 
on the other they are 1.80 mm in diameter. The 
velocities of the Perspex discs can be regulated 
i ndependently.
The measuring set-up is characterized by a 
10-mm beam spacing and a focal "spot" 100 u in the 
x-direction and 2 mm in the y-direction.
Figure 7a shows the correlation function with 
no prefiltering. The smallest particles are here 
moving faster than the larger ones.
Figure 7b shows the correlation function with 
prefiltering where f = 20 kHz. We see that the 
second top has almost disappeared.
The next figures (7c-f) show how the ratio 
between the two peaks changes as the center fre­
quencies of the filters are changed.
In general, Figure 7 shows how the contribu­
tions from the two discs can be separated if the 
power spectra are of different bandwidths. Now, 
there must obviously exist a ratio between the 
velocity of the discs where the ratio between the 
two correlation peaks is independent of the pre­
filtering, and this ratio must be equal to the 
ratio between the diameters of the two kinds of 
"particles": in that case the bandwidths of the 
signals generated by the small and the large 
particles respectively are equal. The two veloci­






Figure 7. Correlation curve obtained with two 
closely spaced rotating discs with 
particles of different size. The beam 
spacing is 10 mm and the focal "spot" 
is 100 u in the flow direction. The 
scale is 100 ys/div. a. no filtering,
b. f. prefiltering with bandpass 
filters with (b) f0 = 20 kHz, (c) f0 = 
10 kHz, (d) f0 - 5 kHz, (e) f0 = 2 kHz 
and (f) IkFIz,respectively.
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Figure 8. Simulated fuel rod in an annulus
geometry. The diameter of the rod and 
the inner diameter of the tube are 17 mm 
and 27 mm,respectively.
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a condition, and the ratio between the velocities 
was found to be 0.65 and the actual ratio d^/d2 = 
0.66.
EXAMPLE OF AN APPLICATION
We have used an LCA for measurements in a two- 
phase flow surrounding a simulated fuel rod 
(Figure 8) and succeeded in measuring the average 
in-core velocity. A typical correlation curve is 
shown in Figure 9a. The measured values are in 
rather good agreement with the calculated ones (a 
numerical difference of less than 10%). Of 
special interest were the measurements in a set-up 
with an eccentrically placed rod. For a variety 
of flow conditions the velocity was measured as a 
function of angular position (around the rod); an 
example is shown in Figure 10.
A few words about the difficulties in a measur­
ing environment like this might be useful. The 
spatial resolution is much poorer than it should 
be according to simple calculations, especially 
in the z-direction. The main cause is probably 
the disturbances of the beams by the outer-water 
film. In our first set-up both beams had the same 
polarization. In some cases we experienced a 
considerable cross-coupling between the two 
channels - the recorded curve looked like a 
superposition of an auto- and a cross-correlation 
curve (Figure 9b). The introduction of 
orthogonal polarization removed this problem.
The experimental set-up and some (non-laser) 
measurements are described in Reference 9.
CONCLUSION
A laser correlation anemometer has been ana­
lyzed. The correlation function has been treated, 
both in the case of constant and fluctuating 
velocity. The concept of broadening has been 
introduced in a way equivalent to that normally 
used in connection with the laser Doppler anemom­
eter. It has been shown that velocity fluctua­
tions within the averaging time and space will 
usually provide a correlation curve of a certain 
skewness. The conditions for an instantaneous
point velocity measurement have been derived in 
terms of the flow parameters.
A method for obtaining a particle size vs. 
particle velocity spectrum has been devised.
In order to overcome the problem of flow 
directions different from that given by the two 
focal points, elliptic 'spots' could be used. 
Alternatively, it might be possible to obtain a 
probability distribution for the direction of 
the flow by measuring the relative peak amplitude 
of the correlation curve for different measuring 
directions (circular 'spots'); this can be done 
by turning the instrument around its optical 
axis.
It might be appropriate to make a few remarks 
about the LCA vs. the LDA. It is difficult to 
obtain the same spatial and temporal resolution 
with an LCA as can be obtained with an LDA, how­
ever, the LCA will work in a "tougher" environment 
than the LDA (tougher with respect to disturbances 
outside the measuring volume and with respect to 
large particles in the measuring volume).
In the analysis given here of a velocimeter 
based on transit time measurements by optical 
detection it has been assumed that laser beams 
are used, but this is not necessary. Incoherent 
light might be used, it might even not be 
necessary with two transmitted beams - a lens plus 
two pinholes are enough to define two points in 
space which then just have to be illuminated in 
some way. But it might be difficult to get enough 
scattered power without laser beams, and if we 
want high spatial and temporal resolution and/or 
perform the described particle size vs. velocity 
measurements then diffraction-limited focusing 
might be necessary, which will require coherent 
light.
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SYMBOLS
r. = (x,y,z) Position vector
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Figure 9. Correlation curves obtained by in-core 
measurements (Figure 7) a. orthogonal 
polarization of the laser beams; b. 
parallel polarization. The beam spacing 
is 2.6 mm. The spots are elliptic with 
a size (outside the flow) of 0.1 mm x 
2 mm.
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Figure 10. In-core velocity vs. angular position.
pinhole plane
— d etecto r
0
focal plane lens radius = a




I (x,y) intensity distribution
I0 transmitted laser power
r0 local radius of the laser beams
% beam spacing
K = kap A
I0
4F2 O 22iTr0
k detector sensitivity (amps/watt)
an scattering cross-section of theP P'th particle
A area of receiver aperture
F focal length of receiver lens
V particle velocity
T time delay
T transit time between the two0 'spots'
R(t ) correlation function
n scattering efficiency, i.e. the 
ratio between the incident power 
and the power scattered per unit 
of solid angle
I (a.) unfiltered power spectrum
^(w) filtered power spectrum
f frequency (Hz)
U)— 2 7T f
H (to) filter transfer function
h(t) impulse response of the filter
to0
center frequency of H(u)
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APPENDIX A
The photocurrent caused by a small particle 
with position vector r_ = (x,y,z) is calculated.
It is assumed that geometrical optics can be 
used for the calculations. This is reasonable if 
the aperture of the collecting lens is much 
larger than the diameter of the laser beam at the 
lens plane.
The intensity distribution at the pinhole 
plane, caused by the scattering from a very small 
particle, is (See Figure 10)




— the (two-dimensional) posi­
tion vector at the pinhole plane 
A is tne area of the lens 
F is the focal length of the lens 
a is the scattering cross-section of the 
particle
Kz is the radius of the "image spot"




We see that in general the expression for i 
contains a weighting function given by the integral 
(convolution) of Equation a3. If <z << b, i.e. 
z - 0, then the weighting function will be just 
the pupil function of the pinhole, and if b > 2r , 
then Equation a3 turns into Equation 2.
The width of this weighting function will 
always be larger than the width of the pinhole 
pupil function, but its maximum amplitude will 
decrease as the image spot increases (larger z).
If the image spot is much larger than the pinhole, 
then the weighting function can be approximated by
fa2/Kz = (2Fb/az)2-
If the collecting aperture is much larger than 
the beam diameter - which we have assumed - then 
the focal depth of the receiver will be so short 
that it is reasonable to assume that the intensity 
distribution of the incident beam is independent 
of z.
Consider an example: let. the pinhole diameter 
be 0.2 mm and 2F/a = 5, we then find a focal 
depth 6z = 1 mm - we have (arbitrarily) taken those 
values of z for which the image spot equals the 
pinhole as the limits.
APPENDIX B
Calculation of var ( t q ) .  Let 3 = var [ t ] , 
we then have
f(tq) _ (to + 3) = e
Expanding ^(t + 3 ) yields
H t q ) -  * ( t q ) +  \  < f  (T q ) 3 2 - ... = e
Neglecting terms of higher order than 2 gives 
(using Equation 10)
if z «  F. a is the radius of the lens aperture.
In order to find the photocurrent we have to: 
1. multiply Equation al by the pupil function of 
the pinhole, 2. integrate over the detector area - 
which is supposed to be larger than the pinhole - 
and 3. multiply by the detector sensitivity, k. We 
get
i k I-| (rj [ -j- circ 
4F^ J 7tk2
IK - K I
K, b
where b is the radius of the pinhole pupil
-|di<2 (a3) 
function.
[var(^o)]2 = 32 = 2 £a2.
APPENDIX C
The correlation principle can also be used 
with only one detector: Let the light signals 
passing the two pinholes be mixed (incoherently) 
at a detector. Straightforward calculations then 
give that the autocorrelation of the output is
R(t ) = 2R.j-j (t ) + Ri1(tq-t ) + R] 1 (t+tq) (cl)
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where R ^ ( t ) is the autocorrelation obtained with 
only one channel.
The expression in Equation cl is of the same 
type as the spectrum obtained with a Doppler set­
up. It is clear from Equation cl that the sign of 
the velocity is unknown and that in case of a large 
broadening the undisplaced part of the curve might 
interfere with the displaced parts - just as in a 
laser Doppler anemometer. The system analyzed in 
this paper is analogous to the pedestal removing 
set-up as it has been described in Reference 10; 
this Doppler set-up can also give information about 
the sign of the velocity (11).
DISCUSSION
V. W. Goldschmidt, Purdue University: At the end 
of your talk you suggested that one of the advant­
ages of this over the usual laser-Doppler veloci­
meter is the fact that you can work in flows with 
large particles. Having measured such flows with 
large particles and now happily out of that, I 
can tell you with some, a lot, of assurance that 
if you get anything above 20-30 microns, probably 
you will not find that they follow anything but 
their own whims.
Lading: That's certainly true, but one of the 
reasons why we want to use this system is to measure 
the slip of the particles. We used it in the two- 
phase flow where we had droplets and we wanted to 
get an impression about the velocity distribution 
of the droplets. The smallest particles, we 
believe, came at velocities which represented the 
actual flow or the one-phase velocity, the gas 
velocity, and the larger particles had lower 
velocities. To determine the particle/droplet 
size versus velocity was actually one of our 
objecti ves.
J. W. Dunning, NASA Lewis Research Center: The 
spatial Fourier transform of those other fringes 
is two points, so this instrument is the Fourier 
transform of a normal Doppler anemometer and should 
be able to measure the same kinds of things.
Lading: I missed that point, I should have mentioned 
it. It is a spatial Fourier transform. If you trans­
form frequency into time delay or transit time it 
gives the same kind of information as the Doppler 
velocimeter.
S. J. Kline, Stanford University: Kovasznay keeps 
going around the world saying he reserves the right 
to Fourier transform any piecewise continuous 
function. That's certainly true. Maybe we should 
also say we reserve the right not to Fourier trans­
form anything if it doesn't fit. I think what 
Goldschmidt is saying in part is that if you've got 
some fluctuations that only go for a short time you 
don't have enough length of record for the Fourier 
transform to mean anything. There are two conditions 
you have to have. One of them is it has to go on 
for a reasonable number of cycles and the other is 
you have to have some, in effect, frequency locking 
and a constant frequency if you can expect the 
Fourier transform to tell anything. These are 
exactly the two things that you don't have for some 
short burst characteristics.
Lading: I agree, you can truncate a function so 
much that the Fourier transform essentially is given 
by the truncating function and not by the signal.
But we are not talking about transforming short 
bursts, but simply stating that this set-up is a 
spatial Fourier transform of a laser Doppler 
anemometer (it goes on the optics), and that this 
fact implies a certain analogy between the two set­
ups.
Dunning: You're taking a spatial Fourier trans­
form of something that may be a 100 cycles or 200 
cycles in extent. It's not Fourier transforming the 
flow properties.
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DESIGN CONSIDERATIONS FOR A LASER DOPPLER VELOCIMETER
Leroy M. Fingerson 
Thermo-Systems Inc.
2500 Cleveland Ave.
St. Paul, Minnesota 55113
ABSTRACT
In optimizing an instrument design, it is 
important to differentiate between the theoretical 
limitations of the technique and apparent limita­
tions that can be reduced or eliminated by design. 
In the laser-Doppler anemometer, the theoretical 
limits are associated with the fact that particle 
velocity is the measurement rather than fluid 
velocity. The accuracy and speed of the particle 
velocity measurements do not appear to have 
theoretical limitations. Therefore, instrument 
design must concentrate on improving the measure­
ment of particle velocity.
A complete system has been designed to optimize 
accuracy, speed, convenience, and flexibility in 
measuring particle velocity. The problems inherent 
in transferring from particle velocity measure­
ments to fluid velocity measurements such as 
turbulence are discussed. It is shown that both 
drop-out percentage and samples per second of the 
inherently discontinuous signal are important.
INTRODUCTION
The laser-Doppler velocimeter has proven to be 
a valuable tool for measurements in both gases and 
liquids. The absence of any probe in the flow is 
attractive for minimizing flow disturbances and 
for very corrosive or otherwise difficult fluids. 
The small measurement volume and good frequency 
response give data that was generally available 
only with hot-wire anemometers. Therefore,
comparisons with the hot wire are both inevitable 
and important.
In theory the laser velocimeter is linear, 
needs no calibration, and measures a single velo­
city component independent of other fluid properties. 
On the debit side, it measures particle velocity 
rather than fluid velocity and the signal is 
inherently discontinuous. In common with the hot 
wire, the measurement volume (or wire size) limits 
the resolution for both mean velocity in a steep 
velocity gradient and turbulence.
From the point of view of instrument design, 
it is important to minimize the inherent errors or, 
if this cannot be done, make it easy to identify 
them. The various errors have already been treated 
quite extensively in the literature, perhaps par­
tially because a technique finally became available 
to validate hot-wire data. In the following, the 
errors will be discussed only as they affect the 
design of the optics and the signal processor. In 
addition to minimizing errors, the function of 
instrument design is to permit maximum flexibility 
in application while maintaining operating simplic­
ity.
Unless identified otherwise, the dual beam 
system is used when discussing various properties 
of the laser velocimeter. The dual beam system 
is both the most flexible and permits description in 
terms of "fringes". In addition it is easy to align 
and is more widely used than either the reference 
beam or dual scatter modes.
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THEORETICAL CONSIDERATIONS IN LASER VELOCIMETER 
MEASUREMENTS
The discontinuous nature of the signal is per­
haps the most difficult problem with the laser 
velocimeter. This is true both in instrument 
design and in the proper handling of the data.
Other considerations include the size of the 
measuring volume and the relation between particle 
velocity and fluid velocity.
Figure 1 shows a typical Doppler signal from 
a single particle traversing the "fringes" in a 
dual beam system. The average frequency in Figure 
1 is directly proportional to the average velocity 
of the particle as it traversed the measuring 
volume. With multiple particles in the measuring 
volume, the output will essentially be a number 
of Doppler signals similar to Figure 1 but 
randomly superimposed on each other. In water 
measurements, natural particle concentration is 
normally high enough so the latter occurs. In 
gases, only one particle of useful size is gener­
ally in the measuring volume at any one time. 
Assuming the particle concentration and size is 
under control (preferable when possible) by 
filtering and subsequent seeding, there are two 
choices:
1) Seed such that there is no more than one 
particlein the control volume at any one time.
This technique is acceptable as long as the 
maximum response is consistent with the data rate. 
The instrument should be designed to obtain 
accurate measurements on individual particles and 
minimize any associated errors.
2) Seed with so many particles that there is 
essentially a continuous signal.
The problem here is that the particles enter­
ing and leaving the measuring volume have random 
phase. In addition, the signal amplitude from a 
particle is small as it enters, increases to a 
maximum, and decreases again due to the Gaussian 
intensity distribution of the laser beam. With 
several particles in the measuring volume these 
effects can cause a fictitious variation in fre­
quency that will look like velocity changes to 
the signal processor.
Of course, when naturally occurring particulates 
are used one has no choice about seeding density.
In addition to seeding density, particle size 
is also very important. In liquids, most particles 
follow the flow so problems with particle size are 
primarily related to "noise" due to very small 
particles and the general reduction in signal qual­
ity due to a wide range of particle sizes. In gases, 
the low density and potentially high acceleration 
rates cause an additional concern about the parti­
cles following the flow (2, 9).
The measuring volume is "shaped" as shown on 
Figure 1. If the diameter of the laser beam is d^ 
and the intersection angle is <j> then:
d
^m ~ sin <j)/2 ^^
dm = cos 1/2 ^
In addition to the above measurements, the "effec­
tive" volume will also depend on the minimum signal 
amplitude that can be measured and the number of 
Doppler cycles required for a valid signal. One 
representation of the diameter, d , at the focal 
point is (4)
da (3)
This diameter is calculated to include all of the 
beam that is greater than 0.1 percent of the center- 
line intensity.
The dimensions n and d basically control the 
size of the measuring volume, although as pointed out 
later the receiving optics can exercise some addi­
tional control.
Optical System
Figure 2 shows the optical system set up in the 
dual scatter mode. Both the integral collector in 
backscatter and the separate receiver for other 
collection directions, including direct forward 
scatter, are shown.
The integral backscatter mode (Figure 3) re­
quires only one window to the test section and its 
rigidity permits measurements in difficult
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Figure 2. Laser Optics Showing the Dual Scatter 
Mode in Both Forward Scatter and
Backscatter
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The calibration factorfora focusing lens is (3)environments with minimal alignment difficulties. 
Where the scattered light is sufficient to give 
an adequate signal and the measuring volume length 
is not a problem, this configuration is preferable.
The separate collection module (Figure 4) is 
utilized in direct forward scatter when the 
strength of the scattered light is an important 
factor. In addition, for small beam angles it is 
often useful to minimize the effective value of
by not collecting the light "in line" with the 
focusing optics (Figure 5). Of course, care must 
be taken to select an angle where the strength of 
the scattered light is adequate.
The focusing optics includes the single-prism 
beam splitter shown on Figure 6. This configura­
tion has the following features:
1) On axis location permits changing the 
measuring direction without a change in the loca­
tion simply by rotating the beam splitter.
2) Alignment accuracy (accuracy of beam 
crossing) is established by the beam splitter.
3) Equal path lengths of the two beams aids 
coherence with multi-mode lasers and thereby 
signal quality.
Besides its use in finding velocity maxima, etc., 
Item 1) can be used to obtain Reynolds stress 
with a single laser system (Appendix I). Detents 
are provided at 45° intervals to further simplify 
this procedure. The fact the measurement loca­
tion does not change is important both to avoid 
the necessity of realignment and also because 
exact adjustment to the same location would be 
very difficult.
The importance of Item 2) is primarily one of 
convenience. Once the beams are split into two 
truly parallel beams by the prism beam splitter, 
the beams always cross properly when a focusing 
lens is attached in front of the beam splitter.
Of course, a test section window of sufficiently 
poor quality could conceivably deflect the beams 
differently. In practice this has not been a 
problem even with circular tubes as long as the 
beam enters on a tube diameter. In the event 
the problem does arise, a simple flat plate 
deflector can be utilized to correct one of the 
beams.
f = 2 1
U X — — ---- 7f
/l + (F/dr
(4)
where the standard value of d is 25 mm while with 
the angle reducer d is 11 mm. Therefore, for the 
three lenses provided (120, 250, and 600 mm focal 
length) the nominal calibration factors are 1.55 
m/s/MHz, 3.18 m/s/MHz, and 7.6 m/s/MHz respectively. 
At 2 KHz, this gives a minimum velocity of 3 mm/sec. 
For convenience the actual intersection angle, <f>, 
and distance from the front of the lens to the 
focal point, F^ are etched on each lens holder.
To increase the maximum velocity range, a 
prism "angle reducer" (Figure 6) is inserted 
between the beam splitter and the focusing lens.
This reduces the spacing to 22 mm and changes the 
nominal calibration factors for the lenses to 3.47 
m/s/MHz, 7.20 m/s/MHz, and 17.3 m/s/MHz. At 50 
MHz, this gives a maximum velocity of 860 m/s 
(2840 ft/sec).
In the normal use of the optics, determination 
of the number of fringes and the measuring volume 
is easy once a laser has been selected. First, 
the number of fringes is
NFR = dfT ^
Since
df " 2 sin <j)/2
Combining Equations 2 and 5 gives:
N
10. _
FR _ it D 1/e
(6 )
Therefore, the number of fringes depends only on
the initial beam spacing (2d), and the laser beam
diameter, D, . .1/e
For aperture size, the magnification equation 








Figure 3. Configuration for Dual Beam
Figure 4. Front Scatter Configuration of Dual Beam
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Figure 5. Reducing Effective Length lm , by
Selecting Light Collection Direction
B EA M
Figure 6. Prism Beam Splitter and 
Prism Angle Reducers
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It is easily shown that dm « since cos <j>/2 > 
0.97 for the largest angle, <t>, of 24°. Therefore 
from Equations 2 and 7,
da (8)
The aperture diameter is dependent only on the 
laser beam diameter and the focal length, F , of 
the lens focusing the scattered light onto the 
aperture.
In backscatter, the same lens used for focusing 
also collects the scattered light. Therefore, 
with constant F= the aperture size remains con-a
stant independent of the focusing lens used or, 
for that matter, the initial beam spacing. By 
matching the collecting lens on the separate re­
ceiving optics to the focusing lens, again the 
aperture size remains constant.
In practice the aperture is made somewhat 
smaller to include only light of higher intensity 
than 0.1%. The factor of 0.7 was selected, making 
Equation 8 for the actual aperture diameter:
da (9)





For the 15 mw Spectra Physics laser, = 0.55
and A = 632.8 nm. With Fo = 200 mm then:a
d, = 0.4 mm = 0.010 inchesa
for d = 25 mm
NpR = 100 O D
For d = 11 mm
N =44 nFR
The above numbers represent actual values used in 
the optics. The aperture size remains constant
for a given laser and the number of fringes has 
one of two values depending on whether the prism 
angle reducer is used.
In the backscatter mode, the value of F, (200a
mm) is made up of two lenses - a piano convex lens 
and a piano concave lens. Besides reducing the 
module size, the use of the two lenses helps re­
duce spherical aberration.
To illustrate the simplicity of calculating 
measuring volume dimensions, assume the use of the 
250 mm focusing lens with the 5 mW laser and 
"standard" optics. The value of d^ from Equation 
7 is






sin <j>/2 6.3 mm (13)
If the angle reducer were used, the length would 
have been 16 mm with a corresponding reduction in 
fringes from 100 to 44.
On the photomultiplier, the aperture is a 
circular flat plate with a hole. Therefore, it is 
easily changed to accommodate different lasers. 
Also, the separate receiving optics permits values 
of Fa from 25 mm to 350 mm to accommodate a variety 
of special set-ups. A mount for 25 mm diameter 
optical filters is provided on both the forward 
scatter and backscatter modules.
The optics is also designed to be used in the 
reference beam and dual scatter modes. Again, the 
fixed beam splitter makes the alignment simple 
while maintaining good signal quality. The 
modular design also adapts easily to special 
optics configurations.
Signal Processor - Tracker
The term signal processor as used here refers 
to the electronic package that converts the fre­
quency output of the photodetector to a signal 
proportional to velocity. The processor must also 
have provisions for handling the inherently discon­
tinuous signal. Other useful features of the 
signal processor include the ability to extract
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the signal from noise, frequency response (or 
maximum sample rate), tracking range, and "capture" 
range.
Although the signals are inherently discon­
tinuous, most available instrumentation for turbu­
lence analysis operates on continuous signals. 
Therefore, when the particle concentration is 
sufficient it is very desirable to have a "con­
tinuous" output to simplify data analysis. At 
the same time, when particle concentration is low, 
statistical analysis must be used to properly 
evaluate the data (7,8). Then it is important 
that the signal conditioner provide the required 
data for the subsequent statistical analysis.
A frequency tracker, whether frequency locked 
loop or phase locked loop, is most easily adapted 
to continuous signals. In designing a tracker 
for LDV measurements a considerable amount of 
attention must be given to insuring that it will 
operate properly with low particle concentrations 
and to incorporating suitable data validation 
techniques.
Figure 7 shows a block diagram of the TSI 
tracker while Figure 8 shows the front panel con­
trols. A phase locked loop (PLL) is used as the 
basic detector. A wide tracking range is pro­
vided by a frequency locked loop that mixes the 
Doppler frequency into the range of the PLL. A 
"lock detector" on the PLL gives a logic signal 
that indicates whether the loop is "locked on" to 
a signal.
Two sample and hold circuits are provided on 
the output. This allows holding the last reading 
while sampling and validating the next one. Using 
this procedure the output is not "continuous" but 
instead is basically a sampling procedure where 
a new sample is started every 10 cycles of input 
frequency as determined by a counter that is reset 
by the lock detector. The counter in turn counts 
Doppler cycles as reconstructed by a digital mixer 
from the outputs of the two voltage controlled 
oscillators. The output validation procedure 
then works as follows:
1) The counter starts when the PLL is "in 
lock" and one of the output sample and hold 
circuits samples while the other is "holding"
the last valid reading.
2) After eight cycles of an "in lock" condition 
the sampling circuit goes to the "hold" position.
3) After two more cycles of an "in lock" con­
dition the sample/hold circuit with the new data is 
switched to the output, the other sample/hold cir­
cuit is made available to sample the next data 
point, and the counter starts another cycle.
4) A "drop out" on the phase lock loop stops 
and resets the counter.
Therefore, with the above procedure the PLL must 
be "in lock" for 10 cycles of Doppler before the 
signal is validated. The actual signal is the 
value after sampling for 8 Doppler cycles.
The above procedure has the following advant­
ages:
1) Requiring 10 Doppler cycles without a 
"drop out" greatly reduces the possibility of 
tracking random noise.
2) Sampling only for the first 8 Doppler 
cycles prevents an output signal from the PLL just 
as it is about to lose lock.
The output signal, of course, represents discon­
tinuous "steps". This is convenient for 
statistical data taking. Filtering the signal 
will give a "continuous" output when the data 
rate is sufficient.
Each of the three tracker ranges permits 
following flows with over 100:1 change in velocity. 
However, for low particle concentration the 
maximum velocity change between successive 
particles is + 5 per cent of full scale for each 
range. This is also the "capture" range or the 
velocity range a particle must be in relative to 
the last particle "sensed" for the loop to lock 
on to the signal. At 5 per cent of full scale 
the capture range becomes nearly + 100 per cent 
of reading.
Frequency response of a tracker is rather 
difficult to define in hot-wire anemometer type 
terms. Assuming a continuous input signal the 
maximum data rate is 1.8 x 106 data points per 
second. The output amplifiers respond up to 100 
KHz and the PLL has a 200 nanosecond risetime. 
Realistically, all this means is that the actual
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Figure 7. Block Diagram of Tracker
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Figure 8. Front Panel of Tracker
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response is primarily limited by the concentration 
and size distribution of the particulates in the 
flow.
Figures 9 and 10 are oscilloscope traces of 
the tracker operating from a signal generator. On 
Figure 9, the tracker is in the middle range (20 
KHz to 5 MHz). The FM range on the figure is from 
120 KHz to 3 MHz. The line on the bottom repre­
sents zero voltage. Figure 10 shows the output at 
smaller amplitude and with the sample rate set 
such that the "sampling" feature of the tracker 
is evident. Each "line" in the picture represents 
10 cycles of Doppler frequency.
Signal Processor - Counter
A second technique for processing signals from 
a laser anemometer is the "count" system. In this 
technique, the time for a given number of Doppler 
cycles is measured. The inverse of this time is 
then proportional to velocity. References 1, 5, 
and 6 discuss the basic technique in some detail. 
Therefore, the following will be primarily con­
cerned with some recent improvements.
Figure 11 shows a block diagram of the TSI 
Model 1094 while Figure 12 shows a sketch of the 
front panel. As shown on Figure 11, between the 
level detector and output D/A converter all of the 
processing circuitry is digital. Therefore, the 
converter by its very nature operates well on 
individual particles and the output is in discreet 
data points.
A fundamental advantage of the count system 
when compared with trackers is that a new velocity 
reading does not depend on previous readings. On 
a tracker, there is always a "capture" range.
When the tracker is "holding" a reading, the next 
measurement must not exceed a given velocity change 
or the unit will ignore the reading. A counter 
has no such limitation and, if the input filter 
does not interfere, can "capture" any particle 
velocity within its entire frequency band.
The above capability has not always been 
completely available due to:
1) The necessity to switch output ranges 
manually.
2) Accuracy limitations on the dividing
circuit used to convert from time to velocity.
On the Model 1094, the range switching is auto­
matic. In other words, after data validation the 
binary digital output gives only the 10 most 
significant bits plus an exponent indication (4 
bits). With this technique the entire range of 
the instrument is always available with the 
optimum scaling. To further enhance accuracy, 
the division on the Model 1094 is done digitally.
Even then, only eight bits are significant on the 
velocity output versus ten on the time. For 
additional convenience in computer interfacing a 
sync signal and data inhibit line are provided.
To validate the data, the time for five Doppler 
cycles is compared with the time for eight Doppler 
cycles. This comparison is also done digitally.
Here the primary advantage is speed, the data con­
version time being 1 us. This allows treating the 
data as continuous at the analog output when the 
particle concentration is sufficient.
In addition to the digital display of velocity
or time, a digital meter is provided to display
either data rate or percent validated signals.
The data rate is the number of validated samples
4 6and auto ranges between a full scale of 10 or 10 
samples per second.
In gases, it is often desirable to make meas­
urements in sonic or supersonic flow. Among the 
other problems are a very high Doppler frequency 
if the measuring volume is kept small and the 
number of fringes maintained at a reasonable level. 
The upper frequency limit of 100 MHz assists in 
this type of measurement. The clock frequency 
determines accuracy for individual particles at 
high Doppler frequencies. Averaging of bit error 
makes mean velocity measurements less sensitive to 
clock frequency. Compressible flow is of particular 
interest in laser anemometry because of the prob­
lems of using other techniques, particularly hot­
wire anemometers, in this flow region.
CONCLUSION
The significant parameters associated with one 
optics design have been discussed. These include 












Figure 10. Output of Tracker Showing Sampling
Feature Figure 11. Block Diagram of Model 1094 Count System
Figure 12. Front Panel of Model 1094 Count System
Figure 1-1. Direction Measurement Using
Beam Splitter Rotation of - 45°
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size, and beam splitting technique. The same 
optics, when utilized in the reference beam or 
dual scatter modes, give the same measuring volume 
and number of Doppler cycles per particle.
For measurements of turbulence, both the 
particulates and the type of signal processor 
influence the results. In air flows, seeding is 
desirable so the size and concentration of the 
particulates can be controlled. Ideally, uniform 
size particles entering the measuring volume one 
at a time with a minimum time between particles 
would give the best results. In practice, this 
ideal must be severely compromised.
Two types of signal processors are discussed. 
The tracker type does a good job of extracting the 
signal from background noise but has a limited 
"capture" range. The count type system has a very 
wide capture range, limited only by the input 
filtering. The optimum processor depends on the 
requirements of the specific application.
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d diameter of laser beam at crossing point
that includes points of intensity greater 
than 0.1 per cent of the centerline
d„ diameter of measuring volumem 3
D, , exit laser beam diameter that includes
' points of intensity greater than 1/e of
the centerline
f frequency, Hz
F focal length of beam focusing lens
Fa focal length of focusing lens for
scattered light
Np^ number of fringes in measuring volume
X wavelength of the light
<)> angle between incident beams
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APPENDIX I
EXAMPLE MEASUREMENTS OBTAINED BY ROTATING-BEAM 
SPLITTER
Mean velocity (direction and magnitude) in a 
plane and correlation measurements can be made 
with a single anemometer by rotating the beam 
splitter to the +45° positions. Figure 1-1 shows 
the configuration where a single fringe (spacing 
= df) is shown'in both the + 45° and the - 45°
directions from the reference line. The reference 
direction might be established by the tunnel 
centerline or some other physical reference point.
Mean velocity could be established simply by 
rotating the beam splitter until a maximum reading 
is found. Although this is adequate for mean 
velocity magnitude, it is a relatively insensitive 
procedure to obtain direction. Therefore, the 
following technique gives much more accurate 
direction measurements in a plane.
From Figure 1-1, the following Eqs. can be 
written:
U-| = U cos (a - 3) = U (cos a cos b +
sin a sin 3) 1-1
Subtracting VA = — —  (U, + U?)
A n  1
v„ = — (u, + u„) 1-8
A / T  1 1
Treating Eq. 1-6 similarly gives: 
VB = 7 =  (ul ' U2}
Squaring and averaging Eqs. 1-8 and 1-9:
VA = 1  U^1 + ulu2 + u2^  1-10
vg = \  (U2 - u ^ 2 + Ug) i-n
U2 U sin (a - 3) = U (sin a cos f
cos a sin 3) 1-2
VB = U sin 8
1-3
VA U cos 8 1-4
If we let a = 45°, then
u i  = 7 = ( ' a *  V
Taking the difference:
vA - VB = V 2 1-12
This gives the cross correlation u.u, from two mde-
2 2 ' Lpendent measurements, v^ and Vg. One laser 
anemometer and one mean-square (or rms) meter is 
the only equipment required.
7 F (#a - V
1 - 6
Therefore, the sum of the velocity readings gives 
the V, velocity component and the difference the 
V2 component. This defines angle and direction for 
two dimensions. The flow angle, 3> is
1 VR
tan''3 = r r  
VA
The net effect is an accurate determination of mean 
velocity and direction of flow in the plane of 
rotation of the laser optics.
Rearranging Eq. 1-5 and writing with mean 
values plus a fluctuation term gives:
VA + VA ~  (U-|f l  1
+ un + lb + u2) 1-7
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ABSTRACT
This paper discusses the various considerations 
leading to the optimization of a laser Doppler 
anemometer for measurements in the flows of gases, 
liquids, and solids. The requirements placed on 
the various parameters of the optics by the experi­
ment are discussed in general for different modes 
of operation. Expressions determining these optical 
parameters in certain instances given by various 
authorities are presented and compared. This 
includes such topics as: laser power, particle 
size, measuring volume size, optical variation in 
transmitting and receiving optics, and photodetector 
selection.
INTRODUCTION
Since the first published laser Doppler ane­
mometry (LDA) measurements in 1964 by Yeh and 
Cummins (1), the use of LDA has grown significantly 
and has received much attention as to theoretical 
foundations. There are some significant differences 
in the various analyses but in general, these 
differences only appear as small factors in the 
final results. It is useful for those starting in 
this field to have a general treatment and presenta­
tion of those parameters which are important to 
making an LDA measurement. We will present in this 
paper some of the important equations and show 
references where more information and detailed 
analysis may be found.
SELECTION OF MODE OF OPERATION
In considering the LDA for a particular 
measurement, one of the preliminary decisions that 
must be made is what optical mode of operation 
should be used for a particular measurement. There 
are three basic modes currently in widespread use. 
These are: the reference beam mode, the differen­
tial beam mode and the dual beam mode. Each of 
these modes has its own particular advantages and 
disadvantages and can be optically arranged to 
operate in either forward or backscattering opera­
tion. There have been some other modes of opera­
tion suggested. These are minor variations of one 
of the above techniques to achieve lower noise 
signals or multi-dimensional measurements (2-3).
The first mode we will discuss will be the 
Reference Beam Mode which was used for most of 
the early experiments in LDA (1). Although there 
are various methods of implementing the reference 
beam mode, the DISA Optical Unit permits imple­
mentation as shown in Figure la. In this mode of 
operation, one beam of laser light is admitted 
directly into the photodetector and is called the 
reference beam. A second beam, called the 
scattering beam, has an intensity of about two 
orders of magnitude more than the reference beam.
The scattered light from particles in this beam is 
collected by the receiving optics and heterodyned 
in the photodetector with the reference beam which 
acts as a local oscillator. This mode is useful 
where scattering center concentrations are fairly 
high. It is also the least critical as far as 
alignment required to obtain a good heterodyne
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Va. Reference beam mode b. Differential Mode




c. Dual Beam Mode d. Differential Backscatter Mode
Figure 1. Optical Configurations
Figure 2. Typical Fringe Pattern
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signal. Usually, a neutral density filter is 
placed in front of the reference beam to provide 
variable attenuation for maximum signal/noise 
ratio. The Doppler frequency is given by:
fd = (1)
A more popular mode of operation is the 
Differential Beam Mode. This mode is also called 
the dual scatter mode (4), the two-beam mode (5), 
and the fringe mode (6). Again, there are differ­
ent methods of implementing this mode optically, 
but the DISA System is implemented as shown in 
Figure lb and is representative of optical con­
figurations. This mode has the advantage of a 
good signal/noise ratio from a low scattering 
particle density and also permits the use of a 
large receiving lens to collect the scattered 
light. In essence, it is simply making a compari­
son between scattered light resulting from two 
individual scattering beams. Because these beams 
have different direction vectors, the scattered 
light from one beam will be shifted up in fre­
quency, while the other will be shifted down in 
frequency as seen by the PMT. It should be noted 
that in the absence of particles the photomultiplier 
current is zero and that the Doppler frequency is 
independent of the placement of the PMT. Note also 
that the optical receiver may be constructed to 
admit light from a large solid angle. Because a 
large amount of light may be collected, this 
system produces, in most instances, a signal/noise 
ratio which is greater than comparable reference 
beam systems when the scattering particle density 
is low.
The differential mode is also referred to as 
the "fringe mode" because the two beams interfere 
with each other, destructively and constructively 
and form a spatial interference fringe pattern at 
the volume which is defined by their intersection. 
Figure 2 shows an actual magnified projection of 
this fringe pattern. It has been shown (5), that 
the fringes have a spacing of:
2 Sin 0/2 (2)
If a particle passes through this fringe pattern, 
it will scatter light from the bright fringes at 
a rate equal to:
fd (3)
If these fringes are aligned in the X-Y plane and 
a particle with a velocity in the direction of the 
X-coordinate passes through these fringes, it will 
reflect light with a frequency given by:
Uv 2 Sin e/2
•P =  *  / A \
Equation 4 shows that the frequency seen by the 
photodetector as a result of a fringe model is 
identical to that expected from Doppler considera­
tions (see Equation 1).
The final mode of operation is called the 
Dual Beam Mode and is shown in Figure 1c. This is 
also referred to as the "one-beam anemometer" (5). 
In this mode, one laser beam is focused at the 
measuring point and two rays of scattered light 
are collected and combined on the photomultiplier. 
This system finds its best application where 
simultaneous multi-dimensional measurements are 
desired. Two-dimensional measurements are possible 
because light can be collected in two planes which 
are mutually perpendicular and combined by two sets 
of optics to provide signals related to two 
orthogonal velocity components.
SELECTION OF LASER
When selecting a laser for use with an LDA 
system, one should consider the following five 
parameters: useable power, coherence, mode 
structure, wavelength and beam size. The required 
power of the laser is somewhat hard to define 
because it is a function of the optics used, the 
accessibility of the laser beam to the flow 
phenomena, the scattering particle parameters, and 
the photodetector sensitivity at its assigned 
location in the experiment. There have been 
generalizations made and estimates have been 
derived for a given situation. Reference 7 gives
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the following equation for the approximate power 
required in a given experiment:
PL - 7 T
a ?
1CT R-|L hv fd
nq nc Qscatrp Nfr
(5)
Of the eight terms in Equation 5, two are 
difficult to evaluate and these two are: the 
scattering coefficient Qscat and the efficiency 
of the light collecting system, nc- These quantities 
are best evaluated experimentally. Evaluation of 
the remaining terms is less complex, although not 
trivial.
Let us define for the purpose of this paper 
that the radius of the focused laser beam is given 
by:
The value of the scattering coefficient QSCat 
and particle radius rp are dependent upon the 
particular scattering particles in use. The values 
of both Qscat and rp ma.y also be distributions. We 
will, however, use an average value of the distri­
bution in our calculation since the scattering 
particles currently being used for LDA measurements 
have a range of value between 0.10 - 10 microns in 
diameter. Let us, for our calculation, use a 1 
micron particle and assume the scattering coeffi­
cient is 3 as suggested in Reference 5. The 
number of fringes in Nfr for a given optical 
system is given by:
'fr
10 Fq tan(e/2) 
it d. (7)
For average values of 6 there are on the order of 
100 fringes in the measuring volume.
If we substitute the expressions found above 
for the different variables in Equation 5, we have:
P >
4-10 FQ he Ux cos 0/2
d  ? 2
u n n Q j. r d, q c scat p L
(8 )
For average values used in the DISA LDA System, 
we find the value of laser power as a function of 
velocity is approximately 0.33mw/m/sec.
The important thing about Equation 8 is the 
form rather than the exact value predicted. It is 
important to note that higher power lasers are re­
quired for greater focal length and higher veloci­
ties. It is equally important to note that a 
higher scattering efficiency, particle diameter, 
and laser beam diameter result in lower required 
power.
Another consideration in the selection of the 
laser is the selection of wavelength of the laser. 
The laser's wavelength is of importance since the 
wavelength enters into the evaluation equation, 
(Equation 1). It can be seen from this equation 
that lasers operating in the red region in the 
spectrum produce lower Doppler frequencies for a 
given velocity than do those lasers operating in 
the blue region.
WAVELENGTH IN & MAXIMUM POWER
Helium-Neon 6328 50 mW
Argon 4880 & 5145 15 W
Helium-Cadmium 4416 50 mW
c o2 10600 300 W
TABLE I
Table I shows the common lines of operation 
for the different types of lasers presently in 
typical LDA systems. A tabular listing of available 
lasers may be found in Reference 8.
The final consideration is the ability to 
detect the laser light after it has been scattered. 
Most photomultipliers with the S-20 response will 
respond adequately to laser light in the visible 
region, although they have a peak at approximately 
4000 A with a quantum efficiency of about 20%.
Other photomultiplier's photocathodes have peaks 
that are somewhat more broad or located in different 
areas of the spectrum. In general, the photomulti­
pliers tend to peak more toward the ultra-violet 
region of the spectrum, whereas solid state photo­
detectors can operate better in the infrared 
region. Because photomultipliers have the ability
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to multiply photoelectrons with relative low noise, 
these are primarily used in LDA systems. However, 
the recent advances in sol id state photodetectors 
make them appear to be more attractive than they 
were in the past.
Lasers used in most LDA systems operate in 
the TEMoo mode. This mode of operation produces 
a beam which has a Gaussian intensity distribu­
tion. It is possible to operate the laser in 
other modes (9), but the resulting output is 
not suitable for LDA applications. Mode structures 
are of importance in that multiple frequency 
operation of the laser may produce spurious 
signal frequencies in the region where LDA 
measurements are made. These spurious signals 
most often appear at a frequency given by:
Further problems arise because these modes are 
not equally spaced as predicted in Equation 9, but 
rather slightly more or less than this. The re­
sulting difference in frequency may then appear 
very low in frequency and may wander somewhat in 
time (10). This problem can be solved by the 
use of an etalon within the laser cavity which 
effectively puts all the power of the laser into 
one particular mode which is tuned by the etalon.
SELECTION OF TRANSMITTING OPTICS
The term "transmitting optics" is used here 
to indicate those optics which control the 
direction and shape of the laser beam illuminating 
the measuring volume. The analysis is valid for 
all three modes of operation; that is, reference 
beam, differential beam in forward and backscatter 
operation.
The first general consideration in the selec­
tion of transmitting optics is the required focal 
length of the lens since that quantity determines 
the distance between the transmitting optics and 
measuring point. There are, however, occasions 
where measurements are to be made in high velocity 
flows where a small angle is desired so that the
Doppler frequency is kept low. On these occasions, 
a longer focal length lens is used so that the 
scattering angle is made smaller.
Another consideration in the selection of the 
scattering angle is the relationship between the 
particle size and the scattering characteristics 
as a function of the scattering angle. One of the 
most straight-forward techniques used to match the 
scattering angle to the particle size is that 
presented in Reference 7. Here, using the fringe 
description of the system, particle size is 
approximately matched to the fringe spacing in 
the measuring volume. It is reasoned that maximum 
amplitude modulation of the light reflected from 
the particle as it passes through the fringes is 
obtained when the particle size is small enough 
such that it does not overlap adjacent bright 
fringes. It is suggested in Reference 7 that the 
particle size be made approximately 1/8 of the 
fringe spacing. This implies:
rp = 16 Sin(6/2)
This value of the particle size has not been 
documented well as being optimum, however, most 
experiments which approximately fulfill this 
requirement have yielded good signal/noise ratios.
The final consideration in the selection of 
the transmitting optics is the size of the measur­
ing volume that will result. Obviously, the 
experimenter desires sufficient spatial resolution 
to take accurate data points for his given experi­
ment.
The measuring volume referred to above is 
defined as that region in space where the Doppler
signal received by the photodetector is at least
2
1/e of the maximum value that can be obtained. If 
we neglect the effects of the receiver optics and 
only consider the intersection of two beams of 
light with a Gaussian intensity distribution, we 
find that application of the above definition will 
result in the description of an elipsoid of rotation 
as shown in Figure 3. The dimensions of this 
volume are:
d! = k ( ID
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yd-j_ = k diameter
d, - k = diameter
2 C o s (9/2)
d - k = diameter
S i n (9/2)
r D i D V II ° XW h e r e  k  =
7r dL
of e l lipsoid on z axis 
of e llipsoid on y axis 
of elli p s o i d  on x axis
Note: A l l  beams are in x-y plane.
Figure 3. Dimensions of Measuring Volume
fd A fd ^ 1
2 S i n (0/2) 2 Sin(9i/2)
a = k C o t ( Q t /2) 
2
Sin(9i/2) = ^  S i n (9/2)
n l





y = __ jj
3 Sin (0/2)
Where
already been described in general above. The
(12) variable f/number of the receiving lens permits 
adjustment of the intensity on the pinhole as 
well as the depth of field of the focusing lens.
(13) This permits optimization of the signal/noise 
ratio for a given experiment.
The pinhole used in the receiving system
(14) permits only light from the measuring volume to 
fall on the photodetector. The size of the pin­
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(18)
A final point is the effect of different 
indeces of refraction upon the measurements. In 
a common LDA application, water is contained be­
tween two walls as shown in Figure 4. (For 
simplicity, we will neglect the effects of the 
different index of refraction due to these walls. 
The correct solution simply requires application 
of the above equations to the wall region.) If 
we apply Snell's Law to Equation 1, we find 
that:
2 Sin(e/2) 2 Sin^/2)
Where the subscript indicates a media other 
than air, it is most convenient that Equation 1 may 
be evaluated ignoring the different index of re­
fraction. The location of the measurement may be 
written as:








The optical system used to collect the 
scattered light from the measuring volume has
It shall be noted that if the ratio of F and
s
Fp are held constant, the same pinhole can be used 
for different focal length lenses of the transmitting 
and receiving optics. Equation 18 also indicates 
that different beam diameters will require differ­
ent pinhole sizes.
SUMMARY
The total design considerations are far more 
complex than shown here. However, the above analysis 
should help the growing number of new users of LDA 
systems who are unfamiliar with the design criteria 
but have a system, purchased commercially or 
perhaps inherited from some predecessor. Much 
more detail can be found in the literature. There 
is little experimental knowledge which would show 
the superiority of one analysis over others. Hope­
fully, authors will compare their analyses and 
resolve their differences to the point where the 
literature can be more clearly understood by new­
comers to the field.
SYMBOLS
d-| , d^, d dimensions of measuring volume (see 
u Figure 3)
p
d^ laser output beam diameter at 1/e
poi nts
d fringe spacing
Fq focal length of transmitting optics
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SYMBOLS (cont.)
f frequency of Doppler signal
-34
h Planck's Constant (h = 6.62559 x 10
J-Sec)
F  , ¥  unit vectors which describe the
1  ^ direction of propagation of the inci­
dent and scattered 1ight,respectively
L length of laser cavity
number of fringes in the measuring 
^fr volume
laser output power
0  ^ the scattering coefficient
vscat
r diameter of focused laser beam at
focal point
r radius of scattering particle
P
U velocity vector of scattering particle
U component of U perpendicular to
x fringe pattern
V volume of measuring volume
n the overall quantum efficiency of the
0 photodetector
n the efficiency of the light collecting
c system
e the angle of intersection
A the wavelength of light
v the frequency of the light (v = c/a )
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DISCUSSION
D. K. McLaughlin, Oklahoma State University: In re­
gard to the formula for laser power, I think it is 
very important for design consideration. If I use 
the formula on the experiments that I was doing where 
I had velocities on the order of a millimeter per 
second that would tell me that I could use something 
like a half microwatt laser and I don't believe that 
would have worked. What's wrong?
Smid: I think the point here is that this sort of 
analysis is meant to be used for guidelines. I too 
find the same situation where if I use that equation 
it predicts that I need a 10 watt laser, and I have 
done it with a 2 watt laser. I know that at very 
low velocities it falls apart and at very high veloc­
ities it also fails. It does seem to work fairly 
accurately in the middle range where the laser power
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per meter per second is somewhere between 1/2 and 1/10. 
Most people use a higher power laser than they really 
need. In other words, 5 milliwatts just because it 
is convenient.
L.L. Lading, Danish Atomic Energy Commission: I be­
lieve it is nonsense to say that you need a certain 
amount of power to measure a certain velocity. A lot 
of other things come into the question too, especially 
what kind of averaging time are you allowed to use 
(temporal resolution). In principle, if your time 
is infinite you need no power. And to the question 
of the controversy between Adrian's results and your 
figures - I believe these figures do not take into 
consideration either Brownian motion or what is im­
portant in this case, the line width of the laser.
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PHASE SEPARATION IN TURBULENT TWO-PHASE FLOW
Francois J. Resch, Institut de Mgcanique Statistique de la Turbulence 
University de Provence, Marseille, France 
Hans J. Leutheusser, Department of Mechanical Engineering 
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ABSTRACT
The paper is based on an experimental study of a 
typical instance of bubbly two-phase flow, viz. the 
air-entraining roller zone of hydraulic jumps in open 
channels. The investigation was undertaken with the 
aid of hot-film anemometry techniques involving in­
stant digitization of analog signals, and delayed 
electronic processing of the tape-recorded data.
Special computer programs were designed to separate 
the two phases according to a well-defined signal 
threshold. It is this aspect of the work which is 
being dealt with in the paper.
INTRODUCTION
The hydraulic jump is a free-surface water flow 
phenomenon which has aroused scientific interest ever 
since its discovery by Leonardo da Vinci in the six­
teenth century. Yet, while the mean flow of hydraulic 
jumps has been the subject of numerous studies, the 
turbulence characteristics have, until very recently, 
remained virtually unexplored. Indeed, it was not 
until 1959 that Rouse, et al. (1) published the re­
sults of a first investigation of the apparent inter­
nal structure of hydraulic jumps using air simulation 
of the actual water flow. The reason for choosing 
this indirect method is best explained by the re­
searchers' own words (1): "Unfortunately, the jump 
will probably be one of the last hydraulic phenomena 
to prove susceptible to exploration with the hot-wire 
instrument, because of the presence of countless fluid 
discontinuities (bubbles of entrained air) in the re­
gion of greatest interest".
The very real experimental difficulties which are 
posed by the occurrence of bubbly two-phase flow in the
upstream portion of the jump body have now become sur­
mountable. In particular, use of hot-film anemometry 
in conjunction with digital signal processing methods 
have made it possible to complete the first detailed 
evaluation of turbulence parameters in "real" hydrau­
lic jumps (2,3,4). Similarly, a quantitative study 
is in preparation on the characteristics of the en­
trained air bubbles (5). This latter undertaking, in 
particular, proved to be crucially dependent upon 
proper separation of the hot-film output signal into 
its two components corresponding to the two phases 
of origin. The method which was employed to accomplish 
this is explained in the following.
DEFINITIONS AND EXPERIMENTAL CONSIDERATIONS
Hydraulic jump is the abrupt transition from 
supercritical (F > 1.0) to subcritical (F < 1.0) open- 
channel flow, where F denotes the Froude number. The 
transition is characterized by discontinuities in 
depth of flow and corresponding formation of a surface 
roller (see Figure 1). The change in state of flow 
entails creation of turbulence of high intensity, en­
trainment of air, and dissipation of kinetic flow en­
ergy (6).
The experimental study was done in a laboratory 
flume with useful length of 11 m and width of 0.39 m. 
Two values of Froude number (referred to inlet Station 
1) were chosen for the experiments, viz. F^  = 2.85 and 
F^  = 6.00, respectively; and each jump was tested with 
both undeveloped (i.e., quasi-potential) and fully 
developed supercritical inflow. Previous experiments 






Figure 1. Definition diagram of hydraulic jump, 
a
Figure 2. Typical hot-film signals originating in 
bubbly two-phase flow; (a) F-j = 2.85, un­
developed inflow, a = 12.8%; (b) F-j = 2.85, 
fully developed inflow a = 13.4%. - Horizon­
tal scale: 1 cm = 1.6 milli-seconds; verti­
cal scale: 1 cm = 0.88 Volt.
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pronounced effect on the internal structure of hydrau­
lic jumps (2,3,7).
Measurements were made using hot-film anemometry
(8). The anemometer employed was a constant tempera­
ture device, and probes included those of conical form 
(used for determination of longitudinal fluctuations 
and characteristics of two-phase flow), and V-shape 
(used for determination of transverse fluctuations and 
Reynolds stresses).
On account of the difference in thermal conduc­
tivity of air and water, hot-film probes in two-phase 
flow function on different voltage levels depending 
on the particular phase with which they are in contact 
(see Figure 2 and References 9 and 10). As a conse­
quence, conventional analog metering devices become 
useless when applied to the exploration of two-phase 
flow phenomena. In order to overcome this difficulty, 
a digital method of data treatment was used. To this 
end, the analog output signal of the hot-film probe 
was instantaneously digitized by means of a special 
analog-to-digital converter and the result recorded 
on magnetic tape for later processing. Frequency of 
digitization and length of signal recording were de­
termined on the basis of considerations of the upper 
and lower bounds of turbulent energy spectra (0.1 
Hz-1250 Hz).
APPLICATION OF THE DIGITAL METHOD TO DISCONTINUOUS 
SIGNALS
Principle of Operation
A schematic presentation of a turbulent signal 
originating in two-phase flow of air and water is por­
trayed in Figure 3. It is clear from this that the 
amplitude of any one fluctuation of the signal, i.e., 
the "peak-to-peak distance" between two successive 
extrema, is, on the whole, larger when the probe re­
sponds to the passage of an air bubble than when it 
responds to a velocity fluctation of the liquid phase. 
It is this simple observation which was exploited for 
separating the signal according to phase of origin. 
Specifically, it suggests to, first, devise a critical 
amplitude, or signal threshold &cr which would allow, 
by comparison with all of the successive peak-to-peak 
distances of the signal, a distinction to be made be­
tween a turbulent fluctuation of the liquid phase and 
the occurrence of an air bubble at the probe and, then, 
to relegate the necessary continuous decision-making 
process to a digital computer. Obviously, the only 
major difficulty inherent in the method is selecting
the critical value of signal threshold.
Determination of the Fluctuation Threshold
A viable concept for determining the fluctuation 
threshold proved to be one that is tied to the notion 
of void ratio a, i.e.,
In this equation, Tq and T^ are the total times spent 
by the probe in the gaseous and liquid phases, respec­
tively. It is obvious from this definition that the 
value of void ratio is directly connected with the 
critical value of SL. For instance, if l were chosen 
smaller than the smallest turbulent fluctuation of the 
velocity in the liquid phase, i.e., if i < then
a = 1.0 and the whole signal would appear to be orig­
inating in the gaseous phase. Conversely, if l were 
selected greater than the greatest of the fluctuations 
of the complete signal originating in the two-phase 
flow, i.e., if £ > H , then a = 0 and the whole sig- 
nal would appear to originate in the liquid phase. 
Indeed, if is the largest peak-to-peak fluctuation 
due to turbulence in the liquid, and if &2 'the 
smallest peak-to-peak fluctuation associated with the 
passage of an air bubble, then any l in the range
(> < % < {,„ will assure proper separation of the 
1 —  cr —  2
signal according to phase of origin and, hence, will 
lead to the correct value of void ratio. The varia­
tion of a with l is presented schematically in Figure 
4. It is clear from this that the width of the range 
#, 1  &cr 1  &2 is variab'le and> particularly in the pre­
sense of a large number of small bubbles, may shrink 
to a single point of inflection. If £-| = &2 one ob_ 
tains a point of inflexion with a horizontal tangent.
If 1 > l 2 (which means that amplitudes due to veloci­
ty fluctuations of the liquid phase may be larger than 
amplitudes due to air bubbles) the point of inflexion 
will have a non-horizontal tangent. Nevertheless, in 
the last case, the value of will be taken at this 
point of inflexion.
Practical application of the method of phase sep­
aration requires, first experimental determination of 
the variation of void ratio, a, as a function of sig­
nal threshold, H, for various conditions of flow (see 
Figure 5), and then deduction from the data plots of 
the appropriate values of £ . In this connection,
it should be noted that the computer program which is 
to be employed for separating the digitized hot-film 
signal according to phase of origin must be carefully
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Figure 3. (a) Schematic presentation of a turbulent
signal originating in bubbly two-phase flow 
(b) digitized version of the same signal.
Figure 4. Schematic presentation of the variation of 
a with £.
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F-j = 2 . 8 5
Figure 5. Observations of a = f(A) for various condi­
tions of flow.
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designed to account for the many peculiarities which 
are characteristics of hot-film sensing in two-phase 
flow. Thus, the signal must be properly corrected to 
obtain the actual probe arrival and departure times 
of the bubbles (11). Other questions which must be re­
solved in developing the program concern the phase in 
which a probe may be located at the beginning and at 
the end of an observation; and the effects which a 
sudden jump in signal might have during a recording.
RESULTS OF MEASUREMENTS
Once the two phases have been successfully separ­
ated by the method described above, it becomes possi­
ble to evaluate numerically the various turbulence 
characteristics of the liquid phase, such as turbulence 
intensities, Reynolds stresses, etc.; and the charac­
teristics of the bubbly two-phase flow, including void 
ratio, average size, waiting time between probe arriv­
al of successive bubbles, as well as the statistical 
distribution of the same quantities. Work is present­
ly under way to prepare a typical set of results ob­
tained in the two-phase flow region of hydraulic jumps 
for publication (5),
SUMMARY AND CONCLUSIONS
A hot-film method has been developed for separ­
ating the phases in bubbly two-phase flow. In this, 
the probe signal is first digitized, and then processed 
by a special computer program in which the signal is 
compared with a well-defined discriminator. The method 
permits simultaneous determination of the turbulence 
characteristics of the liquid phase, and the size para­
meters of the gaseous phase. The technique has been 
successfully applied to a study of hydraulic jumps in 
open channels.
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DISCUSSION
F. R. Schiebe, USDA Sedimentation Lab: I would just 
like to bring your attention to a paper which I pre­
sented here at the last symposium, in which I made 
many of the same measurements using quite different 
techniques. I used the conductivity probe for 
measuring the air entrainment and transducer coupled 
total head tube for the turbulence.
As I recall, the turbulence data that I took 
corresponded quite well with some data which you pre­
sented earlier - downstream of the roller. And I also 
had a fully developed inflow. The turbulence data 
that I took within the roller and under the roller 
corresponded quite well with the Rouse pneumatic model. 
I was wondering what you have found in the jump itself, 
under the roller?
Resch: Most of my results agreed quite well with those 
of Rouse.
Schiebe: I didn't test the undeveloped flow because 
it was quite late in the study when I came across your 
earlier paper and I didn't have the clue that the two 
cases may be different.
One thing that I considered doing and did not do 
was to use a spear type conductivity probe, to do much 
the same thing you did with a hot film to obtain the 
size of the bubbles. I was disuaded from doing that 
by some experience at Argonne Lab in Chicago, which 
was related to me. They found that the smaller 
bubbles rolled around the tip of the probe and were 
not measured.
Resch: Of course bubbles smaller than the tip of the 
probe cannot be detected, but larger ones, like most 
of those in the jump, are taken into account. In that 
sense, miniaturized probes are more suitable for such 
a study.
H. M. Nagib, Illinois Institute of Technology: I 
would like to ask you, how did you decide on the Tq 
and the TL to calculate the a? I am interested in 
how applicable it is to two-phase flows, let's say in 
a bubbly flow in a pipe. How did you decide on these?
Resch: Tq and TL are, respectively, the times spent 
by the probe in the gaseous and liquid phase. Tq and 
Tl are determined by the criterion I have developed in 
my talk (i.e. comparing each peak-to-peak amplitude 
of the signal to a previously determined critical 
amplitude). Then, the void ratio a is determined by 
a = j  . This method, of course, is well suited
for bSbblyLtwo-phase flow in a pipe.
T. J. Hanratty, University of Illinois: I want to ask 
quite a different question. This field is a little 
foreign to me. What is the motivation behind this 
work? Are you interested in predicting the shape of 
the jump?
Resch: Like I said, there was up to now, no existing 
measurement of the turbulence and the kinetic energy 
dissipated in the hydraulic jump. We just wanted to 
understand this phenomenon in more detail.
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TURBULENT CHARACTERISTICS OF TWO-PHASE, GAS-LIQUID STRATIFIED CHANNEL FLOW
D. M. Johns, T. G. Theofanous and R. N. Houze 




The turbulence characteristics of the bulk phases 
were studied in a stratified, two-dimensional, gas- 
liquid channel flow. Initial results are presented 
comparing mean velocity and turbulent intensity pro­
files with those obtained in a prior study at the 
same bulk phase Reynolds numbers. The results indicate 
that comparison of two realizations of stratified gas- 
liquid flow cannot be adequately done on the basis of 
bulk-phase Reynolds numbers. Comparisons must be 
based on some more fundamental relationships involving 
the gas-liquid interactions.
INTRODUCTION
Prediction of interphase (gas-liquid) transfer 
rates of momentum, mass and/or energy constitutes one 
of the important unsolved problems limiting design of 
practical engineering systems. The formulation and 
utilization of realistic transfer models require a 
knowledge of the fluid motions controlling the trans­
fer processes. Models ignoring the nature of these 
motions (7) have proven unsuccessful. Other models 
(1), considering only gross flow properties, have 
met with meager success in very limited situations.
More realistic transfer models proposed recently (3,6) 
acknowledge and take into account the intimiate role 
of the controlling turbulent fluid motions in the 
transfer process.
The turbulent motions in the immediate vicinity 
of the phase interface (interfacial region) are most 
important in determining the transfer rate. The 
structure (shape and motion) of the free phase boundary
has effectively prevented an experimental or analyti­
cal study of these motions. The free boundary 
interacts with the motions in both phases and modi­
fies them in a manner altogether different from that 
of a solid, impermeable phase boundary. There is 
some preliminary evidence (4,5) that the effects of 
the structured interface extend well into the regions 
of the phases away from the interface proper (bulk 
region). Quantification of these effects in the bulk 
region is the first step in approaching the more 
complex problem of studying the turbulent motions 
within the interfacial region. Knowledge of the 
characteristics of the bulk region flow fields is 
also required for the application of interphase 
transfer models recently developed by this group (8).
Stratified, two-dimensional flow is the simplest 
two-phase regime and has been investigated in only 
one previous study (4,5). This study observed an 
apparent anomalous behavior in the turbulent char­
acteristics. Therefore, the present study was 
initiated to further investigate the turbulent flow 
characteristics of a stratified, two-dimensional, 
gas-liquid channel flow as a basis for a detailed 
analysis of the interfacial region.
EXPERIMENTAL FACILITY
The experimental investigation was conducted in 
a rectangular channel, 3 inches high, 24 feet long, 
with a 12:1 aspect ratio. As shown in Figure 1, air 
is drawn into the channel after passing through a 
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section (b), the air joins with the water, which is 
pumped from a storage tank (c) to the bottom of the 
flow adaptor section. After passing through the 
channel, the air and water separate in the phase 
separator section (d). The air then flows through an 
acoustical plenum chamber (e), the blower (f) and an 
isolation plenum chamber (g) before exhausting to the 
atmosphere. The water flows into a sump (h) and is 
then returned by a pump to its storage tank. The 
air and water flow rates could each be independently 
controlled. All materials of construction were 
chosen to minimize contamination of the water, and 
filters impregnated with activated carbon (i) were 
employed to maintain low particulate and surfactant 
contaminant levels. The system has been shown to 
produce a stable, well-developed, two-dimensional 
flow configuration (2).
INSTRUMENTATION
All turbulence data were obtained with a linear­
ized constant-temperature anemometry system (Thermo- 
Systems Model 1050)employing quartz-coated hot-film 
sensors. Single-sensor probes were utilized to 
obtain mean velocity and turbulent intensity distri­
butions in both the air and water phases. The 
sensors were calibrated utilizing a stagnation pitot 
tube to measure the velocity at the point of maximum 
velocity. The location of the sensor elements within 
the channel was determined utilizing an automatic 
level and a reference mark on the channel side a known 
distance from the channel bottom. A Precision Instru­
ment PI-6104 magnetic tape recorder was employed to 
acquire continuous recordings of the signals in the 
FM mode. Those signals of interest were then analyzed 
employing a General Radio Sound and Vibration Analyzer 
with a 1/10-octave window. Pressure measurements 
were obtained with a Meriam Micromanometer (Model 
34FB2) which had a range of 10 inches of water and 
a resolution of 0.0005 inch of water.
RESULTS
Profiles of mean velocity and turbulent inten­
sity in the flow direction were obtained for both 
phases in a single run with the gas and liquid 
Reynolds numbers chosen to match a representative 
set of conditions employed by Jeffries (4,5). The 
gas-phase Reynolds number (Re ) was 18,200 and the 
liquid-phase Reynolds number (Re-|) was 9940.
Representative energy spectral distributions of the 
liquid phase turbulent velocity fluctuations were 
obtained and are presented.
Figure 2 presents the gas phase mean velocity 
profile as a function of the distance from the lup 
of the highest wave crests (y ) following the pro­
cedure of Jeffries (4,5). Figure 3 presents the 
liquid phase mean velocity profile as a function of 
the distance from the bottom wall (y^. Figures 4 
and 5 present the relative turbulent intensities in 
the flow direction for both phases. In all the 
above figures, the corresponding data of Jeffries 
have been included for comparison. Figure 6 
presents representative energy spectral distributions 
taken in the liquid phase both near the interface 




The mean velocity profiles in the gas and liquid 
phases (Figures 2 and 3) are typical of profiles 
observed for low interfacial shear. This is evidenced 
by the extremely constant liquid velocity profile nearer 
the interface than the top channel wall. The data of 
Jeffries are more consistent with a high interfacial 
shear as evidenced by the shift of the gas-phase mean 
velocity maximum upward toward the top wall. In 
this study, the interfacial shear was approximately 
equal to the gas-phase shear on the top wall. In 
Jeffries' experiment, it was almost three times 
larger than the top wall shear (assuming a two- 
dimensional flow field). In the present study, the 
wave height (trough to crest) was 4.3% of the gas- 
phase thickness (0.092 inch) while in Jeffries' 
case it was 2.3% (0.024 inch). Even with this 
difference in the wave size, the interfacial struc­
ture affects the mean velocity profiles less in the 
present study than in Jeffries' study.
The low aspect ratio employed by Jeffries makes 
it very unlikely that his flow field was two-dimen­
sional. Secondary motions, caused by wall effects, 
can drastically affect the flow properties. As will 
be seen in the next section, there is evidence that 
his data are inconsistent for this reason.
The inflection in the liquid-phase mean velocity 
profile near the interface is strongly suggestive of 
a developing flow field. Secondary motions within 
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fluid from the wall, into the region near the inter­
face. This observation is being investigated further 
to determine if such a profile is reasonable for a 
fully-developed two-dimensional flow.
Turbulent Intensity Profiles
The turbulent intensity profiles, shown in 
Figures 4 and 5, are consistent in form with the 
observed mean velocity profiles. The gas-phase 
profile exhibits a minimum at exactly the same 
position as the maximum in the mean velocity profile. 
This is not true of Jeffries' results where the maxi­
mum in the mean velocity (yg/dg - 0.74) is not the 
same as the minimum in the turbulent intensity pro­
file (yg/dg “ 0.8). This difference is observed 
when the flow field is not two-dimensional, casting 
further doubt on the validity of Jeffries' results. 
Near the interface, 1he gas-phase intensity attains 
a local maximum and then decreases somewhat due to 
the damping effect of the liquid interface.
The liquid-phase intensity profile is consistent 
with the mean velocity profile except near the inter­
face. Since the mean velocity is relatively constant 
within this region, there is no production of turbu­
lent energy due to interaction of the turbulent 
shear stress and the mean velocity gradient, and the 
intensity should remain constant or decrease unless 
there is some other source of fluctuation energy. 
However, wave passage on the interface is known to 
induce unsteady motions within the liquid phase 
which decay with depth. If these motions are inter­
preted as turbulence, they will cause an apparent 
increase in the intensity as the interface is 
approached. Since these unsteady motions are sensed 
by the hot-film probe, the larger waves in the 
present study, as compared to Jeffries, would induce 
larger disturbances, thus contributing to the 
apparent increase in intensity as observed in Figure 
5. Studies of the motions near the interface must 
take into account these wave-associated motions as 
well as the energy fed to the turbulent motions 
which is extracted from the gas phase by the waves. 
Turbulent Energy Spectral Distributions
The spectral energy distributions in the liquid 
phase, presented in Figure 6, clearly exhibit the 
effect of wave passage. The distribution near the 
interface (ye/de = 0.934) exhibits a large peak 
centered around 9 Hertz. The distribution near the 
channel bottom (yg/dg = 0.0278) does not exhibit any 
peak in this frequency range. The energy associated
with this peak contributes approximately thirty per 
cent of the total turbulent energy at this location. 
The wave-induced motions are responsible for this 
concentration of energy and this is consistent with 
the increased intensity observed near the interface. 
Most of the turbulent energy is attributable to low 
frequencies with no significant energy found above 
100 Hertz. No comparison of these spectral distri­
butions can be made as Jeffries (4,5) presented no 
spectral data.
The shape of the spectral distributions is char­
acteristic of low Reynolds number flows. Future 
studies must examine larger liquid Reynolds numbers 
to consider the case of a more well-developed turbu­
lent energy cascade.
CONCLUSIONS
The comparisons presented in this paper with 
Jeffries' data should be viewed in the light that 
the flow characteristics of a stratified, two- 
dimensional gas-liquid flow field are extremely 
complex, and the basis for similarity between two 
different flow systems (or geometries) is not known. 
Comparisons between two different physical realiza­
tions of stratified gas-liquid flows probably cannot 
be effected solely on the basis of bulk-phase 
Reynolds numbers. The interfacial characteristics, 
which result from the gas-liquid interaction, must 
somehow be included in any meaningful comparison.
The data presented are the result of the initial 
phase of an extensive study of this two-phase flow 
configuration. Future work will include extensive 
measurements of intensities, shear stress, turbulent 
scales and spectral characteristics within the bulk 
phases. These measurements will provide a sound 
basis for the investigation of the motions very near 
the interface.
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SYMBOLS
d distance from top of highest wave crest to top 
9 of channel, inches
d, distance from bottom of channel to bottom of
1 lowest wave trough, inches
F(n) normalized energy spectral distribution, sec
n frequency, Hertz
Re gas-phase Reynolds number based on hydraulic
9 diameter and bulk velocity
Re, liquid-phase Reynolds number based on hydraulic 
diameter and bulk velocity
TJ gas-phase mean velocity, ft/sec
ILj liquid-phase mean velocity, ft/sec
IT maximum value of gas-phase mean velocity, ft/
m9 sec
F  , maximum value of liquid-phase mean velocity, 
ml ft/sec
Ug gas-phase turbulent intensity, ft/sec
u^  liquid-phase turbulent intensity, ft/sec
y distance measured from top of highest wave 
9 crest
y distance measured from bottom of channel,
inches
Aw distance from bottom of lowest wave trough to 
top of highest wave crest, inches
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DISCUSSION
R. J. Hansen, Naval Research Lab: I have two com­
ments. First, the liquid velocity measurements of 
Jeffreys show a very high shear stress near the 
liquid-gas interface. Do you have an explanation 
for this phenomenon? Second, the utility of your 
work could be enhanced by incorporating some of the 
recently developed techniques for characterizing the 
dynamic properties of a liquid-gas interface. Sur­
factants are typically present in systems of engi­
neering interest and significantly affect dynamic 
interfacial behavior.
Houze: Your second point was well taken. Yes, we 
intend to look very closely at what's happening at 
the interface. That is a difficult problem and we 
realize this. This is the first step. Now I would 
have been tickled to death if our data would have 
agreed with Jeffrey's. I would have said great, we 
can forget about that and go on to more interesting 
problems, but we can't do that; we have to answer 
those questions.
Regarding your first point of high shear stress. 
Yes, I did a quick calculation, because this bothered 
us. We see this inflection and it seems reasonable 
that there should be an inflection, if you have a
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gas shear rate imposed on the interface. Of course, 
the wave structure seems to modify that because you 
get separation around the waves and it is a difficult 
problem. I did a quick calculation just to get some 
idea of the difference in velocity across the inter­
face. You have to realize I am not talking about 
0.001 inch in the liquid to theO.OOl of an inch in 
gas because I have this wavy region. Remember again 
we scale on the basis of a Reynolds number. So things 
are different. Ours is much bigger so our velocity 
is going to be much lower. The maximum velocity we 
measured in the liquid phase was about 0.68 feet per 
second. In the gas phase the minimum right next to 
the interface was 6.4 feet per second, so there is a 
factor of 10 there. With Jeffrey's data we made 
some estimations. In the liquid phase he had a maxi­
mum velocity of about 2 feet per second. Now the 
ratios are about the same, but the absolute magnitude 
is quite different. In addition his waves are so 
much smaller and if you consider just a viscous shear 
velocity gradient at the surface, with our waves we 
probably don't have that because of the separation.
I really can't answer the question, because we 
haven't studied it enough to know. This is the point 
we are really looking into: If we made a mistake, 
should we have this large inflection there?
Shau-Zou Lu, Clarkson College: Have you observed the 
drifting problem with the water measurements?
Houze: We didn't encounter any significant drifting 
problems because this was only one run that we had 
done. I am sure there will be drifting problems, 
but we were able to reproduce our data over a period 
of six or seven hours very well, we didn't have any 
problems that way.
V. W. Goldschmidt, Purdue University: You calibrated 
before and after?
Houze: Yes, we checked the characteristics of the 
probe such as the bridge voltage out at zero flow and 
it had not changed appreciably. In fact, we used 
the probe several times taking it in and out of the 
water and it didn't change appreciably. Now admittedly, 
it is going to change and I know that and it has to 
be taken into account. We have tried to keep our 
water as cold as we could. We degassed the water 
with a slight vacuum on the storage tank and conse­
quently we have not had any degassing problem or 
bubble formation on the probe and hot spots which 
can affect the calibration. We haven't gotten so
much data that have had our probe drift enough to 
worry about.
Lu: I was just surprised because in our measurements, 
drifting is a problem and we use distilled water in 
the whole system. Did you filter your wave? It seems 
to me your energy spectra show about 30 percent of 
the total energy. I would assume that total intensity 
should be distinguished between the large waves and 
the turbulent intensity.
Houze: I agree, one point I guess I didn't make clear. 
What do you call these motions induced by wave passage, 
I don't call them turbulence because they are not 
caused by the standard mechanisms which generate 
turbulence. If you are going to talk about the con­
troversy, are these motions important for the transfer 
process, I recognize the problem. Maybe you ought to 
take these out, extract them, remove them from con­
sideration. But maybe they are important, we have 
to find this out. They are not turbulence.
B. M. Leadon, University of Florida: This is highly 
reminiscent of the air-sea interactions with which I 
am sure you must be familiar. But first there is a 
point I don't understand. Did you follow the wave 
surface with your probe?
Houze: No, we did not, it was stationary.
Leadon: Well, then the point that I would like to 
make is there are similar measurements on much larger 
waves, and it may be that you could scale their re­
sults down to compare with yours. This would have the 
effect of showing data much closer to the interface 
that you are interested in. I have no question but 
that there is a tremendous interaction and certainly 
momentum transport is much affected by the conditions 
in both the liquid and the gas. The data that has 
been taken at large scale using a wave follower does 
include turbulence measurements in both phases very 
close to the interface.
Houze: Yes, I am very familiar with that work, we 
have looked at that very closely, but my initial 
point was simply, let's find out what happens in the 
bulk.
G. K. Patterson, University of Missouri-Rolla: Just 
a short comment. You kept saying that there was a 
discrepancy between your data and the data of Jeffrey, 
indicating that possibly that one or the other had 
right data and the other had wrong data or data that 
wasn't quite as good. I was about to suggest that
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possibly both of them are right and there is some 
explanation having to do with this wave interaction 
and the lack of a strong connection between the two 
phases when you have the bigger waves.
Houze: The size of a two-phase flow has some very 
definite effects and you just can't scale things very 
well. We assumed that dynamic similarity would be 
preserved if we had the same Reynolds numbers and 
quite obviously it is not. Of course, the question 
is how much of the effect is three-dimensional probe 
problems? And how much of it is a scaling problem.
We don't know.
T. J. Hanratty, University of Illinois: Why do you 
have larger amplitude waves than Jeffrey's?
Houze: That is very interesting, because if you will 
look at the relative heights of the waves as a func­
tion of the percentage of the total height of the 
channel, ours is smaller. Ours is only 2% of the he 
height of the gas phase. I am just saying, you try 
various ways of looking at it. Maybe one of the 
effects on the mean velocity profile of the gas was a 
relative roughness of the waves, giving a roughness 
type of effect. I think it is a geometric problem. 
Ours is a bigger system, and our waves are therefore 
larger. I don't have a good explanation beyond that.
A. Brandt, Johns Hopkins University: This morning we 
saw how inlet effects in a channel can be propagated 
to great distances downstream. I don't recall hearing 
you discuss the effects of the inlet profiles and the 
differences between the inlet conditions in your 
case and those of the study to which you are comparing 
your data. Would you also explain how the probe is 
positioned relative to the interface? Since you are 
interested in the transport processes you should be 
interested primarily in the region right near the 
interface.
Houze: Your first question was on the development 
of the flow - we did check this. We looked at the 
flow characteristics as a function of distance down 
the channel. The length of our channel in terms of 
hydraulic diameter is about 53. We were like 43 
diameters downstream of the entrance. We went up­
stream about 10 feet or so and looked at our char­
acteristics, particularly in single-phase flow and in 
some two-phase flow. We could see no significant 
differences over that length. Now there may be some 
effects which we haven't detected. We are making 
sure that the entrance characteristics are such that
you don't have any disturbances. One comment that 
I could make is that in single-phase flow we did 
this to simply check ourselves and to see how good 
we were. We took some single-phase data and we were 
going to be very happy if it came even close to 
Laufer's, it fell on top of it. So we had some 
confidence that the channel itself, in terms of 
single phase flow, was giving us good results for 
air. Water is more difficult and we have that check
to do yet. But I have a fair amount of confidence
that it will agree. We arbitrarily picked one spike 
every twenty seconds and took that as the distance 
between the highest crest and lowest trough. Then 
we decided to try and find where the mean is so we 
said well, where should it be, if you put the probe 
in there somewhere and you look at the oscilloscope 
and it looks like about 50% of the time it is in and 
out, maybe that is the average. Then we took that 
reading on our micrometer then we said well let's see 
how that checks out with the average between and it 
was within 0.001 of an inch. So, of course I am
not saying that should be the mean value, but we can
detect where the interphase is, with a hot-film 
probe, fairly easily.
H. M. Nagib, Illinois Institute of Technology: What 
is the characteristic number here? You talk about 
the Reynolds number and the hydraulic diameter. I 
think we are talking about a flow that is developing 
from the entrance. I think that as long as it is 
still developing there are several characteristic 
numbers, just like a developing boundary layer. And 
I think that is how you want to compare your data.
You said that yours was independent in the gas phase, 
was it independent in the liquid phase?
Houze: Yes, as far as we could tell, and as far as 
we could tell by looking at the wave, visually 
observing the waves. Visually observing the thickness 
of the liquid phase we allowed the liquid to just 
reach its own level.
Nagib: Was their data fully developed? In comparing 
the data I think you want to be a little bit more 
specific about the other characteristic numbers.
Houze: Certainly.
W. R. Penney, Monsanto Company: You propose to 
measure the fundamental characteristics of the turbu­
lence and then use that to give us a design method 
for mass transfer?
Houze: We hope so.
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Penney: And I presume that the characteristics of the 
turbulence will correlate with certain dimensionless 
parameters of the flow. Knowing the fundamental 
characteristics of the turbulence, have you thought 
about how you are going to develop this design method? 
If the turbulence characteristics correlate with the 
dimensionless parameters of the system, wouldn't it 
be just as easy to measure the mass transfer rates 
and go ahead and correlate those directly with the 
dimensionless parameters of the system?
Houze: Those are two very good questions. I didn't 
point this out but the group with which I work at 
Purdue has been working for at least three years on 
mass transfer models, and how they can be related 
to flow characteristics. And we have what we think 
or we hope are good models. And I think we have 
some data to show that they are. We have formulated 
these in terms of the turbulent characteristics but 
those aren't primary data. What you would like to do 
is give somebody a Reynolds number or a flow situation 
and say, what is my mass transfer coefficient? If I 
can get a measurement of the turbulent characteristics, 
then I can tell you what the mass transfer coefficient 
would be. I am going to stick my neck out and say 
within 10% over about two decades of mass transfer 
coefficient. What we have to do is validate this 
hypothesis of ours by looking at the mass transfer 
rates and simultaneously those characteristics of 
turbulence we think are important. Maybe we will 
find out that what we think is important is not and 
it is something else. The eventual step is to try 
to relate those characteristics to more gross flow 
parameters that are more easily obtained, so that we 
can then go directly to the mass transfer coefficient. 
The only comment that I had about your second question 
is that people have tried to do this, to correlate a 
mass transfer coefficient with the more gross char­
acteristics of flow situation and haven't been 
successful.
C. A. Sleicher, University of Washington: If you are 
going to be interested in mass transfer rates then 
the appropriate dimensionless number of course is 
the Schmidt number, which typically for the mass 
transfer is over a thousand or more. And of course 
that means that you are going to have to get much 
closer to the interface than you have so far. That 
would be a problem.
Houze: That is exactly correct, and we recognize 
that problem. We haven't solved it, but we have
recognized it. We don't know how close is close 
enough.
Leadon: The gas phase effect upon the water, I think, 
is a very important effect here, it causes the waves. 
When the waves are in action they tend to expose new 
surface, new molecules come to the surface of the 
water, so I think it is very bad to consider comparing 
this with a fixed surface. One of the primary variables 
must involve the wave height.
Houze: I showed my bias when I made the statement 
because my Ph.D. work was concerned with the flow of 
the gas over a simulated liquid interface which was 
impermeable and couldn't respond to the gas phase 
flow. So I got to thinking that way. You are right.
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ABSTRACT
The dispersion of particles in turbulent flows, 
phenomena such as dispersion, diffusion, and sedimen­
tation, and a more fundamental point of view, the des­
cription of particle interaction with the turbulent 
field are recently of increasing interest. A system 
capable of investigating statistical structure of the 
motion of particles in a turbulent fluid flow using 
a turbulent water pipe flow system and particles tagged 
with C0-60 radioactive pellets has been constructed 
and tested. The particles were followed in their tra­
jectory by a group of detectors consisting of Nal(Tfl) 
crystals mounted on photomultiplier tubes which move 
with the particles on a movable carriage. From the 
photomultiplier voltages a time series of particle 
position and velocity was calculated. Results in­
cluded Eulerian and convected frame measurements in 
the underlying fluid field in the pipe, representative 
measurements from recent experiments with particles, 
and an analysis of noise and statistical reliability 
of the results.
INTRODUCTION
Dispersion of particles in turbulent flows is of 
increasing interest today. Conservation and pollution 
research problems are actively concerned with such 
phenomena as dispersion, diffusion, and sedimentation. 
From a more fundamental point of view, the description 
of particle interaction with the turbulent field is 
of interest. Much work has gone into the development 
of analytical theories to predict single particle in­
teraction with turbulent flows (1-7). Early
experimental investigations with laminar flow (8) and 
subsequent experiments in turbulent media (9-14) have 
formed the basis for the present experimental system 
design. By incorporating optimum experimental condi­
tions and selected design innovations pioneered by 
others, the detailed statistical structure of the 
motion of particles in a turbulent fluid flow has been 
investigated in this system. This enables the valid­
ity of analytical theories to be checked.
EXPERIMENTAL SYSTEM DESIGN CONSTRAINTS
The design of the experimental system has many ' 
constraints. For ease of comparison with existing 
theories of turbulence, the underlying turbulent field 
should be homogeneous, isotropic and stationary. The 
particles used must be of sufficiently small size to 
sample the microscale of the turbulence, and also 
allow parameterization in size, shape, and density. 
Since the statistical structure (including the auto­
correlation and spectrum) of the particle velocity 
in the turbulent field is of interest, it is desirable 
to follow the instantaneous trajectory of the particle 
as it interacts with the turbulent flow.
Grid-generated turbulence and turbulent pipe flow 
were considered as the two possible alternatives for 
providing the turbulent flow field. Grid-generated 
turbulent flow has low level turbulence intensities 
and is reasonably homogeneous and isotropic but decays 
down stream of the grid and a suspended particle would 
experience a non-stationary field. On the other hand, 
turbulent pipe flow has the advantage of higher
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turbulence intensities and being stationary, but is 
non-homogeneous and anisotropic in general. However, 
since the region about the pipe centerline approaches 
both isotropy and homogeneity, pipe flow was chosen 
for this study.
The fluid media alternatives for practical reasons 
were air and water. Although air flow systems are 
relatively easy to construct, they necessitate the 
use of very small light particles due to the particle's 
high relative density. Water flow systems allow more 
flexibility in the parameterization of particles, but 
pose some added construction constraints.
Previous experiments by Snyder (9) and by Kennedy 
(10) used stationary cameras and photographic tech­
niques to observe the particle's trajectory. This tech­
nique leads to a discrete time series of a few points 
along the particle trajectory and to rather cumbersome 
data processing techniques. Jones, et al. (15) used 
light emitting particles and photomultiplier detectors 
to continuously monitor the particle's trajectory. 
Problems were experienced with low signal-to-noise due 
to inherently low level intensity sources and with 
non-steady light emission from the particles.
The experimental design selected for this study 
uses the modified turbulent water pipe flow system of 
Jones. However, the particles are tagged with radio­
active C0-60 pellets, rather than visible light emit­
ting material, and are followed in their trajectory 
by a group of detectors consisting of Nal(TA) crystals 
mounted on photomultiplier tubes.
The advantages of this system are: it allows for 
continuous analog tracking of the particles; the under­
lying turbulent flow is relatively homogeneous and 
isotropic in the core region of the pipe with adequate 
turbulence intensity; constraints on particle size, 
density and shape are easier to meet in water; and 
analysis of the data is simpler than with photographic 
methods. Early modifications to Jones' system are 
reported by Jones, et al. (16) and preliminary data 
taken with this system is reported by Meek (17).
DESCRIPTION OF THE SYSTEM
A general schematic of the system is shown in 
Figure 1. The turbulent environment for the parti­
cle is maintained by a closed loop system. An 
Ingersoll-Rand 3VK-15 pump (11.5 horsepower, 400 
gpm 0 90 foot head) supplies water to an elevated, 
isolated header tank with a Borda mouth entrance 
to the vertical 30-foot long, 7- 1/4-inch ID flow 
section. The Borda mouth is equipped with screens,
radial vanes and a rake assembly to artificially trip 
the flow, thereby providing nearly fully developed and 
stationary turbulence in the 17-foot long test section, 
Figure 1. To assure symmetry of the flow at the 90° 
elbow exit of the test section, a honeycomb resistance 
network is inserted in the elbow just below the test 
section exit. The flow rate of the system is controlled 
by the loop control valve and is monitored by a U-tube 
manometer and orifice plate arrangement. To help main­
tain a constant Reynolds number, the temperature of 
the water can be regulated by passing hot or cold water 
through the tubular heat exchanger in the main storage 
tank. Temperature can be held constant to within +_
1°F. Pipe Reynolds numbers up to 100,000 are easily 
attainable.
Insertion, capture and retrieval of the radio­
active particle are accomplished by a separate parti­
cle injection system, Figure 2. Once the particle 
has been initially inserted it can be recycled through 
the system to ensemble measurements. The operation of 
the valves controlling circulation of the particle is 
done remotely to reduce radiation exposure to the ex­
perimenter. The main particle transport path is 5/8- 
inch ID clear Tygon tubing through which the particle 
is pushed by city main water pressure.
The particle tracking system consists of 8 photo­
multiplier tubes mounted on a movable aluminum car­
riage as shown in Figure 3. The detectors are operated 
at a bias voltage of 870 volts. Normal output voltages 
from the detectors range from 0 to approximately 2.0 
volts depending on particle position. The carriage 
is driven by a Vickers hydraulic pump and drive motor, 
Figure 4. The weight of the carriage and detectors is 
counterbalanced so that only system inertia.and fric­
tion must be overcome by the hydraulic drive. A feed­
back monitor, coupled to the drive motor, operating 
off the ZEH and ZEL (axial direction) detector voltage 
difference, enables the carriage to closely follow the 
mean axial particle motion. Speed and feedback sensi­
tivity of the carriage drive are controlled variables, 
selected by the experimenter for the specific particle 
and fluid flow condition.
The movable carriage feedback tracking system 
allows for Lagrangian frame measurements to be taken 
on the particle trajectory.
The particles (Figure 5) used in experimental 
work are made in various shapes, sizes and densities.
The major ingredients used are Pelaspan (an expandable 
polystyrene plastic), ballast (in the form of small
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Figure 2. Particle insertion, circulation and removal
system. Figure 3. Detector pair physical arrangment.





Cobalt -  6 0  Pellet
Figure 5. Schematic of fabricated particle.
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beads of solder or lead), and a radioactive Co-60 chip 
of about 10 millicuries strength. The ingredients are 
placed in an aluminum mold and then immersed in boil­
ing water to allow the plastic to expand and fill the 
mold. A coat of bright spray lacquer and a coat of 
clear spray lacquer give the particle better visibil­
ity and ruggedness. Particles were made with diameters 
ranging from 2 mm to 6.5 mm in the shape of spheres 
and equal volume cubes and tetrahedrons. Density can 
be regulated to give particle Reynolds numbers based 
on the quiescent free fall velocity in the range 
-200 £  Re^ £  1000. (Negative Re^ refers to a nega­
tively buoyant particle.)
Normal operation of the system during an experi­
ment proceeds as follows: The particle is circulated 
to the top of the flow section and enters the pipe at 
the centerline. As the particle is swept through the 
upper length of the flow section the tape recorder is 
started. As the particle nears the carriage, waiting 
at the top of the test section, its approach position 
is monitored by the axial position sensors and obser­
ved on an oscilloscope. The carriage drive and feed­
back is energized as the particle reaches the center 
of the calibrated region of the carriage. The data 
switch is turned on and the tape recorder records the 
signals transmitted by the carriage as it follows the 
particle down the test section. Just before the car­
riage and particle get to the bottom of the test sec­
tion, the data switch and the tape recorder are turned 
off. The carriage automatically is stopped by a limit 
switch and is driven back to the top of the test sec­
tion while the particle is captured and recycled back 
to the inlet to the flow section to begin another run. 
Signals during the run are constantly monitored to 
assure that the particle remains within the calibrated 
region during the run.
Work is now underway to modify the present system 
to accomodate multiparticle loadings of various sizes 
and densities.
DATA ACQUISITION AND ANALYSIS
The processes of data acquisition and analysis 
are shown schematically in Figure 6. The raw voltage 
signals from the photomultiplier tube detectors are 
first passed through Bay Laboratories differential 
amplifiers where the following signals are formed from 
the eight input signals and the differential signals 
are filtered at 100 Hz:
AX = XI - X2 
AY = Y1 - Y2 
AZE = ZEH - ZEL 
AZW = ZWH - ZWL
The four differential signals are passed through 
a passive RC filter (30 Hz cutoff) and then recorded 
at 15 ips on magnetic tape with a Sangamo Model 3560 
FM tape recorder. Two signals, P0T1 and P0T2, from 
two continuous rotation potentiometers connected to 
the position indicator idler (Figure 4) and a trigger 
signal from a 1.5 VDC battery are recorded simultane­
ously with the detector signals. The potentiometer 
signals are used in determining the time varying car­
riage position and velocity. The trigger signal is 
used as a control signal during subsequent data digi­
tization.
The recorded analog signals are then A/D conver­
ted with a Spiras 65 system at a maximum rate of one 
point per millisecond of real time. For ease in analy­
sis on the computer, the digital tapes from the A/D 
converter are compressed and formatted with a tape 
conversion program, TCP, before analysis.
The main analysis program takes the six digital 
input voltage signals and calculates a time series of 
the particle's position. Only particle trajectories 
within the calibrated core region of the pipe are 
analyzed (see Figure 3). This core region is defined 
as being the geometric region within the radius of 6 
cm about the centerline of the test section which has 
an inside radius of 9.2 cm. (A discussion of the 
validity of this region is given later.) The core 
region is calibrated on a separate apparatus by plac­
ing the particle in known positions and recording the 
voltage signals generated. Data for many different 
static particle positions are recorded and these vol­
tage-position points are fitted to a three-dimensional 
third-order polynomial by a least square formula, whose 
coefficients are generated from calibration data. From 
these coefficients any given set of voltages from the 
eight detectors can be converted to a unique particle 
position in cylindrical coordinates (r, 0, z).
The particle's velocity time series is calculated 
by a least squares fit of a straight line to a small 
increment of the particle position time series. (This 
is a further averaging process and acts as a digital 
filter on the data.) The particle velocity autocorre­
lations are calculated by the lagged product method 





























































































































Figure 6. Particle trajectory data acquisition and 
analysis system.
coordinate directions. Fast Fourier transforms are 
currently being investigated as an alternate approach, 
but due to the moderate number of points in the time 
series is not expected to provide substantial reduction 
in computational time.
RESULTS
In order to understand suspended particle motion, 
knowledge of the underlying fluid field is necessary. 
Meek (17) made fluid measurements of the mean velocity 
profile and turbulent intensity profile as shown in 
Figures 7 and 8. These measurements were also used 
as inputs to the main analysis program for use in the 
particle data reduction. The discrepancy in the axial 
intensity is attributed to the inability of reaching 
a fully developed turbulent structure for the fluid 
field in the short development length of this appara­
tus. However, the fact that little change in this 
radial dependence occurred over the length of the test 
section allows the use of an axially constant turbu­
lent structure of measured level. The inclusion of 
Burchi11's (20) data shows the corresponding radial 
and azimuthal intensity components in fully developed 
turbulent pipe flow.
From the calibrated core radius of 6 cm (r/R =
0.65) the observed variation in mean velocity is small 
(<15% drop below centerline value). The variation in 
axial velocity intensity is somewhat larger, but the 
radial and azimuthal velocity intensities vary signif­
icantly less than the axial component in the cali­
brated region. In addition, the convected frame in­
tegral time scale is relatively constant in this re­
gion, being 1.5 seconds at the centerline and increas­
ing to about 1.9 seconds at r/RQ = 0.65. Other inte­
gral parameters show similar radial variation. Al­
though these radial variations of the turbulent fluid 
field are somewhat larger than ideal, incorporation 
of this non-homogeneity into the data processing using 
experimentally determined radial behavior has been 
done by Howard (21). It is further argued, since 
residence of a particle outside the calibrated region 
during any part of its trajectory during an experi­
mental run removed that run, that the probability of 
a particle residing near the outside radius of the 
calibrated region for a significant part of a run was 
small. Thus, the effective average radius for the 
particle trajectory is substantially reduced below 
r/RQ = 0.65 with a correspondingly more uniform fluid 
turbulence field.
A series of particle runs with the same particle 
is ensemble averaged to obtain ensembled forms of the 
particle velocity autocorrelation, Figure 9, and the 
corresponding velocity power spectrum, Figure 10.
Other quantities of interest calculated from the 
particle velocity time series include the flatness and 
skewness as well as the mean and rms particle veloci­
ties. The turbulent particle Reynolds number, Rey , 
and the turbulent particle drag coefficient, CD , are 
calculated from the mean axial turbulent free fall 
velocity, <VZ>, as follows: 
for spherical particles
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where <VZ> is determined as the average relative axial 
velocity between the experimentally observed particle 
trajectory velocity and the local mean fluid velocity 
for each run and ensembled for the series of runs for 
each particle.
Particle macroscales are typically calculated 
from an integration of the autocorrelation function 
over the full time range. However, when significant 
negative lobes occur in the functional, as for the 
radial and azimuthal particle velocity autocorrelations, 
underestimates would result in evaluating these time 
macroscales. As a result both these lateral macro­
scales were computed by integrating the particle auto­
correlation functions to their first zero crossing.
Such a limitation was not required for the axial macro­
scale which was evaluated from
P,z
max
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Figure 7. Mean axial fluid velocity profiles.
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Figure 8. Radial variation of axial velocity turbu­
lence intensity in the fluid.
---  present experiment
—  Burchill's (20) data
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In these integrations R . (x) were determined for the
th P’1
i -coordinate direction from an evaluation for each 
experimental run on the instantaneous fluctuating 
velocity of the particle through the relation
, , <Up,t(t)
P’’ (<up^(t)>),/z(<Up2.(t+t)>) 1/2
and the results ensembled for the particle series.
The time averages (< >) are performed over the length 
of each run of about 10 seconds, depending on the free 
fall particle velocity. Figure 9 shows these three 
autocorrelations.
The microscales were determined from a parabolic 
functional fit to the Rn . (x) over the initial curva- 
ture. This method was selected over the integration 
of the spectrum since the high frequency spectrum be­
havior for these ensembled results was not suffici­
ently rapidly decreasing to give negligible contribu­
tion. The autocorrelations were fit by
over an initial length x defined so that the least
squares error in the fit parameter, kfl ., was less
than ]%. The associated microscale, x ., is given by
P >1
P.i /-1 7 k ;m,i
These scales and other associated turbulent par­
ticle velocity structure parameters are tabulated in 
Table 1 for the 39 runs of the FFP1 series for a 6.5 
mm diameter spherical particle with Re^ = 135. The 
corresponding autocorrelations and related spectra 
are presented in Figures 9 and 10. Each spectrum was 
determined from a least squares fitof aGuassian-cosine 
series to the ensembled autocorrelation. The cosine 
transform was then applied using the R . (x). The 
normalization of the resulting spectrum was set so 
that the area under each spectrum was unity.
All of the results shown in this section have 
been corrected for statistical uncertainty due to 
the radioactive emission of the particle labeling 
source. The following section examines these errors 
and discusses their relative magnitudes.
Table 1. Statistical Properties of the Particle
Motion for Re^ = 135 in FFP1 Series
rms Fluctuating Particle 
Velocity
































Turbulent Reynolds Number Re^ 221
Turbulent Drag Coefficient
CD,T 0.34
k ' “ ------—-"------ —
These values are for particle velocities without 
correction for radioactive decay noise.
SOURCES OF ERROR
To estimate the accuracy of the experimental sys­
tem a series of controlled error particle experiments 
was performed. With the carriage in a stationary posi­
tion, a test particle was inserted at different axial 
positions inside the calibrated region. Signals from 
this configuration were processed in the same manner 
as an actual dynamic particle run. Comparison of the 




Figure 9. Ensembled autocorrelations for particle





Figure 10. Ensembled power spectral densities for
particle fluctuating velocities in radial, 
azimuthal and axial directions.
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scheme with the known actual values of position and 
velocity yield the cumulative error inherent in the 
acquisition and analysis procedures.
The results of these error experiments show the 
rms variations of the absolute positions, the instan­
taneous relative positions and the instantaneous veloc­
ities in Table 2. The observed variation of these 
uncertainties is found to be relatively Insensitive 
to particle location in the calibrated core region.
To apply corrections to Rp . (t ), it is observed 
that the uncertainty from particle random emission is 
not statistically coupled to the turbulent particle 
motion. Thus, a simple method of algebraically sub­
tracting the error from the original particle deter­
mination is employed and is included in Figures 9 and 
10. This results in a statistical error of up to 20% 
in the particle macroscales in typically ensembled 
results of 20 to 30 runs in the ensemble.
One of the direct ways of improving the accuracy 
of the ensemble is to increase the number of runs in 
the ensemble. This is readily seen to improve the accur­
acy proportional to 1/vffi, where M is the number of 
runs in the ensemble.
APPLICATIONS OF THE RESULTS TO DISPERSION
In parallel with the experimental program des­
cribed in this study, an analytical program to develop 
suitable engineering models for predicting suspended 
particle behavior in known turbulent fluid fields was 
conducted. The experimental data provides a means 
for determining the suitability of the prediction 
models. Details of the analytical program are beyond 
the scope of this discussion and are reported by Meek
(17) and Howard (21). To provide an example of the 
utility of the data and the success of the analytical 
predictions Figure 11 provides a comparison of the 
theory with the experiment for the axial dispersion 
of the FFP1 particle in the pipe flow of this study.
The agreement is particularly good, showing the util­
ity of this experimental study and in addition the 
appropriateness of the model.
SUMMARY AND CONCLUSIONS
A description of an experimental system for moni­
toring detailed trajectories of particles suspended 
in a well documented turbulent flow field has been 
presented. Some of the unique features, including 
the continuous monitoring of three-diemnsional
trajectories and the data processing procedures, have 
been presented in detail. It was shown that the sys­
tem also allows a wide parameterization of the particle- 
fluid interactions. A set of typical experimental re­
sults was included to demonstrate the utility of the 
system. Statistical uncertainty errors have been dis­
cussed and their experimental values were presented.
From these results it is concluded that the facility 
possesses significant potential and capacity to study 
the statistical structural details of particle disper­
sion in turbulent flow.
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SYMBOLS
Ap maximum cross sectional area of particle
^D,T particle turbulent drag coefficient
D particle diameter (for spherical particles)
E(f) normalized particle energy spectrum
i flatness of particle velocity time series
for ith direction
f particle free fall velocity in quiescent
fluid; cyclical frequency
g acceleration of gravity










particle quiescent Reynolds number = —
v
particle turbulent Reynolds number = -VZ>D
v
particle velocity autocorrelation for 
i 1 direction




volume of the particle
rms particle velocity for i^^ direction
particle axial free fall velocity in turbu­
lent fluid
kinematic viscosity of the fluid
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Table 2, RMS Statistical Uncertainties in Evaluated Particle Behavior
Quantity Radial Azimuthal
Absolute Position 0.26 cm 0.08 rad
Instantaneous 
Relative Position 0.026 cm 0,010 rad
Instantaneous 





Figure 11. Comparison of experimental axial disper­




Tp.i particle time microscale for itfl direction
T .
P»i particle time macroscale for iLfl direction
Subscripts
f relates to fluid
i relates to i-th direction (r,9,z)
P relates to particle
Q relates to quiescent fluid condition
T relates to turbulent
T relates to shear
Superscripts
1
denotes rms of fluctuating component
- temporal average
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DISCUSSION
W. G. Tiederman, Oklahoma State: Would you define 
the Reynolds number of the particle again?
Jones: The quiescent Reynolds number of the particle 
is based on its free fall velocity in quiescent fluid 
(f), its hydraulic diameter (D) and the kinematic 
viscosity of the fluid (v) (in this case water) and 
given by the relation fD/v.
Tiederman: Since you used the density difference 
between the particle and the water there is not any 
ambiguity about density, but what diameter do you 
use when the particle is something other than a sphere?
Jones: In the non-spherical case we have chosen an 
alternate definition for the hydraulic diameter. In 
an attempt to relate to the drag coefficient and to 
the inertial aspects of the particle, we define the 
hydraulic diameter as the ratio of the particle 
volume to its maximum cross sectional area. However, 
there would appear to be no universal convention so 
that an explicit definition must accompany the quoted 
values.
Tiederman: Do you have plans to try and relate the 
fluctuation of the turbulence?
Jones: The theories for which we are trying to pro­
vide verification data do predict the turbulent 
velocity fluctuations of the particle with respect 
to the velocity structure of the fluid turbulence.
C. A. Sleicher, University of Washington: From your 
data can you calculate a kind of Lagrangian integral 
scale?
Jones: Yes, we can calculate, from particle data, 
the particle's Lagrangian integral scale, but not 
that of the fluid.
Sleicher: That was my question, whether or not you 
had compared it to the fluid integral scale.
Jones: The agreement wil 1 depend on how well the 
particle follows the turbulence. We have not made 
the comparison since we have not made the fluid 
measurements. We are planning to make two point 
space-time correlations with hot-film anemometry to 
estimate the fluid Lagrangian integral time scale for 
comparison with what we calculate based on particle 
measurements.
R. H. J. Sellin, University of Bristol: Do you intend 
to explore particle interaction effects and could you
do this by having a single marked particle falling in 
a cloud of unmarked particles? I would have thought 
particle interaction effects very important in any 
sediment or particle movement study.
Jones: This is true and, as I mentioned, this is the 
extension that we are now planning for our studies.
We plan to incorporate a single tagged particle in a 
multi-particle loading of particles with the same size 
and the same density characteristics so that we can 
determine the effects of such interactions in compari­
son to the single particle motion in dilute suspension.
I would like to make a comment concerning some of 
the questions which have centered around results 
that we are reluctant to present at this point. We 
have varied the density of the tagged particle from 
near neutral bouyancy, which we would then anticipate 
should follow relatively closely the fluid turbulence, 
provided the particle diameters are smaller than the 
fludi turbulence structure. We have made measurements 
with lighter than and heavier than fluid particles, 
but the relative densities of the particle and 
fluid are not significantly different. With present 
particle size limitations of greater than 3mm diameter, 
making particles with densities significantly different 
than the fluid cause the free fall particle Reynolds 
numbers to be too large. So we are limited somewhat 
in the range of the relative density parameters. But 
we can certainly examine the particle free fall veloc­
ity effect on its turbulent response. We can examine 
also the effect of shape on the response, but we are 
somewhat restricted at the moment in examining the 
inertia effects, which become much more important 
when the particle is heavy as compared to the suspend­
ing fluid. For most of the people here, in the 
laser-Doppler work, the inertia effects are critical 
for air systems. However, in the water systems I 
think we can make some reasonably good studies that 
relate to such laser-Doppler applications. Although 
we cannot shrink the particle quite small enough to 
retain Stokes' drag behavior, we can certainly 
examine the inertia effect and compare this with 
what can be kept in the analytical analyses if 
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ABSI RACT
The concept of organized, spatially coherent 
large scale structures has been investigated for 
a variety of turbulent shear flows by a technique 
called "Conditional Sampling." It can be shown 
that these structures are related to physically 
important activities such as, 1) the entrainment 
of turbulent boundary layers, and 2) the mainten­
ance of turbulence by a wall, 3) the growth of 
free shear layers, and 4) the structure and noise 
production of turbulent jets.
The general technique of conditioned sampling 
is related to visualizations of the flow, and to 
problems of synchronization of images in the pres­
ence of noise. While there are too many differ­
ent techniques of conditional sampling to include 
in a short review, several of the important re­
sults of various techniques are compared to other 
visualizations of the flow and are shown to provide 
more useful quantitative insights into the struc­
ture of the turbulence.
PERSPECTIVE
It has become axiomatic that both theories 
and experiments on turbulent shear flows raise 
more questions than they resolve. Without enter­
ing into a detailed survey of the state of our un­
derstanding of the nature of turbulence, it would 
not be a gross misstatement to confess that it is 
imcomplete. Indeed, some of our lapses are of a 
very basic nature.
There are a large number of turbulent shear 
flows which are well understood from the standpoint 
of macroscopic average measures, and there are 
models for these turbulent flows which yield satis­
factory engineering predictions for such quantities 
as skin friction and heat transfer coefficients, 
as well as some means for guiding the engineer in 
estimating separation points, mass transfer coef­
ficients, etc. There are, consequently, a wide 
range of measurements whose aim is to guide in the 
establishment of a firmer empirical base for engi­
neering prediction.
If we restrict our attention to turbulent 
shear flows, there is another class of experiments 
which aims to establish a firmer basis for under­
standing the mechanics of the turbulence. There 
are two basic experimental philosophies at play in 
this area. One school of thought stresses the role 
of the experimentalist in testing theories that 
have been proposed, while the second places more 
emphasis on the role of the experimentalist in cata­
loging observed phenomena which must be explained, 
so as to guide a theoretical formulation of the 
problem.
Obviously there is a need for all three types 
of experimental approaches. The effectiveness and 
value of any one approach depends upon the problem 
at hand, the questions that one has proposed, and 
the nature of the experimentalist.
In this brief historical framework, the place 
of Conditional Sampling is more traditional than
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revolutionary. In brief, the approach is one that 
stresses a kind of order over disorder, and seems 
to idealize certain aspects of the nature of tur­
bulence, irrespective of whether or not there is 
today a theoretician concerned with the phenomena 
studied. Thankfully, there are very able theore­
ticians who are directing their attentions to the 
questions that these observations have raised.
FORMULATION - ERGODICITY
Theoretical formulations of the dynamics of 
turbulent shear flows address the problem of 
some deterministic mean field and a random fluctu­
ation field superimposed on the mean. To estab­
lish statistical validity (and to define the mean), 
one conceptually imagines an "ensemble" of physi­
cal processes, and defines the necessary statis­
tics to describe the fluctuation field.
Because of the complexity of the problem, 
one quickly specializes to cases where these sta­
tistics are time-independent, and then replaces 
the "ensemble average" by the time average. This 
action is referred to as the ergodic hypothesis, 
and is generally invoked in pragmatic manner (for 
example, the hypothesis is valid in cases for 
which it is justified) (1,2).
If we restrict our discussion to isothermal, 
homogeneous liquids, there is a unique way to per­
form these averages and the relevant equations of 
motion for the time-independent quantities are 
well established. At this level, the crucial 
issue becomes one of mathematical closure of the 
system of equations, and of concepts of space- 
time correlations, spectra, and other tools that 
in the past have proved fruitful for characteriz­
ing the random flow fields in the mathematical 
treatment of the problem.
It is very difficult to find substantial 
fault with this method of attack. Theoretically, 
one notes that the time averages replace the "en­
semble mean" in the limit as averaging time goes 
to infinity. As a practical matter, an infinite 
wait is not necessary, and one need average only 
as long as is necessary to make the average mean­
ingful. Implicit in this position, is the
further (generally unspoken) understanding that 
the infinite time equivalent of the independent 
ensemble is replacable by a set of finite time 
records, each of which is recorded over enough 
time to be statistically equivalent (within limits 
of accuracy) to each other and to the ensemble.
Only if the required error in the measures must 
be zero, must the time go to infinity.
PROCESS TIME - DEFINITION
From the point of view of the experimentalist, 
there is the concept of some time scale, suffici­
ently large to permit meaningful statistics to be 
extracted. This time scale is defined as the pro­
cess time. In essence, a practical realization 
of the random process persists for at least one 
process time. Two realizations separated by the 
process time are statistically independent, and 
their statistical measures are equivalent.
Physically, we all know that the process time 
is related to some velocity scale and some length 
scale appropriate to the process under study. The 
exact constant of proportionality is inversely pro­
portional to the permissible accuracy in the sta­
tistical measures.
FORMULATION - THE EVENT
While no fault is found with the generalized 
formulation described previously, there is some 
reason to believe that it results in an unsolvable 
problem. Whether this assertion is true or not, 
it is a fact that the problem has not yet been 
solved, even for the simplest model cases which 
some observers have convinced themselves are of 
interest.
One can mechanistically postulate a model pro­
cess, which would lead to another entirely differ­
ent theoretical formulation. This process we can 
describe in terms of stochastic "Events."
For the sake of illustration, consider a flow 
field to be constructed of many statistically in­
dependent events, with a completely deterministic 
spatial structure which develops in time after its 
birth. These structures appear initially at random
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times, randomly in space, but after their appear­
ance, their development in time is slow, and in 
some sense Lagrangian.
It is asserted (without proof) that when 
viewed with an ergodic outlook, this type of model 
passes all of the tests of randomness, although 
it is clear that instantaneous spatial correla­
tions will have a form compatable with the struc­
tures, if all structures in a given spatial domain 
are of nearly the same age. It should be stressed 
that such a process is not turbulence, for it fails 
the test of randomness in all reference frames.
A LAGRANGIAN INTERPRETATION
Guided by flow visualization, which can often 
be a useful tool in clarifying one's thinking, 
the quasi-orderly event described above can be 
viewed as the passage of some field (which we ob­
serve in an Eulerian reference frame) that is 
mostly Lagrangian in nature. In essence, if the 
event is truly ordered, it may be regarded as a 
"steady flow" in some appropriate coordinate sys­
tem which travels with the structure.
It is too much to expect that the set of all 
events is ordered. In fact, there must be a de­
gree of disorder or the years spent in the study 
of turbulence have been wasted. Hopefully, how­
ever, the statistics of these events can be better 
understood if observed in the appropriate refer­
ence frame. In fact, it would not be inappropri­
ate to expect the state of the events to be a 
Markov process. These ideas have been explored 
for the dispersion of passive contaminants in 
turbulent shear flows (3), and there is good rea­
son to expect that the process governing "events" 
is Markovian, which is not a restrictive condition.
However, the event is emphasized because it 
has an average structure which is definable and 
hopefully accounts for the physically important 
phenomena and most of the energy.
THE STATE OF AN EVENT
For studies of turbulent flows in liquids, 
one is indeed fortunate to have a relatively
simple description of the state of a flow. For 
non-stratified problems, a defining vector field 
(velocity or vorticity) exists.
There are relative simple flows which are 
best described by their vorticity fields. (For 
cases with an initial input of vorticity, this 
viewpoint is quite appropriate, as for example, in 
a turbulent mixing layer or jet.)
For boundary layer flows, velocity seems to 
be the variable most appropriate to define the com­
plete state of the motion, if only that we lack 
the means to measure the vorticity directly in a 
simple manner.
In describing the state of an event, it must 
be remembered that the flow is composed of a se­
quence of events, so that the state description is 
at first, more complex. In the absence of a magi­
cal transformation which will transform a hard prob­
lem into a simple one, one is not surprised at this 
added complexity. The hope is that the dynamics 
of an idealized event are more understandable than 
that of all possible events, hence, it is not too 
objectionable to accept for each event the added 
burden of its identification (for example, when in 
time the event occurred at some point in space).
DETECTION FUNCTION - A REFERENCE FOR AN EVENT
The concept of an event is useless unless the 
event is identifiable, just as the trace on an 
oscilloscope is unrecognizable if the sweep is n6t 
synchronized with the phenomena. For some signals, 
an externally provided reference must be supplied. 
Indeed, one might investigate the pure statistics 
of television demodulated video amplitudes in the 
absence of frame synchronization.
Means must exist for identifying events, and 
synchronizing the sequence of states that exist 
during the event. In this regard, the detection 
function is analogous to a trigger which aligns 
all reference points in the set of events.
A valid test as to whether the detection is 
significant is that the image is insensitive to 
trigger level. If we again draw the analogy to the 
synchronization of an oscilloscope, changing the
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trigger level may change the number of sweeps, but 
not the picture shown, if there is anything to 
show.
CONDITIONAL SAMPLING
With this introduction, one can finally de­
scribe the process of conditional sampling as the 
eduction of information about an event with re­
spect to the time reference defined by its detec­
tion function. Conditional Sampling is different 
from evoked sampling only in that the phenomenon 
is not stimulated externally.
EXAMPLES
In the following examples, the author does 
not wish to offend any investigators by omission 
of their work. The following are examples of the 
type of work which has been done, and is not meant 
to be exhaustive or definitive, but merely illus- 
strative, and for that reason, a bias to the 
author's home institution might be forgiven.
FREE TURBULENCE
The Mixing Layer
The turbulent development of a velocity shear 
is one of the most basic model problems in turbu­
lence, and has been extensively investigated (4-7). 
Idealized, the model inviscid problem is that of 
the Helmholtz instability of a vortex sheet, and 
for laminar viscous flow, exact solutions which 
develop either in space or in time exist. These 
viscous solutions are highly unstable and the 
character of the shear flow changes to turbulent 
at quite low values of the Reynolds number.
While some minor discrepancies have been ob­
served for certain measurable quantities, the mix­
ing layer can be regarded as a well studied tur­
bulence phenomenon. One can find in these refer­
ences mean profiles, spreading rates, fluctuation 
amplitude distributions, probability densities and 
even spectra. From these time-averaged measure­
ments the process is described, but not understood.
A recent study by Winant and Browand (8,9)
sheds much light on the nature of the turbulent 
mixing layer, and can be used to explain the be­
havior of most of the standard statistical obser­
vations, such as correlations, spectra, etc. By 
marking the initial shear layer with dye, Winant 
and Browand observed the vortex dynamics of the 
mixing layer, from birth to full turbulence. The 
sequence briefly involves a laminar instability, 
non-linear organization of the shear layer into 
discrete vortices, and then a pairing interaction 
of this vorticity to form larger and larger agglom­
erations of vorticity (Figure 1).
It should be stressed that the experimental 
environment is a completely turbulent shear layer, 
but since the rate of diffusion of dye and vortici­
ty is of the same order of magnitude, the vorticity 
is observable. While the vorticity is mixed, more 
striking is how the observable organization per­
sists for the duration of the experiment. Vortex 
pairing is an idealization of the motion, and in­
deed, when it is extracted (Figure 2) by condition­
al sampling, the energy in the disordered remainder 
of the flow is significantly reduced.
It should be noted, in connection with this 
and the following example, that some observers have 
tried to characterize the structures of these flows 
in terms of a traveling wave modes. Whatever these 
results may show, it is clear that such a descrip­
tion must be fundamentally incorrect because of the 
loss of phase reference as one proceeds with the 
pairing process (i.e. crests are not conserved as 
Whitham (10) demands).
The Round Jet
While most of our effort has involved acoustic 
problem in jet noise, our studies have cast much 
light on the fluid dynamic structure of the round 
jet, While the conditionally sampled results (which 
of course will involve the radiated sound field 
too) are not complete, we can make definitive state­
ments about the jet structure.
Initially (see Figure 3), the shear layers be­
have like the previous example, with the important 
exception that the geometry forces vortex rings.
The pairing process forces the linear growth of the 
shear layers as before, but appears to continue be­




















































































































Figure 1. Evolution of Vortex Structures and Vor­
tex Pairing - Turbulent Mixing Layer 
(Courtesy F. K. Browand).
At the low Reynolds numbers (~ 10^) involved 
in these visualizations, the predominant struc­
ture is axisymmetric, again yielding a model that 
may be idealized to higher Reynolds number where 
the visualization fails.
While still, non-stereoscopic photographs 
cannot do justice to the visualization of the vor­
tex dynamics of the jet, a definite intermittent 
sequence is observed over a factor of 2 in Rey­
nolds numbers.
In brief, the disorder seems to be closely 
related to the pairing process, in that its ulti­
mate creation is closely related to the existence 
of the pairing. This disorder is responsible, 
however, for the ultimate destruction of the ring 
structure in the far jet regions (past 10 diame­
ters). The entire process in the near jet is 
always more intermittent at higher Reynolds num­
bers, but of course is more easily observable in 
the range of the photograph.
With the bias that some prototype event ex­
ists, one is highly motivated to look for it via 
conditional sampling. It has been pointed out in 
this case too, that a wave-like description of 
the motion is inappropriate (11).
WALL TURBULENCE
Transition in a Pipe
A recently published study of pipe flow tur­
bulence by Wygnanski and Champagne (12) used con­
ditional sampling to quantify Reynolds' original 
observations of pipe flow transition. Using the 
detection of the passage of the interface between 
turbulent and non-turbulent regions in the pipe 
as their reference, they were able to classify 
the dynamical processes which occur during the 
transition process. It is clear that for this 
process, while the ergodic test is valid for long 
enough times, the process is clearly unstation- 
ary, and the turbulent and non-turbulent regions 
are clearly dynamically different.
Out of the multiplicity of figures which 
appear in their carefully conceived and documented 
study, it is appropriate to refer to their Figure 
4c and our Figure 4. In this figure we see the
concept of conditional sampling graphically analo­
gized as the "triggering of an oscilloscope." It 
is clear that the structure of what Wygnanski and 
Champagne call a turbulent "puff" emcompasses a 
feature which recurs in many realizations.
The Boundary Layer
Studies of the structures of turbulent bound­
ary layer have involved two domains of the flow.
The first involves the outer structure and the en­
trainment problem, while the second is of the in­
ner wall structure, or the shear stress problem.
To date, a definitive mechanism connecting the two 
structures has not been quantitatively observed, 
although one has been suggested (13).
Study of the outer structures was initiated 
by observations of Corrsin and Kistler (14), and 
culminated by Kovasznay, Kibens and Blackwelder
(15), Fielder and Head (16), and Laufer and Kaplan 
(17). By means of a type of conditioned sampling, 
the structure of flow variables was shown to be 
fundamentally different across the interface be­
tween turbulent and non-turbulent fluid. A sample 
of typical conditioned averages is shown in Figure 
5, taken from Reference 13. Happily, these types 
of studies have also been related to theoretical 
formations of the problem (18).
It should be pointed out that many of the tech­
niques used in the investigation of the outer re­
gion of the turbulent boundary layer, were used by 
Coles (19) in his "spiral turbulence" studies.
There is still active interest in this aspect of 
the turbulent boundary, and it is clear that a con­
ditional sampling approach is appropriate to this 
class of problems.
The applicability of conditional sampling 
techniques to the sublayer structures is not as ob­
vious. Hama (20) was the first to observe the sub­
layer structures later thoroughly investigated by 
the Stanford (21,22) and USC (23) groups and else­
where. Corino and Brodkey (24) related the sub­
layer structure to motions which are observed in 
wide regions of the turbulent boundary layer (but 
not to the largest scales).
Recently, attempts have been made to character­
ize these phenomena by means of conditional samp­
ling. Among the active investigators have been
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Figure 3. Vortex Ring Structures in Turbulent 
Jets - Vortex Pairing (Courtesy F. K. 
Browand).
Figure 4. An Ensemble of 15 Turbulent Puffs Syn­
chronized on an Oscilloscope (Courtesy 
I. Wygnanski).
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Will marth and Lu (25), Wallace et al. (26), and 
Blackwelder and Kaplan (27,28). In these studies, 
attempts have been made to quantify further the 
details of the visual observations.
In the framework of conditional sampling out­
lined previously, a reference point in the sub­
layer structure can be easily identified, and the 
average sequence of states during an event can 
be measured (Figure 6). Hence the event can be 
synchronized and studied in detail. It is indis­
putable that a sequence, significantly different 
from the time average, does exist. It is still 
to be established the extent of the physical sig­
nificance of these events.
Two general statements can be made. First, 
that the observed event is the largest (in ampli­
tude) feature of the turbulent sublayer and, sec­
ond, that the structure of the event evidences it­
self in relatively few (much less than 100) reali­
zations. In fact, the structure becomes visible 
in as few as 3 averaged events.
There is extensive work now under way to 
characterize the Reynolds stresses during these 
events, and their spanwise behavior.
CONCLUSIONS
While it is premature to state that condi­
tional sampling will unravel all the mysteries of 
turbulent shear flows, it has been an extremely 
useful tool in helping to characterize the nature 
of organized turbulent structures. It is one more 
technique available in the arsenal of the modern 
experimentalist in turbulence.
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DISCUSSION
I J. Wygnanski, University of Tel-Aviv: It seems 
that you are postulating a cascade process in 
reverse, namely smaller eddies becoming larger 
eddies. And the larger eddies are the ones that 
generate the new motion.
Kaplan: The big eddies are the mean motion. All 
the information in the mean motion is there in these 
little red circles of dye. And that's not just the 
turbulence, but also the mean field, which is not 
separated in that picture. It's how the fluctuation 
field is generated out of the mean motion which 
interests me. The turbulence and the mean coexist
Wygnanski: I think quite strongly that we should 
try hard to condition our sets of results as 
carefully as possible and thus get better quantita­
tive data. I would like to illustrate this point 
by showing a few slides from our study in transi­
tional pipe flow. In Figure 1(a) we are looking 
at a hot-wire signature of a train of turbulent 
puffs occurring naturally in a pipe at Re = 2200. 
Time is running from left to right and the 
vertical scale is proportional to velocity. There 
is a sharp jump in velocity at the trailing edge 
of each individual puff (Figure la) and yet when 
these puffs are ensembled together by using con­
ventional analogue techniques for the determination 
of the trailing interface there is an obvious 
jitter (Figure lb). The ensemble averaged veloc­
ities (Figure 2) indicate that we have smeared the 
jump in velocity near the rear interface over a 
period of time which is equivalent to approximately 
15% of the total duration of the puff. More re­
cently, we have repeated the same experiment again 
using a more refined digital data.
We recorded 1 second of data per event and 
were able to look at and analyze any portion of 
this record. In Figure 3 you see a hot-wire 
trace of a puff and then expanded portion of it 
near the trailing interface. Figure 4 shows 
essentially the same ensemble averaged record of 
velocity as Figure 2 but without the jitter. You 
can see that the sharp rise in velocity near the 
trailing edge did not disappear and one can even 
recognize some large scale structure within the 
turbulent region. The data represents 100 events, 
however at the center of the pipe (r/R = 0) we have 
repeated the experiment ensembling 800 events with 
no visible difference. The message is that careful
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Figure 1. Oscilloscope traces of turbulent puffs - Re = 2200 (Wygnanski)
Figure 2. Ensemble-averaged velocities in a turbulent puff (Wygnanski)
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Figure 3. The determination of the trailing interface by the cursar
program. The first number indicates the number or the puff 
in the ensemble; the second number indicates the location of 
the trailing front.
a. An oscilloscope trace of the entire puff.
b. Expanded scale near the trailing edge.
Figure 4. Ensemble-averaged velocities without jitter (Wygnanski)
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or precise triggering and ensembling of data can 
improve our understanding of the mechanism by which 
turbulence spreads.
V. Kibens, University of Michigan: When you say that 
the same data was used, does that literally mean that 
it was recorded on tape and run through different 
circuits?
Wygnanski: That is not exactly correct because the 
data shown in Figures 1 and 2 were taken two years 
earlier. But we have gone through a similar exercise 
so your statement is precise.
S. J. Kline, Stanford University: I do want to ask 
one question and make a couple of comments. First 
of all, I suggested previously that maybe we should 
get smarter about how we handle triggering and 
sampling and I didn't expect to hear it already, but 
that's very nice. Secondly, with respect to your 
layer, I think we were having an argument yesterday 
which was a semantic argument which keeps coming up 
and might be worth clarifying because I agree with 
what you said today about the shear layers. In 
Ozzerberg's work, where he's done similar things to 
what you have, with a two-dimensional jet with three 
different sets of initial conditions, I think 
the distinction there is we see also the same 
kind of organized things that you see. Although we 
haven't done any conditional sampling there, I'm sure 
we could get similar results. The initial condition 
I think ought to be related to the state of the 
boundary layer coming off the trailing surface and 
in that sense the first movies you showed were not 
turbulent, but laminar, and you yourself pointed 
farther downstream and said it's turbulent down here 
and I would agree with that but if you go on up to 
where you have a turbulent layer before it comes off 
the surface then, in fact, you still see this kind of 
organization but riding on the organization is more 
disorganization. There's some similarity but also 
some differences. I'd like to get your reaction to 
that.
Further, I want to comment on your inner-layer 
conditional sampling which is what I was talking about 
before. I didn't show you the data but I think I 
should mention that the jitter is very large. It's 
much larger than what Prof. Wygnanski was just showing 
and what you were showing for the puffs on the jet, 
even the turbulent jet. The jitter in that problem 
is really very big and makes the problem very severe 
to extract the more organized information.
Kaplan: Let me comment on the second problem in the 
mixing layer work because we haven't had a chance yet 
to put trips in the jet. The primary result is a 
displacement of the transition point measured in units 
of initial shear layer thickness. The shear layer width 
is increasing steadily, so its the same as the problem 
of one amoeba in a bucket which splits every second. 
After an hour, how long does it take to double the 
total? It's the initial shift of origin of the shear 
layer growth by the initial conditions - (the one 
second) the one pairing displacement. The concept 
is that a vortex sheet (independent of its fine 
structure) wants to break up into organized structures. 
You can see this if you look at vortex puffs, as 
Maxworthy has done. An isolated laminar ring pro­
gresses through space and then transitions - and then 
causes a turbulent vortex ring. The organized part 
of the vorticity is very hard to kill. This was 
attacked for a case of (not rings but) the tip 
vortices by Steven Crow. In this case, the vortices 
are destroyed because vorticity of both signs exist.
Kline: I think we're in quite good agreement on that 
problem. Ozzerberg did do that exactly. He came up 
with a universal Strouhal number for the two-dimensional 
case. For a whole mess of data, all we could get our 
hands on, does exactly what you say. It scales on the 
shear and as you get a shear layer instability and, 
that I think is perhaps worth a further comment and 
that is what Brodkey was saying yesterday and what 
we think we see is the same thing as you're saying or 
implying, that there are two parts of it. Let's take 
them separately, one is the business of cascades which 
Wygnanski brought up, and I don't see how you can 
interpret what you're saying except that it's 
anti-cascade in the conventional sense and I think that 
idea has been in the literature for about 3 decades or 
so and everybody sort of accepts it because it was the 
first theory put forth. But if you look around for 
data which support the cascade theories, some kind of 
direct data, not just the assumption that the theory 
is correct, in fact, you have a very hard time finding 
any such data which really have to be the ultimate 
test. That's one aspect of it, another aspect of it 
is we think we see anti-cascade stuff as implied in 
the inner-layer the other day and I think Brodkey 
feels that way about it; he might comment so that 
there's at least good reasons for at least seriously 
questioning what's going on in the wave-number space 
when you begin to get some of these better samples.
I think that question is worth mentioning. The other
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question is the business of the thin shear layer 
instability, whether one wants to call that Kelvin 
Helmholz or give it a broader name is perhaps just 
words, but at any rate if we call it the thin shear 
layer instability that's exactly what we think we see 
in the boundary layer problem and I gather Brodkey 
will agree with that. Perhaps he could comment. That 
may well be the key that one has to pass on to your 
receptive theorist. It begins to look more and more 
that way, and I think that's something perhaps we 
should be focusing on and trying to sort out and in 
that sense it's related to exactly what you show in 
the jets. Maybe you'd like to comment on that.
Kaplan: To support the concept of the anti-cascade 
we don't need more data. We need a new poem.
R. S. Brodkey, The Ohio State University: One comment 
first, on the triggering by conditional analysis in a 
pipe. It is a nice problem because the slug of turbu­
lence fills the region and you're really looking at a 
front or back edge. Unfortunately, in working close 
to the wall, we not only have a time randomness but 
there is also a space randomness. With a fixed probe, 
you may be hitting an event straight on, hitting a 
weak event, or just clipping an event; thus, the 
problem is much more difficult. There is a lot of 
work to be done in the wall region in eliminating 
the jitter by a better understanding of conditional 
sampling techniques.
With regard to shear layer instability, the work 
that Kline was referring to is the recent Journal of 
Fluid Mechanics paper by Nychas, Hershey and Brodkey.
In the article we called it a Kelvin-Helmholz insta­
bility. None of the reviewers suggested calling it 
anything else, so we left it that way.
What you see in the wall region are thin shear 
layers where a higher speed fluid is overriding a low 
speed fluid. The interface between becomes unstable 
and starts rolling up, but without the regularity one 
sometimes sees in jets. Often one of these forms and 
then at times two or three form in a line. The 
whole structure disappears because it gets mixed as 
it moves downstream. I would like to emphasize what 
Kaplan pointed out. It is absolutely essential to 
move with the flow to see this. You can't identify 
them from a stationary hot-film trace very easily.
The way we finally identified them in signals was toplot 
point-by-point from our movies the velocity vectors.
Then we computed what the velocity should look like 
when transposed to a stationary probe from the movie. 
This was done for about 5 such structures that we
had identified in the movies. Then with that we went 
to the anemometry traces and could pick them out.
One does not see the organization in the hot-film 
traces until one knows what to look for. What this is 
is an effort to tie anemometry work to visual studies. 
There is a great deal more to be done to help us 
identify what a fixed probe is seeing. This work is 
progressing at MPI at Goettingen by the Nychas team 
(he and she), Wallace, Eckelmann, and myself.
H. M. Nagib, Illinois Institute of Technology: I 
should comment that if you drive the pairing process, 
if you imagine a street of vortices all of the same 
sign, there's no reason to pair. They are in static 
equilibrium, it's an unstable equilibrium but they 
are static equilibrated. If you disturb the situation, 
then two vortices will tend to pair with the strongest 
neighbor; then once you break up the uniformity, 
then the pairing process proceeds. So initial 
irregularities are necessary for the turbulent shear 
layer to develop. If you drive the initial shear 
layer by a vibrating ribbon, making all of the vortices 
of the same strength, the pairing process is inhibited 
and the shear layer is prevented from growing and 
then ultimately the growth takes place further down­
stream. And I think this is easier to do in the 
shear layer - because you can use the straight 
vibrating ribbon - than you can with the jet. But 
we're trying an experiment similar to that in the 
jet to help prevent the growth. This was also seen 
in hypersonic flow in the wake of a flow by Jim 
Kendall.
Wygnanski: I would like to make a comment related to 
Prof. Brodkey's comment. I am aware that in boundary 
layer it is very difficult indeed to locate an event.
I think that one could precipitate an event by tickling 
the boundary layer locally by either sparking it or 
otherwise. We are facing similar problems in studying 
transition on a flat plate. The turbulent spots occur 
naturally at random in time and space, however by 
sparking the laminar boundary layer there is at least 
the possibility of aligning the spots. There is how­
ever a question that keeps arising, are the artificial 
spots identical to the ones occurring naturally, or 
do they depend on the disturbance which generated 
them? We answered this question for the transitional 
pipe flow case. The puffs occurring naturally in this 
flow are identical in every respect to the puffs 
created artificially. We dared to extrapolate this 
conclusion to the boundary layer case and it remains 
to be seen if it holds.
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K. J. Bullock, University of Queensland: I too think 
it is very difficult to find an event deterministic 
in space, time or amplitude in the boundary layer 
because I do not really believe that they exist. I 
think nothing this morning contradicts a stochastic 
wave like interpretation, and I just wish to add a 
comment or two about some of the work we have done.
I agree that the U-velocity is well coordinated across 
the whole boundary layer and that the phase shifts in 
y, as was interpreted from some of the measurements.
In fact, if you separate out the transverse wave 
number of significant components you can get a strong 
correlation of U over a very extensive range of the Y 
from the wall layer to about y+ = 400. The correlation 
coefficient will be greater than 0.7 for most compo­
nents and as high as 0.9 for the large scale structure. 
Thus there is a very strong coordination in the Y- 
direction, as is evident in the traces that you had. 
Some of the instantaneous traces that you have taken 
in the velocity profile are just the result of wave 
combinations which you will expect to get from time 
to time randomly distributed in space. I was a bit 
confused in the very last diagram that you showed.
You seem to indicate that an ensemble of the velocity 
profile was different from the time average and 
perhaps you might just comment on that. Secondly, 
in one of the earlier diagrams where you had three 
X-positions, you were saying you had what you thought 
might have been a wave-like phenomenon. Later on it 
looked as though some of the peaks were not where 
they should have been. Is this not an amplitude 
modulated system where the modulation is stochastic, 
producing something like a beat phenomenon?
Kaplan: It's not an amplitude modulated system. I 
should comment that the concept of conditional sampling 
and conditional correlation is not all that theoretical. 
It is an acceptable statistical practice although we may 
hoke up our condition a little more than is the accept­
able statistical practice. We are trying to bias the 
sample so we can look at the structure of what we call 
"events". We find that when we go very far away from 
our time origin in the events, we do indeed find the 
time average again, i.e. (unconditional) the long-time- 
average.
G. K. Patterson, University of Missouri-Rolla: I was 
wondering if there were any prognostications on the 
reasons for the damping of the spreading of the jet 
or the inclusion of fluid in the jet when you have a 
stratified fluid.
Kaplan: Well, it is stably stratified and the mixed 
region then would have a lower density. When the 
fluid is injected from the turbulent region to the 
non-turbulent region the density is different and 
since it is stably stratified, the density difference 
is such that it would tend to present further intru­
sion. It s quite natural and what one would expect.
Kibens: A very similar thing happens if you have a 
heated wake coming off a flat plate. You find that 
it becomes very one-sided because any puffs that go 
down toward the bottom get pushed back up, and the 
ones that go up keep on going up.
V. W. Goldschmidt, Purdue University: I wrote a poem - 
An Ode to Cascade 
First turbulence random was made 
And spectra promptly measured 
And eddies lovably treasured 
All giving an impressive cascade
Suddenly structure was paraded 
Spots, bursts and sweeps were sketched 
And after conditioning we anti-cascaded 
For older models could not be stretched.
Now we wonder if structure was originally made 
Or whether the turbulence did come first.
Could it be there's a scale of cascade 
And another for the nasty, tricky burst?
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A COMPARISON AND ANALYSIS OF DETECTION METHODS FOR THE MEASUREMENT OF 
PRODUCTION IN A BOUNDARY LAYER
G. R. Offen* and S. J. Kline 




Two hot films and dye visualizations have 
been employed, simultaneously, in a turbulent 
boundary layer to explore the relations among 
visual observations and five kinds of detection 
methods using conditional sampling. The results 
show that all methods correlate positively with 
each other, but not with high enough values of 
correlation coefficients to indicate true corre­
spondence between any two thus far studied. More­
over, none of the detection methods devised to 
date indicate a plateau in number of events as a 
function of trigger threshold.
The results also provide additional informa­
tion on several other matters: (i) the relation­
ship of outward motions from the wall (bursts) 
to inward motions (sweeps); (ii) further details 
on the time and space location of periods of high 
uv-product with respect to the visual models and 
to fluctuation hodograph quadrant, and (iii) some 
data bearing on the transfer of energy in the 
frequency domain during turbulence production 
(cascade processes). The present paper emphasizes 
the relations among the various detection methods 
and visual observations during intervals of high 
uv-product; other results are reported in more 
detail elsewhere.
*Now at University of Santa Clara, California
INTRODUCTION
General
The present paper is taken from a longer and 
more detailed report by Offen and Kline, hereinafter 
called Reference 20 for brevity. Reference 20 
includes two distinct studies. The first compares 
the results of dye and hydrogen bubble visualization 
and examines the relation between ingoing, wallward 
motions (sweeps) and outgoing motions (bursts), its 
major results are contained in Reference 13 and are 
mentioned only briefly here. The current paper 
presents the results of the second study. This 
study employed simultaneously wall-dye injection 
and two hot films in order to study two questions:
(a) the relation among several conditional sampling 
methods of fixed-point velocity time records and 
the reports of the several visual studies currently 
available; (b) the correspondence between any of the 
three stages of "bursting" reported by Kim, et al.
(8) and intervals of high uv-product. It is the 
results regarding questions (a) and (b) of the 
second study, and also some additional results 
which emerge from the same data, which are the 
subject of this paper.
Experimental Methods
The methods employed in the study are given in 
detail in Reference 20 and are therefore only sum­
marized here.*
*The reader needing further detail on methods should 
request Rept. MD-31 from the Thermosciences Div., 
Dept, of Mech. Eng., Stanford University, Stanford, 
California 94305.
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In the study of the relation between dye 
visualization and hydrogen bubble visualization, 
an ability was developed to discriminate the stages 
of bursting described by Kim, et al. (8) (via 
bubbles) using dye visualization. This was done 
because it has not been possible to operate hot 
films and hydrogen bubbles simultaneously without 
destroying the hot films; the reasons for this are 
not fully understood, but numerous attempts have 
not led to success. The dye visualization is 
inherently inferior for this purpose, but it is, 
at this time, the best available method for pro­
viding simultaneous visual and hot film output.
The particular configuration employed used a 
dye-slit* in the wall with a spanwise dimension 
of 35 (measured in non-dimensional wall units).
The hot films consisted of a u-measuring probe 
(TSI Model 2128C quartz-coated cylinder) at y+ =
15 and an X-array (L)ISA Model 55A38 quartz-coated 
boundary-layer probe) at y+ = 33. This particular 
configuration was chosen in order to be able to 
replicate the measurements of Willmarth and Lu (19) 
and also because it spans the zone of most inter­
est.** The u- and X-probes are at the same stream- 
wise location. However, it is important to bear 
in mind that the u- and X-probesare located down­
stream from the dye slit a distance which places 
the average burst passing the probes in the second 
stage of bursting, that is, oscillatory growth in 
the terminology of Kim,et al. (8). The actual 
distance in wall units is Ax+ = 240. The spatial 
arrangements are shown in Figures la and lb.
All tests were run in the tunnel described in 
detail by Morrow and Kline (11). It is octagonal 
with four-inch plexiglas sides. It has particularly 
complete flow-measuring control and particulate and 
chemical filtering systems. All tests in the pre­
sent series employed a core velocity of 0.33 ft/sec. 
The effective cooling velocity concept was used in 
obtaining velocity data from the X-probe.
jc
^As described, for example, by Runstadler, et al .(15).
Corino and Brodkey (5) indicate that the center of 
lifted low-speed streaks occurs at y+ = 15 and inter­
vals of high uv on the average near y+ = 30. Kim, 
et al. (8) give consistent results.
Mean and fluctuation velocities were surveyed 
and were found to be typical of flat-plate boundary 
layers for the moderate unit Reynolds number of 
this type of flow. The resulting integral para­
meters are shown in Table I.
Data Processing for Combined Anemometer-Dye Studies
All data were processed digitally in a com­
puter. Each block of data, from a four-minute run,* 
was sampled at 200 points per second; the result 
was an array of 46,000 data points. Since the 
flows at this velocity in water contain no fluctua­
tion energies of significance above 30 Hz, this is 
fast enough not only to avoid any effects of 
folding, but also to allow the human eye to associ­
ate output with the original trace of fluctuating 
velocity as a function of time. These procedures 
also meet the criterion (sampling above twice the 
Nyquist frequency) which is needed when one wants 
to observe time-varying spectra. Input to the 
computer involved recording on analog tape, 
digitizing and recording on magnetic tape. These 
procedures were controlled in such a way that no 
appreciable noise is added to the data. The 
details are complex and dependent on the particular 
equipment available in the Stanford Hybrid Computer 
Lab; the reader desiring details should refer to 
Reference 20.
The validity of all these operations was 
checked in two ways. First, a plot of 40 seconds 
worth of velocity data was produced by the computer 
from the digital records. This trace was compared 
visually to a similar trace made directly from the 
analog tape, and the comparison was very good. As 
a second check, the mean values and RMS of the 
digital data were compared to the values measured 
on-line during the conduct of the experiment. With 
one exception, the two sets of data agree to within 
5%.
As a result of this processing system and re­
lated timing marks on the 16mm motion-picture film 
which are coded to visual descriptors punched on 
IBM cards, it is possible to relate fluctuating 
velocities to particular kinds of visually
•k
Controlled by length of film available.
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Figure la. End view of test apparatus for the com­
bined anemometer/dye experiment, Flow is 
perpendicular to the plane of the paper. 
Dye system, probe traversing mechanism, 




Boundary Layer Parameters Which Describe 
the Flow Conditions during the Combined 
Anemometer/Dye Experiment
y  = 0.33 ft/sec
699 2.15 inches
*




H 6 /e = 0.47
UT " 0.017 ft/sec





1 . 0 at T = 0.034 sec
TU
699
1 . 0 at T = 0.54 sec
Figure lb. Plan view of test apparatus for the com­
bined anemometer/dye experiment. Flow 
is parallel to the paper. Dye supply, 
probe traversing mechanism, and electronic 
equipment not shown.
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observed events. In this way, ensemble averages 
of various kinds of visually observed events 
can be collected; this includes the "recovered" 
velocity trace for a given type of event over time. 
Spectra and correlations for given events can 
also be found. The details of the recordation 
system and the precautions employed in the visual 
system are also given in Reference 20.
The average frequency of bursting from the 
dye study was compared with the results of Kim, 
et al. (8) and those of Rao, et al. (14) and give 
adequate correspondence. One four-minute film 
with apparently typical characteristics was chosen 
for complete detailed analysis.
Uncertainty in the mean-flow and fluctuating 
velocities is estimated at less than 5% for all 
data; statistical uncertainties arising primarily 
from short averaging times possible for "events" 
is estimated as high as 25% and dominates the 
uncertainty in the results. The differences 
between events marked by dye and by bubbles is 
also crucial; see comments under terminology.
TERMINOLOGY AND DETECTION METHODS
Termi noloqy
Burst - The word "burst" is employed largely 
in the sense used by Kim,et al. (8); in that work 
a burst is described in three stages: (i) lifting 
of a low-speed wall-streak, (ii) oscillatory 
growth, and (iii) breakup. Three kinds of bursts 
were noted by Kim according to the motion in 
stage (ii): the most common is streamwise vortices; 
next most common is wavy growth; and least common 
is transverse vortex motion. In the present paper 
a burst event is recorded when the lifted low-speed 
streak shows the passage of dye over the u- and/or 
X-probe. A given burst may go on and off several 
times so that dye is seen over the probe inter­
mittently; in this case the shorter durations 
where dye is seen over the probe are called 
"ejections". Thus a burst event as used herein 
may encompass more than one ejection. In the data 
sample analyzed in detail below, 41 bursts and 81 
ejections were observed; these numbers will recur 
throughout the discussion.
Detection - The word "detection" is used to 
mean a time interval (called an event) which is 
selected by some specified criterion from the hot- 
film output(s); such criteria are based on process­
ing the output and are the basis Fur conditional 
samples. For the present paper, the essential 
distinction is between bursts and ejections, which 
are from visual observations of dye, and detections, 
which are from criteria based on processing the 
velocity data from the hot films.
Detections were recorded by use of a digital 
on-off circuit (gate). When the criteria under 
study were satisfied, the gate read 1; otherwise 
it read zero. An interval for an event was taken 
to be the time the gate gives an output of 1, 
between two sequential zero readings.
Detection Methods
Five methods of detection were studied: (1)
Wi1Imarth-Lu; (2) Blackwelder-Kaplan; (3) criteria 
based on magnitude of v-fluctuations; (4) criteria 
based on the instantaneous slope of the velocity, 
dU/dy; and (5) sorting into uv-quadrant.
Willmarth-Lu - This method, as given by 
Willmarth and Lu(19), is conditioned on two criteria:
(a) low-pass filtered u-fluctuation (at y+ = 15) 
negative with magnitude greater than a preset value;
(b) value of u decreasing. In the present study, 
only criterion (a) was used, since preliminary 
investigation showed that criterion (b) just 
affected the duration of detection events and not 
their time of onset.
B1ackwelder-Kaplan - The criterion employed by 
Blackwelder and Kaplan (3) and used in the present 
study is that the short-time-averaged variance of u, 
at y+ = 15, exceeds a preset threshold value.
Normal velocity method - Detection is registered 
when the low-pass filtered v-velocity at y+ = 30 is 
greater than the preset threshold level.
Slope method - The difference between u at 
y+ = 30 and at y+ = 15, from the two probes, was 
used as a measure of dU/dy. This difference was 
processed in three ways: (i) the short-time- 
averaged variance of the rate of change of slope, 
that is, running estimate of the variance of 
a^u/atay, exceeds a threshold level; (ii) the
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short-time average of the variance of the slope, 
(3U/3y), exceeds a threshold level; (iii) the low- 
pass filtered rate of change of slope exceeds a 
threshold level. Criterion (i), the instantaneous 
estimate of the variance of 3^u/3t3y> was the only 
scheme using slope information that was suffi­
ciently successful to be mentioned in the ensuing 
discussion. Therefore, unless a more specific 
reference is made, the words "slope method" will 
refer to this detector.
Quadrant approach - The criterion is that the 
instantaneous value of the uv-product is less than 
a given negative threshold level at the same time 
as u, itself, is less than zero. This scheme was 
motivated by the work of Grass (7), Wallace, et al.
(18), and Willmarth-Lu (19).
Attempts to construct analog methods based on 
filtering were also carried out in an early phase 
of the work, but were unsuccessful and are not 
reported here. Details are given in Reference 20.
RESULTS
Two types of results are presented:
(i) the degree of correspondence between visually 
observed events (bursts, ejections) and the output 
from various conditional criteria on the velocity 
trace(s) (detections);
(ii) a description of several properties of the 
flow during particular kinds of events formed by 
ensemble averages over the appropriate time 
intervals.
The authors intend to prepare a separate 
paper covering the implications regarding flow 
modules for turbulence production and possible 
"cascade" theories of these results and the com­
bined dye-hydrogen bubble visual studies taken 
together.
Detection Rate as a Function of Input Parameters
All of the detection schemes processed the 
velocity signals through a filter, or equivalent 
signal-shaping device, with adjustable parameters.
The problems associated with filtering signals, 
such as turbulent velocity traces, are discussed 
in greater depth by Offen, Kline, and Reynolds(12).
For the filter, these parameters are type (e.g., 
simple RC, Butterworth, etc.) and cut-off frequency; 
for the other processor, which computed short-time- 
averaged variances, the parameter is averaging 
time. A short analysis was made of the effect of 
these parameters on the output from both the Will­
marth-Lu and the Blackwelder-Kaplan detection 
schemes. The results are reported in Reference 
20, where it is shown that, within broad limits, 
the choice of filter type and cut-off frequency or 
of averaging time is not critical.
However, for every filter configuration (or 
averaging time, as appropriate), the number of 
detections recorded decreased monotonically with 
increasing threshold level, as shown in Figure 2. 
Therefore, it was decided that all further analysis 
in this work would be performed with threshold 
levels chosen to give 41 and also 81 detections.
These figures correspond to the number of visually 
observed bursts and ejections, respectively. The 
threshold levels used for each scheme are included 
in the summary of detection methods on Table II.
All the programs were written to produce both 
detection traces simultaneously. A third-order, low- 
pass Butterworth filter with a cut-off frequency of
1.25 Hz was used for the Willmarth-Lu detector and 
for the scheme based on the v-velocity. An 
averaging time of 1.0 seconds was used for all the 
short-time-averaged variances (Blackwelder-Kaplan 
and slope method).
For the quadrant approach, threshold levels 
of 5.0 uv and 8.0 Uv were required to generate 
approximately 81 and 41 detections, respectively. 
Willmarth and Lu (19) observed that there is a 
certain magnitude of J uv | above which only the com­
bination u < 0, v > 0 contribute to uv. This is 
the same combination of u and v used in the quadrant 
method in this study. The critical value of about 
10 |uv| reported by Willmarth and Lu is twice as 
large as the threshold level used in the quadrant 
scheme to generate the same number of detections 
as ejections, but only slightly greater 
than the level used to produce the same 
number of detections as bursts; thus the two 
studies agree reasonably well on this point.
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Table II
Summary of Detection Schemes Used in the Combined Anemometer/Dye Experiment
Name
•k




Cri ter i on
Threshold LevgJ 
Normalized on N = 81 N = 41
Wi 1lmarth-Lu W-L Low-pass filtered u < T.L. u' -0.79 -1.54
Blackwelder-Kaplan B-K Short-time averaged variance 
of u > T.L. (u’)2 0.91 0.61




of 92u/3t3y > T.L. 2(Ay)(At)(u')2 2.94 4.54
Short-time variance 
of slope °y Short-time-averaged variance of 3u/3y > T.L. Ay(u')2 37.4 61.4
Rate of change of 
slope Uyt > T.L.
Low-pass filtered
32u/3t3y > T.L. 2(Ay) (At)u' 230 282
Quadrant of uv uv < T.L. uv < T.L. while u < 0 |uv| 5.00 8.00
Methods based on a single u velocity trace use the one from the probe near y+ = 15.
irk
u' is the RMS of the fluctuating u-velocity; 
u-probe and the center of the X-probe; and At
Ay (0.011 ft) is the distance between the 
(0.005 secs) is the sampling interval.
O b - k  
A  l i - L
( T . I . . / 0 * )

















The 'internal intermittency' is defined as 
the fraction of time that ejections pass the probe 
or that detection schemes have their total accept 
criterion satisfied. This is analogous to the 
standard definition of intermittency as the frac­
tion of time turbulence is observed by a measuring 
device at a point in space.
The Blackwelder-Kaplan, Willmarth-Lu, and 
slope methods all display about the same internal 
intermittency, approximately 0.2, as the visual 
data when the threshold level in each of the detec­
tion schemes is set to produce about 81 detections 
(i.e., the same number of detections as ejections). 
Since the quadrant scheme is based upon the uv 
trace, which is known to be an intermittent, 
short-duty-cycle signal, the internal intermittency 
for this method is about 0.04, which is much lower 
than for the other detection schemes.
Correspondences between Programmed Detections and_ 
the Visual Data
The first analysis performed was an investi­
gation into the degree of correspondence between 
bursts and ejections on the one hand and various 
detection events on the other. The visual data 
can be considered as a time-record whose value is
1.0 during ejection periods and 0.0 at all other 
times. Another similar time-record can be used to 
represent the output from any one of the detection 
schemes. Each detection time-record was then com­
pared with the ejection time-record, and the number 
of times the two records were simultaneously equal 
to 1.0 was recorded. That is, if any segment of a 
detection period coincided in time with any segment 
of an ejection period, these two events were 
arbitrarily said to correspond to each other. This 
is a very liberal interpretation of the notion of 
correspondence between two time-records. There­
fore, a more severe, and mathematically more 
rigorous, analysis was also conducted by computing 
the cross-correlation between the visual data and 
each detection time-record. The results from the 
looser analysis of correspondence will be dis­
cussed first.
For the first analysis the ejections were 
divided into groups based upon their size and their
position in the plane parallel to the wall, and 
the degrees of correspondence were tabulated for 
each group.
No other features of the ejections were con­
sidered except in the search for a unique ejection 
characteristic during false indications of bursting 
common to several detection schemes (see sub-sec- 
tion below).
Relationships between detections and ejections 
- In this section we shall consider correspondences 
between detections and ejections. The ejections 
were grouped according to both their size and 
their position relative to the probe in the plane 
parallel to the wall, and statistics of correspond­
ence were obtained for each classification. The 
detailed results are recorded on Table III. Only 
the detection records produced with threshold 
levels set to give approximately 81 detections were 
used for these comparisons.
With the exception of the quadrant approach, 
all the schemes yielded correspondence rates 
between 43% and 59%. The three best detection 
schemes (Willmarth-Lu, Blackwelder-Kaplan, and 
slope) corresponded 54% to 59% of the time. These 
three were essentially equally good detectors 
based upon the criterion of correspondence. How­
ever, as will be shown later, other criteria 
show differences among them. The Willmarth-Lu 
method detected more of the centered bursts than 
the other two did, while the other two schemes 
corresponded more frequently with ejections that 
just barely touched the probe in the plane parallel 
to the wall.
There is a very slight tendency towards 
improved correspondence rates if one compares the 
detections with only the larger, better-centered 
ejections. Excluding those ejections whose size 
is described as "trace" gives correspondences of 
56-66% for the best three methods.
Similarly, if one excludes those ejections 
which only touch the edge of the u-probe in the 
plane parallel to the wall, the correspondence 
rate rises to 60-71%. Thus, for the three best 
detectors taken as a group, the sensitivity to 
variations in size is less than to variations in 
position. This becomes particularly evident when
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one considers those ejections that did not pass 
the probe in the plane parallel to the wall. Here 
the correspondence was only 16-38% for all schemes 
and all sizes.
The quadrant method gave low correspondence 
(31%), even when the analysis was restricted to 
only those ejections which also passed the X-probe.
A possible reason for this poor correspondence 
rate is that the internal intermittency from this 
detection scheme is quite low, namely about 1/5 
that of the other detection schemes. This raises 
the question of whether the reported correspondences 
are due purely to random coincidences between the 
two time-records instead of being the result of 
structural features of the flow. Or, to state 
the problem more positively, what would the corre­
spondence rate be if the two time-records were 
statistically independent of each other? The 
answer can be obtained using experimentally deter­
mined values for internal intermittency, average 
ejection duration, and average time between 
ejections (see Reference 20). The results of this 
analysis show that the actual correspondences are 
only slightly greater than those which would 
probably have been measured in a similar test
conducted „ , .. .. .. ..
on two statistically independent time-
records. A typical computed correspondence rate
is about 40% for a pair of uncorrelated signals,
as compared with a measured average of 56% for
the three best methods.
The relationship between two time-records can 
also be described by their joint probability 
density function. For the purposes of the present 
analysis we are interested only in the probability 
of finding both the detection and the ejection 
trace equal to 1.0 at any instant. This joint 
probability is given by the fraction of time the 
two records are simultaneously equal to 1.0. It 
has been computed and compared to the measured 
values for several detection traces. As an 
example of the results obtained, consider the 
Willmarth-Lu detector (with threshold level set to 
generate 81 detections). The measured joint 
probability for events on both this trace and the 
visual trace is 0.081, while the joint probability 
computed for time-records that are similar to these 
two, butcompletely uncorrelated, is 0.046. In other 
words, these two traces agree nearly twice as often as 
they would have had they been uncorrelated. The maximum
possible joint probability for these two sets of 
data is equal to 0.20, or the smaller of the two 
internal intermittencies.
A portion of the ejection time-record and 
corresponding segments of detection time-records 
from the Willmarth-Lu and from the Blackwelder- 
Kaplan scheme are shown in Figure 3. A casual 
glance at two sets of these time-records might 
lead one to believe that periods of activity on 
one record correspond to periods of activity on 
the other record and, consequently, periods of 
quiescence on one record also correspond to 
periods of quiescence on the other record. How­
ever, closer inspection shows that there are too 
many exceptions to allow a clear hypothesis of 
coincidence.
At this point it is important to mention the 
relationships observed between dye and hydrogen 
bubble representations of bursting during an 
earlier phase of study (Reference 20). The com­
parison between these two visualization techniques 
showed that about three times as many bubble-marked 
vortices as dye-marked lift-ups passed a point in 
the flow which could be a typical probe location. 
Therefore, it is possible that at least some of 
the detection schemes would have corresponded 
better with hydrogen bubble visualization data 
than they did with the dye data. However, there 
is no reason to be overly optimistic about chances 
for improvement. Both lift-ups and vortices are 
descriptions of the flow field which result from 
visual observations of spatial patterns. Detec­
tions at a point do not appear to correlate well 
with what apparently would be seen if one could 
follow a burst with a probe.
Furthermore, it is important to note that both 
detection schemes shown in Figure 3 fail to 
correspond to every marked event. They could 
detect at other times, too, but the fact that 
they did not pick up each of the visually 
observed events is a strong indication that they 
are not adequate burst detectors.
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Figure 3. Comparison between uv time-record, visually 
indicated ejection periods, and programmed 
detection periods (set to give approximately 
81 detections).
Relationships between detections and bursts - 
The specific purpose of this analysis was to 
determine if there was at least one detection 
during each burst period. Therefore, the visual 
time-record was deemed to have the value of 1.0 
from the start of a burst to the end of the burst, 
irrespective of small gaps in time when no ejec­
tions might have been passing the probe. The 
results of this investigation support the conclu­
sion of only partial correlation between visual 
and detection data reported in the previous sub­
section. Further details are contained in 
Reference 20.
Cross-correlations between ejections and 
detections - Cross-correlations were computed 
digitally for the three best schemes and for the 
quadrant method, using the 1 agged-products method. 
The sampling interval was 0.05 seconds, and the 
cross-correlations were calculated for lag-times 
between -1 and +1 seconds. A peak in the cross­
correlation at positive lag-times means that the 
detection started after the ejection.
As mentioned earlier, the time-records could 
take on only the values 1.0 or 0.0 at any given 
time. However, when the first correlations were 
computed, a value was assigned to the time-record 
at detection based on the threshold level. Detec­
tions which belonged to the sequence of 81 were 
identified by a magnitude of 1.0, while those 
belonging to the set of 41 were marked with a 2.0. 
Similarly, the time-record representing the visual 
data was assigned values that increased with 
increasing size of the burst, when size was used 
as the criterion, or with increasing tendency 
for the ejection to be centered over the probe, 
when position was used as a criterion. The 
normalized cross-correlations computed from these 
traces were found to be very similar to those 
derived from time-records with £[1_ detections 
and al1 visual indications given a value of 1.0.
In other words, significant events, as defined by 
a detection criterion, did not stand out as 
particularly good indicators of significant bursts 
based on either size or proximity to the probe. 
Therefore, only the simpler situation with all 
events assigned value 1 is reported here.
Typical cross-correlation plots are shown in 
Figures 4, 5, and 6 for the three best schemes.
The normalized peak values of the correlations 
were about 0.35 for both the Blackwelder-Kaplan 
and the Willmarth-Lu schemes. The slope method 
gave a peak value of 0.42, or about 20% better 
than the other two schemes. It is interesting to 
recall here that all three detection methods gave 
equivalent time correspondence with the visual 
data (to within 4% of their average). The dis­
parity between rankings based on time correspond­
ence and rankings based on cross-correlations 
may be explained by the shape of the curves. The 
width of the peak in a cross-correlation is pro­
portional to the degree to which the two input 
records are in phase. Therefore, a broad hump 
implies little jitter, or variable time-shifting, 
between the visual and the detection trace. Since 
the slope method gave the flattest plot of all 
three - i.e., it showed the least decorrelation 
with increasing time separation from the instant 
of maximum correlation - it is reasonable to 
suggest that the peak in the cross-correlation was 
larger for the slope method than for the other two 
because it did the best job of keeping in step 
with the visual trace. These comments, however, 
must be kept in perspective. None of the plots 
displayed a rapid decorrelation near the peak (the 
minimum cross-correlation coefficients were always 
greater than 0.5 of the maximum coefficient within 
the + 1 second range of the plots), and, therefore, 
the differences in the jitter between the visual 
data and the various -detection data were not large.
Based upon the lag-times corresponding to the 
peaks in the cross-correlation curves, one can 
deduce that the slope, the quadrant, and the 
Blackwelder-Kaplan schemes detect 0.1-0.2 seconds 
before the ejections pass the probe, on the average, 
whereas the Willmarth-Lu method detects 0.2 seconds 
later. The result from the quadrant method shows 
that periods of large instantaneous uv are 
measured at the probe prior to the passage of wall 
dye. Since the streamwise or transverse vortices 





















































































































































































































































































































































































































































































































































lift-ups, this negative time of maximum correla­
tion lends credence to the belief that the large 
Reynolds stresses are associated with such phenom­
ena as vortices, which are triggered by the lift- 
up, rather than with the lifting fluid itself.
Cross-correlations between two detection 
schemes - Figure 7 shows the cross-correlation 
curve computed from the Blackwelder-Kaplan detec­
tion trace and the Willmarth-Lu detection trace.
The shape of the curve confirms the above-mentioned 
comments about phase relationships, namely that 
the Blackwelder-Kaplan method detects before Will­
marth-Lu. The peak agreement between the two 
schemes is 37% when they are both set to give 
approximately 81 detections and 29% when they are 
set to generate about 41 detections. Thus the 
two schemes are similar, but far from identical.
One might expect that the more restrictive cri­
terion (the higher threshold level) would bring 
the two results closer together, but this was not 
the case.
Search for ejection characteristics during 
false indications common to several detection 
scheme^ - Four detection schemes were checked to 
see if, and when, they all failed to detect the 
same ejections. The three best ones mentioned fre­
quently in the preceding sections were joined by 
the one based on the v-velocity (v > T.L.) for 
this test. When all the schemes were adjusted to 
give approximately 81 detections, 13 bursts were 
not detected by any of the methods. These 13 
bursts comprised 20 ejections - i.e., about 1/3 
of the bursts and 1/4 of the visually observed 
ejections were never picked up. No unique burst 
characteristic was found to exist during the times 
that all four schemes failed to detect an ejection; 
the failures were equally distributed in size, 
in position relative to the probe, in duration, 
in growth type, and in ejection velocity.
A similar analysis showed that when the Will­
marth-Lu and the Blackwelder-Kaplan schemes were 
both set to generate 81 indications of events, they 
simultaneously detected 30 ejections correctly 
(based on the liberal1 criterion of correspondence) 
and 23 falsely (i.e., detected at times when no 
ejections occurred).
Conditional Averages
Methodology - Conditional averages of the 
three velocities and the uv-record were compared 
from data collected during events and, separately, 
from the 'left-over' data obtained during 'non­
events'. The existence of an event at any given 
time was determined either from the ejection time- 
record or from one of the detection time-records. 
When the visual data were used to control the 
sampler, individual conditional averages were com­
puted for the following types of ejections: all 
the ones that passed a probe; only those that 
passed the X-probe; or only those that displayed a 
particular type of oscillatory growth. Similarly, 
when the detection data were used, the event could 
be either all 81 detections or just the 41 produced 
by the higher threshold level. The conditional 
mean and RMS were computed for each of the three 
velocity traces, but only the mean was calculated 
for the instantaneous uv-trace. Averages were also 
computed for the instantaneous uv-signal as a 
function of the signs of u and v. If the instantane­
ous values of u and v are plotted on a fluctuation 
hodograph plane (v versus u with v-axis as the 
ordinate), then the 'quadrant' of the plot in which 
any given point falls is taken as the quadrant of 
uv.* Thus if both u and v are positive, the 
instantaneous value of uv is assigned to the first 
quadrant.
During the computations for the conditional 
averages, separate probability density functions were 
produced from the data used for each average. This 
was done to determine the extent of the difference 
between computed means for events and non-events.
The difference would be considered significant only 
if the mean values were different and the prob­
ability density functions did not overlap too much.
This use of probabilities merits further 
explanation. Consider the case of the u-velocity at 
the probe nearest the wall, and let the condition for 
sampling be all ejections that pass the probe. The 
conditional average of the velocity was found to be
See, for example, Wallace,et al. (18) or Willmarth 
and Lu (19).
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negative during ejection periods and positive 
during non-ejection periods. Therefore, one is 
tempted to follow Willmarth and Lu in use of this 
fact in a burst ejection scheme; that is, to detect 
whenever the u-velocity fluctuation goes below a 
given negative level. However, the probability 
density functions of Figure 8 show that the u- 
velocity is significantly positive quite often 
during ejection periods and significantly negative 
during non-ejection periods. The two curves do 
differ noticeably in the u < 0  domain, but even 
here the line for the non-events has a significant 
magnitude. These curves thus provide credence to 
the lack of complete correspondence between ejec­
tions and detections. Furthermore, the probability 
densities for this particular velocity are pre­
sented because they display the largest differences 
between events and non-events; for the other 
velocities, the distribution of the events data 
was closer to the distribution of the non-events 
data. Further comments about the relationship 
between the conditional averages and their 
corresponding porbability density functions are 
included with the presentation of the results (see 
sub-section below).
As a final experiment, a slightly different 
approach was used on a few sets of data. The 
standard conditional averaging technique weights 
each contribution to the final average equally, 
but does not weight each event equally. That is, 
at each time-step the event time-record is inter­
rogated. If an event is in progress at this 
particular time, the corresponding velocity is 
added to the running sum of all such velocities. 
The final sum is then divided by the total number 
of these contributions.
However, if a 'grouped conditional average1 is 
computed, the mean of the signal during each event 
is determined first. This mean is then added to 
the running sum of similar means. Therefore, the 
final result is really a mean of 'the means from 
each event', and each event is treated equally,
irrespective of its length.* If there are M 
events and the duration of each event is Nj time 
steps, the grouped conditional average is com­
puted by the following formula:
The same method is used for standard deviations, 
which are computed relative to the local mean of 
the event; thus the final result is really the 
'mean of the individual deviations .
General observations on results - The results 
generally confirm the trends one would expect to 
find based on the works of Kim,et al. (8) and 
their predecessors. For example, bursts are 
assumed to be outward migrations of relatively 
slow fluid, and the conditional averages listed in 
Table IV show that the u-velocities at the two 
probes are negative and the v-velocity is positive 
during bursts. These averages take on the opposite 
sign during non-burst periods. All the values in 
Table IV are normalized: the means of the individ­
ual velocities are normalized on their respective 
long-time averaged 'mean absolute deviation',
where u. is an individual contribution and u is the 
mean velocity. This statistic gives a more meaning­
ful estimate of the average magnitude of the 
fluctuations than does the more conventional RMS 
(standard deviation) which weights the larger 
fluctuations more than the smaller ones in the 
squaring operation. The RMS's of the individual 
velocities are normalized on their long-time
xIn a recent article, Antonia(l) used a similar 
approach. He attempted to investigate the effects 
of the 'age' of a motion by plotting separate 
'ensemble averages' for short, medium, and long 
duration events. His ensemble averages are actually 
time-weighted recovered velocities (see below 
for an explanation of signal recovery), because he 
first samples the velocity during an event as a 
function of t/T, where t is the time from the start 
of the event and T is the duration of that event, 
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Method*
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(%) (Number) Large Medi urn Small Trace Center Partial Edge None
Visual — 81 6 33 26 16 35 23 23 24
W-L 57 46 3 18 18 7 25 14 7 4
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uyt 59 48 3 22 18 5 20 15 13 7
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43-59% — 33-66% 45-67% 42-69% 12-56% 43-71% 39-65% 10-56% 16-38%
For legend of methods, see "Abbreviations" column of Table II.
■A-*
uni
This scheme detected about 60% of the 28 ejections that passed the X-probe 
que feature because the Willmarth-Lu scheme (W-L) also found 60% of these
, but this is not a 
ejections.
Figure 8. Probability deipsity functions for the u-
velocity at y = 1 5  during periods of visu­
ally observed ejections (--- ) and periods
of non-events ( - - - ) .
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averaged RMS, and the conditional averages of uv 
are normalized on the magnitude of the long-time- 
average uv.
As a typical example of the differences during 
events and non-events, consider the conditional 
average of the u-velocity near the wall based on 
all ejections. The normalized, conditional mean 
velocity is -0.44 for periods of dye passage over 
the probe and +0.10 for periods of no dye passage.
Since the conditional averages do follow 
definite trends - and these trends are consistent 
with the structural interpretations derived from 
visual observations - the data do show the exist­
ence of structural features during bursting. How­
ever, most of the conditionally averaged mean 
velocities are smaller than their corresponding 
long-time-averaged 'mean deviation1. The rela­
tively moderate values reported in Table IV suggest 
that, in general, the nature of the fluctuations 
associated with any single burst do not distinguish 
it clearly from the turbulent surroundings in which 
the burst finds itself. As noted by others, the 
structure is buried in random fluctuations.* 
Therefore, specific velocity characteristics do 
not seem to be useful as burst detectors. Never­
theless, the bursts can be described by well- 
defined velocity patterns when the effects of the 
larger random 'background turbulence1 are removed 
by appropriate conditioning and averaging. Note 
that, since the normalized conditional RMS is 
about 1.0, the conditionally averaged mean during 
bursts is not even separated from the mean during 
quiescent periods by one standard deviation. Data 
which are the source of such indistinct conditional 
averages are also characterized by similar, over­
lapping probability density functions; the one is 
a direct consequence of the other.
Reference 20 includes data showing the jitter 
of individual contributions to the recovered signal 
by plotting the output for a number of 'events1 
before any phase shifting or averaging. These data 
again confirm the large value of 'noise which 
swamps the 'structure' in velocity traces of indi­
vidual events.
*See particularly Lahey and Kline (10), Figures 
IV-2 and IV-4a.
Since the velocities do not remain constant 
at a level equal to their conditional average 
during the entire burst period, it is also useful 
to investigate the magnitudes of the peaks in the 
velocity traces (maximum or minimum) during bursts.
This information, which was obtained as part of 
the computations of the recovered velocities (see 
Signal Recovery), is recorded in Table V. The 
peaks in the traces of the u-velocity near the 
wall are not much larger than the corresponding 
conditional means because the motions at y-1 - 15 
are dominated by low frequency fluctuations during 
bursts. However, the results at y - 30 show peaks 
up to 2-1/2 times bigger than the conditional means. 
Hence the significant features of the structure at 
this location are characterized by smaller scales 
than at the probe closer to the wall. The peak 
value of U30 = -1-05 during breakup is particularly 
high compared to the conditional mean (-0.42) and 
suggests that the event is structurally important 
and characterized by high frequency motions. Re­
sults reported below confirm these interpretations.
There are at least two plausible ways of 
explaining why these results do not seem to clearly 
indicate the presence of a unique structure during 
bursting, and the two may not be mutually exclusive. 
First, the 'important' activity may not persist the 
entire time that dye passes the probe. If one 
could look at only a fraction of the time dye is 
passing the probe, and, in particular, if one 
could move the 'window' around to choose the most 
significant time interval within the event, the 
computed means would probably be much larger. The 
inclusion of the contributions from the remainder 
of the burst period into the 'non-events' group 
would not change that result significantly because 
the additional data represents a small amount of 
information relative to the total for the non-event 
period. The problem, of course, is that so far no 
unambiguous way has been found of choosing, a priori, 
the correct location or duration of the window. The 
second explanation is based on the realization that 
some ejections are associated with large velocity 
defects while others are only characterized by 
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The means of the three velocities are normalized on um , their respective lonq-time-averaqed
the conditional RMS's are normalized on theirjong-time-averaged RMS, u' (u'/um = 1.21 for u 
1.24 for Ujg, and 1.30 for v^g), and uv is normalized on |uv| .
Table V






All ejections -0.64 -0.66 0.60 -2.29
Those that also pass X-probe -0.99 0.87 -3.64
Stream,vise vortices -0.47 -0.74 0.73 -2.60
Transverse vortices -0.73 -0.71 0.84 -1.49
Wavy growth -0.65 -0.53 0.56+ -2.15
Breakup -0.29 -1.05 1.09 -4.29
B-K (N = 81) -0.48 0.40 -1.98
W-L (N s 81) -1.79 1.17 -2.66
Slope (N s 81) • k 'k -1.40
Quadrant (N E 81) -1.24 -2.24 2.76 -8.25
The means of the three velocities are normalized on um , their 
respective long-time-averaged 'mean , e.g.
m - 1  v | i
15 ~ N | u15 J  ;
and uv is normalized on |W | .
Oscillated between +0.17 (at the start of the trace, t = -0.5 
seconds) and -0.05 without showing any signs of a recognizable struc­
ture . 1
1 But signature also displayed a minimum = -0.50.
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may imply that there are more ejections with 
slight velocity defects than with large ones.
The 'grouped-conditional averages' show 
even less discrimination between burstand non­
burst periods than the standard conditional 
averages. In fact, some of the non-burst aver­
ages are opposite in sign to what one would expect. 
The grouped RMS's are smaller than the standard 
conditional RMS's because the contribution from 
each event to the final grouped RMS is always 
reduced by the mean of that event. However, the 
ratio of the RMS during burst periods to the RMS 
during non-burst periods is slightly higher for 
all three velocities than the comparable ratio 
generated by the standard conditional averaging 
technique.
The grouped computations probably yield 
smaller mean values than the standard conditional 
averages because the longer bursts may be the only 
ones which have the characteristics normally 
attributed to a burst. Recall that the shorter 
bursts have been weighted equally with the longer 
bursts. If the shorter ones don't display the 
expected characteristics (e.g., low u-velocity), 
but the longer ones do, the smaller events will 
unduly offset the contributions to the mean from 
the larger ones. Short ejections do appear fre­
quently among the common 'misses' discussed 
above. Although they do not appear regularly 
enough to be considered a common characteristic of 
missed ejections for the purposes of that section, 
they do appear often enough to affect the condi­
tional average. Antonia (1) also found that the 
event duration affected his conditional averages. 
Since he studied the intermittent patches of 
turbulence in the outer region of the boundary 
layer, his results may not be directly convertible 
to the present study. Nevertheless, it is worth­
while to note, in passing, that he found much 
larger conditional averages for longer events 
than for shorter ones, and, therefore, that the 
hypothesis used here to explain the differences 
between the standard and the grouped conditional 
averages may be reasonable.
Conditional averages of the Reynolds stress 
as a function of various criteria - The condi­
tional averages of uv listed in Table IV show that 
the Reynolds stress during ejection periods is 
approximately 15% higher than the long-time average 
(i.e., uv = -1.15), while during the other times 
it is only 4% lower. If however, one restricts 
the event to include only those ejections which 
pass the X-probe, where uv is actually measured, 
then uv = -2.10, which is significantly higher 
than the mean. Both velocity components contri­
bute to this increase. It is informative to com­
pare the two conditional averages just presented 
with the threshold levels used in the quadrant 
detection scheme (uv < T.L. when u < 0). In order 
to generate 81 detections with the quadrant method, 
a threshold level of approximately 5 uv had to be 
used. Therefore, the conditionally averaged uv 
product during detection periods using the quadrant 
method would be some number greater than 5, or 
2 1 / 2 - 4  times larger than any of the results 
presented in Table IV. This discrepancy is 
probably due to the difference between the average 
duration of dye passage over the probe and the 
average length of the uv peaks (this is the same 
problem of averaging times which are longer than 
the duration of significant activity which was 
discussed in the previous sub-section). Variations 
in the time shift between dye passage over the 
probe and the peak in uv can also cause a reduced 
magnitude of uv. The averaging time and phase 
jitter considerations are discussed in more 
detail in Reference 20. And, finally, it is, of 
course, also possible that some visually indicated 
ejections are not associated with periods of high 
uv.
Based on the visual data, periods of high uv 
seem to occur predominantly during breakup (Table 
IV). The conditionally averaged uv during stream- 
wise or transverse oscillatory growth periods is 
essentially equal to the long-time-averaged mean; 
however, during breakup, uv = -1.7. The unique 
character of the breakup stage will be emphasized 
again when the results of the frequency analysis
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are presented. The similarity of the results for 
the the two vortex types - i.e., for two different 
locations on stretched and lifted vortices - 
suggests that the instantaneous momentum transfer 
between the lifted vortex and the surrounding 
fluid is approximately constant along its length.
Turbulence in a boundary layer is maintained 
by the marginal production, that is, by the dif­
ference between the production of turbulence,
? = ~uv dy> and the viscous dissipation of the 
small-scale fluctuations,
in Cartesian tensor notation. Therefore, it is 
instructive to compare the conditionally averaged 
uv-results to this difference. Since all of the 
nine velocity gradients required to compute e were 
not measured in the present study, the viscous 
dissipation term could only be calculated directly 
from the available data if one assumes isotropy of 
of the small-scale motions. However, Klebanoff
(9) has shown that the computed value of e is too 
low if its calculation is based on the assumption 
of isotropy in a flat boundary layer. Therefore, 
he measured five of the nine gradients, using 
Taylor's hypothesis to convert measured time 
derivatives to spatial derivatives, and assumed 
partial isotropy to obtain the remaining four 
derivatives. His results for the ratio P/e on the 
flat plate will be used directly. Klebanoff found 
that the ratio of P/e is 1.15 both for the integral 
across the total boundary layer at a fixed x and 
for the magnitude of this ratio at y+ - 30.
If we define the conditional production,
P = " uv dy’ and if we assume th3t it is meaningful 
to compare instantaneous production with long-time- 
averaged dissipation, then the ratio of the condi­
tional excess of production over dissipation to 
the average excess is given by
r = = P/P - e/P = |uv| - 0,87
The term uv is the conditional uv normalized on 
[uv |, as mentioned earlier, and e/P = 1/1.15 = 0.87. 
Viewed in these terms, a result such as uv = -1.65 
for breakup is very large because it yields a ratio, 
r = 6.0, which implies that temporarily six times 
as much turbulence is produced as is dissipated.
Even the conditional average uv = -1.15 during all 
ejections suggests slightly more than a twofold 
local excess of production.
The most significant observation which emerges 
from comparing conditional averages based on 
detection schemes with those based on the total 
visual burst data is that the Willmarth-Lu method 
is a much better detector of high Reynolds stress 
than the visual data. This is probably due to the 
consequence of using a detection criterion which 
is satisfied when the low frequency components of 
the fluctuating u-velocity near the wall are sig­
nificantly negative. Since these components can be 
treated as large-scale motions,* and since the 
distance between the two probes is small, the 
u-velocity at the X-probe will also be low during 
detection periods. Near the beginning of detection, 
the u-velocity is decreasing with time. If one makes 
the following very crude assumptions - Taylor's 
hypothesis is locally valid; changes in the spanwise 
velocity with respect to spanwise position are 
negligible (3w/3z ~ 0); and the velocity profile 
varies linearly with respect to distance from the 
wall - then continuity shows that v > 0 when 
3u/31 < 0. Thus the earlier stages of detection 
by the Willmarth-Lu scheme correspond to negative 
u-velocities, to positive v-velocities, and hence, 
to high Reynolds stresses. The Blackwelder-Kaplan 
scheme, on the other hand, depends on the higher 
frequency content of the motion at y+ = 15. As a
A low frequency only implies a large-scale motion if 
one can assume that the convection velocity is not a 
function of frequency and that the motions always 
move in the same direction. These are severe assump­
tions, and they are frequently invalid. However, 
with the aid of the visual information and for the 
purposes of this discussion, one can accept the 




result, it is not particularly effective in 
singling out periods of large uv, performing just 
slightly better than the total visual burst data.
Conditional averages of uv, broken down into 
quadrants, are presented in Table VI for various 
events. The results in Group A are average values 
of uv, while uv is in any given quadrant, with an 
additional discrimination between burst and non­
burst periods. Therefore, they represent a kind 
of rate because they are independent of both the 
duration of each event and the number of events 
measured. The data for the burst periods show 
that when uv is in the second quadrant, it is 
about twice as big, on the average, as when it is 
in the fourth quadrant and much larger than when 
it is either in the first or third quadrants.
Thus, visually observed bursts do, in fact, con­
tain periods of large uv due to the outward 
motion of retarded fluid, as suggested by earlier 
studies. Since sweeps are motions which are 
characterized by the fourth quadrant, the signifi­
cant contributions from this quadrant are consist­
ent with the close association reported by Corino 
and Brodkey (6) between bursts and sweeps. As one 
would expect, the second quadrant averages are 
much higher during bursts that pass the X-probe, 
and as seen above they are also much higher in the 
process of breakup than they are for other parts 
of the bursting process.
Because the results in Group B are normalized 
on the fraction of the time during events spent in 
each quadrant, they demonstrate how each quadrant 
contributes to the average value of uv during an 
event. That is, the sum of the results for the 
four quadrants during an event equals the condi­
tional average during that event (e.g., for all 
ejections, the algebraic sum, 0.14 - 1.19 + 0.17 - 
0.30 = -1.18, which is the value reported in 
Table IV for uv30 during all the ejection periods). 
The data in this group show that the major contri­
bution to the conditional average of uv during all 
ejections comes from second-quadrant motions. In 
fact, in a purely mathematical sense all the uv 
generated can be said to come from the second 
quadrant, because the result from this quadrant
equals the conditional average, uv3Q. 
tributions from the other three quadrants 
balance each other out (i.e., their algebraic 
sum equals zero). However, it is more informative 
to follow the methodology of Willmarth and Lu (19) 
and Wallace,et al. (18), who relate motions in 
each quadrant to |uv|. This statistic is a 
measure of all the uv generated, irrespective of 
whether the generation is related to positive or 
negative turbulence production. From this per­
spective, about two-thirds of all the uv 
generated during bursts comes from motions in the 
second quadrant. Similar ratios are found for 
bursts which pass the X-probe and for those which
are in the process of breakup.
Although the ratios based on quadrant distri­
butions during bursts agree with the results of 
Kim,et al. (8), Willmarth and Lu (19), and 
Wallace,et al. (18), the Group C results show 
that more total turbulence production is measured 
during non-burst periods than during periods of 
visually observed bursts. Furthermore, the Group 
A data indicate very large second quadrant motions 
during non-burst periods. In other words, sig­
nificant turbulence production is measured not 
only during visually observed bursts, as expected, 
but also during times when no bursts are seen at 
the probe. Two geometrical characteristics of the 
visualization techniques, dye-slot length and dye 
slot-to-probe spacing, may explain this apparent 
anomaly. Consideration of both factors suggests 
that the high uv measured during non-burst periods 
is due to the passage of events over the X-probe 
which are not marked by the dye, but that these 
unmarked events are structurally similar to the 
dye-marked ones. The reasons are given below.
The first consideration arises because a 
single dye slot with a width a z + = 35 was used to 
mark the bursts. The width of this slot was chosen 
to ensure that only one burst would be indicated 
by the dye at any given time. However, some bursts 
that were not marked by the dye because they 
originated either to the side of the wall slot, 
or slightly upstream of it, also passed over the 
probes. Analysis based on burst trajectory
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Table VI
Quadrant Distribution of Conditionally-averaged uv Product
METHOD
____________________ CONDITIONAL uv BY QUADRANT*
BURSTS NON-BURSTS**
I 11 III IV I II III IV
0.85 -2.89 0.89 -1.31 0.71 -2.21 0.84 -1.621.36 -4.12 0.87 -1.29
0.72 -4.07 1 .01 -1 .15
0.95 -2.74 0.97 -1.58 0.70 -2.33 0.83 -1.581.25 -2.74 0.64 -1.81 0.70 -2.39 0.87 -1.560.70 -3.42 1.14 -0.72 0.76 -1.79 0.77 -1.640.8b -2.57 I .04 -1 .46 0.69 -2.36 0.79 -1.63
0.14 -1.19 0.17 -0.30 0.13 -0.60 0.13 -0.630.12 -2.18 0.18 -0.22
0.12 -1.88 0.18 -0.25
0.17 -0.89 0.14 -0.57 0.13 -0.68 0.15 -0.550.21 -0.88 0.10 -0.65 0.12 -0.72 0.16 -0.550.11 -1.88 0.20 -0.08 0.14 -0.41 0.13 -0.690.16 -0.77 0.16 -0.53 0.12 -0.70 0.14 -0.57
0.03 -0.26 0.04 -0.07 0.10 -0.47 0.11 -0.490.01 -0.12 0.01 -0.01
0.01 -0.08 0.01 -0.01
0.03 -0.17 0.03 -0.12 0.10 -0.55 0.11 -0.440.02 -0.07 0.01 -0.05 0.12 -0.65 0.14 -0.510.02 -0.40 0.04 -0.02 0.11 -0.33 0.10 -0.540.04 -0.22 0.04 -0,14 0.09 -0.52 0.10 -0.41
17 41 19 23 18 27 16 399 S3 21 17
16 44 18 22
18 32 14 36 18 29 18 3517 32 15 36 17 30 18 3516 55 18 11 18 23 17 4219 30 15 36 17 30 18 35
QUADRANT DATA NORMALIZED ON 
LENGTH OF TIME IN EACH QUADRANT
All ejections
Those also passing X-probe 
Breakup
Blackwelder-Kaplan (N = 41) 
Blackwelder-Kaplan (N = 81) 
Willmarth-Lu (N = 81)
Slope (N s 81)
B. QUADRANT DATA NORMALIZED ON FRAC­
TION OF BURST TIME IN EACH QUAD­
RANT, FOR BURSTS, AND ON FRACTION 
OF NON-BURST TIME FOR NON-BURSTS
All ejections
Those also passing X-probe 
Breakup
Blackwelder-Kaplan (N = 41) 
Blackwelder-Kaplan (N = 81)
Wi llmarth-Lu (N = 81)
Slope (N = 81)
C. QUADRANT DATA NORMALIZED ON 
TOTAL RECORD LENGTH
All ejections
Those also passing X-probe 
Breakup
Blackwelder-Kaplan (N = 41) 
Blackwelder-Kaplan (N = 81) 
Willmarth-Lu (N = 81)
Slope (N s 81)
D. % TIME IN EACH QUADRANT DURING 
BURSTS AND % TIME IN EACH QUAD­
RANT DURING NON-BURSTS
All ejections
Those also passing X-probe 
Breakup
Blackwelder-Kaplan (N = 41) 
Blackwelder-Kaplan (N = 81)
Wi llmarth-Lu (N = 81)
Slope (N = 81)
Results are normalized on uv u > 0, v > 0; II is for u < 0, v > 0; etc.
m m r n m m M m m
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data* indicates that at least 79% of those bursts 
which lift up from y+ <_ 5, and which pass over the 
u-probe while still in the oscillatory growth or 
very early breakup stages, are marked by the wall 
dye. Similarly, for the X-probe more than 65% of 
the events are identified by the dye. The trans­
fer of these events from the non-burst to the 
burst category would increase the contribution to 
H7 from bursts at the expense of non-burst periods 
(Group C data). However, since at least two- 
thirds of the events at the X-probe were already 
marked, the change would not be large, and the 
non-burst results would still be too high to 
substantiate a model which associates essentially 
all the turbulence production to dye-marked bursts.
The next effect to be considered is the spac­
ing in the mean flow direction between the wall 
dye slot and the probes. The separation distance 
was chosen to optimize the number of bursts which 
would pass the u-probe while their head, or fore­
most portion, was still in the oscillatory growth 
stage. The decision to concentrate on this stage 
of the process was based on the suggestion in Kim, 
et al. (8) that the largest contributions to uv 
might come from bursts in the oscillatory growth 
stage. However, the present results indicate that 
the breakup stage is the event of high uv. For 
this reason, alone, the visually observed bursts 
probably would have contributed more to the total 
u\7 if the probes had been placed farther down­
stream, where they would have been subjected to 
more dye-marked bursts in the breakup stage.
The focus on the head of the burst came 
from the belief that the most intense interaction 
between the lifting flow module and the outer 
layer would occur near this region. This considera­
tion also led to the choice of a relatively short 
separation distance (Ax+ - 240 from the wall slot 
to the probe). However, as noted earlier, 
approximately three times as many vortices are
*Schraub and Kline (16) for the x-y plane and 
Reference 20 for the x-z plane.
marked by the bubbles as by dye at y - 30.* The 
vortical bubble patterns which do not correspond 
to dye-marked lift-ups appear to have the same 
shape and to proceed through the same stages 
(oscillatory growth and breakup) as do the ones 
which coincide with wal1-dye-marked bursts. 
Furthermore, analysis of the combined dye/bubble 
motion pictures at a location approximately 
AX+ e 700 downstream of the wall slot showed that 
a reasonably good correspondence existed between 
events marked by the two visualization techniques.T 
Therefore, it is reasonable to suggest that both 
kinds of bubble-marked events should display the 
same characteristic structure and, hence, the same 
velocity signature. Since the visually observed 
bursts coincide with times of large turbulence 
production, one would expect the non-burst 
period to also include a significant number of 
high second-quadrant uv events.
Now, since bubble-marked vortices that do not 
coexist with dye-marked lift-ups occur frequently 
(they comprise two-thirds of the high uv events, 
if the present interpretation is correct), these 
instances of large second-quadrant uv will show up 
mainly in Group C (Table VI) because the results in 
that group depict the summed effect of all events 
observed during the total four-minute length of 
data. The 'all ejections' results show that 
approximately two-thirds of the second-quadrant uv 
generated appears during times when the wall dye
The present combined anemometer/dye experiment was 
undertaken despite this poor correlation between 
bubble and dye-marked events because the visual 
study had shown that essentially all the wall-dye- 
marked lift-ups were associated with vortical 
patterns in the bubble lines. Since the main pur­
pose of this study was to investigate bursting 
'wall streaks', this association was considered to 
be adequate. The additional bubble-marked disturb­
ances were thought to be a different structure. 
However, results such as the ones under consideration 
here suggest that this earlier interpretation was 
incorrect.
+However, it should be mentioned that the dye 
pattern is much larger at these far-downstream loca­
tions, and its spatial relationship to the vortical 
structures which it surrounds is more varied, than 
at positions closer to the wall slot._ Therefore, 
it may be more difficult to isolate visually the 
events of interest.
does not indicate the passage of a burst over the 
probes; therefore, these results are not incon­
sistent with the suggestion that the two-thirds of 
the bubble-marked events which are not marked by 
the wall dye do possess the same velocity signa­
ture as the one-third which are marked by the dye. 
The removal of a major portion of the second- 
quadrant uv from the non-events results (in 
Group C) would also diminish the average value 
in that quadrant during non-events (Group A). 
Furthermore, since the second-quadrant motions 
account for approximately one-half the turbulence 
production during non-burst periods (see the Group 
B data), the above argument also may explain the 
relatively large conditional average, UV30 = -0.96, 
reported in Table IV for non-burst periods. Thus 
the changes in the uv-quadrant distribution data 
suggested by this difference between the hydrogen 
bubble and wall-dye visualization techniques yield 
results which are consistent with the model. This 
fact is viewed as suggesting that (1) the model, 
which associates periods of high turbulence pro­
duction with visually observed vortices, is 
correct, and (2) the differences between the 
bubble and dye-marking techniques explains the 
unexpectedly large second-quadrant contribution 
to uv during non-burst periods. These conclusions 
are tentative, and require further study.
Some flow module, or modules, other than 
bursts could be responsible for the generation of 
part, or all, of the uv recorded during non­
burst periods. Although one cannot rule out such 
a possibility, it seems unlikely; too much evidence 
has been collected, both in this study and in many 
of the earlier works frequently cited in this 
report, which relates bursting with the production 
mechanism. And the explanation of the previous 
paragraphs for the unexpectedly large second- 
quadrant contribution to uv from non-events appears 
to fit the available information. Other possi­
bilities are discussed in Reference 20, but 
tentatively discarded as far less plausible.
In order to compare the results presented on 
Table VI with the quadrant data of Willmarth and 
Lu (19) or Wallace, et al. (18), it is necessary
to combine the contribution to each quadrant from 
both the burstandthe non-bursting periods. When 
this is done, the three sets of results are very 
similar, as shown below:
Contributions to uv from Each Quadrant (y+ = 30)
1 n. III rv (II+IV)
Wallace et al. 
(Re0=3OO)
0.14 -0.67 0.14 -0.61 -1.28
Present study 
(ReQ-800)
0.14 -0.73 0.14 -0.55 -1.28
Willmarth-Lu 
(Re0-4OOO)
0.11 -0.81 0.14 -0.44 -1.25
The distribution of the contributions to uv" between 
the second and fourth quadrant may depend slightly 
on Reynolds number; however, the sum of the contri­
butions from these two quadrants is nearly constant 
With only three data points, each from a different 
apparatus, one can only suggest such a possibility. 
Signal Recovery
Methodology - Signal recovery is another name 
for wave-form eduction. The first label is used 
here because the purpose of this analysis is to 
search for a signal that may exist during events, 
but is hidden from the observer by the background 
fluctuations. Eduction, on the other hand, usually 
refers to attempts at recovering a known periodic 
disturbance which has been introduced into the 
flow. The computation of a recovered velocity 
requires a trigger to specify the time about which 
recovery is performed, and either the visual or 
the detection data can be used for this purpose. 
Usually the center of the ejection or detection 
period was taken for the trigger, but sometimes 
the beginning or end of one of these periods was 
used. Whenever the routine was triggered, the 
computer added the 100 velocity data points just 
before and 100 just after the trigger time to the 
running sum of all such previous contributions.
The results were accumulated in 200 storage bins 
within the computer, and, since the sampling rate 
was 200 points per second, the recovered signal 
extended for 0.5 seconds on each side of the center. 
The final sum was normalized by the number of 
contributions (i.e., number of triggers) prior to 
plotting it.
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If the events share a common signal, albeit 
a weak one, the cumulative effect of adding the 
velocity traces from all the events will increase 
the strength of the signal. This assumes that 
the common signal not only has the same shape in 
all events, but that it also has the same phase 
relationship relative to the trigger. At the 
same time the background fluctuations, being 
uncorrelated from one event to the next, will 
tend to cancel out after sufficient contributions 
have been included. That is, the sum of the 
'background noise' will approach zero as the 
number of samples (events) becomes sufficiently 
large. As a result, the signal-to-noise ratio 
increases, and the standard texts on statistical 
methods (e.g., Bendat and Piersol (2)) show that 
the improvement goes as the square root of the 
number of samples.
Note that the average ejection or detection 
duration was about 0.6 seconds, and that there 
were very few events which lasted longer than 1 
second. Therefore, the 1-second window covered 
essentially all the activity within any ejection 
or detection period, and on the average some 
additional data.
During the course of this analysis, an 
attempt was also made to investigate the jitter 
between the times of ejection or detection and 
of maximum Reynolds stress. The following method 
was used for this purpose. Whenever a trigger 
was encountered, the velocity trace was scanned 
from 0.5 seconds before the trigger to 0.5 seconds 
after it to find the peak value within this period. 
The center of the 1.0-second signal recovery 
window was then arbitrarily placed at the time 
corresponding to this peak and signal recovery 
performed in the usual manner.
In all the results presented below, the re­
covered velocities have been normalized by the 
same quantities used for the conditional averages.
*Significantly larger peak values were observed 
by this artifice; see Reference 20 for further 
detai1s.
Resulting recovered velocities with visual 
data as trigger - Recovered velocities are shown 
in Figure 9, based upon triggering at the center 
of each visually observed ejection. As expected, 
both the u-velocities are predominantly negative 
during ejections, whereas the v-velocity is posi­
tive and the uv trace negative with relatively 
narrow peaks. The magnitudes of the minimum or 
maximum on each plot are relatively low, in keeping 
with the results of the conditional averages. For 
example, the minimum in the recovered u-velocity 
near the wall is approximately 1/2 the 'mean devia­
tion'.* Values for the other two velocity traces 
are similar, and the maximum on the recovered uv 
trace is approximately 2.3 uv. The plot for the 
u-velocity near the wall is approximately symmetric 
about its minimum near the center and is nearly 
equal to 0.0 at both ends (+0.5 seconds from the 
center). In contrast, the u-trace farther from 
the wall reaches a minimum much earlier, and this 
minimum is followed by a sharp rise in the velocity 
to approximately 0.0 in the middle of the plot.
This plot confirms the computations of Blackwelder 
and Kaplan (3), which show a very rapid rise in 
the velocity shortly after detection. The plots 
of the two recovered u-velocity traces also 
demonstrate that the velocity farther from the 
wall reaches its minimum value before the velocity 
closer to the wall does. Wallace,et al. (18) found 
a similar time shift between correlated motions at 
two distances from the wall. If one follows their 
approach and computes a convection velocity for an 
inward moving disturbance based upon the observed 
time difference and the spacing between the two 
probes, one finds a convection velocity, Uc ~ 3.5 
uT. This value is significantly greater than the 
result of approximately 1.0 uT reported by 
Wall ace,et al., for probes located nearer to the 
wal1 (y+ = 5 and 10).
This normalized value (-0.64) of the minimum of 
the averaged velocity trace is smaller in magnitude 
than the threshold level, T.L. = -0.97, based on 
the 'mean absolute deviation', used in the Willmartb- 






































































































































































































































































































































































































































































































































6 boundary-layer momentum thickness
u mean of a time-record or set of data
v fluid kinematic viscosity
conditional average
2 conditionally averaged RMS of velocities
" short-time-averaged variance (as per
Blackwelder and Kaplan, 1972); 
statistic computed from a short sample 
(i.e., mean of standard deviation)
time average, especially an average 
computed from entire data set (i.e., 
not from conditionally sampled data)
Abbreviations for Detection Schemes (see Tables)
B-K Blackwelder-Kaplan
W-L Willmarth-Lu
0 short-time-averaged variance of
yt 2
3 U/3y3t
0 short-time-averaged variance of 3U/3y
y
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DISCUSSION
R. S. Brodkey, The Ohio State University; It is of 
course difficult to question Kline's work, since his 
and ours are so very close that anything I would 
criticize would also be criticism of my own. The 
total contribution to the Reynolds stress cited was 
our earlier results. The recent values reported in 
the Journal of Fluid Mechanics are a bit higher. In 
our original work, we tape recorded the results at 
very slow speeds, since we were using an oil channel.
It takes about four hours to get one data point, not 
four minutes. Then we compressed this 100-1 before 
digitizing onto the computer. Unknown to us, there 
was a frequency-amplitude problem associated with 
the tape recorder and we did not recover the full 
amplitude at the higher speed.
Kline: There is one other bit of data from Willmarth's 
laboratory which relates to what I was saying and 
what Dr. Brodkey was saying. They put the U-probe 
at point-1 and the X-probe at point-2 and slid the
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Time from center of ejection period, sec
Figure 12, Recovered velocities based on quadrant 
detection scheme (normalized in 'mean 
departure1).
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Figure 14, Ratio of spectral densities during events 
to those during non-events.
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peaks at about the same time. Based upon the 
signatures of the u-velocities, the apparent con­
vection velocity toward the wall is only about 0.5. 
Conditional Spectra
Methodology - Time-varying spectra were used 
for the frequency analysis of the burst data 
because they are generally considered to yield 
the most appropriate spectral description of a 
signal when its frequency content and wave shape 
are unknown. These spectra form a sequence, each 
computed from a short sample of data, and each 
starting a fraction of the averaging-time after 
the preceding one.
The problems of signal analysis in the fre­
quency domain were considered in detail before 
this choice was made (see Offen, Kline, and 
Reynolds (12)). Since there was no a priori reason 
to choose a specific filter, and since every 
choice for the filter would have given a bias 
to the outcome by forcing some model assumption 
on the flow (in terms of frequency content and 
length of the fluctuations during a burst), time- 
varying spectra were used instead. Of course, 
even the use of these spectra implies a model by 
assuming that useful results can be obtained from 
a decomposition of the signal into a (linear)sum 
of sinusoids. Furthermore, an averaging time 
must be specified, but this can be easily changed, 
and the only indirect effect on the result is 
to change the bandwidth of each point in the 
discrete spectrum.
For this investigation, the spectra were com­
puted via the Cooley-Tukey Fast Fourier Transform 
Algorithm using 1.28 seconds of data for each 
Spectrum. The desired averaging time was about
1.0 seconds, but the digital Fast Fourier Transform 
routine requires that the transform be performed 
on 2n data points, where n is an integer. This 
averaging time corresponds to a bandwidth of 
approximately 0.78 Hz in the spectrum. Successive 
spectra were spaced one-quarter the averaging time 
apart (i.e., 0.32 sec.). Since the duration of 
most of the ejections was 0.4-0.8 seconds, one 
could always find a spectrum that included the 
longest ejection, and none of the spectra associ­
ated with short ejections was influenced too much
by the adjacent non-bursting periods. Every 
fourth data point on the original time-record 
was used; therefore, the effective sampling rate 
was 50 points per second, and, consequently, the 
maximum frequency of the spectrum was 25 Hz. This 
upper limit is adequate because a conventional, 
long-time-averaged spectrum computed from al_1_ the 
data showed that the magnitude of the spectral 
contribution at 10 Hz is four decades below the 
value at the peak. Prior to computing the 
Fourier Transform, each data set of 1.28 seconds 
length was multiplied by a 'hamming window', 
h(t), given by
h(t) = 0.54 - 0.46 cos y^fg t =
0.08 + 0.92 sin2 t ,
0 < t <_ 1.28 seconds. This window is a particular­
ly good compromise between width in the time 
domain (i.e., minimum attenuation of the beginning 
and end of the 1.28-second time-record) and width 
in the frequency domain (i.e., narrow, sharp roll­
off band-pass filters).
The results to be presented below are all 
conditional averages abstracted from the complete 
set of time-varying spectra. For example, a 
conditionally averaged spectrum was computed with 
trigger information derived from all the 81 visual­
ly observed ejections. This plot is the average 
of the 81 spectra which were most nearly centered 
about the mid-points of the ejections. In other 
words, only one spectrum was associated with each 
event. Similarly, conditional spectra were com­
puted for each type of oscillatory growth. All 
of these were compared with the average of the
80 spectra found approximately mid-way between the
81 ejections. Therefore, the spectra for the 'non­
events' are only representative of these inter­
vening periods and are not based on al1 the data 
between ejections. Since the results are due to 
about 23 spectra for each individual oscillatory 
growth type, and 80 spectra for the non-events 
and for the 'all-ejections' situation, the uncer­
tainties are quite large. Nevertheless, the
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outcome does reveal a certain structure to the 
motions during ejection periods.
Results - Conditionally averaged spectra, 
based either on all the ejections, on breakup 
periods only, or on non-ejection periods, are 
shown in Figure 13. Although it is difficult 
to see any significant differences among the 
three lines, they do show a spreading apart 
between the 'non-events' line and the other two 
lines in two zones - 1-1/2 - 3-1/2 Hz and 5-9 Hz. 
This spreading apart is enhanced in Figure 14, 
which is a plot of the ratios of the average 
spectrum for each kind of event to the average 
during non-event periods. Note that the ratios 
are of spectra and, hence, of energies; they are 
not ratios of RMS's and cannot be compared 
directly to the conditional averages. There is 
a line on the graph for each type of oscillatory 
growth as well as for the 'all ejection' condition. 
This plot clearly shows that the energies of the 
fluctuations at about 2 Hz and between 5-9 Hz are 
significantly higher, on the average, during any 
of the event periods, except wavy growth, than 
during the non-event period. Since the reciprocal 
of the average duration of an ejection is 1.6 
(sec) , one is tempted to relate the energy 
excess around the 2-Hz figure to the passage of 
a burst over the probe. The higher frequency 
range is about 3-1/2 - 4-1/2 times this lower 
frequency; that is, it represents fluctuations 
which persist for about 3-1/2 to 4-1/2 cycles 
during the average time of dye passage over the 
probe. The oscillation rate of these fluctuations 
is often called the 'internal frequency' of the 
ejection.
Again, it is the breakup periods which seem 
to differ the most from the 'non-events'. As 
one would expect, the wavy growth shows very 
little energy surplus in the higher frequencies. 
Since transverse vortices are composed of velocity 
fluctuations which lie in the plane of the mean 
flow (i.e., in the direction to which the probe 
is most sensitive), it is not surprising to find 
that they possess the highest energy at the fre­
quency corresponding to the length of dye passage 
over the probe.
It is instructive to compare the frequencies 
of the second peak in the plot of spectral ratios 
with the time-scale of viscous dissipation of the 
turbulent motions. This time-scale, td , can be 
computed from the dissipation rale, e, using the 
two equations given below. They are derived in 
Townsend (17), using Taylor's hypothesis to con­
vert spatial derivatives to temporal ones and 
assuming isotropy* of the small-scale motions.
£ and
The partial derivative was replaced by a centered 
finite difference to calculate e .  The computed 
value of e agrees to within 1/2% with the estimated 
value obtained by the following approximation 
(Bradshaw(4)).
The resulting frequency, 4.2 Hz, is approximately 
equal to the lowest value in the range of internal 
frequencies of bursting. However, we must pause 
here to warn the reader that the agreement between 
dissipation frequency and internal frequency may 
be coincidental owing to the compressed frequency 
scale of this low Reynolds number flow; flows at 
substantially higher Reynolds numbers may or may 
not display this relationship. This coincidence 
between the two frequencies is the only result 
presented in this report that is likely to be 
unique to it because of the low Reynolds number of 
the flow.
CONCLUSIONS
1. Comparison of various detection methods with 
visual studies and with each other reveals that no 
single criterion is yet adequate for entirely 
acceptable conditional averaging. When taken in 
pairs, the various methods give correlation
•k
The assumption of isotropy will produce a frequency 
which is somewhat too low, but adequate for the 
comparison herein.
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coefficients about twice that expected from chance 
alone, but only about half that of the theoretical 
maximum for complete correspondence. None of the 
methods yields a plateau of output as a function 
of threshold level. Thus a clear criterion for an 
event has not been established.
The basic explanation of these difficulties 
appears to lie in the fact that the magnitude 
fluctuations from earlier-generated turbulence 
(i.e., 'noise') is large compared to the amplitude 
of the velocity signature of any of the flow modules 
which have been associated with turbulence pro­
duction to date. Thus far, the most sophisticated 
data-processing techniques available only alleviate, 
they do not solve, this problem.
2. The data continue to substantiate the idea that 
an underlying flow module of low-speed-streak 
lifting is connected to the intervals of high 
Reynolds stress. However, the total Reynolds stress 
which can be associated with this module, using
dye visualization, is less than that found by 
Kim,et al. (8) using bubble visualization. The 
difference is probably owing to the fact that three 
times as many events are marked by bubbles as by 
dye, and this in turn is probably due to the fact 
that not all the low-speed streaks originate 
sufficiently close to the wall to include wall-dye- 
marked fluid. These interpretations appear the 
most likely, but are not proven by the present 
data.
3. Periods of high Reynolds stress seem to be 
associated most often with the third stage of 
'bursting', an event called 'breakup' by Kim,et al. 
(8). The conditional (ensemble average) spectra 
for the breakup event do not show results consistent 
with what might be called a 'pure cascade theory'
of turbulence production. Instead, they show 
apparently simultaneous increase in fluctuation 
energies in the low-moderate frequency range 
(medium eddies) and in the high frequencies (dissi­
pation range). Since these data are few in number, 
and are for a moderately low Reynolds number flow, 
they are not conclusive regarding cascade theories; 
however, they do suggest significant questions for 
future researchers.
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skin-friction factor, c^ = t pUm . 
frequency
frequency of fluctuations dominated 
by viscous dissipation.
Clauser's pressure gradient parameter
window (function of time used to smooth 
velocity data prior to computing 
spectrum by Fourier transform)
number of time steps in jth event 
(used for grouped conditional averages)
number of events (ejections or detec­
tions or contributions to a conditional 
average)
rate of turbulence production per unit
Reynolds number based on momentum 
thickness
t time
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threshold level used in a detection 
scheme
Cartesian spatial coordinates
spatial coordinates in wall-coordinate 
+ xuunits; = __t
v
fluctuating velocity components in x, 
y, z directions, respectively
mean velocity components in x, y, z 
directions, respectively
total velocity component in x direc­
tion: U = U + u
freestream velocity
shear velocity, u = A w/p







0 boundary-layer momentum thickness
u mean of a time-record or set of data
v fluid kinematic viscosity
conditional average
conditionally averaged RMS of velocities
snort-time-averaged variance (as per 
Blackwelder and Kaplan, 1972); 
statistic computed from a short sample 
(i.e., mean of standard deviation)
time average, especially an average 
computed from entire data set (i.e., 
not from conditionally sampled data)
Abbreviations for Detection Schemes (see Tables)
B-K Blackwelder-Kaplan
W-L Willmarth-Lu
yt short-time-averaged variance of 
32U/3y3t
short-time-averaged variance of 3U/3y
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DISCUSSION
R. S. Brodkey, The Ohio State University: It is of 
course difficult to question Kline's work, since his 
and ours are so very close that anything I would 
criticize would also be criticism of my own. The 
total contribution to the Reynolds stress cited was 
our earlier results. The recent values reported in 
the Journal of Fluid Mechanics are a bit higher. In 
our original work, we tape recorded the results at 
very slow speeds, since we were using an oil channel. 
It takes about four hours to get one data point, not 
four minutes. Then we compressed this 100-1 before 
digitizing onto the computer. Unknown to us, there 
was a frequency-amplitude problem associated with 
the tape recorder and we did not recover the full 
amplitude at the higher speed.
Kline: There is one other bit of data from Willmarth's 
laboratory which relates to what I was saying and 
what Dr. Brodkey was saying. They put the U-probe 
at point-1 and the X-probe at point-2 and slid the
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X-probe backwards and looked for the point of maximum 
correlation. They have only done about 4 points, but 
that separation gave a ax+ , the point of maximum 
correlation, of about a hundred. Let me point out 
that that is where the fluid is going outward quite 
sharply. So that 100 for Ax+ again reiterates that 
240 is probably nowhere near the maximum correlation 
for what we were doing so we just goofed on that 
one, I guess.
Brodkey: Ron Blackwelder at Southern Cal has been 
doing a lot of correlation work moving the probes 
downstream. Is there anything new on that?
R. E. Kaplan, University of Southern California: Many 
of the remarks that I will make on Wednesday will 
bear upon some of the questions which you brought up 
today, so I will refrain from discussing that point 
explicitly. We have a detection scheme, but we have 
a slightly different philosophy for its meaning com­
pared to what Prof. Kline said and that I will also 
discuss Wednesday. With the detection at one point 
and using many wires to make the digitizing simpler 
(we didn't have to run the tape through many times 
looking downstream later in time and higher in space), 
we didn't see events that were as large as the 
initial event at y+ of around 15. Then we made another 
probe which is laterally displaced. There is good 
reason to believe that the disturbance propagates 
laterally (the admittance, if you will, is larger 
laterally) and the bursts attempt to move upwards and 
spread out. We displaced the wires, laterally and 
could move them downstream and upward in space to 
find out what was happening. We didn't see any­
thing as big there and now we're wondering where the 
enormous event is going. The problem could be that 
we should have been upstream because everything is 
collapsing. We are trying this and we are doing the 
U-V correlation work and we hope to be done about 
the time of the APS Meeting around Thanksgiving 
time (1973). So we will repeat more on that.
Kline: Where is your detector located in y^ and how 
far downstream did you go with your rake.
Kaplan: The detector is located at y+ = 15 as we 
used before. We went downstream from no (x) separa­
tion to about two boundary layer thicknesses. There 
is an angular relationship that we are spanning, both 
vertically and laterally in space, and we expect to 
see something. We haven't seen as much in that 
neighborhood as we had expected to see. We have 
initial disturbances which are like 50% of the
average velocity at that point (an enormous effect), 
so something in the neighborhood of one per cent RMS 
is not a large disturbance. We are looking for 
strong events and we have not found them yet.
Kline: Let me make one suggestion, I haven't seen 
your data of course. The high Reynolds stress period 
event goes on for a very short period of time (0.08 
of the event) and that may be what you are having 
trouble with. That event kicks a lot of energy into 
the dissipation range immediately, and that doesn't 
last very long because the viscosity gets to it very 
rapidly, and then you get another event. So that may 
be part of what the problem is. The distances which 
you are doing are very long and the two boundary layer 
thicknesses are going to be x+ of 1000 or so in 
your boundary.
T. J. Hanratty, University of Illinois: I wonder if 
we could rephrase what we are looking for in a dif­
ferent way. We are looking for the types of fluid 
mechanical motions which produce Reynolds stress.
The break-offs and bursts that you see are quite 
possibly part of some reasonably large scale motion 
in the viscous region close to the wall. Presumably, 
we also have some smaller scale motion in that region. 
Maybe what we should be looking at is the total large 
scale motion and not just one particular aspect of 
it when it is bursting. A question that interests 
me is, what portion of the Reynolds stress adoption 
is due to large scale fluid mechanical motions and 
what portion of the Reynolds stress is due to the small 
scale fluid motions which are sumperimposed upon 
this? I think this would have a number of implica­
tions with respect to theoretical work.
Kline: I don't know quite how you would do that, 
however. What do you call a large scale eddy here? 
This is the kind of a problem that you get into.
Hanratty: I would think you would have to look at 
a number of different locations in order to see 
scales.
Kline: That is what everybody has done with spectral 
analyses and scale analyses for years and I don't 
know that it gets you very far.
Brodkey: In the recent J.F.M. paper by Nychas, 
Hershey, and Brodkey, our aim was to photograph in a 
moving coordinate system the entire boundary layer 
region to try to get some coherent picture of the 
inner-outer structure and what was causing the wal I 
region ejections. It is a complicated picture, but it
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is what Hanratty was commenting on. We have often 
thought that the ejections were tied in closely as a 
causative factor. In the work cited above, it looks 
more like a result due to the outer flow. The 
ejections are not causing the intermittency in the 
outer region. It is the intermittent structure 
that is giving rise to the ejections.
Kline: Well, I would agree with Dr. Brodkey in a 
sense and disagree in a sense. We think what we see 
here is a cycle like a feedback in which you can't 
say one causes the other. We would prefer to say 
that you have got interaction between the inner 
and outer layers.
Brodkey: You have to start somewhere. And we've 
also used the term "some sort of feedback".
A. Brandt, Johns Hopkins University: You show that 
the number of events that are detected is a function 
of the trigger level no matter which of the methods 
you considered. When one wants to produce conditional 
results or when one wants, to compare one method to 
another, a value of the threshold must be selected.
Can you explain or discuss how?
Kline: That's the reason that it wasn't totally 
satisfactory, precisely. So I certainly agree with 
your comment. I think I did mention how we did it.
We saw a certain number of visual events. We then 
set the trigger level so that we got the same 
number of events in the detector, which is a second­
hand way of doing it for sure. But you have to do 
something. I'm not saying that's right. We believed 
it was the best way to make the comparison that we 
were trying to make.
We've got a very difficult problem of unscrambl­
ing stuff whether you are trying to go at it as Dr. 
Hanratty was saying or as Dr. Brodkey and I were 
saying. There is a combination of about three 
factors: One of them is that the thing only goes 
through a few cycles of the high Reynolds stress, 
so there's this limit that's imposed upon you in 
terms of the uncertainty of the product of frequency 
band and spectral width. Then you have quite a bit 
of data on that. Then you've got phase-locking be­
tween one event and the next event, so it's a little 
hard for me to visualize how you get it more compli­
cated than that in this particular case. Analysis 
of speech has similar problems, and they are having 
the same difficulties. So we need to get smarter 
about how we unscramble these signals.
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EXPERIMENTS ON THE STRUCTURE OF TURBULENCE IN FULLY DEVELOPED PIPE FLOW
T. R. Heidrick and S. Banerjee 
Atomic Energy of Canada Limited 
Whiteshel1 Nuclear Research Establishment 
Pinawa, Manitoba, Canada
ABSTRACT
This paper describes a series of two-point 
measurements in fully developed pipe flow. Mea­
surements of the phase shifts between the Fourier 
components of the axial velocity fluctuations at 
two points were made with three different orien­
tations of the two points. In all cases the two 
points were close enough together that the turbu­
lent structure remained essentially "frozen" while 
passing between the sensors. The phase velocities, 
C,(f), and inclinations, a(f) (defined previously 
by Heidrick et al. (8)), of each frequency com­
ponent, f, were determined from these measurements.
In general, the Fourier components are in­
clined to the wall - the lower frequencies making 
smaller angles with the wall than the higher fre­
quencies. The higher frequency disturbances be­
came more nearly perpendicular to the wall in the 
central region of the pipe. For points very near 
the wall the disturbances appear to be very oblique­
ly inclined.
In the core region, the phase velocity in­
creases with increasing frequency and there is 
little discernable trend in the phase velocities 
with respect to position when they are normalized 
by the local mean velocity. The group velocity 
of small scale disturbances (large wavenumbers) 
in the core region appears to be approximately 
constant and of the order of the local mean veloc­
ity. This means that a "frozen" pattern hypothesis 
should be valid for these scales.
R. S. Azad
Department of Mechanical Engineering 
University of Manitoba 
Winnipeg, Manitoba, Canada
All measurements became more scattered at 
values of y+ <26. This may be due to the intermit- 
tent nature of the flow near the wall since recent 
studies in turbulent shear flow suggest that energy 
transfer from the mean flow to fluctuations near 
the wall may be due to local instabilities ("bursts").. 
Thus, the time averaged model is not entirely ade­
quate, and it was necessary to separate out the 
burst intervals for further study.
By suitably processing the two-point velocity 
signals it was possible to determine when the flow 
was bursting. The behavior of the velocity and 
vorticity within measured bursts was determined.
This behavior and short-term energy spectra within 
bursts indicate a weakly periodic behavior. The 
overall behavior of the flow was shown to be simi­
lar to the last stage of the laminar-to-turbulent 
flow transition.
INTRODUCTION
The structure of turbulence near walls in 
boundary layers and conduits has been extensively 
investigated. The early studies of Prandtl (18) 
and von Karman (27) developed models of the turbu­
lence structure that permitted calculation of the 
mean velocity field for various flow conditions and 
geometries. More recently, Townsend (24,26) tried 
to characterize the complex motions near the wall 
in terms of a few prevailing types of eddies.
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Townsend shows how an assumed large scale structure 
will fit measured correlation function measurements.
The reverse process of inferring a structure from a 
series of correlation functions is (as noted by Town­
send) ambiguous since many different structures can 
give the same correlation. None-the-less, the space- 
time correlation measurements of various investigators 
(summarized up to 1964 by Favre (5)) have provided 
some insight into the types of motion that exist in 
turbulent shear flows.
The central difficulty in interpreting space-time 
correlations in shear flows arises because different 
eddy sizes may move at different speeds. Thus, the 
different Fourier components of the fluctuating velo­
city field may move past a measuring point at differ­
ent velocities. The problem of interpretation is made 
even more difficult (as pointed out by Sternberg (23)) 
because the disturbances may be inclined to the wall; 
the degree of inclination being a function of the scale 
of the motion. The first objective of this work was 
to determine local convection velocities for the fre­
quency components and the angle at which the distur­
bances are inclined to the wall in a turbulent pipe 
flow.
Instead of trying to calculate a dominant struc­
ture, Kline and co-workers (10, 12) visually observed 
the flow structure near the wall of a turbulent boun­
dary layer. These studies showed that longitudinal 
'streaks' of slow- and fast-moving fluid exist side 
by side near the wall of a turbulent boundary layer. 
Intermittently, the low speed streaks would 
(i) lift away from the wall 
(ii) develop into either transverse or stream- 
wise vortices which migrated away from the 
wall,
(iii) eventually these vortices broke up Into a 
more chaotic motion,
This three stage cycle was called "bursting" or 
an active period. The existence of intermittent per­
iods of activity in the midst of relatively quiescent 
intervals suggests that a single "average" model may 
not describe the turbulent structure very near the wall, 
Thus, the second objective of this work was to study 
this intermittent character of the flow near the wall,
THEORETICAL BASIS FOR THE DETERMINATION OF CONVECTION 
VELOCITIES AND INCLINATIONS
The theoretical basis for determination of con­
vection velocities and inclinations has been given
previously by Heidrick et al. (6), Heidrick et al. 
(8), and Heidrick (9) and will be briefly reviewed 
here.
The cross spectral density between axial veloci­
ty fluctuations at two points 1 and 2, consists of a 
real part, the co-spectrum, Co(f), and an imaginary 
part, the quadrature, Q(f). A measure of the corre­
lation between each frequency component is the coher­
ence,




where G^(f) and G,,(f) are the one-dimensional spectra 
measured at points 1 and 2,respectively. For frequen­
cies where this correlation is high the phase of the 
cross spectrum e]2(f) = tan-1 (Q(f)/Co(f)) may be in­
terpreted as the phase shift caused by the spectral 
component moving from point 1 to point 2 (see Refer­
ence 9). The spectral component may be thought of as 
"frozen" as it translates between the points. The 
spectral component is an abstraction in the same sense 
as an eddy based on average statistical properties 
of the flow. Each component can be thought of as hav­
ing an individual size based in its frequency and 
speed. For the situation shown in Figure 1
e12(f)
2"rrfr
singcot a(f)-cosg (2 )
Measuring 0^2(f) with sensor configurations having 
two different values of 6, such as any two of the 
three in Figure 2, solves this equation for the two 
unknowns, C^(f) and a(f). The measurements presented 
below were taken with the three orientations
shown so that a(f) and C^(f) could be determined in 
three different ways and hence the results could be 
compared.
Even for a "frozen" pattern convecting past the 
two measuring points there will be a distribution of 
phase velocities associated with each frequency. An 
average phase velocity can be calculated by the above 
technique but no information is obtained about the 
distribution. This is not a serious drawback., however, 
since Morrison (17) has shown that the distribution 




C1 = PHASE VELOCITY 
a  = d is tur bance inclination
WALL
Figure 1. Schematic diagram of a disturbance in a 
"frozen" pattern in relation to the sen­
sors and the wal1.
C o n f i g u r a t i o n  1 C o n f i g u r a t i o n  2 C o n f i g u r a t i o n  3
I
Figure 2. Configurations of the two sensor probes 
used in the study. All sensor diameters 
were 0.0508 mm. and r = 0.254 mm.
Figure 3. Schematic diagram of the experimental 
apparatus.
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EXPERIMENTAL EQUIPMENT AND TEST FACILITY 
Experimental Loop
The experiments were done in water (v = 1.022 
centistokes) in a 7.87 cm I.D. round tube inserted in­
to the test apparatus shown schematically in Figure 
3*. The inside surface of the last 1.21 meters of the 
test section were bored and polished. The ratio of 
the distance between the entrance and the measuring 
point to the inside diameter of the tube was 92.6.
The water in the facility was maintained isothermal 
to within +0.05° by adjusting the cooling rate of the 
heat exchanger. The head tank was vented to atmos­
phere. Mean velocities were measured, and, as shown 
by Heidrick, et al. (8), were symmetric and best repre­
sented by Clauser's (3) equation in the log region. 
Turbulence intensities / I T  (8) agree with data taken 
in pipe flow by other-investigators (such as Burchi11 
(2)).
Velocity Sensors
The hot-film probes consisted of two T.S.I.+ 20 W 
sensors (0.051 mm dia. x 1.67 mm long, 1 mm heated 
length) placed 0.254 mm apart in the orientations 
shown in Figure 2. The sensor separation was from 
about 2 to 5 Kolmogoroff microscales (depending on the 
Reynold's number of the flow), if the dissipation is 
estimated from the mean flow variables. Thus the sep­
aration between the two sensors is of the order of the 
smallest length scales of significance.
The frequency response of the sensors was measured 
by the square wave test and matched and checked by 
raising the velocities high enough for eddy shedding. 
The vortex shedding frequency was the same for both 
sensors and in agreement with Roshko's measurements
(19).
Anemometers, Signal Conditioning and Data Acquisition
The hot-film sensors were calibrated in the mea­
suring section with a Pitot-static tube. Signals from 
the T.S.I. 1050 anemometers were linearized with DISA 
55D10 linearizers. A D.C. voltage estimated to be 
near the mean was subtracted from the signals which 
were then low-pass filtered and amplified before be­
ing recorded on a Hewlett Packard 3914 analog tape 
recorder. The electronic and recording circuits for 
each channel were identical, but their characteristics
*A more detailed description of the experimental ar­
rangement and test section is given by Heidrick (9),
+Thermo Systems Inc.
were checked using sine wave inputs and a differen­
tial phase meter.
Digital Data Acquisition
The analog magnetic tape was played to an analog 
to-digit.al (A-D) conversion facility described by 
Saltvold,et al. (20). The data were continuously 
stored on digital magnetic tape by removing them from 
the computer's memory faster than they were fed in by 
the A-D converter. Sampling rates of either 1000 or 
2000 samples/sec for each A-D converter channel were 
used for either one- or two-minute records. The data 
were then processed using the fast Fourier transform 
algorithm of Cooley and Tukey (4). The spectra and 
statistical tests described by Heidrick (9) showed 
that both the sampling rates and record lengths were 
more than adequate.
RESULTS
Phase Velocities and Angles of Inclination
The phases of the cross spectra, e12(f), were 
measured at various positions with the three orienta­
tions shown in Figure 2. The time delays associated 
with phase shift,
At12( f ) = ^ i f ^  (3)
were then calculated. A typical example, obtained 
during the Rec = 15,600 experiments, is shown in Fig­
ure 4. The phases of the cross spectra (and hence 
the time delays) are subject to random error since 
they are estimated from finite record lengths. If 
the signals were Gaussian then the probability, p, 
that the true phase will lie in the interval 
012(f) +Ae]2(f) is given by Stegen and Van Atta (22) 
as,
sin2A<(, = C(l-p)-2/DF - 1] (4)
R
where DF is the number of degrees of freedom of the 
estimate. The value of DF is twice the number of 
realizations for the 'fast Fourier transform' algor­
ithm used in this study. R2 is the true squared co­
herence but must be replaced by the measured squared 
coherence in this case. For the low frequency data 
obtained in this study the coherence is relatively 
constant at low frequencies and the phase decreases 
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Figure 4. Typical time delay data from a probe of 
Configuration 1 when Rec = 15,600.
A - y 2+ = 3.87, B - y^+ = 26.63. The 
variance in the data is due to the nar­
row analysis bandwidth used to ensure 










































































































































































































below which e]2(f) and A ei2^f  ^ are comParable- 
This frequency is a lower bound on the range of 
frequencies where one can have confidence in the 
measurements of 0-|2(f) or At-^f). The number of 
degrees of freedom used for all the low frequency 
results was 126. For R2 of 0.95 and 0.90 this 
yields 95% confidence limits on the measured phase 
of 2.9 and 4.2 degrees, respectively.
Results for Rec = 15,600
Since the data from each probe configuration 
were not taken at identical positions it was nec­
essary to interpolate between the time delay re­
sults at different y-values. Each set of data 
was least squares fitted for this purpose by a 
polynomial. For example, the lines shown in Fig­
ure 4 are fits to the data shown. Figure 5 summar­
izes the time delays measured when Rec = 15,600. 
Also indicated on these curves are several values 
of the coherence. The coherence appears to be 
higher at points closest to the center of the pipe.
Time delays were taken from Figure 5, inter­
polated to identical y-values, and then converted 
to the phase velocities and angles of inclination 
defined by Equation 2. Figures 6 and 7 show the 
phase velocities calculated in this manner using 
various sensor combinations. If the time delay 
measurements were perfect, then the values of 
C (f) calculated with each pair of configurations 
would be identical. However, it is apparent that 
the results do not totally agree. Agreement be­
tween the results calculated from different sensor 
pairs is fairly good for y/R^.06. However, the 
agreement closer to the wall (where the general 
coherence level is lower) is not good. If flow 
near the wall is made up of intermittent intervals 
of quasi-periodic behaviour interspersed in back­
ground turbulence (a possibility suggested in the 
next section) then a single time average wave 
model might not be expected to describe this near 
wall region.
Since each measurement of the time delay is 
prone to some amount of error, a 'best estimate1 
of Cn(f) and a(f) can be chosen to minimize the 
total error in the measured time delays. A com­
puter program was run on each data set to select
the values of C^f) and a(f) that minimized the 
least squares deviation of the measured time delays 
from the best values for the "time delays". These 
results are also indicated in Figures 6 and 7. The 
disagreement between sensors is now quantified by 
the standard error bars shown on alternate data 
points (except where noted). Figure 8 compares the 
'best estimates' of C^(f) normalized by the local 
mean velocity at various central positions in the 
pipe. There is no discernible trend with respect 
to y/R, and all of the data fall within the band 
shown.
Figure 9 summarizes the best estimates of the 
angles of inclination (a(f) of Figure 2) of the 
frequency components at various positions. The 
components are more oblique to the wall (^72° at 
y/R = 0.063) at the closer positions to the wall.
The angles approach 90° as the center of the pipe 
is approached. In general, the lower frequencies 
are more inclined to the wall. The points for each 
position appear to be merging as the frequencies 
become lower, and hence the scales become larger.
If the large structures, which perhaps extend across 
all the positions shown, have a dominant angle then 
the points would all merge to form a single curve 
at low values of f. However, for structures of 
this type the values of C^(f) would also become in­
dependent of position at low frequencies. This 
does not appear to be the case. The measured phase 
delays for f^lOHz are of the order of the statisti­
cal error involved in their measurement and hence 
cannot be used to draw any firm conclusions.
Figure 10 shows the data plotted in the form 
of radial frequency, uj, v s . wave number, k = u/C^ (f). 
This plot permits the determination of a "group ve­
locity". It is generally difficult (l)to physically 
define a "group velocity", Ug, except in simple 
circumstances. Fortunately, it is quite simple to 
define mathematically. The definition arises by 
considering two waves, A cos (w^t-k^x) and A cos 
(w2t-k2x), which are superimposed to give
ip = A cos (w-jt - k^x) + A cos (a>2t - kgx) (5)



















































































































































































































































































































































































































































































































to 1 = (0 + Au k-j = k + Ak
Ug = u - Au = k - Ak
then Equation 5 becomes
ip = 2A cos (Awt - Akx) cos (ut - kx) (6)
This is a carrier with frequency and a mod­
ulation with frequency Au. Thus, the wave may be 
described as a series of moving beats (or groups 
or wave-packets). The phase velocity is the velo­
city of the carrier, or
C = f  (7)
The group velocity is the velocity of the wave 
packets
Ug = which -■§£ (8)
as Ak •+ 0
Thus, mathematically Ug = | p  and is physically 
the velocity of the wave packets formed by the 
superposition of the individual waves. When the 
data are plotted as u = f(k), the phase velocity, 
C-|(u)), is the slope of the straight line joining 
the origin to any point on the curve at a fre­
quency u (i.e. Equation 7). The group velocity 
at u is the slope of the tangent to the curve at 
u (i.e. Equation 8).
At the higher wave number the group velocity 
is constant and equal to the local mean velocity 
at (y/R) positions of 0.1023 and 0.25. The scat­
ter of the data becomes larger as the center of 
the pipe is approached, and it is difficult to 
determine if Ug = U. However, the slopes of the 
curves are increasing (as they would if U  = Ug) 
and it appears certain that UguU for k>250 cm-1 at 
all positions in the core region of the pipe. The 
slopes of the best straight line fits to this re­
gion of k for y/R ^0.5 are actually somewhat less 
than U for each case.
For situations (such as these higher wave 
numbers) where u and k are linearly related,it
can be shown (1) that the modulations or groups 
propagate at their velocity, Ug, without distor­
tion. Thus, since the k'th wavenumber component 
of u is the recombination of several wavenumber 
components (i.e. the "group") the above is actu­
ally a modified frozen pattern approximation, i.e. 
the smaller scales (k^250 cm-1) in the central re­
gion (y/R^0.1) of fully developed pipe flow at 
Rec = 15,600 may be considered to be convecting in 
a frozen pattern at a constant velocity Ug very 
close to the local mean velocity.
Results for Rec = 33,000 and 63,900
A similar analysis was also done at a Reynolds 
number of 33,000 and 63,900 over a more restricted 
range of y/R values. Phase velocities and angles 
of inclination are given by Heidrick (9) and in 
general show the same trends as for the Re=15,600 
case.
The wave number vs frequency plot of the 
Rec = 33,000 data (Figure 11) has more peculiari­
ties at low wave numbers than the similar results 
at Re = 15,600. However, it again appears that the 
higher wave numbers have a constant group velocity 
of the order of the local mean. The line shown 
represents the mean velocity at y/R = 0.0378.
The group velocities measured when Rec = 63,900 
are shown in Figure 12. The slopes of the roughly 
linear portion of the data range from slightly 
greater than the local mean at y/R = 0.0097 to 
somewhat less than the local mean at y/R = .049 
but are again constant over an appreciable range of 
wave numbers. Also becoming noticeable is a cut­
off at high wave numbers. A cut-off of this sort 
is physically necessary since there is a finite 
lower limit to the size of the eddies in the turbu­
lent stream. The physical dimension corresponding 
to the cut-off wave number ranges from 0.0014" to 
0.00095".
Summary Remarks Regarding Phase Velocities and 
Angles of Inclination
The model proposed above was quite successful 
in depicting the small-scale characteristics of the 
axial velocity fluctuations in the region y+>26 of 
turbulent pipe flow. For all the Reynolds numbers 
investigated the large wavenumbers have constant
330
Figure 10. Radial frequency, w, vs. wavenumber, k, 
at various positions when Rec = 15,600.
Figure 11. Radial frequency, w, vs. wavenumber, k, 
at various positons when Rec = 33,000.
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group velocities of the order (within experimental 
error) of the local mean velocity.
In general the inclination of the frequency 
components is oblique to the wall at small y/R 
values, and becomes more perpendicular as the cen­
ter of the pipe is approached. The lower frequen­
cies are more inclined than the higher frequencies.
The model was, however, unsuccessful in the 
region 0 ^ y+ ^ 26 where the inclinations were 
very steep (i.e. a ^ 45° as indicated by Figure 
4). Recent visual studies have shown that the 
near wall region consists of two distinct types 
of motion; (a) a quasi-periodic motion and (b) a 
more random type of background turbulence. The 
statistical behaviour of u(t) during motion type 
(a) may be completely different than during motion 
type (b). An average statistic over both types of 
intervals may be misleading. Thus, the work of 
the following section was undertaken to provide in­
sight into how the intermittent intervals of quasi- 
periodic activity in the wall region affect the 
structure of the region near the wall.
Intermittent Character of the Near-Mall Region 
The preceding discussion has shown that the 
character of flow near the wall may not be amen­
able to characterization by a single average model. 
It was, therefore, decided to study the intermit­
tent character of this region, particularly the 
"bursts" described in the Introduction. Since the 
character of this region may be dominated by these 
active periods it was necessary to pick them out 
from the background and study their effect on the 
flow structure near the wall. The method developed 
to pick out the bursts from hot-film anemometer 
signals has been presented previously by Heidrick, 
et al. (8) and Heidrick (9). These references 
show that periods of activity in a filtered spa­
tial velocity difference signal from probe config­
uration 1 of Figure 2 correspond to the bursts ob­
served in the visual studies of Kim,et al. (10).
Figure 13 shows two cases of simultaneous 
values for u,, and the envelope formed
by the frequency component of our method of burst 
identification, for the conditions indicated. The 
beginning of an active period in the burst envel­
ope is always accompanied by a positive spike in
. This is a necessary, rather than a suffici- 
ent, condition since an active period does not fol­
low all peaks in The instant when u(t) is a 
relative minimum just before this spike is a con­
venient time to define as the beginning of an ac­
tive period. Near the end of each active interval 
there is always a time when —  = 0 which we define 
as its end. If the motion of the disturbance was 
pure translation the period between the beginning 
and end would correspond to its size in space.
If the flow consists of discrete pockets of 
activity (of the above size) distributed more or 
less randomly in space, then Figure 14 shows the 
behaviour of several variables within several of 
these bursts. The initial values of all variables 
have been subtracted (as shown in the title) since 
these represent the conditions measured in the flow 
just before the active pocket struck our probe.
The vorticity has been calculated assuming a frozen 
pattern. With this reservation the abscissa of 
Figure 14 can be considered to be equivalent to the 
axial direction with the downstream direction being 
towards the left.
Each burst began with a relative minimum in u 
followed by simultaneous peaks in -|p and wz- 
About half-way through the burst the vorticity 
peaked again, slightly after another relative mini­
mum in axial velocity. The velocity minimums at 
the beginning of the burst and preceding the second 
vorticity peak were not sharp enough to be consid­
ered 'spikes' like those seen in the laminar-turbu­
lent flow transition. However, the sequence of 
events is remarkably similar to the last stage of 
the breakdown of laminar flow to turbulent spots. 
Comparison of Figure 14 and the transition data of 
Kovasznay et al. (13) suggests the same mechanism 
is at work in both cases.
Kovasznay, et al. imposed a small 97 Hz fluctu­
ation (which was also sinusoidal in the spanwise 
direction) on a laminar boundary layer and sensed 
its development with a ladder array of hot-wires.
The distrubance was first amplified by the flow 
while retaining a roughly sinusoidal form. A nega­
tive spike then appeared in the axial velocity trace 
which was caused by low velocity fluid extending 
outward from the wall. In the last stage of
333
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Figure 13a. Typical simultaneous velocity, time
and space derivatives of velocity, and Figure 13b. Same as Figure 13a, but over a di-fer-
burst envelope from a probe of Config- ent interval of time,
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Figure 14. Behavior of several variables within 
typical burst intervals.
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development before breaking down to turbulence,the 
shear layer developed a kink and a second low velo­
city spike was seen in the u(t) trace. Contours 
of constant vorticity obtained during this last 
stage are given by Kovaszney, et al. If a pattern 
similar to that shown by Kovasznay, et al., perhaps 
less regular and more wrinkled, passed over a 
probe stationed at a fixed point, traces similar 
to Figure 14 would be the result. We did not ob­
serve an amplified oscillation before each turbu­
lent burst. However, this is to be expected since 
even in the case of laminar to turbulent flow tran­
sition no selective amplification of sinusoidal 
oscillations is observed if there is even a small 
level (%!%) of free stream turbulence. Transition 
is then caused directly by the random disturbances.
The negative spikes in the transition case 
and the relative minimunis of u(t) at the beginning 
of bursts are probably the same since both are 
caused by the lifting of a patch of low speed 
fluid. The spikes are less distinct in the turbu­
lent case since a natural (rather than an imposed) 
disturbance* is involved and since the phenomenon 
is superimposed on a turbulent (rather than lamin­
ar) background. The fact that the first and sec­
ond vorticity peaks during each burst are of the 
same magnitude suggests that a wrinkled single 
shear layer is passing the measuring point and not 
discrete vortex filaments. This wrinkling may be 
due to a secondary instability** which would cause 
a weak periodicity in u(t) during burst intervals. 
The short-term energy spectra shown in Figure 15 
support this hypothesis.
The peaks in the energy spectra taken within 
bursts (Figure 15) agree with the weak periodicity 
observed in the velocity traces of Figure 13. 
Although most burst spectra had peaks, the
* Landahl (15) has demonstrated that Tollmien- 
Schlichting waves of random phase and amplitude 
are excited in turbulent wall layers.
** The data of both Klebanoff et al. (11) and 
Kovasznay, et al.(13) and more recently the the­
oretical treatment of Landahl (15) suggest this 
phenomenon is the cause of the final breakdown 
to turbulence in the laminar-turbulent flow 
transition.
frequency of these peaks "jittered" from burst to 
burst. Thus, conventional ensemble averaging of 
the spectra of many bursts produced the smooth 
curve also shown on Figure 15. Since any short 
time spectrum may have a peak in it somewhere de­
pending on the averaging time, it will be necessary 
to perform some sort of conditional averaging of 
many spectra before a definite periodicity can be 
identified. However, a "jitter" in wavelength is 
consistent with the two-part model of Lahey and 
Kline (14), which has successfully represented some 
of the structural features of turbulent boundary 
layers. This model hypothesizes that organized 
disturbance waves interact with background turbu­
lence. All measurements in this and the previous 
section support the use of this type of two-part 
model to describe turbulent wall layers, rather 
than an 'average eddy1 structure.
Summary Remarks Regarding the Intermittent Charac­
ter of the Near Mall Region
Visual studies have shown that the bursting 
cycle always begins with the outward motion of a 
low speed vortex segment which forms an inflection­
al instantaneous velocity profile (see Kline et al. 
(12), Figure 19). The formation of an inflectional 
velocity profile is due to the addition of the ex­
cess mean vorticity of the displaced vortex segment 
to the mean vorticity that existed before the vor­
tex lifted.
Bursts develop from this stage in two ways:
1) Formation and development of a transverse 
vortex which travels downstream developing and is 
finally destroyed.
2) Formation of a streamwise vortex which 
travels downstream increasing in both fotational 
speed and diameter, and is eventually destroyed.
It is evident from this work that bursts sensed in 
this study are the eventual breakdown of these vor­
tices to more chaotic turbulence. The results also 
show that this breakdown is similar to the LAST 
stage of the laminar-to-turbulent flow transition 
studies of Kovasznay, et al. (13). The FIRST stage 
of this transition is shown by Kline,et al. (12)
to be similar to the beginning of the burst cycle.
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Log f(Hz) Log f(Hz)
A. Burst interval from 4.13 to 4.2 sec.
B. Burst interval from 5.1 to 5.22 sec.
C. Quite interval from 4.85 to 5.1 sec.
D. x-ensemble average of 15 bursts 0-1 minute time average.
All spectra are normalized by the 1 minute average variance.
The time intervals shown correspond to the intervals indicated 
on Fig. 14. T-| = 0.025 sec., T2 = 0.0375 sec., T3 = 0.0325 sec.
Figure 15, Typical energy spectra, E(f), of u(t) 
taken during the active and passive 
intervals shown on Figure 14.
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Hence it seems plausible that the intermediate 
stages are similar. If this is the case, the lif­
ted vortex will continue to stretch into an elon­
gated hairpin shape. Depending on whether the 
flow was marked at the head or on the arms of the 
hairpin this development would be seen as either 
(1) or (2).
After being stretched and grown for a time 
the vortex breaks down into more chaotic motion.
The motions which result from this breakdown can 
evidently be characterized by a single stationary 
average wave model. The existence of structures 
which may be deterministic (the vortex filaments) 
in a more random background for y+ ^ 30 may make 
it neither possible nor desirable to characterize 
this region by a single average eddy model.
CONCLUDING REMARKS
The study of turbulent pipe flow presented 
in the previous sections has essentially been 
broken into two parts. The first part studied a 
wave decomposition of the axial velocity fluctua­
tion, u. This decomposition led to the use of two 
novel parameters to characterize the inherent or­
ganization of the flow. This "average" model was 
only successful for y+ ^ 26, possibly because of 
the intermittent nature of the near wall flow 
(which was also investigated). The wave decomposi­
tion envisages u(t) as being caused by the super­
position of a field of Fourier wave components 
which are at an angle, a(f), to the wall, and mov­
ing at a speed C^(f) in the axial direction.
Difficulties were encountered in modelling the 
near wall region by the above "average" parameters. 
This was possibly due to problems caused by the 
intermittent long time scale periods of intense 
activity in the wall region. The behavior of the 
flow during these 'bursts' was investigated and a 
qualitative model of the flow structure presented.
SYMBOLS
C,(f) axial component of the phase velocity
of the frequency component, f
f frequency
G, (f) done dimensional spectrum of u,(t) (simi­
larly for Gg(f))
Q(f) quadrature spectrum u^(t) and ug(t)
R pipe radius
Re Reynolds number based on pipe radius and
centerline velocity
R(f) coherence between two signals u,(t) and 
u2(t) 1
r distance between the hot-film anemometer
sensors in the special hot-film probes 
used in this study
t time
u,(t) fluctuating axial velocity measured at
point 1 (similarly for u2(t))
Ug group velocity
U local mean velocity
x axial coordinate direction
y radial coordinate direction measured from
the wall
a(f) inclination to the wall of the frequency
component f
6 angle between the chord joining the hot-
film sensors and the wall
0]2(f)> phase shift of a wave of radial frequency
0 / \ a) or linear frequency f from point 1 to
12v ' point 2
to radial frequency
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INTERMITTENCY AND STRUCTURE OF A JET EXHAUSTING INTO A STRATIFIED FLUID
A. Brandt, H. E. Gilreath, C. L. Yates, C. R. Walton
Applied Physics Laboratory
The Johns Hopkins University
8621 Georgia Avenue
Silver Spring, Maryland 20910
ABSTRACT
This preliminary study of the mechanism by 
which local turbulent regions generate internal 
gravity waves in a stably stratified fluid is 
based on comparisons of the visual and hot-film- 
anemometer observations of a jet exhausitng into 
a stratified fluid with those for a jet exhausting 
into a homogeneous medium. The stratified environment 
limits the growth of the mean jet boundary, or 
from another point of view, inhibits the vertical 
motion of the instantaneous turbulent/non-turbulent 
interface. The visual and non-conditional statis­
tical averages agree with expectations and with 
previous measurements in stratified turbulent wakes. 
Application of a standard criterion to determine 
the intermittency function for both the stratified 
and homogeneous cases gives conflicting results. 
Modification of the intermittency trigger level 
in the stratified case based on the local turbu­
lence intensity ratio resolves this conflict and 
indicates that the effect of stratification on 
the local turbulence properties must be taken into 
account if the conditionally averaged details of 
these flows are to be studied further.
INTRODUCTION
Throughout the history of applied fluid 
mechanics there has been considerable interest in 
internal waves in stratified fluids because they 
arise in many atmospheric and oceanographic situa­
tions of practical interest. One important source 
of these waves is motion associated with turbulent
regions arising from the presence of an obstacle 
in the flow field, such as the familiar mixing in 
the lee of a mountain. In a study of turbulence 
in a stably stratified atmosphere Townsend (1) 
considered the interaction between the temperature 
and velocity fields and deduced an estimate of 
the critical Richardson number at which a collapse 
of the turbulent motion would occur. Some experi­
mental results illustrating this collapse were 
also presented. Subsequently, Schooley and 
Stewart (2) photographically demonstrated the 
collapse of the wake of a self-propelled body 
submerged in a density stratified fluid, and made 
some measurements related to the internal wave 
field generated by the wake. Pao (3) has con­
siderably extended these previous studies to 
include turbulence measurements, for both velocity 
and density fluctuations in the wake of a towed 
body in a stratified fluid. These experiments 
clearly indicate the intimate relationship between 
the turbulent wake and the internal wave field.
Other somewhat relevant studies of the wake collapse 
process have been summarized in the recent studies 
on the mixing process in the presence of density 
differences, e.g., Brown and Roshko (5)and Turner (4).
The classical picture of the collapse of a 
mixed region in a stratified fluid and the subse­
quent generation of internal waves is illustrated 
in Figure 1. In this situation, the forces due 
to the density difference between the mixed and 
neighboring ambient regions act to collapse the
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GENERATION OF INTERNAL WAVES 
BY~A COLLAPSING WAKE
p  = CONST.
Figure 1. Generation of internal waves by a col laps 
ing wake
Figure 2. Stratified wake development at fixed posi­
tion behind moving body
mixed region to a state of hydrostatic equilibrium. 
This motion in turn disturbs the surrounding fluid 
causing a propagating distortion of the constant- 
density surfaces. While this model is plausible, 
and can in fact be closely simulated in the labora­
tory, previous experiments on the wake of a towed 
body in a stratified fluid performed at APL (as 
well as similar experiments reported by Pao (3)) 
have shown that it over-simplifies the basic 
mechanism, and further suggested that an important 
source for the generation of internal waves may be 
tied to the intermittent structure of the turbu­
lent region. A sequence of photographs taken at 
a fixed spatial position in the wake of a body 
moving in a stratified fluid is shown in Figure 2. 
Most apparent in these photographs is the decrease 
in the amplitude of excursions of the turbulent 
"puffs" with time. The differences between the 
vertical structure of turbulent wakes in strati­
fied and homogeneous (non-stratified) fields are 
illustrated by Figure 3. The stratified data 
were obtained from the test shown in Figure 2.
The considerable effect of the ambient stratifica­
tion in limiting the vertical growth of the mixed 
region is clear. That the stratification even 
more drastically reduces the turbulent, inter­
mittent excursions is illustrated by the decreas­
ing standard deviation about the mean wake width.
At these large downstream distances the buoyant 
forces, due to the fluid stratification, become 
significant in relation to the inertial forces 
and the turbulent "puffs" fall back toward the 
centerline. The induced motion in the inviscid 
part of the flow can then couple into internal 
waves.
To begin to study this coupling between 
turbulence and internal wave generation, a series 
of tests was undertaken with a jet exhausting 
into an ambient stratified fluid. In the past, 
numerous studies of the free turbulent shear 
flow due to a jet exhausing into a homogeneous 
fluid have been performed (6-8), but the added 
difficulties associated with maintaining a uniform 
and undistorted ambient stratified field make 
turbulence measurements in such an environment 
decidedly more complex. In the work reported
here only one series of experiments at a single 
downstream location was performed in both a 
stratified field, and the corresponding unstrati­
fied environment. While these experiments are 
considered to be preliminary, the results indicate 
some interesting differences in the turbulent 
structure due to stratification. It is hoped that 
an early report of the work may be helpful to 
others involved in this intriguing and important 
area.
EXPERIMENTAL CONFIGURATION
The experiments were performed in the APL 
saline-stratified tank facility shown schematically 
in Figure 4. The tank is 30 feet long and has a 
test section 6 feet in width. The test conditions 
for both the stratified and homogeneous cases are 
also indicated in this figure. The weak saline 
stratification used was 1.2 ppt/in. (specific 
gravity change = 0.13%/in.) with the jet density 
matched to that of the ambient fluid at the exit 
depth. The jet exit diameter (d ), flow rate and 
Reynolds number were 0.386 cm, 26.8 cc/sec and 
8728, respectively.
Turbulence measurements were made using a 
four-probe rake consisting of two quartz-coated, 
parabolic, hot-film anemometers and two single 
electrode conductivity probes (in the stratified 
case only). The latter were used to measure 
density fluctuations. The data were taken at an 
axial location (x) corresponding to x/dQ = 80.4.
At this position the internal Froude number (F = 
u/Nb, N = [- g/p dp/dz]^2) based on the local 
mean flow and jet width was 8.4. (Note that F 
decreases with distance, so that the buoyant forces 
become more important as the distance from the jet 
exit increases.) To obtain profile data, measure­
ments were made at three radial positions for the 
stratified case (limited by the available run time) 
and at five positions for the homogeneous case. *
*_
u, b, and N are the local values of mean velocity, 
jet width and Vaisala frequency, respectively, at 
the measurement location, dp/dz is the change in 































Figure 3. Turbulent front development - stratified 
wake
APL TOWING TANK FACILITY
Figure 4. Schematic diagram of test configuration
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Calibration of the hot-film probes was performed 
in the tank immediately prior to each run using a 
variable-speed traversing carriage on which the 
probes were mounted. The sensitivity of the hot- 
film probes to salinity concentration was checked 
using jets of equivalent and considerably higher 
concentrations than those employed in the tests.
No variations of the probe outputs with concentra­
tion were observed. The conductivity probes were 
calibrated by displacing them about their normal 
positions (static calibrations). The data from 
the conductivity probes have not been fully reduced 
at this time (since it is suspected that they are 
subject to dynamic response corrections) and will 
not be discussed herein. The anemometer data 
provide the basis for the comparison of the 
stratified and homogeneous cases.
DATA ANALYSIS
As determined from a prior series of prelimi­
nary tests, 60-second data samples were found to 
be ample for obtaining sufficient statistical 
quality for the turbulence properties. Therefore 
about 60 seconds of data was obtained for each 
probe position. The total run time was limited by 
the onset of background disturbances arising from 
the recirculation pattern in the tank, so that 
measurements at only three rake locations were 
possible during each run for the stratified case. 
The homogeneous counterpart was not as severely 
limited by the background, and information at five 
radial positions could be recorded. The signals 
were recorded on magnetic tape in analog FM form 
and subsequently digitized and analyzed by digital 
techniques. A digital sampling rate of 200 Hz was 
found adequate to represent the data for the pre­
sent purposes, i.e., the energy-containing spectral 
range was adequately sampled.
Two samples of the reconstructed digitized 
signal are shown in Figure 5. The first exhibits 
little intermittency while the second is highly 
intermittent. Shown beneath each is the inter­
mittency function (I) - equal to 1 for turbulent 
flow and 0 for non-turbulent flow. The intermit­
tency function was first determined in standard
fashion, using a criterion based on the instantane­
ous derivative of the velocity signal. Based on I, 
the intermittency at each position (y ), condi­
tionally averaged turbulent and non-turbulent 
properties were computed (in addition to the usual 
overall statistical properties). The velocity 
derivative was computed at each point along the 
digitized (200 Hz) record by considering the change 
in magnitude of the signal over a five data point 
range (50 Hz interval), and compared to the 
specified trigger level to determine tne inter­
mittency function. The resulting step function was 
then smoothed by eliminating steps (turbulent or 
non-turbulent bursts) of less than five successive 
points giving an intermittency criterion based 
effectively on a 50Hz frequency range. This range 
as well as the value of the criterion itself 
(trigger level) was chosen to give a reasonable 
visual fit to the intermittent anemometer signal. 
The uncertainty involved in the selection of an 
appropriate value for the trigger level, and 
indeed the selection of the criterion itself, is a 
familiar problem which has been cogently discussed 
by Kline (9). At present, however, only a compari­
son between the stratified and homogeneous cases 
is at issue, although as will be discussed below 
the use of the same fixed criterion for both 
situations has been found to be inappropriate.
RESULTS
Effects of Stratification on Jet Growth and on 
Intermittency Distributions - Time exposures (30 
sec) of a shadowgraph projection of the jet impreg­
nated with dye were taken to show the mean jet 
growth. For the homogeneous case the effluent jet 
grew as expected (6-8)(roughly proportional to x, 
the distance from the jet exit) as shown in Figure 
6a. In contrast, Figure 6b shows how the vertical 
growth of the stratified jet is inhibited, and, in 
fact, eventually ceases. This, of course, is due 
to the effect of the buoyancy forces at distances 
far downstream.
The detailed structure of the turbulent front 
is shown in Figure 7, which has been reproduced 
from selected frames of a 30 frame/sec motion
344
r= 0.95 , r/ry2 = 0.43
200 POINTS, 1.0 SEC
1 r '  — ---- -
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Op
Y = 0.51 , r/ry2 = 0.55
Figure 5. Instantaneous digitized velocity and 
intermittency function
Figure 6a. Time average photograph - homogeneous case
Figure 6b. Time average photograph - stratified case
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picture of the shadowgraph projection of the jet 
flow.* Note that these and the previous photo­
graphs, Figure 6, were taken in the vertical plane. 
The jet structure and growth in the horizontal 
plane may also be affected by the vertical strati­
fication, although only indirectly. Future tests 
will employ measurements in both planes. Figure 7a 
shows the near field region in the stratified jet, 
where the inertial forces dominate, and where the 
jet structure closely resembles that of the homo­
geneous case. Somewhat further downstream (Figure 
7b) the buoyancy forces begin to have a noticeable 
effect on the turbulent structure, as compared to 
the homogeneous case (Figure 7c). As expected, wi th 
a density gradient present the turbulent puffs do 
not spread as far as in the homogeneous case and 
tend to fall back toward the core region. The 
latter behavior is to be further contrasted with 
the homogeneous case wherein the puffs continue to 
move away from the core (this is rather apparent 
in the motion picture sequence). The anemometer 
measurements were taken in the region depicted by 
Figures 7b and 7c. The suppression of the turbu­
lent puffs and the mean jet growth, at larger down­
stream distances (in the stratified case), is 
illustrated in Figure 7d where it is noted that the 
vertical growth has nearly ceased. These qualita­
tive observations regarding the wake growth and the 
extent of the excursions of the turbulent puffs 
agree with the turbulent-stratified wake data 
shown previously (Figures 2 and 3).
At the axial location studied with the hot- 
film probes (x/d = 80.5) the mean velocity pro­
files for the stratified and homogeneous cases were 
nearly the same, Figure 8. The intermittency dis­
tributions, using the slope criterion mentioned 
above, are shown in Figure 9, labeled "homogeneous" 
and, "Stratified-fixed k " (implying a constant 
trigger level - the same for both cases). The 
intermittency at a given radial location is 
considerably greater in the homogeneous case. 
Further, it appears that the distribution is wider 
in the stratified case. These results clearly con­
flict with the qualitative observations discussed 
earlier. In fact, one would expect the stratified
*The movie segment was shown as part of the 
presentation at the symposium.
y-distribution to be somewhat flatter than the 
homogeneous result near the center of the jet and 
thereafter to fall off more steeply, reflecting 
the reduction in the magnitude of the excursions 
in the turbulent front. It follows that a re- 
evaluation of the intermittency criterion is 
necessary if one wishes to use the intermittency 
function as a tool in exploring the difference 
between stratified and homogeneous turbulent front 
behavior.
Re-interpretation of the Intermittency Criterion
Before proceeding, it may be of some use to 
briefly review our objective. The basic problem 
is as follows: given some statistical descrip­
tion of the motion of the turbulent front as a 
function of axial distance (supplied in part by 
the family of intermittency distributions), one 
would like to infer some relevant statistical 
properties of the random internal wave field which 
it generates. Similar problems have been 
addressed in the past; for example, the viscous- 
inviscid interaction problem in supersonic aero­
dynamics, or the problem of turbulence noise 
generation in the field of acoustics. In any 
practical situation, the effect of buoyancy forces 
varies with axial distance - from nearly homo­
geneous behavior in the near-field, to radically 
modified behavior in the far-field. Therefore, 
to do the first part of the problem, it is neces­
sary that a consistent intermittency criterion 
be established which, correctly models the behavior 
of the turbulent front statistics over a wide 
range of the effect. As we have just 
seen, the standard method of setting a 
threshold on the value of the velocity derivative 
in a given bandwidth is not adequate; that is, 
given a fixed threshold, the effect of stratifi­
cation is to change the y-distribution in a manner 
contrary to intuition and qualitative observation.
Since the mean flow profiles at the location 
of interest are nearly the same in the stratified 
and homogeneous cases (Figures 6 and 9) but the 
temporal details of the total velocity signal 
are apparently different, one is led to the con­
clusion that the detailed turbulent structure 












































































































































































































































































































































































































































































MEAN FLOW VELOCITY PROFILES
Figure 8. Mean flow velocity profiles
Figure 9. Comparison of intermittency distributions 
at x/dg = 80.5
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Further Resultsthreshold value associated with the turbulent flow 
is different. This conclusion is supported by the 
substantial differences observed in the intensity 
distributions for the total signal (not conditional) 
as shown in Figure 10.* The high values are 
believed to be typical of low-Reynolds-number jet 
flows, and the differences may be attributable to 
a high degree of anisotropy in the stratified case.
The intermittency criterion based on du/dt 
is related directly to the amplitude of fluctua­
tions of u' since as mentioned above the derivative 
is numerically evaluated over a fixed frequency 
bandwidth. This implies that to account for the 
differences in the turbulent structure, the inter­
mittency criterion for stratified flows could be 
modified by some measure of the change in the 
amplitude of local velocity fluctuations. To 
indicate whether such a modification might 
explain the observed results, the trigger level 
for the stratified case at each radial location 
was multiplied by the ratio of the local intensity 
in the stratified case to that of the unstratified 
case. u's2/u^2 (for the total signal), which can 
be taken as a rough measure of the effect of the 
stratification. This modification substantially 
improves the computed results as shown by the 
variable ky curve in Figure 9; i.e., the distri­
bution is narrower than the homogeneous case and 
lies closer to the homogeneous distribution.
Further evaluation of the intermittency criterion 
is obviously needed. This problem, however, is 
hardly resolved for the homogeneous case, much 
less for the stratified case, where the non- 
turbulent fluid is rotational. As a result, the 
turbulent front interface becomes "fuzzy" in a 
stratified fluid, particularly at large downstream 
distances.
*
The decrease in the intensity near the jet axis is 
in qualitative agreement with previous longitudinal 
intensity measurements in unstratified flows, (10- 
12) although the actual values obtained in the pre­
sent tests may be somewhat in error due to noise 
encountered during probe calibration at high 
speeds. However, the intensity distributions for 
both cases over the region of interest (i.e., 
where y varies appreciably) are considered to be 
sufficiently accurate.
A plot of the intermittency data on a proba­
bility scale, Figure 11, illustrates that through­
out most of the intermittent region the homogeneous 
data follows a normal distribution. This is in 
agreement with the Corrsin and Kistler (8) result, 
which is also shown for the same axial location; 
the higher standard deviation (related to the slope 
of the distribution) is believed to be due to the 
substantially higher Reynolds numbers used to ob­
tain their data. The data points near the jet 
axis (as y ■+ 1) do not follow the normal curve.
This may be partly a matter of statistical accuracy 
(or more properly inaccuracy) as the number of non- 
turbulent points encountered at high y is rather 
small for the data sample obtained. In any event, 
it is not clear whether a Gaussian distribution 
should be expected - especially in stratified flow. 
Unfortunately, for the stratified case shown in 
Figure 11, the number of points obtained is in­
sufficient to test normality. However, if all the 
points are considered to be valid, the distribution 
is surely not normal. If a normal distribution is 
assumed to hold over the central region, the 
standard deviation of the intermittency distribution 
using the revised criterion is slightly less than 
that of the homogeneous case, indicating the 
narrower spread of the mixed region and smaller 
excursions of the turbulent puffs into the surround­
ing fluid.
CONCLUDING REMARKS
The analysis of these preliminary tests is still 
in progress; conditional and conventional statisti­
cal averages of the hot-film probe data will be 
obtained as will the results of the instantaneous 
conductivity probe measurements. Future and more 
refined tests will consider measurements in both 
the horizontal and vertical directions (in the 
stratified field) and the axial development of the 
turbu1ence-intermittency properties. It is also 
planned to use crossed-film probes in these studies. 
If and when a suitable intermittency criterion is 














Figure 10. Streamwise turbulence intensity
Figure 11. Intermittency distributions probability scale
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computed and the results applied to the overall 
problem at hand: the relationship between the 
intermittent turbulent flow and the internal wave 
field.
To summarize, the results to date have indi­
cated that in the presence of a stratified field 
a turbulent jet will have a substantially reduced 
extent of penetration of turbulent puffs into the 
non-turbulent region, resulting in greatly in­
hibited vertical growth and the random generation 
of internal waves. Quantitatively, the data indi­
cate that more effort must be put into the develop­
ment of a practical intermittency criterion, per­
haps one using a variable threshold based on 
some combination of local flow conditions, if one 
is to be able to distinguish between the 
instantaneous turbulent and non-turbulent regions 
in stratified flows. There is some indication 
that the intermittency for a jet in a stratified 
fluid may not be normally distributed, but this 
point needs to be more firmly established.
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ON THE INTERPRETATION OF THE OUTPUT OF HOT-FILM ANEMOMETERS AND A SCHEME OF 
DYNAMIC COMPENSATION FOR WATER TEMPERATURE VARIATION
J. Tan-atichat, H. M. Nagib and J. W. Pluister
Mechanics and Mechanical and Aerospace Engineering Department
Illinois Institute of Technology, Chicago, Illinois 60616
ABSTRACT
Using a special calibration tunnel developed 
during the course of this study, the static and 
dynamic response of several kinds of commercially 
available hot-film probes with single and multiple 
sensors of the cylindrical-fiber type are examined. 
The effects of different parameters, including 
those of the anemometer bridge, on the output and 
performance of the probes are evaluated. In par­
ticular, the consequences of variations in water 
temperature on the hot-film anemometer output 
are determined. The results reveal a large 
effect of the water temperature on the calibration 
curves (in an extreme case a change in temperature 
of only 5.5°F can result in a 100% error in the 
mean velocity reading).
A scheme which utilizes a temperature sensing 
probe immersed in the working fluid is used to 
compensate for the water temperature variation. 
Several possible circuit configurations for this 
scheme, including an optimum circuit design, are 
investigated and the results from some of them 
are presented and discussed. The circuit has a 
frequency response to temperature variations 
which depends on the thermal time constant of the 
temperature probe (up to several cycles per second 
can be obtained using commercially available 
probes) and can be used to compensate for tempera­
ture variations of more than 20°F with an accuracy 
better than + 0.2%. By using an effective value 
(much smaller than EQ) instead of the zero- 
velocity bridge voltage (E0) in exponential-type
linearizers, a constant exponent is found useful 
in linearizing the anemometer output over a wider 
range of velocities, especially the very low ones.
Finally, a linearized hot-film anemometer 
compensated for temperature variation by utilizing 
the present scheme is successfully used to obtain 
precision measurements in a standard laminar flow- 
field where the water temperature varied. The 
results compare favorably with classical theory 
which is quite encouraging in view of the low 
overheat ratio used with hot-films and the large 
effects of temperature on water density and viscos­
ity.
INTRODUCTION
Although the basic concepts of hot-wire 
anemometry have been well known for more than half 
a century (since the work of King (1)), it is only 
during the last decade that hot-wire systems have 
become available as off-the-shelf items. Today it 
is possible and even quite simple for a researcher 
to use ready-made commercial models of hot-wire 
probes, anemometer bridges, linearizers and signal 
processing equipment provided his working fluid is 
air. However, it is more complicated to apply the 
same concepts and use available equipment in water 
in spite of recent significant advancements in 
sputtering techniques that facilitate the produc­
tion of small hot-film probes of various shapes 
for differing applications as shown in Figure 1.
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Since the early work of King (1) various 
efforts have been made to further the understanding 
of the operation of hot-wire anemometers and to 
better the interpretation of hot-wire systems (e.g., 
see Coll is and Williams (2) and Davies and 
Fischer (3)). Numerous studies related to the 
operation of hot wires in air are described in 
Corrsin's review article (4) and in the texts of 
Bradshaw (5) and Sandborn (6). The recent work of 
Perry and Morrison (7) is a representative example 
of the continued efforts in this field.
On the other hand, the use of hot-wire 
and hot-film anemometers in water received con­
siderably less attention from the researchers in 
fluid mechanics. Although they have been used in 
water for a number of years, it is only recently 
that attention has been focused on the special 
problems arising in this working fluid (8-14).
The high electrical conductivity of water, its 
low boiling temperature and the effect of tempera­
ture on its density and viscosity are a few of the 
factors that must be taken into account before 
meaningful measurements can be made.
An added complication is introduced if the 
velocities used are in the low range. Various 
attempts have been made recently to calibrate 
and to use hot-wire and hot-film probes at low 
velocities in water (12, 15, 16). In spite of 
the success of these techniques the influence 
of free convection remains the main factor setting 
the lower limit of the velocity at which a probe 
can be accurately operated, in particular when 
the direction of the mean velocity relative to 
the direction of the gravitational force varies, 
which is the case in numerous experiments (12,17).
A number of other factors must also be under­
stood and accounted for in order to make success­
ful hot-film measurements. Some of these are: 
the static and dynamic calibration and lineariza­
tion of the anemometer bridge output (18-21) the 
effect of complex nonuniform flowfields on the 
measurements (22, 23); and the effect of tne 
probe on these flowfields (24).
EXPERIMENTAL FACILITY
A facility for the calibration of hot-film 
probes is an essential part of the equipment 
required for the present investigation. The 
limitations and drawbacks of commercially avail­
able systems led us to the design and construction 
of the calibration tunnel described below. The 
evaluation of the calibration capabilities of this 
tunnel are discussed in detail in References 25,
28 and 30.
The tunnel was constructed during the initial 
phases of the present investigation by Pluister 
(25) and was later modified and used by Tan-atichat 
(26, 27) and Nagib (28). A schematic diagram of 
the tunnel is shown in Figure 2. The tunnel 
operates in a recirculating mode in a free-jet or 
a fully-developed pipe flow configuration. Its 
circulating pump is capable of a maximum pressure 
head and flow rate of 30 ft of water and 9 gpm, 
respectively. The flow rate can be monitored by 
either one of four flowmeters with ranges of 
0.9, 4.0, 2.5 and 0.75 gpm. All flow­
meters were calibrated in position in the 
tunnel and were found capable of measuring 
average velocity from 0.01 to 1.4 
ft/sec in the free-jet or the fully-developed pipe 
flow. A filter located downstream of the pump is 
used to catch all particles larger than three 
microns in size at a maximum flow rate of 4 gpm.
To calibrate the hot-film probes, the free-jet 
configuration is used which provides a calibration 
stream closely approximating a plug profile and a 
very low level of turbulence (less than 0.1%).* In 
order that the centerline jet velocity (i.e., the 
velocity used for calibrating the hot-film probes) 
be known for the free jet, the tunnel had to be 
first "calibrated." The principle used for this 
calibration is based on the knowledge of the jet 
centerline velocity as a function of the flow 
rate through the jet. Since the flow rate can 
be monitored very accurately, the relation between 
it and the jet centerline velocity provides the 
information required for calibrating the probes
For details of techniques used see Reference 29.
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Figure 1. Hot-film probes.
Figure 2. Schematic of hot-film calibration tunnel.
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with excellent accuracy, as long as the error in 
this relation is small compared to the error in 
measuring the flow rate. One method of obtaining 
this relation is through the knowledge of the jet 
velocity profile as a function of the flow rate.
For the present tunnel this was accomplished (30) 
by an iterative technique utilizing a hot-film 
probe which automatically traverses the jet at 
a fixed rate. The accuracy of this scheme is 
further improved if the jet velocity profile is 
almost, uniform. (If it is uniform the accuracy 
of the technique is equal to the accuracy of 
measuring the flow rate.) As pointed out earlier 
the design of the tunnel was aimed at achieving 
a uniform jet velocity profile. The success in 
achieving this task helped in obtaining the 
results presented here.
Using the scheme discussed in Reference 30 
better than + 0.2% accuracy of the resulting 
calibration curve was obtained for the entire 
range of flow rates except at very low velocities,
U < 0.1 ft/sec, where the accuracy is approximately 
±0.5%, A probe in position of calibration is 
shown in Figures 2 and 3. Some typical mean 
velocity profiles of the calibration jet, which 
were measured at the axial position used for 
calibration, are shown in Figure 4.
By inserting a special pipe section into the 
upstream settling tank, as shown in the top of 
Figure 2, the tunnel can be converted to the fully- 
developed pipe flow configuration (d = 1.034 inch,
L = 163 inches and L/d = 157) with the entrance 
conditions remaining in this case the same as in 
the free-jet configuration. When a dye probe 
was positioned in the settling chamber upstream 
of the contraction section and a dye streak was 
introduced along the centerline of the pipe, the 
transition Reynolds number was delayed up to 
1 0 ,0 0 0 .
Hot-film data can also be obtained in the 
downstream end of the pipe as the probe shown in 
the bottom right-hand side of Figure 2 indicates. 
The pipe flow discharging into the downstream 
tank with a fully-developed parabolic laminar 
profile, or the last section of the pipe, can also
be used for calibration and evaluation of the 
performance of the probes. However, the free-jet 
configuration with the uniform axial profile is 
found to be more accurate and convenient.
RESULTS AND DISCUSSION
Calibration and Operational Difficulties
Quality Control of Water - Although care­
fully constructed hot-film probes, particularly 
those coated with an insulating material such as 
quartz, can be used in hard tap water, considerable 
care must be exercised to insure satisfactory 
performance and to obtain adequate life-time of 
the probes (11).
In experiments where line power is used to 
drive the pump or any other experimental equipment 
in direct contact with the working fluid, it is 
necessary to minimize the conductivity of the 
water. Commercially available deionizing units 
are found adequate for this purpose. Even with 
deionized water (and if high frequency response of 
the probes is not essential) it is advisable to 
use coated hot-film probes. As demonstrated by 
the turbulence energy spectra of Resch (8), for 
most experiments in water at low to moderate 
velocities a frequency response of 1 kHz is ade­
quate. This frequency response is easily attained 
using standard anemometer units and commercially 
available probes such as those shown in Figure 1.
The second important problem encountered in 
hot-film anemometry in water is air dissolved in 
the working fluid. The amount depends on the 
source of water. When tap water was used, a probe 
placed in position collected a sheet of bubbles 
even with no current passing through it. If the 
probe was operated with this sheet of bubbles it 
not only gave erroneous and inconsistent results, 
but it also failed due to mechanical or thermal 
effects. Experience has shown that when tap water 
is left standing to deaerate in an open-top tank 
for approximately 72 hours and its temperature and 
pressure reach equilibrium with the ambient air, it 
can be used without difficulties in most experi­
mental facilities. However, if the apparatus
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Figure 3. Hot-film probe in position for calibra­
tion.
Figure 4. Typical mean velocity profiles used for 
calibration of tunnel free jet.
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contains a section with free-falling water in its 
flow loop, the added air in that region will lead 
to the accumulation of bubbles on the probe.
The impurities suspended in tap water and 
picked up during recirculation represent another 
problem. The effect of impurities, such as dust 
particles, on hot-wire measurements in air are 
easily observed as the result will usually be a 
broken wire. Hot-film probes are much more rugged 
so that the bombardment and accumulation of the 
impurities on the probe will not give rise to 
easily detectable signals, especially if the flow- 
field is turbulent. Fortunately this problem can 
be readily resolved with the aid of commercially 
available filters capable of removing particles 
larger than 1 or 2 microns from the working fluid.
The final and most important problem is 
caused by the effect of changes in the water 
temperature on the output of the hot-film probe. 
Most of this paper is devoted to this problem.
It can be stated at the outset that if the physical 
arrangement of the equipment and the funds permit, 
experimental facilities employing water in which 
hot-film measurements are to be made should be 
equipped with a precise heating-cooling unit 
including feedback-type temperature sensing and 
control capabilities. This unit should be able 
to control the water temperature within 0.1°F, 
otherwise the types of problems discussed in this 
paper cannot be solved. Closed-loop circulation 
of the water facilitates this type of temperature 
control.
Filtering, deaerating and deionizing the water 
can usually be accomplished with relative ease and 
economy. The adequate control of the water 
temperature, however, may require relatively 
costly temperature control units (12) or alterna­
tive methods similar to those outlined later in 
this paper.
Our water treatment facility employs commerci­
ally available deionizing filtering units that 
are connected to the main supply water line. The 
units are capable of deionizing up to 1,500 
gallons and filtering up to 10,000 gallons of 
water at the rate of 4 gpm. The water is
deionized to 18 megaohm-cm resistivity and all 
particles larger than one micron are removed from 
it. The water is then stored in a 100-gallon 
stainless steel tank. The tank has an open top 
with a dust cover which allows the water to be 
kept at room pressure. The tank is located 10 
feet above floor level and supplies water to all 
laboratory facilities when hot-film anemometry is 
used. Each of the closed loop experimental setups 
is equipped with a filter which continuously re­
moved any impurities that may find their way into 
the system from the laboratory atmosphere or from 
parts of the facility itself. The electrical con­
ductivity of the water is monitored in each 
apparatus by means of simply constructed probes.
When a probe indicates a drop in resistivity the 
loop is drained and refilled with filtered, de­
ionized and deaerated water from the tank. This 
procedure may be required at times as often as once 
every week but sometimes the same water is used for 
a month, depending on the apparatus, its condition, 
the number of hours of operation, the condition of 
the laboratory environment, etc.
Calibration for Mean Velocity and Temperature -
Two types of cylindrical hot-film fiber probes 
are used in the present work: a DISA 55F06-70 
micron element made of a quartz fiber with a 
sputtered film of nickel covered by a quartz coat 
and a TSI 1240-2 mil element made of a quartz fiber 
with a sputtered coat of platinum covered by an 
insulating coat. (While the TSI is a two sensor 
probe, only the upstream element was used oriented 
normal to the flow direction.) A selection of 
single element and double element X-probes are 
shown in Figure 1. Using an overheat ratio of 1.08 
a large signal is obtained from the anemometer 
bridge and an adequate frequency response is 
attained.(A frequency of 1 kHz is measured using the 
square wave method at velocities up to 1.5 ft/sec).
The lifetime of the probes is also improved by 
using this relatively low overheat ratio instead of 
the commonly used values from 1.1 to 1.15 (one 
probe lasted for 12 months with more than 200 hours 
of operation before it failed). The top curve in 
Figure 6 is a typical mean velocity calibration curve 
obtained using the instrumentation outlined in Figure 5.
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The calibration tunnel is equipped with a 
stainless steel rod heater, with powerstat con­
trolled input power, which is capable of raising 
the tunnel temperature to any desired value from 
room temperature up to 120°F. This is accomplished 
by increasing the input voltage to the heater and 
waiting for the tunnel thermal conditions to reach 
steady state, while monitoring tne temperature of 
the fluid in the settling chamber as well as in 
the free-jet. The probe can then be calibrated 
at this temperature after temperature corrections 
have been applied to the flowmeter calibration 
curves. (The flowmeters were calibrated in the 
tunnel over a range of temperatures.)
As long as the tests can be run in a system­
atic manner the temperature of the working fluid 
can be kept constant within 0.2°F. First, the 
tunnel controls are set for operation at the maxi­
mum flow rate by switching the flow control loop 
of the tunnel to bypass the flowmeters (see Figure 
2); under these conditions the tunnel reaches 
steady state usually in a few minutes. Next, the 
flowmeter control valves are set approximately to 
give the desired velocity while the tunnel is 
still operating at the maximum flow rate. Finally, 
the flow bypass is closed so that the entire flow 
passes through the flowmeters and the reading of 
the flowmeter and the anemometer bridge are re­
corded. For calibration at other velocities,the 
above procedure is repeated.
Using the same anemometer setting calibration 
curves at various free-stream temperatures can be 
obtained. Typical curves are shown in Figure 6.
The most important information revealed by these 
data is the large effect of the water temperature 
on the calibration curves. Comparing the top two 
curves at an anemometer output voltage of 7 volts, 
it is easily concluded that an increase of water 
temperature of only 5.5°F can give a 100% error in 
the mean velocity reading. Figure 6 demonstrates 
that the changes in the anemometer output due to 
the temperature of the fluid and its velocity are 
of the same order of magnitude. If a similar com­
parison is made with hot-wire data in air it is 
found that the errors are almost two orders of 
magnitude smaller. A number of factors are
involved in this most drastic effect, the most 
important of these being the low operating film 
temperature used in water. (As demonstrated by 
Nagib (28), a similar effect is found in air if 
the wires are operated at overheat ratios below 
1 .1 .)
Water Temperature Effects - The first attempt 
made to remove the water temperature effect 
demonstrated in Figure 6 was done by repeating the 
calibration curves at the various temperatures and 
changing for each temperature the bridge resistance 
which controls the overheat ratio, thereby main­
taining a constant overheat ratio at all tempera­
tures. While a large improvement was made, this 
approach was not as satisfactory as one would expect 
based on the governing equations.
The hot-wire equation can be written as:
^pV — = A + B Un , (1)
RH ' c
where U is the fluid velocity, Ip is the current 
through the probe, whose resistance at the fluid 
temperature and the operating temperature are Rc 
and Ru, respectively; A, B and n are nearly con- 
stant. The overheat ratio is defined as
Based on this relation and since for constant
temperature operation the anemometer servo-amplifier
maintains the probe temperature and hence its
resistance, R^, constant, one may conclude, assuming
that the changes in A and B due to temperature are
not large, that a better scheme of compensation can
be achieved by maintaining the overheat resistance
difference, Ru - R , constant.ti c , ,
In Figure 7 a probe is calibrated at different 
water temperatures using the technique outlined 
earlier and the bridge resistance is adjusted at 
each temperature so that the difference between the 
operating hot-film probe resistance and its re­
sistance at the water temperature remains constant. 
The correlation between the data in this case is 
much improved compared to the case of fixed
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Figure 6. Mean velocity calibration curves for 
different water temperatures.
Figure 5. Instrumentation schematic.
Figure 7. Mean velocity calibration curves for 
different water temperatures using a 
constant overheat resistance difference.
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overheat ratio. However, this solution is still 
not acceptable for precision hot-film measurements.
Two additional attempts for improvement were 
made. In the first, the anemometer resistance at 
each ot the temperatures was adjusled to yield 
the same bridge output at the maximum velocity 
used during the calibration. The second attempt 
is similar except that the anemometer resistance 
was adjusted to yield the same output at the 
average velocity of the curve (0.655 ft/sec).
The overheat ratios used here are approximately 
the same as those used in the two previous 
attempts. It is clear from the results of the 
last two attempts shown in Figures 8 and 9 that 
the best correlation is obtained using the last 
scheme. Although this result does not provide 
complete understanding of this problem at least 
it provides an empirical road to an acceptable 
solution. The impact of these results on our 
compensating techniques is discussed in a latter 
part of this paper. Whatever the compensating 
scheme is, in order for it to be reasonably fast 
in its response the fixed bridge resistance will 
have to be replaced by an external variable 
resistance which is dependent on the water tempera­
ture. The anemometer bridge (DISA 55D01) will 
then have to be operated in a 1:1 bridge ratio.
Some problems that arise when this bridge con­
figuration is used are discussed in the following 
section. These are presented here because they 
are of the type often encountered in such an 
operating configuration.
Anemometer Bridge Ratio Effect - Using one 
of the available DISA 55D01 anemometer bridges 
and a precision non-inductive potentiometer, a 
hot-film probe was calibrated as shown in Figure 
10. The difference between the two curves 
appearing in the figure is the bridge ratio 
setting of the anemometer. Operation at a bridge 
ratio of 1:1 was performed with the potentio­
meter adjusted to the same value of the fixed 
bridge resistance (except for a factor of 20 from 
the bridge ratio) used with the 1:20 bridge ratio 
operating mode. This procedure was repeated 
using a number of different DISA 55D01 anemometers,
different types of probes, and a number of non- 
inductive potentiometers at a number of overheat 
ratios. Although some differences were found in 
the data the following basic trend was evident in 
all of them: calibrating a probe using the same 
overheat ratio setting with 1:1 and 1:20 bridge 
ratios does not yield the same calibration curves.
In order to understand this effect, the 
circuit characteristics of the DISA anemometer 
bridge were examined. No evidence of any limiting 
currents or unbalance of the bridge was noted in 
the anemometer characteristics listed in the 
manual. Next, a hot-wire probe was calibrated in 
air (28) with the same anemometer at different over­
heat ratios (see Figure 11). While this effect 
was not evident at the high overheat ratios used 
in air, some difference between operation at 1:1 
and 1:20 bridge setting was detected at rQ = 1.08.
When the anemometer circuits were carefully 
checked and compared to the specifications listed 
in the manual, the problem was finally traced to 
a mismatch between the bridge ratio of the top two 
legs of the bridge and that of the bottom two legs 
(i.e., the stated bridge ratio) when compared at 
the 1:1 and 1:20 bridge settings. This difference 
between the actual and specified bridge resistance 
was found to be present to varying degrees in all 
seven DISA 55D01 anemometers in use. The design 
values for the bridge resistances are 900, 100, 45, 
5, 45, and 5 ohms, respectively. The corresponding 
measured resistances of the anemometer which pro­
duces the largest error are 902.5, 99.3, 44.7, 4.9, 
45 and 4.9 ohms, while in the one with the least 
error the measured resistances are 900, 99.4, 44.9, 
4.95, 44.9, 4.9 ohms. The discrepancies between the 
measured and the specified values of the individual 
resistances are of the same order of magnitude in 
both units (and most of them within factory 
specifications) but the bridge balance condition 
and the bridge ratios in the latter of the two are 
more closely matched.
Compensating for the above differences between 
1:1 and 1:20 bridge ratios, the curve in Figure 12 
was obtained with a DISA anemometer using the same 
techniques and potentiometers that led to Figure 10.
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Figure 8. Mean velocity calibration curves for 
different water temperatures and same 
anemometer output at maximum velocity.
Figure 9. Mean velocity calibration curves for 
different water temperatures and same 
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Figure 10. Mean velocity calibration curves using 
1:1 and 1:20 anemometer bridge ratios.
Figure 11. Mean velocity calibration curves using 
1:1 and 1:20 anemometer bridge ratios 
for different hot-wire overheat ratios.
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The calculated overheat ratios are, of course, 
different even though the actual probe overheat 
ratios used were identical since the error in the 
bridge resistances affects the calculated overheat 
ratio.
There are two reasons that these discrepancies 
have more pronounced effects on hot-film measure­
ments than in hot-wire studies: the overheat ratio 
or overheat resistance difference is much smaller 
in water than in air and this results in a larger 
percent of error due to the bridge mismatch (see 
the effect of high and low overheat ratios in the 
case of a hot-wire in Figure 11); the second 
reason (which applies only to nickel hot-film 
sensors) is the higher thermal coefficient of 
electrical resistivity of the hot films compared 
to the tungsten hot wires which results in larger 
bridge outputs and hence larger bridge differences 
in the case of nickel hot films. In the case of 
platinum hot films, its lower thermal coefficient 
of electrical resistivity may result in minimizing 
this difficulty; however, we have not investigated 
this yet.
To avoid this bridge ratio effect, the probe 
to be used in a given experiment should be 
calibrated using the same anemometer bridge, 
bridge configuration, bridge components and over­
heat ratio as those to be used in the experiment. 
This is a recommended procedure which should be 
used with all anemometers. Otherwise, a large 
number of corrections will be required resulting 
in unavoidable errors.
Bridge Output Linearization - Optimal values 
of the constants involved in the linearization of 
the bridge output with exponential-type linearizers 
were also determined. Equation 1 can be written 
as
E2 - = C Un . (3)
A logarithmic plot of the various calibration 
curves indicating the value of the exponent, n,
(as in the middle curve in Figure 13) reveals that 
the experimental points gradually deviate from 
this relationship at the lower values of the
velocity. When different values are substituted 
instead of EQ (these values are referred to as 
effective zero velocity bridge voltages Eg) into 
the Equation 3 the resulting correlation is some­
times better and sometimes worse. In particular, 
if E^ is very small compared to Eq (i.e., Eg : 0)
the correlation is better than if E1 > E . Thiso — o
is demonstrated in Figure 13. Based on data ob­
tained with different hot-film probes over the same 
range of velocities it can be concluded that 
E; « Eq yields the best correlation of data. For 
the top curve in Figure 13 the Equation 3 can be 
written as
E2 = C Un , (4)
where n is approximately equal to 0.23. Note that 
for air the value of n in Equation 3 is approximately
0.5. Even a plot of the standard TSI probe calibra­
tion curve which is found in the TSI linearizer 
manual leads to the same result as shown in Figure 
14.
If Equation 3 is written in the form
E2 - E'2 = C Un (5)
and the data obtained (28) with various hot wires 
are reduced using a least square fit, a value of 
Eq * 0.9 Eg is found to be an optimum as demon­
strated in Figure 15 (reproduced from Reference 28). 
We conclude therefore that Equation 5 should be 
written as
E2 - a2E2 = C Un , (6)
where a ~ 0.9 for hot wires in air over the range 
of velocities from 10 to 100 ft/sec and a = 0 for 
cylindrical hot-film fibers in water over the 
range of velocity from 0.05 to 2 ft/sec.
For water at velocities below 0.05 ft/sec the 
effect of free convection strongly influences the 
operation of the probe. This lower limit of opera­
tion is based on the criterion proposed by 
Warpinski, et al. (17) and is in agreement with the 
results of the present measurements.
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Figure 12: Mean velocity calibration curves using 
compensated 1:1 and 1:20 anemometer 
bridge ratios.
Figure 13. Bridge output linearization using dif­




Figure 14. Bridge output linearization using dif­
ferent effective zero velocity bridge 
voltages; TSI calibration curve.
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Figure 15. Bridge output linearization using dif­
ferent effective zero velocity bridge 
voltages for hot-wire probe.
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The small value of the constant a in Equation 
6 when applied to hot-film data in water can be 
explained by the following arguments. Due to the 
small overheat ratios typically used, the contri­
bution of free convection is negligible in the 
forced convection range of operation of the film. 
(Recall that the value of EQ is proportional to 
the heat transfer due to free convection.) In 
addition, the high values of the temperature co­
efficient of a nickel hot film and its heat trans­
fer coefficient in the forced convection range, h, 
result in very large values of the constant C in 
Equation 6. These two reasons combine to make 
the second term in the left-hand side of Equation 
5 negligible compared to the right-hand side of 
the equation and hence results in small values 
of the constant a.
Anemometer Output Drift - Detailed measure­
ments of hot-film and hot-wire output drift when 
used in water are given by Morrow and Kline (11). 
Some observations of drift obtained during the 
course of this investigation are given in Figure 
16. While some of the drift is due to permanent 
effects such as the aging of the probe, a part 
of the drift can be corrected by cleaning the 
probe (e.g., with an ultrasonic cleaner). How­
ever, in spite of all the precautions that are 
taken the drift encountered in hot-film anemometry 
in water remains appreciable. For this reason 
it is a recommended procedure (which was used in 
the present study) to calibrate the probe just 
before and just after performing an experiment 
and to correct for the observed drift which is 
in this case quite small.
Schemes of Compensation for Ambient Temperature 
Variation
A number of temperature compensating schemes 
have been proposed by the hot-film manufacturers. 
All of these schemes depend on a temperature 
sensing probe which can be used in the anemometer 
bridge shown in Figure 17 instead of the bridge 
resistance R^ . The ideal probe for this purpose 
should have the following properties;
1. Its resistance should be given by
Rt = rQMRc = MRh (7)
where M is the bridge ratio and rQ is the overheat 
ratio.
2. The dependence of Ry on temperature 
should be identical to that for the hot-film 
probe resistance R^ .
3. The size of the probe should be suffi­
ciently small to have a reasonably fast response 
and sufficiently large so as not to be heated by 
the bridge current. The latter requirement 
assures that the probe is independent of the fluid 
velocity. Such a temperature probe is almost 
impossible to manufacture and even if it could
be made, it could only be used with one hot-film 
probe.
Two other compensating schemes were proposed 
by Burchil 1 and Jones (13) and Chevray and Tutu (31). 
The first is a simplified version of the one 
described in Figure 17 in which R2 is adjusted 
manually as the fluid temperature changes; the 
adjustment being based on calibration curves 
obtained earlier at different fluid temperatures.
The amount of time wasted during an experiment is 
the major objection to this scheme. The second 
technique involves a complex compensating scheme 
which is applied to the linearized signal through 
the linearizer's constants. This scheme also 
depends on a temperature sensing probe and its 
frequency response is limited by that of the probe.
A number of compensating circuits, shown in 
Figure 17, are employed in order to facilitate 
the use of probes that do not meet the specifica­
tions of the ideal temperature compensating 
probe listed above, excepting the requirements 
regarding frequency response of the temperature 
sensor and its insensitivity to velocity that 
must always be satisfied. The closer the probe 
conforms to the other requirements the better 
the compensation will be.
A detailed analysis of the compensating 
circuit denoted by No. 1 is given in Reference 28. 
Based on that analysis and similar ones for the 
other two circuits of Figure 17, it was concluded 
that the most suitable of the circuits is the 
one labeled No. 3. In addition to having perform­
ance curves similar to those reported in Reference 























Figure 16. Anemometer output drift over four-hour 
period.
Figure 17. Schematic circuits for water-tempera­
ture variations compensating schemes.
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the least effort to adjust for optimum temperature 
compensation with any set of temperature and 
velocity probes. A representative example of the 
type of compensation achieved with Circuit No. 1 
is given in Figure 18.
A problem which was encountered with some of 
the temperature probes is associated with their 
heating due to the current passing through them. 
This heating not only results in making the tem­
perature probes sensitive to velocity, which is 
an undesirable feature, but it also affects the 
calibration curve of the velocity probe (28).
Using temperature probes which are not influenced 
by the electrical current passing through them 
(see probe in the top left-hand corner of Figure
1) and operating the hot film at slightly lower 
overheat ratios resulted in the elimination of 
this problem.
A typical calibration curve for a temperature 
compensated hot-film probe is shown in Figure 19. 
Based on the circuit analysis of Nagib (28) a 
velocity and a temperature probe were selected 
and connected in the configuration of Circuit 
No. 1 of Figure 17 and the values of Rp and R<. 
were set based on the performance curves obtained 
from the analysis. The calibration curves were 
obtained using this system after minor adjustments 
in the values of Rp and Rg were employed. To 
perform these adjustments the mean velocity of 
the calibration jet was set at the average value 
of the velocity range of interest (see discussion 
of Figure 9) and the temperature of the water was 
changed over the temperature range in which the 
compensation was required. Slight changes were 
then made in the values of the resistances Rp 
and R<. to minimize the change in the anemometer 
output with the temperature variations. The 
data in Figure 19 were then obtained. Probe 
output could be compensated for temperature 
variations using this scheme without referring 
to the performance curves derived from the 
analysis (28). However, more time would be 
required to adjust the circuit and select the 
temperature probe by using some sort of an 
iterative scheme.
Due to the advantages of Circuit No. 3 of 
Figure 17, two small electronic boxes were 
designed and constructed according to this 
circuit and are now extensively used in this 
laboratory for all temperature compensation 
requirements. The output of the integrated 
circuit box can be directly connected to the 
anemometer bridge and the temperature probe 
cable is then connected to its input. All four 
resistances, Rp^, Rp£, R ^  , and R^, can be 
measured and adjusted in their position with mini­
mum interference with the operation of the circuit 
and the hot-film anemometer.
Applying similar techniques to the ones 
described above, in relation to Figure 19, the 
calibration curves of Figure 20 were obtained 
using these specially constructed temperature 
compensation circuits. The calibration data 
from the probe are plotted in Figure 20 using 
logarithmic coordinates by utilizing Equation 6 
with the value of the constant a = 0. A 
linearizer (DISA 55D10) was then set according 
to the curve of Figure 20 and its output was 
checked against the calibration velocity.
Utilizing the above scheme a hot-film 
probe can be calibrated and compensated for varia­
tions in the water temperature in a matter of one 
hour. This probe can then be transferred to any 
experimental facility, with its associated anemo­
meter bridge, temperature probe, compensating cir­
cuit, linearizer and associated signal processing 
equipment, and used to perform precise mean and 
fluctuating velocity measurements.
Using the techniques outlined above the 
measurements reported in Figure 21 were obtained 
in the flowfield inside a cylindrical annulus. The 
outer wall of the annulus is made of a Plexiglas 
pipe 3.20 + 0.002 inches inside diameter. The 
inner wall consists of an aluminum pipe with an 
outside diameter of 2.000 + 0.001 inches. The 
resulting annulus radius ratio is equal to 0.625 
and the gap is 0.60 inches in size. The entrance 
length-to-gap ratio at the position of the hot- 
film measurements of Figure 21 is 83. This ratio 
is sufficiently large to allow laminar flow 






















Figure 18. Effect of compensation for water
temperature variations on anemometer 
output at a fixed velocity.
Figure 19. Mean velocity calibration curves for 
different water temperatures using a 






Figure 20. Mean velocity calibration curves in
logarithmic coordinates for different 
water temperatures using a temperature 
compensating scheme; nickel hot film.
w / w MAX
Figure 21. Mean axial velocity profiles for laminar 
flow through the annulus n = 0.625 and 
different values of N ^ ;  comparison 
between experiment andtheory.
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The measurements reported in Figure 21 are 
for a wide range of Reynolds numbers, ND, within 
the laminar flow regime. For NR < 1100 the values 
of W measured across the annulus included veloc­
ities which are in the mixed convection range of 
the hot film (W < 0.05 ft/sec). Therefore, data 
for NR < 1100 are considered unreliable and are 
not presented here. For NR > 2200 frequent 
turbulent bursts were observed on the oscilloscope 
displaying the hot-film output and the flow was 
considered not sufficiently laminar to compare 
to the theoretical fully-developed laminar velocity 
profile shown in Figure 21. The calibration 
curve of the single element, cylindrical fiber, 
hot-film probe used in these measurements is that 
shown in Figure 20. This probe was compensated 
for temperature variations between 70° and 90°F 
during the experiments from which the results of 
Figure 21 are obtained. The effects of the 
annulus walls on the measurements prevented the
collection of reliable data for r/R > 0.95 ando
r/RQ < 0.65 (where Rq is the outside radius of 
the annulus).
In view of the large effects of the water 
temperature on the output of hot-film anemometers, 
as demonstrated in Figure 6, the agreement between 
the measurements and the theoretical results 
displayed in Figure 21 for temperatures between 
70° and 90°F indicates that the compensating 
scheme is useful for mean velocity measurements.
CONCLUSIONS
1) A very large effect of the water tempera­
ture on the output of hot-film anemometers is 
documented. In an extreme case a change in 
temperature of only 5.5°F can result in al00% error 
in the interpretation of the mean velocity reading.
2) Successful compensation for the water 
temperature variation is obtained using a scheme 
which utilizes a temperature sensing probe immersed 
in the working fluid. Several possible circuit 
configurations for this scheme were investigated 
and the one which employs an optimum circuit 
design is found capable of compensation for
temperature variations of more than 20°F with an 
accuracy of better than +0.2%.
3) By using an effective value (much smaller 
than Eq) instead of the zero velocity bridge 
voltage, Eq , in exponential-type linearizers a 
constant exponent is found useful in linearizing 
the anemometer output over a wider range of 
velocities, especially the very low ones.
4) A probe to be used to perform precision 
hot-film measurements should be calibrated using 
the same anemometer bridge, bridge configuration, 
bridge components and overheat ratio as those
to be used in the experiment. Otherwise, a large 
number of corrections will be required resulting 
in unavoidable errors. In addition, the water 
used in the experiment should be filtered (one or 
two micron filter), deaerated and deionized (e.g., 
18 megaohm-cm resistivity).
5) A linearized hot-film anemometer compen­
sated for temperature variation by utilizing the 
present scheme is successfully used to obtain 
accurate measurements in a standard laminar 
flowfield where the water temperature varied and 
the results compare favorably with the classical 
theory.
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SYMBOLS
A constant used in Equation 1
a constant used in Equation 6











constant used in Equation 3 
diameter of inner wall of annulus 
diameter of outer wall of annulus 
diameter uf calibration jet 
anemometer output voltage
anemometer output voltage at zero 
veloci ty
effective anemometer output voltage 
at zero velocity used to linearize 
the anemometer output according to 
Equation 5
anemometer bridge current passing 
through probe
inductances of leads to temperature 
and velocity probes
anemometer bridge ratio
axial Reynolds number = W(DQ -D^)/v
exponent in Equation 1
anemometer bridge fixed resistances 
(see Figure 17)
probe resistance at fluid tempera­
ture
operating probe resistance = RcrQ
RL,T’ rl ,v










resistances of lead cables to tem­
perature and velocity probes
adjustable parallel resistances in 
temperature compensating circuit 
of anemometer bridge
adjustable series resistances in 
temperature compensating circuit 
of anemometer bridge
temperature compensating probe 
resi stance
radial direction measured from 
axis of calibration-free jet or 
annul us
hot-film overheat ratio = Rp|/Rc
fluid ambient temperature 
time
time-mean value of velocity in the 
streamwise direction
time-mean of axial velocity 
flow rate average axial velocity 
fluid kinematic viscosity
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DISCUSSION
B. G. Jones, University of Illinois: I have two 
questions. You showed a single sensor being com­
pensated and presumably normal to the flow. The 
more generalized application would be to verify 
that this compensation is correct for an inclined 
sensor, which would examine not only the axial veloc 
ity component but also the transverse one. Have you 
examined that?
Nagib: This is actually compensation for the water 
temperature fluctuations. It's not for the instanta 
neous fluctuations of temperature near the vicinity, 
so I don't think it matters too much.
Jones: My second question is what sort of time 
response does the corrective mechanism have?
Nagib: You mean the frequency response of this?
It depends on the temperature sensor probe that we 
are using. In this case up to several cycles is 
possible. Also the relative location between the 
temperature sensor and the hot-film sensor.
Jones: I would suggest in using multiple sensor 
probes that we have the capacity to measure the 
fluctuating temperature field at relatively high 
frequencies by using the standard film or wire 
sensor. Therefore, I think you have available to 
you the appropriate mechanism to make it a very 
fast response system. This would enable you to 
compensate directly in the turbulent mode, so you
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can examine all the components of the fluctuating 
turbulent velocity, not just the mean velocity compo­
nent.
Nagib: I would like to just make a comment in rela­
tion Lu what you have done in order to linearize and 
your conclusion related to the need to adjust the 
value or to suppress the value of the voltage. I 
think that any time that you are dealing with low 
velocities or high fluctuation, and you want to 
linearize, one way to obtain a meaningful result 
is to suppress the voltages in air. And in one of 
my papers I published a couple years ago in the 
Review of Scientific Instruments I show mathematically 
using the hot-wire equation, that in any case when 
the increase in voltage divided by the voltage in 
still air is larger than about 0.2-0.25, if you don't 
suppress the signal in still air then your results 
are completely meaningless.
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MEASUREMENTS OF PULSATING TURBULENT WATER FLOW IN A TUBE
S.-Z. Lu and R. J. Nunge, Department of Chemical Engineering
F. F. Erian and M. Mohajery, Department of Mechanical Engineering 
Clarkson College of Technology, Potsdam, N. Y. 13676
ABSTRACT
The experimental method associated with ob­
taining meaningful information from the hot-film 
anemometer signals in fully developed pulsating 
turbulent flow where the pulsations are sinusoidal 
in time is discussed. The results of a number of 
experiments in water reveal the nature of the long­
time and short-time average velocity and pressure. 
Velocity measurements between 0.95 radii and the 
centerline demonstrate that the long-time average 
velocity distribution is coincident with that for 
steady turbulent flow at the same Reynolds number. 
Also, no significant differences between the long­
time average axial pressure drop in the pulsating 
and steady flows were noted, although this re­
quires further investigation in view of the in­
creases in the Reynolds stress observed in pulsa­
ting air flow.
The distribution of the measured pulsating 
velocity component depends upon the dimensionless 
turbulent frequency. At the lowest values of the 
frequency, the profile is turbulent-like, while 
at higher values, the maximum in the velocity 
shifts from the centerline towards the wall and a 
uniform speed region exists over the central por­
tion of the tube.
An eddy viscosity model displays many of the 
important characteristics of the observed pulsating 
velocity. Using the results of this model and the 
experimental observations, limits of the laminar 
frequency parameter which delineates the response 
of the flow are suggested.
Recordings of the instantaneous velocity sig­
nal suggest the short-time behavior of the axial 
turbulence intensity to be generally that of in­
creasing during deceleration of the flow and de­
creasing during acceleration.
INTRODUCTION
The problem of unsteady flow is a very general 
one, since regular and irregular oscillations occur 
widely in nature and in industry. The behavior of 
pulsating laminar flow in a cylindrical pipe away 
from the region affected by the ends is well under­
stood (6,12,19). However, existing knowledge of 
pulsating turbulent flow is limited.
One of the earliest investigators in this field 
was Schultz-Grunow (17) who found from experiments 
that the time averaged friction factor for pulsating 
turbulent flow did not differ considerably from the 
steady flow value. That is, the instantaneous fric­
tional loss could be predicted from the instantane­
ous mean velocity and steady flow friction factor, 
thus suggesting a quasi-steady behavior.
Recently, the quasi-steady model, was further 
investigated by several investigators (1, 11, 18). 
However, at least two important questions have not 
been discussed in sufficient detail by the above 
authors: first, what are the parameter ranges in 
which the quasi-steady model applies; and second, 
what are the critical parameters for understanding 
pulsating turbulent flows?
375
An answer to the first question was attempted 
by Brown et al. (4), who provided an analytical 
development for the frequency response to small 
amplitude fluctuations. Three frequency regimes 
were suggested: for low frequency pulsations, the 
flow is quasi-steady; for high frequency pulsations 
the flow is stationary or frozen; and for inter­
mediate frequency pulsations, the eddy viscosity 
profile changes in a complex way. The intermedi­
ate frequency range was suggested to be 
„2
0.01 Res<^-<Q.l Res with a break frequency of
about 0.025 Re . However, Brown et al. neglected s _
the acceleration term, 3U/3t, in the quasi-steady 
model equation for the first regime. This approx­
imation may lead to an underestimation of the fre­
quency range in which the quasi-steady model ap­
plies (13).
The second question was addressed by Karlsson 
(8) who conducted an experimental investigation 
of pulsating parallel flow in a wind tunnel sys­
tem. Karlsson found that when the pulsation amp­
litude is less than about 35%, there is no effect 
of the amplitude on the unsteady component of pul­
sating velocity. That is, if the local unsteady 
component of pulsating velocity is made dimension­
less by the centerline unsteady component of the 
pulsating velocity, the resulting dimensionless 
velocity is independent of the pulsation amplitude 
over the frequency range of 0 to 48 cycles/sec.
The effect of the pulsation frequency on the 
mean flow structure was studied by Gerrard (7) 
and Karlsson (8). Each of these workers presented 
experimental data on the mean flow profiles and 
they observed that the shape of the unsteady com­
ponent of the pulsating velocity profile depends 
on the frequency parameter. Essentially, there 
exist two frequency parameters of interest, to' and 
toj., in pulsating flow studies. The first remains 
constant and can be thought of as the ratio of 
two times, the time of molecular diffusion over a 
radius R, divided by the period of pulsation, TQ . 
The second, to|, which represents the ratio of tur­
bulent diffusion time to the pulsation period, 
changes value over the radius since e depends on 
spatial location. Denote these as the viscous 
and turbulent times; except near the wall, the
viscous time is much larger than the turbulent 
time because e»v. Hence, when the flow is turbu­
lent at all times during the pulsation cycle, the 
turbulent mechanism is expected to be the dominant 
transfer mechanism for the pulsating component ex­
cept very near the wall where e is effectively 
damped out. Now, as the pulsation time, T , is 
very large, the turbulent diffusion time is small 
compared to Tq and the oscillating velocity profile 
is expected to follow a turbulent distribution at 
all times during a cycle; i.e., as suggested by 
Gerrard the oscillating profile follows a (l-y)^n 
distribution from center-line to the wall. As the 
pulsation time, T , is small, the turbulent diffu­
sion time is larqe compared to Tq and Gerrard and 
Karlsson show that there exists in the oscillating 
velocity profile a uniform speed region over the 
center part of the pipe.
Nonstationary turbulence in periodic turbulent 
pipe flow was also studied by Cheng (5). However, 
there is evidence indicating that Cheng's measure­
ments were not made in a fully developed turbulent 
flow. The distance from the test section to the 
tripping ring was only about 15 pipe diameters. 
Furthermore, Cheng compared the velocity profile 
of stationary flow Reg= 5.97x10^ with Laufer's (10) 
data at Res=4.05 x 10® instead of 4.05x10^. This 
indicates that Cheng's flow is plug like and not 
fully developed.
Most of the preceeding studies provide a hy­
drodynamic view of the effect of pulsations on tur­
bulent flow. Little is known about the behavior 
of the turbulence structure. Benson (2) measured 
the axial pulsating turbulent intensity at the 
pipe centerline in a water system at a mean flow 
Reynolds number of 10^, with frequencies of 0.5 
to 1.6 cps, and with pulsation amplitudes up to 
0.45. He concluded that the overall effect of puls­
ing the flow on the centerline turbulence level is 
small. The axial pulsating turbulence intensity 
averaged over several imposed pulsation cycles dif­
fered from the steady turbulent flow value by a max­
imum of 5%. Within experimental error, Karlsson 
(8) also found that there is no effect of pulsations 
on the long time averaged axial turbulent intensity.
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Information about the instantaneous pulsating 
turbulent characteristics is very limited. By ob­
serving the recorded instantaneous turbulent sig­
nal, Benson (2) and Gerrard (7) noted that the 
turbulence intensity generally decreased during 
the acceleration period and increased during the 
deceleration period.
The purposes of the experimental investiga­
tion reported upon here were:
1. To study the suitability of making meas­
urements of turbulence properties in pulsating 
water flow using the constant temperature, hot- 
film anemometer.
2. To determine the effects of pulsations 
on fully developed turbulent pipe flow in order 
to shed some light on the frequency response in 
the intermediate frequency regime with pulsations 
of a significant but small amplitude compared to 
the mean flow so that mean flow reversals do not 
occur. These studies were made coincident with 
and complementary to a more detailed measurement 
of statistical properties of such flows in
air  (1 6 ).
3. To compare experimental results with the
predictions of a model developed by Lu and Nunge 
(13,14). Experiments were run for the parameter 
ranges 16000<Res<81600, 0<Gu/Gs<8.4, and
CKw'<3130. These dimensionless quantities for 
water flow correspond to a real frequency of 0 to 
0.7 cps and centerline velocity amplitudes of 0 
to 25% of the mean flow.
EXPERIMENTAL APPARATUS
The experimental system was designed so as to 
insure that the quantities of interest were mea­
sured in the fully developed region of the pipe 
flow. Two types of flow were generated, one in 
which the flow was steady, and the other in which 
the flow was varied in a periodic manner. The 
equipment consisted of a water loop system, a pul­
sation generator, a hot-film probe calibrating 
tank, and the electronic equipment for turbulence 
measurements.
Flow System
The major features of the water loop are 
shown schematically in Figure 1 and its detailed 
description is given in (13).
Since water purity is essential in this study, 
non-corrosive materials were used to construct the 
flow loop. Plastic pipes, valves, and fittings 
were selected for the construction of the test sec­
tion and auxiliary lines. All wetted metal parts, 
such as the rotameter float, pump, and tank were 
made with 316 stainless steel and Epoxy coated steel.
Steady flow was maintained by gravity feed from 
a constant head tank located 28 ft. above the exit 
constant head tank. A constant head was achieved 
by placing a baffle with an overflow in the tank, 
and by keeping the flow rate in the return line 2, 
greater than in the feed line 1. The water loop was 
closed by a 5 hp centrifugal pump in the return line, 
and by connecting an overflow line 3, between the 
two constant head tanks. The flow rate was control­
led by a diaphram valve and read out from a rotameter.
A one-foot long section of the inlet pipe was 
lined with #40 mesh stainless wire screen followed 
by a 1/16-inch high tripping ring to aid flow de­
velopment. The flow development and test sections 
were constructed with four lengths of 2-inch I.D. 
and 2.5-inch O.D. Cast Acrylic Resin Tube supplied 
by Kaufman Glass Company. The ends of these tubes 
were carefully squared, and then joined together by 
four tightly fitting slip couplers and sealed with 
silicone. The test stations were located at 34, 55, 
79 and 83 pipe diameters away from the end of the 
ring, respectively. The third station, which has a 
distance 79 pipe diameters from the end of the trip­
ping ring was the main station where the velocity 
and turbulence measurements were taken.
A system for calibrating hot-film probes in 
water was located near the exit head tank. This sys­
tem consisted of a 10-inch diameter by 28-inch high 
acrylic tank and a PVC controllable overflow unit.
The water was fed into the calibrating tank from 
the upper constant head tank, and discharged to the 
exit constant head tank. The nozzle for the water 
jet was carefully designed to prevent separation
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between the flow and the nozzle wall, and to ensure 
that the flow fills the throat. The probe was 
placed in the water jet at the nozzle exit for cal­
ibration at constant velocity.
The pulsations were generated by a MRI-79-92 
SM Simplex Mil royal pump which has a plunger diameter 
of 2-1/2 inches.The pump stroke could be varied be­
tween 0 to 3 inches and its frequency between 16 
to 92 cycles per minute. The suction and discharge 
check valves were removed in order to prevent any 
net pumping.
A number of precautions have been taken in 
preparing the water to prevent drift in the anemo­
meter readings. Distilled water was used through­
out the loop and a filter and ion exchange unit 
was used in the return line to maintain water puri­
ty and to remove solid particles down to 1-3 microns.
Part of the data (Reynolds stress) was mea­
sured in an air flow system with a 6-inch inside 
diameter pipe. For the detailed structure of the 
air system, the reader is referred to (16). 
Measurement System
The major components of the measurement sys­
tem for pulsating turbulence measurements are shown 
schematically in Figure 2.
Turbulence measurements were made with DISA 
equipment. A fiber film probe 55F09 was used in 
the velocity and axial turbulence intensity measure­
ments and a DISA 55F07 45° slanting sensor type 
fiber probe was used in the Reynolds stress measure­
ments. The probes were operated by a linearized 
DISA constant temperature anemometer system. The 
anemometer outputs were partially processed in a 
Kohn Hite filter, model 3323, and the various out­
puts either recorded on a Clevite 15 two-channel 
recorder or read directly from appropriate volt­
meters.
The root mean square value was read out from 
a TSI Model 1060 RMS meter. This unit provides 
a maximum time constant value of 100 sec.
The wall static pressures of the steady and 
pulsating flows were measured by a Kistler Model 
311 pressure transducer. This pressure transducer 
is basically a D.C. device but has a perfect fre­
quency response up to 10 Hz.
MEASUREMENT TECHNIQUE 
Data Reduction
Before proceeding to the discussion of the 
techniques used in reducing the experimental data, 
it is useful to distinguish between the terms 
"short-time" average and "long-time" average, each 
of which refers to time-averaging of mean and turbu­
lent signals.
There are two time scales of concern in the 
pulsating flow experiments: the time scale of the 
turbulent fluctuations and the time scale of changes 
in the mean velocity. All of the experiments and 
the analysis have been done for the case in which 
the time scale of changes in the mean velocity is 
much larger than the time scale of the turbulent 
fluctuations. Hence, short-time averaging means 
averaging over the time scale characteristic of 
the turbulent fluctuations. For example, the 
short-time average of u is zero, but the short-time 
average of the total velocity is the mean velocity 
which, in the case of pulsating flow, is time de­
pendent. The long-time average is an average over 
the period of pulsation; thus the long-time average 
mean velocity is independent of time.
Linearized probes were used to make the tur­
bulence measurements. Thus the instantaneous vol­
tage output from the anemometer is linearly related 
to the instantaneous velocity, V, through
E = KV , (1)e
where K is a constant determined from the calibra­
tion and V is the velocity causing heat transfer 
from the probe sensor.
The following relation is obtained for long­
time averaging:
E = KU, , (2 )e 1
where the double overbar indicates a long-time aver­
age. Equation 2 indicates that the base velocity 
upon which the pulsations and fluctuations are im­
posed can be obtained by finding Eg, which in prac­




Figure 2. Flow diagram illustrating the electronic pro- 
Figure 1. Schematic diagram of the water flow system. cessing of the probe signal.
through a D.C. voltmeter with a high damping fac­
tor. The results of these measurements (see Fig­
ures 3 and 4 for examples) indicate that is co­
incident with the steady flow velocity distribution 
at the same mean Reynolds number such that the in- 
stantaneous velocity in the axial direction U can 
be written as
U = Us(r) + Ut(ut,r) + u (3)
where Us(r) = U-j and Ut is the pulsating velocity 
component superimposed on the base flow.
In order to recover the pulsating component 
of the axial velocity, U.t, from the anemometer 
signal, it is necessary to suppress the portion of 
the signal due to Us and u. Since Us produces 
Eg, it is a simple matter to subtract this part. 
With pulsations at a known frequency u>, the main 
contributions of u were attenuated electronically 
by filtering. The signal was low-pass filtered to 
remove all input having a frequency above the known 
frequency of pulsations. In practice, the cutoff 
frequency for the low-pass filter was set at some 
value nui where n>l.
Two errors are introduced in the resultant 
recordings of Ut by the filtering. These are the 
attenuation of the amplitude of the pulsations 
and a phase shift. The amount of attenuation and 
phase shift is a function of the cutoff frequency 
set on the filter. For large values of n, less 
attenuation occurs but more contributions from the 
turbulent fluctuations are evident in the recorded 
signal. To correct for the attenuation, the fil­
ter was calibrated using a sine wave generator.
The attenuation factors for the cutoff frequencies 
used in the low-pass filtering at various pulsa­
tion frequencies were obtained. The attenuation 
factor is defined as the ratio of the peak-to-peak 
voltage of the sine wave after filtering to that 
before filtering. The attenuation factor which 
is independent of the input voltage, was used to 
correct the recorded values of the imposed pulsa­
tions .
The phase shift effect of the filter can be 
determined by using the Clevite recorder to mark 
on the recording paper whenever the piston of the
reciprocating pump goes to a peak position.
The value of was sinusoidal over most of 
the pipe radius except near the wall. It is prob­
able that distortions are due to the increased in- 
tensit.y of the turbulent f 1 uctuations below the cut- 
off frequency as the wall is approached.
In order to obtain reproducible data, the 
velocity at a particular radial location for a par­
ticular time in a cycle was arrived at by averaging 
the values for several cycles of pulsation. Deter­
mination of the number of cycles required led to 
adopting an averaging over 10 cycles near the cen­
ter line, over 20 cycles close to the wall and over 
15 cycles in the region between.
The phase shift caused by the filtering is 
critical in determining the phase relationship be­
tween the pressure and the pulsating velocity.
Thus, to determine the phase difference between the 
center line velocity and the wall pressure, both 
signals were recorded simultaneously without fil­
tering. The phase lag of the center line velocity 
could then be used as a reference value to deter­
mine the phase lag at other radial locations. These 
determinations are relatively inaccurate because of 
the small differences in the phase of the veloci­
ties at different radial locations.
In order to obtain the unsteady turbulent quan­
tities, the imposed velocity variations have to be 
removed, since the amplitude of the pulsations is 
much larger than the amplitude of the turbulent 
fluctuations. The response equations for the axial 
turbulent intensity and the Reynolds stress measure­
ments are
e2 = K2(u2 + 2ua sin wt + a2sin2wt) (4)
and
__ 2 2
uv , vasinwt 
“,2
1 (61 e2 ■
«.2
4 ' = 2 
E1 I 2' L2
The interaction and sinusoidal terms in Equation 4 
and the interaction term in Equation 5 can be re­
moved by passing the signal through a high pass 
filter which attenuates the frequency w. In prac­
tice, the cutoff frequency on the filter has to be
3 8 0
set at nu where n has a value between 5 and 10 de­
pending on the value of w. Since this filtering 
is necessary in order to yield results for the tur­
bulence structure itself, it was decided to com­
pare the pulsating flow data obtained in this man­
ner with steady flow results filtered in the same 
way. Thus the two could be compared on the same 
basis. This, of course, ignoresthe changes in the 
low frequency structure of the flow by the pulsa­
tions. The possibility existed for band pass fil­
tering of the signal; i.e., processing the signal 
through both a high and low pass filter. However, 
unless a more efficient filter was used, this 
would not be effective. Since the results to be 
discussed do not show any startling differences 
between the steady and pulsating results for the 
axial turbulence intensity, the present techniques 
were felt to be adequate.
Since only the short-time average mean pressure 
gradient is of interest in this study, the pressure 
signal from the pressure transducer was low pass 
filtered to remove the turbulent pressure fluctua­
tions above the known frequency of the pulsations.
As discussed before, a correction factor for the 
attenuation was obtained by comparing the sine wave 
signal before and after passing through the filter. 
Within the experimental error, estimated at +5%, 
the results of the pulsating pressure measurements 
indicate that the steady component of the pressure 
gradient in the unsteady flow is coincident with 
the steady flow pressure gradient at the same mean 
Reynolds number. By recording the pulsating pres­
sure component at three locations, it was possible 
to show that its amplitude has a linear relation 
with the axial distance in the fully developed re­
gion. The amplitude of the unsteady component of 
the pressure gradient during one cycle can be cal­
culated from the slope of the straight lines. 
Therefore, the instantaneous pressure gradient can 
be written as
3P
3z^“ = Gs + Gu Sin “ 'T (6)
A single slanting sensor type probe was used 
to measure the Reynolds stress. Unfortunately, the 
measurements were not satisfactory (13) and 
Reynolds stress data in a pulsating air flow 
system are reported instead (16),
Experimental Techniques
A problem of probe drift was observed in this 
study even though distilled water and a mechanical 
filter were used in the flow system. It is be­
lieved that the drift was caused by suspended par­
ticles smaller than about 2 microns, because the 
filter can remove particles down to this size. The 
effect of drift on the measurements was observed in 
the following manner: If measurements started at 
the pipe center line, a different voltage output 
was obtained from the anemometer when the probe was 
relocated at the pipe center after a few measurements 
at other radial locations. However, it was found 
that the resulting drift is less than 5% if the 
operating time of the probe was less than about 25 
min. The original calibration curve of the probe 
could be reestablished within +3% if the probe was 
cleaned with a fine brush and agitated in acetone.
The procedure used was to check the output voltages 
with the film located at the pipe center every 20 
minutes. If the readings were within 3% of those 
obtained when the film was clean the experiment was 
continued. If the error was more than 3% but less 
than 5%, the film was taken out and cleaned before 
proceeding. If more than 5%, the film was taken 
out for cleaning and the data of the last 20 minutes 
were discarded.
Before proceeding to discuss the results, it 
is worthwhile to make clear the meaning of the term 
"side-by-side run". It will be seen that the effect 
of pulsations on turbulent structure is small in the 
parameter range studied here. Unfortunately scatter 
in the data is of the same order of magnitude as the 
effects introduced by the pulsations and the results 
are thus difficult to analyze. The data acquisition 
was improved, and the data scatter was reduced by 
taking measurements in the following manner: one 
unsteady flow measurement was taken at a fixed posi­
tion and then one steady flow measurement was taken 
at the same position and at a Reynolds number equal to
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the time averaged mean Reynolds number of the un­
steady flow; finally an attempt was made to repro­
duce the unsteady flow quantity at the same para­
meters as the first measurement. About 5 minutes 
elapsed between each measurement to allow the tur­
bulence to become fully established. The data 
were accepted only when the first data point was 
reproduced by the third measurement. This proce­
dure is termed a "side-by-side run",
MODELING PULSATING FLOW
If one adopts an eddy diffusivity approach to 
modeling turbulence then one is faced with the crit­
ical question of the form of the eddy diffusivity 
in pulsating flow. It seems physically reasonable 
that in the limit of small frequency, the turbulence 
would follow a quasi-steady behavior and the instan­
taneous eddy diffusivity distribution could be de­
termined from the time-dependent Reynolds number 
of the flow and the eddy diffusivity for steady 
flow as a function of the Reynolds number. Further­
more, if the amplitude of the pulsations is restric­
ted to small values, then variations of the Reynolds 
number with time can be ignored since the steady 
state eddy diffusivity is known to be relatively 
insensitive to the Reynolds number. These assump­
tions were made in the present work and the Cess' 
expression for the eddy diffusivity (3,13) was used 
for computational convenience. The extent to which 
the model predictions agree with experimental mea­
surements of the pulsating velocity component is 
explored subsequently.
The sinusoidal pressure gradient given by 
Equation 6 is the forcing function of the flow.
Under the present assumptions, the short-time aver­
aged equation of motion can be written as:
3u
ay
1  ( t ,  o ) =  0 (7d)
The linearity of Equation 7 allows one to divide 
the pulsating turbulent flow velocity into two 
parts: a steady part upon which the pulsations and 
fluctuations are imposed and an unsteady part which 
is affected by the pulsations. Thus,
U-, = us(y) + ut(x,y) (8)
Upon substituting Equations 6 and 8 into Equation 7, 
the result can be solved by using the Duhamel the­
orem and separation of variables. The expressions 
for the two parts of the short-time average velo­
city are given below; details of the solution are 
given in Reference (13).
U1 = 2 Gs f 1 T+e7v dy
“n2 V / ;  (/l T ^ A T dy)V dy]
+ E
n=l
2/ yV dy 
o
G (a sinw'T-w'coSM'T] 
u n ______
(an ) +(a> )
(9)
where ap2 is the nth eigenvalue and Yn is the nth 
eigenfunction, which satisfy
dY ?
%  j i w » i aj11 * «„ - 0 (10a)
Y (1) = 0 (10b)n
dY
d T (0) = 0
(10c)
!!i = i
3x y 3y (y (1
3u.
+ -) — b -
v ay 1
3P-,
u-j (0 ,y) = us 
u.| (t ,1 ) = 0
, Equation 9 has been successfully used to predict the 
(7a) ^
dispersion phenomena in pulsating turbulent pipe 
flow (14).
(7b) A useful relationship between the bulk velocity
and the pressure gradient can be obtained from a 
(7c) simple derivation. In the quasi-steady regime, by 
space-averaging the equation of motion, one obtains
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for the short-time averaged velocity
1  3 P + 3j(t) + fU2(t) , Q 
P 8x at 2D
It can be seen from Equation 16 that a linear re­
lation exists between the amplitude of the unsteady 
component of the bulk velocity and the amplitude 
of the unsteady component of the pressure gradient.
The friction factor can be evaluated from the 
steady flow equation using the instantaneous bulk 
velocity. If the Blasius equation is used, one 
has
0.25
f = 0.3164[^— ] (12)
DU(t)
Let us assume that the bulk velocity has a sinu­
soidal form
U(t) = u + B cos tot o (13)
where uQ is the steady component of the bulk velo­
city and B is the amplitude of the bulk velocity 
variation. The steady component satisfies
0 = 1  /dP ldX
f u ‘ s o
2D (14)
If Equations 12 and 13 are substituted into Equa­
tion 11 and Equation 14 is subtracted from the 
result, one obtains
J a p  i  ap, , l a p ,  
ax ' p ax's; " “ p ax' (15)
= A uqu> sin ut + c uQ1-75 (1.75A cos ut
+ 0.656A2 cos2 ut + ....)
where
C = 0.1582D'1,25v°‘25
If the amplitude of the pulsating velocity is small
enough relative to the steady component of the bulk 
o
velocity, such that A and higher order terms can 
be neglected relative to A, Equation 15 becomes
B(u sin ut + 1.75 C u^'75 cos ut) = - 1  9P| 
p  ax't (16)
RESULTS AND DISCUSSION 
Mean Flow Structure
Figures 3 and 4 show the dimensionless long­
time average mean velocity and the steady flow vel­
ocity measured at the same mean Reynolds number 
plotted versus dimensionless radial distance.
Within experimental error, the two experimental 
velocity profiles are the same, thus indicating 
that over the parameters studied, the mean Reynolds 
number determines the base flow velocity upon which 
the pulsations are superimposed.
Figures 3 and 4 also show the velocity distri­
bution for steady flow predicted using the eddy 
viscosity of Cess. For Res=45,000 the predicted 
velocity profile is somewhat high (3%) over a part 
of the radius; for Res=81,600, the agreement is 
better across the entire radius. Absolute agree­
ment is not to be expected, but the deviations at 
lower Reynolds numbers evident in Figure 3 may have 
some effect on the extent to which the eddy-viscos­
ity model is able to predict the pulsating velocity. 
We will return to this point later.
The quasi-steady model developed here suggests 
that ut/Gu is independent of G , as shown in Equa­
tion 9. The experimental results of the dimension­
less ratio of unsteady velocity and pressure gradi­
ent are shown in Figure 5 at Re =45,000', w' = l,336 
and Gu/Gs=0.253, 0.760, and 1.265. Various times 
over a pulsation cycle are plotted as a parameter. 
Within experimental error, the experimental data in
Figure 5 indicate that u./G is independent of G .t u r u
This finding agrees with the result of Karlsson (8). 
It is also to be noted on Figure 5 that the distri­
bution of velocity shows only qualitative agreement 
with the predictions of the model; this will be dis­
cussed later.
It has been shown in Equation 16 that a linear 
relation between the amplitude of the unsteady com­
ponent of the bulk velocity and the amplitude of 








Figure 3. The dimensionless velocity versus the dimension- Figure 4. The dimensionless velocity versus the dimension­
less radial distance for several sets of para- less radial distance for several sets of para­
meters. meters.
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exist only when the pulsating velocity is small 
enough relative to the steady component of the 
velocity. Thus, Equation 15 indicates that at 
some point the amplitude of the unsteady pressure 
qradient becomes an important parameter. For the 
range of amplitudes covered in this study, the 
second order term dropped in formulating Equation 
16 does not exceed 5% of the first order terms re­
tained. No experiments were made in the large 
amplitude range because of limitations of the 
available equipment.
Figures 6 to 9 show comparisons between the 
pulsating component of the velocity obtained by 
experiment and from the model at different times 
in a pulsation cycle. The angle designations 0 
correspond to a cycle of the sinusoidal pressure 
gradient. It can be seen that in Figures 6 and 7, 
the deviation between the theoretical and experi­
mental results is about 5% at the peak centerline 
velocity, but in Figures 8 and 9 the deviation is 
more than 25% at the peak centerline velocity.
This suggests that different mechanisms, not con­
sidered in the model, are significant. Some possi­
ble reasons for the discrepencies are discussed 
in the following paragraphs.
The deviation between the theoretical and ex­
perimental results shown in Figures 6 and 7 may be 
due to the following reasons: 1) One assumption 
made in the theoretical analysis was that when 
the amplitude of the pulsation velocity was rela­
tively smaller than the time-averaged mean veloci­
ty, the eddy diffusivity could be evaluated at the 
time-averaged mean Reynolds number instead of the 
instantaneous value. Unfortunately, the error in­
volved in this assumption is impossible to deter­
mine analytically, unless the exact solution of 
the momentum equation with time-varying eddy vis­
cosity is available. This error is not expected 
to be large, since the amplitude of the velocity 
variation is only 6 to 8% of the time-averaged 
mean velocity and it is well known that at high 
Reynolds numbers in steady flow, the mean velocity 
distribution is relatively insensitive to the 
Reynolds number. 2) The eddy diffusivity used 
in this analysis may introduce some deviation be­
tween the theoretical and experimental results.
However, the 3% deviation existing in Figure 3 for 
the steady flow results shows a strong dependence 
on the position over the pipe cross section, but 
the deviations shown in Figures 6 and 7 are about 
the same over the entire pipe cross section. This 
suggests that the differences between Figures 6 
and 7 are not entirely introduced by the eddy dif­
fusivity function. 3) The measurement of Gu is 
accurate to within 5% which is indicated by an 
arrow on Figures 6 and 7 to show the effect of this 
uncertainty on the unsteady component of the velo­
city profile. 4) As an internal check of the con­
sistency of the results, the area average pulsating 
velocity at its maximum value was checked against 
the maximum speed of the piston forcing the flow.
From continuity these should be the same. It was 
found that about 7% systematic error is involved 
in the velocity measurements. It is believed that 
the differences between model and experiment evi­
dent in Figures 6 and 7 are entirely due to these 
factors. It is thus tentatively concluded that 
the quasi-steady model applies to pulsating turbu­
lent flow under the conditions shown in these fig­
ures .
Figures 8 and 9 show that there is more than 
25% deviation between the theoretical and experi­
mental results for the conditions described in these 
figures. The factors discussed in the previous para­
graph involved only small differences and therefore, 
it appears that the quasi-steady model is no longer 
applicable.
Table 1 summarizes the parameters which were 
used by various investigators to study the quasi­
steady model in pulsating turbulent flow. It can 
be seen from the table that the formula suggested 
by Brown, 0.01 Res>w', underestimates the range 
over which the quasi-steady model applies. The 
following equation gives a better estimate of the 
range in which quasi-steady model applies:
0.025 Res>w' (17)
It is believed that the differences between 
the experimental data and theoretical model illus­
trated in Figures 5,8, and 9 are due to frequency
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Figure 7. u./u versus y for Re =81,600, G /G =0.79 and
L S 0 S U S
u'=l,781 with 9 as a parameter.
Figure 9. ut/uSQ versus y for Res=45,000,
Gu/Gs-6.80 and to1 =3,130 with 6 as a 
parameter.
Figure 8. ut/uso versus y for Res=45,000,
G /G =1.265 and w1=1,336 with 0 as a u s
parameter.
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Figure 10. The effect of pulsating amplitude on 
the axial turbulent intensities for 
Re =81 ,600 and to1 =4,140.
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range of the experiments which is outside the 
quasi-steady range suggested by Equation 17. If 
this is the reason for the deviations between the 
model and experiment, then it can be concluded 
from Figure 5 that for amplitudes within the range 
studied here, the amplitude of the pulsation is 
not a significant parameter inside or outside of 
the quasi-steady frequency range.
It is also believed that the model should be 
able to predict the flow behavior in the "frozen" 
viscosity, or high frequency, region as suggested 
by Brown. In essence, we have assumed that the pul­
sating velocity component is governed by the turbu­
lent diffusion mechanism. Since the instantaneous 
Reynolds number does not change over wide ranges, 
it is assumed that the eddy viscosity can be evalu­
ated from the long-time averaged Reynolds number,
It can be seen from Figure 9 that the velocity 
profiles possess a plateau over the central region 
of the pipe. This phenomena may be explained qual­
itatively by the value of the frequency parameter, 
r2
where R is the tube radius and e/w is the 
length scale of vorticity. This parameter measures 
the ratio of the tube radius to the distance through 
which vorticity produced at the wall will diffuse 
in one period of the pulsation. For simplicity, the 
cross-sectional mean-eddy diffusivity is replaced 
by the pipe center line eddy diffusivity eQ . The
calculated values of —  for the conditions studied
e0
in Figures 6 to 9 range from 9 to 40. The largest 
value is at the conditions studied in Figure 9; 
that is, at these conditions the tube radius is con­
siderably larger than the distance through which 
vorticity produced at the wall will diffuse in one 
period of pulsation. Figure 9 shows that in the 
center part of the pipe, there exists a uniform 
speed region where vorticity never has time to dif­
fuse before being annulled by oppositely signed 
vorticity.
Axial Turbulence Intensity
It was found that the pulsations have a small 
effect, less than +5%, on the long-time averaged 
axial turbulence intensity over the parameters 
studied in this work. This effect depends upon 
the following parameters: the time-averaged mean 
Reynolds number, pulsating frequency and amplitude, 
and radial distance.
Since the effect of pulsations on the turbu­
lence intensity was small, only side-by-side runs 
can give conclusive results. The effect of ampli­
tude on the axial turbulence intensity is shown in 
Figures 10 and 11 for different radial locations.
A clear trend can be seen from these figures. The 
pulsation amplitude can intensify the effect of pul­
sations on axial turbulence intensity; i.e., at a 
particular set of conditions, if the local axial 
turbulent intensity is decreased by the imposed 
pulsations, it will be further decreased with in­
creasing pulsating amplitude. If the local axial 
turbulence intensity is increased by the pulsations, 
it will increase with increasing pulsating amplitude.
Since only a small range of pulsating frequency, 
0 to 1.0 cps, has been studied in this work, no sig­
nificant effect of frequency on the axial turbulent 
intensity is observed.
Although the time variation of the turbulent 
intensity during the pulsing cycle was not measured, 
it was observed from the linearized anemometer sig­
nal that the intensity of the turbulent fluctuations 
is generally larger during deceleration than accel­
eration.
Reynolds Stress
The Reynolds stress measurements in this work 
were not successful as compared with Laufer's data 
for the steady flow case. The reason for the dif­
ficulties in the Reynolds stress measurements is 
not clear. The Reynolds stress measurements were 
obtained by a single wire inclined at 45° to the 
flow direction; thus two measurements were required 
to calculate the Reynolds stress at one radial pos­
ition. This may introduce some error in the meas­
urement (9, 15).
In order to complete the discussion, the Rey­
nolds stress was measured using a x-wire probe in 
an air system. Excellent agreement with Laufer's 
data for steady flow was obtained. Figure 12 shows 
the effect of pulsations on the long-time-averaged 
Reynolds stress. The Reynolds stress of the pulsa­
ting flow turbulence was compared with the steady 
flow turbulence at the same long-time average para­
meters and both signals were high pass filtered at 
2.5 cps which was sufficient to attenuate completely 
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Figure 11. The effect of pulsating amplitude on 
the axial turbulent intensities for 
Re =45,000 and co1 =3.130.
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Figure 12. Distribution of the turbulent shear 
stress for steady flow (filtered) and 
pulsating flow at Re =80,500, and 
co' =2,305. Measurements taken in air (16).
figure that an increase of up to 9% near the wall 
region is observed for the pulsating flow over the 
steady flow values.
One can show easily that the long-time aver­
aged momentum equation for pulsating turbulent flow 
satisfies
uv R_ dP 2p dX (18)
It was concluded previously that the long-time-av­
erage mean velocity U for the pulsating flow is 
equal to Us (the base steady flow mean velocity), 
so that:
dr dr
The long-time-averaged axial pressure gradient ^
is equal to the axial pressure gradient of the 
base steady flow. From Equation 18 one would con­
clude that the long-time averaged Reynolds stress 
uv should be equal to the Reynolds stress in the 
base steady flow. Figure 12, however, shows that 
a small but definite increase is observed in the 
value of the long-time averaged Reynolds stress. 
This apparent inconsistency between the experimen­
tal results (especially at points near the solid 
boundary) and Equation 18 is not yet fully explain­
ed. The pressure measurements in this work are 
the least accurate of the measurements performed 
and are accurate to within +5% by static calibra­
tion. It is then possible that the measured axial 
pressure gradient may be in error by as much as 
10%. Equation 18 can be solved to obtain values 
of the pressure gradient using the measured values 
of the Reynolds stresses and long-time average mean 
velocity gradients and will result in higher long­
time averaged axial pressure gradients (i.e., lar­
ger friction factors) for the pulsating flow than 
the steady turbulent flow at the same long-time- 
averaged Reynolds number.
1. The quasi-steady model can be used to pre­
dict the hydrodynamic quantities of a pulsating tur­
bulent flow system within the parameters range of
of 0.025 Re >u‘. s
2. When the pulsating velocity amplitude is
small compared to the mean velocity, the Reynolds 
number and the dimensionless pulsating frequency 
are the two critical parameters, whereas when the 
pulsating amplitude is not small compared to the 
mean velocity, the pulsating amplitude becomes an 
additional parameter. 2
3. At small values of (|-^ ), the profile of 
the unsteady component of veloSity follows the tur­
bulent flow type distribution. At large values of
from the center line to the region near the wall 
during part of the pulse cycle and a uniform speed 
region exists in the central part of the pipe.
4. The long-time averaged pulsating flow vel­
ocity is the same as the steady flow velocity at 
the same mean Reynolds number.
5. Over the parameters investigated in this 
study, pulsations have a small effect on the long­
time averaged statistical turbulent quantities in 
the core of the flow. The pulsating amplitude can 
intensify the effect of pulsations on the axial tur­
bulence intensity, but the pulsation frequency ap­
pears to have a negligible effect.
6. In agreement with previous work, the ane­
mometer signal indicates that the magnitude of the 
turbulent velocity fluctuations are greater during 
deceleration than acceleration.
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NOMENCLATURE
CONCLUSIONS
The major conclusions drawn from this investi­
gation are summarized below:
A dimensionless pulsating amplitude of the bulk 
velocity (B/uq )
Aq the ratio of the pulsating amplitude of the 
center line velocity to the time-averaged cen­
ter line velocity
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a pulsating amplitude of the local velocity ut unsteady part of the dimensionless velocity,
V Un
B pulsating amplitude of the bulk velocity L 0
D pipe diameter or diameter of the wire V the velocity causing heat transfer from the probe sensor
E the bridge voltage, E, and E~ are referred to 
the probe position V velocity fluctuation in the radial direction
Ee the linearized anemometer output
w velocity fluctuation in the angular direction
o' ~ 2 ~2
long-time mean-square voltage of u, e. and e„ 
are referred to the probe position
X axial coordinateLe
Yn eigenfunction
f friction factor y dimensionless radial distance from pipe center 
line, r/R
f. steady flow friction factor os Z dimensionless axial coordinate, Xv/u R
G, dimensionless steady component of pressure 2
0
b gradient “n eigenvalue
G dimensionless amplitude of unsteady component £ the steady flow eddy diffusivityu of pressure gradient
£ pipe center line eddy diffusivity
K a constant, defined in Equation 1
2 0 degree




R pipe radius 2
T dimensionless time, tv/R
Re, steady-flow Reynolds number or time mgans Reynolds number for unsteady flow, uuo 03 frequency
r
V








U the mean local velocity









pulsating part of the local velocity (a sin cot)
Us+Ut
friction velocity
velocity fluctuation in the axial direction 
dimensionless velocity, U/u
u
steady-flow mean velocity or time-mean bulk 
velocity
dimensionless steady flow velocity, Us/uq
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AN EXPERIMENTAL AND THEORETICAL STUDY OF THE VISCOUS SUBLAYER FOR TURBULENT 
TUBE FLOW
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H. L. Greene, Department of Chemical Engineering 
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Akron, Ohio 44325
ABSTRACT
Flush-mounted anemometer probes have been 
used to further study characteristics of the 
viscous sublayer for both Newtonian and drag 
reducing solutions, with particular emphasis 
given to low Reynolds number turbulent tube 
flow. Experimental measurements for the mean 
frequency of bursting or renewal within the wall 
region are compared with theoretical predictions 
obtained on the basis of the surface renewal and 
penetration model.
Both theory and experiment taken together 
suggest that the effect of the mean axial 
pressure gradient on the viscous sublayer 
becomes important for the deeper molecular 
penetration associated with low Reynolds number 
flow. Also, a pronounced lessening of the 
frequency of bursting within the wall region has 
been predicted and measured for the addition of 
a drag reducing agent.
INTRODUCTION
Experimental and theoretical studies of the 
viscous sublayer for turbulent flow have received 
considerable attention in the past few years.
The experimental studies have involved 
visualization (1-4), anemometry (5-12), and 
electrochemical (13,14) techniques. These studies 
have conclusively demonstrated the dynamic 
nature of the viscous sublayer.
Among the analytical approaches which have been 
proposed, the surface renewal and penetration 
model has been found to be consistent with the 
basic experimental findings referenced above and 
is particularly useful in the analysis of many 
complex transport processes associated with 
turbulent flow. This model is based on the 
premise that an energetic exchange of fluid 
intermittently occurs between the wall region and 
the turbulent core. During the brief residency 
of fluid within the close vicinity of the wall, 
unsteady molecular transport is presumed to 
control. The cumulative effect of the numerous 
elements of fluid within the wall region on the 
spatial mean transport properties is then 
accounted for by various statistical averaging 
techniques.
In connection with the elementary surface 
renewal and penetration model, the key modeling 
parameter is the mean residence time, t  [i.e., the 
inverse of the mean frequency of renewal].
Although approximate measurements for x have been 
obtained from visual observations of the mean 
bursting period (6, 10, 15), these data are more 
readily obtained by the use of flush-mounted 
anemometer probes (5,8). This paper reports the 
use of this technique and the use of the elementary 
surface renewal and penetration model to further 
study the characteristics of the viscous sublayer, 





The surface renewal and penetration model has 
been described in detail in previous papers 
(5,16-19). The adaptation of this model to 
momentum transfer for Newtonian fluids involves a 
relationship for the instantaneous molecular 
transfer within individual elements of fluid at 
the wall of the form (16)
3u _ 32u 1 dP o i
with initial boundary conditions
u = Ui at 0 = 0 (2)
u -> 0 at y = 0 (3)
u = finite as y -* °° (4)
where U . is the velocity at the first instant of
renewal. Early formulations of this basic model 
were based on the assumption of negligible 
pressure gradient effect (5, 17-19).
The solution of this system of equations 
coupled with the use of the random contact time 
distribution proposed by Danckwerts (20),
1
<J>(0 ) = 7  exp  (■=! ) (5)
leads to an expression for the mean velocity 
profile within the wall region of the form
/o”  jj.(e)<t>(e)d 0
( 6 )
The mean residence time, x, is assumed to be 
representative of the experimental burst period, 
X, reported later. Parenthetically, the contact 
time distribution, <j>(0), is defined such that the 
product 4>(0)d0 represents the fraction of the 
surface with contact time between 0 and 0 + d0. 
Hence, a relationship can be obtained for x in 
terms of the local mean friction velocity, U*, 
of the form (16)
2 U./U* r
1 + [1 + 4v dP l/2 U, §r]U*4 i dx
For hydrodynamically fully developed flow in a 
circular tube, this expression has been written as
2 U./U*











Although various assumptions have been made 
for the parameter U^  (5, 17-19), the substitution 
of U.j = U^ has been found to be quite reasonable 
(19). Further support for this assumption is 
offered in a recent article by Katsibas and 
Gordon (43).
Theoretical formulations of the surface 
renewal and penetration model have been proposed 
for viscoelastic drag reducing solutions by 
several investigators (21-24) assuming negligible 
pressure gradient effect. Maxwell or Oldroyd 
constitutive equations have been utilized in each 
of these developments. More recently an analysis 
has been proposed which includes the effect of 
axial pressure gradient (25). This analysis gives 
rise to an expression which reduces to Equation 7 
for small values of the relaxation and retardation 
times which are associated with the Oldroyd 
constitutive equation. Based on the work of 
Seyer (26), the relaxation (and retardation) time 
for dilute polymer solutions can be assumed to be 
quite small in comparison to x. Hence, Equations 
7 and 8 are expected to be applicable for the drag 
reducing solution tested in this investigation.
Brief mention is now made of previous 
applications of the underlying modeling concept to 
turbulent convection heat transfer. These 
applications generally involve the solution of the
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energy equation of the form
31 = a A30 a 3y2 (10)
For constant properties, with 
conditions of the form
initial-boundary
T = T. at e 0 
T = Tq at y = 0
( I D
(12)
T = T. at y +• 00 (13)
The solution of this system of equations, coupled 
with the contact time distribution, leads to 
expressions for the mean temperature profile, T, 
within the wall region and the mean Nusselt number, 
Nu, in terms of x for moderate Prandtl number, Pr, 
fluids. The use of the analogical relationships 
for x presented in this paper then lead to 
predictions for T and Nu in terms of Pr and Re 
(19, 25, 27). Appropriate modifications of 
Equation 10 have also led to predictions for 
variable property heat transfer (28, 29), and the 
recovery factors for high speed flow (30). Further, 
the recent development of transient age distribu­
tions has led to applications of this basic model 
to thermal (31, 32) and hydrodynamic (33) 
unsteady conditions.
Although the above described form of the 
surface renewal and penetration model has been 
found to represent important aspects of the 
turbulent convection process, the model has 
required several modifications to strengthen its 
characterization of the mechanism and to broaden its 
usefulness. These modifications include 
considerations of a) the significance of 
unreplenished fluid that remains adjacent to the 
surface (34-37), b) molecular transport to 
eddies in transit from the turbulent core to the 
wall region (38), and c) the influence of axial 
convection (28), Although some of the simplicity 
of the elementary model is lost by the 
incorporation of these modifications, the 
resulting model proves to be a more comprehensive 
representation of actual turbulent convection
processes. This model also provides the 
foundation for a physically meaningful formulation 
for eddy diffusivities of momentum and heat in the 
wall region over a wide range of Prandtl numbers 
(25, 39).
EXPERIMENTAL
The general experimental approach utilized in 
this study has been reported recently in the 
context of steady and pulsed flow of drag 
reducing solutions (8). However, the present 
study involves a more refined experimental 
technique.
The experimental arrangement is similar 
to the one used in Reference 8 and is represented 
by Figure 1. A 1/8-inch I.D. smooth Plexiglas 
circular test section of 4-inch length was used.
All tests were conducted at room temperature 
using an aqueous saline solution (0.9 wt. %) 
with and without addition of 40 ppm Separan 
AP273. Flow rates were measured by a Statham 
SP 2202 electromagnetic flow meter. Pressure 
taps were located 1.5 and 3.5 inches from the 
front of the test section and pressure drops were 
measured by a Honeywell differential pressure 
transducer [PM 398 TC +0.5] and recorded by a 
Siemens Model M0 7633A1 ink recorder. The 
experimental data for friction factors are shown 
in Figure 2. The basic agreement between these 
data for saline and the standard Blasius friction 
factor curve indicates that fully developed flow 
was established. The data for the drag reducing 
solution lie approximately 20% below the data for 
saline.
A miniature hot-film flat-surface anemometer 
probe (Thermo Systems Inc.) was mounted 3 inches 
downstream from the front of the test section; 
a flush mount of about 0.001 inch was obtained.
The sensor was maintained at a constant 
temperature by means of a Thermo Systems Model 
1051-2 Anemometer. The instantaneous bridge 
voltage from the anemometer was amplified and 
recorded on magnetic tape; representative bridge 
voltage signals are shown in Figure-3,
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Figure 1. Experimental arrangement
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Figure 2. Friction factor data
397
The unsteady nature of the wall region is 
clearly reflected in the instantaneous bridge 
voltage. Accordingly, the characteristic period, 
A, associated with this unsteady signal was ob­
tained by the use of a Model 42 SAICOR Autocor­
relator. A representative autocorrelation signal 
is shown in Figure 4 for saline. In contrast to 
the somewhat short correlation times, At, used in 
the earlier study [10 < At/A < 35] (8), very long 
sampling periods [At/A > 1000] were used in this 
study. Accordingly, the autocorrelation data 
reported herein can be assumed to be based on 
essentially ergodic samples.
The experimental data for a obtained from 
autocorrelation of the instantaneous bridge volt­
age are shown in Figure 5.
DISCUSSION AND CONCLUSION
curvature effects into the picture. This point 
is more fully developed elsewhere (28).
The experimental data obtained in this study 
are compared with the data of Meek and Baer (5) 
and with Equation 8 in Figure 6. These two sets of 
data are seen to be in basic agreement.
Parenthetically, the coupling of Equation 6 
and 7 has been found to lead to predictions for u 
which are in good agreement with experimental data 
within the wall region (25).
In connection with the drag reducing solution, 
theory and experiment suggest a pronounced lessen­
ing of the bursting frequency within the viscous 
sublayer for the addition of minute quantities of 
Separan AP 273. In this regard, a recent study 
(41) suggests the potential usefulness of drag 
reducing agents in combating the development of 
atheroma.
Equation 8, with U. = U^ and with f taken 
from Figure 2, is compared with the experimental 
data for A in Figure 5. The theory and experiment 
are seen to be in basic agreement with both sets 
of data. On the basis of these results and a 
comparison between Equations 8 and 9, it appears 
that the influence of the pressure gradient on 
the mean frequency of renewal becomes negligible 
for values of the Reynolds number above approxi­
mately 104. However, both theory and experiment 
taken together suggest that the effect of the mean 
axial pressure gradient on the viscous sublayer 
becomes important for the deeper molecular penetra­
tion associated with low Reynolds number flow.
The point at which this analysis breaks down (i.e. 
for 16 U. = U* Re /f/2) lies in the vicinity of 
the Reynolds number at which transition from 
laminar to turbulent flow occurs. This breakdown 
has been tentatively interpreted as a prediction 
of relaminarization of the boundary layer for 
turbulent boundary layer flow with favorable 
pressure gradient (40). However, this interpreta­
tion becomes somewnat artificial for flow in a 
tube since the deep molecular penetration associ­
ated with these low Reynolds numbers violates the
important constraint du/dr =0 and brings
r = 0
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SYMBOLS
f Fanning friction factor
Nu Nusselt number
P pressure
u instantaneous velocity profile
IT mean velocity profile
Ub bulk mean velocity
U. velocity at first instant of renewal






T instantaneous temperature profile
T mean temperature profile
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Figure 3. Representative instantaneous bridge vol tage





Figure 4. Representative autocorrelation PRESENT DATA FOR SALINE
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Tb bulk stream temperature
Ti temperature at first instant of renewal
X axial coordinate
y distance measured from wall, = r - r 0
a thermal diffusivity
aO wall shear stress
p. density
V kinematic viscosity
e instantaneous contact time
T mean residence time
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DISCUSSION
W. R. Penney, Monsanto: How many regression param­
eters do you have in the model?
Thomas: For moderate Prandtl number fluids, one 
parameter is t , which is measurable and physically 
meaningful. There are a couple of other parameters. 
For heat transfer you need to know what the initial 
temperature and velocity is as the eddy comes to 
the surface. U. is the initial velocity at the 
first instant of renewal. However, I might mention
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again several approximations have been made for these 
parameters. For example, for certain flow
situations at the boundary where there's no separation, 
it does a very nice job. I have a suspicion that 
there may be ways of measuring IF, such as tying it 
to II' within the wall region, but I don't know how to 
measure it right now.
The direct approach is to predict the time period, 
t , on a basis of knowledge of momentum transfer infor­
mation. So, if you recall, I mentioned that we 
formulated a relationship for t in terms of friction 
factor or shear stress. Then I took the shear stress 
that I obtained for either friction reducing fluid or 
the Newtonian fluid and I came back from that to pre­
dict t .  So I still need some input, I need to know 
what the shear stress is, but that's a very low grade 
piece of information. It's easy to measure, at least 
for tube flow. What I was trying to do then is to 
compare what we measured in terms of x with what I 
predict using my model.
V. A. Sandborn, Colorado State University: x is a 
time here and not a shear stress. In other words you 
used wall shear stress to calculate a time which is t .
Thomas: I used sigma for shear stress. That probably 
causes some difficulty. We measured both aQ and x at 
a given Reynolds number. Then with aQ as an input, 
x was theoretically predicted.
Penney: The regression parameter that I thought you 
might mention is the approach distance of the eddy to 
the wall. Did you actually measure this or did you 
regress this from the data?
Thomas: I don't need that information here. The 
thickness of the unreplenished layer of fluid is 
around Y+ = 5 on the basis of Popovich and Hummel's 
work. The resistance of that thin layer of fluid is 
negligible for low to moderate Prandtl number fluids.
It only becomes important for the high Prandtl Number 
fluids, for which case one must know the mean approach 
distance or thickness and the statistical distribution. 
Both are very important.
S. J. Kline, Stanford University: You said several 
times something I don't quite understand - maybe you 
can expand on it. That is the distance of the Y+ at 
which you measure the auto-correlation is significant 
and yet the other data that we have seen, for example 
Willmarth's data, Hanratty's data, Kim's data, 
Brodkey's data, etc., seems to give us the same auto­
correlation, and we think there is a relation between
the downcoming stuff at the surface with the pressure 
distribution we measure at the wall, that those auto­
correlations ought to be the same, and yet you are 
telling us that there's a very distinct function of Y+ 
in there. Can you expand a little bit on what you 
mean there?
Thomas: It goes back to the question I answered a 
moment ago. Popovich and Hummel's work demonstrates 
that this exchange of fluid occurs when the fluid is 
brought within varying distances of the surface into 
the core. And so if that's true within the wall 
region - it's surely true right on out.
Kline: I agree with that. All the people doing the 
flow modeling would agree that stronger sweeps, as 
Corino and Brodkey call them, get closer to the wall 
and when you get that you get stronger lift and a 
stronger burst and a bigger Reynolds stress behind 
it and so on. So I would agree with what you just 
said but what I thought I heard you say before was 
that in fact the auto-correlation times for these 
events were different and that I am not sure is right. 
The mean auto-correlation time, I think is independent 
of what you just said. Now am I misunderstanding you?
Thomas: No, I don't believe so. Let's say an eddy 
comes to this point within the wall region (y-j) and 
then it leaves. The fact that it came and left would 
be detected all through here (y ^y-|). Okay? The 
fact that it has come and gone would not be detected 
closer to the wall than y-| , except indirectly by free 
molecular transport. And by the way, this point 
becomes very important if you want to do a prediction 
of eddy diffusivity based on this modeling concept.
Kline: You can't do it that way. That violates 
continuity and you can't be coming and going in the 
same place. If you look at it this way it has to come 
down here on that line and then it goes back up a 
1 ittle farther over.
Thomas: That's right. I'm not saying that the fluid 
eddy moves straight up. My point is that if an element 
of fluid comes to here (y-j), it won't affect the time 
(periodicity) for y < y-j. Hence, x measured for y < y-| 
will be greater than x measured at y^.
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USE OF THE SPLIT-FILM SENSOR TO MEASURE TURBULENCE IN WATER NEAR A WALL
P. H. Blinco v. A. Sandborn




Because of its small size and unique design, the
0.15-mm diameter split-film sensor has many signifi­
cant advantages over the conventional X-configuration 
hot-film sensor and the yaw-wire technique for measur­
ing turbulence near a wall. Calibration of the split- 
film sensor indicates that the magnitude and yaw angle 
of the instantaneous velocity vector is dependent 
only on the sum and ratio of the sensor outputs, re­
spectively. Results of limited measurements of the 
longitudinal and vertical turbulence intensities and 
Reynolds stress for hydraulically smooth, free sur­
face flows are presented. Digital time series of the 
split-film outputs revealed the following informa­
tion: (1) the split-film sensor longitudinal and 
vertical turbulence intensities and Reynolds stress 
compares favorably with previous studies; (2) the 
split-film sensor can be used as an instantaneous 
velocity vector transducer; (3) the split-film 
sensor is capable of making two-dimensional turbulence 
measurements in water to within five probe diameters 
of the wall. Calibration and experimental results 
indicate that the split-film sensor may be useful in 
improved spatial definition of the turbulent structure 
in wall shear flows.
INTRODUCTION
In previous studies of water turbulence near 
walls, relatively large hot-film sensors were used. 
Data obtained by using large hot-film sensors such 
as the X-array and yaw technique are difficult to 
interpret because of direct heat transfer from the 
sensor to the wall and the non-linear heat transfer
Colorado State University 
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across the sensor's length in shear flows. To obtain 
better spatial definition of the turbulent velocity 
statistics in the wall region, researchers have 
either altered the fluid properties or resorted to 
using highly viscous fluids, such as Bakewell and 
Lumley(l) and Eckelmann and Reichardt (4). The 
approach involving reduction of the size of the 
sensor is restricted by the structural strength of 
the sensor and dynamic loading of fluid flow.
With the recent development of the split-film 
hot-film (SFHF) sensor, it is now possible to obtain 
measurements closer to the wall than was previously 
possible with the X-array sensor. Because of its 
small size and unique design, the SFHF sensor has 
many advantages over the conventional two-dimensional 
velocity sensors. Aside from improved spatial defini­
tion, the SFHF sensor is very versatile and may also 
be used as an instantaneous velocity vector probe or 
as an X-array sensor. The SFHF sensor in the 
instantaneous vector mode is very useful for making 
a digital time series analysis of the longitudinal 
and vertical velocity fluctuations.
Two recent studies have reported some opera­
tional details on the SFHF sensor, as well as some 
limited turbulence measurements in air. Olin and 
Ki 1 and (9) were the first to study the heat transfer 
relations of the SFHF sensor under dynamic calibra­
tion conditions. Their study was concerned primarily 
with the calibration and the functional form of the 
heat transfer relations of the SFHF sensor. Olin 
and Kiland concluded that the magnitude of the two- 
dimensional instantaneous velocity vector and yaw 
angle are functions of the sum and ratio of the
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heat transfer from the two isolated sensors, re­
spectively. Spencer and Jones (11) have studied 
extensively the heat transfer relations around a 
heated split-film cylinder in a cross flow. From 
theoretical considerations they were able to develop 
an operational response function for the SFHF sensor 
when it is used in X-array mode. The purpose of 
their study was to determine and compare the results 
obtained with different sized SFHF sensors (0.051 mm, 
0.153 mm) and results obtained by conventional 
boundary layer sensors. They found that the longi­
tudinal and vertical turbulence intensities and 
Reynolds stress obtained with the SFHF sensor were 
in general agreement with the intensities and shear 
stress obtained in previous studies in air. Spencer 
and Jones noted that as the wall was approached, the 
SFHF sensor data began to deviate from Klebanoff's (6) 
results at about y =150. This discrepancy appears 
to be the result of probe interference or heat 
transfer to the wall from the adjacent split film 
sensor or both. Spencer and Jones concluded that 
the SFHF sensor is capable of measuring the two- 
dimensional velocity field within 10 probe diameters 
from the wall.
Some recent experimental results obtained in a 
10-meter long by 20.4 cm wide open channel flume 
are summarized in this paper. The operation theory, 
calibration, and statistical results obtained by 
using a 0.153 mm SFHF sensor in instantaneous 
velocity vector mode near a smooth wall are discussed.
THEORY OF OPERATION
changes instantaneously with changes in the velocity 
field and that heat transfer along the cylinder's 
axis is negligible compared with the radial heat 
transfer. The latter assumption is valid for 
cylindrical hot-film sensors with modest length-to- 
diameter ratios. It is also further assumed that 
the turbulence scale has negligible effect on the 
heat transfer characteristics. This appears to be 
valid for moderate ratios of turbulent microscale 
to sensor diameter (10).
Considering the velocity field as shown in 
Figure 1, the effective instantaneous velocity 
vector, q is given by
q = {(U + u)2 + v2 + w2}1/2 (1)
where F = the temporal mean value of the longitudinal 
velocity and where u, v and w are fluctuating compo­
nents in the longitudinal, vertical and transverse 
directions, respectively. Here it is assumed that the 
mean velocity is a function of the vertical coordinate, 
y, alone. The sum of the convective heat transfer 
from the axially split sensors, , has been shown
(9) to be related to the magnitude of the velocity, 
q, in the form
E* = (As + Bs qn) f(e) (2)
where
2 2 
r* _ “1 E1 R01 , “2 E2 R02 
ES ~ R1(R] - R01)' R2(R2 - Rq2) (3)
The principle of operation of the SFHF sensor 
is based on the non-uniform heat transfer distribu­
tion around a constant temperature cylinder in a 
cross flow as shown in Figure 1. A typical SFHF 
sensor consists of a 0.153 mm diameter, 1.01 mm-long 
active sensor made of 1000 A platinum film which is 
deposited on a 2.04 mm-long quartz rod. This film 
is split into independent sensors along a plane 
which is parallel to the mean flow and perpendicular 
to the wall as shown in Figure 2. The split film is 
coated with quartz to provide electrical isolation 
when in an electrically conducting fluid. The 
individual film segments are heated to equal constant 
temperature by a two-channel constant temperature 
anemometer.
In the development of the response equations it 
is assumed that the heat transfer distribution
E.j (i =1, 2) is the individual split-film voltage 
potential, a- is the coefficient of thermal resistance, 
and R. and Rq . are the electrical resistances at 
operating and ambient temperatures, respectively, 
and f(e) is an arbitrary function of the yaw angle,
6. The coefficients A<., B<- and n are calibration 
constants to be determined. Using the assumption 
that heat transfer due to fluctuations along the 
sensor axis is small compared with the radial heat 
transfer, Equation 2 reduces to the response equation 
for the magnitude of the instantaneous velocity 
vector in the plane normal to the sensor axis,
Figure 2. The form of Equation 2 is the same as 
proposed by Spencer and Jones (11), whereas Olin
:k
and Kiland (9) assumed that E^ was a function of q 
alone.
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Figure 1. Definition sketch of SFHF sensor. Figure 2. Schematic of the SFHF sensor orientation
It has been found that the convective heat trans­
fer distribution around the SFHF sensor is dependent 
on the yaw angle, 0 (9). For two perfectly matched 
sensors, the heat transfer for a given sensor is 
maximum when the stagnation point is located at 
e = + u/2. Likewise if the stagnation point is at 
0 = 0, it, the sensor outputs would be equal. This 
suggests that the yaw angle, 0, would vary with
■k
respect to the ratio of sensor outputs, ER, in the 
empirical representation
E* = (Ar + Br en) f(q) (4)
where
“1 E1 R01
* (R-i ■ Km )
ER - ■1- V --0-1-  <5>
a 2 2 02
where AD, BD are calibration constants and f(q) indi- 
cates an arbitrary functional relationship. ER is 
assumed to be a function of both 0 and q.
Because it is practically impossible to manu­
facture two sensors perfectly matched with respect to 
geometry and electrical characteristics, it is equally 
unlikely that two sensors will be at the same tempera­
ture when operated. Under most operating conditions, 
sensor temperatures will be slightly different, thus 
causing heat transfer between the split films. For 
example, the coefficients of thermal resistance, , 
for the TSI model 1280-TW, 0.153 mm-diameter SFHF 
sensors used in this study were found to be 2.00 x 
10"3 and 1.95 x 10~3/C°. Using an over heat ratio of
1.06, this would give a temperature differential of 
2°C between the sensors. During these experiments, 
the SFHF sensors were operated at different heat 
ratios. This was done to minimize the heat transfer 
between the two sensors. To our knowledge, no data 
are available showing the effects of thermal heat 
transfer between axially segmented sensors and the 
thermal feedback from the substratum to the sensors.
SPLIT-FILM CALIBRATION
A series of calibrations were performed to 
establish the validity and limits of Equations 2 and 
4. The SFHF sensor was calibrated in a constant-head 
jet tank designed for this purpose. This calibration 
system consisted of a cylindrical chamber with a 0.95-
cm diameter internally rounded orifice supplied by a 
constant-head tank. By a series of valves, the jet 
flow was regulated over a jet velocity range of 15 
to 95 cm/sec. The SFHF sensor could be rotated + 45° 
in 2° increments. Details of the calibration system 
can be found in Reference 2. Results of the SFHF 
sensor calibration are summarized in Figs. 3, 4, 5, 
and 6. The results presented in Figures 3 to 6 con­
sist of six independent calibrations performed 
during a 16-day period. We wish to demonstrate here 
the ability of the SFHF sensor to "hold" its calibra­
tion under varying conditions. Given on each figure 
is the least square regression curve for the data 
sample size N<., the regression coefficient, p^, an 
the standard error of the sample, e .  For the sake of 
clarity of presentation, only selected data are 
shown in Figures 3 to 6.
The velocity vector magnitude response relations 
of Equation 2 were established by calibrating the
k
sum of the sensor mean Joulean energies (Eg) as a 
function of jet velocity, Figure 3, and yaw angle,
k
Figure 4. Calibration results indicate that Eg is 
essentially a function of the magnitude of the 
cooling velocity, q. It can be concluded from
k
Figure 4 that Eg is statistically independent of the 
yaw angle. This substantiates the King's law type of 
relation as advanced by Olin and Kiland and suggests 
that Equation 2 can be approximated without appreci­
able loss of accuracy by
Eg = Ag + Bg qn (6)
The yaw response relation (Equation 4) was 
determined by plotting the ratio of the sensor mean
•k
Joulean energies, ER, as a function of yaw angle 
and jet velocity as shown in Figures 5 and 6, re-
k
spectively. Calibration results indicate that ER 
is linearly related to yaw angle, 0, and essentially 
independent of the magnitude of the cooling velocity,
k
q. Since ER is shown to be a function of 6 alone, 
Equation 3 reduced to
ER = AR + BR ^
k
In contrast, Olin and Kiland (9) found ER = AR + 
Bd02 gave the best agreement, whereas Spencer and
K *
Jones (11) used ER = AR + BR sin 0. From Figure 5 
it appears that if the calibration curve were broken 
into two curves in regions 0 > 0 and 0 < 0, the 
calibration statistics could be improved. The form
406
Figure 3. Variation of Joulean Energies sum with 
velocity, q, for 9 = 0 .
ANGLE IN DEGREES. 6
Figure 4. Variation of Joulean Energies sum with
yaw angle, 9, for 25 cm/sec < q < 80 cm/sec.
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Figure 5. Variation of Joulean Energies ratio with
yaw angle, 0, for 25 cm/sec < q < 80 cm/sec.
OI
Figure 6. Variation of Joulean Energies ration with 
velocity, q.
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suggested by Spencer and Jones gives approximately 
the same agreement as the linear expression, whereas 
the Olin and Kiland form did not agree with the two
•k
other forms. Figure 6 indicates that ED is weakly
dependent on the jet velocity; thus, using the maximum
jet velocity U = 100 cm/sec. gives a maximum change 
★
of 4.5% in Er. The scatter of the six independent 
calibrations appears greater for ED = f{q, 0} than 
for E^ = f{q , 0}. However, it should be noted that 
the standard error, e, for ED = f{e} is less than the
* K
error of E*. = {q}.
DATA REDUCTION
The discrete time series of the longitudinal and 
vertical velocity fluctuations were constructed by 
digitizing the continuous recorded outputs of the SFHF 
sensor anemometer signals on an FM magnetic tape re­
corder and then playing the signals through an 
analog-to-digital (A/D) converter. The output from 
the A/D converter was transformed into the discrete 
velocity vector time series by using Equations 2 and 
4 in a high-speed digital computer. The instantaneous 
longitudinal and vertical velocity components were 
determined by taking the sine and cosine of the 
instantaneous velocity vector, respectively. To 
resolve the instantaneous longitudinal velocity 
fluctuations, the mean value, U, was subtracted from 
each of the instantaneous longitudinal values. The 
instantaneous Reynolds stress was computed from the 
product of the instantaneous velocities, u and v.
The statistical moments, and covariance analysis were 
obtained using a high-speed computer (2).
EXPERIMENTAL RESULTS
Turbulent measurements were made in a smooth,
10 meter long, recirculating open channel flume. The 
flume was 20.4 cm wide by 20.4 cm deep and was care­
fully constructed of Plexiglas to insure hydraulical­
ly smooth flow conditions. All measurements were 
made on the flume center line, 6.9 meters downstream 
from the flume entrance section. For each selected 
flow discharge and flow depth, Y , the flume slope 
was adjusted by trial-and-error until uniform flow 
existed over the mid two-thirds of the flume. The 
flow Reynolds number, R , was based on the hydraulic 
radius and the bulk mean velocity, U . The gross 
hydraulic conditions for the results reported here 
are summarized in Table I. The wall shear stress, T ,
or the corresponding shear velocity, U*, was computed 
from the velocity gradient and cross checked with the 
Darcy-Weisbach friction coefficient.
Table I. Hydraulic Flow Conditions
Yo Uo Re u* T
cm cm/sec 104 cm/sec
O
C
3.87 31.9 3.64 1.71 21 .3
3.09 29.2 2.82 1.60 21 .4
3.63 42.3 4.55 2.19 20.9
The mean velocity profiles obtained with the SFHF 
sensor were in good agreement with the Prandtl von 
Karman velocity distribution for dimensionless 
distances y > 10 (not shown). However, as the wall 
was approached, the mean velocity profiles obtained 
from the SFHF sensor were considerably higher than 
the predicted values. The longitudinal and vertical 
turbulent intensities were in agreement with each 
other and with intensities determined in previous air 
and water studies (3, 5, 7, 8) for distances y+ > 10, 
Figure 7. In the region y+ < 10, the longitudinal, 
u'/U* , SFHF sensor data are somewhat scattered and 
higher than those obtained in previous water studies 
(3, 4). The longitudinal velocity fluctuations 
peaked at 2.7 at y+ = 13; these figures agree with 
those of both the air and water studies. The vertical 
turbulence intensities were in excellent agreement 
with Laufer's (7) results over the range y+ > 10.
SFHF sensor data for near the wall remained constant, 
v'/U* = 0.6.
The discrepancy between the water data, and 
particularly between our data and those of Laufer for 
the region near the wall (y+ < 5) stems from probe 
interference. It's a matter of conjecture as to 
whether the interference is due to direct thermal 
heat transfer from the adjacent split film sensor or 
the effects of local convective acceleration of the 
fluid probe and the wall. Other possible sources of 
error may be slight probe and split plane misalignment 
with the wall or the velocity gradient heat transfer 
on the split-film sensors. Another possible explana­
tion for the high results in the intensities was the 
required extrapolation of the calibration curves 
necessitated by the low mean velocities near the wall.
In comparing the mean velocity profiles and longitudinal 
turbulent intensities, it appears that probe inter­
ference becomes significant at y+ ; 10 or approxi­








































-i------ 1------ 1------ r n------ 1------ 1------ r
u,/U*
--------L a u f e r  ( d a t a  r a n g e  )
a  E c k e l m a n n  
a  B I i n c o  -  P a r t h e n i a d e s  
o G u p t a  et  a l
° P^ent
■ R e  -  3 0 8 0 0  j s t u d y  
a R e = 6  I 6 0 0 '  1










a  K i m  et  a I 
o G u p t a  et  al  
+  L a u f e r
•  * e = ' 2 3 ° ° )  P r e s e n t  
b  R e  = 3 0 8 0 0 ?  s t u d y  
a  R e  = 6 1 6 0 0 ’ y
A °  O  [ 





% ■ °* 1 O
Oo ‘wA-f-
10 12 14 16 18 20 22 24
D I M E N S I O N L E S S  D I S T A N C E ,  y +
Figure 7. Comparison of Turbulence Data using SFHF 
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The mean Reynolds stress, uv, obtained from the 
mean of the product of the velocity fluctuations u
and v are presented in Figure 8. Here the Reynolds
—  2 
stress, uv, has been normalized with respect to U*
and the product of u1 and v1. Both normalized Reynolds
stress values are in excellent agreement with pre-
__ 2
vious results (4, 7, 8). The distribution of uv/U* 
from the edge of the viscous sublayer (y+ = 5) 
through the buffer region is nearly linear. The 
Reynolds stress reaches a maximum value of 0.9 at 
approximately y+ = 30 and remains essentially con­
stant in the region 30 < y < 100 before decreasing 
(not shown). Thus, the location of maximum uv does 
not coincide with location of maximum turbulence 
intensity, u1 , or turbulence production uv 3U/3y (8). 
When the distribution of vertical turbulence intensity, 
v1, is compared with the distribution of u7, the 
latter seems similar in that both are increasing 
linearly in region 5 < y+ < 30. This would suggest 
the anti-correlation between u and v is more depend­
ent on v than u.
An estimate of the frequency responses of the 
SFHF sensor was obtained by comparing signals from 
the SFHF sensor and a miniature boundary layer hot- 
film sensor. The miniature boundary layer sensor 
was of a cylindrical type (TSI Model 1270-10aW) 
which has a 0.026 mm sensor diameter and a 0.5 mm 
sensing length. The frequency responses of this 
type sensor have been shown to be greater than 1000 
Hz which is at least six times greater than the 
highest expected frequency in this study (2). The 
two hot-film signals were compared both by digital 
and analog techniques. For small probe separations, 
the SFHF sensor output was indistinguishable from 
the miniature sensor when displayed on a dual beam 
oscilloscope. Both signals were found to be similar 
in wave form and spectral content.
Our intent in comparing the SFHF sensor data to 
those of previous air and water studies has been to 
show similarity in trends rather than absolute 
agreement. The apparent agreement with previous 
studies as to the two-dimensional statistical 
moments, covariance, other high correlations, and 
power spectra was used as the basis to judge use of 
the SFHF sensor as an instantaneous velocity vector 
transducer in shear flows.
SUMMARY AND CONCLUSIONS
Because of its small size and unique design the 
SFHF sensor has many distinct advantages over the 
conventional X-array hot-film sensor. The SFHF 
sensor's unique design, strength, and probe configura­
tion allows for improved spatial definition of the 
two-dimensional velocity fields in liquid flows. The 
calibration response equations show that the magnitude 
of the velocity vector is a function of the sum of 
the sensor Joulean energies. Similarly, it was shown 
that SFHF sensor directional sensitivity is dependent 
on the ratio of the sensor and Joulean energies and 
independent of the local mean velocity. By using the 
developed response equations in a high-speed digital 
computer, we found the longitudinal and vertical 
turbulence intensities and Reynold stress to be in 
excellent agreement with those of previous studies 
for y+ > 10. It was concluded that the SFHF sensor 
could measure the two-dimensional turbulent structure 
to within five probe diameters from the wall. The 
agreement between the data obtained in this study and 
those from previous studies shows that the stochastic 
structure of the two-dimensional velocity field can 
be accurately measured by the SFHF probe used as an 
instantaneous velocity vector transducer.
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SYMBOLS
Ar , A calibration constants
calibration constants
Ei instantaneous anemometer voltage
E*
lr ratio of instantaneous Joulean heating of split sensors
h sum of instantaneous Joulean heating of split sensors
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SYMBOLS! cont.)
Ns data sample size
n calibration exponent
q instantaneous velocity vector
Re




sensor resistance at operating temperature
R01 ’ R02
sensor resistance at fluid temperature
T temperature
U local mean velocity and jet velocity
Uo mean flow velocity over channel cross section
u * shear velocity
u longitudinal instantaneous velocity about U
u' root-mean-square of u
V vertical instantaneous velocity
V' root-mean-square of v
w transverse instantaneous velocity
Yo depth of flow
y distance up from the wall
+y dimensionless distance from the wall
Oi-1 5 (*2 coefficients of thermal resistance
Y unit weight of fluid
e standard error
0 yaw angle measured from the split plane
V kinematic viscosity of the fluid
P regression correlation coefficient
4> rotation angle
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DISCUSSION
T. J. Hanratty, University of Illinois: I was wonder­
ing if the large values of normal velocity close to the 
wall at small values of Y could be ascribed to this 
heat loss or do you think they are real?
Sandborn: I imagine they are very much ascribed to 
the heat loss. It's the wall heat transfer effect 
coming in that we have not evaluated at this time.
Hanratty: That may indicate that the loss is affecting 
the data to about Y+ = 8 or 10. I am very interested 
in the turbulent velocity normal to the wall and if 
these data are accurate, I'm pleased to have them. If 
they're inaccurate then please give an indication how 
close you can get to the wall before you are confronted 
with these thermal effects.
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Sandborn: I think my comment is that the wall measure­
ments are indefensible at this point. They are what 
came out without corrections for the wall involved.
Blinco: The approximate thickness of the viscous sub­
layer was 0.30 mm and the sensor diameter was 0.153 mm. 
As mentioned the mean velocity profile obtained was in 
general agreement over the range Y+ >_ 10. In the 
region Y+ < 10, the mean velocity estimates were found 
to increase progressively relative to the predicted 
values as the wall is approached. No attempt was 
made to determine the relative influence of free 
convective heat transfer or to correct for heat loss 
to the wall. Any corrective procedure in the region 
Y < 10 would be dubious in view of the relative size 
of the sensor to the sublayer thickness. Also,
Spencer and Jones of the University of Illinois have 
shown in air that this type of sensor is capable of 
turbulence measurement close to a wall. Their results 
showed that probe-wall interference started approxi­
mately 10 sensor diameters from the wall.
R. N. Houze, Purdue University: I was wondering if 
you had investigated the effect of the probe in a 
shear field where you have a velocity gradient.
The top of the probe is going to see a different 
mean velocity than the bottom. Is this going to have 
any significant effect on your data?
Sandborn: In regard to the shear stress over the 
probe, you probably do have an effect, and I think we 
have shown it with hot wires, but I think the answer 
here would be no. Hopefully by having a very small 
diameter, 0.153 mm you don't have as big a problem 
as you would have with the yawed wire.
Blinco: The closest measurement to the wall was 
really 3 sensor diameters, which would be about 0.018 
inch on the center line of the sensor.
G. K. Patterson, University of Missouri-Rolla: Was 
that about Y+ = 5?
Blinco: Yes, I think that Y+ value was about 6,
In view of the previous remarks I'm not suggesting 
by its inclusion in the presented material that 
measurements this close are correct. The value was 
obtained because we attempted to obtain the time- 
space correlation structure with a flush-mounted 
sensor located downstream from the split-film sensor.
Patterson: My other question has to do with this - 
you seem to have gotten pretty fair checks between 
the data you obtained at least for the U'-data, 
the fluctuating velocity in the longitudinal direction,
with data that other people have gotten with other 
kinds of sensors. I have done some experiments with 
the same sensor that you have, same size and every­
thing, and in a pipe where I can very well character­
ize what the shear stress at the wall is by simply 
measuring the pressure drop. Now when I compared my 
data with other data in the same way you did, my 
U'-data always came out to be about 20l low. I have 
been trying to resolve this but I haven't succeeded.
I wonder if there is anything in your data and the 
treatment that might give a clue to how this could 
happen or what would make this data consistent. For 
instance, how did you get your U*?
Blinco: This is a difficult question. I don't know 
how you analyzed your data. I'm suggesting that if 
you use our approach - if you digitized point by 
point using the heat transfer relations as presented 
and simultaneously analyzed the data using it as 
X-wire sensor - one might be able to determine the 
difficulties you encountered. Unfortunately, we did 
not attempt to obtain results using the analog method. 
As for your second question the boundary shear stress 
was obtained by measuring the energy gradient of the 
flow.
Patterson: I analyzed the data more from the X-wire 
standpoint using strictly analog equipment and 
there is a possibility that this could be called a 
calibration type problem.
Blinco: I would like to mention one thing else.
The calibrations that you saw were ensemble averages 
of six calibrations over 16 days. The individual 
calibrations are significantly superior to the six 
ensemble average calibration presented here. Here, 
we wanted to demonstrate how effectively this sensor 
could hold its calibration over a short time period 
provided that water conditions remain constant.
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