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Abstract
In this thesis, we study gravity and supergravity systems that become completely
integrable in two dimensions. Including Einstein gravity, these systems are theories
that upon dimensional reduction to three dimensions assume the form of a non-linear
σ-model for the matter part, with target manifold a coset space G/K. Starting from
Einstein gravity and focusing on the class of stationary axisymmetric solutions, we
study the linear system (Lax pair) associated with the non-linear field equations
of vacuum gravity as formulated by Belinski - Zakharov (BZ) and Breitenlohner-
Maison (BM). The existence of the linear system exhibits the integrability of the
two-dimensional system and is amenable to inverse scattering methods as shown
in two different approaches by BZ and BM. The infinite dimensional symmetry
associated with the two-dimensional equations gives rise to the so-called Geroch
group. The BM approach allows for a direct implementation of the Geroch group and
the generation of physically interesting solutions in the soliton sector in a manifestly
group theoretic way. For this reason, it is expected to apply to a broader set of coset
models. Throughout this work, we concentrate on this approach and extend it to
STU supergravity, where appropriate technical modifications were required in the
BM solution generation algorithm. Based on these modifications, we also discuss a
generalization to other set-ups. We test the applicability of the BM inverse scattering
method by explicitly constructing the Kerr-NUT solution of Einstein gravity and
within STU supergravity, the four-charge black hole solution of Cvetic and Youm as
well as the singly rotating JMaRT solution.
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In dieser Arbeit untersuchen wir Gravitations- und Supergravitationssysteme, die
in zwei Dimensionen vollständig integrabel sind. Dies sind Theorien, zu denen auch
die einsteinsche Gravitation zählt, die bei dimensionaler Reduktion auf drei Dimen-
sionen, die Form eines nichtlinearen σ-Models für den Materieteil annehmen und
als Zielmannigfaltigkeit den Cosetraum G/K haben. Ausgehend von der einstein-
schen Gravitation betrachten wir insbesondere die Klasse der stationären und axi-
alsymmetrischen Lösungen. Dabei untersuchen wir das lineare System (Lax-Paar),
das den nichtlinearen Feldgleichungen der Vakuumsgravitation entspricht, wie es
von Belinski-Zakharov (BZ) und Breitenlohner-Maison (BM) formuliert wurde. Die
Existenz des linearen Systems zeigt die Integrabilität des zweidimensionalen Sy-
stems und ist inversen Streumethoden zugänglich, wie in zwei unterschiedlichen
Ansätzen von BZ und BM gezeigt. Aus der unendlich-dimensionalen Symmetrie,
die mit den zweidimensionalen Gleichungen assoziiert ist, ergibt sich die sogenannte
Gerochgruppe. Der BM-Ansatz ermöglicht eine direkte Implementierung der Ge-
rochgruppe und der Erzeugung von physikalisch interessanten Lösungen im Solito-
nensektor auf manifest gruppentheoretischer Weise. Aus diesem Grund ist zu er-
warten, dass es in einem breiteren Spektrum von Cosetmodellen angewendet wer-
den kann. In dieser Arbeit konzentrieren wir uns auf diesen Ansatz und erwei-
tern ihn um die STU-Supergravitation, wobei entsprechende technische Änderungen
im BM-Lösungserzeugungsalgorithmus erforderlich werden. Basierend auf diesen
Änderungen, diskutieren wir auch eine Verallgemeinerung auf andere Fälle. Wir
testen die Anwendbarkeit der BM inversen Streumethode, indem wir explizit folgen-
de Lösungen konstruieren: die Kerr-NUT Lösung der einsteinschen Gravitation, die
Vier-Ladungs-Lösung eines schwarzen Lochs innerhalb der STU Supergravitation
von Cvetic und Youm und die einfach rotierende JMaRT Lösung.
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Since the advent of general relativity, the search for exact solutions of Einstein’s
field equations has attracted a lot of interest. Considerable effort has been put
into finding techniques to systematically construct such solutions in order to study
their properties and thus deepen our understanding of gravity. The main barrier in
the course of this noble endeavour is the complicated nature of the Einstein field
equations. It is a set of coupled, non-linear partial differential equations whose
solution poses a very challenging if not insurmountable problem.
However, under special circumstances, as in the case of spacetimes with enough
symmetries, (e.g. stationarity and axial symmetry) the Einstein equations simplify
significantly. Even though it remains a challenging problem, there are methods that
can be employed to treat it. Among the authors who worked on the development of
solution generation methods were Ehlers [1], Geroch [2, 3], Hoenselaers, Kinnersley
and Xanthopoulos [4], Harrison [5], Hauser and Ernst [6], Cosgrove [7, 8], Belin-
ski and Zakharov [9, 10, 11]. Their work and that of many others (the literature
exploring this topic is too extensive for an exhaustive account) contributed signifi-
cantly to the subject of exact solutions in general relativity. (For a general reference
documenting exact solutions, see [12]).
The main observation, even before solution generation methods were developed,
is that (effectively) two-dimensional gravity is a completely integrable system. The
symmetry underlying the system of equations is infinite dimensional, giving rise to
infinitely many conserved quantities. This observation was first made by Geroch
in [3] for the class of stationary axisymmetric solutions of vacuum Einstein grav-
ity. Geroch showed that each solution involves infinitely many potentials which in
turn give rise to an infinite parameter set of transformations acting on this solu-
tion. The generation of new solutions from initial seed solutions through this set of
transformations is referred to as the Geroch symmetry of two-dimensional gravity.
The integrability of the two-dimensional system is exhibited by the existence of
a “Lax pair”, i.e. a system of linear equations that is equivalent to the problem
of interest. The first ones to show that a linear system can be written for the
(two-dimensional) Einstein field equations were Belinski and Zakharov (BZ) [9, 10].
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Moreover, they managed to adapt the inverse scattering method used in other non-
linear integrable problems (Korteweg-de Vries, Sine-Gordon, non-linear Schrödinger
equation) to construct solitonic solutions of the gravitational equations. Among
these “gravitational solitons” are many physically interesting solutions such as black
holes, colliding plane waves and cosmological solutions [11].
Subsequent studies by Breitenlohner and Maison [13, 14], based on work by
Geroch [3] and Julia [15, 16], revealed a better understanding of the group theoretic
structure of reduced gravity and provided a formulation of the theory and the linear
system that is suited to this picture. In this research direction, much has been
contributed by the authors in [17, 18, 19, 20, 21, 22, 23, 24].
For a class of theories [14] including Einstein gravity and other supergravity
theories, reduction to three dimensions (due to presence of Killing isometries) results
in a gravity-matter system, with the structure of a non-linear σ-model for the matter
part. This means that apart from the pure gravity part, the theory involves only
scalar fields with values in a target manifold. The common characteristic of gravity
theories that attain this form is that the target space is a Cartan symmetric space
G/K, where G is the group of global Ehlers symmetry transformations and K is a
local symmetry group that is maximal compact subgroup of G (or a subgroup of
equal dimension when G/K is a pseudo-Riemannian symmetric space).
Moreover, the Geroch transformations of [2, 3] fit into this picture, when the
theory is further reduced to two dimensions. Then, the symmetries become greatly
enhanced and the transformations in the space of solutions constitute the so-called
Geroch group. The latter is in fact an infinite dimensional group whose associated
Lie algebra is a Kac-Moody algebra [25, 13, 15]. What is more, there is a practical
side to the study of this structure, that has led to a group theoretic view on solu-
tion generation. Notably, the Geroch symmetry acts transitively on a given class of
solutions and is large enough to contruct all solutions in this class from the simplest
one, (e.g. Minkowski space in D=4 vacuum gravity) [6, 13, 22]. In [13, 26], Breit-
enlohner and Maison (BM) describe the linear system and an algorithm to generate
solitonic solutions based on the action of the Geroch group on known seed solutions.
In four- and five- dimensional gravity, albeit illuminating from the group theory
point of view, the method of Breitenlohner-Maison is not as efficient and practical
as that of Belinski and Zakharov. However, since it is a manifestly group theoretic
method that is not strongly tailored on certain groups, it has the potential of being
generalized to other settings. This could provide a systematic way to generate solu-
tions of theories beyond Einstein gravity, like supergravity models in the G/K class
mentioned earlier.
In this dissertation, we follow the work of Breitenlohner and Maison [13, 26]
starting from Einstein gravity in four dimensions and subsequently, through general
technical adjustments, extending it to theories with different symmetry groups. The
concrete application beyond Einstein gravity is on the STU supergravity model,
within which we construct explicit examples of (known) solutions generated via the
BM method.
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The structure of this thesis is as follows. The next chapter is an introduction on
the topic of infinite-dimensional symmetries in reduced gravity, following the sim-
plest case of Einstein gravity for concreteness. In the third chapter, we present the
solution generation methods based on inverse scattering by Belinski-Zakharov (BZ)
as well as Breitenlohner-Maison (BM) and discuss their interrelations. We close this
chapter with an explicit example, the Kerr-NUT solution, not previously generated
via the BM method1. Next, in chapter 4, we study the generalisation of the BM
method that accommodates other (Ehlers) symmetry groups and specifically adjust
it to the four-dimensional STU supergravity model. The coset space associated to
the reduction in three dimensions is G/K =SO(4, 4)/(SO(2, 2) × SO(2, 2)) and us-
ing our generalized version of the BM technique we construct an explicit example,
namely the four-charge black hole of Cvetic and Youm [28]. Following that, in chap-
ter 5, we take the method a step further such that it allows for generation of solutions
which are asymptotically flat in five dimensions. This allows for the construction
of five-dimensional black objects such as the Myers-Perry solution [29]. With the
Myers-Perry instanton as a starting point, we are able to reach the singly-rotating
JMaRT solution [30] as an uplift to six dimensions. Finally, chapter 6 consists of
concluding remarks as well as future directions and open problems in this research
topic.





In this chapter we will set the scene for the following ones in terms of structure of the
theories we study as well as notation. Since the general set-up and characteristics
of this class of gravity systems are similar, we choose to present the case of Einstein
gravity for more simplicity and clarity. This case is very well documented in the
literature (e.g. [13], [27], [31], [32]) and the aim of reviewing it here is to provide
an introductory basis of our topic. We will discuss its symmetry properties when
it is reduced to an effectively three- and two-dimensional theory in the presence of
Killing isometries. Performing the reduction in a “Kaluza-Klein” way, we will arrive
at a gravity-matter system with the structure of a non-linear σ-model connected
to a certain symmetry group. In the further reduced two-dimensional theory, the
equations of motion are characterized by an infinite dimensional symmetry, called
the Geroch symmetry. This implies the complete integrability of the theory that is
exhibited by means of a linear system of equations (Lax pair) that are amenable to
solution generation techniques, such as the inverse scattering transform, explained
in subsequent chapters.
2.1 Reduction to two dimensions










A the vierbein and ηAB = (−+ ++). We will focus on spacetimes which possess
two commuting orthogonal Killing vector fields such that the equations of motion
retain dependence on two variables only. For concreteness let us consider station-
ary, axisymmetric spacetimes, that is spacetimes with a timelike and a spacelike
Killing vector. Choosing a coordinate system which uses the Killing parameters as
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in (x0 = t, x1 = φ, x2, x3), the Killing vectors are the coordinate vector fields ∂t, ∂φ.
The metric components will then depend only on the coordinates x2, x3. At the
level of the Lagrangian, the presence of the isometries corresponds to an effective
dimensional reduction of the theory. In the following we will outline this dimensional
reduction as performed in the spirit of the Kaluza-Klein programme [32]. Starting
from (2.1), we will carry out the reduction in two steps, namely by reducing to
three and then to two dimensions. In the step from three to two dimensions, we
can reach the final two-dimensional theory in two ways. As will soon become clear,
studying both these processes as well as their interrelations will serve to illustrate
the symmetry properties of the reduced gravity theory.
2.1.1 The Ehlers Lagrangian
From four to three dimensions
Starting from four dimensions and reducing along the timelike Killing direction first,























ds2 = −∆(dt+Bmdxm)2 + ∆−1gmndxmdxn. (2.4)
The three-bein for the orbit space of the action of the Killing field is em
a and Bm,∆
are the Kaluza-Klein vector and scalar respectively. The capital indices correspond
to four-dimensional quantities and latin lower case indices to three-dimensional ones.
Moreover, (2.2) is brought to triangular form by use of the local Lorentz invariance.
















−g , gmn = em aen bηab with ηab = (+ + +) the three-dimensional
metric on the orbit space and Bmn = ∂mBn − ∂nBm.
The matter terms in the above Lagrangian can become purely scalar, by dualizing
the three-dimensional Kaluza-Klein vector field Bm into a scalar field. To achieve
this, we treat Bmn as an independent field in the Lagrangian and impose its Bianchi







can be safely added to (2.5), since it can be dropped by integration by parts and
using the Bianchi identity for the tensor Bmn. The scalar field ψ̃ is introduced for
now as a Lagrange multiplier. If we vary the new Lagrangian L′′ = (L + L′) with






which we use to substitute for Bmn in L′′ (εmnk = 1√g3 ε
mnk with εmnk the totally










and has the form of pure gravity in three dimensions coupled to a scalar matter part.
At this stage, we are able to show that (2.8) enjoys a global SL(2,R) symmetry: using
the complex field T = ψ̃ + i∆ we can write




(T − T̄ )2
(2.9)
and easily check that it is invariant under the transformations







∈ SL(2,R) . (2.10)
As it turns out, the emergence of a global symmetry in the reduction to three
dimensions is a shared feature of a class of gravity theories including and beyond
Einstein gravity [16, 14]. We will henceforth refer to this type of symmetry as
“Ehlers symmetry” , as it was J. Ehlers who first studied these symmetry properties
in the context of Einstein gravity during the 1950’s [1].
From three to two dimensions
The reduction to two dimensions proceeds with the assumption of an additional
(spacelike) Killing field ∂φ. We start from the three-dimensional theory (2.8) and


















α the two-bein, Aµ the Kaluza-Klein vector, ρ the Kaluza-Klein scalar (the
“dilaton”) and fE is a conformal factor. One simplification that we can employ
now is to set the vector field Aµ to zero, since it carries no propagating degrees of
freedom in two dimensions (in the absence of topological reasons that would result
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where we have used the subscript “E” in LE to denote the “Ehlers” Lagrangian (in
two dimensions) resulting from the above process of reduction.
2.1.2 The Matzner-Misner Lagrangian
In this section, we will present another path of reduction which leads to an equivalent
theory in two dimensions. The resulting Lagrangian is a system first studied by
Matzner-Misner in [33] and follows from dimensional reduction from four to two
dimensions without dualisation of the Kaluza-Klein vector. Instead, we will split
the vector Bm in (2.2) into a vector Bµ in two dimensions and a scalar ψ as (we
write the components in the order ((Bx3 , Bx2), Bx1) :
Bm = (Bµ, ψ) (2.13)
which leaves us, in two dimensions, with the metric gµν , two vectors (Bµ, Aµ) and
two scalars (∆, ψ). The vectors can be set to zero, using the same argument as
before, namely that Maxwell fields carry no propagating degrees of freedom in two

























where gµν = eµ
αeν















1Another way to arrive at the same conclusion is through the hypersurface orthogonality of the
Killing fields. Indeed, for spacetimes with two commuting Killing fields, satisfying hypersurface







with hµν the metric on the orbit space (with coordinates (x
2, x3)) and h̄µ̄ν̄ the internal metric on
the surface with coordinates (t, φ).
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, fMM = fEρ
1/4∆−1/2 (2.18)
and the subscript “MM” stands for Matzner-Misner. To bring the Lagrangian in































The gravity-matter Lagrangians (2.12) and (2.17) look very similar in form.
Note that, apart from the identifications (2.18), the two systems are also connected




where ∗∂µψ̃ = εµν∂
νψ̃.
As we will see shortly, the Ehlers and Matzner-Misner systems can be described
in terms of distinct non-linear σ-models of scalar fields assuming values in a target
manifold. In the next section, we will first provide some general features of such
σ-models and then proceed to the specific cases of (2.12) and (2.17) .
2.2 Gravity as a non-linear σ-model
In general, the action of a gravity-matter system with matter in the form of a σ-















where M is the space-time manifold with metric gmn. The scalar fields φ
i assume
values on a non-linear target manifold with metric hij .
In Einstein gravity as well as for a large class of supergravity models, this σ-
model structure appears already in three dimensions and the target manifold is a
non-compact Riemannian symmetric space G/K. The group G is the Ehlers group
of global symmetry transformations that leave (2.21) invariant and K is the maximal
compact subgroup of G (or a subgroup of equal dimension in the case that G/K is a
pseudo-Riemannian symmetric space) determined by an involutive automorphism.
To illuminate the group theoretical aspects of such gravity-matter systems, we
will rewrite the Lagrangian (2.21), using a suitable parameterization of the coset
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space G/K in terms of the coordinates {φi}. To this end, we shall need some addi-
tional elements and notation from the study of non-linear σ-models and symmetric
spaces that we will briefly present in what follows.
Non-linear σ-models with G/K target manifolds
For the symmetric spaces of interest in this discussion, let us consider a non-compact,
real Lie group G and an involutive automorphism τ : G→ G, τ2 = idG. There is a
subgroup K that is fixed by τ , i.e.
K = {k ∈ G : τ(k) = k} (2.22)
and the coset space G/K is a non-compact (pseudo-)Riemannian symmetric space.
In the case of Riemannian symmetric spaces, K is the maximal compact subgroup
of G while for pseudo-Riemannian symmetric spaces the denominator group is no
longer compact, but has the same dimension as the maximal compact subgroup.
To parameterize the quotient space G/K, we seek a group element V (x) (pa-
rameterized by the σ-model scalars) to represent each coset. There is no unique
choice of such representatives, but a simple choice is to take V (x) to be element of
the subgroup of “triangular” matrices in the spirit of Iwasawa decomposition [35] 2.
This constitutes a gauge choice which is not generally preserved under the (global)
action of the group G. The transformation rule that preserves the gauge involves a
a local transformation k(x) ∈ K, that generally depends non-linearly on V (x) and
g ∈ G and reads
V (x)→ k(x)V (x)g, g ∈ G, (2.24)
where k(x) has the role of restoring the triangular form of the transformed element
V .
2According to the Iwasawa decomposition of a Lie algebra, every element in the associated Lie
group G (G semisimple) can be written as the product of three elements in a unique way [35] (see
also e.g. [36],[37]) :
g = gKgHgN, (2.23)
where gK is an element in the maximal compact subgroup K of G, gH is in the subgroup associated
to the Cartan subalgebra of G and gN is the subgroup arising from the exponentiation of a nilpotent
subalgebra. The latter is given by the sum of (restricted) root spaces corresponding to positive roots.
(For example, in the case of G = SL(n,R), the subgroup K is SO(n), H is the subgroup of positive
diagonal matrices and N is the subgroup of upper triangular matrices with 1 in the diagonal). In
light of the above decomposition, the triangular coset representatives V that we discuss here are
constructed as V = gHgN, i.e. by exponentiating the Cartan generators and all the positive-root
generators, cf. relations (2.43),(4.32).
It should be noted that for the case where the coset space G/K is a non-compact pseudo-
Riemannian symmetric space, the denominator group is non-compact. In this case, the maximal
compact subgroup of G is defined by a different involutive automorphism from the one fixing K.
The choice of “triangular” coset respresentatives is not globally possible since there are still compact
generators remaining in G/K. Because of K being non-compact, the metric hij in (2.21) will not
be positive-definite.
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The involution τ is an automorphism of G and as such induces an automorphism
on the Lie algebra g of G. The Lie algebra involution, denoted again by τ , squares
to the identity, thus splitting the algebra into an invariant and an anti-invariant part
g = k⊕ p, (2.25)
with
τ(k) = k, τ(p) = −p. (2.26)
The commutation rules for the subspaces k,p read
[k, k] ⊂ k, [p, p] ⊂ k, [k, p] ⊂ k. (2.27)
Using the above Lie algebra decomposition, we write the expression ∂mV V
−1 with
values in g as
∂mV V
−1 = Pm +Qm (2.28)
where Pm and Qm satisfy
P ]m = Pm, Q
]
m = −Qm (2.29)
with ] denoting the anti-involution on X ∈ g, i.e.
X] = −τ(X). (2.30)
The same notation will be used for the anti-involution on the group elements g ∈ G,
with
g] = τ(g−1) = τ(g)−1 and (g1g2)
] = g]2g
]
1, (g1, g2) ∈ G. (2.31)
The explicit action of the map ] on elements in G and Lie(G) depends on the group
and will be specified once we consider specific examples. From the transformation







−1 − (∂mV V −1)]
)






−1 + (∂mV V
−1)]
)
→ k Pm k−1, (2.32b)
that is Qm transforms like a gauge field under the action of the local group K while
Pm transforms covariantly. Both Qm and Pm are invariant under the action of the
group G.
Using the group involution τ and the element V (x), we can form a useful object
that transforms linearly under G and is invariant under K, namely
M = V ]V, (2.33)
with transformation
M → g]M g, g ∈ G. (2.34)
10
Moreover, from (2.28) we have that
(∂mV −QmV )V −1 ≡ DmV V −1 = Pm (2.35)
with Dm the K-covariant derivative. We may relate Pm to M as
3






At this stage, we have introduced all the ingredients to re-write the σ-model
part of (2.21) in terms of group theory objects that enable a better analysis of its
symmetry properties. We can define a G-invariant metric hij on the manifold G/K
with coordinates φi as
hijdφ
idφj = 〈P, P 〉, (2.37)
where 〈·, ·〉 is an invariant scalar product on g that is a positive multiple of the
Killing metric when G is a simple group. We will fix this multiplicative factor by
setting
〈Hi, Hi〉 = 4, (2.38)
where {Hi} are the set of mutually commuting generators in the Chevalley-Serre
form of the Lie algebra g that generate the Cartan subalgebra of g. In the following
sections and chapters, we will use this representation of the Lie algebra g when
discussing the σ-model description of reduced gravity. Using (2.37), the equations




〈Pm, Pn〉 = 0 (2.39a)
Dm(
√
−gPm) = 0 (2.39b)
with DmP
m = ∂mP
m − [Qm, Pm].











〈M−1∂mM,M−1∂nM〉 = 0 (2.41a)
Dm(M
−1∂mM) = 0. (2.41b)
Using the language of this section, we will proceed to look into the σ-model
decription of specific examples, namely the systems (2.12) and (2.17).
3Let us note the analogy between the elements (V,M) and the vielbein and metric in general
relativity. V is an element of the coset space G/K, while the vielbein is also an element of a
coset space, namely GL(D,R)/SO(1, D− 1). Moreover, the “metric” M completely determines the
σ-model and is related to V in a manner analogous to the metric and vielbein.
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2.2.1 The Ehlers SL(2,R)/SO(2) σ-model
In section (2.1.1), we discussed reduction of gravity from four to three dimensions
and arrived at the Lagrangian (2.8). Clearly, it has the form of gravity coupled to
a σ-model as in (2.21). Moreover, it is shown to be invariant under the SL(2,R)
transformation (2.10), that we will denote as SL(2,R)E from now on, to indicate
that it refers to the Ehlers symmetry. The σ- model metric in (2.8)
ds2σ = ∆
−2(d∆2 + dψ̃2) (2.42)
can be identified as the invariant metric on the space SL(2,R)E/SO(2) with coordi-




























[h, e] = 2e, [h, f ] = −2f, [e, f ] = h . (2.45)






























≡ X1 as the generator of SO(2), the maximal compact
subgroup of SL(2,R), while the non-compact part is generated by (e+ f) ≡ X2 and

















2 + P 3mX
3 = P amX
a ≡ Pm and Q1mX1 ≡ Qm. (2.49)









where due to (2.38), which in this case translates to 〈h, h〉 = 4, we have that in
terms of the matrices Pm given by (2.48),(2.49)
〈Pm, Pn〉 = 2Tr(PmPn) = ∆−2(∂m∆∂n∆ + ∂mψ̃∂nψ̃). (2.51)
















































µν∂νρ) = 0 (2.53c)
Dµ(ρP
µ) = 0. (2.53d)
These equations simplify further, since in two dimensions we can bring the base
metric (locally) in a conformally flat form, i.e. gµν = λ
2(x)δµν (in suitable coordi-
nates). The factor λ2 can be absorbed into the conformal factor fE and thus have
gµν = δµν . Equation (2.53a), whose left hand side now vanishes, becomes a system
of first order equations for fE while (2.53d) and (2.53c) become the same equations
in flat space. In particular, ρ, satisfying equation ρ = 0 is a harmonic function on
R2. Together with the conjugate harmonic function z defined by
∂µρ+
∗∂µz = 0, (2.54)
where ∗∂µz = εµν∂
νz, the pair (ρ, z) are Weyl canonical coordinates for the two-
dimensional base manifold, provided that ∂µρ 6= 0 almost everywhere. The revised
set of equations can be written in a convenient form by combining (ρ, z) to form the






µ) = 0 (2.55b)
Finally, equation (2.53b) is omitted since it is fulfilled by virtue of (2.53a) with the
choice of Weyl coordinates.
We note that for the symmetric space SL(2,R)/SO(2), the involutive automor-
phism that leaves the SO(2) subgroup invariant acts on matrices in SL(2,R) as




η with η = diag(1, 1) (2.56)
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where η is the invariant metric of SO(2). The induced Lie algebra automorphism
acts as
τ : X → −η−1XT η, X ∈ sl(2,R). (2.57)
In terms of the anti-involution “]”, we have that
g] = τ(g−1) = η−1gT η, g ∈ SL(2,R), (2.58)
X] = −τ(X) = η−1XT η, X ∈ sl(2,R). (2.59)
2.2.2 The Matzner-Misner SL(2,R)/SO(1, 1) σ-model
As we have seen before, the two-dimensional gravity-matter system admits two
equivalent descriptions, namely (2.12) and and (2.17). Similarly to the Ehlers La-
grangian, the Matzner-Misner one also admits a σ-model description. Indeed, (2.17)



















where ∆̂ = ρ∆ . In this case, the target space of the σ-model is the coset
SL(2,R)/SO(1, 1) with invariant metric
ds2σ = ∆̂
−2(d∆̂−2 − dψ2) = 〈P̂ , P̂ 〉. (2.62)






µ) = 0 (2.63b)
(2.63c)
in a very similar way to the ones from the Ehlers Lagrangian (2.52).
The involutive automorphism fixing the subgroup SO(1, 1) acts on matrices in
SL(2,R) as




η̄ with g ∈ SL(2,R), η̄ = diag(−1, 1), (2.64)
τ : X → −η̄ −1XT η̄, X ∈ sl(2,R) (2.65)
where η̄ is the invariant metric of SO(1, 1). In terms of the anti-involution “]”, we
have that
g] = τ(g−1) = η̄ −1gT η̄, g ∈ SL(2,R), (2.66)
X] = −τ(X) = η̄ −1XT η̄, X ∈ sl(2,R). (2.67)
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2.3 The Geroch group
In this section, we will discuss the Geroch symmetry [3], arising from the combination
of the Ehlers and Matzner-Misner symmetries. By virtue of the duality relation
(2.20), these symmetries combine and give rise to the enlarged Geroch symmetry,
acting on the space of solutions of two-dimensional gravity. Its understanding in
group theoretical terms came later than its discovery and provided new insights
as well as a new approach to solution generation through the implementation of
the Geroch group. We will devote the subsequent chapters to the latter, practical
aspect of the Geroch group, but before that, we will provide some introduction on
the underlying mathematical structure of this symmetry.







as defined in (2.43). We will now find out how the fields (∆, ψ̃) change as a result
of an SL(2,R)E transformation. Consider the transformation rule (2.24) and take
its infinitesimal form
δVE = VEδg + δkVE . (2.69)
Denoting the sl(2,R)E -generators as (e1, h1, f1), we take δg with g ∈ SL(2,R)E to
be of the form (α1e1 + α2h1 + α3f1) with (α1, α2, α3) constant parameters of the
transformation and the local transformation δk with k ∈ SO(2) to be of the form
(ω(e1 − f1)) where ω depends on the fields. We get from (2.69):






−1/2 − α2ψ̃∆−1/2 + ω∆1/2
α3∆
1/2 − ω∆−1/2 −α2∆1/2 − ωψ̃∆−1/2
)
. (2.70)
We see that in order for the local transformation k to restore the triangular form of
VE , we must have that
α3∆
1/2 − ω∆−1/2 = 0⇒ ω = α3∆. (2.71)











we find the variations δ∆, δψ̃ due to the transformation (2.69), namely
δ∆ = −2α2∆− 2α3ψ̃∆ (2.73)
δψ̃ = α1 − 2α2ψ̃ − α3(ψ̃2 −∆2). (2.74)
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From the above variations we infer that the generator e1 leaves ∆ invariant and
shifts ψ̃ by a constant. Both ∆, ψ̃ are rescaled by the action of the generator h1,
while f1 induces a non-linear transformation in the fields, as we can see from the
terms proportional to α3 in (2.73),(2.74). This non-linear transformation is often
called the “Ehlers transformation” .
Very similar calculations can be done for the action of the Matzner-Misner
SL(2,R) group on the fields ∆̂ = ρ∆ (or ∆), ψ. We note that the ρ is not acted
upon by the group transformation, that is δρ = 0. We get
δ∆̂ = −2α′2∆̂− 2α′3ψ∆̂ or
(













3 are the constant parameters of the transformation, associated to
the sl(2,R)MM -generators (e0, h0, f0). We see again that the generator f acts non-
linearly while the rest of the transformations induce shifts and rescalings of the
fields ∆, ψ. We note that, in this case, the local transformation δk is taken with
k ∈ SO(1, 1).
Recall that, although we have shown that two-dimensional gravity admits two
distinct σ-model descriptions, with distinct symmetries, there is a relation between




fE ←→ fMM ,
which is referred to as the Kramer-Neugebauer transformation. Moreover, the fields
ψ̃, ψ are related to each other through the duality relation (2.20). This prompts the
question of how the symmetry of each system acts on the other. For example, one
can ask how the Ehlers group acts on VMM and fMM . Starting from (2.20), we vary
and find (again, we take the variation δρ to be zero)
∗∂µ(δψ̃) = δ(ρ
−1∆2∂µψ)⇒





Using (2.73),(2.74 in the above equation, we arrive at the variation of ψ due to the










From the above equation, we see that the generator e1 has the effect of shifting ψ
by a constant
e1 : ∂µ(δψ) = 0⇒ δψ = const. ≡ c1 (2.79)
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while h1 induces the change
h1 : ∂µ(δψ) = 2∂µψ ⇒ δψ = 2ψ + const. , (2.80)
where we used (2.20) to substitute for ∗∂µψ̃ in the right hand side. Notice that ψ is
rescaled with an opposite sign to ψ̃ under the action of the generator h (c.f. (2.74)).
Finally, the variation of ψ due to f , revealed by the terms proportional to α3 in
(2.78), is more complicated. We have that













⇒ ∗∂µ(δψ) = ∗∂µ(−2ϕ1), (2.81)







which results in the change of ψ under the action of the f SL(2,R)E generator
δψ = −2ϕ1 . (2.83)
It is important to note that the action of f , unlike that of e, h, is non-linear in
the fields and non-local: one needs to integrate (2.82) to determine the function ϕ1.
Moreover, one can proceed to evaluate the action of SL(2,R)E on ϕ1; in that process,
yet a another function ϕ2 is generated (again this feature appears in the change of
ϕ1 under the action of generator f). This process does not stop after finitely many
steps. The integrability conditions for the new functions -or potentials as they are
often called- follow from the equation of motion (2.55b).





which follows from fMM = fEρ
1/4∆−1/2, where fE is invariant under these trans-
formations. Therefore, under an infinitesimal SL(2,R)E transformation, fMM varies
as
due toh1 : δfMM = fMM , due to f1 : δfMM = ψ̃fMM , (2.85)
while e1 induces no change on fMM .
Similarly, we examine the action of the Matzner-Misner transformations on the
Ehlers data. Starting again from relation (2.20), we get







where we substitute the variation (2.75),(2.76) of the fields ∆, ψ on the right hand
side and obtain













From the above expression, we infer that
due to e0 : δψ̃ = const. ≡ c0 , due toh0 : δψ̃ = 2ψ̃ + const. (2.88)
and the variation of ψ̃ due to f0 is once again more involved. We find that
∂µ(δψ̃) = 2
∗∂µϕ̂1, (2.89)
with ∗∂µϕ̂1 = ρ
−1 ∗ (∆2ψ∂µψ −∆ρ∂µ ( ρ∆)). As was the case before, the introduction
of a new function ϕ̂1 is required and yet a new one will be generated by the action
of SL(2,R)MM on it ; this process generates infinitely many new functions.
Infinite-dimensional symmetry
Understanding the interplay of the SL(2,R)E and SL(2,R)MM symmetries leads to
the concept of infinite-dimensional symmetries. From the group theory point of view,
this infinite-dimensional group of transformations is associated to a Lie algebra of
Kac-Moody type [25, 38]. Such algebras are built by sl(2)-triples (hi, ei, fi) satisfying
the commutation relations
[hi, hj ] = 0
[hi, ej ] = Aijej
[hi, fj ] = −Aijfj
[ei, fj ] = δij (2.90)
and the Serre relations
[ei, [ei, ...[ei, ej ]...]] = (ad ei)
1−Aij (ej) = 0 (2.91)
[fi, [fi, ...[fi, fj ]...]] = (ad fi)
1−Aij (fj) = 0, (2.92)
where Aij are the entries of the Cartan matrix, with properties
Aij ∈ Z , Aii = 2 , Aij ≤ 0 ∀ i 6= j. (2.93)
In the case of the Geroch symmetry of two-dimensional gravity, the associated
Kac-Moody algebra is generated by the two copies of sl(2,R) generators e0, h0, f0










[hi, hj ] = 0 , [ei, fj ] = δijhj (2.98)
[ei, [ei, [ei, ej ]]] = 0 , [fi, [fi, [fi, fj ]]] = 0, (2.99)
with i, j = 0, 1.
We can see how the above symmetry is realized through the field transformations
with a few examples, e.g.
[h0, e1](∆) = h0e1(∆)− e1h0(∆) = −2e1(∆)
[h0, e1](ψ̃) = h0e1(ψ̃)− e1h0(ψ̃) = −2e1(ψ̃)
[h0, f1](∆) = h0f1(∆)− f1h0(∆) = h0(−2ψ̃∆)− f1(2∆) = 2f1(∆)
[h0, f1](ψ̃) = h0(∆
2 − ψ̃2)− f1(2ψ̃) = 4(∆2 − ψ̃2)− 2(∆2 − ψ̃2) = 2f1(ψ̃)
[h1, e0](ψ) = h1e0(ψ)− e0h1(ψ) = −e0(2ψ) = −2e0(ψ)



















where we used the variations (2.73),(2.74),(2.75),(2.76) and the notation T am(ψ)
means the variation of ψ due to generator T am and similarly for the other scalars.
We see that the above commutation relations agree with the structure (2.90) with
Cartan matrix (Aij) given by (2.94).
2.4 Integrability and the linear system
After reviewing the symmetry properties as well as the σ-model description of gravity
reduced to two dimensions, we will focus the discussion on the equations of motion
(2.55b) and their representation as a “Lax pair” or linear system. In this section, we
will work with the Ehlers formulation only and so we will mostly drop the subscript
“E”, to make the notation simpler (we will come back to the explicit notation with
the subscripts when it is needed). Working in the Ehlers coset has computational
advantages when one applies solution generating transformations and facilitates the
generalisation to larger symmetries of Ehlers type found in supergravity.
We have seen earlier that the equations of reduced gravity include a system
of equations for the conformal factor as well as the non-linear σ-model equations
(2.55b). We will focus our attention on the latter, and will turn to (2.55a) once
Pµ is known; the conformal factor fE can then be obtained by single integration of
(2.55a).
The strategy in dealing with (2.55b) is to find a linear system of equations which
implicitly represent it, in the sense that the compatibility conditions for this linear
system coincide with the σ-model equation of motion. To present this construction,
let us start our way to the linear system from the Geroch symmetry that we analysed
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above. We have seen previously that applying the Ehlers SL(2,R) symmetry on the
Matzner-Misner scalars requires the introduction of new scalars. These in turn give
rise to new ones through the same group action and so on ad infinitum. At the level
of the equations of motion, these new scalars give rise to new currents which must
be of a form that preserves covariance under the Matzner-Misner group. Therefore,
we will take them to be linear combinations of the current Pµ = DµV V
−1 and its
dual ∗Pµ :
J̃µ = aDµV V
−1 + b ∗(DµV V
−1), (2.100)
where J̃µ represents the “generalised current” constructed by the original as well as
the new scalars. In order to resolve the structure of the left hand side in (2.100), let
us introduce a function V(t, x) of the form
V(t, x) = V0 + tV1 +
1
2
t2V2 + ... (2.101)
such that it accommodates all the required scalars and also depends on a parameter
t, that we will call the spectral parameter. The function V(t, x) is related to the
familiar V (x) through the limit
lim
t→0
V(t, x) = V0 ≡ V (x). (2.102)
With the above ingredients, we make an ansatz that “generalises” (2.28)
∂µVV−1 = Qµ + aPµ + b ∗Pµ, (2.103)
where a, b are functions of t to be specified shortly. Writing (2.103) as ∂µV =
(Qµ + aPµ + b
∗Pµ)V and taking the integrability condition ∂ν∂µV = ∂µ∂νV, we
arrive at




















∗Pµ − (∗∂µa) ∗Pν = 0.
(2.104)
To reach the above relation, we have used the equations
∂νQµ − ∂µQν + [Qµ, Qν ] = −[Pµ, Pν ] (2.105)
DµPν −DνPµ = 0 , (2.106)
arising from the integrability condition ∂ν∂µV = ∂µ∂νV associated to (2.28). We
have also used that (∂µa)Pν = − ( ∗∂νa) ∗Pµ. Moreover, using the σ-model equation
of motion (2.55b) together with [∗Pµ,
∗ Pν ] = [Pµ, Pν ] in (2.104), we find that it holds
when the following equations are satisfied








+ ∗∂µa = 0. (2.108)














(1− t2)∂µρ− 2t ∗∂µρ
)
(2.110)









= 2 ∗∂µρ = −2∂µz, (2.111)
using relation (2.54). Integrating (2.111), we obtain
1
t
− t = 2
ρ
(w − z), (2.112)
with w an integration constant that will play the role of an x-independent spectral
parameter. For each point (z, ρ), ρ 6= 0 on the two-dimensional base manifold,
equation (2.112) represents a non-singular, two-sheeted Riemann surface with branch












with the transformation t → −1t exchanging the two sheets. For our purposes, we
will take w to be real and choose the solution t+ as the physical sheet on which the
spectral parameter lives.
With the above considerations, we have reached the final form of the system of
linear equations (2.103), that is [13, 31, 32]







We will call this the BM linear system, after Breitenlohner and Maison who first
analysed it in [13]. Using the complex coordinates x± = 12(z∓ iρ) we can bring this
system in the convenient form [13, 21, 32]




that we will be using from now on.
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Thus far we have shown that the non-linear σ-model equation is integrable, by
means of the linear system (2.115). In the process of determining this system, we
introduced a new parameter t as well as a t-dependent function V(t, x) containing
all additional scalars generated by the combined symmetries of the original equation
of motion. At this point, one could ask what is the group theoretic interpretation
of the new objects. The spectral parameter t, that is known to appear in Lax pairs
of integrable systems in general, here has an additional meaning. In fact, the affine
extension of the Ehlers group GE to the infinite group of Geroch transformations
requires an additional parameter on which the Geroch elements depend. Indeed, the
affine Lie algebra associated to the finite algebra gE can be realised as an algebra of
polynomial maps from C into gE together with a central charge c. Taking T a to be









with m ∈ Z. The set of maps from C to gE include the maps from the unit circle
into gE and these form the loop algebra ĝE .
4 With these considerations, at the
group level, we may view the function V(t, x) that generalises the finite coset rep-
resentative V (x) as the analogous object in the affine group. Indeed, the element
V(t, x) is chosen in a generalised “triangular” gauge, in the sense that it admits a
series expansion in t and the t-independent term is the triangular element V (x) (see
(2.101),(2.102)). We can write the transformation property for V(t, x) analogous to
(2.24), that is
V(t)→ k(t)V(t)g(w), (2.117)
(suppressing the x-dependence). The function g(w) : C → GE is a global trans-
formation in the affine group (w is the x-independent spectral parameter that we
encountered in (2.112)). We impose that g(w) is a function holomorphic around
w = ∞, so that it admits an expansion as in (2.101). The transformation k(t) de-
pends on the x-dependent spectral parameter t and plays again the role of gauge
compensator; it is chosen such that V(t) remains “triangular” in the sense of (2.101).
Next, we may extend the generalisation to the symmetric space automorphism
τ , that we denote τ∞. Using again the ] symbol for the generalised anti-involution,
the action on t-dependent functions such as V(t, x) is defined as







At the Lie algebra level, applying τ∞ to equation (2.115), reveals that ∂µVV−1
4We may recognize the affine algebra generated by sl(2,R)E , sl(2,R)MM discussed in the previous
section as ŝl(2,R)⊕ C.
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where the ] acts on Q± , P± as in (2.29). The anti-invariance of the Lie algebra
element ∂±VV−1 means that it belongs to the “compact” part of the affine algebra,
if we consider a splitting analogous to the finite algebra. From property (2.119), it is
easy to deduce that if V(t) is a solution to the linear system (2.115), then (V(t, x))]−1
is also a solution to the same differential equations; the respective (w-dependent)
integration constants will be different however 5.
In analogy to the matrix M defined in (2.33), we introduce the monodromy
matrix M given by
























= −∂µVV−1, as shown above. This justifies the definition of M =
M(w) as a function of w only. Moreover, the function M(w) is by construction
]-invariant and it transforms under the enlarged group in a manner very similar to
M in (2.34), i.e.
M(w)→Mg(w) = g](w)M(w)g(w). (2.122)
This property makes M(w) a very useful object to work with, especially in the
context of solution generation techniques. Unlike V(t, x), the transformation of M
does not involve a local transformation k(t) that is generally hard to find. The
process of generating new solutions through Geroch transformations, starts from a
seed solution (V,V) that is simple to find, (e.g. flat space) from which M is also
constructed. Next, M transforms into Mg under a global Geroch transformation,
thus giving rise to a new solution. Reaching this new solution however, requires
the rather difficult step of factorising Mg into Vg ]Vg. This is a so-called Riemann-











and using that ∂±VV−1 = −V∂±V−1 as well
as ∂±(V(−1/t, x)) = (∂±V)(−1/t, x), it follows that (V(t, x))]−1 satisfies the same equations as
V(t, x). Moreover, since for any arbitrary function of w only we have that ∂±C(w) = 0, the
solutions (V(t, x))]−1, V(t, x) will be related as V(t, x) = (V(t, x))]−1C(w).
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sector of solitonic transformations, which means that we will only takeMg(w) to be
meromorphic functions with single poles in w. In this case, not only is it possible for
the Riemann-Hilbert problem to be solved with a purely algebraic process [13, 26],
but the class of solutions obtained in this way include black holes, colliding plane
wanes, cosmological solutions and even fuzzball solutions in higher dimensions. To
summarize the process, we outline the steps as
V → V(t) → M(w) → Mg(w) → Vg(t) → V g, (2.123)
where the superscript g indicates a transformed object. The very last step of finding
a solution, requires the limit of Vg at t → 0, which gives the new V g, from which
we finally read off the new profiles of the scalar fields.
In order to obtain a new solution and write down the full line element, we need
the new conformal factor fgE as well. This function is obtained through integration
of (2.55a) once V g is known, but as was remarkably discovered by Breitenlohner and
Maison, there is a place for it in the group theoretical picture too. The conformal
factor is acted upon by the central extension of the affine group and Breitenlohner
and Maison were able to reach an explicit formula for the transformation of the
conformal factor involving the group 2-cocycle [13]. Based on the observation by
Julia in [15] that the conformal factor transforms under infinitesimal transformations
as a Lie algebra cocycle, BM found the “group version” of this transformation by
showing that the central extension in the affine group can be defined through a
group 2-cocycle Ω. It is defined through the relation
Ω(b, c)− Ω(ab, c) + Ω(a, bc)− Ω(a, b) = 0 with a, b, c ∈ loop group ĜE (2.124)
and helps define the central extension of ĜE if one considers pairs (a, α) ∈ ĜE × C
with multiplication law given by 6





Therefore, the extended group acts on the pairs (V, fE) through an extension of the
transformation law (2.117) as follows
(V, f−1E )→ (k(V, g), 1) ◦ (V, f
−1
E ) ◦ (g, e
γ)−1 for (g, eγ)−1 in affine group. (2.126)
In accordance with (2.120), BM define the pair
(M, µ) ≡ (V, f−1E )






where the transformation law (2.126) has been used. Moreover, as shown in [13], it
is not only M that is x-independent, but the whole pair (M, µ). As a result, the
second argument in the final pair in (2.127) must be constant; this gives the formula
f2E = ce
Ω(V],V), (2.128)
6More details on Lie algebra and group 2-cocycles can be found in Appendix B of [13]. Another
useful reference is [39].
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where the constant c is determined from the asymptotic behaviour of the solution.
With this beautiful cocycle formula, BM achieved to accommodate all the data for
a full new solution into the Geroch picture in a purely group theoretic fashion.
However, in our inverse scattering constructions with the BM method, we will not
need to use this cocycle formula. We will focus on solitonic solutions, where the
conformal factor can be obtained algebraically from a simple formula.
Finally, in order to complete the discussion on the symmetries of the two-
dimensional systems discussed here, one needs to include the Virasoro algebra that
is also shown to represent a symmetry of such systems [40, 41, 42]. It is in fact be-
yond the Geroch symmetry and it arises from arbitrary reparameterizations of the
constant spectral parameter. These transformations together with the infinitesimal
transformations in the affine group form a semi-direct product in the standard way.




Inverse scattering in Einstein
Gravity
In this chapter, we will discuss the inverse scattering method in two-dimensional
gravity, as was applied by Belinski-Zakharov and Breitenlohner-Maison. The two
approaches differ in several aspects, but both employ the concept of inverse scat-
tering, that is the determination of solutions of differential equations from known
“scattering data”. The inverse scattering transform has been successfully applied in
several non-linear problems, such as the Korteweg-de Vries equation, Sine-Gordon,
non-linear Schrödinger equation and others (see e.g. [43] for a discussion on inverse
scattering method in soliton theory). All of these are completely integrable systems
with infinite dimensional symmetry. Moreover, the inverse scattering problem can
be stated as a Riemann-Hilbert factorization problem that becomes algebraically
manageable in the soliton sector. Although the terms “soliton” and “scattering” do
not have a literal interpretation in the application of inverse scattering to gravity,
they are carried over to this setting and refer to the mathematically analogous ob-
jects that are encountered in the non-linear problem. The discussion in this chapter
includes a brief review of the BZ method and the BM factorization algorithm in the
soliton sector as was analysed in the unpublished work [26]. Given this basis, we
present the work completed in collaboration with A. Kleinschmidt and A. Virmani
[44]. In this work, we discuss the interrelations of these two approaches and con-
struct the Kerr-NUT solution using the BM technique. We find that for the case
of Einstein gravity, the BZ method remains more practical for solution generation.
However the BM approach, as a group theoretic method, can be generalised and
applied to gravity problems (e.g. in supergravity) involving other group symmetries
- we will proceed in this direction in the following chapters.
3.1 Belinski-Zakharov method
In the late 70’s, Belinski and Zakharov (BZ) managed to adjust the inverse scattering
technique to the non-linear problem in two-dimensional gravity and devise a method
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to generate new solutions from known “seed” solutions [9],[10],[11]. They were the
first to show that the two-dimensional Einstein field equations are integrable by
means of a Lax pair or linear system. We will briefly outline their approach and give
the relation of the (BZ) linear system to the one derived by Breitenlohner-Maison,
discussed in the previous chapter. Even though we restrict the discussion to D = 4
in this chapter, the equations of motion have the same form for D-dimensional space-
times with D − 2 commuting Killing vectors [45] and it is only the dimensionality
of the Killing part of the metric that changes. Therefore, the BZ method can in
principle be generalised to dimensions higher than four [11],[46],[47],[48]. However,
for reasons that will be explained soon, this method is most gainful in D = 4 and
D = 5 dimensions.
Let us start with four-dimensional spacetime with two commuting Killing isome-
tries generated by one timelike and one spacelike Killing vector (we will continue








with ρ, z the Weyl coordinates on the base metric, such that det g = −ρ2 and the
indices a, b refer to the (Killing) coordinates x̄a = t, φ 1. The functions in the metric
(3.1) depend on x ≡ (ρ, z) only and the equations of motion come in two sets, one
for the metric g = (gab) and one for the conformal factor e







and defining the matrices
U = ρ (∂ρg) g
−1, V = ρ (∂zg) g
−1, (3.3)
we write equation (3.2) as
∂ρU + ∂zV = 0 (3.4)















Tr (UV ) . (3.5b)
We note that equation (3.4) for g does not involve ν; a full solution to the problem
is obtained by solving for g and subsequently integrating (3.5a),(3.5b) to get ν.
In the spirit of the inverse scattering method, Belinski and Zakharov showed








1For historical reasons, the spectral parameter in the BM linear system presented in section 2.4
is denoted by t, as is the time coordinate. We will denote the coordinates (t, φ) collectively by x̄.
In this discussion, except for its appearance in the line element, t will refer to the BM spectral
parameter.
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where λ is the x-independent spectral parameter and D1, D2 are the composite
differential operators
D1 = ∂z −
2λ2
λ2 + ρ2




such that D1D2Ψ = D2D1Ψ. The generating function Ψ(λ, ρ, z) is related to g as
Ψ|λ=0 = g. (3.8)
The above relation reminds us of the one between the BM generating function V(t, x)
and the coset representative V (x) (cf. (2.101),(2.102)) in section 2.4. Moreover, (3.4)
can be viewed as the σ-model equations of motion written in terms of the matrix
g ∈ GL(2,R) instead of the unimodular coset metric M (cf. (2.41b)). The metric g
is related to the Matzner-Misner coset metric MMM = V
]
MMVMM as follows [13]
g = ρη̄MMM . (3.9)


















where we used the ρ-equation of motion ρ = 0. Thus we recover the σ-model






= 0, as expressed in terms of the matrix
MMM
2. With relation (3.10) in mind, it follows that one can formulate the BZ
method such that the generating function Ψ gives the unimodular matrix M at
λ = 0 instead of g. Moreover, since the σ-model equations of motion in the Ehlers
and Matzner-Misner coset are identical in form, the BZ linear system can also be
phrased in the Ehlers language [47]. We will proceed in this direction in order to
facilitate comparison to the BM linear system in the Ehlers formulation of section
(2.4).
BZ Ehlers linear system
Taking the matrices U, V to be U = ρ∂ρMEM
−1
E , V = ρ∂zMEM
−1
E , let us rewrite








where λ is the spectral parameter that we take now to be x-dependent and the
function ΨE is the generating function that satisfies
ΨE(λ = 0, ρ, z) = ME(ρ, z). (3.12)
2Indeed, using (2.36) (together with trace cyclicity) to express the trace in (2.60) in terms of M ,




















[(ρV − λU), (ρU + λV )] = 0, (3.13)






= 0 hold (the equation we wish








The above equations justify the choice of BZ (3.7) for the differential operators
D1, D2
D1 = ∂z −
2λ2
λ2 + ρ2
∂λ = ∂z|λfixed + ∂zλ∂λ, (3.15)
D2 = ∂ρ +
2λρ
λ2 + ρ2
∂λ = ∂ρ|λfixed + ∂ρλ∂λ. (3.16)
in the original formulation (3.6) (λ was viewed there as an x-independent spectral
parameter). The solution to equations (3.14) is
λ(ρ, z) = (w − z)∓
√
(z − w)2 + ρ2 (3.17)
with w an integration constant.
Similarly to the BM linear system that we discussed before, the BZ linear system
is an equivalent way to pose the non-linear problem (3.4). The BZ solution genera-
tion process starts with a seed solution ME,0 for which it is easy to deduce ΨE,0(λ)
such that ΨE,0(λ = 0) = ME,0; that can be flat space, with ME,0 = 11 ,ΨE,0 = 11.
The steps of this inverse scattering method toward a new solution are :
ME,0 → ΨE,0
dressing−−−−−→ χ(λ)ΨE,0(λ) = ΨE
λ=0−−→ME . (3.18)
The main step in this process is to find the dressing matrix χ(λ). Substituting









χ− χρU0 + λV0
λ2 + ρ2
. (3.19)
Moreover, χ has to fulfill additional requirements, in order to ensure that the new
solution ME is real and symmetric [9],[47],[49]. Note that symmetric translates to
]-invariant in the more general language of section 2.2; in the Ehlers coset GE/KE =
SL(2,R)/SO(2), the ] operation on matrices ∈ SL(2,R) is just transposition




η−1 = gT (3.20)
since η = diag(1, 1) for KE = SO(2). (For other symmetric spaces, the ]-operation
can be more than plain transposition. This is why it is often referred to as “gener-
alised transposition”).
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From (3.17), we have







such that w is invariant under the replacement λ → −ρ
2
λ . In addition, we observe
that
D1w = D2w = 0, (3.22)
meaning that for any function of w only, e.g. C(w), we have 3
D1C(w) = D2C(w) = 0. (3.24)
We conclude from the above result that every solution ΨE of (3.11) is determined
up to a function C(w) [11],[49]. Moreover, solutions of (3.11) have an additional











is also a solution of (3.11) and generally relates to ΨE as
Ψ′E = ΨEC(w), (3.26)
for some function C(w). Now taking the above relation, the definition (3.25) and











satisfies equations (3.19). The requirement
χ′(λ) = χ(λ) (3.29)
that Belinski and Zakharov have, ensures that ME is symmetric (the derivation of
χ′ relies on (3.25) with ME symmetric) but at the same time fixes the gauge freedom
in (3.27).
3This is because
D1,2C(w) = ∂z,ρ|λ fixed C(w) + ∂z,ρλ∂λC(w) = (3.23)
= ∂wC(w)∂z,ρw|λ fixed + ∂z,ρλ∂wC(w)∂λw =
= ∂wC(w)D1,2w = 0.
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Relation of BZ and BM linear system - Ehlers formulation
At this point, it is clear that the two linear systems share common characteristics
and of course (ultimately)generate solutions to the same problem. Both BM and
BZ linear systems are differential equations for a generating function (VE ,ΨE re-
spectively) depending on a spectral parameter and yielding the solution when this
parameter goes to zero. It is natural to ask how these objects are related to each
other. Starting from the spectral parameter and comparing (2.113) to (3.17) it is
clear that [13],[47]
λ(ρ, z) = −ρt(ρ, z). (3.30)
Keeping the above relation in mind, the generating functions VE(t, x),ΨE(λ, x) are
related by
ΨE(λ, x) = V
]
E(x)VE(t, x) (3.31)
where the right hand side becomes V ]EVE = ME at t = 0, consistent with (3.12).
However, there are some issues that we must consider with regards to (3.31). In the
BZ method, the generating function is dressed into a new one, through the matrix
χ which generally has determinant different than one. This means that the new
solution ME is no longer in the Ehlers group, therefore a non admissible solution.
In order to obtain the “physical” matrix MphysE , one needs to rescale ME such that
it fulfills the determinant condition. Moreover, the gauge fixing χ′(λ) = χ(λ) of BZ
is a strong condition which translates into fine tuning of integration constants in
the BM approach. Recalling that the ]-operation on t-dependent matrices involves
the replacement t→ −1t , we may view relation (3.28) as as an analogous property.
However, the gauge fixing of BZ does not occur in the BM approach. With all the
above considerations, relation (3.31) should be thought of as a representative one
and that the generating functions on either side of this relation are each a member
of an equivalence class under gauge transformations; therefore, it is generally hard
to match ΨE and VE that correspond to some solution through relation (3.31).
Relation of BZ and BM linear system - Matzner-Misner formulation
The relation of the generating functions Ψ and VMM proves to be trickier as a result
of the factor ρ in (3.9). We find that [44]
Ψ(λ, x) =
√
2ρtwV TMM (x)ηVMM (t, x). (3.32)
Note that the generating function VMM enters in the BM linear system when ex-
pressed in terms of Matzner-Misner data. In section 2.4, we only use the Ehlers
language, which proves to be simpler and more convenient for calculations that fol-
low. In principle however, one can state everything in the Matzner-Misner coset.
We note that relation (3.32) is different to the one given in [13]. The latter maps
the two generating functions at λ = t = 0 but not away from that point. The factor√
2ρtw in (3.32) is needed to restore the mapping for all λ, t.
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Solitonic solutions
In general, solving for a dressing matrix χ to generate a solution from a given seed
is a difficult problem. However, when χ has a special form, the problem becomes
purely algebraic; this special form is the so-called “solitonic” ansatz [9],[10] :






i.e. χ is a function with simple poles at λ = µk, k = 1, 2, ..., N . The pole positions
µk and the matrices Rk are functions of ρ, z. Putting w = wk in (3.17), with wk,
k = 1, 2, ..., N distinct numbers that we will take here to be real, the two solutions
for each pole trajectory µk read
µk = − (z − wk)±
√
(z − wk)2 + ρ2. (3.34)
The solutions with +/− sign in front of the square root are referred to as solitons /
antisolitons respectively. Now in order to deduce the form of Rk we will look at the
pole structure of the product χ−1(λ)χ(λ). At λ = µk, we have that
χ−1(µk)Rk = 0, (3.35)
since χ−1(λ)χ(λ) = 1 for all λ. This means that χ−1(µk), Rk are degenerate and





















b are vectors. In the BZ notation for the vectors, the lower
index denotes the vector component while the upper index is the soliton index,
enumerating the number of poles of the dressing matrix. Taking the equations (3.19)
at λ = µk together with (3.35) and (3.36) we find the equations for the vectors m
(k)
a .











0,b are arbitrary constant vectors. We note that there is a freedom in rescal-
ing the vectors m
(k)
0,b by arbitrary constant factors. However, as will be made clear
shortly, these overall factors do not change the final result of the solution genera-
tion process. Next, we need to determine the vectors n
(k)
a . We use the condition
χ′(λ) = χ(λ), where we substitute the ansatz (3.33) and put λ = −ρ
2
µk
, i.e. the poles







































Finally, the new solution ME,0 = ΨE |λ=0 = χ(0, ρ, z)ΨE,0(0, ρ, z) is given by















From the above expression and the formula (3.39), we can see that any arbitrary
constants arising from the normalization freedom of m
(k)
0,b will drop out. Indeed,
these factors in the numerator of (3.41) will be cancelled out by the inverse scaling
behaviour of matrix Γ−1.
The new solution is guaranteed to be symmetric by the BZ requirement (3.29).
However, its construction does not ensure that ME still has unit determinant, i.e.








Therefore, in order to obtain a new solution that fulfills the requirements, we have
to multiply ME with an appropriate factor. The formula for the physical solution










The choice of sign in front of ME is made in each case to ensure the right signature
of the final metric.
At this point, we have solved for one part of the final metric (that is ME) and
need the conformal factor in front of the two-dimensional base metric to reach a
complete new solution. Yet another nice feature of the solitonic case is that we can
also reach the conformal factor algebraically. The calculation is very similar to the
















−1 ·detΓBZ ·f2E,0, (3.44)
4The formulae (3.42),(3.43) are adjusted for the Ehlers BZ method and differ slightly from the
original ones for det g(phys), g(phys) in [9, 10, 11].
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with kBZ an arbitrary numerical constant and N the number of solitons.
For pure gravity in dimensions higher than four, i.e. in the case of SL(n,R)
with n > 2, the fractional powers of ρ in (3.43) coming from (3.42) typically lead to
singular solutions (see [50] and references within). In five dimensions, this problem
is overcome by the Pomeransky technique, where one starts with a suitable solitonic
seed solution, from which solitons are “removed” and then “re-added” [46]. This is
done in such a way that the generated solution is regular and satisfies the determi-
nant condition. In this case, the conformal factor can be obtained through a general
formula valid for n ≥ 2 [46, 47].
3.2 Breitenlohner-Maison approach
In the Breitenlohner-Maison approach (cf. section 2.4), a new solution is generated
via Geroch transformations of the monodromy matrix ME(w). The most difficult
part of this calculation is the factorization of ME as
ME(w) = (VE(t, x))] VE(t, x). (3.45)
In the soliton sector, where ME(w) is a meromorphic function with simple poles
in w, the Riemann-Hilbert problem (3.45) admits a solution that is obtained in a
purely algebraic fashion. We start with the following ansatz for ME(w)






that is a function with N poles at w = wk, k = 1, 2, ..., N . Ak are constant residue
matrices that we will take to be of rank one when GE = SL(2,R)E 3 ME(w).
Since detME = 1 and ME(∞) = 1 , we take the inverse matrix ME(w)−1 to be a
function with poles at the same points wk and residue matrices of rank one






For the coset space GE/KE = SL(2,R)E/SO(2), the ]-invariance of the monodromy
matrix means that it is symmetric (see (3.20). Therefore, the residues Ak, Bk must
be symmetric too. We use a symmetric decomposition for the residue matrices using
vectors ak, bk as follows
Ak = αkaka
T
k , Bk = βkbkb
T
k , (3.48)
where αk, βk are constant parameters. The ambiguity introduced by the choice
of normalization for ak, bk does not influence the final result of the calculation.
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Similarly to the scaling freedom of the vectors m
(k)
0,b in the BZ method, any constants
multiplying the vectors ak, bk disappear from the final solution
5.
We will start the factorization process from the following decomposition of the
monodromy matrix ME :
ME(w) = AT−(t, x)ME(x)A+(t, x), (3.49)
where we used the definition
VE(t, x) = VE(x)A+(t, x) (3.50)
(VE(t, x))] = A]+(−
1
t









and detA+ = detA− = 1. The matrix ME(x) =
V ]E(x)VE(x) = VE(x)


















(z − wk) +
√
(z − wk)2 + ρ2
)
, (3.53)
given by (2.113) at w = wk with the plus sign in front of the square root. Moreover,







We use the above relations to express ME(w) as a function of (t, x). We find that























In this form, ME has 2N poles, that is N poles at t = tk and N poles at t = − 1tk .
The pole structure of the product on the right hand side of (3.49) is such that the
5Similarly to the comment below (3.41), we can see that in the BM method too, the con-
stant rescaling of the vectors ak, bk leaves the final result unchanged. Indeed, the rescaling
ak → rkak, bk → skbk (by constants rk, sk) means that the parameters αk, βk must be changed
to r−2k αk, s
−2
k βk to preserve the products (3.48). This in turn means that the entries Γkl of the
(BM) Γ matrix will scale as rkslΓkl (see relations (3.61),(3.62),(3.65) that follow). With these
considerations, the final result for ME given by (3.68) is clearly unaffected by these scalings.
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poles at t = tk are due to A−(t, x) while the ones at t = − 1tk are due to A+(t, x)


















where ck, dk are new vectors to be determined later.
Using the expressions (3.55),(3.56) we can deduce conditions on the vectors ak, bk
by analysing the pole structure of the product ME(t, x)ME(t, x)−1. First, the




aTk bk = 0 for each k. (3.59)



























which is fulfilled if there exist γk such that
aTk
[



















bk = γkαkνkak. (3.62)
With the above relations, condition (3.60) holds, since both sides become equal to
αkνkβkγk(akb
T
k ). The next step is to determine the vectors ck, dk. We have that the
poles at t = − 1tk come from the matrix A+ in the decomposition (3.49), therefore we




The absence of double poles at t = − 1tk is ensured by the condition (3.59). The
























which is fulfilled when the following vector equation holds
ckΓkl = bl, (3.64)
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k bl for k 6= l.
(3.65)
and we have used the relations (3.61),(3.62). Defining c, b as 2 × N (or n × N for
GE = SL(n,R)) matrices with columns the vectors ck, bk respectively, we can write
(3.64) as the matrix equation
c = bΓ−1. (3.66)
Similarly, from the requirement for no poles at t = − 1tk in the productME(t, x)A
−1
+ ,
we get the condition that determines the dk vectors [26]
dT = Γ−1aT , (3.67)
where the matrices d, a are defined similarly to c, b above. At this stage, we can
reach the resulting formula for ME(x) in (3.49), using the fact that ME(∞) = 1
and that A+(0, x) = 11 = A−(∞, x) :
ME = A
−1









Once we obtain ME(x) we factorize it as ME = V
T
E VE and read off the scalar fields
from VE(x) (see parameterization (2.68) when GE/KE = SL(2,R)E/SO(2)).
Conformal factor
In the soliton sector, the conformal factor in the BM approach is given by a formula,
as was the case in the BZ method (c.f. (3.44)). To reach this result [26], we start
from the differential equations for the conformal factor fE




Next we write Tr(PE,±PE,±) in terms of the matrix A+(t) . To achieve this, we
evaluate the residue of the poles at t = ±i in the linear system (2.115). Using the
relation
∂±VE(t, x) = ∂±VE(t, x)|t + (∂±t)V̇E(t, x), (3.70)
with V̇E(t, x) = ∂VE(t,x)∂t , together with (2.110) gives
± i∂± ln ρ V̇E(±i) = PE,±VE(±i). (3.71)
Substituting V in (3.71) using relation (3.50), we obtain an expression for PE,± in
terms of A+(±i) and Ȧ+(±i). This expression is then used in the right hand side of
(3.69) and gives









Using the ansatz for A+(t) together with (3.66) and the identity a
T
k bk = Γkl(tk − tl)
(see (3.65)) we get







where T is an N × N diagonal matrix with entries tk. Differentiating aTk bk =
Γkl(tk − tl) with respect to the light cone coordinates for k 6= l, we obtain the
components with k 6= l of the equation
∂±Γ = −(∂± ln ρ)
11
11± iT
[Γ∓ iTΓ∓ iΓT + TΓT ] 11
11± iT
. (3.74)
For the components with k = l , we differentiate the relation (3.62). This calculation
yields that (3.74) holds for the diagonal components Γkk as well noting that the left
hand side of (3.62) is constant. Now we use the result (3.73) into (3.72) and bring
the right hand side to a convenient form involving terms that are total derivatives
using (3.74). We find that 3.72 can be expressed in the form















where (Tν) is the diagonal matrix with entries tkνk. Finally, integrating (3.75), we
find
f2E = kBM ·
N∏
k=1
(tkνk) · det Γ, (3.76)
where kBM is an integration constant that is determined according to desired prop-
erties for the final solution, such as asymptotic flatness.
3.2.1 Construction of the Kerr-NUT solution
It is known from calculations using the BZ method that (single-center) black hole
solutions are 2-soliton solutions [11, 50]. Using the factorisation algorithm presented
above, Breitenlohner and Maison have constructed the Schwarzschild and Kerr solu-
tions in [26, 27]6. We extend this study to the Kerr-NUT solution that we construct
as the most general 2-soliton solution involving three parameters that correspond to
mass, angular momentum and NUT charge.
We start with a general ansatz for M(w) with two poles











i.e. N = 2 and we have chosen, without loss of generality, the poles to be at
w1,2 = ±c , c > 0 . The vectors a1, a2 are two dimensional and α1, α2 are parameters
6In the class of solutions with two spacelike isometries, the construction of a colliding plane-wave
solution in the BM approach is demonstrated in [31, 32].
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that we will choose appropriately in what follows. We start with the vectors a1, a2












making use of the normalization freedom that was discussed earlier to set one of the
components to one. Defining the matrix ξ as














, α = diag{α1, α2}, (3.80)
such that the condition detM(w) = 1 is fulfilled for the ansatz (3.77). Next, we can
choose the matrices b = (b1 b2), β = diag{β1, β2} as











1 + ζ21 ζ1 + ζ2





and for the parameters α1, α2
α1 =
2c(1 + ζ22 )
(1− ζ1ζ2)2
α2 = −
2c(1 + ζ21 )
(1− ζ1ζ2)2
. (3.84)
















and the parameters β1, β2
β1 = −2c(1 + ζ22 ), β2 = 2c(1 + ζ21 ). (3.86)
For the vectors a1, a2, b1, b2 the following relations hold
aTk bk = 0 for k = 1, 2 and a
T
2 b1 = −aT1 b2 = 1. (3.87)
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(t2 − t1 − t21t2 + t1t22)(1 + ζ21 )
(3.89)











The next step is to find the c1,2 vectors from (3.66) (or the d1,2 vectors from (3.67)).
Finally, we reach the matrix M(x) as M = A−1+ (t)|t→∞. From (3.68) and the choice
(3.81) we have that [26]
ME(x) = 1 + a(ΓTε
−1ξ)−1aT , where T = diag {t1, t2}. (3.91)














Interpretation as Kerr-NUT metric
From the parameterization (2.2) and (2.11), we see that the factor in front of the
base metric is equal to ∆−1fE
2 while according to section (3.1), the Killing part g of
the metric is related to the Matzner-Misner coset metric as g = ρη̄MMM . Therefore,
in order to write the final spacetime metric, we need to first read off the scalars in
the Ehlers coset from the solution ME that we obtained in the previous section and
then integrate the duality relation (2.20) to get the Matzner-Misner scalar ψ. The
four-dimensional line element has the form






It is more convenient to use prolate coordinates (u, v) to present the solutions
for the scalar fields. The relation of (u, v) to the Weyl coordinates is
z = uv, ρ =
√
(u2 − c2)(1− v2), c ≤ u <∞, −1 ≤ v ≤ 1. (3.94)
The pole trajectories t1 and t2 as functions of u, v read
t1 =
(u− c)(1 + v)√
(u2 − c2)(1− v2)
, t2 =
(u+ c)(1 + v)√




























2cu(ζ2 − ζ1)(1− ζ1ζ2)− 2c2v(ζ1 + ζ2)(1 + ζ1ζ2)
]
, (3.98)
where the denominator D in these expressions is
D = v2c2(ζ1 +ζ2)
2 +2vc2(ζ22 −ζ21 )+u2(1−ζ1ζ2)2 +c2(1+ζ21 )(1+ζ22 )+2cu(1−ζ21ζ22 ).
(3.99)







2(1− ζ1ζ2)2 − c2(1 + ζ21 )(1 + ζ22 )− c2v2(ζ1 + ζ2)2, (3.100b)
Nψ = −4c3ζ1(1 + ζ21 )(1 + ζ22 )− 2c2(ζ1 + ζ2)(1− ζ21ζ22 )u+ 2c(ζ1 − ζ2)
(1− ζ1ζ2)2u2 − 2c3(ζ1 − ζ2)(1− ζ1ζ2)2v + 2c(ζ1 − ζ2)(1− ζ1ζ2)2u2v







2 + 2c2(ζ1 + ζ2)(1− ζ21ζ22 )uv2. (3.100c)
At this point, we have not yet established the relation of the parameters c, ζ1, ζ2 to
the familiar parameters of the Kerr-NUT solution, i.e. the mass m, the rotational
parameter a and the NUT parameter n. In order to do so, we compare the metric
components of (3.93) with the above solutions for the scalars ∆, ψ to the Kerr-NUT
metric
ds2 = − 1
Σ
(




















Σ = r2 + (n+ a cos θ)2 (3.102a)
Ξ = r2 − 2mr − n2 + a2 (3.102b)
χ = a sin2 θ − 2n(1 + cos θ) (3.102c)
7This calculation was performed following the conventions in [13] where the entries in (gab) =





. In the parameterization (2.43),(2.61) this corresponds to
exchanging the diagonal entries.
8Alternatively, one could construct the generating function VE(t) and apply the algebraic
Kramer–Neugebauer transformation (relating the Ehlers and Matzner–Misner description) to obtain
VMM (t) that directly contains ψ [13].
42
and use the relation of the u, v coordinates to the standard Boyer-Lindquist coordi-
nates (r, θ) :
u = r −m, v = cos θ. (3.103)









m2 + n2 − a2, (3.104)
we find that the metric (3.93) matches the Kerr-NUT metric (3.101). From (3.104)
we find
a = −m ζ1 + ζ2
1 + ζ1ζ2
, n = m
ζ1 − ζ2
1 + ζ1ζ2




When ζ1 = ζ2, we recover the Kerr solution. The expressions for the scalars agree
with the ones in [27] and [26] (once certain typos are corrected). The Schwarzschild
solution is recovered when ζ1 = ζ2 = 0 [27, 32].
Finally we can compute the conformal factor for the Kerr-NUT solution using
the formula (3.76). We find
f2E = −kBM
u2 −m2 − n2 + a2v2
4(m2 + n2)(u2 − c2v2)
. (3.106)
We choose the constant kBM such that fE → 1 as r → ∞, which gives kBM =
−4(m2 + n2). We have
f2E =
u2 −m2 − n2 + a2v2
(u2 − c2v2)
(3.107)
and in the final spacetime metric the conformal factor reads
∆−1f2E =
(m+ u)2 + (n+ av)2
u2 − c2v2
. (3.108)
which agrees with (3.101). Using the relations (3.104) and the ansatz (3.77), the






(m+ w)2 + (n+ a)2 2(am− nw)
2(am− nw) (w −m)2 + (a− n)2
)
(3.109)
with c as in (3.104). (Setting n = 0, a = 0, we get the monodromy matrix of the





In this chapter, we will present the generalization and application of the BM tech-
nique to STU supergravity. This is a gravity theory, that upon reduction to three
dimensions, belongs in the class of GE/KE σ-models discussed in the first chapter.
The global Ehlers group GE is SO(4, 4) and (for the sequence of reductions discussed
here) the denominator group KE is SO(2, 2) × SO(2, 2). In the joint work with A.
Kleinschmidt and A. Virmani [51], we study the case of four-dimensional asymptot-
ically flat solutions within the STU model. We provide a generalisation of the BM
method for solitonic solutions that is adjusted to the group structure in this model
and exhibit its applicability by reconstructing explicitly a (non-extremal), charged,
rotating black hole solution. The most general black hole solution in this set-up
involves eight charges, four electric and four magnetic [52, 53]. For our purposes,
which are mainly to test the inverse scattering approach to STU supergravity, we
will aim for the Cvetic-Youm [54, 28] four-charge solution with one electric and three
magnetic charges [28, 55, 56, 57, 58]. As we will see shortly, a new element in the
generalisation of the BM algorithm to SO(4, 4)/(SO(2, 2)×SO(2, 2)) is the increased
rank of the residue matrices in the solitonic ansatz (rank is two as opposed to one
in Einstein gravity). This development motivated us to phrase the formalism in a
general way, accommodating all cases with rank r ≥ 1. This extension could cover
other coset models with different groups involved, assuming that it is possible to
work with the matrix representation of the respective group elements.
4.1 STU model and preliminaries
Let us start with a brief description of the four-dimensional STU supergravity model.
The latter is N = 2 supergravity coupled to three vector multiplets and the letters
“S-T-U” refer to the names of the three complex scalars in the theory, namely the
dilaton/axion, the Kähler form field and the structure field respectively. In our
work, we choose to start from ten-dimensional type IIB string theory (other string
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theories that are related by duality can be taken as starting points; these different
duality frames correspond to interchanges of the S,T,U fields [59, 60]) and obtain
the STU model through a series of dimensional reductions. First reducing on a
four-torus, we obtain a six-dimensional consistent truncation of the parent theory
and with subsequent reduction on a two-torus, obtain the so-called STU model in
four dimensions. Another route to this model is the reduction of M-theory on a
six-torus, resulting in the five-dimensional U(1)3 supergravity theory which in turn
gives four-dimensional STU supergravity upon further reduction. We will be brief in
our preliminary discussion on the STU model, since the details are well documented
in the literature [59, 60, 56]. For the most part, we will follow the notation and
conventions of [61, 58].
Let us consider a consistent truncation of the ten-dimensional string theory on








2Φ10 with Φ10 the type IIB dilaton. In the six-dimensional effective
theory, the bosonic part is described by the Lagrangian [60]
L(6d) = R(6d) ?6 1−
1
2





2Φ ?6 F[3] ∧ F[3], (4.2)
where the three-form field F[3] is given by F[3] = dC[2], with C[2] the Ramond-
Ramond two-form of the IIB theory.
For the calculations in this chapter, the dimensional reduction from six to three










D = 3. (4.3)
Thus, starting from reduction of (4.2) on a circle, with a standard Kaluza-Klein



































The Lagrangian in five dimensions is given by
L(5d) = R(5d) ?5 1−
1
2
?5 dΦ ∧ dΦ−
1
2











































with F 1[2], F
2










of this theory arises when the two-form that is “hidden” in F
(5d)
[3] is dualized into a
new one-form A3[1]. A similar process was followed in section 2.1.1, where a two-form
was dualized into a scalar, thereby leading to the Ehlers Lagrangian of Einstein
gravity in three-dimensions. The same strategy applies here, but in five dimensions,
duality relates a two-form to an one-form. (More generally, in D-dimensions the dual
object to a p-form is (D − p − 2)-dimensional). We add a term to the Lagrangian
which vanishes by virtue of the Bianchi identity for the field F
(5d)
[3] and vary the new



















[3] from the above equation into the new La-















































The index I takes values I = 1, 2, 3, (GIJ) is diagonal with entries GII = (h
I)−2
and the symbol CIJK is symmetric under the interchange of pairs of indices with
C123 = 1.
Let us now reduce this theory to four dimensions. Our aim is to reach a La-
grangian that is equivalent to the (bosonic part of the) STU Lagrangian with the



















Defining the two-form field strengths F̌Λ[2] = dǍ
Λ
[1] with Λ = 0, 1, 2, 3, the reduction
of (4.9) to four dimensions reads




I ∧ dhJ − 3
2












































Now if we combine χI and hI into complex scalar fields zI such that zI = −χI+if̌hI
and make the identification zI = X
I
X0






in the gauge X0 = 1. The latter theory can be written in the form [62]
L(4d) = R(4d) ?4 1− 2gIJ̄ ?4 dXIdX̄ J̄ +
1
2
F̌Λ[2] ∧ ǦΛ[2]. (4.14)
The metric gIJ̄ is the Kähler metric given by gIJ̄ = ∂I∂J̄K, with Kähler potential






. With the definition of the complex symmetric
matrix NΛΣ





where FΛ = ∂ΛF and FΛΣ = ∂Λ∂ΣF , the two-forms ǦΛ[2] are given by
ǦΛ[2] = (ReN)ΛΣ F̌
Σ
[2] + (ImN)ΛΣ ?4 F̌
Σ
[2]. (4.16)
In our set-up, where zI = X
I
X0
= XI = −χI + if̌hI and setting xI = −χI , yI =
f̌hI , we have that
zI = xI + iyI , (4.17)
such that we write for NΛΣ
(ReN)ΛΣ =

−2x1x2x3 x2x3 x1x3 x1x2
x2x3 0 −x3 −x2
x1x3 −x3 0 −x1




























−1 −x1 −x2 −x3
−x1 −x21 − y21 −x1x2 −x1x3
−x2 −x1x2 −x22 − y22 −x2x3
−x3 −x1x3 −x2x3 −x23 − y23
 , (4.20)
where we have lowered the index I to make the notation clearer.
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Reduction to D=3: the SO(4, 4)/(SO(2, 2)× SO(2, 2))
coset model
Further reduction of (4.12), along a timelike direction, leads to a gravity-matter
system that is described by a GE/KE = SO(4, 4)/(SO(2, 2)×SO(2, 2)) coset model.
The matter part is purely scalar and is parameterized by
dim (SO(4, 4)/(SO(2, 2)× SO(2, 2))) scalar fields, i.e.
dim (SO(4, 4)) − dim (SO(2, 2)× SO(2, 2)) = 28 − 12 = 16 fields. Indeed, there are
six scalars (xI , yI) that are already present in four dimensions while another five
scalars originate from the Kaluza-Klein reduction; the remaining five come from the
dualization of three-dimensional vectors. In more detail, starting from the parame-
terization of the metric as
ds24 = −e2U (dt+ ω3)2 + e−2Uds23 with ds23 = f2E(dρ2 + dz2) + ρ2dφ2 (4.21)





we get the scalars U, ζΛ and the one-forms ω3, A
Λ
3 . The latter are dualized into






= −e4U ? dω3 (4.23)
and







Thus we have a set of 16 scalars in three-dimensions that we denote as ϕi =(
U, zI , z̄I , ζΛ, ζ̃Λ, σ
)
and the Lagrangian takes the σ-model form (cf. (2.21))





where the metric hij on the manifold GE/KE = SO(4, 4)/(SO(2, 2)×SO(2, 2)) reads
hijdϕ




































where Pm is given by (2.32b). The generalised transposition ] is the anti-involution
that fixes the subgroup SO(2, 2)× SO(2, 2) through the relation
k]k = 1, k ∈ SO(2, 2)× SO(2, 2) (4.29)
and acts on the group elements g ∈ SO(4, 4) as
g] = τ(g−1) = η′gT η′−1 (4.30)
with
η′ = diag (−1,−1, 1, 1,−1,−1, 1, 1) (4.31)
the inner product preserved by SO(2, 2) × SO(2, 2). The group element V (x) that
we choose as the “triangular” coset representative is given by









) · e−ζΛEqΛ−ζ̃ΛEpΛ · e−σE0 . (4.32)
In the above expression, H0, HI , EI , EqΛ , EpΛ , E0 are generators of SO(4, 4). We
will use the fundamental representation basis in [61, 58]. The defining property of
matrices g in SO(4, 4) is
g−1 = ηgT η (4.33)







We will group the 28 generators of SO(4, 4) as follows (Λ = 0, 1, 2, 3)
HΛ, EΛ, FΛ, EqΛ , FqΛ , EpΛ , FpΛ (4.35)
and write them in terms of 8 × 8 matrices Eij whose (ij)-entry is one and all the
rest are zero [61]:
H0 = E33 + E44 − E77 − E88, H1 = E33 − E44 − E77 + E88,
H2 = E11 + E22 − E55 − E66, H3 = E11 − E22 − E55 + E66, (4.36)
E0 = E47 − E38, E1 = E87 − E34, E2 = E25 − E16, E3 = E65 − E12, (4.37)
F0 = E74 − E83, F1 = E78 − E43, F2 = E52 − E61, F3 = E56 − E21, (4.38)
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Eq0 = E41 − E58, Eq1 = E57 − E31, Eq2 = E46 − E28, Eq3 = E42 − E68, (4.39)
Fq0 = E14 − E85, Fq1 = E75 − E13, Fq2 = E64 − E82, Fq3 = E24 − E86, (4.40)
Ep0 = E17 − E35, Ep1 = E18 − E45, Ep2 = E67 − E32, Ep3 = E27 − E36, (4.41)
Fp0 = E71 − E53, Ep1 = E81 − E54, Fp2 = E76 − E23, Fp3 = E72 − E63. (4.42)
Moreover, the subgroup SO(2, 2)× SO(2, 2) ≈ SL(2)4 is generated by
KΛ = EΛ − FΛ, KqΛ = EqΛ + FqΛ , KpΛ = EpΛ + FpΛ . (4.43)
Finally, we make the note that for the generators (4.36), we have that
Tr(HΛHΛ) = 4, which due to the convention (2.38) in section 2.2 gives
〈Pm, Pn〉 = Tr(PmPn) (4.44)
for the matrices Pm in the group SO(4, 4) in the basis stated above. We note that
the factor in front of the trace is now one instead of two in (2.51). The equations of
motion derived from (4.27) are (2.39a),(2.39b) with the relation (4.44).
4.2 Riemann-Hilbert factorisation for SO(4, 4)
So far we have discussed the STU supergravity theory up to the point of reduction
to three dimensions, whereby the (finite) Ehlers symmetry arises. The problem of
finding solutions of this theory becomes tractable by the inverse scattering method
when the theory is reduced to two dimensions, along an additional (spacelike) Killing
direction. The equations of motion in two dimensions are formally identical to






µ) = 0, (4.45b)
where the only change with respect to chapter 3 is the factor (1/4) on the right
hand side of (4.45a) instead of (1/2) in (3.69). The solutions are of course restricted
to the class of stationary, axisymmetric spacetimes. However, this is physically quite
an interesting sector, since it includes black hole solutions that are attainable by the
BM soliton algorithm.
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In this section we will extend the BM technique to solitonic matrices M(w) ∈
SO(4, 4). We will proceed along the lines of section 3.2, extending it to the case
of GE = SO(4, 4), KE = SO(2, 2) × SO(2, 2) that is relevant to the STU model
discussed above. We will present the formalism in the Ehlers coset only and will
drop the subscript “E” from the matrix-valued functions to simplify our notation.
For the case of four-dimensional, asymptotically flat solutions, we will take our seed
solution to be flat space with
V(t) = 11 and f = 1 (4.46)
where V is an 8×8 matrix ∈ SO(4, 4) and t denotes the BM spectral parameter (not
to be confused with the time coordinate). One interesting modification that arises
in this context is that we take the residue matrices to be of rank two. This is sup-
ported by the observation that for physically interesting solutions, the matrix M(x)
appears to “contain” the corresponding SL(2) matrix (of Einstein gravity) twice. In
particular, we observe this structure of M(x) (and M(w)) in known solutions such
as the Kerr solution in the context of STU gravity. We find that this is still true
for charged rotating black hole solutions. The latter can be obtained from Harrison
transformations of the Kerr coset metric M(x) [58]. We will explicitly reconstruct
this solution through charging transformations of the 2-soliton Kerr monodromy
matrix M(w) that we factorise using the BM algorithm that follows.








and defining a matrix A+(t, x) as in section 3.2
V(t, x) = V (x)A+(t, x) (4.48)
(V(t, x))] = A]+(−
1
t
, x)V ](x) (4.49)




, we wish to factorize the mon-
odromy matrix M as
M(w) = A]−(t, x)M(x)A+(x). (4.50)
As before, we consider the solitonic ansatz forM(w) (3.46), but due to the property
(4.33), we get
















Using the expression (3.52) we arrive at















′ − βk(ηbk)(ηbk)T η′, (4.53)
where ak, bk are constant 8-dimensional vectors and αk, βk are constant parameters.
As we will see shortly, the above choice of notation for the residues is explained if
one keeps in mind the SL(2,R) case of the previous chapter. Moreover, it is easy to
see that the matrices (4.53) are ]-invariant, as required for the ]-invariance ofM(w).
Following the same type of analysis as in section 3.2, we study the conditions for
absence of single and double poles at t = − 1tk in the productMM
−1 or in this case
the product MηMT .
The conditions for no double poles read
AkηA
T
k = 0 for all k . (4.54)
or in terms of the vectors ak, bk
aTk ηak = 0, (4.55a)
bTk ηbk = 0, (4.55b)
aTk bk = 0, (4.55c)























we write the condition (4.56) as
Akηη′αkakaTk −Akηη′βk(ηbk)(ηbk)T = −αkakaTk η′ηATk + βk(ηbk)(ηbk)T η′ηATk .
(4.58)
For the above condition to hold, it is sufficient that there exist (space-time depen-
dent) γk such that
Akηη′ak = νkβkγk(ηbk), (4.59a)
(ηbk)
T η′ηATk = νkαkγkaTk . (4.59b)
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Next, we write a generalised ansatz for the matrix A+ (cf. (3.57))










′ − (ηdk)(ηbk)T η′ . (4.61)
Again, as in the SL(n,R) case, we study the poles in the product A+(t)ηMT (t, x)
at t = −1/tk, in order to find the relations of the vectors ak, bk, ck, and dk. The
requirement that the product have no double poles results in the condition
CkηA
T
k = 0 , (4.62)
which is satisfied when (4.55) hold. The absence of single poles at t = −1/tk in













k = 0. (4.63)




























































If we assume further orthogonality conditions for the vectors ak, bk, i.e.
aTl ηak = 0, (4.67a)
bTl ηbk = 0, (4.67b)
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which in matrix form read
η′a = dΓT , (4.70a)
η′b = cΓ . (4.70b)
The matrices a, b, c, and d are 8×N matrices whose columns are the vectors ak, bk, ck,





for k = l
aTk bl
tk−tl for k 6= l.
(4.71)
With the above relations, we may write the matrix A+ as
A+(t) = 1 − η′bΓ−1
t
11 + tT






where T is the N ×N diagonal matrix with entries tk. Finally, the matrix M(x) is
given by the limit of the inverse of (4.72) as t→∞, i.e.
M(x) = A−1+ (∞) = ηAT+(∞)η, (4.73)
with




bT η′ + η′ηbT−1Γ−1aT η′η. (4.74)
With the additional assumption aTl bk = −aTk bl for l 6= k, i.e., that the Γ matrix is
symmetric, (4.74) becomes
AT+(∞) = 11− η′aT−1Γ−1bT η′ + η′ηbT−1Γ−1aT η′η. (4.75)
We find that for solutions such as the Kerr black hole and the four-charge rotating
black holes in STU supergravity, the assumptions in this section hold true. It might
be the case that this remains true for solutions of physical interest in general.
Computation of the conformal factor
In the previous chapter, right after section 3.2, we outlined the algebraic computation
of the conformal factor formula in the soliton sector (cf. (3.76)). The process is
generally the same but some differences should be noted. In the present case, the
matrix A+ is of rank-two and is given by (4.60), (4.61). Moreover, the equation for
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the conformal factor (4.45a) has now a factor of (1/4) in front of Tr(P±P±) (instead
of (1/2)). Therefore equation (3.72) becomes































and the trace on the right hand side of (4.76) becomes













where the factor of 2 on the right hand side is due to the increased rank of matrix
A+. We find that the conformal factor is given by
f2 = kBM ·
N∏
k=1
(tkνk) · det Γ, (4.79)
where kBM is an integration constant.
4.2.1 Construction of four-charge rotating black hole
In this section we will apply the algorithm presented above to construct a four-charge
rotating black hole, with flat space as the seed solution.
We start with a 2-soliton ansatz for the monodromy matrix














′ − β2(ηb2)(ηb2)T η′, (4.81b)
and where a1, a2 and b1, b2 are 8-dimensional vectors. In order to find the vectors
a1, a2 and b1, b2 for the four-charge black hole, we look at the simpler case of the
Kerr-black hole in the SO(4, 4) context. From the structure of the SO(4, 4) matrix
M(x) and embedding of the Ehlers’s SL(2,R) in it, we make the ansatz for the
vectors a1, a2
a1 = (0, 0,−ζ, 0, 0, 0, 0, 1)T , (4.82a)
a2 = (0, 0, 1, 0, 0, 0, 0,−ζ)T . (4.82b)
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For the b-vectors, similarly to the previous chapter, we construct the ξ = aT η′a ma-
trix, with a the 8×2 matrix whose columns are the vectors a1, a2. The corresponding
b matrix is given by
b = (
√






We note that the factor
√
det ξ above is included so that the b-vectors acquire a
simpler form. We get
b1 = (0, 0, 1, 0, 0, 0, 0, ζ)
T (4.84a)
b2 = (0, 0,−ζ, 0, 0, 0, 0,−1)T . (4.84b)















Moreover, we can easily verify that the conditions (4.55) as well as the additional
assumptions (4.67) and aTl bk = −aTk bl for l 6= k hold. We have that
aT1 ηa1 = 0, a
T
2 ηa2 = 0, a
T
1 ηa2 = 0, (4.87a)
bT1 ηb1 = 0, b
T
2 ηb2 = 0, b
T
1 ηb2 = 0, (4.87b)
aT1 b1 = 0, a
T
2 b2 = 0, a
T
1 b2 = −aT2 b1 = −1 + ζ2. (4.87c)






m2 − a2. (4.88)
we find that the monodromy matrix reads
M(w) =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 + 2m(m−w)
w2−c2 0 0 0 0
2am
w2−c2
0 0 0 1 + 2m(m−w)
w2−c2 0 0 −
2am
w2−c2 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 − 2am









The factorisation of the above matrix corresponds to the Kerr solution in the context
of the STU model. Given the Kerr monodromy matrix, we can reach a monodromy
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matrix for a charged black hole solution through appropriate group transformations
as follows [28, 58, 51]
M4-charge(w) = g]M(w)g. (4.90)
In particular, for the four-charge black hole with three-magnetic charges and one-
electric charge, the charging group element is
g = exp[−δ0(Eq0 +Fq0)] · exp[δ1(Ep1 +Fp1)] · exp[δ2(Ep2 +Fp2)] · exp[δ3(Ep3 +Fp3)],
(4.91)
which is an element in KE, satisfying g
]g = 1 (cf.(4.43)). Applying this group
transformation on (4.80) with vectors given by (4.82), we find that the new vectors
read
a1 = (−c0s1,−ζc3s2,−ζc2c3,−s0s1,−c1s0,−ζc2s3, ζs2s3, c0c1)T , (4.92a)
a2 = (ζc0s1, c3s2, c2c3, ζs0s1, ζc1s0, c2s3,−s2s3,−ζc0c1)T , (4.92b)
b1 = (ζc0s1,−c3s2, c2c3,−ζs0s1, ζc1s0,−c2s3,−s2s3, ζc0c1)T , (4.92c)
b2 = (−c0s1, ζc3s2,−ζc2c3, s0s1,−c1s0, ζc2s3, ζs2s3,−c0c1)T , (4.92d)
where we use the notation ci = cosh δi and si = sinh δi. The conditions (4.87a),








With the above expressions we construct the Γ matrix from the definition (4.71)
and subsequently the c and d matrices (hence the ck and dk vectors). Thus we have
achieved the factorisation (4.50) for the charged monodromy matrix and we obtain
M(x) through (4.73),(4.75). From the matrix M we read off the scalar fields and
once we integrate all the relevant duality relations to find the scalars that enter the
final metric, we are able to reconstruct the corresponding part of the four-charge
black hole metric. For the full solution, we need the conformal factor which we get
using (4.79):
f2 = −4kBM t21t22(1− ζ2)2
(1 + t1t2)
2(1− ζ2)2 − 4(t1 − t2)2ζ2
(1 + t21)(1 + t
2
2)(t1 − t2)2(1 + t1t2)2(1 + ζ2)2ρ2
. (4.94)
Getting to the four-charge black hole
After successful factorization of (4.90), we are left with the matrix M(x), from
which we read off the scalar fields ϕi. In principle, together with the conformal
factor (4.94), we have all the information needed to construct the line element of
the four-charge black hole geometry. However, there are a few more steps into the
“decoding” of all this information and its final, “recognizable” form.
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Starting from the 8 × 8 matrix M (4-charge) which is a function of two variables
(t1, t2) (i.e. the pole trajectories), we first change to the more convenient prolate
coordinates (u, v) using relations (3.95). Next, according to the parameterization
(4.32), we read off the profiles for the various scalar fields and perform the integra-
tions of equations (4.23),(4.24). From these integrations we obtain the one-forms
ω3, A
Λ
3 and we can write the metric in the form (4.21) (or the five-dimensional uplift
given by (4.10)). In order to recognize the metric as that of a (charged), rotating
black hole, we identify the parameters ζ, c as in (4.88) (in these expressions a is the
bare rotation parameter and m is the bare mass parameter) and change to Boyer-
Lindquist coordinates (3.103) for the presentation of the final expressions. We first
write these expressions using the following definitions 1
∆ =


















where we have set x ≡ cos θ and
hi = (c
2
i − s2i∆), (4.98a)
ci1...in = cosh δi1 . . . cosh δin , (4.98b)
si1...in = sinh δi1 . . . sinh δin , (4.98c)
(the hi here are not to be confused with the fields h
I in section 4.1). For the fields





































1We note that, our result for σKerr matches the corresponding result in [58] when multiplied
by a factor of 2. This is because in [58] there is a factor of 1/2 multiplying the σ field in the
parameterization of V (x).
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(∆2 −∆ + σ2Kerr)− 2∆
]}
. (4.101)































































(c3h0h1h2 + (s3c012 − c3s012∆)s012σ2Kerr)
}
. (4.103d)
Finally, the one-forms ω3, A
Λ
3 are given by
ω3 = 2am(1− x2)
(c0123r − (r − 2m)s0123)
r2 − 2mr + a2x2
dφ, (4.104)
and
A03 = −2am(1− x2)
(s0c123r − (r − 2m)c0s123)
r2 − 2mr + a2x2
dφ, (4.105)
A13 = 2ms1c1x
r2 + a2 − 2mr
r2 − 2mr + a2x2
dφ, (4.106)
A23 = 2ms2c2x
r2 + a2 − 2mr
r2 − 2mr + a2x2
dφ, (4.107)
A33 = 2ms3c3x
r2 + a2 − 2mr
r2 − 2mr + a2x2
dφ. (4.108)
Together with the above one-forms, the list of fields involved in the final solution,
59




























with W̃ 2 := (r2 + a2x2)2W 2 given by
W̃ 2 = r0r1r2r3 + a







+ 8m2c0123s0123 − 4m2(s2012 + s2123 + s2023s2013 + 2s20123)]. (4.111)























0)c123s123 − c0s0(s212 + s223 + s213 + 2s2123). (4.113)
Using these expressions, we can write the four-dimensional metric (4.21) and the
various matter fields (4.22) that describe the four-charge Cvetic-Youm solution.









in order to ensure asymptotic flatness.
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At this point there is one important note to make. As we have already seen, the
monodromy of the four-charge solution is obtained by a group transformation of the
form




where g](Geroch)(w)M(flat) g(Geroch)(w) = M(Kerr)(w), i.e. the Geroch group transfor-
mation is the one supplying the pole structure that turns flat space into the Kerr
black hole. The charges are added to this solution by the constant element in the
finite subgroup KE . In the present case, as well as in all example solutions that we
work out with the BM method, the explicit Geroch group transformation is not used.
Instead, we start from a general meromorphic ansatz for M(w) that is an element
in the affine extension of GE . However, if one wishes to view e.g. M(Kerr)(w) as a
solution generated by a Geroch group transformation, the particular group element
can be straightforwardly deduced2 . As for the constant group transformation that
we apply onM(Kerr)(w), it has the effect of rotating the vectors ak, bk but does not
affect the Γ matrix (4.71). Indeed γ1,2 in (4.93a),(4.93b) are the same as in the Kerr
solution and the inner products of ak, bk remain invariant under KE-transformations
by virtue of the property k]k = 1, k ∈ KE . As a result, the conformal factor (cf.
(4.79)) remains unchanged and so does the three-dimensional base metric in (4.21):
ds23 =
r2 − 2mr + a2x2
r2 − 2mr + a2
dr2 + (r2− 2mr+ a2x2) dx
2
1− x2
+ (1−x2)(r2− 2mr+ a2)dφ2.
(4.117)
This observation is consistent with the finite-dimensional solution generating trans-
formations used by many authors (for example this is also noted in [63], where
finite-group transformations are used to generate stationary axisymmetric solutions
in five dimensional gravity).
2Indeed, to generate the Kerr monodromy matrix (4.89), one acts on the flat space monodromy
as g](Geroch)(w)M
(flat) g(Geroch)(w) = M(Kerr)(w) with the Geroch group element g(w) given by
(M(flat) = 11, c2 = m2 − a2):
g(w) =

1 0 0 0 0 0 0 0


















0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0










with w in a suitable domain, where M(Kerr)(w) is holomorphic [13]. In this domain, the above g is
also holomorphic and satisfies det g(Geroch)(w) = 1, g(Geroch)(w →∞) = 1.
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4.3 Generalisation of Breitenlohner-Maison technique:
residues of rank r
In this section, we will present a generalised version of the soliton BM algorithm that
accounts for residue matrices of rank r. We assume a set-up where a symmetric space
GE/KE is relevant and that the group elements acquire a matrix representation. The
anti-involution ] is defined such that the elements k in KE satisfy k
]k = 1 .
Once again, we start with an N -soliton ansatz for M(w)













with Ak, Bk the x-independent residue matrices. Let us also repeat the t-dependent
expansions for M























We wish to factorise M with the above expansion, as in (4.50). We take Ak, Bk to
be n × n diagonalizable matrices of rank r, (r ≤ n), which are also ]-invariant, i.e.
Ak = A
]
k and Bk = B
]



















where λαk are the entries of the diagonal matrix Λk that are different than zero.
By uαk and v
αT
k we denote the (n-dimensional) column vectors of matrix Uk and
corresponding row vectors of matrix U ]k respectively, that correspond to the λ
α
k . The
decomposition (4.123) is not written in a manifestly“]-invariant” form. However, it
is possible to do so, as soon as we have the explicit action of the ] operation on
g ∈ GE . To illustrate this, let us take the already familiar example of the coset
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model GE/KE = SO(4, 4)/(SO(2, 2)× SO(2, 2)). With the ] acting on g ∈ SO(4, 4)



















where we use that (Λk)
] = Λk and the definition Λ
′
k = η
′Λk. Moreover, we define
the ] operation on column vectors as u]k = u
T
k η
′ and on row vectors as uTk
]
= η′uk.
(With this definition , for any vector v and a matrix S given by S = vv] ∈ GE , we
have that S] = S). Returning now to the general case and assuming we can write











we use the freedom to redefine the vectors and pull out suitable constant factors, so












where we denote the redefined n-dimensional vectors as pαk , q
α
k and αk, βk are con-
stant parameters, not to be confused with the greek upper indices. (We note that
here, we have one constant factor multiplying the rank-one decomposition of each
residue matrix. We could also have constants enumerated by the rank index, multi-
plying each term of the sum - we avoid this here to keep the notation simpler). We use
greek indices to enumerate the vectors with respect to the rank of the residue matrix,
while the lower indices k, l, ... are the soliton indices and take values in {1, 2, ..., N}.
The algorithm that solves the factorisation problem, proceeds in the exact same
way as before. We study the pole structure of the product M(t, x)M−1(t, x) at




k . We start with
the condition for no double poles in the product which is
pα ]k q
β
k = 0, for all k and α = 1, 2, ..., r , β = 1, 2, ..., r , (4.127)
while the absence of single poles in M(t, x)M−1(t, x) at t = − 1tk is ensured by
AkBk = AkAk, (4.128)
3In section 4.2, we have used different notation for the case of G/K = SO(4, 4)/(SO(2, 2) ×
SO(2, 2)) coset. However, it is possible to translate everything in the general notation of the
present section if we make the identifications p1k = ak, p
2
k = −ηbk, q1k = η′bk, q2k = ηη′ak, α1k =
−β2k = αk, α2k = −β1k = −βk, r1k = ck, r2k = ηdk, s1k = η′dk, s2k = −ηη′ck (with αk, βk the constant
parameters in 4.2 and using the ] operation on vectors as defined above).
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The condition (4.128) is fulfilled if there exist γαk such that








for all k = 1, 2, ..., N and α = 1, 2, ..., r. Next, we turn to the matrix A+ in (4.50)
and choose the ansatz

























involving the vectors rαk , s
α
k that correspond to the ck, dk vectors that we have seen
before. We find the relation that determines the vectors rαk from the pole structure
of the product A+(t)M−1(t, x) at t = − 1tk . The condition for no double poles gives
CkBk = 0, (4.134)
and is fulfilled when (4.127) holds. Next, we write the condition for no single poles





































4These vector equations can be represented by the matrix equation q = r Γ, where q is the n×rN
matrix whose columns are the vectors q11 , q
1






2 , ..., q
2




2 , ..., q
r
N and the matrix r
is defined similarly (with columns the rαk vectors).
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where we have merged each pair of indices (k, α) in a new index denoted by A,B, ...




AmodN if A mod N > 0
N if A mod N = 0,







where [·] denotes the integer part (floor function). The matrix Γ is defined as the








tk−tl for k 6= l,
(4.139)
where the upper indices denote the block entry and the lower indices the entries of






k for k 6= l and all α, β
in {1, 2, ..., r}. Another set of additional assumptions that have been true for all
applications we have seen so far is the condition pα ]k q
β
l = 0 for k 6= l and α 6= β. In
















































This completes the solution of the factorisation problem (4.50) and the desired new
solution M is given by











where tA = t
α
k = tk for all values of α.
5The matrix equation is now p = sΓT , where p, s are n × rN matrices whose columns are the
vectors pαk ,s
α
k respectively and are defined similarly to matrices q and r.
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Conformal factor
The computation of the conformal factor in the multisoliton case with residues of
rank r proceeds along the same lines as in section 4.2. From equation (4.45a) follows
(4.76) which for r ≥ 1 gives the following formula for the conformal factor
f4E = kBM · det Γ ·
rN∏
A=1





We note that, the formula (4.79) for the rank-2 case in section 4.2 is recovered by the
above formula, since in that case the (rN×rN) matrix (ΓAB) of this section becomes
a 4 × 4 block diagonal matrix with two repeated blocks Γkl (cf. (4.71)) once the
additional assumptions (4.67) are made. This means that det(ΓAB) = (det(Γkl))
2
and with r = 2 the formula (4.144) reproduces (4.79).
Moreover, we note that for the case r = 1 which was discussed in chapter 3
(Einstein gravity), the formula for the conformal factor takes the form (4.144) when
one starting from a Lagrangian of the form (2.50) changes the parameterization of
V such that 〈Pm, Pn〉 = Tr(PmPn) is consistent with the convention (2.38). We have
not changed the parameterization there in order to better facilitate comparison with
the relevant references in chapter 2 and 3.
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Chapter 5
Reaching the JMaRT solution
Based on the joint work [64], in this chapter we will continue the discussion on the
inverse scattering technique in STU supergravity but take a step further: we will
account for solutions with five-dimensional asymptotics, such as the Myers-Perry
solution [29] (in particular its Euclidean version) and show that through charging
transformations and uplifting to six dimensions, we can reach the smooth JMaRT
geometry [30].
The JMaRT geometry is a smooth, non-supersymmetric soliton solution that
becomes important in connection with Mathur’s fuzzball proposal [65]. This is an
attempt to understand the microstate structure of black holes in the framework of
string theory. It advocates that the classically obscured regions of a black hole, that
is singularities and horizons, are understood at the quantum level as a super-dense
state of strings “fused together” into a smooth geometry, which classically appears as
a “typical” black hole. In the low energy limit of string theory, namely supergravity,
the search and construction of horizonless solutions - that have the same mass and
charges as the black hole- has attracted the interest, since one could test whether
these solutions could account for the black hole entropy. Non-extremal solutions of
this type have been found in [30, 66, 67, 68, 69] among which the JMaRT solution [30]
and the running-Bolt solutions [66, 67]. Our motivation for this inverse scattering
construction of the JMaRT fuzzball lies in the understanding of this solution from
a different point of view, as well as in the possibility that more such solutions could
be found in this way.
In the article [64] with A. Kleinschmidt and A. Virmani, we showed that the
BM method can be used to reach the JMaRT solution but some modifications in the
computational path were needed. These entail a different order of dimensional reduc-
tions of the six-dimensional theory (4.2), namely starting from a timelike reduction
and subsequently performing the spacelike reductions to obtain the integrable theory
(in two dimensions). In this set-up, we start by the construction of the Myers-Perry
instanton which is a solution to the five-dimensional Euclidean supergravity that we
obtain after the first step of the dimensional reduction. After appropriate charging
transformations and six-dimensional uplifting of the Myers-Perry instanton we are
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able to reconstruct the (singly rotating) fuzzball solution of [30].
Finally, at the end of this chapter, we present for the first time the monodromy
matrix for the doubly rotating Myers-Perry black hole [29] within the STU set-up.
5.1 Preliminaries
Dimensional reduction
Since our calculations in this chapter require a different path in terms of the re-
duction of the six dimensional theory (4.2), we will start by outlining this process
and giving a few preliminary details on the structure of the reduced theory in three-
dimensions. The latter is again a SO(4, 4)/(SO(2, 2)×SO(2, 2)) coset model. There
are a few changes in the set-up (compared to chapter 4) that we will note along the
way. The reduction from D = 6 down to D = 3 is performed in the following order
D = 6
t−→ D = 5 φ+−→ D = 4 y−→ D = 3, (5.1)
i.e., first a time-like reduction to a Euclidean D = 5 theory and then two space-
like reductions1. The calculations proceed in the standard way of Kaluza-Klein
reductions (for a general reference, see e.g. [37]). For calculations very similar to
the ones performed here we refer to [58, 70],[71].
Time-like reduction to D = 5
For the reduction over time of (4.2) from D=6 to D=5, we make the reduction










and write the three-form field in (4.2) as in (4.5). As in section 4.1, the five dimen-
sional theory contains three one-forms AI[1], I = 1, 2, 3; one of them is the one-form
A1[1] from the Kaluza-Klein reduction (5.2) while there is also A
2
[1] from the reduction
(4.5) and the third one comes from the dualization of the two-form C[2] in (4.5). The












where F 3[2] = dA
3
[1] and the sign differences compared to (4.5) are due to the reduction
over a timelike direction instead of a spacelike. The resulting EuclideanD = 5 theory
can be written as
L(5d) = R(5d)− 1
2
?5GIJdh
















1For simplicity we use notation t, φ+, and y, to denote directions over which we perform di-
mensional reduction. It should be kept in mind that only asymptotically this notation is fully
justified.
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satisfying h1h2h3 = 1. GIJ and CIJK are defined in the same way as in section 4.1.
We note that the only difference between Lagrangians (5.4) and (4.9) is in the sign
of the kinetic terms for the vector fields.
Space-like reduction to D = 4
The next step is to reduce this theory over a spatial direction to four dimensions.














and the Lagrangian in D = 4 takes the form




I ∧ dhJ − 3
2












































with F̌Λ[2] = dǍ
Λ
[1], Λ = 0, 1, 2, 3. The above Lagrangian describes an N = 2 Eu-






in the gauge X0 = 1. In the Euclidean formalism, the four-dimensional theory looks
exactly the same, i.e.
L(4d) = R(4d) ?4 1− 2gIJ̄ ?4 dXIdX̄ J̄ +
1
2
F̌Λ[2] ∧ ǦΛ[2], (5.10)
but now the complex quantities are defined via the para-imaginary unit e, satisfying
e2 = 1 and ē = −e instead of the standard imaginary unit. For more details on
N = 2 Euclidean supergravity, see references [72, 73, 74]. The fields XI are split
complex scalars related to the scalars in (5.8) as
XI = −χI − ef̌hI = xI − eyI , (5.11)
where as before we set xI = −χI and yI = f̌hI . In this context, the special
Kähler geometry is replaced by special para-Kähler geometry where the Kähler
metric gIJ̄ = ∂I∂J̄K is derived through the potential






with FΛ = ∂ΛF . Moreover, we define the para-complex symmetric matrix





and with the above definition the two-forms ǦΛ[2] in (5.10) are given by
ǦΛ[2] = (ReN)ΛΣ F̌
Σ
[2] + (ImN)ΛΣ ?4 F̌
Σ
[2]. (5.14)
With the choices made here to write (5.8) in the form (5.10), the real and imaginary
part of matrix N read
ReN =

−2x1x2x3 x2x3 x1x3 x1x2
x2x3 0 −x3 −x2
x1x3 −x3 0 −x1






























Reduction to D = 3
Further reduction brings us to the coset model SO(4, 4)/(SO(2, 2)×SO(2, 2)). There
are a few details that differ from the reduction to D = 3 in chapter 4, owing to the
different order of dimensional reductions that are performed here. In the present
case the four-dimensional reduction ansatz reads
ds24 = e
2U (dy + ω3)
2 + e−2Uds23, (5.16)
with ds23 as given in (4.21). This is now a Euclidean metric, as opposed to the
Lorentzian one in (4.21) and in place of the time coordinate is the y-coordinate. The
one-forms ǍΛ[1] in four dimensions written in terms of three-dimensional quantities
read
ǍΛ[1] = ζ
Λ(dy + ω3) +A
Λ
3 . (5.17)
The five one-forms ω3, A
Λ
3 in three-dimensions are dualized into scalars through the
relations













With the above dualizations, we are lead to the reduced three-dimensional theory
that has the form of a σ-model






whose target manifold is GE/KE = SO(4, 4)/(SO(2, 2)× SO(2, 2)) with coordinates
the 16 scalars ϕi =
(
U, zI , z̄I , ζΛ, ζ̃Λ, σ
)
of signature (8, 8). The metric on the coset
manifold reads
hijdϕ




















with zI = xI − eyI and we note again that the sign changes with respect to (4.26)
are due to the different order of dimensional reductions. Using again the SO(4, 4)
basis as in chapter 4 (also in [61, 58, 51]), the preserved metric is given by (4.34).
The symmetric space automorphism τ̃ that fixes the denominator group according
to
KE = SO(2, 2)× SO(2, 2) =
{
g ∈ SO(4, 4) | gT η′g = η′
}
(5.22)
is defined explicitly by
τ̃(H0) = −H0, τ̃(HI) = −HI , (5.23a)
τ̃(E0) = +F0, τ̃(EI) = +FI , (5.23b)
τ̃(Eq0) = −Fq0 , τ̃(EqI ) = +FqI , (5.23c)
τ̃(Ep0) = +Fp0 , τ̃(EpI ) = −FpI (5.23d)
and the anti-involution “]” on a so(4, 4) Lie algebra element x is given by
x] = −τ̃(x) = η′xT η′, (5.24)
with the invariant metric (signs change compared to (4.31))
η′ = diag(+,−,−,+,+,−,−,+). (5.25)
For the coset element V (x), we will use the same parameterization as in chapter
4, namely (4.32) and write the coset metric as
hijdϕ
idϕj = Tr(PP ) (5.26)
with P = 12
(
dV V −1 + (dV V −1)]
)
.
5.2 Riemann-Hilbert factorisation for SO(4, 4) and
asymptotically flat solutions in D = 5
The main adjustment in applying the BM method to capture solutions with flat
five-dimensional asymptotics is to determine the right asymptotic behaviourM(∞)
for the monodromy matrix. In this respect, the discussion in [63] on stationary
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axisymmetric solutions of five-dimensional gravity was very useful. The Riemann-
Hilbert factorisation of section 4.2 remains the same, with the only modification
being the asymptotic behaviour of M(w).
We now take M(w) such that
M(∞) = Y, (5.27)
where Y is a constant matrix whose form is determined by the asymptotics of the
solution (we will give more details on this shortly) and satisfies Y ] = Y . The
solitonic ansatz for M(w) reads















where the only change with respect to (4.51) is the first term in the expansion. The
factorization algorithm proceeds exactly the same as in section 4.2, with the same
parameterization of the residues and the same conditions on the vectors ak, bk. The
matrix A+ is given by (4.60) and the matrices Ck by (4.61). The matrix Γ is defined
again by (4.71). The final result is the matrix M(x) in the factorisation (4.50),
which is now given by
M(x) = Y A−1+ (∞, x), (5.29)
as a result of (5.27),(4.50) and A+(0, x) = 11 = A−(∞, x). Finally, the conformal





2 + dz2) is determined by
the formula (4.79).
Asymptotic behaviour of M(x), M(w)
We will now examine the asymptotic behaviour of the coset metric M(x) as well as
the monodromy matrix M(w) for D = 5 asymptotically flat solutions. First, let us
consider five-dimensional Minkowski space that is trivially uplifted to six dimensions
along the y-direction, with line element
ds2 = −dt2 + dy2 + dr2 + r2
[
dθ2 + sin2 θdφ2 + cos2 θdψ2
]
, (5.30)
where θ ∈ [0, π2 ] , (φ, ψ) are standard angular coordinates with range [0, 2π) and y is




(ψ + φ), φ− = (φ− ψ) (5.31)
2The specific normalization for these coordinates is chosen to simplify later expressions.
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and obtain the metric







+ − cos 2θdφ−dφ+
]
. (5.32)
The reason we choose to change coordinates in this way is so that the coset matrices
asymptotically tend to constant values (see discussion in [63],[75]). Working with
standard angular coordinates, leads to infinities in the asymptotic behaviour of the
solution, which would in turn require us to include poles at infinity in the ansatz
(5.28a). As it is not yet clear how to incorporate this kind of poles in the formalism
presented here, we choose to work with the “nicer” coordinates (5.31).
Now if we wish to reach (5.32) as a solution of the STU coset model, it corre-
sponds to the following profiles of the fields in three dimensions :








dr2 + r2dθ2 + r2 cos2 θ sin2 θdφ2−
]
, (5.35)
while the rest of the fields vanish. Clearly, in contrast to flat space in four dimensions,
we get some non-trivial expressions for the three-dimensional scalar fields and one-
forms. With the parameterization (4.32), the relation M = V ]V and the non-zero





0 0 0 0 0 −1 0
0 1 0 0 0 0 0 0
0 0 1
r2
0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1

, (5.36)
which in the limit r →∞ takes on the constant value
Y =

0 0 0 0 0 0 −1 0
0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1

. (5.37)
For solutions that are asymptotically flat in five dimensions, we therefore require




Starting with a monodromy matrixM(w) whose asymptotic behaviour is determined
by Y above, applying a charging transformation of the type
Mcharged(w) = g]Mseed(w)g, (5.38)
with g a w-independent transformation in SO(4, 4), must be such that it preserves
the asymptotics, i.e.
Mcharged(w →∞) = Y. (5.39)
Thus we need to find the subgroup of elements gD ∈ SO(4, 4) such that
g]DY gD = Y. (5.40)
From the observation that there is an SO(4, 4), “]”-invariant matrix that satisfies






1 0 0 0 0 0 −1 0
0 −
√
2 0 0 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0
√
2 0 0 0 0
0 0 −1 0 1 0 0 0
0 0 0 0 0 −
√
2 0 0
1 0 0 0 0 0 1 0





we deduce that the appropriate charging element must be of the form
gD = D
−1kD, k ∈ KE = SO(2, 2)× SO(2, 2). (5.43)
(Recall that the charging transformations (4.91) preserving the four-dimensional
asymptotics are elements in KE , see section 4.2.1.) The solutions to (5.40) form an
SO(2, 2)× SO(2, 2) subgroup conjugate to KE that acts on the monodromy matrix
as
MgD(w) := g]D(w)M(w)gD(w), (5.44)
preserving the form (5.28a) and therefore the five-dimensional asymptotics. See also
[63, 75] for a similar discussion in the SL(3,R)/SO(2, 1) case.
5.3 Supergravity configuration
In this section we will explain the reconstruction of the JMaRT fuzzball [30] through
the BM inverse scattering method. At first, one may think that starting with a two-
soliton ansatz (as in the case of black hole solutions seen before) and constructing the
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appropriately charged, five-dimensional soliton, the JMaRT solution could then be
obtained by trivially uplifting this solution to six dimensions. However, the fact that
the range of parameters for which the JMaRT geometry is a smooth and horizonless
one is the over-rotating range, (i.e. M < a2) proved to be essential in choosing the
right solution to charge-up in five dimensions.
It turned out that constructing the Myers-Perry black hole with the BM method
and then applying charging transformations to obtain the five-dimensional Cvetic-
Youm solution, was not a suitable path to yield a fuzzball solution in six dimensions.
This strategy would require us to consider complex poles to account for “over-
rotation”; this types of poles however, lead to solutions with naked singularities
[11],[49] and for this reason, the inverse scattering method that we use here is adapted
to real poles.
In order to bypass this difficulty of reconciling over-rotating regime with real
poles in our solutions, we choose the following approach. By reducing the six di-
mensional theory over time first (as described earlier in section 5.1), we subsequently
obtain a Euclidean theory in five and then four dimensions. Considering the anal-
ogy to the Kerr black hole, as a solution to four-dimensional, Lorentzian vacuum
gravity, it is known that real poles yield an under-rotating solution, while complex
conjugate poles lead to naked singularities in the solution. However, in Euclidean
four-dimensional vacuum gravity, the corresponding solution with real poles is the
Kerr instanton. We found that in five dimensions, we have the same picture for the
Myers-Perry solution. Starting from a two-soliton ansatz and using the BM method
as modified in section 5.2, we construct a Euclidean five dimensional soliton solution
that turns out to be the Myers-Perry instanton. Adding charges to this solution and
trivially lifting it to six dimensions to include a time direction, we are able to match
it to the (singly rotating) JMaRT fuzzball.
Let us summarize the steps of our computation and next give the details of the
inverse scattering construction.
1. We aim to construct a metric of the form
ds26 = −dt2 + ds25, (5.45)
where ds25 is the line element of the Euclidean five-dimensional gravity config-
uration discussed above.
2. On this configuration we apply an SO(4, 4) charging transformation of the
form (5.43)
Mnew(w) = g]DMold(w)gD, (5.46)
in order to add electric charges.
3. Then we analyse degeneration properties of various Killing vectors and relate
the final configuration to the JMaRT fuzzball.
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The first of the above steps, starts with the BM construction of a soliton solution
with five dimensional asymptotics. We consider the ansatz with two real poles at
w = ±c for the monodromy matrix:














′ − β2(ηb2)(ηb2)T η′. (5.48b)
Next, we choose the vectors a1, a2 by inspecting the general form of the matrix M(x)
that corresponds to the five dimensional vacuum gravity configuration that we are
interested in. A suitable choice is
a1 = {1, 0, 0, ζ12, 0, 0, ζ11, 0}, (5.49a)
a2 = {ζ21, 0, 0, 1, 0, 0, ζ22, 0}. (5.49b)
As in section 4.2.1, the b1, b2 vectors can be constructed through the matrix ξ that
is now given by














where a is the 8 × 2 matrix with columns the vectors a1, a2. Moreover, the matrix
ξ is symmetric since (η′Y −1)T = η′Y −1. The b-vectors take the form





















The above choices for the ak, bk vectors and the αk, βk parameters are such that
the monodromy matrix satisfies all coset constraints. Following the factorization
algorithm of section 4.2, we reach a matrix M(x) from which we can read off the
scalars. For this spacetime configuration, the only non-vanishing fields are
U, yI = y, ζ0, ζ̃0 (5.53)
3Recall that η′ is now given by (5.25).
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where all yI fields are equal. The rest of the fields (xI , ζI , ζ̃I) are zero. Now denoting


















and σ takes value
σ = −m35m41 + 2m33m47
m33m44
. (5.56)
We can simplify the explicit profiles from the above expressions, by setting
ζ12 = 0, ζ21 = 0 (5.57)
and thus end up with two parameters, ζ11, ζ22, enough to describe a singly rotating
solution. This will allow for a simpler calculation while at the same time capturing
enough structure for the solution we wish to reach. (In principle, keeping all pa-
rameters non-zero, would eventually lead to the doubly rotating JMaRT fuzzball.
However, this a very computationally demanding calculation that we will not pursue
here).
The result of the Riemann-Hilbert factorization, that is the matrix M(x), is a
function of the variables t1, t2 (the pole locations). To move on with our calculations,
we change to the more convenient prolate spherical coordinates (u, v) using relations










































































2ζ11 (1− u2) + ζ222 (u2 − v2)
) . (5.58e)
4For this configuration, the various matrices involved in the calculation acquire a simple form,
for instance the imaginary part of matrix NΛΣ reads
ImN =












From the above entries and (5.55) , we get the explicit expressions for the scalars.




















2ζ11 (u2 − 1) + ζ222 (v2 − u2)
) dz3, (5.59)
AΛ3 = 0 (5.60)


























where the BM constant factor in (4.79) is fixed such that asymptotic flatness is
ensured.
The next step in this calculation is to add charges to the solution. We act on
the monodromy matrix according to (5.46), with a charging element of the type
(5.43). The element we use is a constant transformation that adds two charges,




















where KqI , I = 1, 2, 3 are SO(2, 2)×SO(2, 2) elements defined in (4.43),(4.39),(4.40).
We note that the shift iπ2 in (5.62) is not necessary but it is convenient in that it
corresponds to the parameterization used in [30] and thus allows us to match the
solution directly to the (singly rotating) JMaRT solution. From the coset model
point of view, the shift iπ2 is associated to a conjugation relation between the distinct
SL(3,R) subgroups that correspond to the Euclidean and Lorentzian five dimensional
vacuum gravity sector. We will give a note on this at the end of this chapter.
After the transformation (5.46), we factorize the new monodromy matrix and
obtain the coset metric Mnew(x). We read off the expressions for the scalars which
turn out to be quite involved. For reasons of space and readability we present these
results in terms of the fields (5.55) which can in turn be explicitly obtained via
(5.58). The field profiles (5.55) we denote by the subscript “(MP)”. We will also
use the shorter notation c2,3 = cosh δ2,3 and s2,3 = sinh δ2,3. For the fields xI , yI of
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2 − 1) + s22((y(MP))2(ζ0(MP))
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2 − 1) + s22(−1 + (y(MP))2(ζ0(MP))
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+ s23(−1 + (y(MP))2(ζ0(MP))
2) + s22(−1 + (y(MP))2(ζ0(MP))
2























2 + s23(−1 + (y(MP))2(ζ0(MP))
2) + s22(−1 + (y(MP))2
(ζ0(MP))





























































In order to write the spacetime metric, we require the one-forms ω3 and A
Λ
3 that
are dual to the scalars σ, ζ̃Λ. After integration of the corresponding duality relations,









































































2ζ11 − 2ζ11u2 + ζ222u2 − ζ222v2
) dz3. (5.83)
5.4 Rod-structure analysis and the JMaRT solution
In this section, we will discuss the rod-structure of the above solution, which as we
will see shortly, matches the fuzzball solution in [30]. Generally, the rod-structure of
a D-dimensional solution with D−2 Killing vectors is determined by the specification
of the rod intervals and the corresponding directions (see [76, 45, 50] and a short
note in section 5.5.1). The directions are vectors vk for which
G(ρ = 0, z)vk = 0, z ∈ rod interval, (5.84)
where G is the Killing part of the metric that we write using Weyl canonical coor-
dinates (ρ, z) as
ds2 = f2E(dρ
2 + dz2) +Gij(ρ, z)dx̄
idx̄j , (5.85)
and x̄i are the coordinates along the Killing directions.
We will use the rod diagram representations in [45] and “translate” the study
of relation (5.84) to the (u, v)-coordinates as in [45]. In our case the {x̄i} are
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{φ−, y, φ+, t} and thus the Killing part of the metric is a 4 × 4 matrix. The re-






























2s22 − u+ 1
) (
2s23 − u+ 1
)) ]
, (5.87a)
g34 = 2cζ22s2s3(u+ v), (5.87b)
g35 = 2cζ11v
(
2s22 − u+ 1
) (
−2s23 + u− 1
)
+ cζ222(u+ v)(uv − 1), (5.87c)
g36 = 2cζ22c2c3(u+ v), (5.87d)
g44 = ζ
2
22(u+ v)− 2ζ11(u− 1), (5.87e)
g45 = −2ζ11ζ22s2s3(v + 1), (5.87f)





















2s22 − u+ 1
) (





ζ422(u− v)(u+ v), (5.87h)
g56 = 2ζ11ζ22c2c3(v − 1), (5.87i)
g66 = 2ζ11(u+ 1)− ζ222(u+ v). (5.87j)
The “ mixed” angular coordinates that we have chosen to work with, namely
φ+ =
1
2(φ + ψ), φ− = (φ − ψ) give rise to non-standard orientations for the rod
intervals (−∞,−c], [c,∞), i.e. linear combinations of ∂x̄i . In order to change to the
standard Killing basis with φ, ψ as angular coordinates, we apply a linear coordinate
transformation on GKilling as follows
Gfinal = Λ
TGKillingΛ, (5.88)
with Λ a constant matrix in SL(4,R). We choose the matrix Λ such that the desired































is such a choice. Moreover, requiring the z5 and z3 coordinates to be asymptotically
φ+ =
1









After the transformation (5.88) and the study of (5.84) we find that the rod-
structure of the solution is:
• The semi-infinite rod z ∈ (−∞,−c] has orientation ∂φ.
• The middle rod z ∈ [−c, c] has orientation ∂y + ζ222ζ11s2s3∂φ.
• The semi-infinite rod z ∈ [+c,∞) has orientation ∂ψ.
The above data correspond to the structure of the JMaRT solution. Indeed, as we
will show now, the 2-charge solution that we computed can be identified with the
singly rotating fuzzball in [30]. To see this, let us change to the coordinates used in
[30], namely the polar coordinates r, θ and also identify the parameters ζ11 and ζ22
as






















−(f −M)(dt− (f −M)−1Mc2c3a1 cos2 θdψ)2 +





















f = r2 + a21 sin
2 θ, (5.95a)
H̃2 = f +M sinh
2 δ2, (5.95b)
H̃3 = f +M sinh
2 δ3. (5.95c)
We have used the same coordinates and parameters as [30]. The dilaton in six
dimensions and the two-form are also found to match. The study of the smoothness
properties of this configuration proceeds in exactly the same way as in [30].
83
Relation to the Myers-Perry instanton
We have mentioned in earlier sections that the JMaRT solution is obtained in our
formalism through charging transformations of the over-rotating Myers-Perry in-
stanton (i.e. the Euclidean version of the Myers-Perry solution with real poles). Let
us look into this starting from (5.94). Taking the parameters δ2, δ3 to zero in (5.94),













r2 + a21 −M
+ dθ2
)
+ r2 sin2 θdφ2 +
f(r2 + a21 −M) cos2 θ
f −M
dψ2. (5.96)













−(f −M)(dt+ (f −M)−1Ms̃2s̃3a1 cos2 θdψ)2 +



















H̃2 = f −M cosh2 δ̃2, (5.99a)
H̃3 = f −M cosh2 δ̃3. (5.99b)
The shift iπ2 in (5.97) is related to the shift in the charging transformation (5.62).
If we did not have it in the charging element, the solution we would have obtained
would be (5.98). Now if we set the charge parameters δ̃2, δ̃3 to zero in (5.98) we get
the metric
ds26 = −dt2 + f(f −M)−1(dy − f−1Ma1 sin2 θdφ)2 +
(f −M)r2 sin2 θ
f
dφ2
+ (r2 + a21 −M) cos2 θdψ2 + (f −M)
(
dr2




We recognize the above solution as the six-dimensional uplift of the Myers-Perry
instanton if we make the replacement r2 → r̃2 = r2 + a21 −M , i.e.
ds26 = −dt2 + (f̃ +M)f̃−1(dy − (f̃ +M)−1Ma1 sin2 θdφ)2
+
f̃(r̃2 − a21 +M) sin2 θ
f̃ +M
dφ2 + r̃2 cos2 θdψ2 + f̃
(
dr̃2





The Myers-Perry metric (5.96) is related to the Myers-Perry instanton (5.101)
through analytic continuation, in particular through the following replacements
in (5.96):
t→ iy, y → it, a1 → −ia1, M → −M, φ↔ ψ, θ →
π
2




5.5.1 On the rod-structure of solutions
The so-called rod-structure of solutions of the gravitational field equations arises
from studying the behaviour of the Killing part of the metric (5.85) G(ρ, z) at ρ→ 0
[76, 45, 50]. Since the condition on G is (metric in canonical form)√
| detG| = ρ, (5.103)
we have that at least one eigenvalue of G(0, z) must be zero, i.e.
dim(ker(G(0, z))) ≥ 1. (5.104)
However, if we assume that G(0, z) has more than one zero eigenvalues, the curvature
invariant is shown to diverge [45]. Therefore, to maintain a regular behaviour, we
require that
dim(ker(G(0, z))) = 1, (5.105)
everywhere except on isolated points on the z-axis. The values of z where the
kernel of G(0, z) has dimension greater than one divide the z-axis into intervals
that are called rods, or rod-intervals. Let us assume there are n + 1 such intervals
[ck−1, ck], k = 1, 2, ..., n + 1 where c1, c2, ..., cn are isolated values of z and c0 =





G(0, z)vk = 0 for z ∈ [ck−1, ck] (5.107)
where vk is a vector in RD−2 for a solution characterized by D − 2 Killing vectors
and ξ(a) is a basis of the (D − 2)-dimensional vector space spanned by the Killing
vector fields. The vector vk is called the direction (or orientation) of the rod-interval
[ck−1, ck] and it is a non-zero vector (defined up to a multiplicative factor) for all
k ∈ {1, 2, ..., n + 1}. The rod-intervals together with the respective directions vk
constitute the rod-structure of a solution.
As an explanatory note let us give two examples of rod-structure diagrams. For
the four-dimensional Kerr solution we can draw the following diagram where there
are three rod-intervals and so two special values on the z-axis that we take to be
c1 = −c , c2 = c :
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where on top of the rod-intervals are the rod-directions and Ω is the angular velocity
of the Kerr black hole. As we can see from this diagram, there are two parameters
characterizing the solution, i.e. Ω, c that are related to the mass and angular
momentum of the black hole.
As an example in five dimensions, the Myers-Perry black hole corresponds to the
following rod-diagram
where in this case there are two independent planes of rotation, corresponding to
the φ and ψ angles. The respective angular velocities are Ω1,Ω2. Together with c
these parameters fully characterize the Myers-Perry black hole.
The importance of the rod-structure analysis for solutions of pure D-dimensional
gravity (as the ones above) lies in the conjecture that a solution is uniquely deter-
mined by the rod data. Among the general guidelines concerning the information
that one extracts from a rod diagram are [50]
• finite rod intervals with timelike directions correspond to event horizons in
spacetime while finite rod intervals with spacelike directions can be interpreted
as Kaluza-Klein coordinates in the asymptotic region.
• semi-infinite rod intervals with spacelike directions ∂xi indicate axes of rota-
tional symmetry with xi the azimuthal angle.
In the case of the JMaRT solution, whose rod-structure was analysed in section
5.4, the finite rod has spacelike direction and indeed corresponds to the shrinking
y-circle at ρ = 0 [30]. We note that the rod end points (isolated values of z) are
identified with the pole positions in the soliton picture (this is true for all solitonic
solutions). Moreover, comparing to the analysis in [30], we were able to relate the
parameters in the BM vectors to the physical parameters in the (singly rotating)
JMaRT solution. This shows that there is a connection of the BM vectors (similarly
to the vectors m
(k)
0 in the Belinski-Zakharov method) to the rod orientations of the
generated solution; however, the existence of an explicit relation is still not known.
5.5.2 A note on different SL(3,R) vacuum truncations
The vacuum gravity sector in the D = 5 Euclidean theory can be parameterized by
the fields
U, yI = y, σ, ζ0, ζ̃0. (5.108)
while the rest vanish, i.e.
xI = 0, ζI = 0, ζ̃I = 0. (5.109)
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The metric uplifted to six dimensions reads
ds26 = −dt2 + ds25 (5.110)
and ds25 is the Euclidean D = 5 metric. The scalar fields (5.108) form an
SL(3,R)/SO(1, 2) subspace of SO(4, 4)/(SO(2, 2) × SO(2, 2)). The sl(3,R) algebra
is generated by
H0, H1 +H2 +H3, Eq0 , Ep0 , E0 (5.111)
and their transposes.
Now if we perform a reduction of the form5
ds26 = dy
2 + ds̃25, (5.112)
such that ds̃25 is a Lorentzian D = 5 metric, we find that the set of scalars parame-
terizing this type of truncation is
ζ̃0, ζ̃1, χ
1, y1 = f3e−4U , y2 = y3 = e2U . (5.113)
The corresponding SL(3,R) group is now generated by the subset of SO(4, 4) gen-
erators
H1, H0 +H2 +H3, Fp1 , Ep0 , E1 (5.114)
and their transposes.
The two different truncations discussed above, in terms of the associated SL(3,R)














and explains the shift by iπ2 in the charging parameter when we work with the
Myers-Perry instanton rather than an over-rotating black hole.
5.5.3 Monodromy matrix for the Myers-Perry black hole
In light of the incorporation of five-dimensional asymptotically flat solutions to the
BM method, it is useful to work out a standard example of a solitonic solution in
five dimensions. To this end, we present for the first time the monodromy matrix
for the (doubly rotating) Myers-Perry black hole [29], within the STU set-up.
5We note that the the y coordinate in this discussion is the coordinate z6 of chapter 4, but in this
chapter it is the spatial direction over which we reduce the theory from D = 4 to D = 3 dimensions
(cf. (5.16)).
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We consider the standard form of the Myers-Perry metric given by
ds2 =− dt2 + M
Σ
(
dt− a1(1− x2)dφ− a2x2dψ
)2
+ (r2 + a21)(1− x2)dφ2




















Σ = r2 + a21x
2 + a22(1− x2) (5.118)
with M the mass parameter and a1, a2 the rotational parameters corresponding to
the two independent planes of rotation of the Myers-Perry black hole. Next, we
change to the angular coordinates φ+, φ− (5.31) in order to avoid divergent asymp-
totic behaviour of the matrix M (cf. section 5.2). With this change of coordinates
the metric (5.116) becomes
























2 − a1(1− x2))dφ−
− (a1(1− x2) + a2x2)dφ+
)2]
. (5.119)
The monodromy matrix associated to the above solution is a meromorphic func-
tion with two poles, in accordance with the rod diagram in section 5.5.1. Moreover,
it can be written in the form (5.28a) with residue matrices of rank two and fulfills
the requirement of five-dimensional asymptotically flat behaviour as discussed in

























a41 + 4a1a2M + a
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−M(a31 + a21a2 + a2(−a22 +M − 4w)− a1(a22 + 4w))
))
(5.128)









1a2 − 4a42 −M(M − 4w)− a22(−3M + 16w)










M(−a31 − a21a2 + a32 + 4a2w + a1(a22 +M + 4w))
))
(5.131)










1a2 − 4a42 +M(M + 4w)− a22(−3M + 16w)












−(a21 − a22)2 + 4a22M + (M + 4w)2
))
, (5.137)
while M22 =M66 = 1 and all other entries are zero. The pole position c is related







2 −M)2 − 2a21(a22 +M). (5.138)
The monodromy matrix can be brought to the form (5.28a) with rank-2 residue






























We note that the limit a1 → 0, a2 → 0 should be taken at the level of the monodromy
matrix, whereby for a1 = a2 = 0 we obtain the monodromy for the Schwarzschild
black hole in five dimensions (in the coordinates (5.31)). From this limit as a starting
point, we find suitable ak vectors and not from setting the rotational parameters to
zero in (5.139),(5.140) (which would lead to divergent expressions).
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The constant parameters αk, βk are given by (5.52) and the rest of the factorization
proceeds as in section 4.2. We note that, the γk and the matrix Γ remain unchanged
under constant transformations of the monodromy matrix of the type (5.44). The
final result is the matrix M(x) given by (5.29), from which we reconstruct the




In this thesis, we have studied gravity-matter systems that are completely integrable
in two dimensions. These systems have matter described by a non-linear σ-model
with target manifold GE/KE . This structure emerges already in three dimensions,
where the symmetry associated to the Ehlers group GE is a finite, global symme-
try of the Lagrangian. In two dimensions, at the level of the equations of motion,
the symmetry becomes infinite dimensional and is connected to the affine extension
of the group GE ; this is the Geroch symmetry. The complete integrability of the
two-dimensional equations of motion is exhibited by the existence of a linear system
(Lax pair), first formulated by Belinski and Zakharov for Einstein gravity and later
by Breitenlohner and Maison, who chose an equivalent but strictly group theoretic
approach. Both linear systems can be solved (in the soliton sector) through the
inverse scattering method that is applied in a different way in each approach, but
ultimately solves the same problem. The BZ inverse scattering method uses a dress-
ing technique to generate solutions and is the most practical and easily applicable
method for solution generation in four- and five- dimensional vacuum gravity. How-
ever, if one wants to treat extended gravity theories in the GE/KE class, such as
certain supergravity models descending from string theory, the BZ method cannot
be systematically applied. The reason originates in the fact that, as a result of the
BZ dressing transformation, the generated solutions do not satisfy the coset con-
straints and need additional scaling factors to turn them into “physical” solutions.
In D > 4, as was explained in chapter 3, below (3.44), the fractional powers of ρ
that enter the expression of the coset metric typically lead to singular behaviour of
the final solution. In pure D = 5 gravity, Pomeransky [46] found a way around this
problem but beyond this case, it would be useful to have a method that evades this
problem. Inspired by the possibility to formulate a systematic solution generating
technique that can be generalized and applied to a broader set of gravity models,
we focused on the BM approach in this work. Starting from Einstein gravity, we
then set out to extend it to STU supergravity, where with appropriate technical
adjustments we were able to reconstruct the four-dimensional Cvetic-Youm solution
and the JMaRT fuzzball in six dimensions.
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After an introductory basis on the symmetries of dimensionally reduced gravity,
we studied the linear system of Einstein gravity reduced to two dimensions from the
Belinski-Zakharov point of view as well as that of Breitenlohner-Maison. With the
interrelations of the linear systems in the Ehlers coset already established in [47],
we extended this by studying the relation of the respective generating functions,
both in the Ehlers and Matzner-Misner coset (see (3.31),(3.32)). In particular for
the relation (3.32), it should be noted that the factor appearing there is modified
with respect to [13], such that it maps the generating functions away from t→ 0 as
well. However, there are certain comments in order concerning these relations. The
BZ generating function that we relate to the BM one, should be the “physical” one,
i.e. the one satisfying the right determinant constraint at the limit λ → 0. This is
the direct product of the BZ method however; due to the dressing procedure that is
not restricted to ensure that the solutions are physical, there is the need to rescale
the solution at the end. What is more, both of the generating functions that solve
the respective linear systems are in fact members of an equivalence class of solutions
up to a gauge. This makes it harder to match individual solutions to one another.
Therefore, in the matter of relating the BZ and BM methods, we arrived at the
conclusion that, the link between them is not useful for practical purposes; we can
only speak of representative relations and not directly view the BZ approach as an
implementation of the Geroch group.
Turning to the study of the BM approach that keeps the group theoretic struc-
ture manifest, we implement the solution generating technique described in their
unpublished notes [26]. For solitonic solutions, given a seed solution, BM show that
through a set of purely algebraic steps a new solution can be generated. They have
developed this method for the case of Einstein gravity, that is connected to the
SL(2,R) Ehlers group as well as for the more general case of SL(n,R). In the class
of stationary, axisymmetric solutions that we focus on in this work, black holes are
among the two-soliton solutions obtained through this technique. The Schwarzschild
and Kerr solutions were worked out within this framework by Breitenlohner and Mai-
son [26],[27]. As a next step, we constructed the Kerr-NUT solution starting from
the most general two-soliton ansatz and including the parameters needed to account
for the mass, angular momentum and NUT charge characterizing this black hole.
Apart from a novel example constructed with the BM method, this exercise served
as a basis for the understanding of further applications involving groups other than
SL(n,R).
In the class of GE/KE models that become completely integrable in two dimen-
sions is the STU model, an N = 2 supergravity theory in four dimensions. In the
bosonic sector, the model admits interesting (non-extremal) black hole solutions,
among which the Cvetic-Youm four-charge black hole. The task in this case was to
adjust the BM method to the group structure associated to the symmetries of the di-
mensionally reduced STU theory. Through the study of solutions in the pure gravity
sector (no electromagnetic charges) such as the Kerr solution, we observed that the
corresponding SO(4, 4) monodromy matrix contains the SL(2,R) Kerr monodromy
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twice. This structure gave rise to rank-two residues in the solitonic expansion (4.80)
and this remained so for the four-charge solution. We are inclined to believe that
this is the case in general for solutions of physical interest in this context. Taking
the increased rank into account as well as the group properties of the relevant coset
space (SO(4, 4)/(SO(2, 2) × SO(2, 2))), we modified the BM method accordingly.
Making guesses educated by the SL(2,R) case, we chose suitable vectors involved
in the parameterization of the residue matrices and constructed the Kerr solution
within the STU model. Next, in order to add charges to this solution, we applied
constant charging transformations in the subgroup KE that had the effect of rotat-
ing the vectors but leaving the Γ matrix unchanged. With the right manipulations,
involving coordinate transformations, field dualizations and parameter redefinitions,
we could recognize the Cvetic-Youm four-charge solution. Based on the observation
of the residue-rank being higher in the SO(4, 4) case, we extended the BM algorithm
to account for residue matrices with rank r ≥ 1. This generalisation might be useful
for other cases involving different groups.
The next challenge that we chose to pursue was the treatment of solutions with
flat asymptotics in five dimensions, within STU supergravity. This requires a non-
trivial modification in the BM method. Specifically, the solitonic ansatz for the
monodromy matrix must have appropriate asymptotic behaviour that is different
from the one in the four dimensional case. Following the discussion on the SL(3,R)
case connected to five-dimensional vacuum gravity in [63], we were able to extend
this to SO(4, 4) and thus incorporate five-dimensional asymptotics in the BM method
(using a suitable coordinate system that avoids poles at infinity in the soliton ansatz
[63]). In turn, this development allowed for the inverse scattering construction of the
Myers-Perry solution and its charged versions obtained through suitable charging
transformations, similarly to our previous STU constructions. The main endeavour
however, was to achieve the construction of so-called fuzzball solutions through the
six-dimensional uplifting of STU supergravity. It turned out that if we require the
poles of the monodromy matrix to be real, the fuzzball solution cannot be obtained as
an uplift of the charged under-rotating Myers-Perry solution. Instead, we found that
in our construction, the (singly rotating) JMaRT solution in [30] is obtained from
charging up the Euclidean Myers-Perry instanton in the parameterization (5.97) and
trivially lifting it to six dimensions. For this reason, we have chosen a series of di-
mensional reductions such that the first reduction from six to five dimensions is over
a timelike Killing vector; this leads to Euclidean five-dimensional STU supergravity.
Within this theory, we construct the Myers-Perry instanton using the BM soliton
algorithm. This was the key part in our two-charge fuzzball calculation. The addi-
tion of charges was done by the action of a constant element in a group conjugate
to the denominator subgroup KE , determined by the requirement that the trans-
formation preserve the asymptotic behaviour of five-dimensional asymptotically flat
solutions. Moreover, once we reached the solution and changed to standard angular
coordinates, we performed the rod-structure analysis of the JMaRT singly rotating
fuzzball, in agreement with [30] (cf. relations (3.7) and (3.9) in [30]).
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We have mentioned that part of our motivation for this work was to develop a
systematic solution generating technique for gravity theories where such a technique
is not available. Indeed the (group theoretic) nature of the BM method is expected
and shown to be extendible and of broad applicability. However, certain drawbacks
have to be noted. The biggest one is the matter of choosing suitable vectors in the
soliton ansatz which correspond to solutions of physical interest. Determining the
vectors (or their general form) for known solutions is fairly straightforward, since
the monodromy matrix can be deduced through the behaviour of the coset metric
M on the z-axis (see section 4 in [13] and [75]). Beyond known solutions, it becomes
much trickier to guess suitable vectors. Of course, in principle one can generate the
most general soliton solution with vectors written in a completely general form, but
the final metric would be something very hard to analyse and recognize.
Another issue concerning the BM set-up that we focused on is that it is only
adequately developed in the Ehlers coset. On one hand, this simplifies things in the
algorithm itself and allows for a very simple form of seed solution (flat space as a
seed is represented by the unit matrix for solutions with flat asymptotics in four
dimensions) ; on the other hand, it makes computations more involved at the end,
when fields that appear in the final spacetime metric have to be extracted through
integrations of duality relations. This becomes especially tricky when solutions
grow more and more complicated (multi-charged configurations in supergravity).
In principle, the BM method can also be formulated in the Matzner-Misner coset
and thus provide immediate information for the final solution. However, this would
in turn introduce complications in the Riemann-Hilbert factorization process that
mainly reside on the issue of including poles at infinity (for Einstein gravity and
the Matzner-Misner SL(2,R), the coset metric has explicit powers of ρ that lead to
infinities in the flat space monodromy matrix, see (2.7) in [13] and section 4).
The latter issue on including poles at infinity arose also in our work described in
chapters 4, 5 and was related to the choice of angular coordinates in the Killing part
of the metric. It turned out that using standard angular coordinates φ, ψ introduced
infinities in the asymptotic behaviour of the coset metric. Perhaps if the technical
modification for treating poles at infinity in the soliton ansatz is made, computations
become simpler; this would also allow for non-trivial seed solutions.
All the computations summarized above and given in more detail throughout
this thesis count as tests of the capacity of the BM method to generate physi-
cally interesting solutions. Since five-dimensional asymptotics can be incorporated
in the BM formalism, one natural direction to test the method further is to con-
struct other black hole objects in five dimensions, such as black rings [77, 78] and
“black Saturns”[79]. Another direction worth exploring from the point of view of
BM inverse scattering is the case of extremal solutions. It could be interesting to
understand extremality through inverse scattering data. The most desirable direc-
tion of course would be to generate new solutions that are physically meaningful.
As mentioned earlier, this depends a lot on choosing the right vectors and there
is yet not a clear recipe to do so. To make progress in this direction, one could
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try taking smaller steps towards generating new solutions. For example, generaliza-
tions of our JMaRT inverse scattering construction, from the addition of a second
rotational parameter to multi-center non-supersymmetric fuzzballs. This direction
could be especially promising, since the fuzzball proposal aspires to explain the na-
ture of black hole entropy and provide a way out of the information paradox [65].
We believe that, by extending the study on the formalism itself and the generation
of more solutions, this work can carry on further and become a promising direction
in the field of solution generation.
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[53] D.D.K. Chow and G. Compére. Black holes in N=8 supergravity from SO(4, 4)
hidden symmetries. Phys. Rev. D. 90 025029 (2014) [arXiv:1404.2602].
100
[54] M. Cvetic and D. Youm. Dyonic BPS Saturated Black Holes of Heterotic String
on a Six-Torus. Phys.Rev.D, 53:584–588, 1996. [arXiv:hep-th/9507090].
[55] G.T. Horowitz, D.A. Lowe, and J.M. Maldacena. Statistical Entropy of Nonex-
tremal Four-Dimensional Black Holes and U-Duality. Phys.Rev.Lett., 77:430–
433, 1996. [arXiv:hep-th/9603195].
[56] K. Behrndt, R. Kallosh, J. Rahmfeld, M. Shmakova, and W. K. Wong. STU
black holes and string triality. Phys. Rev. D. 54 6293 (1996),[hep-th/9608059].
[57] Z.-W. Chong, M. Cvetic, H. Lu, and C. N. Pope. Charged rotating black holes
in four-dimensional gauged and ungauged supergravities. Nucl. Phys. B. 717
246 (2005) [hep-th/0411045].
[58] A. Virmani. Subtracted Geometry From Harrison Transformations. JHEP.
1207 (2012) 086 [arXiv: 1203.5088 [hep-th]].
[59] M. J. Duff and R. R. Khuri. Four-dimensional string/string duality. Nucl. Phys.
B. 411 473 (1994) [hep-th/9305142].
[60] M.J. Duff, J.T. Liu, and J.Rahmfeld. Four-dimensional string-string-string
triality. Nucl. Phys. B. 459 125 (1996) [hep-th/9508094].
[61] G. Bossard, Y. Michel, and B. Pioline. Extremal black holes, nilpo-
tent orbits and the true fake superpotential. JHEP. 1001 (2010) 038,
[arXiv:0908.1742[hep-th]].
[62] A. Ceresole, R. D’Austria, S. Ferrara, and A. Van Proeyen. Duality transfor-
mations in supersymmetric Yang-Mills theories coupled to supergravity. Nucl.
Phys. B. 444 92 (1995) [hep-th/0701176].
[63] S. Giusto and A. Saxena. Stationary axisymmetric solutions of five dimensional
gravity. Class. Quant. Grav. 24 4269-4294, 2007, [arXiv:0705.4484 [hep-th]].
[64] D. Katsimpouri, A. Kleinschmidt, and A. Virmani. An Inverse Scattering Con-
struction of the JMaRT Fuzzball. JHEP. 1412 (2014) 070 [arXiv: 1409.6471
[hep-th]].
[65] S. D. Mathur. The Fuzzball proposal for black holes: An elementary review.
Fortsch. Phys. 53 793 (2005) [hep-th/0502050].
[66] I. Bena, S. Giusto, C. Ruef, and N. P. Warner. A (Running) Bolt for New
Reasons. JHEP. 0911 (2009) 089 [arXiv:0909.2559 [hep-th]].
[67] N. Bobev and C. Ruef. The Nuts and Bolts of Einstein-Maxwell Solutions.
JHEP. 1001 (2010) 124 [arXiv:0912.0010 [hep-th]].
[68] S. Giusto, S. F. Ross, and A. Saxena. Non-supersymmetric microstates of the
D1-D5-KK system. JHEP. 0712 065 (2007) [arXiv:0708.3845 [hep-th]].
101
[69] S. Banerjee, B. D. Chowdhury, B. Vercnocke, and A. Virmani. Non-
supersymmetric Microstates of the MSW System. JHEP. 1405 011 (2014)
[arXiv:1402.4212 [hep-th]].
[70] A. Sahay and A. Virmani. Subtracted Geometry from Harrison Transforma-
tions: II. JHEP. 1307 (2013) 089 [arXiv:1305.2800 [hep-th]].
[71] V. Cortes, P. Dempster, and T. Mohaupt. Time-like reductions of five-
dimensional supergravity. JHEP. 1404 (2014) 190 [arXiv:1401.5672 [hep-th]].
[72] V. Cortes, C. Mayer, T. Mohaupt, and F. Saueressig. Special geometry of
Euclidean supersymmetry. 1. Vector Multiplets. JHEP. 0403 (2004) 028 [hep-
th/0312001].
[73] T. Mohaupt. Special geometry, black holes and Euclidean supersymmetry. [hep-
th/0703037].
[74] J. B. Gutowski and W. A. Sabra. Euclidean N=2 Supergravity. Phys. Lett. B.
718 (2012) 610 [arXiv: 1209.2029[hep-th]].
[75] B. Chakrabarty and A. Virmani. Geroch Group Description of Black Holes.
JHEP. 1411 (2014) 068 [arXiv:1408.0875 [hep-th]].
[76] R. Emparan and H. S. Reall. Generalized Weyl solutions. Phys. Rev. D. 65
084025 (2002) [arXiv:hep-th/0110258].
[77] R. Emparan and H. S. Reall. A rotating black ring in five dimensions. Phys.
Rev. Lett. 88 101101 (2002) [hep-th/0110260].
[78] R. Emparan. Rotating circular strings, and infinite non-uniqueness of black
rings. JHEP. 0403 (2004) 064 [hep-th/0308056].
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