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ABSTRACT 
There has been an effort over the last 30 years to reduce energy consumption and 
increase the efficiency of nearly everything that uses power. As the building sector utilizes 
a sizeable portion of the overall energy usage, increasing the efficiency of homes and office 
buildings is key to reduce energy consumption. One aspect of increasing energy efficiency 
in buildings is to reduce the heat loss through the building envelope. The thermal 
performance of wall systems requires testing in a hot-box apparatus. This thermal 
performance is usually denoted by the thermal resistance, or R-value of the system. This 
measurement, however, does not account for the dynamic nature of real-world conditions. 
Wall systems that are constructed with fired clay brick show significant improvements over 
lightweight wall systems with similar R-values under dynamic thermal loading. The 
thermal performance of the system can be enhanced further by optimizing the thermal 
properties of the fired clay brick layer. The thermal properties of fired clay brick were 
found to have a significantly wider range than previously reported. The thermal properties 
of this layer were found to depend on the porosity, mineralogy, and grain size. The model 
developed would allow for further optimization of fired clay brick performance. Utilizing 
a custom finite-element tool, the yearly thermal performance was simulated utilizing 
measured climate data to investigate how both the thermal mass and thermal insulation 
impacted the overall thermal performance of the system. 
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According to the U.S. Energy Information Administration about 40% of the total 
U.S. energy consumption (approximately 100 quadrillion BTU or 100 EJ) was used by the 
residential and commercial sectors [1]. Within those sectors, heating and cooling accounted 
for over 50% of the energy usage in the residential sector [2], and about 25% in the 
commercial sector [3]. In order to reduce the energy consumption of these two areas, 
buildings have to become more efficient. Over the last 35 years, despite the number of 
homes in the U.S. increasing by 53% and their average size increasing by 23%, the average 
energy consumption per household has decreased by around 9% [4]. This remarkable fact 
has been driven by stricter building energy codes as well as significantly more efficient 
appliances [4]. Current building codes are responsible for reducing overall consumption of 
energy by 50% relative to those from 1980 [4]. 
Building codes for both residential and commercial construction have mainly 
focused on energy efficiency by increasing the amount of thermal insulation required to be 
installed in new construction and appliances meeting minimum efficiency guidelines. This 
trend, however, does not account for the benefit provided by traditional masonry building 
materials such as brick, stone, and concrete. The total energy usage of a wall system is very 
straight-forward to calculate assuming steady-state behavior. However, accurately 
accounting for the effects of thermal mass under yearly cycles is a computationally 
expensive endeavor and is thus not handled by the prescriptive requirement of the energy 
code. In the current version of ASHRAE 90.2 [5], which is for residential buildings, there 
are allowances for reduced insulation requirements for a mass wall, but the designation 
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precludes residential brick veneer construction, which accounts for most of the residential 
brick market. This designation, however, does not allow for incremental changes in 
insulation based upon thermal mass; the wall system is either a mass wall or it is not. 
According to current energy codes, brick veneer is defined as not being a mass wall 
(even though it meets the minimum requirements in terms of specific heat capacity) the 
only way to improve the thermal performance of the brick veneer is by increasing its 
thermal resistance. The typical way this is done is by increasing the porosity of the final 
part which can be accomplished by reducing the firing temperature [6] or by introducing a 
pore-forming agent, which will burn out upon firing [7, 8]. In this way the porosity of the 
final part will be higher, and it will be more thermally insulating. However, this comes at 
a cost to both thermal mass (lower density) as well as strength and potential durability. 
Although it has been stated in the literature that changes in the mineralogy of the fired brick 
will result in changes in the measured thermal conductivity, this has not been explained 
quantitatively except through statistical analysis [9]. 
The goals of this project were to, (1) characterize commercial fired clay brick to 
determine the relationship between thermal and physical properties, (2) measure the 
steady-state and dynamic thermal performance of wall assemblies that represent current 
construction practices to evaluate how a wall incorporating fired clay brick compares to 
other systems, (3) validate a finite element model of these systems, (4) develop a custom 
finite element tool to allow for year-long simulation of the thermal performance utilizing 
hour-by-hour climate data, and (5) investigate how both the thermal mass and thermal 
insulation impact the yearly energy usage of the system in two different climates. 
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 LITERATURE SURVEY 
Heat Transfer 
According to the second law of thermodynamics, heat will spontaneously flow from 
hot to cold due to entropy [10]. Although thermodynamics states that heat will flow, it does 
not specify how it will do so. There are three heat transfer mechanisms that govern how 
heat can be exchanged between a body and its surroundings: conduction, convection, and 
radiation [11]. Conduction relates to the heat transfer within a stationary body (typically a 
solid) due to vibration of molecules exchanging energy [11, 12]. Physical contact is 
necessary for conduction to take place. Convection relates to the heat transfer due to the 
motion of a body which carries heat from one location to another [11, 12]. A prime example 
of convective heat transfer is a hot object cooling off due to air flow across the surface of 
the object. Radiation relates to heat transfer via exchange of electromagnetic radiation 
between a body and its surroundings [11]. Radiation is distinctly different from conduction 
and convection as there does not need to be physical contact for the exchange of heat. 
Although these mechanisms dictate how heat will flow, they do not govern the rate at which 
heat will be exchanged. The rate of heat exchange between a body and its surroundings are 
governed by a number of physical parameters. In the case of conduction, the heat flux rate 





The heat flux, 𝑞 , is the rate of one-dimensional heat transfer per unit area and is 
proportional to the temperature gradient across the material in the direction of heat flow. 
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Thermal conductivity, 𝑘, is a material property that determines the rate of heat flow through 
a material. Assuming the temperature distribution within the material is linear and the 
material is homogeneous, this expression can be evaluated under steady-state conditions to 





This expression allows for measurement of the thermal conductivity of a material 
if the heat flux, 𝑞 , temperature gradient, Δ𝑇, and thickness, 𝐿, are known. From Fourier’s 










The heat equation is important because it describes the temperature field within a 
material as a function of position and time as long as the thermal conductivity, density, 𝜌, 
specific heat capacity, 𝐶 , and internal heat generation rate, 𝑞, are known. 
Convective heat transfer is fundamentally different from conduction since it 
requires the movement of a species to transport heat. Strictly speaking, convective heat 
transfer relies on two mechanisms: diffusion and advection [13]. It occurs at the boundary 
between a solid and a fluid. At this interface, there is a region where the velocity varies 
from zero at the solid surface, to the constant free-stream velocity [13]. This region is called 
the boundary layer. Because of this boundary layer, at the fluid-solid interface, the velocity 
of the fluid is zero, so heat will diffuse from the solid into the fluid. However, just beyond 
this interface, there is net fluid velocity, so heat will be transported via bulk flow or 
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advection [13]. The net heat flow by these two mechanisms is given by the following rate 
equation which is Newton’s law of cooling [13]: 
𝑞 ℎ 𝑇 𝑇  2-4 
The heat flux at the surface depends on the surface temperature of the solid , 𝑇 , 
bulk fluid temperature, 𝑇 , and the heat transfer coefficient, ℎ. Whereas thermal 
conductivity is an intrinsic material property, the heat transfer coefficient depends on the 
nature of the boundary layer which is influenced by surface roughness, fluid velocity, and 
the nature of the fluid [11]. 
The third heat transfer mechanism is radiation. All objects with a temperature above 
absolute zero emit energy in the form of thermal radiation. Since all objects emit heat, there 
is an associated net exchange of heat from one object to another if they are at different 
temperatures. The rate equation for heat transfer due to radiation is the Stefan-Boltzmann 
law [13]: 
𝑞 𝜖𝜎 𝑇 𝑇  2-5 
Unlike convection and conduction in which the heat flux is proportional to the 
temperature difference, radiation instead depends on the temperature raised to the fourth 
power. This implies that at higher temperatures, radiation transport is the dominant heat 
transfer mechanism. Radiation heat flux also depends on the surface thermal emissivity, 𝜖, 
and the Stefan-Boltzmann constant, 𝜎. The thermal emissivity defines how a surface emits 
thermal radiation relative to a black body. 
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Overview of Thermal Property Testing 
Guarded Hot Plate Apparatus 
One of the first techniques to measure the thermal conductivity of insulating 
materials was the guarded hot plate apparatus developed around 1910 [14]. The guarded 
hot plate apparatus is a primary (or absolute) measurement technique [15] and as such, no 
calibration is required [16], provided heat loss along the edges of the specimen are 
minimized. Heat loss must be minimized such that all of the supplied heat travels 
perpendicularly through the specimen. The guarded hot plate apparatus inputs a known 
amount of energy using a resistive heater, and any loss of heat not through the specimen 
will result in lower than expected thermal conductivity. A schematic of a guarded hot plate 
is shown in Figure 2-1: General Arrangement of the Mechanical Components of the 
Guarded-Hot-Plate Apparatus. 
 
Figure 2-1: General Arrangement of the Mechanical Components of the Guarded-Hot-Plate Apparatus 
[18] 
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This apparatus requires two identical specimens to keep heat flow symmetric. In-
between both specimens is a heater (the hot plate) and surrounding the heater is the primary 
guard. The energy input into the heater is controlled and the surface temperature of the 
specimen at the hot and cold sides are measured. The primary guard is controlled so that 
the temperature of the guard and heater are equal. The primary guard can be either an 
electric heater or a temperature-controlled fluid bath [17]. By having the guard and hot 
plate at the same temperature, heat flow irregularities are kept far away from the center of 
the specimen. The secondary guard in the figure is designed to keep a constant temperature 
equal to the mean temperature of the cold and hot plates. In this way, lateral heat flow 
through the specimen can be almost completely removed. By designing the apparatus to 
eliminate multidimensional heat flow, the thermal conductivity of the specimen is simply 
given by Fourier’s law (Equation 2-1). 
Although the guarded hot plate apparatus is an absolute method for determining 
thermal conductivity, it does have some drawbacks. Firstly, the specimens are assumed to 
be uniform. This is fine when the materials of interest are homogeneous such as building 
insulation, but this precludes the testing of composite materials or systems. Secondly, there 
is an upper limit to the thermal conductivity of specimens that can be measured. Simply 
put, as the thermal conductivity increases, with the same amount of power input into the 
hot plate, there will be a smaller change in surface temperature of the specimen. Also, as 
thermal conductivity increases, lateral heat flow increases, and measurements become 
more prone to errors from multidimensional heat flow. ASTM C177 says that “…for 
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practical reasons the specimen [thermal] conductance should be less than 16 𝑊/ 𝑚 ∙ 𝐾 ” 
[15]. 
 
Transient Plane Source 
The previous measurement techniques relied on steady state measurements and 
required thermal equilibrium to determine thermal resistance. The transient plane source 
method (TPS) is, like its name implies, a transient method of determining thermal 
properties. As such, in addition to thermal conductivity, the thermal diffusivity can be 
measured directly [18]. Whereas the previous measurement technique relied on 
assumptions about heat flow uniformity through the sample, this measurement technique 
does not have that limitation. The principle of operation of the TPS method relies on 
measuring the rate of heat diffusion through a material. A nickel wire in the shape of a 
spiral disk is placed between two specimens of similar dimensions and a constant current 
is passed through the wire [19]. The temperature of the specimen is then measured as a 
function of time and the diffusivity calculated. The method requires that the amount of 
power deposited into the material to be small enough such that the heat does not have time 
to diffuse to the edges of the specimen during the testing interval. In this configuration the 
specimen can be considered infinitely large from the perspective of the measurement 
device. The nickel wire is both the heater as well as the temperature sensor. Thermal 
conductivity and thermal diffusivity values are obtained from a curve fit of the theoretical 
behavior on the experimental data [19]. In addition, the measurement time is considerably 
shorter, on the order of around ten minutes. The drawback to this technique, is that due to 
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the small dimensions of the nickel heater, heterogeneous materials cannot be tested unless 
the heterogeneities are sufficiently small. A typical testing setup for the TPS method is 
shown in Figure 2-2. 
 
Hot Box Apparatus 
Both measurement techniques discussed so far are designed for component-level 
testing of thermal conductivity. The guarded-hot-plate apparatus specimen size can range 
from 0.2 – 0.5m square [15]. The sample size for the TPS method is considerably smaller 
as it only needs a specimen size that is large enough to cover the heating element 
completely. This is typically on the order of a 0.5 – 30 mm diameter disk [20]. These two 
methods either assume that the materials being tested are homogeneous or that 
heterogeneities are of sufficiently small size that they are effectively averaged out over the 
size of the specimen being tested. 
The only measurement technique designed for assembly or system-level 
measurement of thermal resistance is the hot box apparatus. The standard hot box apparatus 
 
Figure 2-2: The Schematic and Principle of the Transient Plane Source Hot Disk [18] 
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is directly analogous to the guarded-hot-plate method and is considered to be a primary 
testing method [21]. The hot box apparatus consists of three main sections: the metering 
chamber, the climatic chamber, and the specimen frame. A hot box apparatus utilizes 
convective heat flow within these chambers to drive a temperature gradient on the 
specimen surface, whereas the previous techniques utilized conductive heat transfer. A 
schematic of a hot box apparatus is shown in Figure 2-3. Sample sizes for hot box apparatus 
can be up to three meters by three meters for sample dimensions with the results being 
more accurate for larger sample sizes [21]. The increase in accuracy is due to the higher 
net heat flow through the sample in relation to the surface area of the two air chambers. 
These chambers are referred to as the metering and climatic chambers for the interior and 
exterior specimen surface, respectively. The larger surface area of the sample being tested 
also results in the edge losses being a smaller portion of the overall heat flow. 
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Within the hot box apparatus, there are several components. Firstly, within both the 
metering and climatic chambers, there is a heat exchanger that utilizes an external chilled 
fluid bath to maintain temperature. Some hot box apparatuses are designed with resistive 
heaters in the climatic chamber instead of a heat exchanger. In such a hot box, heat flow 
will always be from the climatic chamber to the metering chamber. In a hot box where heat 
exchangers are used on both sides instead, the heat flow direction can be reversed. Total 
energy input can be calculated from the difference between input and output fluid 
 
Figure 2-3: Typical Arrangements of the Hot Box Apparatus [30]. Reproduced with permission of DIN 
Deutches Institus für Normung e. V. Decisive for the application of the DIN EN 1934:1998. 
12 
temperature. Within both chambers there is an array of fans used to circulate the air and 
the energy usage from these fans must be accounted for in the total energy input.  Since the 
hot box utilizes a convective air flow over the surface of the sample, the heat transfer within 
the system becomes considerably more complex than for the guarded hot plate method. 
The surface temperature of the sample is now dependent on not only the air temperature, 
but also the air velocity over the surface. Recommended air flow velocity for hot box 
testing is three meters per second and gives a satisfactory surface temperature uniformity 
[21]. Temperature uniformity is critical, since differences in surface temperature will cause 
a heat flow gradient within the sample that cannot be accurately accounted for. In front of 
the sample, approximately six to eight inches away, is a baffle which is used to confine the 
air flow pattern such that air flow is parallel to the sample over most of the specimen area. 
The baffle also serves a secondary purpose as a thermal radiation shield to prevent the heat 
exchanger from radiating energy directly onto the specimen. Since air is transparent to 
thermal radiation at room temperature, there is both convective and radiative heat transfer 
occurring on the sample surface. The circulating air drives the convective heat flow, and 
the baffle is the source of radiative heat transfer. With the hot box designed to test large-
scale specimens, it allows for measurement of the effective thermal resistance of 
heterogeneous systems which was not possible with the other techniques. This is especially 
important when the thermal performance of typical construction wall systems is of interest 
as they contain either wood or steel-studs which can significantly alter the thermal 
performance of the overall system. A cross section of a typical residential, modular brick 
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veneer, wood-stud wall is given in Figure 2-4. This is the only method that is designed to 
be able to test the thermal performance of such a composite system.Heat Flux Transducers 
Heat flux transducers are a type of thermoelectric device that are capable of 
measuring heat flux [22]. A heat flux transducer consists of many thermocouple junctions 
wired in series with one another, with each junction alternating which face of the transducer 
they are located on [23]. These junctions form a thermopile. When the thermopile is 
embedded within a substrate of known thermal resistance, the voltage that it produces, 
which is directly proportional to the temperature differential between the two faces, can be 
directly converted into heat flux [24, 25]. The geometry of a heat flux transducer is 
typically that of a thin, flat plate in order to promote one dimensional heat flow in the 
 
Figure 2-4: Typical Residential Brick Veneer Wall System Cross-Section [29] 
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direction of the sensing element. Heat flux transducers are typically either rectangular or 
circular in shape and with nominal dimensions between 24 inches and 0.5 inches with 
larger transducers being more sensitive. A heat flux transducer cross section is shown in 
Figure 2-5. 
Unlike the hot plate apparatus where the supplied heat flux is only valid under 
steady-state conditions, heat flux transducers allow for measurement of time-dependent 
heat flux. This allows for measurement of heat transfer under transient or periodic 
conditions which are more like the conditions found in the real world versus controlled 
laboratory steady-state measurements. One of the greatest benefits of heat flux transducers, 
is that they can characterize non-homogenous systems given that a specimen can be 
instrumented with heat transducers of similar sizes to the salient features of the specimen. 
 
 
Figure 2-5: Cross-Section of a Typical Heat Flux Transducer [30]. Reproduced with permission of DIN 
Deutches Institus für Normung e. V. Decisive for the application of the DIN EN 1934:1998. 
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Heat Flow Meter Apparatus 
Although the guarded hot plate apparatus is an absolute measurement technique, it 
is limited to low thermal conductivity materials. In addition, the measurement times for a 
guarded hot plate apparatus are very long, due to the time required for a temperature 
gradient to reach stability [18]. A very similar device to the guarded hot plate apparatus is 
the heat flow meter apparatus. Instead of using an electric heater and monitoring power 
input, a heat flux transducer is used to directly measure the heat flux through the sample. 
Because heat flux is being measured instead of supplied, this technique is a secondary or 
comparative measurement [26]. The temperature gradient is imposed by utilizing two heat 
sinks kept at dissimilar temperatures through the use of either a heat exchanger or Peltier 
devices. This eliminates the need for two samples since the heat flux is directly measured, 
instead of the case of the guarded hot plate apparatus where there had to be a balanced heat 
flow from either side of the heater. This technique is much faster but is limited to the same 
range of thermal conductivities that the guarded hot plate method could measure. A 
schematic of the heat flow meter apparatus is given in Figure 2-6. 
 
Figure 2-6: Heat Flow Meter Apparatus with Two Heat Flux Transducers and One Specimen [18] 
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There is an additional requirement placed on the testing limits of the heat flow 
meter apparatus that is not present in the guarded hot plate apparatus, which is a minimum 
thermal resistance of 0.10 m2∙K/W [26]. The reason for this minimum thermal resistance 
requirement is because the interface between the heat flux transducer and the specimen will 
add additional thermal resistance and influence the measured heat flux [27]. By keeping 
the minimum thermal resistance of the specimen sufficiently large, the error from this 
source becomes negligible. Additionally, as the thermal resistance decreases, lateral heat 
flow increases. This limit is also placed in order to minimize any effects from edge loss 
within the instrument. 
Modified Hot Box Apparatus 
Just like how the heat flow meter apparatus is very similar in principal to the 
guarded hot plate method, the modified hot box apparatus takes the same approach. Instead 
of measuring the heat input or output from each box and calculating an energy balance 
[21], heat flux transducers are instead employed on the sample surface to measure the 
localized heat flux. By employing heat flux transducers within a hot box apparatus, the test 
method becomes a secondary, rather than primary method and as such relies on external 
calibration standards [28]. The greatest benefit of the modified hot box apparatus is that it 
is capable of measuring wall systems under dynamic conditions [29]. 
In order to include heat flux transducers into a hot box apparatus, several different 
factors must be taken into consideration. The reason being that a so called “surface-
mounted” heat flux transducer, where it is affixed to the surface of the wall, will disturb 
the local boundary conditions at the wall-air interface as well as the interface of the sensor 
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with the wall will influence the measured heat flux. These disturbances are shown 
graphically in Figure 2-7. By employing a large guard area around the sensing area of the 
heat flux transducer, or by applying a mask over the entire sample with the same thickness 
and thermal resistance as the heat flux transducer, lateral heat flow can be eliminated [27, 
30]. In order to correct for the lower heat flux measured by the heat flux transducer, a series 
of calibration test samples with known thermal resistance have to be measured [28]. Unlike 
thermocouples, the heat flux transducers and the thermal contact resistance at the interface 
are both part of the measured data [31]. This thermal contact resistance is on the order of 
0.01 W/(m2∙K), which is larger than the thermal resistance of the heat flux transducer; and 
for samples with low thermal resistance, this becomes the primary source of error for 
measuring thermal resistance with heat flux transducers [31]. 
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The modified hot box apparatus, unlike the heat flow meter apparatus, can measure 
specific heat capacity [31]. By continuously monitoring the output of the heat flux 
transducers, the heat flux response of the system can be measured under transient 
conditions. By employing heat flux transducers on both sides of the specimen, and 
employing a step change in temperature, the heat flux into and out of the specimen can be 
monitored. Example data is shown in Figure 2-8. The heat storage of the material is given 
by the area between the two curves in the upper graph in Figure 2-8. By measuring both 
thermal conductivity and specific heat capacity, the thermal diffusivity can be calculated. 
 





Figure 2-8: Heat Flux Versus Time and Temperature Versus Time During a Single Step Response [31] 
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Fired Clay Brick 
Clay brick is one of the oldest ceramic material, and its production was one of the 
first sciences [32]. Despite how long we have been using this material, even today it is still 
not completely understood [33]. This is due to a wide variation in raw materials and 
complex sintering behavior. In its most simple form, brick is composed of two materials: 
clay, and aggregate. The clay imparts plasticity to the body during forming so that any type 
of shape can be produced, yet has enough strength to maintain its shape while green or dry 
[32]. Nearly all clay brick raw material will contain a significant amount of quartz as the 
aggregate mineral. In addition to clay and aggregate, this raw material can contain a number 
of different impurities which typically vary from region to region, but the main ones are 
hematite (Fe2O3), goethite (FeO(OH)), calcite (CaCO3) or dolomite ((Ca,Mg)CO3), and 
feldspar [32, 34]. These impurities cause changes in color and firing temperature and may 
or may not be beneficial depending on the end use of the brick. 
 
Crystal Structure 
Clay, being the most important mineral for brick production is a very general 
classification for a large number of minerals. The crystal structure of clay minerals are 
composed of two fundamental groups: the silica tetrahedron and alumina or magnesium 
octahedron [32]. Silica tetrahedra are linked at the edges, forming a two-dimensional 
hexagonal structure that can repeat. This is termed a silica sheet. Likewise, the alumina or 
magnesia octahedron can also form a two-dimensional hexagonal structure, but octahedron 
share two oxygen atoms, unlike the tetrahedron where only one is shared. The alumina 
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hexagonal structure is termed an alumina sheet. Different clay minerals are formed by 
stacking these sheets in different arrangements [32]. One of the simplest clay minerals is 
kaolinite which consists of one silica sheet bonded to one alumina sheet [35]. On the 
alumina sheet, there is partial substitution of oxygen atoms for hydroxyl groups to maintain 
charge neutrality. In this way, the hydroxyl groups will hydrogen bond to the neighboring 
silica sheet. This weaker bonding every other layer, is what gives clays their characteristic 
platy nature. This characteristic, along with the particle size and distribution, is the reason 
for plasticity in clay [34]. The crystal structure of kaolinite is given in Figure 2-9. 
A related mineral to kaolinite that is also very important to brick manufacturing is 
the mineral muscovite (illite) or the more common name, mica [32]. Unlike kaolinite which 
has one silica sheet and one alumina sheet, muscovite is more complex. It consists of two 
silica sheets separated by an alumina octahedral sheet [35]. There is also a significant 
 
Figure 2-9: Crystal Structure of Kaolinite [94] 
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amount of substitution of alumina for silica in the tetrahedral sheet, and this substitution is 
charge balanced by a potassium ion which ionically bonds the layers of muscovite together 
[32, 35]. Unlike kaolinite, this mineral can have significant amounts of atomic substitution 
take place and thus refers to a range of chemical compositions [34]. Its crystal structure is 
shown in Figure 2-10. 
Some of the impurities present in brick raw materials can act as fluxing agents 
which promote vitrification or glass formation. For example, feldspar comes in three types 
(Na-bearing, K-bearing, and Ca-bearing) and each have melting temperatures significantly 
below that of either quartz or mullite [34]. This results in a vitreous or glassy phase forming 
 
Figure 2-10: Crystal Structure of Mica [94] 
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at lower temperatures than for the pure material, resulting in less heat work required to get 
the same strength body. 
 
Sintering Reactions 
Upon firing the clay brick raw material, there are a number of processes that occur. 
For this example, a raw material that contains kaolinite, muscovite, and quartz will be 
examined. The chemically bound water will come off of the muscovite as the sample is 
heated, with the mineral dehydroxylating around 500 °C [32]. Next the kaolinite will 
dehydroxylate at 550 °C, forming a large amount of very fine pores as the crystal structure 
is destroyed [32]. This is associated with loss of long-range order, and this relic mineral 
termed metakaolin is amorphous except for a small amount of short-range order [36]. 
Muscovite, unlike kaolinite, does not loose crystallinity from this decomposition [32]. At 
573 °C, quartz undergoes α → β phase inversion which results in a volume increase of 
quartz grains within the material. At 920 °C a spinel type phase begins forming from 
kaolinite, but the reaction is very slow [36]. At 980 °C, there is rapid recrystallization of 
mullite so long as the heating rate was sufficient as to not allow for significant spinel 
formation [32]. Above 1000 °C, excess silica from the clay and impurities present in the 
raw material begin forming a vitreous phase [34]. Cristobalite can form from the vitreous 
phase, but the amount formed is dependent on the peak firing temperature and composition 
[34]. During cooling, quartz will undergo a β → α phase inversion when the temperature 




Given the number of different chemical reactions occurring during sintering of 
brick, it is of no surprise that the resultant microstructure will be complex. The individual 
features will change from one raw material to another, and from one firing temperature to 
another, but the general features will be present in most brick. A simplified diagram 
exemplifying the microstructure of brick and highlighting its multiscale nature is shown in 
Figure 2-11. 
 
Figure 2-11: Multiscale Microstructure of Fired Clay Brick [37]. Used with Permission. 
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At the largest length scale, while still looking at the composition of, and not the 
brick itself, most brick look very similar. Below the size of a centimeter, most bricks can 
be observed to have a rather random distribution of sand (quartz with a particle size > 60 
μm [34]) grains embedded within a host matrix [37]. The nature of this matrix cannot be 
resolved at this length scale. These sand grains are typically cracked due to the phase 
inversion that occurs upon cooling. In addition, this phase inversion also leads to the grains 
having a discontinuous interface with the surrounding host matrix [7]. This poor thermal 
contact will result in a diminished heat transfer within this material. Also present at this 
length scale are large cracks and some porosity due to particle packing imperfection [37]. 
Below the millimeter length scale, it is possible to resolve some of the underlying 
features present in the host matrix. The features present at this length scale dictate many of 
the macroscopic properties of brick [37]. Not only does the raw material influence the 
structure of the brick at this level—there are also significant influences from the firing 
temperature present. Just like with the sub-centimeter length scale, there are quartz grains 
present, however, they are referred to as silt (quartz grains between 60 – 2μm [34]). At this 
level, the matrix phase morphology can be split into two categories: continuous vitreous 
phase or disordered and granular [37]. The vitreous type of matrix results from firing at a 
sufficiently high temperature, so that a significant portion of the brick has converted into a 
vitreous phase. This is almost always in excess of 1000 °C unless significant quantities of 
impurities or fluxes are present. This is the minimum required temperature for the clay 
particles to completely break down and begin producing a vitreous phase. The disordered 
granular morphology is a result of not firing to a high enough temperature to convert a 
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significant amount of the clay relic phase into a vitreous phase. Aggregates of 
dehydroxylated clay are discernable within the surrounding matrix phase for this 
morphology [37]. There are also localized regions of vitreous phase, resultant from 
localized melting of impurities. For both morphologies however, there is the presence of 
porosity. This porosity is typically termed micro-porosity since their sizes are significantly 
below 100 μm. This porosity is due to the breakdown of the clay mineral which releases 
water as it decomposes [34]. These pores do not close off completely until significantly 
high temperatures are reached due to the high viscosity of the initially formed melt. This 
micro-porosity has a significant impact on the thermal properties of the brick. 
At the submicron length scale, there are still two types of morphologies present. 
Within the continuous vitreous phase morphology, the vitreous phase is not homogeneous 
at this length scale. It instead consists of nano-sized crystals of hematite, rutile, and quartz, 
along with larger needle-like crystals of mullite surrounded by amorphous aluminosilicate 
glass [37]. For the granular morphology, at this length scale, within the localized regions 
of the vitreous phase, there are nano-sized crystals of hematite, rutile, quartz, mullite, and 
needle-like crystals of the spinel phase.  
As mentioned previously, the microstructure at the sub-millimeter length scale is 
responsible for most of the macroscopic material properties observed in brick. It follows 
then, that the thermal properties of brick are also dependent on this microstructure. The 





Over the years, several authors have investigated the relationship between physical 
properties of fired clay masonry. The general finding was that as bulk density increases, 
thermal conductivity increases. This makes sense on an intuitive level, as the denser the 
material is, the more tightly bonded the system is, and one would expect this to transport 
heat more easily. However, even though thermal conductivity does increase with bulk 
density, there was enough scatter in the results that the correlation was not statistically 
significant [9]. Dondi et al carried out a significant analysis of the Italian brick industry in 
order to find out which physical parameters impacted thermal conductivity the most. Their 
thermal conductivity values matched well to those reported by prior authors in literature 
which are shown in Figure 2-12. 
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The reason for the poor correlation between bulk density and thermal conductivity 
was due to the complex microstructure discussed previously. A typical brick can contain 
anywhere from two, to nearly a dozen phases depending on raw material impurities and 
firing conditions. Firing—decomposition and partial vitrification—can lead to complex 
pore morphologies that change the effective thermal conductivity in complex ways. 
Kaolinite clay tends to produces small closed pores upon dehydroxylation, whereas 
muscovite clay tends to produce agglomerates that contain elongated pores [6]. 
In addition to bulk density, Dondi et al looked at phase composition, open porosity, 
closed porosity, pore size distribution, and pore specific surface area on the fired brick. 
From the data these authors collected, there was a significant amount of scatter in the 
 
Figure 2-12: Literature Thermal Conductivity vs. Bulk Density of Fired Clay Brick [9] 
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thermal conductivity versus the bulk density data, and they argue that there are “other 
variables which can affect the thermal conductivity values” [9]. In addition to the total 
porosity, which was related to bulk density, the size and shape of pores, as well as the 
phases present can impact the thermal conductivity. The authors carried out a stepwise 
multiple regression model and found that open porosity had the strongest impact on the 
thermal conductivity followed by the presence of quartz, wollastonite (CaSiO3), and 
melilite (Ca2Al2SiO7). While the porosity had a negative impact on thermal conductivity, 
each of the three phases had a positive impact on thermal conductivity. 
If the porosity of a brick could be modified without changing the phase 
composition, how would the thermal conductivity be influenced? As it turns out, there was 
found to be a linear relationship between bulk density and thermal conductivity when other 
factors are held constant [6]. By only modifying the pressing pressure, Ten et. al. were able 
to systematically vary the final fired porosity, without influencing the phase composition 
of the fired parts. In this manner, the effects of porosity were isolated from both 
microstructural and compositional influences. The authors found that when other variables 
were controlled, the effect of bulk density on thermal conductivity was linear [6]. 
Subsequently, the authors carried out a systematic modification of the firing temperature 
instead and found that thermal conductivity did not vary linearly with bulk density in this 
case. This was attributed to differing porosity caused by sintering [6]. These two types of 
porosity have different pore size distribution and pore structure. It was noted however, that 
at higher firing temperatures, the relationship between thermal conductivity and bulk 
30 
density became linear and had the same slope as that of the first group of samples. This 
data is shown in Figure 2-13. 
As the firing temperatures increased, the small pores that were formed from the 
clay particles dehydroxylating closed off first. This was the cause for the initial steep slope 
of the series two data in Figure 2-13. Once these small pores closed off, only then do the 
larger pores start getting filled in. This was the reason that the slopes for series one and two 
at higher firing temperature are identical, as the same process was occurring, closing off 
larger pores, but by different mechanisms. The initially steeper slope for series two also 
implied that the effective thermal conductivity of a ceramic has a significant dependence 
on pore size, otherwise there would not be a change in slope. As pores get very small, the 
 
Figure 2-13: Thermal Conductivity vs. Bulk Density of Pressed Disks [6] 
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effective thermal conductivity of the air decreases due to the Knudsen effect wherein the 
pore diameter is no longer significantly larger than the mean free path of the air [38]. 
In addition to the porosity generated by the clay mineral during firing, additional 
porosity can be created by adding sacrificial material that will burn out upon firing, leaving 
behind void space. The thermal conductivity of a material is dependent not only on total 
porosity, but also on the pore structure [39]. This includes pore size, size distribution, and 
interconnectedness of the pore network. Because pore size and structure impact the 
measured thermal conductivity, different pore forming agents will be more effective than 
others in reducing the thermal conductivity. Organic pore-forming agents typically perform 
better than inorganic pore-forming agents because they combust completely and do not 
leave any material behind [40]. For example, calcite is not a good pore-forming agent 
because after it decomposes, the remaining calcium oxide will react with the surrounding 
material and be incorporated into the matrix [41]. The resulting calcium aluminosilicates 
have a higher thermal conductivity than the original aluminosilicate phases present, thus 
resulting in an increase in both porosity and smaller reduction in thermal conductivity. The 
effects of different pore-forming agents on the effective thermal conductivity are given in 
Figure 2-14. 
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In addition to the effect of porosity on the thermal conductivity, there are two other 
main factors contributing to the thermal conductivity of fired clay brick. These are 
mineralogy and texture [42]. Studies on sedimentary rocks have shown that the thermal 
conductivity was intimately related to the mineralogical composition [42, 43]. This 
relationship has not been seen conclusively in fired clay brick, but it has been noted that 
inclusion of calcium aluminosilicates in the matrix phase result in higher thermal 
 
Figure 2-14: Ceramic Body Thermal Conductivity as a Function of the Admixture of Pore-Forming 
Agent [40] 
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conductivity due to the higher thermal conductivity of this phase relative to the rest of the 
clay brick [9]. These results would suggest that the fired clay brick would have similar 
behavior to those of the sedimentary materials, but significantly more research has been 
performed in the case of sedimentary materials. 
The notable difference between sedimentary materials and fired clay bricks is that 
the latter has been produced via heat treatment of raw materials. Due to this, the grains 
present are far more tightly bound together, and have far more grain-grain interfaces than 
in the sedimentary materials. Due to this, the texture becomes much more important. It has 
been found that polycrystalline materials have thermal conductivities that can be 
significantly lower than their single crystal counterparts [42]. “The dependence of grain 
size on thermal conductivity is assumed to be related to the number of grain contacts per 
unit path of heat flow” [42]. For a material with a high thermal conductivity, the presence 
of a large number of grain boundaries can lead to the thermal contact resistance of the grain 
boundaries being larger than that of the thermal resistance of the grains themselves. This 
effect is shown graphically in Figure 2-15. 
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In the literature, the most common method of calculating the thermal conductivity 
of a porous material is by using the geometric mean of the solid and fluid phases.  
 𝑘 𝑘 𝑘  2-6 
Despite no physical basis for this model, it continues to be used extensively due to 
its simplicity and good agreement with experimental data [42, 44, 45]. Other methods of 
calculating the effective thermal conductivity rely on arguments on how each phase is 
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Figure 2-15: Thermal Conductivity Ratio Versus Grain Size for Marble [42] 
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These two calculation methods give a lower and upper limit respectively on the 
effective thermal conductivity [44]. More complex models such as Maxwell’s derive the 
effective thermal conductivity of the mixture based on the temperature distribution around 
a spherical inclusion.  
𝑘
𝑘
𝑘 2𝑘 2𝑝 𝑘 𝑘
𝑘 2𝑘 𝑝 𝑘 𝑘
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This model gives reasonable results when the fraction of inclusions is low, and the 
thermal conductivity of the inclusions are higher than the surrounding matrix [46]. Even 
more complex models exist that take into account the distribution of each phase within the 
matrix, but their accuracy is only significantly better than Maxwell’s in specific 
circumstances [46]. 
 
Thermal Mass Effect 
Materials that have a high specific heat capacity and density require a significant 
amount of heat energy in order to change their temperature. A common example is water. 
This combination of specific heat capacity and density determines how much energy must 
be applied to change a given volume of material by a given temperature. This volumetric 
heat capacity or thermal mass represents how much energy can be stored within a given 
material. For example, the specific heat capacity of air is approximately 1000 J/(kg∙K), 
while the specific heat capacity of brick is approximately 800 J/(kg∙K). Due to the density 
of air being 1 kg/m3, and the density of brick being 2200 kg/m3, the brick has a thermal 
mass 1760 times greater than the air. When a cyclic thermal loading is applied to one side 
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of a material that has thermal mass, there is a significant delay in the heat transfer through 
the material [47]. This delay in heat transfer is termed the thermal mass effect. 
This delay in heat transfer is analogous to inertia in Newtonian mechanics. As such, 
it is sometimes referred to as “thermal inertia”. Materials or systems with significant 
thermal mass or inertia, require a significant amount of either time or heat in order to 
change their temperatures, similar to how objects with a lot of inertia require a significant 
force or time to get them moving. 
In understanding how a material will react to a dynamic temperature load, in 
addition to thermal conductivity, density, and heat capacity; there are two additional 
parameters of importance: thermal diffusivity, 𝛼, and thermal effusivity, e, [48]. Thermal 
diffusivity is a bulk material property and describes how fast a material’s temperature will 
change in response to the environment. Thermal effusivity however, is a surface property 
and describes the ability of a material to exchange heat with the environment [48]. The 
relationship between these two composite properties with thermal conductivity, bulk 





𝑒 𝑘𝜌𝐶  2-11 
Thermal effusivity is an important parameter related to the characterization of phase 
change materials (PCMs) [49]. When comparing two materials with identical thermal 
diffusivity, the one with the larger thermal effusivity will absorb or release a larger amount 
of heat while undergoing the same temperature change (governed by the diffusivity) [48]. 
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For two materials with the same thermal effusivity, the heat transfer at the surface of the 
material is identical, but the temperature change within the material is smaller for a lower 
diffusivity [48]. This means that in order to reduce energy usage by a system under a 
dynamic heat flow, there is a delicate balance between thermal conductivity, bulk density, 
and specific heat capacity in order to lower thermal diffusivity and increase thermal 
effusivity. 
When discussing dynamic thermal performance of wall systems, one side of the 
specimen is typically held at a constant temperature, while the other side is exposed to a 
periodic temperature cycle. Due to the presence of the thermal mass, there is a significant 
lag between predicted and measured heat flows as well as temperatures. This lag is shown 
graphically in Figure 2-16. 
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In addition to this time lag, there is also a reduction in overall heat flow. This 
reduction in heat flow can be interpreted graphically as the decrement factor in Figure 2-16. 
For measuring the dynamic thermal performance, a common testing cycle was the National 
Bureau of Standards (NBS) Sol-Air cycle [50]. This cycle mimics the thermal loading of a 
cool air temperature with plenty of solar radiation. During this cycle, as the air temperature 
increases, the wall will slowly heat up. After the hottest part of the day, when the air 
temperature starts to drop, the wall is now warmer than the air. This causes a reversal in 
the direction of heat flow within the wall, and heat starts leaving towards the exterior. By 
 
Figure 2-16: Hourly Heat Flow Through Walls with and without Thermal Mass 
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storing the heat that was applied during the hot part of the day instead of transporting it to 
the interior, the heat can be re-emitted to the exterior, never making it to the interior of the 
wall in the first place. 
For light weight wall systems such as vinyl siding, there is not much thermal mass 
effect under a typical daily cycle. For a wall system such as brick veneer, there is up to a 
50% reduction in overall thermal energy that makes it to the interior in a 24-hour period 
[28, 51]. For typical wall systems with thermal mass, mitigating heat transfer on a daily 
cycle is easily accomplished. This effect can be seen in the area under the curves in Figure 
2-16. This concept can be extended beyond a day-to-day reduction in energy all the way to 
a seasonal energy reduction [52]. By utilizing a so-called aquifer thermal energy storage, 
heat from the summer months can be stored in water underground and used for heating 
during the winter. Conversely, water can be chilled in a second aquifer during the winter 
and used to cool during the summer [52].  
 
Thermal Mass Energy Savings 
Although thermal mass is a simple concept, the actual benefit to thermal 
performance caused by it is complex. The actual benefit that thermal mass will provide 
under real-world conditions depends not only on the thermal mass, but also the amount of 
thermal insulation, wall geometry, and climate that a system is subjected to [53, 54, 55]. 
The reason for this is due to thermal mass impacting the transient heat transfer, and not 
steady-state heat transfer, so any unstable conditions (temperature swing, solar radiation, 
etc.) will have an impact that depends on the thermal mass present. 
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It has been found that the climate has a significant impact on the benefit that thermal 
mass can present. In climates that are cooling or heating only, thermal mass did not 
significantly change the total energy usage, but were able to reduce peak loads [53]. In 
addition to reducing the peak load, the time of day at which the peak load occurred was 
shifted by serval hours later in the day. Conversely, when both heating and cooling must 
be used, thermal mass provides a significant benefit to total energy usage and peak load 
[53]. This shows that under summer-like conditions in a hot climate, or winter-like 
conditions in a cold climate, that thermal mass does not provide significant benefit. 
However, during temperate conditions such as spring or fall when the mean outdoor and 
indoor temperatures are equal, and there is a large daily variation in outdoor temperature, 
thermal mass benefit is maximized. 
The thermal performance of most systems is typically characterized solely by their 
thermal resistance or R-value. The thermal resistance is an easy to measure property of any 
material, and the R-value of an assembly can easily be estimated by a one-dimensional 
calculation utilizing a thermal resistor network. As such, it is convenient to characterize 
the performance of the entire assembly by this single value, which is independent from any 
dynamic or climatic effects. Under real-world conditions, the thermal mass is very 
important because of the dynamic nature of the thermal load. 
One of the simplest ways to compare the benefit of thermal mass is to calculate a 
“dynamic R-value”. Whereas typical R-value is a steady-state property and relies on 
instantaneous temperatures and heat fluxes, the dynamic R-value uses the running total of 
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By summing the heat flow and temperatures over a period of time, the transient 
effects of thermal mass will be included. If the system is under heating or cooling only 
during the period of time the dynamic R-value is calculated, it will be equivalent to the 
steady-state R-value. Due to the thermal mass benefit, when the heat flux is changing 
direction on a daily basis, the total heat flux transmission will be significantly smaller, and 
consequently, the dynamic R-value will be larger reflecting the lower heat flux [53]. 
When looking at actual wall performance, it has been found that in both summer 
and winter months, the dynamic R-value gives a very good agreement with the steady-state 
R-value, as would be expected since heat is always flowing in one direction [53]. During 
the spring and fall months however, there is a drastic difference between steady-state and 
dynamic R-values. In some cases, they can be more than twice as large, implying that the 
energy usage by a high mass wall will be less than half that of a low mass wall under the 
same period [53]. 
Another method of characterizing the dynamic thermal performance of systems 
with thermal mass is by using an equivalent R-value [55]. This metric is different from the 
dynamic R-value, as it is the R-value that a low mass wall would need in order to have the 
same energy transfer. However, it lacks the physical interpretation that dynamic R-value 
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has, since it is solely a comparative tool. By looking at the amount of thermal energy usage 
of a low mass wall system and comparing it to a high mass wall system with the same total 
energy usage, the equivalent R-value of the high mass wall can be determined. The 
equivalent R-value, similar to the thermal mass benefit, is affected by climate and wall 
geometry [54]. Under favorable climates, and when thermal mass is located on the interior 
side of the wall, the equivalent R-value can be as high as two-and-a-half times higher than 
steady-state R-values [55]. Several authors have shown that the placement of the thermal 
mass is critical in getting the best energy savings from the thermal mass [54, 55]. This 
shows that the thermal mass benefit can be a significant source of energy savings when a 
system is designed properly. 
 
Prior Hot Box Measurements 
In the mid-1980s a large number of different types of wall systems were 
characterized in a calibrated hot box apparatus at Construction Technology Laboratories 
[56, 57]. Several different types of walls were tested, including masonry walls, masonry 
cavity walls, concrete walls, wood frame walls, and a brick veneer wall. Most of the walls, 
with exception of the wood frame walls, have a significant amount of thermal mass. To 
that end, the authors also included dynamic test data which was novel for a calibrated hot 
box at the time. Although a calibrated hot box does not rely on heat flux transducers to 
measure heat flux, they were included in this campaign in order to measure dynamic data. 
Hot box energy inputs were used for steady state thermal performance reporting. A picture 
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and schematic of the calibrated hot box at Construction Technology Laboratories is shown 
in Figure 2-17 and Figure 2-18 respectively. 
The climatic chamber in this hot box apparatus was designed to either hold a 
constant temperature or could be cycled between -26 and 54 °C. Temperature cycles were 
used to simulate a 24-hour day-night cycle. The metering chamber was designed to be held 
at constant temperature between 18 and 27 °C in order to simulate an indoor environment. 
Instrumentation of the hot box apparatus included the following: 16 thermocouples 
to measure air temperature in each chamber, 16 thermocouples to measure surface 
temperature on each face of the wall, one heat flux transducer on each face of the wall, 
surface temperature measurement of the interior and exterior of the wall in the metering 
and climatic chambers respectively, a watt-hour transducer to measure electrical energy, a 
humidity sensor, and an air velocity probe in each chamber. Masonry walls had additional 





Figure 2-17: Construction Technologies Laboratories Hot Box Apparatus [56] 
 
 
Figure 2-18: Schematic of Construction Technologies Laboratories Hot Box Apparatus [56] 
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Three of these walls will be highlighted here. The first was a wood frame wall as is 
typical in residential homes in the U.S. today. Over this stud wall a number of different 
claddings can be installed including vinyl siding, fiber cement board, and brick veneer. A 
cross-section of the wall is shown in Figure 2-19. The designed thermal resistance (R-
value) of this wall was listed as 1.95 m2∙K/W (11.05 hr∙ft2∙°F/BTU). The measured thermal 
resistance was 2.16 m2∙K/W (12.26 hr∙ft2∙°F/BTU).  
For dynamic test data, each wall was subjected to the national bureau of standards 
Sol-Air cycle [50] until the data became periodic. At least three cycles were required to 
remove the initial transient response of the wall from thermal equilibrium. This was a cycle 
designed to mimic the combined effects of air temperature and solar radiation on a wall. 
When evaluating a wall under a dynamic cycle, the key metric to compare is the total 
thermal energy transfer through the wall. This was calculated by integrating the heat flux 
signal during each cycle. Even in a wall that has only a small amount of thermal mass, 
there was a noticeable amplitude reduction between measured heat fluxes and calculated 
 
Figure 2-19: Wood Frame Wall with Hardboard Siding [56] 
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heat fluxes based on steady-state performance values. The net daily energy transfer through 
this wall was 121.3 W∙hr/m2 (38.4 BTU/ft2). 
The second wall analyzed was a brick veneer over wood frame wall. This wall was 
identical to the first wall but has a layer of brick placed on the exterior of the wall. This 
brick veneer layer adds substantial thermal mass, but very little thermal resistance. 
Therefore, there should only be minor improvement in R-value, but substantial 
improvement of dynamic thermal performance. A cross section of this wall is shown in 
Figure 2-20. The designed R-value of this wall was 2.25 m2∙K/W (12.77 hr∙ft2∙°F/BTU). 
The measured thermal resistance was 2.71 m2∙K/W (15.36 hr∙ft2∙°F/BTU).  
For the dynamic results, there was a considerable difference between this wall and 
the preceding one. Again, the reason for this is due to the thermal mass. When comparing 
the exterior surface temperatures between the brick veneer wall, and just the wood frame 
wall, the brick veneer was found to have lower temperature extremes. Although both walls 
were subjected to the same air temperature within the calibrated hot box apparatus, the 
 
Figure 2-20: Brick Veneer over Wood Frame Wall [56] 
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exterior of the brick veneer did not reach the temperature extremes that the wood frame 
wall did because of the thermal mass. The net daily energy transfer for the brick veneer 
wall was 62.9 W∙hr/m2 (19.9 BTU/ft2). 
Comparing the steady state to the dynamic performance of both walls shows how 
important the thermal mass was. The designed thermal resistance of the brick veneer wall 
was 13% higher than that of the wood frame wall. However, the brick veneer wall had a 
48% lower energy transfer in the dynamic testing. This large difference between steady 
state and dynamic test results shows the importance of including thermal mass when 
dynamic conditions are present. 
The last wall that will be discussed here from the Construction Technologies 
Laboratory report was a concrete block wall with brick veneer. This wall system had two 
layers with significant thermal mass, separated by a layer of insulation. Having a layer of 
thermal mass on the interior side of the wall has been noted by other authors to have the 
most benefit on overall thermal performance [58, 59]. A schematic of the wall is shown in 
Figure 2-21. 
 
Figure 2-21:Concrete Block Wall with Brick Veneer [56] 
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The steady state thermal performance of this wall was almost solely due to the 
presence of a two-inch thick layer of insulation. The designed R-value of this wall was 1.51 
m2∙K/W (8.55 hr∙ft2∙°F/BTU) of which the insulation account for 1.07 m2∙K/W (6.06 
hr∙ft2∙°F/BTU). The measured thermal resistance of this wall was 1.57 m2∙K/W (8.88 
hr∙ft2∙°F/BTU). This wall was in better agreement between measured thermal resistance 
and designed thermal resistance than the brick veneer over wood frame wall was. 
In looking at the dynamic results of this wall, not only was the total energy transfer 
important, but also the time at which the maximum load on the interior of the wall occurs. 
With two layers of thermal mass present in this wall, there was a more significant delay in 
heat transfer than with the preceding wall. The total daily energy transfer under the NBS 
Sol-Air cycle was 83.2 W∙hr/m2 (26.4 BTU/ft2). What is important to note here is that the 
dynamic energy transfer is a function of both thermal mass and thermal insulation. 
Comparing this wall to the first wall, even though the R-value of this wall was significantly 
less (R-8.5 vs. R-12 – 29% worse), it performed significantly better under dynamic 
conditions (83.2 vs. 121.3 – 31% better). This shows that a wall with a significant amount 
of thermal mass can outperform a lighter wall with more insulation under favorable climate 
conditions. 
Another, newer study using a modified hot box apparatus was carried out by 
Sanders et. al. showing the importance of thermal mass in typical residential construction 
wall systems [29]. Under a step change in exterior temperature, there was found to be 
significantly more energy absorbed or released by a wall system with significant thermal 
mass than that of a similar wall with low thermal mass [29]. The modified hot box 
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apparatus used in this study was different from the traditional calibrated hot box. Instead 
of measuring the energy inputs and outputs from each chamber, the heat fluxes are instead 
measured directly using heat flux transducers affixed to the wall surface [28]. This method 
has the benefit that the thermal performance can be evaluated without the influence of edge 
effects from the sample frame since heat flux transducers are located towards the center of 
the specimen [28]. 
Thermal mass benefit was characterized similar to the prior discussed research, 
with the total energy transfer through the wall being monitored. With the use of heat flux 
transducers, local heat flow measurements can be made, allowing for a detailed 
characterization of the thermal bridges such as the studs in a stud-wall in a dynamic 
manner. It was found that adding a layer of brick veneer to the exterior of a typical stud 
wall improved the dynamic thermal performance by approximately 48% under the NBS 
Sol-Air cycle, despite the fact that the thermal resistance was only 8% larger [28, 29]. 
These results were in very good agreement with the data presented by van Geem. In 
addition to brick veneer, several other typical residential wall systems were characterized 
including vinyl siding, fiber cement board, and stucco. It was found that both R-value and 
thermal mass are important in reducing the energy usage under dynamic conditions [51]. 
The best performance was found for walls with both high R-value and a large thermal mass. 
 
Finite Element Method 
The finite element method (FEM) is one of several methods for numerically 
approximating the solution to a problem that may be difficult to solve analytically or in 
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many cases have no analytical solution at all. Other methods include the finite difference 
method and finite volume method. These problems frequently arise when considering 
anything beyond the simplest geometries and boundary conditions for heat transfer. The 
power of the finite element method lies in the fact that it can model any domain geometry 
for most engineering problems. The finite element method consists of six main steps for 
solving a problem [60]. 
Discretization is the first step and is what allows the finite element method to model 
any geometry. The problem domain is subdivided into segments (elements) that are 
connected, and when taken as a whole, accurately (to within some prescribed tolerance) 
represent the domain geometry. These elements can be any shape; however, triangles and 
quadrilaterals are used almost exclusively in two-dimensional finite element modeling, and 
tetrahedrons and hexahedrons, used in three-dimensional finite element modeling. Each 
element is composed of a number of nodes which are interconnected by edges (interior 
nodes are possible with no edges) depending of the desired level of complexity.  
Interpolation or shape function selection is the second step of the finite element 
method. Although the solution of the problem will be solved for the nodes in the domain, 
and not the elements, there must be a way of describing how the field variable (e.g. 
temperature) varies within an element. This is the purpose of the shape functions. Shape 
functions can be any function, but with the stipulation that the number of coefficients in 
the shape function must be equal to the number of nodes in the element in order to 
guarantee uniqueness of the solution [61]. 
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After the shape functions for the elements have be selected, the matrix equations 
have to be formulated. This typically constitutes calculating an element matrix and load 
vector that describes the problem. In order to construct these, the problem has to be 
converted from the strong form to the weak form. The strong form of the heat equation is 
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This is the steady-state heat conduction equation in one-dimension with a 
convective boundary condition on both sides. Converting this equation into an integral 
expression called the weak form allows for evaluation over each element. The weak form 
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The first integral expression relates the thermal conductivity to the temperature 
gradient within each element (Ω). The second and third expression is the boundary 
condition where h is the convective heat transfer coefficient on the boundary of the element 
(Γ). This expression is evaluated for every element in the model. The weak form is typically 
restated in terms of a matrix equation and the particulars of each matrix depend on the type 
of element chosen for the problem. The matrix equation of the weak form is given below 
[60, 61]: 
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𝐴ℎ 𝑵 𝑇 | 𝐴ℎ 𝑵 𝑇 |  0 
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Where 𝑵 is the shape function for the element, and 𝑩 is the derivative of the shape 
function. Since the rows and columns of the matrices in equation 2-16 are written in terms 
of the nodal values for each element, the shape functions are necessary to describe how the 
temperature varies between nodes inside of a single element. 
The next step of the finite element method is to assemble the element equations or 
matrices into a global system of equations. This global system of equations connects each 
element together at the nodes and is what will be solved to yield the solution. The global 
system of equations for steady-state heat conduction is given in general form below: 
𝑲𝑻 𝒇 0 2-17 
Solving this system of equations will yield T, the unknown temperatures at each 
node in the domain. If the matrix K, or the load vector f, are temperature-dependent due to 
either a radiation boundary condition or a temperature-dependent thermal conductivity, the 
process of solving the system of equations becomes considerably more complex due to 
nonlinearity. This is represented in the equation below: 
𝑲 𝑻 𝑻 𝒇 𝑻 0 2-18 
In order to carry out transient finite element analysis, the strong form of the heat 
equation has to include time-dependent temperature. This is given by equation 2-3. The 
additional time-dependent term will carry through into the weak form and matrix 
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𝒘 𝑴𝑻 𝑲𝑻 𝑭 𝑑𝑡 0 2-20 
The first term in this expression is identical to the steady-state solution, but the 
second term is new. It represents the time-dependent nature of the problem and includes 
the thermal mass and is typically called the capacitance (or mass) matrix. 
Time is usually not discretized using the finite element method like the special 
dimensions were, but instead by finite difference. This is known as the semi-discrete finite 
element method. The system of equations to solve for, is different than equation 2-18 
presents due to the transient nature of the problem. The finite difference scheme used herein 
is called the backward Euler method and is a fully implicit time stepping scheme. The 
system of equations for transient heat transfer is given below [13]: 
1
Δ𝑡
𝑴 𝑲 𝑻 𝑻
1
Δ𝑡
𝑴𝑻 𝒇 𝑻 0 2-21 
The last step of the finite element method is post-processing. In this step results 
from the model are extracted, and secondary properties can be evaluated such as heat flux. 
This is the output of the model and depends on the type of problem. 
Cost Benefit Analysis for Optimum Insulation 
Since the energy loss of a system is directly related to the amount of thermal 
insulation present, the energy loss in a building can be reduced by increasing the insulation 
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in the walls, roof, and floor. However, there is a point at which there are diminishing returns 
in the amount of energy saved since the heat loss is inversely proportionally to the amount 
of thermal insulation present. Also, since the cost of insulation scales proportionally with 
the amount present, there will be some optimum level of insulation that minimizes cost 
over the lifespan of the system that it is installed in. 
One author, Dombaycı, has done extensive work in this area, and found that the 
optimum insulation level depends on the type of insulation, type of heat source used, and 
the climate in which the wall was constructed [63]. The city of Denizli, Turkey, was used 
for the study, and it was found that the optimum level of insulation installed in a wall was 
3.7 inches, which resulted in an energy savings of $14.10/m2 over a 10-year period. Yearly 
energy consumption was estimated using the overall heat transfer coefficient of the wall, 
heating degree-days, and fuel efficiency. Increasing the amount of insulation causes a 
simultaneous increase in the cost to insulate, as well as a decrease in the cost to heat due to 
a reduced heat loss. These costs are shown graphically in Figure 2-22. Since the insulation 
has a cost that scales linearly with the amount present, it appears linear in the graph, 
however, the energy transfer is proportional to the inverse of thickness, so it has a 
diminishing effect at larger sizes. These two functions guarantee a convex total cost curve 
which can be minimized. This minimum was the optimum insulation level and had the 
shortest pay-back period. 
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The payback period for the optimum level of expanded polystyrene (EPS) 
insulation was found to be between 1.15 and 1.43 years depending on the type of fuel used 
for heating. The differences were due to relative cost, heating value, and efficiency. The 
yearly energy usage of a wall system can be estimated by taking the steady-state R-value 
and the temperature difference. The climatic temperature difference is commonly given in 
terms of degree-days which represents an amount of time and temperature difference. An 
average temperature difference of 10 °C for one day would give 10 degree-days. For the 
city of Denizli, Turkey, the heating load was 2055 degree-days. This allows for quick 
estimation of yearly energy usage assuming steady-state calculations. It was found that the 
larger the number of degree days, the optimum insulation thickness increased according to 
the square root of the number of degree days. Harsher climates will have a larger number 
 
Figure 2-22: Effect of Insulation Thickness on Energy Usage and Total Cost [63] 
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of degree days and thus require a larger amount of insulation. Surprisingly, as the number 
of degree days increases, there was found to be a faster payback. This is shown graphically 
in Figure 2-23. This means that over the lifecycle of a structure, insulation was significantly 
more cost-effective in harsher climates. 
One of the drawbacks of the Turkish study was that it calculated heat loss using a 
steady-state calculation. For the climate that was considered, this was probably a 
reasonable assumption as the heat flow was almost always in one direction as this was a 
heating dominated climate, but these results cannot be compared to wall systems with 
significant thermal mass in more temperate climates. To that end, Amirzadeh et al carried 
out dynamic simulations of a three-wythe masonry wall with different levels of insulation 
on the interior to determine energy cost savings for retro-fits on a typical pre-1980 
multifamily building [64]. In masonry construction, a wythe is “a wall with a thickness 
 
Figure 2-23: Effect of Degree Days on the Payback Period and Optimum Insulation Thickness [63] 
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equal to that of the individual units” [65]. A multi-wythe wall therefore is a wall that 
consists of multiple layers of masonry units. A three-wythe masonry wall has the benefit 
of having a very large amount of thermal mass but does not meet today’s envelope R-value 
requirements. As such, any new buildings or renovations must meet these targets before 
they can be certified. The authors looked at two metrics for quantifying the benefit of 
adding insulation: payback period and energy cost savings. 
Several different building materials were considered including extruded 
polystyrene (EPS), mineral wool, extruded polystyrene (XPS), polyisocynurate (PIR), 
closed cell sprayed foam, and cellulose fiber insulation. Each of these insulation materials 
were installed on the interior of a three-wythe masonry brick wall in different thicknesses, 
and these walls were simulated using EnergyPlus v8.6.0 software which performs dynamic 
simulations. Six different cities were chosen to simulate the walls in, with each city 
representing a different U.S. climate zone. 
From the authors work, they found that “heating-dominated climates show greater 
energy cost savings than cooling-dominated climates”. The energy cost savings were found 
to be between 5 and 13.5% after insulation was installed depending on the city. It was 
found that the shortest payback period, regardless of climate and insulation type, occurred 
when the insulation thickness was between 2 to 3.5 inches. The actual payback period 
however varied significantly between city and insulation type. New Orleans, LA, had the 
longest payback period with one system up to 16 years, and Duluth, MN, had the shortest 
with one system as low as 2.7 years. There was a clear trend of decreasing payback period, 
the further north, and more heating-dominated, the city was. 
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 EXPERIMENTAL PROCEDURES 
Project Overview 
The overarching goal of the research project is to measure and quantify the effect 
of thermal mass on the overall thermal performance of wall systems. In order to do so, 
several objectives were necessary: 
1. Investigate the relationship between thermal properties and physical properties 
of fired clay brick. 
2. Measure the steady-state and dynamic thermal performance of typical wall 
assemblies using a hot box apparatus to determine how thermal mass impacts 
overall performance. 
3. Use ANSYS to perform three-dimensional finite element modeling of the 
experimentally tested wall systems using component-level material properties.  
4. Create a custom finite element program to enable simulation of thermal 
performance of wall systems using hour-by-hour climate data. 
5. Investigate the impact of both thermal mass and thermal insulation on yearly 
energy usage in several wall systems. 
 
Heat Flow Meter Apparatus 
Before discussing the modified hot box apparatus designed for carrying out the 
research in the project, it is necessary to first describe how such an apparatus is calibrated. 
In order to do so, a number of test walls made from a singular homogeneous material with 
known thermal properties were measured. Unfortunately, NIST (National Institute of 
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Standards and Technology) certified standard materials with a size large enough to test in 
a hot box apparatus do not exist. In order to surmount this issue, a homogeneous material 
was characterized in a heat flow meter apparatus that has been calibrated against a NIST 
certified reference material. Following this, a wall made from this material was tested in 
the modified hot box apparatus. The procedure given below was used to first calibrate the 
heat flow meter apparatus, then test reference materials used for subsequent calibration of 
the hot box apparatus. The complete procedure for calibrating the hot box apparatus is 
shown in the flow chart in Figure 3-1. 
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When calibrating the heat flow meter apparatus, the sensitivity of the heat flux 
transducer is what is typically being calibrated. There are two methods of calibrating the 
heat flow meter apparatus directly – using a single reference standard or using a two-point 
calibration method. These both calibrate the heat flow meter apparatus to the thermal 
resistance of the standard directly. Instead of using either of these methods, a novel 
technique was employed to greatly extend the range of measurable thermal resistances of 
the device. 
 
Figure 3-1: Hot Box Apparatus Calibration Procedure 
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The NIST reference material chosen for calibration was a high-density expanded 
polystyrene board. It was chosen since it was similar to the materials chosen for calibration 
of the hot box apparatus. The certified thermal conductivity is given by the following 
equation [66]: 
𝑘 0.00111 0.0000424𝜌 0.000115𝑇 3-1 
Where k is the certified thermal conductivity, ρ is the materials bulk density, and T 
is the mean temperature of the specimen. This material shows a linear change in thermal 
conductivity with both temperature and density. The temperature dependence of the 
thermal conductivity is due to the air trapped within the cells of the insulation. As 
temperature increases, the air molecules vibrate more rapidly, increasing their ability to 
transport heat. 
Thermocouples were attached to both surfaces of the standard to allow for a direct 
measurement of the surface temperature of the sample instead of using the thermocouples 
imbedded in the upper and low heat flux transducers. By measuring the output of the heat 
flux transducer over a wide range of temperature gradients – and thus heat fluxes since the 
thermal conductivity is known – the heat flux transducers sensitivity coefficients could be 
determined directly. It was found that the voltage produced was linear over a wide range 
of applied heat fluxes. The calibration of the heat flux transducers is given in Figure 3-2. 
Calibrating the heat flux transducers directly instead of the heat flow meter apparatus as a 
whole is necessary since this apparatus was used to determine the sensitivity coefficients 
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of the heat flux transducers that were included as part of the hot box apparatus for this 
project. 
After determining the sensitivity coefficients of the heat flux transducers, the 
thermal resistance of a number of material specimens where measured and compared 
against literature values. The NIST standard material was also included in this 
measurement. In order to facilitate ease of measurement, external thermocouples were not 
used. Instead, the thermocouples embedded within the upper and lower plates were used to 
measure the temperature gradient. Although the thermal resistance that is being measured 
includes effects from the plates themselves, since their thermal resistance is a constant 
 
Figure 3-2: Heat Flow Meter Apparatus Heat Flux Transducer Calibration 
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between different standards, their effect can be included in the calibration. The thermal 
resistance calibration of the heat flow meter apparatus is given in Figure 3-3. 
It was found that a mean temperature correction was necessary, because the further 
the mean temperature was from the temperature at which the calibration was done, the 
larger the error introduced. This is a result of the heat flux transducer sensitivity itself being 
a function of temperature. A complete calibration of heat flux transducer sensitivities 
across a range of temperatures was not necessary as this correction was sufficient to 
counteract the error. The effect of the temperature correction is shown in Figure 3-4. The 
complete calibration describing the measured thermal resistance and the temperature 
correction is given by the equation below: 
 
Figure 3-3: Heat Flow Meter Apparatus R-value Calibration 
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𝑅 1.07𝑅 0.03 1 0.001𝑇  3-2 
Where R is the literature or true thermal resistance, Rm is the measured thermal 
resistance, and T is the mean temperature. The slope in the first part of equation 3-2 is close 
to unity (1.07), signifying that the measured thermal resistance is close to the true thermal 
resistance. The offset in the equation is due to the thermal resistance of the heat flux 
transducers themselves as well as the heat sink the thermocouples were embedded in. The 
second part of equation 3-2 represents the temperature correction. It is a small correction, 
but statistically significant. 
 
 
Figure 3-4: Heat Flow Meter Apparatus Temperature Correction 
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Thermal Properties of Fired Clay Brick 
Since most of the thermal mass for the experimentally tested wall systems comes 
from fired clay brick, the properties of this layer will impact the behavior of the wall system 
as a whole. In order to answer this question, brick with a range of thermal properties had 
to first be characterized, before their impact on the overall system could be identified. To 
carry this out, brick from a number of different brick plants in the United States were 
acquired to first determine what the typical properties of commercial brick are currently, 
then using green brick from those same plants, a number of laboratory firings were carried 
out investigate at the range of properties those brick could produce. The brick selected for 
this project are given in Table 3-1. 
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Table 3-1: Plant Fired Brick 













In order to fully characterize each of the brick samples for this study, the following 
tests were performed on each sample: 
 Thermal conductivity and specific heat capacity 
 X-Ray fluorescence 
 X-Ray diffraction 
 Mercury intrusion porosimetry (MIP) 
 Microscopy analysis 
 Particle size analysis 
 Gradient firing 
 ASTM C67 water absorption 
 ASTM C67 compressive strength 
 
Thermal Property Testing 
Both thermal conductivity and specific heat capacity testing were performed using 
a small scale modified hot box [31]. The calibration procedure of this device has been 
modified to fall in line with the same procedures mentioned above for the modified hot box 
apparatus and the heat flow meter apparatus. In this way, all of the characterization 
techniques listed herein are consistent. The small scale modified hot box apparatus is very 
similar to the full-scale hot box apparatus except that the sample size is 2-inch by 2-inch, 
as compared to the 6-foot by 8-foot sample for the full-scale hot box, and completely 
covered by the heat flux transducers. This is referred to as a guarded configuration instead 
of a surface mount configuration. 
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In order to calibrate the heat flux transducers, a known heat flux must be applied 
across them. The heat flow meter apparatus was utilized to calibrate the heat flux 
transducers for the hot box apparatus. The HFTs were inserted into the heat flow meter 
apparatus, placed between two pieces of insulation material in order to reduce the heat flux 
to a measurable range, then the heat fluxes were recorded from the heat flow meter 
apparatus, and voltages recorded from the hot box apparatus [24]. Since the heat flux 
transducers in the heat flow meter apparatus were calibrated to the heat flux through the 
NIST standard, their readings are the actual heat flux through the sample (in this case the 
HFT from the hot box apparatus). A diagram showing this calibration procedure is shown 
in Figure 3-5. 
 
Figure 3-5: Heat Flux Transducer Calibration Using a Heat Flow Meter Apparatus [24]. Used with 
Permission. 
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Thermal properties of the calibration materials used is reported in Table 3-2. The 
calibration curve for thermal resistance is given in Figure 3-6. For samples that have very 
small thermal resistances (< 0.01 m2K/W), the measurement error can become significantly 
large. The reason for this is because for these samples, the thermal resistance provided by 
the heat flux transducers, thermal contact resistance, and film coefficient are much larger 
than the thermal resistance of the sample. For example, a sample with a measured thermal 
resistance of 0.04 m2K/W, after calibration will be only 0.009 m2K/W. Since the heat flux 
transducers error is proportional to the signal, the error will be a fixed percentage of the 
measured thermal resistance. If the error was initially 5%, after the applying the calibration, 
the error will be 22%. The smaller the thermal resistance of the sample, the greater the 
uncertainty. For this reason, a thermal conductivity of around 2.5 W/mK is near the upper 
limit for a reasonably small uncertainty. 
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Marble 2683 2.60 896 1.08e-6 
Sheetrock 636 0.16 1090 2.32e-7 
HDPE 956 0.47 1838 2.67e-7 
Plywood 561 0.12 1366 1.50e-7 
Acrylic 1168 0.14 1460 8.21e-8 




Figure 3-6: Small Scale Modified Hot Box Apparatus Calibration 
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In order to measure the specific heat capacity, the total amount of energy absorbed 
or released by the sample must be measured. Since heat flux transducers give heat flux 
(W/m2), integrating this signal over time will give (J/m2). When the material goes from 
thermal equilibrium to steady-state conditions, the heat flux on the exterior side of the 
sample will rapidly rise as the air temperature is changed. The surface temperature of the 
interior surface responds slower, and the temperature difference between these two drives 
a heat flux. After a period of time, the heat flux on the opposite side of the material begins 
to rise as heat diffuses through the material. When the system comes into thermal 
equilibrium, the heat flux in and out will be balanced (neglecting edge loss). Since the 
material is both storing and transmitting heat simultaneously, without heat flux transducers, 
heat capacity measurements become exceedingly difficult. This heat storage is shown 
graphically in Figure 3-7. 
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The amount of energy stored by the sample going from initial thermal equilibrium 
to final steady-state conditions is related to the temperature change of the sample, but since 
the final condition is a temperature gradient, and not a single temperature, this change 
becomes more complex. Assuming that the change in thermal conductivity with respect to 
temperature is negligible (this is true over small temperature ranges for most materials with 
thermal conductivities greater than 0.1 W/mK), the temperature change of the sample is 
defined by the change in temperature at the midpoint of the sample (this is accurate for a 
linear temperature gradient). The total energy stored by the sample going from initial 
thermal equilibrium to final steady-state conditions is given by the following equation: 
 
Figure 3-7: Heat Storage Measurement using Heat Flux Transducers 
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𝐸 𝜌𝐶 𝑙 𝑇 𝑇  3-3 
Where E is the energy storage, ρ is the density, CP is the specific heat capacity, l is 
the sample thickness, Ti is the initial temperature at thermal equilibrium, and Tm is the mean 
temperature of the sample during steady-state conditions. The specific heat capacity 
calibration is given in Figure 3-8. The calibration equation for heat capacity is given below: 
𝐸 1.17𝐸 5902 3-4 
 
Figure 3-8: Heat Storage Measurement using Heat Flux Transducers 
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X-Ray Fluorescence 
X-Ray fluorescence is a technique for measuring the elemental composition of 
samples. By bombarding the samples with X-Rays, core-shell electrons are excited. When 
the electrons revert to the ground state, they release X-Rays with a wavelength that is 
specific to each element. Elemental analysis is an important tool since it can allow for the 




X-Ray diffraction was carried out on the raw material, the plant fired specimens, 
and the lab fired samples. By carrying out X-Ray diffraction on the raw material, the 
amount and type of clay vs. inert phases could be determined. The constituent phases 
present in each sample should have an impact on the overall measured thermal properties. 
For example, a sample with a large concentration of a high thermal conductivity phase 
should have a relatively high thermal conductivity as compared to a sample without the 
high thermal conductivity constituent phase. 
Phase identification from the X-Ray diffraction patterns relied on searching a 
database of known crystal structures. Peaks in the measured pattern were compared against 
single-phase structures. Estimation of the concentration of each phase present in the X-Ray 
diffraction pattern was performed utilizing Rietveld Refinement or whole pattern fitting. 
Rietveld Refinement relies on minimizing the difference between a simulated XRD pattern 
with given phases and the experimental pattern. Different parameters for each phase 
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including lattice parameters, weight fraction, crystal size and strain, etc. are refined 
iteratively until the difference between the measured and simulated pattern is minimized 
[67]. 
By including a phase with a known concentration into the material to be analyzed 
by X-Ray diffraction, an estimation of the amorphous content could be determined [68]. 
Zinc oxide (ZnO) was selected as the standard material since it is unlikely to be present in 
either the raw material or the fired clay brick. Since fired clay brick raw materials typically 
have a small fraction of material with low melting point, almost all will have some amount 
of amorphous phase develop. 
 
Mercury Intrusion Porosimetry 
In order to determine the porosity of a sample, typically Archimedes’ method is 
used. Archimedes’ method compares the difference in weight between a saturated and 
suspended weight. The equations for calculating porosity and density using Archimedes’ 








   3-6 
Where 𝑚  is the dry mass of the sample, 𝑚  is the saturated mass of the sample, 
and 𝑚  is the suspended mass of the sample. 
Although this method can give information about porosity and density, it cannot 
give information about the size or shape of the pores. Mercury intrusion porosimetry allows 
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for the determination of the size of the pores. Mercury is used because it does not readily 
wet surfaces and does not experience capillary action which would otherwise draw mercury 
into the pores [69]. As such it requires application of external pressure in order to introduce 
it into the pores of the material. As the pore diameter gets smaller, the required pressure to 
intrude mercury into the pores increases. By monitoring the volume of mercury intruded 
into the sample as a function of applied pressure, the pore size distribution can be 
determined. The equation relating the diameter (D) of pores intruded to the applied pressure 





Determining the pore size distribution is important because pores of different sizes 
impact the overall thermal performance in different ways. For the same total pore volume, 
the pore size can have a significant impact on the overall thermal resistance due to the 
Knudsen effect [70]. The relationship between pore size and effective thermal conductivity 
of air is shown in Figure 3-9. By promoting smaller pores in the final product, the overall 
thermal conductivity of the final product can be reduced. This technique is employed in 
the production of aerogels which can have thermal conductivity values as low as 0.013 
W/mK, due to high volume of porosity and small pore sizes (20-40 nm) [70]. 
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Microscopy 
Polished sections for each sample were prepared in order to carry out microscopy 
analysis. Microscopy allows for investigating how the constituent phases identified by X-
Ray diffraction are dispersed throughout the sample. It also allows for the investigation 
into how the firing temperature impacts the microstructure of the material. Samples were 
prepared by first using a wafering saw to create small specimen that was then mounted in 
epoxy resin. After curing, the mounted specimen was ground and polished. After polishing, 
the specimens were inspected under an optical microscope for imperfections, then the 
samples were fired in a furnace at 550 °C to burn off the epoxy mount leaving behind just 
the polished specimen. When using reflected light microscopy, it was very difficult to 
differentiate between grains in the material, and pores filled with epoxy. After firing, with 
 
Figure 3-9: Knudsen Effect [38] 
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no epoxy remaining, there was a clear distinction between the two. One sample from each 
plant was examined by scanning electron microscopy (SEM) in order to compare against 
the optical microscopy images. EDX dot mapping was performed to analyze the 
distribution of elements within each sample to aid in identification of XRD phases. 
The final use of microscopy analysis was in determining the grain size of the fired 
samples. Grain size analysis was carried out by ImageJ software utilizing automatic region 
identification, separation, and analysis. During analysis, the calculated grain size was found 
to have a significant effect on the predicted thermal conductivity results. 
ImageJ was used to determine the grain size of the fired sample from the 
microscopy images. The analysis procedure with corresponding image is reported in Table 
3-3. Accurate determination of the grain size of the materials was critical in calculating the 
thermal conductivity from the constituent phases. 
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Image Type – 8-bit: 
Convert image from color into 
grayscale for automated analysis 
 
Threshold Image: 
Determine which pixels are 
classified as grains or pores 
 
Process Noise – Despeckle: 





Table 3-3: Image Analysis Procedure (continued) 
Step Image 
Apply Watershed Algorithm: 
Segments the observed pixels that 
are classified as belonging to the 




Outline of each grain is shown. The 
grains outlined are in good 
agreement with the original image. 
There are lots of small grains, and 




Particle Size Analysis 
Particle size analysis was carried out using a combination of screen sieving and 
laser scattering particle size analysis. The raw materials were wet screened using a 200-
mesh (74 μm) sieve. The material that was less than 74 μm was injected into the laser 
scattering particle size instrument while suspended in water to provided representative 
sampling. The laser scattering particle size analyzer utilizes Mie scattering in order to 
determine the size of the particles [71]. Suspended particles are illuminated using a laser 
and the scattered light intensity is analyzed. The particle size distribution was calculated 
based on the angular scattering distribution [71]. Larger particles preferentially forward 
scatter light while smaller particles have a more diffuse scattering distribution. The material 
with a size greater than 74 μm is further subdivided by utilizing a series of sieves to give a 
particle size distribution. These two measurement techniques are then recombined to give 
the overall distribution. 
 
Gradient Firing 
In order to identify the temperatures for lab firing, a gradient firing test was carried 
out on small pieces from each sample. A gradient furnace allows for firing multiple samples 
at different temperatures in a single furnace. After the samples were fired, porosity and 
density of each sample were determined using Archimedes’ method. Firing temperatures 
were selected such that at least one target porosity was above and below that of the plant 
fired sample. In such a way, the widest possible range of physical properties could be 
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investigated. Table 3-4 gives the firing temperatures chosen for subsequent laboratory 
firings. 
 
ASTM C67 Water Absorption and Compressive Strength 
When characterizing fired brick, two of the typical tests carried out are water 
absorption and compressive strength. For the water absorption test, samples are submerged 
in water at room temperature for 24 hours. Afterwards, the samples are then submerged in 
boiling water for 5 hours. Weights are recorded after each step to determine the total 
amount of water absorbed. For typical ASTM testing, absorption is related to the freeze-
thaw durability of the samples. Those with high porosity (and thus, high water absorption) 
will not weather well when exposed to freezing conditions when saturated [72]. In order to 
be able to calculate porosity, suspended weights were also recorded. This method of 
porosity measurement is referred to as Archimedes’ method. 
Compressive strength testing was performed on each sample in order to determine 
their ultimate strength at failure under compression. Compressive strength was determined 
by loading a sample with parallel faces until failure. Compressive strength is also related 
Table 3-4: Firing Temperatures for Lab Fired Brick 
Sample 
Lab Firing 1 
[°C] (°F) 
Lab Firing 2 
[°C] (°F) 
Lab Firing 3 
[°C] (°F) 
Plant 1 1065 (1950) 1149 (2100) 1177 (2150) 
Plant 2 1010 (1850) 1046 (1915) 1107 (2025) 
Plant 3 1065 (1950) 1149 (2100) 1191 (2175) 
Plant 4 1065 (1950) 1149 (2100) 1177 (2150) 
Plant 5 982 (1800) 1065 (1950) 1149 (2100) 
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to the freeze-thaw durability since materials with higher strengths are able to withstand the 
stress of ice formation better [72]. 
 
Modified Hot Box Apparatus 
Construction 
This hot box apparatus was designed and constructed based upon designs present 
in ASTM C1363 and EN 1934, but with a few modifications. This hot box consists of two 
temperature-controlled chambers that affix to either side of the sample holder. This hot box 
apparatus utilizes a series of baffles and fans in order to drive a counter-circulating air flow 
pattern across the two faces of the sample. This was done in order maximize the heat 
transfer from the sample into the air. This hot box design is very similar to the Construction 
Technology Laboratories hot box described previously. In the climatic chamber (the 
exterior side of the wall), when the wall is warmer than the air, the air flowing over the 
face of the wall will heat up and rise. Since it is already moving upwards from the fans, 
there is no impediment of the air movement. In the metering chamber (the interior side of 
the wall), the wall will be colder than the air and the air will cool off and fall. Since it is 
already moving down from the fans, heat flow will be maximized. A cross section of the 
hot box apparatus with both chambers and the sample holder is shown in Figure 3-10. 
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The baffles in the hot box serve to constrain the air flow to the surface of the sample. 
They were instrumented with eighteen thermocouples each in order to measure the 
temperature of the air flowing over the sample surface. As the sample size of this hot box 
apparatus is 104in x 72 in, there exists the possibility of temperature gradients across the 
face of the sample. These thermocouples are in place to monitor any spatial variations in 
temperature. 
The air temperature of the two chambers were each controlled using a heat 
exchanger. The fluid temperatures were regulated using computer controlled Julabo FP51-
SL fluid baths. The chillers were equipped with an external temperature probe that was 
installed in the air stream such that the air temperature was maintained at a set temperature 
instead of the fluid in the chiller bath. The working temperature range of the fluid was 
specified as -42 °C to 80 °C, although typical testing did not exceed -10 °C to 55 °C bath 
 
Figure 3-10: Hot Box Cross Section 
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temperature. Heat exchangers were installed in the back of each chamber and an array of 
fans were used to circulate the air within the chamber as shown in Figure 3-11. 
The fan array was spaced uniformly across the depth of the chamber, ensuring an 
even air flow across the entire length of the sample. Fan speeds could be adjusted in order 
to modify the air velocity across the surface of the sample. The target air velocity was 0.5 
m/s. For a wall with a height of 72 inches, this corresponds to a Reynolds Number of 4.7 ∙
10 , which is less than the turbulent transition of 5 ∙ 10 , and as such, the air flow over the 
surface of the sample is laminar. 
 
Figure 3-11: Heat Exchanger and Fan Bank 
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The entire apparatus shown in Figure 3-12 was contained within a climate-
controlled room in order to eliminate any spurious heat flows caused by changing ambient 
conditions. This room was maintained at 24 °C and the humidity was kept below 40% 
relative humidity in order to minimize effects of moisture transport during testing. During 
testing, one chamber was kept at a constant 24 °C, while the other chamber temperature 
was varied. Since the control and instrumentation on both chambers were identical (except 
for air flow direction), the chamber that was held constant could be switched if necessary. 
 
Figure 3-12: Hot Box Apparatus with Brick Veneer Wall 
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One of the biggest concerns with ASTM C1363 and EN 1994 for a calibrated hot 
box operation is the presence of flanking heat loss where heat flows through the frame 
instead of the sample. Typical heat losses in a hot box apparatus are shown in Figure 3-13. 
In a traditional hot box setup, this is minimized by increasing the thermal resistance of the 
frame to be significantly higher than that of the sample itself. The same design principal 
was adopted for this hot box apparatus. In order to be able to support the weight of a 
complete wall assembly (up to 5000lbs) as well as be insulating, the frame was constructed 
out of alternating layers of 2x10 wood-studs and 2-inch XPS board as shown at the bottom 
of Figure 3-10. 
 
Figure 3-13: Heat Flow in a Hot Box Apparatus [21]. Used with Permission. 
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The thermal resistance of the frame was approximately 8.5 m²K/W (48 
ft2°Fhr/BTU). Although it was important to minimize this flanking heat loss, the effects on 
this hot box apparatus are significantly reduced or eliminated by utilizing heat flux 
transducers to directly measure the heat flux on the wall surface, instead of performing an 
energy balance calculation between the two chambers. 
 
Instrumentation and Test Procedure 
Due to the large scale of the hot box apparatus, a large number of thermocouples 
and heat flux transducers were employed in order the get a representative measurement. 
Air temperatures in both chambers were monitored with 18 type T thermocouples each, 
spaced uniformly across the baffle in front of the sample. Air velocity in each chamber was 
measured a distance of 2-inches from the surface of the specimen in order to properly 
measure the local air flow. Humidity was monitored in each chamber to verify that the wall 
assemblies were dry before testing, and that moisture transport was minimized during 
testing.  
On the interior surface of the wall (metering side), 12 type T thermocouples were 
used to measure the surface temperature, with the placement being dependent upon the 
geometry of the wall. Four 12-inch by 12-inch and six 2-inch by 2-inch heat flux 
transducers were applied to measure heat flux. The larger HFTs were significantly more 
sensitive to heat flux (due to having more thermopile junctions) and give an average heat 
flux across the total plate area. The six smaller HFTs were placed over areas where thermal 
bridging was expected to occur (over the wood or steel-studs in Figure 2-4). The 
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combination of the thermocouples and heat flux transducers allow for measurement of local 
thermal performance and give a more detailed picture as to how heat flows through a wall 
assembly than an energy balance can give. 
On the exterior surface of the wall (climatic side), 12 type T thermocouples 
measured the surface temperature, with the placement being dependent upon the geometry 
of the wall. Six 4-inch by 4-inch HFTs were applied to measure local heat flux. Placement 
of these were similar to those employed on the interior side of the wall. 
In addition, thermocouples were embedded within the wall assembly for several of 
the walls tested. This allowed for measuring the heat diffusion through the wall assembly. 
This was especially important in the case where layers of insulating and non-insulating 
material were in contact. Placement of thermocouples within the wall assembly allowed 
for the determination of how quickly heat diffused from one side of the wall to the other 
under transient conditions. 
The test procedure for each wall assembly consisted of three phases: equilibration 
(or curing), steady-state testing, and dynamic testing. Equilibration was necessary to 
remove any excess moisture in the wall and in some cases to allow for curing of the wall 
assembly after it was constructed. Walls that were built using mortar had to cure for 28 
days before testing could be started. Following equilibration, steady-state testing was 
carried out. For this testing, each wall assembly was measured at four different conditions 
in order to determine the effect of temperature on the thermal resistance. The metering 
chamber was maintained at 24 °C for all cases, with the climatic chamber testing at 4, 14, 
34, and 44 °C. Between each setpoint, the climatic chamber was returned to 24 °C, and the 
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wall allowed to equilibrate. This was held until the net heat flux through the wall stabilized. 
By returning to thermal equilibrium between each setpoint, the transient portion of each 
test allowed for the measurement of heat capacity. After testing steady-state conditions, the 
wall was returned to thermal equilibrium, then dynamic testing was started. During the 
dynamic testing, the metering chamber was kept at 24 °C, and the temperature in the 
climatic chamber was varied on a continuous basis in order to reproduce the Sol-Air cycle 
mentioned previously. Five days (or five cycles) of dynamic testing were carried out to 
allow the wall to reach stable periodic conditions that were invariant from one cycle to the 
next. A typical testing procedure is shown in Figure 3-14. The total test time for each wall 
assembly was anywhere from two to four weeks depending on the thermal mass. 
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Heat Flux Transducer Calibration 
The modified hot box apparatus uses utilizes heat flux transducers mounted on the 
surface of the wall assembly in order to directly measure the heat flux through the wall 
assembly. In addition, utilizing a heat flux transducer allows for measurement of local heat 
flux which can give information about heterogeneous wall systems (such as wood- or steel-
stud walls) that is lost in a traditional hot box. Heat flux transducers come with 
 
Figure 3-14: Typical Testing Cycle 
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manufacturer supplied sensitivity coefficients, but these values are not always accurate 
[73]. 
The calibration procedure of the heat flux transducers for the modified hot box 
apparatus were performed to those for the small scale modified hot box apparatus. It was 
found that the sensitivity of the HFTs were dependent upon their size. The 12-inch by 12-
inch HFTs were the most sensitive, followed by the 4-inch by 4-inch HFTs, with the 2-
inch by 2-inch HFTS being the least sensitive. Even among HFTs of the same size, there 
was considerable variation from one sensor to another. Interestingly, there was a significant 
bias found between the manufacturer’s sensitivity values and the calibrated sensitivity 
values using the above method. The manufacturer’s reported values were on the order of 
20% lower than those measured. The range in calibration sensitivities is shown in Figure 
3-15. 
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The four 12 by 12-inch HFTs all had similar sensitivities of approximately 6.04 
W/m2/mV. The six 4 by 4-inch HFTs had sensitivities that varied from 6.53 – 9.06 
W/m2/mV. The six 2 by 2-inch HFTs had a very wide range of sensitivities from 15.6 – 
43.6 W/m2/mV. The calibration root mean squared error was less than 0.5% for all HFTS, 
and less than 0.25% for more than half the HFTs. This shows that the HFTs are very 
sensitive to even small changes in heat flux when calibrated properly. 
 
Hot Box Calibration 
Four calibration walls were constructed in order to calibrate both specific heat 
capacity and R-value. These were constructed from the materials given in Table 3-5. These 
 
Figure 3-15: Hot Box HFT Sensitivities 
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consisted of a sheet of 7/16-inch plywood, 1-inch extruded polystyrene foam board (XPS), 
2-inch XPS foam board, and 6-inch XPS foam board. The measured thermal properties of 
these materials are given in Table 3-5. During the course of testing, it was found that both 
the plywood and the XPS material had thermal conductivities that varied linearly with 
mean temperature. The change in thermal conductivity with change in mean temperature 
was approximately 1.5 ∙ 10  /𝐾  and 2.9 ∙ 10 /𝐾 respectively. Due to the 
relatively high thermal conductivity of the plywood (0.115 W/mK) as compared to the XPS 
board (0.029 W/mK) the variation in thermal resistance with temperature is significantly 
smaller. The higher the R-value of the material, the more significant the absolute variation 
with temperature. The R-value of the calibration materials ranged from 0.1 m2K/W to 5.5 
m2K/W. All 16 heat flux transducers were included on the calibration walls, and six 
thermocouples were taped to the surface of the wall on each side. Thermocouples and heat 
flux transducers were spaced uniformly across the center 4-foot by 4-foot area in order to 
get representative measurements without the inclusion of edge effects. Spatial uniformity 
of both temperature and heat flux was found to be excellent for the calibration walls, with 
no significant variation from top to bottom of the walls. Calibration walls were tested at 
each of the four steady-state conditions given in the test procedure section. 
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One unexpected result from the calibration was the fact that the heat flow direction 
(climatic to metering or metering to climatic) had a significant impact on the measured R-
values. As such, it was necessary to implement two calibration curves for the hot box 
apparatus. The reason for such a setup is due to the convective air flow in the hot box 
apparatus. With the air flow pattern shown in Figure 3-10, when the air temperature in the 
climatic chamber is colder than the air in the metering chamber, the wall surface exposed 
to the climatic chamber will be warmer than the adjacent air, resulting in the local air 
temperature to increase slightly, driving the air upward due to a reduction in the air density. 
Since the air is already flowing upwards, this results in a slight increase in air velocity over 
the surface of the wall. In the metering chamber, the opposite happens. Since the wall 
surface is colder than the surrounding air, this will cause the air to fall due to an increase 
in air density. Since the air is already flowing downwards in the metering chamber, this 
results in a slight increase in air velocity. For the opposite heat flow direction however, the 
effect of the forced air flow and the buoyancy driven convection are in opposition. This 
results in the air in the climatic chamber directly adjacent to the wall trying to flow 
downwards, but the forced convection trying to make the air flow upwards. The air flow 
















10 0.106 (0.602) 0.827 (4.70) 1.81 (10.3) 5.44 (30.9) 
20 0.103 (0.585) 0.786 (4.66) 1.73 (9.83) 5.21 (29.6) 
30 0.101 (0.574) 0.749 (4.26) 1.66 (9.43) 5.00 (28.4) 
40 0.098 (0.557) 0.715 (4.06) 1.60 (9.09) 4.81 (27.3) 
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direction in the metering chamber are directly opposite of this but the two convection 
mechanisms will still oppose one another. These two different scenarios will result in 
different local conditions on the surface of the wall, resulting in the necessity of two 
different calibration equations. The two calibration curves are designated in and out with 
these representing heat flow from climatic to metering and metering to climatic 
respectively. The calibration of the hot box apparatus for R-value is shown in Figure 3-16. 
The calibration equations are also given below: 
In 𝑅 1.012𝑅 0.069 1 0.00045𝑇  3-8 
Out 𝑅 1.070𝑅 0.082 1 0.0058𝑇  3-9 
Where Rm is the measured thermal resistance, and T is the mean wall temperature. 
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The changing behavior of the air film layer on the surface of the wall has the 
greatest impact on the slope of the calibration curve (1.012 vs. 1.070). In the case where 
the climatic air is colder than the metering air, the calibration is almost identical to that of 
the heat flow meter apparatus. The only difference being the offset of the calibration is 
higher for the hot box apparatus. This is likely due to the air boundary layer having a higher 
intrinsic thermal resistance than the heat sink that is present in the heat flow meter 
apparatus which drives the temperature gradient. On the other hand, when the climatic air 
is warmer than the metering air, the slope of 1.01 coupled with the much smaller 
temperature correction (10x smaller in magnitude) means that the measured thermal 
 
Figure 3-16: Hot Box R-Value Calibration 
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resistance is almost the true thermal resistance and this calibration curve is almost 
unnecessary. The root mean squared error for the hot box R-value calibration was 4.8%. 
 
Specific Heat Capacity Measurements 
Since each of the calibration materials for the hot box were tested under four 
different conditions, there were four heat capacity measurements for each as well. The total 
measured energy storage was compared against the calculated values for each material 
using equation 3-3. Following a similar procedure to that for the R-value calibration, the 
data was divided into two groups representing summer or winter conditions and the 
measured energy was calibrated against the literature values of heat capacity. The 
following equation was found to adequately describe the relationship between the 
measured energy storage and the actual energy storage: 
In 𝐸 0.912𝐸 32.2 120.9𝑇  3-10 
Out 𝐸 0.894𝐸 2825 132.1𝑇  3-11 
Where E is the calibrated energy storage, Em is the measured energy storage, and 
Tm is the mean temperature of the wall at steady-state conditions. Calibrated energy storage 
was used in conjunction with equation 3-3 in order to calculate the specific heat capacity. 
Table 3-6 gives the calibrated specific heat capacity measurements. It should be noted that 
the heat capacity tests were more sensitive to materials with greater energy storage. 
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Wall System Testing 
The primary experimental goal of this research project was to quantify how the 
thermal mass of material components in a wall system impacted the overall thermal 
performance. In order to do so, a number of wall systems were tested in the hot box 
apparatus. These consisted of systems that are found in typical construction practices so 
that this information could be directly applied to current buildings. The first phase of the 
experimental testing was for residential wall systems. These are wall systems found in 
typical single-family homes as well as small apartment buildings. They are typically 
constructed using wood frame construction with a variety of different claddings materials 
and insulation strategies depending on where these systems are constructed in the United 











2 in. XPS 
13.73 (56.71) 1280 (0.306) 1370 (0.33) 7.4 
18.67 (65.61) 1280 (0.306) 1340 (0.32) 4.6 
28.36 (83.05) 1280 (0.306) 1250 (0.30) -2.4 
33.20 (91.76) 1280 (0.306) 1160 (0.28) -9.2 
1 in. XPS 
13.77 (56.79) 1280 (0.306) 1160 (0.28) -9.3 
18.62 (65.52) 1280 (0.306) 1170 (0.28) -8.5 
28.37 (83.07) 1280 (0.306) 1410 (0.34) 10.5 
33.24 (91.83) 1280 (0.306) 1380 (0.33) 7.8 
Plywood 
14.43 (57.97) 1453 (0.347) 1450 (0.35) -0.3 
18.97 (66.15) 1453 (0.347) 1460 (0.35) 0.1 
28.07 (82.53) 1453 (0.347) 1440 (0.35) -0.7 
32.60 (90.68) 1453 (0.347) 1470 (0.35) 0.8 
RMSE    6.4 
 
100 
States. A typical wall cross-section is shown in Figure 2-4. Four different cladding 
materials were chosen which represent the majority of current claddings in use today for 
these residential applications. They were vinyl siding, fiber cement board, fired clay brick 
veneer, and EIFS (exterior insulation and finish system). The EIFS system was tested with 
three different thicknesses of exterior insulation which reflects typical construction in 
different locations within the United States. In addition, one reference wall panel was 
constructed without a cladding in order to determine the base wall performance for 
comparison purposes. The construction details of each of these walls are given in Table 
3-7 at the end of this section. 
The second phase of the experimental testing was for commercial wall systems. 
The main difference in these two wall systems is that the stud wall for commercial systems 
is typically made using steel-studs instead of wood studs. This poses a significant challenge 
as compared to the wood-stud walls due to the intrinsically higher thermal conductivity of 
the steel studs. Even though steel-studs have a very thin cross-sectional area, they represent 
significant thermal bridges through the wall due to their thermal conductivity being more 
than three orders of magnitude higher than the surrounding insulation. For the commercial 
wall systems, the only two claddings that were investigated were brick veneer and EIFS. 
However, in commercial wall systems, there is more insulation included than just the 
insulation between the studs, so additional reference walls were included to see how each 
layer and material selection impacted the wall system as a whole. The construction details 
for the commercial walls are given in Table 3-8 at the end of this section. 
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The third phase of the experimental testing focused on testing mass wall systems 
which contain a layer of masonry or other heavy material on the interior instead of a wood- 
or steel-stud wall. For these wall systems the backing wall was made from 8-inch 
lightweight concrete masonry units (CMU). These wall systems have significantly more 
thermal mass than the corresponding residential or commercial wall systems. Even though 
these systems do not have as much thermal resistance, the large amount of thermal mass 
allows them to significantly outperform any of the other systems when under favorable 
climatic conditions. In addition to their thermal performance, these systems also tend to be 
significantly more durable, fire resistant, and can be essentially maintenance-free. 
Construction details of the mass walls tested are given in Table 3-9 at the end of this 
section. Construction pictures of some of these wall systems are given in Appendix A. 
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 Table 3-7: Residential Wall System Construction Details 






Stud / Insulation Interior 
Wood-Stud Wall None None None 























Vinyl Siding Vinyl siding None 
Air under vinyl 
siding 











½” EPS foam 
board 
None 














1” air cavity + 
corrugated wall 
ties 








EIFS – 1” 
Stucco skim 
coat 
1” EPS foam 
board 
None 






















EIFS – 2” 
Stucco skim 
coat 
2” EPS foam 
board 
None 















1” air cavity + 
corrugated wall 
ties 










 Table 3-8: Commercial Wall System Construction Details 





Sheathing / House 
Wrap 
Stud / Insulation Interior 
Steel-Stud Wall None None None 
5/8” Densglass + 
H&B water barrier 
2x6 18-gauge 
steel-studs with R-






2” XPS foam 
board 
None 
5/8” Densglass + 
H&B water barrier 
2x6 18-gauge 
steel-studs with R-




with C.I. and no 
Batt Insulation 
None 
2” XPS foam 
board 
None 
5/8” Densglass + 














5/8” Densglass + 
H&B water barrier 
2x6 18-gauge 
steel-studs with R-
21 batt insulation 
5/8” 
sheetrock 
Brick Veneer on 









5/8” Densglass + 
H&B water barrier 
2x6 18-gauge 
steel-studs with R-
21 batt insulation 
5/8” 
sheetrock 
Brick Veneer on 
Steel-Stud with C.I. 










5/8” Densglass + 









2” EPS foam 
board 
None 





21 batt insulation 
5/8” 
sheetrock 
2” EIFS on Steel-




2” EPS foam 
board 
None 









Table 3-9: Mass Wall System Construction Details 
























Brick Veneer over 
CMU with C.I. 
3.5” modular C216 
brick and mortar 
2” XPS foam 
board 
2” air cavity 






2” EIFS over CMU Stucco skim coat 









ANSYS Finite Element Modeling 
Although hot box testing of wall systems yields good information, it is a lengthy 
and costly test, and cannot give detailed information on how heat diffuses through each 
component in the wall assembly. In order to be able to investigate how changing individual 
components in each system will impact the overall performance, experimental testing was 
used to validate the finite element model. Once validated, these models could yield 
information on thermal performance on other dynamic cycles or testing conditions that are 
unfeasible to reproduce in a hot box setup. These models also allow for system-level 
optimization of the wall assembly. 
The most important part of finite element modeling is to select accurate material 
properties and select boundary conditions that closely match those that are present in the 
experimental testing. In order to have accurate data on the materials used in the wall 
systems, component thermal property data was measured. Insulation material such as 
extruded polystyrene (XPS), expanded polystyrene (EPS), and batt insulation were 
measured using the heat flow meter apparatus mentioned previously. For the other 
components such as sheetrock, wood studs, exterior sheathing, brick, mortar, fiber cement 
board, and lightweight concrete, thermal conductivity and heat capacity were measured 
using the small scale modified hot box apparatus mentioned previously. The thermal 
properties of the components used in finite element modeling is given in Table 3-10. 
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Sheetrock 637 1090 24 0.176 24 2.41 0.9 
Wood 
Stud 
434 1336 24 0.098 24 1.69 0.9 
Fiberglass 18 843 
24.5 0.0392 24.5 25.8 
0.9 
49.8 0.0453 49.8 29.9 
OSB 659 1300 24 0.1 24 1.17 0.9 
Air 1.16 1006 
2 0.0243 2 188 
N/A 
52 0.0282 52 258 
Red Brick 2219 716 24 1.27 24 7.99 0.9 
Mortar 1855 914 24 0.71 24 4.19 0.9 
Fiber 
Cement 
1314 1329 24 0.536 24 3.07 0.9 
Vinyl 
Siding 
1305 900 24 0.17 24 1.45 0.9 
EPS 41 1465 
9.2 0.0365 9.2 6.07 
0.7 
50.3 0.0435 50.3 7.24 
DensGlass 709 1090 24 0.2 24 2.59 0.9 
Steel 7800 470 24 52 24 142 0.1 
XPS 24.6 1465 
11.0 0.0281 11.0 7.80 
0.7 
40.4 0.0317 40.4 8.80 
PolyISO 33 1465 
26.5 0.0266 26.5 5.50 
0.7 
51.8 0.0304 51.8 6.29 
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The boundary conditions selected for modeling are a combination of convection 
and radiation heat transfer at the interior and exterior wall faces. For each model, the 
experimentally measured air temperature was used as the reference fluid temperature in the 
case of convective heat transfer, and as the reference scene temperature in the case of 
radiative heat transfer. Thermal emissivity was assumed to be 0.9 for all surfaces which is 
typical of most building materials except for XPS, EPS, and metallic foil (ε = 0.05) [74]. 
Film coefficients for convective heat transfer were calculated using the following equations 
for laminar fluid flow over a flat plate: 
ℎ 𝑁𝑢 𝑘/𝑙 3-12 
𝑁𝑢 0.664 𝑅𝑒 / 𝑃𝑟 /  3-13 
𝑃𝑟 𝜈/𝛼 3-14 
𝑅𝑒 𝑢 𝑙/𝜈 3-15 
Where h is the convective film coefficient, k is the thermal conductivity of air, l is 
the height of the wall, Nu is the Nusselt number, Re is the Reynolds number, Pr is the 
Prandtl number, ν is the kinematic viscosity, α is the thermal diffusivity, and u is the fluid 
velocity. For a fluid velocity of 0.4 m/s, the calculated film coefficient is 1.80 W/m2K. 
Meanwhile, based on data from the hot box apparatus, the approximate value for a radiative 
heat transfer coefficient was 5.35 W/m2K. Based on these numbers radiation heat transfer 
accounts for approximately 75% of the heat exchange from the surface of the sample to the 
hot box apparatus. This is the reason that the baffle is so important in the chambers due to 
the prevalence of radiative heat transfer. The baffle prevents radiative heat exchange 
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between the heat exchanger and the sample and provides a uniform temperature surface to 
the wall.  
Along the other four sides of the wall assembly which was in contact with the frame 
in the hot box apparatus, adiabatic boundary conditions were used since the measurement 
area was sufficiently far away from the edges such that their impact was negligible. For 
wall assemblies that contained internal air cavities such as the brick veneer wall, these 
boundary conditions alone were not sufficient to accurately reproduce the results from the 
hot box apparatus. Instead internal radiation and convection inside this air space had to be 
accounted for. ANSYS mechanical was used to perform the finite element modeling on 
wall systems that did not contain air cavities. ANSYS FLUENT was used when air cavities 
were present to solve the coupled heat transfer and fluid flow model. 
In order to validate the finite element model against experimental testing, several 
pieces of data were used for comparison. Firstly, under steady-state conditions, the thermal 
resistance should agree with the measured values since the hot box data was calibrated to 
a known reference standard. In order to account for experimental variability in the finite 
element model, the model was evaluated using component data using the maximum and 
minimum values in order to create an effective uncertainty for the model. The combined 
uncertainty of both the experimental and finite element model yielded data that was well 
within the uncertainty limits. 
To reduce computational complexity, symmetry was exploited in order to reduce 
the model size. Although the wall systems measured in the hot box apparatus were 104 by 
72-inches, the elements within the wall assembly repeated every 16 inches. Using this 
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translational symmetry, an equivalent model could be performed using only a 16-inch by 
16-inch sub-section of the whole assembly. In this manner, computation time was reduced 
from 8 hours to 30 minutes for the brick veneer wall assembly. An example showing the 





Figure 3-17: 3D Finite Element Mesh – Residential Brick Veneer Wall 
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Custom Finite Element Program 
Although 3D finite element modeling yields the most accurate information, 
sometimes this level of detail is not necessary, or the increased computational expense does 
not reflect a significant increase in accuracy. In these cases, simple 1D or 2D models can 
yield information that is almost as good as the 3D model. In the case of a homogeneous 
material, 3D finite element modeling is unnecessary as the 1D model will accurately 
represent this material. For steady-state calculations 3D models are quick enough for 
typical design purposes. However, when trying to quantify dynamic results, the additional 
complexity of the 3D model is compounded over the number of time steps required for the 
dynamic analysis. 
For hot box testing, the goal was to have both steady-state and dynamic 
performance data for each wall. These two values give an upper and lower bound on the 
possible real-world performance as the steady-state R-values underpredict the actual 
performance, while the dynamic results can overpredict the actual performance. Since it is 
not feasible to replicate realistic boundary conditions in the hot box apparatus (temperature, 
wind speed, humidity, solar irradiation, pressure, clouds, etc.) it becomes necessary to use 
a finite element model along with measured climate data to predict an annualized 
performance of a wall system. 
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1D Finite Element Formulation 
The first step in producing a finite element model is the mesh. For a 1D wall system, 
the mesh is trivial to generate. The simplest case is to subdivide each layer in the wall into 
equal length elements which are connected at the nodes. An example of this type of 1D 
mesh is shown in Figure 3-18. 
For convenience, the nodes and elements are numbered from left-to-right with 
exterior conditions being applied on the left and interior conditions begin applied on the 
right. Starting with the steady-state heat equation, conductive heat transfer in 1D can be 







The weak form of this equation is [61]: 
 








Converting this into a matrix equation [61]: 
𝑩 𝑘𝑩𝑑𝑥  𝑻  3-18 








𝑇  3-19 
Since both k and le are the same for every element in a layer, calculating the 
conduction matrix is very simple. Temperature-dependent thermal conductivity will be 
handled after the thermal radiation boundary condition since both of them make the 
problem non-linear. 
To account for the boundary conditions, the strong form used as the starting point: 
ℎ 𝑇 𝑇  3-20 
The weak form of this boundary condition is [60]: 
𝑤ℎ 𝑇 𝑇 𝑑Γ 3-21 
Converting this into a matrix equation [60]: 
ℎ𝑵 𝑵 𝑻 ℎ𝑵 𝑇  3-22 
Evaluating this at the boundary: 













𝑇  3-24 
The radiation boundary condition is handled in exactly the same manner, except 
that h now depends on the temperature of the element. The matrix equations for the 
radiation boundary condition are given below: 
At the left boundary: 𝑲 ℎ 1 0
0 0
𝑇









𝑇  3-26 
 ℎ 𝜎𝜖 𝑇 𝑇 𝑇 𝑇  3-27 
The final boundary condition that has to be included in the model is a directly 
applied heat flux on the left side of the model due to the presence of solar radiation. On the 




In order to handle a temperature-dependent boundary condition, the thermal 
conductivity of each element must be evaluated independently. The additional dependency 
changes the integral in equation 3-17, since k is now a function of temperature, which is a 








The material thermal conductivity has been replaced with the mean thermal 
conductivity within the element, with both k1 and k2 being a function of temperature at each 
node. 
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The final boundary condition that must be handled is that for internal radiation 
within the model. In the 1D case, this is simple as the two nodes that represent the faces of 
the bounding surfaces of the air cavity have an additional heat flux applied to them. The 





𝑇 ;𝒇 , 𝜎𝐹
𝑇 𝑇
𝑇 𝑇  3-30 








Where F12 is the view factor between the two nodes [75]. When expanded this 
results in the typical formula for radiation between two parallel surfaces: 
𝑞 𝜎𝐹 𝑇 𝑇  3-33 
With these boundary conditions, the system of equations can be constructed for the 
model. The global system of equations for steady-state heat conduction is given in general 
form below: 
𝑲𝑻 𝒇 0 3-34 
Solving this system of equations will yield T, the unknown temperatures at each 
node in the domain. If the matrix K, or the load vector f, are temperature-dependent due to 
either radiation boundary condition or temperature-dependent thermal conductivity the 
process of solving the system of equations becomes considerably more complex due to 
nonlinearity. This is represented in the equation below: 
𝑲 𝑻 𝑻 𝒇 𝑻 0 3-35 
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In order to solve equation 3-35, a number of different strategies can be employed. 
The simplest is known as the Picard method and is simply just calculating T, re-evaluating 
K and f, then solving again [76]. This iterative substitution only works for “mildly 
nonlinear conduction problems” and has a very slow rate of convergence [76]. One of the 
more powerful iterative techniques for solving equation 3-35 is the Newton-Raphson 
method. It is a root-finding algorithm similar to the well-known Newton’s method for 
solving for the root of a univariate function. In this case, the solution is of a nonlinear 
system of equations, so the derivative operation employed in Newton’s method is more 
complex. The form of iterative procedure is given below [76]: 
𝑻 𝑻𝒊 𝑱 𝑻 𝑲 𝑻 𝑻 𝒇 𝑻  3-36 
Where 𝑻  is the temperature of the current iteration, 𝑻  is the temperature of the 
previous iteration, 𝑱 is known as the Jacobian matrix, and contains all the partial derivatives 
of equation 3-35 with respect to each unknown in the vector T. The most difficult part of 
using this method is computing and inverting the Jacobian matrix, but this method has a 
significantly increased convergence rate (quadratic) compared against the Picard method 
(linear) [76]. This is important when carrying out transient thermal analysis where these 
iterations need to be carried out for each time step, and with a lot of time steps, the number 
of iterations have a significant impact of total computation time. 
The solution process to the nonlinear system of equations using equation 3-36 
requires information about the Jacobian matrix of the system which contains all of the 
partial derivatives of the system of equations with respect to the nodal temperatures. The 
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analytical form of the Jacobian matrix was derived and is given below. The matrix has 















If the material’s thermal conductivity does not vary with temperature, the second 
part of equation 3-37 becomes zero. The contribution to the Jacobian matrix by the 
convection and radiation boundary condition is given below: 
Left: 𝑱 ℎ 1 0
0 0
;  𝑱 4𝜎𝜖𝑇 1 0
0 0
 3-38 
Right 𝑱 ℎ 0 0
0 1
;  𝑱 4𝜎𝜖𝑇 0 0
0 1
 3-39 






The element matrices that have been defined were used to calculate the global 
system of equations by use of the direct assembly procedure [61]. The system of equation 
taking into account all the boundary conditions listed above for the steady-state problem is 
given by: 
𝑲 𝑻 𝑻 𝒇 𝑻 0 3-41 
𝑲 𝑲 𝑲 𝑲 𝑲 ,  3-42 
𝒇 𝒇 𝒇 𝒇 𝒇 ,  3-43 
The solution to this system of nonlinear equations is performed using Equation 17. 
The system Jacobian matrix is given below: 
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𝑱 𝑱 𝑱 𝑱 𝑱 ,  3-44 
By utilizing the Newton-Raphson method for solving this system of nonlinear 
equations, the solution converges typically in less than three iterations which is at least an 
order of magnitude improvement over Piccard’s method of sequential iteration. This 
threshold for convergence was determined by evaluating the following expression: 
𝑇 𝑇 𝑇 𝑇
𝑇 𝑇
1 ∙ 10  3-45 
This expression evaluates the root-mean-squared value of the difference in solution 
between iterations, normalized to the current iteration. This is termed the residual of the 
solution. 
Everything up to this point was for the solution to the steady-state finite element 
problem in one-dimension. In order to extend this to the transient problem, the time 
dependency must be included. This was done be utilizing the finite difference method. The 
backward Euler method was used because it is unconditionally stable for any chosen time-
step [76]. It is a completely implicit method, but since the Newton-Raphson solution 
procedure was already employed, no additional steps are required to solve this method. The 
global system of equations for the transient solution is given below: 
1
Δ𝑡
𝑴 𝑲 𝑻 𝑻
1
Δ𝑡
𝑴𝑻 𝒇 𝑻 0 3-46 
The only additional matrix required to solve this system of equations is the 
capacitance matrix (M) which accounts for the thermal mass of the system. For a two-node 








The Jacobian matrix required to solve the transient system of equations is similar 
to that used for the steady-state case, except that an additional term has been included to 





The solution procedure is carried out using the updated Jacobian matrix and 
Equation 22. The system of equations to solve for is different than equation 3-36 due to the 
transient nature of the problem. The nonlinear iterative procedure for transient heat transfer 
utilizing the Newton-Raphson method is given below [76]: 
𝑻 𝑻 𝑱 𝑻
1
Δ𝑡
𝑴 𝑲 𝑻 𝑻
1
Δ𝑡
𝑴𝑻 𝒇 𝑻  
3-49 
Where 𝑖 is the current iteration and 𝑛 the current timestep. The procedure above 
must be iterated until 𝑻  converges, then the timestep incremented. Convergence must be 
enforced for each timestep. This is the reason the quadratic convergence rate of the 
Newton-Raphson method is important as it reduces the number of times equation 3-49 must 
be computed. 
Until now, everything has been done using 1D linear finite elements, which can 
accurately solve some problems, but cannot accurately handle the thermal bridging that 
was found to be present in the steel-stud wall systems that were tested as this resulted in 
significant 2D heat transfer. The solution procedure for the 2D case is identical, just the 
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finite element matrices are changed. The biggest difference between 1D and 2D is that the 
mesh generation is no longer trivial. Linear triangular elements were chosen for their 
simplicity but converting an arbitrary geometry into a set of triangular elements proved to 
be a daunting task. A brief discussion of the mesh generation procedure is given below, 
following which, the updated finite element matrices for 2D heat transfer will be covered. 
 
2D Finite Element Mesh Generation 
In order to create a mesh for the finite element model, first a list of vertices and 
edges that represent the domain have to be constructed. These are constraints that must be 
satisfied when creating a finite element mesh, otherwise the model will not accurately 
reflect the actual geometry under study. In order to subdivide the domain into triangles for 
input into the finite element model, a triangulation algorithm referred to as Delaunay 
triangulation was utilized. This is a numerically robust method that can create a valid mesh 
for practically any input geometry. However, further refinement must be carried out to 
create a “good” finite element mesh. Delaunay triangulation creates a collection of triangles 
such that the minimum internal angle of all the triangles are maximized [77]. This is 
important since long, skinny triangles do not lead to accurate finite element solutions. In 
an ideal case, the geometry would be made of all equilateral triangles. 
The Delaunay triangulation algorithm works by first creating a large triangle that 
completely encompasses the problem domain [77]. Vertices are inserted one-at-a-time and 
each time a vertex is inserted, the triangle that contains it is subdivided into three more 
triangles [77]. Each triangle is checked such that the triangle’s circumcircle does not 
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contain more than three points [77]. If it does, the edge between the two adjacent triangles 
is swapped. This swapping is what maximizes the smallest internal angle in the mesh [77]. 
This algorithm will always create a mesh from the initial vertices that is well-suited for 
finite element modeling. This swapping algorithm is demonstrated in Figure 3-19. 
This algorithm does not typically support the enforcement of edges, so a simple 
modification has to be done in order to enforce the edge constraints on the mesh. Once the 
Delaunay triangulation is complete, the mesh is checked to see if the edge constraints are 
a subset of the triangle edges, if they are not, a new vertex is added at the midpoint of the 
edge that is not satisfied, and the triangulation updated. This process is repeated until the 
edge constraints in the problem are satisfied. These two steps are capable of producing a 
coarse mesh of any problem geometry automatically in a very short amount of time. 
The final check to the triangles produced via this method is a quality check. This 
quality check is determined by the ratio of the radius of the triangle’s circumcircle, and its 
shortest edge length [78]. If a triangle fails this criterion, a new vertex is inserted into the 
 
Figure 3-19: Delaunay Edge Swapping 
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triangulation at the center of the circumcircle. For a equilateral triangle, this ratio is 1/√3. 
If this value of the limit is enforced, the algorithm will continue forever, since an arbitrary 
geometry cannot be exactly represented utilizing only equilateral triangles. A typical value 
chosen for this quality check is either one for a fine mesh, or √2 for a coarse mesh [78]. If 
additional constraints are necessary, such as enforcement of element size, new vertices can 
be added to subdivide triangles that are considered too large. An example of a mesh using 
this procedure is shown in Figure 3-20. 
 
Figure 3-20: Mesh Generated Using Delaunay Triangulation 
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One of the more remarkable aspects about this triangulation procedure is that it is 
capable of producing a graded mesh size, having more triangles in regions of high detail, 
and fewer in large open spaces. Although the described procedure is simple to explain, the 
difficulty in implementing this was no less than the creating of the finite element solver. 
 
2D Finite Element Formulation 
After producing a valid mesh, the finite element equations can be solved. Starting 





For this research, thermal conductivity was assumed to be isotropic. The weak form 
of this equation in steady state [61]: 
∇𝑤 k∇𝑇 𝑑Ω 3-51 
The matrix formulation for this integral expression is the same as given in equation 
3-18, however, there is not a single expression that applied to all of the elements because 
each triangle is a different size. Instead, the shape function derivative B must be evaluated 
for every element [60]. 
𝑩
𝑦 𝑦 𝑦 𝑦 𝑦 𝑦
𝑥 𝑥 𝑥 𝑥 𝑥 𝑥  3-52 
After converting equation 3-51 into a matrix equation and integrating using two-




𝑩 𝑩  3-53 
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For the convective boundary conditions, the weak form is still the same equation as 
in equation 3-22, but now instead of two different scenarios, there are three, depending on 







































The boundary condition on each boundary element is basically split in half and 
applied to each node in equal weight, which is the reason for the ½ in the loading vector. 
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In order to handle the temperature-dependent thermal conductivity, the same 
method is employed as before. When evaluating the integral in equation 3-51, since k 
depends on temperature, which depends on position within the element, k cannot be 
factored out, and must instead be included in the integration procedure. The resulting 




𝑩 𝑩  3-59 
Where kn is the value of the thermal conductivity, evaluated at the temperature of 
node n. It becomes apparent that the mean thermal conductivity within the element is again 
substituted into the conductance matrix calculation. 
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Internal radiation heat transfer is significantly more complex than in the one-
dimensional case, as view factors have to be computed for each elements edges that are 
radiating. The view factor calculation is accomplished using the crossed string method 
shown in Figure 3-21 [79]. 
For gray surfaces (ε < 1), the fraction of reflected radiation from all other elements 
within view must also be accounted for. The heat balance for each element that participates 
in the radiation calculations must be calculated, and updated for each iteration [75]: 
𝛿 𝑭 1 𝜖 𝜎 𝑭 𝜖 𝑇 𝑇  3-60 
The above equation must be evaluated for every element that participates in the 
internal radiation calculations. This energy balance is applied directly to the load vector in 
the finite element problem instead of both the conduction matrix and the stiffness matrix 
because to do so would require a large number of calculations, but since an implicit method 
 
Figure 3-21: Crossed String Method for View Factor Calculation [79] 
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is already being used to solve the system of equations, doing so is not necessary. The view 
factor matrix is an N by N matrix that is not sparse, unlike most of the other matrices in the 
finite element problem. Increasing the number of radiating elements increases the 
computational expenses required to solve the problem much faster than other elements. 
Equation 3-60 was the most difficult part of the finite element problem to compute 
correctly. 
The Jacobian matrix for the 2D finite element problem follows the same procedure 



























































𝐴 𝛿 𝑭 1 𝜖 /𝜖  3-65 
The Jacobian matrix for the global system of equations is still given by equation 
3-44. 
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When solving the transient finite element problem in 2D, the procedure is identical 
to that done for the 1D case. The only difference being that the capacitance matrix, M, has 
to be updated for the different elements being used. The capacitance matrix for a linear 








The global system of equations is again created using the direct assembly 
procedure. The solution to the 2D problem is then found by utilizing Equation 3-49, until 
the solution converges.  
 
Boundary Condition Calculations 
The next step in setting up the finite element program was to calculate the 
environmental conditions for input into the model. This includes air temperature, radiation 
temperature, convective film coefficient, and applied heat flux. In order to generate these 
values, measured climate data from the National Solar Radiation Database (NSRDB) was 
used. Meteorological data spanning 30 years was used to compile a typical meteorological 
year (TMY) data file. These files are freely available from the NSRDB website. They 
include measured solar radiation (global horizontal irradiation, direct normal irradiation, 
and direct horizontal irradiation), cloud cover, air temperature, humidity, pressure, wind 
direction, wind speed, and precipitation. These inputs are sufficient to quantify a complete 
set of loading conditions for a complete hygrothermal model. The humidity, pressure, and 
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precipitation effects do not have an impact on the thermal boundary conditions, so they are 
not discussed further. 
In order to calculate the film coefficient from the measured air velocity, the 
direction of the wind, and the direction that the wall is facing both have to be taken into 
account. The convective film coefficient is given by the following expression [80]: 
ℎ 3𝑉 2.8 3-67 
Where Vloc is the local wind speed at the surface of the wall. This is not the same 
as the data given in the weather file, as that is referred to as V10 since it was recorded at a 
height of approximately 10 meters above the ground. Vloc can be calculated from V10 
depending on inclination and orientation [80]. 
For a windward surface with 0° 𝜃 10° (direct impingement): 
𝑉
0.5𝑉 𝑓𝑜𝑟 𝑉 1𝑚/𝑠 
0.5 𝑚/𝑠 𝑓𝑜𝑟 1 𝑉 2𝑚/𝑠
0.25𝑉 𝑓𝑜𝑟 𝑉 2𝑚/𝑠
 3-68 
For a windward surface with 10° 𝜃 90°: 
𝑉 𝑉 sin 𝜃  3-69 
For a leeward surface (90° 𝜃 180°: 
𝑉 0.25𝑉 sin 𝜃  3-70 
In the limit case of no wind, the convective film coefficient comes out to be 2.8 
W/m2K. This value was also taken to be the film coefficient for the interior surface of the 
wall assembly due to very low air speed indoors. 
The reference temperature used for convective heat transfer is the measured air 
temperature, but for the radiative boundary condition, this could not be used. The reason is 
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because for a vertical wall outdoors, half of the field of view is taken up by the ground, and 
the other half is taken up by the sky. For the ground half of the scene, the radiation 
temperature can be approximated by assuming that it is the same as the ambient air 
temperature. For the sky however, this approximation is not valid. In order to calculate the 
effective sky temperature for radiative heat transfer, the following equation is used [81]: 
𝑇 1 𝑓 𝑇 𝜖 . 𝑓 𝑇  3-71 
This is simply a weighted average between the clear sky temperature, and the 
ambient temperature based on the amount of cloud cover. More accurate approximations 
that take into account the height of the clouds exist but were considered beyond the scope 











Where TDP is the dew point temperature, and t is the time of day. From evaluating 
equation 3-71, the most striking phenomenon is that the clear sky temperature is 
significantly colder than the ambient air temperature. The temperature difference between 
the air and sky temperatures can be in excess of 20 °C when the cloud cover is negligible, 
and the dewpoint is sufficiently low. This cold sky temperature serves as a heat sink to help 
remove some of the heat caused by solar radiation. The effective radiative reference 
temperature is given as: 
𝑇 𝑇 𝑇 /2 3-73 
130 
The final and most complex boundary condition to calculate is the directly applied 
heat flux from solar radiation. Due to the movement of the sun during the day, the amount 
of radiation received on a vertical surface is constantly changing. The total radiation load 
of a surface is a combination of solar radiation from multiple sources. These are shown 
pictorially in Figure 3-22. The particular model for estimating the total solar radiation 
chosen herein was the Perez anisotropic sky model. The equations for calculating the total 
solar load are given in the following equations. 
The first step is to calculate the solar time which varies depending on latitude the 
city is located in [82]. 
𝑡 𝑡 4 2𝜋
𝑇
24
𝐿 𝐸 /60 3-74 
Where t is the current hour but shifted 30 minutes to center on each hour (e.g. 12:30, 
1:30, 2:30, etc.) given as a decimal number from 0 to 24. Tst is the standard meridian for 
 
Figure 3-22: Solar Radiation Components for Perez Anisotropic Sky Model [82]. Used with 
Permission.
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the local time zone. Lloc is the longitude of the current location. E is referred to as the 
equation of time [82]: 
𝐸 229.2 0.000075 0.001868 cos 𝐵 0.032077 sin 𝐵
0.014615 cos 2𝐵 0.04089sin 2𝐵  
3-75 
𝐵 𝑛 1 360/365 3-76 
Where n is the nth day of the year. 
Next, the declination angle must be calculated which describes “the angular 
position of the sun at solar noon with respect to the plane of the equator” [82]: 
𝛿 0.006918 0.399912 cos 𝐵 0.070257 sin 𝐵
0.006758 cos 2𝐵 0.000907 sin 2𝐵
0.002697 cos 3𝐵 0.00148sin 3𝐵  
3-77 
The next important angle to calculate is the angle of incidence, θ, of direct solar 
radiation with the surface and is given by [82]: 
cos 𝜃 sin 𝛿 sin 𝜙 cos 𝛽 sin δ cos 𝜙 sin β cos γ
cos δ cos 𝜙 cos β cos ω
cos δ sin 𝜙 sin 𝛽 cos 𝛾 cos 𝜔
cos 𝛿 sin 𝛽 sin 𝛾 sin 𝜔  
3-78 
Where φ is the latitude of the location, β is the slope of the surface (90° for a vertical 
surface), γ is the surface azimuth angle (direction the surface is pointing), ω is the hour 
angle: 2𝜋 𝑡 12 /24. 
Next the solar zenith angle must be calculated. It is the angle between a vertical line 
and the sun [82]. 
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cos 𝜃 cos 𝜙 cos 𝛿 cos 𝜔 sin 𝜙 sin 𝛿  3-79 
Now with all the trigonometry accounted for, the solar load can be calculated. Solar 
radiation comes in two types—diffuse and beam. The climate file has recorded the global 
horizontal irradiation, I, and the total diffuse horizontal irradiation, Id,. The beam horizontal 
irradiation, Ib, is simply the difference of these two. This is necessary in order to calculate 
the amount of beam radiation landing on the wall surface. The ratio between the horizontal 





The total diffuse radiation on the wall is given by the following equation [82]: 






𝐹 sin 𝛽  3-81 
Where 𝑎 max 0, 𝑐𝑜𝑠 𝜃  and 𝑏 max 𝑐𝑜𝑠 85° , 𝑐𝑜𝑠 𝜃 . The terms F1 and 
F2 are based upon tabular values and depend upon the zenith angle, θz,, the clearness, ε, 




𝐼 5.535 ∙ 10 𝜃






𝑚 1/cos 𝜃  3-84 
Where m is the air mass and Ie is the extraterrestrial normal irradiance. The 
brightness coefficients F1 and F2 are calculated from the above parameters [82]: 
𝐹 max 0, 𝑓 𝑓 𝛥 𝜃 𝑓  3-85 
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𝐹 𝑓 𝑓 Δ 𝜃 𝑓  3-86 
The values of f depend on the value of ε and are determined using a table lookup. 
The table of values (Table 3-11) is included below for completeness. The total radiation on 
a surface can then be calculated [82]: 
𝐼 𝐼 𝑅 𝐼 1 𝐹
1 cos 𝛽
2






Where ρg is the albedo (reflectivity of the ground). IT is calculated hour-by-hour 
using the supplied climate data as a directly applied heat flux on the exterior of the wall 
surface. This boundary condition is extremely important for estimating yearly energy usage 
since the sun is the largest source of heat load on a wall system. 
Table 3-11: Brightness Coefficients for Perez Anisotropic Sky [82] 
ε f11 f12 f13 f21 f22 f23 
1.000-1.065 -0.008 0.588 -0.062 -0.060 0.072 -0.022 
1.065-1.230 0.130 0.683 -0.151 -0.019 0.066 -0.029 
1.230-1.500 0.330 0.487 -0.221 0.055 -0.064 -0.026 
1.500-1.950 0.568 0.187 -0.295 0.109 -0.152 0.014 
1.950-2.800 0.873 -0.392 -0.362 0.226 -0.462 0.001 
2.800-4.500 1.132 -1.237 -0.412 0.288 -0.823 0.056 
4.500-6.200 1.060 -1.600 -0.359 0.264 -1.127 0.131 
6.200-∞ 0.678 -0.327 -0.250 0.156 -1.377 0.251 
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This finite element model was designed to run in three modes: steady-state, 
dynamic, and yearly. The first two modes were used to check the model against both 
experimental results, as well as ANSYS 3D models. After verification, the yearly mode 
was used to calculate expected yearly energy usage. As far as post-processing was 
concerned, the steady-state model compared surface temperature, heat fluxes, and thermal 
resistances, while the dynamic and yearly models were mainly focused on heat fluxes 
solely. Model results will be given/shown in the next chapter. 
 
Program Overview 
The custom finite element program was written using C++ in order to prioritize the 
execution speed. The programs graphical user interface was implemented using the Win32 
API. Matrix algebra within the program utilized the Eigen [83] library to perform the linear 
algebra necessary to solve the global system of equations. The DISLIN [84] plotting library 
was used to generate plots and visualizations of the results within the program. This 
program is a stand-alone executable which can run on any current version of Windows. 
This program could also be branched to a general-purpose 2D finite-element solver or 
expanded to a coupled hygrothermal model in the future. 
The custom finite element program allows for quick and simple access to detailed 
finite element modeling of wall systems similar to those tested in the hot box apparatus. 
The model supports both one- and two-dimensional heat transfer. The program interface is 
shown in Figure 3-23. There are four modes of simulation, which allows for the 
investigation of different aspects of the thermal performance of the wall systems. Air 
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temperatures on the wall faces are the only boundary conditions that can be modified 
directly. It is not necessary for comparative simulation to adjust film coefficients or 
emissivities for typical wall assemblies. 
Construction of the wall assembly in this program was kept as simple as possible. 
The system is built layer-by-layer starting with the cladding and working inward. All 
aspects of the wall system can be modified from either a drop-down menu or directly 
entering the thickness. An example for a residential and commercial brick veneer wall are 
given in Figure 3-24 and Figure 3-25 respectively. 
 




Figure 3-24: Custom Finite Element Wall Selection – Residential Brick Veneer 
 
 
Figure 3-25: Custom Finite Element Wall Selection – Commercial Brick Veneer 
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The custom finite element program has four different simulation modes which are 
on the left side in Figure 3-23. The first mode is a steady-state simulation. For example, 
with an interior air temperature of 24 °C and an exterior air temperature of 44 °C, the results 
of the residential and commercial brick veneer walls are given in Figure 3-26 and Figure 
3-27 respectively. The effect of the steel-stud can be seen visually in Figure 3-27 by the 
disturbed temperature field around the left and right sides of the stud. The wall heat flux 
plot had to be shown in log-scale in order to be able see the heat flux in any other part of 
the body as well. The heat flux through the steel-stud is on the order of 900 W/m2, while it 
is around 8 W/m2 for the wood-stud. This detrimental impact can also be seen in the 




Figure 3-26: Custom Finite Element Steady-State Results – Residential Brick Veneer 
 
 
Figure 3-27: Custom Finite Element Steady-State Results – Commercial Brick Veneer 
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The second method of simulation for this program is the dynamic Sol-Air cycle that 
the hot box wall assemblies were tested under. This is a natural extension from steady-state 
before simulating year-long performance to check the dynamic performance. The results 
from the Sol-Air cycle for the residential and commercial brick veneer walls are presented 
in Figure 3-28 and Figure 3-29 respectively. Even though the steel-stud wall has R-21 batt 
insulation, it has a higher dynamic energy usage than the wood-stud wall with R-13 batt 
insulation. Since both wall assemblies contain a similar amount of thermal mass, the 
difference in performance is a direct result of differences in thermal resistance. Looking at 
the steady-state performance of these two walls shown in the previous two figures, indeed, 





Figure 3-28: Custom Finite Element Sol-Air Cycle Results – Residential Brick Veneer 
 
 
Figure 3-29: Custom Finite Element Sol-Air Cycle Results – Commercial Brick Veneer 
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The third simulation mode is the climate simulation, which is the main purpose of 
this program. It utilizes a selected indoor air temperature, coupled with the exterior 
boundary conditions presented in Chapter 3, to calculate the thermal performance. Just like 
with the Sol-Air cycle results, the metric of interest is the total energy transfer to the interior 
of the wall system, which would represent the thermal load on an HVAC system. The 
electrical cost can be estimated by the following procedure: first, take the seasonal energy 
efficiency ratio (SEER) and calculate the energy efficiency ratio (EER) [85]; 
𝐸𝐸𝑅 0.02 ∙ 𝑆𝐸𝐸𝑅 1.12 ∙ 𝑆𝐸𝐸𝑅 3-88 
𝐶𝑂𝑃 𝐸𝐸𝑅/3.412 3-89 
The coefficient of performance (COP) of the HVAC unit is compared against a 
Carnot engine with an operating temperature of 27 °C for the cold side and 35 °C for the 
hot side which gives an COP of around 37.5. This allows for the calculation of an efficiency 
for the HVAC unit: 
𝜂 𝐶𝑂𝑃/37.5 3-90 
This is necessary because from now on the COP (which related work load to 





Where TC is the cold side air temperature and TH is the hot side air temperature. As 
the exterior gets hotter or colder than the interior, this equation implies that the COP rating 
goes down. The thermal load from the finite element model is then calculated by taking the 
indoor heat flux and dividing it by the instantaneous COP calculated by using the hourly 
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air temperatures. This gives an electrical energy usage given in Whr/m2 which can be 
converted into $/m2 by multiplying by the cost of electricity. 
The yearly simulation results are shown in Figure 3-30 and Figure 3-31 for the 
residential and commercial brick veneer wall systems respectively. Just like the Sol-Air 
cycle results demonstrated, the steel-stud wall has a higher energy usage than the wood-
stud wall system, but with the climate results, there is now a dollar amount attached for 
quantification. The steel-stud wall is $0.37/m2 more expensive per year to keep conditioned 
than the wood-stud wall. 
 
Figure 3-30: Custom Finite Element Climate Results – Residential Brick Veneer 
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It is interesting to note that the energy usage is very heating-dominated. Heating 
accounts for approximately 68% of the total energy usage for the brick veneer wall 
assembly, regardless of wood-stud or steel-stud backup wall. This fact is due to the swing 
in air temperature of the climate, wherein the maximum temperature is around 10°C higher 
than the indoor temperature while the minimum temperature is 30°C lower than the indoor 
temperature. The model at this stage looks only at the amount of energy required to keep 
an isothermal indoor air temperature, and does not take into consideration the operation of 
the structure which would result in internal heat generation, resulting in an increase in the 
 
Figure 3-31: Custom Finite Element Climate Results – Commercial Brick Veneer 
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cooling load and decrease in the heating load. In addition, this data is for opaque wall 
assemblies only, and does not account for the significant cooling load imposed by windows 
during the summer months. 
The final simulation mode for the custom finite element program is a comparison 
of the benefit with and without thermal mass. Since this is a simulation, any of the material 
parameters can be varied to see what the impact is on the overall system. This allows for 
optimizing the material properties to improve the system level performance. For this case, 
the density of every component is set to zero to simulate a wall with the same thermal 
resistance, but with no thermal mass. This allows for a quantitative determination of the 
impact of the thermal mass on the energy transfer of the wall assembly. The results for the 
residential and commercial brick veneer wall systems are presented in Figure 3-32 and 




Figure 3-32: Custom Finite Element Comparison Results – Residential Brick Veneer 
 
 
Figure 3-33: Custom Finite Element Comparison Results – Commercial Brick Veneer 
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For the comparison test, all three previous modes were simulated together to give 
a more complete description of the performance of the selected wall assembly. Steady-state 
conditions were simulated for four different outdoor air temperatures to show the 
temperature-dependence of the thermal resistance. This is a direct result of the temperature-
dependent thermal conductivity of the insulation used. Sol-Air cycle results were simulated 
with and without thermal mass as mentioned previously to determine how much energy 
the thermal mass was responsible for mitigating. Surprisingly, for the modular brick 
veneer, the thermal mass accounted for a reduction in energy usage of 54%. Stated another 
way, a wall assembly with no thermal mass, with an equivalent thermal resistance, would 
have an energy usage 119% higher. This shows that the thermal mass, under favorable 
conditions, can result in a very large energy savings. 
When looking at the benefit of the thermal mass under an actual yearly climate 
cycle, there is more interesting behavior. For this comparison, the city of Atlanta, GA was 
used. It was found that there was a clear seasonal variation in the thermal mass benefit. 
During the winter and summer, the thermal mass was found to only have marginal benefit 
to the energy usage. This is because during these conditions, heat flow is always in a single 
direction, and there is no period where the heat flow is changing direction. The thermal 
mass can reduce the peak energy usage during these months, but not modify the average 
energy usage. During the more temperate months of spring and fall however, there is a 
large amount of thermal mass benefit to be found. During this time period, the air 
temperature and solar radiation cause the exterior surface temperature to swing above and 
below the indoor temperature causing a reversal in heat flow direction. When the mean 
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exterior surface temperature is equivalent to the indoor surface temperature, the benefit of 
the thermal mass is maximal. For this city and these wall systems, the maximum thermal 
mass benefit was 42%, and the average yearly benefit was around 15%. Depending on the 
climate, this amount can be higher or lower. 
 
Impact of Thermal Mass and Insulation on Energy Usage 
Although increasing the thermal resistance of a wall system will reduce its energy 
usage, the amount of reduction depends upon the climate that it is located in. The total 
thermal resistance of the system is directly proportional to the amount of insulating material 
in the wall system, whereas the total energy usage is inversely proportional. This means 
that increasing thermal resistance will have diminishing returns on investment for higher 
levels of thermal insulation. 
The goal of this section of the project is to identify the impact of both insulation 
and thermal mass on the yearly energy usage of a given wall assembly. Since the total 
energy usage of the system depends on the coupling between thermal mass, thermal 
resistance, and the climate that the wall system is located in, each location will have a 
different reaction to the amount of insulation and thermal mass within the system. 
Current energy codes do not identify the impact that thermal mass has on the overall 
energy usage of the wall assembly, but this must be taken into account due to the benefit 
thermal mass can provide. To do so, the effect of changing both the thickness of continuous 
insulation and the brick veneer was studied for the wood-stud residential, steel-stud 
commercial, and the mass wall systems in two different climate zones. Climate zone three 
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and five were selected for the analysis. The testing conditions for these assemblies are 
reported in Table 3-12. 
 
 
Table 3-12: Wall Geometry for Yearly Energy Modeling 
Property Residential Commercial Mass 
Brick Veneer 0, 1, 2, 3, 4, 5-inches 0, 1, 2, 3, 4, 5-inches 




0, 0.5, 1, 1.5, 2-inches 0, 0.5, 1, 1.5, 2-inches 
0, 0.5, 1, 1.5, 2-
inches 
Backup Wall 
2x4 wood-stud with 
R-13 batt insulation 
2x6 steel-stud with R-













 RESULTS AND DISCUSSION 
Fired Clay Brick Characterization 
Characterization of Commercial Fired Brick 
Thermal properties of the plant fired samples are reported in Table 4-1. Variation 
in raw material, processing procedures, and firing conditions caused the thermal 
conductivity to vary significantly from one production facility to the next. This was 
expected, but the variation was considerably higher than tabulated literature values would 
suggest. The fired clay brick with the highest thermal conductivity value of 1.71 W/mK 
was 50% higher than the tabulated data for fired clay brick of similar density (1.12 W/mK) 
[74]. Heat capacities were remarkably consistent between samples. It was believed that 
since each of the five fired clay brick samples had similar mineralogy, their specific heat 
capacities would be mostly invariant if the specific heat capacities of each constituent phase 
were relatively similar. 

















P1 0.79 2071 762 5.00e-7 1117 
P2 1.33 2160 777 7.92e-7 1494 
P3 1.62 2302 756 9.31e-7 1679 
P4 0.90 1846 723 6.74e-7 1096 
P5 1.71 2176 816 9.63e-7 1742 
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Changes in thermal diffusivity and thermal effusivity were caused mainly by 
changes in the thermal conductivity of the material. This was because of the relative change 
in thermal conductivity was significantly more pronounced than the change in density 
between samples. The thermal conductivity was found to vary by more than 100% (0.79 
vs 1.71 W/mK) while the bulk density varied by approximately 25% (1846 vs. 2302 
kg/m3). This implied that if the porosity of the sample was increased, which would result 
in a decrease in thermal conductivity, the improvement in thermal resistance would be 
greater than the loss in thermal mass benefit by the reduction in density. 
After thermal and physical property testing, an elemental and mineralogical 
characterization was performed. The elemental compositions of the plant fired brick are 
reported in Table 4-2. As the raw material for fired clay brick consists of a large amount of 
clay and quartz, it was expected that the chemical composition of theses samples were 
mainly alumina and silica. The alkali elements present in the samples come from two main 
sources: a micaceous mineral (typically muscovite) and felspar impurities. Iron was present 
in every sample in appreciable quantities. Most naturally occurring minerals contain some 
amounts of iron. 
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X-Ray diffraction patterns for each plant fired clay brick are given in Appendix A. 
Following phase identification and whole pattern fitting, the main phases identified were 
quartz, mullite, hematite, microcline (potassium bearing feldspar), spinel, cristobalite, and 
an amorphous phase. From the diffraction data, quartz and amorphous were the two 
majority phases with a combined amount from 50-80% of the total material. Mullite was 
present in all except sample P2 in appreciable quantities. As mullite is produced when 
firing clay, this was expected. The reason for no mullite present in sample P2 could be due 
to there not being significant amounts of clay present in this material as evidenced by the 
low amount of alumina indicated by the XRF results. The presence of significant amounts 
of microcline in sample P2 indicates that this material had a relatively low firing 
temperature (approximately 1000 °C) since feldspar is one of the first phases to vitrify upon 
heating. The significant amounts of cristobalite present in material P4 and P5 were due to 
the concentration of K2O being below 2%, leading to the formation of cristobalite instead 











Al2O3 28.90 13.30 23.57 15.78 16.32 
SiO2 57.50 71.67 68.40 76.18 70.86 
Na2O 0.59 1.42 0.20 0.57 0.20 
MgO 0.49 1.51 0.63 0.45 0.40 
P2O5 0.12 0.10 0.05 0.06 0.04 
K2O 2.43 2.77 2.72 1.12 1.30 
CaO 0.60 0.78 0.24 0.32 0.31 
TiO2 0.87 0.93 1.42 1.12 1.04 
MnO 1.88 0.06 0.02 0.46 1.03 
Fe2O3 7.36 7.30 2.40 3.75 8.27 
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of vitreous silica from the clay relic phase as previously discussed. The estimated phase 
composition of each material is reported in Table 4-3. 
Results for ASTM C67 absorption testing and mercury intrusion porosimetry (MIP) 
testing are reported in Table 4-4. The porosities of the fired clay brick varied considerably 
from 5 to 25% for the commercially produced samples. From the data in Table 4-1 and 
Table 4-4, the samples with the lowest porosity were found to have the highest thermal 
conductivity. However, the reverse was not found to be true: the sample with the highest 
porosity, P4, did not have the lowest thermal conductivity. This implied that the thermal 
conductivity does not depend solely on total porosity, as has been found by other authors 
[38]. Due to the wide range in mineralogy between these samples, a clear relationship could 
not be determined using only these five samples. 












Quartz 19.9 53.5 44.8 47.1 28.3 
Mullite 36.1  29.0 20.2 20.4 
Hematite 2.9 3.5 1.1 1.3 2.8 
Microcline  13.6 1.6   
Cristobalite    18.5 28.1 
Amorphous 41.1 29.4 23.5 12.9 20.4 
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Both Archimedes’ method and MIP yield information relating to the density and 
porosity of a material. The bulk density measurements from the two different techniques 
yielded similar results which were expected, but there was some disagreement between the 
porosity measurement. The porosity measurement obtained from MIP was almost always 
higher than the Archimedes’ porosity measurement, with the exception of sample P4. This 
sample contained some amount of macro-porosity which would be filled upon contact with 
mercury even without any applied pressure. Due to this, the observed porosity 
measurement from MIP for this sample was likely an underrepresentation of the true value. 
For the other four samples however, the MIP results ranged from very close, to 
significantly higher than the Archimedes’ porosity measurement; some of which could be 
attributed to the intrusion of mercury into closed porosity due to fracture of the pore wall 
Table 4-4: ASTM C67 Absorption Data and MIP Data for Plant Fired Samples 
Property Units P1 P2 P3 P4 P5 
Cold Water 
Absorption 
% 7.3 6.6 2.8 7.4 1.7 
Boil Water 
Absorption 
% 9.8 8.9 3.4 12.9 2.2 
C/B Ratio - 0.75 0.75 0.83 0.57 0.77 
Archimedes 
Porosity 
% 20.0 18.8 7.7 24.2 4.8 
Density  kg/m3 2.03 2.12 2.26 1.88 2.18 
MIP Porosity % 24.1 19.0 10.6 21.9 15.8 
MIP Density kg/m3 2.00 2.11 2.28 1.94 2.13 
Median Pore 
Diameter 
μm 1.41 2.43 0.74 3.12 1.11 
Pores >10μm % 7.7 10.1 7.4 23.9 6.4 
Pores 10-
1μm 
% 65.3 81.1 22.3 67.5 51.4 
Pores <1μm % 27.0 8.8 70.3 8.6 42.2 
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under the applied pressure. Only sample P5 showed greatly different porosity between the 
two techniques. 
MIP pore size distribution curves are shown in Figure 4-1. Each of the five fired 
clay brick samples had noticeably different pore size distributions. This was somewhat 
expected due to varying raw materials and firing conditions across brick plants. Most of 
the plant fired samples appear to have a bimodal pore size distribution, with the primary 
pore size between 0.8-3 μm. This pore size was related to the decomposition of the clay 
mineral and is sensitive to the firing conditions (temperature and time) of the parts. The 
secondary pore size is in the range of 0.1-0.3 μm. This size range of pores was most likely 
due to the production of small pores due to entrapped gas. 
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The last physical characterization technique that was performed was compressive 
strength. Compressive strength is used to measure the ultimate load before failure of the 
materials. It was found that materials with higher thermal conductivities had higher 
compressive strengths, and that as the samples’ porosity increased, the strength decreased 
as expected. The relationship between compressive strength and thermal conductivity can 
be attributed to changes in porosity. Compressive strength of each material is reported in 
Table 4-5. 
 
Figure 4-1: MIP Pore Size Distributions for Plant Fired Samples 
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Optical microscopy was used to evaluate and compare the microstructure of the 
fired clay brick samples. Morphology of both particles and pores could be identified from 
the images obtained. Table 4-6 gives images from each sample. Samples P1 showed the 
disordered granular morphology mentioned previously. This sample showed a complex 
arrangement of decomposed clay particles surrounded by an irregular network of pores but 
did not have a continuous vitreous matrix present. Samples P2, P3, P4, and P5 show the 
continuous matrix morphology wherein there are grain and pores relatively well distributed 
throughout the vitreous matrix phase. Comparing the size of the grains present in these 
materials, P2 has a large amount of small grains with a few large grains of quartz. Sample 
P3 has a wide range of grain sizes present, and these grains have more of an angular shape 
than those of either P2, P4, or P5. Grain sizes present in sample P4 were very similar to 
those present in P5. Pores are clearly visible in the microscopy images, but their abundance, 
size, and structure are clearly different between samples. Sample P1 has mainly irregular 
pores with a noticeable amount of interfacial porosity at grain interfaces. Sample P2 has a 
more uniform pore size, with the majority of the visible porosity being concentrated at the 
grain boundaries. The porosity in sample P3 is not concentrated at the grain boundaries, 
Table 4-5: Compressive Strength of Plant Fired Samples 
Property Units P1 P2 P3 P4 P5 
Compressive 
Strength 
psi 6301 10393 18723 7657 23427 
Archimedean 
Porosity 
% 20.0 18.8 7.7 24.2 4.8 
Thermal 
Conductivity 
W/mK 0.79 1.33 1.62 0.90 1.71 
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but the shape of these pores is not spherical, but more likely ellipsoidal in shape. The large 
pores present in sample P4 are completely irregular. Sample P5 has a mixture of somewhat 
spherical pores, along with a significant fraction of elongated pores. 
Table 4-6: Optical Microscopy Images of Plant Fired Brick 
Sample 126x Darkfield 











Grain size measurements for the plant fired samples are reported in Table 4-7. Each 
of the materials was found to have similar grain sizes, but samples such as P2 and P3 which 
contained noticeably large aggregate had larger grain sizes. Although the large aggregate 
takes up a large volume of the sample, when counting the number of grains, there are far 
more small grains such that the mean grain size was significantly smaller than the size of 
easily recognizable features such as quartz grains or voids. 
Table 4-6: Optical Microscopy Images of Plant Fired Brick (continued) 
Sample 126x Darkfield 









Characterization of Raw Material 
By varying the raw material and processing conditions, a wide range of physical 
and thermal properties were produced further expanding the range of measured thermal 
properties for fired clay brick. X-ray diffraction was carried out on the raw material used 
to produce the commercial fired clay brick in order to determine the relative amount of 
clay present in each material. The phase compositions of the dry samples are reported in 
Table 4-8. The raw materials were found to be between 20 to 40% clay, with the remaining 
portion being quartz and muscovite, with some materials having feldspar impurities. The 
presence of cristobalite in the raw material for sample L5 was surprising since it is usually 
only present after heat treatment. During particle size analysis, it was found that a large 
fraction of the > 74 μm particle size material was actually small pieces of fired brick, 
termed grog, which is sometimes included as part of the raw material to reduce total 
shrinkage of the fired part. 








P1 19.4 5.0 
P2 39.2 7.1 
P3 35.0 6.7 
P4 27.7 5.9 
P5 45.0 7.6 
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The particle size distribution of each raw material is shown in Figure 4-2. Raw 
material from plants two, four, and five had the smallest average particle size, while plant 
one and three had significantly larger particle sizes. The median particle size is reported in 
Table 4-9. 












Quartz 25.1 49.3 23.5 58.0 45.6 
Cristobalite     12.8 
Kaolinite 38.4 5.8 40.2 29.2 21.5 
Muscovite 34.2 27.0 27.3  17.4 
Clinochlore  4.2    
Hematite 1.2  0.9  2.0 
Rutile 1.1 0.5 1.0 6.8 0.7 





Figure 4-2: Raw Material Particle Size Distribution 
 












After characterizing the plant fired samples, green brick from the same lot of 
samples were used to make lab fired brick. This was done to modify the processing 
conditions while keeping the raw material the same for each set. Raw material variation 
was accounted for by the five different types of brick material. By varying the raw material 
and processing conditions, a wide range of physical and thermal properties were produced 
further expanding the range of measured thermal properties for fired clay brick. Physical 




Figure 4-3: Gradient Firing Bulk Density 
 
 
Figure 4-4: Gradient Firing Porosity 
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During firing as the temperature is increased, sintering causes the bulk density of 
the samples to increase due to a reduction in porosity. The local surface energy is the main 
driving force for small pores to either close off completely or to coalesce. Large pores on 
the other hand, do not readily shrink due to a lack of surface energy. The sintering process 
can also result in grain growth, but in traditional brick processing, the maximum 
temperature is not high enough and not sustained for long enough to promote significant 
grain growth. 
After reaching a minimum porosity, further firing caused a rapid increase in the 
measured porosity in sample P2. The rapid decrease in porosity right before this point was 
due to the formation of significant quantities of vitreous material which could rapidly close 
the remaining porosity. Any decomposition and outgassing beyond this point causes an 
increase in porosity due to the production of gas that remain trapped within the vitreous 
phase. The high viscosity of the vitreous phase does not let the entrapped gas escape 
readily. 
As discussed previously, large pores do not readily coalesce, which was observed 
with sample P4. The presence of a pore-forming agent in this material produced pores that 
were significantly larger than those produced by the decomposition of the clay mineral. As 
a result, these pores close off significantly slower than the other samples. This is illustrated 
in Figure 4-4 by the slope of the porosity vs. firing temperature curves. 
By comparing the measured porosity of the plant fired samples to porosity values 
obtained through gradient firing, temperatures for lab fired samples could be selected that 
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resulted in porosities both above and below those of the plant fired samples. The selected 
firing temperatures were given previously in Table 3-4. 
 
Characterization of Lab Fired Brick 
Measured thermal property data for all of the lab fired brick are reported in Table 
4-10. With an increase in the firing temperature, the measured thermal conductivity 
increased quite significantly. This was attributed to changes in the porosity of the material 
due to increased sintering at higher temperatures. Although this behavior was expected, the 
measured thermal conductivity values were well outside the range of reported literature 
values. The lowest value measured (0.52 W/mK) was similar to reported values for fired 
clay brick thermal conductivity with similar densities, but the highest value (2.41 W/mK) 
was significantly higher than the literature value of 1.34 W/mK [74]. This implies that fired 
clay brick are significantly more variable than current research suggests. 
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Just like with the plant fired samples, the relative change in thermal conductivity 
with respect to bulk density was significantly greater (L2 had thermal conductivity 
decrease by 51% while the density only decreased by 11%). For every 1% decrease in the 
bulk density there was a corresponding decrease in the thermal conductivity by 4.3% for 
sample L2. The specific heat capacity of the samples was found to generally decrease with 
firing temperatures, but the variation was small. This was most likely related to the porosity 
of the sample. The thermal diffusivity and thermal effusivity both increased with increasing 
firing temperature. This implies that the heat is able to diffuse more readily in the materials 



















L1 (1950 °F) 0.52 1881 853 3.24E-07 913 
L1 (2100 °F) 0.65 1951 811 4.11E-07 1014 
L1 (2150 °F) 0.93 2102 752 5.88E-07 1212 
L2 (1850 °F) 1.17 2094 714 7.83E-07 1323 
L2 (1915 °F) 1.44 2150 819 8.18E-07 1592 
L2 (2025 °F) 2.41 2377 756 1.34E-06 2081 
L3 (1950 °F) 1.05 2200 942 5.07E-07 1475 
L3 (2000 °F) 1.33 2238 988 6.01E-07 1715 
L3 (2175 °F) 1.58 2300 1018 6.75E-07 1923 
L4 (1950 °F) 0.77 1856 821 5.05E-07 1083 
L4 (2100 °F) 1.05 1876 806 6.94E-07 1260 
L4 (2150 °F) 0.92 1868 761 6.47E-07 1144 
L5 (1800 °F) 0.65 2059 816 3.87E-07 1045 
L5 (1950 °F) 1.15 2167 754 7.04E-07 1371 
L5 (2100 °F) 1.38 2227 751 8.25E-07 1519 
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with a lower porosity and that this material will also have a greater heat storage. The 
interplay between these two parameters will dictate the overall dynamic thermal 
performance in a complex assembly. 
ASTM absorption data is reported in Table 4-12. As the firing temperature was 
increased, the porosity decreased. Due to this, the bulk density increased. Both cold and 
boil water absorption decreased due to the reduction in porosity. MIP porosity data is given 
in Table 4-11. The MIP porosity values were generally higher than those measured by 
water absorption. The agreement between the two test methods was better for the lab fired 
samples than the plant fired samples. MIP values were higher than those for water 
absorption due to the presence of some closed porosity that water absorption tests cannot 
measure. 
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As the firing temperature was increased, not only did the total porosity decrease, 
but the median pore diameter also grew. This is because the smaller pores preferentially 
close off before the larger pores. The total amount of small pores continuously decreases 
as the firing temperature increases (not including pore formation due to bloating). The 
volume of larger pores can increase due to pores coalescing. From the MIP data, almost all 
of the pores present in the samples are less than 10 µm in diameter, and this size is where 
the Knudsen effect begins to have an effect on the effective thermal conductivity. Also, 
there were several samples that had more than 50% of pores less than 1 µm in diameter. At 

















L1 (1950 °F) 12.5 % 15.3 % 0.82 29.0 % 1.90 
L1 (2100 °F) 11.1 % 13.6 % 0.82 26.6 % 1.96 
L1 (2150 °F) 5.5 % 7.5 % 0.74 15.9 % 2.13 
L2 (1850 °F) 8.1% 10.2% 0.80 21.1 % 2.08 
L2 (1915 °F) 6.1 % 8.4 % 0.73 17.9 % 2.13 
L2 (2025 °F) 1.0 % 1.3 % 0.81 2.9 % 2.31 
L3 (1950 °F) 6.1% 7.1 % 0.85 15.5 % 2.18 
L3 (2000 °F) 4.7 % 5.7% 0.82 12.7 % 2.22 
L3 (2175 °F) 1.2 % 2.3 % 0.56 5.1 % 2.28 
L4 (1950 °F) 10.4 % 14.6 % 0.71 27.3 % 1.87 
L4 (2100 °F) 8.0 % 12.9 % 0.62 24.3 % 1.89 
L4 (2150 °F) 7.4 % 12.5 % 0.59 23.7 % 1.90 
L5 (1800 °F) 9.7 % 10.4 % 0.93 21.8 % 2.09 
L5 (1950 °F) 5.9 % 7.0 % 0.84 15.4 % 2.19 
L5 (2100 °F) 3.1 % 3.5 % 0.89 7.9 % 2.24





















L1 (1950 °F) 31.5 1.82 0.74 5.0 24.7 70.3 
L1 (2100 °F) 28.3 1.92 0.98 6.0 41.9 52.1 
L1 (2150 °F) 22.9 2.07 1.21 8.3 57.7 34.0 
L2 (1850 °F) 22.0 2.04 1.81 6.4 77.6 16.0 
L2 (1915 °F) 16.3 2.08 2.28 11.4 63.9 24.7 
L2 (2025 °F) 6.6 2.32 0.15 11.6 7.6 80.9 
L3 (1950 °F) 16.2 2.17 0.61 6.7 11.3 82.0 
L3 (2000 °F) 13.7 2.21 0.62 5.1 15.6 79.3 
L3 (2175 °F) 7.2 2.26 0.66 15.0 21.9 63.1 
L4 (1950 °F) 27.4 1.85 2.43 15.4 61.3 23.3 
L4 (2100 °F) 24.3 1.90 3.07 19.4 68.1 12.5 
L4 (2150 °F) 23.1 1.91 2.95 16.7 72.2 11.2 
L5 (1800 °F) 22.7 2.01 0.32 5.4 6.3 88.3 
L5 (1950 °F) 18.7 2.13 0.68 5.8 17.4 76.8 
L5 (2100 °F) 13.0 2.20 0.79 5.0 29.4 65.6 
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this pore size, the effective thermal conductivity of air is approximately 0.016 W/mK, 40% 
lower than the thermal conductivity for bulk air at 0.026 W/mK. Pore size distribution 
overlay graphs are given in Appendix B, Figures 58-62. 
X-Ray diffraction patterns for each of the lab fired samples are given in Appendix 
A. The phase composition of each sample from whole pattering fitting is given in Table 
4-13. As the firing temperature increased, there were some substantial changes in phase 
composition as a result. For all samples that contained mullite, as the firing temperature 
increased, the amount of mullite increased as well. This was due to increased nucleation of 
mullite from the decomposed clay mineral relic. At temperatures around 1050 °C, the 
amount of mullite was approximately 15% for sample L1, while at 1150 °C, the amount 
present had doubled to 30%.
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L1 (1950 °F) 29.5 17.0 2.3 3.4   47.9 
L1 (2100 °F) 27.5 30.1 2.8 2.7   36.9 
L1 (2150 °F) 18.7 29.3 2.1    50.0 
L2 (1850 °F) 73.0  2.3 12.4 7.7  4.6 
L2 (1915 °F) 62.0  2.0 10.9 8.3  16.8 
L2 (2025 °F) 49.5  3.6    46.9 
L3 (1950 °F) 45.6 15.5 0.3 1.0   37.7 
L3 (2000 °F) 52.3 24.8 1.3 2.0   19.7 
L3 (2175 °F) 35.2 29.1 0.7 1.5   33.5 
L4 (1950 °F) 73.9 15.3 1.1   4.0 5.8 
L4 (2100 °F) 63.2 18.0 1.2   8.8 8.8 
L4 (2150 °F) 46.6 21.5 1.4   18.7 11.8 
L5 (1800 °F) 65.2 2.7 3.6 1.7  2.7 24.2 
L5 (1950 °F) 62.1 15.0 4.1 1.9  4.3 12.6 
L5 (2100 °F) 43.8 21.9 4.4 0.7  19.2 10.0 
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While the concentration of mullite increased as the firing temperature increased, 
the amount of quartz present saw the opposite trend and decreased instead. At higher 
temperatures, both the amorphous content and cristobalite formation was promoted at the 
expense of the quartz present in the material. Cristobalite was only found in samples with 
material from plant 4 and plant 5. Cristobalite formed instead of an amorphous phase due 
to the lack of sufficient potassium present in the material to suppress the formation of 
cristobalite and instead become vitreous. [87]. Trend plots of phase composition, porosity, 
and thermal conductivity versus firing temperature are given in Figure 4-5 through Figure 
4-12. 
With increasing firing temperature, there was found to be a simultaneous decrease 
in porosity and feldspar content, while increasing mullite, cristobalite, and amorphous 




Figure 4-5: Quartz Content vs. Firing Temperature 
 
 




Figure 4-7: Hematite Content vs. Firing Temperature 
 
 




Figure 4-9: Cristobalite Content vs. Firing Temperature 
 
 




Figure 4-11: Porosity vs. Firing Temperature 
 
 
Figure 4-12: Thermal Conductivity vs. Firing Temperature 
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From the measured ASTM compressive strength data, there was a similar trend 
among the lab fired samples. As the firing temperature increased, the porosity decreased, 
the amount of vitreous phase increased, and the compressive strength increased. 
Compressive strength data is shown in Figure 4-13. 
The microstructures showed clear changes from one firing to the next. The 
microstructures of the lab fired samples are given in Table 4-14. In sample L1, although 
the morphology of the material did not change, the matrix phase was clearly denser. The 
iron spots seem to have undergone significant amounts of decomposition as evidenced by 
the large amount of local porosity present in these regions. Sample L2 underwent a 
significant change in microstructure during firing. From 1850 °F to 1915 °F, there was 
formation of a significant amount of vitreous phase which eliminated most of the small 
 
Figure 4-13: Compressive Strength vs. Firing Temperature 
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grains from the microstructure but left the large quartz grains mostly intact. From 1915 °F 
to 2025 °F, the remaining large quartz grains were also incorporated into the vitreous phase 
with just a few grains not included. In sample L3 (2175 °F), there are nearly spherical pores 
resulting from bloating after nearly complete vitrification of the part. Sample L3 shows 
some change in grain size and porosity due to densification. Interestingly, some of the 
grains present in samples L3 (2000 °F) turned a gray color after firing due to the presence 
of sulfur-containing impurities that caused localized oxygen-poor reducing atmosphere. 
The completely gray color of sample L3 (2175 °F) was due to this as well as significant 
vitrification which eliminated most of the grains present. Sample L4 did not show 
significant variation in microstructure with firing temperature. Both the matrix morphology 
and the pore geometry seem to be unaffected by the firing temperatures chosen herein. 
Sample L5 showed a change in morphology from the granular morphology to the grains 
dispersed in a vitreous matrix from 1800 °F to 1950 °F as a result of increased firing 
temperature and production of a vitreous phase. There did not appear to be significant 
changes in grain size in sample L5, however. 
There were obvious changes in color brought about by the change in the firing 
temperature. In general, by firing at a low temperature, a lighter color body was produced. 
When the firing temperature was increased, the color of the body darkened significantly. 
Although hematite was found in every sample that was tested, not all were red in color. In 
sample L1, the iron is mainly concentrated in small spots. In sample L3, the hematite was 
well dispersed throughout the vitreous matrix giving the brick a uniform red color, even 
under high magnification. Sample L5 ended up being a blue/black/brown color. 
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Table 4-14: Microstructures of Lab Fired Samples 
Sample 126x Darkfield 


















Table 4-14: Microstructures of Lab Fired Samples (continued) 
Sample 126x Darkfield 





















Table 4-14: Microstructures of Lab Fired Samples (continued) 
Sample 126x Darkfield 





















Table 4-14: Microstructures of Lab Fired Samples (continued) 
Sample 126x Darkfield 





















Table 4-14: Microstructures of Lab Fired Samples (continued) 
Sample 126x Darkfield 
















Grain size measurements for each sample are presented in Table 4-15. Apart from 
sample L3 (2175 °F), the grain size of every material saw small amounts of growth with 
an increase in firing temperature. There was some variation in grain size between groups, 
but overall, the average grain size was around 5.5 μm. The material from plant 1 and plant 
5 showed slightly smaller grain size and the material from plant 2 showed slightly larger 
grain size. One of the samples, L2 (2025 °F), was over fired and produced a significant 
amount of vitreous phase, and there were no grains apparent in the microstructure. 







L1 (1950 °F) 11.0 3.7 
L1 (2100 °F) 12.3 4.0 
L1 (2150 °F) 22.9 5.4 
L2 (1850 °F) 36.8 6.9 
L2 (1915 °F) 39.0 7.1 
L2 (2025 °F) N/A N/A 
L3 (1950 °F) 32.0 6.4 
L3 (2000 °F) 37.2 6.9 
L3 (2175 °F) 35.0 6.7 
L4 (1950 °F) 20.5 5.1 
L4 (2100 °F) 23.9 5.5 
L4 (2150 °F) 24.1 5.5 
L5 (1800 °F) 12.0 3.9 
L5 (1950 °F) 15.0 4.4 
L5 (2100 °F) 20.0 5.1 
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SEM images are for the intermediate firing temperature (samples L1 (2100 °F), L2 
(1915 °F), L3 (2000 °F), L4 (2100 °F), and L5 (1950 °F)) and are reported in Table 4-16. 
SEM images were very similar to the differential interference contrast optical microscopy 
images, except that there was significantly more contrast between phases. EDX Mapping 
of the samples showed most of the grains of aggregate were highly concentrated Si, and 
can be inferred to be quartz crystals. This identification is corroborated by the low Al 
content. The potassium content was found to be localized for some samples, but more 
distributed for others. Sample L2 had a few regions of localized potassium content which 
are likely feldspar grains that had not undergone significant melting. Further firing should 
cause the potassium content to become more evenly distributed throughout the material. 
The iron content in samples L1 and L5 were localized to the dark spots seen in the optical 
microscopy images. 
Since SEM was performed on polished sections, the pores of the material were 
filled with epoxy resin. This shows up under EDX as carbon rich regions. The distribution 
of pores across four of the materials were relatively uniform, but most of this porosity was 
concentrated at the boundaries of larger grains. The exception to this was for sample L4 




Table 4-16: SEM Microscopy Images for Lab Fired Samples – Intermediate Firing Temperature 
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 Table 4-16: SEM Microscopy Images for Lab Fired Samples – Intermediate Firing Temperature (continued) 










   




Table 4-16: SEM Microscopy Images for Lab Fired Samples – Intermediate Firing Temperature (continued) 









The simplest way to characterize the thermal conductivity of the samples was to 
correlate it with the bulk density of the sample. This is similar to what other authors have 
done, but the much larger range of data presented herein has shown that the relationship 
between bulk density and thermal conductivity was non-linear. This can be seen in Figure 
4-14. The large amount of scatter in the data, which was due to the influence of other 
physical properties, served to disguise this behavior until a much wider range of values 
were analyzed. At the lower range of densities (< 1900 kg/m3), there is good agreement 
between the literature and the current work. The four samples that lie clearly above the 
trendline at low bulk density were the samples that contained a pore forming agent, which 
caused a significant decrease in bulk density, but did not reduce the thermal conductivity 
as much as expected. The pore structure within this material was different from those of 
the other materials. Using both literature data as well as the current work, a simple 
exponential function was found to describe the trend in thermal conductivity with bulk 
density relatively well. 
𝑘 0.0073𝑒 .  4-1 
There was still a considerable amount of scatter, as bulk density alone was not 
sufficient to fully characterize the thermal conductivity. 
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In order to understand how all of the measured properties impact the final thermal 
conductivity of the brick, a statistical approach has been used by other authors in the past 
[6, 9]. The same methodology was adopted here, wherein a principal factor analysis was 
done in order to determine how each of the measured variables were correlated with each 
other. Principal component analysis was used to identify a set of uncorrelated variables 
from a large set of measured data [88]. These principal components are linear combinations 
of the measured variables, and can be used to determine correlations between the measured 
variables [88]. The first four factors were capable of accounting for 82.2% of the total 
 
Figure 4-14: Thermal Conductivity vs. Bulk Density 
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observed variation from sample to sample. Figure 4-16 and Figure 4-15 give the loading 
plots of the first four factors from the data. 
 
From the principal component analysis, there was a strong negative correlation 
between the porosity of the sample and the thermal conductivity. This was expected since 
the same strong negative correlation is shown in Figure 4-17. Interestingly, by splitting the 
porosity into three size ranges (>10μm, 10-1μm, and <1μm), there appeared to be a 
different correlation between the < 1μm pore size fraction than the other two size fractions. 
The thermal conductivity was negatively correlated with the both the > 10μm and 10-1μm 
pore fraction, but very little correlation with the < 1μm pore fraction. The primary variable 
acting on the thermal conductivity of the samples was the total porosity. From the loading 
plots of the first four principal factors (see Figure 4-16 and Figure 4-15), there was no 
significant correlation between any of the observed phases and the thermal conductivity. 
This was most likely due to the large number of grain boundaries present within the 
material, resulting in only very minor changes in effective thermal conductivity with 
changes in phase composition. In addition, most of the phases present have thermal 
 
Figure 4-16: Principal Factor F1 and F2 Biplot Figure 4-15: Principal Factor F3 and F4 Biplot 
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conductivities very similar to each other, resulting in a less pronounced change in effective 
thermal conductivity of the material. Also, the amount of quartz, microcline, and spinel 
had a strong negative correlation with the amount of mullite and amorphous phase. This 
was expected since mullite and amorphous phase grow at the expense of quartz, microcline, 
and spinel. 
Instead of using the bulk density as an indication of thermal conductivity, the 
porosity should be used instead. This is because depending on the raw material, the density 
of the constituent phases can change. When comparing the porosity against the thermal 
conductivity, as shown in Figure 4-17, there was found to be a linear relationship, and when 
each group was analyzed independently, there was found to be a similar slope between the 
different groups. This implies that the effect of porosity was mostly independent from the 
surrounding matrix phase for these materials. The reason for this was because the porosity 
affects the relative thermal conductivity of the material. This can be explained via the 
Maxwell model of thermal conductivity for two-component mixtures—in this case the air 
and the composite solid. 
𝑘
𝑘
𝑘 2𝑘 2𝑃 𝑘 𝑘
𝑘 2𝑘 𝑃 𝑘 𝑘
 4-2 







No matter what the constituents of the solid phase, the change in thermal 
conductivity caused by the porosity present will only depend on the amount of total 
porosity, not the thermal conductivity of either the solid or the air. Maxwell’s model was 
designed to model spherical inclusions embedded within a host matrix. The model makes 
the assumption that the inclusion particles (in this case pores) are sufficiently dilute such 
that they do not interact. For low conductivity inclusions in a high conductivity matrix, this 
assumption only holds for very low concentrations. Regardless, the trend obtained from 
this equation is still valid. 
 
Figure 4-17: Porosity vs. Thermal Conductivity 
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The one limitation of Maxwell’s thermal conductivity model is that it assumes that 
the inclusions are sufficiently dispersed such that they do not disturb the temperature field 
of other inclusions—that is, the inclusions are effectively isolated. This is only true in the 
case of a small amount of inclusions or porosity. When the thermal conductivity of the 
inclusion phase is higher than the host phase, there is a less significant impact of the 
surrounding temperature field and Maxwell’s equation is valid over a larger range. For the 
case of porosity as the inclusion, authors have found better agreement between 
experimental and theoretical thermal conductivities when the geometric mean of the solid 
and air thermal conductivities is used as the effective thermal conductivity, even though 
there was no physical basis for doing so [42]. Since the porosities of the samples considered 
here go up to 30%, the Maxwell model cannot apply, the pores are of sufficient density that 
they disturb the temperature field around each other. The geometric mean model is given 
below: 
𝑘 𝑘 ∙ 𝑘  4-4 
Where ks is the thermal conductivity of the solid matrix, ka is the thermal 
conductivity of air, and p is the total porosity. 
The geometric mean calculation gives the effective thermal conductivity for an 
isotropic solid. A comparison between these different calculation methods is shown in 
Figure 4-18. For this calculation, a matrix thermal conductivity of 2.5 W/mK and an air 
thermal conductivity of 0.024 W/mK were assumed. 
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To demonstrate that the geometric mean model is capable of describing the 
measured thermal conductivity data, the slope of the curve needs to match that of the 
measured samples. An approximate slope at 20% porosity was found to be -0.047 
W/mK/%, which is very similar to the measured slope of -0.059 W/mK/% when all five 
samples are considered together. This calculation was done assuming that the solid thermal 
conductivity of the material was 2.5 W/mK, which is subject to some variation from sample 
to sample. The slope predicted by the Maxwell model, however, was only -0.033 W/mK/% 
which was roughly half that of the measured value. This was to be expected since this 
model severely over predicts the effective thermal conductivity because it does not take 
into account interaction between inclusions. 
 
Figure 4-18: Effective Thermal Conductivity Using Different Models 
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The last important aspect that has not been considered thus far is how the grain size 
impacts the thermal conductivity of the bulk part. As the grain size shrinks, the number of 
grain boundaries present within the material will increase rapidly. These grain boundaries 
impact the overall thermal conductivity by increasing the thermal resistance. The thermal 





Where k0 is the single crystal thermal conductivity, d is the grain size, and B is a 
constant. The authors do not state where this equation came from, but the derivation for 
this expression is given below. Maxwell’s model has been modified by other authors to 






















  4-6 
Using the modified equation from above that accounts for thermal contact 
resistance and setting the volume fraction of the grain with thermal contact resistance to 








Where a is the grain or particle size, and hc is the thermal contact conductance. 
Equations 4-5 and 4-7 are equivalent. The change in thermal conductivity by contact 
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resistance is due solely to the non-dimensional parameter ks/ahc, which relates the thermal 
conductivity of the grains to the linear concentration of grain boundaries and their contact 
conductance. Even though the thermal conductivity of single crystal quartz is very high 
(7.7 W/mK), when it is split into smaller grains or included in a material such as brick, the 
effective thermal conductivity of the overall material is significantly lower due to the grain 
size and the interfacial resistance that is imparted by the particle edges. 
Now, going back to the measured thermal conductivity data from the lab fired 
samples, the effect of the thermal interfacial resistance can now be included. An upper and 
lower value of the value of grain size times interfacial contact resistance is included in 
Figure 4-19. The solid-phase thermal conductivity for this calculation was assumed to be 
3 W/mK. If a higher thermal conductivity of the solid phase is assumed, a smaller change 
in grain size will produce the same change in effective thermal conductivity. The effect of 
varying the matrix thermal conductivity is shown in Figure 4-20. Varying either the matrix 
thermal conductivity or the grain size has the same effect on the effective thermal 
conductivity of the material. It is apparent that the effective thermal conductivity of the 
materials tested are strongly dependent on the interaction between grain size, interfacial 
contact resistance, and thermal conductivity of the constituent phases. By separating the 
materials into groups, the apparent linear behavior is due to the fact that the grain size of 
the material does not change significantly under the laboratory firing conditions but could 




Figure 4-19: Porosity vs. Thermal Conductivity with Interfacial Resistance for ks = 3 W/mK 
 
 
Figure 4-20: Porosity vs. Thermal Conductivity with Interfacial Resistance for ahc = 7 W/mK 
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In order to perform these calculations, the thermal conductivity of the solid layer 
must be known. The thermal conductivity of the solid can be calculated from the known 
single-crystal thermal conductivity values by the geometric mean equation again. The 
general equation for a mixture containing n components is given below: 
𝑘 𝑘   4-8 
Where pi and ki are the concentration and thermal conductivity of the ith component, 
respectively. The effective thermal conductivity of the solid phase is the product of the 
thermal conductivity of each constituent phase raised to the power of the concentration of 
that phase. 
The final procedure to calculate the effective thermal conductivity of fired clay 
brick is as follows: 
 Determine mineralogy using X-Ray diffraction to determine pi in equation 
4-8. 
 Use literature thermal conductivity values for each phase along with 
equation 4-8 to calculate the thermal conductivity of the solid matrix. 
 Correct for grain size and interfacial resistance using equation 4-7. 
 Use equation 4-4 calculation to include the effects of porosity. 
For a material to have a low effective thermal conductivity, a couple of things are 
necessary: high porosity or low solid matrix thermal conductivity. To reduce the solid 
matrix thermal conductivity, the concentration of high conductivity phases in the fired 
product and the grain size should be minimized. Quartz grains are a unique case since a 
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large grain can have fractures due to shrinkage caused by phase inversion. These cracks 
will add more thermal interfacial resistance. A material with a fine grain size can have a 
thermal conductivity significantly lower than a porous material with a large grain size. This 
calculation procedure will yield a good estimate of the thermal conductivity of the fired 
brick. The predicted and measured thermal conductivity were found to be in good 
agreement across all samples using a thermal contact conductance of 1.3 ∙ 10  𝑊/𝑚2𝐾. 




Figure 4-21: Predicted vs. Measured Thermal Conductivity 
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Dynamic Thermal Performance of Fired Clay Brick 
Thus far, only the steady-state thermal conductivity has been discussed. In order to 
calculate the effect of the changing material properties on the dynamic energy usage, the 
measured thermal properties were used as inputs to the custom finite element tool. This 
yielded results for how much energy would pass through each wall using the Sol-Air cycle. 
Both the material’s dynamic thermal performance and a wall systems dynamic thermal 
performance was analyzed. The results show that for the fired clay brick by itself, the total 
energy transfer only depends upon the thermal diffusivity of the material. The energy usage 





It was a little surprising that the thermal effusivity did not impact the energy 
transfer. However, thinking about the heat transfer of the system, the interior and exterior 
air temperatures are fixed, and do not change no matter how much heat the wall absorbs. 
In this sense, only the temperature diffusion matters. If instead a solar heat flux was 
imposed on the exterior, this would make the energy usage more sensitive to the heat 
storage. The dynamic energy transfer is plotted versus thermal diffusivity in Figure 4-22. 
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When it comes to the system level performance, with the fired clay brick just on 
the exterior of the wall assembly, the dependence is more complex. See Figure 2-4 for wall 
geometry. Instead of only depending on the thermal diffusivity, there was an additional 
dependency on the thermal effusivity of the material. This contrasts with the first case since 
now there are multiple layers in the wall assembly, and the thermal properties of each layer 
all contribute to the performance of the overall system. This shows that both the thermal 
diffusivity and the thermal effusivity impact the overall system level performance. The 








Figure 4-22: Dynamic Energy Transfer vs. Thermal Diffusivity 
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Energy usage in a complex wall assembly can be reduced in two ways: by reducing 
the thermal diffusivity and by increasing the thermal effusivity of the brick veneer layer. 
These results show that a tradeoff between thermal diffusivity and thermal effusivity is 
necessary to maximize energy savings under a dynamic thermal load in a complex wall 
assembly. A wall assembly’s dynamic thermal performance can be maximized by utilizing 
a fired clay brick with low porosity and fine grain size. The small grain size will reduce the 
thermal diffusivity, while the low porosity will increase the thermal effusivity. In this way, 
the material can be optimized to yield the highest system-level performance. 
 
Hot Box Results 
Steady-State Results 
Based on the previous results, the thermal effusivity is an important parameter 
describing the total energy usage of a complex wall system when under a periodic thermal 
load. This would imply that cladding materials that have a higher thermal effusivity should 
have significantly improved dynamic thermal performance. Based on the results from the 
hot box apparatus, this was found to be true, and the amount of energy savings quite large. 
In order to do a baseline comparison, the steady-state results first had to be compared. The 
results from the wood-stud wall are reported in Table 4-17. Hot box results for all other 
wall systems are given in Appendix A. Each of the four steady-state conditions are labeled 
as condition 1-4 in Table 4-17. Condition 1, 2, 3, and 4 correspond to a nominal applied 
temperature gradient of -20, -10, 10, and 20 °C across the wall. 
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°C 23.56 23.61 23.73 23.78 
Metering Air 
Velocity 
m/s 0.33 0.34 0.35 0.37 
Metering Air 
Relative Humidity 
% 21.0 23.1 25.4 27.4 
Metering Wall 
Temp. Insulation 
°C 23.00 23.32 24.06 24.43 
Metering Wall 
Temp. Stud 
°C 22.63 23.14 24.26 24.82 
Metering Wall Heat 
Flux - Insulation 
W/m2 7.3 3.6 -4.0 -8.2 
Metering Wall Heat 
Flux - Stud 
W/m2 11.7 5.9 -6.0 -12.6 
Climactic Air 
Temperature 
°C 3.64 13.47 33.37 42.96 
Climactic Air 
Velocity 
m/s 0.37 0.37 0.35 0.29 
Climactic Air 
Relative Humidity 
% 25.7 19.0 18.1 17.0 
Climactic Wall 
Temp. Insulation 
°C 4.27 13.80 33.02 42.28 
Climactic Wall 
Temp. Stud 
°C 4.59 13.96 32.89 42.03 
Climactic Wall 
Heat Flux - 
Insulation 
W/m2 -7.7 -4.0 4.6 9.1 
Climactic Wall 
Heat Flux - Stud 
W/m2 -10.7 -5.4 5.9 12.0 
R-SI m2K/W 2.24 2.20 2.04 1.97 
R-Value ft2°Fhr/BTU 12.8 12.5 11.6 11.2 
Thermal 
Conductivity 
W/mK 0.051 0.052 0.056 0.058 
Cp J/kgK 1043 1014 1113 1149 
SP Heat kJ/m2K 19.48 18.94 20.78 21.45 
Thermal Diffusivity m2/s 2.84E-07 2.92E-07 2.80E-07 2.89E-07 
Time Constant hr 2.8 2.3 2.2 2.2 
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From the experimental data, the reference wood-stud wall was found to exhibit 
heterogeneous heat transfer due to the presence of the wood-studs with higher thermal 
conductivity than the surrounding insulation. The heat flux through the studs was found to 
be approximately 60% higher than the heat flux through the insulation. This two-
dimensional heat transfer was the reason for instrumenting the wall with HFTs of differing 
sizes in multiple locations. This higher heat transfer results in local surface temperatures 
that are different from the surrounding surface by several tenths of a degree. This difference 
is not much, but can easily be measured by thermocouples, or seen by an infrared camera. 
An image showing the thermal bridging caused by the studs is shown in Figure 4-23. The 
thermal bridges appear warmer than the surrounding insulation due to the higher heat flow 
through the studs. 
 
Figure 4-23: IR Photo Showing Thermal Bridging 
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Due to the presence of the studs in the wall assembly, getting a whole-wall-average 
value of the thermal performance required an additional calculation. For the thermal 








Where f is called a framing-factor [90]. In a one-dimensional parallel thermal 
resistance calculation, this is simply the relative cross-sectional area of each member 
relative to the whole wall assembly. Unfortunately, due to 2D heat transfer effects, the 
actual value of this framing factor is higher for the studs than the area would predict due to 
the higher thermal conductivity. Framing factors were calculated for each wall from the 
finite element models. For the wood-stud wall, the framing factor was 1.7 times higher than 
the cross sectional area (0.160 vs. 0.094), and for the steel-stud wall, the framing factor 
was 55.4 times higher than the cross sectional area (0.149 vs. 0.0027). The difference is 
due to the higher thermal conductivity of the steel resulting in more significant 2D heat 
flow. These framing factors, however, vary from wall-to-wall depending on the geometry. 
Since thermal resistance was measured at four different temperatures for each wall, 
in order to simplify the comparisons, the thermal resistance of the four measured values 
was averaged which gave the thermal resistance at a mean temperature of 24 °C. The 
thermal resistance of each wall assembly is reported in Table 4-18. 
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Table 4-18: Steady-State Results of Hot Box Wall Systems 
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EIFS – 1” 
2.55 
(14.5) 





EIFS – 1.5” 
2.86 
(16.2) 
2” EIFS on 
Steel-Stud 





EIFS – 2” 
3.22 
(18.3) 
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When comparing the lightweight cladding materials, there was a definite increase 
in thermal resistance caused by adding either vinyl siding or fiber cement board to the 
exterior of the reference (no cladding) wall. Vinyl siding was found to have a slightly 
higher R-value than the fiber cement board because of the air pocket formed behind the 
vinyl siding. The insulated vinyl siding wall had a noticeably higher R-value caused by the 
extra layer of EPS foam insulation underneath the siding. 
Interestingly, the brick veneer was found to have a thermal resistance above that of 
any of the uninsulated lightweight siding materials tested herein. The reason for the higher 
thermal resistance was a combination of the inherent thermal resistance of the brick veneer 
coupled with the thermal resistance added by the 1-inch air cavity behind the brick veneer. 
It was found that whether this air cavity was open or closed to the climatic chamber, did 
not have a significant impact on its thermal performance. While analyzing the results of 
the brick veneer wall assembly, it became apparent that conduction was not the major heat 
transport mechanism across the air cavity. Utilizing thermocouples placed within the air 
cavity of this wall assembly, it was found that radiation accounted for the majority of the 
heat transfer (> 75%), conduction accounted for the majority of the remaining (< 20%), 
and convection was the smallest heat transfer mechanism across the air cavity ( < 5%). 
Radiation heat transfer was calculated utilizing the Stefan-Boltzmann Law and conductive 
heat transfer using Fourier’s Law. These were compared against the total measured heat 
flux and the difference was assumed to be from convective heat transfer. These results were 
quite surprising, as radiation is typically assumed to be a negligible heat transfer 
mechanism, at ambient temperatures. These results were confirmed using ANSYS 
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FLUENT computational fluid dynamics (CFD) modeling of this wall assembly. Utilizing 
this knowledge, another wall assembly was constructed that had a thin metallic foil (radiant 
barrier) on one face of the air cavity in order to significantly reduce the radiation heat 
transfer. The presence of the radiant barrier improved the measured thermal resistance of 
the brick veneer wall assembly by 10%. 
Brick veneer construction typically requires that the air space present in the wall to 
be ventilated such that air is capable to entering and exiting from this space in order help 
with moisture management. During testing of the residential brick veneer wall assembly, 
these openings (weeps) were tested in an open and a closed condition. In the open 
configuration there was exchange of air from the hot box apparatus behind the brick veneer 
into the air cavity. It was found that whether the weeps were open or closed had no effect 
on the thermal performance of the system. For the brick veneer wall with the radiant barrier, 
there was a slight difference in measured performance since most of the radiative heat 
transfer had been negated, resulting in convective heat transfer being more important. 
The three EIFS wall systems, with differing levels of EPS foam insulation, had 
higher levels of thermal resistance with increasing EPS thickness. This hot box apparatus 
was able to clearly differentiate even a ½” difference in thickness of insulation. The 
measured change in thermal resistance of each EIFS wall was similar to that of the thermal 




During steady-state testing, the wall was always returned to thermal equilibrium 
between testing conditions. During the transition between thermal equilibrium and steady-
state conditions, the specific heat capacity, volumetric heat capacity and time constant of 
the wall were determined. The time constant of a system is defined as the amount of time 
require to reach 63% (1 𝑒 ) of the steady-state value when a step change is applied. For 
calculation, the surface temperature gradient was used. The time constant of each wall 
system is reported in Table 4-19. Using the time constant as a measure of how long a wall 
system will take to reach thermal equilibrium allows for estimation of how close a system 
is to thermal equilibrium. For wall system with short time constants, their dynamic 
behavior will be better approximated by their steady-state performance than wall systems 
with large time constants. The addition of brick veneer added around 6 hours on average 
to the measured time constant of the system. The effect of an increasing time constant can 
be seen graphically by the delay in heat transfer shown in Figure 4-24. The y-axis in Figure 
4-24 is the ratio of the instantaneous heat flux to the steady-state heat flux. While the wall 
was at thermal equilibrium this ratio was zero, and when the temperature was changed for 
the steady-state measurement, the interior heat flux slowly rose, resulting in this ratio 
slowly climbing to a maximum value of one. The time constant is defined as the time 
required for this heat flux to reach 0.63. 
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Table 4-19: Measured Time Constant of Wall Systems 






















Fiber Cement 3.18 
Steel-Stud 
Wall with C.I. 
4.52 
Lightweight 
CMU with C.I. 
8.36 
Vinyl Siding 2.96 
Steel-Stud 
Wall with C.I. 











on Steel Stud 
6.71 


















with C.I. and 
no Batt 
Insulation 
7.58   
EIFS – 1” 5.01 
2” EIFS on 
Steel-Stud 
5.21   
EIFS – 1.5” 5.50 




2.98   




Barrier – Open 
Weeps 






9.66     
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In addition to the time constant of the system, the amount of heat storage was also 
measured during the transient response. The total heat storage is expressed as a volumetric 
heat capacity to account for the differing bulk densities of each wall assembly. The 
volumetric heat capacity is the difference between heat entering and leaving, integrated 
over the entire transient period. This is illustrated by the curves in Figure 4-25. The area 
under each curve gives the heat storage by each wall assembly. Wall systems that are 
lightweight are characterized by short and narrow heat flux difference curves, while those 
with significant thermal mass have tall and broad curves due the additional time it takes 
for the wall system to absorb the applied heat. The volumetric heat capacity is reported in 
Table 4-20. 
 




Figure 4-25: Heat Storage Curves 
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Table 4-20: Volumetric Heat Capacity of Wall Systems 

























Fiber Cement 310 
Steel-Stud 
Wall with C.I. 
81.7 
Lightweight 
CMU with C.I. 
120 
Vinyl Siding 184 
Steel-Stud 
Wall with C.I. 































with C.I. and 
no Batt 
Insulation 
590   
EIFS – 1” 241 
2” EIFS on 
Steel-Stud 
159   
EIFS – 1.5” 204 




75.6   




Barrier – Open 
Weeps 






972     
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Since the heat capacity was measured using a step change in temperature on only 
one side of the wall assembly, if the wall assembly is not symmetric, and thermal mass is 
concentrated in layers, the measured heat capacity can be either lower or higher than the 
actual value. In the equation for calculating the heat capacity of the wall, it is assumed that 
the wall is made from a single homogeneous material, and that the temperature gradient is 
uniform throughout the wall. If the thermal mass is concentrated on the exterior of the wall, 
the change in temperature of this layer is greater than the mean temperature change that is 
used in equation since the final temperature of this layer would be close to that of the 
exterior temperature, rather than the mean temperature, resulting in a higher measured heat 
capacity. Conversely, if the thermal mass was on the interior side of the wall, the 
temperature change of the mass layer would be significantly smaller, and the measured 
heat capacity lower. This was seen in the first two mass walls where adding continuous 
insulation to the exterior of the wall resulted in a significant drop in the measured heat 
capacity. This was an artefact of the testing conditions utilizing a temperature gradient for 
the heat capacity measurement. For a homogeneous or symmetric wall assembly this 
testing condition will give the correct value. For heterogeneous systems, the true value 
could differ somewhat. 
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Dynamic Thermal Performance 
Each wall system’s dynamic thermal performance was evaluated by subjecting the 
exterior of the wall assembly to a 24-hour day night cycle which was shown in Figure 3-14. 
The dynamic thermal performance of each wall assembly was determined by integrating 
the heat flux measured on the interior wall surface. The interior surface heat fluxes for four 
walls are presented in Figure 4-26. The total daily thermal energy transfer is reported in 
Table 4-21. 
 
Figure 4-26: Sol-Air Cycle Interior Heat Flux Response 
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Table 4-21: Dynamic Energy Transfer under Sol-Air Cycle 




























Fiber Cement 97.4 
Steel-Stud 
Wall with C.I. 
46.4 
Lightweight 
CMU with C.I. 
62.6 
Vinyl Siding 91.2 
Steel-Stud 
Wall with C.I. 































with C.I. and 
no Batt 
Insulation 
60.9   
EIFS – 1” 71.7 
2” EIFS on 
Steel-Stud 
51.1   
EIFS – 1.5” 55.8 
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Barrier – Open 
Weeps 






43.0     
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It was found that by increasing the amount of thermal resistance and/or the amount 
of thermal mass, caused a reduction in the overall heat transfer. This was expected, but it 
was found that under this cycle a layer of brick veneer has the equivalent performance to a 
lightweight material with a thermal resistance of R-6 ft2°Fhr/BTU, despite having a thermal 
resistance of only around R-1.5 ft2°Fhr/BTU. The thermal mass benefit under this testing 
cycle was quite large. This type of performance can be achieved under realistic climates at 
certain times of the year when the mean outdoor air temperature is several degrees cooler 
than the indoor temperature, and the wall is exposed to large amounts of solar radiation. 
These conditions with daily reversal of the heat flow direction within the wall assembly 
are best for systems containing thermal mass. 
The other added benefit by having the thermal mass of the system was found to be 
the delay between the maximum exterior air temperature and the maximum indoor thermal 
load. This is referred to as lag time, and is important because for wall systems with 
significant thermal mass, the maximum time of energy usage can be shifted later into the 
afternoon, and in some cases, into the night-time hours when the energy demand on the 
electric grid is not at peak hours. The lag times of each wall assembly are reported in Table 
4-22. Wall assemblies with lag times in excess of three hours could potentially shift peak 





Table 4-22: Sol-Air Cycle Lag Times 






















Fiber Cement 1.5 
Steel-Stud 
Wall with C.I. 
3.2 
Lightweight 
CMU with C.I. 
4.7 
Vinyl Siding 1.7 
Steel-Stud 
Wall with C.I. 































with C.I. and 
no Batt 
Insulation 
4.7   
EIFS – 1” 3.0 
2” EIFS on 
Steel-Stud 
2.9   
EIFS – 1.5” 3.2 




1.8   




Barrier – Open 
Weeps 










A detailed error analysis was carried out for one wall assembly to estimate the 
accuracy of the hot box apparatus. The detailed error analysis required including the 
variation between sensors in the hot box apparatus, sensor calibration accuracy, and the hot 
box calibration accuracy. The estimated error from each source is given in Table 4-23. For 
clarity only the individual sensors are shown for the insulation portion of the wall assembly. 
The single largest source of error came from the hot box calibration of thermal resistance. 
The remaining error was a combination of calibration error for each sensor, as well as 
variation between sensors on the wall. 
Table 4-23: Error Analysis for Residential Brick Veneer Wall Assembly Sensors (Insulation Only) 




– Type A 
Uncertainty 
– Type B 
Combined 
Uncertainty 
HFM1 W/m2 -3.4376 0.0558 0.00035 0.0172 0.0172 
HFM2 W/m2 -3.3331 0.0495 0.00031 0.0167 0.0167 
HFM3 W/m2 -3.4903 0.0541 0.00034 0.0175 0.0175 
HFM4 W/m2 N/A 
MI1 °C 23.9784 0.01 0.00006 0.05 0.05 
MI2 °C 23.9518 0.0099 0.00006 0.05 0.05 
MI3 °C 24.0812 0.0096 0.00006 0.05 0.05 
MI4 °C 24.1128 0.0104 0.00007 0.05 0.05 
MI5 °C 24.2586 0.0089 0.00006 0.05 0.05 
MI6 °C 24.1159 0.0093 0.00006 0.05 0.05 
CI1 °C 32.5579 0.0432 0.00027 0.05 0.05 
CI2 °C 32.3787 0.0434 0.00027 0.05 0.05 
CI3 °C 32.6693 0.0333 0.00021 0.05 0.05 
CI4 °C 32.8405 0.0256 0.00016 0.05 0.05 
CI5 °C 32.8149 0.0222 0.00014 0.05 0.05 
CI6 °C 32.8984 0.0212 0.00013 0.05 0.05 
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The uncertainty for each sensor was determined by combining the uncertainty from 
the measurement (Type A), with the uncertainty from the calibration (Type B) [91]. The 
uncertainty from the measurement is given below: 
𝑈 𝜎 ̅/√𝑛 4-12 
Where n is the number of data points used in the average. Since time-series data 
was used, this corresponds to the number of data points used in the average. For this 
particular wall assembly, 𝑛 25,469. The calibration uncertainty was approximately 
0.5% (relative) for the heat flux transducers, and 0.05 °C for thermocouples. The two 
uncertainties were combined using the following formula [91]: 
𝑈 𝑈 𝑈  4-13 
The combined uncertainty for each sensor was essentially only due to the 
calibration error since the large number of data points used for averaging made the 
sampling error small. The measured thermal resistance of the wall assembly, however, 
depends on the average heat flux and temperature, not just the values from one sensor, so 
the variation between sensors, as well as individual sensor variability has to be accounted 
for. The measurement uncertainty of the mean heat flux and temperature was calculated by 
averaging the values for each group of sensors and using the number of sensors as the 
sample size (equation 4-12). The total combined uncertainty of the mean sensor reading 
was found by using equation 4-13, but replacing UB with the combined uncertainty for each 
sensor. The combined uncertainty for the mean of each group of sensors is reported in 
Table 4-24. 
221 
To calculate the final uncertainty of the measured thermal resistance, the 
uncertainty of the mean temperature gradient and mean heat flux was needed for the 
insulation and stud portions of the wall. The combined uncertainty of the temperature 
gradient was calculated using the following equation: 
𝑈 𝑈 𝑈  4-14 
Where 𝑈  is the uncertainty of the temperature on the metering wall, and 𝑈  is 
the uncertainty of the temperature on the climatic wall. The uncertainty of the thermal 







These uncertainties are reported in Table 4-25. 
Table 4-24: Error Analysis for Residential Brick Veneer Wall Assembly Mean Readings 
Property Units Mean Std. Dev. 
Uncertainty 
– Type A 
Combined 
Uncertainty 
HF-I W/m2 -3.4203 0.0800 0.0462 0.0549 
HF-S W/m2 -5.5851 0.3768 0.1538 0.1684 
T-MI °C 24.0831 0.1104 0.0451 0.1305 
T-MS °C 24.2024 0.1222 0.0499 0.1322 
T-CI °C 32.6933 0.1982 0.0809 0.1468 
TCS °C 32.6228 0.1470 0.0600 0.1364 
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The final expanded uncertainty was determined by multiplying the combined 
uncertainty of the thermal resistance by two. The relative uncertainty for this wall assembly 
for this steady-state condition was found to be 12.4%. Since the largest sources of error 
were the calibration of the individual sensors and the hot box apparatus itself, this error 
will be similar for other wall assemblies. 
For the uncertainty calculation during dynamic testing, the procedure was similar 
to that done above for the steady-state conditions. Instead of averaging the sensor reading 
over a period of time when they are stable, the absolute value of the heat flux was summed 
over a 24-hr period. There were four cycles of useable data since the data from the first 
cycle was excluded due to initial transient effects. The uncertainty from each sensor is 
reported in Table 4-26. 
Table 4-25: Final Error Analysis for Residential Brick Veneer Wall Assembly 
Property Units Mean 
Combined 
Uncertainty 
Delta T – Ins °C -8.6101 0.1964 
Delta T - Stud °C -8.4204 0.1900 
Q – Ins W/m2 -3.4203 0.0549 
Q – Stud W/m2 -5.5900 0.1684 
Rm – Ins m2K/W 2.5173 0.0702 
Rm – Stud m2K/W 1.5077 0.0568 
Rc – Ins m2K/W 2.4787 0.1026 
Rc – Stud m2K/W 1.4569 0.0937 
Ravg m2K/W 2.2427 0.1389 
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For dynamic testing, the property of interest is the mean heat flux through the wall. 
Utilizing the framing factor calculation below, the mean heat flux can be calculated by 
using the heat fluxes over the insulation and the stud. 
𝑄 𝑓 ∙ 𝑄 1 𝑓 ∙ 𝑄  4-16 
This equation was derived by utilizing the thermal resistance framing factor 
calculation (equation 4-11), substituting 1/Q for R and simplifying. The combined 
uncertainty is reported in Table 4-27. 
Table 4-26: Error Analysis for Residential Brick Veneer Wall Dynamic Sensors 




– Type A 
Uncertainty 
– Type B 
Combined 
Uncertainty 
HFM1 W/m2 47.0623 1.1467 0.5734 0.2353 0.6198 
HFM2 W/m2 48.8608 1.1967 0.5984 0.2443 0.6463 
HFM3 W/m2 50.2146 1.0387 0.5194 0.2511 0.5769 
HFM4 W/m2 N/A 
HFM5 W/m2 72.2711 2.9398 1.4699 0.3614 1.5137 
HFM6 W/m2 63.3343 1.4002 0.7011 0.3167 0.7684 
HFM7 W/m2 86.8032 2.7165 1.3583 0.4340 1.4259 
HFM8 W/m2 62.9569 0.5162 0.2581 0.3148 0.4071 
HFM9 W/m2 74.8022 1.2993 0.6497 0.3740 0.7496 
HFM10 W/m2 87.9163 2.0762 1.0381 0.4396 1.1273 
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For the steady-state uncertainty calculation there was found to be an approximately 
12% error, but under dynamic conditions, there was found to be approximately 20% error. 
Under dynamic conditions the increased error was a direct result of nonuniformity in the 
boundary conditions in the hot box apparatus during the dynamic conditions as there was 
found to be excellent uniformity during steady-state conditions. In the previous example 
there were three pairs of heat flux transducers with energy values of 63, 73, and 87 Whr/m2. 
These correspond to the top, middle, and bottom of the wall. Due to the counter-circulating 
air flow pattern and the low flow velocities, there was a difference in boundary conditions 
from top-to-bottom of the wall which was much more pronounced under dynamic 
conditions. Removal of this gradient would be necessary for a smaller uncertainty of the 
dynamic energy transfer. 
 
ANSYS Finite Element Modeling 
Model Convergence 
The first step in finite element modeling is to verify that the solution from the model 
is independent of the underlying mesh. To do so, the output of the model is monitored 
while the size of the underlying mesh is varied. One approach to measuring the error 
Table 4-27: Error Analysis for Residential Brick Veneer Wall Dynamic Mean Values 
Property Unit Mean Std. Dev. 
Uncertainty 
– Type A 
Combined 
Uncertainty 
Qins W/m2 48.7126 1.58137 0.9130 1.4029 
Qstud W/m2 74.6087 10.9009 4.4503 5.1690 
Qtotal W/m2 52.6078 N/A N/A 5.3560 
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introduced by discretization error is by utilizing the Grid Convergence Index (GCI). The 
GCI is a “measure of the percentage the computed value is away from the value of the 
asymptotic numerical value” [92]. Results of a grid convergence study on the wood-stud 
reference wall are presented in Table 4-28. 
The behavior of the solution is shown graphically in Figure 4-27. The behavior was 
confirmed to be asymptotic with the expected power-law behavior [92]. For the three mesh 
sizes used herein, 0.02 meters, 0.01 meters, and 0.005 meters, the mesh with an average 
size 0.01 meters was determined to be acceptable and did not introduce significant amounts 
of error as evidenced by the GCI values between the 0.01 meters and 0.005 meters mesh 
size having an error of only 0.07%. 














0.02 [m] 5.859 -17.43 2.101 
0.01 [m] 5.862 -17.49 2.094 
0.005 [m] 5.863 -17.51 2.091 
Asymptotic 
Solution 
5.866 -17.52 2.090 
Solution 
Order 
0.597 1.62 1.55 
GCIC-M 0.10 % 0.21 % 0.23 % 
GCIM-F 0.07 % 0.07 % 0.08 % 
GCI Ratio 1.0004 1.0035 0.9965 
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The only unexpected results from the grid convergence study was that the slope of 
the lines in Figure 4-27 should theoretically have a slope of 2, but deviations were found. 
The slope of the heat flux and R-value convergence were around 1.6, which is reasonable, 
but the temperature convergence was only 0.6. The large deviation from the theoretical 
slope for the temperature convergence could be related to the heterogeneous nature of the 
wall assembly, since the temperature being analyzed was the average across the whole 
surface, and different regions could converge at different rates depending on geometry or 
material properties. Regardless, the temperature solution still showed asymptotic behavior 
and the error in this output was smaller than that of either the heat flux or thermal resistance. 
The discretization error of this model at a mesh size of 0.01 meters was 0.005 °C for the 
 
Figure 4-27: Solution Error vs. Mesh Size for Wood-Stud Reference Wall  
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temperature, 0.2% for the heat flux, and 0.2% for thermal resistance which was 
incorporated into the error analysis of the finite element model. 
 
Steady-State Modeling 
After carrying out the experimental testing, each of the wall systems tested in the 
hot box apparatus were modeled. Starting with the basic wood-stud wall, the steady-state 
thermal resistance and the dynamic heat transfer of each wall assembly were modeled. The 
propose of the modeling was to understand how the thermal resistance and the thermal 
mass of each component contributed to the overall thermal performance of the system. A 
detailed error analysis was also carried out for the finite element model similar to the 
experimental results. 
The presence of the wood- and steel-studs within the system resulted in noticeable 
2D heat transfer within the wall assembly. The higher thermal conductivity of the wood- 
or steel-studs resulted in a thermal bridge, which manifested as a zone of higher heat flux 
than the surrounding area. This higher heat flux resulted in either higher or lower surface 
temperature, depending on which direction heat was flowing in. This is shown graphically 
in Figure 4-28. This was in good qualitative agreement with the image of the wall assembly 
from the IR camera. When analyzing the results, the thermal resistance was calculated by 
taking the area-weighted average surface temperatures and heat fluxes. To compare against 
experimental data, these average values are not available, but the individual measurement 
at different locations are. Experimental testing measured the temperature and heat fluxes 
at two locations: the insulation and the studs. To compare these results against the 
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experimental data, values from these locations were extracted from the models in addition 
to just the whole-wall-average values.  
Table 4-29 gives the comparison of the finite element data against the measured 
experimental data for the wood-stud wall. Values in brackets are the results from 
experimental testing in the modified hot box apparatus. There was found to be excellent 
agreement between the measured and modeled surface temperatures. This implies that both 
the material properties chosen, as well as the boundary conditions calculated are very close 
to those that are present in the hot box apparatus. The thermal resistances were also very 
close to those produced by the model. The only data that deviates somewhat from the 
modeled results are the measured heat fluxes. This is not unexpected, since the measured 
heat flux in the hot box apparatus was also subject to thermal contact resistance and the 
 
Figure 4-28: Thermal Bridging in 2x4 Wood-Stud Wall 
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internal thermal resistance of the heat flux transducer (see Figure 2-5), which is not present 
in the model. As such, only the temperatures and thermal resistances were used to 
determine the accuracy of the model with the experimental results. Table 4-30 gives the 
modeled thermal resistances for each wall as a function of mean wall temperature. The 
experimental results are included for comparative purposes. 
Table 4-29: Finite Element Results vs. Experimental Data for Wood-Stud Wall 




°C 22.8 [23.0] 23.2 [23.3] 24.1 [24.1] 24.6 [24.4] 
Interior Stud 
Temperature 




W/m2 7.1 [7.3] 3.7 [3.6] -3.7 [-4.0] -7.6 [-8.2] 
Interior Stud 
Heat Flux 




°C 4.5 [4.3] 13.9 [13.8] 33.0 [33.0] 42.2 [42.3] 
Exterior Stud 
Temperature 




W/m2 7.0 [7.7] 3.7 [4.0] -3.7 [-4.6] -7.5 [-9.1] 
Exterior Stud 
Heat Flux 
























13.6 2.23 [2.23] 
18.6 2.18 [2.20] 
28.6 2.08 [2.03] 
33.4 2.04 [1.98] 
 
Vinyl Siding 
13.7 2.40 [2.36] 
18.6 2.34 [2.29] 
28.4 2.22 [2.18] 
33.3 2.17 [2.14] 
 
Fiber Cement Board 
13.8 2.37 [2.32] 
18.7 2.31 [2.25] 
28.5 2.19 [2.11] 












13.8 2.58 [2.56] 
18.7 2.52 [2.36] 
28.5 2.39 [2.31] 
33.4 2.33 [2.29] 
 
Insulated Vinyl Siding 
13.7 2.78 [2.79] 
18.6 2.72 [2.89] 
28.4 2.60 [2.53] 
33.3 2.55 [2.57] 
 
1in EIFS 
13.9 3.00 [2.81] 
18.7 2.94 [2.74] 
28.5 2.82 [2.12] 













13.8 3.27 [3.03] 
18.7 3.20 [2.94] 
28.5 3.08 [2.72] 
33.4 2.99 [2.75] 
 
2in EIFS 
13.8 3.61 [3.48] 
18.7 3.53 [3.32] 
28.5 3.40 [3.08] 
33.4 3.31 [3.00] 
 
Steel-Stud Wall 
13.9 1.73 [1.75] 
18.7 1.70 [1.79] 
28.3 1.65 [1.63] 












Steel-Stud with C.I. Wall 
13.8 3.92 [3.56] 
18.8 3.83 [3.37] 
28.7 3.66 [3.62] 
33.6 3.57 [3.69] 
 
Steel-Stud with C.I. and no Batt 
Insulation 
14.0 2.23 [1.87] 
18.9 2.18 [1.79] 
28.6 2.07 [1.85] 
33.5 2.03 [1.78] 
 
Brick Veneer over Steel Stud 
13.5 2.26 [2.18] 
18.6 2.23 [2.19] 
28.8 2.15 [2.32] 
33.7 2.09 [2.41] 
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Brick Veneer with C.I. over Steel Stud 
13.7 4.22 [4.00]  
18.7 4.11 [3.94] 
28.7 3.92 [3.77] 
33.7 3.82 [3.72] 
 
Brick Veneer with C.I. and no Batt 
Insulation over Steel Stud 
13.8 2.45 [2.12] 
18.8 2.38 [2.04] 
28.7 2.26 [2.09] 
33.7 2.20 [2.08] 
 
2-inch EIFS over Steel Stud 
13.8 3.35 [3.40] 
18.8 3.29 [3.16] 
28.7 3.17 [3.36] 











2-inch EIFS and no Batt Insulation over 
Steel Stud 
14.0 1.77 [1.46] 
18.9 1.75 [1.43] 
28.6 1.68 [1.50] 
33.5 1.63 [1.50] 
 
Lightweight CMU 
13.7 0.28 [0.22] 
18.7 0.28 [0.21] 
28.7 0.27 [0.20] 
33.8 0.26 [0.20] 
 
Lightweight CMU with C.I. 
13.9 2.24 [1.60] 
18.8 2.19 [1.59] 
28.8 2.06 [1.60] 












Brick Veneer with C.I. over 
Lightweight CMU 
13.7 2.40 [1.68] 
18.7 2.33 [1.70] 
28.6 2.21 [1.71] 
33.7 2.15 [1.68] 
 
2-inch EIFS over Lightweight CMU 
14.0 1.69 [1.44] 
18.9 1.67 [1.36] 
28.6 1.59 [1.42] 
33.4 1.56 [1.37] 
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Brick Veneer Wall Heat Transfer Mechanisms 
The brick veneer wall assembly contains a significant air cavity that is designed to 
be used for moisture management, but also impacts the thermal performance. Heat transfer 
from one side of the wall to the other must pass completely through this air cavity. The 
modeled heat transfer across this air cavity is reported in Table 4-31. 
The results were somewhat surprising considering that radiation is typically 
assumed to be a negligible heat transfer mechanism at ambient temperatures. The 
temperature gradient across the air cavity is rather small for all four conditions under 
consideration. Conductive heat transfer and buoyancy driven convection at low flow 
velocities are proportional to the temperature gradient across the air cavity. Convective 
heat transfer in an enclosed space is also dependent on the length scale to the third power 
of the cavity parallel to heat transfer [93]. Radiative heat transfer is proportional to the 
Table 4-31: Modeled Heat Transfer Across Air Cavity in Residential Brick Veneer Wall 
Property Unit Condition 1 Condition 2 Condition 3 Condition 4 
Texterior °C 3.86 13.66 33.20 42.88 
Tleft °C 5.32 14.39 32.51 41.47 
Tright °C 6.76 15.11 31.90 40.32 
ΔT °C -1.44 -0.71 0.61 1.15 
kavg W/mK 0.0246 0.0253 0.0266 0.0273 
Total Heat 
Flux 




































difference of the fourth power of temperature. This causes the driving force for radiative 
heat transfer to be larger than conduction or convection, and only becomes small when the 
thermal emissivity becomes small. The other reason radiation is typically ignored at 
ambient temperature is due to the low temperature. For large, enclosed spaces, convective 
heat transfer can become dominant over radiation. 
 
Dynamic Modeling 
Just like in the experimental testing, dynamic modeling was carried out to 
determine the effect of the thermal mass of the wall systems. The Sol-Air cycle was applied 
on the exterior of the wall for 5 day/night cycles, and the modeled surface temperatures 
and heat fluxes were compared against those measured in the hot box apparatus. The mesh 
used was the same as that for the steady-state modeling, but the boundary conditions varied 
with time instead of being static. 
Due to the presence of the studs in the wall, the response of the wall was different 
over the studs as compared to the insulation. The higher thermal conductivity of the studs 
(wood or steel) as compared to the insulation allows for heat to diffuse faster through the 
wall, resulting in a larger temperature swing. In addition, the thermal mass of the stud is 
significantly larger than that of the insulation, and this results in a shift in when the studs 
respond to the changing external load. The surface temperatures during the Sol-Air cycle 
are shown graphically in Figure 4-29. 
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Both the insulation and stud respond at the same time on the exterior of the wall 
since that side was being controlled, but the magnitudes are different. The insulation 
reaches a more extreme temperature because it was more insulating. When analyzing the 
surface heat flux instead of temperatures, the behavior becomes more apparent as 
demonstrated in Figure 4-30. The studs allowed more heat flux through them due to their 
higher thermal conductivity. A large amount of heat was both supplied and removed during 
the applied cycle. Most of that heat was able to diffuse through the wall completely before 
being removed from the exterior. This wall responded to the applied cycle in a time frame 
significantly shorter than the cycle itself. For a wall with significant amounts of thermal 
mass such as a residential brick veneer wall (Figure 2-4), the response time of the wall is 
long enough that the wall cannot reach thermal equilibrium at any time during the cycle. 
 
Figure 4-29: Sol-Air Cycle Surface Temperatures for Wood-Stud Wall 
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The total energy transfer of each wall assembly was compared against the 
experimental results in Table 4-32. Values in brackets represent experimental results. For 
walls with a high amount of heat flux there was found to be excellent agreement. For walls 
with smaller total heat flux, there was some discrepancy found between the modeled and 
experimental data. This could be due to the time step chosen for the model which was 
chosen as 1-hour intervals. A finer time step would result in a higher simulated heat flux 
as it would better capture the temperature extremes of the cycle. 
 
Figure 4-30: Sol-Air Cycle Surface Heat Flux for Wood-Stud Wall 
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Error Analysis 
In order to perform an error analysis on the finite element models, the sources of 
error must be identified. The sources of error include the boundary conditions, material 
properties, and mesh resolution. These sources of error are reported in Table 4-33. As there 
is no analytical equation to calculate propagation of error through a finite element model, 
the values corresponding to max and min values for each property were used as inputs to 
Table 4-32: Modeled vs. Experimental Dynamic Energy Transfer under Sol-Air Cycle 
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EIFS – 1.5” 
57.4 
[55.8] 





EIFS – 2” 
49.5 
[48.7] 
2” EIFS on 
Steel-Stud 






the finite element model. Model outputs max and min values are used as the uncertainty 
values. An example calculation using the wood-stud reference wall is reported in Table 
4-34. The expanded uncertainty is calculated by taking the uncertainty value and 
multiplying it by two. The total uncertainty in the thermal resistance from the finite element 
model for this wall system was 5.4%. Most of this error comes from the uncertainty in the 
boundary conditions. Since the goal was to compare these results to the experimental hot 
box results, the same boundary conditions, with their own uncertainties, had to be used. 
When using this model for predictive purposes, and the boundary conditions are taken as 
exact, the total error drops to 2.8%. Reducing this error would require a significantly finer 
mesh size or the accuracy for material properties to be below 1% uncertainty. 
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Table 4-33: Finite Element Modeling Error Sources 
Boundary Condition Mesh Resolution Material Property 


































4.73 0.19  
   
 
Table 4-34: Finite Element Uncertainty Calculation 









ΔT °C -8.55 0.186 
Heat Flux W/m2 -4.18 0.068 
Thermal Resistance m2K/W 2.044 0.056 
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Custom Finite Element Program 
Numerical Validation 
Numerical validation of the custom finite element model was performed by 
carrying out the identical two-dimensional finite element simulation in ANSYS and the 
custom program using the same mesh, then comparing the temperatures at each node to 
verify that both models produced equivalent results. For this validation, a part with three 
layers was selected to allow for testing of the internal radiation calculation. A direct 
comparison of nodal temperatures was done in order to numerically validate the results. 
The mesh for this validation is shown in Figure 4-31. The applied boundary conditions are 




Figure 4-31: Finite Element Mesh for Numerical Validation 
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Table 4-35: Boundary Conditions for Numerical Validation of Custom Finite Element Program 




1-5 Convection 4 h = 2.8 W/m2K 
1-5 Radiation 4 ε = 0.9 
2-6 Internal Radiation N/A ε = 0.75 
3-7 Internal Radiation N/A ε = 0.75 
4-8 Convection 24 h = 2.8 W/m2K 
4-8 Radiation 24 ε = 0.9 
 





















1 6.2714 6.2716 
2 6.4100 6.4101 
3 10.6485 10.6340 
4 21.9549 21.953 
5 6.2713 6.2715 
6 6.4096 6.4098 
7 10.5669 10.5820 
8 22.0083 22.0100 
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The deviation between the temperature of the custom finite element program and 
the ANSYS model was in excellent agreement for all nodes, with a maximum deviation of 
0.015 °C for nodes 3 and 7. All other nodes had a deviation of less than 0.002 °C. When 
the same numerical validation was carried out with internal radiation through layer two 
disabled, the agreement between nodal temperatures was identical to floating-point 
precision (1 ∙ 10  °𝐶). ANSYS solves the internal radiation problem in a different 
manner than the solution procedure given here. ANSYS utilizes a coupled solver for 
calculating problems with conduction and surface-to-surface radiation. It utilizes one set 
of equations with temperature as the unknown variable, and a second set of equations with 
the radiative heat flux (or radiosity) as the unknown variable. Due to the different 
formulation of the global system of equations, the results from ANSYS and the custom 
finite element program differ slightly when internal radiation is used. In the custom 
program, internal radiation is directly solved for, in terms of nodal temperatures, without 
utilizing the radiosity. Both solution methods yielded comparable results. 
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Yearly Energy Usage 
With this custom finite element program, it is now possible to perform direct 
comparisons between wall systems in nearly any location in the United States. In order to 
standardize the comparisons, cities representing each climate zone were selected to show 
the variation in energy usage with changing climate conditions. These cities are presented 
in Table 4-38. For illustrative purposes, a map of the continental United States showing the 
relationship between climate zone and location is given in Figure 4-32. Generally, as the 




Table 4-38: Cities Chosen for Each Climate Zone 
Climate Zone City 
1 Miami, FL 
2 Tampa, FL 
3 Atlanta, GA 
4 New York, NY 
5 Buffalo, NY 
6 Rochester, MN 
7 International Falls, MN 
8 Fairbanks, AK 
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First, it is important to establish how a given wall assembly will perform in different 
climate zones. The residential wood-stud reference wall was chosen for the baseline 
comparison. The energy usage as a function of climate zone is reported in Figure 4-33. As 
expected, as the climate gets colder, the heating load increases, and the cooling load 
decreases. The total energy usage also increases since the heating load in increasing at a 
faster rate than the cooling load is decreasing. 
 
Figure 4-32: IECC Climate Zone Map [95] 
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Now, comparing the performance of the reference wood-stud wall against that of 
the residential brick veneer wall, the brick veneer wall assembly was found to have a lower 
energy usage than the reference wall for all climate zones -see Figure 4-34. As the climate 
zone increased, the total energy usage increased for both the brick veneer and the reference 
wood-stud wall, but the difference in energy usage was relatively constant. This implies 
that the thermal mass is capable of reducing the energy usage by a fixed amount no matter 
what climate zone the wall assembly is located in. This is important since it means that 
thermal mass has a similar level of performance regardless of the climate that it is located 
in. 
 
Figure 4-33: Residential Wood-Stud Wall Yearly Energy Usage vs. Climate Zone 
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In addition to steady-state and Sol-Air cycle comparisons, the yearly energy usage 
of each wall tested in the hot box apparatus can be compared under yearly climate loading. 
For this comparison, Atlanta, GA, in climate zone three was selected. The energy usage of 
each wall assembly in this city is reported in Table 4-39. 
 
 
Figure 4-34: Residential Wood-Stud and Brick Veneer Wall Yearly Energy Usage vs. Climate Zone 
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Table 4-39: Modeled Yearly Energy Transfer for Atlanta, GA 
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Looking at the performance of each residential wood-stud wall system relative to 
the reference wall, shown in Figure 4-35, it is apparent that increasing either the thermal 
mass or the thermal resistance will lead to significant improvements in energy usage 
relative to the reference wall. The performance under the Sol-Air cycle is also clearly 
shown to be a best-case in terms of energy usage. The steady-state performance was found 
to be a worst-case comparison since it did not account for any dynamic effects. A 
comparison of the yearly energy usage for climate zone three was found to fall between the 
steady-state and Sol-Air cycle comparison. 
 
 
Figure 4-35: Comparison of Residential Walls Using Three Comparison Metrics 
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Impact of Thermal Mass and Insulation on Energy Usage 
Residential Brick Veneer Wall System 
In order to gauge the impact of insulation and thermal mass on a yearly energy 
usage, the residential brick veneer wall was selected for a detailed analysis. The thermal 
resistance of the wall assembly was modified by incrementally increasing the amount on 
continuous insulation in the wall assembly. The thermal mass was modified by changing 
the thickness of the brick veneer. By modifying both the thermal resistance and the thermal 
mass of the wall systems, the energy usage was found to be impacted significantly. Both 
climate zones three and five were selected for simulation to investigate how the climate 
impacted the response of the system. 
The impact of changing the amount of continuous insulation is reported in Table 
4-40. The yearly energy usage was found to be a linear function of the U-factor of the wall 
assembly. The U-factor is given by the reciprocal of the thermal resistance. The U-factor 
is the heat transfer coefficient or thermal conductance of the wall system. This relationship 
is shown in Figure 4-36. The fact that the energy usage was found to vary linearly with the 
systems U-factor after taking into account the dynamic nature of the thermal mass was 
somewhat surprising.  
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However, this was not found to hold true for all wall configurations. Walls with 
higher amounts of continuous insulation were found to have almost no benefit from thermal 
mass when the amount of thermal mass was small. Larger amounts of thermal mass were 
found to have a significant reduction in annual energy usage for all walls, however. The 










None 2.37 0.422 27.2 
½-inch 2.82 0.354 22.9 
1-inch 3.27 0.306 19.7 
1.5-inch 3.71 0.269 17.4 
2-inch 4.16 0.240 15.5 
 
 
Figure 4-36: Energy Usage of Residential Brick Veneer in Climate Zone Three vs. U-factor 
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variation in energy usage with respect to both U-factor and the amount of thermal mass is 
shown in Figure 4-37. 
The effect of increasing the thermal mass was to reduce the effectiveness of adding 
continuous insulation. The reduction in effectiveness was seen by the smaller slope 
between the U-factor and the yearly energy usage. The trendline coefficients are reported 
in Table 4-41. From the slopes, the first three inches of brick veneer were found to have 
the most significant reduction to the energy usage, but for increasing the thermal mass 
beyond this point, there were significant diminishing returns. The reason for the 
 
Figure 4-37: Energy Usage of Residential Brick Veneer in Climate Zone Three for Various Levels of 
Thermal Mass 
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diminishing returns were due to the location of the thermal mass as well as the climate this 
wall was simulated under. Thermal mass has the greatest benefit when it is located on the 
interior of the wall assembly and when there is a large daily temperature swing on the 
exterior. The units for the slope were found to be °𝐶 ∙ 𝑑𝑎𝑦, which is the same terminology 
that the thermal load for a climate is reported in: degree-days. 
Current energy codes do not take the amount of thermal mass into account for brick 
veneer which can result in requiring additional insulation in order to meet a target energy 
goal. For example, utilizing the massless simulation feature for the 4-inch brick veneer, the 
slope was found to be 3206 °C days vs. the 2688 °C days from the simulation with the 
thermal mass. This implies that for a wall with a U-factor of 0.422 W/m2K, the total energy 
usage would be 36.7 kWhr/m2, whereas with the thermal mass, the thermal energy usage 
would be only 30.8kWhr/m2—a reduction of 16%. 
In addition to climate zone three, which is a predominately warm weather zone, 
climate zone five, which is a predominately cool weather zone, was also investigated. The 
major difference in the response of the wall to the two different climate zones was found 
Table 4-41: Variation in U-factor vs. Energy Usage Slope with Brick Veneer Thickness for the 





Change in Slope 
[°C day] 
None 2958 - 
1-inch 2882 77 
2-inch 2813 69 
3-inch 2744 69 
4-inch 2688 56 
5-inch 2652 36 
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to be the relationship between the U-factor and yearly energy usage. For colder climates—
those with a higher number climate zone—adding more insulation was more effective in 
reducing energy than for warmer climates. This behavior is shown in Figure 4-38. The 
greater slope also implies that more insulation is required to have the same yearly energy 
usage in climate zone five as compared to zone three. 
The final point of comparison for the two climate zones was on the behavior of the 
thermal mass in reducing energy usage. By looking at the slope between the U-factor and 
yearly energy usage for various thicknesses of brick veneer, the impact of thermal mass 
was to reduce the slope. These are reported in Table 4-42. In climate zone three, it was 
 
Figure 4-38: Energy Usage of Residential Brick Veneer in Climate Zones Three and Five 
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found that the thermal mass could reduce the slope of the U-factor vs. yearly energy usage 
by 10.2% for 5-inches of brick veneer. For climate zone five however, the same 5-inches 
of brick veneer only resulted in a change in slope of 3.3%. This implies that for colder 
climates, the impact of thermal mass on the energy usage was smaller. The reason for this 
was due to the fact that in colder climates, the system spends more time in heating-only 
conditions, and when the heat flow within the wall does not change direction, the wall 
behaves more like it is under steady-state conditions rather than under the dynamic 
conditions. 
Commercial Brick Veneer Wall System 
After performing the analysis for the residential brick veneer wall system, the 
commercial brick veneer wall system was also modeled. The only difference was the 
inclusion of a 2x6 steel-stud backup wall instead of the 2x4 wood-stud wall. The yearly 
energy usage for the commercial wall system was found to vary linearly with the U-factor 
of the wall system, just like the residential case. The energy usage for the commercial brick 
Table 4-42: Variation in U-factor vs. Energy Usage Slope with Brick Veneer Thickness for the 






















None 2958 - 4214 - 
1-inch 2882 2.5 4200 0.3 
2-inch 2813 4.7 4159 1.4 
3-inch 2744 7.2 4121 2.3 
4-inch 2688 8.9 4107 2.6 
5-inch 2652 10.2 4075 3.3 
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veneer wall is reported in Table 4-43. The yearly energy usage was found to be higher for 
the commercial wall systems than for the residential walls due to the lower thermal 
resistance caused by the more significant thermal bridging. The relationship between the 
U-factor and yearly energy usage is shown in Figure 4-39. 










None 2.10 0.475 30.5 
½-inch 2.67 0.374 24.1 
1-inch 3.17 0.316 20.3 
1.5-inch 3.64 0.275 17.7 
2-inch 4.10 0.244 15.7 
 
 
Figure 4-39: Energy Usage of Commercial Brick Veneer in Climate Zone Three vs. U-factor 
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Just like with the residential walls, by varying the amount of thermal mass, the 
energy usage could be decreased significantly. Wall systems with the least amount of 
continuous insulation were found to have the largest percentage drop in their energy usage. 
The effect of changing the thermal mass is shown in Figure 4-40. 
Just like with the residential wall system, by increasing amount of thermal mass, 
the effectiveness of the continuous insulation decreased. This was due to the thermal mass 
being able to mitigate some of the heat transfer. This behavior was described by the slope 
of the trendline through each set of data in Figure 4-40. These slopes are reported in Table 
 
Figure 4-40: Energy Usage of Commercial Brick Veneer in Climate Zone Three for Various Levels of 
Thermal Mass 
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4-44. Interestingly, the slopes for each amount of brick veneer were nearly identical to 
those for the residential wall system. The reason for this was due to the similarity in thermal 
mass of the wood-stud and steel-stud walls. 
For a commercial brick veneer wall system, without including the thermal mass of 
the assembly, the slope of the yearly energy usage vs. the U-factor line was 3207 °C days 
versus 2680 °C days for the wall assembly when taking the thermal mass into account. This 
leads to a 16% reduction in predicted yearly energy usage due to thermal mass alone. 
Changing the climate zone for the commercial wall system had a very similar 
impact to the residential wall system. Climate zone five caused a steeper slope between the 
U-factor of the wall and the yearly energy usage. As the stud walls for the two types of 
systems were very similar in terms of thermal mass, the slope was found to be very similar. 
The energy usage for each climate zone is shown in Figure 4-41. 
Table 4-44: Variation in U-factor vs. Energy Usage Slope with Brick Veneer Thickness for the 





Change in Slope 
[°C day] 
None 2978 - 
1-inch 2889 88 
2-inch 2808 81 
3-inch 2731 77 
4-inch 2680 51 
5-inch 2645 35 
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Looking at the variation in slope between the U-factor and the yearly energy usage 
for each of the different levels of thermal mass, there was a significant difference between 
climate zone three and zone five. This data is reported in Table 4-45. Climate zone three 
was found to have a decrease in slope by 11.1% for 5-inches of brick veneer, while for 
climate zone five, there was only a 2.4% decrease in slope for 5-inches of brick veneer. 
Thermal mass does not have as significant of an impact on the energy usage in the higher 
climate zones. Thermal mass gives the most benefit when there is a reversal in the direction 
of heat flow on a daily basis. This happens less frequently in colder climates due to 
significantly cooler air temperatures. 
 
Figure 4-41: Energy Usage of Commercial Brick Veneer in Climate Zones Three and Five 
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Mass Brick Veneer Wall System 
For the mass brick veneer wall system, the lightweight CMU wall behind the brick 
veneer had significantly more thermal mass than either the wood- or steel-stud walls 
modeled previously.. Also, unlike either of the two previous systems, the backup wall does 
not have much intrinsic thermal resistance. This resulted in significantly larger U-factors 
for the same level of continuous insulation because of the lack of batt insulation. At higher 
U-factors, the tradeoff between the U-factor and the yearly energy usage became non-
linear. The yearly energy usage of the mass brick veneer wall is reported in Table 4-46. 
The non-linear relationship between the yearly energy usage and the U-factor is shown in 
Figure 4-42. The non-linear behavior was due to the U-factor of the wall assembly being 
used for comparison which does not include the small amount of thermal resistance added 
by the boundary layer of air on either side of the wall assembly. For the trendline 
calculation, only the three data points with the smallest U-factor were used because the 
Table 4-45: Variation in U-factor vs. Energy Usage Slope with Brick Veneer Thickness for the 






















None 2978 - 4194 - 
1-inch 2889 3.0 4179 0.3 
2-inch 2808 5.7 4143 1.2 
3-inch 2731 8.4 4124 1.7 
4-inch 2680 10.1 4098 2.3 
5-inch 2645 11.1 4090 2.4 
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trend only became non-linear at higher U-factors. This allowed the slopes to be directly 
compared against the residential and commercial wall systems. 
 










None 2.43 0.412 111 
½-inch 4.96 0.202 63.2 
1-inch 7.48 0.134 44.5 
1.5-inch 10.0 0.100 34.3 
2-inch 12.5 0.080 27.8 
 
 
Figure 4-42: Energy Usage of Mass Brick Veneer in Climate Zone Three vs. U-factor 
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Modifying the thickness of the brick veneer layer had a very different behavior on 
the mass brick veneer wall than it did on either the residential or commercial walls. Since 
the thermal mass of this system comes from two different layers, either could be modified. 
It was found that modifying the thickness of the brick veneer had a significantly smaller 
impact on the yearly energy usage than it did for the residential or commercial wall 
systems. For example, in Figure 4-40, as the thermal mass increases, moving from one set 
of data to the next, the slope of the trendline clearly decreases. However, for the mass wall 
data shown in Figure 4-43, changing the thickness of the brick veneer does not modify the 
slope very much.  
 
Figure 4-43: Energy Usage of Mass Brick Veneer in Climate Zone Three for Various Levels of 
Thermal Mass 
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As discussed previously, the placement of the thermal mass in the system is very 
important. Thermal mass on the inside of the wall system has a much more significant 
impact than thermal mass on the outside of the wall system. The reason that changing the 
brick veneer thickness does not have much impact on the overall energy usage of the wall 
system was because almost all of the thermal mass benefit was being provided by the CMU 
on the inside of the wall. The slope of the trendline describing the relationship between the 
U-factor and the yearly energy usage is given in Table 4-47. Looking at the slope of the 
mass wall without any brick veneer, the slope of 2613 °C days was lower than that for 
either the residential or commercial wall with five inches of brick veneer, which had a slope 
of 2645 °C days. This verifies the importance of the location of the thermal mass in the 
wall assembly. Performing the simulation without thermal mass, the slope was found to be 
3201 °C days versus 2514 °C days for the mass brick veneer wall assembly, which results 
in an energy savings of 22% from the thermal mass. 
Table 4-47: Variation in U-factor vs. Energy Usage Slope with Brick Veneer Thickness for the Mass 





Change in Slope 
[°C day] 
None 2613 - 
1-inch 2608 5 
2-inch 2549 59 
3-inch 2545 4 
4-inch 2514 31 
5-inch 2495 18 
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Looking at the behavior of the mass wall under the different climate zones, there 
was essentially the same behavior for the residential and commercial walls, with increasing 
slope between the U-factor and the yearly energy usage for higher climate zones which is 
shown in Figure 4-44. There was the same non-linear trend for both climate zones, which 
is attributable to not including the boundary layer resistance of the air into the U-factor 
calculation. 
The inclusion of 5-inches of brick veneer over the CMU wall resulted in a decrease 
of 4.5% in the slope of the U-factor vs. yearly energy usage line for climate zone three, 
while in climate zone five, the same 5-inches of brick veneer resulted in a decrease of only 
 
Figure 4-44: Energy Usage of Mass Brick Veneer in Climate Zones Three and Five 
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1.9%. Again, this smaller change was attributable to the climate, resulting in heat flow 
moving in only one direction for large portions of the year. The change in slope is reported 
in Table 4-48 
Comparing the residential, commercial, and mass brick veneer wall assemblies, 
there was found to be almost no difference between the residential and commercial walls 
in terms of the relationship between amount of brick veneer and the slope between the U-
factor and the yearly energy usage. For the commercial wall however, there was found to 
be a smaller slope due to the thermal mass effect of the CMU wall behind the brick veneer. 
This is shown graphically in Figure 4-45. The presence of the CMU resulted in most of the 
thermal mass benefit, with the brick veneer thickness causing only slight changes to the 
energy usage. This indicates that there is a reasonable maximum in the amount of thermal 
mass benefit where the intraday variation in temperature are completely mitigated. Further 
thermal mass benefit would require mitigation of temperature over significantly longer 
Table 4-48: Variation in U-factor vs. Energy Usage Slope with Brick Veneer Thickness for the Mass 






















None 2613 - 3816 - 
1-inch 2608 0.0 3790 0.6 
2-inch 2549 2.2 3857 -1.2 
3-inch 2545 2.5 3753 1.5 
4-inch 2514 3.7 3768 1.2 
5-inch 2495 4.5 3740 1.9 
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periods such as multi-day, weekly, or even a seasonal variation in temperature. Mitigation 
of temperature fluctuations during these cycles by utilizing the thermal mass of a wall 
system would not be economical. 
Optimized Fired Clay Brick Properties 
The final comparison was done utilizing the optimum brick properties that yielded 
the lowest energy usage. This corresponded to sample L1 (1950 °F). The change in energy 
usage for the residential, commercial, and mass walls constructed from this brick as 
compared to the red brick used for experimental testing is reported in Table 4-49. Just by 
modifying the material properties of the brick veneer layer, the energy usage was decreased 
by approximately 5% for all three types of wall systems. This decrease was due to a 
 
Figure 4-45: Comparison of Energy Usage vs. U-Factor for Residential, Commercial, and Mass Walls 
in Climate Zone Three 
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significant drop in the thermal conductivity of the brick (0.52 vs. 1.27 W/mK), while 
having a significant decrease in the bulk density (1881 vs. 2219 kg/m3). 
In addition to the optimum material properties, the material with the worst thermal 
properties was also selected to identify how much worse the energy usage could get. The 
brick with the worst properties corresponded to sample L2 (2025 °F). By utilizing the worst 
material properties, the energy usage was found to increase by approximately 1%. This 
increase was due to a significant increase in thermal conductivity (2.41 vs. 1.27 W/mK), 
while having a slightly higher density (2377 vs. 2219 kg/m3) 
The brick with the worst yearly energy usage under climate zone three were not the 
samples with the lowest energy usage under the Sol-Air cycle. The reason for this is that 
the Sol-Air cycle has much more thermal mass benefit than the yearly climate. As such, 
the sample with the best yearly performance had the lowest thermal conductivity, while the 
sample with the worst yearly performance had the highest thermal conductivity. The 
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27.3 26.0 4.8 27.6 -1.1 
 
271 
change in thermal mass was not enough to compensate for the changes in thermal 
conductivity. 
For all of the wall systems studied, the brick veneer layer was assumed to be solid, 
but optimization of the unit geometry could enhance the thermal resistance of the exterior 
brick layer while maintaining the most effective amount of thermal mass. 
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 CONCLUSION 
In this research, a number of different wall systems consisting of residential, 
commercial, and mass walls were measured using a novel hot box apparatus. By measuring 
the dynamic thermal performance, in addition to the steady-state thermal resistance, the 
behavior of these systems under a more realistic thermal loading condition were measured. 
The thermal mass included in the residential and commercial wall systems came from a 
layer of brick veneer on the exterior of the wall assembly. The inclusion of the brick veneer 
resulted in a significant reduction in heat transfer due to the thermal mass effect that is not 
currently acknowledged in energy codes. This benefit was found to be up to 50% for some 
wall systems. This benefit depends on both the geometry of the wall as well as the cycle 
used for dynamic thermal testing. 
Material characterization was carried out on the brick veneer to determine what 
properties impact the performance of this layer. By carrying out this characterization on 
both commercially produced, as well as lab fired samples, a wide range in physical 
properties and mineralogy were studied. The effective thermal conductivity of the brick 
veneer was demonstrated to be effected by (1) the porosity of the final part, (2) the grain 
size of the fired material, and (3) the concentration and thermal conductivity of the 
constituent phases. Utilizing the measured thermal properties, the system level 
performance of the residential wood-stud brick veneer wall was found to be dependent on 
both the thermal diffusivity and thermal effusivity of the brick veneer. 
Finite element modeling was carried out using ANSYS, and the results verified 
against experimental data. These models enabled the determination of the steady-state and 
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simple dynamic behavior of the wall systems under conditions that may be difficult or 
impossible to reproduce in the laboratory. The finite element models were able to 
reproduce the thermal mass effect and reproduced the behavior of the experimental 
dynamic testing. 
A custom finite element tool was developed to extend the modeling capabilities that 
ANSYS could not provide. Utilizing measured climate data for different locations within 
the continental United States, the energy usage of the experimentally tested wall systems 
could be simulated and optimized. This model was verified numerically against ANSYS to 
ensure the correctness of the devised finite element equations. This tool allows for rapid 
design, evaluation, and optimization of any wall system under steady-state, dynamic, or 
real-world conditions. 
Several residential, commercial, and mass wall systems were simulated with 
differing levels of both thermal insulation and thermal mass to investigate the impact on 
yearly energy usage. The yearly energy usage was found to vary linearly with the heat 
transfer coefficient or U-factor of the wall assembly. The thermal mass was found to reduce 
the slope of the U-factor versus yearly energy usage line. The slope of this line is effectively 
the thermal load on the system which the thermal mass was capable of buffering. Thermal 
mass was found to have less of an impact in colder climate due to the longer period of 
unidirectional heat flow. By utilizing the optimum material properties for the brick veneer, 





During this project a few topics were identified that merit additional future research 
work that were beyond the scope of this project. These include the following: 
 Hygrothermal modeling – the effect of water on these wall systems has not 
been evaluated yet. The presence of water will increase the effective thermal 
mass of the system due to both its heat capacity as well as evaporative 
cooling. It will also increase the effective thermal conductivity since air is 
being replaced with a more thermally conductive fluid. 
 Solar reflectance – For all simulations used herein, the solar reflectance was 
set to 30%. This value will have a large impact on the heat load on the 
exterior of the wall system. The impact of the solar reflectance, thermal 
mass, climate, and wall orientation should be addressed together. 
 Production of brick with optimized properties – using the identified factors, 
produce a fired clay brick that attempts to optimize the performance of the 
system in which it will be installed. This can be done by changing raw 
material composition and particle size to meet a desired thermal diffusivity 
and effusivity. 
 Production of optimized brick unit – design a fired clay brick unit with a 
geometry that optimizes thermal resistance and thermal mass for the climate 
in which it would be installed. 
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APPENDIX A - HOT BOX CONSTRUCTION IMAGES
 
Figure A-1: Residential Wood-Stud Wall 
 
 
Figure A-2: Residential Vinyl Siding 
 
 
Figure A-3: Residential Fiber Cement 
 
Figure A-4: Residential Brick Veneer 
 
 
Figure A-5: Residential EIFS 
 
 




Figure A-7: Commercial Steel-Stud Wall 
 
 




Figure A-9: Commercial Brick Veneer 
 
Figure A-10: Commercial EIFS 
 
 
Figure A-11: Lightweight CMU 
 
 
Figure A-12: Brick Veneer over Lightweight 
CMU and XPS 
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APPENDIX B - X-RAY DIFFRACTION PATTERNS 
 
Figure B-1: Sample P1 X-Ray Diffraction Pattern 
 
 
Figure B-2: Sample P2 X-Ray Diffraction Pattern 
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Figure B-3: Sample P3 X-Ray Diffraction Pattern 
 
 
Figure B-4: Sample P4 X-Ray Diffraction Pattern 
290 
 
Figure B-5: Sample P5 X-Ray Diffraction Pattern 
 
 












Figure B-9: Sample L4 X-Ray Diffraction Pattern 
 
 
Figure B-10: Sample L5 X-Ray Diffraction Pattern 
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APPENDIX C - PORE SIZE DISTRIBUTION 
 
Figure C-1: Sample L1 Pore Size Distribution 
 
 




Figure C-3: Sample L3 Pore Size Distribution 
 
 




Figure C-5: Sample L5 Pore Size Distribution 
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APPENDIX D - HOT BOX STEADY-STATE RESULTS 












°C 23.56 23.61 23.73 23.78 
Metering Air Velocity m/s 0.33 0.34 0.35 0.37 
Metering Air Relative 
Humidity 
% 21.0 23.1 25.4 27.4 
Metering Wall Temp. 
Insulation 
°C 23.00 23.32 24.06 24.43 
Metering Wall Temp. 
Stud 
°C 22.63 23.14 24.26 24.82 
Metering Wall Heat 
Flux - Insulation 
W/m2 7.3 3.6 -4.0 -8.2 
Metering Wall Heat 
Flux - Stud 
W/m2 11.7 5.9 -6.0 -12.6 
Climactic Air 
Temperature 
°C 3.64 13.47 33.37 42.96 
Climactic Air Velocity m/s 0.37 0.37 0.35 0.29 
Climactic Air Relative 
Humidity 
% 25.7 19.0 18.1 17.0 
Climactic Wall Temp. 
Insulation 
°C 4.27 13.80 33.02 42.28 
Climactic Wall Temp. 
Stud 
°C 4.59 13.96 32.89 42.03 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -7.7 -4.0 4.6 9.1 
Climactic Wall Heat 
Flux - Stud 
W/m2 -10.7 -5.4 5.9 12.0 
R-SI m2K/W 2.23 2.19 2.03 1.98 
R-Value ft2°Fhr/BTU 12.7 12.5 11.5 11.3 
Thermal Conductivity W/mK 0.051 0.052 0.056 0.058 
Cp J/kgK 1043 1014 1113 1149 
SP Heat kJ/m2K 19.48 18.94 20.78 21.45 
Thermal Diffusivity m2/s 2.84E-07 2.92E-07 2.80E-07 2.89E-07 
Time Constant hr 2.8 2.3 2.2 2.2 
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°C 23.60 23.67 23.81 23.90 
Metering Air 
Velocity 
m/s 0.29 0.30 0.29 0.31 
Metering Air 
Relative Humidity 
% 24.6 27.1 28.4 32.1 
Metering Wall 
Temp. Insulation 
°C 22.98 23.36 24.18 24.63 
Metering Wall 
Temp. Stud 
°C 22.77 23.25 24.28 24.83 
Metering Wall Heat 
Flux - Insulation 
W/m2 6.8 3.4 -3.6 -7.6 
Metering Wall Heat 
Flux - Stud 
W/m2 11.7 6.1 -6.1 -12.2 
Climactic Air 
Temperature 
°C 3.99 13.74 33.18 42.82 
Climactic Air 
Velocity 
m/s 0.40 0.43 0.41 0.36 
Climactic Air 
Relative Humidity 
% 40.3 28.1 26.6 22.0 
Climactic Wall 
Temp. Insulation 
°C 4.55 13.98 32.75 42.06 
Climactic Wall 
Temp. Stud 
°C 4.69 14.07 32.68 41.93 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -8.8 -4.4 4.9 10.4 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.3 -4.1 4.6 9.8 
R-SI m2K/W 2.31 2.24 2.11 2.07 
R-Value ft2°Fhr/BTU 13.1 12.8 12.0 11.8 
Thermal 
Conductivity 
W/mK 0.055 0.057 0.060 0.061 
Cp J/kgK 1252 1281 1303 1290 
SP Heat kJ/m2K 38.41 39.30 39.97 39.56 
Thermal Diffusivity m2/s 1.70E-07 1.68E-07 1.71E-07 1.84E-07 
Time Constant hr 3.4 3.2 2.9 3.1 
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°C 23.56 23.60 23.72 23.77 
Metering Air 
Velocity 
m/s 0.32 0.32 0.32 0.33 
Metering Air 
Relative Humidity 
% 21.4 23.2 24.0 26.4 
Metering Wall 
Temp. Insulation 
°C 23.03 23.34 24.03 24.37 
Metering Wall 
Temp. Stud 
°C 22.69 23.18 24.23 24.76 
Metering Wall Heat 
Flux - Insulation 
W/m2 6.8 3.4 -3.7 -7.6 
Metering Wall Heat 
Flux - Stud 
W/m2 11.4 5.8 -5.7 -11.9 
Climactic Air 
Temperature 
°C 3.80 13.54 33.08 42.71 
Climactic Air 
Velocity 
m/s 0.62 0.66 0.60 0.51 
Climactic Air 
Relative Humidity 
% 38.9 23.5 21.1 18.0 
Climactic Wall 
Temp. Insulation 
°C 4.43 13.90 32.83 42.19 
Climactic Wall 
Temp. Stud 
°C 4.59 13.98 32.76 42.06 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -6.6 -3.4 3.7 7.7 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.2 -4.3 4.6 9.4 
R-SI m2K/W 2.36 2.26 2.18 2.14 
R-Value ft2°Fhr/BTU 13.4 13.0 12.4 12.1 
Thermal 
Conductivity 
W/mK 0.054 0.056 0.058 0.059 
Cp J/kgK 1113 1087 1233 1239 
SP Heat kJ/m2K 22.20 21.69 24.60 24.72 
Thermal Diffusivity m2/s 2.87E-07 2.99E-07 2.69E-07 2.84E-07 
Time Constant hr 3.2 3.1 2.7 2.9 
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°C 23.59 23.63 23.79 23.83 
Metering Air 
Velocity 
m/s 0.32 0.31 0.32 0.34 
Metering Air 
Relative Humidity 
% 25.4 28.3 30.0 33.2 
Metering Wall 
Temp. Insulation 
°C 23.18 23.44 24.06 24.35 
Metering Wall 
Temp. Stud 
°C 22.94 23.33 24.19 24.61 
Metering Wall Heat 
Flux - Insulation 
W/m2 5.9 2.8 -3.2 -6.4 
Metering Wall Heat 
Flux - Stud 
W/m2 9.5 4.7 -4.9 -9.9 
Climactic Air 
Temperature 
°C 3.78 13.54 33.00 42.71 
Climactic Air 
Velocity 
m/s 0.45 0.46 0.47 0.42 
Climactic Air 
Relative Humidity 
% 47.6 29.2 26.7 21.1 
Climactic Wall 
Temp. Insulation 
°C 4.34 13.86 32.79 42.28 
Climactic Wall 
Temp. Stud 
°C 4.41 13.90 32.78 42.24 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -6.3 -3.3 3.4 7.1 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.4 -4.4 4.5 9.1 
R-SI m2K/W 2.79 2.89 2.53 2.57 
R-Value ft2°Fhr/BTU 15.9 16.4 14.4 14.6 
Thermal 
Conductivity 
W/mK 0.048 0.046 0.053 0.052 
Cp J/kgK 923 792 946 965 
SP Heat kJ/m2K 22.31 19.14 22.85 23.33 
Thermal Diffusivity m2/s 2.62E-07 2.89E-07 2.70E-07 2.69E-07 
Time Constant hr 3.9 3.3 4.0 3.5 
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°C 23.60 23.67 23.80 23.86 
Metering Air 
Velocity 
m/s 0.57 0.57 0.57 0.60 
Metering Air 
Relative Humidity 
% 22.6 24.8 27.1 28.4 
Metering Wall 
Temp. Insulation 
°C 23.04 23.38 24.09 24.42 
Metering Wall 
Temp. Stud 
°C 22.84 23.27 24.21 24.67 
Metering Wall Heat 
Flux - Insulation 
W/m2 6.3 3.3 -3.4 -7.0 
Metering Wall Heat 
Flux - Stud 
W/m2 10.6 5.7 -5.6 -11.4 
Climactic Air 
Temperature 
°C 3.93 13.73 33.20 42.81 
Climactic Air 
Velocity 
m/s 0.56 0.60 0.55 0.51 
Climactic Air 
Relative Humidity 
% 36.8 21.3 15.2 12.9 
Climactic Wall 
Temp. Insulation 
°C 4.42 13.92 32.83 42.21 
Climactic Wall 
Temp. Stud 
°C 4.67 14.06 32.74 41.98 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -8.2 -3.4 4.1 8.6 
Climactic Wall Heat 
Flux - Stud 
W/m2 -9.2 -3.8 4.7 9.9 
R-SI m2K/W 2.56 2.35 2.31 2.29 
R-Value ft2°Fhr/BTU 14.5 13.4 13.1 13.0 
Thermal 
Conductivity 
W/mK 0.089 0.097 0.099 0.100 
Cp J/kgK 967 1180 1118 1109 
SP Heat kJ/m2K 179.92 219.51 208.02 206.33 
Thermal Diffusivity m2/s 1.05E-07 9.28E-08 9.62E-08 1.02E-07 
Time Constant hr 8.4 8.3 7.9 8.4 
  
301 












°C 23.62 23.67 23.81 23.90 
Metering Air 
Velocity 
m/s 0.55 0.56 0.56 0.56 
Metering Air 
Relative Humidity 
% 21.6 24.3 25.9 29.2 
Metering Wall 
Temp. Insulation 
°C 23.04 23.37 24.09 24.50 
Metering Wall 
Temp. Stud 
°C 22.84 23.28 24.21 24.74 
Metering Wall Heat 
Flux - Insulation 
W/m2 6.4 3.2 -3.5 -7.1 
Metering Wall Heat 
Flux - Stud 
W/m2 10.8 5.4 -5.7 -11.5 
Climactic Air 
Temperature 
°C 3.86 13.66 33.20 42.88 
Climactic Air 
Velocity 
m/s 0.59 0.61 0.54 0.52 
Climactic Air 
Relative Humidity 
% 42.5 24.6 20.5 16.0 
Climactic Wall 
Temp. Insulation 
°C 4.54 13.93 32.77 42.18 
Climactic Wall 
Temp. Stud 
°C 4.71 14.03 32.70 42.02 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -8.3 -3.9 3.9 8.7 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.5 -4.2 4.4 9.6 
R-SI m2K/W 2.49 2.44 2.26 2.26 
R-Value ft2°Fhr/BTU 14.2 13.9 12.8 12.9 
Thermal 
Conductivity 
W/mK 0.092 0.094 0.101 0.101 
Cp J/kgK 1085 1107 1176 1134 
SP Heat kJ/m2K 201.83 205.90 218.83 210.91 
Thermal Diffusivity m2/s 9.64E-08 9.52E-08 9.37E-08 1.01E-07 
Time Constant hr 8.8 8.4 8.3 8.4 
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°C 23.61 23.68 23.82 23.91 
Metering Air 
Velocity 
m/s 0.58 0.58 0.57 0.58 
Metering Air 
Relative Humidity 
% 30.5 35.4 36.2 43.7 
Metering Wall 
Temp. Insulation 
°C 23.01 23.38 24.14 24.55 
Metering Wall 
Temp. Stud 
°C 22.59 23.16 24.33 24.94 
Metering Wall Heat 
Flux - Insulation 
W/m2 6.0 3.1 -3.1 -6.0 
Metering Wall Heat 
Flux - Stud 
W/m2 10.9 5.3 -5.7 -11.4 
Climactic Air 
Temperature 
°C 4.03 13.77 33.20 42.81 
Climactic Air 
Velocity 
m/s 0.52 0.51 0.47 0.41 
Climactic Air 
Relative Humidity 
% 57.0 42.7 38.9 30.5 
Climactic Wall 
Temp. Insulation 
°C 4.83 14.32 33.14 42.46 
Climactic Wall 
Temp. Stud 
°C 4.59 14.09 32.92 42.25 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -7.7 -4.4 4.3 9.4 
Climactic Wall Heat 
Flux - Stud 
W/m2 -7.4 -4.1 4.2 9.2 
R-SI m2K/W 2.81 2.73 2.11 2.51 
R-Value ft2°Fhr/BTU 15.9 15.5 12.0 14.3 
Thermal 
Conductivity 
W/mK 0.05 0.051 0.066 0.056 
Cp J/kgK 1209 1088 1224 1185 
SP Heat kJ/m2K 224.86 202.48 227.77 220.41 
Thermal Diffusivity m2/s 8.33E-08 9.56E-08 7.82E-08 8.05E-08 
Time Constant hr 5.1 4.5 5.5 4.9 
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°C 23.62 23.70 23.82 23.91 
Metering Air 
Velocity 
m/s 0.61 0.60 0.59 0.59 
Metering Air 
Relative Humidity 
% 32.2 37.8 38.9 45.0 
Metering Wall 
Temp. Insulation 
°C 23.05 23.41 24.13 24.54 
Metering Wall 
Temp. Stud 
°C 22.64 23.20 24.31 24.93 
Metering Wall Heat 
Flux - Insulation 
W/m2 5.9 2.9 -2.9 -6.3 
Metering Wall Heat 
Flux - Stud 
W/m2 10.7 5.3 -5.4 -11.3 
Climactic Air 
Temperature 
°C 4.21 13.93 33.25 42.88 
Climactic Air 
Velocity 
m/s 0.63 0.63 0.63 0.55 
Climactic Air 
Relative Humidity 
% 2.0 2.0 3.0 2.9 
Climactic Wall 
Temp. Insulation 
°C 5.13 14.53 33.17 42.45 
Climactic Wall 
Temp. Stud 
°C 4.81 14.25 32.98 42.28 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -7.5 -3.7 4.6 8.9 
Climactic Wall Heat 
Flux - Stud 
W/m2 -6.9 -3.4 4.3 8.7 
R-SI m2K/W 3.02 2.93 2.71 2.74 
R-Value ft2°Fhr/BTU 17.2 16.7 15.4 15.6 
Thermal 
Conductivity 
W/mK 0.050 0.052 0.056 0.056 
Cp J/kgK 1213 1227 1139 1199 
SP Heat kJ/m2K 225.59 228.27 211.82 223.10 
Thermal Diffusivity m2/s 8.25E-08 8.33E-08 7.78E-08 8.33E-08 
Time Constant hr 5.7 5.5 5.4 5.5 
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°C 23.70 23.63 23.87 24.03 
Metering Air 
Velocity 
m/s 0.22 0.24 0.28 0.27 
Metering Air 
Relative Humidity 
% 16.5 21.6 35.2 41.3 
Metering Wall 
Temp. Insulation 
°C 23.23 23.34 24.22 24.78 
Metering Wall 
Temp. Stud 
°C 22.81 23.11 24.45 25.25 
Metering Wall Heat 
Flux - Insulation 
W/m2 5.6 2.8 -3.7 -6.2 
Metering Wall Heat 
Flux - Stud 
W/m2 10.3 5.1 -5.7 -11.3 
Climactic Air 
Temperature 
°C 4.12 13.71 33.07 42.63 
Climactic Air 
Velocity 
m/s 0.49 0.50 0.50 0.46 
Climactic Air 
Relative Humidity 
% 62.6 42.3 22.8 15.8 
Climactic Wall 
Temp. Insulation 
°C 4.53 13.88 32.85 42.41 
Climactic Wall 
Temp. Stud 
°C 4.51 13.91 32.87 42.36 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -6.4 -3.2 2.8 7.1 
Climactic Wall Heat 
Flux - Stud 
W/m2 -7.8 -4.0 3.7 8.4 
R-SI m2K/W 3.48 3.31 3.07 2.99 
R-Value ft2°Fhr/BTU 19.8 18.8 17.5 17.0 
Thermal 
Conductivity 
W/mK 0.047 0.05 0.054 0.055 
Cp J/kgK 993 933 1494 1065 
SP Heat kJ/m2K 29.80 28.01 44.86 31.98 
Thermal Diffusivity m2/s 2.11E-07 2.28E-07 1.85E-07 2.18E-07 
Time Constant hr 5.9 5.0 5.7 6.1 
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°C 23.61 23.68 23.82 23.91 
Metering Air 
Velocity 
m/s 0.58 0.58 0.57 0.58 
Metering Air 
Relative Humidity 
% 30.5 35.4 36.2 43.7 
Metering Wall 
Temp. Insulation 
°C 23.01 23.38 24.14 24.55 
Metering Wall 
Temp. Stud 
°C 22.59 23.16 24.33 24.94 
Metering Wall Heat 
Flux - Insulation 
W/m2 6.0 3.1 -3.1 -6.0 
Metering Wall Heat 
Flux - Stud 
W/m2 10.9 5.3 -5.7 -11.4 
Climactic Air 
Temperature 
°C 4.03 13.77 33.20 42.81 
Climactic Air 
Velocity 
m/s 0.52 0.51 0.47 0.41 
Climactic Air 
Relative Humidity 
% 57.0 42.7 38.9 30.5 
Climactic Wall 
Temp. Insulation 
°C 4.83 14.32 33.14 42.46 
Climactic Wall 
Temp. Stud 
°C 4.59 14.09 32.92 42.25 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -7.7 -4.4 4.3 9.4 
Climactic Wall Heat 
Flux - Stud 
W/m2 -7.4 -4.1 4.2 9.2 
R-SI m2K/W 2.56 2.46 2.53 2.61 
R-Value ft2°Fhr/BTU 14.6 14.0 14.4 14.8 
Thermal 
Conductivity 
W/mK 0.089 0.093 0.090 0.088 
Cp J/kgK 1209 1088 1224 1185 
SP Heat kJ/m2K 224.86 202.48 227.77 220.41 
Thermal Diffusivity m2/s 8.33E-08 9.56E-08 7.82E-08 8.05E-08 
Time Constant hr 9.2 8.3 8.9 9.3 
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°C 23.62 23.70 23.82 23.91 
Metering Air 
Velocity 
m/s 0.61 0.60 0.59 0.59 
Metering Air 
Relative Humidity 
% 32.2 37.8 38.9 45.0 
Metering Wall 
Temp. Insulation 
°C 23.05 23.41 24.13 24.54 
Metering Wall 
Temp. Stud 
°C 22.64 23.20 24.31 24.93 
Metering Wall Heat 
Flux - Insulation 
W/m2 5.9 2.9 -2.9 -6.3 
Metering Wall Heat 
Flux - Stud 
W/m2 10.7 5.3 -5.4 -11.3 
Climactic Air 
Temperature 
°C 4.21 13.93 33.25 42.88 
Climactic Air 
Velocity 
m/s 0.63 0.63 0.63 0.55 
Climactic Air 
Relative Humidity 
% 2.0 2.0 3.0 2.9 
Climactic Wall 
Temp. Insulation 
°C 5.13 14.53 33.17 42.45 
Climactic Wall 
Temp. Stud 
°C 4.81 14.25 32.98 42.28 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -7.5 -3.7 4.6 8.9 
Climactic Wall Heat 
Flux - Stud 
W/m2 -6.9 -3.4 4.3 8.7 
R-SI m2K/W 2.58 2.50 2.70 2.53 
R-Value ft2°Fhr/BTU 14.6 14.2 15.4 14.4 
Thermal 
Conductivity 
W/mK 0.089 0.092 0.085 0.090 
Cp J/kgK 1213 1227 1139 1199 
SP Heat kJ/m2K 225.59 228.27 211.82 223.10 
Thermal Diffusivity m2/s 8.25E-08 8.33E-08 7.78E-08 8.33E-08 
Time Constant hr 10.0 9.5 9.5 9.6 
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°C 23.79 23.85 23.95 24.00 
Metering Air 
Velocity 
m/s 0.47 0.47 0.45 0.45 
Metering Air 
Relative Humidity 
% 18.8 21.8 19.7 25.6 
Metering Wall 
Temp. Insulation 
°C 23.21 23.51 24.13 24.47 
Metering Wall 
Temp. Stud 
°C 22.88 23.35 24.32 24.84 
Metering Wall Heat 
Flux - Insulation 
W/m2 5.2 2.7 -2.8 -5.6 
Metering Wall Heat 
Flux - Stud 
W/m2 10.1 5.0 -5.3 -10.9 
Climactic Air 
Temperature 
°C 3.80 13.58 33.06 42.70 
Climactic Air 
Velocity 
m/s 0.42 0.43 0.37 0.33 
Climactic Air 
Relative Humidity 
% 36.4 24.3 16.9 14.6 
Climactic Wall 
Temp. Insulation 
°C 4.33 13.80 32.68 42.04 
Climactic Wall 
Temp. Stud 
°C 4.44 13.94 32.90 42.31 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -5.9 -2.9 3.2 6.6 
Climactic Wall Heat 
Flux - Stud 
W/m2 -6.9 -3.5 3.8 7.8 
R-SI m2K/W 1.68 1.71 1.56 1.59 
R-Value ft2°Fhr/BTU 9.5 9.7 8.9 9.0 
Thermal 
Conductivity 
W/mK 0.110 0.108 0.118 0.116 
Cp J/kgK 995 1021 1071 1060 
SP Heat kJ/m2K 29.88 30.65 32.16 31.82 
Thermal Diffusivity m2/s 2.29E-07 2.28E-07 2.27E-07 2.35E-07 
Time Constant hr 2.1 1.8 1.8 1.8 
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°C 23.63 23.67 23.79 23.83 
Metering Air 
Velocity 
m/s 0.40 0.40 0.40 0.42 
Metering Air 
Relative Humidity 
% 23.4 25.3 25.5 28.8 
Metering Wall 
Temp. Insulation 
°C 23.27 23.49 24.01 24.27 
Metering Wall 
Temp. Stud 
°C 23.00 23.36 24.19 24.62 
Metering Wall Heat 
Flux - Insulation 
W/m2 4.6 2.4 -2.6 -5.4 
Metering Wall Heat 
Flux - Stud 
W/m2 8.5 4.2 -4.5 -9.5 
Climactic Air 
Temperature 
°C 3.87 13.63 33.18 42.88 
Climactic Air 
Velocity 
m/s 0.60 0.62 0.59 0.51 
Climactic Air 
Relative Humidity 
% 36.1 22.8 24.1 17.0 
Climactic Wall 
Temp. Insulation 
°C 4.43 13.91 32.91 42.38 
Climactic Wall 
Temp. Stud 
°C 4.58 14.00 32.87 42.25 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -5.8 -2.9 3.1 6.0 
Climactic Wall Heat 
Flux - Stud 
W/m2 -6.4 -3.2 3.4 6.8 
R-SI m2K/W 3.51 3.32 3.57 3.63 
R-Value ft2°Fhr/BTU 19.9 18.8 20.3 20.6 
Thermal 
Conductivity 
W/mK 0.067 0.071 0.066 0.065 
Cp J/kgK 768 728 970 1041 
SP Heat kJ/m2K 23.09 21.87 29.14 31.27 
Thermal Diffusivity m2/s 2.99E-07 3.29E-07 2.57E-07 2.56E-07 
Time Constant hr 4.8 4.5 4.2 4.5 
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°C 23.59 23.67 23.83 23.94 
Metering Air 
Velocity 
m/s 0.47 0.49 0.47 0.46 
Metering Air 
Relative Humidity 
% 23.6 25.6 26.7 29.6 
Metering Wall 
Temp. Insulation 
°C 22.97 23.33 23.98 24.34 
Metering Wall 
Temp. Stud 
°C 21.48 22.54 24.79 25.94 
Metering Wall Heat 
Flux - Insulation 
W/m2 6.3 2.9 -3.3 -6.9 
Metering Wall Heat 
Flux - Stud 
W/m2 26.3 13.4 -13.7 -26.6 
Climactic Air 
Temperature 
°C 3.90 13.64 32.96 42.54 
Climactic Air 
Velocity 
m/s 0.54 0.58 0.57 0.48 
Climactic Air 
Relative Humidity 
% 36.1 24.9 23.4 18.6 
Climactic Wall 
Temp. Insulation 
°C 4.39 13.85 32.66 42.05 
Climactic Wall 
Temp. Stud 
°C 6.56 14.93 31.66 40.07 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -5.2 -2.5 2.8 5.7 
Climactic Wall Heat 
Flux - Stud 
W/m2 -22.7 -11.4 12.3 25.2 
R-SI m2K/W 1.87 1.79 1.85 1.78 
R-Value ft2°Fhr/BTU 10.6 10.2 10.5 10.1 
Thermal 
Conductivity 
W/mK 0.126 0.131 0.127 0.132 
Cp J/kgK 828 817 906 874 
SP Heat kJ/m2K 29.14 28.75 31.86 30.76 
Thermal Diffusivity m2/s 7.14E-07 6.86E-07 6.97E-07 7.32E-07 
Time Constant hr 2.9 2.7 2.6 2.8 
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°C 23.80 23.85 23.93 23.98 
Metering Air 
Velocity 
m/s 0.41 0.41 0.41 0.41 
Metering Air 
Relative Humidity 
% 22.9 25.0 25.6 26.9 
Metering Wall 
Temp. Insulation 
°C 23.43 23.63 23.99 24.19 
Metering Wall 
Temp. Stud 
°C 22.53 23.18 24.48 25.18 
Metering Wall Heat 
Flux - Insulation 
W/m2 3.2 1.6 -1.6 -3.1 
Metering Wall Heat 
Flux - Stud 
W/m2 13.7 7.1 -7.0 -13.6 
Climactic Air 
Temperature 
°C 4.17 13.99 33.43 43.08 
Climactic Air 
Velocity 
m/s 0.58 0.60 0.59 0.53 
Climactic Air 
Relative Humidity 
% 36.3 24.9 23.9 19.6 
Climactic Wall 
Temp. Insulation 
°C 4.55 14.13 33.17 42.65 
Climactic Wall 
Temp. Stud 
°C 4.68 14.20 33.11 42.50 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -4.4 -2.1 2.3 4.8 
Climactic Wall Heat 
Flux - Stud 
W/m2 -5.7 -2.8 3.1 6.2 
R-SI m2K/W 2.12 2.13 2.25 2.34 
R-Value ft2°Fhr/BTU 12.1 12.1 12.8 13.3 
Thermal 
Conductivity 
W/mK 0.153 0.152 0.144 0.139 
Cp J/kgK 535 550 516 521 
SP Heat kJ/m2K 19.36 19.91 18.67 18.84 
Thermal Diffusivity m2/s 8.17E-07 8.33E-07 8.23E-07 8.09E-07 
Time Constant hr 6.8 6.1 6.9 7.1 
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°C 23.59 23.67 23.84 23.90 
Metering Air 
Velocity 
m/s 0.65 0.63 0.60 0.60 
Metering Air 
Relative Humidity 
% 21.2 22.8 22.6 25.1 
Metering Wall 
Temp. Insulation 
°C 22.80 23.27 24.25 24.76 
Metering Wall 
Temp. Stud 
°C 22.80 23.28 24.28 24.80 
Metering Wall Heat 
Flux - Insulation 
W/m2 9.0 4.7 -4.6 -9.5 
Metering Wall Heat 
Flux - Stud 
W/m2 11.3 5.8 -5.9 -11.8 
Climactic Air 
Temperature 
°C 3.91 13.70 33.54 43.24 
Climactic Air 
Velocity 
m/s 0.41 0.39 0.47 0.43 
Climactic Air 
Relative Humidity 
% 32.5 20.2 22.0 15.9 
Climactic Wall 
Temp. Insulation 
°C 4.79 14.06 32.85 42.09 
Climactic Wall 
Temp. Stud 
°C 4.75 14.04 32.91 42.22 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -8.4 -4.4 4.3 8.9 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.0 -4.3 4.2 8.6 
R-SI m2K/W 3.92 3.80 3.77 3.72 
R-Value ft2°Fhr/BTU 22.3 21.6 21.4 21.1 
Thermal 
Conductivity 
W/mK 0.089 0.092 0.093 0.094 
Cp J/kgK 205 185 235 232 
SP Heat kJ/m2K 7.34 6.60 8.38 8.29 
Thermal Diffusivity m2/s 3.67E-06 4.22E-06 3.07E-06 3.37E-06 
Time Constant hr 10.0 9.8 10.1 10.3 
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°C 23.73 23.81 23.96 24.04 
Metering Air 
Velocity 
m/s 0.59 0.58 0.59 0.60 
Metering Air 
Relative Humidity 
% 23.8 27.6 30.8 37.2 
Metering Wall 
Temp. Insulation 
°C 23.19 23.55 24.19 24.51 
Metering Wall 
Temp. Stud 
°C 21.82 22.83 24.88 25.88 
Metering Wall Heat 
Flux - Insulation 
W/m2 5.3 2.5 -2.3 -4.5 
Metering Wall Heat 
Flux - Stud 
W/m2 23.6 12.0 -11.8 -23.2 
Climactic Air 
Temperature 
°C 3.91 13.68 33.18 42.81 
Climactic Air 
Velocity 
m/s 0.59 0.58 0.53 0.46 
Climactic Air 
Relative Humidity 
% 46.9 29.9 26.6 19.8 
Climactic Wall 
Temp. Insulation 
°C 4.46 14.00 32.99 42.31 
Climactic Wall 
Temp. Stud 
°C 4.51 14.03 32.94 42.24 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -6.5 -3.4 5.0 11.4 
Climactic Wall Heat 
Flux - Stud 
W/m2 -7.4 -3.8 5.2 11.6 
R-SI m2K/W 2.12 2.04 2.09 2.08 
R-Value ft2°Fhr/BTU 12.1 11.6 11.9 11.8 
Thermal 
Conductivity 
W/mK 0.165 0.171 0.167 0.168 
Cp J/kgK 1676 1631 1521 1433 
SP Heat kJ/m2K 319.47 311.04 290.00 273.30 
Thermal Diffusivity m2/s 2.11E-07 2.08E-07 1.96E-07 2.07E-07 
Time Constant hr 7.7 7.3 7.6 7.7 
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°C 23.79 23.84 23.92 23.98 
Metering Air 
Velocity 
m/s 0.55 0.57 0.56 0.56 
Metering Air 
Relative Humidity 
% 22.1 26.0 29.6 33.9 
Metering Wall 
Temp. Insulation 
°C 23.48 23.68 24.06 24.25 
Metering Wall 
Temp. Stud 
°C 22.65 23.25 24.50 25.13 
Metering Wall Heat 
Flux - Insulation 
W/m2 2.9 1.5 -1.5 -3.3 
Metering Wall Heat 
Flux - Stud 
W/m2 13.6 7.0 -6.9 -13.6 
Climactic Air 
Temperature 
°C 3.88 13.67 33.27 42.99 
Climactic Air 
Velocity 
m/s 0.63 0.63 0.57 0.49 
Climactic Air 
Relative Humidity 
% 47.0 29.1 27.9 19.4 
Climactic Wall 
Temp. Insulation 
°C 4.41 13.97 33.13 42.66 
Climactic Wall 
Temp. Stud 
°C 4.40 13.96 33.10 42.62 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -5.1 -2.5 3.0 6.1 
Climactic Wall Heat 
Flux - Stud 
W/m2 -5.7 -2.9 3.4 7.0 
R-SI m2K/W 3.34 3.10 3.30 3.18 
R-Value ft2°Fhr/BTU 19.0 17.6 18.8 18.1 
Thermal 
Conductivity 
W/mK 0.070 0.076 0.071 0.074 
Cp J/kgK 1337 1407 1339 1343 
SP Heat kJ/m2K 254.95 268.26 255.38 255.96 
Thermal Diffusivity m2/s 1.27E-07 1.23E-07 1.32E-07 1.37E-07 
Time Constant hr 5.4 5.3 5.1 5.1 
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°C 23.76 23.81 23.95 24.03 
Metering Air 
Velocity 
m/s 0.56 0.53 0.55 0.54 
Metering Air 
Relative Humidity 
% 18.0 20.6 25.9 30.2 
Metering Wall 
Temp. Insulation 
°C 22.98 23.40 24.31 24.81 
Metering Wall 
Temp. Stud 
°C 22.85 23.34 24.40 24.96 
Metering Wall Heat 
Flux - Insulation 
W/m2 8.1 4.2 -4.1 -8.4 
Metering Wall Heat 
Flux - Stud 
W/m2 10.2 5.1 -5.1 -10.3 
Climactic Air 
Temperature 
°C 3.96 13.72 33.25 42.93 
Climactic Air 
Velocity 
m/s 0.64 0.61 0.57 0.48 
Climactic Air 
Relative Humidity 
% 40.4 22.6 18.2 13.3 
Climactic Wall 
Temp. Insulation 
°C 4.69 14.14 33.06 42.48 
Climactic Wall 
Temp. Stud 
°C 4.70 14.14 33.01 42.40 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -7.7 -4.0 4.2 8.6 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.3 -4.3 4.7 9.5 
R-SI m2K/W 1.46 1.43 1.50 1.50 
R-Value ft2°Fhr/BTU 8.3 8.2 8.5 8.5 
Thermal 
Conductivity 
W/mK 0.161 0.164 0.156 0.157 
Cp J/kgK 1063 1078 1083 1100 
SP Heat kJ/m2K 202.64 205.48 206.48 209.67 
Thermal Diffusivity m2/s 2.88E-07 2.95E-07 2.87E-07 2.83E-07 
Time Constant hr 3.3 3.1 2.8 2.7 
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°C 23.37 23.62 24.16 24.48 
Metering Air 
Velocity 
m/s 0.61 0.60 0.56 0.59 
Metering Air 
Relative Humidity 
% 19.2 22.8 28.3 31.9 
Metering Wall 
Temp. Insulation 
°C 20.58 22.19 25.65 27.54 
Metering Wall 
Temp. Stud 
°C 19.30 21.56 26.04 28.42 
Metering Wall Heat 
Flux - Insulation 
W/m2 42.2 21.2 -21.9 -44.4 
Metering Wall Heat 
Flux - Stud 
W/m2 42.3 21.2 -21.4 -43.4 
Climactic Air 
Temperature 
°C 4.54 14.04 32.93 42.21 
Climactic Air 
Velocity 
m/s 0.50 0.50 0.43 0.37 
Climactic Air 
Relative Humidity 
% 33.7 22.8 20.0 16.6 
Climactic Wall 
Temp. Insulation 
°C 8.08 15.78 31.34 39.06 
Climactic Wall 
Temp. Stud 
°C 6.73 15.18 31.89 40.10 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -38.0 -18.6 18.8 38.6 
Climactic Wall Heat 
Flux - Stud 
W/m2 -38.7 -19.2 19.3 39.7 
R-SI m2K/W 0.22 0.21 0.20 0.20 
R-Value ft2°Fhr/BTU 1.2 1.2 1.2 1.1 
Thermal 
Conductivity 
W/mK 0.895 0.903 0.953 0.961 
Cp J/kgK 634 650 685 674 
SP Heat kJ/m2K 116.82 119.95 126.23 124.25 
Thermal Diffusivity m2/s 1.39E-06 1.35E-06 1.34E-06 1.39E-06 
Time Constant hr 5.1 4.7 4.7 4.7 
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°C 23.74 23.81 23.96 24.06 
Metering Air 
Velocity 
m/s 0.54 0.56 0.55 0.56 
Metering Air 
Relative Humidity 
% 20.4 23.2 25.6 28.3 
Metering Wall 
Temp. Insulation 
°C 23.06 23.47 24.35 24.86 
Metering Wall 
Temp. Stud 
°C 22.62 23.24 24.40 24.99 
Metering Wall Heat 
Flux - Insulation 
W/m2 10.6 5.4 -5.2 -10.6 
Metering Wall Heat 
Flux - Stud 
W/m2 10.9 5.5 -5.3 -10.4 
Climactic Air 
Temperature 
°C 4.12 13.80 33.23 42.87 
Climactic Air 
Velocity 
m/s 0.55 0.57 0.51 0.43 
Climactic Air 
Relative Humidity 
% 46.3 27.9 21.3 14.1 
Climactic Wall 
Temp. Insulation 
°C 4.85 14.19 32.94 42.28 
Climactic Wall 
Temp. Stud 
°C 4.91 14.19 32.85 42.10 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -8.2 -4.2 4.4 8.7 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.2 -4.1 4.4 8.8 
R-SI m2K/W 1.57 1.53 1.60 1.63 
R-Value ft2°Fhr/BTU 8.9 8.7 9.1 9.2 
Thermal 
Conductivity 
W/mK 0.156 0.159 0.153 0.150 
Cp J/kgK 152 151 163 159 
SP Heat kJ/m2K 28.49 28.19 30.45 29.77 
Thermal Diffusivity m2/s 1.30E-06 1.32E-06 1.13E-06 1.18E-06 
Time Constant hr 8.5 8.5 8.0 8.4 
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°C 23.51 23.60 23.86 24.00 
Metering Air 
Velocity 
m/s 0.44 0.42 0.44 0.44 
Metering Air 
Relative Humidity 
% 30.3 37.0 42.2 48.1 
Metering Wall 
Temp. Insulation 
°C 22.77 23.24 24.29 24.87 
Metering Wall 
Temp. Stud 
°C 22.40 23.05 24.35 25.02 
Metering Wall Heat 
Flux - Insulation 
W/m2 9.5 4.7 -4.9 -10.0 
Metering Wall Heat 
Flux - Stud 
W/m2 10.2 4.9 -5.0 -10.4 
Climactic Air 
Temperature 
°C 4.13 13.82 33.26 43.06 
Climactic Air 
Velocity 
m/s 1.03 1.02 0.80 0.69 
Climactic Air 
Relative Humidity 
% 72.6 49.5 35.4 23.7 
Climactic Wall 
Temp. Insulation 
°C 5.06 14.32 32.85 42.22 
Climactic Wall 
Temp. Stud 
°C 4.75 14.19 33.01 42.48 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -10.1 -5.0 5.0 10.1 
Climactic Wall Heat 
Flux - Stud 
W/m2 -8.1 -4.3 5.2 10.5 
R-SI m2K/W 1.68 1.70 1.71 1.68 
R-Value ft2°Fhr/BTU 9.6 9.7 9.7 9.5 
Thermal 
Conductivity 
W/mK 0.230 0.227 0.226 0.231 
Cp J/kgK 685 654 665 681 
SP Heat kJ/m2K 252.19 240.75 244.58 250.65 
Thermal Diffusivity m2/s 3.40E-07 3.46E-07 3.26E-07 3.39E-07 
Time Constant hr 15.5 14.3 14.4 14.2 
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°C 23.54 23.64 23.84 23.96 
Metering Air 
Velocity 
m/s 0.38 0.39 0.37 0.37 
Metering Air 
Relative Humidity 
% 15.3 17.5 19.2 22.1 
Metering Wall 
Temp. Insulation 
°C 22.85 23.30 24.27 24.81 
Metering Wall 
Temp. Stud 
°C 22.49 23.10 24.34 24.98 
Metering Wall Heat 
Flux - Insulation 
W/m2 11.0 5.7 -5.7 -11.8 
Metering Wall Heat 
Flux - Stud 
W/m2 11.9 6.3 -6.1 -12.5 
Climactic Air 
Temperature 
°C 4.34 14.00 33.28 42.81 
Climactic Air 
Velocity 
m/s 0.63 0.67 0.63 0.54 
Climactic Air 
Relative Humidity 
% 35.6 19.1 14.6 9.5 
Climactic Wall 
Temp. Insulation 
°C 5.25 14.48 32.91 42.06 
Climactic Wall 
Temp. Stud 
°C 5.33 14.51 32.82 41.89 
Climactic Wall Heat 
Flux - Insulation 
W/m2 -11.7 -5.9 6.0 12.2 
Climactic Wall Heat 
Flux - Stud 
W/m2 -11.0 -5.5 5.8 11.7 
R-SI m2K/W 1.41 1.31 1.42 1.37 
R-Value ft2°Fhr/BTU 8.0 7.4 8.1 7.8 
Thermal 
Conductivity 
W/mK 0.180 0.194 0.179 0.185 
Cp J/kgK 245 250 254 264 
SP Heat kJ/m2K 45.96 46.93 47.65 49.56 
Thermal Diffusivity m2/s 9.92E-07 1.04E-06 9.51E-07 9.47E-07 
Time Constant hr 9.5 9.2 9.0 9.4 
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APPENDIX E - HOT BOX DYNAMIC RESULTS 
Table E-1: Dynamic Hot Box Results for Wood-Stud Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.2 23.1 -4.9 -5.8 9.8 10.3 -7.7 -14.0 
2 23.2 23.0 -5.2 -7.1 9.2 9.6 -7.6 -12.5 
3 23.2 23.0 -5.5 -8.0 8.6 8.9 -7.1 -11.8 
4 23.1 22.9 -5.6 -8.7 8.6 8.9 -5.8 -9.9 
5 23.1 22.9 -5.7 -9.1 8.8 9.0 -3.6 -7.9 
6 23.2 22.9 -5.3 -9.3 11.9 12.0 9.5 4.5 
7 23.3 23.0 -3.7 -8.4 18.1 17.9 16.8 17.4 
8 23.5 23.2 -1.5 -6.2 22.9 22.5 13.2 18.2 
9 23.7 23.4 0.4 -3.4 27.0 26.6 14.9 20.1 
10 23.8 23.7 2.1 -0.6 30.8 30.4 14.8 21.2 
11 24.0 23.9 3.5 2.1 33.5 33.1 12.4 19.2 
12 24.1 24.1 4.6 4.5 35.5 35.2 12.7 18.4 
13 24.2 24.3 5.6 6.4 38.3 37.9 17.6 22.5 
14 24.3 24.4 6.9 8.3 41.0 40.5 15.4 22.7 
15 24.4 24.6 7.7 10.2 40.9 40.5 5.3 13.1 
16 24.3 24.7 7.4 11.4 38.8 38.6 -1.0 3.9 
17 24.2 24.6 6.2 11.3 35.0 35.0 -9.4 -6.9 
18 24.1 24.5 4.1 9.9 29.0 29.3 -18.1 -19.4 
19 23.8 24.3 1.6 7.4 23.0 23.5 -17.0 -23.1 
20 23.6 24.0 -0.6 4.2 19.1 19.6 -11.6 -19.5 
21 23.5 23.7 -1.9 1.1 17.3 17.7 -6.3 -13.4 
22 23.4 23.5 -2.5 -1.3 16.4 16.7 -6.3 -10.7 
23 23.4 23.4 -3.0 -3.0 14.0 14.4 -12.8 -16.1 
24 23.3 23.3 -4.0 -4.4 11.1 11.6 -12.3 -18.0 
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Table E-2: Dynamic Hot Box Results for Fiber Cement Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.3 23.4 -5.0 -5.9 9.8 9.8 -11.2 -16.8 
2 23.3 23.3 -5.4 -6.9 9.2 9.2 -10.0 -14.9 
3 23.2 23.2 -5.6 -7.6 9.0 9.0 -7.5 -11.9 
4 23.2 23.2 -5.7 -8.2 9.0 9.1 -4.7 -8.8 
5 23.2 23.2 -5.6 -8.4 11.4 11.6 12.2 7.9 
6 23.3 23.2 -4.8 -8.1 16.7 17.1 28.2 26.6 
7 23.4 23.3 -3.2 -6.8 21.6 21.9 26.7 29.5 
8 23.6 23.4 -1.3 -4.9 25.9 26.1 26.4 31.4 
9 23.7 23.6 0.5 -2.6 29.8 30.0 25.6 31.8 
10 23.9 23.8 2.1 -0.2 32.8 32.9 21.3 28.5 
11 24.0 23.9 3.4 2.0 35.0 35.1 18.9 25.8 
12 24.1 24.1 4.5 3.9 37.6 37.8 23.9 30.1 
13 24.2 24.2 5.7 5.7 40.3 40.5 23.2 30.3 
14 24.3 24.4 6.8 7.4 40.9 40.9 9.5 17.3 
15 24.3 24.5 7.1 8.7 39.5 39.3 -2.8 3.6 
16 24.3 24.5 6.6 9.1 36.3 36.1 -16.1 -12.0 
17 24.2 24.5 5.2 8.5 31.1 30.7 -30.5 -29.4 
18 24.0 24.4 3.1 6.8 25.2 24.9 -33.7 -37.0 
19 23.8 24.2 0.8 4.4 20.8 20.6 -26.3 -32.7 
20 23.7 24.0 -0.9 1.8 18.4 18.4 -15.9 -23.2 
21 23.6 23.9 -2.0 -0.4 17.2 17.2 -11.1 -17.4 
22 23.5 23.7 -2.7 -2.0 15.1 15.0 -17.9 -22.6 
23 23.4 23.6 -3.4 -3.3 12.4 12.2 -20.3 -25.4 
24 23.4 23.5 -4.3 -4.6 10.7 10.7 -14.2 -20.0 
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Table E-3: Dynamic Hot Box Results for Vinyl Siding Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.2 23.1 -4.6 -5.8 9.7 9.9 -8.9 -10.0 
2 23.2 23.1 -5.0 -6.9 9.1 9.3 -7.4 -8.6 
3 23.2 23.0 -5.2 -7.7 8.9 9.0 -6.5 -7.6 
4 23.1 23.0 -5.3 -8.3 9.8 9.9 -1.3 -2.9 
5 23.2 23.0 -5.0 -8.5 13.3 13.4 7.6 5.9 
6 23.3 23.0 -3.9 -8.0 17.7 17.7 11.8 11.0 
7 23.4 23.2 -2.5 -6.6 21.8 21.7 13.9 13.9 
8 23.6 23.3 -0.9 -4.7 26.0 25.8 15.7 16.4 
9 23.7 23.5 0.7 -2.5 29.6 29.4 15.4 16.6 
10 23.9 23.8 2.1 -0.2 32.4 32.2 14.1 15.7 
11 24.0 23.9 3.3 2.1 35.0 34.8 15.1 16.6 
12 24.1 24.1 4.4 4.1 37.9 37.7 16.5 18.1 
13 24.2 24.3 5.6 6.0 39.5 39.3 12.7 14.7 
14 24.3 24.4 6.3 7.7 39.4 39.2 6.8 8.9 
15 24.3 24.5 6.3 8.8 37.7 37.6 -0.3 1.7 
16 24.2 24.5 5.7 9.1 34.0 34.0 -8.7 -6.9 
17 24.1 24.4 4.3 8.5 29.2 29.3 -14.4 -13.3 
18 23.9 24.3 2.4 6.9 24.5 24.7 -15.7 -15.5 
19 23.7 24.1 0.7 4.8 21.0 21.3 -13.1 -13.9 
20 23.6 23.8 -0.7 2.5 18.9 19.1 -10.0 -11.2 
21 23.5 23.7 -1.6 0.4 16.8 17.0 -10.7 -11.7 
22 23.4 23.5 -2.4 -1.3 14.2 14.4 -12.4 -13.2 
23 23.3 23.4 -3.3 -3.0 12.1 12.3 -11.1 -12.3 
24 23.3 23.2 -4.1 -4.5 10.7 11.0 -9.7 -10.9 
  
322 
Table E-4: Dynamic Hot Box Results for Insulated Vinyl Siding Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.4 23.4 -3.5 -3.9 9.8 9.8 -8.5 -11.6 
2 23.4 23.3 -4.0 -5.0 9.0 9.0 -8.0 -11.0 
3 23.3 23.2 -4.2 -5.9 8.8 8.9 -6.3 -9.2 
4 23.3 23.2 -4.4 -6.6 8.8 8.8 -5.7 -8.4 
5 23.3 23.2 -4.5 -7.1 10.8 10.8 1.0 -1.2 
6 23.3 23.2 -4.2 -7.2 16.3 16.4 10.6 9.5 
7 23.4 23.2 -3.2 -6.7 21.4 21.4 12.6 12.6 
8 23.6 23.3 -1.9 -5.5 25.3 25.3 13.9 15.2 
9 23.7 23.5 -0.6 -3.8 29.4 29.3 15.1 17.3 
10 23.8 23.7 0.7 -1.8 32.4 32.4 14.1 17.0 
11 23.9 23.8 1.9 0.2 34.5 34.4 12.8 16.0 
12 24.0 24.0 2.9 2.0 37.0 37.0 14.4 18.1 
13 24.1 24.1 3.8 3.7 40.1 40.0 15.7 19.7 
14 24.2 24.2 4.8 5.3 40.9 40.8 10.5 14.3 
15 24.2 24.3 5.4 6.8 39.3 39.2 4.3 7.8 
16 24.2 24.4 5.3 7.8 36.4 36.3 -2.5 0.2 
17 24.2 24.4 4.7 8.1 31.0 30.9 -11.6 -10.0 
18 24.1 24.3 3.4 7.6 25.0 24.9 -15.8 -15.7 
19 23.9 24.2 1.8 6.2 20.6 20.6 -15.1 -16.3 
20 23.8 24.0 0.4 4.3 18.2 18.2 -11.5 -13.7 
21 23.7 23.9 -0.8 2.2 17.2 17.3 -8.2 -10.8 
22 23.6 23.7 -1.5 0.4 15.2 15.3 -10.5 -13.2 
23 23.6 23.6 -2.2 -1.1 12.1 12.2 -12.5 -15.4 
24 23.5 23.5 -2.9 -2.5 10.5 10.5 -10.1 -13.2 
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Table E-5: Dynamic Hot Box Results for Residential Brick Veneer Wall (Open Weeps) 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.6 23.6 -1.0 -0.5 12.6 14.0 -50.9 -63.1 
2 23.5 23.5 -1.6 -1.6 11.8 13.1 -41.7 -54.5 
3 23.4 23.4 -2.1 -2.6 11.3 12.4 -32.5 -45.3 
4 23.4 23.4 -2.6 -3.5 12.4 12.8 -6.6 -19.9 
5 23.4 23.3 -2.9 -4.2 15.2 14.8 31.3 17.7 
6 23.4 23.3 -3.0 -4.7 18.2 17.1 56.4 43.4 
7 23.4 23.3 -2.9 -4.8 21.1 19.6 73.5 62.2 
8 23.4 23.3 -2.4 -4.6 24.1 22.2 85.2 77.0 
9 23.5 23.4 -1.8 -4.0 26.7 24.7 87.6 83.1 
10 23.6 23.5 -1.0 -3.0 29.0 26.9 85.5 84.1 
11 23.7 23.6 -0.2 -1.9 31.5 29.4 88.8 89.8 
12 23.8 23.7 0.6 -0.6 34.1 31.9 90.4 93.7 
13 23.9 23.8 1.4 0.7 35.4 33.5 73.7 79.9 
14 24.0 24.0 2.2 2.1 35.4 34.0 47.8 57.2 
15 24.0 24.1 2.9 3.5 34.2 33.5 14.0 26.1 
16 24.1 24.2 3.4 4.5 31.3 31.6 -25.9 -14.2 
17 24.1 24.2 3.5 5.3 27.9 29.0 -59.1 -49.4 
18 24.1 24.2 3.3 5.7 24.8 26.3 -74.2 -68.7 
19 24.0 24.2 2.9 5.5 22.7 24.2 -73.2 -72.1 
20 24.0 24.1 2.3 4.8 21.2 22.7 -65.7 -68.1 
21 23.9 24.0 1.7 3.9 19.1 20.8 -67.4 -72.2 
22 23.8 23.9 1.0 2.8 16.8 18.6 -71.5 -78.6 
23 23.7 23.8 0.3 1.8 15.0 16.7 -66.4 -75.9 
24 23.6 23.7 -0.3 0.6 13.7 15.3 -58.4 -69.7 
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Table E-6: Dynamic Hot Box Results for Residential Brick Veneer Wall (Closed Weeps) 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.6 23.6 -1.0 -0.6 13.1 14.0 -58.6 -65.3 
2 23.5 23.5 -1.6 -1.6 12.3 13.1 -48.2 -56.4 
3 23.5 23.5 -2.1 -2.6 11.8 12.4 -39.4 -48.4 
4 23.4 23.4 -2.5 -3.4 12.6 12.8 -11.1 -23.8 
5 23.4 23.3 -2.9 -4.2 15.4 15.0 35.1 16.5 
6 23.4 23.3 -3.0 -4.7 18.2 17.3 60.8 41.5 
7 23.4 23.3 -2.9 -4.9 20.8 19.7 77.0 58.5 
8 23.4 23.3 -2.5 -4.6 23.6 22.3 89.1 73.0 
9 23.5 23.4 -1.9 -4.0 26.0 24.7 90.6 78.4 
10 23.6 23.5 -1.1 -3.1 28.2 26.8 86.9 79.0 
11 23.7 23.6 -0.3 -2.0 30.6 29.1 90.2 84.5 
12 23.8 23.7 0.4 -0.9 33.2 31.7 94.0 90.9 
13 23.8 23.8 1.3 0.5 34.6 33.3 75.6 78.1 
14 23.9 23.9 2.2 1.8 34.8 33.8 46.7 55.4 
15 24.0 24.0 2.9 3.2 33.7 33.3 11.2 25.1 
16 24.1 24.1 3.4 4.2 31.1 31.4 -33.9 -17.1 
17 24.1 24.1 3.6 5.0 27.8 28.6 -69.1 -53.0 
18 24.0 24.2 3.4 5.3 24.9 26.0 -84.2 -71.9 
19 24.0 24.1 2.9 5.1 22.9 24.0 -80.9 -73.7 
20 23.9 24.1 2.3 4.5 21.5 22.5 -70.7 -67.9 
21 23.9 24.0 1.6 3.6 19.6 20.7 -74.6 -73.1 
22 23.8 23.9 1.0 2.6 17.2 18.4 -81.6 -81.9 
23 23.7 23.8 0.3 1.5 15.5 16.6 -75.1 -78.1 
24 23.6 23.7 -0.3 0.4 14.3 15.3 -65.5 -70.9 
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Table E-7: Dynamic Hot Box Results for 1-inch EIFS Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.4 23.5 -1.9 -1.0 9.4 9.5 -13.2 -14.5 
2 23.3 23.4 -2.6 -2.4 8.9 9.0 -10.9 -12.7 
3 23.3 23.3 -3.3 -3.9 8.1 8.1 -10.5 -12.3 
4 23.2 23.2 -3.7 -5.0 7.9 8.0 -8.3 -9.7 
5 23.2 23.1 -4.0 -5.7 7.9 7.9 -7.8 -9.2 
6 23.2 23.1 -4.1 -6.4 9.8 9.9 -0.4 0.3 
7 23.2 23.1 -4.2 -7.0 16.1 16.3 12.0 13.6 
8 23.4 23.2 -3.9 -7.1 21.7 21.9 14.9 15.2 
9 23.5 23.3 -3.0 -6.4 25.7 25.8 16.1 17.4 
10 23.8 23.5 -2.1 -5.2 30.0 30.1 18.4 20.2 
11 24.0 23.7 -0.9 -3.8 33.2 33.3 17.6 19.2 
12 24.1 23.9 0.4 -2.0 35.3 35.3 15.8 17.6 
13 24.3 24.1 1.3 -0.3 37.8 37.8 17.9 20.3 
14 24.5 24.4 2.1 1.2 41.1 41.1 20.2 22.7 
15 24.6 24.6 3.4 3.1 42.1 42.1 14.0 15.0 
16 24.6 24.7 4.5 5.2 40.2 40.2 6.2 7.0 
17 24.5 24.6 5.0 6.8 37.0 36.9 -1.4 -1.4 
18 24.3 24.5 5.1 7.6 31.2 31.0 -12.4 -13.5 
19 24.0 24.3 4.3 7.6 24.5 24.4 -18.5 -19.7 
20 23.8 24.1 2.9 6.6 19.8 19.7 -18.0 -19.0 
21 23.7 24.0 1.6 5.1 17.4 17.4 -14.2 -15.2 
22 23.6 23.8 0.4 3.4 16.7 16.7 -10.2 -11.5 
23 23.5 23.7 -0.4 1.9 14.7 14.7 -13.0 -15.6 
24 23.4 23.6 -1.1 0.4 11.2 11.2 -16.2 -18.4 
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Table E-8: Dynamic Hot Box Results for 1.5-inch EIFS Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.5 23.5 -1.8 -1.7 9.8 9.9 -10.4 -10.8 
2 23.4 23.4 -2.3 -3.0 9.0 9.1 -9.8 -10.3 
3 23.4 23.3 -2.7 -4.2 8.9 9.0 -7.9 -8.5 
4 23.4 23.2 -3.0 -5.1 8.8 9.0 -6.8 -7.6 
5 23.3 23.2 -3.3 -5.9 11.1 11.4 2.2 0.9 
6 23.3 23.1 -3.3 -6.4 16.8 17.3 11.8 9.9 
7 23.4 23.2 -2.9 -6.5 21.5 22.0 12.3 10.9 
8 23.4 23.2 -2.2 -5.8 25.4 25.9 14.7 13.6 
9 23.5 23.3 -1.4 -4.8 29.3 29.8 16.1 15.4 
10 23.6 23.4 -0.5 -3.3 32.2 32.7 15.0 14.7 
11 23.7 23.6 0.4 -1.5 34.3 34.7 14.2 14.2 
12 23.8 23.7 1.3 0.3 36.8 37.3 16.8 16.9 
13 23.9 23.9 2.1 2.0 39.8 40.2 17.4 17.6 
14 24.0 24.0 2.9 3.8 40.4 40.7 10.3 11.2 
15 24.0 24.1 3.6 5.6 38.8 38.9 4.3 5.4 
16 24.1 24.2 4.0 6.9 35.6 35.7 -3.4 -2.0 
17 24.0 24.3 3.9 7.7 30.1 30.0 -12.9 -11.4 
18 24.0 24.2 3.4 7.7 24.3 24.2 -16.1 -14.7 
19 23.9 24.2 2.6 6.9 20.2 20.2 -15.0 -14.0 
20 23.8 24.1 1.7 5.7 18.1 18.1 -11.7 -11.2 
21 23.7 23.9 0.9 4.1 17.2 17.3 -9.7 -9.6 
22 23.7 23.8 0.2 2.6 15.0 15.0 -13.6 -13.5 
23 23.6 23.7 -0.5 1.1 12.0 12.0 -14.7 -14.6 
24 23.5 23.6 -1.2 -0.3 10.5 10.6 -11.5 -11.7 
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Table E-9: Dynamic Hot Box Results for 2-inch EIFS Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.7 23.7 -1.6 -1.3 9.8 10.1 -8.7 -9.3 
2 23.6 23.6 -2.0 -2.3 9.0 9.3 -8.4 -9.0 
3 23.6 23.5 -2.4 -3.2 8.8 9.2 -6.7 -7.3 
4 23.5 23.5 -2.8 -3.9 8.8 9.1 -6.1 -6.8 
5 23.5 23.4 -3.0 -4.5 10.8 11.2 1.6 0.7 
6 23.5 23.4 -3.1 -5.0 16.5 16.9 10.5 9.3 
7 23.5 23.4 -2.8 -5.1 21.5 21.9 10.8 10.2 
8 23.6 23.4 -2.2 -4.8 25.4 25.8 12.6 12.1 
9 23.7 23.5 -1.5 -4.1 29.4 29.8 14.1 13.8 
10 23.7 23.6 -0.8 -3.1 32.4 32.8 13.1 13.2 
11 23.8 23.7 0.0 -1.9 34.5 34.8 12.3 12.6 
12 23.9 23.8 0.8 -0.7 37.0 37.3 14.7 15.1 
13 24.0 23.9 1.5 0.6 40.0 40.3 15.6 16.2 
14 24.1 24.1 2.3 2.0 40.7 41.0 9.3 10.4 
15 24.1 24.2 2.9 3.3 39.1 39.4 3.8 5.1 
16 24.2 24.3 3.3 4.4 36.1 36.3 -2.4 -1.1 
17 24.2 24.3 3.4 5.0 30.7 30.9 -10.9 -9.5 
18 24.1 24.3 3.0 5.3 24.6 24.8 -13.9 -12.8 
19 24.0 24.3 2.4 4.9 20.3 20.6 -12.6 -12.0 
20 24.0 24.2 1.6 4.1 18.1 18.3 -9.7 -9.5 
21 23.9 24.1 0.9 3.0 17.2 17.4 -7.6 -7.6 
22 23.8 24.0 0.3 2.0 15.2 15.4 -11.2 -11.2 
23 23.8 23.9 -0.3 0.9 12.1 12.3 -12.7 -12.9 
24 23.7 23.8 -1.0 -0.2 10.4 10.7 -9.8 -10.2 
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Table E-10: Dynamic Hot Box Results for Residential Brick Veneer Wall with Radiant Barrier (Open Weeps) 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.6 23.5 -1.2 -2.0 13.1 12.4 -44.2 -43.0 
2 23.5 23.4 -1.7 -2.9 13.2 12.7 -21.7 -17.0 
3 23.5 23.4 -2.0 -3.7 15.3 15.1 21.3 30.5 
4 23.4 23.3 -2.3 -4.4 17.7 17.7 50.0 58.7 
5 23.4 23.3 -2.3 -4.8 20.1 20.2 67.8 75.5 
6 23.5 23.3 -2.2 -4.9 22.8 22.9 82.7 89.5 
7 23.5 23.3 -1.9 -4.5 25.2 25.4 89.1 93.8 
8 23.6 23.3 -1.5 -3.9 27.4 27.6 88.2 90.6 
9 23.6 23.4 -1.2 -3.3 29.7 29.9 91.9 94.0 
10 23.7 23.5 -0.6 -2.1 32.4 32.6 98.7 100.3 
11 23.8 23.7 0.0 -0.9 34.1 34.3 86.1 84.0 
12 23.9 23.8 0.8 0.7 34.7 34.9 60.7 54.9 
13 24.0 23.9 1.4 2.2 34.3 34.3 28.6 19.7 
14 24.0 24.0 1.9 3.3 32.5 32.2 -12.0 -23.1 
15 24.1 24.1 2.3 4.4 29.9 29.3 -49.2 -61.7 
16 24.1 24.2 2.4 5.1 28.0 27.2 -57.2 -66.1 
17 24.1 24.2 2.4 5.4 25.9 25.1 -66.6 -73.9 
18 24.0 24.2 2.2 5.0 24.0 23.2 -66.3 -70.6 
19 24.0 24.1 1.9 4.4 22.1 21.2 -69.8 -74.1 
20 23.9 24.1 1.5 3.5 19.8 18.8 -80.9 -85.3 
21 23.8 24.0 1.0 2.5 17.8 16.8 -78.1 -80.8 
22 23.8 23.9 0.6 1.8 16.4 15.4 -69.1 -70.3 
23 23.7 23.8 0.0 0.4 15.0 14.1 -62.7 -63.2 
24 23.6 23.7 -0.5 -0.6 14.0 13.1 -53.6 -52.9 
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Table E-11: Dynamic Hot Box Results for Residential Brick Veneer Wall with Radiant Barrier (Closed Weeps) 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.6 23.6 -1.0 -1.8 13.2 12.4 -46.4 -45.2 
2 23.5 23.5 -1.5 -2.8 13.2 12.6 -25.3 -20.8 
3 23.5 23.4 -1.9 -3.7 15.1 14.9 16.9 26.3 
4 23.5 23.4 -2.2 -4.4 17.7 17.6 48.0 57.4 
5 23.5 23.3 -2.2 -4.9 20.1 20.2 66.2 74.4 
6 23.5 23.3 -2.2 -5.1 22.8 22.9 81.7 89.3 
7 23.5 23.3 -1.9 -4.8 25.3 25.5 88.2 93.9 
8 23.6 23.4 -1.5 -4.2 27.5 27.8 87.3 90.6 
9 23.6 23.4 -1.1 -3.2 29.8 30.1 90.1 92.9 
10 23.7 23.5 -0.5 -2.2 32.4 32.7 96.7 99.2 
11 23.8 23.7 0.0 -0.9 34.3 34.5 85.7 84.3 
12 23.9 23.8 0.7 0.5 34.9 35.1 60.7 55.2 
13 24.0 23.9 1.3 1.9 34.5 34.5 29.3 20.8 
14 24.0 24.0 1.9 3.2 32.7 32.4 -13.4 -24.9 
15 24.1 24.1 2.3 4.3 29.9 29.3 -52.2 -64.8 
16 24.1 24.2 2.5 4.9 27.2 26.4 -72.3 -82.6 
17 24.1 24.2 2.4 5.0 25.1 24.2 -75.3 -82.2 
18 24.0 24.2 2.2 4.8 23.5 22.7 -68.9 -72.8 
19 24.0 24.2 1.9 4.2 21.8 21.0 -71.0 -74.9 
20 23.9 24.1 1.5 3.3 19.5 18.6 -80.0 -84.1 
21 23.9 24.0 1.0 2.4 17.6 16.7 -76.8 -79.3 
22 23.8 23.9 0.5 1.3 16.2 15.3 -68.4 -69.5 
23 23.7 23.8 0.0 0.2 14.9 14.0 -62.8 -63.2 
24 23.7 23.7 -0.5 -1.0 13.9 13.1 -53.8 -52.9 
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Table E-12: Dynamic Hot Box Results for Steel-Stud Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.2 22.2 -4.7 -16.5 9.7 11.3 -7.7 -20.8 
2 23.2 22.1 -4.8 -17.6 8.9 10.6 -7.4 -21.2 
3 23.1 22.0 -4.7 -18.5 8.7 10.4 -4.9 -19.3 
4 23.1 22.0 -4.6 -18.8 8.7 10.3 -4.1 -18.6 
5 23.2 22.0 -4.4 -18.4 10.5 11.9 8.2 -6.5 
6 23.2 22.3 -3.7 -14.9 15.6 16.3 21.3 10.4 
7 23.4 22.8 -2.4 -8.6 20.7 20.8 20.1 15.5 
8 23.6 23.4 -1.1 -2.5 24.8 24.5 19.3 19.2 
9 23.7 23.9 0.7 3.0 28.9 28.2 19.3 23.7 
10 23.9 24.4 2.5 7.7 32.0 31.0 16.1 24.3 
11 24.0 24.7 4.3 11.3 34.3 33.1 13.4 24.2 
12 24.1 25.0 5.6 14.3 36.7 35.3 16.4 29.3 
13 24.2 25.3 6.6 17.6 39.6 37.8 17.9 34.0 
14 24.3 25.6 7.8 20.6 40.7 38.8 7.5 26.3 
15 24.3 25.7 8.3 21.1 39.5 37.8 -2.1 16.3 
16 24.2 25.6 7.6 19.3 36.7 35.3 -11.0 5.4 
17 24.1 25.2 6.0 15.4 31.5 30.8 -23.1 -10.9 
18 23.9 24.6 3.4 9.2 25.6 25.5 -25.3 -20.3 
19 23.7 23.9 0.9 2.3 20.9 21.4 -19.8 -21.0 
20 23.6 23.4 -0.6 -3.2 18.2 18.9 -11.8 -16.8 
21 23.5 23.1 -1.8 -6.5 17.0 17.8 -7.1 -13.2 
22 23.4 22.9 -2.5 -8.4 15.2 16.1 -12.7 -19.3 
23 23.3 22.6 -3.3 -11.2 12.3 13.6 -15.7 -24.8 
24 23.2 22.4 -4.2 -14.4 10.5 12.0 -10.2 -22.5 
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Table E-13: Dynamic Hot Box Results for Steel-Stud Wall with 2-inch XPS 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.7 23.3 -0.9 -4.5 9.5 9.5 -6.6 -6.9 
2 23.6 23.2 -1.2 -5.8 9.0 9.0 -5.9 -6.3 
3 23.6 23.1 -1.5 -6.8 9.0 9.0 -5.4 -6.0 
4 23.6 23.0 -1.7 -7.6 9.7 9.7 -3.6 -4.2 
5 23.6 23.0 -1.9 -8.0 14.2 14.3 1.5 1.0 
6 23.6 23.1 -1.9 -7.6 20.2 20.4 4.3 3.7 
7 23.6 23.2 -1.7 -6.3 24.2 24.4 5.3 4.7 
8 23.7 23.4 -1.3 -4.6 28.3 28.5 7.1 6.5 
9 23.7 23.6 -0.9 -2.6 31.8 32.0 7.7 7.2 
10 23.8 23.8 -0.4 -0.5 34.2 34.3 7.5 7.2 
11 23.8 24.0 0.1 1.5 36.3 36.4 8.1 8.0 
12 23.9 24.2 0.6 3.3 39.3 39.5 9.6 9.7 
13 24.0 24.4 1.1 5.2 41.4 41.5 8.5 8.7 
14 24.0 24.6 1.5 6.9 40.5 40.5 5.5 5.8 
15 24.1 24.7 1.9 8.0 38.0 38.0 2.6 3.1 
16 24.1 24.7 2.2 8.5 33.6 33.4 -1.9 -1.4 
17 24.1 24.7 2.2 8.2 27.2 27.1 -5.9 -5.2 
18 24.0 24.5 2.0 6.9 22.1 21.9 -7.0 -6.3 
19 24.0 24.3 1.6 5.1 19.0 18.8 -6.7 -6.1 
20 23.9 24.1 1.1 3.3 17.7 17.6 -5.6 -5.1 
21 23.9 23.9 0.7 1.7 16.6 16.4 -6.2 -5.9 
22 23.8 23.8 0.3 0.2 13.5 13.4 -8.1 -7.9 
23 23.8 23.6 -0.1 -1.4 11.1 10.9 -7.7 -7.6 
24 23.7 23.5 -0.5 -3.1 10.3 10.2 -6.7 -6.8 
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Table E-14: Dynamic Hot Box Results for Steel-Stud Wall with 2-inch XPS no Batt Insulation 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.2 23.2 -4.8 -6.0 9.8 9.7 -6.9 -6.8 
2 23.1 23.2 -5.5 -6.8 9.1 9.0 -7.1 -6.9 
3 23.1 23.1 -6.0 -7.5 9.0 9.0 -6.6 -6.5 
4 23.0 23.1 -6.3 -7.8 9.0 9.0 -6.4 -6.3 
5 23.0 23.1 -6.4 -8.0 11.6 11.6 -2.6 -2.6 
6 23.1 23.1 -5.9 -7.4 17.6 17.6 1.9 2.0 
7 23.3 23.3 -4.5 -5.6 22.4 22.4 2.9 3.0 
8 23.5 23.5 -2.7 -3.3 26.3 26.3 4.8 4.9 
9 23.7 23.7 -0.9 -1.0 30.2 30.2 6.4 6.4 
10 23.9 23.9 1.0 1.4 33.0 33.0 6.8 6.8 
11 24.1 24.1 2.6 3.6 34.9 34.9 7.3 7.3 
12 24.2 24.2 4.1 5.6 37.4 37.5 9.3 9.4 
13 24.3 24.3 5.5 7.5 40.3 40.4 10.4 10.3 
14 24.5 24.5 6.9 9.3 40.6 40.7 8.1 8.0 
15 24.6 24.6 7.6 10.4 38.7 38.7 5.8 5.7 
16 24.6 24.6 7.7 10.4 35.3 35.3 2.5 2.4 
17 24.5 24.5 6.9 9.3 29.5 29.5 -2.0 -2.1 
18 24.3 24.3 5.2 7.0 23.7 23.6 -4.3 -4.3 
19 24.0 24.0 3.0 4.0 19.7 19.6 -4.7 -4.8 
20 23.8 23.8 1.0 1.3 17.6 17.6 -4.2 -4.2 
21 23.6 23.7 -0.5 -0.5 16.9 16.8 -4.0 -4.0 
22 23.5 23.5 -1.5 -1.7 14.7 14.7 -6.4 -6.4 
23 23.4 23.4 -2.6 -3.1 11.7 11.7 -7.6 -7.5 
24 23.3 23.3 -3.7 -4.6 10.3 10.3 -7.0 -6.9 
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Table E-15: Dynamic Hot Box Results for Brick Veneer over Steel-Stud Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.7 23.3 -1.4 -5.4 12.7 12.6 -48.6 -46.3 
2 23.6 23.1 -2.0 -7.4 11.8 11.8 -39.6 -37.9 
3 23.6 22.9 -2.3 -9.3 11.2 11.2 -32.2 -30.7 
4 23.5 22.8 -2.7 -10.8 11.9 11.9 -11.5 -11.4 
5 23.5 22.7 -3.0 -11.9 14.7 14.8 28.1 24.8 
6 23.5 22.7 -3.0 -12.1 17.8 17.8 53.4 48.3 
7 23.5 22.8 -2.8 -11.4 20.6 20.6 69.0 62.6 
8 23.6 23.0 -2.4 -10.0 23.6 23.7 82.1 74.4 
9 23.7 23.2 -1.9 -8.0 26.2 26.3 86.2 78.0 
10 23.8 23.4 -1.3 -5.6 28.5 28.6 85.6 76.7 
11 23.8 23.7 -0.7 -3.0 30.9 31.0 88.7 79.7 
12 23.9 23.9 -0.1 -0.4 33.6 33.7 93.4 84.5 
13 24.0 24.2 0.6 2.3 35.2 35.3 82.7 73.1 
14 24.1 24.5 1.6 5.0 35.5 35.5 58.6 51.1 
15 24.2 24.7 2.5 7.7 34.6 34.6 27.1 22.8 
16 24.2 24.8 2.8 9.7 32.0 31.9 -14.5 -14.5 
17 24.2 24.9 2.7 10.5 28.6 28.5 -50.2 -46.5 
18 24.2 24.8 2.3 10.1 25.5 25.4 -67.4 -61.5 
19 24.1 24.6 1.8 8.5 23.3 23.2 -67.9 -61.8 
20 24.0 24.4 1.3 6.5 21.7 21.6 -60.1 -54.9 
21 23.9 24.2 0.8 4.2 19.8 19.7 -61.7 -56.4 
22 23.9 23.9 0.3 2.0 17.2 17.1 -68.9 -63.7 
23 23.8 23.7 -0.2 -0.5 15.3 15.2 -64.1 -60.2 
24 23.7 23.5 -0.9 -3.0 14.0 13.9 -54.7 -52.0 
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Table E-16: Dynamic Hot Box Results for Brick Veneer over Steel-Stud Wall with 2-inch XPS 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.9 23.8 0.3 -0.4 13.2 13.0 -52.1 -51.6 
2 23.8 23.7 0.1 -1.5 12.3 12.1 -43.2 -41.1 
3 23.8 23.6 -0.2 -2.6 11.6 11.4 -35.7 -32.9 
4 23.8 23.5 -0.4 -3.5 12.1 12.0 -15.0 -7.3 
5 23.7 23.4 -0.7 -4.4 14.7 14.8 23.7 39.8 
6 23.7 23.4 -0.9 -5.0 17.6 17.8 49.2 67.0 
7 23.7 23.4 -1.0 -5.3 20.4 20.6 64.3 82.4 
8 23.7 23.4 -1.1 -5.2 23.4 23.7 76.4 94.6 
9 23.7 23.4 -1.1 -4.9 26.1 26.5 80.6 96.1 
10 23.8 23.5 -1.0 -4.1 28.4 28.8 78.6 90.9 
11 23.8 23.6 -0.8 -3.1 30.9 31.3 80.6 92.8 
12 23.8 23.7 -0.6 -2.0 33.6 34.0 84.7 97.4 
13 23.9 23.8 -0.4 -0.7 35.4 35.7 74.1 79.4 
14 23.9 23.9 0.0 0.7 35.7 35.9 51.3 49.0 
15 23.9 24.1 0.3 2.1 34.9 35.0 21.5 12.6 
16 24.0 24.2 0.7 3.4 32.5 32.4 -18.4 -34.0 
17 24.0 24.2 1.0 4.3 29.2 29.0 -52.2 -70.0 
18 24.0 24.3 1.2 4.8 26.2 26.0 -68.5 -83.9 
19 24.0 24.3 1.3 4.8 24.0 23.7 -69.2 -80.0 
20 24.0 24.3 1.3 4.4 22.4 22.1 -61.4 -67.5 
21 24.0 24.2 1.2 3.7 20.4 20.1 -62.7 -68.3 
22 24.0 24.1 1.0 2.9 17.9 17.6 -70.3 -76.1 
23 23.9 24.0 0.8 1.9 16.0 15.7 -66.3 -69.2 
24 23.9 23.9 0.6 0.8 14.6 14.3 -57.8 -58.6 
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Table E-17: Dynamic Hot Box Results for Brick Veneer over Steel-Stud Wall with 2-inch XPS no Batt Insulation 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.7 23.7 -0.9 -1.7 13.2 13.2 -50.7 -50.2 
2 23.6 23.6 -1.7 -2.7 12.3 12.3 -41.9 -39.8 
3 23.5 23.5 -2.4 -3.5 11.7 11.6 -34.6 -31.8 
4 23.5 23.4 -3.0 -4.2 12.3 12.2 -13.3 -5.4 
5 23.4 23.4 -3.5 -4.8 15.0 15.0 25.2 41.3 
6 23.4 23.3 -3.7 -5.0 18.0 18.0 49.8 67.2 
7 23.4 23.4 -3.6 -4.8 20.8 20.8 64.1 81.9 
8 23.5 23.4 -3.2 -4.1 23.8 23.8 75.4 93.0 
9 23.6 23.5 -2.6 -3.1 26.5 26.5 79.1 94.1 
10 23.7 23.6 -1.8 -2.1 28.8 28.8 77.3 89.0 
11 23.8 23.8 -0.9 -0.9 31.3 31.3 79.1 91.2 
12 23.9 23.9 0.0 0.4 34.1 34.1 83.4 95.6 
13 24.0 24.0 1.0 1.6 35.7 35.7 71.9 76.7 
14 24.1 24.2 2.1 2.9 35.9 35.9 48.7 46.4 
15 24.2 24.3 3.1 4.0 35.0 35.0 18.7 10.0 
16 24.3 24.4 3.9 4.8 32.4 32.4 -21.2 -36.3 
17 24.3 24.4 4.3 5.1 29.0 29.0 -53.9 -71.0 
18 24.3 24.4 4.2 5.0 26.0 26.0 -69.1 -83.8 
19 24.2 24.3 3.9 4.5 23.7 23.7 -68.8 -79.0 
20 24.2 24.2 3.2 3.7 22.2 22.2 -60.9 -66.5 
21 24.1 24.1 2.4 2.7 20.2 20.2 -62.6 -67.9 
22 24.0 24.0 1.7 1.8 17.7 17.7 -69.4 -74.9 
23 23.9 23.9 0.9 0.7 15.8 15.8 -65.0 -67.8 
24 23.8 23.8 0.0 -0.4 14.4 14.4 -56.9 -57.4 
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Table E-18: Dynamic Hot Box Results for 2-inch EIFS over Steel-Stud Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.6 23.3 -1.7 -5.1 9.8 9.8 -9.7 -10.0 
2 23.6 23.2 -2.2 -6.6 9.3 9.3 -8.2 -8.5 
3 23.5 23.1 -2.5 -7.8 9.3 9.2 -7.4 -8.0 
4 23.5 23.0 -2.7 -8.7 9.8 9.9 -3.6 -3.4 
5 23.5 22.9 -2.8 -9.2 14.1 14.2 6.6 8.0 
6 23.5 22.9 -2.6 -9.1 19.9 20.0 11.0 11.6 
7 23.5 23.0 -2.2 -8.0 24.0 24.1 11.5 11.6 
8 23.6 23.2 -1.6 -6.2 28.0 28.2 14.1 14.3 
9 23.6 23.4 -1.0 -4.0 31.5 31.7 14.4 14.4 
10 23.7 23.6 -0.5 -1.7 33.9 34.1 13.3 13.1 
11 23.8 23.8 0.3 0.7 36.0 36.1 14.2 14.6 
12 23.9 24.1 1.2 3.1 38.9 39.1 16.9 17.8 
13 24.0 24.3 2.2 5.5 41.1 41.2 13.9 13.9 
14 24.0 24.5 3.0 7.8 40.4 40.5 7.3 6.9 
15 24.1 24.6 3.2 9.3 38.1 38.1 1.8 1.3 
16 24.1 24.7 3.0 9.8 33.8 33.7 -6.6 -7.8 
17 24.0 24.6 2.6 9.4 27.7 27.5 -13.0 -14.1 
18 24.0 24.5 2.0 8.2 22.5 22.3 -13.9 -14.0 
19 23.9 24.3 1.4 6.3 19.3 19.1 -11.9 -11.3 
20 23.9 24.1 0.8 4.1 17.9 17.8 -9.0 -8.1 
21 23.8 24.0 0.2 2.0 16.8 16.7 -10.1 -10.1 
22 23.8 23.8 -0.3 0.3 14.0 13.8 -13.6 -14.1 
23 23.7 23.6 -0.7 -1.4 11.5 11.4 -12.3 -12.3 
24 23.6 23.4 -1.2 -3.3 10.6 10.5 -9.9 -9.9 
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Table E-19: Dynamic Hot Box Results for 2-inch EIFS over Steel-Stud Wall no Batt Insulation 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.0 23.0 -6.6 -7.3 10.1 10.0 -10.3 -10.3 
2 23.0 22.9 -7.3 -8.2 9.7 9.6 -9.2 -8.9 
3 22.9 22.9 -7.8 -8.8 9.6 9.5 -9.1 -8.9 
4 22.9 22.9 -8.2 -9.2 10.4 10.3 -4.9 -3.7 
5 22.9 22.9 -8.0 -9.1 14.9 14.8 4.8 7.2 
6 23.0 23.0 -6.8 -7.8 20.4 20.3 8.0 9.6 
7 23.3 23.2 -4.6 -5.4 24.4 24.3 8.8 10.1 
8 23.5 23.5 -2.2 -2.8 28.4 28.3 11.5 12.7 
9 23.8 23.8 0.2 -0.1 31.7 31.6 12.0 12.7 
10 24.1 24.0 2.7 2.5 34.0 33.9 11.4 11.8 
11 24.3 24.2 5.0 4.9 36.0 36.0 13.4 14.0 
12 24.5 24.4 6.6 6.9 38.9 38.9 16.5 17.1 
13 24.7 24.6 8.6 8.9 40.8 40.7 13.3 12.9 
14 24.8 24.8 10.0 10.5 39.9 39.9 7.9 6.9 
15 24.8 24.8 10.0 10.8 37.5 37.5 3.1 1.5 
16 24.7 24.7 8.9 9.9 33.0 33.1 -4.9 -7.2 
17 24.5 24.6 7.0 8.0 27.0 27.0 -10.1 -12.3 
18 24.3 24.3 4.5 5.3 22.1 22.0 -10.5 -11.8 
19 24.0 24.0 2.0 2.6 19.1 19.0 -8.7 -9.2 
20 23.8 23.8 -0.2 0.1 17.9 17.8 -6.4 -6.5 
21 23.6 23.6 -1.7 -1.6 16.6 16.6 -8.7 -9.4 
22 23.5 23.5 -3.0 -3.1 13.9 13.8 -12.2 -13.2 
23 23.3 23.3 -4.4 -4.7 11.6 11.5 -11.2 -11.3 
24 23.2 23.2 -5.7 -6.2 10.8 10.7 -9.8 -9.8 
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Table E-20: Dynamic Hot Box Results for Lightweight CMU Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 22.3 21.8 -18.5 -20.9 13.0 11.6 -47.7 -44.2 
2 22.1 21.4 -22.1 -24.8 12.5 11.2 -41.9 -39.5 
3 21.8 21.1 -24.8 -27.8 12.2 11.0 -37.6 -36.0 
4 21.7 20.9 -26.7 -29.9 13.2 12.5 -14.9 -14.2 
5 21.7 20.9 -26.9 -30.3 16.2 16.5 22.3 20.4 
6 21.9 21.1 -24.4 -27.6 19.4 20.3 40.6 35.4 
7 22.3 21.7 -19.8 -22.2 22.5 23.7 52.2 45.6 
8 22.8 22.3 -13.8 -15.1 25.5 27.1 62.0 54.4 
9 23.4 23.1 -6.9 -6.9 28.2 29.9 63.6 55.7 
10 24.0 23.9 0.0 1.3 30.3 32.0 61.9 55.0 
11 24.5 24.6 6.5 9.0 32.5 34.4 67.6 61.9 
12 25.1 25.3 12.8 16.3 34.8 36.9 73.9 68.5 
13 25.6 26.0 18.9 23.5 36.0 37.8 60.7 55.8 
14 26.1 26.6 24.0 29.5 35.9 37.1 39.1 36.1 
15 26.4 26.9 27.1 33.0 34.4 34.9 11.9 11.5 
16 26.4 26.9 27.6 33.5 31.4 31.0 -24.1 -21.1 
17 26.1 26.6 25.2 30.2 27.6 26.5 -49.9 -43.4 
18 25.6 26.0 20.4 24.1 24.3 22.9 -58.1 -49.6 
19 25.0 25.3 14.1 16.3 21.9 20.6 -53.2 -44.7 
20 24.5 24.6 7.6 8.4 20.5 19.3 -44.7 -37.7 
21 24.0 23.9 1.7 1.7 18.7 17.4 -50.5 -44.6 
22 23.5 23.4 -3.6 -4.3 16.5 15.0 -59.4 -53.5 
23 23.1 22.8 -9.1 -10.4 14.9 13.4 -55.4 -49.9 
24 22.7 22.2 -14.1 -16.0 13.9 12.4 -50.2 -45.9 
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Table E-21: Dynamic Hot Box Results for Lightweight CMU with C.I. Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.8 23.7 -0.3 -0.6 9.7 9.8 -7.4 -7.7 
2 23.8 23.6 -1.1 -1.6 9.2 9.3 -7.1 -7.3 
3 23.7 23.5 -1.9 -2.5 9.3 9.3 -6.9 -7.2 
4 23.6 23.5 -2.7 -3.4 9.9 9.9 -5.2 -5.5 
5 23.6 23.4 -3.3 -4.1 14.3 14.2 0.3 -0.4 
6 23.5 23.3 -3.8 -4.7 20.3 20.1 3.0 2.5 
7 23.5 23.3 -4.0 -4.8 24.3 24.1 4.0 3.7 
8 23.5 23.4 -3.9 -4.5 28.4 28.1 6.2 5.9 
9 23.6 23.4 -3.5 -3.9 31.8 31.5 7.1 7.0 
10 23.7 23.5 -2.9 -3.1 34.1 33.8 7.3 7.4 
11 23.8 23.6 -2.1 -2.2 36.1 35.8 8.5 8.6 
12 23.9 23.7 -1.3 -1.1 39.1 38.7 10.7 10.7 
13 24.0 23.8 -0.3 0.1 41.1 40.8 9.9 10.1 
14 24.1 24.0 0.7 1.4 40.1 39.9 7.1 7.5 
15 24.2 24.1 1.7 2.6 37.7 37.6 4.6 5.0 
16 24.3 24.2 2.6 3.7 33.2 33.2 0.2 0.6 
17 24.3 24.3 3.2 4.4 27.0 27.0 -3.7 -3.4 
18 24.3 24.3 3.5 4.6 21.8 21.9 -5.0 -4.8 
19 24.3 24.3 3.4 4.3 18.7 18.8 -4.9 -4.9 
20 24.2 24.2 3.1 3.8 17.5 17.6 -4.2 -4.4 
21 24.2 24.1 2.6 3.1 16.4 16.5 -5.3 -5.6 
22 24.1 24.0 1.9 2.2 13.6 13.7 -7.7 -7.8 
23 24.0 24.0 1.3 1.4 11.2 11.3 -7.7 -7.8 
24 23.9 23.9 0.5 0.4 10.4 10.5 -7.1 -7.3 
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Table E-22: Dynamic Hot Box Results for Brick Veneer with C.I. on Lightweight CMU Wall 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.9 23.9 1.8 1.6 14.1 12.6 -59.4 -56.6 
2 23.8 23.8 1.3 1.0 13.2 11.9 -50.7 -45.0 
3 23.8 23.7 0.7 0.4 12.5 11.3 -42.9 -34.9 
4 23.7 23.7 0.1 -0.3 13.1 12.5 -17.5 1.7 
5 23.7 23.6 -0.6 -1.1 15.6 15.5 20.8 52.1 
6 23.6 23.5 -1.2 -1.7 18.1 18.6 44.2 75.4 
7 23.6 23.5 -1.7 -2.3 20.7 21.6 61.4 90.6 
8 23.5 23.4 -2.1 -2.6 23.5 24.7 74.8 101.0 
9 23.5 23.4 -2.4 -2.9 26.0 27.4 79.6 100.4 
10 23.5 23.4 -2.4 -2.8 28.2 29.7 79.8 95.1 
11 23.5 23.4 -2.2 -2.5 30.8 32.3 84.8 99.4 
12 23.6 23.5 -2.0 -2.2 33.3 35.0 88.3 100.2 
13 23.6 23.5 -1.6 -1.8 34.8 36.3 74.4 76.0 
14 23.7 23.6 -1.2 -1.2 35.1 36.3 51.0 42.9 
15 23.7 23.7 -0.5 -0.5 34.3 35.0 19.4 1.0 
16 23.8 23.8 0.3 0.4 32.0 32.0 -21.0 -49.5 
17 23.9 23.8 1.2 1.2 29.0 28.4 -53.1 -84.0 
18 24.0 23.9 1.9 2.0 26.4 25.4 -68.1 -94.2 
19 24.0 24.0 2.3 2.4 24.4 23.2 -68.6 -86.0 
20 24.0 24.0 2.6 2.7 22.8 21.7 -63.4 -73.4 
21 24.0 24.0 2.7 2.8 20.8 19.5 -69.0 -79.5 
22 24.0 24.0 2.7 2.6 18.5 16.9 -76.3 -85.7 
23 24.0 24.0 2.5 2.4 16.7 15.2 -71.4 -74.9 
24 23.9 23.9 2.2 2.0 15.3 13.9 -64.9 -64.6 
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Table E-23: Dynamic Hot Box Results for 2-inch EIFS on Lightweight CMU 
Time TMI TMS QMI QMS TCI TCS QCI QCS 
Units °C °C W/m2 W/m2 °C °C W/m2 W/m2 
1 23.7 23.7 -0.6 -0.9 9.9 10.0 -12.1 -11.9 
2 23.6 23.6 -1.6 -2.0 9.5 9.6 -10.9 -10.6 
3 23.5 23.5 -2.5 -3.0 9.5 9.6 -10.8 -10.6 
4 23.5 23.4 -3.3 -3.8 10.6 10.6 -6.0 -5.3 
5 23.4 23.3 -4.1 -4.5 15.5 15.3 4.2 5.0 
6 23.4 23.3 -4.6 -5.0 21.1 20.8 7.3 7.8 
7 23.4 23.3 -4.7 -5.0 25.0 24.7 8.9 9.3 
8 23.4 23.3 -4.4 -4.5 28.9 28.6 12.2 12.5 
9 23.5 23.4 -3.9 -3.7 32.2 31.9 13.1 13.2 
10 23.6 23.4 -3.0 -2.8 34.3 34.1 13.0 12.9 
11 23.6 23.5 -2.0 -1.6 36.4 36.1 15.5 15.5 
12 23.7 23.6 -0.9 -0.5 39.4 39.0 18.9 18.7 
13 23.9 23.8 0.3 0.8 41.0 40.7 15.5 15.1 
14 24.0 23.9 1.6 2.1 39.8 39.7 10.1 9.7 
15 24.1 24.0 2.9 3.4 37.1 37.2 4.9 4.4 
16 24.1 24.1 3.9 4.3 32.4 32.5 -3.6 -4.5 
17 24.2 24.2 4.6 5.0 26.2 26.5 -9.3 -9.9 
18 24.2 24.2 4.7 5.0 21.5 21.7 -10.2 -10.4 
19 24.1 24.1 4.5 4.6 18.7 18.8 -8.9 -8.8 
20 24.1 24.1 3.9 3.9 17.7 17.7 -7.1 -7.0 
21 24.0 24.0 3.2 3.1 16.3 16.5 -10.0 -10.3 
22 23.9 23.9 2.3 2.1 13.4 13.6 -13.8 -14.1 
23 23.9 23.8 1.4 1.2 11.3 11.4 -12.6 -12.5 
24 23.8 23.8 0.4 0.1 10.6 10.7 -11.5 -11.4 
 
 
