Distance/Similarity learning is a fundamental problem in machine learning. For example, kNN classifier or clustering methods are based on a distance/similarity measure. Metric learning algorithms enhance the efficiency of these methods by learning an optimal distance function from data. Most metric learning methods need training information in the form of pair or triplet sets. Nowadays, this training information often is obtained from the Internet via crowdsourcing methods. Therefore, this information may contain label noise or outliers leading to the poor performance of the learned metric. It is even possible that the learned metric functions perform worse than the general metrics such as Euclidean distance. To address this challenge, this paper presents a new robust metric learning method based on the Rescaled Hinge loss. This loss function is a general case of the popular Hinge loss and initially introduced in to develop a new robust SVM algorithm. In this paper, we formulate the metric learning problem using the Rescaled Hinge loss function and then develop an efficient algorithm based on HQ (HalfQuadratic) to solve the problem. Experimental results on a variety of both real and synthetic datasets confirm that our new robust algorithm considerably outperforms state-of-the-art metric learning methods in the presence of label noise and outliers.
Introduction
Similarity/Distance measures are a key component in many machine learning and data mining algorithms. For example, clustering methods or kNN classifier are based on a similarity/distance measure. In addition, information retrieval systems require a measure to sort the retrieved objects based on degrees of relevancy to a query object. However, standard measures such as Euclidean distance or cosine similarity are not appropriate for many applications. For example in Figure 1 , the 1 feature, unlike 2 , is useful to discriminate data for the classification task while standard measures assign the same weight to both of these features. Metric learning learns a distance function from data which brings conceptually related data items together while keeps unrelated ones at a distance. Distance Metric Learning (DML) algorithms often require training information in the form of pair or triplet side information as follows: (Chechik et al. 2010; Hao et al. 2014; Li et al. 2017; Wu et al. 2016) , Person re-identification (Bak and Carr 2017; Lin et al. 2017) , Visual Tracking (Jiang et al. 2012) , and Image Annotation (Guillaumin et al. 2009 ).
Despite achievements of DML in various applications, DML algorithms often are sensitive to outliers which may lead to substantial performance degradation. To address this challenge, Robust DML techniques are developed. These techniques can be classified into three categories 1 -Regularization-based, 2 -Probabilistic,
-Methods with robust loss function
A regularization-based approach often helps to avoid over-fitting in a small training dataset or when it contains noisy features. However, this approach is less effective in the presence of label noise.
Probabilistic methods estimate the probability of label noise for the input data. These methods often have non-convex formulation and are computationally expensive.
Another type of methods utilizes robust loss functions against outliers which has not been receiving much attention so far. Many DML algorithms (Chechik et al. 2010; Hao et al. 2014; Shi et al. 2014; Wang et al. 2015; Weinberger and Saul 2009; Wu et al. 2016; Yang et al. 2010 ) use the margin-based Hinge loss. These algorithms mainly use triplet side information to learn the metric. Since triplet side information has more emphasis on relative distance instead of the absolute one, these algorithms usually have higher performance compared to those which utilize the pairwise constraints. However, the unboundedness of the Hinge function causes outliers to have a large loss which leads to the poor performance of the DML algorithm in noisy environments.
To address this issue, this work proposes a robust metric learning method based on the Rescaled Hinge loss. We initially formulate the metric learning problem using the Rescaled Hinge loss and then provide an efficient algorithm based on HQ (Half-Quadratic) to solve the problem. The proposed approach is rather general and easily can be applied to any DML algorithm based on the Hinge loss.
The rest of the paper is organized as follows: Section 2 reviews related works. Section 3 presents the formulation of metric learning problem using the Rescaled Hinge loss as well as the development of the proposed algorithm. A comparison with state-of-the-art methods and experimental results are presented in Section 4. Finally, Section 5 concludes with remarks and recommendations for future work.
Related Work
Nowadays it is common to use crowdsourcing or similar techniques to harvest data from the Internet, particularly in the field of computer vision and machine learning (Krishna et al. 2016) . Hence, one emerging challenge in DML is noisy side information. Robust DML algorithms are developed to address this problem.
Many metric learning algorithms add a regularizer to the objective function. The optimization problem of DML typically has the following general form:
where is the metric, is a set of input side information and ( ) is a regularizer on the parameters of metric. Seminal regularization term include Frobenius norm (Chechik et al. 2010; Hao et al. 2014; Huang et al. 2012; Jin et al. 2009; Nguyen et al. 2017; Wu et al. 2016 ) trace (Niu et al. 2014; Shen et al. 2012) and logdet (Davis et al. 2007; Jain et al. 2012) . Although a regularizer helps to avoid over-fitting in a small or contaminated with noisy features dataset, this technique is less effective in the presence of label noise.
Most research in Robust DML is dedicated to probabilistic methods. These methods usually have nonconvex formulation and are computationally expensive. In the following, we discuss some prominent methods in this domain. GMENs 1 (Yang et al. 2010 ) proposes a framework for learning from noisy side information based on the generalized maximum entropy model. GMENs initially formulates the DML as a binary classification task. Then, it extends the problem to the case of noisy side information. The authors provide theoretical analysis which indicates that under a certain assumption, the solution found by GMENS in noisy environment converges to the one obtained from perfect side information.
RML (Huang et al. 2012 ) initially formulates the DML task as a combinatorial integer optimization problem. It assumes a priori knowledge that at most 1 − percent of triplet constraints is noisy, exists. learning task is then formulates as:
where {( , + , − ) | = 1,2, … , } is the set of triplet constraints, ‖ ‖ is the Frobenius norm regularizer and the set ( ) is defined as:
The above problem is transformed to a semi-infinite programming problem [4] and further to a convex optimization problem. the final problem is solved by Nesterov's smooth optimization method [7] which converges considerably faster than the sub-gradient method.
RNCA extends a previous non-parametric DML algorithm, i.e., NCA. It analyzes the effect of label noise on the derivative of likelihood with respect to the metric. Afterwards, RNCA proposes to model the probability of the true label of each point so as to reduce that effect. The model is then optimized within the EM framework.
Recently, BLMNN
1 (Wang and Tan 2018) proposes metric learning using Bayesian inference.
Instead of the point estimation of the distance matrix, BLMNN estimates the posterior distribution of the metric using SVI (Stochastic Variational Inference) which decreases over-fitting problem in the small or noisy training set. This method extends the popular LMNN algorithm for the Bayesian learning scheme. Let S indicate the training triplet set, ( ) is the prior distribution on the metric , and ( | ) denote the likelihood defined as follows:
then BLMN provide an algorithm to estimate the posterior ( | ). Both the theoretical analysis and experimental results show that any outlier has a bounded influence on the learned model.
Some methods utilizes robust loss functions against outliers. For instance, (Wang et al. 2014 ) use the 1 norm to deal with noisy features and examples. Since the introduced objective function is very sensitive to the initial value of the solution, this method uses (Xiang et al. 2008) to initialize the metric. Also, the unbounded 1 norm function has linear growth versus the error caused by an outlier. Hence, this method is not robust against label noise.
Proposed Method
1 Bayesian Large Margin Nearest Neighbor As mentioned, many DML algorithms use the Hinge loss function ( ℎ ) shown in Figure 2 . These methods typically solve an optimization problem with the following general form:
where indicate the metric, reg( ) is a regularizer function and is the input triplet side information. The Hinge loss on the training triplet ( , + , − ) is defined as: , then the optimization problem (4) can be rewritten as:
where ℎ ( ) = max (0,1 − )
As shown in Figure 2 , ℎ limitlessly grows versus the variable . The unboundedness of the ℎ function causes outliers to have a large loss which results in poor performance of the learned metric.
To address this challenge, this paper presents a novel robust DML algorithm with the Rescaled Hinge loss ( ℎ ). This loss function is initially introduced in to develop a new robust SVM algorithm against outliers. ℎ is defined as follows:
where is a rescaling factor and = 1/ (1 − exp(− )) is a normalizing constant which ensures that ℎ (0) = 1 (similar to the Hinge loss). Figure 3 shows the diagram of the ℎ loss with different values for . As seen, the large losses incurred by outliers can be controlled by adjusting the parameter . Also, proves that the Hinge loss is a special case of ℎ . More precisely, lim →0 ℎ ( ) = ℎ ( ). The objective function of the proposed robust DML method is formulated as follows: In the next subsection, we derive an efficient algorithm based on HQ to solve the above optimization problem.
RDML 1
Let consider the regularizer term as 1 2 ‖ ‖ 2 , then we have
By simple arithmetic modification, (9) can be rewritten as
As proved in , according to conjugate function theory
where ( ) = − log(− ) + , ( < 0)
1 Robust DML According to relation (11): (13) maximize
We solve the above problem by alternating optimization method. More precisely, given a current value of , (13) is optimized over and then given , it is optimized over . We repeat this procedure until convergence.
Let the superscript denote the ℎ iteration, then if we optimize (13) just over , it will be equivalent to
(14) has a closed-form solution as follows:
After obtaining , we can find +1 from the following optimization problem.
The above optimization problem is equivalent to Since ( ) is convex respect to , we can use the stochastic sub-gradient method to find the global minimum of (17). The derivative of ( ) with respect to is equal to where ℐ denote the set of active constraints in the current batch. According to (18), the gradient step to update is Note that, the proposed approach is rather general and can be easily applied to any DML algorithm with the Hinge loss. Here, we simply use the Frobenius norm as a regularizer and the stochastic gradient method to optimize the metric.
Experimental Results
In this section, we evaluate the performance of the proposed method on both synthetic and real datasets in presence of label noise. The results are compared with some peer DML methods.
In the first experiment, we investigate the ability of the proposed method to find outliers as well as reducing their effects on the learning process. For this purpose, a synthetic dataset with label noise is generated as shown in Figure 4 . We define the weight of an instance as the sum of weights of triplets in which it participates. In Figure 4 (a), the normalized weight of each outlier is indicated. It is calculated by dividing the weight by the total weights. Note that, the normalized weights in this figure are multiplied by 1000 for a better representation. Figure 4(b) show the results after 3 iterations of RDML. As the results indicate, the weight of most instances with label noise is gradually decreased. The result confirm that RDML can effectively reduce the effects of outliers on the metric learning process. In the second experiment, we evaluate the performance of the proposed method on real datasets contaminated with label noise. The results are compared with some peer DML methods. Table 1 reports the statistics of evaluated datasets in our experiments. MNIST is a popular handwritten digits dataset. It contains 10 categories (one per digit), 60,000 training examples and 10,000 test instances. The size of each image is 28 × 28 pixels.
Caltech101 (Li et al. 2004) 101 9,146 variable CNN Resnet152 1000
Caltech101 is a standard machine vision classification dataset. The images belong to 101 categories. Each class contains about 40 to 800 images and the size of each image is roughly 300 × 200 pixels. The images have no clutter and the objects often are centered in each image.
Experimental Setup
The data in the Wine, Letters, and YaleFaceB datasets are normalized so that the mean and variance of each attribute becomes 0 and 1 respectively. Also, to decrease the noise effect, PCA is utilized to reduce the dimension of images in the YaleFaceB, USPS and MNIST datasets. The parameter d in Table 1 denotes the input dimension after applying PCA. In the Caltech101 dataset, the feature extraction is done using the Imagenet-resnet-152-dag deep network 1 . For this purpose, the images are initially rescaled to 224×224 and then subtracted from the mean image of the network. Subsequently, a total of 1000 features per image are extracted from the second last layer.
In the experiments, triplet side information is generated as follows. A training instance is set as similar to 's nearest neighbors with the same label (target neighbors). Also, is considered as dissimilar to any imposters. These are any observations of a different class which violate the margin specified by 's target neighbors. Finally, the triplet set is generated by the natural join of the similar and dissimilar sets. Figure 5 illustrates the concepts of target neighbors and imposters for a training example. is chosen from the range (10 −6 , 10 −2 ). Also, we select the number of bases in SCML-G from {400, 1000}, as recommended by its authors.
The kNN classifier = 3 is adopted to evaluate the performance of the learned metrics. Figure 6 depicts the system flow of the proposed learning scheme which consists of two phases namely the learning and test. 
Results and Analysis
The classification rate of the kNN classifier using the learned metric of the competing methods is reported in Table 2 . Here, the parameter indicates the percent of noise level in datasets. The results are obtained by averaging over 10 runs on these datasets. Also, Figure 7 depicts the accuracy of competing methods versus label noise (ranging from 0% to 20%). As the results in Table 2 and Figure 7 indicate, RDML and BLMNN significantly outperform other DML methods and the performance of these two methods declines slowly than other ones with the increase of noise level. Also, RDML is consistently better than BLMNN in most of the evaluated datasets. Other advantages of the proposed method over BLMNN include lower run time as well as its remarkable flexibility so that it can be easily applied to any DML algorithm based on the Hinge loss. 
Conclusion and Future Work
Datasets with noisy information are common in today's applications. The main reason is the fact that many datasets are collected from the Internet using crowdsourcing or similar techniques. The wrong side information significantly diminishes the performance of DML algorithms.
To address this emerging challenge, the paper presents a robust DML method (named RDML) based on the Rescaled Hinge loss named RDML. Specifically, we initially formulate the DML problem with the robust loss function and then develop an efficient algorithm base on HQ to solve the problem. The proposed approach is rather general and one can easily apply it to any DML algorithm based on the Hinge loss.
Several experiments are conducted on both synthetic and real datasets to measure the performance of the proposed method. Experimental results indicate that RDML can effectively identify the noisy side information and reduce their influences in the metric learning process. Also, the results confirm that RDML significantly surpasses other peer DML methods in many of the evaluated datasets and its performance degrades slowly than other ones with the increase of noise level.
Some directions for future work in this area include:
I.
Investigating the performance of the proposed methods in other applications like CBIR (Content Based Information Retrieval) .
II.
Extension of the proposed method for semi-supervised learning.
III.
Examining other robust loss functions in the proposed framework.
