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Abstract
In this paper we will give necessary and sufficient conditions under which a map is a contraction on a
certain subset of a normed linear space. These conditions are already well known for maps on intervals in R.
Using the conditions and Banach’s fixed point theorem we can prove a fixed point theorem for operators on
a normed linear space. The fixed point theorem will be applied to the matrix equation X = In + A∗f (X)A,
where f is a map on the set of positive definite matrices induced by a real valued map on (0,∞). This will
give conditions on A and f under which the equation has a unique solution in a certain set. We will consider
two examples of f in detail. In one example the application of the fixed point theorem is the first step in
proving that the equation has a unique positive definite solution under the conditions on A.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the matrix equation
X = In + A∗f (X)A, (1)
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where A is an n × n complex matrix, In is the n × n identity matrix and f is a map on the set of
the n × n positive definite matrices, induced by a real valued function f on (0,∞). This means
that f (X) is defined as follows.
Definition 1.1. Let f be a real valued function on (0,∞) and let X be an n × n positive definite
matrix. Let U be the unitary matrix such that X = U∗DU , where D is the diagonal matrix with
the eigenvalues of X, denoted by λ1(X), λ2(X), . . . , λn(X), on its diagonal. Then f (X) is defined
to be the matrix
f (X) = U∗

f (λ1(X)) 0 · · · 0
0 f (λ2(X))
.
.
.
...
...
.
.
.
.
.
. 0
0 · · · 0 f (λn(X))
U.
We are interested in positive definite solutions of (1). Note that X¯ is a solution of (1) if and
only if it is a fixed point of the map
G(X) = In + A∗f (X)A.
Eq. (1) is studied extensively in the literature, as well as in its general form as for particular
examples of the map f . The general equation is discussed in [12] under the condition that f
satisfies some monotonicity properties. The equation is also the subject of [26].
The casef (X) = ±X−1 is treated in for example [2,10,13]. In [9,21,22,25,29] another example
is considered, namely f (X) = ±X−2. In [29] it is assumed that A is a normal matrix or that
‖A‖  2
3
√
3
whereas in [25] it is assumed that A is nonsingular. A natural generalization of the
map f (X) = ±X−2 is f (X) = ±X−m for m ∈ {2, 3, 4, . . .}, for which results can be found
in [8,16,18,27]. In all the papers mentioned above sufficient conditions on A are derived such
that the a certain iteration procedure converges to a positive definite solution. In general this
iteration scheme is the basic fixed point iteration, but also iterations of the following type are
discussed:
X0 = αI, Xk+1 = n
√
A(I − Xk)−1AT, (2)
see [8,17,25].
Another example of f which is discussed in the literature is f (X) = −X−r , r ∈ (0, 1], see
for example [11,14,15]. In these papers sufficient and necessary conditions for the existence of a
(unique) positive definite solution are derived and iterative methods (basic fixed point or of the
type (2)) are proposed which converge to positive definite solutions of (1). A slightly different
equation, namely (1) with f (X) = −Xr, 0 < r < 1 is discussed in detail in [27].
Perturbation theory for equations of the type (1) is also discussed extensively in the literature,
but is not the subject of this paper. For perturbation analysis for the case of f (X) = ±X−1 see
[19,23,28], compare also the book [24]. Perturbation analysis of more general matrix equations
was studied recently in [7,17,20].
The contents of this paper is based on results derived in [27]. In this thesis theorems are proved
for f (X) = −Xr, 0 < r < 1 and for f (X) = X−m,m ∈ {2, 3, 4, . . .}, which give sufficient and
necessary conditions on α, β and f such that the map G is a contraction on [αIn, βIn], which
is the set of n × n Hermitian matrices with eigenvalues in [α, β]. With Banach’s fixed point
theorem it then follows that G has a unique fixed point in this set, and hence (1) a unique
solution. Similar to the papers mentioned above it is also proved that the basic fixed point
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iteration converges to this unique solution for all starting matrices in a certain set. It turned
out that the theorems for both equations were very similar and could even be rewritten as
one, more general, theorem. This general theorem is the subject of this paper, see Theorem
2.1.
The paper is organized as follows. In Section 2 we will give and prove a theorem which gives
conditions under which an operator on a positive cone is a contraction on a certain subset of the
cone. This theorem will be applied in Section 3 to maps of the form G(X) = In + A∗f (X)A. This
application leads to necessary and sufficient conditions for G to be a contraction, under a certain
assumption. In the fourth section we will give a class of functions for which this assumption is
satisfied. Finally, in Section 5 we will apply the obtained result to two examples of the map f .
2. Operators on positive cones
We start this section with recalling the definition of a positive cone.
Definition 2.1. LetV be a real normed linear space. A positive cone inV is a nonempty closed
subset C ofV satisfying the following properties:
(i) x + y ∈ C for x, y ∈ C,
(ii) λx ∈ C for x ∈ C and λ ∈ [0,∞),
(iii) if x ∈ C and −x ∈ C, then x is the zero vector.
A positive cone is called solid if its interior, denoted by C0, is nonempty.
Example 2.1. Let V be H(n), which denotes the set of n × n Hermitian matrices. Then a
positive cone inV is given by P¯(n), the set of n × n positive semidefinite matrices. This cone is
solid and its interior is the set of n × n positive definite matrices, which we will denote byP(n).
Every positive cone C generates a partial ordering on V. For a given cone C and elements
x, y ∈V we will write x  y if and only if y − x ∈ C and x < y if and only if y − x ∈ C0.
This partial ordering makes it possible to define intervals inV, analogously to intervals in R. For
v,w ∈V with v  w we set
[v,w] = {x ∈V|v  x  w}, (v, w) = {x ∈V|v < x < w}.
Now consider a map  which maps some subset ofV intoV. The main theorem of this section
gives a sufficient and necessary condition for to be a contraction on an interval inV of a special
form. Recall that  is by definition a (strict) contraction on [v,w] if
(x) ⊂ [v,w] for all x ∈ [v,w] (3)
and
∃γ ∈ [0, 1) : ‖(x) − (y)‖  γ ‖x − y‖ for all x, y ∈ [v,w]. (4)
Under certain conditions on  it is possible to replace (4) by an equivalent condition which is
easier to check.
Theorem 2.1. LetV be a normed linear space and C a positive cone inV such that there is a
u ∈ C with ‖u‖ = 1. Further, letI = [α, β] be a closed interval in R and letS be the set inV
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given by S = [αu, βu]. Finally, let  :S→V be a continuous map satisfying the following
properties:
(a) the map ϕ : I→V defined by ϕ(r) = (ru) is differentiable,
(b) for all x, y ∈ [αu, βu] the inequality
‖(x) − (y)‖  sup
η∈[α,β]
‖ϕ′(η)‖‖x − y‖ (5)
holds, where ϕ′ is defined by ϕ′(r) = ddr ϕ(r).
The map  is a contraction on [αu, βu] if and only if
(i)  maps [αu, βu] into itself,
(ii) there exists an M ∈ [0, 1) such that ‖ϕ′(δ)‖  M for all δ ∈ [α, β].
Proof. We only have to show that (ii) and (4), with v = αu and w = βu, are equivalent. If we
assume that (ii) is true, then it immediately follows from (5) that (4) is satisfied, with
γ = sup
δ∈[α,β]
‖ϕ′(δ)‖,
because (ii) implies that this γ is in [0, 1).
Conversely, assume that (4) is true, so in particular it holds for x = δu and y = (δ + ε)u with
δ ∈ [α, β) and ε > 0 small enough. Hence
‖(δu) − ((δ + ε)u)‖  γ ‖δu − (δ + ε)u‖ = γ |ε|‖u‖ = γ ε
which implies that∥∥∥∥(δu) − ((δ + ε)u)ε
∥∥∥∥  γ.
This holds for every ε > 0 small enough, so also the inequality
lim
ε→0
∥∥∥∥(δu) − ((δ + ε)u)ε
∥∥∥∥  γ
is true. Note that the left hand side is equal to ‖ϕ′(δ)‖, so ‖ϕ′(δ)‖  γ for all δ ∈ [α, β). That it
also holds for δ = β, can be proved in a similar way, by applying (4) to x = (β − ε)u and y = βu
for ε > 0 small enough. Hence it follows that
‖ϕ′(δ)‖  γ < 1,
for all δ ∈ [α, β], which implies that (ii) holds with M = γ . 
In case V = R and C = [0,∞) (so u = 1), we have that I = [α, β] =S and  = ϕ. If 
is differentiable on I, then it follows from the mean value theorem that for all x, y ∈ I with
x < y, there is a z ∈ (x, y) such that
(y) − (x) = ′(z)(y − x),
so
|(x) − (y)|  |′(z)||x − y|  sup
z∈[α,β]
|′(z)||x − y|. (6)
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Hence in this case condition (5) is always satisfied. So Theorem 2.1 implies that is a contraction
on [α, β] if and only if it maps [α, β] into itself and there exists anM ∈ [0, 1) such that |′(δ)|  M
for all δ ∈ [α, β]. This equivalence is very well known.
Now we return to the general case. If V is such that its subsets [au, bu] with a < b are
complete, then it follows from Banach’s fixed point theorem that, under the conditions in the
theorem,  has a unique fixed point x¯ in [αu, βu] and
lim
k→∞
k(x) = x¯
for every x ∈ [αu, βu], where k(x) is the kth iterative of  on x.
Further, if is order preserving (i.e., x  y implies that(x)  (y)), thenmaps [αu, βu]
into itself if and only if (αu)  αu and (βu)  βu. This equivalence also holds under the
(weaker) condition that  is u-order preserving, which means that
(x)  (au) if x  au (a ∈ R) and (x)  (au) if x  au (a ∈ R). (7)
Indeed, assume that (αu)  αu and (βu)  βu and let x ∈ [αu, βu]. Then (7) implies that
(x) ∈ [(αu),(βu)] which is by assumption a subset of [αu, βu]. Conversely, if (x) ∈
[αu, βu] for all x ∈ [αu, βu], then in particular (αu) and (βu) are elements in [αu, βu], so
(αu)  αu and (βu)  βu.
If  is u-order reversing, which means that
(x)  (au) if x  au (a ∈ R) and (x)  (au) if x  au (a ∈ R),
then it can be proved in the same way that maps [αu, βu] into itself if and only if (αu)  βu
and (βu)  αu.
The observations above lead to the following corollary of Theorem 2.1.
Corollary 2.1. Let V be a normed linear space with the property that its subsets of the form
[au, bu] are complete and let C a positive cone in V such that there is a u ∈ C with ‖u‖ = 1.
Further, letI = [α, β] be a closed interval inR and letS be the set inV given byS = [αu, βu].
Finally, let  :S→V be a continuous map, which is u-order preserving or u-order reversing,
satisfying the following properties:
(a) the map ϕ : I→V defined by ϕ(r) = (ru) is differentiable,
(b) for all x, y ∈ [αu, βu] the inequality
‖(x) − (y)‖  sup
η∈[α,β]
‖ϕ′(η)‖‖x − y‖ (8)
holds, where ϕ′ is defined by ϕ′(r) = ddr ϕ(r).
The map  is a contraction on [αu, βu] if and only if
(i) (αu)  αu,(βu)  βu in the case that  is u-order preserving and (αu)  βu,
(βu)  αu in the case that  is u-order reversing.
(ii) there exists an M ∈ [0, 1) such that ‖ϕ′(δ)‖  M for all δ ∈ [α, β].
Moreover, in this case  has a unique fixed point x¯ in [αu, βu] and
lim
k→∞
k(x) = x¯
for every x ∈ [αu, βu].
In the next section we will apply this corollary to the map G(X) = In + A∗f (X)A.
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3. The application to G(X) = In + A∗f (X)A
BecauseH(n), equipped with the spectral norm, is a normed linear space and P¯(n) is a positive
cone in H(n) the results in the previous section can be applied to maps from P(n) into H(n),
so in particular to maps of the form
G(X) = In + A∗f (X)A,
where f is a map on P(n) induced by a real valued map on (0,∞). This gives the following
theorem. In this theorem f ′ is the derivative of the real valued function f .
Theorem 3.1. Let f be a differentiable and increasing or decreasing map on (0,∞) into (0,∞)
or into (−∞, 0) such that for all 0 < a < b the inequality
‖f (X) − f (Y )‖  sup
c∈[a,b]
|f ′(c)|‖X − Y‖ (9)
holds for all X, Y ∈ [aIn, bIn]. Then the map G(X) = In + A∗f (X)A is a contraction on
[αIn, βIn] for 0 < α < β if and only if α and β satisfy
(a)
α − 1
f (α)
In  A∗A 
β − 1
f (β)
In if f is increasing and maps into (0,∞),
β − 1
f (β)
In  A∗A 
α − 1
f (α)
In if f is increasing and maps into (−∞, 0),
α − 1
f (β)
In  A∗A 
β − 1
f (α)
In if f is decreasing and maps into (0,∞),
β − 1
f (α)
In  A∗A 
α − 1
f (β)
In if f is decreasing and maps into (−∞, 0),
(b) there is an M ∈ [0, 1) such that |f ′(δ)|‖A‖2  M for all δ ∈ [α, β].
Moreover, in this case G has a unique fixed point X¯ in [αIn, βIn] and
lim
k→∞G
k(X) = X¯
for every X ∈ [αIn, βIn].
Proof. For the application of Corollary 2.1 we set V =H(n), C = P¯(n), u = In, I = [α, β]
and  = G. First we will show that the conditions on  in Corollary 2.1 are satisfied for  = G.
First, the map G is continuous on [αu, βu], because f is continuous on [α, β] ⊂ (0,∞). Fur-
ther, the differentiability ofϕ(r) = G(rIn) = In + f (r)A∗A is guaranteed by the differentiability
of f . Moreover,
ϕ′(r)= d
dr
G(rIn) = lim
ε→0
G((r + ε)In) − G(rIn)
ε
= lim
ε→0
f (r + ε)A∗A − f (r)A∗A
ε
= f ′(r)A∗A.
Also (8) holds true. To see this, let X, Y ∈ [αIn, βIn]. Then with (9) we see that
‖G(X) − G(Y)‖=‖A∗(f (X) − f (Y ))A‖  ‖A‖2‖f (X) − f (Y )‖
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‖A‖2 sup
c∈[α,β]
|f ′(c)|‖X − Y‖ = sup
c∈[α,β]
|f ′(c)|‖A∗A‖‖X − Y‖
= sup
c∈[α,β]
‖f ′(c)A∗A‖‖X − Y‖ = sup
c∈[α,β]
‖ϕ′(c)‖‖X − Y‖,
So G satisfies all the conditions in Theorem 2.1.
Now we will show that G maps [αIn, βIn] into itself if and only if (a) is satisfied. To do so,
we will first prove that G is In-order preserving (reversing) if f is increasing (decreasing).
Assume that f is increasing and let X  aIn for some a > 0. Then the eigenvalues of X
satisfy λi(X)  a, i = 1, . . . , n. From Definition 1.1 it follows that the eigenvalues of f (X)
are f (λ1(X)), f (λ2(X)), . . . , f (λn(X)). Because f is increasing it follows that f (λi(X)) 
f (a), i = 1, . . . , n, which implies that f (X)  f (a)In. So G(X)  In + f (a)A∗A = G(aIn).
In the same way it can be proved that G(X)  G(aIn) if X  aIn. This implies that G indeed is
In-order preserving if f is increasing. Similarly it can be shown that G is In-order reversing if f
is decreasing. So we have that G maps [αIn, βIn] into itself if and only if
• G(αIn)  αIn and G(βIn)  βIn if f is increasing,
• G(βIn)  αIn and G(αIn)  βIn if f is decreasing.
Rewriting these inequalities exactly gives the inequalities in (a).
Further, we have already remarked that |f ′(δ)|‖A‖2 = ‖f ′(δ)A∗A‖ = ‖ϕ′(δ)‖, hence (b) is
just Theorem 2.1(ii).
Finally, P¯(n) is a complete metric space, hence [αIn, βIn] also is a complete metric space,
because it is a closed subspace of P¯(n). This proves the last part of the theorem. 
The conditions in this theorem which f has to satisfy are easy to check, except maybe condition
(9). Theorem X.3.8 in [4] states that
‖f (X) − f (Y )‖  f ′(a)‖X − Y‖ (10)
for everyX, Y  aIn(a > 0) if the mapf is operator order preserving, i.e., if the operator induced
by f is order preserving. Hence (9) is satisfied in this case, because
f ′(a)  sup
c∈[a,b]
f ′(c).
Now assume that f is operator order reversing, which means that the operator induced by f is
order reversing, then −f is operator order preserving, so it follows from (10) that
‖f (X) − f (Y )‖  −f ′(a)‖X − Y‖ = |f ′(a)|‖X − Y‖.
Hence (9) is also satisfied if f is operator order reversing.
In the next section we will show that there also exist maps which are not operator order
preserving or reversing, but for which (9) holds.
4. Bounds on ‖f (X) − f (Y )‖ in terms of ‖X − Y‖
A theorem which gives a bound on ‖f (X) − f (Y )‖ in terms of ‖X − Y‖ is the generalized
mean value theorem, see Theorem 1.1.8 in [1]. This theorem involves the Fréchet derivative of a
map.
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Definition 4.1. Let X and Y be real Banach spaces and let U be an open subset of X. We
say that the map  : X→ Y is Fréchet differentiable at u ∈ U if there exists a linear operator
D(u) : X→ Y such that
lim‖h‖→0
‖(u + h) − (u) − D(u)(h)‖
‖h‖ = 0.
The operator D(u) is called the Fréchet derivative of  at u.
Below the generalized mean value theorem is stated specified for maps on P(n).
Theorem 4.1. Let U be an open subset of P(n) and let f be a Fréchet differentiable map from
U intoH(n). If X, Y ∈ U are such that LX,Y = {tX + (1 − t)Y |t ∈ [0, 1]} ⊂ U, then
‖f (X) − f (Y )‖  sup
Z∈LX,Y
‖Df (Z)‖‖X − Y‖.
Here ‖Df (Z)‖ is the operator norm of Df (Z) induced by the spectral norm ‖ · ‖, i.e.,
‖Df (Z)‖ = sup
‖H‖=1
‖Df (Z)(H)‖.
From Theorem 4.1 it follows that (9) is satisfied if the operator map f induced by the real valued
function f on (0,∞) is Fréchet differentiable and if
sup
Z∈[aIn,bIn]
‖Df (Z)‖  sup
c∈[a,b]
|f ′(c)|
for every 0 < a < b. We will now prove that this inequality holds if ‖Df (A)‖ = ‖f ′(A)‖ for
every positive definite matrix A. In fact, we will prove something stronger.
Theorem 4.2. Let f be a differentiable real valued function on (0,∞) and assume that the
operator map f, which is induced by the real valued function, is Fréchet differentiable on P(n)
and that
‖Df (A)‖ = ‖f ′(A)‖ (11)
for every A ∈ P(n). Then
sup
Z∈[aIn,bIn]
‖Df (Z)‖ = sup
c∈[a,b]
|f ′(c)|
for every 0 < a < b.
Proof. Let a and b be real numbers such that 0 < a < b. Because of (11) we have
sup
Z∈[aIn,bIn]
‖Df (Z)‖ = sup
Z∈[aIn,bIn]
‖f ′(Z)‖.
For everyZ ∈ [aIn, bIn] there are a unitary matrixU and a diagonal matrixD, with on its diagonal
the eigenvalues of Z, such that Z = U∗DU . Hence f ′(Z) can be written as
f ′(Z) = U∗f ′(D)U = U∗

f ′(λ1(Z)) 0 · · · 0
0 f ′(λ2(Z))
.
.
.
...
...
.
.
.
.
.
. 0
0 · · · 0 f ′(λn(Z))
U.
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So
‖f ′(Z)‖ = ‖U∗f ′(D)U‖ = ‖f ′(D)‖ = max
j=1,...,n |f
′(λj (Z))|.
This implies that
sup
Z∈[aIn,bIn]
‖f ′(Z)‖ = sup
Z∈[aIn,bIn]
max
j=1,...,n |f
′(λj (Z))| = sup
z∈[a,b]
|f ′(z)|,
which proves the theorem. 
In [3] it was proved that (11) holds if f is an operator order preserving function on (0,∞).
This result was used to prove Theorem X.3.8 in [4], a theorem we already mentioned at the
end of the previous section. An example of an operator order preserving map is f (x) = xr for
0  r  1. In [6] it is shown that (11) also holds for f (x) = xp for p ∈ (−∞, 1] ∪ [2,∞), but
not for p ∈
(
1,
√
2
)
. Note that this map is only operator order preserving for 0  p  1. Another
map which is not operator order preserving but which satisfies (11) is f (x) = ex . This is proved
in [5]. From [3,5,6] we get the following list of maps f on (0,∞) which satisfy (11):
• every operator order preserving map f ,
• f (t) = tp for −∞ < p  1 and 2  p < ∞,
• f (t) = ∑∞n=0 antn and an  0 for all n, so in particular all polynomials with non-negative
coefficients, f (t) = et , f (t) = sinh t and f (t) = cosh t ,
• f (t) = e−t ,
• f (t) = t−1e−t ,
• f (t) = t2 − t ,
• f (t) = (1 − e−t )t−2.
Remark 4.1. Let f be a map satisfying (11), then also −f satisfies (11). Indeed, we have
that D(−f ) = −Df and (−f )′ = −f ′, hence ‖D(−f )(A)‖ = ‖Df (A)‖ and ‖(−f )′(A)‖ =
‖f ′(A)‖. A direct consequence of this is that also operator order reversing maps satisfy (11).
5. Examples
In this section we will discuss two examples of f to which Theorem 3.1 can be applied. All
the results in Section 5.1 can also be found in Chapter 5 of [27]. In Chapter 6 of [27] the results
in Section 5.2 of this paper can be found, in the special case that m ∈ {2, 3, 4, . . .}. However, all
the results in Chapter 6 of [27] to which we refer in Section 5.2 also hold for m  2.
5.1. Example 1
The first example is f (x) = −xr with 0 < r < 1. Hence we are interested in positive definite
solutions of the equation
X = In − A∗XrA,
or equivalently in fixed points of the map
GA,r(X) = In − A∗XrA.
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In Section 4 it is shown that f (x) = −xr with 0 < r < 1 satisfies the conditions of Theorem 3.1.
Applying Theorem 3.1 to this f and using that
|f ′(δ)|‖A‖2 = r
δ1−r
‖A‖2  M for all δ ∈ [α, β] ⇔ r
α1−r
‖A‖2  M,
give the following corollary.
Corollary 5.1. The map GA,r is a contraction on [αIn, βIn] for 0 < α < β if and only if
(a) 1
αr
(1 − β)In  A∗A  1βr (1 − α)In,
(b) r
α1−r ‖A‖2 < 1.
Moreover, in this case GA,r has a unique fixed point X¯ in [αIn, βIn] and
lim
k→∞G
k
A,r (X) = X¯
for every X ∈ [αIn, βIn].
It is not clear when there exist 0 < α < β such that (a) and (b) of Corollary 5.1 are satisfied.
Further, if it is known a priori that they do exist, then it might be very hard to compute them
explicitly. We will prove that there are 0 < α < β such that (a) and (b) hold if the matrix A∗A is
bounded below and above by certain matrices. The following lemmas concerning real numbers
are needed in the proof of this statement.
Lemma 5.1. Let λ1 ∈ (0,∞) and let λr and λr,λ1 be defined by
λr = (1 + r)
r−1
rr
, λr,λ1 =
1 −
(
1
λ1
− r 11−r (λ1) r1−r
) 1
r
(rλ1)
r
1−r
.
If λ1 < λr, then
(i) 1
λ1
− r 11−r (λ1) r1−r > 0, i.e., λr,λ1 is well defined.
(ii) λr,λ1 < λ1.
For the proof of this lemma we refer to Section 5.3 of [27]. Lemma 5.1(ii) shows that there are
real numbers λ1 and λ2 with 0  λ2  λ1 satisfying the conditions of the following lemma.
Lemma 5.2. Let λ1, λ2 ∈ R such that 0  λ2  λ1, λ1 < λr and λ2 > λr,λ1 . Then there exist
0 < α < β satisfying
(a) 1
αr
(1 − β)  λ2,
(b) 1
βr
(1 − α)  λ1,
(c) rλ1
α1−r < 1.
Moreover, in this case we may choose
α = 1 − λ1
(
1 − λ2(rλ1) r1−r
)r
, β = 1 − λ2(rλ1) r1−r . (12)
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Proof. Assume that λ1  λ2  0 satisfy λ1 < λr and λ2 > λr,λ1 and let α and β be as in (12).
We will show that α and β satisfy (a)–(c). Note that
1
αr
(1 − β) = λ2(rλ1)
r
1−r(
1 − λ1
(
1 − λ2(rλ1) r1−r
)r)r < λ2(rλ1) r1−r(1 − λ1(1 − λr,λ1(rλ1) r1−r )r)r = λ2,
so α and β satisfy (a). Further,
1
βr
(1 − α)  λ1
(
1 − λ2(rλ1) r1−r
)r(
1 − λ2(rλ1) r1−r
)r = λ1,
from which it follows that also (b) holds. Also (c) is satisfied. Indeed,
rλ1
α1−r
= rλ1(
1 − λ1
(
1 − λ2(rλ1) r1−r
)r)1−r < rλ1(1 − λ1(1 − λr,λ1(rλ1) r1−r )r)1−r = 1.
Now it only remains to show that β > α. Because
α  1 − λ1
(
1 − λ1(rλ1) r1−r
)r
, β  1 − λ1(rλ1) r1−r ,
it suffices to show that
1 − λ1
(
1 − λ1(rλ1) r1−r
)r
< 1 − λ1(rλ1) r1−r . (13)
Note that this inequality is equivalent to
1 − λ1(rλ1) r1−r > (rλ1) 11−r ⇔1 − (λ1) 11−r r r1−r > (λ1) 11−r r 11−r
⇔1 > (λ1) 11−r
(
r
r
1−r + r 11−r )
⇔λ1 < 1(
r
r
1−r + r 11−r )1−r = r
−r
(1 + r)1−r = λr .
This last inequality holds by assumption. So we have proved that there exist 0 < α < β satisfying
conditions (a)–(c) if λ1  λ2  0 satisfy λ1 < λr and λ2 > λr,λ1 . 
Remark 5.1. The converse of the lemma is also true. Thus,λ1 < λr andλ2 > λr,λ1 if 0  λ2  λ1
and if there exist 0 < α < β such that (a)–(c) are safisfied. The proof of this statement is very
involved and technical. It can be found in Section 5.4 of [27].
Remark 5.2. If λ1 < 1 and λ2 > λr,λ1 , then it can easily be checked that (a)–(c) are not only
satisfied for α and β as in (12), but also for α = 1 − λ1 and β = 1.
From the previous lemma and the fact that
aIn  A∗A  bIn ⇔ a  λ−(A∗A) and b  λ+(A∗A)
for 0  a  b, it follows that there are 0 < α < β such that (a) and (b) of Corollary 5.1 are
satisfied if and only if λ+(A∗A) < λr and λ−(A∗A) > λr,λ+(A∗A). This proves the following
corollary. In this corollary and in the rest of this subsection we will write λ+ and λ− instead of
λ+(A∗A) and λ−(A∗A).
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Corollary 5.2. If λ+ < λr and λ− > λr,λ+ , then
lim
k→∞G
k
A,r (X) = X¯
for every X ∈ [(1 − λ+(1 − λ−(rλ+) r1−r ) 1r )In, (1 − λ−(rλ+) r1−r )In], where X¯ is the unique
fixed point of GA,r in this set.
Note that this corollary does not give the existence of a unique positive definite fixed point of
GA,r . It only gives a set in which the map GA,r has a one and only one fixed point. Under the
stronger conditions λ+ < 1 and λ− > λr,λ+ we can prove that GA,r has a unique positive definite
fixed point.
Theorem 5.1. If λ+ < 1 and λ− > λr,λ+ , then
lim
k→∞G
k
A,r (X) = X¯, (14)
for every X in [0, (λ+)− 1r In], where X¯ is the unique positive definite fixed point of GA,r .
Proof. From Corollary 5.1 and Remark 5.2 we know that GA,r has a unique fixed point X¯ in
[(1 − λ+)In, In] and that (14) holds for every X ∈ [(1 − λ+)In, In] if λ+ < 1 and λ− > λr,λ+ . So
(14) in particular holds for X = In. Then it follows from Theorem 2.2 in [12] that X¯ is the unique
positive definite fixed point of GA,r and that (14) holds for every X > 0 such that GA,r(X) > 0.
Now let X ∈ [0, (λ+)− 1r In], then
GA,r(X) ∈ [GA,r((λ+)− 1r In),GA,r (0)] =
[
In − 1
λ+
A∗A, In
]
⊂ [0, In].
From this it follows that
G2A,r (X) ∈ [GA,r(In),GA,r (0)] = [In − A∗A, In].
Because the assumption that λ+ < 1 we have In − A∗A > 0, so (14) holds for every X ∈
[0, (λ+)− 1r In]. 
If λ+ ∈ [1, λr), then it is not true that {GkA,r (X)}∞k=0 converges to a fixed point of GA,r for
every X ∈ [0, (λ+)− 1r In]. For example, let X = 0. Then
λ−(G2A,r (X)) = λ−(In − A∗A) = 1 − λ+ < 0,
so G2A,r (X)0 and hence the iteration stops. However, it is possible to extend the domain of
attraction given in Corollary 5.2. This is the following theorem.
Theorem 5.2. If λ+ < λr and λ− > λr,λ+ , then
lim
k→∞G
k
A,r (X) = X¯
for all X ∈
(rλ+) 11−r In,( 1λ+ − r 11−r (λ+) r1−r
) 1
r
In
 , where X¯ is the unique fixed point of GA,r in this
set. Moreover,GA,r has no fixed points X˜ satisfying X˜ < (rλ+)
1
1−r In or X˜>
(
1
λ+ − r
1
1−r (λ+)
r
1−r
) 1
r
In.
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Proof. Let X ∈
(rλ+) 11−r In,( 1λ+ − r 11−r (λ+) r1−r
) 1
r
In
, then, because GA,r is order reversing,
GA,r (X)∈
[
In −
(
1
λ+
− r 11−r (λ+) r1−r
)
A∗A, In − (rλ+) r1−r A∗A
]
⊂
[
In − λ+
(
1
λ+
− r 11−r (λ+) r1−r
)
In, In − λ−(rλ+) r1−r In
]
=
[
(rλ+)
1
1−r , (1 − λ−(rλ+) r1−r )In
]
.
Repeating the same argument gives that
G2A,r (X) ∈
[(
1 − λ+
(
1 − λ−(rλ+) r1−r
)r)
In,
(
1 − λ−(rλ+) r1−r
)
In
]
.
Now we can apply Corollary 5.2. This proves the first part of the theorem and that X¯ is the unique
fixed point of GA,r in
(rλ+) 11−r In,( 1λ+ − r 11−r (λ+) r1−r
) 1
r
In

.
Now assume that X˜ is a positive definite fixed point of GA,r such that X˜ < (rλ+)
1
1−r In. Then
X˜ = In − A∗X˜rA  In − (rλ+) r1−r A∗A 
(
1 − λ+ (rλ+) r1−r ) In. (15)
As in the proof of inequality (13) it follows that 1 − λ+(rλ+) r1−r > (rλ+) 11−r if and only if
λ+ < λr . Hence (15) implies that X˜ > (rλ+)
1
1−r In, which is a contradiction. So GA,r does not
have fixed points X˜ < (rλ+)
1
1−r In.
Finally, we assume that X˜ is a fixed point of GA,r satisfying the inequality X˜ >(
1
λ+ − r
1
1−r (λ+)
r
1−r
) 1
r
In. Then
X˜ = In − A∗X˜rA In −
(
1
λ+
− r 11−r (λ+) r1−r
)
A∗A

(
1 − λ−
(
1
λ+
− r 11−r (λ+) r1−r
))
In.
We will show that
1 − λ−
(
1
λ+
− r 11−r (λ+) r1−r
)
<
(
1
λ+
− r 11−r (λ+) r1−r
) 1
r
which is equivalent to the inequality
1 −
(
1
λ+ − r
1
1−r (λ+)
r
1−r
) 1
r
λ−
<
1
λ+
− r 11−r (λ+) r1−r .
Because
λ− > λr,λ+ ⇔
1 −
(
1
λ+ − r
1
1−r (λ+)
r
1−r
) 1
r
λ−
< (rλ+)
r
1−r
it is sufficient to prove that
(rλ+)
r
1−r <
1
λ+
− r 11−r (λ+) r1−r .
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This follows from λ+ < λr . Indeed, as mentioned before we know that
λ+ < λr ⇔1 − λ+(rλ+) r1−r > (rλ+) 11−r
⇔1 − (rλ+) 11−r > λ+(rλ+) r1−r
⇔ 1
λ+
− r 11−r (λ+) r1−r > (rλ+) r1−r
which we had to show. So it follows that X˜ <
(
1
λ+ − r
1
1−r (λ+)
r
1−r
) 1
r
In and this is a contra-
diction. Hence we have proved that GA,r cannot have a fixed point X˜ satisfying X˜ >(
1
λ+ − r
1
1−r (λ+)
r
1−r
) 1
r
In. 
5.2. Example 2
As a second example we take f (x) = x−m with m  2, hence we are interested in positive
definite solutions of
X = In + A∗X−mA,
for m  2. The solutions of this equation are exactly the fixed points of
GA,m(X) = In + A∗X−mA.
The map f (x) = x−m with m  2 also satisfies the conditions of Theorem 3.1, as we have shown
in Section 4. Applying Theorem 3.1 leads to the following corollary.
Corollary 5.3. The map GA,m is a contraction on [αIn, βIn] for 0 < α < β if and only if
(a) βm(α − 1)In  A∗A  αm(β − 1)In,
(b) m
αm+1 ‖A‖2 < 1.
Moreover, in this case GA,m has a unique fixed point X¯ in [αIn, βIn] and
lim
k→∞G
k
A,m(X) = X¯
for every X ∈ [αIn, βIn].
It is not easy to check whether or not there exist 0 < α < β such that (a) and (b) of Corollary
5.3 are satisfied. Hence we will replace them by an explicit upper and lower bound for λ+(A∗A)
and λ−(A∗A). Recall that we also replaced conditions (a) and (b) of Corollary 5.1 by bounds on
λ+(A∗A) and λ−(A∗A). The following lemmas are the key elements in this replacement.
Lemma 5.3. Let λ1 ∈ (0,∞) and let ρm and ρm,λ1 be defined by
ρm = m
m
(m − 1)m+1 , ρm,λ1 =
(
1
m
m+1√
mλ1 + 1
)m (
m+1√
mλ1 − 1
)
.
If λ1 < ρm, then ρm,λ1 < λ1.
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The proof of this lemma can be found in Section 6.3 of [27]. This lemma implies that there are
λ1 and λ2 satisfying the conditions in the following lemma.
Lemma 5.4. Let λ1, λ2 ∈ R such that 0  λ2  λ1, λ1 < ρm and λ2 > ρm,λ1 . Then there exist
0 < α < β satisfying
(a) βm(α − 1)  λ2,
(b) αm(β − 1)  λ1,
(c) mλ1
αm+1 < 1.
Moreover, in this case we may choose
α = λ2(
1
m
m+1√mλ1 + 1
)m + 1, β = 1
m
m+1√
mλ1 + 1. (16)
Proof. Assume that λ1  λ2  0 satisfy λ1 < ρm and λ2 > ρm,λ1 and let α and β be as in (16).
We will show that α and β satisfy (a)–(c). First note that
βm(α − 1) =
(
1
m
m+1√
mλ1 + 1
)m
λ2(
1
m
m+1√mλ1 + 1
)m = λ2,
so (a) holds. Next,
αm(β − 1)=
(
λ2
( 1
m
m+1√mλ1 + 1)m
+ 1
)m
1
m
m+1√
mλ1
>
 ρm,λ1(
1
m
m+1√mλ1 + 1
)m + 1

m
1
m
m+1√
mλ1
=
(
m+1√
mλ1
)m 1
m
m+1√
mλ1 = λ1,
which shows that α and β satisfy (b). Also (c) is satisfied. Indeed,
mλ1
αm+1
= mλ1(
λ2(
1
m
m+1√mλ1+1
)m + 1
)m+1
<
mλ1(
ρm,λ1(
1
m
m+1√mλ1+1
)m + 1
)m+1 = mλ1( m+1√mλ1)m+1 = 1.
Finally we will show that α < β. Note that
α  λ1(
1
m
m+1√mλ1 + 1
)m + 1,
M.C.B. Reurings / Linear Algebra and its Applications 418 (2006) 292–311 307
so if we can show that
λ1(
1
m
m+1√mλ1 + 1
)m < 1
m
m+1√
mλ1, (17)
then we are finished. Note that
λ1(
1
m
m+1√mλ1 + 1
)m < 1
m
m+1√
mλ1 ⇔(λ1m) mm+1 <
(
1
m
m+1√
mλ1 + 1
)m
⇔ m+1√mλ1 < 1
m
m+1√
mλ1 + 1
⇔ m − 1
m
m+1√
mλ1 < 1.
This last inequality is true because λ1 < ρm, so indeed α < β. 
Remark 5.3. The converse of this lemma is also true. Thus, λ1 < ρm and λ2 > ρm,λ1 if 0  λ2 
λ1 and if there exist 0 < α < β such that (a)–(c) are safisfied. This is proved in Section 6.4 of
[27].
In the rest of this example we will again use the notation λ+ and λ− instead of λ+(A∗A) and
λ−(A∗A). By applying Lemma 5.4 to λ1 = λ+ and λ2 = λ− we see that the following corollary
is a direct consequence of Corollary 5.3.
Corollary 5.4. If λ− > ρm,λ+ and λ+ < ρm, then
lim
k→∞G
k
A,m(X) = X¯
for all X ∈
[(
λ−(
1
m
m+1√
mλ++1
)m + 1
)
In,
(
1
m
m+1√
mλ+ + 1
)
In
]
, where X¯ is the unique fixed point of
GA,m in this set.
Next we will show that
∀X > 0 ∃k ∈ N : GkA,m(X) ∈

 λ−(
1
m
m+1√
mλ+ + 1
)m + 1
In,( 1
m
m+1√
mλ+ + 1
)
In
 .
(18)
For this purpose it is very useful to study the existence of fixed points of the map
gρ,σ (x) = gσ,m(gρ,m(x)) = 1 + σ(1 + ρ
xm
)m .
The following two lemmas are proved in [27].
Lemma 5.5. Let 0 < σ < ρ < ρm. Then gρ,σ has a unique positive fixed point xρ,σ and{
gρ,σ (x) > x, x ∈ (0, xρ,σ ),
gρ,σ (x) < x, x ∈ (xρ,σ ,∞).
Moreover, xρ,σ > m+1
√
mρ.
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Lemma 5.6. Let 0 < σ < ρ < ρm. Then gσ,ρ has a unique positive fixed point xσ,ρ and{
gσ,ρ(x) > x, x ∈ (0, xσ,ρ),
gσ,ρ(x) < x, x ∈ (xσ,ρ,∞).
Moreover, xσ,ρ < 1m m+1
√
mρ + 1.
Now we can prove (18).
Lemma 5.7. Let λ− > ρm,λ+ and λ+ < ρm. Then (18) holds.
Proof. First we will show that for every X > 0 we have
gk
λ+,λ−(γ )In  G
2k
A,m(X)  gkλ−,λ+(δ)In, k = 0, 1, 2, . . . , (19)
where γ = λ−(X) and δ = λ+(X). We will do this by induction. For k = 0 it is obvious that (19)
holds. Now assume that (19) is true for k, then we have to show that it is true for k + 1. Note that,
gk
λ+,λ−(γ )In  G
2k
A,m(X)  gkλ−,λ+(δ)In
⇒ In + (gkλ−,λ+(δ))−mA∗A  G2k+1A,m (X)  In + (gkλ+,λ−(γ ))−mA∗A
⇒
(
1 + λ
−(
gk
λ−,λ+(δ)
)m
)
In  G2k+1A,m (X) 
(
1 + λ
+(
gk
λ+,λ−(γ )
)m
)
In
⇒ In + 1(
1 + λ+(
gk
λ+,λ− (γ )
)m)mA
∗A  G2k+2A,m (X)  In +
1(
1 + λ−(
gk
λ−,λ+ (δ)
)m)mA
∗A
⇒ gk+1
λ+,λ−(γ )In  G
2k+2
A,m (X)  g
k+1
λ−,λ+(δ)In
which we had to prove. So indeed (19) holds.
Next we will show that
∀x > 0 ∃K1 ∈ N : ∀k  K1gkλ+,λ−(x) 
λ−(
1
m
m+1√
mλ+ + 1
)m + 1 (20)
and
∀x > 0 ∃K2 ∈ N : ∀k  K2gkλ−,λ+(x) 
1
m
m+1√
mλ+ + 1. (21)
Let x > 0 and assume that
gk
λ+,λ−(x) <
m+1√
mλ+, k = 0, 1, 2, . . .
Because xλ+,λ− >
m+1√
mλ+ it follows from Lemma 5.5 and the fact that gλ+,λ− is strictly increas-
ing that
x < gλ+,λ−(x) < · · · < gkλ+,λ−(x) < · · · <
m+1√
mλ+,
so
∃x¯  m+1√mλ+ : lim
k→∞ g
k
λ+,λ−(x) = x¯.
Then x¯ must be a fixed point of gλ+,λ− and this is a contradiction, because the unique fixed point
of gλ+,λ− is strictly larger than
m+1√
mλ+. So
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∃K ∈ N : gK
λ+,λ−(x) 
m+1√
mλ+.
This implies that
gK+1
λ+,λ−(x)  gλ+,λ−
(
m+1√
mλ+
)
= 1 + λ
−(
1 + λ+
(mλ+)
m
m+1
)m = λ−( 1
m
m+1√
mλ+ + 1
)m + 1.
Because λ
−(
1
m
m+1√
mλ++1
)m + 1 > m+1√mλ+, we see that
gK+2
λ+,λ−(x)  gλ+,λ−
 λ−(
1
m
m+1√
mλ+ + 1
)m + 1

 gλ+,λ−
(
m+1√
mλ+
)
 λ
−(
1
m
m+1√
mλ+ + 1
)m + 1,
from which (20) follows.
Now assume that
gk
λ−,λ+(x) >
1
m
m+1√
mλ+ + 1, k = 0, 1, 2, . . .
Because xλ−,λ+ < 1m
m+1√
mλ+ + 1 it follows from Lemma 5.6 that
x > gλ−,λ+(x) > · · · > gkλ−,λ+(x) > · · · >
1
m
m+1√
mλ+ + 1,
so
∃x¯  1
m
m+1√
mλ+ + 1 : lim
k→∞ g
k
λ−,λ+(x) = x¯.
Then x¯ must be a fixed point of gλ−,λ+ and this is a contradiction, because the unique fixed point
of gλ−,λ+ is strictly smaller than 1m
m+1√
mλ+ + 1. So
∃K ∈ N : gK
λ−,λ+(x) 
1
m
m+1√
mλ+ + 1.
This implies
gK+1
λ−,λ+(x)  gλ−,λ+
(
1
m
m+1√
mλ+ + 1
)
 1
m
m+1√
mλ+ + 1,
hence (21) holds.
The lemma is a direct consequence of (19)–(21). 
The main result of this subsection, which is stated below, follows from Corollary 5.4 and the
previous lemma.
Theorem 5.3. Let λ+ < ρm and λ− > ρm,λ+ . Then GA,m has a unique positive definite fixed
point X¯ and
lim
k→∞G
k
A,m(X) = X¯
for all X > 0.
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