This paper focuses on recommender systems based on item-item collaborative filtering (CF). Although research on item-based methods is not new, current literature does not provide any reliable insight on how to estimate confidence of recommendations. The goal of this paper is to fill this gap, by investigating the conditions under which item-based recommendations will succeed or fail for a specific user.
INTRODUCTION
Confidence in recommender systems is defined as the system's trust in its recommendations. Both algorithm and user-interface designers can benefit from observing confidence scores. From the algorithmic point of view, given two recommenders that perform similarly on some quality metrics, it can be desirable to choose the one that can provide more confident recommendations [18] . From the user-interface point of view, adding a confidence display to a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. list of recommended items has the potential to improve user trust in a recommender system [8, 19] .
This work first focuses on confidence estimation in item-based (or item-item) collaborative filtering (CF) recommender algorithms. Results are later extended to model-based matrix-factorization (MF) algorithms.
Given a set of users, a set of items and a set of ratings (collected either implicitly or explicitly), item-based CF techniques use available ratings to build relationship between items in the form of an item similarity matrix, in order to predict ratings for the unknown user-item pairs, or provide a list of items that the user might find relevant.
Estimating confidence of rating predictions from CF algorithms has been a topic of interest in the literature [8, 18] . Most works relay on the empirical intuition that CF recommenders tend to improve their accuracy as the amount of data over users or items grows [3] . Other works design ad-hoc algorithms able to simultaneously predict ratings and estimate confidence of predictions [13] . However, little research has been performed toward identifying reliable and easy-to-derive confidence estimates for CF recommenders.
The goal of this paper is to complement existing works by investigating the theoretical foundation of confidence estimation in item-based CF recommendations and to experimentally explore the following research question:
RQ: are there any requirements a user profile must exhibit in order to receive "good" recommendations from an item-based algorithm?
We show that item-based methods are analogous to an eigenvalue problem, where each user profile (i.e., the vector of ratings from a user) is a left eigenvector of the similarity matrix. Moreover, each user is associated with an eigenvalue, and the magnitude of the eigenvalue is correlated with the accuracy of recommendations for that user [7] . We call this analogy the eigenvector analogy.
The eigenvector analogy leads to a number of interesting properties of item-based methods, that will be empirically demonstrated through the rest of the paper:
(1) each user in the user-rating matrix is associated with a corresponding eigenvalue; (2) the magnitude of the eigenvalue is proportional to the accuracy of recommendations for that user and it is a reliable measure of confidence for predicted ratings; (3) users with eigenvalues close to zero will receive poor quality recommendations, regardless of the item-based model.
It is worth noting that the eigenvector analogy does not make any assumption on how the similarity matrix has been computed, but in this paper we will focus on item-based CF approaches. We later extend the results to model-based matrix-factorization algorithms [4] .
Thanks to the eigenvector analogy we introduce a new confidence parameter, analogous to the eigenvalue, that we call the eigenvalue confidence index. Experiments show that the correlation between quality of recommendations for a user and number of ratings in the user's profile, studied in past research work [3] , is not always strong. We show that the eigenvalue confidence index is a much better predictor of the quality of recommendations than the number of ratings in then user profile.
In summary, we make the following contributions:
• We investigate some theoretical properties of item-based algorithms leveraging a similarity with the eigenvalue problem, which has never been explored by existing literature. To the best of our knowledge, this is the first attempt to provide a theoretical evidence of accuracy capabilities of item-based methods.
• We provide a reliable way to estimate confidence of recommendations to a given user for CF item-based algorithms.
• We extend these results to model-based matrix-factorization algorithms.
• We provide extensive empirical evidence on five datasets that the quality of recommendations to a given user is strongly correlated with the eigenvalue confidence index associated with that user.
The rest of the paper is organized as follows. In Section 2 the relevant existing methods are presented. Section 3 introduces the details of the eigenvalue analogy. Section 4 describes how to compute the eigenvalue confidence index. Sections 5 and 6 present the results of the experimental evaluation, together with the methodology and the datasets used for the evaluation. Finally, Section 7 provides some concluding remarks.
RELATED WORKS
Although there is a vast literature on item-based methods, the evaluation of their predicting capabilities, in terms of accuracy of recommendation lists, is purely empirical and has never been formally investigated.
Some works in the literature propose methods to empirically estimate the quality of recommendations (i.e., confidence of predictions). The estimated confidence is either used to improve the recommendation algorithm [10, 15] or to provide explanations to users [2, 8, 19] .
Adomavicius et al. [1] observe that recommendations tend to be more accurate for users and items exhibiting lower rating variance. However, their approach can be applied only to explicit datasets. Cremonesi et al. [3] empirically show that there is some correlation between number of ratings in the user profile and recall of recommendations, while there is no correlation with perceived relevance or satisfaction. Shyong et al. [19] empirically show that the total number of ratings for each item is related to the mean-absoluteerror (MAE) of predicted ratings. Koren et al. [13] empirically estimate whether a model's predicted rating is within one rating level of the true rating. Mazurowski [15] shows that re-sampling of ratings and injection of noisy ratings can be both used to empirically estimate confidence of prediction. However, this method is computationally expensive as it requires to retrain the model several times in order to have reliable confidence estimates.
A disadvantage of these approaches is that confidence estimation is based only on user and item statistics, without taking into account the properties of the prediction model. Most works focus on estimating confidence for individual rating predictions, and as such they are limited to explicit datasets.
In this work we introduce a different concept of confidence, which is more suitable for Top-N recommendation scenarios and works for both implicit and explicit datasets. We propose a method for estimating recommendation confidence which takes into account the ranking performance of the algorithm for each user. Our method does not take into account only the statistics of the ratings (the user-rating matrix), but also the structure of the model (the similarity matrix), and as such is able to provide better confidence estimates with respect to other approaches.
PROBLEM FORMULATION 3.1 Notation
In this paper, all vectors are represented by bold lower case letters and they are row vectors (e.g., r u ), unless differently specified. All matrices are represented by bold upper case letters (e.g., R, S). A predicted value is denoted by having a˜(tilde) over it (e.g.,R). We use calligraphic letters to denote sets (e.g., R + ).
Matrix R will be used to represent the user-item rating matrix (URM) of size N U × N I (number of users × number of items).
Symbols u and i are used to denote individual users and items, respectively. An entry r ui in R is used to represent the feedback information for user u on item i. User-rating matrices can be both explicit or implicit. In the first case, r ui corresponds to the rating value given by user u to item i. In the second one, if user u has provided a positive feedback for item i, then the corresponding value r ui is 1, otherwise it is 0 (i.e., R is a binary matrix). The u-th row of the user-rating matrix R is represented by the row vector r u , and it referred to as the user profile.
Matrix S will be used to represent an item-based similarity matrix of size N I × N I . An entry s i j in S measures how similar is item i with item j and it is somehow related to the probability that, if users like item i, they will also like item j. The j-th column of the similarity matrix S is represented by the column vector s j . Note that the similarity matrix is not necessarily symmetric, i.e., s i j can be different from s ji .
Motivation
The methods developed in this work are motivated by the analogy between the generic formulation of an item-based model and the eigenvector problem.
A generic item-based model predicts the ratingsr u of a user u for all items as r u S =r u (1) where r u is the profile of the user and S is a similarity matrix.
Our goal is to find a solution S to equation (1) which is different from the identity matrix (in such a case, each item is identical to itself and different from all other items). The above equation can be used to model any type of item-based method, the only difference being on how matrix S is computed. For instance, matrix S can be a traditional KNN similarity computed with the cosine between vectors of item ratings (CF) or item attributes (CBF) [6, 14] . Alternatively, matrix S can be directly estimated from the URM using a machine learning approach, as with SLIM methods [17] .
We now assume to have an ideal item-based recommender, able to predict all the user ratings (both known and unknown).
Because of this assumption, we can rewrite (1) for an ideal itembased method as
The item-based model described by (2) is analogous to the left eigenvector problem
where r u is a left eigenvector of matrix S and λ u is the corresponding eigenvalue. 1 Eigenvectors of S are the only non-trivial solutions to (3), the trivial solution being r u = 0 [11] .
There is one important difference between the original formulation (2) and the eigenvector formulation (3). In the original "ideal" formulation (2), predicted ratings are equivalent to the ratings in the user profiler
In the eigenvector formulation (3), predicted ratings are equivalent to the ratings in the user profile multiplied by the eigenvalue associated with the userr
The two formulations coincide if and only if λ u = 1 for each user u. The original formulation (2) has the property of providing recommendations which are perfect in terms of error metrics, such as RMSE and MAE.
The same property does not generally hold for the eigenvalue formulation, as eigenvalues can be smaller or larger than one, or they can even be complex numbers.
However, the eigenvector formulation (3) has still the property of providing recommendations which are perfect in terms of Top-N and ranking metrics, such as precision, recall, MAP and NCDG. This happens because, for a given user u, the corresponding eigenvalue λ u is constant and the items in the predicted vector of ratings have the same ranking of the items in the user profile.
Another interesting property emerges from the analysis of (4): if, for a given user u, we have λ u = 0, the predicted ratings for that user are all identical and equal to zero. For such a user, even a perfect item-based method that satisfies the eigenvector formulation described by equation (3) will not be able to make predictions for that user.
More in general, for each user, the corresponding eigenvalue can either flatten out (if very small) or amplify (if very large) the differences between predicted ratings. The closer an eigenvalue is to zero, the more difficult will be for the item-based method to correctly rank items and to distinguish between relevant and non-relevant items.
Thanks to the properties of eigenvalues in item-based methods, we can provide an answer to our research question, with the following observation: Observation 3.1. When using an ideal item-based method, eigenvalue λ u can be used to predict the accuracy of recommendations for user u. The larger is the eigenvalue, the more accurate will be the predictions.
In other words, we can say that the eigenvalue of a user can give us an estimation of the confidence we can have on the recommendation list generated for that user. In this case, with confidence we do not intend the ability to predict the correct rating of a user for an item, but instead how accurate we expect the recommendation list to be, where the accuracy depends on how many relevant items are recommended.
It is important to point out that, based on our observation, users with the same profile length but with different ratings might have different eigenvalues (i.e., different accuracy of recommendations).
FROM THEORY TO PRACTICE
From a practical point of view, given a similarity matrix S, we can not guarantee to satisfy all the conditions necessary for the eigenvector analogy:
• matrix S is not guaranteed to be ideal, i. e. we are not sure that it preserves the correct ranking of each user profile, • a user profile r u is unlikely to be an eigenvector of matrix S and, consequently, the corresponding λ u will hardly be an eigenvalue. Anyway, the intuition about the correlation between the parameter that solves Equation 3 and the accuracy of the recommendation is still valid. For correctness, we do not call this parameter eigenvalue, because it is not guaranteed that it satisfies all the necessary conditions, but we will use the term eigenvalue confidence index.
Rewriting Equation 3 in matrix form we have
where R is the user-rating matrix, S is the similarity matrix and Λ is a diagonal matrix with eigenvalue confidence indices on its diagonal:
associated with a user and corresponds to a user profile r u in R.
A unique solution for Λ can be found by using the Moore-Penrose pseudoinverse 2 R + of the user rating matrix R and solving the equation
However, the computation of the pseudoinverse is very expensive in terms of memory and time consumption and this solution to the problem becomes intractable with large datasets.
For this reason we approximate the computation of the eigenvalue confidence indices with a different approach. We consider the model described by (5) as a regression problem with loss function E(Λ) defined as the sum of squared errors
A unique solution for Λ is obtained by minimizing the convex optimization problem
We solve the minimization problem using stochastic gradient descent. Deriving the loss function E(Λ) we obtain the gradient
and the update rule
From equation (10) we observe two interesting properties:
• there are N u independent problems, one for each user • for each user, the parameter to estimate is updated only when the value of the interaction r u j is non-zero.
These properties speedup consistently the solutions of (8), since they reduce the number of computational steps and divide the problem into several parallelizable tasks. Note that Λ depends on both the user rating matrix R and the similarity matrix S, which means that, even on the same dataset, we may have different values for the eigenvalue confidence index of a user, depending on the algorithm used to compute S.
Extension to Matrix-Factorization
Matrix-Factorization (MF) algorithms factorize the user-item rating matrix R to a product of two lower rank matrices, one containing the so-called user factors (A), while the other one containing the so-called item-factors (B)
Examples of MF algorithms are SVD++ [12] and OrdRec [13] . MF algorithms can be re-designed so that user factors are approximated in terms of a new set of item factors C A = RC
providing a model-based formulation for MF algorithms
Examples of model-based MF algorithms are AsySVD [12] and PureSVD [4] . By comparing (13) with (5) we can consider the product CB equivalent to a similarity matrix S. As such, we can extract eigenvalue confidence indices also from the model-based formulation of MF algorithms. 
Evaluation Methodology
To evaluate the performance of the algorithms we employed leaveone-out. We kept only users with at least 2 ratings in the dataset and the test set was built by randomly selecting one of them among most popular items. 8 All the other interactions compose the training set, that is used to build the model and get the similarity matrix S. That matrix is used to generate a ranked list of N items for each user (top-N recommendation task), solve the regression problem and calculate the eigenvalue confidence indices. We performed several tests with different values of N , but, since the results were similar, in this paper we will report only the results with N = 10.
We evaluated the models by comparing the ranked list of recommended items with the item in the test set and we measured recommendation quality using both classification metrics and rankingdependent metrics [9, 18] : Hit-Rate (HR), Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain (NDCG).
To measure the correlation between quality of recommendations and confidence indices, we used Spearman's rank correlation coefficient and Pearson's correlation coefficient. Pearson's correlation is a very common measure of the linear correlation between two variables. However, in our case we are not trying to prove that the correlation is explicitly linear, but, instead, we are interested to show that it is monotonically increasing, a behaviour better described by Spearman. 9 As baseline confidence indices, we used the profile length, as proposed in [3] , and the variance of the user ratings, as proposed in [1] . This last confidence index is available only on explicit datasets.
To measure the correlations we ordered and grouped users by increasing values of the confidence index. Each group is composed by 200 users and is represented by the average of both the metric value and the parameter value of the users in it. Note that LastFM is a peculiar dataset, because it has a low number of users, so we adopted smaller groups of 50 users each to avoid that a low number of points could influence too heavily the real value of the correlation.
Algorithms
To calculate the similarity matrix S we used an item-based CF algorithm and a model-based matrix-factorization algorithm.
ItemKNN is a neighborhood based method that computes the item-item similarities s i j as the cosine of the ratings between item i and item j [5] . PureSVD is a machine learning approach based on Singular Value Decomposition of the user rating matrix [4] . It has been shown to be equivalent to an item-based method where the similarity matrix is obtained from the product between the items' latent factors matrix calculated by SVD and its own transpose [16] .
Note that we did not tune the algorithms for best absolute performance, as our interest is not to maximize recommendation accuracy, but, rather, we wish to explore if a correlation exists between accuracy of recommendation and confidence indices. Table 2 reports the accuracy of the different algorithms over the various datasets.
RESULTS AND DISCUSSION
In this section we compare the quality of the eigenvalue confidence index λ u , with the profile length PL, described in [3] , and with the user rating variance σ u , described in [1] . We expect λ u and PL to be positively correlated with accuracy of recommendations, while σ u to be negatively correlated with accuracy. Tables 3 and 4 show Pearson's and Spearman's correlation coefficient values for both the algorithms over implicit and explicit datasets, respectively. 9 Please note that we also tested Kendall's coefficient, but the results were very similar to Spearman's ones, so, for brevity, we will not report them in this paper.
The results over implicit datasets in Table 3 show that the eigenvalue confidence index λ u is a better confidence estimator than profile length in every tested configuration. For instance, λ u is, on average, 3 times more correlated with MAP@10 than the profile length, and this ratio is consistent among datasets and correlation metrics. The profile length, instead, exhibits an unexpected inverse (negative) correlation with accuracy on the LastFM dataset.
The results over explicit datasets in Table 4 confirm the eigenvalue confidence index λ u as the best confidence estimator. Taking also in this case the MAP@10 performance as an example, on average λ u is 4 times more correlated than the profile length and 2.5 times more correlated than the user rating variance. The user rating variance has a consistent behaviour among the different datasets, metrics and algorithms, even though it does not show a good correlation on the Netflix dataset. The profile length confirms an inconsistent behaviour, with negative correlations on the Netflix dataset.
In order to further investigate the predictive behaviour of the different confidence indices and the inconsistent behaviour of the profile length, Figures 1 and 2 plot MAP@10 on Movielens and Netflix datasets, respectively, as a function of the confidence indices.
Users have been sorted and grouped following the same procedure described in Section 5.2, but we used bigger groups of 2000 users each, in order to reduce the noise and have smoother curves. Note that, for an optimal visualization, in these plots the eigenvalue confidence indices have been normalized to have the same range of values.
We also fixed the superior limit of the horizontal axis in the profile length plot, Figure 1b , keeping out only the last point of the graph, in order to better show the behaviour of the correlation with shorter profiles, where the density of the points is sensibly higher.
The first plot of both figures highlights the monotonicity of the correlation between the eigenvalue confidence index λ u and the MAP@10 performance. Moreover, the values of λ u are uniformly distributed in the range between the minimum and the maximum.
The decreasing monotonicity of the user rating variance is less evident and noisier if compared to the λ u increasing one, which explains the low values of the correlation coefficients.
More peculiar are the plots for the profile length PL in Figures  1b and 2b . For both algorithms on Netflix, and for PureSVD on Movielens, the plots are divided into three regions, based on the profile length, each one with different properties.
• Short profiles -profiles with less than 20 ratings: there is a very strong correlation between profile length and accuracy. A possible explanation for this behaviour derives from the consideration that users with very short profiles will likely have rated mainly popular items or items within one specific category (for instance, only action movies) [4] . The recommender algorithm is able to well model these users, and the model improves its quality with the number of ratings in the user profile. Users with longer profiles will likely have rated more diverse items, and this diversity makes the recommendation task more difficult. For these users, the longer is the profile length, the greater is the confusion for the algorithm in correctly modelling users' taste. Only when the number of ratings in the profile is large enough, the algorithm is able to correctly capture the diverse interests of the user on to provide more and more accurate recommendations.
A similar inversion of correlation is present for the eigenvalue confidence index, limited to ItemKNN (Movielens) and PureSVD (Netflix). However, this inversion is limited in amplitude and does not affects significantly the overall correlation between eigenvalue confidence index and accuracy.
CONCLUSIONS
In this paper we investigate confidence estimation for item-based CF algorithms. We show that an ideal item-based method can be formulated as an eigenvalue problem, where estimated ratings are equivalent to the true ratings multiplied by a user-specific eigenvalue of the similarity matrix. We show that the magnitude of the eigenvalue is strongly correlated with the accuracy of recommendations for that user and it can provide reliable measure of confidence for predicted ratings. Thanks to the eigenvalue analogy, we present a new confidence index. Experiments show that the proposed confidence index outperforms other approaches in estimating reliability of recommendations. The results presented in this paper are not limited to item-based methods but can be used also with a broad class of model-based matrix-factorization algorithms. 
