Countable-state, continuous-time Markov chains are often analyzed through simulation when simple analytical expressions are unavailable. Simulation is typically used to estimate costs or performance measures associated with the chain and also characteristics like state probabilities and mean passage times. Here we consider the problem of estimating derivatives of these types of quantities with respect to a parameter of the process. In particular, we consider the case where some or all transition rates depend on a parameter. We derive derivative estimates of the infinitesimal perturbation analysis type for Markov chains satisfying a simple condition, and argue that the condition has significant scope. The unbiasedness of these estimates may be surprising-a "naive" estimator would fail in our setting. What makes our estimates work is a special construction of specially structured parameteric families of Markov chains. In addition to proving unbiasedness, we consider a variance reduction technique and make comparisions with derivative estimates based on likelihood ratios. 
the effect of changing the state the process goes to upon leaving state x. Consequently, it would appear that even arbitrarily small changes in q(x, y) could have drastic effects on the sample paths of the process. But the effect of parameter changes on individual sample paths depends entirely on how one constructs a parametric family of processes. The main contribution of this paper is to identify a construction (available for chains satisfying the condition above) in which changes in state transitions due to parameter changes are quickly corrected.
Using this construction, we obtain unbiased derivative estimates for a class of continuously accumulated, finite-horizon performance measures. However, our method cannot handle arbitrary random horizons; in particular, we must exclude the passage times that typically define a regenerative cycle. Our results do not, therefore, extend immediately to steady-state derivative estimation. While here we only consider continuous-time chains, our results are applicable in discrete time as well, because discrete-time chains can be embedded in continuous-time processes. Glasserman (1990) works out the details.
In Section 1, we describe our problem more precisely. Our special construction is outlined in Section 2, but the intricate details are left to Section 8. Based on this construction, we derive the algorithm presented in Section 3. Implementation of the algorithm does not require the special construction, so a reader uninterested in the detailed derivation may read Section 3 without reading Section 8. Section 4 considers the scope of our main condition and includes examples. Section 5 applies a variance reduction technique and shows how to modify the algorithm of Section 3 accordingly. In Section 6 we consider a different class of derivative estimates based on the likelihood ratio method. This method appears to be applicable with few restrictions. But our experienceconsistent with that of others-is that when both methods are available, perturbation analysis yields better estimates. Some comparisons are made in Section 7. Longer proofs are collected at the end.
PRELIMINARIES
Following standard notation, we use Q to denote the generator matrix of a continuous-time, countablestate Markov chain {Xt, t > O}. As usual, q(x, y) is the instantaneous rate of transition of X from x to y. Our presentation is simplified if we assume from the outset that Q is conservative and has no absorbing or instantaneous states-i.e., for every state x: o < q(x) -q(x, x) = X q(x, y) < oo. yOx We also assume that every row of Q has finitely many nonzero entries.
We consider a parametric family {Q(O), 0 E 01 of Markov chains in which the elements of Q depend continuously and, in fact, differentiably on 0. The argument 0 will usually be suppressed. Henceforth, we take 0 to be scalar. For vector parameters, gradients can be obtained by considering separately derivatives with respect to individual components. We fix the initial state, X0, but any initial distribution independent of 0 would do.
When we consider changes in 0, we understand that Q preserves its character as a conservative generator. Thus, when we increase q(x, y) by 6, we get a corresponding decrease 6 
OUTLINE OF THE CONSTRUCTION
We construct a continuous-time Markov chain from a sequence of independent, unit mean exponential random variables { Zi, i = 1, 2, . .. 1. There are many ways such a construction can be effected; before presenting a new way, we briefly describe a more obvious approach and why it fails.
Suppose that the process starts in state xo. A standard construction assigns one Zi to each pair of states (xo, yi) for which q(xo, yi) > 0 and simultaneously determines the first holding time and transition as follows. Think of assigning a "clock" to each possible transition (xo, yi); the clock runs at rate q(xo, yi) and is initialized to Zi. The ith clock is scheduled to run out at Zi/q(xo, yi). If it is the first to run out, then Zi/q(xo, yi) becomes the holding time in x0, and the next state is yi. After the transition, previously scheduled clocks are simply discarded, and new random variables from the sequence {ZJ} are assigned to the possible transitions out of the new state. Clearly, under this construction, even a very small change in some q(xo, y) can completely change the sequence of states, making L discontinuous. Indeed, Heidelberger et al. show through explicit calculation that a derivative estimator based on this type of construction for a birth-death process converges to the wrong value.
The less obvious construction we propose modifies this approach, taking advantage of special structure. The condition we require is as follows:
Condition CM. For any pair of states yi, Y2, if there is a state x for which q(x, yj) > 0 and q(x, Y2) > 0, then there must also be a state x' for which q(y1, x') >0 and q(y2, x')>0.
If we think of the state space of a Markov chain as a directed graph with an arc from x to y whenever q(x, y) > 0, then the condition is that every pair of states with a common immediate predecessor must have a common immediate successor. In the case of a birth-death process, for example, the pairs of states with a common predecessor are all of the form (x -1, x + 1) and have a common successor x (which is also the common predecessor).
For a chain satisfying CM, if y' and Y2 have a common predecessor, let K(y1, Y2) = K(y2, yj) be a common successor. Generate the first holding time and state transition as described above; suppose these are determined by Zj/q(xo, yj). Following the transition to yj, we re-use the residual time on the other clocks. The memoryless property applied to the other assigned Z1's implies that, conditional on Zi/q(xo, vi) > Zj/q(xo, yj), the quantity Zi/q(xo, y) -Zj/q(xo, yj) is exponentially distributed with its original mean, q-'(xo, yi). Thus, under the same condition, the residual time q(xo, yi) q(x0, yj) has a unit-mean exponential distribution. Assign this residual time on clock i to (y,, x'), where x' = K(yi, yj) (yi and yj have xO as a common predecessor). If it is the only clock assigned to this transition, run it at rate q(yj, x'). If m (residual) clocks are assigned to the same transition (yi, x') run each at rate q(yj, x')/m. (Recall that the minimum of m independent exponential random variables with rate X/m is exponential with rate X.) If, following this reassignment, there is a state z with q(yj, z) > 0 to which no clock has been assigned, then to each such z assign a new clock running at rate q(yj, z) and initialized to a freshly drawn, unit-mean exponential random variable. Repeat the whole procedure at each transition.
For example, consider the fragment of a state space depicted in Figure 1 . If the process is started in state xO, clocks 1 and 2 may be assigned to transitions (xo, Yi) and (xo, Y2), respectively. If clock 1 runs out first, then the process moves to state y' and clock 2 is reassigned to (Yl, x'). A new clock (clock 3) is assigned to (yv, z). If the first transition is, instead, to state Y2, 
is assigned to x' = K(yj, yi); and since initially Zj/q(xo, yj) < Zi/q(xo, yi), (1) is close to zero whenever 6 is small. For sufficiently small 6, the transition out of yi is necessarily to x'. Thus, if initially the first three states were x0, yj, x', then for 6 just large enough to introduce an order change, the new sequence will be x0, yi, x'; and, at that value of 6 at which the sequence changes, the holding time in the second state is zero. (The reader can verify that neither of these conclusions holds under the first construction described above.) If, under the perturbation 6, the process reaches x' through yi rather than yj, we may still assign clocks to transitions out of x' in the same way we would have if the second state had been yp. This ensures that (with high probability) the future evolution of the process is unaffected by the change in the second state. These arguments are made precise in Lemma 1. Step 3. After NT transitions, stop incrementing L V .
THE ALGORITHM
After n transitions, stop incrementing LI.
The three cases (6)-(8) implicitly reflect how small "perturbations" propagate from one clock to another. Some intuition for the form of these rules is given in Section 8.2, following a more detailed description of how clocks are assigned and reassigned.
In Section The notation of the algorithm assumes a separate sequence {bi(x)l for each state x. But because the algorithm has only a one-step memory, it is never necessary to store more &i values than the number of possible next transitions, which is generally small. Even so, associating accumulators with states presupposes some enumeration of the state space, which can be burdensome. For physically meaningful systemsthe kind usually simulated-simpler implementations may be possible. We return to this point in the next section when we consider Jackson networks.
Section 5 shows that the algorithm lends itself well to discrete-time conversion, yielding lower-variance estimators with only minor modification.
SCOPE OF CONDITION CM
Our algorithm only yields correct results-indeed, can only be implemented-on Markov chains satisfying condition CM; hence, we should investigate the scope of this condition. In this section, we discuss some examples that satisfy CM and make some general remarks on this condition. 
Example 3. (Perturbing Routing Probabilities).
Perhaps the most striking difference between the estimators derived here and earlier infinitesimal perturbation analysis algorithms is that our estimators can be used when 0 parameterizes the routing matrix, and not just the service times. If n = (n1, . . ., nm) with ni > 0, and if 4i is the service rate at i, then q(n, n -ei + ej) = giPij; every nonzero, off-diagonal element of the generator matrix is a product of a service rate and a routing probability. In parameterizing Q by 0, it makes no difference which factor (wi or Pij) depends on 0. Of course, for the network to satisfy CM, P must satisfy an analogous common successor condition, as explained in Example 2; hence, this method is only applicable with specially structured networks. When CM is not satisfied, it is tempting to try to extend the applicability of our method by replacing the true generator Q with a modified generator QE Glasserman (1988b Glasserman ( , 1991 . It is important to stress that the key condition in these references, though superficially similar to CM, does not coincide with CM even when restricted to Markovian GSMPs. Neither condition implies the other, though there is overlap. Even when both conditions are in force, the corresponding derivative estimates may be different. A detailed comparison is not possible without the extensive GSMP notation. For Jackson networks, the difference may be summarized as follows. Results in Glasserman (1 988b, 1991) place essentially no restrictions on the routing topology (compare Example 2) at the expense of strong conditions on the statedependence allowed. Also, these results require that the routing not depend on the parameter of differentiation.
Finally, let us point out a limitation (alluded to earlier) associated with the performance measures we may consider. We cannot, in general, replace the time horizon T or Tn with the passage time to a state. Speaking loosely, what CM guarantees is that if a change in 0 causes X to jump to the "wrong" state, under a sufficiently small change, the next jump will be to the "right" state. This allows the jump epochs Tn to be continuous in 0; see Lemma 1. But this correction is too coarse for passage times. If a parameter perturbation changes the state of the process for even a very short time, an entrance to a specified state may be created or eliminated, thus introducing a discontinuity in the passage time to that state. A consequence of this limitation is that our results are not immediately extensible to regenerative simulation. In examining the effect of run length on variance it makes sense to consider, for example, L2(n)/n since this usually has variance O(n-') (whereas the variance of L2(n) may increase without bound). If 2(n) and 2a(n), respectively, denote the variances of the perturbation analysis and likelihood ratio derivative estimates of L2(n)/n, then typically al(n) O(n-') and 2(n) 0(n).
For example, we can expect the variance of L2(n) to be 0(n); that of the differentiated likelihood ratio is often also 0(n) as noted above. Multiplying the differentiated likelihood ratio by L2(n)/n we expect to obtain an estimator with variance 0(n), because, for large n, L2(n)/n is roughly a constant. The comparison in (16) can be verified exactly in special cases, and is also consistent with computational experience. As an illustrative example for experimental comparison we chose a finite state birth-death process. relative efficiencies; for each n, the number in the last column is how many times more efficient than the LR estimate is the corresponding PA estimate. These suggest that, very quickly, the smaller variance associated with the perturbation analysis estimate dominates the increased computational requirement. (The average CPU times per thousand replications per n for the two methods are 3.6 and 1.9 seconds, and 3.2 and 1.7 seconds with discrete-time conversion.) Similar results were observed with other examples. Our experience (not shown explicitly in the tables) is that the direct benefit in computation time from discrete-time conversion is modest-about 10%. The direct effect on variance (also modest) is indicated by the slightly tighter confidence intervals. (Theoretically, however, the benefit from conversion can be arbitrarily large or small; see Example 1 of Fox and Glynn 1990.) Overall, our experience is that converting to discrete-time benefits estimates of L, and L2 more than estimates of their derivatives, and benefits the likelihood ratio method a bit more than perturbation analysis (compare the last columns of the two tables). However, it is unclear if such conclusions can be drawn more generally.
DERIVATION OF THE ESTIMATOR
We now detail the construction outlined in Section 3, and show how Algorithm 1 follows from this construction.
The Construction
We construct a Markov process with generator Q(O) for a range of 0 values. There are two parts: We first follow the steps outlined in Section 3 at a "nominal" value 00. This is the value at which the actual simulation would take place. We then "perturb" the evolution of the nominal process to obtain a Markov process with generator, say Q(Oo + h).
We begin at some 00 but suppress the parameter. As 
The Estimator
We now show how to calculate sample path derivatives resulting from the construction of the previous section. The result, as proved in Theorem 1, is an unbiased derivative estimate. This form of the estimate requires keeping track of the evolution of the clocks. In Section 8.3, we modify the estimate to make it applicable without reference to clocks, and obtain Algorithm 1.
/ GLASSERMAN
For notational convenience, we use qi(j) for the rate at which clock j is run down during [ One way to implement our derivative estimate generates sample paths of a Markov process using the construction in Section 8.1 and applies the recursion for {Dn(j)} of Section 8.2. However, it is neither necessary nor particularly desirable to use the construction in applying the estimate. Indeed, if the algorithm is to be applied to observation of a real system, then using our special construction is not even an option.
Algorithm 1 keeps track only implicitly of how the clocks would be evolving if they were driving the process. It depends only on X = {Xt, t > 0}, and not on the mechanism that generates X. In fact, we now show that the Li', i = 1, 2 computed by Algorithm 1 are just E[dL1/dO I X], i = 1, 2. Once conditioned on X, the estimators depend only on X, and can be applied to sample paths observed or simulated by any means. In particular, they can be coupled with specialized, efficient methods for simulating Markov chains (such as the one described in Fox 1990) which are otherwise incompatible with our construction. (00 -h, 0o + h). We refer to either of these cases as multiple order changes.
If
To consider the probabilities of these events, we first need to bound the change in the ri due to changes in h. Let Ii be the infimum over h for which a multiple order change occurs in (00 -h, 00 + h) (h is strictly positive with probability one). For h < h, the Tri 
Using the mean value theorem (or expanding the exponential in a Taylor series), the right side can be
