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A SEMICLASSICAL PERSPECTIVE ON MULTIVARIATE
ORTHOGONAL POLYNOMIALS
MARI´A A´LVAREZ DE MORALES, LIDIA FERNA´NDEZ, TERESA E. PE´REZ,
AND MIGUEL A. PIN˜AR
Abstract. Differential properties for orthogonal polynomials in several vari-
ables are studied. We consider multivariate orthogonal polynomials whose
gradients satisfy some quasi–orthogonality conditions. We obtain several char-
acterizations for these polynomials including the analogous of the semiclas-
sical Pearson differential equation, the structure relation and a differential–
difference equation.
1. Introduction
In the univariate case, a semiclassical moment functional u is a quasi–definite
functional satisfying a distributional Pearson equation
(1) D(φu) = ψu
where φ and ψ are polynomials with deg(ψ) ≥ 1. They constitute a natural ex-
tension of classical functionals (Hermite, Laguerre, Jacobi, and Bessel) and they
have been extensively analyzed during the last two decades (see [6], [15]). Obvi-
ously, the sequence {pn}n of orthogonal polynomials associated with u is also called
semiclassical.
The distributional Pearson equation (1) plays a key role in the study of dif-
ferential properties of semiclassical orthogonal polynomials. In fact, this equation
allows us to characterize semiclassical polynomials as the only sequences of orthog-
onal polynomials satisfying one of the following equivalent properties:
(a) the so–called structure relation,
(b) the quasi–orthogonality of the derivatives,
(c) the second order differential–difference relation.
For further properties and characterizations see, for instance, [15].
In the multivariate case, we will call semiclassical a quasi–definite moment func-
tional u satisfying the matrix Pearson–type equation
div (Φ u) = Ψt u,
where Φ is a d×d symmetric polynomial matrix and Ψ is a d×1 polynomial matrix
with degΨ ≥ 1, and such that det〈u,Φ〉 6= 0. Of course, this definition includes all
the “classical” moment functionals in the usual literature ([2, 8, 9, 10, 13, 14, 16]).
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The aim of our contribution is to analyze the extension of characterizations (a),
(b), and (c) to the multivariate case by means of a matrix formalism. In the
bivariate case, the first of these three characterizations was the main result of a
previous publication (see [1]). The two other characterizations constitute the main
objective of this work.
The structure of the paper is the following. In Section 2, a basic background
about moment functionals and multivariate orthogonal polynomials is given in or-
der to allow the reader to be familiar with such concepts. In Section 3 we present
two new characterizations for sequences of multivariate semiclassical orthogonal
polynomials. Theorems 3.3 and 3.4 are, respectively, the extensions of the quasi–
orthogonality of the derivatives and the differential–difference relation satisfied by
semiclassical orthogonal polynomials in one variable. Finally, in Section 4 we ex-
plore two non–trivial examples of multivariate semiclassical orthogonal polynomials.
2. Background
We denote by P the linear space of polynomials in d variables with real coeffi-
cients, and by P ′ its topological dual (see [15]). Let Pn be the set of real polynomials
of total degree not greater than n, and Πn the space of homogeneous polynomials
of degree n in d variables. It can be observed that
dimPn =
(
n+ d
n
)
and dimΠn =
(
n+ d− 1
n
)
= rn.
LetMh×k(R) be the linear space of (h× k) real matrices, andMh×k(P) the linear
space of (h× k) polynomial matrices. In addition, Ih represent the identity matrix
of order h.
If M = (mi,j(x, y))
h,k
i,j=1 represents a (h × k) polynomial matrix, we define the
degree of M by
degM = max{degmi,j(x, y), 1 ≤ i ≤ h, 1 ≤ j ≤ k} ≥ 0.
Now, we review some basic definitions and tools about multivariate orthogonal
polynomials that we will need in the rest of the paper. For a complete description
of this and other related subjects see, for instance, [1, 3, 5, 11, 12, 16, 17].
Let N0 be the set of nonnegative integers. For α = (α1, . . . , αd) ∈ N
d
0 and
x = (x1, . . . , xd) ∈ R
d we write xα = xα11 · · ·x
αd
d . The number |α| = α1 + · · ·+ αd
is called the total degree of xα.
Let {µα}α∈Nd0 be a multi–sequence of real numbers and let us denote by u, the
only linear functional in P ′ satisfying
〈u, xα〉 = µα.
where, as usual, 〈 , 〉 stands for the duality bracket. Then, u is called the moment
functional determined by {µα}α∈Nd0 , and the number µα is called the moment of
order α.
Let (Pnα )|α|=n be a sequence of polynomials of total degree n. Using the matrix
notation introduced in [11, 12] and [17], we can denote by Pn the vector polynomial
Pn = (P
n
α )|α|=n = (P
n
α(1)
, Pn
α(2)
, · · · , Pn
α(rn)
)t ∈Mrn×1(Pn),
where α(1), α(2), · · · , α(rn) are the elements in {α ∈ Nd0 : |α| = n} arranged accord-
ing to the lexicographical order.
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When {Pm}
n
m=0 is a basis of Pn for each n ≥ 0, then {Pn}n≥0 is called a
polynomial system (PS).
Definition 2.1. We will say that a PS {Pn}n≥0 is a weak orthogonal polynomial
system (WOPS) with respect to u if
(2)
〈u,PnP
t
m〉 = 0, m 6= n,
〈u,PnP
t
n〉 = Hn,
where Hn ∈Mrn(R) is a non singular matrix.
This definition means that every polynomial component in Pn, is orthogonal to
all the polynomials of lower degree, but two polynomial components of the same
degree don’t have to be orthogonal.
A moment functional u is said quasi–definite if there exists a WOPS with respect
to u ([8]).
Now, we are going to recover the three term recurrence relation for orthogonal
polynomials in several variables ([3, 11, 12, 17]). This relation takes a vector-matrix
form and it plays an essential role in understanding the structure of orthogonal
polynomials, as in the univariate case.
For n ≥ 0, there exist unique matrices An,i ∈ Mrn×rn+1(R), Bn,i ∈ Mrn×rn(R)
and Cn,i ∈Mrn×rn−1(R), i = 1, 2, . . . , d, such that
(3) xi Pn = An,i Pn+1 +Bn,i Pn + Cn,i Pn−1, 1 ≤ i ≤ d,
where P−1 = 0 and C−1,i = 0.
Moreover, rankAn,i = rankC
t
n+1,i = rn and rankAn = rankC
t
n+1 = rn+1,
where An =


An,1
...
An,d

 and Ctn+1 =


Ctn+1,1
...
Ctn+1,d

 .
As a consequence of the three term recurrence relation, it is possible to obtain
the polynomial Pn+1 in terms of the vector polynomials Pn and Pn−1 (see [3]).
Let Dtn = (D
t
n,1 . . . D
t
n,d) ∈ Mrn+1×drn(R) be a left generalized inverse of An.
There exist matrices En+1n and E
n+1
n−1 such that
(4) Pn+1 =
d∑
i=1
xiD
t
n,i Pn + E
n+1
n Pn + E
n+1
n−1 Pn−1.
Moreover, since the matrices Cn,i, for i = 1, 2, . . . , d, are full rank, we can obtain
Pn−1 in terms of the vector polynomials Pn+1 and Pn. In fact, using the left
generalized inverse of Cn,i, that we will denote by Gn,i, we deduce the following
relations:
(5) Pn−1 = −Gn,iAn,i Pn+1 + (xiGn,i −Gn,iBn,i)Pn, 1 ≤ i ≤ d.
3. Semiclassical multivariate orthogonal polynomials
First, we introduce the concept of semiclassical moment functional. For d = 2,
this definition was given in [1].
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Definition 3.1. A quasi–definite moment functional u is said to be semiclassical
if it satisfies the matrix Pearson–type equation
(6) div (Φ u) = Ψt u,
where
Φ = (φij)
d
i,j=1 ∈Md(P), Ψ = (ψi)
d
i=1 ∈Md×1(P),
are polynomial matrices such that Φ is symmetric, deg Φ = p ≥ 0, degΨ = q ≥ 1,
and
(7) det〈u,Φ〉 6= 0.
We denote by s = max{p− 2, q − 1} ≥ 0.
Expression (6) means
〈div (Φ u), f〉 = 〈Ψt u, f〉,
that is,
〈u,Φ ∇f +Ψ f〉 = 0, ∀f ∈ P .
The natural extension of the above property for matrices involves the Kronecker
product (see, for instance [7], p. 242),
(8) div ((Φ⊗ Ih) u) = (Ψ
t ⊗ Ih) u, h ≥ 1.
Relation (8) is equivalent to
(9) (Φ⊗ Ih) ∇ u = (Ψ˜ ⊗ Ih) u, h ≥ 1,
where Ψ˜ = Ψ− (div Φ)t.
Remark If s = 0, that is, deg Φ = p ≤ 2 and degΨ = 1, we recover the definition
of classical WOPS given in [5], which includes the classical bivariate orthogonal
polynomials studied by H. L. Krall and I. M. Sheffer ([13]), and other authors
([3, 8, 9, 14, 16]).
A WOPS with respect to a semiclassical moment functional u is called semiclas-
sical.
Now, we are going to prove three characterizations for multivariate semiclassical
orthogonal polynomials: structure relation, quasi–orthogonality relation for the
gradients, and a differential–difference relation. From now on, we will denote by
{Pn}n≥0 a given WOPS associated with a quasi–definite moment functional u.
Theorem 3.1 (Structure relation). The moment functional u is semiclassical if
and only if {Pn}n≥0 satisfy
(10) Φ ∇Ptn =
n+p−1∑
j=n−s−1
(Id ⊗ P
t
j)F
n
j , for n ≥ s+ 1,
where Fnj ∈ Md rj×rn(R).
Proof. See Theorem 5 in [1]. 
Using relations (4) and (5), a shorter structure relation whose coefficients are
polynomial matrices can be deduced.
Corollary 3.2. If u is semiclassical, then {Pn}n≥0 satisfy
Φ ∇Ptn = (Id ⊗ P
t
n+1)M
n
1 + (Id ⊗ P
t
n)M
n
2 , for n ≥ s+ 1,
where Mni are polynomial matrices with deg(M
n
1 ) ≤ s and deg(M
n
2 ) ≤ s+ 1.
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From Theorem 3.1, we can obtain the second characterization for semiclassical
orthogonal polynomials.
Theorem 3.3 (Quasi–orthogonality relation for gradients). The functional u is
semiclassical if and only if, for n ≥ s+ 1,
〈u, (∇Ptm)
tΦ ∇Ptn〉 = 0, 0 ≤ m < n− s.
Proof. Suppose that u is semiclassical. From (10), we can write
〈u, (∇Ptm)
tΦ∇Ptn〉 =
n+p−1∑
j=n−s−1
〈u, (∇Ptm)
t(Id ⊗ P
t
j)〉F
n
j .
Taking into account that
(∇Ptm)
t(Id ⊗ P
t
j) =
(
(∂1Pm)P
t
j (∂2Pm)P
t
j · · · (∂dPm)P
t
j
)
,
we obtain
〈u, (∇Ptm)
t(Id ⊗ P
t
j)〉 = 0, m− 1 < j,
that is,
〈u, (∇Ptm)
tΦ∇Ptn〉 = 0, m < n− s.
Reciprocally, assume that the quasi–orthogonality relations hold, we define
Ψ = −
s+1∑
i=0
〈u, (∇Pt1)
tΦ∇Pti〉H
−1
i Pi.
Since ∇Pt1 = I2, we obtain
〈div (Φ u),Ptn〉 = −〈u,Φ∇P
t
n〉 = −〈u, (∇P
t
1)
t Φ∇Ptn〉.
On the other hand,
〈Ψt u,Ptn〉 = 〈u,ΨP
t
n〉 = −
s+1∑
i=0
〈u, (∇Pt1)
tΦ∇Pti〉H
−1
i 〈u,Pi P
t
n〉.
If n ≥ s+ 2, using the above relations, we get:
〈div (Φ u),Ptn〉 = 0 = 〈Ψ
t u,Ptn〉.
Furthermore, for 0 ≤ n ≤ s+ 1,
〈div (Φ u),Ptn〉 = −〈u, (∇P
t
1)
t Φ∇Ptn〉 = 〈Ψ
t u,Ptn〉,
and then, the result follows. 
Now, we deduce a matrix differential–difference relation for semiclassical orthog-
onal polynomials in several variables.
Let us define the differential operator
L[f ] = div (Φ∇f) + Ψ˜t∇f, ∀ f ∈ P .
Therefore, the Lagrange adjoint of L is given by
(11) L∗[u] = div (Φ∇u)− div (Ψ˜u),
since it satisfies
〈L∗[u], f〉 = 〈u, L[f ]〉, ∀ f ∈ P .
Using the explicit expression of the polynomial matrices Φ and Ψ, the operator
L can be written as follows
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L[f ] =
d∑
i,j=1
φij ∂
2
ijf +
d∑
i=1
ψi ∂if,
and, from the above expression, we deduce degL[f ] ≤ s+ deg f .
Theorem 3.4 (Matrix differential–difference relation). A functional u is semiclas-
sical if and only if there exist matrices Λni ∈ Mri×rn(R), such that
(12) L[Ptn] =
n+s∑
i=n−s
P
t
iΛ
n
i , n ≥ s+ 1.
When n ≤ s, relation (12) reads
L[Ptn] =
n+s∑
i=1
P
t
iΛ
n
i ,
that is, Λn0 = 0, ∀n ≥ 0.
Proof. If u is a semiclassical functional, Lemma 4.1 in [5] provides
〈u,Pm div (Φ∇P
t
n)〉 = 〈u, div ((Id ⊗ Pm) Φ ∇P
t
n)〉 − 〈u, (∇P
t
m)
t Φ ∇Ptn〉,
for n,m ≥ 0. Besides, from (9), we deduce
〈u, div ((Id ⊗ Pm)Φ∇P
t
n)〉 = −〈∇u, (Φ⊗ Irm)(Id ⊗ Pm)∇P
t
n〉
= −〈(Φ⊗ Irm)∇u, (Id ⊗ Pm)∇P
t
n〉
= −〈(Ψ˜⊗ Irm)u, (Id ⊗ Pm)∇P
t
n〉
= −〈u, (Ψ˜t ⊗ Irm)(Id ⊗ Pm)∇P
t
n〉
= −〈u,PmΨ˜
t∇Ptn〉.
Therefore, we have
(13) 〈u,PmL[P
t
n]〉 = −〈u, (∇P
t
m)
tΦ∇Ptn〉.
Now, since L[Ptn] is a polynomial matrix of degree at most n+ s, we obtain the
expansion
L[Ptn] =
n+s∑
i=0
P
t
iΛ
n
i ,
where Λnm is given by
〈u,PmL[P
t
n]〉 = 〈u,Pm
n+s∑
i=0
P
t
iΛ
n
i 〉 = HmΛ
n
m,
and using (13), we get
Hm Λ
n
m = −〈u, (∇P
t
m)
t Φ ∇Ptn〉.
In the case n ≥ s+ 1, from Theorem 3.3,
Hm Λ
n
m = 0, 0 ≤ m < n− s,
so, relation (12) follows.
When n ≤ s,
H0 Λ
n
0 = −〈u, (∇P
t
0)
t Φ ∇Ptn〉 = 0.
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Reciprocally, if relations (12) and (13) hold, then, L∗[u] = 0, since
〈L∗[u],Ptn〉 = 〈u, L[P
t
n]〉 =
n+s∑
i=max{1,n−s}
〈u,Pti〉Λ
n
i = 0.
Therefore, Lemma 3.4 in [4] gives
0 = 〈L∗[u],Pm P
t
n〉 = 〈u, L[Pm P
t
n]〉
= 〈u, L[Pm] P
t
n〉+ 〈u,Pm L[P
t
n]〉+ 2〈u, (∇P
t
m)
t Φ ∇Ptn〉.
If 0 ≤ m < n − s, 〈u, L[Pm] P
t
n〉 = 0, since deg(L[Pm]) ≤ m + s. On the other
hand, from (12), we deduce 〈u,Pm L[P
t
n]〉 = 0, and therefore, we conclude
〈u, (∇Ptm)
tΦ∇Ptn〉 = 0.
Finally, Theorem 3.3 provides the desired result. 
Again, three term recurrence relations (4) and (5), allow us to express L[Ptn] in
terms of the vector polynomials Ptn+1 and P
t
n:
Corollary 3.5. If a quasi–definite moment functional u is semiclassical, then there
exist polynomial matrices Nn1 , and N
n
2 , satisfying
(14) L[Ptn] = P
t
n+1 N
n
1 + P
t
n N
n
2
with deg(Nn1 ) ≤ s− 1 and deg(N
n
2 ) ≤ s.
4. Examples
Example 1: Appell–type orthogonal polynomials
The so–called Appell polynomials ([2]) are orthogonal polynomials in d variables
associated with the weight function
ωα(x) = x
α (1− |x|)β ,
where α = (α1, . . . , αd) ∈ R
d, with αi > −1, 1 ≤ i ≤ d, and β ∈ R such that
β > −1, on the d–simplex,
Td = {x = (x1, . . . , xd) : x1 ≥ 0, . . . , xd ≥ 0, 1− |x| ≥ 0}.
The Appell moment functional u is defined as follows
〈u, f〉 =
∫
Td
f(x)ωα(x) dx.
Using our definitions ([1],[5]), u is a classical moment functional (i.e., it is semiclas-
sical with s = 0), since it satisfies the matrix Pearson–type equation (6), where the
matrices Φ and Ψ are given by
Φ =


x1(x1 − 1) x1x2 · · · x1xd
x2x1 x2(x2 − 1) · · · x2xd
...
...
. . .
...
xdx1 xdx2 · · · xd(xd − 1)

 ,
Ψ =


(|α|+ d)x1 − (α1 + 1)
(|α|+ d)x2 − (α2 + 1)
...
(|α| + d)xd − (αd + 1)

 .
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Now, we introduce the Appell–type polynomials as the orthogonal polynomials in d
variables with respect to the moment functional
v = u+ λ δ(x),
where λ ≥ 0 is a positive real number, and δ(x) is the usual Dirac distribution at
0 ∈ Rd. The action of v over polynomials is defined as follows,
〈v, f〉 =
∫
Td
f(x)ωα(x) dx + λ f(0).
The moment functional v is semiclassical with s = 1, since v satisfies the matrix
Pearson–type equation (6)
(15) div (Φˆ v) = Ψˆt v,
where
Φˆ = x1Φ, Ψˆ = (x1(x1 − 1), x1x2, · · · , x1xd)
t + x1Ψ.
In fact, using that x1 δ(x) = 0, we get
div (Φˆ v) = div (x1 Φ (u + λδ(x)) =
= div (x1 Φ u) + div (x1 Φ λ δ(x)) =
= (1, 0, · · · , 0)Φ u+ x1 div (Φ u) =
= (x1(x1 − 1), x1x2, · · · , x1xd)v + x1Ψ
t v.
Observe that the matrix Pearson–type equation for v is not unique. The moment
functional v also satisfies (15) with
Φˆ = xiΦ, Ψˆ = (xix1, · · · , xi(xi − 1), · · · , xixd)
t + xiΨ,
for 1 ≤ i ≤ d, since xi δ(x) = 0.
Example 2: A multivariate analogue of the classical orthogonal polyno-
mials
Examples of two–variables analogues of the Jacobi polynomials are studied in [10]
by T. Koornwinder. Using similar tools, we present an example of a semiclassical
weight function with unbounded support.
Let αi be real numbers with αi > −1, for 1 ≤ i ≤ d. Then, for ki ≥ 0, 1 ≤ i ≤ d,
and k1 ≥ kd, we define the polynomials
P
(α1,...,αd)
k1,...,kd
(x) = L
(α1+2kd+1)
k1−kd
(x1)L
(α2)
k2
(x2) . . . L
(αd−1)
kd−1
(xd−1)x
kd
1 P
(αd,0)
kd
(x−11 xd),
where L
(αi)
ki
is a Laguerre polynomial in one variable, and P
(αd,0)
kd
is a Jacobi poly-
nomial.
The polynomials P
(α1,...,αd)
k1,...,kd
(x) are orthogonal with respect to the weight function
w(x) = xα11 . . . x
αd−1
d−1 e
−(x1+...+xd−1) (1 − x−11 xd)
αd ,
on the region {x = (x1, . . . , xd) / − x1 < xd < x1, xi > 0, i = 1, . . . , d− 1}.
Defining the matrices
Φ =


x1(x1 − xd) ©
x2
. . .
xd−1
© x21(x1 − xd)


,
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Ψ =


−x21 + x1 xd + (α1 + 2)x1 + (αd − α1 − 1)xd
α2 − x2
...
αd−1 − xd−1
−(αd + 1)x
2
1


,
we can prove that the weight function w(x) satisfies (6) and so, the polynomials
P
(α1,...,αd)
k1,...,kd
(x) are semiclassical.
Another examples for semiclassical orthogonal polynomials in two variables ap-
pear in [1].
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