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High-harmonic generation (HHG) is widely used for up-conversion of amplified (near) infrared
ultrafast laser pulses to short wavelengths. We demonstrate that Ramsey-comb spectroscopy, based
on two such pulses derived from a frequency-comb laser, enables us to observe phase effects in this
process with a few mrad precision. As a result, we could perform the most accurate spectroscopic
measurement based on light from HHG, illustrated with a determination of the 5p6 → 5p58s 2[3/2]1
transition at 110 nm in 132Xe. We improve its relative accuracy 104 times to a value of 2.3 ×
10−10. This is 3.6 times better than shown before involving HHG, and promising to enable 1S− 2S
spectroscopy of He+ for fundamental tests.
High-precision spectroscopy in calculable atomic and
molecular systems is at the heart of the most precise tests
of bound-state quantum electrodynamics (QED) and
searches for new physics beyond the Standard Model [1–
6]. Instrumental in this development was the invention
of the optical frequency comb (FC) [7, 8] which enables
precise optical frequency measurements referenced to an
atomic clock. However, uncertainties in finite nuclear-
size effects are hampering further progress [9]. Instead,
spectroscopy has been used to measure the proton size
in atomic and muonic hydrogen, but with partly con-
flicting results [10–16]. High-precision spectroscopy of
the 1S − 2S transition in He+ would provide new pos-
sibilities for fundamental tests as the uncertainty there
is less dominated by nuclear size effects [17]. Combined
with muonic He+ spectroscopy [18, 19] one can extract
e.g. the alpha particle radius or the Rydberg constant.
A major experimental challenge arises from the require-
ment of extreme ultraviolet (XUV) light at 60 nm (or
shorter), to excite the transition. A similar challenge ex-
ist for spectroscopy of highly-charged ions [5], or the Tho-
rium nuclear clock transition near 150 nm in the vacuum
ultraviolet (VUV) [20, 21]. At those wavelengths a rela-
tive accuracy of 0.1 ppm has been achieved with Fourier-
transform spectroscopy techniques [22], and 0.03 ppm
with low harmonics from nanosecond pulsed lasers [23].
A higher accuracy can be reached with light from high-
harmonic generation (HHG), induced by focusing ultra-
fast high-energy laser pulses in a noble gas at intensities
of ∼ 1014 W/cm2. The process can be understood using
the three-step model [24, 25], involving tunnel-ionization
and recollision of an electron. This highly coherent pro-
cess leads to the generation of a series of odd harmonics,
which are tightly linked to the fundamental wave [26–30].
In combination with frequency-comb lasers, it has been
used to achieve a spectroscopic accuracy of about 1 ppb
at VUV and XUV wavelengths [31, 32].
To improve on this we recently developed the Ramsey-
comb spectroscopy (RCS) method [33, 34], based on pairs
of powerful amplified FC pulses in a Ramsey-type [35]
excitation scheme. Using only two pulses can compro-
mise the accuracy provided by the FC laser [31], but the
differential nature of RCS leads to the recovery of this
accuracy [33] and also to a strong suppression of the in-
fluence of the ac-Stark (light) shift. Other advantages
of RCS compared to spectroscopy using cavity-based FC
up-conversion [28–30] include easy tunability, simple up-
conversion in a gas jet (no resonator required), a high
excitation probability and a nearly 100% detection effi-
ciency. RCS has been demonstrated successfully at wave-
lengths ranging from the near-infrared (NIR) [33], to the
deep-ultraviolet, using low-order nonlinear up-conversion
in crystals [36, 37].
Extending RCS to shorter wavelengths with HHG is not
trivial because a dynamic plasma is produced in HHG.
This can lead to a reduced HHG yield and a time-
dependent influence on the phase (and phase-matching)
of the generated harmonics [38–40], and therefore errors
in the extracted transition frequency. Plasma effects in
HHG have been investigated at picosecond-timescales,
showing a nearly instantaneous response based on elec-
tron dynamics [41, 42], but not at longer timescales rel-
evant for precision spectroscopy.
In this Letter we show that the phase evolution of an
atomic excitation obtained from RCS can be used to
investigate the phase influence of plasma formation in
HHG. We can monitor this on a nanosecond timescale
and with mrad phase sensitivity. The results obtained
at 110 nm (the seventh harmonic of 770 nm) show that
most of the phase effects are caused by free electrons
in the plasma and therefore strongly decrease within a
few nanoseconds. Under the right conditions, the ef-
fects can be made negligibly small, enabling spectroscopy
with unprecedented accuracy using radiation from HHG.
This is demonstrated with a measurement of the 5p6 →
5p58s 2[3/2]1 transition in xenon with a relative accuracy
of 2.3× 10−10.
Ramsey-comb spectroscopy [33, 34] requires phase
and time-controlled laser pulses. The output of a FC
laser [7, 8] is the ideal source for this as both the repeti-
tion time Trep and carrier-envelope phase evolution ∆φce
of the pulses can be referenced to an atomic clock. For
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FIG. 1: Schematic of the HHG-RCS setup. A pair of pulses from a Ti:Sa FC laser is selectively amplified at different multiples
of the repetition time (∆N × Trep) in a NOPCPA. They are up-converted using HHG in an argon jet (shown 90◦ rotated).
The seventh harmonic is refocused using a pair of toroidal mirrors (M1 and M2) at grazing incidence. Xenon atoms from a
pulsed source are excited at 90◦ angle to reduce the first-order Doppler effect. An ionization pulse at 1064 nm is delayed by
2 ns with respect to the last excitation pulse and selectively ionizes the excited atoms. After pulsed field extraction, the ions
are detected with an ETP AF880 electron multiplier (EM) at the end of a 47 cm long time-of-flight (TOF) drift tube. G =
grating (3600 lines/mm).
two pulses that are resonant with a two-level system at
a transition frequency ftr, each excitation pulse can be
thought to induce a superposition of the ground and ex-
cited state. These contributions interfere depending on
the phase evolution 2piftr∆t of the superposition state
(where ∆t is the pulse delay) and the phase difference ∆φ
between the two laser pulses (which includes ∆φce). The
excited state population after the second laser pulse can
be written as |ce(∆t,∆φ)|2 ∝ cos(2piftr∆t+ ∆φ). When
a scan of Trep is made on a femtosecond or attosecond
timescale, the effect of the phase evolution on |ce|2 can
be observed in the form of a Ramsey fringe. A series of
these fringes can be obtained at different multiples of the
repetition time (∆N×Trep) by selecting different pairs of
pulses. The transition frequency is then extracted from
the phase difference between these Ramsey fringes [34],
which leads to a cancellation of any induced, but con-
stant, phase shift. This includes the optical phase shift
between the two pulses (e.g. from amplification), but also
the ac-Stark light shift of the energy levels for a constant
pulse energy [37].
The starting point of the laser system is a mode-locked
Ti:sapphire FC laser (Trep = 7.9 ns) which is referenced
to a Cs atomic clock (Symmetricon CsIII 4310B). The
pulses are spectrally filtered within a 4f-grating stretcher
to a bandwidth of 8-10 nm centered around 770 nm to
avoid excitation of neighboring transitions.
A Non-collinear Optical Parametric Chirped Pulse Am-
plifier (NOPCPA), based on 3 Beta-Barium Borate
(BBO) crystals, is used to selectively amplify two of the
FC pulses. The delay between these pulses is an inte-
ger multiple of Trep and depends on the settings of a
home-built double-pulse pump laser at 532 nm [43, 44].
A typical energy of 2 mJ/pulse is reached after recom-
pression to a ∼220 fs pulse length.
HHG is performed (see Fig. 1) by focusing (f = 25
cm) the beam (4 mm FWHM diameter) in an argon
gas jet. A central beam block of 1 mm diameter is
used to convert the intensity profile of the fundamen-
tal beam to a donut-like shape before HHG. This en-
ables efficient separation of the fundamental and har-
monic beam with an adjustable iris after HHG, because
the harmonics travel on axis and with a much lower di-
vergence than the fundamental beam. A LiF plate blocks
harmonics with λ < 105 nm, while the seventh harmonic
at 110 nm is transmitted with an efficiency of 40%. The
beam is subsequently refocused using a pair of grazing-
incidence gold-coated toroidal mirrors, acting as a 1:1
telescope. The refocused VUV beam is crossed at 90◦
with a pulsed supersonic beam of xenon (backing pres-
sure 500 mbar, pulse length ≈ 40 µs). Excited atoms are
detected by state selective ionization with a 3 mJ pulse
at 1064 nm, and the resulting ions are recorded isotope-
selectively with a time-of-flight mass separator. Despite
previous reports of Xe cluster formation in supersonic
expansions [45, 46], no evidence for it was found in our
experiment, even after many tests with different skim-
mers and valves.
A typical RCS scan of 132Xe with ∆N = 1− 4 is shown
in Fig. 2. Most measurements were done with only a
pair of Ramsey fringes (e.g. ∆N = 2 and ∆N = 4),
taking just 6.6 minutes, to minimize the influence of pos-
3FIG. 2: Typical Ramsey-comb scan of the 5p6 →
5p58s 2[3/2]1 transition at 110 nm in
132Xe. ∆N refers to
the inter-pulse delay in multiples of Trep = 7.9 ns of the FC
and T0 indicates the initial delay. The individual data points
are obtained by averaging over 700 laser shots, which leads to
a measurement time of 3.3 min/fringe. The fringes are fitted
with a fixed frequency to determine their phase.
sible drifts. For the same reason, the data points were
recorded in random order and sorted according to pulse
delay afterwards, instead of a sequential scan as was done
in previous RCS experiments.
The contrast of the Ramsey fringes (80− 90% for ∆N =
1) decreases notably as a function of ∆N . This is partly
caused by the limited upper-state lifetime of ≈ 22 ns [47],
Doppler effects, and a 50-70 mrad rms phase noise of
the amplified FC pulses. However, the decay of contrast
was dominated by the limited transit time of the xenon
atoms through the focused VUV beam. Therefore astig-
matism was introduced to increase the interaction time
from 16 ns (focus diameter 15 µm) to 32 ns (30 µm) at the
expense of a maximum local wavefront tilt of ≈ 1.5 mrad.
This was inferred from the fundamental beam profile in
the focal plane.
The combination of HHG with the refocusing optics re-
vealed a subtle but interesting effect originating from the
NOPCPA. An intensity (and alignment) dependent spa-
tial walk-off induced effect led to a slight difference in
beam pointing (<0.5 mrad) between the two amplified
pulses. This reduced the overlap between the two re-
focused VUV pulses and further limited the interaction
time with the atoms. It also led to a strong, initially
unexplained, day-to-day variation of Ramsey signal con-
trast. After implementation of a walk-off compensating
configuration [48] in the first two passes of the ampli-
fier, the beam pointing difference was reduced to below
20 µrad. This was a crucial step to be able to combine
HHG with RCS. In previous RCS experiments with low
harmonics in crystals [33, 36, 37], the walk-off induced
beam pointing difference had little effect and went unno-
ticed because mm-size, collimated beams could be used.
With the aforementioned improvements, the influence
of the generated plasma in the HHG process on the phase
of the VUV light could be measured. For this we inves-
tigated the phase dependence of the Ramsey fringes on
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FIG. 3: The influence of plasma-induced effects from HHG on
the phase and the intensity of the second VUV pulse. (a) The
phase difference between ∆N = 2 (reference) and ∆N = 1, 3
and 4 as a function of driving intensity. The data is fitted with
φ ∝ I7 and the shaded area indicates the 1σ uncertainty. The
dashed line shows the intensity I0 at normal operation and the
inset shows a zoom-in at this value. (b) The intensity of the
second VUV pulse as a function of delay for different driving
intensities. (c) The harmonic yield of the two pulses and their
sum as a function of driving intensity. The lines connecting
the data points are splines to guide the eye.
different conditions in the HHG process.
In Fig. 3(a) the phase at ∆N = 1, 3 and 4 relative to
∆N = 2 as a function of the driving intensity is shown.
This intensity was determined from the measured pulse
energy, beam waist and pulse length (using frequency-
resolved optical gating). We have chosen the phase at
∆N = 2 as a reference, because the dynamics changes
markedly at this delay (15.8 ns) and the signal quality
was better than for the larger delays. The observed phase
shift as a function of the intensity shows a near-exact
seventh-order dependence (see fitted curves in Fig. 3(a)).
At ∆N = 1, a maximum phase shift of 1 rad is observed.
This is reduced by an order of magnitude at larger pulse
delays, from which we conclude that the phase shift, es-
pecially at ∆N = 1, is dominated by the influence of fast
moving free electrons (leaving the interaction zone on a
ps to few ns time scale). As the atoms and ions move
much slower, their contribution is seen mostly at later
times.
This difference in dynamics between slow atoms (ions),
and fast electrons is also illustrated in Fig. 3(b), which
shows the relative intensity of the second VUV pulse as a
function of delay. The yield is significantly reduced up to
70% for high driving intensity because up-conversion of
4the first pulse leads to a significant depletion of neutral
atoms. Note that this also leads to a reduction in con-
trast of the Ramsey fringes due to the imbalance between
the two excitation contributions, and therefore a larger
uncertainty for the phase (Fig. 3(a)). The intensity of the
second VUV pulse revives to a similar level as the first in
50-100 ns, depending on the driving intensity. This is in
agreement with the expected transit time of argon atoms
(v ≈ 500 m/s) through the focus (50 µm) and it is much
slower than the observed electron dynamics.
These results show that RCS can be combined success-
fully with HHG for precision measurements at short
wavelengths. To demonstrate this we made an absolute
calibration of the probed transition. Most of the observed
phase effects occur at short pulse delays, and therefore
only Ramsey fringes from ∆N = 2 or higher were used to
determine the transition frequency. In addition, the driv-
ing intensity was moderated to I0 = 0.78× 1014 W/cm2
(the dashed line in Fig. 3(a) and (b)). The remain-
ing shift in this case is −2(5) mrad between ∆N = 2
and ∆N = 3 and −7(9) mrad between ∆N = 2 and
∆N = 4 (inset in Fig. 3(a)). This corresponds to a
shift of −32(91) kHz and −67(86) kHz, respectively, of
the extracted transition frequency and is consistent with
zero within the uncertainty. Only a small penalty of
15-20% of the maximum VUV yield (the sum of pulse
1 and 2) is paid by reducing the fundamental intensity
(Fig. 3(c)). The influence of the adiabatic HHG phase
shift [25], which depends on the driving NIR intensity, is
suppressed in RCS, similar to ac-Stark shift. It is esti-
mated to be below a few mrad (< 30 kHz) in the VUV
for an energy stability of < 0.2% in the NIR.
The phase stability of the fundamental pulses is mea-
sured using spectral interferometry [44] and found to be
constant well within 1 mrad at 770 nm. The correspond-
ing frequency uncertainty is 140 kHz in the VUV.
The RCS signal is repetitive and leads to a frequency
ambiguity of multiples of frep = 1/Trep [31]. Therefore
the measurements have been repeated with three slightly
different values of Trep to obtain a single transition fre-
quency with 99.2% confidence over a 4σ range of the
former measurements [49].
After the identification of the transition frequency, sev-
eral systematic effects were investigated. The largest
one was the Doppler effect, which was quantified and
reduced by comparing the transition frequency obtained
from pure xenon (velocity of 285(30) m/s) with that from
a 3:1 Ar:Xe mixture (480(30) m/s). The angle between
the atomic and the VUV beam was adjusted to mini-
mize the observed frequency difference to a few MHz,
after which the Doppler-free transition frequency was
determined by extrapolation to zero velocity. In total,
300 measurements have been performed and the result
is shown in Fig. 4. Besides the Doppler effect, RCS is
also affected by the recoil shift due to the absorption of
a single photon [50]. This is accounted for by applying a
FIG. 4: The Doppler-free transition frequency of the 5p6 →
5p58s 2[3/2]1 transition in
132Xe at 110 nm. Each data point
is based on 10 measurements at two different speeds of xenon.
The blue shaded area indicates the 1σ uncertainty.
correction of 125 kHz.
The RCS method strongly suppresses the influence of ac-
Stark shifts [36, 37]. Measurements at different intensity
levels were done to check for a residual effect, leading to
an uncertainty of 20 kHz from the NIR light (estimated
at 1×1011 W/cm2) and 85 kHz from the VUV inten-
sity (estimated at 5×107 W/cm2). The DC-Stark shift
and Zeeman shift were reduced by exciting in a field-
compensated environment. An additional uncertainty of
20 kHz and 52 kHz, respectively, is taken into account
for the possible influence of residual stray fields.
The final result of the 5p6 → 5p58s 2[3/2]1 transition fre-
quency in 132Xe has a total accuracy of 630 kHz and the
value together with the corrections and error budget is
listed in Table I.
To conclude, we demonstrated the first RCS measure-
ment in combination with HHG. It enables extending
RCS to much shorter wavelengths than what is possi-
ble with nonlinear crystals [36, 37]. However, HHG is
also known to introduce detrimental phase shifts from
plasma formation. These effects have been investigated
with RCS using xenon atoms as a phase detector, leading
to mrad-level sensitivity. We are able to discriminate be-
tween two effects which originate from different aspects
of plasma formation. The intensity of the generated light
is predominantly influenced by the depletion of neutral
atoms. This effect persists for relatively long pulse de-
lays (50-100 ns), because it depends on the dynamics of
neutral atoms in a gas jet. On the other hand, the phase
of the generated light is mainly affected by the disper-
sion from the generated free electrons. As these electrons
move faster than the atoms, a significant reduction of this
effect is already observed at 16 ns, which enables RCS on
the 5p6 → 5p58s 2[3/2]1 transition in xenon at 110 nm
with a sub-MHz accuracy.
The obtained transition frequency is in good agreement
with the previous determination [49], but improves upon
it by a factor 104. With this measurement an unprece-
dented fractional uncertainty of 2.3 × 10−10 is achieved
using light obtained with HHG.
5The HHG process contributes remarkably little to the er-
ror budget of the frequency determination (Table I). The
only reason that previous RCS experiments [33, 36, 37]
without HHG reached a higher accuracy was the longer
pulse delay that could be applied in those cases. The
short maximum transit time of 32 ns (and therefore pulse
delay) in the current experiment is caused by the tight
focus of the harmonic beam, because the setup has been
designed for 1S − 2S spectroscopy of a single trapped
He+ ion. This limited the accuracy for xenon as the in-
fluence of most systematic errors reduce proportionally
to the pulse delay. Fortunately, future targets, such as
He+, can be trapped and observed for much longer times.
Then pulse delays in the microsecond range can be used,
with the added benefit that HHG phase effects are then
effectively zero, even at high levels of ionization. This
makes RCS very promising for precision measurements
with (sub)kHz-level accuracy at VUV and XUV wave-
lengths.
TABLE I: Contributions (in kHz) to the measurement of the
5p6 → 5p58s 2[3/2]1 transition in xenon.
Value or correction (1σ)
Doppler-free transition frequency 2 726 086 012 596 (600)a
Light induced effects 0 (87)
DC-Stark shift 0 (20)
Zeeman-shift 0 (52)
Amplifier phase shift 0 (140)
Recoil shift -125 (10−7)
Total 2 726 086 012 471 (630)
aIncluding the uncertainty of ≈ 90 kHz due to the residual HHG
phase shift (see text) and the correction for the second-order
Doppler shift of 1.2 kHz for pure Xe and 3.5 kHz for the mixture.
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