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EMBEDDINGS FOR INFINITE-DIMENSIONAL INTEGRATION
AND L2-APPROXIMATION WITH INCREASING SMOOTHNESS
M. GNEWUCH, M. HEFTER, A. HINRICHS, K. RITTER, AND G. W. WASILKOWSKI
Abstract. We study integration and L2-approximation on countable tensor
products of function spaces of increasing smoothness. We obtain upper and
lower bounds for the minimal errors, which are sharp in many cases including,
e.g., Korobov, Walsh, Haar, and Sobolev spaces. For the proofs we derive
embedding theorems between spaces of increasing smoothness and appropriate
weighted function spaces of fixed smoothness.
1. Introduction
We study integration and L2-approximation for functions of infinitely many vari-
ables. The complexity of computational problems of this kind has first been ana-
lyzed in [18,19,28]; for further contributions we refer to, e.g., [1–3,7,10,11,20,24,36,
46–49]. First of all, this line of research may be viewed as the limit of tractability
analysis of multivariate problems, where the number of variables tends to infin-
ity. Furthermore, computational problems with infinitely many variables naturally
arise in a number of different applications. One example are stochastic differential
equations, since the driving processes, often a finite- or infinite-dimensional Brow-
nian motion, is canonically represented in terms of a sequence of independent and
identically distributed random variables. Another example are partial differential
equations with random coefficients, where similar representations are employed for
the underlying random fields.
Roughly speaking, problems with a large or infinite number of variables are
computationally tractable if the variables may be arranged in such a way that their
impact decays sufficiently fast.
The first, and still most popular approach to capture this phenomenon are
weighted function spaces, where the weights directly moderate the influence of
groups of variables. We refer to [39] as the pioneering paper and, e.g., to [4,32–34]
for further results and references in the multivariate case. For problems with infin-
itely many variables weighted function spaces have first been studied in [19], and
the structure of the corresponding spaces is analyzed in [13]. See, e.g., [11] for
recent results and references on infinite-dimensional integration.
As an alternative concept, an increasing smoothness with respect to the properly
ordered variables has first been studied in tractability analysis in [35], and further
results in this setting have been derived in, e.g., [7, 14, 22, 26, 38]. We add that
this kind of smoothness phenomenon is present for most of the partial differential
equations with random coefficients that have been studied in the literature from
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a computational point of view, see [7, 14] for further information. Moreover, in-
creasing smoothness is a particular instance of anisotropic smoothness, as studied
in approximation theory, see, e.g., [8, Sec. 10.1] for further information.
The function spaces under consideration in the present paper are tensor products
H :=
⊗
j∈N
Hj
for scales of Hilbert spaces Hj of functions of a single variable, defined on any
domain D. Accordingly, the elements of H are functions on the domain E := DN.
For integration and L2-approximation the underlying probability measure µ on E
is the countable product of an arbitrary probability measure µ0 on D.
Originally, we are interested in the case of spaces Hj of increasing smoothness
in the sense that
H1 ⊃ H2 ⊃ . . .
with compact embeddings. The main aim of this paper is to show that this set-
ting may be reduced to tensor products of suitable weighted function spaces Hj via
embeddings. Reductions of this type lead to sharp upper and lower bounds for min-
imal errors for integration and L2-approximation, despite the fact that the weighted
spaces Hj are isomorphic as Banach spaces, while we have compact embeddings in
the case of increasing smoothness.
The embeddings between the two kinds of rather different tensor product spaces
allow to derive new results for tensor products of spaces of increasing smoothness
from known results for tensor products of weighted spaces that have a fixed smooth-
ness. We carry out this program for Korobov spaces, Walsh spaces, Haar spaces,
and Sobolev spaces of functions with derivatives in weighted L2-spaces.
The embedding approach, which has first been developed in [15], has meanwhile
been applied to a number of different settings also beyond the Hilbert space and
the tensor product case, see [11,12,16,20,21,24,25]. Embeddings between spaces of
increasing smoothness and weighted function spaces have first been observed and
exploited in [30].
For integration we wish to approximate
∫
E
f dµ for f ∈ H , and for L2-approxima-
tion we wish to recover f ∈ H with error measured in L2(E, µ). We are primarily
interested in algorithms that use standard information, i.e., algorithms that may
only use a finite number of function values of any f , which requires H to be a
reproducing kernel Hilbert space.
Since the functions f ∈ H depend on infinitely-many variables, it is unreasonable
to assume that they may be evaluated at any point y ∈ E at unit cost. Instead
we employ the so-called unrestricted subspace sampling model, which has been
introduced in [28]. For a fixed nominal value a ∈ D function values are only
available at points y = (yj)j∈N ∈ E with
Act(y) := #{j ∈ N : yj 6= a} <∞,
and Act(y) (or a function thereof) is the cost of function evaluation at such an
admissible point y. Accordingly, the cost of a linear deterministic algorithm
A(f) =
m∑
i=1
f(yi) · zi
with admissible points yi ∈ E and with scalars zi for integration and zi ∈ L2(E, µ)
for L2-approximation is given by cost(A) :=
∑m
i=1 Act(yi).
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The key quantities in the worst case analysis on the unit ball B(H) ⊂ H are the
n-th minimal errors
errn(H, Int,Astd) := inf
cost(A)≤n
sup
f∈B(H)
∣∣∣∣
∫
E
f dµ−A(f)
∣∣∣∣
for integration and
errn(H,App,Astd) := inf
cost(A)≤n
sup
f∈B(H)
‖f −A(f)‖L2(E,µ)
for L2-approximation.
Let us describe the function space setting in more detail. We focus on scales
of function spaces Hj with the following structure, later on called the standard
setting, which is based on an orthonormal basis (eν)ν∈N0 of H0 := L2(D,µ0) with
e0 = 1 and on a family (αν,j)ν,j∈N of positive Fourier weights. With 〈·, ·〉0 denoting
the scalar product on H0, we define Hj to be the Hilbert space of all f ∈ H0 such
that
‖f‖2j := |〈f, e0〉0|2 +
∑
ν∈N
αν,j · |〈f, eν〉0|2 <∞.
Typically, the asymptotic properties of the Fourier weights ensure that (Hj)j∈N0 is a
scale of spaces of increasing smoothness. In any case, H ⊆ L2(E, µ) by assumption.
To give a flavor of our results, let us consider the uniform distribution µ0 on
D := [0, 1] and the trigonometric basis given by eν(x) := exp(2πi(−1)ν⌈ν/2⌉x),
together with the Fourier weights
aν,j := (1 + ⌊(ν + 1)/2⌋)rj ,
where
0 < rj < rj+1
for all j ∈ N. In this case the space Hj is the Korobov space with smoothness
parameter rj . As a well-known fact, Hj is a reproducing kernel Hilbert space if
and only if rj > 1, and for an even integer rj ≥ 2 the elements of Hj have a weak
derivative of order rj/2 in L2(D,µ0). Given r1 > 1,
ρ := lim inf
j→∞
rj
ln(j)
>
1
ln(2)
is a sufficient condition for H to be a reproducing kernel Hilbert space of functions
on the domain [0, 1]N. A necessary condition also permits ρ = 1/ ln(2). See Exam-
ple 3.1 and 3.6. We determine the decay of the n-th minimal error for S = Int and
S = App in Corollary 4.7. It turns out that this decay is equal to
dec = 12 ·min(r1, ρ · ln(2)− 1)
for both problems, i.e., for every ε > 0 there exists a constant c > 0 such that
errn(H,S,Astd) ≤ c · n−(dec−ε)(1)
for all n ∈ N, and dec is minimal with this property. We observe, in particular,
that the minimal smoothness r1 with respect to a single variable and the increase of
the smoothness along the variables, as quantified by ρ, are the crucial parameters:
together they determine whether H is a reproducing kernel Hilbert space as well
as the asymptotic behavior of the n-th minimal errors.
Let us provide some details of our proof strategy, which applies to the standard
setting in general, see Section 3.5 for the embeddings and Section 4.2 for the results
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on integration and approximation. The reproducing kernel K of the Hilbert space
H = H(K) is the tensor product
K :=
⊗
j∈N
kj
of the reproducing kernels kj of the spaces Hj = H(kj), see Section 2.2. For the
proof of the upper bound (1), we determine a sequence of weights θj > 0, as small
as possible, and show the existence of a reproducing kernel m for functions of a
single variable with the following properties, see Theorem 3.19. The space H(K)
is continuously embedded into the Hilbert space H(M) with reproducing kernel
M :=
⊗
j∈N
(1 + θj ·m),
and H(1 +m) = H(k1) as vector spaces. Furthermore, m is anchored at a given
point a ∈ D, i.e., m(a, a) = 0. It follows that, errn(H(K), S,Astd) is at most of the
order of errn(H(M), S,Astd). In this way we relate the tensor product space H(K)
of spaces of increasing smoothness to the tensor product spaceH(M), which is based
on weighted anchored kernels. A reverse embedding with a two-dimensional space
H(1 + ℓ) ⊂ H(k1) is part of the proof that dec is maximal with the property (1).
Integration and L2-approximation is thoroughly studied in the literature for
tensor products of weighted anchored spaces, where the multivariate decomposition
method has been established as a powerful generic algorithm, see, e.g., [9]. In
particular, it is known in this setting how the asymptotic behavior of the minimal
errors depends on summability properties of the sequence (θj)j∈N of weights and
on the minimal errors for the univariate problem, see [10, 36, 47]. Interestingly, we
obtain sharp results via embeddings in this way, although H(1+ θj ·m) = H(k1) as
vector spaces for every j ∈ N, so that we embed H(K) into the much larger space
H(M) as we trade increasing smoothness for decaying weights.
This paper is organized as follows. In Section 2 we determine when a Hilbert
space may be canonically identified with a reproducing kernel Hilbert space; here
subspaces of L2-spaces and countable tensor products are particularly relevant for
the present paper. In Sections 3.1 and 3.2 we present the function space framework
to introduce and study Hilbert spaces of increasing smoothness. Classical exam-
ples are given by Korobov spaces, Walsh spaces, Haar spaces, and Sobolev spaces
with derivatives in weighted L2-spaces, see Section 3.3. In Sections 3.4 and 3.5
we construct the appropriate tensor products of weighted (anchored) spaces and
provide embedding theorems between these spaces and tensor products of spaces of
increasing smoothness. The embeddings are applied in Section 4 to determine the
decay of the minimal errors for integration and L2-approximation. For the latter
problem we actually compare two classes of algorithms that may either use stan-
dard information, as outlined above, or, potentially more powerful, use arbitrary
bounded linear functionals at cost one. In Appendix A we recall basic properties of
countable tensor products of Hilbert spaces, and Appendix B contains some facts
on summability and decay of sequences of real numbers. In Appendix C we consider
L2-approximation in Haar spaces of functions of a single variable.
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2. Tensor Products and Reproducing Kernels
2.1. Reproducing Kernels. Consider a separable Hilbert space (H, 〈·, ·〉) over
K ∈ {R,C}with an orthonormal basis (hν)ν∈N for some countable setN . Moreover,
let E 6= ∅ be any set. For any injective linear mapping Φ : H → KE we define a
scalar product 〈·, ·〉Φ on Φ(H) by
〈Φf,Φg〉Φ := 〈f, g〉
for all f, g ∈ H. In this way we may identify the (abstract) Hilbert space H with
the Hilbert space Φ(H) of real- or complex-valued functions on the domain E.
The following two lemmata provide a necessary and a sufficient condition for the
function space Φ(H) to be a reproducing kernel Hilbert space.
Lemma 2.1. Suppose that Φ : H → KE is linear and injective. Moreover, assume
that (Φ(H), 〈·, ·〉Φ) is a reproducing kernel Hilbert space. Then we have
(2) ∀ y ∈ E :
∑
ν∈N
|Φhν(y)|2 <∞
and
(3) ∀ y ∈ E ∀ f ∈ H : Φf(y) =
∑
ν∈N
〈f, hν〉 · Φhν(y)
with absolute convergence. Furthermore, the reproducing kernel K of this space is
given by
(4) K(x, y) =
∑
ν∈N
Φhν(x) · Φhν(y)
with absolute convergence for all x, y ∈ E.
Proof. For every f ∈ H we have
Φf =
∑
ν∈N
〈Φf,Φhν〉Φ · Φhν =
∑
ν∈N
〈f, hν〉 · Φhν
with convergence in Φ(H). By assumption, point evaluations are continuous on the
latter space, which yields (3). In particular, for Φf = K(·, y) with y ∈ E we obtain
K(·, y) =
∑
ν∈N
〈K(·, y),Φhν〉Φ · Φhν =
∑
ν∈N
Φhν(y) · Φhν ,
which yields (4). Choose x := y to derive (2) from (4). The Cauchy-Schwarz
inequality and (2) guarantee the absolute convergence in (3) and (4). 
Every mapping Φ that leads to a reproducing kernel Hilbert space Φ(H) is al-
ready determined by the values Φhν for ν ∈ N , see (3). In the construction of such
a mapping we therefore start with an injective mapping Φ : {hν : ν ∈ N} → KE,
and we assume that (2) is satisfied. The mapping Φ is extended to a linear mapping
Φ : H → KE by
(5) Φf(y) :=
∑
ν∈N
〈f, hν〉 · Φhν(y).
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Assumption (2) yields the absolute convergence of the right-hand side in (5) for all
f ∈ H and y ∈ E. Actually we have
(6)
∑
ν∈N
|〈f, hν〉 · Φhν(y)| ≤
(∑
ν∈N
|〈f, hν〉|2
)1/2
·
(∑
ν∈N
|Φhν(y)|2
)1/2
for f ∈ H and y ∈ E.
Lemma 2.2. Suppose that (2) is satisfied and that Φ given by (5) is injective.
Then (Φ(H), 〈·, ·〉Φ) is a reproducing kernel Hilbert space.
Proof. Let ‖ · ‖Φ denote the norm that is induced by 〈·, ·〉Φ. Observe that
‖Φf‖Φ =
(∑
ν∈N
|〈f, hν〉|2
)1/2
for f ∈ H. Use (2) and (6) to conclude that Φf 7→ Φf(y) defines a bounded linear
functional on Φ(H) for every y ∈ E. 
Remark 2.3. In general, (2) does not imply that Φ defined according to (5) is
injective. An obvious necessary assumption is that the set {Φhν : ν ∈ N} is
linearly independent in KE . The following example shows that even this is not
sufficient.
Let N := N, and let H := ℓ2 with the canonical unit vector basis (hν)ν∈N and
define Φ : {hν : ν ∈ N} → KN by Φhν := ν(hν−hν−1) for ν ∈ N with the convention
h0 := 0. For each y ∈ N the sum in (2) is a finite sum, so (2) is satisfied. It is
also easy to see that {Φhν : ν ∈ N} is linearly independent in KN. For f ∈ H with
〈f, hν〉 = 1ν and y ∈ N we obtain from (5) that
Φf(y) =
∑
ν∈N
〈f, hν〉 · Φhν(y) = 0.
Hence Φ is not injective.
Remark 2.4. Assume that Φ is linear and injective. Then, in general, condition
(2) is not sufficient to guarantee that (Φ(H), 〈·, ·〉H) is a reproducing kernel Hilbert
space. We present a general counterexample.
We start with a reproducing kernel Hilbert space H ⊆ KE with an orthonormal
basis (hν)ν∈N and consider Φ : H → KE , f 7→ f . Due to Lemma 2.1 we have
∀ y ∈ E :
∑
ν∈N
|hν(y)|2 <∞.
Let E∗ = E ∪ {z} with a point z /∈ E. Choose an arbitrary discontinuous linear
functional ζ onH satisfying ζ(hν) = 0 for all ν ∈ N. Let Ψf ∈ KE∗ be the extension
of f ∈ H to E∗ with Ψf(z) = ζ(f). Obviously, Ψ is a linear and injective mapping
from H to KE∗ . It follows that H∗ := Ψ(H), equipped with the scalar product
〈·, ·〉Ψ induced by Ψ, is a Hilbert space, too, with orthonormal basis (Ψhν)ν∈N.
Since Ψhν(z) = 0 for all ν ∈ N, we have
∀ y ∈ E∗ :
∑
ν∈N
|Ψhν(y)|2 <∞.
ButH∗ is not a reproducing kernel Hilbert space since, by construction, the function
evaluation Ψf 7→ Ψf(z) = ζ(f) is discontinuous on H∗.
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Notice that Ψ is not of the form (5). Indeed,
∑
ν∈N〈f, hν〉Ψhν(z) = 0 for all
f ∈ H, but since ζ is discontinuous, there has to exist at least one g ∈ H satisfying
Ψg(z) = ζ(g) 6= 0.
Remark 2.5. The particular case where H already consists of real- or complex-
valued functions on E with the natural choice of Φf := f for every f ∈ H is also
studied in [22, Rem. 1]. It is shown that H is a reproducing kernel Hilbert space if
and only if (2) and (3) are satisfied.
Lemma 2.2 allows to go beyond the setting from Remark 2.5 in order to cover
the most important case of H being a subspace of an L2-space. Here it turns out
that (2) already implies that the pointwise limits of the Fourier partial sums form
a reproducing kernel Hilbert space.
Remark 2.6. Consider the space L2(E, µ) with respect to any measure µ on any σ-
algebra on E, and assume that H is a linear subspace of L2(E, µ) with a continuous
embedding. Consider a sequence of square-integrable functions hν on E with the
following properties: The corresponding equivalence classes hν ∈ L2(E, µ) form an
orthonormal basis of H, and
∀ y ∈ E :
∑
ν∈N
|hν(y)|2 <∞,
cf. (2). We claim that Φ given by (5) with Φhν := hν , i.e.,
Φf(y) :=
∑
ν∈N
〈f, hν〉 · hν(y),
is injective.
In fact, consider a square-integrable function f on E, whose corresponding equiv-
alence class f ∈ L2(E, µ) satisfies f ∈ H and Φf = 0. The partial sums of the series∑
ν∈N 〈f, hν〉 · hν converge in mean-square to f. Due to the Fischer-Riesz Theorem
there exists a subsequence of partial sums that converges almost everywhere to f.
Since Φf = 0 means that the partial sums converge to zero at every point in E, we
get f = 0 almost everywhere, i.e., f = 0.
Apply Lemma 2.2 to conclude that (Φ(H), 〈·, ·〉Φ) is a reproducing kernel Hilbert
space. We add that the inverse Φ−1 : Φ(H)→ L2(E, µ) of Φ is continuous and maps
f ∈ Φ(H) to its equivalence class.
2.2. Countable Tensor Products. Consider a sequence of separable Hilbert
spaces (Hj , 〈·, ·〉j) with j ∈ N together with orthonormal bases (hν,j)ν∈Nj with
countable sets Nj . For notational convenience assume that Nj ⊆ N0 and 0 ∈ Nj.
Later on we will have Nj = N0 for all j ∈ N most of the time. However, we also
consider the case Nj = {0, 1} for all j ∈ N.
The countable tensor product
H :=
⊗
j∈N
Hj
that is studied in this paper is the so-called incomplete tensor product introduced
by von Neumann in [44] with the particular choice of the unit vector h0,j in the
space Hj . The choice of ν = 0 is without loss of generality at this point. The
construction of this tensor product and the properties we use are summarized in
Appendix A. Here we only mention two facts. First of all, H is a complete space,
i.e., a Hilbert space. Moreover, let N denote the set of all sequences ν := (νj)j∈N
8 GNEWUCH, HEFTER, HINRICHS, RITTER, AND WASILKOWSKI
in N0 such that νj ∈ Nj for every j ∈ N and
∑
j∈N νj < ∞. Then the elementary
tensors
hν :=
⊗
j∈N
hνj ,j
with ν ∈ N form an orthonormal basis of the space H .
In the sequel, we use 〈·, ·〉 to denote the scalar product on the tensor product
space H . Of course, the results from Section 2.1 are applicable with any set E and
any injective linear mapping Φ : H → KE . In the present setting it is reasonable,
however, to require that Φ respects the tensor product structure. Hence we assume
in particular that
E := DN
with a set D 6= ∅.
If we have reproducing kernels kj : D ×D → K for j ∈ N such that
K(x,y) :=
∏
j∈N
kj(xj , yj)
converges for all x,y ∈ E, we write
K :=
⊗
j∈N
kj .
We adapt Lemma 2.1 and Lemma 2.2 to the tensor product setting.
Lemma 2.7. Suppose that Φ : H → KE is linear and injective and that there exist
mappings Φj : {hν,j : ν ∈ Nj} → KD such that
(7) ∀ j ∈ N : Φjh0,j = 1
and
(8) ∀ν ∈N ∀y ∈ E : Φhν(y) =
∏
j∈N
Φjhνj ,j(yj).
Furthermore, assume that (Φ(H), 〈·, ·〉Φ) is a reproducing kernel Hilbert space. Then
we have
(9) ∀y ∈ E :
∑
j∈N
∑
ν∈Nj\{0}
|Φjhν,j(yj)|2 <∞
and
(10) ∀y ∈ E ∀ f ∈ H : Φf(y) =
∑
ν∈N
〈f, hν〉 ·
∏
j∈N
Φjhνj ,j(yj)
with absolute convergence. Moreover, the reproducing kernel K of this space is given
by
(11) K =
⊗
j∈N
kj ,
where
kj(xj , yj) := 1 +
∑
ν∈Nj\{0}
Φjhν,j(xj) · Φjhν,j(yj),
with absolute convergence for all xj , yj ∈ D.
Proof. Combine (2) and Lemma B.1 with βν,j := |Φjhν,j(yj)|2 to obtain (9). In
the same way we get (11) with absolute convergence from (4). Finally, (10) with
absolute convergence follows immediately from (3). 
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Remark 2.8. Under the assumptions of Lemma 2.7 every mapping Φj can be
extended to a linear injective mapping Φj : Hj → KD analogously to (5), and
Φj(Hj) is a reproducing kernel Hilbert space. Moreover, kj is the reproducing kernel
of Φj(Hj), and Φj is an isometric isomorphism between Hj and H(kj) mapping
the unit vector h0,j ∈ Hj to the function 1 ∈ H(kj). As noted in Appendix A, this
implies that the tensor product of the mappings Φj is an isometric isomorphism
between H and
⊗
j∈NH(kj) with unit vectors Φjh0,j := 1. In particular, H(K)
and
⊗
j∈NH(kj) are canonically isometrically isomorphic.
In the construction of a mapping Φ : H → KE we start with injective mappings
Φj : {hν,j : ν ∈ Nj} → KD, and we assume that (7) and (9) are satisfied. Due
to Lemma B.1, the right-hand side in (10) may be used to define a linear mapping
Φ : H → KE, satisfying (8), and Lemma 2.2 immediately carries over to the present
setting.
Lemma 2.9. Suppose that (7) and (9) are satisfied and that Φ, defined via (10),
is injective. Then (Φ(H), 〈·, ·〉Φ) is a reproducing kernel Hilbert space.
Next, we adapt Remark 2.6, which deals with L2-spaces, to the tensor product
setting.
Remark 2.10. Consider a probability measure µ0 on any σ-algebra on D and the
corresponding space L2(D,µ0). Then the tensor product space
⊗
j∈N L2(D,µ0)
is canonically isometrically isomorphic to the space L2(E, µ) with respect to the
probability measure µ = µ0×µ0× . . . on the product σ-algebra on E. Assume that
for every j ∈ N the spaceHj is a subspace of L2(D,µ0) with a continuous embedding
of norm one and h0,j = 1. Consequently, H is a subspace of
⊗
j∈N L2(D,µ0) with
a continuous embedding of norm one.
Consider sequences of square-integrable functions hν,j on D with the following
properties: For every j ∈ N we have h0,j = 1, the corresponding equivalence classes
hν,j ∈ L2(D,µ0) with ν ∈ Nj form an orthonormal basis of Hj , and
∀y ∈ E :
∑
j∈N
∑
ν∈Nj
|hν,j(yj)|2 <∞.
According to Remark 2.6 and Lemma B.1 the linear mapping Φ given by
Φf(y) :=
∑
ν∈N
〈f, hν〉 ·
∏
j∈N
hνj ,j(yj)
for f ∈ H and y ∈ E is injective. We apply Lemma 2.9 to conclude that
(Φ(H), 〈·, ·〉Φ) is a reproducing kernel Hilbert space.
3. Increasing Smoothness and Weights
3.1. The Function Spaces: Abstract Setting. The abstract setting is given
by a separable Hilbert space (H0, 〈·, ·〉0) with an orthonormal basis (eν)ν∈N0 and a
family (αν,j)ν,j∈N of Fourier weights such that
(C1) ∀ ν, j ∈ N : αν,j ≥ max (αν,1, α1,j)
and
(C2) α1,1 > 1.
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We define
Hj := {f ∈ H0 :
∑
ν∈N
αν,j · |〈f, eν〉0|2 <∞}
and
〈f, g〉j := 〈f, e0〉0 · 〈e0, g〉0 +
∑
ν∈N
αν,j · 〈f, eν〉0 · 〈eν , g〉0
for j ∈ N and f, g ∈ Hj to obtain a sequence of Hilbert spaces (Hj , 〈·, ·〉j). For
notational convenience we put αν,j := 1 for j = 0 and ν ∈ N0 as well as for j ∈ N
and ν = 0. Clearly
〈f, eν〉j = αν,j · 〈f, eν〉0
for ν, j ∈ N0 and f ∈ Hj .
We state some basic properties of the spaces Hj . Let i, j ∈ N0. We have a
continuous embedding Hi ←֓ Hj if and only if
sup
ν∈N
αν,i
αν,j
<∞,
and in the case of a continuous embedding its norm is given by
sup
ν∈N0
√
αν,i
αν,j
≥ 1.
In particular, (C1) and (C2) imply 1 ≤ αν,1 ≤ αν,j for ν, j ∈ N, and the latter is
equivalent to H0 ←֓ H1 ←֓ Hj with continuous embeddings of norm one for every
j ≥ 1. Furthermore, we have a compact embedding Hi ←֓ Hj if and only if
lim
ν→∞
αν,i
αν,j
= 0.
Throughout this paper, increasing smoothness is understood in this sense, i.e.,
Hi ⊃ Hj for i < j with a compact embedding.
Let j ∈ N and f ∈ Hj . The elements α−1/2ν,j eν with ν ∈ N0 form an orthonormal
basis of the Hilbert space Hj . Let Sj denote the embedding of Hj into H0. Since
〈eν , eµ〉j = αν,j · 〈S∗j eν , eµ〉j for ν, µ ∈ N0, we obtain
(12) S∗j Sj(f) =
∑
ν∈N0
α−1ν,j · 〈f, eν〉0 · eν .
Consequently, the singular values of Sj are given by α
−1/2
ν,j with ν ∈ N0.
In the abstract setting we consider the tensor product space
H :=
⊗
j∈N
Hj ,
based on the choice of the unit vector e0.
3.2. The Function Spaces: Standard Setting. Most often, we consider the
following special case of the abstract setting. This standard setting is given by
H0 := L2(D,µ0)
for some probability measure µ0 on a σ-algebra on any set D 6= ∅, by a linear and
injective mapping
Φ1 : H1 → KD
that satisfies
∀h ∈ H1 : Φ1(h) ∈ h
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and
Φ1(e0) = 1,
and by
Φj = Φ1|Hj
for j ≥ 2.
Consequently, the condition (2) reads
(13) ∀ y ∈ D :
∑
ν∈N
α−1ν,j · |Φ1eν(y)|2 <∞
for the space Hj , and due to (C1) this condition is most restrictive in the case
j = 1. Analogously, (9) reads
(14) ∀y ∈ DN :
∑
ν,j∈N
α−1ν,j · |Φ1eν(yj)|2 <∞
for the space H . Here it is crucial that the tensor product is based on the choice
of the unit vectors e0. Henceforth we typically will not stress this point anymore.
In the standard setting the conditions (13) and (14) are necessary and sufficient
for Φ1(Hj) and Φ(H), respectively, to be reproducing kernel Hilbert spaces, see
Remarks 2.6 and 2.10.
Subsequently we identify Φ1f and f for f ∈ H1, Φf and f for f ∈ H , Φ1(Hj) and
Hj , and Φ(H) and H , if the respective spaces are reproducing kernel Hilbert spaces.
Furthermore, we do no longer distinguish between square-integrable functions on
D and elements of H0. In this sense, we take Φ1eν := eν , so that, in particular,
e0 := 1.
In the standard setting the space
⊗
j∈NH0 is canonically isometrically isomor-
phic to the space L2(E, µ), where µ denotes the product of the probability measure
µ0 on the product σ-algebra on E := D
N. Obviously, H is a subspace of L2(E, µ)
with a continuous embedding of norm one.
3.3. Examples. In all the examples to be presented below, we consider the stan-
dard setting with a Borel probability measure µ0 on an intervalD ⊆ R. We separate
the choice of the Hilbert space H0 and its orthonormal basis (eν)ν∈N0 from the se-
lection of the Fourier weights (αν,j)ν,j∈N.
See, e.g., [22] and the references therein, for the following example in the context
of tractability analysis of high-dimensional problems. For further information about
Korobov spaces see, e.g., [32, App. A.1], and about Walsh functions see, e.g., [5,
App. A].
Example 3.1. Consider the uniform distribution µ0 on D := [0, 1] together with
the trigonometric basis (eν)ν∈N0 , given by eν(x) := exp(2πi(−1)ν⌈ν/2⌉x), or with
the Walsh basis (eν)ν∈N0 , see [45]. Since |eν(x)| = 1 for all ν ∈ N0 and x ∈ D, we
conclude that
(15)
∑
ν∈N
α−1ν,1 <∞
is equivalent to H1, H2, . . . being reproducing kernel Hilbert spaces. Furthermore,
H is a reproducing kernel Hilbert space if and only if∑
ν,j∈N
α−1ν,j <∞.
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If the spacesHj stem from the trigonometric basis, then they are known as Korobov
spaces. If they stem from the Walsh basis, then they are often called Walsh spaces.
For the next example see, for instance, [17] and the references therein.
Example 3.2. Consider the uniform distribution µ0 on D := [0, 1] together with
the L2-normalized Haar basis (eν)ν∈N0 . Put Iℓ := {2ℓ, . . . , 2ℓ+1 − 1} for ℓ ∈ N0,
and assume that
α2ℓ,j = · · · = α2ℓ+1−1,j(16)
for ℓ ∈ N0 and j ∈ N. Since ∑
ν∈Iℓ
|eν(x)|2 = 2ℓ
for all x ∈ D and ℓ ∈ N0, the conclusions from Example 3.1 are also valid in the
present case. Since the Haar functions eν as well as the Walsh functions eν from
Example 3.1 with ν ∈ Iℓ are an orthonormal basis of the same finite-dimensional
subspace of L2([0, 1], µ0), condition (16) ensures that in both cases we obtain the
same sequence of Hilbert spaces Hj .
Example 3.3. Consider the uniform distribution µ0 on D := [−1, 1] together with
the L2-normalized Legendre polynomials eν . Here we have
eν(1) = ‖eν‖∞ := sup
x∈D
|eν(x)| =
√
2ν + 1 ≍ max(ν1/2, 1),
see, e.g., [37, Ex. 2.20]. It follows that H1, H2, . . . are reproducing kernel Hilbert
spaces if and only if ∑
ν∈N
α−1ν,1 · ν <∞,
while H is a reproducing kernel Hilbert space if and only if∑
ν,j∈N
α−1ν,j · ν <∞.
Example 3.4. Now we consider a generalization of Example 3.3. Let µ0 be defined
by the Lebesgue density x 7→ c(α,β) · (1 − x)α(1 + x)β on D := [−1, 1] for some
α, β > −1/2, where
c(α,β) :=
α+ β + 1
2α+β+1
·
(
α+ β
α
)
.
The orthogonal polynomials associated to this weight function are the Jacobi poly-
nomials P
(α,β)
ν , usually normalized such that P
(α,β)
ν (1) =
(
ν+α
ν
)
, see, e.g., [40,
Eqn. (4.1.1)]. The special case α = β = 0 yields the Legendre polynomials. The
L2-normalized version is
eν := c
(α,β)
ν · P (α,β)ν
with
c(α,β)ν := (c
(α,β))−1/2 ·
(
(2ν + α+ β + 1) · Γ(ν + 1) · Γ(ν + α+ β + 1)
2α+β+1 · Γ(ν + α+ 1) · Γ(ν + β + 1)
)1/2
≍ max(ν1/2, 1),
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see, e.g., [40, Eqn. (4.3.3)]. The Jacobi polynomials P
(α,β)
ν attain their supremum
norm in −1 or in +1 with
‖P (α,β)ν ‖∞ =
(
ν +max(α, β)
ν
)
≍ max(νmax(α,β), 1),
see, e.g., [40, Thm. 7.32.1]. Altogether we obtain
max(|eν(1)|, |eν(−1)|) = sup
x∈D
|eν(x)| ≍ max(νσ, 1)
with
σ := max(α, β) +
1
2
> 0.
It follows that H1, H2, . . . are reproducing kernel Hilbert spaces if and only if∑
ν∈N
α−1ν,1 · ν2σ <∞,
while H is a reproducing kernel Hilbert space if and only if∑
ν,j∈N
α−1ν,j · ν2σ <∞.
Remark 3.5. In the Examples 3.1–3.4 the summability of (α−1ν,j ·νσ)ν,j∈N for some
σ ≥ 0 determines whether H is a reproducing kernel Hilbert space. According to
Lemma B.2 this summability already follows from the summability of (α−1ν,1 ·νσ)ν∈N
and (α−11,j)j∈N, if
(17) lim inf
ν,j→∞
ln(αν,j)
ln(ν) · ln(j) > 0.
Next, we turn to two important classes of Fourier weights. At first we introduce
some notation. The decay of any sequence x = (xi)i∈N of positive reals is defined
by
decay(x) := sup
{
τ > 0 :
∑
i∈N
x
1/τ
i <∞
}
with the convention that sup ∅ := 0, see [47, p. 311]. As a well-known fact
decay(x) = lim inf
i→∞
ln(x−1i )
ln(i)
if the decay or the limes inferior is positive, which follows, e.g., from Lemma B.3
in Appendix B.
Example 3.6. We consider
αν,j := a
rj
ν ,
where
(18) ∀ j ∈ N : 0 < r1 ≤ rj
as well as
∀ ν ∈ N : 1 < a1 ≤ aν
and
(19) aν ≍ ν.
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Put r0 := 0. For j ∈ N0 the space Hj+1 is continuously embedded into Hj (with
norm one) if and only if rj ≤ rj+1, and in this case rj < rj+1 is equivalent to the
compactness of this embedding.
Obviously (C1) and (C2) hold true, and (17) is equivalent to
ρ > 0
for
ρ := lim inf
j→∞
rj
ln(j)
.
Note that
decay((α−1ν,1)ν∈N) = r1
and
decay((α−11,j)j∈N) = ρ · ln(a1).
Let σ ≥ 0. Observe that
(20)
∑
ν∈N
α−1ν,1 · νσ <∞
is actually equivalent to
r1 > σ + 1,
while
r1 > σ + 1 ∧ ρ > 1
ln(a1)
is a sufficient condition for
(21)
∑
ν,j∈N
α−1ν,j · νσ <∞
to hold. A necessary condition also permits ρ = 1/ ln(a1).
Remark 3.7. The exponents rj in Example 3.6 may be regarded as smoothness
parameters. To illustrate this point, we first consider the complex L2-space and
the complex exponentials according to Example 3.1. Up to equivalence of norms,
the Korobov spaces Hj with parameters rj may be defined by any choice of aν > 0
such that (19) is satisfied. Specifically
(22) aν := 2π⌊(ν + 1)/2⌋
is considered in, e.g., [35, 38] and
(23) aν := 1 + ⌊(ν + 1)/2⌋
is considered in, e.g., [7]. Observe that the index set Z instead of N0 is considered
in [7, 35, 38]. Furthermore, the parameters 2rj instead of rj are used in [35, 38].
See [27] for a generalization of this type of Fourier weights, which involves an
additional fine parameter.
Secondly, we consider the smoothness spaces based on Legendre polynomials and,
more general, on Jacobi polynomials in Examples 3.3 and 3.4, which are related
to weighted Sobolev spaces. Such spaces were considered in, e.g., [31]. We discuss
one special case where the relation can be directly explained. Corollary 2.6 and
Theorem 2.7 from [31] show that, if rj is an even integer and α = β > −1/2, then
the space Hj with respect to the Jacobi polynomials P
(α,α)
ν can be identified (with
equivalent norms) with the Sobolev space of all functions on (−1, 1) with weak
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derivatives up to order rj/2 in the weighted L2-space of functions on (−1, 1) with
respect to the weight function ̺α,rj (x) = (1− x2)α+rj/2.
More formally, let L2(̺α,rj ) be the Hilbert space of all functions f : (−1, 1)→ R
with
‖f‖2L2(̺α,rj ) =
∫ 1
−1
|f(x)|2̺α,rj (x) dx <∞.
LetW rj/2(̺α,rj ) be the Hilbert space of all functions f on (−1, 1) with weak deriva-
tives up to order rj/2 in L2(̺α,rj ) with norm given by

rj/2∑
k=0
‖f (k)‖2L2(̺α,rj )


1/2
.
Then
Hj = W
rj/2(̺α,rj )
with equivalent norms.
Example 3.8. Choose a > 1 and consider
αν,j := a
rj ·ν
bj
with (18) being satisfied and with
∀ j ∈ N : 0 < b1 ≤ bj .
See, e.g., [22] and the references therein for this type of Fourier weights.
Put r0 := 0 as previously. For j ∈ N0 we have a compact embedding of Hj+1
into Hj if and only if bj < bj+1 or bj = bj+1 and rj < rj+1. Furthermore, we
have a continuous, non-compact embedding only in the trivial case bj = bj+1 and
rj = rj+1.
Obviously (C1) and (C2) hold true, and (17) follows from
ρ > 0,
where ρ is defined as in Example 3.6. In contrast to Example 3.6, we now have
(sub-)exponentially growing Fourier weights for every space Hj with j ∈ N. In
particular,
decay((α−1ν,1)ν∈N) =∞,
while
decay((α−11,j)j∈N) = ρ · ln(a).
Hence (20) is satisfied for every σ ≥ 0. A sufficient condition for (21) to hold is
ρ >
1
ln(a)
.
Again a necessary condition also permits equality.
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3.4. The Embeddings: Abstract Setting. Consider the abstract setting. Let
γj := sup
ν∈N
αν,1
αν,j
for j ∈ N, and observe that 0 < γj ≤ 1 due to (C1) and (C2).
For the first kind of embedding we use the sequence (αν,1)ν∈N of Fourier weights
of the space (H1, 〈·, ·〉1) and the sequence (γj)j∈N of positive weights to construct
a new sequence of Hilbert spaces (Gj , 〈·, ·〉Gj ) in the following way. We take
Gj := H1
and
〈f, g〉Gj := 〈f, e0〉0 · 〈e0, g〉0 +
1
γj
·
∑
ν∈N
αν,1 · 〈f, eν〉0 · 〈eν , g〉0
for j ∈ N and f, g ∈ H1. Of course, this is a particular case of the construction of the
spaces (Hj , 〈·, ·〉j), where the Fourier weights are now of the form αν,j := αν,1/γj.
In addition to H we consider the tensor product space
G :=
⊗
j∈N
Gj
with the corresponding scalar product.
Remark 3.9. The embeddings Gj ←֓ Gj+1 and Gj →֒ Gj+1 are continuous with
norms max(1,
√
γj+1/γj) and max(1,
√
γj/γj+1), respectively. In particular, we
have equivalence of the norms on all spaces (Gj , 〈·, ·〉Gj ), which is in sharp contrast
to spaces of increasing smoothness, where we have compact embeddings Hj ←֓
Hj+1.
For the second kind of embedding we take
Fj := span{e0, e1}
as well as
〈f, g〉Fj := 〈f, e0〉0 · 〈e0, g〉0 + α1,j · 〈f, e1〉0 · 〈e1, g〉0
for j ∈ N and f, g ∈ F1, and we consider the tensor product space
F :=
⊗
j∈N
Fj
with the corresponding scalar product.
Our analysis is based on the following simple observation.
Theorem 3.10. In the abstract setting we have
F →֒ H →֒ G
with embeddings of norm one.
Proof. The norm of the embeddings Hj →֒ Gj and Fj →֒ Hj is one. 
The spaces G and F are so-called weighted tensor product spaces, which have
been intensively studied. Weighted tensor product spaces of functions depending
on finitely many variables were introduced in [39] for the analysis of tractability
of multivariate problems; for further results and references see, e.g., [4, 32–34].
Weighted tensor spaces of functions depending on infinitely many variables were
first considered in [19]. The structure of the spaces is analyzed in [13] and a survey
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of recent results on infinite-dimensional integration on such spaces can be found
in [11].
In the present setting the weighted tensor products are based on the spaces
(H1, 〈·, ·〉1) and (span{e0, e1}, 〈·, ·〉1) and on the weights γj and α1,1/α1,j, respec-
tively. Theorem 3.10 allows to transfer results from weighted tensor product spaces
to tensor products of spaces of increasing smoothness and vice versa.
The results that will be derived in the subsequent sections depend on the family
(αν,j)ν,j∈N of Fourier weights via the decays of the sequences (α
−1
ν,1)ν∈N, (α
−1
1,j)j∈N,
and (γj)j∈N.
Example 3.11. In the situation of Example 3.6 we have
γj = sup
ν∈N
ar1−rjν = a
r1−rj
1 ,
and therefore
decay ((γj)j∈N) = ρ · ln(a1) = decay
(
(α−11,j)j∈N
)
.
Analogously, in the situation of Example 3.8,
γj = sup
ν∈N
ar1·ν
b1−rj·ν
bj
= ar1−rj ,
and therefore
decay ((γj)j∈N) = ρ · ln(a) = decay
(
(α−11,j)j∈N
)
.
Remark 3.12. The family (αν,1/γj)ν,j∈N of Fourier weights satisfies (C1) and (C2)
as well. However, if also (17) holds true for (αν,j)ν,j∈N, we do not necessarily have
this property for (αν,1/γj)ν,j∈N. Nevertheless, it is easy to see that the conclusion
of Lemma B.2 still holds true for the latter family of Fourier weights.
3.5. The Embeddings: Standard Setting. Now we turn to the standard set-
ting, and we assume that G is a reproducing kernel Hilbert space (in the sense of
the study from Section 2.2). It follows that each of the spaces Hj , Gj , or Fj is a
Hilbert space with a reproducing kernel of the form 1+m, wherem is a reproducing
kernel as well and H(1) ∩H(m) = {0}.
Consider any reproducing kernel m on D×D. If there exists a point a ∈ D such
that m(a, a) = 0, then m is called an anchored kernel with anchor a. The latter
is equivalent to f(a) = 0 for every f ∈ H(m). Next, consider the reproducing
kernel 1+m, and suppose that H(1)∩H(m) = {0}. Then m is an anchored kernel
with anchor a if and only if the orthogonal projection onto the subspace H(1) of
constant functions in H(1 +m) is given by f 7→ f(a). An anchored kernel induces
an anchored function space decomposition on ⊗dj=1H(1+γjm) with d ∈ N, see [29],
and on ⊗j∈NH(1+γjm), see [13]. Individual components of this decomposition can
be evaluated efficiently using function values only, see again [29].
We stress that for each of the spaces Hj , Gj , or Fj the respective kernel m is
not necessarily anchored. Actually, all the spaces Hj and Gj that we obtain in
the Examples 3.1 to 3.4 do not have a reproducing kernel 1 +m with an anchored
kernel m. This is easily verified: Since H(m) is the orthogonal complement of H(1)
in H(1 + m), we have that e1, e2 ∈ H(m). If m(a, a) = 0 for some a ∈ D, then
necessarily e1(a) = 0 = e2(a). But in the Examples 3.1 and 3.2 we have |e1(x)| =
1 = |e2(x)| for all x ∈ D. In Example 3.4 (and thus also in Example 3.3, which is a
special case of the former example) the only zero of e1 is a := (β −α)/(α+ β + 2),
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and it is easily checked that e2(a) 6= 0. Furthermore, we have that the kernel
m(x, y) = α−11,j e1(x)e1(y) corresponding to Fj is not anchored in the Examples 3.1
and 3.2 and anchored in a := (β−α)/(α+β+2) in Example 3.4 and, consequently,
in a := 0 in Example 3.3.
We establish, however, relations between the spaces Hj , Gj and Fj and spaces
with anchored kernels via suitable embeddings.
To this end, we fix a point a ∈ D, and for j ∈ N and c > 0 we define
Gcj := Gj = H1
and
〈f, g〉Gc
j
:= f(a) · g(a) + 1
cγj
·
∑
ν∈N
αν,1 · 〈f, eν〉0 · 〈eν , g〉0,
where f, g ∈ H1.
In the sequel we employ results from [11], which have been formulated for re-
producing kernel Hilbert spaces of real-valued functions. These results may be
extended to complex-valued functions in a canonical way and are thus applicable
in the present setting.
Lemma 3.13. For all j ∈ N and c > 0 the space (Gcj , 〈·, ·〉Gcj ) is a reproducing
kernel Hilbert space of functions with domain D, and its norm is equivalent to
‖ · ‖G1 . Moreover, there exists a (uniquely defined) reproducing kernel m on D×D
such that 1 + cγj · m is the reproducing kernel of (Gcj , 〈·, ·〉Gcj ) for all j ∈ N and
c > 0, and
(24) m(a, a) = 0.
Proof. Put
‖f‖1,I := |〈f, e0〉0|
and
‖f‖1,II := |f(a)|
as well as
‖f‖22,I := ‖f‖22,II :=
∑
ν∈N
αν,1 · |〈f, eν〉0|2
for f ∈ H1. According to [11, Rem. 2.1], the vector space H1 together with the
seminorms ‖ · ‖1,I and ‖ · ‖2,I satisfies the conditions [11, (A1)–(A3)]. The same
holds true for the seminorms ‖ · ‖1,II and ‖ · ‖2,II, see [11, Rem. 2.5].
By definition of [11, (A3)] this ensures, in particular, that 〈·, ·〉Gc
j
is a scalar
product on Gcj that turns the latter space into a reproducing kernel Hilbert space.
The closed graph theorem yields the equivalence of norms as claimed.
Let m denote the reproducing kernel of {f ∈ H1 : f(a) = 0} in (Gcj , 〈·, ·〉Gcj )
in the particular case cγj = 1. By definition, we have (24), and [11, Lem. 2.1,
Rem. 2.2] imply that the reproducing kernel of (Gcj , 〈·, ·〉Gcj ) is given by 1 + cγj ·m
for all j ∈ N and c > 0. 
We stress the following important differences between the spaces (Gj , 〈·, ·〉Gj )
and (Gcj , 〈·, ·〉Gcj ). In the latter case the orthogonal projection onto the space of
constant functions is easy to compute, but (eν)ν∈N0 is an orthogonal system only
in the trivial case that the two scalar products of Gj and G
1
j coincide.
INTEGRATION AND APPROXIMATION WITH INCREASING SMOOTHNESS 19
Lemma 3.14. There exists a constant 0 < c0 < 1 such that
(25) (1 + c−10 γj)
−1/2 · ‖f‖
G
c
−1
0
j
≤ ‖f‖Gj ≤ (1 + γj)1/2 · ‖f‖Gc0
j
and
‖f‖0 ≤ (1 + c−20 γj) · ‖f‖
G
c
−1
0
j
for all j ∈ N and f ∈ H1.
Proof. According to the first paragraph of the proof of Lemma 3.13 we are in the
situation from [11]. The inequality (25) follows directly from [11, Thm. 2.1] and
Lemma 3.13.
Analogously, the norm of the embedding G
c−1
0
j →֒ G˜j is bounded from above
by (1 + c−20 γj)
1/2, where G˜j is defined as Gj , however with new weights c
−2
0 · γj
instead of γj . Furthermore, the norm of the embedding G˜j →֒ H0 is given by
max
(√
c−20 γj/α1,1, 1
)
, cf. Section 3.1. It remains to observe that
max
(√
c−20 γj/α1,1, 1
)
· (1 + c−20 γj)1/2 ≤ 1 + c−20 γj . 
Condition (14) for the space G reads
∀y ∈ DN :
∑
ν,j∈N
(αν,1/γj)
−1 · |eν(yj)|2 <∞.
Considering ν = 1 and some y ∈ D such that e1(y) 6= 0 yields∑
j∈N
γj <∞.(26)
For c > 0 we define
Gc :=
⊗
j∈N
Gcj .
Note that different values of c may lead to different spaces and not just to different
norms, see [15], and the spaces do not necessarily fit into the setting of Section 3.1.
Lemma 3.15. For every c > 0 the space Gc is a reproducing kernel Hilbert space
of functions with domain DN and reproducing kernel given by
⊗
j∈N(1 + cγj · m)
with m according to Lemma 3.13. Furthermore, there exists a constant 0 < c0 < 1
such that we have continuous embeddings
Gc0 →֒ G →֒ Gc−10 →֒
⊗
j∈N
H0.
Proof. According to the first paragraph of the proof of Lemma 3.13 we are in the
situation from [11].
Combing (26) with [11, Thm. 2.3] yields the first claim. The second claim follows
directly from Lemma 3.14 and (26). 
We proceed in the same way for the space F . For j ∈ N and c > 0 we define
F cj := Fj = F1
and
〈f, g〉F c
j
:= f(a) · g(a) + α1,j
c
· 〈f, e1〉0 · 〈e1, g〉0,
20 GNEWUCH, HEFTER, HINRICHS, RITTER, AND WASILKOWSKI
where f, g ∈ F1.
Lemma 3.16. For all j ∈ N and c > 0 the space (F cj , 〈·, ·〉F cj ) is a reproducing
kernel Hilbert space of functions with domain D, and its norm is equivalent to
‖ · ‖F1 . Moreover, there exists a (uniquely defined) reproducing kernel ℓ on D ×D
such that 1 + cα−11,j · ℓ is the reproducing kernel of (F cj , 〈·, ·〉F cj ) for all j ∈ N and
c > 0, and
ℓ(a, a) = 0.
Lemma 3.17. There exists a constant 0 < c0 < 1 such that
(1 + c−10 α
−1
1,j)
−1/2 · ‖f‖
F
c
−1
0
j
≤ ‖f‖Fj ≤ (1 + α−11,j)1/2 · ‖f‖F c0j
and
‖f‖0 ≤ (1 + c−20 α−11,j) · ‖f‖
F
c
−1
0
j
for all j ∈ N and f ∈ F1.
Observe that F is a reproducing kernel Hilbert space. Furthermore, from (26)
we get ∑
j∈N
α−11,j <∞.
For c > 0 we define
F c :=
⊗
j∈N
F cj .
Lemma 3.18. For every c > 0 the space F c is a reproducing kernel Hilbert space
of functions with domain DN and reproducing kernel given by
⊗
j∈N(1 + cα
−1
1,j · ℓ)
with ℓ according to Lemma 3.16. Furthermore, there exists a constant 0 < c0 < 1
such that we have continuous embeddings
F c0 →֒ F →֒ F c−10 →֒
⊗
j∈N
H0.
Combining Theorem 3.10, Lemma 3.15, and Lemma 3.18 yields the following
result.
Theorem 3.19. Consider the standard setting, and assume that G is a reproducing
kernel Hilbert space. Then there exists a constant 0 < c0 < 1 with the following
properties. We have continuous embeddings
F c0 Gc0
F H G
F c
−1
0 Gc
−1
0
⊗
j∈NH0
⊗
j∈NH0,
and F c
−1
0 as well as Gc
−1
0 are reproducing kernel Hilbert spaces.
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4. Infinite-Dimensional Approximation and Integration
Consider a bounded linear operator S : X → Z between two K-Hilbert spaces
as well as a non-decreasing sequence A = (An)n∈N of sets An of bounded linear
operators between X and Z. We study the corresponding n-th minimal worst case
error
errn(S,A) := inf
A∈An
sup{‖S(f)−A(f)‖Z : f ∈ X , ‖f‖X ≤ 1};
more precisely, we determine
dec(S,A) := decay ((errn(S,A))n∈N) .
To stress the dependence on X we often write errn(X , S,A) and dec(X , S,A). Ob-
serve that
decay(x) = sup{τ > 0 : sup
i∈N
xi · iτ <∞}
for any non-increasing sequence x = (xi)i∈N of positive reals, cf. [47, p. 311], and
note that lower bounds for dec(S,A) correspond to upper bounds for the n-th
minimal errors errn(S,A) and vice versa.
For the approximation problem we have X ⊆ Z with a continuous embedding,
and S = App is the corresponding embedding operator
App: X →֒ Z.
For the integration problem we have Z = K, and S = Int is a bounded linear
functional
Int : X → K,
which is defined by means of integration with respect to a probability measure.
Theorems 3.10 and 3.19 allow us to derive results for linear problems, like approx-
imation and integration, on the tensor productH of spaces of increasing smoothness
from known results for the weighted tensor product spaces F and G or F c0 and
Gc
−1
0 , where the latter pair of spaces is, additionally, based on anchored kernels.
Under the corresponding assumptions we have
(27) dec(G,S,A) ≤ dec(H,S,A) ≤ dec(F, S,A)
and
(28) dec(Gc
−1
0 , S,A) ≤ dec(H,S,A) ≤ dec(F c0 , S,A).
Furthermore, H1 can be isometrically embedded into H via f 7→ f ⊗
(⊗
n≥2 e0
)
.
If we identify H1 with its image under this embedding, we may consider a non-
decreasing sequence B = (Bn)n∈N of sets Bn of bounded linear operators between
H1 and Z that satisfies A|H1 ∈ Bn for every A ∈ An and every n ∈ N. Then we
have
(29) dec(H,S,A) ≤ dec(H1, S,B),
where, by definition, dec(H1, S,B) is the decay of the n-th minimal errors
errn(H1, S,B) := inf
A∈Bn
{‖S(f)−A(f)‖Z : f ∈ H1, ‖f‖H1 ≤ 1}
for the corresponding univariate problem.
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4.1. Approximation with Unrestricted Linear Information. We consider
the abstract setting from Section 3.1. We are primarily interested in the case
X = H and
Z :=
⊗
j∈N
H0,
but for comparison we also consider Z together with X = F or X = G. In all
these cases the embedding operator App, which is well defined since αν,1 ≥ 1 ≥ γj
for ν, j ∈ N yields embeddings Gj →֒ H0 of norm one for every j ∈ N, defines an
infinite-dimensional approximation problem.
Let X ∗ denote the dual space of X . We are interested in approximating App
using n bounded linear functionals on X , i.e., we consider
Aalln :=
{
n∑
i=1
λi · zi : λi ∈ X ∗, zi ∈ Z
}
.
Observe that in the standard setting we actually deal with L2-approximation.
Theorem 4.1. Consider the abstract setting, and assume that (17) is satisfied.
We have
dec(H,App,Aall) = 12 ·min
(
decay
(
(α−1ν,1)ν∈N
)
, decay
(
(α−11,j)j∈N
))
,
dec(F,App,Aall) = 12 · decay
(
(α−11,j)j∈N
)
,
and
dec(G,App,Aall) = 12 ·min
(
decay
(
(α−1ν,1)ν∈N
)
, decay ((γj)j∈N)
)
.
Proof. First we consider dec(H,App,Aall). The singular values of App on H are
given by α
−1/2
ν with ν ∈N , where
αν :=
∏
j∈N
ανj ,j ,
see (12). Let ξ := (ξi)i∈N denote the sequence of these singular values, arranged in
non-increasing order. Due to a general result for linear problems on Hilbert spaces
errn(H,App,Aall) = ξn+1,
see [43, Thm. 5.3.2]. Hence Lemma B.1 and Lemma B.2 yield
dec(H,App,Aall) = decay(ξ)
= sup
{
τ > 0 :
∑
ν∈N
α−1/(2τ)
ν
<∞
}
= 12 ·min
(
decay
(
(α−1ν,1)ν∈N
)
, decay
(
(α−11,j)j∈N
))
.
The results for dec(G,App,Aall) and dec(F,App,Aall) are established in the
same way. For the spaces G we only have to observe that the singular values of
App are given by
∏
j∈N(ανj ,1/γj)
−1/2 for ν ∈ N and to use Remark 3.12 instead
of Lemma B.2. The singular values of App on F are given by
∏
j∈N(ανj ,j)
−1/2 for
ν ∈ N ∩ {0, 1}N, which immediately yields the claim. 
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Corollary 4.2. Consider the abstract setting. For the Fourier weights according
to Example 3.6 we have
dec(H,App,Aall) = 12 ·min(r1, ρ · ln(a1)),(30)
and for the Fourier weights according to Example 3.8 we have
dec(H,App,Aall) = 12 · ρ · ln(a).(31)
Proof. Recall that
(32) decay((α−1ν,1)ν∈N) = r1
and
(33) decay((α−11,j)j∈N) = decay((γj)j∈N) = ρ · ln(a1)
for the first kind of Fourier weights, and with r1 =∞ and a1 = a we have the same
decays for the second kind of Fourier weights, see Examples 3.6, 3.8, and 3.11. If
ρ > 0, then (17) is satisfied for both types of Fourier weights, and both of the
claims follow from Theorem 4.1. If ρ = 0 we get both of the claims from the fact
that decay
(
(α−11,j)j∈N
)
= 0. 
Remark 4.3. Let us also consider the finite-dimensional approximation problem
that is given by the embedding operator
App: H(d) :=
d⊗
j=1
Hj →֒
d⊗
j=1
H0.
Determining dec(H,App,Aall) or determining the rate of strong polynomial
tractability of errn(H
(d),App,Aall) are equivalent problems. More precisely,
errn(H,App,Aall) = sup
d∈N
errn(H
(d),App,Aall),
and hence
dec(H,App,Aall) = decay
((
sup
d∈N
errn(H
(d),App,Aall)
)
n∈N
)
.(34)
The quantity on the right hand side of (34) is called the rate of strong polynomial
tractability, and its reciprocal is called the exponent of strong polynomial tractabil-
ity. In this sense (30) is due to [35, Thm. 1], who study Korobov spaces and the case
(22), where a1 = 2π, and (31) is due to [26, Thm. 5.2], who derive this result for
Korobov spaces under the additional assumption of convergence of (rj/ ln(j))j∈N;
furthermore ρ > 0 is established as a sufficient condition for strong polynomial
tractability.
Our version of this result shows that ρ > 0 is also a necessary condition and thus
settles an open problem from [26].
Remark 4.4. We consider a particular case of the setting from [7], namely m = 1
and β = 0 in their notation. This means that the domain is of the form E :=
D1 ×D ×D × . . . with closed intervals D1, D ⊆ R and that the space H1 may be
defined in terms of an orthonormal basis that is different from the basis used to
defined the other spaces Hj with j ≥ 2. Furthermore, App maps H into the L2-
space with respect to a product probability measure of the form µ1×µ0×µ0× . . . .
Our results extend to this setting in a straight-forward way.
24 GNEWUCH, HEFTER, HINRICHS, RITTER, AND WASILKOWSKI
In [7] the Fourier weights from Example 3.6 with (23) are considered. It is shown
that
(35) dec(H,App,Aall) = 12 · r1
holds, if the requirement
(36)
∑
j∈N
1
rj
· ηrj <∞
for η = (2/3)1/r1 is satisfied, see [7, Thm. 4.1]. Observe that
ρ · ln(3/2) > r1
is a sufficient condition for (36) to hold, and a necessary condition for (36) also
permits equality, cf. Lemma B.3 of Appendix B.
Notice that (23) implies a1 = 2. Thus our result (30) improves on the findings
in [7] as it shows that the weaker condition
ρ · ln(2) ≥ r1
is necessary and sufficient for (35) to hold. Nevertheless, we stress that in [7] explicit
error bounds are derived, while our Theorem 4.1 only determines the decay of the
minimal errors.
4.2. Approximation and Integration with Standard Information. Now, we
investigate the approximation and the integration problem in the standard setting.
In the sequel X typically will be one of the tensor product spaces F , H , G, F c,
or Gc. For approximation we have
Z :=
⊗
j∈N
L2(D,µ0) = L2(D
N, µ)
with the respective embedding S = App. For integration we have Z = K, and
S = Int is given by
Int(f) =
∫
DN
f dµ
for f ∈ X .
Again, we are primarily interested in the case X = H , but in our analysis it is
crucial to consider X = F c and X = Gc with suitably chosen c > 0 as well. The
latter enables us to apply general results from [36, 47] for weighted tensor product
spaces based on anchored kernels. For comparison we also consider X = F and
X = G as before.
Assume that X is a reproducing kernel Hilbert space of functions on the do-
main DN, so that δy(f) := f(y) defines a bounded linear functional on X for every
y ∈ DN. We consider a class Astdn of bounded linear operators that is much smaller
than Aalln . First of all, A ∈ Astdn is only based on function evaluations δy instead
of arbitrary bounded linear functionals λ ∈ X ∗. Furthermore, we do not permit
evaluations at any point y ∈ DN and also do not just take into account the total
number of function evaluations that is used by A. Instead, we employ the unre-
stricted subspace sampling model, which has been introduced in [28]. This model
is based on a non-decreasing cost function $: N0∪{∞} → [1,∞] and some nominal
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value a ∈ D in the following way. For y = (yj)j∈N ∈ DN the number of active
variables is given by
Act(y) := #{j ∈ N : yj 6= a},(37)
and
Astdn :=
{
m∑
i=1
δyi · zi : m ∈ N0, yi ∈ DN,
m∑
i=1
$(Act(yi)) ≤ n, zi ∈ Z
}
is the class of algorithms with the cost bounded by n. For the univariate ap-
proximation and integration problems, where Z := L2(D,µ0) or Z := K and
Int(f) :=
∫
D
f dµ0, respectively, we simply take as sets Bstdn of bounded linear
operators between H1 and Z
Bstdn :=
{
n∑
i=1
δyi · zi : yi ∈ D, zi ∈ Z
}
.
In the sequel, we assume that
$(n) = Ω(n) and $(n) = O(eζn) for some ζ ∈ (0,∞).(38)
Theorem 4.5. Consider the standard setting, and assume that G is a reproducing
kernel Hilbert space. For S = App and S = Int we have
(39) dec(F, S,Astd) = 12 ·
(
decay((α−11,j)j∈N)− 1
)
and
(40) dec(G,S,Astd) = min (dec(H1, S,Bstd), 12 · (decay((γj)j∈N)− 1)) ,
implying
min
(
dec(H1, S,Bstd), 12 · (decay((γj)j∈N)− 1)
)
(41)
≤ dec(H,S,Astd)
≤ min (dec(H1, S,Bstd), 12 · (decay((α−11,j)j∈N)− 1)) .
Proof. At first, we derive (40). For every c > 0 the reproducing kernel of Gc is a
weighted tensor product that is based on an anchored kernel, see Lemma 3.15. We
claim that
dec(Gc, S,Astd) = min (dec(H1, S,Bstd), 12 · (decay((γj)j∈N)− 1)) .
In fact, if decay((γj)j∈N) > 1, then [47, Cor. 9] yields this claim for S = App,
while we employ [36, Thm. 2 and Sec. 3.3] for S = Int. Otherwise we have
decay((γj)j∈N) = 1, see (26), and this case may be easily reduced to the previ-
ous one. Indeed, this can be done by making the weights smaller such that their
decay δ is strictly larger than one. Making the weights smaller leads to smaller n-th
minimal errors and thus to a larger decay of the minimal errors. Using the claim
for the case decay((γj)j∈N) > 1 and letting δ tend to one establishes our claim
dec(Gc, S,Astd) = 0 in the case decay((γj)j∈N) = 1.
With the help of our claim and the embedding result from Lemma 3.15, we
obtain (40).
The proof of (39) is similar. Here we only have to observe that e0 = 1 and
e1(x) 6= e1(y) for some x, y ∈ D, which yields err2(F1, S,Bstd) = 0, and to apply
Lemma 3.18 instead of Lemma 3.15.
Finally, (41) follows from (39) and (40) together with (27). 
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Remark 4.6. In the proof of Theorem 4.5 we rely on results from [36, 47] that
were actually proved under slightly stronger assumptions than the ones we make in
the theorem. It is assumed in [36,47] that D is a Borel measurable subset of R and
that the probability measure µ0 has a Lebesgue density. The proofs are applicable,
however, in the setting of the present paper, cf. [2, 13].
We apply Theorem 4.5 to the trigonometric basis and to the Haar basis. For
the univariate problem on the corresponding space H1 the asymptotic behavior of
the n-th minimal errors errn(H1, S,Bstd) is known for S = App and S = Int in the
case of the trigonometric basis. In the case of the Haar basis we are only aware of
a lower bound for S = Int. A matching upper bound for S = App is established in
Appendix C.
Corollary 4.7. Assume that H0 = L2([0, 1], µ0) for the uniform distribution µ0.
Consider the trigonometric or the Haar basis (eν)ν∈N0 according to Example 3.1
or Example 3.2, respectively. For the Fourier weights according to Example 3.6 we
have (
r1 > 1 ∧ ρ · ln(a1) > 1
)⇒ H is a RKHS⇒ (r1 > 1 ∧ ρ · ln(a1) ≥ 1),
as well as
dec(H,S,Astd) = 12 ·min(r1, ρ · ln(a1)− 1)
for S = App and S = Int if H is a reproducing kernel Hilbert space.
Proof. Examples 3.1, 3.2, and 3.6 with σ = 0 yield the necessary and the sufficient
condition for H to be a reproducing kernel Hilbert space. Recall that G is based
on the Fourier weights (αν,1/γj)ν,j∈N. We proceed as for the space H to establish
the same pair of conditions for G to be a reproducing kernel Hilbert space.
In the sequel we therefore assume that r1 > 1. Then we have
dec(H1, S,Bstd) = 12 · r1.(42)
The lower bound for S = App in the case of the trigonometric basis follows from
the well-known approximation error estimates of Dirichlet or de la Valle´e-Poussin
means, see, e.g., [23, 42]. The case of the Haar basis is studied in Theorem C.1.
The upper bound for S = Int in the the case of the trigonometric basis follows
from equally well-known constructions of fooling functions that are trigonometric
polynomials, see, e.g., [41]. The case of the Haar basis follows from [6, Thm. 41].
If ρ · ln(a1) > 1 is valid, then we apply (33) and (41) to determine dec(H,S,Astd)
as claimed, and the remaining case ρ · ln(a1) = 1 is easily reduced to the previous
one. 
In a similar way we may handle the Fourier weights according to Example 3.8
instead of Example 3.6. Since this type of Fourier weights does never satisfy (16),
we only consider the trigonometric basis.
Corollary 4.8. Assume that H0 = L2([0, 1], µ0) for the uniform distribution µ0.
Consider the trigonometric basis (eν)ν∈N0 according to Example 3.1. For the Fourier
weights according to Example 3.8 we have
ρ · ln(a) > 1⇒ H is a RKHS⇒ ρ · ln(a) ≥ 1,
as well as
dec(H,S,Astd) = 12 · (ρ · ln(a)− 1)
for S = App and S = Int if H is a reproducing kernel Hilbert space.
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Proof. Proceed as in the proof of Corollary 4.7. 
4.3. Concluding Remarks.
Remark 4.9. Consider the approximation or the integration problem in the stan-
dard setting, and assume that G is a reproducing kernel Hilbert space. For the
trigonometric basis and the polynomial or (sub-)exponential Fourier weights and
for the Haar basis and the polynomial Fourier weights we obtain sharp results via
embeddings: It turns out that
dec(Gc
−1
0 , S,Astd) = dec(G,S,Astd) = dec(H,S,Astd)
= min
(
dec(H1, S,Astd), dec(F, S,Astd)
)
= min
(
dec(H1, S,Astd), dec(F c0 , S,Astd)
)
for S = App and S = Int, see Corollaries 4.7 and 4.8 and their proofs.
The analysis on the tensor product H of spaces of increasing smoothness is
therefore reduced to the analysis on its first factor H1 and on the weighted tensor
product spaces Gc
−1
0 and F c0 , which are based on anchored kernels. We stress that
already the space G is typically much larger than H , while already the space F is
always much smaller than H .
A similar conclusion holds true for the approximation problem with unrestricted
linear information in the abstract setting. For the polynomial and the (sub-)ex-
ponential Fourier weights
dec(G,App,Aall) = dec(H,App,Aall)
= min
(
dec(H1,App,Aall), dec(F,App,Aall)
)
,
see Theorem 4.1, Corollary 4.2 as well as (32) and (33).
Remark 4.10. Consider the approximation problem in the setting from Corollary
4.7. Combining the latter with Corollary 4.2 reveals that, at least with respect to
the decay of the n-th minimal errors, the class Astdn is as powerful as the class Aalln if
and only if ρ·ln(a1) ≥ r1+1. Furthermore, dec(H,App,Astd) and dec(H,App,Aall)
differ at most by 1/2.
In the setting from Corollary 4.8 we always have
dec(H,App,Astd) = dec(H,App,Aall)− 12 .
Appendix A. Countable Tensor Products
Let (Hj , 〈·, ·〉j)j∈N be a sequence of Hilbert spaces and fix, for each j ∈ N, a unit
vector uj ∈ Hj . If it is clear from the context we sometimes omit to name the unit
vectors uj ∈ Hj explicitly. In the setting of Section 3 it is natural to choose uj = e0
for all j ∈ N. Then the incomplete tensor product
H :=
⊗
j∈N
Hj
is the completion of the linear span of elementary infinite tensors ⊗j∈Nfj , for which
only finitely many fj are different from uj. Here the completion is taken with
respect to the inner product given by
〈⊗j∈Nfj ,⊗j∈Ngj〉 :=
∏
j∈N
〈fj , gj〉j
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for elementary infinite tensors and extended linearly to finite sums of elementary
infinite tensors. The abstract completion can be replaced by a concrete description
of elements in the incomplete tensor product via linear functionals, see [44].
This notion of an infinite tensor product is the natural one for our purpose
since the incomplete tensor product of spaces L2(Dj , µj) is in a canonical way
isometrically isomorphic to L2(D,µ), where µ := ×j∈Nµj is the product measure
of the probability measures µj on D := ×j∈NDj .
We freely used the following facts, which can be found in [44]. Each Hj0 is
isometrically embedded in H by identifying hj0 ∈ Hj0 with the tensor ⊗j∈Nfj with
fj0 = hj0 and fj = uj for j 6= j0. Similarly, the finite Hilbert space tensor products⊗d
j=1Hj are isometrically embedded in H . If we have another incomplete tensor
product
G :=
⊗
j∈N
Gj
with unit vectors vj ∈ Gj and a sequence of bounded linear operators Tj : Hj → Gj
with Tjuj = vj such that
C :=
∏
j∈N
‖Tj‖ <∞,
then there exists a unique linear bounded operator T : H → G acting on elementary
tensors as
T (⊗j∈Nfj) := ⊗j∈NTjfj.
Moreover, ‖T ‖ = C.
Appendix B. Summability and Decay of Sequences
As in Section 2.2 we consider sets Nj ⊆ N0 such that 0 ∈ Nj for j ∈ N, and
we let N denote the set of all sequences ν := (νj)j∈N in N0 such that νj ∈ Nj for
every j ∈ N and ∑j∈N νj <∞.
Lemma B.1. Let βν :=
∏
j∈N βνj ,j for ν ∈ N and βν,j ∈ R for j ∈ N and ν ∈ Nj
with β0,j = 1 for every j ∈ N. Then
∑
ν∈N βν is absolutely convergent if and only
if ∑
j∈N
∑
ν∈Nj\{0}
|βν,j | <∞,
in which case ∑
ν∈N
βν =
∏
j∈N

1 + ∑
ν∈Nj\{0}
βν,j

 .
Proof. Without loss of generality we may assume that Nj = N0 for every j ∈ N.
Let
Nk := {ν ∈N : νj = 0 for j > k}
for k ∈ N. It is easy to prove by induction that
∑
ν∈Nk
|βν | =
k∏
j=1
(
1 +
∑
ν∈N
|βν,j |
)
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for every k ∈ N. Therefore
∑
ν∈N
|βν | =
∏
j∈N
(
1 +
∑
ν∈N
|βν,j |
)
,
so that
∑
ν∈N |βν | <∞ and
∑
ν,j∈N |βν,j | <∞ are equivalent. Similarly, we get∑
ν∈N
βν =
∏
j∈N
(
1 +
∑
ν∈N
βν,j
)
,
if
∑
ν∈N |βν | <∞. 
Lemma B.2. Assume that (17) is satisfied, in addition to (C1) and (C2). For
every τ > 0 and every σ ≥ 0 we have
∑
ν,j∈N
α−τν,j · νσ <∞ ⇔

∑
ν∈N
α−τν,1 · νσ <∞ ∧
∑
j∈N
α−τ1,j <∞

 .
Proof. It suffices to verify the implication ‘⇐’ for τ = 1. Accordingly, we assume
that
∑
ν∈N α
−1
ν,1 · νσ <∞ and
∑
j∈N α
−1
1,j <∞, and we show that∑
ν,j∈N
α−1ν,j · νσ <∞.
Put βν,j := αν,j · ν−σ. For any choice of n ∈ N we have∑
ν,j∈N
β−1ν,j ≤
n∑
j=1
∑
ν∈N
β−1ν,j +
n∑
ν=1
∑
j∈N
β−1ν,j +
∞∑
ν=n+1
∞∑
j=n+1
β−1ν,j
≤ n ·
∑
ν∈N
α−1ν,1 · νσ + nσ+1 ·
∑
j∈N
α−τ1,j +
∞∑
ν=n+1
∞∑
j=n+1
β−1ν,j ,
see (C1), where the two single sums are finite by assumption. Choose ε > 0 and
n ≥ exp(2/ε) such that
ln(βν,j) ≥ ε · ln(ν) · ln(j)
for all ν, j ≥ n, see (17). For ν, j as before we obtain
β−1ν,j = exp(− ln(βν,j)) ≤ exp(−ε · ln(ν) · ln(j)).
Hence
∞∑
j=n+1
β−1i,j ≤
∞∑
j=n+1
j−ε·ln(i) ≤ n−ε·ln(i)+1
for every i ≥ n, and therefore
∞∑
i=n+1
∞∑
j=n+1
β−1i,j ≤ n ·
∞∑
i=n+1
i−ε·ln(n) <∞. 
Lemma B.3. Let qj > 0 for j ∈ N and
q := lim inf
j→∞
qj
ln(j)
.
Then we have
q > 1 ⇒
∑
j∈N
exp(−qj) <∞ ⇒ q ≥ 1.
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Proof. Assume that 0 ≤ q < 1. Then there exists a sequence of integers jm such
that qjm ≤ ln(jm) and jm+1 ≥ 2jm. Consequently,∑
j∈N
exp(−qj) ≥
∞∑
m=2
exp(−qjm) · (jm − jm−1) ≥
∞∑
m=2
j−1m · (jm − jm−1) =∞,
where in the last step we used that 1− jm−1/jm > 1/2 for all m ≥ 2.
Now we assume that q > 1. Choose ε > 0 such that 1 + ε < q and j0 ∈ N such
that qj ≥ (1 + ε) · ln(j) for every j ≥ j0. Then we get∑
j∈N
exp(−qj) ≤ j0 − 1 +
∞∑
j=j0
j−(1+ε) <∞. 
Example B.4. Consider the limiting case q = 1 in Lemma B.3. For qj = ln(j) we
have q = 1 and ∑
j∈N
exp(−qj) =
∑
j∈N
j−1 =∞.
For qj = ln(j) + 2 ln ln(j) we have q = 1 as well, but∑
j∈N
exp(−qj) =
∑
j∈N
j−1 · (ln(j))−2 <∞.
Appendix C. L2-Approximation in Haar Spaces
For n ∈ N0 we putM := {0, . . . , 2n−1}, and form ∈M we consider the intervals
Im := [m/2
n, (m+ 1)/2n[, m < 2n − 1,
as well as
I2n−1 := [(2
n − 1)/2n, 1].
Moreover, let Tn(f) be the piecewise constant interpolation of f : [0, 1] → C on
these intervals, based on the values of f at the respective midpoints.
Theorem C.1. Assume that H0 = L2([0, 1], µ0) for the uniform distribution µ0.
Consider the Haar basis (eν)ν∈N0 according to Example 3.2 and the Fourier weights
according to Example 3.6. Furthermore, assume that H1 is a reproducing kernel
Hilbert space, i.e., r1 > 1. Then there exists a constant C > 0 such that
sup{‖f − Tn(f)‖0 : f ∈ H1, ‖f‖1 ≤ 1} ≤ C · 2−n·r1/2(43)
for all n ∈ N0. Furthermore,
errn(H1, S,Bstd) ≍ errn(H1, S,Aall) ≍ n−r1/2(44)
for the embedding S : H1 →֒ H0.
Proof. Fix n ∈ N0, and let f :=
∑
ν∈N0
aνeν with aν ∈ C such that aν 6= 0 for only
finitely many ν ∈ N0. Put
k(ℓ,m) := 2ℓ +m2ℓ−n +
{
0, if ℓ = n,
2ℓ−n−1, if ℓ > n,
as well as
c(ℓ) := 2ℓ/2 ·
{
−1, if ℓ = n,
+1, if ℓ > n,
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for ℓ ≥ n and m ∈M . Observe that
Tn(eν) =


eν , if ν ≤ 2n − 1,
c(ℓ) · 1Im , if ν = k(ℓ,m) for ℓ ≥ n and m ∈M,
0, otherwise.
(45)
¿From (45) we get
(46) ‖f − Tn(f)‖0 ≤
∥∥∑
ν≥2n
aνeν
∥∥
0
+
∥∥∑
ν≥2n
aνTn(eν)
∥∥
0
,
and obviously ∥∥∑
ν≥2n
aνeν
∥∥2
0
=
∑
ν≥2n
|aν |2 ≤ 2−n·r1
∑
ν∈N0
|aν |2νr1 .(47)
Furthermore, (45) yields∑
ν≥2n
aνTn(eν) =
∑
m∈M
∑
ℓ≥n
ak(ℓ,m)Tn(ek(ℓ,m)) =
∑
m∈M
(∑
ℓ≥n
ak(ℓ,m) c(ℓ)
)
· 1Im .
Note that 〈1Im , 1Im′ 〉0=0 for m,m′ ∈M with m 6= m′. Therefore∥∥∑
ν≥2n
aνTn(eν)
∥∥2
0
=
∑
m∈M
∣∣∣∑
ℓ≥n
ak(ℓ,m) c(ℓ)
∣∣∣22−n.
Hence the Cauchy-Schwarz inequality and the fact k(ℓ,m) ≥ 2ℓ yield∥∥∑
ν≥2n
aνTn(eν)
∥∥2
0
≤ 2−n
∑
m∈M
(∑
ℓ≥n
|ak(ℓ,m)|2|k(ℓ,m)|r1 ·
∑
ℓ≥n
|k(ℓ,m)|−r12ℓ
)
≤ 2−n
∑
ℓ≥n
2ℓ(1−r1) ·
∑
ν∈N0
|aν |2νr1
= c2 · 2−n·r1
∑
ν∈N0
|aν |2νr1
with c = (1 − 21−r1)−1/2. Combing this estimate with (46) and (47) yields
‖f − Tn(f)‖0 ≤ (1 + c) · 2−n·r1/2
( ∑
ν∈N0
|aν |2νr1
)1/2
,
which shows (43). It remains to observe that
errn(H1, S,Bstd) ≥ errn(H1, S,Aall)  n−r1/2
to complete the proof of (44). 
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