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a b s t r a c t
In recent years, sum–product estimates in Euclidean space and fi-
nite fields have received great attention. They can often be inter-
preted in terms of Erdős type incidence problems involving the
distribution of distances, dot products, areas, and so on, which
have been studied quite extensively by way of combinatorial and
Fourier analytic techniques. We use both kinds of techniques to
obtain sharp or near-sharp results on the distribution of volumes
(as examples of d-linear homogeneous forms) determined by suf-
ficiently large subsets of vector spaces over finite fields and the
associated arithmetic expressions. Arithmetic–combinatorial tech-
niques turn out to be optimal for dimension d ≥ 4 to this end,while
for d = 3 they have failed to provide us with a result that follows
from the analysis of exponential sums. To obtain the latter resultwe
prove a relatively straightforward function version of an incidence
results for points and planes previously established in [D. Hart,
A. Iosevich, Sums and products in finite fields: An integral geo-
metric viewpoint, in: Radon Transforms, Geometry, and Wavelets,
Contemp. Math. 464 (2008); D. Hart, A. Iosevich, D. Koh, M. Rud-
nev, Averages over hyperplanes, sum–product theory in vector
spaces over finite fields and the Erdős–Falconer distance conjec-
ture, arXiv:math/0711.4427, preprint 2007].
More specifically, we prove that if E = A × · · · × A is a
product set in Fdq , d ≥ 4, the d-dimensional vector space over a
finite field Fq, such that the size |E| of E exceeds q d2 (i.e. the size
of the generating set A exceeds
√
q) then the set of volumes of d-
dimensional parallelepipeds determined by E covers Fq. This result
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is sharp as can be seen by taking A = Fp, a prime sub-field of
its quadratic extension Fq, with q = p2. For in three dimensions,
however, we are able to establish the same result only if |E| & q 158
(i.e., |A| ≥ Cq 58 , for some C; in fact, the q 158 bound can be justified
for a slightly wider class of ‘‘Cartesian product-like’’ sets), and this
uses Fourier methods. Yet we do prove a weaker near-optimal
result in three dimensions: that the set of volumes generated by
a product set E = A × A × A covers a positive proportion of Fq if
|E| > q 32 (so |A| > √q). Besides, without any assumptions on the
structure of E, we show that in three dimensions the set of volumes
covers a positive proportion of Fq if |E| ≥ Cq2, which is again sharp
up to the constant C , as taking E to be a 2-plane through the origin
shows.
Published by Elsevier Ltd
1. Introduction
The classical Erdős–Szemerédi sum–product problem asks for the smallest possible value of
max{|A+ A|, |A · A|},
where A is a finite subset of a given ring and | · | denotes the cardinality of a finite set.
A+ A = {a+ a′ : a, a′ ∈ A},
and
A · A = {a · a′ : a, a′ ∈ A}.
For the case when the ring is the real numbers, Erdős and Szemerédi conjectured that
max{|A+ A|, |A · A|} ' |A|2,
where here and throughout the paper, X . Y means that there exists C > 0 such that X ≤ CY .
Similarly, X / Y , with respect to the parameter N , means that for every  > 0 there exists C > 0
such that X ≤ CNY .
The best known result, in the setting of real numbers,
max{|A+ A|, |A · A|} ' |A| 43
is due to Solymosi [17].
In finite fields, further denoted as Fq, q = pm, a prime power, the problem takes on a flavor of its
own due to arithmetic considerations. The foundational result was obtained by Bourgain, Katz and
Tao in [3] (see also [9]), who proved that for any A ⊂ Z/pZ, with |A| ≤ p1−δ , there exists (δ) > 0
such that
max(|A+ A|, |A · A|) & |A|1+ .
The above result has lately enjoyed a great deal of elaboration; see e.g. [5,14,16,19]. The case when
|A| ∼ √q appears somewhat borderline, at least in the way in which the sum–product problem has
been studied (withmany difficult open questions around this borderline). We further refer to the case
|A| > √q as the large set case. It is this case that this paper deals with.
Garaev [6], by way of exponential sums, proved the inequality
max{|A+ A|, |A · A|} & min{|A| 12 q 12 , |A|2q− 12 },
which becomes optimal for |A| > q 23 . The same inequality was re-derived by Vinh [18] from a very
general incidence theorem in a finite regular projective plane.
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A related problem is to determine how large A ⊂ Fq, the finite field with q elements, needs to be
in order to ensure that
F∗q ⊂ dA2 = A · A+ A · A+ · · · + A · A, (1.1)
where F∗q denotes the multiplicative group of Fq. Bourgain [1] proved that (1.1) holds if d = 3 and
|A| ≥ Cq 34 .
See also [2,4,7,9,8] and the references contained therein for related results. In particular, the main
result of last mentioned citation implies that for a symmetric or antisymmetric A ⊆ Fq, such that
|A| > √q, the sum–product expression 8A2 covers Fq. If the symmetry assumption on A gets dropped,
then it is 10A2 that covers Fq [15]. While these results are sharp as regards the size of A, improving on
the length of the sum–product appears to be quite challenging.
The second and the third listed authors developed a combination of geometric and Fourier analytic
machinery [10] to establish the following result. See also [11–13] where this and related machinery
are developed in a variety of contexts.
Theorem 1.1. Let A ⊂ Fq, where Fq is an arbitrary finite field with q elements. Suppose that for some
constant C
1
d
size,
|A| ≥ C
1
d
sizeq
1
2+ 12(2d−1) .
Then
|dA2| ≥ q · C
2− 1d
size
C
2− 1d
size + 1
. (1.2)
Moreover, if A is such that |A| > q 12+ 12d , then
F∗q ⊂ dA2. (1.3)
It follows immediately from Theorem 1.1 that in the case d = 2,
F∗q ⊂ 2A2 if |A| > q
3
4 ,
and
|2A2| ≥ q · C
3
2
size
C
3
2
size + 1
if |A| ≥ C 12sizeq
2
3 .
This result was proved as a corollary of the following geometric statement.
Theorem 1.2. Let E ⊂ Fdq such that |E| > q
d+1
2 . Then
F∗q ⊂ {x · y : x, y ∈ E}.
Suppose that E ⊂ Fdq such that |E| ≥ Csizeq
d
2+ d2(2d−1) . Suppose, in addition, that E is a Cartesian product.
Then
|{x · y : x, y ∈ E}| ≥ q C
2− 1d
size
1+ C2−
1
d
size
.
The main tool used to establish this result is the following geometric incidence theorem.
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Theorem 1.3. Let E ⊂ Fdq that does not contain the origin. Let
ν(t) =
∑
x·y=t
E(x)E(y),
where here and throughout the paper, E(x) denotes the characteristic function of E. Then
ν(t) = |E|2q−1 + R(t), (1.4)
where
|R(t)| ≤ |E|q d−12 , if t 6= 0,
and
|R(0)| ≤ |E|q d2 .
Moreover,∑
t
ν2(t) ≤ |E|4q−1 + |E|q2d−1
∑
k
|̂E(k)|2|E ∩ lk|, (1.5)
where
lk = {tk : t ∈ F∗q}.
Remark 1.4. The proof of Theorem 1.3 in [10] goes through without change if the dot product x · y
is replaced by any non-degenerate bi-linear form B(x, y). This claim will, in fact, be included in the
slightly more general Theorem 3.1 in the sequel.
1.1. Focus of this paper
The purpose of this paper is to develop the geometric incidence machinery for studying the
distribution of volumes and to apply the resulting estimates to the sum–product type estimates. More
precisely, define vol(x1, . . . , xd) to be the determinant of the matrix whose rows are xjs. Recall that
vol(x1, . . . , xd) = x1 · (x2 ∧ x3 ∧ · · · ∧ xd),
where the dot product is defined by the usual formula
u · v = u1v1 + u2v2 + · · · + udvd,
and the generalized cross product, sometimes called the wedge product, is given by the identity
u2 ∧ · · · ∧ ud = det

i
u2
· · ·
ud
 ,
where
i = (i1, i2, . . . , id),
indicating the coordinate directions in Fdq . Similarly define
vol(E) = {vol(x1, . . . , xd) : xj ∈ E}.
The question that we ask, under a variety of natural structural assumptions, is that of how large E
needs to be to ensure that F∗q ⊂ vol(E), or, more modestly, that vol(E) contains a positive proportion
of the elements of Fq.
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Taking E = A×A×· · ·×A, a product set, will allow us to study some special cases of the following
general arithmetic problem. Let
Λ : (Fdq)D = Fdq × · · · × Fdq → Fq
be a multi-homogeneous form in the sense that if tj ∈ Fq, then
Λ(t1x1, t2x2 . . . , tDxD) = tk11 tk22 . . . tkDD Λ(x1, . . . , xD).
Once more: how large does A ⊂ Fq need to be so that
Λ(A) = {Λ(x1, . . . , xD) : xj ∈ A× · · · × A} (1.6)
contains the whole Fq, or at least a positive proportion?
If D = 2 and
Λ(x1, x2) = x1 · x2,
we are in the realm of Theorem 1.1. If
Λ(x1, x2, . . . , xd) = x11 . . . xD1 + · · · + x1d . . . xDd ,
wewould be looking atDAd, the problem recently studied in [9]. In this paperwe illustrate ourmethod
by studying the case
Λ(x1, . . . , xd) = det(x1, . . . , xd), (1.7)
the determinant of the d by dmatrix with columns given by xjs, though it will be clear that themethod
applies to a large variety of multi-homogeneous forms.
As far as the three-dimensional volumes are concerned, Theorem 1.3 together with Remark 1.4
implies the following fact:
Corollary 1.5. Let H2 be a two-dimensional subspace of F3q , EH2 be any subset of H2 with |EH2 | & q
3
2 ; let
v ∈ F3q , but not in H2. Then
|{vol(v, x, y) : x, y ∈ EH2}| & q. (1.8)
Proof.
νH2(t) = |{(x, y) ∈ EH2 × EH2 : vol(v, x, y) = t}|,
and then∑
t
νH2(t) = |EH2 |2, (1.9)
while by (1.5)∑
t
ν2H2(t) . |EH2 |4q−1 + q2|EH2 |2.
Indeed, in the second term of the estimate (1.5), for any line l, we have |EH2 ∩ l| ≤ q and∑
k
|̂EH2(k)|2 = q−2|EH2 |,
which is the Parseval identity applied to the characteristic function of EH2 . At this point we should
point out that the Fourier transform in this paper appearing in the formulas (1.5) and (3.1) and the
forthcomingproof of Theorem3.1 has beendefinedwith the normalizednormon the space side, i.e. for
a function f (x) on Fdq ,
f̂ (k) = q−d
∑
f (x)χ(−k · x),
where χ is a non-principal additive character on Fq.
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The claim (1.8) now follows from the Cauchy–Schwartz inequality, since for |EH2 | & q
3
2 we have∑
t
ν2H2(t) . |EH2 |4q−1,
together with (1.9). 
2. Statement of results
Before stating our main results, we need the following definitions.
Definition 2.1. We say that E ⊂ Fdq is Cartesian product-like if given any n-dimensional sub-space
Hn ⊂ Fdq ,
|E ∩ Hn| . |E| nd .
Definition 2.2. We say that E ⊂ Fdq is in general position if given any n-dimensional sub-space
Hn ⊂ Fdq , there exist d− n linearly independent vectors of E whose span does not intersect Hn.
Remark 2.3. The meaning of the general position condition is that if E ∩ Hn determines a positive
proportion of all the n-dimensional volumes (i.e. the set E ∩ Hn considered as a subset of the n-
dimensional vector space Hn generates cq distinct n-dimensional values for the restriction of the
volume form to Hn, for some absolute constant c) then, by elementary geometry, E determines a
positive proportion of all the d-dimensional volumes. Cf. Corollary 1.5.
Our main results are the following:
Theorem 2.4. Suppose that E ⊂ F3q is Cartesian product-like. Then
F∗q ⊂ vol(E) if |E| ≥ Cq
15
8 (2.1)
with a sufficiently large constant C > 0.
Theorem 2.5. Suppose that E = A× A× A and |A| > √q. Then
|vol(E)| > q
2
.
Theorem 2.6. Suppose that E = A× A× A× A and |A| > √q. Then
vol(E) = Fq.
Remark 2.7. Observe that Theorems 2.5 and 2.6 are in general sharp. To see this we can simply take
A to be the sub-field Fp of Fq, with q = p2. Also note that Theorem 2.4, being obtained by geometric
Fourier analysis, enables one to deal with Cartesian product-like sets, while Theorems 2.5 and 2.6 are
proved by arithmetic means and hence deal with sets that are Cartesian products. We do not know
how to strengthen Theorem 2.5 so that vol(E) = Fq; otherwise Theorem 2.4 would arguably become
superfluous.
Theorem 2.8. Suppose that E ⊂ F3q is in general position and |E| ≥ Cq2 with a sufficiently large constant
C > 0. Then there exists c > 0 such that
|vol(E)| ≥ cq.
Remark 2.9. The general position assumption in Theorem 2.8 is easily removed since any set E with
|E| > q2 is in general position. The assumption |E| ≥ Cq2 is sharp since a two-dimensional plane that
passes through the origin determines exactly one volume — the zero volume.
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3. Generalized geometric incidence estimate
An important tool in our investigation is the following generalized geometric incidence theorem
which can be viewed as a functional version of Theorem 1.3.
Theorem 3.1. Let B(x, y) be a non-degenerate 2-form on F2q; let
ν(t) =
∑
B(x,y)=t
f (x)g(y),
where f , g are non-negative functions on Fdq . Then
ν(t) = ‖f ‖1‖g‖1q−1 + R(t), (3.1)
where
|R(t)| ≤ ‖f ‖2‖g‖2q d−12 if t 6= 0.
Moreover, if (0, . . . , 0) 6∈ support(f ) ≡ E, then∑
t
ν2(t) ≤ ‖f ‖22 · |E| · ‖g‖21 · q−1 + ‖f ‖22 · q2d−1
∑
k6=(0,...,0)
|̂g(k)|2|E ∩ lk|, (3.2)
where, as before,
lk = {tk : t ∈ F∗q}.
Proof of Theorem 3.1. We use the exponential sum method. Below χ is a non-principal additive
character. As it can be anynon-principal additive character, we can replace in the following calculation
B(x, y) by the dot product x · y. We have
ν(t) =
∑
B(x,y)=t
f (x)g(y)
=
∑
x,y
q−1
∑
s
χ(s(x · y− t))f (x)g(y)
= ‖f ‖1‖g‖1q−1 + q−1
∑
x,y
∑
s6=0
χ(s(x · y− t))f (x)g(y)
= ‖f ‖1‖g‖1q−1 + R(t).
Using the Cauchy–Schwartz inequality,
R2(t) ≤ ‖f ‖22 · q−2
∑
x
∑
y,y′
∑
s,s′ 6=0
g(y)g(y′)χ(x · (sy− s′y′))χ(t(s′ − s))
= qd−2‖f ‖22 ·
∑
sy=s′y′:s,s′ 6=0
g(y)g(y′)χ(t(s′ − s))
= qd−2‖f ‖22 ·
∑
s6=0
∑
y
g2(y)+ qd−2‖f ‖22 ·
∑
sy=s′y′;s6=s′;s,s′ 6=0
g(y)g(y′)χ(t(s′ − s))
= qd−2(q− 1)‖f ‖22‖g‖22 + qd−2‖f ‖22 ·
∑
sy=s′y′;s6=s′;s,s′ 6=0
g(y)g(y′)χ(t(s′ − s))
= qd−2(q− 1)‖f ‖22‖g‖22 + qd−2‖f ‖22 ·
∑
a6=0,1;b6=0
∑
y
g(y)g(ay)χ(tb(1− a))
= ‖f ‖22‖g‖22qd−2(q− 1)− qd−2‖f ‖22 ·
∑
a6=0,1
∑
y
g(y)g(ay),
and the result follows.
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To prove the second part of Theorem 3.1, apply Cauchy–Schwartz once again to see that
ν2(t) ≤ ‖f ‖22 ·
∑
x,y,y′: B(x,y)=B(x,y′)=t
E(x)g(y)g(y′),
where E = support(f ).
It follows that∑
t
ν2(t) ≤ ‖f ‖22 ·
∑
B(x,y)=B(x,y′)
E(x)g(y)g(y′)
= ‖f ‖22q−1
∑
x,y,y′
∑
s
χ(s(x · y− x · y′))E(x)g(y)g(y′)
= ‖f ‖22q−1|E|‖g‖21 + ‖f ‖22q2d−1
∑
s6=0
∑
x
|̂g(x)|2E(sx)
= ‖f ‖22q−1|E|‖g‖21 + ‖f ‖22q2d−1
∑
x
|̂g(x)|2|E ∩ lx|,
as desired.
4. Proof of the volume estimates (Theorems 2.4 and 2.8)
Let f (x) = E(x) and define
g0(x) = |{(u2, u3) ∈ E × E : u2 ∧ u3 = x}|.
Observe that
‖f ‖1 = ‖f ‖22 = |E|. (4.1)
On the other hand,
‖g0‖1 = |E|2. (4.2)
Let
ν0(t) = |{(x1, x2, x3) ∈ E × E × E : vol(x1, x2, x3) = t}| (4.3)
and observe that
ν0(t) =
∑
x·y=t
f (x)g0(y),
where f and g0 are as above.
It turns out to be more convenient to redefine g0 as g by forcing g(0) = 0, i.e., let g(x) = g0(x) if
x 6= (0, 0, 0) and 0 otherwise. Then define
ν(t) =
∑
x·y=t
f (x)g(y). (4.4)
Thus, ν(t) = ν0(t) for t 6= 0 and ν(0) ≤ ν0(0). In the next sectionwewill show that ‖g0‖1 ≈ ‖g‖1 and
hence ‖ν0‖1 ≈ ‖ν‖1, so the fact that ν0 is somewhat lowon the zero volumes count is inconsequential.
Then the strategy of the proof is as follows. In order to prove Theorem 2.4 we are going to use the
estimate (3.1) where we shall show that the first term dominates for all t 6= 0, which would imply
ν(t) > 0. In order to do so, we need to estimate the quantity ‖g‖2, using the fact that the set E is
Cartesian product-like.
To prove Theorem 2.8 we will use (3.2) to bound the quantity ‖ν‖22 from above and then use
Cauchy–Schwartz to bound the size of its support from below, since ‖ν‖1 ≈ ‖ν0‖1 = |E|3.
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4.1. Elimination of the origin
Once again, let g(x) = g0(x) if x 6= (0, 0, 0) and 0 otherwise. The technical aspects of the proof get
simplified considerably if we work with g instead of g0. We may work with g provided that we show
that ∑
g(x) & |E|2.
To do this, it suffices to show that
g0(0, 0, 0) ≤ c|E|2
for some 0 < c < 1. Indeed,
g0(0, 0, 0) = |{(u2, u3) ∈ E × E : u2 ∧ u3 = (0, 0, 0)}|
≤ |E| ·max
l
|E ∩ l|,
where themaximum is taken over all the one-dimensional sub-spaces l of F3q . If E is Cartesian product-
like, then
|E ∩ l| . |E| 13
and so
g0(0, 0, 0) . |E|2− 23  |E|2.
For an arbitrary E we still have
|E ∩ H1| . q,
so
g0(0, 0, 0) ≤ |E|q,
and this quantity is much smaller than |E|2 if |E| is much larger than q. Thus the origin has indeed
been eliminated from the domain of g0 without any harm.
4.2. Proof of Theorem 2.4
We shall need the following estimate, proved in a subsequent section.
Lemma 4.1. Suppose that E ⊂ F3q is Cartesian product-like. Then
‖g‖22 .
{
|E| 73 q, for q 32 . |E| . q2,
|E| 103 q−1, for |E| & q2.
Applying the estimate (3.1) of Theorem 3.1 we see that if t 6= 0, then
ν(t) = |E|3q−1 + R(t),
where
|R(t)| ≤ q|E| 12 · ‖g‖2.
By Lemma 4.1,
|R(t)|2 . q3|E|3+ 13 ,
provided that
|E| . q2.
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It follows that ν(t) > 0 if
|E| 83 ≥ Cq5
with a sufficiently large constant C > 0. It follows that ν(t) > 0 if
|E| ≥ Cq 158 .
If |E| & q2, then again by Lemma 4.1, we have
|R(t)| . √q|E|2+ 16 .
Thus the term |E|3q−1 dominates R(t) as long as |E| & q 95 , which is indeed the case.
This completes the proof of Theorem 2.4. Observe that if E were just a product set, rather than
Cartesian product-like, then analyzing the case |E| & q2 would be superfluous, as one could rather just
pass to a subset of E.
4.3. Proof of Theorem 2.8
Instead of Lemma 4.1 we shall invoke the following estimate proved in a subsequent section.
Lemma 4.2. Suppose that E ⊂ F3q such that |E| & q2 and |E ∩ Hn| . q
n+1
2 for every n-dimensional
sub-space Hn, n = 1, 2. Then
‖g‖22 . |E|2q2.
To prove Theorem 2.8 we may indeed assume that for any sub-space Hn,
|E ∩ Hn| . q n+12
for 1 ≤ n ≤ 2. Indeed, for n = 1 this is obvious and if it were not the case for some H2, Theorem 2.8
would follow immediately by Corollary 1.5.
Regarding the assumptions of Lemma 4.2 as satisfied and we see using Cauchy–Schwartz that
|E|6 =
(∑
t
ν0(t)
)2
≈
(∑
t
ν(t)
)2
≤ |vol(E)| ·
∑
t
ν2(t). (4.5)
We use the estimate (3.2) of Theorem 3.1 to estimate
∑
t ν
2(t), and if the first term in the estimate
dominates, Theorem 2.8 follows. Hence we can assume that the second term dominates. In this case
using Lemma 4.2 we see that∑
t
ν2(t) . |E|q3‖g‖22
. |E|q3 · q2|E|2.
Inserting this back into (4.5) we see that
|vol(E)| & |E|
6
|E|3q5 =
|E|3
q5
.
This expression is &q if
|E| & q2,
as desired. This completes the proof of Theorem 2.8.
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5. Proof of the key estimates (Lemmas 4.1 and 4.2)
We shall make use of the following calculations.
Lemma 5.1. Let E ⊂ F3q be Cartesian product-like. Let H2 be a two-dimensional subspace of F3q . Then∑
H2
|E ∩ H2|2 . |E|2 (5.1)
provided that
|E| & q 32 .
Lemma 5.2. Let E ⊂ F3q . Let H2 be a two-dimensional sub-space of F3q . Then∑
H2
|E ∩ H2|2 . |E|2 (5.2)
provided that
|E| & q2.
5.0.1. Proof of Lemmas 5.1 and 5.2
To prove the estimates (5.1) and (5.2) observe that the expression∑
H2
|E ∩ H2|2
simply counts all pairs of elements of E in such a way that pairs of linearly independent elements of E
count once, as they define a unique 2-plane H2, while pairs of elements of E that lie on the same line
passing through the origin count O(q) times — the number of distinct 2-planes H2 intersecting along
this line. In the following two estimates the first and the second term provide the upper bounds for
the above count of the pairs of elements of E of these two types.
Thus, if E is Cartesian product-like and each line may support .|E| 13 elements of E, the expression
in question is
.|E|2 + q|E| 43 . |E|2 (5.3)
if |E| ≥ Cq 32 , as claimed.
For a generic E each line may support up to q elements of E, so the bound is
.|E|2 + q2 · |E| . |E|2 (5.4)
if |E| ≥ Cq2, as desired.
5.1. The conclusion of the proof of Lemmas 4.1 and 4.2:
By definition, informally, g(x) is the number of pairs of vectors in E, such that their cross product
equals x, for x 6= 0. Each such x defines a unique 2-plane H2 orthogonal to x (in the standard sense
x · y = 0 for all y ∈ H2) and the plane H2 is the same for all jx, with j ∈ F∗q . Thus, denoting as G0(2, 3)
the set of all two-dimensional linear subspaces in F3q , we have
‖g‖22 .
∑
j6=0
∑
H2∈G0(2,3)
ν2H2(j),
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where νH2(t) is the distribution of 2-areas generated by the restriction E ∩H2 of the set E to a 2-plane
H2. More formally, if H2 is given by the equation x · y = 0, with a fixed x 6= 0, then
νH2(t) = |{(u, v) ∈ (E ∩ H2)× (E ∩ H2) : vol(x, u, v) = t}|.
Note that after having forced the condition g(0) = 0 we are interested only in t 6= 0, and hence a
‘‘pathological’’ degenerate case x ∈ H2, which may happen in vector spaces over finite fields, is of no
consequence, as it contributes zero to ‖g‖2. Thus, to estimate the L2 normof each νH2 wemay apply the
estimate (1.5) of Theorem 1.3 (with d = 2). Indeed, by Remark 1.4 this estimate applies uniformly for
all H2, to which the volume form has a non-degenerate restriction, yet if the restriction is degenerate,
the contribution of such H2 into ‖g‖2 is zero. Thus, using the Parseval identity for the second term in
the estimate (1.5), we have
‖g‖22 .
∑
H2
(
|E ∩ H2|4q−1 + q|E ∩ H2|2max
l
|E ∩ l|
)
= I + II, (5.5)
where l denotes a line passing through the origin. Therefore
II = IIprod . q|E| 13
∑
H2
|E ∩ H2|2 (5.6)
if E is Cartesian product-like and
II = IIgeneric . q2
∑
H2
|E ∩ H2|2 (5.7)
if E is in general position.
Estimation of I: Suppose that E is product-like and |E| & q 32 . Since
|E ∩ H2|2 . |E| 43
due to the fact that E is a Cartesian product-like set, Lemma 5.1 gives us
I . q−1|E| 43 · |E|2 . |E| 73 q (5.8)
as long as |E| . q2. Otherwise we have
I . q−1|E| 103 . (5.9)
If E is in general position, then by the assumption of Lemma 4.2 we have
|E ∩ H2|2 . q3;
using this and Lemma 5.2 we have
I . q−1q3|E|2.
Estimation of II: Lemma 5.1 implies that
IIprod . q|E| 73 ,
if |E| & q 32 , as desired.
Similarly, Lemma 5.2 implies that
IIgeneric . q2|E|2,
if |E| & q2.
These estimates for I and II finish the proofs of Lemmas 4.1 and 4.2. In particular, the estimates
(5.8) and (5.9) have formed a composite estimate of Lemma 4.1.
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6. Proof of Theorems 2.5 and 2.6
We shall use the following lemmas. See [3,7,8].
Lemma 6.1. Suppose A ⊂ F∗q is such that |A|2 > q. Then there exist elements α, β ∈ A− A such that
|αA± βA| > q
2
. (6.1)
Lemma 6.2. If C ⊂ Fq is such that |C | > q2 , then C ± C = Fq.
Using Lemma 6.1, we have the following.
Lemma 6.3. Suppose A ⊂ F∗q is such that |A|2 > q. Let B = A− A. Then B2 − B2 = Fq.
Proof. The claim is that the set D of two by two determinants∣∣∣∣x1 x2y1 y2
∣∣∣∣
with elements in B cover Fq. Let us fix x1 = α, x2 = β , from Lemma 6.1, which are determined by A
only. Let y1 = u1 − v1, y2 = u2 − v2, where u1, v1, u2, v2 ∈ A. Let C = αA− βA. We have
D = C − C,
and the result follows from the fact that |C | > q2 by Lemmas 6.1 and 6.2.
We are now ready to prove Theorem 2.6. Consider the determinants in the form∣∣∣∣∣∣∣
x1 x2 x3 x4
y1 y2 y3 y4
u1 u2 x3 x4
v1 v2 y3 y4
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
x1 − u1 x2 − u2 0 0
y1 − v1 y2 − v2 0 0
u1 u2 x3 x4
v1 v2 y3 y4
∣∣∣∣∣∣∣
= (x3y4 − y3x4)
∣∣∣∣x1 − u1 x2 − u2y1 − v1 y2 − v2
∣∣∣∣ .
Theorem 2.6 now follows from Lemma 6.3.
We now prove Theorem 2.5. Consider the determinants in the form∣∣∣∣∣x1 x2 x3y1 y2 y3u1 u2 x3
∣∣∣∣∣ =
∣∣∣∣∣x1 − u1 x2 − u2 0y1 y2 y3u1 u2 u3
∣∣∣∣∣
= (x1 − u1)(y2u3 − y3u2)− (x2 − u2)(y1u3 − y3u1)
= u3[(x1 − u1)y2 − (x2 − u2)y1] − y3[(x1 − u1)u2 − (x2 − u2)u1].
Let (x1 − u1) = α, (x2 − u2) = β come from Lemma 6.1, therefore having fixed x1, u1, x2, u2. Now
fix u3 6= 0, and some y3. Theorem 2.5 now follows from Lemma 6.1. 
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