Abstract-We propose a novel dynamic image reconstruction method from PET listmode data that could be particularly suited to tracking single or small numbers of cells. In contrast to conventional PET reconstruction the proposed method combines the information from all detected events not only to reconstruct the dynamic evolution of the radionuclide distribution, but also to simultaneously improve the reconstruction at each single time point by enforcing temporal consistency. This is achieved via the use of optimal transport regularization where in principle, among all possible temporally evolving radionuclide distributions consistent with the PET measurement, the one is chosen with least kinetic motion energy. The reconstruction is found by convex optimization so that there is no dependence on the initialization of the method. We study its behaviour on simulated data of a human PET system and demonstrate its robustness even in settings with very low radioactivity. In contrast to previously reported cell tracking algorithms, the proposed technique is oblivious to the number of tracked cells. Without any additional complexity one or multiple cells can be reconstructed, and the model automatically determines the number of particles. As one of the results, four radiolabelled cells moving with a velocity of 3.1 mm/s and a PET recorded count rate of 1.1 cps (for each cell) could be simultaneously tracked with a tracking accuracy of 5.4 mm inside a simulated human body.
I. INTRODUCTION
Immune and cell-based therapies have become of emerging interest for eradicating or controlling intracellular pathogens that are difficult to treat with conventional therapies [1] . These immunotherapies generally utilize the primary function of the immune system to kill bacterial and viral pathogens or fight against cancer cells. Molecular imaging has great potential to detect and identify biomarkers allowing to treat only those patients which most likely respond to a dedicated immunotherapy and, most importantly, to monitor the treatment's success [2] .
Both imaging tasks for treatment planning and control need a quantitative measure of the biomarker's distribution within the patient's whole body. Positron emission tomography (PET) is a promising molecular imaging technique as it provides quantitative whole-body information at highest molecular sensitivity. The advent of new radiopharmaceuticals based on F-18 or long-lived Zr-89 and Cu-64 (e.g. [3] - [5] ) led to the development of new immuno-PET imaging approaches visualizing immune cell behaviour in-vivo.
Besides the use of PET for the visualization and quantitation of biomarkers, a new strategy has been developed recently to follow singular cells over time using the excellent sensitivity of PET systems in combination with mathematical modelling techniques. This application is of great interest to understand the underlying biological processes in immunotherapy. In addition, for the first time, the possibility of tracking the path of individual cells in the body opens up which is of interest to better understand the role and function of circulating tumor cells in the development of cancer metastases.
In conventional PET image processing, acquired data are reconstructed into large 3D images, a technique which is not well suited for representing the path of singular radioactive sources over time. Acquiring only sparse data, this usually leads to ill-posed mathematical problems and in consequence to noisy images containing little useful information.
Lee et al. proposed a novel algorithm to reconstruct the trajectory of a moving cell directly from PET list-mode data [6] . In their approach, the trajectory is modelled as a 3D B-spline function of the temporal variable and the meansquared distance between the trajectory and the recorded coincidence events is minimized using non-linear optimization. The new approach allows in a small animal PET setup to track single sources with an accuracy below 3 mm provided that the activity (in Bq) is greater than four times its velocity (in mm/s).
Using the same algorithm, Ouyang et al. demonstrated experimentally the feasibility of tracking a moving point source using another small animal PET system based on BGO detectors without any intrinsic background radiation [7] . As the noise level due to this background is reduced, the PET system could recognize moving sources with a velocity-toactivity ratio < 0.29 mm/decay which is outperforming the LSO-based PET system.
We propose a novel reconstruction method from PET listmode data that could be particularly suited to tracking single or small numbers of cells. In contrast to conventional PET reconstruction and similarly to the approach of [6] , [7] , our method combines the information from all detected events not only to reconstruct the dynamic evolution of the radionuclide distribution (for instance the motion of the radiolabelled cells), but also to simultaneously improve the reconstruction quality at each single time point by enforcing temporal consistency. This is achieved via the use of so-called optimal transport reg-ularization, a classical mathematical tool. In essence, among all possible temporally evolving radionuclide distributions consistent with the PET measurement we choose the one with least kinetic motion energy. The reconstruction is found by convex optimization so that there is no dependence on the initialization of the method. As a great advantage over [6] , [7] , our approach is oblivious to the number of tracked particles: without any additional complexity one or multiple cells can be reconstructed and the model automatically determines the number of particles.
In contrast to the previously reported small animal PET based evaluations, we tested the new algorithm on simulated data of a human PET system to evaluate a potential clinical use of PET based cell tracking under realistic conditions. As an example, four particles with a velocity of 3.1 mm/s and a velocity-to-detected-events-ratio of 3 mm (per particle) were simultaneously tracked with an accuracy of 5.4 mm.
II. MATHEMATICAL RECONSTRUCTION MODEL

A. Measurements and material distribution
The interior of the PET scanner (the measurement volume) will be denoted by Ω ⊂ R 3 . Measurements are performed over a time interval [0, T ) which we divide into M subintervals
With j ∈ {1, . . . , N } we enumerate all the detector pairs of the scanner. To each j we associate a line of response (LOR) l j which is a straight line through Ω that connects the centers of the two detectors. In an idealized setting any β-decay that led to the activation of the pair j is assumed to have happened on l j . More realistically, due to a variety of effects, the β-decay is either assumed to have happened close to the line or was caused by a random incidence or strong scattering. The number of detected events will be given by a function
where E i,j gives the number of events in time interval τ i and detector pair j. Throughout we will assume that the detector and time resolution are fine enough such that E i,j ∈ {0, 1} for all (i, j). In principle this can always be satisfied by sufficiently refining the detectors or the temporal resolution ∆T . Since we will work with data with low radiation activity, this assumption is also practically plausible. We will explicitly mention where this assumption enters to allow simplifications. Our goal will be to reconstruct from the measurement E the corresponding spatiotemporal distribution of radionuclides which will be described by a time-dependent nonnegative density function on Ω,
where for a set S ⊂ Ω the value S ρ t (x) dx yields the number of radionuclides in S at time t. (From the mathematical viewpoint it would actually be more natural to let ρ t be a nonnegative measure on Ω, which in contrast to a density function can also describe configurations with mass concentration in lower-dimensional subsets of Ω, but for the sake of simplicity we will stick to density functions in our exposition.) The expected number of decays in interval τ i and set S is given by
denotes the radionuclide halflife.
B. Forward operator
Each event count E i,j is Poisson distributed with mean K i,j which can be computed from ρ via the forward operator. In our simplified model we distinguish three different outcomes of a positron decay and subsequent photon emission: a) Detection: The photons undergo at most minor scattering before being registered by a pair of detectors. b) Scattering: At least one of the photons undergoes substantial scattering which significantly alters its direction. c) Attenuation: The emitted photon pair is not detected, e.g. due to absorption. The three outcomes will be produced by linear operators
We now describe the three operators. a) Detection: We set
H j (y) encodes the tomography geometry and gives the probability that a collinear unscattered photon pair emitted at y activates the detector pair j. G(y, x) accounts for the positron range and gives the probability that a positron emitted at x annihilates at y. G can also be used to approximately model minor scattering or slight non-collinearity of the photon pair where the photon emission position is still close to the line l j of the detector pair. We will just consider a spatially homogeneous Gaussian kernel G(y, x) = exp(|y−x|
denotes the probability that a photon pair originating from a positron emitted at x is neither attenuated or scattered substantially. We assume that p d is spatially constant. In principle a more detailed ansatz, where G and p d take into account the surrounding material and detector locations can be used without complicating the approach. b) Scattering: For simplicity we assume that scattering changes the photon rays randomly such that the probability of arriving at a detector pair j is homogeneous,
Similar as above, p s (x) is the probability for strong scattering, and we assume that it is spatially constant. As with A d i,j , one can also consider a more elaborate operator that accounts for spatially inhomogeneous scattering. However, we will later see that for our data this approximation is appropriate (cf. fig. 2 and corresponding text).
c) Attenuation: The forward operator describing absorption simply discards all intensity, A a i,j ρ = 0.
C. Optimal transport regularization
Our method aims at a regime of low radiation activity with relatively few detected events. Reconstructing the particle distribution ρ from the measurements E is therefore a classical underdetermined and ill-posed inverse problem which we must regularize by incorporating additional prior knowledge. If the radionuclide distribution ρ t were temporally almost constant, then by taking long enough time intervals τ i one would detect enough decays within τ i to reconstruct the sought ρ t . However, for quickly changing radionuclide distributions such a framewise reconstruction separately for each time interval τ i immediately breaks down. Instead it becomes necessary to combine information from multiple consecutive time intervals, of course taking into account that the radionuclide distribution changes between the time intervals.
As ρ describes the physical movement of radioactive particles within a test subject there will be some temporal consistency, and not all spatiotemporal distributions ρ are equally likely. For a Bayesian approach we need to model the likelihood of the different possible distributions. For this we introduce a time-dependent vector-field
that describes the material flux corresponding to the temporal variation of ρ and thus satisfies the mass conservation equation
(This is the same mass conservation as when ρ t describes a gas density and ω t the gas flux. Again, the use of a vectorvalued measure ω t rather than a function would be more appropriate from the mathematical viewpoint, in which case the equation would have to be interpreted in the so-called distributional sense, but the use of a vector-valued function suffices for our exposition.) Here we assume T T 1 2 so that the amount of radioactive material does essentially not change over time; otherwise the constraint could easily be complemented with an additional decay term (which would lead to so-called unbalanced optimal transport, cf. Sect. III-D). In the end we will not only reconstruct ρ itself, but also ω.
To quantify the likelihood of a path (ρ, ω) we associate with it its physical action
Note that ω t can be interpreted as physical momentum associated with the movement of ρ t and ω t /ρ t is the velocity field.
ρt dx is essentially the kinetic energy of all particles at time t. Now we assume a Boltzmann-type probability distribution of the pairs (ρ, ω), that is, the probability of (ρ, ω) behaves formally like
where β ≥ 0 plays the role of an inverse temperature.
This action is the so-called Benamou-Brenier functional for optimal transport, and the minimum value that can be achieved for a transport of ρ 0 to ρ T is the squared Wasserstein-2 distance between both measures [8] . In essence, we assign a higher likelihood to a path (ρ, ω) the less the mass moves. This acts as a temporal or kinetic regularization of the particle trajectories. Concerning the spatial distribution of ρ we make no assumption.
D. Bayesian functional
By Bayes' formula, the conditional probability of a radioactive mass distribution and material flux given the measurement E reads
Denoting by P λ (k) = λ k e −λ /k! the Poisson distribution with mean λ and writing as before K i,j = A i,j ρ, the conditional probability of having the measurement E if the radioactive mass distribution is ρ can be calculated as
The maximum a posteriori (MAP) estimate of (ρ, ω) is the one maximizing the probability P (ρ, ω|E) or equivalently minimizing its negative logarithm. Using the above we have
where we used the assumption E i,j ∈ {0, 1} and subsumed the term log P (E) and the normalization of P (ρ, ω) into a constant. Inserting K i,j = A i,j ρ leads to the functional
to be minimized for ρ and ω.
E. Unbiasing
Unfortunately, the MAP estimate in this setting is strongly biased towards declaring every detected photon pair as being unscattered. Essentially, this is due to A i,j concentrates all the intensity on a few detectors, thus producing much higher intensities there). This is a well-known deficiency of the MAP estimator, another variant of which is the fact that, for a number of samples drawn from an fixed distribution, the empirical density (which is the MAP estimate of the distribution without additional prior knowledge) explains every sample by a Dirac mass at the sample position rather than a more evenly spread distribution.
In order to alleviate the problem we will simultaneously estimate a decomposition
of the measurement into scattered and unscattered photon detections. The bias will then be reduced by conditioning on E s summing up the correct number K s of scattered measurements, which for the time being we assume to be known.
Repeating the Bayesian derivation of the MAP estimate this time for (ρ, ω, E s ) yields
P (E) with
Taking the negative logarithm and dropping constant terms leads to the functional
to be minimized for ρ, ω, as well as E s under the constraint
(the notation |E| 1 stands for the 1 -norm of the list of detection numbers). Note that above we used again the assumption E i,j ∈ {0, 1} for all (i, j).
F. Convex relaxation
Since the optimization ofJ E is too complicated (it contains the combinatorial optimization over all possible E s ) we first reformulate it to replace the variable E s by a tuning parameter p > 0,
This simplification could be justified by the fact that minimizingJ E,p corresponds to minimizingJ E subject to (3) for a particular choice of K s , but it can more easily be interpreted as follows: Any event in E either corresponds to a scattered or a properly detected photon pair. By choosing p close to 0, the maximum in the above formula will always evaluate to the second term so that all events are interpreted as proper detections, while for very large p, the maximum will always return the first term so that all events are interpreted as scattered. By choosing an intermediate p, just the right amount of events will be interpreted as scattered.
As a last simplifying step we convexify the energyJ E,p by replacing − log max{a, b} with its convex envelope − log(a+ b). We thus arrive at the functional
if ρ ≥ 0 and (2) holds and
Finally, recall that we will be working in the regime of very low radiation activity which means that E is expected to be sparse, i.e. only a small fraction of entries E i,j will be non-zero.
A i,j ρ is the expected total number of detected events (with and without scattering). Consequently, there is a function r : Ω → R, related to the sensitivity of the PET scanner, such that
One can then rewrite (4) as
where the sum now only runs over the sparse subset where E i,j = 1 > 0 and only those elements of the full tomography operator must be computed. In particular, the function r can be determined without evaluating all matrix rows A i,j .
In our experiments the area where the particles are moving is small compared to the dimensions of the PET scanner. Thus we may assume that r is spatially constant. One can show that if (ρ, ω) minimize J E,p for some r and β then (ρ, ω)/q will minimize J E,p for q · r and q · β, for some q > 0. Hence, only the relative scaling of r and β is relevant. For simplicity we set r(x) = 1/T .
III. METHODS
A. Monte Carlo Simulation
We work on simulated data. In this way we can precisely tune the problem difficulty, and reliable ground truth is available, thus allowing a transparent evaluation of our reconstruction method.
We utilize the Geant4 Application for Tomographic Emission (GATE) Monte Carlo tool [9] to simulate list-mode data of a clinical PET scanner. Within this simulation, the geometry and detector concept of the Siemens Biograph mCT PET/CT is implemented to mimic a state-of-the-art human PET system with LSO detector material [10] . To simulate cells under realistic conditions, body anatomy and attenuation is taken from a 4D extended cardiac-torso (XCAT) phantom [11] . A single cell is simulated as a point source (diameter 1 mm) with radioactivity of 10 kBq 18 F (T 1 2 = 6586 s). This cell is moved in 120 steps along a circular trajectory with radius 60 mm in the x-y plane, see fig. 1 . At each step, a MonteCarlo simulation is performed using 1 s simulation time, and the information of the detected coincidence events is stored in a list-mode data format.
Two different scenarios are simulated. In the first scenario, β + particles are simulated with typical energies of 18 F Fig. 1 . Coronal view of the human torso phantom XCAT used for MonteCarlo simulation of single cell movement. The radio-labelled cell (red dot) is moving along a horizontal circular trajectory with radius 6 cm.
followed by positron-electron annihilation inside the human tissue and emission of two 511 keV gammas. Scattered gamma events are rejected by setting an energy window of 510-650 keV. For a 10 kBq source activity the rate of counts detected by the scanner was 44 cps (counts per second), corresponding to a ratio of s = 4.4 · 10 −3 cps/Bq. In the second scenario, scattered events are partly allowed using an energy window of 435-650 keV, a range which is typically used in a clinical setup. This lower energy threshold ensures that gamma events from intrinsic natural radiation of lutetium-176 are rejected from measurements. Events were detected with a rate of 104 cps, yielding a ratio of s = 1.0·10 −2 cps/Bq. In both simulations a coincidence window of 4.1 ns is used.
To obtain more realistic experimentally feasible conditions the activity is then subsampled to rates between 160 Bq and 800 Bq (corresponding to 0.7 to 3.6 cps for a single particle in the first simulation setting). Multiple particles are simulated by applying a rotation in the x-y plane to the listmode data and then combining the resulting events. This is admissible since the scanner geometry is approximately symmetric around this axis. Different subsamplings of the original data were used for this such that events from different particles are statistically independent.
B. Discretization and numerical optimization
The functions ρ t and ω t are discretized by a regular grid of voxels over Ω for time points t ∈ {0, ∆T, . . . , T }. Constraint (2) and S(ρ, ω) are then discretized using finite differences on a staggered grid as in [12] . The operators A d i,j and A s i,j are discretized by identifying for each pair j of detectors which voxels contribute how much. In particular the discretization of the reconstruction method is completely independent from the software used to generate the simulated data, thus preventing the fundamental inverse crime. Therefore, the obtained results should indeed be meaningful.
Unless stated otherwise, in our experiments we set T = 120
] with L = 160 mm and discretize [0, T ]×Ω with a regular Cartesian grid with 65×64× 64 × 16 points. The spatial distance between to neighbouring grid points is then ∆L = 2.5 mm. We set the width of the Gaussian kernel G(y, x) from (1) to = 5mm which is slightly larger than the value in the simulations (cf. fig. 2 ) to reduce discretization artifacts.
The functional J E,p to be minimized is jointly convex in (ρ, ω) (indeed, the constraints ρ ≥ 0 and (2) are linear, and S is known to be convex as well [8] ). Thus, its minimization can be performed via a convex optimization approach. The optimization problem is then written in the form
if ρ ≥ 0 and +∞ else,
To this optimization problem the primal-dual implicit gradient descent and ascent from [13] is applied.
C. Framewise reconstruction
To demonstrate the benefit of temporal regularization we implement framewise reconstruction as a reference. This means we set β = 0 and assume that ρ is constant on each interval τ i . The flow field ω does then no longer appear in the functional. It is trivial to adapt the numerical scheme outlined above accordingly. With the exception of the unbiasing of scattering the unregularized functional is then comparable to standard Bayesian reconstruction methods for PET imaging.
We expect that for small ∆T the framewise method suffers from a lack of signal in each independent time frame. As ∆T increases, more events become available in each frame but there will be increasing inaccuracies due to the movement of the particles.
D. Quantification of reconstruction error
Using simulated measurements allows us to quantitatively compare our reconstruction results to the ground truth. We have to simultaneously measure errors in the localization of mass as well as (since PET is quantitative) errors in the reconstructed material amount. Both cannot be clearly separated from each other, since incorrectly positioning some mass from x ∈ Ω at y ∈ Ω can be interpreted both as an error in localizing the mass from x or as an error in reconstructing the correct amount of mass in x and y. Such a joint error quantification in material localization and mass is achieved by the Wasserstein-Fisher-Rao (WFR) metric (one particular choice from a large class of unbalanced transport metrics [14] ). The WFR metric between two nonnegative densities µ, ν :
Above, the vector field ω t describes the transport and ζ t the mass change, while the parameter α > 0 controls how much mass change is penalized compared to transport (note that d 2 WFR,α (µ, ν) is actually the minimum action to move µ onto ν, where in contrast to S the action now is complemented with a term for mass changes during transport).
Parameter α can be interpreted as the length scale across which a mass misplacement can be interpreted as a localization error (in fact, it is known that mass transport only happens up to a distance π · α in d WFR,α ). To quantify the error in our reconstruction results we choose α = 25 mm and calculate
for ρ gt the ground truth, ρ our reconstruction and N is the map that normalizes a non-negative density. We apply normalization to avoid tedious calibration of the absolute scanner sensitivity. err can approximately be interpreted as mean localization error for the particles with a truncation for large deviations at π·α. This quantity is computed numerically using the code from [15] .
Since α ∆L (where ∆L is the distance between two neighbouring grid points) the error inflicted by misplacing all particles by one discrete grid point is approximately
This provides a scale for the expected discretization error of the reconstruction.
IV. EXPERIMENTAL VALIDATION A. Basic setup
Our primary test phantom consists of four cells moving one after another on a circle in the x-y plane with a radius of 60 mm. We consider four experimental parameters: the amount m of radionuclides within the cells, the cell velocity v, the distance between subsequent cells and whether or not photon scattering is included in the simulation. The detection rate (counts/second) is then given by A = s · m · ln 2/T Recall that in addition there are two major parameters within the reconstruction method: the inverse temperature β for kinetic regularization and the scattering tuning parameter p. This setup allows to carefully test the method at different levels of difficulty and to understand how to choose the two reconstruction parameters properly. Figure 2 shows the cumulative distributions of the distance from the original positron emission position to the line of response of the activated detector pair for all detected events, for simulated data with and without photon scattering. In the absence of scattering this distance is caused by the positron range and photon non-collinearity. These are modelled with the kernel G in A d i,j , see (1) . With scattering included, minor scattering with small perturbations to the photon orientation cause further minor deviations which will also be modelled with G. In events with strong scattering the the true photon path will differ substantially from the idealized line of response, and thus the distance between positron emission and line may be much larger. This will be modelled with the operator A s i,j , and the long tail of the scattered distribution indicates that the assumption of 'uniform' scattering is indeed a reasonable approximation. 
B. Temporal regularization
We now study the influence of detection rate and temporal regularization. For simplicity we start without scattering.
Exemplary visualizations of reconstructed trajectories with and without temporal regularization are given in Figures 3  and 4 . As the particles in the phantom are restricted to the x-y plane, for simplicity we visualize the projection of ρ into this plane, which we denote by projρ. Figure 5 shows the reconstruction error for different detection rates A and values of β, where the detection rate is simply varied by changing the amount of radioactive ma- terial in the simulation. The optimal value of β is found to lie between 0.4 s/mm 2 and 1.0 s/mm 2 and is essentially independent of the rate A and number of time frames M . For detection rates of A = 5.7 cps and above the optimal reconstruction error is almost constant and almost at the level of discretization artifacts (see (6) ) across about one order of magnitude for β. For lower rates the error increases more quickly. The optimal reconstruction error is approximately proportional to the inverse activity (cf. fig. 7 (right) ). For low regularization β the error increases since the coupling between the information contained in different time frames becomes weaker (this effect is more pronounced with more time frames, M = 129, each of which then contains less information). As β increases the error grows due to overregularization.
For comparison, the reconstruction errors without kinetic regularization (i.e. framewise reconstruction, section III-C) are given in fig. 6 . The errors are higher than with temporal regularization, and in particular they increase drastically with decreasing detection rate and therefore also with increasing number of time frames (which reduces the available information per frame). Reducing the number of frames increases the available information per frame but the error eventually increases due to 'motion blur'. The reconstruction with temporal regularization is more robust to little information per frame due to the coupling between the frames.
The parameter β balances the strength of temporal regularization versus the agreement with the measurements. Its optimal value depends on the substance amount m, particle velocity v and halflife T 1
2
. The precise relation can be deduced from the scaling behaviour of the functional J E,p . For instance, if one rescales m → q · m, T 1 2 → q · T 1 2 for some q > 0 (which leaves the rate A and thus the measurement E unchanged) and rescales β → β/q then the minimizer of J E,p is rescaled according to (ρ, ω) → (q · ρ, q · ω). This means that the optimal reconstruction is rescaled by the same factor as the true material amount. As a consequence the reconstruction quality is invariant under this rescaling and thus if β is the optimal parameter for (m, v, T 1
) then β/q is the optimal parameter for (q · m, v, q · T 1 2 ). With additional similar arguments one can show that the optimal parameter β is given by C/(T 1 2
· v
2 ) for a suitable constant C. From fig. 5 we deduce that the optimal β for v = 3.14 mm/s and T 1 2 = 6586 s is approximately 0.9 s/mm 2 and therefore C ≈ 600. Unless stated otherwise, in all subsequent experiments we set β according to this formula.
In summary, one obtains good reconstruction results for a large interval of values of β, and the dependency of the optimal value for β on the experimental parameters is well understood. In addition, as compared to the framewise reconstruction, the regularized reconstruction quality is more robust at low detection rates.
C. Particle velocity and tracking efficiency
In [6] it was observed that particle velocity v and detection rate A are not independent parameters with respect to the reconstruction quality. In essence only their ratio v/A is important which was called tracking efficiency in [6] . This is intuitive as the tracking efficiency is the average distance between two detected positron decays along the particle trajectory.
This relation can also be observed for our reconstruction functional J E,p . Let q > 0 and rescale v → q·v and m → q·m which implies A → A · q and in particular that v/A remains constant. Then, similar to above, if one rescales β → β/q 2 , one can show that the minimizer of the functional transforms as ρ t → q · ρ q t and in particular the reconstruction error does not change. This is confirmed numerically in fig. 7 (left) . As predicted the curves look very similar.
The relation between tracking efficiency and tracking accuracy for the data of fig. 5 is shown in fig. 7 (right) . For a detection rate of A = 4.3 cps for four particles the detection rate per particle is A single = 1.1 cps which corresponds to a tracking efficiency of 3.0 mm, at a tracking accuracy of 5.4 mm. In [6] comparable tracking efficiencies are obtained at somewhat better accuracies albeit only for a single particle and a smaller scanner geometry providing higher image resolution.
D. Scattering
We now turn to data with scattering. We will use the full forward operator involving the parameter p used for unbiasing and convex relaxation. Figure 8 (left) shows the reconstruction error for two values of p. For low and medium values of β the behaviour is very similar to the no-scattering case (cf. fig. 5 ). However, with scattering the effect of overregularization is more dramatic which is due to a new mechanism that becomes available with scatter modelling: when the kinetic regularization is too strong, the lowest functional values can be obtained by keeping the reconstructed particles almost stationary and declaring almost all detected events as scattering. For sufficiently low β (below overregularization) the scattering ratios for p = 0.001 and p = 0.002 are approximately 0.2 and 0.8 respectively. From fig. 2 we deduce that the former is relatively accurate while the latter is substantially too high and wrongfully discards many unscattered events. Despite this, the reconstruction error for p = 0.002 is almost on par with p = 0.001 since the remaining 20 % of undiscarded events provide sufficiently accurate information about the particle locations.
Due to the stronger effect of overregularization the optimal value for β is slightly reduced. Hence, for scattered data we will set in the following β = C/(T 1 2
· v
2 ) for C ≈ 130. Figure 9 illustrates the influence of p on the reconstruction error and estimated scattering ratio in more detail. The estimated scattering ratio increases monotonically with p. For small p only the 'most absurd' events are labeled as scattered. With p the ratio increases and eventually almost all events fig. 4 the color scale for the particle densities was magnified as otherwise the scattering artifacts would not be visible.
are considered as scattered. In accordance, for small p the reconstruction error is higher since some scattered events that are not correctly recognized as such cause artifacts in the reconstruction. For high p the error increases since too many events are discarded as scattered which leaves less reliable information for reconstruction. The minimum reconstruction error is roughly obtained for that value of p which predicts the correct scatter ratio. In our experiments we found that the optimal value for p does not depend significantly on detection rate or particle velocity, and it is thus relatively easy to calibrate. Reconstructions of data with scattering, with and without proper detection of scattered events are visualized in fig. 10 .
E. Particle distance
In fig. 11 the reconstruction errors for different detection rates with and without scattering are investigated for varying distances between the particles. For sufficiently large distances the reconstruction error is low and is approximately constant, indicating that particles can be separated cleanly. As the particles become closer the reconstruction error increases. Eventually it decreases again when the particles become so close that failing to separate them does not inflict substantial error. Visualizations of reconstructions for various particle distances for the data of fig. 11 with scattering are shown in fig. 12 .
V. CONCLUSION
We presented a mathematical model and algorithm for the reconstruction of a temporally changing radionuclide distribution within a patient from PET listmode data. As opposed to classical clinical PET reconstruction, our method performs a dynamic rather than static imaging, resolving the temporal changes. It is in particular designed for (but in no way restricted to) tracking individual radiolabelled cells.
In essence, for tracking individual cells via PET there are two possible competing approaches, time binning and path fitting. Time binning pretends the radionuclide distribution was stationary over short time intervals and performs a classical reconstruction over those time intervals. The drawback is that too small time intervals contain too few detected decays to allow a reliable image reconstruction, while too large time intervals cause substantial blurring due to the radionuclide motion. In contrast, our novel method is essentially continuous in time so that no blurring occurs, but at the same time exploits temporal consistency so that the reconstruction almost behaves as if the radionuclide distribution was indeed stationary. The resulting strong superiority over time binning was demonstrated quantitatively on simulated data.
Path fitting on the other hand tries to fit a particle trajectory to the detected decay events. While for a single particle this is readily doable, for multiple particles it introduces the combinatorial problem of deciding which event belongs to which particle. Our approach can be seen as a relaxation of this method in the sense that in principle our method also allows particles to split or to merge. As a consequence our reconstruction boils down to a simple convex optimization without any combinatorial complexity.
The above advantages come at the price of two model parameters that have to be tuned to reasonable values, however, the influence of either parameter is well-understood. One parameter determines the amount of detected events which are interpreted as having undergone scattering (or coming from background noise) and are thus discarded. Since the amount of scattering and noise is known for each setting (it depends on the PET scanner, the radionuclide and the imaged object), this parameter can be easily tuned (once and for all for each setting) by comparing the estimated scatter ratio to the expected one. The other parameter represents the regularization strength, and we have shown how to choose it optimally depending on radionuclide halflife and expected particle velocity.
We tested our method on simulated data for imaging a human in a standard clinical PET scanner, using four cells or particles, each with 160-800 Bq activity and 3.1 mm/s velocity (reconstructions of larger numbers of cells would exhibit the same quantitative behaviour). For example, at 240 Bq per cell (corresponding to 1.1 cps per cell), four cells could be tracked simultaneously with an accuracy of 5.4 mm. The particle trajectories can clearly be identified and separated up to a distance comparable to the typical positron range (roughly two to five times, depending on the activity).
The chosen cell test setting is highly challenging but not unrealistic under the assumption that a single cell can be labelled with an activity of 200 Bq per cell. PET isotopes with a short half-life would be preferable for tracking fast moving cells as less radioactive molecules need to be attached to the cell providing high activity. On the other hand, long living PET isotopes, such as Zr-89 with a half-life of 78.4 h, would allow to track cells even after several days with the limitation of limited activity per cell. Thus, the choice of isotope and the labelling efficiency will strongly influence the tracking accuracy.
Furthermore, moving from the simulated clinical PET scanner to a total-body human PET scanner, of which prototypes are under evaluation, the sensitivity and thus the detection rate could be increased by a large factor (e.g. a 40-fold increase in effective sensitivity was predicted in [16] ). In turn, this means that the radioactivity per cell could be reduced by the same factor or alternatively the particles could be tracked at higher speed, thus allowing to track fast-moving cells also inside the large vessels (e.g. the aorta).
Finally, we should mention that reconstruction results can be further improved by employing more a priori knowledge for mathematical regularization. In particular, here we completely ignored any anatomic information (which could come from PET-MR or PET-CT systems), and rather than regularizing the kinetic energy of the particle motion there might be physically or biologically more relevant quantities such as for instance the particle acceleration. At the same time, any time-of-flight (TOF) information of the coincidence events is ignored in our model. Incorporation of TOF in our forward operators would allow us to use a weaker regularization since the reconstruction problem becomes less ill-posed and the signal-to-noise characteristics are substantially improved (as is typically observed in modern PET systems). Thus, the bias introduced by our transport regularization will be reduced, enhancing the tracking accuracy of our algorithm further.
