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ABSTRACT
In﻿this﻿paper﻿the﻿authors﻿build﻿on﻿prior﻿literature﻿to﻿develop﻿an﻿adaptive﻿and﻿time-varying﻿metadata-
enabled﻿dynamic﻿topic﻿model﻿(mDTM)﻿and﻿apply﻿it﻿to﻿a﻿large﻿Weibo﻿dataset﻿using﻿an﻿online﻿Gibbs﻿
sampler﻿for﻿parameter﻿estimation.﻿Their﻿approach﻿simultaneously﻿captures﻿the﻿maximum﻿number﻿of﻿
inherent﻿dynamic﻿features﻿of﻿microblogs﻿thereby﻿setting﻿it﻿apart﻿from﻿other﻿online﻿document﻿mining﻿
methods﻿in﻿the﻿extant﻿literature.﻿In﻿summary,﻿the﻿authors’﻿results﻿show﻿a﻿better﻿performance﻿of﻿mDTM﻿
in﻿terms﻿of﻿the﻿quality﻿of﻿the﻿mined﻿information﻿compared﻿to﻿prior﻿research﻿and﻿showcases﻿mDTM﻿as﻿
a﻿promising﻿tool﻿for﻿the﻿effective﻿mining﻿of﻿microblogs﻿in﻿a﻿rapidly﻿changing﻿global﻿information﻿space.
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1. INTRoDUCTIoN
The﻿global﻿information﻿space﻿is﻿a﻿rapidly﻿morphing﻿one﻿where﻿newer,﻿faster﻿and﻿more﻿individualized﻿
modes﻿of﻿person-to-person﻿electronic﻿information﻿transmittance﻿are﻿emerging﻿on﻿a﻿fairly﻿regular﻿basis.﻿
Microblogs﻿is﻿one﻿such﻿mode﻿of﻿global﻿information﻿transmittance﻿that﻿is﻿becoming﻿very﻿popular﻿in﻿
spreading﻿and﻿sharing﻿breaking﻿news,﻿personal﻿updates﻿and﻿spontaneous﻿ ideas.﻿Microblogs﻿ such﻿
as﻿Weibo﻿and﻿Twitter﻿allow﻿users﻿to﻿exchange﻿small﻿packets﻿of﻿information﻿content﻿and﻿reflect﻿the﻿
general﻿public’s﻿reactions﻿to﻿major﻿events﻿occurring﻿around﻿the﻿globe.﻿Due﻿to﻿an﻿explosion﻿of﻿online﻿
data﻿generated﻿via﻿social﻿networking,﻿a﻿vast﻿amount﻿of﻿user﻿generated﻿content﻿has﻿accumulated﻿on﻿
the﻿popular﻿social﻿networking﻿websites.﻿This﻿has﻿spawned﻿a﻿big﻿demand﻿for﻿automated﻿text﻿mining﻿
models﻿to﻿delve﻿into﻿this﻿large﻿online﻿collection﻿of﻿short﻿textual﻿elements.﻿Blei,﻿Ng﻿&﻿Jordan﻿(2003)﻿
showed﻿for﻿the﻿first﻿time﻿that﻿statistical﻿admixture﻿topic models﻿were﻿a﻿promising﻿text﻿mining﻿tool﻿
in﻿this﻿regard.
Topic﻿models﻿are﻿a﻿generative﻿probabilistic﻿model,﻿which﻿posits﻿ that﻿each﻿ topic﻿(theme)﻿can﻿
generate﻿words﻿according﻿to﻿certain﻿probability﻿and﻿each﻿document﻿or﻿collection﻿of﻿data﻿is﻿assumed﻿
to﻿be﻿a﻿fixed-dimensional﻿mixture﻿model﻿of﻿topics.﻿Dirichlet﻿distribution﻿is﻿usually﻿used﻿to﻿model﻿
the﻿variability﻿in﻿the﻿topic﻿mixing﻿vector﻿of﻿the﻿documents﻿and﻿the﻿word﻿mixing﻿vector﻿of﻿the﻿topics,﻿
although﻿other﻿alternatives﻿have﻿been﻿explored﻿in﻿the﻿literature﻿(Li﻿&﻿McCallum,﻿2006;﻿Blei﻿&﻿Lafferty,﻿
2007).﻿Standard﻿topic﻿models﻿such﻿as﻿latent﻿Dirichlet﻿allocation﻿(LDA),﻿a﻿generative﻿probabilistic﻿
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model﻿for﻿collections﻿of﻿discrete﻿data﻿such﻿as﻿text﻿corpora﻿(Blei,﻿Ng﻿&﻿Jordan,﻿2003),﻿are﻿usually﻿
applied﻿to﻿model﻿long﻿textual﻿documents﻿and﻿not﻿suitable﻿for﻿microblog﻿posts﻿as﻿these﻿are﻿short,﻿noisy﻿
and﻿highly﻿correlated﻿with﻿the﻿authors.﻿Intuitively,﻿posts﻿published﻿by﻿the﻿same﻿user﻿have﻿a﻿higher﻿
probability﻿to﻿belong﻿to﻿the﻿same﻿topic.﻿Rosen-Zvi,﻿Griffiths,﻿Steyvers﻿&﻿Smyth﻿(2004)﻿expanded﻿
topic﻿distributions﻿from﻿document-level﻿to﻿user-level﻿to﻿include﻿authorship﻿information.﻿Based﻿on﻿
it,﻿Zhao﻿et﻿al.﻿(2011)﻿proposed﻿twitter-LDA﻿(twitter﻿latent﻿Dirichlet﻿allocation),﻿assuming﻿that﻿each﻿
post﻿is﻿assigned﻿a﻿single﻿topic﻿and﻿some﻿words﻿can﻿be﻿background﻿words.﻿Diao,﻿Jiang,﻿Zhu﻿&﻿Lim﻿
(2012)﻿further﻿improved﻿the﻿twitter-LDA﻿presenting﻿the﻿TimeUserLDA﻿(time﻿and﻿user﻿latent﻿Dirichlet﻿
allocation)﻿to﻿detect﻿topics﻿that﻿arrived﻿in﻿bursts.﻿However,﻿all﻿these﻿studies﻿took﻿the﻿number﻿of﻿topics﻿
to﻿be﻿fixed﻿–﻿thus﻿they﻿failed﻿to﻿capture﻿the﻿inherently﻿dynamic﻿characteristics﻿of﻿microblog﻿posts.
To﻿ accommodate﻿ the﻿ temporal﻿ information﻿ of﻿ document﻿ collections,﻿ a﻿ number﻿ of﻿ temporal﻿
topic﻿models﻿have﻿been﻿proposed.﻿Wang﻿&﻿McCallum﻿(2006)﻿developed﻿a﻿Topics over time﻿(TOT)﻿
model﻿and﻿found﻿trends﻿in﻿time-sensitive﻿topics﻿using﻿a﻿continuous﻿distribution﻿over﻿time-stamps.﻿
However,﻿ the﻿number﻿of﻿ topics﻿were﻿ fixed﻿over﻿ time﻿ in﻿ the﻿TOT﻿model.﻿Blei﻿&﻿Lafferty﻿ (2006)﻿
proposed﻿a﻿dynamic topic model﻿(DTM),﻿which﻿focuses﻿on﻿the﻿change﻿of﻿topic﻿composition﻿i.e.﻿word﻿
distributions.﻿But﻿in﻿this﻿case﻿too,﻿the﻿number﻿of﻿topics﻿were﻿fixed.﻿Moreover,﻿the﻿authors﻿assumed﻿
that﻿the﻿parameters﻿are﻿conditionally﻿distributed﻿normally﻿with﻿a﻿mean﻿equal﻿to﻿the﻿corresponding﻿
parameter﻿at﻿the﻿previous﻿time﻿instance.﻿However,﻿since﻿the﻿normal﻿distribution﻿is﻿not﻿a﻿conjugate﻿
to﻿ the﻿multinomial﻿distribution,﻿ their﻿model﻿does﻿not﻿yield﻿ a﻿ simple﻿ solution﻿ to﻿ the﻿problems﻿of﻿
inference﻿and﻿estimation.﻿Ahmed﻿&﻿Xing﻿(2010)﻿proposed﻿an﻿infinite﻿dynamic﻿topic﻿model﻿(iDTM)﻿
that﻿can﻿accommodate﻿the﻿evolution﻿of﻿all﻿aspects﻿of﻿the﻿latent﻿structure﻿such﻿as﻿the﻿number﻿of﻿topics,﻿
distribution﻿and﻿popularity.﻿The﻿iDTM﻿also﻿addressed﻿the﻿birth﻿and﻿death﻿of﻿topics﻿over﻿a﻿timeline﻿
following﻿a﻿Markovian﻿assumption﻿and﻿was﻿therefore﻿a﻿significant﻿improvement﻿over﻿the﻿preceding﻿
models.﻿There﻿are﻿just﻿a﻿handful﻿of﻿other﻿published﻿works﻿on﻿temporal﻿evolution﻿of﻿topics﻿(Masada﻿
et﻿al.,﻿2009;﻿Hong,﻿Dom,﻿Gurumurthy﻿&﻿Tsioutsiouliklis,﻿2011).
None﻿of﻿the﻿prior﻿works﻿have﻿been﻿able﻿to﻿adequately﻿capture﻿all﻿the﻿key﻿inherent﻿features﻿of﻿
microblog﻿posts.﻿Our﻿work﻿ is﻿primarily﻿motivated﻿by﻿ this﻿prominent﻿gap﻿ in﻿ the﻿extant﻿ literature,﻿
which﻿our﻿paper﻿purports﻿to﻿fill.﻿Here﻿we﻿consider﻿the﻿problem﻿of﻿mining﻿short﻿textual﻿elements;﻿in﻿
particular﻿microblog﻿posts﻿(or﻿microposts).﻿Microposts﻿are﻿short,﻿diverse,﻿real-time,﻿highly﻿correlated﻿
with﻿the﻿authors﻿and﻿particularly﻿come﻿as﻿temporal﻿streams.﻿Given﻿a﻿very﻿vast﻿number﻿of﻿posts﻿due﻿
to﻿the﻿online﻿data﻿explosion﻿owing﻿to﻿ever-increasing﻿popularity﻿of﻿social﻿networking,﻿we﻿develop﻿
and﻿test﻿an﻿online,﻿adaptive,﻿metadata-enabled﻿dynamic﻿topic﻿model﻿(mDTM)﻿along﻿the﻿lines﻿initially﻿
posited﻿by﻿Li,﻿Kveton,﻿Wu﻿&﻿Kashyap﻿(2012)﻿which﻿considers﻿all﻿the﻿following﻿factors:
1.﻿﻿ Posts﻿come﻿as﻿temporal﻿streams,﻿so﻿the﻿number﻿of﻿topics,﻿the﻿topics’﻿distribution﻿and﻿popularity﻿
should﻿be﻿time-evolving
2.﻿﻿ The﻿context﻿is﻿short,﻿so﻿we﻿assume﻿each﻿post﻿is﻿just﻿about﻿one﻿topic
3.﻿﻿ Posts﻿are﻿diverse,﻿users﻿talk﻿about﻿everything﻿on﻿microblogs,﻿so﻿the﻿number﻿of﻿topics﻿is﻿large﻿
and﻿changeable
4.﻿﻿ Users﻿publish﻿posts﻿both﻿about﻿personal﻿interests﻿and﻿global﻿events,﻿thus﻿necessitating﻿a﻿separation﻿
of﻿“personal”﻿and﻿“global”﻿posts
5.﻿﻿ Posts﻿are﻿real﻿time﻿and﻿the﻿amount﻿is﻿vast,﻿thus﻿batch﻿processing﻿of﻿all﻿posts﻿at﻿once﻿is﻿inefficient﻿
if﻿not﻿infeasible
We﻿derive﻿an﻿online﻿Gibbs﻿sampler﻿to﻿estimate﻿the﻿key﻿parameters﻿and﻿apply﻿mDTM﻿to﻿a﻿large﻿
Weibo﻿dataset﻿which﻿has﻿been﻿a﻿popular﻿data﻿source﻿in﻿recent﻿empirical﻿researches﻿on﻿ascertaining﻿
enterprise﻿ value﻿ impacts﻿ of﻿micro-blogging﻿ in﻿ the﻿ global﻿ business﻿ arena﻿ (Huang,﻿Zhang,﻿Li,﻿&﻿
Lv,﻿2014).﻿Our﻿results﻿show﻿a﻿better﻿performance﻿in﻿terms﻿of﻿the﻿quality﻿of﻿the﻿mined﻿information﻿
as﻿compared﻿to﻿popular﻿ topic models﻿and﻿thus﻿helps﻿ to﻿better﻿demonstrate﻿ the﻿practical﻿utility﻿of﻿
microblogs﻿in﻿the﻿global﻿information﻿space.
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2. MeTHoDoLoGICAL BACKGRoUND
In﻿this﻿section,﻿we﻿introduce﻿basic﻿terminology﻿and﻿some﻿necessary﻿methodological﻿background,﻿
which﻿will﻿lay﻿the﻿technical﻿foundations﻿for﻿the﻿rest﻿of﻿this﻿paper.
2.1. Hierarchical Dirichlet Process (HDP)
The﻿Dirichlet﻿process﻿(DP)﻿ is﻿a﻿“…Beyesian﻿approach﻿ to﻿nonparametric﻿problems﻿and﻿a﻿random﻿
process,﻿whose﻿sample﻿functions﻿are﻿probability﻿measures.”﻿(Ferguson,﻿1973).﻿It﻿has﻿two﻿parameters,﻿
a﻿scaling﻿parameter﻿ α > 0 ﻿and﻿a﻿base﻿probability﻿measureG
0
.﻿We﻿write﻿G DP G~ ( , )α
0
﻿if﻿G ﻿a﻿
random﻿probability﻿measure﻿where﻿the﻿distribution﻿is﻿given﻿by﻿a﻿Dirichlet﻿process.﻿In﻿addition﻿to﻿this﻿
basic﻿ perspective,﻿ there﻿ are﻿ some﻿ other﻿ variations﻿ of﻿ the﻿Dirichlet﻿ process:﻿ the﻿ stick-breaking﻿
construction﻿(Sethuraman,﻿1994),﻿the﻿Pólya﻿urn﻿scheme﻿(Blackwell﻿&﻿MacQueen,﻿1973),﻿and﻿the﻿
limit﻿of﻿ finite﻿mixture﻿models﻿ (Antoniak,﻿1974).﻿The﻿Pólya﻿urn﻿ scheme,﻿ also﻿known﻿as﻿Chinese﻿
restaurant﻿process,﻿does﻿not﻿refer﻿ to﻿G ﻿directly﻿but﻿ to﻿random﻿draws﻿fromG .﻿Let﻿ φ φ
1 2
, ,… ﻿be﻿a﻿
sequence﻿of﻿i.i.d.﻿random﻿variables﻿distributed﻿according﻿toG .﻿Considering﻿the﻿successive﻿conditional﻿
distributions﻿of﻿φ
i
givenφ φ
1 1
, ,…
i− ,﻿where﻿G has﻿been﻿integrated﻿out,﻿we﻿have﻿the﻿following﻿form﻿as﻿
shown﻿in﻿equation﻿(1):
φ φ α
α
δ
α
αϕi i
k
k
K
G
m
i
G
ik
| , , ~
:1 1 0
1
0
1 1− = − +
+
− +∑ ﻿ (1)
Here,﻿ φ
1:k
defines﻿ the﻿distinct﻿values﻿ taken﻿on﻿byϕ
1:i
,﻿ andm
k
is﻿ the﻿number﻿of﻿parametersϕ ﻿
having﻿valueφ
k
.
Teh,﻿Jordan,﻿Beal﻿&﻿Blei﻿(2007)﻿introduced﻿Hierarchical Dirichlet Process﻿(HDP)﻿to﻿solve﻿the﻿
problems﻿involving﻿groups﻿of﻿data,﻿where﻿each﻿observation﻿within﻿a﻿group﻿is﻿a﻿draw﻿from﻿a﻿mixture﻿
model,﻿and﻿the﻿mixture﻿models﻿in﻿the﻿various﻿groups﻿are﻿tied﻿together﻿by﻿a﻿hierarchical﻿model.﻿We﻿
represent﻿a﻿hierarchical﻿Dirichlet﻿process﻿asHDP G G H
J
({ }, , , , )
:1 0
α γ ,﻿where﻿G
0
﻿is﻿the﻿global﻿random﻿
measure﻿andG DP H
0
~ ( , )γ ,﻿where{ }
:
G
J1
is﻿a﻿set﻿of﻿ random﻿probability﻿measures﻿and﻿for﻿every
G G
j
∈ { }
:1
,﻿we﻿haveG DP G~ ( , )α
0
.﻿Thus,﻿the﻿quintessential﻿HDP﻿is﻿represented﻿by﻿equations﻿(2)﻿
and﻿(3)﻿as﻿follows:
G DP H
0
~ ( , )γ ﻿ (2)
G DP G
j
~ ( , )α
0
﻿ (3)
In﻿our﻿topic﻿model,﻿we﻿represent﻿the﻿HDP﻿module﻿as﻿HDP F E G H
U T1 1 0: :
, , , , ,{ }( )α γ ,﻿where﻿U ﻿
is﻿the﻿total﻿number﻿of﻿users,﻿T ﻿is﻿the﻿total﻿number﻿of﻿time﻿slices,﻿F F F
u u U
∈ { }( )1: ﻿is﻿the﻿user-specific﻿
random﻿measure﻿and﻿E E E
t t T
∈ { }( )1: ﻿is﻿the﻿time-specific﻿measure.﻿We﻿letJ U T= + and﻿define﻿
Gj﻿as﻿per﻿equation﻿(4)﻿below:
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G
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F if j T and j T uj
t
u
=
<= =
> = +





,
.
﻿ (4)
Thus,﻿we﻿have﻿ G F E
J U T1 1 1: : :
,{ } = { } .﻿Integrating﻿out﻿all﻿random﻿measures,﻿we﻿obtain﻿Chinese﻿
restaurant﻿franchise﻿processes﻿(Teh,﻿Jordan,﻿Beal﻿&﻿Blei,﻿2007),﻿an﻿analogous﻿metaphor﻿of﻿the﻿Chinese﻿
restaurant﻿process.﻿In﻿our﻿model﻿for﻿the﻿HDP﻿module﻿HDP F E G H
U T
({ , }, , , , )
: :1 1 0
α γ ,﻿the﻿metaphor﻿
is﻿as﻿follows.﻿Every﻿measure﻿G G F E
u t
∈ { }( )1: , ﻿is﻿referred﻿to﻿as﻿restaurant,﻿and﻿there﻿are﻿some﻿tables﻿
in﻿every﻿restaurant﻿and﻿each﻿table﻿shares﻿a﻿topic.﻿Each﻿topic﻿is﻿referred﻿to﻿as﻿dish,﻿and﻿the﻿set﻿of﻿
restaurants﻿shares﻿a﻿global﻿menu﻿of﻿topics.﻿Every﻿post﻿is﻿referred﻿to﻿as﻿customer.﻿As﻿mentioned,﻿each﻿
post﻿is﻿“global”﻿or﻿“personal”,﻿meaning﻿that﻿the﻿post﻿is﻿assigned﻿to﻿time-specific﻿measure﻿E
t
﻿( t ﻿is﻿
the﻿time﻿index﻿indicating﻿when﻿this﻿post﻿is﻿published)﻿if﻿it﻿is﻿“global”,﻿or﻿assigned﻿to﻿user-specific﻿
measure﻿F
u
﻿(u ﻿is﻿the﻿user﻿index﻿publishing﻿this﻿post)﻿if﻿“personal”.﻿At﻿each﻿table﻿of﻿each﻿restaurant﻿
one﻿dish﻿(topic)﻿is﻿ordered﻿from﻿the﻿menu﻿by﻿the﻿first﻿customer﻿who﻿sits﻿there,﻿and﻿it﻿is﻿shared﻿among﻿
all﻿customers﻿who﻿sit﻿at﻿that﻿table.﻿Multiple﻿tables﻿in﻿multiple﻿restaurants﻿can﻿serve﻿the﻿same﻿dish.
2.2. Temporal Dirichlet Process Mixture Model (TDPM)
The﻿ temporal﻿Dirichlet﻿ process﻿mixture﻿model﻿ (TDPM)﻿ is﻿ a﻿ framework﻿ for﻿modeling﻿ complex﻿
longitudinal﻿data,﻿temporal﻿data,﻿in﻿which﻿the﻿number﻿of﻿mixture﻿components﻿at﻿each﻿time﻿point﻿is﻿
unbounded;﻿the﻿components﻿themselves﻿can﻿retain,﻿die﻿out﻿or﻿emerge﻿over﻿time﻿(Ahmed﻿&﻿Xing,﻿
2010).﻿In﻿TDPM,﻿the﻿random﻿measure﻿G ﻿is﻿time-varying,﻿with﻿a﻿process﻿stipulated﻿as﻿per﻿equation﻿
(5).
G G DP m
m
m m
G
t t
tk
t tk
k
| , , ~ ,'
'
' '
ϕ α α
α
δ
α
αϕ0 0
+
+
+
+





∑ ﻿ (5)
Here﻿φ ﻿are﻿the﻿mixture﻿components﻿available﻿in﻿the﻿previous﻿∆ ﻿epochs,﻿in﻿other﻿words,﻿φ ﻿is﻿
the﻿collection﻿of﻿unique﻿values﻿of﻿the﻿previous﻿∆ ﻿slices’﻿parameters﻿ϕ
t t: −∆ ,﻿and﻿ ′ = ′∑m mt tkk. ﻿is﻿
the﻿sum﻿of﻿all﻿components’﻿prior﻿weight﻿ ′m
tk
,﻿which﻿is﻿defined﻿below﻿in﻿equation﻿(6).
′ =
=
−
−∑m exp mtk t k
δ
δ
λ
δ
1
∆
,
﻿ (6)
Herem
tk
﻿is﻿the﻿number﻿of﻿parameters﻿in﻿time﻿slice﻿t,﻿and﻿∆ ,﻿ λ ﻿define﻿the﻿width﻿and﻿decay﻿
factor﻿of﻿the﻿time-decaying﻿kernel.﻿Integrating﻿out﻿the﻿random﻿measure﻿G
t
,﻿the﻿parameters﻿θ
1:t
﻿follow﻿
the﻿recurrent﻿Chinese﻿restaurant﻿process﻿(RCRP)﻿introduced﻿in﻿Ahmed﻿and﻿Xing﻿(2008)﻿represented﻿
by﻿equation﻿(7).
θ θ θ α
δ α
δ
φ
ti t t t i
tk tk
k
G
m m G
tk
| , , ,
: , :− − −
∝ ′ +( ) +∑
1 1 1 0
0
﻿ (7)
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3. oUR PRoPoSeD ToPIC MoDeL
3.1. Notations and Terminology
First,﻿before﻿defining﻿our﻿topic﻿model,﻿we﻿introduce﻿the﻿basic﻿notations﻿and﻿terminology﻿used﻿in﻿this﻿
paper.﻿A﻿word﻿type﻿is﻿an﻿index﻿between﻿1﻿and﻿V,﻿where﻿V﻿is﻿the﻿vocabulary﻿size,﻿and﻿each﻿instance﻿
of﻿this﻿word﻿type﻿is﻿a﻿token.﻿What’s﻿more,﻿we﻿assume﻿that﻿we﻿have﻿a﻿stream﻿of﻿D ﻿microblog﻿posts,﻿
denoted﻿as﻿w
1
,﻿w
2
,﻿… ,﻿w
D
,﻿and﻿each﻿post﻿w
d
﻿contains﻿a﻿bag﻿of﻿words,﻿denoted﻿as﻿{ , , , }w w w
d d dNd1 2
… ,﻿
where﻿w
dn
﻿is﻿the﻿index﻿between﻿1﻿and﻿V﻿and﻿N
d
﻿is﻿the﻿number﻿of﻿words﻿inw
d
.﻿Each﻿w
d
﻿is﻿generated﻿
by﻿a﻿useru
d
,﻿where﻿u
d
﻿is﻿and﻿index﻿between﻿1﻿and﻿U ,﻿and﻿U is﻿the﻿total﻿number﻿of﻿users.﻿Each﻿w
d
﻿
is﻿also﻿associated﻿with﻿a﻿discrete﻿timestamp﻿ t
d
,﻿where﻿ t
d
﻿is﻿an﻿index﻿between﻿1﻿and﻿T ,﻿and﻿T ﻿is﻿
the﻿total﻿number﻿of﻿time﻿points﻿we﻿consider.﻿Distinct﻿from﻿long﻿documents﻿modeled﻿by﻿standard﻿
LDA,﻿which﻿assumes﻿a﻿document﻿contains﻿a﻿mixture﻿of﻿topics,﻿represented﻿by﻿a﻿topic﻿distribution,﻿
and﻿each﻿word﻿has﻿a﻿hidden﻿topic﻿label.﻿While﻿this﻿is﻿reasonable﻿assumption﻿for﻿long﻿documents,﻿for﻿
short﻿microblog﻿posts,﻿a﻿single﻿post﻿ is﻿most﻿likely﻿to﻿be﻿about﻿a﻿single﻿topic.﻿So﻿we﻿associate﻿an﻿
additional﻿latent﻿variable z
d
,﻿representing﻿the﻿topic﻿parameter﻿used﻿to﻿generate﻿words,﻿with﻿each﻿post﻿
w
d
.
3.2. Dynamic Topic Model for Microblogs
Diao,﻿Jiang,﻿Zhu﻿&﻿Lim﻿(2012)﻿proposed﻿TimeUserLDA﻿to﻿model﻿microblogs﻿and﻿detect﻿bursty﻿topics,﻿
and﻿used﻿batch﻿Gibbs﻿sampling﻿method﻿to﻿obtain﻿samples﻿of﻿the﻿hidden﻿variable﻿assignment﻿and﻿to﻿
estimate﻿the﻿model﻿parameters﻿from﻿these﻿samples.﻿However,﻿in﻿TimeUserLDA,﻿the﻿number﻿of﻿topics﻿
is﻿fixed﻿and﻿should﻿be﻿given﻿in﻿advance,﻿moreover﻿the﻿authors﻿don’t﻿take﻿the﻿temporal﻿dependencies﻿
into﻿consideration.﻿The﻿TimeUserLDA﻿model﻿is﻿depicted﻿in﻿Figure﻿1(a).
To﻿overcome﻿the﻿shortcomings﻿of﻿TimeUserLDA,﻿in﻿our﻿model,﻿we﻿introduce﻿HDP﻿(Teh,﻿Jordan,﻿
Beal﻿&﻿Blei,﻿2007)﻿to﻿make﻿the﻿number﻿of﻿topics﻿adaptive﻿and﻿use﻿TDPM﻿(Ahmed﻿and﻿Xing,﻿2008)﻿
to﻿capture﻿the﻿temporal﻿information.﻿Additionally,﻿we﻿also﻿derive﻿an﻿online﻿Gibbs﻿sampler﻿to﻿estimate﻿
the﻿parameters,﻿ including﻿ the﻿hyper﻿parameters.﻿Now﻿ intend﻿ to﻿present﻿our﻿ topic﻿model,﻿mDTM﻿
which﻿is﻿an﻿online,﻿adaptive﻿and﻿time-varying﻿dynamic﻿topic﻿model﻿for﻿microblogs﻿and﻿allows﻿for﻿
infinite﻿number﻿of﻿topics﻿with﻿variable﻿durations.﻿As﻿mentioned﻿in﻿section﻿1,﻿unlike﻿news﻿articles﻿
from﻿traditional﻿media,﻿which﻿are﻿mostly﻿about﻿current﻿affairs,﻿an﻿important﻿property﻿of﻿microblog﻿
posts﻿is﻿that﻿many﻿posts﻿are﻿about﻿users’﻿personal﻿encounters﻿and﻿interests﻿rather﻿than﻿global﻿events.
Thus﻿to﻿distinguish﻿between﻿“personal”﻿and﻿“global”﻿posts,﻿in﻿mDTM﻿we﻿compare﻿a﻿post﻿with﻿
its﻿publisher’s﻿general﻿topical﻿interests﻿observed﻿over﻿a﻿long﻿time.﻿If﻿a﻿post﻿does﻿not﻿match﻿the﻿user’s﻿
long﻿term﻿interests,﻿it﻿is﻿more﻿likely﻿related﻿to﻿a﻿global﻿event.﻿We﻿therefore﻿associate﻿an﻿additional﻿
latent﻿variable﻿y
d
with﻿post﻿w
d
,﻿denoting﻿the﻿post﻿is﻿about﻿a﻿global﻿topic﻿rather﻿than﻿a﻿personal﻿topic.
Figure 1. (a) Graphical representation of Time User LDA. (b) A variation of our model, which we call Time User HDP, where we only 
consider the number of topics is adaptive, regardless of the temporal dependencies (c) Graphical representation of our topic model
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Our﻿topic﻿model﻿assumes﻿microposts﻿to﻿be﻿drawn﻿from﻿a﻿generative﻿process﻿with﻿five﻿key﻿features﻿
as﻿noted﻿below:
1.﻿﻿ ϕ β
B
Dir~ ( )
2.﻿﻿ G DP H
0
~ ( , )γ ,where﻿H ﻿is﻿Dir( )β
3.﻿﻿ For﻿each﻿user﻿u U= 1,..., ,﻿F DP G
u
~ ( , )
0
α
4.﻿﻿ For﻿each﻿time﻿slice﻿ t T= 1,..., ,﻿draw﻿E
t
﻿using﻿(5)﻿and﻿(6)
5.﻿﻿ For﻿each﻿post﻿d D= 1,...,
a.﻿﻿ draw﻿y Bern
d
~ ( )pi
b.﻿﻿ draw﻿ϕ
d t
E
d
~ ﻿if﻿y
d
= 1 ﻿or﻿ϕ
d u
F
d
~ ﻿if﻿y
d
= 0
c.﻿﻿ for﻿each﻿word﻿n N
td
= 1,...,
﻿▪ draw﻿x Bern
dn
~ ( )ρ
﻿▪ draw﻿w Mult
dn d
~ ( )ϕ ﻿if﻿x
dn
= 1 ﻿or﻿w Mult
dn B
~ ( )ϕ ﻿if﻿x
dn
= 0
When﻿post﻿ w
d
﻿is﻿published﻿by﻿user﻿u
d
,﻿the﻿user﻿first﻿decides﻿whether﻿to﻿write﻿about﻿a﻿global﻿
trendy﻿topic﻿or﻿a﻿personal﻿topic.﻿If﻿the﻿user﻿chooses﻿the﻿former,﻿then﻿a﻿topic﻿parameter﻿ φ
d
﻿used﻿to﻿
generate﻿words﻿is﻿drawn﻿from﻿the﻿time-specific﻿measure﻿E
td
,﻿otherwise﻿the﻿parameter﻿drawn﻿from﻿
the﻿user-specific﻿measure﻿F
ud
.﻿With﻿the﻿chosen﻿topic,﻿words﻿in﻿the﻿post﻿are﻿generated﻿from﻿the﻿word﻿
distribution﻿for﻿that﻿topic﻿or﻿from﻿the﻿background﻿word﻿distribution﻿which﻿is﻿drawn﻿from﻿the﻿base﻿
probability﻿measure﻿H ,﻿set﻿as﻿Dir( )β ,﻿and﻿captures﻿white﻿noise.﻿The﻿model﻿is﻿depicted﻿in﻿Figure﻿
1(c).
TimeUserLDA﻿can﻿be﻿seen﻿as﻿a﻿degenerate﻿variation﻿of﻿our﻿model,﻿and﻿there﻿is﻿another﻿variation,﻿
which﻿we﻿call﻿TimeUserHDP,﻿that﻿we﻿also﻿consider﻿in﻿our﻿experiments.﻿In﻿TimuserHDP,﻿depicted﻿in﻿
Figure﻿1(b),﻿we﻿only﻿consider﻿the﻿number﻿of﻿topics﻿is﻿adaptive,﻿regardless﻿of﻿the﻿temporal﻿dependencies.﻿
We﻿also﻿consider﻿a﻿standard﻿HDP﻿model﻿in﻿our﻿experiments﻿with﻿each﻿word﻿associated﻿with﻿a﻿hidden﻿
topic.
3.3. online Gibbs Sampling Algorithm
In﻿this﻿section,﻿we﻿derive﻿an﻿online﻿Gibbs﻿sampling﻿algorithm﻿to﻿estimate﻿the﻿model﻿parameters﻿in﻿the﻿
mDTM.﻿We﻿first﻿present﻿a﻿batch﻿Gibbs﻿sampler﻿for﻿our﻿model,﻿and﻿then﻿make﻿a﻿simple﻿modification﻿
which﻿will﻿yield﻿an﻿online﻿algorithm.
ForHDP G G H
J
({ }, , , , )
:1 0
α γ ﻿ in﻿mDTM,﻿we﻿use﻿ the﻿direct assignment scheme﻿ (Blackwell﻿&﻿
MacQueen,﻿1973)﻿ to﻿estimate﻿ the﻿parameters,﻿where﻿G
j
﻿ is﻿defined﻿by﻿equation﻿ (4).﻿Rather﻿ than﻿
dealing﻿with﻿the﻿parameters﻿Æ﻿directly,﻿for﻿sake﻿of﻿computational﻿simplicity﻿we﻿shall﻿sample﻿their﻿
index﻿variables z .
When﻿such﻿superscript﻿as﻿−d ﻿or−dn ,﻿is﻿attached﻿to﻿a﻿count,﻿e.g.,n
kv
d− ,﻿n
kv
dn− ﻿orm
jk
d− ,﻿this﻿means﻿
that﻿the﻿variable﻿corresponding﻿to﻿the﻿superscripted﻿index﻿is﻿removed﻿from﻿the﻿calculation﻿of﻿the﻿
count.﻿For﻿example,﻿n
kv
dn− ﻿is﻿the﻿number﻿of﻿word﻿v ﻿in﻿topic﻿k﻿without﻿the﻿contribution﻿of﻿dataw
dn
,﻿
n
kv
d− ﻿without﻿the﻿contribution﻿of﻿post﻿ w
d
,﻿and﻿m
jk
d− ﻿is﻿the﻿number﻿of﻿posts﻿assigned﻿to﻿G
j
without﻿
the﻿contribution﻿of﻿post﻿w
d
.
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3.3.1. Jointly Sampling for y and z
For﻿the﻿d th﻿post﻿w
d
,﻿we﻿know﻿its﻿publisher﻿u
d
and﻿timestamp﻿t
d
.﻿Instead﻿of﻿dealing﻿with﻿the﻿parameter﻿
ϕ
d
﻿directly,﻿we﻿sample﻿its﻿index﻿variables﻿z
d
,﻿index﻿between﻿1﻿and﻿K+1.﻿Thus﻿there﻿are﻿two﻿parameters﻿
associated﻿with﻿post﻿w
d
﻿needed﻿to﻿be﻿sampled,﻿y
d
﻿representing﻿which﻿restaurant﻿this﻿post﻿is﻿assigned﻿
to﻿(ify
d
= 1 ﻿then﻿ j t
d
= ,﻿otherwise﻿ j T u
d
= + )﻿and﻿ z
d
﻿representing﻿the﻿topic﻿index﻿associated﻿
with﻿postw
d
﻿.﻿The﻿joint﻿conditional﻿distribution﻿of﻿y
d
﻿and﻿ z
d
﻿is﻿given﻿in﻿equation﻿(8).
p y p z k M
q
q
n
n V
d d p
d
jk
d
k
j
d
Bw
d
B
d
dn
= =( ) = +( )
+
+
+
+
−
−
−
−
−
, | .
. . .
ω
αη
αη
β
β






+
+






∏
−
−
x
n
N
kw
d
k
d
dn
d
dn
n
n V
β
β
.
1−xdn ﻿ (8)
where﻿we﻿introduce﻿a﻿new﻿parameter﻿ω ﻿that﻿is﻿used﻿for﻿initialization﻿of﻿parameter﻿pi ,﻿pi ω~ ( )Beta ,﻿
and﻿we﻿have﻿integrated﻿out﻿the﻿parameter﻿pi ,﻿and﻿M
0
pi ﻿is﻿the﻿number﻿of﻿posts﻿generated﻿by﻿personal﻿
interests,﻿while﻿M
1
pi ﻿is﻿the﻿number﻿of﻿posts﻿coming﻿from﻿global﻿topical﻿trends,﻿and﻿M
p
d− ﻿( p ﻿=﻿0﻿or﻿
1)﻿is﻿the﻿number﻿without﻿the﻿contribution﻿of﻿y
d
﻿.﻿Also,﻿we﻿let﻿q m m
jk jk jk
= + ′ ,﻿and﻿state﻿ ′m
jk
﻿as﻿per﻿
equation﻿(9)﻿below:
′ =
<=
>





=
− −
−∑m exp m if j T
if j T
jk
min j
j k
δ
δ
λ
δ
1
1
0
{ , }
,
,
.
∆
﻿ (9)
We﻿take﻿ l
jk
﻿as﻿the﻿number﻿of﻿tables﻿in﻿restaurant﻿ j ﻿sharing﻿topic﻿k ﻿and﻿ l l
k j jk.
=Σ .﻿Antoniak﻿
(1974)﻿has﻿already﻿shown﻿that﻿p( l
jk
|.)﻿is﻿in﻿fact﻿expressible﻿in﻿a﻿closed,﻿compact﻿form﻿as﻿depicted﻿in﻿
equation﻿(10).
p l l
q
s q l
jk
k
k k
jk k
l
=( ) = ( )
+( ) ( )( )
| . ,
.
Γ
Γ
αη
αη
αη ﻿ (10)
In﻿equation﻿(10), η ﻿is﻿expressible﻿as﻿per﻿equation﻿(11)﻿as﻿follows:
( , , , ) | . ~ ( , , , )
. .
η η η γ
1 1 1
… …+K K KDir l l ﻿ (11)
In﻿equation﻿(10),﻿s n m( , ) ﻿are﻿unsigned﻿Stirling﻿numbers﻿of﻿the﻿first﻿kind.﻿By﻿definition﻿we﻿have
s s( , ) ( , )0 0 1 1 1= = ,﻿ s n( , )0 0= ﻿ for﻿ n > 0 ﻿ and﻿ s n m( , )= 0 ﻿ for﻿ m n> .﻿Other﻿ entries﻿ can﻿ be﻿
computed﻿ass n m s n m ns n m( , ) ( , ) ( , )+ = − +1 1 .
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3.3.2. Sampling for Parameters
x
dn
﻿is﻿associated﻿with﻿each﻿word﻿w
dn
﻿to﻿indicate﻿whether﻿the﻿word﻿is﻿generated﻿by﻿background﻿topic﻿
B﻿or﻿not,﻿if﻿x
dn
﻿=﻿1﻿generated﻿by﻿the﻿background﻿topic﻿otherwise﻿not.﻿We﻿sample﻿x
dn
﻿for﻿each﻿word﻿
w
dn
﻿using﻿equation﻿(12):
p x p
M
n
n V
if p
M
n
dn
dn kw
d
k
dn
dn Bw
nd
=( )
∝
+( )
+
+
=
+( )
−
−
−
−
| .
'
.
'
0
1
0ω
β
β
ω
 
nd
d
B
dnn V
if p
−
−
+
+
=


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

β
β
.
 1
﻿ (12)
Here﻿ M
1
' ﻿ is﻿ the﻿ number﻿ of﻿words﻿ generated﻿ by﻿ background﻿ topic,﻿while﻿ M
0
' ﻿ is﻿ not,﻿ and﻿
M p or
p
dn' ( )− = 0 1  ﻿is﻿the﻿number﻿without﻿the﻿contribution﻿of﻿x
dn
.
3.3.3. Sampling for Hyper Parameters
For﻿estimating﻿the﻿parameter﻿ γ ﻿and﻿ α ,﻿Escobar﻿and﻿West﻿(1995)﻿proposed﻿an﻿auxiliary﻿variable﻿
method﻿that﻿allowed﻿sampling﻿using﻿standard﻿distributions,﻿introducing﻿hyper-prior﻿parameters﻿aγ ,﻿
bγ ﻿and﻿aα ,﻿bα .﻿Auxiliary﻿variablesµ ,﻿ υ ﻿are﻿introduced﻿for﻿the﻿DP﻿hyper﻿parameter﻿ γ ﻿of﻿the﻿root﻿
process﻿that﻿are﻿governed﻿by﻿Bernoulli﻿and﻿beta﻿distributions.﻿The﻿actual﻿parameter﻿is﻿sampled﻿then﻿
using﻿the﻿gamma﻿distribution﻿(Escobar﻿&﻿West,﻿1995)﻿as﻿shown﻿in﻿equations﻿(13)﻿and﻿(14):
µ
γ
υ γ~ , ~ ,Bern
T
T
Beta T
+





 ( ) ﻿ (13)
γ µ υγ γ~ , logGamma a K b+ − + −( )1 ﻿ (14)
Here﻿T j
kk
=∑ . ﻿is﻿the﻿augmented﻿variable﻿of﻿η .﻿Similar﻿to﻿this﻿but﻿with﻿a﻿small﻿modification﻿
as﻿per﻿Teh,﻿Jordan,﻿Beal﻿&﻿Blei﻿(2007),﻿the﻿second-level﻿hyper﻿parameter﻿α ﻿can﻿be﻿sampled﻿as﻿per﻿
equations﻿(15)﻿and﻿(16):
µ
α
υ α
j
j
j
j j
Bern
q
q
Beta q~ , ~ ,.
.
.+






+( )1 ﻿ (15)
α µ υα α~ , log.Gamma a T b j
j
+ − −( )∑ ﻿ (16)
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Finally,﻿the﻿Dirichlet﻿hyper﻿parameter﻿ β ﻿can﻿be﻿estimated﻿using﻿the﻿similar﻿approach﻿and﻿has﻿
been﻿derived﻿in﻿a﻿similar﻿setting﻿to﻿Dirichlet﻿hyper﻿parameters﻿(Newman,﻿Asuncion,﻿Smyth﻿&﻿Welling,﻿
2009).
3.3.4. Online Method
A﻿simple﻿modification﻿of﻿the﻿batch﻿Gibbs﻿sampler﻿leads﻿to﻿an﻿online﻿algorithm﻿for﻿LDA﻿(Bannerjee﻿
&﻿Basu,﻿2007).﻿Our﻿idea﻿of﻿online﻿Gibbs﻿sampler﻿is﻿in﻿some﻿ways﻿similar﻿to﻿that﻿of﻿Liu,﻿Yin,﻿Ouyang,﻿
Huang﻿&﻿Lin﻿(2014).﻿However,﻿our﻿online﻿LDA﻿method﻿is﻿actually﻿an﻿incremental Gibbs sampler﻿
which﻿means﻿that﻿the﻿LDA﻿first﻿applies﻿the﻿batch﻿Gibbs﻿sampler﻿to﻿a﻿prefix﻿of﻿the﻿full﻿dataset,﻿then﻿
incrementally﻿samples﻿each﻿new﻿word﻿as﻿they﻿appear﻿online.﻿This﻿means﻿that﻿in﻿order﻿to﻿calculate﻿
the﻿ probabilities﻿ as﻿ per﻿ equations﻿ (8)﻿ and﻿ (12),﻿ we﻿ just﻿ need﻿ to﻿ store﻿ the﻿ variables:﻿
n n m M M M M
B
, , , , , ' '
0 1 0 1
 and ,﻿which﻿ is﻿ a﻿ lot﻿ fewer﻿ number﻿ of﻿ variables﻿ than﻿would﻿ be﻿ needed﻿
otherwise.﻿We﻿first﻿apply﻿the﻿batch﻿Gibbs﻿sampler﻿to﻿a﻿prefix﻿of﻿the﻿full﻿dataset,﻿and﻿when﻿a﻿post﻿w
d
﻿
comes,﻿we﻿first﻿randomly﻿initialize﻿the﻿hidden﻿variables,﻿then﻿repeat﻿to﻿sample﻿until﻿stop﻿condition﻿
is﻿satisfied.﻿Given﻿that﻿a﻿single﻿post﻿is﻿too﻿short﻿to﻿make﻿the﻿likelihood﻿probability﻿converge,﻿we﻿deal﻿
with﻿a﻿set﻿of﻿posts﻿at﻿once:﻿w w w w
d d d d d:
, , ,+ + += { }σ σ1 … .﻿If﻿we﻿set﻿d﻿=﻿1﻿and﻿σ﻿=﻿D﻿−﻿1,﻿the﻿algorithm﻿
degenerates﻿to﻿a﻿batch﻿one,﻿and﻿if﻿set﻿σ﻿=﻿0﻿the﻿algorithm﻿will﻿process﻿one﻿post﻿at﻿a﻿time.﻿The﻿algorithm﻿
for﻿the﻿online﻿method﻿is﻿outlined﻿below﻿in﻿Table﻿1:
4. MoDeL APPLICATIoN To A weIBo DATA SeT
In﻿this﻿section,﻿we﻿discuss﻿the﻿application﻿of﻿our﻿model﻿and﻿use﻿data-driven﻿experiments﻿to﻿highlight﻿
two﻿aspects﻿of﻿mDTM﻿that﻿mark﻿an﻿improvement﻿over﻿preceding﻿DTMs:﻿its﻿nonparametric﻿nature﻿
and﻿its﻿time-varying﻿feature,﻿as﻿compared﻿with﻿HDP﻿(Teh,﻿Jordan,﻿Beal﻿&﻿Blei,﻿2007),﻿TimeUserLDA﻿
Table 1. Algorithm for the online Gibb’s Sampler method
Algorithm 1 Online Gibbs Sampler for mDTM
For﻿the﻿posts﻿w
d1: '
﻿sample﻿using﻿batch﻿Gibbs﻿sampler
for﻿d d d D= + <' ; ;1 ﻿do
Initialize﻿ z y
d d d d: :
,+ +σ σ ﻿and﻿xd d: +σ randomly
     repeat
     for i d i d i i= < + = +; ;σ 1 ;﻿do
Sample﻿ z
d
,y
d
﻿using﻿(12)
     for n n N n n
d
= < = +0 1; ; ;﻿do
Sample﻿x
dn
﻿using﻿(13)
     end for
     end for
until﻿Stop﻿condition﻿is﻿satisfied
Update﻿m ' ﻿using﻿(9)
Update﻿ ι ﻿and﻿ η ﻿using﻿(10)﻿and﻿(11)
Update﻿hyper﻿parameter﻿α β γ,  and 
     d d= + +σ 1
end for
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(Diao,﻿Jiang,﻿Zhu﻿&﻿Lim,﻿2012)﻿as﻿well﻿as﻿TimeUserHDP﻿(details﻿of﻿the﻿latter﻿is﻿presented﻿separately﻿
in﻿ the﻿next﻿section).﻿We﻿measure﻿mDTM’s﻿adaptive﻿and﻿time-varying﻿ability﻿on﻿a﻿Weibo﻿dataset﻿
which﻿is﻿a﻿subset﻿of﻿a﻿huge﻿Weibo﻿database﻿trawled﻿from﻿the﻿Internet.﻿After﻿some﻿pre-treatment﻿(by﻿
way﻿of﻿filtering﻿where﻿we﻿removed﻿posts﻿containing﻿less﻿than﻿three﻿words),﻿we﻿obtained﻿a﻿data﻿set﻿
from﻿March﻿1﻿to﻿March﻿31,﻿2013﻿(31﻿days﻿in﻿total),﻿which﻿contained﻿2193﻿users﻿and﻿1170501﻿posts.﻿
We﻿have﻿held﻿out﻿10%﻿of﻿each﻿day’s﻿posts﻿for﻿test﻿purposes﻿and﻿trained﻿the﻿models﻿on﻿the﻿remaining﻿
90%.﻿For﻿all﻿the﻿experiments﻿of﻿all﻿models﻿in﻿this﻿paper﻿the﻿parameters’﻿initial﻿value﻿is﻿as﻿follows,﻿H﻿
=﻿Dirichlet(β)﻿with﻿β﻿=﻿0.1,﻿γ﻿=﻿1.5,﻿α﻿=﻿1,﻿π﻿∼﻿Beta(1),﻿ρ﻿∼﻿Beta(1),﻿∆﻿=﻿4,﻿λ﻿=﻿.2,﻿σ﻿=﻿8000﻿and﻿
finally﻿we﻿set﻿all﻿of﻿the﻿hyper﻿parameters﻿(aγ ,﻿bγ ,﻿aα ,﻿bα ,﻿aβ ﻿and﻿bβ )﻿as﻿0.1.﻿For﻿the﻿HDP﻿model﻿
we﻿collected﻿the﻿posts﻿published﻿by﻿the﻿same﻿user﻿in﻿the﻿same﻿day﻿as﻿a﻿document,﻿and﻿it﻿was﻿run﻿for﻿
500﻿iterations﻿of﻿Gibbs﻿sampling﻿while﻿each﻿of﻿the﻿other﻿models﻿were﻿run﻿for﻿100﻿iterations.
4.1. Document Modelling
We﻿trained﻿all﻿the﻿models﻿on﻿the﻿same﻿training﻿data﻿and﻿compared﻿the﻿generalization﻿performance﻿
on﻿ the﻿ held-out﻿ test﻿ set.﻿And﻿ all﻿models﻿were﻿ as﻿ similar﻿ as﻿ possible﻿ besides﻿ the﻿ distinction﻿ that﻿
TimeUserLDA﻿assumed﻿a﻿fixed﻿finite﻿number﻿of﻿topics﻿while﻿the﻿other﻿did﻿not.﻿In﻿particular,﻿we﻿
computed﻿ the﻿perplexity,﻿a﻿ standard﻿metric﻿ in﻿ the﻿ information﻿ retrieval﻿ literature,﻿ to﻿evaluate﻿ the﻿
models.﻿Equation﻿(17)﻿represents﻿the﻿standard﻿form﻿of﻿the﻿perplexity﻿measure.
perplexity w
p w w
N
test
test train
test( ) = −
( )






exp
lg |


﻿ (17)
Here﻿N test ﻿is﻿the﻿total﻿number﻿of﻿test﻿words﻿and﻿p(.) ﻿is﻿the﻿probability﻿mass﻿function﻿for﻿a﻿given﻿
model.
As﻿illustrated﻿in﻿Table﻿2,﻿the﻿perplexity﻿of﻿HDP﻿model﻿is﻿highest,﻿meaning﻿it﻿performs﻿worst﻿and﻿is﻿
not﻿suitable﻿for﻿short﻿text.﻿While﻿TimeUserHDP﻿is﻿much﻿better﻿than﻿HDP,﻿mDTM﻿in﻿fact﻿performs﻿best.﻿
What’s﻿more﻿the﻿number﻿of﻿HDP﻿model’s﻿topics﻿is﻿really﻿small,﻿indicating﻿that﻿HDP﻿would﻿get﻿more﻿
coarse-grained﻿topics,﻿and﻿put﻿events﻿in﻿different﻿topics﻿into﻿the﻿same﻿topic.﻿However,﻿TimeUserHDP﻿
and﻿mDTM﻿have﻿no﻿such﻿problem.﻿For﻿TimeUserLDA﻿we﻿evaluated﻿the﻿perplexity﻿for﻿the﻿number﻿
of﻿topics﻿ranging﻿between﻿80﻿and﻿780﻿increasing﻿70﻿every﻿step.﻿The﻿results﻿are﻿shown﻿in﻿Figure﻿2.﻿
As﻿seen﻿in﻿Figure﻿2,﻿TimeUserHDP﻿and﻿mDTM﻿perform﻿even﻿better﻿than﻿the﻿best﻿TimeUserLDA﻿
model,﻿doing﻿so﻿without﻿any﻿form﻿of﻿model﻿selection﻿procedure.﻿What’s﻿more﻿the﻿posteriors﻿over﻿
the﻿number﻿of﻿topics﻿obtained﻿under﻿TimeUserHDP﻿and﻿mDTM﻿are﻿consistent﻿with﻿this﻿range﻿of﻿the﻿
best-fitting﻿TimeUserLDA﻿models.﻿Thus,﻿the﻿result﻿shows﻿that﻿mDTM﻿has﻿the﻿adaptive﻿ability﻿of﻿
automatically﻿determining﻿the﻿best-fitting﻿number﻿of﻿topics﻿and﻿overcomes﻿the﻿problems﻿of﻿model﻿
selection﻿compared﻿with﻿TimeUserLDA.
4.2. TimeUserHDP versus mDTM
In﻿this﻿section,﻿we﻿compare﻿TimeUserHDP﻿and﻿mDTM﻿model﻿to﻿show﻿the﻿effectiveness﻿of﻿the﻿temporal﻿
dependencies﻿in﻿mDTM.﻿We﻿used﻿both﻿TimeUserHDP﻿and﻿mDTM﻿to﻿analyze﻿the﻿Weibo﻿data﻿set﻿
from﻿March﻿1﻿to﻿March﻿31,﻿2013﻿and﻿found﻿a﻿set﻿of﻿topics﻿attached﻿with﻿temporal﻿information.﻿Thus,﻿
we﻿analyzed﻿the﻿found﻿topics﻿in﻿the﻿following﻿aspects.
4.2.1. Detecting Bursty Topics
The﻿topics﻿found﻿both﻿by﻿TimeUserHDP﻿and﻿mDTM﻿contained﻿temporal﻿information,﻿the﻿number﻿of﻿
posts﻿assigned﻿to﻿each﻿topic﻿representing﻿the﻿intensity﻿of﻿the﻿topic﻿at﻿different﻿time﻿points.﻿Thus,﻿we﻿
used﻿a﻿poisson﻿processes,﻿proposed﻿by﻿Ihleret,﻿Hutchins﻿and﻿Smyth﻿(2006)﻿and﻿applied﻿to﻿microblogs﻿
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by﻿Diao,﻿Jiang,﻿Zhu﻿&﻿Lim﻿(2012),﻿to﻿detect﻿bursty﻿topics.﻿The﻿top﻿10﻿bursty﻿topics﻿are﻿shown﻿in﻿
Table﻿3.﻿As﻿we﻿can﻿see,﻿the﻿top﻿5﻿topics﻿are﻿the﻿same﻿both﻿in﻿TimeUserHDP﻿and﻿mDTM,﻿however﻿
the﻿topics﻿ranked﻿6th﻿and﻿downwards﻿in﻿TimeUserHDP﻿and﻿mDTM﻿are﻿different.﻿It﻿is﻿because﻿of﻿
the﻿bursty﻿feature﻿of﻿topic﻿which﻿makes﻿it﻿obscure﻿and﻿as﻿a﻿result﻿the﻿TimeUserHDP﻿model﻿cannot﻿
recognize﻿it.﻿The﻿same﻿situation﻿happens﻿again﻿when﻿recognizing﻿the﻿topic﻿of﻿“a﻿football﻿match”.﻿
The﻿difference﻿between﻿these﻿two﻿models﻿is﻿mainly﻿because﻿that﻿at﻿each﻿time﻿point﻿mDTM﻿uses﻿the﻿
previous﻿information﻿as﻿a﻿prior;﻿leading﻿to﻿more﻿sensitive﻿and﻿accurate﻿results.﻿This﻿characteristic﻿
is﻿also﻿implicit﻿in﻿Figure﻿3﻿which﻿shows﻿intensity﻿over﻿time﻿for﻿the﻿topics﻿of﻿“Women’s﻿Day”﻿and﻿
“White﻿Day”.
Table 2. Comparative performances in terms of perplexity and number of topics
Perplexity 
(Lower the better)
Number of Topics 
(Higher the better)
HDP 8262.72 105
TimeUserHDP 2495.79 658
mDTM 2439.48 647
Online mDTM 3223.01 249
Figure 2. Comparison of TimeUserLDA, TimeUserHDP and mDTM
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4.2.2. Topic’s Life Cycle and Public Attention
As﻿mentioned﻿above,﻿TimeUserHDP﻿and﻿mDTM﻿both﻿can﻿simulate﻿topic’s﻿life﻿cycle.﻿Figure﻿3(a)﻿shows﻿
the﻿life﻿cycle﻿of﻿topic﻿of﻿“White﻿Day”.﻿As﻿we﻿can﻿see,﻿the﻿topic﻿was﻿born﻿at﻿time﻿slice﻿6﻿(March﻿6),﻿
burst﻿on﻿March﻿13﻿which﻿was﻿the﻿White﻿Day,﻿decreased﻿on﻿15﻿and﻿at﻿last﻿died﻿on﻿26.﻿That’s﻿consistent﻿
with﻿the﻿fact.﻿Moreover,﻿it﻿can﻿be﻿figured﻿out﻿from﻿the﻿same﻿figure﻿that﻿the﻿mDTM﻿model﻿is﻿more﻿
sensitive.﻿Figure﻿3(b)﻿is﻿about﻿the﻿topic﻿of﻿“Women’s﻿Day”﻿and﻿shows﻿a﻿similar﻿situation.﻿Figure﻿
4(a)﻿shows﻿public﻿attention﻿about﻿the﻿topic﻿of﻿“Women’s﻿Day”.﻿The﻿red﻿line﻿is﻿how﻿many﻿posts﻿are﻿
assigned﻿to﻿the﻿temporal﻿module﻿in﻿mDTM﻿at﻿each﻿time﻿slice,﻿indicating﻿the﻿intensity﻿of﻿the﻿public’s﻿
attention,﻿and﻿the﻿green﻿one﻿is﻿how﻿many﻿posts﻿are﻿assigned﻿to﻿the﻿user﻿module,﻿meaning﻿that﻿the﻿
topic﻿is﻿discussed﻿only﻿by﻿a﻿limited﻿number﻿of﻿users﻿and﻿has﻿not﻿become﻿popular﻿if﻿this﻿value﻿is﻿high﻿
and﻿the﻿blue﻿one﻿is﻿the﻿total﻿number﻿of﻿posts﻿about﻿this﻿topic,﻿showing﻿the﻿intensity﻿of﻿the﻿topic.﻿
When﻿there﻿are﻿many﻿users﻿talking﻿about﻿a﻿topic﻿at﻿a﻿time﻿slice,﻿then﻿the﻿topic﻿is﻿more﻿likely﻿to﻿be﻿
assigned﻿to﻿the﻿temporal﻿module,﻿otherwise﻿if﻿there﻿are﻿only﻿few﻿users﻿discussing﻿about﻿a﻿topic,﻿the﻿
topic﻿will﻿be﻿assigned﻿to﻿the﻿user﻿module.﻿As﻿we﻿can﻿see﻿from﻿Figure﻿4(a),﻿at﻿first﻿before﻿March﻿6﻿
the﻿topic﻿of﻿“Women’s﻿Day”﻿did﻿not﻿attract﻿public﻿attention,﻿however﻿after﻿March﻿6﻿during﻿a﻿bursty﻿
Table 3. Bursty topics ranked by TimeUserLDA and mDTM
Rank TimeUserHDP mDTM
1 Women’s﻿Day Women’s﻿Day
2 stray﻿dogs stray﻿dogs
3 house﻿price house﻿price
4 White﻿Day White﻿Day
5 baby﻿stolen baby﻿stolen
6 dead﻿pigs save﻿a﻿boy﻿with﻿leukemia
7 urban﻿management dead﻿pigs
8 milk﻿powder urban﻿management
9 315 a﻿football﻿match
10 ministry﻿of﻿railways milk﻿powder
Figure 3. Topic intensity over time for the topics of “White Day” (a) and “Women’s Day” (b)
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period﻿the﻿topic﻿became﻿popular﻿and﻿the﻿red﻿line﻿rose﻿and﻿the﻿green﻿line﻿decreased,﻿indicating﻿that﻿
there﻿were﻿more﻿people﻿discussing﻿about﻿this﻿topic.﻿On﻿March﻿8,﻿the﻿intensity﻿of﻿public﻿attention﻿
became﻿highest,﻿and﻿decreased﻿later,﻿and﻿finally﻿became﻿0﻿on﻿March﻿11.﻿This﻿is﻿actually﻿the﻿process﻿
of﻿people’s﻿attention﻿about﻿a﻿topic,﻿moreover﻿Figure﻿4(b)﻿about﻿“White﻿Day”﻿and﻿Figure﻿4(c)﻿about﻿
“Spring﻿Clothing”﻿also﻿show﻿the﻿same﻿situation.
4.3. online Method
As﻿Table﻿2﻿shows,﻿online﻿mDTM﻿performs﻿better﻿than﻿HDP,﻿but﻿worse﻿compared﻿to﻿both﻿TimeUserHDP﻿
as﻿well﻿as﻿mDTM.﻿However﻿online﻿mDTM﻿can﻿extract﻿more﻿meaningful﻿topics﻿and﻿mine﻿more﻿useful﻿
information,﻿as﻿evident﻿in﻿Figure﻿5.﻿Figure﻿5﻿implies﻿the﻿evolution﻿of﻿some﻿bursty﻿topics﻿listing﻿some﻿
representative﻿time﻿points﻿in﻿each﻿topic’s﻿lifespan.﻿The﻿most﻿representative﻿one﻿is﻿the﻿topic﻿ranked﻿
21,﻿about﻿a﻿person﻿named﻿Xi﻿Jun﻿Zhou﻿stealing﻿and﻿killing﻿a﻿baby,﻿reflecting﻿the﻿evolution﻿of﻿this﻿
event﻿over﻿time:﻿at﻿first﻿people﻿did﻿not﻿know﻿who﻿stole﻿the﻿baby,﻿thus﻿the﻿top﻿words﻿were﻿something﻿
like﻿“baby”,﻿“stolen”,﻿however﻿on﻿Mar﻿6﻿the﻿police﻿uncovered﻿the﻿case﻿and﻿arrested﻿Xi﻿Jun﻿Zhou,﻿
thus﻿the﻿top﻿words﻿contained﻿his﻿name.﻿So,﻿shown﻿the﻿timeline﻿of﻿an﻿event﻿listed﻿by﻿online﻿mDTM,﻿
along﻿with﻿some﻿representative﻿posts,﻿one﻿can﻿quickly﻿learn﻿the﻿details﻿of﻿this﻿event.﻿Therefore,﻿online﻿
mDTM﻿better﻿simulates﻿the﻿evolution﻿of﻿an﻿event﻿unravelling﻿useful﻿information﻿which﻿is﻿what﻿is﻿
ideally﻿expected.
5. CoNCLUSIoN AND FUTURe ReSeARCH
Micro-blogs﻿are﻿fast﻿emerging﻿as﻿a﻿highly﻿popular﻿means﻿of﻿person-to-person﻿information﻿exchange﻿
and﻿transmittance﻿ in﻿ the﻿global﻿ information﻿space.﻿They﻿are﻿also﻿ thereby﻿emerging﻿as﻿a﻿valuable﻿
source﻿of﻿textual﻿data﻿containing﻿broad﻿themes﻿representing﻿the﻿predominant﻿‘mood’﻿of﻿the﻿public﻿at﻿
large﻿and﻿therefore﻿of﻿very﻿high﻿potential﻿socio-economic﻿value﻿to﻿business﻿organizations,﻿political﻿
establishments﻿as﻿well﻿ as﻿ law-enforcement﻿organizations﻿ that﻿are﻿ trying﻿ to﻿ tap﻿ into﻿ the﻿ incessant﻿
‘chatter’﻿of﻿social﻿media﻿to﻿detect﻿elements﻿of﻿interest﻿for﻿their﻿respective﻿purposes.
Figure 4. The public’s attention for the topics of “Women’s Day” (a), “White Day” (b) and “Spring Clothing” (c) in the mDTM model
Figure 5. The evolution of detected bursty topics of mDTM. Note that we have translated Chinese words into English, and the 
original Chinese words are given in the bottom
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There﻿ are﻿ a﻿ number﻿ of﻿ text﻿mining﻿ algorithms﻿ that﻿ have﻿ been﻿developed﻿ in﻿ recent﻿ years﻿ to﻿
effectively﻿mine﻿microblogs.﻿However﻿most﻿of﻿ the﻿existing﻿ research﻿ in﻿ this﻿ area﻿has﻿ ignored﻿ the﻿
time-varying,﻿dynamic﻿aspects﻿of﻿microblog﻿posts﻿with﻿particular﻿reference﻿to﻿bursty﻿topics.﻿In﻿this﻿
paper,﻿we﻿have﻿presented﻿an﻿efficient﻿time﻿varying﻿dynamic﻿topic﻿model﻿which﻿is﻿adaptive﻿and﻿can﻿
capture﻿the﻿hitherto﻿uncaptured﻿features﻿of﻿microblogs.﻿To﻿the﻿best﻿of﻿our﻿knowledge,﻿this﻿is﻿the﻿first﻿
adaptive﻿and﻿time-varying﻿dynamic﻿model﻿applied﻿to﻿microblogs.
We﻿ evaluated﻿ our﻿model﻿ on﻿ a﻿ large﻿Weibo﻿ data﻿ set﻿ and﻿ obtained﻿ some﻿useful﻿ information﻿
distinctive﻿from﻿previously﻿published﻿results.﻿In﻿particular,﻿we﻿computed﻿a﻿perplexity﻿measure﻿to﻿
comparatively﻿evaluate﻿the﻿proposed﻿mDTM﻿model﻿against﻿prior﻿models.﻿Our﻿results﻿reveal﻿that﻿the﻿
perplexity﻿of﻿HDP﻿model﻿is﻿highest﻿making﻿it﻿the﻿worst﻿performer﻿and﻿unsuitable﻿for﻿short﻿text.﻿While﻿
TimeUserHDP﻿outperforms﻿HDP,﻿our﻿proposed﻿mDTM﻿model﻿was﻿seen﻿to﻿have﻿the﻿least﻿perplexity﻿
among﻿all﻿the﻿compared﻿models.
A﻿potential﻿direction﻿of﻿future﻿research﻿would﻿be﻿to﻿take﻿the﻿user﻿relationships﻿into﻿consideration﻿
in﻿a﻿time﻿varying﻿topic﻿model.﻿Also,﻿future﻿research﻿can﻿explore﻿better﻿online﻿inference﻿methods﻿to﻿
process﻿microposts﻿more﻿efficiently﻿so﻿as﻿to﻿enable﻿the﻿real-time﻿mining﻿of﻿microposts﻿as﻿and﻿when﻿
they﻿appear.
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