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Modeling mechanical systems is a mathematical abstraction of describing the relation
between the cause (e.g. a force and inertia) and the resulting motions. Depending on the
assumptions simplifying the model, and the mathematical framework chosen to describe
the model, different aspects of the behavior of systems can be analyzed. The objective
of this thesis is to create new mathematical frameworks which respects the microscopic
feature (e.g. impulsive contact force modeling) and the macroscopic behavior (e.g. safe
trajectory planning).
In the first part of the thesis, the microscopic modeling of an impact phase in mechanical
systems, which interact with rigid environments, is considered. Since the impact on the
hard ground changes the velocities of the part contacting the surface almost instantaneously,
the contact force model is often omitted by assuming the amount of change is known a
priori. For this reason, this type of model is called an effect model, and the dynamics
involves discrete reset maps. However, it is preferable to engage the cause in the model
to respect the underlying physics. The model containing the force term is denoted as a
causal model in this thesis. Intuitively, it is attempting to model the contact force as a
singular function defined in distribution theory, the most appreciated way of describing the
singular behavior in physics and engineering. Unfortunately, the singular function defined
in distribution theory has a limitation that the multiplication between a nonsmooth function
and the singular function may not be well-defined, which occurs often in the mechanical
systems written as a nonlinear affine form. The objective of the first part is to develop a
new mathematical framework which makes the causal modeling feasible for systems with
jumps using a well-defined singular functions. To do so, a new generalized function theory,
entitled as Krylov generalized function (KGF) theory, is developed within the framework
provided by nonstandard analysis (NSA), which properly defines the infinitesimals and
infinitely large numbers to extend the real space. First, an algebraically structured multi-
xix
dimensional space is constructed to define the domain of the generalized function, and the
fundamental operations, such as differentiation and integration, are proposed to formally
define a generalized singular function. Next, a generalized ordinary differential equation
(GODE) is considered to apply KGF theory to the causal modeling of mechanical systems
with jumps.
In the second part of the thesis, the macroscopic view in motion planning of mechanical
systems is considered in the sense that the control is used to avoid a collision (microscopic
phase) with the environment while driving the system to a desired configuration. The ob-
jective of the second part is to find an analytic framework to either generate safe trajectories
for point mass robots or to find analytic conditions capturing the collision between rectan-
gular bodies in planar space, and cuboid bodies in three-dimensional space. As opposed to
sampling-based planning (SBP) method in motion planning, the analytic framework could
enhance the accuracy of designing the safe trajectories. In this thesis, inspired by algebraic
and geometric properties of polynomials, a new paradigm of considering the position of
point robots, and approximating the boundary or surface of the full body robot is proposed.
A robot’s center of mass (CoM) position is considered as a root of some polynomial, and
the trajectory is generated by smoothly controlling the coefficients of the polynomials. The
basic rule is to follow the generalized root locus (GRL) principle used in the control the-
ory for a completely different purpose. Later, multiple robots are also identified with the
polynomials, and the assignment free formation controller is designed following the GRL
principles. Furthermore, the full body of rectangular or cuboid shaped robot is analytic
approximated by one level set of weighted Lp norm. By using this approximation, an colli-
sion avoidance constraint is proposed by a set of equalities and inequalities, which does not
include any slack integer variables. Finally, an analytic surface model for bendable cuboid
robot is proposed by extending the weighted Lp norm in the polar coordinates. The pro-
posed analytic constraints are used to form a general Bolza type of optimal path planning




Newton’s law of motion provides fundamental rules on how a force and inertia would
change the motion of an object. Along with more generalized methods to model a mecha-
nical system such as an energy-based method in Lagrangian mechanics and a momentum
based method in Hamiltonian mechanics, many areas of fundamental mathematics have
been developed from infinitesimal calculus to differential geometry. By using the well
established mathematical tools, modeling of a real-world problem is then about finding
reasonable assumptions which simplify the problem, and articulating a justification of the
model within a rigorous mathematical framework. The philosophy of this thesis is to yield
different aspects in modeling the mechanical systems from a microscopic view (e.g. con-
tact mechanics) to the macroscopic view (e.g. robotics path planning) by introducing a set
of new mathematical frameworks.
1.1 Causal modeling of Impulsive Affine Systems
A causal model of mechanical systems is usually given by a dynamics of the system con-
taining the force terms, which follows Newton’s law, as opposed to kinematics which only
describes the behavior of the motion without considering the force that causes the mo-
tion. As the mathematical modeling is a logical abstraction of the physics of nature, it will
always be preferable to design a causal model which considers the origin of the desired
behavior.
The causality of the model can be determined by the level of assumptions made for
the simplification. There is always a tradeoff between the scope and the accuracy of the
model but some assumptions, made directly on the motion itself, may ignore the under-
lying physics, and so the overall dynamical model fails to be a causal one. For example,
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modeling the dynamics of walking gaits for a biped robot requires considering the con-
tact forces which are exerted by a rigid ground, the foot is interacting with. However, the
contact force modeling is often ignored by assuming the foot immediately stops after the
impact on the ground. See the discussion on the assumptions of the impact model for biped
robot in [1]. For these reasons, this type of modeling is denoted as an effect model, which
contains a continuous dynamics and a discrete system that represents instantaneous jumps
in the states. The rational of these assumptions will be reviewed again in Chapter 2.
Also, the causal modeling may be difficult depending on which mathematical frame-
work is chosen to describe the motion. Especially, a causal modeling of mechanical systems
which interact with the rigid environment by an impacting behavior may require designing
a contact force only defined in a very short duration of time. Therefore, it is natural to
model the contact force by a singular delta function in the context of the Schwartz distri-
bution theory in [2], which formally defines the delta function introduced by Paul Dirac in
quantum mechanics, [3]. The formal definition and the theories of the singular function
will be reviewed in Chapter 2. The causal model for an impulsive system is easily reali-
zed in linear systems by solving the instantaneous reachability problem in [4]. A linear
combination of the higher derivatives of a delta function, which is well defined in the dis-
tribution theory, can be used to change the state instantaneously to the desired state if the
system is completely reachable. However, the dynamics for mechanical systems are mostly
in nonlinear affine form, and the use of Schwartz distributions in nonlinear systems may be
ill-posed since the multiplication between singular functions cannot be well defined. Even
the multiplication of a nonsmooth function and a singular function is not well defined.
Therefore, most of the work on modeling the singular control in nonlinear system theory
has been done by first regularizing the singular control input, and pursue a limit solution
of the regularized system. Although the limit solution provides a generalized solution of
impulse-driven systems, the limiting process itself lacks physical meaning.
The main difficulties in using the distributional delta function to nonlinear system the-
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ory are that it is not a regular function defined on the real line, and so the pointwise evalua-
tion is meaningless. The singular function can only be utilized by its axiomatic properties
in distribution theory. The question is then if a space denser than a real space can be
constructed where the delta function can be defined pointwise. The answer is yes, and it
was the motivation to develop a new field of mathematics called the Nonstandard analysis
(NSA), [5], created by Abraham Robhinson in the 1960s. Initially, the calculus was based
on the infinitesimal elements, something that is smaller than any assignable element, as
introduced by Cauchy, Leibniz, and Newton in the 17th century. However, infinitesimals
were eventually removed in the analysis as the concept would not be formally defined. The
infinitesimal calculus was replaced by the calculus based on a constructive number system,
which was formulated by Cantor, Dedekind and others in 19th century. Weierstrass inven-
ted the formulation of limits using (ε, δ) arguments. Since then, it became a dominant way
of dealing with functions in calculus up to today. Only three hundred years after, Robinson
was first to rigorously define an infinitesimal quantity, and extend the standard real spaces
using the modern logic systems. The extended real space is called hyperreal space, which
will be formally introduced in Chapter 2. Also, a more interesting history of NSA can be
found in [6].
The objective of the first part of the thesis is to build up from first principles to create a
new mathematical framework which makes the causal modeling feasible using the genera-
lized singular functions. A new algebraically structured extended real space embedded in
the hyperreal space is proposed in this thesis, where the independent variable (usually time)
is now decomposed into the standard part and infinitesimal parts. The infinitesimal parts
of the time are also decomposed based on the ordering property in NSA. The generalized
function is then defined on the proposed extended real space, and generalized fundamen-
tal operations including differentiation and integration are introduced. The algebraically
structured infinitesimal space enables the singular delta function to be evaluated pointwise,
and so the fundamental shape of the singular functions can be found, which will be used to
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model the contact force. This new space is called a Krylov hyperreal space as the process
of generating the space resembles the successive operation of Krylov subspace in linear
algebra, and the new generalized function theory will be denoted as Krylov generalized
function (KGF) theory. The detailed construction of KGF theory is explained in Chapter 3.
Next, the generalized ordinary differential equation (GODE) is proposed, and the KGF
theory-based solution is sought in Chapter 4. Two problems are considered in this thesis.
The first problem is to find a causal representation of a given effect model which the gene-
ralized solution for the corresponding causal GODE would be identical if it is evaluated in
the standard time. The second problem is to design a contact force which either generates
the same desired jump as in the effect model or generates different jump but with relaxed
assumptions than the ones in the effect model. The first problem is more general than the
second one since it is a question of if it is possible to find the GODE which follows the
effect model without considering the actual physics. In contrast, the second problem actu-
ally considers the causal modeling of the mechanical systems with jumps by designing the
singular contact force.
As such, this first part breaks new ground in mathematical theory and systems appli-
cations and necessarily goes down to basics with a revolutionary viewpoint, albeit not as
revolutionary as Kalman’s introduction of the state space, [7], or Willems’s behavioral the-
ory, [8].
1.2 Safe Trajectory Planning
In contrast to the mechanical systems which need contact with its environments to navigate
the world, there are many applications where collisions with the obstacles needs to be
avoided, i.e. controlling a drone or an autonomous vehicle. Therefore, the path planner
must design a trajectory of the robot which avoids collision with other obstacles or robots.
A classical way to find safe configurations is through the configuration space approach,
which transfers the rigid body path planning problem to a point mass problem by enlarging
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the obstacle with the robot for every orientation. One popular approach on constructing the
configuration space is the sampling-based planning (SBP) method. The SBP first samples
the configuration space, and explores a path connecting the sampled points. See the survey
of the sampling-based planning in [9], and more in the book [10]. In the second part of this
thesis, instead of working on the sampled configuration space, an analytical way to model
the path planning problem is proposed. The objective is either to find a set of smooth vector
fields which all generates the collision free trajectories or to find a set of analytic constraints
on the configuration of the robots which represents the collision avoidance. By using the
algebraic and geometric properties of the polynomial, new frameworks for path planning
methods are introduced.
First, an algebraic property of a single variable polynomial is used to generate a safe
trajectory for a point mass robot in the planar space. The location of the robot is identified
as a complex root for some polynomial, and the trajectory is generated by tracking the roots
of updated polynomials. Inspired by the root locus method in control theory, which is used
for a completely different purpose, the trajectory of the robot is generated by following the
generalized root locus. A formal definition of generalized root locus will be introduced in
Chapter 5. By placing more stationary roots inside the obstacles, a safety region around
the obstacles is generated, and the root locus path starting from the robot’s initial location
does not go into the safety region. The generalized root locus method produces a set of safe
trajectories. An optimal path planning problem is then considered which minimize the final
arrival time to the target point among those safe trajectories. Furthermore, the root locus
based path planning algorithm can be applied to generate trajectories for multiple robots to
achieve a cooperative goal of making a formation without any specific target assignment
on each robot.
Next, a geometric property of a multi-variable polynomial is used to find a collision
avoidance condition for full body robot. The configuration space is not constructed in this
case, and so the geometry of the robot is taken into account directly when deriving the
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safety conditions. Especially, a rectangular robot in planar space and a cuboid robot in
three-dimensional space are considered, for which the analytic safe configuration is usu-
ally constructed by introducing slack integer variables that makes the problem NP-hard.
The boundary or surface of the robot is approximated by the one level set of weighted Lp
norm. The formal definition of the weighted Lp norm is introduced in Chapter 6. The dis-
tance from the rectangular robot to the obstacle can be defined by measuring the weighted
Lp norm from the center of the robot to the closest point on the obstacle. A direct met-
hod finds a set of inequalities by measuring the distances from possible collision points,
and use it as a safety constraint for solving a general Bolza type of optimization problem.
The direct method is then generalized by formulating a two-staged optimization problem,
which includes a constraint that depends on a solution to the closest point problem. By
analytically deriving the necessary and sufficient conditions, the safety condition is given
as a set of equalities and inequalities. Furthermore, an analytic surface model for a benda-
ble cuboid is designed by considering the weighted Lp norm in the polar coordinates. The
curvature parameter controls the bending of the robot, and the analytic safety conditions
for the bendable cuboid is also derived. This bendable cuboid robot structure opens up the
possibilities of finding the analytic safety conditions for continuum mechanics in [11, 12]
and a soft bendable finger in [13].
1.3 Organization of the Thesis
The thesis is organized as follows. Part I contains three chapters which consider the cau-
sal modeling problem of impulsive affine systems. The mathematical preliminaries and
background of the causal modeling is explained in Chapter 2, and the Krylov generalized
function (KGF) theory is introduced in Chapter 3. An application to the impulsive affine
systems using KGF theory is covered in Chapter 4. Part II contains three chapters which
considers the safe trajectories generation in robotics using algebraic and geometric pro-
perties of polynomials. The root locus based point mass robot planning is considered in
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Chapter 5, and the full body robot path planning is considered in Chapter 6 and Chapter 7,
where the generalized weighted Lp method including bendable robot path planning is con-
sidered in Chapter 7. Finally, the conclusion of the thesis and the future research direction
is summarized in Chapter 8.
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Part I
Causal Modeling of Impulsive Affine




MATHEMATICAL PRELIMINARIES AND BACKGROUND
In this chapter, some mathematical background material for the causal impulsive modeling
problem is introduced. First, in § 2.1, the impulsive affine systems are reviewed in the
context of Lagrangian mechanics considering the contact force. Based on the assumption of
the behavior during the contact, two different means of modeling the impulsive behavior are
reviewed: one is impulsive effect modeling, and the other is causal impulsive modeling. In
addition, the classical distributional definition of a singular function is introduced, and the
Schwartz impossibility theorem is recalled to illustrate the difficulties with its applications
in nonlinear systems. Next, in § 2.2, the fundamental definitions and theorems for NSA
are reviewed with its applications in engineering. Finally, three basic operators, a scaling,
translation, and evaluation operators commonly used in this thesis are formally defined in
§ 2.3.
2.1 Impulsive Affine Systems
In this section, the background of mechanical systems modeling problem is considered. In
§ 2.1.1, the equations of motion of mechanical systems are derived using Lagrangian me-
chanics, and formulated in the affine form. Next, an impulsive effect modeling is reviewed
in § 2.1.2, and causal impulsive modeling is reviewed in § 2.1.3.
2.1.1 Lagrangian Mechanics
Classical mechanics mainly studies the motion of a finite number of point mass particles.
Each rigid component of the multibody mechanical systems is approximated by a point
mass particle located at the center of mass (CoM) position of the component where the
mass at the CoM can be computed by the integral of the mass distribution of the compo-
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nent. Therefore, the multibody system is often modeled by multi-linked point masses. For
example, a two link compass gait passive walker in [14] is modeled with three point mass
particles, and a five link bipedal robot in [15] is modeled with four point mass particles.
Every particle follows Newton’s law of motion in the global inertial frame with the con-
straint on the interconnection, and the equation of motion (EoM) can be derived in many
different ways. In this section, the EoM is derived using the Lagrangian analysis in gene-
ralized coordinates. A basic reference to the classical mechanics is [16]. More intuitive
explanation of Lagrangian mechanics can be found in [17]. In addition, the kinematics and
dynamics of rigid body motion with respect to the body frame is detailed in [18]. This
section gives a summary of deriving the dynamics of actuated mechanical systems inte-
racting with the rigid environment.
Let the multi-link rigid body system be approximated by n particles, {ri}ni=1 ⊂ R3
in the global inertial frame, with the interconnection between particles satisfying the con-
straints,
gj(r1, · · · , rn) = 0
for j = 1, · · · , k for some k < n. A constraint which only consists of the position of the
particles is called holonomic. The minimum number of coordinates to represent the motion
is called the degree of freedom. Since the particle needs to satisfy k holonomic constraints,
its 3n coordinates are not independent, and may be reduced to 3n− k independent coordi-
nates. Let d := 3n − k be the degree of the freedom. By introducing d new generalized
coordinates, {ql}dl=1, the original coordinates can be represented by
r1 = η1(q1, · · · , qd)
...
rN = ηN(q1, · · · , qd)
where ηi are smooth transformations for i = 1, · · · , N . Let r = (r1, · · · , rN) ∈ R3n and
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q = (q1, · · · , qd) ∈ Rd be the augmented state, and set r = η(q) by using the component-
wise transformations.
The Lagrangian analysis is based on the energy of the system. LetK(r, ṙ) be the kinetic
energy of the n particles, and U(r) be the potential energy. The Lagrangian of the system
is defined as
L(r, ṙ) := K(r, ṙ)− U(r). (2.1)









By using the generalized coordinate q, the kinetic energy Kq can also be defined in the q
coordinates,
















for the (a, b) element. The inertia matrix can be understood as a mass matrix for the gene-
ralized coordinates. The following is true for the inertia matrix.
Lemma 1 ([18]). M(q) is symmetric and positive definite.
Proof. See Lemma 4.2 in [18]
Let V (q) := U(η(q)) be the potential function in the generalized coordinates, then the




q̇TM(q)q̇ − V (q). (2.3)
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Let Fi : R → R3 be the external force acting on the i−th particle in the global inertial




Fi · ∂ηi(q)/∂qj. (2.4)
Let Q : Rd → Rd be the augmentation of generalized forces,
Q(q) = (Q1(q), · · · , Qd(q))T .
The equation of motion is now specified by the Euler-Lagrange equation,
d(Lq̇(q, q̇))/dt− Lq(q, q̇) = Q, (2.5)
where Lq̇(q, q̇) := ∂L(q, q̇)/∂q̇ and Lq(q, q̇) := ∂L(q, q̇)/∂q.
By directly computing the Euler-Lagrange equation using (2.3), the dynamics can be
written as
M(q)q̈ + C(q, q̇)q̇ +G(q) = Q (2.6)
where C(q, q̇) ∈ Rd×d is known as the Coriolis matrix and C(q, q̇)q̇ gives the Coriolis and
centrifugal force terms in the generalized coordinates, and G(q) ∈ Rd contains gravity and
other position dependent force terms acting on the generalized coordinates.
If the q were chosen as the relative joint angle of manipulators or biped robots as in
[15], then the actuation is by the torque controls on the joint space. The external torque can
be regard as a generalized forces through the actuation matrix B ∈ Rd×m where m is the
number of actuators, and the dynamics becomes
M(q)q̈ + C(q, q̇)q̇ +G(q) = Bu, (2.7)
where u : R→ Rm is the control signals from m actuators. If the rank of B is full, then the
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system is fully actuated, and if the rank is less than d, then the system is underactuated.
Lagrangian Mechanics with Contact Force
Suppose that a rigid mechanical system interacts with the rigid environment, then there
exist a point on the robot’s surface which is in contact with the rigid surface. This contact
point can be represented by the generalized coordinate, and let z(q) ∈ R3 be the contact
point in the global coordinate with some smooth function, z : Rd → R3. For example, this
point of contact could be understood as a point foot of a bipedal robot in [15]. An analysis
of multiple contact points can be found in [19].
Let dzq : Rd → R3 be the differential of z at q ∈ Rd after considering the chart
transformation to the Eucledian space. The generalized velocities, ż, can be derived as
ż(q) = dzq(q̇) = J(q)q̇, (2.8)
where J(q) := ∇z(q) ∈ R3×d is the Jacobian of z at q. Let Fc ∈ R3 denote the contact




The Euler-Lagrange equation containing the contact force is then given by
M(q)q̈ + C(q, q̇)q̇ +G(q) = Bu+ J(q)TFc. (2.10)
Nonlinear Affine Systems
Now by using Lemma 1, the second order dynamics for d degrees of freedom, assuming
the contact force Fc is applied to the point z(q), can be rewritten as
q̈ = −M(q)−1C(q, q̇)q̇ −M(q)−1G(q) +M(q)−1Bu+M(q)−1J(q)TFc,
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and by augmenting the state x := (q, q̇)T ∈ R2d, the dynamics can be formed as a nonlinear
affine system form,


















with (q0, v0) ∈ Rd × Rd as a initial condition and 0d×m ∈ Rd×m and 0d×3 ∈ Rd×3 are zero
matrices.
Therefore, the nonlinear affine system in (2.11) appears commonly in modeling the
multi-rigid body robotics applications. In the following sections, the nonlinear affine sy-
stem in this form is considered. The applications of the impulsive affine system are not
only restricted to mechanical systems but also involve biological systems and circuit de-
signs such as an impulsive control of a predator and prey model in [20] and a biomedical
application of cancer therapy in [21], and a reset circuit design using a clegg integrator in
[22].
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2.1.2 Impulsive Effect Modeling
If there were no contact, then Fc = 0 in (2.11). The non-zero contact force occurs only
if some part, z(q), of the robot’s body interacts with the environment, e.g, ground or other
rigid robots. This contact event can be captured by first formally defining the contact
surface.
Let h : Rd → R be a gap function (Definition 1.8 in [23]), which represents the distance
between the possible contact surface to z(q). For example, if the ground surface is modeled
by the (x, y) plane in the global frame, h(q) := aT z(q) represents the distance of the point
foot z(q) to the ground, where a = [0, 0, 1]T is a normal vector to the flat ground. Then,
the contact surface is modeled as a hypersurface induced by a smooth gap function,
Sq := {q ∈ Rd|h(q) = 0}. (2.13)
Suppose that the ground is also rigid, and so an additional unilateral constraint can be
assumed for the feasible configurations of the robot,
S+q := {q ∈ Rd|h(q) ≥ 0}. (2.14)
In addition, assuming that the contact force does not pull to the ground but only pushes in
the outer normal direction, the following inequality condition can be imposed,

h(q) ≥ 0 ∧ Fc ≥ 0
h(q)Fc = 0
. (2.15)
This condition is so called a linear complimentarity problem (LCP). See the great details
on the LCP in [23].
Since the contact behavior depends on the relative kinematics between the rigid body
and the ground model, the non-zero ground reaction force is initiated if the relative velocity
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of the contact point to the ground is decreasing at the moment of the contact (when h(q) =
0). Therefore, the following switching surface considering the relative velocity is defined,
S := {x ∈ R2d|h(q) = 0,∇h(q) · q̇ < 0}, (2.16)
and so if x ∈ S, then the collision is initiated, and the non-zero contact force in (2.11)
should be considered.
Let τ > 0 be the time when q(τ) ∈ S, and let q(τ+) = lim
t
>→τ q(t) is the right limit to
τ . Since the rigid ground (unilateral constraint) is assumed, the robot cannot penetrate the
surface, and so either the collision should be inelastic, ∇h(q(τ+)) · q̇(τ+) = 0, or elastic
∇h(q(τ+)) · q̇(τ+) > 0. If the contact force is bounded, ||Fc|| < M , then there must be
a penetration to the surface which violates the modeling assumption. Therefore, there exist
an immediate change in the velocities, q̇(τ−) and q̇(τ+), driven by some impulsive contact
force.
Assumptions and the Reset Map
The impulsive effect modeling is one way to approximate the behavior of the velocity jump
due to the impulsive contact force without explicitly explaining impulsive forces but rather
assuming or predicting some conditions during the impact to derive the updated velocity.
Several assumptions during the contact has been studied in [19] such as
• Case 1: No rebound and no slipping along the surface
• Case 2: No rebound but slipping along the surface is allowed
The Case 1 is used for a point foot collision to the ground in the biped locomotion research,
[15, 24]. See more papers in the tutorial, [1], and Case 2 is used when the friction is
considered in [25]. The no slip and no rebound conditions determine the inelastic collision,
where the foot velocity after the impact remains zero, ż(q(τ+)) = 0. With some other
assumptions such as the actuator not exerting impulsive controls, and the immediate release
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of the other foot from the ground, a reset map can be obtained using the conservation of
angular momentum about the contact foot position. Following the notation and procedure
in [15], let qe := (q, z(q)) ∈ Rd+3 be the new set of generalized coordinates, then the
dynamics with the foot can be expressed using the Lagrangian,
Me(qe)q̈e + Ce(qe, q̇e)q̇e +Ge(qe) = Beu+ Je(qe)
TFc,
where the subscript e indicates that each matrix is different from (2.10). The overall impu-












Fc(t)dt is the impulse effect during the contact. By using the Schur
complement [26], if Je(qe) has full rank, the velocity reset map can be uniquely and alge-
braically defined as
q̇e(τ+) := (I −Me(qe)−1Je(qe)T (Je(qe)Me(qe)−1Je(qe)T )−1Je(qe))q̇e(τ−) (2.18)
or
∆q̇e(τ) = −Me(qe)−1Je(qe)T (Je(qe)Me(qe)−1Je(qe)T )−1Je(qe)q̇e(τ−), (2.19)
where ∆q̇e(τ) := q̇e(τ+)−q̇e(τ−) is the state dependent jump in the generalized velocities.
Basically, the impulsive effect model assumes that there exists an impulsive contact
force which creates the jump, and augments the law of the model with the provided reset
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map to approximate the dynamics. In general, the following equation is considered,

ẋ = f(x) + g(x)u for x /∈ S
∆x(τ) = R(x(τ−)) for x(τ−) ∈ S,
(2.20)
for some smooth function R : R2d → R2d. This impulsive effect systems are a subclass
of hybrid systems where the dynamics of motions are modeled with a continuous vector
field in the presence of jumps. The classical formalism on impulsive differential equations
and their dynamics can be found in [27, 28, 29] and [30]. Generally, there are two types
of impulsive system; one with the time of jumping events specified and the other where
switching times are implicitly determined by additional state dependent equations as in
(2.20). The formulation of the impulsive affine system equation with a prescribed time
sequence of jumps are given as

ẋ(t) = f(x(t)) + g(x(t))u(t) if t /∈ T
∆x(τ) = R(x(τ−)) if τi ∈ T ,
(2.21)
where T := {τi}∞i=1 ⊂ R+ is the monotonically increasing time sequence of jumps where
limk→∞ tk = ∞. The sufficient conditions for the existence and uniqueness of (2.21) are
shown in [27] which generally depends on Lipschitz conditions for the right hand side of
(2.21) on each interval, and boundedness of the function R.
Example 1: Horizontal Bouncing Ball
Suppose that a ball is moving on a one dimensional horizontal frictionless space. In this
example, consider the elastic collision, which bounces off immediately after the impact.
By assuming the coefficient of restitution γ ∈ (0, 1) is empirically modeled using the
experimental results in [31]. The state space is defined by (x(t), v(t))T , where x(t) is the
position, and v(t) is the velocity of the ball. Fig 2.1 graphically shows the reference frame
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Figure 2.1: Horizontal bouncing ball
for x, and we assume that the ball is a point mass, m = 1, and so the ball hits the wall when
x(t) = 0. Let X = (x1, x2)T ∈ R2 be the state space where x1 := x and x2 := v. The









 if X(t) ∈ S
(2.22)
where the switching surface is S := {X ∈ R2|x1 = 0∧x2 < 0}, and ∆X(t) represents the
difference,X(t+)−X(t−). The jump equation can also be written as x2(t+) = −γx2(t−)
where x2(t+) and x2(t−) are defined as the right limit and the left limit of x2 at time t.
Example 2: Compass Gait Passive Walker
The compass gait model in the planar space is shown in Figure 2.2. The center of mass of
each leg is represented by the particle with mass m, and the center of mass for the hip, with
mass M, is located at joint. Let l = a + b, and assume that during the swinging phase the
stance foot is fixed, and since the length of the leg and the joints are fixed, the degree of the
freedom is 2. Let the generalized coordinate to be q = (θsw, θst)T , then the inertia matrix
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Figure 2.2: The compass gait
M(q), and the Coriolis matrix, C(q), and the gravity term G(q) in (2.12) is given by
M(q) :=
 mb2 −mbl cos(θst − θsw)
−mbl cos(θst − θsw) (M +m)l2 +ma2
 (2.23)
C(q, q̇) :=
 0 mlb sin(θst − θsw)θ̇st










The contact surface can be defined with h(q) = 2γ+θsw+θst, and let z(q) ∈ R2 represents
the end of the swing leg, and a = (1, 1/ tan(γ)) be the normal direction to the slope, then
the switching surface is defined as,
S := {q ∈ R2|h(q) = 0 ∧ ż(q)Ta < 0}. (2.27)
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By using the assumption that the collision of the swing leg to the ground is inelastic (no slip
and no rebound), and the stance leg does not interact with the ground during the impact, the
unique reset map can be derived using (2.19) by deriving the Lagrangian for qe := (q, z(q)).
The compass gait dynamics contains natural passive stable periodic orbit for some narrow
γ values around 3 degree. Detailed analysis of the passive periodic orbits are shown in [14].
2.1.3 Causal Impulsive Modeling
Contact Force
The assumptions during the impact in the impulsive effect model simplify the problem but
it is not the most accurate model. The no slip assumption which helps to find the unique
reset map can be easily violated in practice due to softness of the foot or the ground model,
or the finite friction. Painleve’s paradox explains that a simple rod must be sliding along the
surface otherwise it will penetrate the ground. In addition, even with infinite friction there
may be sliding. See [32] for the ambiguity of the outcome of the collision for different
cases in legged locomotion with infinite friction.
More complicated but accurate analysis can be done by modeling the contact force di-
rectly. Generalized contact force using the nonlinear spring and damper model is reviewed
in [33]. In these models, the slight violation to the unilateral constraint is allowed, and
therefore the contact force is modeled as a function of the relative indentation, δ. Hunt and
Crossley investigate the nonlinear viscous-elastic element to model the contact force as
Fc := Kδ
n +Dδ̇, (2.28)
see Chapter 3 in [33] for more details. This contact force model was applied in the biped
robot design in [34]. The duration of the contact is assumed to be small but not of measure




Instead of modeling the contact force as a regular function for a short duration, the singular
function, as known as the Dirac delta function, introduced but not justified by Dirac in
quantum mechanics and used in many engineering text book, may be used to generate
the jump behavior in the velocity domain. In 1950s, Laurent Schwartz was the first to
unambiguously formulate the theory of distributions, which contains a proper definition
for a delta function. See [35] for more details in the generalized function theory, and [2]
by Israel Halperin, based on Lectures by Laurent Schwartz. In distribution theory, a ’well-
behaved’ function, ϕ : R → R, is defined as an infinitely differentiable function with a
compact support: {x ∈ R|ϕ(x) 6= 0} is bounded on R. These functions are called test
functions, and D is denoted as a set of such test functions. The generalized functions are
defined as continuous linear functionals onD, and the set of generalized function is denoted
as D′. If f is locally integrable, then the corresponding generalized function F is given as




for all ϕ ∈ D. The function, F , that can be expressed as in (2.29) is called a regular
function. Suppose that a generalized function, δ, is given, such that δ(ϕ) := ϕ(0) for all
ϕ ∈ D, then it can be shown that δ is a continuous linear functional on D. However,
there does not exist a locally integrable function f which satisfies δ(ϕ) =
∫
R f(x)ϕ(x)dx.
The function F ∈ D′ which cannot be expressed as in (2.29) is called a singular function.
Therefore, the delta function is a well defined singular function in distribution theory. The
derivative of generalized function, F ∈ D′, can be also defined as
F ′(ϕ) := −F (ϕ′) (2.30)
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where φ′ is a derivative of φ ∈ D. If F is regular differentiable function, then (2.30) can
be verified by using the integration by parts of (2.29). Furthermore, in distribution theory,
every generalized function is differentiable any number of times since the generalized de-
rivative is properly defined. Therefore, one can show that the generalized derivative of the
Heaviside function H , such that it is zero for x < 0, and one for x ≥ 0, is equal to the delta
function.
However, a major problem of using Schwartz distributions in nonlinear system theory is
that the set of generalized functions cannot acquire the structure of an associative algebra.
Theorem 1 ([36]). Let A be an algebra containing the algebra C(R) of all continuous
functions on R as a subalgebra. Let us assume that the constant function 1 ∈ C(R) is the
unit element in A. Further assume that D : A → A is the distributional derivative and
satisfying the Leibniz’s rule. Then one has D2(|x|) = 0
Proof. See Chapter 1.3 in [37].
This is called a Schwartz impossibility theorem shown in [36] by Schwartz. In addition,
the simple Leibniz product rule does not hold in distribution theory. For example, since
H,H2 and H3 are pointwise equivalent, they are all equal to H in distribution theory.
Assume that the Leibniz rule holds, then their distributional derivatives satisfies δ = 2Hδ =
3Hδ, and so (1/2)δ = (1/3)δ, which is not true since δ is not equal to a zero function in
distribution. See more details in [37].
The deficiency in Schwartz distribution theory has been overcome in the 80s by the
New Generalized Function (NGF) theory proposed by Colombeau in [38] and [39]. The
NGF space is constructed as a quotient algebra where Leibniz’s rule holds for its genera-
lized derivative operator. One of the key properties of Colombeau algebra is that the two
functions, Hn and H , in the previous example, are different in NGF but two functions
can be weakly equal to each other: Roughly speaking, there exist two equalities, one is a
strong equality which distinguishes Hn with H and the other is a weak equality denoted
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as Hn ≈ H: the weak equality holds if (Hn − H,ϕ) equals to zero for all ϕ ∈ D in
usual distributional sense. See more details in Chapter 2 of [39]. The Colombeau algebra
has inspired many physical models involving the partial differential equations such as the
impulsive gravitational wave equation in [40] and others reported in [37].
Alternatively, it was shown in [41] and in [42] that the theory of Colombeau algebra can
be interpreted in the language of nonstandard analysis (NSA) which was first introduced by
Robinson in [5]. The NSA is revisited in § 2.2 with more details. The nonstandard analysis
extends the real numbers to the hyperreals, denoted as ∗R, where the infinitesimals are
well defined elements in hyperreals. In NSA, similar to Colombeau algebra, two Heaviside
functions, Hn and H , are not equal from a microscopic viewpoint near the infinitesimals
in hyperreals. See the tutorials of the construction of Heaviside functions in [43].
Limit Solution
A constructive way of eliminating the reset equation in (2.20) was proposed in [44] by
identifying the states, before and after the jump. By using this identification, the quotient
domain of the system is constructed, and a gluing homeomorphism is introduced to show
that the resulting system has a continuous but possibly nonsmooth solution which can be
inverted back to the discontinuous solution of the original hybrid system. The gluing ho-
meomorphism has also been used in [45] to design the observer for the hybrid system.
After transferring the hybrid system to the discontinuous system, the absolutely continuous
solution can be obtained in terms of Caratheodory solution or Filippov solutions. See [46]
and [47] for absolutely continuous solutions. Although, the gluing method can remove the
jump equation from the impulsive system equation, it does not provide a proper framework
of controlling the jumps.
On the other hand, instead of removing the jump equation by simply matching two
states in (2.20), modeling the contact force as a singular function or singular measure has
been actively studied. This is essentially different from the contact force model in [33], as
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the impact duration would be regard as measure zero. The main goal is to properly define
the generalized ordinary differential equation (GODE) which can generate a solution of
bounded variation; roughly speaking the piecewise continuous solutions. The most studied
two forms of GODE are written as
Dx = f(x) + g(x)us (2.31)
dx = f(x)dt+ g(x)du, (2.32)
where Dx is the distributional derivative of x, us is a generalized singular delta function,
and u is of bounded variation and the derivative of u can also be understood as a singular
function. If (2.31) is linear, then the solution can be sought in distribution theory. However,
if g is not constant and depends on the state x, then one cannot simply use the distributio-
nal singular function due to Theorem 1 (the Schwartz impossibility theorem). Therefore,
most research is based on a measure differential equations (MDE) using (2.32), where the
measure is decomposed into a continuous part and atomic part: Dirac delta measure. See
chapter 1 in [23]. The integral solutions of MDE of (2.32) are computed by constructing an
auxiliary ODE at the exact moment of the impact. This auxiliary ODE depends on the total
variation of u, and roughly speaking it relaxes g(x) to be continuous when it is multiplied
by the Dirac delta measure. Many results in [23, 48, 49, 50] have shown that this integral
solution is equivalent to the limit of sequence of solutions, which is generated by applying
continuously differentiable controls, {ui}∞i=1, to (2.32) where the control sequences con-
verge to u almost everywhere. Another interesting approach is the so called graph comple-
tion method in [51], which defines a parameterized curve function, γ : [0, 1]→ [0, T ]×R,
that continuizes the discontinuous graph (t, u(t)), and applies γ as a control input to an
extended MDE of (2.32). Similar to the MDE solution, the authors of [51] seek for a con-
tinuously differentiable sequence of functions which converges to the graph completion, γ,
and find the limiting solution. Further generalization of the graph completion method can
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be found in [49, 52]. See also [53, 54] for the sequence approximation for singular function
us in (2.31).
Independently, the authors of [55, 50] constructed so called active singularities which
model the contact force in a singular phase of the mechanical system. They used a pen-
alty method which allows the violation of the unilateral constraints of the collision, and
introduce a sequentially approximated penetration of the boundary constraint. During this
penetration phase, the singular control can be modeled, and used to generate different jump
behavior. Similar to the work in [55], the proposed singular function in this thesis is mo-
tivated by the mechanical impact models but rather not seeking for the limiting solution.
In this thesis, a new definition for the generalized function is proposed, which the singular
function is point wise well defined, to find the generalized solution for GODE in (2.31).
The evaluation of the proposed solution at the real-valued time, t ∈ R, will be equivalent
to the discontinuous solution in classical impulsive system.
2.2 Nonstandard Analysis
Figure 2.3: Hyperreal diagram.
In this section, the notation of Nonstandard Analysis (NSA) introduced in [6] is used.
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NSA is motivated from the Cantor’s construction of the reals, R, from the rational numbers,
Q, by taking the equivalence classes of the space of rational valued Cauchy sequences. The
equivalence relation was defined such that two rational Cauchy sequences are equal if and
only if the difference sequence of two rational Cauchy sequences is converging to zero.
Similarly, NSA defines a proper extension to the real space, R, via the set of real-valued
sequences, RN . The main difference between Cantor’s extension and the extended reals in
NSA is that NSA does not identify two sequences with its limit points but rather it distin-
guishes two sequences which converge to the same limit point by comparing the number of
agreement indexes of two sequences. If the number of agreement indexes is large enough,
then two sequences are equal, otherwise two sequences are different. The concept of large
enough agreement indexes is properly defined by the filter concept in set theory. As a re-
sult, NSA introduces many distinct sequences converging to zero with different rates of
convergence, where each sequence is called as an infinitesimal. The key feature is that the
infinitesimal proposed by Cauchy and Leibniz can now be formally defined as an element in
the extended real space. In addition, the extended real space contains diverging sequences
which may correspond to positive infinity or negative infinity. Two diverging sequences
are also distinguished by the rate of divergence after properly comparing the number of
agreement indexes of two sequences. The summary of the difference between the standard
analysis and NSA is shown in Figure 2.3, where ε1 and ε2 are both infinitesimal but not
equal. In the standard analysis both sequences are identified with 0. Also, two different
infinities are shown in Figure 2.3 where the two can be distinguished using the ordering
property. The formal construction is reviewed in this section with more details.
In addition, NSA was also used in the control theory, e.g. an optimal control problem
in stochastic systems with Brownian motion in [56]. The construction of Brownian motion
is very clear in the hyperreal space since the Brownian motion can be viewed as an infinite-
simal random walk where the infinitesimal is a well defined element in NSA. Furthermore,
NSA is used in singular perturbation analysis for slow and fast systems due to its obvious
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advantage in using the infinitesimal calculus. See [57] for its use in the feedback control
of slow and fast feedback model, and [58] for its use in rigorously analyzing the Canard
phenomenon in the bifurcation of slow and fast systems. Also see [59] for the peaking phe-
nomenon in NSA framework, and general intuition of the usage of NSA to control theory.
In addition, the author in [60] has also considered the pointwise evaluation of the singular
function for the initial value problem of impulsive ordinary differential equations where the
jump occurs an infinitesimal time after the initial time.
However, the hyperreals, the extended reals in NSA, are not the minimal extension of
the reals, which include many redundant infinitesimals to represent the generalized functi-
ons. The redundancy of infinitesimals prevents the space from having a constructive pro-
perty such as having a countable basis which generates the the whole hyperreals as a vector
space over a field, R. Therefore, in this thesis, a countably infinite basis is constructed,
which generates not the whole space but the reduced extension of reals, denoted as K,
which is a proper extension of the reals but not equal to the hyperreals. A new generalized
function on K is the proposed, which still distinguishes Hn and H but has a more alge-
braically constructed setup. Two function can also be different not only by comparing the
shape in microscopic view near infinitesimals but also by defining on a different basis in K.
Hyperreals
Let P(N) be the power set on N. A filter on RN is a nonempty collection of F ⊂ P(N)
which satisfies the first two axioms.
• If A,B ∈ F , then A ∩B ∈ F
• If A ∈ F and A ⊂ B ⊂ N, then B ∈ F
• For any A ⊂ N, either A ∈ F or Ac ∈ F
A proper filter is a filter,F , which does not include an empty set, ∅. By using the second
axiom, it can be shown that F = P(N) holds if and only if ∅ is in F by the second axiom.
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An ultrafilter is a proper filter which also satisfies the last axiom. An ultrafilter defined by
F := {A ∈ P(N) : i ∈ A} for some i ∈ N is called a principal ultrafilter generated by i.
Observe that a nonprincipal ultrafilter must contain all cofinite filters which are defined by
{A ∈ P(N) : Ac is finite} otherwise it will be a principal ultrafilter.
Proposition 1 ([6]). Any infinite set has a nonprincipal ultralfilter on it.
Proof. See the Corollary 2.6.2 in [6].
The existence of the nonprincipal ultrafilter is a necessary part for the construction
of the extended real space. Therefore, the filter mentioned in this article will refer to a
nonprincipal ultrafilter.
In addition, it can be shown that the equivalence relation ∼= on RN,
{rn}n ∼ {sn}n if and only if {n ∈ N : rn = sn} ∈ F (2.33)
is well defined where F is the nonprincipal ultrafilter on N, and {rn}n and {sn}n are in
RN. The two axioms of the filter validate the transitive relation condition for equivalence.
The rough idea that two sequences coincide on large enough indexes is now translated
into the rigorous statement that the set of agreement indexes should be in the nonprincipal
ultrafilter. As mentioned before, all cofinite sets are in the nonprincipal ultrafilter, and so if
two sequences are equal for infinitely many indexes then two sequences are belong to the
same equivalence class. Let the equivalence class of a sequence {rn}n ∈ RN be denoted as
〈r〉 or 〈rn〉.
Definition 1. The quotient set ∗R := {〈r〉 : {rn}n ∈ RN} is called the extended real space
or hyperreal space, and the members of ∗R are called hyperreal numbers.
Since RN can have a sequence with repeated elements, the real space R is a proper
subspace of ∗R. Furthermore, ∗R is endowed with algebraic structure by defining addition
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and multiplication for 〈r〉 , 〈s〉 ∈ ∗R with
〈r〉+ 〈s〉 = 〈rn + sn〉 (2.34)
〈r〉 · 〈s〉 = 〈rn · sn〉 (2.35)
and an order relation, <, by
〈r〉 < 〈s〉 if and only if {n ∈ N : rn < sn} ∈ F . (2.36)
The algebraic structure of ∗R enables to show that ∗R is the ordered field.
Theorem 2 (Hyperreal space as a ordered field). The hyperreal space, (∗R,+, ·, <), is an
ordered field with zero 〈0〉 and unity 〈1〉
Proof. See Theorem 3.6.1 in [6].
One of the strong benefits of having an extended real space is that now there exist
elements which are infinitesimally small and also there exist unbounded numbers.
Definition 2 (Infinitesimal, limited, and unlimited number). An element 〈εn〉 ∈ ∗R is called
infinitesimal if A = {n ∈ N : |εn| < r} is cofinite for any positive real r ∈ R+, and
〈0〉 < 〈|εn|〉. An element b := 〈bn〉 is limited if there exist M > 0 such that 〈|bn|〉 < 〈M〉.
An element 〈En〉 ∈ ∗R is called unlimited if 〈|En|〉 > 〈r〉 for any r ∈ R.
For example, 〈1/n〉 is an infinitesimal since for any positive real number r there exist
N ∈ N such that if n > N , then 1/n < r. Similarly, any converging sequence which
has its limit point at 0 can be regarded as an infinitesimal element in ∗R, and so there exist
uncountably many infinitesimals in ∗R.
In addition, there are two more important definitions for particular subsets of ∗R which
will be used in the next section.
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Definition 3 (halo and shadow). Given a hyperreal number b ∈ ∗R, a subset hal(b) ⊂ ∗R
is called halo of b if hal(b) = {c ∈ ∗R : b − c is infinitesimal}, and c ∈ R is called a
shadow of b if b− c is infinitesimal, and we denote it as sh(b).
By the definition, hal(0) is a set of infinitesimals, and if sh(b) exist for some b ∈ ∗R,
then sh(c) = sh(b) for all c ∈ hal(b). Let L ⊂ ∗R be a set of limited hyperreals, then there
exists a shadow point, sh(b), at any given hyperreal b ∈ L, and this point can be uniquely
defined.
2.3 Preliminary Notions of Basic Operators
Four basic operators are defined, and their commutative properties are summarized, which
were first introduced in [61].
Definition 4 (Evaluation functional). A functional, σt : RR → R is called an evaluation
functional at time t ∈ R if σt(x) = x(t) for every function x ∈ RR.
By using the evaluation functional, a translation operator and a scaling operator on an
arbitrary function are also defined.
Definition 5 (Translation operator and scaling operator). Let α ∈ R be a fixed constant.
Operators, Tα : RR → RR and Sα : RR → RR, are called translation and scaling operators
which shifts and factor α, respectively, if σt(Tαx) = σt−α(x) and σt(Sαx) = σαtx for
∀x ∈ RR and ∀t ∈ R.
The right limit of the derivative operator introduced by Ulysse Dini is also defined. See
the extension of Dini operator in [62]. The following definition uses the evaluation and
translation operators.
Definition 6 (Differential operator). An operator, D : D1(R)→ D1(R) is denoted as right
derivative operator with right limit, if σt(Dx) = σt(lims>→0(T−sx− x)/s) for ∀x ∈ D
1(R)
and ∀t ∈ R.
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The next Lemma shows the commutation of these operators. Fix α, β ∈ R to be a
constant.
Lemma 2. (a) Sα ◦ Sβ = Sβ ◦ Sα = Sαβ
(b) Tα ◦ Tβ = Tβ ◦ Tα = Tα+β
(c) Sα ◦ Tβ = T β
α
◦ Sα
(d) D ◦ Sα = αSα ◦D
Proof. The proofs are immediate from the definition.
In the following chapter, the basic operators are used to notationally simplify the ge-
ometric sequences, which plays a fundamental role in defining the extended real spaces
embedded in the hypererals. Furthermore, a new generalized function is defined on the
extended real space using the sequence of the above basic operators in Definition 4 and
Definition 5. A new singular function is then generalized by using the sequence of Dini
operators acting on a function composed of the scaling and translation operators. The prin-
ciples in Lemma 2 is used to define the generalized derivatives for the new generalized
functions properly. Note that, especially, the evaluation operator seems to be obvious and




KRYLOV GENERALIZED FUNCTION THEORY
This chapter develops two key contributions for (1) constructing a new countably infinite-
dimensional subspace of ∗R, and (2) introducing a new generalized function on the pro-
posed space. The advantage of having a hyperreal space is to capture more details than
standard R space by introducing the infinitesimals and unlimited numbers. However, a
function defined on the hyperreal space should also be evaluated at every point, infinite-
simally separated from all real values, and so the constructive way to point-wise define a
generalized function on hyperreal space is not practical. Therefore, in § 3.1, a new extended
real space is proposed, which can be decomposed into the real part and infinitesimal parts
with a countably infinite basis depending on the convergence rate. This space is denoted
as a Krylov space. The name is inspired by the Krylov subspace method in numerical li-
near algebra since a successive composition of scaling operators is required to generate the
space. More precise definition and useful theorems will be shown in § 3.1.
In § 3.2, a new generalized function defined on the Krylov space is proposed, and in
§ 3.2.1, a non-classical sampling method is introduced by using the shadow operation in
Definition 3 to map a proposed hyperreal valued function to a real valued function. A geo-
metric interpretation of this function and the sampling process is also analyzed. In § 3.2.2,
a fundamental shape of the discontinuous function in the infinitesimal space is introduced
which plays a key role on the continuization of the discontinuous function in Krylov space.
Roughly speaking, the fundamental shape represents the evaluation of the discontinuous
function at each point infinitesimally away from the discontinuity, which smoothly con-
nects the left limit and the right limit of the function in infinitesimal time. In addition, a
bump shape function which represents the infinitesimal changes for absolutely continuous
function is also considered. A rigorous definition and detailed analysis can be found in
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the following subsections. In § 3.2.3 and 3.2.4, a set of Heaviside functions generated by
a different continuization process is proposed, and used to construct a general piecewise
continuous function on Krylov space. In § 3.2.5 and 3.2.6 an extended differential and
integration of the new generalized function is proposed, and it is used to generate singular
delta functions on the Krylov space in 3.2.8.
3.1 Krylov Hyperreal Space
First, pick α > 1. The basic concepts are defined as follows.
Definition 7. (Ki-sequence and Ki space)
Given i ∈ Z. A sequence 〈rn〉 ∈ ∗R is called a Ki-sequence if there exist s ∈ R such
that rn = s(1/αi)n for all n ∈ N. Furthermore, a subset {x ∈ ∗R|x is a Ki-sequence}, is
called Ki space.
Let x ∈ Ki, then, by using the 〈·; ·〉 notation to represent a geometric sequence, there
exist s ∈ R such that x = 〈(1/α)i; s〉. In the rest of the thesis, this notation is used to
represent Krylov sequences.
Observe that each Ki space forms one dimensional vector space over R and has the
following properties.
Proposition 2. Ki ⊂ hal(0) for all i ∈ N\{0} and K0 is identified with R.
Proof. Let i = 0. If x ∈ Ki then x = 〈1; s〉 for some s ∈ R so K0 ⊂ R. The other
inclusion is obvious. Now pick i ∈ N\{0}. Let x ∈ Ki then there exist s ∈ R such that
x− 0 = 〈(1/α)i; s〉 and since α > 1, x− 0 is an infinitesimal and so x ∈ hal(0)







an i-th Krylov basis vector.
Lemma 3. ei · ej = ei+j for all i, j ∈ Z with product defined in (2.35).
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Proof. Pick i and j in Z, then ei = 〈(1/α)i; 1〉 and ej = 〈(1/α)j; 1〉. By using the sequence
multiplication in the hyppereals, ei · ej =
〈
1, (1/α)i+j, (1/α)2(i+j), · · ·
〉
= ei+j holds.
A space generated by a set of Krylov basis vectors {ei}Ni=0 is then considered.
Definition 8. (KN space)
A set KN = {x ∈ ∗R|x =
∑N
i=0 si · ei where {si}Ni=0 ⊂ R} with addition is called KN
space where N ∈ N.
This space can also be written as ⊕Ni=0Ki where ⊕ is a direct sum. By the definition of
the KN space, it can be shown that ei ∈ Ki ⊂ Ki, and Ki−1 ⊂ Ki for all i ∈ {1, · · · , N}.
Therefore, ei ∈ KN for all i ∈ {0, · · · , N}. The next Proposition shows that {ei}Ni=0 forms
a basis for KN space.
Proposition 3. {ei}Ni=0 are linearly independent in KN .
Proof. Suppose that {ei}Ni=0 are linearly dependent then there exist {si}Ni=0 ⊂ R such that∑N
i=0 si · ei = 0 and sj 6= 0 for some j. In addition, for large M ∈ N, we can choose N
elements in the sequence such that V S = 0 where
V =




























Since V is a Vandermonde matrix and {(1/α)i}i are all distinct values, V is invertible and
so sj = 0. This gives a contradiction.
However, the space KN is not closed under the multiplication since eN · eN = e2N
which is not in KN . Next, the space which contains all KN sequences is introduced.
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Definition 9. (K space)
A set K = {x ∈ ∗R|x =
∑∞
i=0 si · ei where {si}∞i=0 ∈ l1} is called a Krylov hyperreal
space where l1 is a space of absolutely summable real valued sequence.






i=0 |si| < ∞ for all n since α > 1 and {si}i is in l1. In addition, K is a vector
space over R since l1 is a vector space over the same field. Furthermore, by Lemma 3,
and the fact that l1 ⊂ l∞ in Proposition 6.11 of [63], one can easily check that K is an
algebra, which means that if t∗1 and t
∗
2 are in K, then t∗1t∗2 are also in K. Therefore, the space
is closed under multiplication, and K is a commutative ring. The infinite summation of
infinitesimals with l1 coefficient has been shown to be also infinitesimal in [64].
In addition, K is a unique factorization domain as a consequence of the Problem 11.2.10
in [65]. One conjecture is that the further generalization on K by including unlimited
elements such as e−i := 〈αi; 1〉 for i > 0 will render the space a subfield of ∗R. This is left
as a conjecture since it is not required in the application to the impulsive system modeling.
The codomain of the hyperreal functions proposed in the next subsection will be the whole
hyperreal space, ∗R, and the domain will be in K. Therefore, division of two functions is
still well defined in the whole space, ∗R. To motivate more on the generalized K for further
interest, the basic idea of the proving the generalized K to be a subfield will be similar to
showing that the ring of formal Laurent series over a field is a field.
Proposition 4. If t∗ ∈ K, then the representation with {si}∞i=0 is unique up to its equiva-
lence in ∗R. See the equivalence relation in (2.33).
Proof. We have seen that the series
∑∞
i=0 si · ei is element-wise convergent in ∗R since
{si}i ∈ l1. Therefore, it is sufficient to show that such representation is unique. Pick
x ∈ K. Suppose there exist {ai}i and {bi}i ∈ l1 such that x =
∑∞
i=0 ai · ei =
∑∞
i=0 bi · ei.
Let ci = ai − bi for all i then {ci}i is also in l1. By the definition of equality, a set
B := {n ∈ N|
∑∞
i=0 ci/α
ni = 0} is contained in the nonprincipal ultrafilter. Therefore, the
set contains a monotonically increasing sequence nk ⊂ N. Suppose that {ai}i 6= {bi}i,
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for all k. Let A := |
∑∞
i=M+1 ciα












for all k. Since α > 1 and the above is true for all monotonically increasing {nk}k, it
holds that ci = 0 for all i from 0 to M − 1, and so 0 < |cM | ≤ A. Now, suppose
there exist another M1 > M such that cM1 6= 0, then, by the same reasoning, cM = 0.







nM 6= 0 for all n. This gives a contradiction since B is in the
nonprincipal ultrafilter. Hence, {ai}∞i=0 = {bi}∞i=0.
By having the unique representation of the Krylov hyperreals, the space can be identi-
fied as a countably infinite dimensional space. For example, suppose that t∗ ∈ K is given
such that t∗ = s0e0 + s1e1 for some s0, s1 ∈ R. Since e1 is in K1, by Proposition 2, e1 is
an infinitesimal, and so sh(t∗) = s0 for all s1 ∈ R. Proposition 3 states that e0 and e1 are
independent, which gives an algebraic structure of the Krylov hyperreal space. Similarly,
if t∗ = s0e0 +
∑N
i=1 siei for N ∈ N and {si}Ni=0 ⊂ R, then the shadow of t∗ is still infinite-
simal apart from s0, and so sh(t∗) = s0. By following Proposition 3, KN can be identified
with RN , and so any finite dimensional vector space is isomorphic to a subspace of K.
The Krylov space diagram in Figure 3.1 shows the graphical set inclusion representation
compared to the hypperreal diagram in Figure 2.3. There exist elements in the hyperreal
such that are not in the Krylov space but the Krylov space is still large enough to include
the real numbers with structured infinitesimals. The Krylov sequences, ei, are independent
of each other, and the ordering property shows that ej gets closer to 0 as j increases, which
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Figure 3.1: Krylov Space diagram.
(a) s0 and s1 time line (b) s0, s1 and s2 insensible time line
Figure 3.2: Geometric interpretation of sensible and insensible time
inspires the rate of convergence in the following definitions.
3.1.1 Geometric Interpretations
In system theoretic modeling, functions of time are an ubiquitous concept. Here the usual
time is extended.
Definition 10. (Insensible and sensible time) Given a t∗ ∈ K with a representation, {si}i ∈
l1. The component s0 is called sensible time of t∗, and si is called insensible time of t∗ with
1/αi as a rate of convergence.
A geometric interpretation of the insensible time line is shown for the example where
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t∗ = s0e0 +s1e1 in Figure 3.2. The axis of s0 represents the sensible time line of R, and the
other axes of s1 and s2 represent the insensible time line. By taking the shadow operation,
one can project t∗ to its corresponding sensible time, s0. An example in Figure 3.2a shows
that t∗ = 0 · e0 + s1e1 with s1 ∈ [0, 1] can be identified with the blue line with ∗t(0, s1)
labels on s1 axis, and t∗ = s0e0 + 1e1 with s0 ∈ [0,∞) can be identified with the blue line
with ∗t(s0, 1) label. The change, ∗t(0, s1), in s1 axis is orthogonal to s0 axis, which shows
the infinitesimal changes from its shadow point, 0, on the sensible time line. An example of
a further extended insensible time with faster rate of convergence is shown in Figure 3.2b.
Both directions in s1 and s2 axes are orthogonal to the sensible time line, and so the change
only amounts to an infinitesimal difference from its shadow point. This algebraically ex-
tended insensible time line is used to give a non unique definition for a Heaviside function,
which plays a crucial role in finding the causal representation of impulsive effect systems.
3.2 Krylov Functions
Symbol Description
σt Evaluation operator (Definition 4)
Sα Scaling operator (Definition 5)
Tβ Translation operator (Definition 5)
Table 3.1: Summary of basic operators
In the rest of Section 3.2, a generalized function is defined on the Krylov space, K.
The basic operators frequently used in the following sections are recapitulated in Table 3.1.
First, the general hyperreal valued function on ∗R is defined, and it is narrowed down to its
restriction to K.
Definition 11. (Hyperreal function and Krylov function)
A mapping F : ∗R → ∗R is called a hyperreal valued function. If there exist a sequence
of functions, {fn}n ⊂ RR, such that σt∗F
def
= 〈fn(tn)〉 where t∗ ∈ ∗R and t∗ = 〈tn〉. The
hyperreal valued function is written as F := 〈fn〉. In addition, the restriction of F to the
Krylov space, K, is called a Krylov function.
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(a) s0 and s1 directed time line
(b) Cylindrical representation of s0 and s1 directed
time line
(c) s0 and s1 extended time line
(d) Krylov function on (s0, s1) space (e) R- sampled Krylov function
Figure 3.3: Geometric interpretation of extended time, and Krylov Heaviside function
The new evaluation operator σt∗ is denoted as a hyperreal evaluation. The set of hy-
perreal functions includes the usual extended function in nonstandard analysis since any
repeated sequence {fn}n where fn = f for all n can generate the extended function. Sup-
pose that f is continuous and t∗ ∈ K, then the evaluation of the function F , σt∗F = 〈f(tn)〉,
is a limited sequence. By using the fact that every limited sequence has a shadow point, it
can be shown that the shadow evaluation of F , sh(σt∗F ), at t∗ ∈ hal(s) is equal to f(s),
and this is true for all s ∈ R.
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3.2.1 Sampling of Krylov Functions
In this section, we introduce the method of restricting a Krylov function into the correspon-
ding real valued function.
Definition 12. (R-sampling)
Given a Krylov function F : K → ∗R generated by a pointwise convergent sequence of
continuous functions, a mapping f : R → R is called R-sampled function of F if, for any
given s0 ∈ R, the evaluation f(s0) is equal to sh(σt∗F ) for some t∗ ∈ K ∩ hal(s0).
Here is an example for the R-sampled Krylov function: Let u(t) = tχ[0,1](t)+χ[1,∞)(t)
where χ is a characteristic function. Recall that Sαn is a scaling operator with a scale αn.
See the definition of scaling operator in Section 2.3. Now define a Krylov function as
F = 〈Sαnu〉 for some α > 1. The R-sampled function f of F can be characterized by
an evaluation of sh(σt∗F ) where t∗ ∈ K. Let {si} ∈ l1 be the representation of t∗. By
expanding this Krylov Hyperreal number, t∗ = s0 · e0 +
∑∞
i=1 si · ei,
σt∗F =
〈






holds. Since α > 1, the evaluation at each time depends on the s0 values. If s0 < 0, then
there exists a big N > 0 such that if n > N , then αns0 + s1 +
∑∞
i=2 si/α
n(i−1) < 0 and so,
by the definition of u,
σt∗F = 〈0〉
holds. Similarly, for s0 > 0, it is obvious that
σt∗F = 〈1〉
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holds. Since 〈si〉i ∈ l1 and u is a continuous function, the sequence σt∗F and 〈u(s1)〉 has
an infinitesimal difference. In other words, there exists a R-sampled function f defined as
follows,
f(s0) = sh(σt∗F ) =

0 s0 < 0
u(s1) s0 = 0
1 s0 > 0
(3.1)
This R-sampled function f is not unique since f(0) can take any value of u(s1) ∈
[0, 1]. However, all the R−sampled functions are equal almost everywhere to the point
wise convergent limit, limn→∞ Sαnu, which is the Heaviside function.
Geometric views of this example are given in Figure 3.3d and Figure 3.3e. The extended
Heaviside function is continuously connected from 0 to 1 in a first insensible time line s1
as shown in Figure 3.3d. The shape of the connection is a ramp function, u, which was
chosen in the example. Once it processes through the R− sampling of the Krylov function
F , the usual Heaviside function is obtained with a point value different at 0 in the sensible
time. Figure 3.3e shows the sampled Krylov function.
Conversely, starting from a discontinuous Heaviside function in sensible time, the
function can be extended by a continuous connection from 0 to 1 in the insensible time
defined on K. For example, define a topological space, R × [0, 1], by using the product
topology. This is the space where each sensible time in R extends to [0, 1] in its insensible
direction (s1-axis). The geometric shape of this space is cylindrical as shown in Figure 3.3b.
The red curve on this cylinder is now called an extended time. The topology on the exten-
ded time can also be induced by the subspace topology from the original space, R× [0, 1].
The continuization of the discontinuous function can be well defined on the extended time
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line using the subspace topology, which is graphically shown in Figure 3.3d. Equivalently,
the cylindrical representation of the extended time can be viewed in two dimensional space
with a circle attached to a point at 0, which is illustrated in Figure 3.3c. Therefore, the
reverse procedure of R-sampling can be interpreted as an interpolation process at 0 in sen-
sible time within the insensible time of [0, 1]. The generalized extended time can be taken
as a curve in R× [0, 1]N.
Interestingly, a geometric point of view of the continuization in the hybrid system was
also analyzed in [66] by using a gluing homeomorphism which basically identifies two
disjoint points, x(ti−) with x(ti+). The main difference in the gluing method, and the
Krylov based approach is that the Krylov approach defines the function more precisely in
the insensible time, whereas the other method ignores the connection.
3.2.2 Shape Functions
Here, the space of shape functions is defined which characterizes continuous behavior at
the discontinuity of the Heaviside function.
Definition 13. (Shape function)
A function u ∈ C(R) is called a shape function if there exists a function p ∈ C1(R) where p
is strictly monotonic in [0, 1] such that p(0) = 0 and p(1) = 1, so that u = χ(0,1)p+χ[1,∞).
A typical example for the shape function is by choosing p as a monomial of t with a
degree greater than or equal to one. In the previous example, a ramp was chosen, p(t) = t.
Let U be the space of the shape functions then the multiplication operator is closed in U ,
and so any multiplication of shape functions is still a shape function.
3.2.3 Fundamental Krylov Operators
In this section, an extended scaling operator and an extended shifting operator acting on
the Krylov function are introduced. Suppose that F∗ is a set of Krylov functions.
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Definition 14. (S<α;1> and T<α;1> operator)
A mapping S<an> : F∗ → F∗, where 〈an〉 ∈ K, is called a Krylov scaling operator if,
given F ∈ F∗ where F = 〈fn〉, the evaluation of S<an>(F ) is 〈Sanfn〉. Similarly, a
mapping T<τn> : F∗ → F∗, where 〈τn〉 ∈ K, is called a Krylov shifting operator if, given
F ∈ F∗ where F = 〈fn〉, the evaluation of T<τn>(F ) is 〈Tτnfn〉.
In the previous example, the ramp shape function 〈u〉 is defined as u(t) = tχ[0,1](t) +
χ[1,∞)(t), and the Krylov function is given by F = 〈Sαnu〉. By using the Krylov scaling
operator, a compact expression of sequence of scaled function can be written as
F := S<α;1>(〈u〉).
The next Proposition helps to construct further generalized piecewise continuous functions.
Proposition 5. (a) S<α;1> ◦ S<β;1> = S<αβ;1>
(b) S<α;1> ◦ S<β;1> = S<β;1> ◦ S<α;1>
(c) T<γ;β> ◦ S<α;1> = S<α;1> ◦ T<γα;β>
Proof. (a) Pick F = 〈fn〉 such that F ∈ F∗. We have S<β;1>F = 〈Sβnfn〉 and so (S<α;1>◦




. Therefore, S<α;1> ◦ S<β;1>F = S<αβ;1>F .
(b) Since (a) is true, (b) follows.
(c) Pick F = 〈fn〉 such that F ∈ F∗. We have S<α;1>F = 〈Sαnfn〉 and so T<γ;β> ◦
S<α;1>F = 〈Tγnβ(Sαnfn)〉 = 〈(Sαn ◦ Tαnγnβ)fn〉 = (S<α;1>◦T<αγ;β>)F . Hence, T<γ;β>◦
S<α;1> = S<α;1> ◦ T<αγ;β>.
3.2.4 Krylov Heaviside Functions
In this section, the generalized Heaviside function on the Krylov space is introduced using
the shape function and the Krylov operators. Suppose that a shape function u is given,
then by using the Krylov scaling operator, one can create a sequence of functions, S<α;1>u,
where each function can be indexed by n, and as n goes to infinity the function converges
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pointwise to the unit step function. Similarly, one can define another sequence of functions,
S<α2;1>u, with the same shape but with a faster scaling rate of α2. It will be shown that two
sequences of functions are both Krylov functions, and they are not equal in Krylov space
but the R−sampling of each function is the unit step function. This process is generalized
by defining the Heaviside function as an element in the range of Krylov scaling operators
where the domain was restricted to the shape space.
Definition 15. (Krylov Heaviside function)
A function F ∈ F∗ is called a Krylov Heaviside function if there exist a shape function u
and N ∈ Z such that F = S<αN ;1>u. In addition, αN is called a rate or continuization rate
of F .
Let H to be a set of all Krylov Heaviside functions and H ∈ H.
Theorem 3. R-sampled function for all H ∈ H is the Heaviside function.
Proof. Since H is a hyperreal function and the shape function u is continuous, σt∗S〈αN ;1〉u
is limited and converges to u(s0) for t∗ =
∑∞
i=0 si · ei where {si} ∈ l1. If t∗ is such that
sh(t∗) < 0, then sh(σt∗H) equals 0, and for the case when sh(t∗) > 0 , sh(σt∗H) equals
1. This confirms that for any shape function u, the R-sampled function is the Heaviside
function.
Suppose that H1 and H2 are Krylov Heaviside functions that H1 = S<α;1>u and H2 =
S<α2;1>w where u and w are the shape functions, then a new Krylov Heaviside function
can be defined by multiplying H1 and H2: H = H1H2. The direct evaluation of H at
t∗ = s0e0 + s1e1 + s2e2 gives







u(αns0 + s1 + s2/α
n) · w(α2ns0 + αns1 + s2)
〉
Therefore, if s0 < 0, then σt∗H = 〈0〉, and if s0 > 0, then σt∗H =< 1 >. Let s0 = 0,
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then if s1 > 0, then σt∗H = 〈u(αns0 + s1 + s2/αn)〉, and if s1 < 0, then σt∗H = 〈0〉.
Lastly, let s1 = 0, then if s2 < 0, then σt∗H = 〈0〉, and if s2 > 0, then σt∗H ∼= 〈0〉 where
∼= means σt∗H ∈ hal(0). This implies that H ∼= H1 or σt∗H ∼= σt∗H1 for all t∗ ∈ K. The
next Lemma generalizes this example.
Lemma 4 (Multiplication of Krylov Heaviside Functions). If H1 and H2 are Krylov Hea-
viside functions with H1 = S<αj ;1>u and H2 = S<αk;1>w for some j ≤ k, and u and w are
shape functions, then H1 ·H2 ∼= H1 for j < k, and H1 ·H2 = S<αk;1>u · w for j = k.
The proof of the Lemma can be shown with the same procedure with the σt∗ evaluation
shown in the previous example. The interpretation of this Lemma is that the multiplication
of two Heaviside functions with different rate of convergence is identical to the Krylov
Heaviside function with the slower rate almost everywhere in K. This Lemma helps to
simplify the process in solving differential equation in the following sections.
3.2.5 Krylov Differentiation
In this section, an extended differential operator acting on Krylov functions is introduced,
and one example of a singular function as an extended derivative of the Krylov Heaviside
function is considered. In NSA, differentiability of a real valued function, f : R → R,
at t ∈ R can be checked on its hyperreal extension, F := 〈f〉. For every infinitesimal




then f is differentiable at t.
Suppose that f is a differentiable function, and let f ′ be its derivative, then the above L
is equal to f ′(t). By replacing L by f ′(t), and letting g := 〈f ′〉 be the hyperreal extension
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The right hand side of the above equation is an infinitesimal by following the classical
definition of a differentiable function in standard analysis. By using the right differential
operator, D, defined in Definition 6, the above equation can be rewritten as
σ〈t〉+εF − σ〈t〉F
ε
∼= σ〈t〉g = σ〈t〉 〈Df〉 (3.3)
for all t ∈ R.
Observe that the above generalization to the hyperreal function was valid if the original
function f was differentiable. In the case when f is not differentiable or even discontinu-
ous, only evaluating the right derivative of the function f will not give a proper genera-
lization of the differential. For example, let H : R → R be a Heaviside function where
H(0) := 1, then H is right differentiable, and DH ≡ 0, which is not desired since a sin-
gular delta function is expected. Therefore, one fundamental idea of the distribution theory
lies in generalizing the differential operator. However, as it was mentioned in § 2.1.3, the
set of Schwartz distributions does not form an algebra, which makes it infeasible to use the
Schwartz theory directly for nonlinear systems.
In this section, the differential operator is generalized by enlarging the domain of the
operator to the Krylov function space. The benefit of this formalism is that the generalized
derivative is point-wise well defined as oppose to the functional form in the theory of dis-
tributions. This makes the multiplication of a Heaviside function and a singular function
possible. Furthermore, the powers of delta can be well defined in the proposed framework.
The formal definition of the generalized differential is given as follows. Recall that F∗ is a
space of Krylov functions, and D′ is a set of right differentiable functions from R to R.
Definition 16 (Generalized Differential D∗). Let f ∈ F∗ such that there exist {fn}n ⊂ D′
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satisfying σt∗f = 〈σtnfn〉 where t∗ = 〈tn〉 ∈ K, then D∗ : F∗ → F∗ defined as σt∗D∗f :=
〈σtnDfn〉 for each t∗ ∈ K is called generalized differential.
If F ∈ F∗ is chosen to be the hyperreal extension of a differentiable function f , then
the shadow of the generalized differential sh(D∗F ) is equivalent to f ′ as shown in (3.3).
Even if F is not a hyperreal extension of some standard differentiable function, the
above definition is close to the definition in NSA. Suppose that the original differentiation
in NSA is given by the operator Dε∗ : F∗ → F∗ where ε∗ = 〈εn〉 is a fixed infinitesimal,
which is defined as
Dε∗F := 1/ε
∗(T−ε∗F − F ). (3.4)
The hyperreal evaluation is then
σt∗Dε∗F =
〈




The following theorem shows the well-posedness of the generalized differential in Defini-
tion 16.
Theorem 4. If ε∗ ∈ hal(0), then σt∗(D∗F −Dε∗F ) ∼= 0.
Proof. By directly evaluating at t∗ ∈ ∗R,
σt∗(D
∗F −Dε∗F ) =
〈
Dfn(tn)−
fn(tn + εn)− fn(tn)
εn
〉
= 〈Dfn(tn)−Dfn(tn + ε′n)〉
for some 0 < ε′n < εn at each n by the Mean Value Theorem in the standard analysis.
Since this is true for all n, the new sequence, 〈ε′n〉, is a positive infinitesimal. By the right
continuity of Dfn at tn, for every r > 0, there exist δr > 0 such that if αr < δn, then
|Dfn(tn)−Dfn(tn + αr)| < r.
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Since 〈ε′n〉 is infinitesimal, there exist N > 0 such that ε′m < δr for all m > N . Therefore,
σt∗(D
∗F −Dε∗F ) < 〈r〉
holds for all r > 0.
More interesting results can be shown when F is chosen to be a non differentiable
function such as a Krylov Heaviside function.
Singular Function Induced by Ramp Shape Function
Let Hu be a Krylov Heaviside function and u be a ramp shape function defined by u(t) =
tχ[0,1](t) + χ[1,∞)(t). The right derivative of u can be written as Du = χ[0,1) = h − T1h
where h : R → R is a standard Heaviside function. Observe that Du is a piecewise
continuous function, and so it can be also written as a linear summation of the delayed
Krylov Heaviside function. Pick the same ramp shape function for Du as well, then we
haveDu = (I−T〈1;1〉)S〈α;1〉u where I is an identity operator. By applying the composition
rule in Proposition 5 and commutation rule in Lemma 2,
δu = D
∗Hu = D
∗S〈α;1〉u = 〈α; 1〉S〈α;1〉Du
= 〈α; 1〉S〈α;1〉(I − T〈1;1〉)S〈α;1〉u
= 〈α; 1〉 (S〈α2;1〉 − T〈 1α ;1〉S〈α2;1〉)u
= 〈α; 1〉 (I − T〈 1α ;1〉)S〈α2;1〉u.
holds. This δu function is derived from a particular type of Krylov Heaviside function in
which the shape function uwas the ramp function. Different types of singular functions can
also be derived by choosing different shape functions. See § 3.2.8 for the generalization.
In the reset of this section, δ will represent the singular function δu without the subscript.
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(a) s0 and s1 time line (b) s1 and s2 time line
Figure 3.4: Geometric interpretation of delta function
Similarly, the powers and the derivatives of above δ function are defined,









(I − T〈 1
αi+1
;1〉))S〈α2n+1;1〉u, (3.6)
for all n ∈ N where (D∗)n represents the n−th self composition of the generalized diffe-
rential,D∗. It is interesting to see that the rate of the Krylov Heaviside function, S〈α2n+1;1〉u,
appearing in δ function is α2 which is faster than the rate, α, of H . The interpretation of
the faster rate is that the H function gets continuized in the e1 space, the first infinitesimal
time axis, while the δ function gets continuized in the e2 space, the second infinitesimal
time axis. The geometrical interpretation of the continuized delta function is shown in
Figure 3.4
This shows that the continuization of the function is not only applied for regular discon-
tinuous function but also applied to the singular function in the Krylov space, K. Another
remark on Eq. (3.5) is that the powers of δ do not change the continuization rate of δ
function, but the higher derivative increases the rate as a function of n. The compact form
of the generalized singular function with Krylov operators in Eq. (3.5) is used to solve the
impulsive affine system in the next chapter.
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3.2.6 Krylov Integration
In this section, inverse to the differentiation, an extended integration is introduced by using
the sequence of integration operators. The integration is intuitively more understandable
since the integration of the regular function would be regular, and the integral of a singular
function would be also regular if the usual delta function is considered. To formally intro-
duce the integral operator, let t∗ ∈ ∗R be fixed, and let L(R) be a set of Lebesgue integrable
function. The integral operator is introduced below.
Definition 17 (Generalized Integral I∗t∗). Let f ∈ F∗ such that there exist {fn}n ⊂ L(R)




for each s∗ ∈ K is called the generalized integral of f .
The following two examples validate that the integral of the delta function induced by
the Krylov Heaviside function reconstruct the original Krylov Heaviside function.
Example: (Integral of the delta function with a ramp shape function) In § 3.2.5, a
new generalized singular delta function was defined as a Krylov function. This example
shows the generalized integral of the singular delta function. Let Du be the right derivative
of the ramp shape function, u, then the integral of δ in (3.5) with power 1, is given by
σs∗I
∗



























If ζ0 < 0, then σs∗I∗t∗δ = 〈0〉 since σs∗Du = 0 for s∗ < 0. Also, if τ0 > 0, then there exist
N > 0 such that if m > N , then αmτ0 + τ1 > 1, and σs∗I∗t∗δ = 〈0〉. This is expected since
if the interval of integration does not contain 0, then the integral of delta function is equal
to zero.
If τ0 < 0 < ζ0, then there exist N > 0 such that if m > N , then αmτ0 + τ1 < 0
and αmζ0 + ζ1 > 1, and so σs∗I∗t∗δ = 〈1〉. Interestingly, if ζ0 = 0, and ζ1 ∈ [0, 1], then
σs∗I
∗





〈0〉 if ζ0 < 0
〈ζ1〉 if ζ0 = 0 and ζ1 ∈ [0, 1]
〈1〉 if ζ0 > 0
. (3.7)
Therefore, the Heaviside function with the ramp shape function at the first infinitesimal
axis, e1, is reconstructed.
Example: (Integral of a delta function with a quadratic shape function) As discussed
in § 3.2.2, the space of shape functions is closed under multiplication, and so u1(t) =
χ(0,1)t
2 +χ[1,∞)t also represents the continuization between 0 and 1 in the first infinitesimal
axis, e1. Let H1 := S〈α;1〉u1 be another Krylov Heaviside function with a quadratic shape
function. The right derivative of this quadratic u shows Du1(t) = 2tχ[0,1]t, and so different
singular delta function can be derived using the generalized differential in Definition 16,
given by
δ1 := 〈α; 1〉 (I − T〈 1α ;1〉)S〈α;1〉Du1 (3.8)
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〈0〉 if ζ0 < 0
〈ζ21 〉 if ζ0 = 0 and ζ1 ∈ [0, 1]
〈1〉 if ζ0 > 0
. (3.9)
Therefore, the Heaviside function with the quadratic shape function at the first infinitesimal
axis, e1, is reconstructed. These two examples are generalized in the next fundamental
theorem of calculus (FTC) in Krylov generalized function theory.
Theorem 5 (The First Fundamental Theorem of Calculus in Krylov generalized function
theory). Suppose that f ∗ ∈ F∗ is given by fn ∈ L(R) for all n, then
D∗ ◦ I∗t∗f ∗ ∼= f ∗. (3.10)
Proof. By following the definition of generalized differentiation and integration, pick s∗ ∈
∗R, then
σs∗D







= 〈σsnfn〉 = σs∗ 〈fn〉
The equality holds by using the fundamental theorem of calculus in the standard analysis
for each n.
The second FTC theorem shows the opposite composition of differential and integration
operators.
Theorem 6 (The Second Fundamental Theorem of Calculus in Krylov generalized function
theory). Suppose that f ∗ ∈ F∗ is given by fn ∈ D1(R) for all n, then
I∗t∗ ◦D∗f ∗ ∼= f ∗ + c∗. (3.11)
for some c∗ ∈ ∗R.
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= 〈σsnfn − σtnfn〉 = σs∗f ∗ − σt∗f ∗
The equality holds by using the fundamental theorem of calculus in the standard analysis
for each n, and by letting c∗ := −σt∗f ∗, the theorem holds.
3.2.7 Generalized Nonsmooth Functions
By using Proposition 5, it can be shown that the R-sampled function of T<1;β>H where
β ∈ R is a β-shifted Heaviside function. Any generalized piecewise function can now be
defined using the Krylov Heaviside function.
Definition 18. A linear combination of shifted Krylov Heaviside functions and a continuous
function is called a generalized piecewise continuous function.
Suppose that x is a real valued piecewise continuous function, then x can be decompo-
sed into two parts,




where xc is a continuous function, {τi}Ni=1 are points of discontinuity, and {ai}Ni=1 are the
amount of jumps where N is the total number of discontinuity. The function, ui, and n(i)
represents the corresponding shape function, and the convergence rate, respectively, for
each i. Observe that the Krylov Heaviside part in Eqn (3.12) contains the shape function
which shows how the discontinuous points will be connected in insensible time. In ad-
dition, the derivative of the Heaviside part can be obtained from the shape definition but
the continuous part does not have the information on how the connection will be made for
ẋc in insensible time. If xc has a point that is not differentiable, then the Eqn (3.12) is
insufficient to generalize the derivative of the x in insensible time. Therefore, a new shape
function which can generalize a continuous but nonsmooth function is introduced.
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Self returning shape function (bump)
(a) An example of new shape function u(t) =
χ(0,1)sin(πt)
(b) A sequence of shape function with regulated am-
plitude.
Figure 3.5: Example for the shape function, and the effect of Krylov scaling operation
The main objective of introducing the shape function in Definition 13 is to find a con-
tinuous connection between two discontinuous points, and make the limit of the Krylov
scaling operator act on the shape function convergence point-wise to a Heaviside function
in sensible time. For example, let fn = Sαnu where u(t) = χ(0,1)t + χ[1,∞) is the ramp
shape function, then we have limn→∞ fn(t) = 1 for all t > 0, and limn→∞ fn(t) = 0 for
all t ≤ 0. This convergence result guarantees that the discontinuity model in (3.12) will
generate the desired jump for x in sensible time.
Similar to the construction of the original shape function, we introduce a new shape
function which connects from u(0) = 0 to u(1) = 0. The goal is to find a smooth con-
nection between the left derivative and right derivative of a non differentiable function, xc,
in insensible time. For example, u(t) = χ(0,1) sin(πt) can be a new shape function since
u(0+) = sin(0) = 0 and u(1−) = sin(π) = 0. By the mean value theorem, there exist
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at least one point t1 in (0, 1) such that u̇ = 0. Therefore, except for the trivial solution
where u ≡ 0, there must be a bump within (0, 1). A graphical representation of this exam-
ple is shown in Fig 3.5a. A new shape function is now introduced by using this necessary
conditions on returning to zero.
Definition 19. (Bump shape function)
A function u ∈ C(R) is called a bump shape function if there exist a function p ∈ C1(R)
such that p(0) = 0 and p(1) = 0 and u = χ(0,1)p.
Generalized nonsmooth function
Figure 3.6: A geometrical view of generalized nonsmooth function
Suppose that xc in Eqn (3.12) is continuous but not differentiable at t = 0, and the left
limit ẋc(0−), and the right limit ẋc(0+) of the derivatives exist but not equal. The objective
of this section is to properly define the generalized form for xc using the new shape function
in Definition 19, which will end up having a smooth connection between the discontinuity
of derivatives.
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First, consider a motivating counter example for the generalization of the absolutely
continuous function. Suppose one were to take,
xc := xc(t) + S〈α;1〉u (3.13)
as an analogy of constructing Krylov Heaviside function by directly applying the Krylov
scaling operator to the new bump shape function u. The generalized derivative of xc at
t = 0 is defined as D∗xc = S〈α;1〉Du. Direct evaluation of D∗xc at t∗ = 0e0 + s1e1 for
some s1 ∈ (0, 1) gives σt∗Dxc := 〈α; 1〉 〈α;Du(s1)〉. However, this shows that D∗xc goes
to infinity since 〈α;Du(s1)〉 is not an infinitesimal, and so xc is not continuous, which
contradicts the fact that xc is continuous. Therefore, (3.13) is not a generlization of the
absolutely continuous function. A remedy to this problem is by defining the generalized xc
in the next form.
xc := xc(t) + 〈1/α; 1〉S〈α;1〉u. (3.14)
For example, suppose that xc(t) is given as in the top graph in Fig 3.6 that xc is differentia-
ble everywhere except at t = 0. The direct evaluation of the above function at Krylov time,
t∗ = s0e0 + s1e1, gives
σt∗xc : = σt∗(xc) + σt∗(〈1/α; 1〉S〈α;1〉u)
= σt∗xc + ε
where ε ∈ hal(0) is an infinitesimal. The equality holds since u is continuous and it is
bounded on [0, 1], which then the multiplication with 〈1/α; 1〉 makes the right term be an
infinitesimal. Therefore, the R-sampling of xc is equivalent to xc in the real time. The only
requirement for the bump shape function u is to satisfy the boundary conditions: Du(0)
and Du(1) should be equal to ẋc(0−) and ẋc(0+), respectively.
Now define a generalized derivative of Eqn (3.14) at the non-differentiable point sh(t∗) =
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0, and evaluate at t∗ = 0e0 + s1e1 for s1 ∈ (0, 1), then
σt∗D
∗xc : = σt∗(〈1/α; 1〉 〈α; 1〉S〈α;1〉Du)
= σt∗(S〈α;1〉Du)
= Du(s1).
By using this generalized derivative, we now define a generalized nonsmooth function as
an extension to Definition 18,
x = xc +
M∑
i=1




where M is the number of non differentiable point of xc, and {wi}Mi=1 are corresponding
bump shape functions. Since the smooth change in the derivative is now well defined, the
point-wise evaluation of the composition between a δ function in Eqn (3.5), and a non
smooth function x in Eqn (3.14) is well-defined, and it can be use to solve the generalized
ordinary differential equation in the next chapter.
3.2.8 Generalized Singular Functions
In this section, the process of generating the singular delta function is generalized. An
example of the generalized singular delta function was shown in (3.5) by differentiating
Krylov Heaviside function with a ramp shape functions. In fact, the ramp shape function
represents the integral of the constant function in the first infinitesimal time as shown in
Figure 3.4. In this section, a new singular shape function is introduced to generalize the
shape of the function values in the first infinitesimal domain. This function would represent
the impulsive force profile in the insensible time. The integral of the singular shape function
would then demonstrate the continuization between the velocity jumps in impulsive effect
models.
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First, inspired by the derivative of the ramp function, the truncation function, g ∈ F∗,
is defined as
g∗ := (I − T〈1;1〉)S〈α;1〉u (3.16)
where u is the ramp shape function.
Definition 20. A function h∗ ∈ F∗ is called a singular shape function if there exists a
non-negative function p ∈ C(R) such that
∫ 1
0
p(τ)dτ = 1, and h∗ := g∗p∗ where p∗ = 〈p〉
is the extension of p.




0 if sh(t∗) /∈ (0, 1)
1 if sh(t∗) ∈ (0, 1)
,
and so sh(σt∗g∗) = χ(0,1) holds almost everywhere. Similarly, by taking the R sampling of




0 if sh(t∗) /∈ (0, 1)
σsh(t∗)p if sh(t∗) ∈ (0, 1)
.
Now, take the generalized integral of h∗ from the reference time at 〈0〉, and R−sample






0 if t < 0∫ t
0
p(τ)dτ if t ∈ [0, 1]
1 if t ≥ 1
.
Therefore, the shape function in Definition 13 can be induced by the integral of the sin-





∗), and so the Krylov Heaviside function with the shape function h can be defi-
ned as
Hh := S〈α;1〉h.
since h and I∗〈0〉h
∗ are infinitesimally apart, by the definition of the R− sampling, consider





Now, by directly computing the generalized derivative of this function and using Lemma 2,






















The singular delta function derived in (3.5) is the special case when p is chosen to be con-
stant 1 function. The R−sampling of the singular shape function h∗ is zero in the sensible
time t 6= 0, and it can be only nonzero during the first insensible axis, e1. Therefore, the
generalized singular function associated with the singular shape function is now introdu-
ced.
Definition 21. The function δ ∈ F∗ is called a generalized singular function with a singular
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Figure 3.7: A geometrical view of generalized singular function
shape h if h∗ is the singular shape function, and h is R−sampled function of h∗ such that
δ := 〈α; 1〉
(




The geometrical interpretation of the generalized singular function is shown in Fi-
gure 3.7. An example of the generalized singular function is plotted on s1 domain, and
the singular shape function scaled with infinitely large number 〈α; 1〉 is drawn in the first
infinitesimal axis, e1. The evaluation of the generalized singular function at the infinitesi-
mal is infinitely large, but it is zero in any sensible time except at 0.
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CHAPTER 4
APPLICATION TO IMPULSIVE SYSTEM MODELING
In this chapter, the Krylov generalized function (KGF) theory is applied to generate impul-
sive causal modeling. See the background for the impulsive causal modeling problem in
§ 2.1.3. While ill-posed in the distribution theory, The pointwise multiplication between a
singular function and a nonsmooth function is well defined in KGF theory. Therefore, it
is possible to directly apply the generalized singular function as a impulsive force input to
the nonlinear affine system in (2.31). By using the generalized nonsmooth function des-
cription in (3.15), the generalized solution to the ordinary differential equation is sought.
The generalized solution contains the jump (discontinuity) which can be resolved by taking
R−sampling of the generalized solution. In addition, the solution contains the continuiza-
tion between the jumps in insensible time, which follows the system dynamics. Therefore,
the Krylov generalized function theory not only generates the solution with discontinuity
but also respects the physics model in the insensible time to create such jumps.
This chapter is organized as follows. In § 4.1, the generalized solution is sought to the
ordinary differential equation using the generalized differential operators. Three cases are
studied to find the singular control in the right hand side of ODE which could generate
a desire jump. In § 4.3, the affine dynamics of the mechanical system is considered to
model the contact force which generate the desired jump. A causal impulsive contact force
modeling for the bouncing ball model in § 2.1.2 and the compass gait walker model are
considered in § 2.1.2.
4.1 Ordinary Differential Equations
In this section, a generalized impulsive affine system equation is introduced by using the
generalized differential, D∗, and its particular solution is presented. Consider the gene-
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ralized scalar ordinary differential equation (ODE) with an initial condition at −ε where
ε := 〈εn〉 is some positive infinitesimal:




where f and g are smooth functions inC1(R), and 〈cn〉 is a limited hyperreal that sh(〈cn〉) =
c for some c ∈ R, and u∗ ∈ F∗ is the generalized control input to the system.
If u∗ := 〈y〉 is a hyperreal extension of some continuous function y ∈ C(R), then the
above initial value problem is equivalent to

ẋ = f(x) + g(x) · y
x(0) = c
(4.2)
by using (3.3). The conditions for the existence of the solution are equivalent to the classical
ones in ordinary differential equation. Suppose that xp : [0, T ]→ R is the solution to (4.2),
then the hyperreal extension to x = 〈xp〉 is the solution to (4.1). On each evaluation
of t∗ ∈ K, the equality holds up to its equivalence class in the filter, which gives non-
uniqueness of the solution to (4.1) in F∗. However, all the R−sampled solutions should be
equal to xp.
More interesting results can be shown when u∗ is chosen to be a generalized singular
Krylov function proposed in the previous chapter. In this section, the generalized singular
function in (3.17) is used for u∗ = δ, and a solution is proposed in terms of the linear
combination of the continuous part and the Krylov Heaviside function part. More precisely,
the proposed solution can be written as x∗ = x∗c +a0 ·H where a0 is the jump at time t = 0,
x∗c is the extension of the continuous function, x
∗, and H is the Krylov Heaviside function.
Remark: Similar to the Caratheodory solution in the standard analysis (see [46]),
which provides the absolute continuous solution, the weak solution to (4.1) can also be
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analyzed. By following the fundamental theorem of calculus in Theorem 6, the solution x∗
to (4.1) evaluated at s∗ := 〈sn〉 should satisfy
σs∗(I
∗
−ε ◦D∗x∗) = σs∗x∗ − σ−εx∗.
Let x∗ := 〈xn〉 be the solution and the u∗ := 〈un〉 be the generalized control input, then
by taking the generalized integral to the right hand side of (4.1), the following integral







The equality holds up to the equivalence set of the ultrafilter, where the ultrafilter contains
the cofinite set. Therefore, the solution in (4.3) includes the extension of the absolutely
continuous solutions of the standard Caratheodory type where the equality is for almost
everywhere with respect to Borel measure. In this thesis, instead of pursuing the weak
solution of (4.3) type, a direct solution to the (4.1) is considered using the generalized
derivative, and the inverse mapping of Krylov scaling operators.
In the following subsection, a generalized solution to the (4.1) is analyzed by separating
the solution to the sensible part and the insensible part.
4.1.1 Sensible Part of the Solution
By evaluating (4.1) for t∗ ∈ K in two cases t∗ < 0, and sh(t∗) > 0, the following holds,

σt∗(D
∗x) = σt∗(f(x)) if t∗ < 0




∗x) = σt∗(f(x)) if sh(t∗) > 0. (4.5)
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In both cases, (4.4) and (4.5) are non-impulsive ODEs, and there exist a continuous so-
lution, xc1 : [−T, 0) → R and xc2 : (0, T ] → R for some T > 0, respectively. Dif-
ferent from (4.4), the initial value for (4.5) is not given yet since the initial condition
xc2(0+) = limh>→0 sh(x(〈h〉)) is undetermined until the solution to (4.1) for t
∗ ∈ {t∗ ∈
hal(0) : t∗ > 0} is found. Suppose that an initial condition xc2(0+) is given, then a
continuous function can be constructed as
xc := xc1χ[−T,0) + (xc2 − xc2(0+) + xc1(0−))χ[0,T ]
on [−T, T ]. Since the difference,
xc − xc2 = xc2(0+)− xc1(0−),
is constant on [0, T ], by the fundamental theorem of calculus, xc is also a solution to (4.5).
Therefore, the Krylov function 〈xc〉 is a solution to (4.1) for every t∗ belonging in the
following set,
{t∗ ∈ K ∩ [−T, T ] : t∗ < 0 ∨ sh(t∗) > 0}.
An interpretation of the continuous part, xc, is that if there were no jumps in the solution
to (4.1), then xc2(0+) = xc1(0−), and so xc itself is the solution to (4.1) meaning the
impulsive input u∗ was ineffective in sensible time. However, since the system is driven by
a generalized singular function δ, which is understood as an impulsive contact force, it is
possible to have a jump on the state variable. In this case, the solution xc is not sufficient
to characterize the jump behavior in the insensible time. Therefore, the following more
detailed behavior of the solution at the infinitesimal moment of the impact is necessary.
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4.1.2 Insensible Part of the Solution
Suppose that there is a jump, a0 = xc2(0+)− xc1(0−), in sensible time, then a generalized
piecewise continuous function can be written as
x = xc + a0 · S〈αN ;1〉w (4.6)
for some N ∈ N, and shape function w. The generalized derivative of (4.6) is given by










and 〈α; 1〉 should be matched, in other words, N should be
equal to 1 since the generalized singular function in (3.17) is used for u∗.
In addition, if the solution x contains a singular part, then D∗x should contain some
generalized derivatives of δ function defined in (3.5). Observe that the continuization rate
for the first derivative corresponds to α3. However, the continuization rate of the powers of
δ function remains at α2 in (3.5), and the multiplication of two Heaviside functions should
not increase the continuization rate by Lemma 4, and so the right hand side (RHS) of (4.1)
should have at most α2 for the continuization rate. This shows that the RHS cannot describe
the details of the derivatives of delta at the continuization rate α3. Hence, the solution x
should not contain the singular part for (4.1).
Finally, by evaluating (4.1) at t∗ ∈ {t∗ ∈ K ∩ hal(0) : t∗ > 0} with the proposed
solution, it is possible to convert the generalized impulsive affine system into a classical
non-impulsive differential equation for the shape function w with the two point boundary
conditions w(0) = 0 and w(1) = 1. Since there are two unknowns for w and the jump a0,
this two point boundary problem will uniquely determine the two unknowns. In the next
section, three cases are analyzed with the detailed derivation of the differential equation for
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the shape function.
4.2 Causal Representation of Impulsive Effect Model
In this section, a causal representation of a given impulsive effect model in (2.21) is consi-
dered, where for simplicity, assume that the single jump occurs at t=0.
Problem 1 (Causal representation of impulsive effect model). Given an impulsive effect
model in (2.21) without the actuation part, find the equivalent causal model with genera-
lized singular input on the right hand side such that two solutions are equivalent in the






D∗x = f(x) + g(x)u∗ .
This problem is more general than the causal contact force modeling problem in (2.11)
since the question of the causal representation of the impulsive effect model is whether if
one can find a g(x) and the singular input u∗ which generate the same jump as in (2.21).
4.2.1 Case 1: Scalar System
Suppose that an impulsive effect equation where f(x, u) ≡ 0 and x(τ+) = x(τ−) · e
in (2.21) is given such that τi is the sensible time for the discontinuity, then the jump
is proportional to the state, and so the linear model with the singular control cannot be




∆x(0) = (e− 1)x(0−)
⇐⇒
{
D∗x = g(x)δ (4.7)
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The goal is to find the causal bilinear representation by properly defining g(x) and the
singular control δ as defined in the previous section. Let x(0−) ∈ R be the initial condition
such that x(0−) 6= 0. The generalized solution has a form such that
x(t) = xc(t) + a0 · S〈α;1〉w
and the generalized singular function with the constant singular shape function is used,
δ = 〈α; 1〉 (I − T〈1/α;1〉)S〈α2;1〉u
where u is the ramp shape function, u(t) = tχ[0,1](t) + χ[1,∞)(t).
Pick g(x) := x, then the right hand side and the left hand side of the GODE in (4.7) are
xδ = xc · 〈α; 1〉 (I − T〈 1α ;1〉)S〈α2;1〉u+ a0S〈α;1〉w · 〈α; 1〉 (I − T〈 1α ;1〉)S〈α2;1〉u
D∗x = Dxc + a0 〈α; 1〉S〈α;1〉Dw
First observe that the evaluation at t∗ ∈ K for sh(t∗) 6= 0, gives that σt∗ẋc = 0, which
after R−sampling, it shows that xc is a constant function. Therefore, xc(t) = x(0−) holds
for all t. Now by factoring out the unlimited number, 〈α; 1〉, the equation is reduced to
a0S〈α;1〉Dw = xc · (I − T〈 1α ;1〉)S〈α2;1〉u+ a0S〈α;1〉w · (I − T〈 1α ;1〉)S〈α2;1〉u
Taking the left inverse of Krylov scaling operator, S〈1/α;1〉, the above equation can be sim-
plified to
a0Dw = xc · (I − T〈1;1〉)S〈α;1〉u+ a0w · (I − T〈1;1〉)S〈α;1〉u
Therefore, the right hand side is equal to x(0−)+a0w(t) for all t∗ such that sh(t∗) ∈ (0, 1)
since xc(t) = x(0−). In addition, the right hand side is equal to 0 for sh(t∗) /∈ (0, 1) which
coincides with the condition for the shape function w. The continuous differential equation
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Figure 4.1: Solution to the scalar example





with w(0) = 0 and w(1) = 1. Solving this differential equation leads to
w(t) = x(0−)(et − 1)/a0
a0 = x(0−)(e− 1).
Now the resulting jump equation can be written as
x(0+) = x(0−) · e or ∆x(0) = (e− 1)x(0−)
By using the Krylov based approach, the equivalent causal equation, g(x) = x, is
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found, and the corresponding shape function w defined in insensible time at the discon-
tinuity is derived. The plot of two different shape functions in the interval [0, 1] is shown in
Figure 4.1a where w is obtained from the solution, and u is given as a ramp. The trajectory
in the extended time is shown in Figure 4.1b.
4.2.2 Case 2: Multi-dimensional Dynamics
In this subsection, an n-dimensional linear impulsive system with state dependent jump is
considered. Let A,C ∈ Rn×n, and X ∈ Rn. For simplicity, assume that the jump occurs at






D∗X = AX +BXδ (4.8)
Similarly, as in the previous case, the goal is to find B ∈ Rn×n , which generates
the same jump when the singular control δ defined in (3.5) is applied. Since the original
continuous dynamics has smooth vector field, the generalized solution will be X := Xc +
A0S〈α;1〉w where Xc ∈ C(R)n, A0 ∈ Rn×n and w ∈ C(R)n is a multi-dimensional shape
function. Suppose that δ = 〈α; 1〉 (I − T〈1/α;1〉)S〈α2;1〉u, and the shape function is defined
as a ramp function: u(t) = tχ[0,1](t) + χ[1,∞)(t).
The right hand side and the left hand side are,
AX +BXδ = A(Xc + A0S〈α;1〉w) +BXc · 〈α; 1〉 (I − T〈 1α ;1〉)S〈α2;1〉u (4.9)
+BA0S〈α;1〉w · 〈α; 1〉 (I − T〈 1α ;1〉)S〈α2;1〉u
D∗X = DXc + A0 〈α; 1〉S〈α;1〉Dw (4.10)
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Observe that if sh(t∗) 6= 0, then σt∗Ẋ ∼= σt∗Ẋc, and
σt∗(AX +BXδ) =

σt∗(AXc) if sh(t∗) < 0
σt∗(AXc) + AA01 if sh(t∗) > 0
where 1 ∈ Rn is a vector with all the elements equal to 1. Therefore, a differential equation
for Xc in sensible time can be formulated as,
Ẋc(t) =

AXc(t) if t < 0
AXc(t) + AA01 if t > 0
.
Since Xc is continuous at 0, the continuous part of the solution must hold Xc(0−) =
Xc(0+). In addition, the initial condition of the generalized solution, X(0−), and the




eAtXc(0−) if t < 0
eAtXc(0−) + (eAt − I)A01 if t ≥ 0
.
Now, evaluate t∗ ∈ K when sh(t∗) = 0. By factoring out the unlimited number 〈α; 1〉 in
(4.9) and (4.10), the following holds,
A0S〈α;1〉Dw = BX(0−)(I − T〈 1α ;1〉)S〈α2;1〉u+BA0S〈α;1〉w · (I − T〈 1α ;1〉)S〈α2;1〉u.
By using Proposition 5, Lemma 4 and taking the left inverse of Krylov scaling operator,
the equation can further simplified to,
A0Dw = BX(0−)S〈 1α ;1〉(I − T〈 1α ;1〉)S〈α2;1〉u
+BA0S〈 1α ;1〉S〈α;1〉w · S〈 1α ;1〉(I − T〈 1α ;1〉)S〈α2;1〉u.
= BX(0−)(I − T〈1;1〉)S〈α;1〉u+BA0w · (I − T〈1;1〉)S〈α;1〉u.
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Let t∗ = 0 · e0 + s1e1. If s1 < 0 or s1 > 1, then A0Dw = 0 which coincides with the
definition of the shape function. Therefore, the algebraic differential equation is derived,
in insensible s1 time axis, by
A0ẇ = BX(0−) +BA0w
w(0) = 0, w(1) = 1
. (4.11)
Since the goal is to find the generalized bilinear system to generate the same jumpCX(0−),
which was given as initial model, the general solution to (4.11) satisfies the equation

A0w(s1) = (e
Bs1 − I)X(0−) for s1 ∈ (0, 1)
CX(0−) = A01 = (eB − I)X(0−)
. (4.12)
In case when n = 1, (4.12) corresponds to the solution in the previous scalar case with
A = 0. The solution in (4.12) is the generalization to the n−dimensional case, and by
having a solution for B ∈ Rn×n and w function, a causal representation of the impulsive
system in (4.8) is derived. There is more: If A0 is invertible, then one can uniquely find the





4.2.3 Case 3: Horizontal Bouncing Ball Problem
In this example, a simple one dimensional horizontal bouncing ball problem is considered.
The impulsive effect model is introduced in (2.22). The discussion of the scalar case with
the bilinear control showed that if the jump is proportional to the prior state of the impact
without the sign changes, then there exists a simple bilinear singular controller which repre-
sents the same effect. However, the bouncing ball is a typical example of when the velocity
before and after the jump switches its sign. Here, the frictionless motion is considered. As
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shown in Figure 2.1, a ball is moving on a horizontal frictionless surface where the wall is
located at x = 0. The coefficient of restitution, γ is given as a constant in (0, 1) interval.
Let X(t) ∈ R2 for all t ∈ R where X(t) = [x(t), v(t)]T , and x(t) represents the position
of the ball, and v(t) represents the velocity of the ball at time t. Assume that the impact











The goal is to find proper B, and δ which generate the same effect equation. First, the
singular shape function for δ is chosen to be a constant function and so it is induced by the
ramp shape Heaviside function as defined in (3.5). The result of the n-dimensional case



















then by substituting to (4.14), b = 0, and d = −γ hold since x(0−) = x(0+) = 0 at the
impact with the wall. The values for a and c are free. Let a = −γ and c = 0, then the
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Therefore, the corresponding causal representation can be expressed as a bilinear sin-
gular control form by




In sensible time, the trajectory of (4.15) shows an equivalent jump equation as in (4.13).
More interestingly, in insensible time (s1-axis), the dynamics are governed by theB matrix,






for all s1 ∈ (0, 1). The solution for the jump modelA0 can also be non uniquely determined
and paired with the solution of the shape w by solving (4.16). The solution for A0 in





then w = [w1, w2]T can be solved. The solution for the shape functions is
w1(s1) = w2(s1)− γs1 sin(πs1) (4.17)
w2(s1) = (γ
s1cos(πs1)− 1)/(−γ − 1) (4.18)
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(a) Shpae functions: w1, w2 and w1 −
w2
(b) Sensible and insensible state-space trajectory
Figure 4.2: Solution to the bouncing ball example
The plots of w1 and w2 when γ = 0.7 are shown in Figure 4.2a with a brown and
blue solid line, respectively. As in the original model, (4.13), the jump only occurs in the
velocity state, and so w1 is not actually a shape function (since it is not a monotonically
increasing function), but the difference between w1−w2 has a meaning. The general causal
solution for the first state can be written as
x(t) = −v(0−)t+ S〈α;1〉(w1 − w2)
where w1(0)−w2(0) = 0 and w1(1)−w2(1) = 0. However, the state x(t) in the insensible
time t∗ = s1e1 shows that σt∗x = w1(s1) − w(s2) = −γs1 sin(πs1), and it is shown in
Figure 4.2a with a green dashed line. The figure implies that in the insensible time period,
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the position has been slightly moved to the negative side while it slowed down the speed
of the ball, and pushes the ball back into the reverse direction. The trajectory in the state-
space of this insensible time motion is shown in Figure 4.2b. The dashed blue line shows
the state transition in the insensible time, and the solid red represents the motion in sensible
time. This is an example of the bump shape, w1 − w2, of the position, x(t), in insensible
time considered in [67], and Definition 19.
This example, together with the previous example on the scalar case, shows that in order
to switch the sign of the state in a causal way, it is not possible to gradually change the state
in the insensible time by passing through the equilibrium point. Therefore, in order to find
a causal model which generates the sign change, one needs to think of expanding the state
space into the higher dimensional space, and consider finding an infinitesimal trajectory as
shown in Figure 4.2b that detours the equilibrium point.
4.3 Causal Modeling of Impulsive Forces
In contrast to the causal representation problem defined in Problem 1, the impulsive contact
force modeling with the Krylov generalized function is considered in this section. The
nonlinear affine system driven by the Lagrangian analysis in (2.11) is used. Different from
Problem 1, the actuation gc(x) is fixed, and the objective is to find a proper generalized
singular function which represent the impulsive contact force. In particular, the singular
contact force satisfying one of the followings is pursued: The singular contact force should
1. generate the same desired jump as in the impulsive effect model in (2.21),
2. or generate different jump but with more relaxed assumptions than no slip condition
in § 2.1.2.
In this section, two examples are considered. First, the horizontal bouncing ball pro-
blem is analyzed now by deriving the contact force directly without finding the constant B
matrix as shown in (4.15). A nonlinear visco-elastic model to generate the impulsive force
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is introduced. Next, the singular contact force model for the passive compass gait walker
is analyzed by relaxing the non-slip assumption, and consideration of the softness of the
point foot. The infinitesimally soft foot is modeled by using two geometrically constrained
springs. The singular shape function is then proposed at the end.
4.3.1 Horizontal Bouncing Ball
An impulsive effect model for frictionless horizontal bouncing ball is given in (2.22). The
objective in this section is to find a generalized singular function, u∗, such that the solution
of the following generalized ODE (GODE) in sensible time is equivalent to (2.22). The








where u∗ is the generalized singular function.
Physically inspired model
Figure 4.3: Insensible regularization for horizontal bouncing ball
A physically inspired contact force model is proposed with a nonlinear spring and dam-
per having position dependent coefficients, k(x1) and c(x1), respectively, as shown in Fi-
gure 4.3. These coefficients are modeled as unlimited numbers when x1 = 0, which repre-
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sents the hard wall model in sensible time. On the other hand, these coefficients can also
be understood as a sequence of nonlinear state dependent spring and damper in insensible
time. Therefore, the suggested generalized force is modeled as









where ζ corresponds to the damping ratio of the insensible spring and damper model. By
choosing ζ = − ln(γ)/π, the total system is underdamped with ζ ∈ (0, 1) for γ ∈ (e−π, 1).
In the next section, it is shown that this Krylov-based state dependent singular control,
(4.20), generates the same jump in the velocity as in (2.22). In the proposed model, the
constant singular shape function for δ is used, which is defined in (3.5) by choosing the
power n = 1. In addition, the δ2 defined in Eqn (3.5) is used.
Krylov-based solution
In this section, the generalized solution of (4.19) with an initial conditionX(t0) = (x0, v0)T
where x0 > 0 and v0 < 0 is pursued. The initial condition represents that the ball initially
moves towards the wall with constant velocity, and so x1(t) = v0(t− t0) + x0. The initial
time for the collision is at t1 = t0 − x0/v0. For simplicity, assume that t0 = x0/v0 < 0 so
that t1 = 0, and assume that γ ∈ (e−π, 1) = (0.043, 1) to make the system under-damped.
By using the general form of the non-smooth formation in (3.15), the following solution is
proposed,
x1 = xc1 + 〈1/α; 1〉S〈α;1〉w1 (4.23)
x2 = xc2 + a1S〈α;1〉w2 (4.24)
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where w1 is some bump shape function, w2 is the original shape function, xc1 and xc2 are
continuous functions, and a1 is the corresponding instantaneous jump of x2 in the system.
Let Xc = (xc1, xc2), then by taking the generalized derivative, the following holds:




The right hand side of (4.19) can also be computed as
 xc2 + a1S〈α;1〉w2
−k(x1)x1 − c(x1)x2
 . (4.26)
Now evaluate (4.25) and (4.26) at the Krylov time t∗ = s0e0+s1e1, and solve for a1, w1, w2, xc1,
and xc2 by using the boundary conditions for the shape functions,
w1(0) = w1(1) = w2(0) = 0, w2(1) = 1,
and the initial condition, x1(0−) = 0 and x2(0−) = v0.





holds, which gives xc2(t) = v0 and so xc1(t) = v0t for sensible time t < 0. Similarly,





holds, which gives xc2(t) = v0 and so xc1(t) = (v0 + a1)t for sensible time t > 0.
Now for the case in the insensible time t∗ = 0e0 + s1e1 where s1 ∈ (0, 1), the generali-
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zed derivative for x1 gives that
S〈α;1〉Dw1 = v0 + a1S〈α;1〉w2
so by taking the left inverse operator, S〈1/α;1〉,
Dw1 = a1w2 + v0 (4.27)




· (S〈1/α;1〉xc1 + 〈1/α; 1〉w1)
− 〈1/α;1〉S〈1/α;1〉c(x1)
a1
· (S〈1/α;1〉xc2 + a1w2),
holds. Since the desired jump, a1, is −(γ + 1)v0 in (2.22), assume that v0 + a1 > 0 holds.
Simplify the above equation further by evaluating 〈1/α; 1〉S〈1/α;1〉δ(x1) at t∗ = 0e0 + s1e1,
then
σs1e1 〈1/α; 1〉S〈1/α;1〉δ(x1) = σs1e1 〈1/α; 1〉S〈1/α;1〉(〈α; 1〉 (I − T〈 1α ;1〉)S〈α2;1〉u ◦ x1)
= σs1e1(I − T〈1;1〉)S〈α;1〉u ◦ x1
= 1,
holds for all s1 ∈ (0, 1) since x1(s1) = (v0 + a1)s1 > 0. Similarly, 〈1/α; 1〉S〈1/α;1〉δ2(x1)
is evaluated at t∗ = 0e0 + s1e1 as




(I − T〈 1α ;1〉)S〈α2;1〉u
2 ◦ x1)
= σs1e1 〈α; 1〉 (I − T〈1;1〉)S〈α;1〉u2 ◦ x1
= 〈α; 1〉 .
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· (0 + 〈1/α; 1〉w1)−
2πζ
a1(1− ζ2)































−v0(1 + e−πζs1(ζ sin(πs1)− cos(πs1)))
a1
As expected, the bump shape functionw1 matches the zero boundary conditions,w1(0) =
w2(0) = 0. By matching the boundary condition for the original shape function, w2, it can
be shown that
w2(0) = 0
w2(1) = −v0(1 + e−πζ)/a1
= 1
holds. Therefore,
a1 = −v0(1 + e−πζ) = −v0(1 + eln(γ)) = −(1 + γ)v0
holds since ζ = − ln(γ)/π was given initially. By substituting a1 to generate the solution
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(a) Bump shape for w1






(b) Shape function for w2
Figure 4.4: Graphs of the solution, w1 and w2
for w2,
w2(s1) =
1 + e−πζs1(ζ sin(πs1)− cos(πs1))
1 + γ
.
is obtained. This shows that the shape functionw2 smoothly connects from 0 to 1 in insensi-
ble time s1 ∈ (0, 1), and the generated jump in the velocity domain is ∆x2(t) = −(1+γ)v0,
which is the desired jump in (2.22). The graph of the bump shape function, w1, is shown in
Figure 4.4a.
In addition, the necessary condition for the correct bump shape function holds since
ẇ1(0) = v0 = ẋ1(0−) and ẇ1(1) = a1 + v0 = −γv0 = ẋ1(0+). The negative value of w1
shape function shows that in insensible time the ball moves towards to the negative value,
and pulls it back to the original position at s1 = 1.
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4.3.2 Compass Gait Walker with Infinitesimal Foot
In the previous bouncing ball example, the generalized singular contact force produces the
same jump as described in the impulsive effect model. In contrast, a singular contact force
model is studied here which generates a different jump than the impulsive effect model
in (2.19). There are two assumptions in the impulsive effect model make the reset map
algebraically computable for the compass gait walker model in § 2.1.2. One is that the
robot has a point foot, and the other is that the collision is inelastic such that the point foot
cannot slip after the collision: the foot velocity becomes zero immediately. In this section,
these two assumptions are relaxed by supposing that the size of the foot is not equal to
zero but it is infinitesimal, and that elastic components exist in the infinitesimal foot model
which smoothly stop the foot.
Infinitesimal Foot Model
In the swing phase, the degrees of freedom is two by fixing the stance foot while swinging.
In this section, it is assumed that there exist an elastic foot with sole length L > 0 which is
connected to the end of the swinging leg. The model of the foot is shown in Figure 4.5b.
This foot composed of two springs which are attached to the end of the foot, and the angle
between the two springs are fixed at 90 degrees. Refer to the end of the swing leg on top
of the foot as the tipping point. Observe that this geometric constraint on the position of
the springs is holonomic, and confines the movement of the tipping point to slide on the
semicircle shown in Figure 4.5 with the dashed line.
In this walking model, three assumptions are made at the insensible moment of the
impact.
Assumption 1 (Flat foot landing). The foot always lands flat to the ground.
Assumption 2 (Inelastic collision of the sole to the ground). After the sole of the foot lands
on the ground, the sole stays adhere to the ground.
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(a) Infinitesimal foot model before the impact
(b) Infinitesimal foot
Figure 4.5: Infinitesimal foot model
Assumption 3 (Arriving on the tangent plane). The velocity of the tipping point at the
impact is in tangent to the holonomic surface.
It is important to remark that the second assumption is different from the no slip as-
sumption in § 2.1.2 since the tipping point, which is the point foot in the effect model, can
still slide on the semi-circle. This model is inspired by the softness of human fingers where
the elastic components imitate the behavior of the soft skin. The finger can always slightly
move even when it is contacted to some rigid surface. The elastic foot in this section is a
simplified model of the point foot which respects the softness at the tip. In addition, by
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Figure 4.6: Initial condition satisfying the holonomic constraint
having the third assumption, there is no impulsive effect due to the holonomic constraint of
the foot. This is shown in Figure 4.6 that the velocity of the tipping point is in the tangent
to the semi circle at the moment of the impact.
Now, choose
L = lε (4.28)
where ε > 0 is the infinitesimal, and let k be the spring constant. Similar to the nonlinear
singular spring model in (4.20), choose k to be infinitely large number,
k = β/ε2 (4.29)
for some limited constant β > 0. Since the length of the spring is bounded by L, the
potential energy for the both spring would be also bounded by 1/2βl2. Therefore, by using
this infinitesimal foot model, the spring stores the finite energy in a very short time, which




In the effect model, the impacting behavior occurs when the swinging leg touches the
ground, and the velocity of the point foot is pointed towards the ground. Graphically it
is shown in Figure 4.5a. In the infinitesimal foot model, a different switching surface is
used since the foot cannot penetrate the ground. Suppose that z(q) represents the tipping
point coordinate where q is the generalized coordinate of the swinging phase, and ż(q)
represents the corresponding velocity of the tipping point. At each point q ∈ S+q where S+q
is the feasible configuration in (2.14), there exist a unique semi-circle which the bottom part
touches the flat ground with diameter L′(z(q), ż(q)) > 0 as shown in Figure 4.6. Therefore,
as the swinging foot get close to the switching surface S in the effect model, there always
exist a configuration q such that L′(z(q), ż(q)) = L. Let t′ be the switching time satisfing
L′(z(q(t′)), ż(q(t′))) = L.
After t ≥ t′, the system enters the impact phase. In this impact phase, although there are
two additional spring components, the total degrees of freedom becomes three due to the







where θsp is the angle of the first spring to the horizontal axis as shown in Figure 4.6, and
the origin is at the heel of the foot on the ground. Let
(xF (t
′), yF (t
′)) := z(q(t′))− (xm(q(t′), ym(q(t′))
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be the tipping point coordinates in the new coordinate system where (xm(q(t′)), ym(q(t′)) is
the heel location (backend with respect to the motion) and z(q(t′)) is the tipping point in the
previous coordinates (swinging phase). Observe that (xF (t′), yF (t′)) is on the holonomic
surface of the foot.











where θsw and θst are the generalize coordinates in the swinging phase, and the generalized








′)2 + yF (t
′)2)(xF (t
′)ży − yF (t′)żx)
 (4.32)
where (żx, ży) is the tipping point velocity ż(q(t′)) in the swinging phase. The initial
tipping point velocity is graphically shown in Figure 4.6.
The position of the tipping point, CoM of legs, and CoM of the hip are now represented
by the new generalized coordinates,

zx(q) = L cos(θsp + γ) cos(θsp)
zy(q) = L cos(θsp + γ) sin(θsp)
(4.33)

x1(q) = zx(q)− a sin(θsw)




xM(q) = x1(q)− b sin(θsw)
yM(q) = y1(q) + b cos(θsw)
(4.35)

x2(q) = xM(q) + b sin(θst)
y2(q) = yM(q)− b cos(θst)
(4.36)
where (4.33) shows the tipping point coordinate, (4.34) is the swing leg CoM coordinate,
(4.35) is the hip coordinate, and (4.36) is the stance leg coordinate.
Suppose that the spring have the natural length l0 := L/
√
2, and k is the spring coeffi-
cient for both springs, then the potential energy and kinetic energy can be written as
V (q) := mg(y1(q) + y2(q)) +MgyM(q) +
1
2















The equation of motion is then derived using the Lagrangian method described in § 2.1.1.
The full equation of nonlinear affine form in (2.11) is not shown in this thesis but it can be
derived analytically using symbolic solvers.
Now, the total force acting on the tipping point can be computed as
FT (q) := −kL((cos(θsp + γ)− 1/
√
2)− (sin(θsp + γ)− 1/
√
2)) cos(θsp)(4.37)
FN(q) := −kL((cos(θsp + γ)− 1/
√
2) + (sin(θsp + γ)− 1/
√
2)) sin(θsp) (4.38)
where FT (q) and FN(q) are horizontal and vertical component of the force, respectively.
Since k and L is a function of ε in (4.29) and (4.28), the contact force can also be represen-
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(1− sin(θsp + γ + π/4)) sin(θsp). (4.40)
Observe that if γ = 0, then F (ε)N represents the normal force to the surface, and it is non-
negative since θsp ∈ (0, π/2). The actual normal force for γ > 0 can be computed as
F
(ε)
T (q) sin(γ) + F
(ε)
N (q) cos(γ). (4.41)
Since the force is depending only on the lengths of two springs, it can be shown that the
normal force is always non-negative. This non-negative condition is valid since the ground
contact force should only push and not pull the robot as given in (2.15).
In the impact phase, the infinitesimal foot will first compress the spring to stop the
tipping point. The impact phase will last until the tipping point stop moving, which can be
interpreted as the point foot has been stop in the original effect model. The time derivative
of the tipping point is computed as
żx(q) = −L sin(2θsp + γ)θ̇sp
ży(q) = L cos(2θsp + γ)θ̇sp.
Therefore, the velocity of the tipping point is zero if and only if θ̇sp = 0. Let t1(ε) be the
first time that θ̇sp = 0, then the contact force F
(ε)




N (q(t))) is defined
for t ∈ [0, t1(ε)], where F (ε)T and F
(ε)
N are defined in (4.39) and (4.38), respectively.
Let ε := 〈εn〉 be the representation of the infinitesimal ε, then it is obvious that t1(εn)
monotonically decreases to zero as εn approaches to zero since the spring constant gets
89









for each n ∈ N.












Since the stored energy in the spring is bounded, the impulses, ΛεT and Λ
ε
N are limited, and
so a nonzero shadow point exists. By formulating the generalized integral equation as in
(4.3), a sequence of differential equations can be obtained, and the weak solution can be
pursued.
In addition, the structure of the normal contact force F (ε)N resembles the generalized
singular function in (20) such that the amplitude is infinitely large by 1/ε, and the envelope
is non negative. The envelope can be understood as a singular shape function defined in
Definition 20. Now, by properly choosing α := 1/t1(εn) for some n, one can approximate
the singular control force in the form of (3.17).
Remark. It is important to mention that, for each fixed εn, the tipping point is moving.
Therefore, the assumption used in the impulsive effect method, i.e. the preservation of the
angular momentum about the point foot, does not hold anymore since the point foot (the
axis of rotation) is not in the inertial frame. Suppose the p is the center of mass location of
the compass gait robot, and the z(q) be the tipping point, then the angular momentum in
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the non-inertial frame is computed as
Lr := Lcm + (p− z(q))× (2m+M)ṗ− (p− z(q))× (2m+M)ż(q),
where Lcm is the angular momentum about the center of mass and × is the cross product.
The last term involving ż(q) terms is generated by the fictitious torque which is only consi-
dered in the non-inertial frame. Therefore, for given εn, the final generalized velocities for
q will be changed due to this fictitious torque.
Back to Swinging Phase
Once the tipping point is stopped, the generalized velocity is computed accordingly for
each εn. By relabeling the swinging and stance leg as in [15], the swinging phase is re-
initiated with a new velocity reset in sensible time. Therefore, a new reset map is defined
by solving the impact phase model for [0, t1(εn)] time,
q̇sw(0) = 〈q̇st(t1(εn))〉 (4.42)
q̇st(0) = 〈q̇sw(t1(εn))〉 (4.43)
where q is the generalized coordinate in impact phase, and q is the generalized coordinate
in the swinging phase.
Simulation
Symbol m M a b γ
Values 5kg 10kg 0.5m 0.5m 2 degree
Table 4.1: Parameters for the compass gait
In this section, a numerical example for a specific choice of εn is considered. The para-
meters used in the compass gait problem are given in Table 4.1. Let the initial conditions
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Let εn = 0.001, and β = 550, then the corresponding foot length, and the spring constant
are given as
L = 0.001 m
k = 5.5× 108 Nm−1.
The simulation for the first swinging phase is shown in Figure 4.7 where blue circles
represents the CoM of each leg with mass, m, and the red circle represents the CoM of
the hip with mass, M . Once the infinitesimal foot touches the slope, the system switches
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(a) Initial condition for the second impact phase
(b) Compression phase
Figure 4.8: Simulation of impact phase
to impact phase, and the initial condition is shown in Figure 4.8a, where the green circle
represents the tipping point, the red arrow represents the initial tipping point velocity, and
the blue triangle represents the foot model as in Figure 4.6. The simulation in the impact
phase is shown in Figure 4.8b. Once the velocity of the tipping point reached zero, the
system switches back to swinging phase with updated generalized velocity for θ̇sw and θ̇st.
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(a) Tangent force, FT
(b) Normal force, FN
Figure 4.9: Force acting on the tipping point on second impact phase
The duration to stop the tipping point is numerically computed as
t1(0.001) = 4.272× 10−5.
The corresponding normal force and tangent force in that impact phase are shown in Fi-
gure 4.9. By normalizing the area to be one, the singular shape function can be obtained for
each FN and FT . Different from the example in the bouncing ball problem in § 4.3.1,the
94
(a) Generalized velocities
(b) Tipping point velocity
Figure 4.10: Continuization during the second impact phase
singular shape function is no longer constant as shown in Figure 4.9.
The corresponding continuous change in the tipping point velocity, and the generalized
coordinates, θ̇sw and θ̇st, are shown in Figure 4.10. The tipping point velocity goes to zero
at t1 as shown in Figure 4.10b where red and blue curves represent the x and y components
of the velocity, respectively. The continuous change in the generalized velocities are shown
in Figure 4.10a where the red and blue curves represent θ̇sw and θ̇st, respectively.
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Step θsw θst θ̇sw (Effect) θ̇st (Effect) θ̇sw (Causal) θ̇st (Causal)
1. 0.2048 -0.2736 -1.1947 -0.4596 -1.1943 -0.4588
2. 0.1427 -0.2100 -0.9335 -0.1029 -0.9524 -0.1181
3. 0.1473 -0.2155 -1.0431 -0.4778 -1.0572 -0.4953
4. 0.1543 -0.2238 -1.0909 -0.5885 -1.1056 -0.6211
5. 0.1602 -0.2296 -1.0926 -0.5557 -1.1055 -0.5843
6. 0.1603 -0.2289 -1.0621 -0.4618 -1.0754 -0.4817
7. 0.1551 -0.2234 -1.0379 -0.4189 -1.0604 -0.4469
8. 0.1557 -0.2241 -1.0570 -0.4734 -1.0582 -0.4749
9. 0.1530 -0.2215 -1.0425 -0.4540 -1.0425 -0.4537
10. 0.1507 -0.2191 -1.0393 -0.4643 -1.0600 -0.4911
11. 0.1551 -0.2241 -1.0744 -0.5354 -1.0969 -0.5747
12. 0.1599 -0.2290 -1.0850 -0.5321 -1.0909 -0.5433
13. 0.1577 -0.2261 -1.0506 -0.4442 -1.0667 -0.4662
14. 0.1550 -0.2232 -1.0446 -0.4424 -1.0559 -0.4570
15. 0.1536 -0.2221 -1.0477 -0.4633 -1.0778 -0.5037
Table 4.2: Comparison of the reset between the effect model and the causal model
The updated generalized velocities for all 15 gaits are given in Table 4.2. The reset
acquired from the reset map in (2.18) is shown in fourth and fifth columns, and the new
generalized velocities at the end of the compression are shown in the last two columns.
The new reset does not significantly change but it differs by the order of 10−2, which is still
considerably large since the integral duration of the impulse is in the order of 10−5.
Finally, the overlaid simulation for 15 walks is shown in Figure 4.11a, and the phase
portrait on the projected state space, (θsw, θst) is shown in Figure 4.11b, which graphically
show that the new velocity reset is within the basin of attraction of the original compass
gait periodic orbit.
In contrast to the effect modeling, by using the causal analysis of the model, the new
reset map is proposed to better approximate the soft landing behavior during the impact
with an infinitesimally small deformable foot.
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(a) Overlaid walking gaits
(b) Phase Portrait
Figure 4.11: Simulation of 15 steps
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Part II
Safe Trajectory Planning using
Polynomials: Algebra to Geometry
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CHAPTER 5
ALGEBRA: POINT MASS ROBOTS PATH PLANNING
In contrast to the infinitesimal modeling of the motion in insensible time, a trajectory gene-
ration of point mass robots in the planar space in sensible time is considered in this chapter
using the algebraic properties of the polynomials. The (x, y) coordinate of the point mass
robot is identified with a unique complex number using the standard conversion from R2 to
C. The trajectory of a single robot and the trajectories of multiple robots are then generated
by tracking the roots of smoothly varying polynomials.
This chapter is organized as follows. In 5.1, a background of the trajectory generation
problem is introduced. An obstacle avoidance problem for a single point mass robot is
reviewed in 5.1.1, and multi-agent safe formation control problem is reviewed in 5.1.2.
A generalized root locus (GRL) method is introduced and analyzed in 5.2. The proposed
algorithm using GRL method for a single robot path planning is introduced in 5.3, and its
extended usage in multi-agent formation control is proposed in 5.4.
5.1 Introduction
The fundamental technique in this chapter relies on the classical root locus (RL) principle
in the linear system theory but the objective of the usage of RL is completely different, and
the generalized root locus is used instead.
5.1.1 Obstacle Avoidance Trajectory Generation
Path planning in the presence of obstacles has been analyzed intensively in the past decades.
One of the most studied method is the potential field method (PFM) [68]. An obstacle-
detouring path can be obtained by placing a fixed positive charge on the obstacles, and a
fixed negative charge on the goal stage in order to create a force field. By tracking the
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trajectory of a movable positive charge, one can easily find the collision free trajectories
[69]. However, the PFM may create local minima at points of force equilibria, whereby the
robot stops moving prior to arriving at the goal stage.
Using gradient descent on a harmonic potential field solves the problem of local minima
[70, 71], since a harmonic function does not contain extremal valued points inside the
domain. The problem for the local minimum is resolved by placing the goal at the minimum
point on the boundary. Through gradient descent, the path converges to the minimum point
of the harmonic function, which is the goal state. For obstacle avoidance, the obstacles
are designed to be maximal points of the harmonic function. Extensive work using the
harmonic field method (HFM) can be found in [72, 73, 70, 74]. The early work in [71,
75] presents the fundamental solution of the Laplace equation [76] with the poles having
a fractional order of multiplicity less than 1 in the harmonic function. The fractional order
pole warps the whole plane so that lim|s|→∞ |H(s)| → ∞whereH is the harmonic function
in C. By changing the fractional order of the pole at the obstacle location, the author
controls the safety guard of the obstacles. Most previous work using the HFM focuses
on finding a particular vector field satisfying the obstacle avoidance constraints but not
on finding a set of all possible obstacle avoiding trajectories given a flow vector field. A
notable exception is [74] proposing a method based on the heat transfer equation, which
initially propagates in omnidirectional ways by modeling the starting point as a heat source.
However, full analysis of the gradient dynamics is not performed, nor has the set of possible
trajectories been formally defined. In this section, a new framework to define a set of
trajectories evolving from a fixed starting point to the end point is proposed, where all the
paths meet the obstacle avoidance constraints.
Another approach, similar to the HFM, and proposed in [77] uses the reciprocal root
locus method to find a non-colliding path for the mobile vehicles. Instead of harmonic
functions, the work uses meromorphic functions for the potential field in the complex dom-
ain and suggests a path design following the root locus (RL). Heuristic approaches to using
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the RL plot are given rather than the complete mathematical (gradient) dynamics of the
path. Furthermore, since the reciprocal RL also creates artificial poles and zeros that are
not real obstacles nor targets, the path dynamics are affected by the undesired obstacles
and targets. In addition, the reciprocal RL only produces at most two paths since it only
uses 180 or 0 degree RL path. It is also not guaranteed that either path will converge to the
desired zero since there are multiple zeros in different locations. Therefore, in this section,
the full dynamics of the root locus path is analyzed, and a new framework to define the set
of trajectories is proposed not by using the classical root locus but by evolving the genera-
lized root locus driven from complex coefficient characteristic equations. Furthermore, it
is also shown that the generalized root locus path actually follows the gradient descent of
some harmonic function, which infers that following the RL path is a special form of the
HFM method.
The generalized root locus has been studied in [78, 79, 61], with [80] explaining the
fundamental rules for the generalized root locus (GRL). The paper [79] presents the po-
tential field which creates a particle motion on root locus path, and formally gives a set
theoretic definition. Building from the definition of GRL from [79], an alternative defini-
tion is proposed which regards the GRL as a set of curves parameterized by the gain k, and
which gives a non-unique means to define the GRL by reparameterizing with a different
speed. The multi-definition of the curve will be used in solving an optimization problem
with a state dependent speed constraint.
The research literature on finding optimal, obstacle avoiding paths is extensive. Related
papers are [81, 82, 83, 84]. The papers [81] and [82] propose a minimum length path
problem with circular shaped obstacles. In both papers, the map of the obstacles are binary
so that outside of the boundary there is no effect nor cost on moving in any direction.
However, in the case when the robots needs to navigate through the diffusion type of hazard
such as a fire or radiation exposure [85], one cannot strictly define the binary border of
which states are safe and which are not. Other related research in optimization can be
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found in [83] and [84]. In both cases, the authors focused on feasible parametrization of
the trajectory with kinematic constraints. Both papers presented the problem of the constant
kinematic constraint due to the configuration of the robot. In this section, the minimum time
problem under a speed constraint due to obstacles or hazards in the scene is considered.
5.1.2 Multi-Agent Formation Control
In a multi-agent system, the formation control problem is defined as follows: Given N
robots in the space, find a trajectory for each robot such that they reaches to M targets
asymptotically or in a finite time. Solutions to this problem have broad applications in a
flight and traffic control [86], and the swarm behavior of birds [87]. In order to find such
control, two question need to be answered. The first one is to find which one of M targets,
each robot should arrive at. This problem is the assignment problem (or perfect matching
problem in the graph theory). The second question is to design a trajectory for each robot
to avoid collisions with other known obstacles (other robots) and to reach to the assigned
target position. Depending on the available resources for each robot, the level of centrali-
zation or decentralization can be defined. A centralized method usually has a single global
planner who assigns each robot to a particularly ordered target, and determines the trajec-
tory of all the robots. This usually assumes perfect knowledge of the global coordination
of each robot. In contrast, a decentralized method relies only on more relaxed assumptions
on the resource and the algorithm is based on the local interaction in between each agent.
In this section, a new framework for formation control is proposed where each robot only
requires to know the relative position but not the global coordinate and does not require
a predefined assignment to the target (decentralized), and each robot should agree on the
definition of the shape or formation (centralized).
The first problem, assigning robots to the target formation while minimizing some cost,
has been researched extensively in the past years. There are centralized methods such as a
Hungarian method in [88] which maximizes the linear sum of the weights of the matching
102
edges in polynomial time, a time complexity of order O(N3). Other centralized perfect
matchings are also available such as a stable matching in [89] or a gravitational allocation
in [90]. There are also decentralized methods for finding assignments, such as using an
auction-based method in [91], and using a decentralized Hungarian method in [92]. See
the references therein. However, the decentralized algorithms require a communication
channel between neighboring agents, so it is hard to apply in the absence of a communi-
cation link. In this section, an extended GRL method is used to eventually find a perfect
matching which do not depend on the communication channel but only using the relative
position sensing from other agents.
Full solutions to the formation control problem, where the control protocol allocates
each robot to one of the targets, and solves the necessary control for each robot to reach
its specific target, are widely researched. The recent survey on the formation control can
be found in [93]. Instead of reaching to the fixed formation on the global coordinates,
the definition of formation is relaxed to a certain level of invariant structures. Different
definitions of the invariant set can be given: in [94], it is for a rotation, translation and
permutation invariant formation to a given target position; in [95], it is for any permutation
invariant formation satisfying a inter-robot distance condition; in [96, 97] it is for any
permutation invariant formation to a given target position; and in [98, 99, 100], it is the
exact given target position. Excepting [96], although the formation is permutation invariant,
the solutions require for a robot to solve the assignment problem at least locally to be
determined which target is locally best to follow in a given network condition. Amongst
these papers, the safety property on avoiding collision between robots is considered in [96,
98, 99, 97]. In this section, the goal formation is defined as a permutation invariant shape,
and a set of possible inter-robot collision free trajectories is generated by following the
generalized root locus paths.
In the proposed framework, a representation space for the robots in a planar space is
modeled as a space of polynomials where the roots of given polynomial are the locations of
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the robots. Similarly, the target location can be modeled with another polynomial, and by
following the root locus principle in § 5.2, a set of collision free trajectory which all con-
verges to permutation invariant target formation is constructed. Therefore, the formation
control can be designed in the space of polynomials, and the trajectory can be generated
with a gradient flow in § 5.2. Notably, the authors of [96] have also proposed a framework
for formation control problem using a linear transformation in a monic polynomial space.
However, the method needed to use heuristics to compensate for existing problems: the
nominal paths are sensitive to perturbations in the vector field, and the robots following the
nominal paths may collide to each other at break points. The main reason why the nominal
paths are perturbation sensitive is that the suggested trajectories are actually equivalent to
following the subset of the root locus going from gain 0 to 1. By setting the target poly-
nomial to be exactly at gain 1 makes convergence to the desired target points sensitive to
disturbances. This is mainly due to the initial assumption on the formation space in [96]
that the space is defined on a set of monic polynomial. In the proposed framework, a ge-
neral polynomial space is used, and the generalized root locus is utilized to generate a set
of trajectories. The asymptotic convergence to the goal of root locus method in [101] is
guaranteed since the zeros are modeled as a target location, and the gain k goes to infinity.
5.2 Generalized Root Locus
Consider the open loop transfer function H(s) := b(s)
a(s)
where s ∈ C, and b(s) and a(s) are
monic polynomials with an order m and n, respectively. The values {pi}ni=1 and {zi}mi=1
are the corresponding poles and zeros of the open loop system. The closed loop transfer




locus plot is the trajectory of the solution of
a(s) + kb(s) = 0 or H(s) = −1/k (5.1)
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as k changes from 0 to∞. In classical root locus plots, the characteristic equation from Eqn
(5.1) has real coefficients. The generalized root locus extends the set of characteristic equa-
tions to those with complex coefficients [79] and the gain k to complex values. With this
generalization, the closed loop system can theoretically have a non-conjugated poles and
zeros. As the classical RL is obtained by sweeping the k values, the generalized root locus
involves increasing |k| in a certain direction (determined by the phase). The generalized
characteristic equation can be written as
a(s) + kejθb(s) = 0 or H(s) = −e−jθ/k (5.2)
where k changes from 0 to∞ for any given θ ∈ [−π, π).
Definition 22 (Generalized root locus (GRL)[79]). Given a θ ∈ [−π, π]. GRL(θ) is a
subset of C such that GRL(θ) = {s ∈ C : a(s) + kcb(s) = 0, kc = k · ejθ, k ∈ R+}.
The set GRL(θ) ⊂ C is well defined, with GRL(0) and GRL(π) being the classical
0 and π root locus trajectories. Since H(s) is a finite order rational function, it is also
analytic. Using, then, the fact that H(s) is first continuously differentiable, leads to an
alternative definition of a GRL:
Definition 23 (GRLθ as a parameterized curve). Given θ ∈ [−π, π], a function GRLθ :
R+ → R2 is defined as a parameterized differentiable curve,GRLθ(k) := {(Re(s), Im(s)) ∈
R2 : a(s) + kejθb(s) = 0}.
Define s(θ, k) := GRLθ(k) as a generalized root locus branch parameterized by k at a
given θ. Once θ has been chosen, there exists an intrinsic property that the generalized root
locus follows.
Theorem 7 (The fundamental root locus angular equation). The following equation is true
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for all k ∈ R+, where the equality is the 2π modulus equality.
θ = π −
m∑
i=1
∠(s(θ, k)− zi) +
n∑
i=1
∠(s(θ, k)− pi). (5.3)
Proof. Using (5.1) to solve for the angle, ∠H(s) = ∠ −1
keθ
= π − θ + 2π · r for any integer
r. Thus, the equation holds and is k independent.
The theorem shows that θ completely characterizes the curve. If θ1 6= θ2, then
GRL(θ1) ∩GRL(θ2) = φ.
In other words, two curves, GRLθ1 and GRLθ2 , do not intersect. The generalized funda-
mental angular equation follows a similar rule. Here, two important properties for solving
the path planning problem are presented. More rules can be found in [80].
Proposition 6 (Angle equation of GRL[80]). LetGRLθ is given for some θ ∈ [−π, π]. The
angle of departure from a pole pj and the angle of arrival to a zero zj can be expressed as
θd and θr respectively.







nzθr = ±rπ − θ −
∗m∑
i=1





The np and nz are the multiplicity of each poles and zeros, and r is an odd integers. The ∗
indicates the summation except when i = j.
Proof. Follows directly from the fundamental root locus angular equation.
Note that the angle of departure and the angle of arrival can also be defined in terms
of the new GRLθ definition, assuming that the desired root locus arrives at the given zero.
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Definition 24 (Break point). A point, sb ∈ C, is called a break point if sb is a root of (5.2)
and its order of multiplicity is greater than 1 for some θ ∈ [−π, π) and k ∈ (0,∞).
Different from the classical root locus, the next theorem holds for the GRL.
Theorem 8 (Existence of a break point). Let a(s) and b(s) are monic polynomials with
degree N , relatively prime and all roots have multiplicity of 1, then there exist a break
point sb, and the total number of break points is less than or equal to 2N − 2.
Proof. IfN = 1, then obviously there is no break point. Let N > 2. A necessary condition
for sb to become a break point is that it should be a root from a′(s)b(s) − a(s)b′(s) = 0.
Since a(s) and b(s) are monic, relatively prime and all roots have multiplicity of 1, there
exist 2N − 2 possible roots to this equation, and the candidate roots sb is not a root for a(s)
and b(s). Let sb satisfies a′(sb)b(sb)− a(sb)b′(sb) = 0, and let k = |a(sb)b(sb) |. Now with this k




| holds and so sb is a candidate of the roots
in Eqn (5.2). By choosing θ := π −
∑m
i=1 ∠(sb − zi) +
∑n
i=1 ∠(sb − pi), it can be shown
that sb is the roots of (5.2) for such k and θ, and so it is a break point. This was true for any
roots sb, and so the total number of break points are less than or equal to 2N − 2.
Directly from the theorem, a set of break points is defined.
Definition 25 (Set of break point angles). Let a(s) and b(s) are given as in Theorem 8. A set
B = {θ1, · · · , θm} is the set of angles θi which creates a break point, where m ≤ 2N − 2.
This theorem infers that there is a set, B = {θb1, · · · , θbm}, where m ≤ 2N − 2, such
that if θ /∈ B, then all the trajectories s(θ, ·) will not intersect each other.
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Figure 5.1: Multiple trajectories of GRL by different θ
Figure 5.1 graphically shows the example of a set of GRL when there exist two poles at
p1 = −2, p2 = −1 + i and two zeros at z1 = 0 and z2 = −1 + i. The blue curves represent
the GRL with a θ value sampled by θi = iπ9 for i = {1, · · · , 18}, and the red curve shows
the GRL with θ = 0 (which are the classical root locus paths). As expected, no blue curve
intersects. While it is not shown in the figure, one can see that there exist 2 break points
located at sb1 = −1.356 + 0.446i and sb2 = −2.643 + 3.553i. The corresponding θ values
are θ1 = −0.162π and θ2 = 0.957π. By using (5.4), two critical departure angle for p1 and
p2 are found. Those angles are θd1(p1) = 0.198π, θd2(p1) = −0.79π, θd1(p2) = −0.66π
and θd2(p2) = 0.45π. The total number break points verifies the upper bound in Theorem 8
since the upper bound was 4− 2 = 2.
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5.2.1 Gradient Flow
Define the function F : R2 → R using the open loop transfer function as follows:







whereby, with s = x + jy, the function is well defined except at the poles and zeros.
Those points attain the supremum and infimum values of F , respectively. In this section,
it is shown that the root locus always follows the negative gradient of F by deriving the
dynamics of the generalized root locus, s(θ, ·). Here, ∼= is used instead of = where ∼=
indicates equality after the identification of s ∈ C and (x, y) ∈ R2. The isometry between
two spaces preserves the topological structures. The level curves are shown in Figure 5.1.
The dashed black curves are the level set of the F function, and as it is shown in [101], all
the root locus path are orthogonal to the level curve of F function. A detailed analysis on
F with the classical RL approach can be found in [61].
Define Ω = R2\
⋃
i∈{1,··· ,n},j∈{1,··· ,m} {pi, zj}. Since the Laplace operator is linear,
translation invariant, and F is a summation of translated fundamental solutions of the Lap-
lace’s equation, it satisfies ∆F (x, y) = 0 on (x, y) ∈ Ω [76].
Further, let C(k) := {(x, y) ∈ R2 : F (x, y) = − ln(k)} be the − ln(k) level set of F .
Then (x, y) ∈ C(k) satisfies F (x, y) = − ln(k), so |H(s)| = 1
k





(Re(s(θ, k)), Im(s(θ, k))) . (5.6)
The rational function H(s) and the (natural) logarithm functions are conformal mappings,
so the mapping s 7→ F (s) preserves the angle. Observe that |F (s)| = k is a circle in
F (s)−domain, and the set {F (s) ∈ C : H(s) = kejθ,∀k ∈ R+} is a straight line from
the origin in F (s)− domain. The angle between the tangent of C(k) and the straight line
from the origin are always orthogonal. By properly defining the inverse of F locally, there
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exist a unique inverse image of C(k), and a unique inverse image of the straight line, which
are orthogonal in the s−domain. Applying this insight properly over the complex domain
leads to the conclusion that the root locus path and the level curves are always orthogonal.
Lemma 5. (a)∇(x,y)ln |s− a| ∼= s−a||s−a||2 holds for all s ∈ C\{a} given a ∈ C.








s−pi for all s ∈ Ω.
Proof. (a) The following holds by by the chain rule:
∂
∂x









ln |x+ jy − a| = Im(s− a)
||s− a||2
.










and the linearity of differentiation, and the definition of F .
The (gradient) dynamics of the generalized root locus are given in the next theorem.




be the unit normal direction of the level curve C(k), then
∂
∂k
s(θ, k) = − 1
k||∇(x,y)F (s(θ, k))||
N(s(θ, k)). (5.7)
Proof. By taking the derivative of the characteristic equation (5.1) at some k ∈ (0,∞), it
follows that a′(s(θ, k)) · ∂
∂k
s(θ, k) + b(s(θ, k)) + kb′(s(θ, k)) · ∂
∂k
s(θ, k) = 0 and so the
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derivative of s(θ, k),
∂
∂k
s(θ, k) = −b(s(θ, k))/(a′(s(θ, k)) + kb′(s(θ, k)))
= −b(s(θ, k))/(a′(s(θ, k))− a(s(θ, k))b′(s(θ, k))/b(s(θ, k)))
= 1/(k · (a′(s(θ, k))/a(s(θ, k))− b′(s(θ, k))/b(s(θ, k)))).






































= −1/(k∇(x,y)F (s(θ, k)))
= −∇(x,y)F (s(θ, k))/(k||∇(x,y)F (s(θ, k))||2)
= −N(s(θ, k))/(k||∇(x,y)F (s(θ, k))||).
The root locus follows the negative gradient of F , confirming that the level lines and the
root locus path are orthogonal. Figure 5.2 graphically illuminates the result of the theorem.
The open loop transfer function was chosen to have p1 = −2, p2 = −1+i and double zeros
at the origin. The black dashed curves represents the level curves of F , and the blue curves
represent the root loci with different angles θi = iπ8 for i = {1, · · · , 15} counterclockwise
from the one above the red curve. The red curve corresponds to θ = 0. Observe that H(s)
has a non-conjugated pole (p2) not allowed in the classical root locus. In addition, the
change of the angle θ smoothly changes the direction of the path.
Note that given K ∈ (0,∞), the trajectory of the s(θ,K) for all θ was equal to C(K)
by (5.6). This shows that if the motion of the robot follows the (5.7), then all the root loci
paths arrive at the level set C(K) at the same time. Although the arrival times are all same
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Figure 5.2: Level lines of F (black) and trajectories of GRLθ (blue).
for every path, the lengths traveled are different since the speed is not uniform for the paths.
The next subsection covers how to change the speed of the curve while following the same
root locus path.
5.2.2 Reparametrization of the generalized root locus
Here three reparameterizations of the root locus curve are presented. The first rescales




. Since the logarithmic function is strictly increasing
and continuously differentiable in (0,∞), by the inverse function theorem, the inverse
is also continuously differentiable, and so it can be used as a reparameterization of the













The new parameterized curve st(θ, ·) : R→ R2 has its domain in the entire R, and it starts
from p ∼= limt→−∞ st(θ, t) to z ∼= limt→∞ st(θ, t) if the root locus traverses from the pole
p to the zero z.
The second reparameterization is by arc length. By the fundamental theorem of the
local theory of curves [102], there exists an arc length reparameterization of the regular




sa(θ, r) = −N(sa(θ, r)), (5.9)
where the lower subscript a represents arc length. The sa(θ, r) are defined on (0, L(θ))
where L(θ) is the length of the curve.
Lastly, let the curve sa(θ, r) start from sa(θ, 0+) = pj for some j, and 0+ represents
an infinitesimally small positive number. Suppose that the speed of the curve is given to be
1
||∇(x,y)Fj(s)||
where Fj(s) := − ln(
∏n
i=1,i 6=j |s− pi|). Geometrically Fj is same as F except
the pole at pj and zeros have been removed. Therefore ||∇(x,y)Fj(s)|| is bounded along any
given root locus path, s(θ, ·). This specific speed profile will be chosen as a state dependent
constraint in the optimization section. More details will be explained in the next section;
here the existence of such reparameterization is verified.
Theorem 10 (Reparameterization with a state dependent speed ||∇(x,y)Fj(s)||−1). Given
the arc-length parameterized root locus, sa(θ, ·), where sa(θ, 0+) = pj , then there exist a
monotonically increasing function g : [0, a] → [0, L(θ)] in C1([0, a], [0, L(θ)]) for some
a > 0 such that snew(θ, p) = sa(θ, g(p)) and
∂
∂p




Proof. Let J(p) :=
∫ p
0
||∇(x,y)Fj(sa(θ, r))||dr. The function J is well defined on [0, a]
for any given a > 0 since ||∇(x,y)Fj(sa(θ, r))|| is bounded. Note that J is monotonically
increasing and continuously differentiable by the fundamental theorem of calculus (FTC).
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In addition, by the inverse function theorem, there exist a continuously differentiable in-
verse, J−1, and it is also a monotonically increasing function. Let a = J(L(θ)), and define
g : [0, a] → [0, L(θ)] where g(p) := J−1(p), then g is also a monotonically increasing
function inC1([0, a], [0, L(θ)]). By definition, J(g(p)) = p, and so J ′(g(p))g′(p) = 1. This
shows that g′(p) = 1
J ′(g(p))
. By invoking FTC again, J ′(g(p)) = ||∇(x,y)Fj(sa(θ, g(p)))||
holds, and so g′(t) = 1||∇(x,y)Fj(sa(θ,g(p)))|| . This shows that snew(θ, p) := sa(θ, g(p)) is a
well defined parameterized curve.








′(p) = − 1
||∇(x,y)Fj(snew(θ, p))||
N(snew(θ, p)).
5.3 A Single Robot Path Planning
5.3.1 Optimal Obstacle Avoidance Path Planning
This section presents a solution to the path planning problem in the 2−dimensional plane
where the locations of the obstacles are fixed.
Generating a set of trajectories
Suppose that there exist n − 1 obstacles with their center of mass are located at pi ∈ C
for each i = {1, · · · , n − 1}, then the objective is to determine a trajectory which goes
from pn ∈ C to z ∈ C while avoiding the obstacle locations. Start by placing a single pole
at all pi for all obstacles, and n zeros at z. By using the harmonic field method (HFM),
following the negative gradient will guarantee that starting from any non-singular point,
pn, will converge to the zero location.
Different from classical HFM, a singular point pn is assumed at the start location by
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Figure 5.3: Set of admissible trajectories.
placing an additional pole there. The main advantage of this modification is the additional
freedom it gives to chose the departure direction. By Theorem 9, it is shown that every root
locus follows the negative gradient direction, and it can be fully characterized by its angle
of departure, θd. Furthermore, Proposition 6 shows that θd can be uniquely identified with
θ, Therefore, any generalized root locus path, GRLθ starting from pn, converges to the
goal state while avoiding the center of the mass location of the obstacles. The convergence
occurs since the transfer function has an equal number of poles and zeros. Figure 5.3 has a
graphical picture of the set of trajectories. In this example, the starting point is at p2 = −2,
an obstacle is at p1 = −1 + j, and the goal state is located at z = 0. The blue lines
represent possible obstacle avoiding trajectories. The start direction has been sampled to
show 41 trajectories. The black dashed lines represents the level lines of F .
There are multiple means to evaluate the trajectories, all depending on the speed of
propagation (which is parametrization dependent). From the discussion in §5.2.2, four
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such families of trajectories are:
Uk := {s(θ, ·) : (5.7) holds ∀ θ ∈ [−π, π]};
Ut := {st(θ, ·) : (5.8) holds ∀ θ ∈ [−π, π]};
Ua := {sa(θ, ·) : (5.9) holds ∀ θ ∈ [−π, π]}; and
Up := {snew(θ, ·) : (5.10) holds ∀ θ ∈ [−π, π]}.
(5.11)
Every root locus for each family starts at the pole pn. From a set theoretic point of view, all
four definitions are equivalent, however, the trajectory speeds are different. The different
definition of the above sets will be useful in solving the path optimization problem in the
next section.
Shadow zones
As the root locus paths do not intersect, there exists a region near the obstacles where
the admissible paths cannot enter. Figure 5.3 graphically shows that the region outside of
the boundary of the blue curves cannot be reached if the robot departs from the pole at
−2. The region, which is denoted as the shadow zone, can be defined by using the set of
trajectories starting from the obstacle poles. The shadow zone plays a role as a safety guard
surrounding the obstacles, which the path must not enter. The size of the shadow zone can
be controlled by having a multiple poles at the obstacles, and the fractional order obstacles
have been studied in [71] to contorl the size. More analysis on the shadow zone can be
done by using the invariance of the saddle point behavior in [103, 104].
5.3.2 Suboptimal Minimum Time Problem
A minimum time problem with the obstacle avoidance and the state dependent speed con-
straints is considered in this section. A typical example can be found in undulatory lo-
comotion (such as snakes) where the amplitude of body motion (and therefore the body’s
envelope) of the snake depends on the average speed of motion. In the case of undulation
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through a narrow region, the lower amplitude motions needed to clear the gap would in-
duce a slower averaged velocity. Therefore, there exists a correlation between the speed
and the obstacle location. A similar consideration might be needed for stealthy movement
past adversarial obstacles.
General minimum time Problem for a single integrator
Suppose that the objective is to find the minimum time path starting from pn to z with
state dependent speed constraint, P : R2 → R+, and the state constraint such that the
path should not cross the obstacles located at pi for i ∈ {1, · · · , n − 1}. In summary, the





• ṡ = u




where ri is the radius of the safety guard to avoid the collision with the obstacle at pi, The
case P (s) = 1 is the problem of path length minimization. If P (s) := 1||∇(x,y)Fj(s)|| from
Theorem 10, then the speed of the robot should be slow near an obstacle and increases as
it moves away from the obstacle.
Modified minimum time Problem
In general, finding the optimal path satisfying the inequality constraints for the safety could
be difficiult due to the possible non-convex shape of the obstacles. Assuming that enough
poles are selected on the obstacles where the shadow zone fully contains the whole body
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Figure 5.4: Suboptimal minimum time problem.
of the obstacles, the sub-optimal problem can be considered by removing the inequality
constraints in (5.12), and making the dynamics restricted to the GRL path. The reduced
problem is not equivalent to the problem in (5.12) since the trajectory only follows the
negative gradient direction of F . However, the computation would be much simpler since





with the constraints s(θ, ·) ∈ Up where Up was chosen such that s(0) = pn, s(T ) = z.
As each speed constraint can be involved in the admissible set definition, one can change
the speed constraint by choosing different admissible sets from one of Uk, Ut, Ua and Up as
defined in §5.3.1. The summary of the suboptimal problem is shown in Fig 5.4.
Here, the algorithm to find the optimal θ is explained. First, observe that the level lines
close to singularity have a circular shape, and so without loss of generality, it is assumed
that the robot start from an ε apart from the starting pole. Let the initial set be the points
{(x, y) : x + jy = s = pn + ε · ejθ, ∀θ ∈ [−π, π]}. One can construct a time map
T : C → R+ where T (q) is the arrival time from the initial curve to the point q ∈ C. The
time function is well defined since the root locus does not intersect.
The optimal solution θ can be obtained by finding the minimum T point around the ε
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circle centered at the goal z. The argument for the approximate ε distance from the goal




with the constraints, ||s− z||2 = 2ε2 or s := z +
√
2εejθr .
Assuming that ε is small, θr is the approximation of the angle of arrival at the zero.
Now, invoke Proposition 6, to compute θ or the angle of departure, θd. This will give the
solution for the modified suboptimal problem, (5.13).
5.3.3 Example
Suppose that four obstacles are at p1 = (−1.2, 1.5), p2 = (−1.4, 0.2), p3 = (−1.2,−0.5)
and p4 = (−1.2,−1.5), and the goal is to design a path from p5 = −3 to the origin z = 0.
There exist three gaps created by the obstacles, which the robot must pass through in order
to reach the goal. Besides those gaps, there also exist two possible areas which are not
surrounded by the obstacles but detour all the obstacles. The width of the gap between p1
and p2 is 1.3153, and the width of the gap between p2 and p3 is 0.7280. The GRL will be
used to solve two problems. One is the original minimum length problem, when P (s) = 1
for all s ∈ C. The other problem is the minimum time problem with the state dependent
constraint, P (s) := 1||∇(x,y)Fj(s)|| where Fj(s) = log(|
1
(s−p1)(s−p2)(s−p3)(s−p4) |). Figure 5.5a
shows both optimal path solutions. Black curves represent the sampled admissible paths in
Ua, and the red path represents the shortest path solution without the speed constraint. The
blue curve is the solution when there is a constraint on the speed. The constraint is such
that the robot should slow down as it approaches an obstacle. Therefore, the entering speed
near the smaller width gap is slower than the one for the larger width gap.
Figure 5.5b shows the arrival times with the speed constraint. The x axis shows the
different angle of departures after using the Proposition 6. The minimum time angle of de-
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2 Speed Constraint: O
 Speed Constraint: X
(a) Minimum time solution with (blue) and without (red) the state dependent speed
constraint.
Angle of departure (Radians)



















(b) Arrival time plot over different angle of departure.
Figure 5.5: Example for the sub-optimal minimum time solution.
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parture in this example is 0.3927 in radians. The discontinuity in Figure 5.5b also confirms
the existence of the shadow zone.
The shortest path, red curve, is not the exact straight line path since the obstacles warp
the space slightly so that the straight line path is not within the family of paths Ua. In
addition, the solution with the speed constraint, blue curve, also coincides with intuition
since it enters the gap with width larger than the one entered by the red curve. The solver
tends to find the path with faster motion along the path in order to minimize the total time.
This example illuminates the optimal average motion of the undulatory locomotion.
5.4 Multi-Agent Formation Control
Multiple robot path planning can be designed using GRL, motivated by the fact that, given
θ, a root locus path contains all continuous trajectories from each pi to some zi. Since R2
and C are isomorphic, each root, s(θ, k), of (5.2) can be identified with a location of a robot
in R2 at time k. For example, suppose that two green triangle in Figure 5.1 are the starting
points of two robots located at (−2, 0) and (−1, 1). Let the goal to be finding the control
of these robots which makes them to asymptotically converge to two target points located
at (0, 0) and (−2, 1). By choosing any angle of departure θd(p1) /∈ {0.198π,−0.66π} and
θd(p2) /∈ {−0.79π, 0.45π}, the figure graphically shows that each path arrives at one of
the target points without colliding with other robots. Therefore, a set of trajectories from a
given pole pi, such that by following the path it is guaranteed that collision will never occur
and the robots arrive at the goal location asymptotically, is defined.
Definition 26 (Set of collision-free paths). Let pi be a root in a(s). A set
S(pi) := {(θ, s(θ, ·)) ∈ [−π, π)× C1(R+,C)|s(θ, ·) ⊂ GRL(θ) ∧ s(θ, 0) = pi,∀θ /∈ B},
is a set of all collision free root locus trajectories from pi labeled with corresponding θ.
Furthermore, it is shown in next proposition that by keeping the same θ /∈ B, the GRLs
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indeed converges to all of the zeros.
Proposition 7. Let a(s) and b(s) be two monic polynomials, relatively prime, and all roots
are simple, then the roots of (5.2) asymptotically converge to the roots of b(s).
Proof. Let C(s, k) = 1
1+kejθ
(a(s) + kejθb(s)). Since the roots do not change by scaling
every coefficient with a same factor, C(s, k) and (5.2) with same k have the same roots. It
was shown in [105], that the roots of monic polynomial vary continuously as a function of
its coefficients if the monic property doesn’t change by the function. Observe thatC(s, k) is
a monic polynomial by construction, and its coefficients are continuous for k > 1. Taking
the limit k →∞,C(s, k)−b(s) = 1
1+1kejθ
(a(s)−b(s)), and so limk→∞(C(s, k)−b(s)) = 0.
Therefore, as k →∞, the roots of C(s, k) converge to the roots of b(s).
5.4.1 Problem Statement
In this section, the formation control problem is stated. First, targets in some global coordi-
nate system are defined as a set of distinct vectors, {y1, · · · , yN} ⊂ CN . Let y = 1N
∑N
i=1 yi
be its center of mass. The definition of the shape is the relative position from its center of
mass, and it is written as zi = yi−y. Now, letN non-distinguishable robots initially located
at {r10, · · · , rN0} ⊂ CN . Let {r1(t), · · · , rN(t)} ⊂ CN be the location of each robot in the
global coordinate at time t, and r(t) = 1
N
∑N
i=1 ri(t) be the center of mass of the robots at
time t. Since ri(0) = ri0 for all i, the center of mass can be found by r(0) = 1N
∑N
i=1 ri(0).
Lastly, let si(t) = ri(t)− r(t) be the relative vector from the center of mass of robots.
Information structure
Let V = {1, · · · , N}. Here are two assumptions on the resources which each robot can
have.
Assumption 4. (Limited information) There is no communication link between robots, and
the other robots are indistinguishable (no labeling).
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Assumption 5. (Sensing) The robot can measure the relative displacement from other ro-
bots, {ri(t)− rk(t)}Nk=1, but not the global coordinate.
Assumption 6. (Controller) A single integrator is used to generate the trajectory: ṡi = ui.
Assumption 7. (Memory) Each robot has memory.
By using the relative measurement, si(t) can be known by taking a linear combination
of the relative distances as






In addition, si(t)− sj(t) can also be known since
si(t)− sj(t) = ri(t)− r(t)− (rj(t)− r(t)) = ri(t)− rj(t).
Lastly, all sj(t) can be computed by sj(t) = si(t)− (si(t)− sj(t)). In summary, i-th robot
can compute si(t), sj(t), and si(t) − sj(t) for all j at each time t. Furthermore, suppose
that the robots were initially at rest, then i-th robot can store the values of {sj(0)}Nj=1, and
so at any given time t, the robot can compute si(t)− sj(0) for all j ∈ V .
Problem statement
1. (Translation and Permutation Invariant control) Assume that all the nodes have agreed
on the shape definition of {zi}Ni=1. Find a control ui for each robot ri such that the ge-
nerated paths are collision free, and there exist a permutation π : V → V such that by
evolving ṙi(t) = ui(t), the robots asymptotically converge to limt→∞ ri(t) = zπ(i)+v
for some v ∈ C.
2. (Permutation Invariant control) Assume that all the nodes have agreed on the shape
definition of {zi}Ni=1. In addition, assume that all the nodes agreed on the initial
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displacement of the center of masses, r(0) − y(0). Find a control ui for each robot
ri such that the generated path are collision free, and there exist a permutation π :
V → V such that by evolving ṙi(t) = ui(t), the robots asymptotically converge to
limt→∞ ri(t) = yπ(i).
5.4.2 Representation Space
In this section, the polynomial based representation space of robots in a planar space is
defined. Pick N ∈ N such that N will be the number of robots. Let




N−i, ∀ai ∈ C} (5.14)




N−i where a0 6= 0 and ∀ai ∈ C}. (5.15)
Pm(N) is a set of monic polynomial with an order N where the subscript m stands for
monic, and P (N) is a set of all polynomial with an order N . It is shown in [105] such
that CN is isomorphic to Pm(N). Since Pm(N) ⊂ P (N), P (N) also includes CN but the
representation is not unique. However, P (N) can still be uniquely identified with CN by
taking a quotient, CN ∼= P (N)/ ∼, where ∼ is defined by dividing the highest coefficient.
The proposed representation space is in P (N), and the quotient operation is used whenever
the the roots need to be uniquely identified.
Configuration space
Here the notion of representation space is formally defined.
Definition 27 (Configuration space). A polynomial subset, CP (N), of P (N) is called a
configuration space where CP (N) = {f(s) ∈ P (N)| where a1 = 0}.
Let f(s) ∈ CP (N), then the property of a1 = 0 represents that if {pi}Ni=1 are the roots
of f(s), then
∑N
i=1 pi = 0. In other words, the center of mass of the roots is at the origin.
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Also, observe that CP (N) is almost closed under addition since if {ai}Ni=0 and {bi}Ni=0
are in CP (N) and a0 + b0 6= 0, then a1 = b1 = 0 and so a1 + b1 = 0. Furthermore,
the coefficients of f(s) from order 0 to N − 1, say {ai}Ni=1, can be uniquely defined with
elementary symmetric polynomials and a0, by ai = a0ei(p1, · · · , pN) for i ≥ 1 where
ei(p1, · · · , pN) is an i-th elementary symmetric polynomial.
Invariance properties
There are two invariant properties for CP (N).
Proposition 8. Let a(s) = a0(s−p1) · · · (s−pN) and b(s) = b0(s−z1) · · · (s−zN) be two
polynomials in CP (N), associated respectively with the coefficient representation , {ai}Ni=0
and {bi}Ni=0.
(a) If π is a permutation operator, π : {1, · · · , N} → {1, · · · , N}, and c(s) represents
the root-shuffled polynomial of b(s) with a permutation π, and {ci}Ni=0 is its coefficient
representation, then bi = ci for all i.
(b) If α and β is in C\{0} such that αa0 + βb0 6= 0, then αa(s) + βb(s) ∈ CP (N).
Proof. (a) By using the elementary symmetric polynomials, bi = b0ei(z1, · · · , zN) and
ci = c0ei(zπ(1), · · · , zπ(N)) for all i ≥ 1 holds. Since the coefficient of highest order is
invariant under permutation, b0 = c0 holds. By the definition of elementary symmetric
polynomial, it can be shown that ei(z1, · · · , zN) = ei(zπ(1), · · · , zπ(N)). Therefore, b(s) =
c(s) holds.
(b) Since α+β 6= 0, the coefficient of highest order in αa(s)+βb(s) is non zero. Therefore,
αa(s) +βb(s) ∈ P (N). Now since a1 = 0 and b1 = 0, any linear combination is also zero.
Hence, αa(s) + βb(s) ∈ CP (N)
The first part of the proposition implies that even if the b(s) in the GRL have a target
configuration different from the original, the GRL will assign the robots to all permuted
target positions. The second part of the proposition shows that if a(s) and b(s) of GRL are
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both in CP (N), then a(s) + kejθb(s) is also in CP (N) for all k ∈ (0,∞). Therefore, the
root locus transition is made in CP (N), and following corollary holds.
Corollary 1. Let a(s) and b(s) are in CP (N). Suppose that {si(θ, ·)}Ni=1 is a set of GRL
which solves Eqn (5.2), then
∑N
i=1 si(θ, k) = 0 for all k ∈ (0,∞).
5.4.3 Formation Control
Based on the analysis for the representation space in § 5.4.2, this section describes a root
locus control solution for the formation control problem.
Translation and permutation invariance
Let {zi}Ni=1 be the desired shape. Suppose pi = si(0) for all i, then {pi}Ni=1 are distinct
poles, and {zi}Ni=1 are distinct zeros. The corresponding a(s) and b(s) in CP (N) such that
a(s) = (s− p1) · · · (s− pN) (5.16)
b(s) = (s− z1) · · · (s− zN) (5.17)
can be defined. Pick θ /∈ B. Suppose that si(t) := si(θ, t) where {si(θ, ·)}Ni=1 is N GRL
which solves a(s) + kejθb(s) = 0 such that si(θ, 0) = pi, then by using the Proposition 7,
there exist a permutation operator π : V → V such that limt→∞ si(t) = zπ(i).
Pick ui(t) as the right hand side of (5.9). The computation is feasible since i-th robot
knows si(t) − pj and si(t) − zj for all j at each time t. By following the GRL solution,
ri(t) = si(t)+ci is achieved for some constant ci. By using the Corollary 1, 1N
∑N
i=0 si(t) =
0 holds for all t, and so ci = r(0) for all i is found. In other words, using the GRL control,
the center of mass does not change, and also, by taking the path generated by the root locus,
it is guaranteed that there is no collision. Hence, limt→∞ ri(t) = zπ(i) + r(0) holds.
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(a) Translation and permutation invariant formation control
for θ = −0.25π.
(b) Translation and permutation invariant formation control
for θ = 0.25π.
Figure 5.6: Example for the formation control in configuration space.
Permutation invariance
Let v = y(0)− r(0). Compute the same si(t) in the previous problem. Now, pick ui(t) =
ṡi(t)+ve
−t, then ri(t) := si(t)+v(1−e−t)+ci for some ci ∈ R. Since si(0) = ri(0)−r(0),
the displacement ci = r(0) is found. Substitute v with y(0) − r(0), then ri(t) = si(t) +
y(0)− (y(0)− r(0))e−t holds. In this case, the center of mass of the robot configuration is
now changing with time, r(t) = y(0) − (y(0) − r(0))e−t. Since limt→∞ si(t) = zπ(i) for
some permutation π, asymptotically limt→∞ ri(t) = zπ(i) + y(0) = yπ(i) holds. Since all
ri(t) are translated equally from the original root locus s(t), the collision free property still
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Figure 5.7: Permutation invariant formation control.
holds. Hence, limt→∞ ri(t) = yπ(i) holds, which solves the problem.
5.4.4 Example
Here is an example for six robots. The objective is to make a pentagon shape with a
center node. Suppose that 6 robots are placed at p1 = (−1.5,−1.5), p2 = (−1,−1.5),
p3 = (−0.5,−1.5), p4 = (0.5, 1.5), p5 = (1, 1.5), and p6 = (1.5, 1.5) in its confi-






)) for i = {1, ·, 5} and z6 = (0, 0) in its configuration space,
and have y = (−5, 3) as its center of mass. In this example θ is chosen to be −0.25π for
Figure 5.6a, and θ = 0.25π for Figure 5.6b. First, make all robots and goal formation into
its configuration space, and let {pi}6i=1 be 6 poles location, and {zi}6i=1 be 6 zeros loca-
tion. In Figure 5.6 these poles and zeros are marked with blue crosses and black circles,
respectively. Following the root locus, provides a trajectory for each robot in its configu-
ration space. As expected, each robot is assigned to a unique target position in the shape.
By changing the θ values in Bc, a different assignment can be found with a safe trajectory.
Figure 5.6b shows that the assignment of the robots are changed by having a different θ
from Figure 5.6a.
128
The second example of finding the permutation free formation control is shown in Fi-
gure 5.7. The blue cross and black circle marks represents the robots and the target location
in the global frame. Using the method in Section 5.4.3, leads to 6 trajectories which con-
verge to each target position. In this example, the angle θ = −0.25π was chosen inBc. The
collision-free property holds for the second example. The intersection shown in the figure
is not a collision. Rather, it shows that by using the root locus and translation method, there
may exist a point in space which is visited by two robots at different times.
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CHAPTER 6
GEOMETRY 1: RECTANGULAR ROBOTS PATH PLANNING
In this chapter, a new framework for modeling the optimal path planning problem of full
body robots, especially, rectangular robots in R2, are considered. Typically, constraints
for the safe, obstacle-avoiding path involve a set of inequalities expressed using logical
OR operations, which makes the problem difficult to solve using existing optimization
algorithms. Inspired by the geometry of the unit sphere in the weighted Lp norm, an exact
and approximate constraints for safe configurations using only logical AND operations are
pursued. The proposed method does not require integer programming nor computation of
a Minkowski sum in the configuration space.
A direct approach for safety is considered by finding analytic collision constraints for
each corner of the robot and obstacles. In particular, two different cases of obstacle geo-
metry are considered: circular obstacles and rectangular obstacles. Using the weighted Lp
norm requires six inequalities to represent the exact constraints for collision avoidance of
circular obstacles using AND operations, and eight inequalities for rectangular obstacles.
This chapter is organized as follows. In § 6.1, the background of safe path planning
for full body problem is reviewed. In § 6.2, a motivating example of the safety constraint
using Lp norm is covered, and the formal definition of weighted Lp norm is introduced in
§ 6.3, with the problem statement formulated afterwords in § 6.4. Next, the framework for
constructing the safe configuration constraints using Lp norm is illustrated in § 6.5, and
four interesting simulations are given in § 6.6.
6.1 Introduction
In this section, the problem of safe trajectory generation for a robot through the synthesis
of cost minimizing optimal controls (e.g., arrival time or path length), also known as robot
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motion planning, is considered. A classical and well-known approach to robot motion
planning is the configuration space approach, which converts the rigid body path planning
problem into a simpler point mass robot problem in the higher dimensional space, denoted
as the C-space [106]. Transforming the rigid body to a point mass equivalent involves
applying the Minkowski sum, defined by A⊕B = {q∈Rn : q=x+ y,∀x ∈ A∧∀y ∈ B}
for two given sets A,B ⊂ Rn. The process creates obstacles representations in the C-
space, so called C-obstacles, when computed via the Minkowski summation for each robot
orientation. Once the C-obstacles are constructed, the set of collision free configurations,
called the C-free space, is obtained via the complement of the C−obstacles in C-space.
An algorithm to find the C-free space for two polygon shaped robot and obstacle is shown
in [107] and an algorithm for the exact Minkowski sum of convex polyhedra is given in
[108]. More details of the motion planning on the configuration space, and the numerical
algorithms can be found in [109, 10, 110].
Analytic expressions for the C−free space involve a set of inequalities combined by the
logical OR operation when the robot or the obstacle are polygon shaped [10]. The use of
the logical OR causes a major problem in applying general optimization algorithms since
they are constructed based on AND operations applied to the constraints; constraints with
OR operations are analytically intractable [111]. One way to avoid the OR operation for the
rectangular obstacle with a point mass robot is to use mixed integer programming (MIP)
by introducing artificial integer valued variables [112, 113]. However, integer programing
is known to be NP-hard [114]. Recently, an efficient way of reducing the number of inte-
gers in the optimal path planning problem was given in [115]. The method improves on
the scaling of the NP-hard problem at the expense of a decreased probability of finding a
feasible solution.
As an alternative method, without using integer variables, a new weighted Lp norm
based framework to find the constraints for safe configurations through the use of the logical
AND operations for the case of a rectangular robot is proposed. The new framework to
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formulate the equivalent constraints of a safe configuration is inspired by the geometry of
unit spheres for weighted Lp norms. The unit level set of the Lp norm with different p
values forms different shapes that converge to the square as p → ∞. Thus weighted Lp
norms lead to exact and approximated implicit equations for the boundaries of rectangles.
Taking advantage of this observation, a detailed method to synthesize a collection of mixed
Lp norms that implicitly define safe configurations is described in this section.
Work related to the proposed framework exploring non-circular robots includes [116],
which gives the analytic formulation of the exact boundary for the Minkowski sum of two
ellipses through affine transformations. Follow-up work applied this formulation to the
path planning problem with elliptic obstacles in the C-space by providing the exact boun-
daries for the C-obstacles [117]. Although ellipses arise through weighted L2 norms, the
approach here is essentially different from- and complementary to- [117]. First, the met-
hod here considers rectangular robots and a mixture of rectangular and circular obstacles
(it also holds for circular robots). Second, the goal of current work is to find the implicit
constraints for the center of the robot without constructing the Minkowski sum between
the robot and the obstacles. As will be shown, the synthesis of these implicit constraints is
computationally simple since all that is required is to define 8 different weighted Lp norms
for the rectangular obstacle case, and 6 for the circular obstacle case. In addition, the pri-
mary interest is in solving the optimization problem by analytically setting up a Bolza type
optimal control problem [118], rather than constructing C-obstacles.
6.2 Motivating Example
To motivate the solution, consider the shortest path problem for a square shaped unicycle
robot avoiding a point obstacle. This problem can be formulated equivalently with a point-
mass unicycle robot and the square obstacle after constructing the configuration space. Let
the unicycle robot travel from the starting configuration g = (xi,yi, θi) to the final position
(x, y) = (xf ,yf ), irrespective of orientation, in the planar space SE(2). As per Figure 6.1,
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Figure 6.1: Single square obstacle avoidance example.
let there be a single square obstacle centered at (xo, yo) with edge length 2 between the
initial and the final positions of the robot, so that a detour is needed to avoid collisions. A






ẋ2(t) + ẏ2(t)dt subject to (6.1)
ẋ = u1(t) cos(θ(t))
ẏ = u1(t) sin(θ(t))
θ̇ = u2(t)
, (6.2)
(x(0), y(0), θ(0)) = (xi,yi, θi), (6.3)
(x(T ), y(T )) = (xf ,yf ), (6.4)
|x− xo| > 1 OR |y − yo| > 1, (6.5)
where (6.1) is the cost, and (6.2-6.5) are constraints of the optimization problem. The safe
trajectory constraints (6.5) are a set of inequalities with the logical OR operation. However,
the OR condition is known to be analytically intractable, [111]. To solve with mathematical
programming algorithms, a conversion to equivalent AND operations is considered in this
chapter.
The idea is to find a function V : R2 → R such that there exist a constant c ∈ R,
which makes the superlevel set {(x, y) = q ∈ R2 : V (x, y) ≥ c} equivalent to the OR
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conditioned constraint in (6.5). The function V for the square obstacle centered at (xo, yo)
will be formulated by the L∞ norm in Lp theory [119]. Define V by
V (x, y) := ||(x− xo, y − yo)||∞ = lim
p→∞
(|x− xo|p + |y − yo|p)
1
p . (6.6)
Since the L∞-norm unit sphere in R2 is a square centered at the origin, the inequality
constraint V (x, y) > 1 replaces the OR conditions in (6.5).
6.3 Weighted Norm
Let x = (x1, · · · , xn) be a vector in Rn for n ∈ N, with x being positive (e.g., xi > 0 for
all i).
Definition 28 (Weighted Lp norm). Let σ ∈ Rn be a positive vector, and 0 < p <∞, then









for all x ∈ Rn where σ = (σ1, · · · , σn). Furthermore the level set {x ∈ Rn : ||x||(σ,p) = 1}
is called the unit sphere of the Lσ,p norm.
With a slight abuse of notation, if σ is a scalar but x is a vector, then the division by σ
is applied across all coordinates. Another way of defining the σ-weighted Lp norm is by
||x||Σ,p := ||Σ−1x||p, where Σ = diag(σ1, · · · , σn), which shows that it is a generalization
of the usual Lp norm. A major benefit of this generalization is that by choosing different
σ or p, the unit sphere of usual Lp norm can be continuously deformed. For any given
positive σ, as p increases, the unit sphere of L(σ,p) approaches the unit sphere of L(σ,∞).
The collection of unit spheres for n = 2 and σ = (2, 1), where each closed curve
represents the unit sphere for different p values, are shown in Figure 6.2. The blue curves
corresponds to the case when p changes from 0.5 (innermost) to 1.9 (outermost) with step
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Figure 6.2: Unit sphere of (2, 1)-weighted Lp norms with different p values.
size 0.2. Similarly, the red curves represent corresponding changes as p increases from 2
(innermost) to 10 (outermost) with step size 1. The black curve corresponds to p = ∞,
where it is equivalent to the supremum norm.
6.4 Problem Statement
This section generalizes the motivational problem to consider a rectangular robot naviga-
ting through a space with rectangular and circular obstacles. The geometry of the rec-
tangular body is described by σ := (σ1, σ2), where σ1 and σ2 are the half lengths of




o) ∈ R2 with radius







r) ∈ SE(2), where the coordinate frame is centered in the square. The
rectangular obstacle half lengths are σj := (σj1, σ
j
2) for each j ∈ {1, · · · , Nr}. Without
loss of generality, the problem will be formulated using an initial SE(2) configuration and
a final position, R2 ⊂ SE(2), as the path boundary conditions. The arrival time, Tf > 0, is
fixed.
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Here, g(q) ∈ R2 denotes the transformation of coordinates of q ∈ R2 according to
g ∈ SE(2). The inverse g−1 would perform the change of coordinates in the inverse
direction.
The collision-free spaces for the circular and rectangular obstacles are
Ci := {q ∈ R2 :
∣∣∣∣q − oic∣∣∣∣22 > r2i }, and (6.7)
Rj := {q ∈ R2 :
∣∣∣∣[gjr ]−1(q)∣∣∣∣Σ,∞ > 1}, (6.8)
respectively, in the world frame for all i and j (see §6.3 regarding ||·||Σ,∞). As the robot
moves, the collision constraints in the robot’s body frame will change. With g defining
the robot’s body frame relative to the world frame, the collision-free space in robot body
coordinates is:
CRi := {q ∈ R2 :
∣∣∣∣g(q)− oic∣∣∣∣22 > r2i }, and (6.9)
RRj := {q ∈ R2 :
∣∣∣∣[gjr ]−1 ◦ g(q)∣∣∣∣Σ,∞ > 1}. (6.10)
Let B ⊂ R2 describe the subset of R2 containing the robot’s full body in the robot’s





L(g, ġ, u)dt subject to (6.11)
ġ = f(g, u),
g(0) = (xi,yi, θi),














where p (·) gives the translation coordinates of SE(2), u(t) ∈ R2 is the control of the
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robot, f are the control equations of motion, and L(g, ġ, u) is some physically meaningful
cost such as control energy or path length. Since the constraints in (6.13) typically require
OR operations, the goal is to first convert them into a new set of constraints with AND
operations.
Remarks. Once the problem is reformulated with AND operations, numerical solutions
to Bolza type path planning problems [118] no longer require explicit construction of the
C-obstacles nor the C-free space. The problem in (6.11-6.13) generalizes to admit other
constraints such as free final time or fixed final orientation.
6.5 Collision Avoidance Constraints
The motivational example, with a point mass robot and a square obstacle, demonstrated
that the weighted Lp norm can be used to analytically define the free space with the impli-
cit inequality constraint (using p = ∞). However, for full body robots, imposing a single
point-based L∞ inequality constraint will not be sufficient. All boundary points of the ro-
bot must be considered to define a collision between the robot and an obstacle. Similar to
the configuration space approach, the goal is to convert the collision-free space determi-
nation into an equation of the position of the robot frame or obstacle frame, but there is
the additional objective to avoid explicit computation of the boundary points. Instead, this
section seeks to define value functions as in (6.6) that provide implicit inequalities, and that
compose using logical AND operations. Two cases are considered: the collision avoidance
between a circular object and a rectangular object, and the collision avoidance between two
rectangular objects.
6.5.1 Circular obstacles
The case of circular obstacles will be examined by converting the Minkowski sum of a
rectangle with a circle into a set of inequality constraints (or of super-level set definitions)
that must all be met. Define the collision space for the circular obstacle given relative to its
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Robot collides with the obstacles if the distance of the robot body to the circular obstacle
is less than ri. The boundary of Minkowski sum B ⊕ C
O
i is depicted in Figure 6.3a by the
outer boundary of the graphed shapes (coordinates in the robot’s body frame). Since the
robot is rectangular, the set B is a rectangular shape with half lengths σ = (σ1, σ2). For the
figure, σ = (2, 1) and r = 1. The figure also depicts 6 shapes whose union is equal to the
Minkowksi sum. These sums define the 6 value functions to be constructed.
Using the σ-weighted Lp norm of Definition 28, the value functions for the ith circular
obstacle are
V i1 (q; g) := ||g−1(q)||(σ1+ri,σ2),p
V i2 (q; g) := ||g−1(q)||(σ1,σ2+ri),p
V i3 (q; g) := ||g−1(q)− (σ1, σ2)T ||ri,2
V i4 (q; g) := ||g−1(q) + (−σ1, σ2)T ||ri,2
V i5 (q; g) := ||g−1(q) + (σ1,−σ2)T ||ri,2
V i6 (q; g) := ||g−1(q) + (σ1, σ2)T ||ri,2
where g defines the current robot rigid body frame relative to the world frame. If g is
omitted, then it is presumed to be the identity (e.g., the robot and world frames align).
Proposition 9. If p =∞, then B ⊕ COi is equal to
⋃6
j=1{q ∈ R2 : V ij (q) ≤ 1}.
Proof. The proof is immediate since {q : V i1 (q) ≤ 1} ∪ {q : V i2 (q) ≤ 1} contains all the
points inside the robot. It also contains the points located along the rays orthogonal to the
edges (and pointing outwards), such that their distance is less than ri. What remains are
the set of points missed near the rectangle corners. These are covered by the four circles
of radius ri. Taking the union of the circles with radius ri centered at four vertices of B,






6 . The union of all these sub-level sets
is equivalent to the Minkowski sum of the two shapes, B ⊕ COi .
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The proposition indicates that the proposed six constraints are exactly equivalent to
the C-obstacles constructed by the Minkowski sum, given that p = ∞. Furthermore, the
collision-free space is the negation of the union, which leads to intersections of super level-
sets. Intersections of spaces are described through logical AND operators in the optimal
control formulation. However, since the gradient of the maximum operator does not have
an analytic formula, using L∞ norm in the optimization problem may not be a good choice.
Differentiable, alternative or approximate formulations are sought.
The discussion of § 6.3 and visualization of unit Lp spheres showed that as p gets larger
the unit sphere of Lp approaches that of L∞. Although it is not a perfect rectangle, the
benefit of having large p is an analytically computable gradient for the inequality constraint,
and use it in the optimization problem. An example for the case p = 20 is shown in
Fig 6.3b. The parameters in the examples are σ = (2, 1) and r = 1. The black dotted line
represents the robot body in its coordinate frame, and two horizontally long and vertically
long rectangles represent the unit level sets of V i1 and V
i
2 , respectively. The four blue circles






6 . The approximate nature
means that there will be some part of the collision-free space that is actually a collision, or
conversely, some part of the collision space will return as collision-free. There are eight
such regions, two at each corner. They are the dimples formed at the outer intersections of
the approximately rectangular boundaries with the circular boundaries.
A simpler, conservative approximation of the Minkowski sum may be defined using a
single value function instead of six. Let V i7 be another value function defined as
V i7 (q; g) := ||g−1(q)||(σ1+ri+ε,σ2+ri+ε),p (6.15)
By choosing a large p and a small ε > 0, the Minkowski sum is confined to the sub level-set
{(x, y) : V i7 (x, y) ≤ 1}. An example for p = 20 and ε = 0.01 is shown in Fig 6.3c, where
red curve represents the unit level set of V i7 , and dashed blue represents the circle with
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radius r = 1 at each corner. In this case, the opposite situation occurs. The extra collision
regions at the rounded corners means that some parts of the collision-free space evaluate to
collisions.
As noted earlier, the main result of this section is that the OR condition in (6.13) due to
the rectangular body of the robot is now changed to the AND condition. In summary, the
anti-collision condition for the circular obstacle may be replaced by one of the two logical
expressions,
∧Nci=1 ∧6k=1{q ∈ R2 : V ik (q) > 1} (6.16)
∧Nci=1 {q ∈ R2 : V i7 (q) > 1}, (6.17)
where ∧ stands for the logical AND operation. The number of inequalities required for the
circular obstacles will be 6Nc if only the former expression is used, Nc if only the latter
expression is used (or some mix if one of either two is selected per circular obstacle). The
constraint (6.16) is more accurate in capturing the collision at the corner of the robot, while
(6.17) is more beneficial numerically since the formulation has less inequality constraints.
6.5.2 Rectangular obstacles
For two rectangular obstacles, the collision space is trickier to compute with the Minkowski
sum since the obstacles orientations modify the sum. In order to construct a fullC-obstacle,
it is necessary to compute the Minkowski sum at every orientation of the robot and the
obstacles. Fortunately, the weighted Lp method to find the equivalent set of inequalities
composed with logical AND operation is simpler than computing the Minkoswski sum in
C-space.
The contact of two polygons in R2 is categorized into two types: one is the robot vertex
to obstacle edge and the other is robot edge to obstacle vertex [10], which are denoted as
Type A and Type B collisions, respectively, in [109]. Since the robot and the obstacle are
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both rectangular, there will be eight different types of possible contact.
Define the 8 corners from the robot and the jth obstacle, in the world frame, by
A = g

σ1 σ1 −σ1 −σ1

















where each column of A and Aj represents the coordinate of corners of the robot and each
obstacle, respectively. The obstacle corners in the robot frame are ARj = g
−1(Aj). Denote
the columns of ARj at time t by ψk(t) ∈ R2 for each k ∈ {1, 2, 3, 4}. The anti-collision
condition of robot edge to obstacle vertex contact consists of four AND operations,
∧4k=1{||ψk(t)||(σ1,σ2),p > 1}. (6.20)
The L(σ1,σ2),p distance from the center of the robot to the obstacle corners should be greater
than one.
Now, consider the matrix of the four corner coordinates of the robot in the jth obstacle
frame, AO,j = [gjr ]
−1(A). Denote its columns at time t by ψjk(t) ∈ R2 for each k ∈




k(t)||(σj1,σj2),p > 1}. (6.21)
The union of (6.20) and (6.21) gives eight inequality constraints,
∧N2j=1 ∧4k=1
(





which represent the avoidance of both Type A and Type B collisions. For Nr rectangular
obstacles, there will be 8Nr inequality constraints. They will be somewhat permissive,
142
indicating that a configuration may be collision-free when it indeed collides. An ε-hedge
gives conservative constraints.
6.6 Optimal Path Planning
This section solves several optimal path planning problems for a unicycle robot with the
rectangular body shape using the Lp constraints defined in the previous section. The cost
function (6.11) choice is L(g, ġ, u) :=
√
ẋ2 + ẏ2, to give a shortest path problem. The
control equations of motion are those from (6.2). Assume that the control inputs, u1, u2 ∈
C([0, Tf ],R), are bounded by u1(t) ∈ [u1, u1] and u2(t) ∈ [u2, u2]. The final arrival time
Tf > 0 is fixed in each problem except for §6.6.2.
The MATLAB-based numerical optimal control solver OPTRAGEN [120], converts the
Bolza type optimal control problem into a nonlinear programming problem (NLP) by using
the collocation method. The NLP is then soved using an interior point method by invoking
IPOPT 3.12.6 [121]. For all of the following solution figures, the red curves represent the
obstacle boundaries, the blue curve represents the trajectory of the center position of the
robot, and the black curves shows the shape of the robot at each sampled collocation time.
6.6.1 Circular Obstacles
Thin rectangular robot
This example involves a thin robot, σ = (2, 1), with two circular obstacles both of radius
r = 1, centered at (2,−1.6) and (−1, 1.5). The initial orientation is θi = −π/4. The
direction of motion is in the direction of the shorter edge. The initial robot position is
(−3.11, 0.11), and the objective is to reach (3.52,−0.22) at time Tf = 3.667π. The control
upper and lower bounds are u1(t) ∈ [−2π, 2π] and u2(t) ∈ [−π/2, π/2]. The simpler
inequality constraint, (6.17), for the obstacles (2 constraints) is used with p = 8 for the
approximation. The optimal control result depicted in Fig 6.4 shows that the shortest path










Figure 6.4: Shortest path solution for the thin robot.
Wide rectangular robot
x







Figure 6.5: Shortest path solution for the wide robot
Here, the wide robot has σ = (1, 2). The obstacles are centered at the same location as
in the skinny case but the radii are changed to r = 0.8. The initial orientation is θi = 0.
The direction of motion is in the direction of the longer edge. The initial robot position is
(−2.11,−2.11), and the objective is to reach (2.52, 2.22) at time Tf = 7π, with the same
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control bounds as for the thin robot. Again, the simpler inequality constraint (6.17) for the
obstacles (2 constraints) are used with p = 8 for the approximation. The optimal control
result depicted in Fig 6.5 shows that the shorted path involved circumnavigating the two












Figure 6.6: Shortest path between rectangles for a thin robot with a fixed final orientation
and free final time constraints
This example considers two rectangular obstacles whose frames are g1r = (2,−1.6, π/3)
and g2r = (0, 2.5, π/3), in SE(2). Both rectangles have the shape half-lengths σ
j = (5, 1).
The rectangular robot has σ = (0.9, 0.3) with initial orientation θi = −π/4. In addition,
a final orientation constraint, θf = −π/4, is imposed with free final arrival time, Tf . The
bounds for the controls are u1(t) ∈ [−5, 5] and u2(t) ∈ [−0.5π, 0.5π]. The initial position
of the robot is (−5,−2), with the final position (6, 4) at Tf . The Lp constraints for the safe
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path (8 constraints for each obstacle) using (6.22) with p = 10 for the approximation is
used. The optimal control result is depicted in Fig 6.6 and shows that the shortest path for
the robot went through the hallway created by two rectangular obstacles.
6.6.3 Dual problem: circular robot with rectangular obstacle
x







Figure 6.7: Shortest path using 6 constraints obstacle
The last example demonstrates the dual problem of a circular robot navigating around
rectangular obstacles. The example is included since it is easier to visualize the 6 con-
straints in this dual problem. The robot has a radius of 0.5, and starts with the initial
configuration, g(0) = (−3,−1, π/4). The robot final position is (5, 1) with final time
Tf = 11.6π. The obstacles are centered at the same location as for the thin rectangular
robot case (§6.6.2), with half side lengths (2, 1), and orientations π/4 and −π/4, respecti-
vely. The bounds for the controls are u1(t) ∈ [−15, 15] and u2(t) ∈ [−0.5π, 0.5π]. The Lp
constraints for the safe path (6 constraints for each obstacles) with a modified version of
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(6.16) is used. The value p = 10 is chosen for the approximation.
The optimal control result is depicted in Fig 6.7 where the two black circles represent
the robot at the initial and the final position. Like Fig 6.3b, the unit spheres of the six Lp
constraints are overlaid on the obstacles. Examination of the numerical output confirms




GEOMETRY 2: BENDABLE CUBOID ROBOTS PATH PLANNING
In this chapter, the safety constraint proposed in Chapter 6 is generalized to rigid and de-
formable (bendable) cuboid robots in R3. For regular cuboid robots, level sets of weighted
Lp norms generate implicit approximations of their surfaces. For bendable cuboid robots
a weighted Lp norm in polar coordinates implicitly approximates the surface boundary
through a specified level set. Obstacle volumes, in the environment to navigate within, are
presumed to be approximately described as sub-level sets of weighted Lp norms. Using
these approximate surface models, the optimal safe path planning problem is reformulated
as a two stage optimization problem, where the safety constraint depends on the point on
the robot which is closest to the obstacle in the obstacle’s distance metric. A set of equality
and inequality constraints is derived to replace the closest point problem, which is then de-
fines additional analytic constraints on the original path planning problem. Combining all
the analytic constraints with logical AND operations leads to a general optimal safe path
planning problem. Numerically solving the problem involves conversion to a nonlinear
programing problem.
This chapter is organized as follows. In § 7.1, the background of the safe path planning
for rigid or bendable robot in R3 is reviewed. The cuboid model is introduced in § 7.2,
and the optimal path planning problem is stated in § 7.3. The approximation of bendable
cuboid is proposed in § 7.4, and the analytic conditions for collision avoidance are derived
in § 7.5. Finally, the proposed generalized weighted Lp method is used in the optimal path
planning problem in § 7.6.
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7.1 Introduction
Inspired by the geometry of level sets of Lp norms, the direct approach in Chapter 6 pro-
posed a new framework based on analytic inequalities combined with AND operations that
represent the C-free space of a rectangular robot with rectangular or ellipsoidal obstacles in
the case of planar SE(2) models. This new framework does not requires integer variables
but is restricted to the planar model since edge to edge collision in R3 cannot be captured.
In this section, a further generalization of this framework is studied by analytically ap-
proximating the SE(3) C-free space for regular rigid cuboid robots (which can be relaxed
to ellipsoid or circular robots) with cuboid obstacles (which can also be relaxed to ellipsoid
or spherical shapes). The safety constraint is reformulated by introducing an inner optimi-
zation to find the closest point on the cuboid robot to the obstacle in the obstacle’s distance
metric. The challenge of extending the method in Chapter 6 to SE(3) is that edge to edge
collisions in three dimensional space are difficult to model. Instead of fixing the candidate
points of collision as per § 6.5, an auxiliary optimization problem is introduced, which finds
the point on the robot with a minimum distance to the obstacle, then checks whether the
point belongs to the obstacle or not. Since the surface of the obstacle is also modeled by
the 1-level set of weighted Lp norm, a minimum distance greater than 1 implies that the
shape and configuration of the robot is safe.
The challenge is that, now the constraints of the original path planning problem require
the solution of another optimization problem. This, so called two-staged optimization, is
avoided by analytically deriving the necessary and sufficient conditions for the closest point
problem for both regular and bent cuboid robots. In the end, a total of four equality and
two inequality constraints represent the safety constraint of a rigid cuboid robot, and four
equality and ten inequality constraints for a bendable cuboid robot.
Continuing, there are many mechanical robots with non-rigid (deformable or soft) bo-
dies. These robots can change their body shape during navigation or while executing a
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movement. For example, robotic fish bend their bodies to maneuver under water [122,
123], and a finger shaped manipulator using fiber-reinforced soft actuators in [13] bends,
twists and enlarges its body. Bending robots figure extensively as models for continuum
manipulators [11, 12], where a multi-segment cylinder-shaped robot is controlled by a con-
stant curvature bend in each segment [124].
However, the difficulty of applying rigid motion theory to the non-rigid motion directly
is the lack of a meaningful joint space to describe the deformable motion [125]. Therefore,
most research in controlling deformable robots first approximates the deformable surfaces.
Deformation of solid geometric objects has been studied extensively in computer graphics
[126]. One popular non-physical model uses the free form deformation technique, where
the surface deformations use a trivariate tensor product Berstein polynomial with a discrete
set of control points in R3 describing the deformations. This method has been extensively
used in computer graphics but the control points lack physical meaning for robotics appli-
cations. As a result, much path planning research on deformable robots uses a physically
grounded deformation model acting on sampled points of the surface [127]. More accurate
approximation of the surface can be obtained by solving the partial differential equation
(PDE) governing dynamic elastic equation using finite element methods (FEM) [128, 129].
The surface is discretized by the meshes (elements), and the PDE is converted to the alge-
braic equations of the node points. The original continuous shape function of meshes are
then approximated by basis functions using the node values. Despite the accuracy of the
model, the computation load for solving FEM is very high. Alternatively, a mass-spring
system is widely used to represent the surface by discretizing the surface with a finite set
of point masses which are connected with spring [130, 131]. Benefits of having this model
is that the governing dynamics equation become ordinary differential equations, in contrast
to FEM where the planner needs to solve PDE. The challenge in path planning using the
sample based deformable surface lies in the collision checking part since the planner needs
to consider every possible collision on the discrete surfaces. For deformable robots, since
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safety constraint cannot be expressed analytically, the planning research is mostly limi-
ted to sample based planning methods such as probabilistic roadmap (PRM) [130, 131] or
rapidly-exploring random tree (RRT) [128] planners.
This chapter includes an analytic approximation for the deformable surface of a benda-
ble cuboid robot. It lies in the middle ground between physical and non-physical approx-
imations since the control parameter of the deformable shape is the curvature of bending
(which can be controlled in many applications, [11, 132, 133]) but is not influenced by
external forces. This analytic model allows the construction of a set of equality and ine-
quality constraints combined with logical AND operations as a function of the configura-
tion of the robot in SE(3) and the curvature control parameter, which altogether represent
the safety constraints for the bendable cuboid robot. The proposed bendable cuboid mo-
del can be used for the deformable safety guard of a continuum manipulator [11], a soft
fiber-reinforced bending actuator [132], and an average snake body frame [133].
7.2 Model
In this section, the kinematics of rigid body motion is reviewed, and the cuboid robot
models are introduced.
7.2.1 Kinematics
A kinematic model for cuboid robots in SE(3) := R3×SO(3) where SO(3) is the special
orthogonal group in R3×3 is studied in this section. See more details of rigid body motion
in [18]. Let g(t) ∈ SE(3) be the robot frame at time t,
g(t) := (x(t), y(t), z(t), R(t))T , (7.1)
where p (t) := (x(t), y(t), z(t)) is the center of mass (CoM) position of the robot in
the world frame, and R(t) ∈ SO(3) is the rotation matrix describing the orientation
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of robot frame relative to the world frame. This kinematic model assumes that the ro-
bot controls the speed of the CoM, u(t) ∈ R, and the instantaneous angular velocity,
ω(t) := (ω1(t), ω2(t), ω3(t)) ∈ R3, in the body frame. These kinematics are
ṗ (t) = R(t)e0u(t) (7.2)
Ṙ(t) = R(t)ω̂(t) (7.3)







and e0 ∈ R3 is the linear velocity direction in the body frame.
7.2.2 Cuboid Robot Model
The two types of robot geometries considered. One is a rigid model where the geometry of
the robot does not change, and the other is a bendable model where the robot is assumed
to be bendable in one of the axis in the robot’s frame. The former is the regular cuboid
geometry where the rigid shape is fully determined by the half lengths, σ := (σ1, σ2, σ3), on
each axis in the robot frame. Figure 7.1a depicts an example with σ = (2, 1, 1). The latter
is the bent cuboid geometry where the bending is along the x-y plane with the constant
curvature, κ ∈ R. The full geometry of the bent cuboid requires the half lengths, σ :=
(σ1, σ2, σ3), the curvature, κ, and the bending angle θκ. Figure 7.1b depicts an example
with σ = (2, 1, 1), κ = 0.3927, and θκ = π/2. For both geometries, there exists a curve
passing through the robot which serves as an axis of symmetry for its surface.
Definition 29. The centerline of the robot is a curve satisfying the following: 1) An in-
tersection between a normal plane of the curve with the robot at any point on the curve
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(a) Regular cuboid robot (b) Bent cuboid robot
Figure 7.1: Two types of geometries for cuboid robots in SE(3)
creates a rectangle with half lengths (σ2, σ3); and 2) The curve passes through the center
of all such rectangles.
The depictions in Figure 7.1 include the robot centerlines, drawn as solid red curves
penetrating the robot. The dashed red line on the top surface visualizes the shape of the
centerline inside the robot. The length of the centerline inside the robot is 2σ1 for the
regular cuboid, and 1/κ · θκ for the bent cuboid. Inspired by the fact that the bent cuboid
can be generated by bending the regular cuboid, the next invariant property for centerline
is assumed.
Assumption 8 (Invariant property). The length of the centerline (LoC) captured in the bent
cuboid is equal to the LoC of the original regular cuboid.
The LoC of the examples in Figure 7.1 are both 4. The invariant property implies that
the bending angle can be explicitly expressed by the curvature and the half-lengths as
θκ = 2σ1|κ|, (7.5)
indicating that the half lengths and the curvature fully characterize the geometry of the
bending robot. Therefore, the shape parameters are defined by σ for the regular cuboid,
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and (σ, κ) for the bent cuboid.
Rigid model
The rigid model shape is time invariant. Therefore, the shape parameters σ and κ are fixed,
and the required controls for rigid body kinematics are u and ω. The regular cuboid model
could represent a box shaped furniture in the 3D space, and the bent cuboid model could
be used as an surface model for a boomerang.
Bendable model
The bendable model admits time variable shape parameters. Therefore, the shape parame-
ters σ(t) and κ(t) become additional control parameters besides u and ω. For the length
preserving robots, the following assumptions holds:
Assumption 9 (Constant length assumption). The half lengths of the robot σ > 0 are fixed,
and the robot can be bent by controlling the curvature κ(t).
Though the robot may bend with different curvatures, the above assumption means that
the LoC is constant and equal to 2σ1 for all time, due to (7.5).
The bendable cuboid robot is directly related to the fundamental segment of finger
motion using fiber-reinforced soft actuators in [13], and it is also related to the bending
motion of the black knifefish in [134].
Remark 1 The volume of the regular cuboid robot, Vr > 0, with σ, is
Vr = 8σ1σ2σ3. (7.6)
From (7.6), the volume of a bent cuboid with the same half-lengths and satisfying Assump-
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tion 9 is
Vb(t) = ((1/|κ(t)|+ σ2)2 − (1/|κ(t)| − σ2)2)θκ(t)σ3
= 4(1/|κ(t)|)σ2θκ(t)σ3
= Vr,
where the last equality holds by using (7.5). Therefore, the volume is invariant during
bending, and the length preserving robot satisfying Assumption 9 also preserves the volume
of the robot. This could be important for liquid filled robots. The proposed algorithm works
equally in the case of a time varying half-length (i.e., a volume changing robot) without
modifying any key result in this chapter.
7.3 Problem Statement
Consider the optimal path planning problem for cuboid robots navigating through a region
containing regular cuboid obstacles. The robot state includes its frame g(t) ∈ SE(3) and
its shape parameters (σ(t), κ(t)), which satisfy Assumption 8. There are Nr regular cuboid








r) ∈ SE(3) and




3), respectively, for j ∈ {1, · · · , Nr}. The origin of each obstacle frame is
at the center of cuboid. An initial SE(3) configuration and a final SE(3) configuration are
given as the path boundary constraints. The arrival time, Tf > 0, is free.
Let g(q) ∈ R3 denote the transformation of coordinates of q ∈ R3 according to g ∈
SE(3). The inverse g−1 would perform the change of coordinates in the inverse direction.
Per §6.3, the σj-weighted L∞ norm represents the regular cuboid with half lengths, σj , and
the collision-free spaces of the regular cuboid obstacles are given by the super-level sets
Rj := {q ∈ R3 :
∣∣∣∣[gjr ]−1(q)∣∣∣∣σj ,∞ > 1},
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in the world frame for all i and j. As the robot moves, the collision constraints in the robot’s
body frame will change. The collision-free space in robot body coordinates is
RRj := {q ∈ R3 :
∣∣∣∣[gjr ]−1 ◦ g(q)∣∣∣∣σj ,∞ > 1}.
Let B(σ(t), κ(t)) ⊂ R3 describe the robot’s full body in the robot frame at time t. The





L(g, ġ, u, κ)dt subject to (7.7)
ġ = f(g, u, ω),
g(0) = (xi,yi, zi,Ri),
g(Tf ) = (xf ,yf , zf ,Rf ),
(7.8)




where the vector field f is given by the kinematic equations (7.2-7.3), u ∈ R and ω ∈ R3
are the control inputs, and L(g, ġ, u) is some physically meaningful cost such as control
energy or path length. Depending on the flexibility of the robot, B(σ(t), κ(t)) would be
constant (rigid model) or be time varying (bendable model).
The optimization problem will be solved for the two cases:
1. (Rigid robot) Find the kinematic controls for fixed shape parameters.
2. (Bendable robot) Find the kinematic controls and the curvature control, κ(t), subject
to Assumption 9.
Since the constraints in (7.9) typically require OR operations using the hyperplanes of
the faces, the goal is to first find a set of inequality and equality constraints with AND
operations for the safety constraints. Since the constraints in (7.9) typically require OR
operations using the hyperplanes of the faces, the goal is to first find a set of inequality and
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(a) 1-levelset with p = 2 (b) 1-levelset with p = 10
Figure 7.2: Approximated surface for regular and bent cuboid
equality constraints with AND operations for the safety constraints.
Remark 2. The obstacles are not restricted to cuboid shapes, rather any 1-level set of dif-
ferent σj and p value serves to model an obstacle. For example, an ellipsoidal obstacle has
p = 2 and σj = (a, b, c) for distinct a, b, c > 0, while a spherical obstacle further constrains
the a, b, c to be equal. Since safety conditions are derived based on the abstract shape para-
meters, σj , and p, the results naturally applies to ellipsoidal and spherical obstacles.
7.4 Approximation of Cuboid Robots
In this section, the regular cuboid is approximated by the weighted Lp norm in Cartesian
coordinate, and a new positive definite function is proposed, whose |κ|-level set approxi-
mates the bent cuboid.
7.4.1 Regular cuboid approximation
The rectangular robot surface in R2 approximated by the 1-level set of a weighted Lp norm
in [135], generalizes to R3. Choosing the positive half lengths σ := (σ1, σ2, σ3), the cuboid
surface description is




























(c) Level sets for p = 10
Figure 7.3: Geometrical interpretation of weighted polar Lp in 2D
Equation (7.10), evaluated in the robot frame, will play a role in formalizing the safety
constraint (7.9) using inequality constraints. Figure 7.2 consists of several examples of
cuboid approximations using the weighted Lp approximation with different p values. The
half lengths are chosen as σ = (2, 1, 1), with Figure 7.2a visualizing an ellipsoid for the
choice p = 2, and Figure 7.2b an approximate cuboid for the choice p = 10. The surface
model approaches that of a regular cuboid (the red boundaries in Figure 7.2) as the value
of p increases. The example of Figure 7.1a uses p = 200.
158
7.4.2 Bent cuboid approximation
To approximate bent cuboids, this section introduces a weightedLp norm expressed in polar
coordinates. Analysis of the planar bent rectangle case establishes the important geometry
associated to the polar space and its connection to the original shape. Extending the planar
results to R3 will then involve extruding the planar bent rectangle in the vertical direction,













for every v := (vx, vy) ∈ R2. The polar coordinates of v, transformed by Tκ, are
RTκ(v) :=
√
(κvx)2 + (κvy + 1)2, (7.12)
θTκ(v) := arctan ((κvy + 1)/κvx). (7.13)
Definition 30 (Weighted polar Lp). The (σ, κ)-weighted polar Lp function is the positive
definite function Φ(σ,κ,p) : R2 → R,
Φ(σ,κ,p)(v) := ((|RTκ(v)− 1|/σ2)p + (|θTκ(v)− θ0|/σ1)p)1/p, (7.14)
where θ0 = sign(κ) · π/2.
The function sign(κ) = 1 if κ ≥ 0 and −1 if κ < 0. When the parameters (σ, κ) are
known, the value function of Definition 30 is denoted as the weighted polar Lp function.
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The surface of the bent rectangular robot is approximated by the |κ|-level set of Φ(σ,κ,p).
Several examples of the |κ|-level set of Φ(σ,κ,p) with different p values are shown in Fi-
gure 7.3a and figure 7.3b, where σ = (2, 1) is chosen with κ = 0.3927 and κ = −0.3927,
respectively. The blue contours represents the p value changes from 0.6 (innermost) to 1.6
(outermost) with step size 0.5, and the red contours represents the changes from 2 (inner-
most) to 40 (outermost) with step size 2.
The ((2, 1), 0.3927)-weighted polar Lp function with p = 10 and its different level sets
are shown in Figure 7.3c where the contours projected on (x, y) plane corresponds to the
levels from 0.2 (innermost) to 0.5 (outermost).
Lemma 6. (a) For p ≥ 2 even, Φ(σ,κ,p) is a positive definite function
(b) Φ(σ,κ,p) is not positive homogeneous with respect to to scalar multiplication. In other
words, there exist α > 0 such that Φ(σ,κ,p)(αv) 6= αv for some v ∈ R2.
Proof. Since p is even number, Φ(σ,κ,p)(v) ≥ 0 holds for every v ∈ R2. Also Φ(σ,κ,p)(0) =
0 holds for zero vector, 0 ∈ R2 from limα→∞ arctanα = π/2. Now, suppose that
Φ(σ,κ,p)(v) = 0 holds, then θTκ(v) = θ0 and RTκ(v) = 1 follows from p even. From
the first observation arctan ((κvy + 1)/κvx) = sign(κ)π/2, which implies vx = 0. From
the second observation, vy = 0. Therefore, Φ(σ,κ,p)(v) = 0 holds if and only if v = 0.
Hence, Φ(σ,κ,p) is a positive definite function.
(b) Pick p = 2 and v = (1, 0)T , κ = 1, and σ = (1, 1), then Φ((1,1),1,2)(v) = 0.8879. Let
α = −1 and v = αv, then Φ((1,1),1,2)(v) = 2.3923, which shows that
Φ((1,1),1,2)(v) 6= |α|Φ((1,1),1,2)(v).
Hence, Φ(σ,κ,p) is not positive homogeneous with respect to scalar multiplication.
With regards to collision detection, evaluation of the weighted polar Lp function at a
point inside the robot is less than |κ|, and at a point outside is greater than |κ|. Additionally,
the |κ|-level curves do not self intersect. Therefore, all safe configurations of the bent
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rectangular robot to a point obstacle are simply obtained by evaluating the weighted Lp
function at the obstacle point in the robot frame and checking if it is greater than |κ|. The
|κ|-level set of (σ, κ)-weighted polar Lp function approaches the bent rectangular robot for
p→∞.
Theorem 11. The boundary of the bent rectangular robot, ∂B((σ1,σ2),κ), is equivalent to the
|κ|-level set of Φ(σ,κ,p),
∂B((σ1,σ2),κ,p) := {v ∈ R2|Φ(σ,κ,p)(v) = |κ|}, (7.15)
as p approaches∞
Proof. Let Rκ = 1/|κ| be the radius of curvature. The regular rectangle approximated by
the (σ1, σ2)-weighted Lp norm is
B((σ1, σ2), p) := {u ∈ R2| ||u||(σ1,σ2),p ≤ 1} (7.16)
where u = (ux, uy) such that ux ∈ [−σ1, σ1] and uy ∈ [−σ2, σ2].
Now define the mapping Bκ : B((σ1, σ2), p)→ R2,
Bκ(u) :=
 (Rκ + uy) cos(απ/2 + (θκ/2)(ux/σ1))
(Rκ + uy) sin(απ/2 + (θκ/2)(ux/σ1))− αRκ
 (7.17)
for all u ∈ B((σ1, σ2), p), where α = sign(κ).
Observe thatBκ(·) is invertible on its image, with said inverseB−1κ : Bκ(B((σ1, σ2), p))→




2(arctan ((uy + αRκ)/ux)− απ/2)σ1/θκ√
u2x + (uy + αRκ)2 −Rκ
 (7.18)
where (ux, uy) ∈ Bκ(B((σ1, σ2), p)), and θκ is the bending angle of constant curvature
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(see Figure 7.1b). By using Assumption 8 and (7.5), with the coordinate transformation in






Since u ∈ B((σ1, σ2), p), |||κ|u||(σ1,σ2),p ≤ |κ| holds. Therefore, by computing |||κ|u||(σ1,σ2),p,
Φ(σ,κ,p)(u) ≤ |κ|, (7.20)
for all u ∈ Bκ(B((σ1, σ2), p)). Let the approximated bent rectangular be
B((σ1, σ2), κ, p) := {u ∈ R2|Φ(σ,κ,p)(u) ≤ |κ|}. (7.21)
Since the mapping, Bκ, is diffeomorphic, B((σ1, σ2), κ, p) and B((σ1, σ2), p) have a one
to one correspondence for all p. Furthermore, the boundary of B((σ1, σ2), κ, p) and the
boundary of B((σ1, σ2), p) can be induced by each other as well. Therefore, it is now obvi-
ous that ∂B((σ1, σ2), κ, p) approaches the bent rectangular robot as p→∞ by computing
(7.17) for the actual bent rectangular robot.
Remark. The centerline of B((σ1, σ2), p) is on the x-axis, and is given by a paramete-
rized curve C(s) = (s, 0) for s ∈ [−σ1, σ1]. Transforming the curve C(·) using Bκ, leads
to an arc passing through zero with constant curvature κ,
 (Rκ) cos(απ/2 + (θκ/2)(s/σ1))
(Rκ) sin(απ/2 + (θκ/2)(s/σ1))− αRκ
 . (7.22)
This shows that the x-axis has been deformed to an arc after the transformation Bκ, and that
the new bent axis corresponds to Bκ(C(·)), which serves as a centerline of the bent robot.
Two examples of bent centerlines are shown as black curves in Figure 7.3a and Figure 7.3b
for positive and negative curvature, respectively.
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(a) |κ|-levelset with p = 4 (b) |κ|-levelset with p = 10
Figure 7.4: Approximated surface for bent cuboid
The following proposition shows that Assumption 8 holds for the approximate, weigh-
ted polar Lp model.
Proposition 10. The LoC of ∂B((σ1,σ2),κ,p) is equal to the LoC of original rectangular robot
with half-lengths (σ1, σ2).
Proof. The centerline for the ((σ1, σ2), κ)-weighted polar Lp function is defined as a pa-
rameterized curve, (7.22). The centerline is an arc with radius of curvature 1/|κ|, whose
polar angle varies in the range [sign(κ)π/2− θκ/2, sign(κ)π/2 + θκ/2] with θκ the desired
angle of curvature in (7.5). Computing the length of the arc, the LoC of ∂B((σ1,σ2),κ,p) is
found to be 2σ1, as needed by Assumption 8.
Centerlines examples are shown as black curves in Figure 7.3a and Figure 7.3b for
positive and negative curvatures, respectively.
Bent cuboid
In this section, the bent cuboid surface model is approximated by vertically expanding the
bent rectangle in the robot’s frame. Inspired by the fact that the different level sets still
preserve the shape of the bending effect as shown in Figure 7.3c, the multiple level of
Φ(σ,κ,p) will be considered as a X − Y section at different z values.
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Without loss of generality, let the bent rectangular robot with the shape parameters,
((σ1, σ2), κ), be the X − Y section at z = 0 of the bent cuboid robot with the shape
parameters, ((σ1, σ2, σ3), κ) in the robot’s frame.
A new positive definite function is given as follows.
Definition 31 (Weighted polar Lp in 3D). The (σ, κ)-weighted polar Lp function in 3D. is
the positive definite function, Ψ(σ,κ,p) : R3 → R,
Ψ(σ,κ,p)(v) := ((Φ((σ1,σ2),κ,p)(vx, vy))
p + (|κ|vz/σ3)p)1/p, (7.23)
where v = (vx, vy, vz) ∈ R3.
Similar to the bent rectangle case, the |κ|-level set of Ψ(σ,κ,p) represents the approxi-
mated bent cuboid. Several examples of the |κ|- level sets of Ψ((2,1,1),κ,p) for κ = 0.3927
with different p values are shown in Figure 7.4a-7.4b. The red boundary represents the
original bent cuboid robot, and the blue surface represents the approximation with different
p values. As p increases higher, the approximated bent cuboid model approaches closer to
the original bounds. An example when p = 200 is shown in Figure 7.1b. The |κ|-level set
of Ψ(σ,κ,p) is a proper approximation to the bent cuboid robot in the robot’s frame.
Theorem 12. The surface of the bent cuboid robot, ∂B((σ1,σ2,σ3),κ), is equivalent to the
|κ|-level set of Ψ(σ,κ,p),
∂B((σ1,σ2,σ3),κ,p) := {v ∈ R3|Ψ(σ,κ,p)(v) = |κ|}, (7.24)
as p approaches∞
Proof. It is enough to show that, for every vz ∈ [−σ3, σ3], the approximated surface
∂Bvz((σ1,σ2),κ,p) defined by
{v ∈ R3|Φ((σ1,σ2),κ,p)(vx, vy) = |κ|(1− (vz/σ3)p)1/p} (7.25)
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is a bent rectangle with shape parameters ((σ1, σ2), κ), as p→∞. If |vz|/σ3 < 1, then
lim
p→∞
|κ|(1− (vz/σ3)p)1/p = |κ|,
and so ∂Bvz((σ1,σ2),κ,p) is the |κ|-level set of Φ((σ1,σ2),κ,p). Therefore, by Theorem 11, the level
set is the bent rectangle with the desired shape parameters.
If |vz|/σ3 = 1, then
lim
p→∞
Ψ(σ,κ,p)(v) = max (Φ((σ1,σ2),κ,p)(vx, vy), |κvz|/σ3),
by using the fact the L∞ norm is equivalent to the maximum absolute coordinate. There-
fore, the approximated surface, ∂Bvz((σ1,σ2),κ,p), is equal to the sublevel set,
{v ∈ R3|Φ((σ1,σ2),κ,∞)(vx, vy) ≤ |κ| ∧ |vz|/σ3 = 1},
which consists of the top and bottom faces of the bent cuboid as p→∞.
It follows that the approximated bent cuboid satisfies Assumption 8.
Corollary 2. The LoC of ∂B((σ1,σ2,σ3),κ,p) is equal to the LoC of original regular cuboid
robot with half-lenghts (σ1, σ2, σ3).
Proof. The proof is immediate from Theorem 12 and Proposition 10, as it was shown that
each X − Y section for a given Z level of the approximated robot is equivalent to the
approximated bent rectangle.
7.5 Collision Avoidance Constraints
In this section, the safety conditions for regular cuboid and bent cuboid in (7.9) are analy-
zed, and transformed into a set of equality and inequality constraints using the weighted Lp
norm, and the weighted polar Lp function proposed in the previous section.
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7.5.1 Two stage optimization
The geometry explored in the previous sections will serve to convert the safety constraint
expressed as a set inclusion in (7.9) into several set exclusion inequality constraints to be
met simultaneously. In doing so the equivalent formulation of the constraints will involve
the solution to an optimization problem. Suppose that the surface of robot is modeled as
in (7.10) for a regular cuboid, and (7.24) for bent cuboid with some even number pr. In
addition, the surface of j-th rectangular obstacle is modeled with 1-level set of σj-weighted
Lp norm with some even number po. Given this analytic surface model of the robot, the
safey constraint between a robot and a single obstacle is
∣∣∣∣[gjr ]−1 ◦ gt(vj)∣∣∣∣σj ,po > 1 (7.26)
such that vj := arg min
vj∈R3





or subject to Ψ(σ,κ,pr)(v
j) = |κ|, (7.29)
following the notation of §7.3. The closest point vj in (7.27) is on the surface of the robot
given by (7.28) for the regular cuboid or (7.29) for the bent cuboid in the robot frame.
This closest point minimizes the σj-weighted Lp obstacle distance in the obstacle frame.
Therefore, the safety constraint is equivalent to (7.26), since the surface of the obstacle
is given by the 1-level set of σj-weighted Lp norm. This formulation is only valid when
the closest point, vj is available. The subsequent sections identify necessary and sufficient
conditions for the closest point vj optimization problem.
7.5.2 Regular Cuboid Robots
First, the necessary condition for v := (vx, vy, vz) to be a stationary solution to (7.27)
subject to (7.28) is analyzed. Let w = (wx, wy, wz) := [gjr ]
−1 ◦ gt(v) be transformation of
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(a) Regular cuboid. (b) Case 1 : Bent cuboid
(c) Case 2 : Bent cuboid
Figure 7.5: Geometric interpretation of stationary points.
v to the j-the obstacle frame. The gradient of the cost function in (7.27) with respect to w,
and the gradient of the equality constraint in (7.28) with respect to v are










Vv := (vp−1x /(σ1)p, vp−1y /(σ2)p, vp−1z /(σ3)p)T . (7.31)
Theorem 13. The first order necessary condition for v to be minimizer of (7.27) is
Pv([gt]
−1 ◦ gjr(Wv)) = 0, (7.32)
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where
Pv = I3×3 − VvvT , (7.33)
with I3×3 an identity matrix.
Proof. Let H(vx, vy, vz, λ) be a Hamiltonian of the problem in (7.27),
H(vx, vy, vz, λ) := ||w(v)||σj ,po + λ(||v||σ,pr − 1), (7.34)
where w(v) := (wx, wy, wz). The gradient of H is
∇vH = ||w(v)||1−poσj ,po ([gt]




Then the necessary condition for a stationary point is
∇vH = 0 (7.36)
with the equality constraint in (7.28). By multiplying v to the right and using (7.28), λ is
computed to be





and by replacing λ in (7.35), the necessary condition in (7.36) is equivalent to (7.32).
The structure of Pv provides a geometric interpretation for the necessary condition.
Proposition 11. Pv is a projection matrix.
Proof. It suffices to show that Pv is idempotent since Pv is a linear transformation. By
computing P 2v , the following holds,
P 2v = (I3×3 − VvvT )2 = I3×3 − 2VvvT + VvvTVvvT = Pv,
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since vTVv = 1 by (7.28).
The next corollary investigatess the range space of Pv.
Corollary 3. The dimension of the range space of Pv, is 2.
Proof. Since Pv is idempotent, each eigenvalue of Pv is either 0 or 1 [26]. The trace of Pv
is given by,
Tr(Pv) = 3− vTVv = 2.
Hence, there exist two eigenvalues of 1.
The next theorem follows immediately.
Theorem 14. (Geometric interpretation) The necessary condition in (7.32) holds for v if
and only if the vector ([gt]−1 ◦ gjr(W)) is orthogonal to the two dimensional tangent space
of the boundary of the robot, ∂B((σ1,σ2,σ3),p), at v.
Proof. Since Vv is a gradient vector, it is orthogonal to the tangent space of ∂B((σ1,σ2,σ3),p),
at v. In addition, observe that Vv is in the nullspace of Pv. Therefore, the row space of
Pv represents the two dimensional tangent space by Corollary 3. Hence, the necessary
condition in (7.32) holds if and only if the vector ([gt]−1 ◦ gjr(Wv)) is aligned with Vv.
Instead of examining the Hessian of the Hamiltonian in (7.34), the following proposi-
tion provides a sufficient condition for global minima of (7.27).
Proposition 12. A sufficient condition for v to be a global minimum is
([gt]
−1 ◦ gjr(Wv))Tv < 0. (7.37)
Proof. First, observe that the regular cuboid robot, B((σ1,σ2,σ3),p), is convex, and the (σ
j, p)-
weighted Lp norm is a convex function. The necessary condition in (7.32) shows that Vv
and ([gt]−1 ◦ gjr(Wv)) are aligned. If these two vectors point in the same direction, in other
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words ([gt]−1 ◦gjr(Wv))TVv > 0, then there is a point interior to B((σ1,σ2,σ3),p) for which the
cost is smaller. Since the level curves of (σj, p)-weighted Lp norm are continuous, there
exist a point on the boundary ∂B((σ1,σ2,σ3),p) with smaller cost. Therefore,
([gt]
−1 ◦ gjr(Wv))TVv < 0
should hold for a global minimum point.
By using (7.36), the inner product between two normal vectors is explicitly computed
as
([gt]
−1 ◦ gjr(Wv))TVv = ([gt]−1 ◦ gjr(Wv))Tv||Vv||2.
Since ||Vv||2 is not equal to zero for every v on the surface of the robot, (7.37) only holds
at the minimum.
Interestingly, the inequality constraint in (7.37) is equivalent to λ > 0, where λ is the
Lagrange multiplier in the Hamiltonian (7.34). This condition is similar to the Karush-
Kuhn-Tucker (KKT) condition in the sense that the sign of the Lagrange multiplier must
be non-negative.
A geometric explanation of Theorem 14 and Proposition 12 is demonstrated in Fi-
gure 7.5a. The example depicted is in planar space in order to better explain the direction
of the normal vectors of the surface. The blue weighted Lp rectangle represents the robot’s
boundary, and the red weighted Lp rectangle represents the obstacle’s boundary. The figure
is drawn in the robot frame. The black dashed lines represent the level sets of the obsta-
cle’s weighted Lp norm, where the level value gets smaller closer to the red rectangle. The
blue arrows represent the outward normal to the surface of the robot, and the red arrows
represent the outward normal to the level curves of the obstacle’s weighted Lp norm. In
this example, there exist four points, two orange circles, one green circle, and one red circle
on the robot’s boundary. The green circle is the desired closest point, and the red circle is
the maximum distance in terms of obstacle’s weighted Lp norm. All four circles are statio-
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nary solutions satisfying the necessary condition in (7.32). In all cases, the normal vectors
are aligned. The blue arrow and the red arrow are pointing in the same direction for all
three circles except for the green circle, which is the desired closest point. This graphically
verifies the Proposition 12.
Therefore, the original optimization problem is replaced by introducing an auxiliary
closest point v which satisfies four equality conditions, (7.32) and (7.28), and one inequality
condition (7.37). By combining these constraints with inequality condition in (7.26), the
safety condition for the regular cuboid can be given by four equality constraints and two
inequality constraints.
7.5.3 Bent Cuboid Robots
Here, the necessary condition for v to be a stationary solution to (7.27) subject to (7.29) is
considered. Let w = (wx, wy, wz) := [gjr ]
−1 ◦ gt(v) be the transformation of v to the j-th
obstacle frame. The gradient of the cost function in (7.27) with respect to w is the same as
in (7.30), and the gradient of the equality constraint in (7.29) with respect to v is




















Now, define ν as follows,
ν := (RTκ(v)− 1, θTκ(v)− θ0, |κ|vz)T .
Using the equality constraint in (7.29), it holds,
νTVv = |κ|p. (7.42)
Theorem 15. The first order necessary condition for v to be minimizer of (7.27) is
Pv([gt]
−1 ◦ gjr(Wv)) = 0, (7.43)
where






as an inverse transpose of Q.
Proof. Let H(vx, vy, vz, λ) be a Hamiltonian of the problem in (7.27),
H(vx, vy, vz, λ) := ||w(v)||σj ,po + λ(Ψ(σ,κ,pr)(v)− |κ|), (7.45)
where w(v) := (wx, wy, wz). The gradient of H is
||w(v)||1−poσj ,po ([gt]
−1 ◦ gjr(W))T + λ|κ|Ψ(σ,κ,pr)(v)1−pr(Uv). (7.46)
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Then the necessary condition for a stationary point is
∇vH = 0 (7.47)
with the equality constraint in (7.28). By multiplying Qν to the right and using (7.28) and
(7.42), λ is computed to be
λ = −(||w(v)||1−poσj ,po Ψ(σ,κ,pr)(v)
pr−1/|κ|pr+1)([gt]−1 ◦ gjr(W))TQν, (7.48)
and by replacing λ in (7.46), the necessary condition in (7.47) is equal to (7.43).
Similar to the regular cuboid case, Pv is also a projection matrix, which provides the
geometric interpretation of the necessary condition.
Proposition 13. Pv is a projection.
Proof. Follows the proof of Proposition 11 but using (7.42).
Corollary 4. The dimension of the range space of Pv is 2.
Proof. Similar to the proof of Corollary 3, it follows by explicitly computing the trace, and
using the fact that Pv is idempotent.
Furthermore, Vv is an outward normal vector to the level set of the polar coordinate
(RTκ(v), θTκ(v)), followed by the coordinate transformation explained in §7.4.2. The in-
terchange between the polar coordinate and the original coordinate in the robot’s frame is
governed by Q−T operator.
Remark 3. A similar matrix to Q or Q−T appears in the coordinate transformations
of velocity vectors as a near-identity diffeomorphism (NID) [136]. Although the usage of
NID is different from here, the Q matrix has useful properties such as that QT is almost
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equivalent to the Q−1. It is easy to check that detQ = −RTκ(v), and the inverse, Q−1, is cos(θTκ(v)) sin(θTκ(v))
(1/RTκ(v)) sin(θTκ(v)) −(1/RTκ(v)) cos(θTκ(v))
 .
Since detQ < 0, it is an orientation reversing transformation.
The geometric interpretation of the necessary condition in (7.43) is similar to the one
in the regular cuboid case.
Theorem 16. (Geometric interpretation) The necessary condition in (7.43) holds for v if
and only if the vector ([gt]−1 ◦ gjr(Wv)) is orthogonal to the two dimensional tangent space
of the boundary of the robot, ∂B((σ1,σ2,σ3),κ,p), at v.
Proof. Since Q
−TVv is in the null space of Pv, and it is a gradient vector, then, by using
Corollary 4, the row space of Pv is found to be equal to the tangent space of the boundary
of the robot, ∂B((σ1,σ2,σ3),κ,p), at v. Therefore, the necessary condition in (7.43) holds if and
only if the vector ([gt]−1 ◦ gjr(Wv)) is aligned with Q
−TVv.
The examples of the stationary points are demonstrated in Figure 7.5b and figure 7.5c,
where all four circles in each figure show the stationary points. The green circle is the
point with minimum cost, and the red circle is the one with maximum cost. As confirmed
in Theorem 16, the normal vectors to each level sets of robot’s boundary and extended
obstacle’s boundary in robot’s frame, Q
−TVv and ([gt]−1 ◦ gjr(Wv)), are aligned at the
stationary points.
However, different from the regular cuboid case, there exist a case when two normal
vectors at the non-minimal stationary point are pointing in opposite directions. In Fi-
gure 7.5c, all three stationary points have the opposite normal vectors including the green
circle. This is due to the nonconvex shape of the robot, and so the Proposition 12 does not
hold for every configuration of the bent robot.
Nevertheless, checking whether two normal vectors are pointing opposite direction is
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important since it eliminates the possibility of finding the maximum point (shown as red
circles in Figrue 7.5c), and it is necessarily true that the globally minimum point should
satisfy this property. Furthermore, in many cases as in Figure 7.5b, only the globally mini-
mum point attains this property among the other candidates.
Therefore, a similar inequality test to (7.37) is proposed by using the gradient of the
Hamiltonian in (7.46) and (7.48),
(1/|κ|pr)([gt]−1 ◦ gjr(Wv))TQν < 0, (7.49)
which is also can be viewed as the Lagrange multiplier λ needs to be positive in the Hamil-
tonian (7.45).
In addition, observe that all the faces of the bent cuboid robot, ∂B((σ1,σ2,σ3),κ,p), have a
convex shape except the face with the shorter arch which has a concave shape. Therefore,
if there exist a minimum point on the seven convex faces (including edges), the obstacle
weighted Lp norm distance should be smaller than all four corners of the faces.
As a result, the following eight inequalities are imposed to the candidate v in addition









where Bκ(ui) is the mapping from the regular cuboid to the bent cuboid with curvature, κ,
(7.17), and ui ∈ R2 for i ∈ {1, 2, 3, 4} represents the four corners of the regular rectangle
with half lengths, (σ1, σ2). The eight inequality constraints combined with AND operation
are given as
∧4i=1(||[gjr ]−1 ◦ gt(ξi)||σj ,po > ||[g
j
r ]
−1 ◦ gt(v)||σj ,po) (7.50)
∧4i=1(||[gjr ]−1 ◦ gt(χi)||σj ,po > ||[g
j
r ]
−1 ◦ gt(v)||σj ,po). (7.51)
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In order to find the closest point, the four equality constraints (necessary conditions in
(7.43) and (7.29)), and nine inequality constraints (sign of λ condition in (7.49), and eight
constraints for the corners in (7.50-7.51)) are considered in this chapter.
Lastly, by combining these constraints with the inequality condition in (7.26), the sa-
fety conditions for bent cuboids are given by four equality constraints and ten inequality
constraints.
Remark 4. Although the idea of considering the eight corners is similar to [135], doing
so serves a different purpose as the eight corners are not regarded as candidate collision
points but used to find the closest point to the obstacle (by avoiding local minima). There-
fore, the edge to edge collision is naturally captured by the proposed method, which was
not available in [135].
Remark 5. If the global minimum point occurs in the concave face (excluding the
edges), then there exist at most two points, the true minimum point and the one on the edges
of the concave face, which satisfy above necessary constraint and the eight inequalities. The
only scenario when this could be a problem is the false positive case when the optimizer
finds the local minimum on the edge while the obstacle intrudes the robot. However, it does
not mean that the worst case always happens, and even it does, one could escape from the
local minima by providing an additional inequality constraint for checking if the weighted
polar Lp distance from each corner of the obstacle to the CoM of the robot is greater than
|κ|. Nevertheless, the full analysis of this worst case is important, and is left for a future
task.
7.6 Optimal Path Planning
This section solves several optimal path planning problems proposed in §7.3 for a rigid and
soft cuboid robot using the Lp constraints proposed in the previous section. The equations
of motion are those from (7.2-7.3) where the rotational matrix is represented by the unit
quaternion [137, 138]. Assume that the control inputs, u, ω1, ω2, ω3 ∈ C([0, Tf ],R), are
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bounded by u(t) ∈ [−30, 30] and ωi(t) ∈ [−π/2, π/2] for each i. In addition, the curvature,
κ ∈ C([0, Tf ],R), is a time-varying control variable bounded by [−1, 1] for the bendable
cuboid case.
The MATLAB-based numerical optimal control solver OPTRAGEN [120], converts
the Bolza type optimal control problem into a nonlinear programming problem (NLP) by
approximating the trajectories using B-splines, and sample at each provided collocation
points. After converting the optimal control problem to a NLP, invoking a numerical NLP
solver using an interior point method, IPOPT 3.12.6 [121], finds the numerical solution.
The rectangular obstacle with half length σ1 = (10, 2, 5) is located at the origin of the
world frame, (0, 0, 0), and it is rotated by π/4 along the axis of (1, 1, 0). In the rigid regular
cuboid model, the cost function is chosen, L(g, ġ, u) :=
√
ẋ2 + ẏ2 + ż2, to give a shortest
path problem. The half length of the rigid regular cuboid robot is given by (2, 1, 1), and
the CoM of robot is initially located at (−4,−4,−4). The robot is initially rotated by π/4
along the axis of (1, 0, 0). The desired final CoM position is (4, 4, 4) with the rotation of
π/4 along the axis of (0, 0, 1).
In the bendable cuboid model, a regularization term is added to the cost to minimize
the bending effort assuming that the cost of bending is proportional to |κ|,
L(g, ġ, u) :=
√
ẋ2 + ẏ2 + ż2 + λ|κ|.
The regularization parameter λ = 0.1. The half length of the bendable cuboid robot is given
by (5, 1, 1), and the initial and final curvature is given as κ(0) = 0.5 and κ(Tf ) = −0.5,
respectively.
For all of the following solution figures in Figure 7.6, the red surface represents the
obstacle boundaries, the blue surface represents the robot boundaries at initial configura-
tion, and the green surface represents the robot boundary at final configuration. The black
surfaces are used to demonstrate the approximated shape of the robot at each sampled col-
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location time point. The solid blue curve represents the trajectory of CoM.
7.6.1 Rigid model
The numerical result is shown in Figure 7.6a-7.6b. It is confirmed numerically at each
collocation time that the closest point has been correctly captured, and the edge-to-edge
collision is avoided by the proposed safety constraint. In addition, the necessary and suf-
ficient condition for the closest point is also verified in Figure 7.6b, where the blue and
red arrow represent the outward normal of the robot and the extended level set of Lp at
the closest point, respectively. In addition, the green arrows show the basis vectors of the
tangent space at the closest point. The corresponding numerical solution of four controls
are shown in Figure 7.6c. The result suggests that the robot should first focus on rotating
without moving the CoM excessively, and then once it points toward the right direction, it
navigates close to the final position. After reaching a neighborhood of the final position,
the robot should focus again on rotating to meet the final orientation constraint. The result
is intuitively understandable since the cost was to minimize the traveled length of the CoM.
7.6.2 Bendable model
In addition to the kinematic controls, u and ω, a continuous curvature which connects
initial and final curvature is sought, and the result are shown in Figure 7.7a-7.7b. Similar
to the rigid model, the orthogonality condition, and the opposite sign condition for normal
vectors are confirmed. The continuous change in the curvature deforms the cuboid robot in
Figure 7.7a. Since the cost consists of the traveled length of the CoM, and the integral of the
absolute curvature, |κ|, the numerical solution finds a path where the trajectory of the CoM
turns close to the obstacle, and flattens out the robot to maintain the low curvature during
the navigation. The simulation numerically and graphically verifies that the computed path
avoids the collision. The corresponding numerical solution of five controls are shown in










































(c) Controls for regular cuboid
Figure 7.6: Shortest path example for rigid regular cuboid in SE(3)
should turn first, and move towards to the final position, and then rotate back to meet the
















































(c) Controls for bendable cuboid
Figure 7.7: Shortest path with curvature cost example for bendable cuboid in SE(3)
numerical planner first decreases the curvature to near zero and stays close to zero, then






CONCLUSIONS AND FUTURE RESEARCH
In the first part of the thesis, causal modeling of the impulsive affine systems is studied
with the applications to the multi-body mechanical systems which interact with the rigid
environment. In such systems, the dynamics are nonsmooth, and some trajectories even
have discontinuities. The causes of the jump in the state are usually neglected in the im-
pulsive affine systems modeling, and it is assumed that those jumps are given a priori.
The objective of the first part is to properly model the impulsive contact force to generate
physically meaningful state jumps. First, a new generalized function theory, denoted as
Krylov generalized function (KGF) theory is constructed, which is based on the hyperreals
in nonstandard analysis. An algebraically structured infinite-dimensional space is propo-
sed which consists of the sensible part, which is the usual standard time, and the insensi-
ble part, which represents the time like infinitesimals. The regular functions and singular
functions defined on the Krylov space are generated by three fundamental shape functions
using scaling and translation operators. The shape functions represent the continuization
process of discontinous functions or the force profile of singular functions in insensible
time. Next, the generalized ordinary differential equation is studied within the KGF theory.
An equivalent causal impulsive system is sought which generates the same jumps as given
in the impulsive effect model. Several cases are analyzed to verify the causal representa-
tion problem. Finally, a singular contact force is found within the Lagrangian mechanics
framework. A singular contact force for the horizontal bouncing ball is proposed using a
nonlinear visco-elasctic model with the stiffness constant designed by the square of delta
function. The powers of singular function are ill-posed in the usual distributional theory,
but all well-defined in the KGF theory. Lastly, a new reset map for compass gait walker is
proposed by introducing the infinitesimal foot modeling the softness of the human skin.
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In the second part of the thesis, a safe optimal path planning problem is considered
for the point mass robot and the full body robot. In both cases, polynomials are used to
either generate the trajectories or finding the analytic safety conditions. In the case of
point mass robot, algebraic properties of single variable polynomial are considered. The
roots of polynomial are considered as the positions of the robots in two dimensional space,
and by following generalized root locus principles, a safe trajectory is generated. The
convergence to the final target position is dictated by the root locus principles. In addition,
this generalized root locus solves the assignment free formation control problem. The
target formation and the initial configurations of the robots are modeled with polynomials
of the same order, and the collision avoidance trajectories are found by only using the
displacement information. Furthermore, the safety conditions for the full body robot are
considered using the geometric properties of the weighted Lp norm. The boundary or
surface of the robot is modeled by the one level set of weighted Lp norm, and the collision
avoidance constraints are approximated by the set of inequality constraints. The expression
does not require any OR operation nor integer slack variable, which makes the algorithm
difficult to solve numerically. A further generalization to three dimensional space is also
considered, and the approximated surface model for the bendable cuboid robot is proposed.
The safety condition is generalized by solving two-staged optimization problem. Three
shape parameters are used as the control, and the safety constraints are proposed with a set
analytic constraints, which is a function of the shape parameters. Finally, a general Bolza
type of optimal path planning problem is formulated and the numerical solution is sought
by converting into nonlinear programming problem
Future Research
In the first part, a generalized function theory is introduced to find the solution of the im-
pulsive affine systems containing the singular function in the vector field. The formulation
is new and the theory can be extended to solve many interesting problems in mathema-
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tical system theory. In this section, several open problems are illustrated to motivate the
potential future directions of the research using the KGF theory.
1. (Extended Krylov space) As mentioned in § 3.1, the Krylov space can be extended
to contain infinitely large numbers by extending the Krylov basis to include en for
negative n, which is a sequence blows up to infinity since α > 1 is assumed. By
containing these elements for every negative integers n, the extended Krylov space
K can be proved to be a subfield of ∗R using the fact that the ring of formal Laurent
series over a field is a field. A evaluation at infinity could be then formally defined in
KGF theory which may be used to analyze the stability of the system. This extension
could be later verified and compared to the globally asymptotically stability definition
studied within the nosntandard analysis framework in [59].
2. (Instantaneous reachability) An instantaneous reachability condition can be also stu-
died. Chow’s theorem shows the conditions for the controllability of the driftless
nonlinear systems which are composed with smooth vector fields. The question is
how this theorem can be generalized to the nonsmooth vector field cases. The task is








if x > 0 (8.2)
where u1 and u2 is the generalized control which could be singular functions. By











Let g1 and g2 be the the actuation vector fields for u1 and u2, respectively, and X =
[x, v]. By using the generalized derivative, the Lie bracket can be defined as












where δ(x) is generalized derivative ofH(x). This example illustrates that the system
is controllable in insensible time where δ(x) is not equal to zero, and so any state is
instantaneously reachable. The further analysis of this example will be useful to
generalize the existing reachability conditions for smooth vector fields to the non-
smooth ones.
3. (Composition of generalized functions) In this thesis, the impact time is first com-
puted to define the singular function which generates the jump. If the impact time
is implicitly defined by the discontinuous function such as the velocity dependent
switching surface, then the problem is in general very difficult to analyze. However,
it is still possible by considering the composition in the higher insensible dimension,
which the composition could be well defined. There are many physical application
to the generalization of the composition functions including the instantaneous kicker
model by Van der Meer in [139].
Furthermore, in the second part, a new framework of generating the safe trajectories and
formulating analytic safety condition is proposed. This new framework can be extended,
and used in many motion planning problem.
1. (Algebra) The root locus principle follows the gradient descent of the harmonic
landscape function which can only be defined in the two dimensional space. The ex-
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tension to the three dimensional space is still open. However, an interesting extension
of the harmonic function inspired by the electrostatic field in three dimensional space
shows that the assignment free formation control can be found using the electrostatic
forces, which is similar to the root locus path if it is restricted to two dimensional
space.
2. (Geometry) The weighted Lp method is a new framework to define the safety con-
dition. There are numerous applications directly using so called the Lp box such as
controlling the average body frame of the snake locomotion in [140]. The concatena-
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