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Abstract
We consider Galois actions on blocks and conjugacy classes. We extend some of the results valid in the
case of complex conjugation. We give some counterexamples where this extension is not possible.
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1. Introduction
Several authors were investigating real classes and blocks of finite groups, see e.g. [4,10,11,
14,15] and also Galois actions on characters, blocks, etc., see e.g. [1–3,5,8,12,13,18,19]. The aim
of this paper is to extend results of [6] to the real case and to investigate which of the results of
[6,10,11] can be extended to the more general case, when instead of complex conjugation, we
take other Galois automorphisms.
We also investigate the action of Galois automorphisms on the group algebra. We show that the
answer to a question of Reynolds (see [18]) is negative, i.e. the Jacobson radical is not necessarily
invariant under Galois automorphisms. We also show that nilpotent elements can be mapped to
nonnilpotent ones and units can be mapped to nonunits via these Galois automorphisms. In these
constructions we used the program system GAP, see [9].
We introduce the concept of σ -core Rσ (G). We characterize finite groups where Rσ (G) is a
p′-subgroup, in particular, where Rσ (G) = 1.
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In this paper G will always denote a finite group, p a prime integer, (R, k,F ) will be a
p-modular system, where R is a complete discrete valuation ring with quotient field k of char-
acteristic zero and residue class field F of characteristic p. We assume that F and k are splitting
fields for the subgroups of G. Let ( )∗ :R → F denote the map that reduces each element of R
modulo the Jacobson radical J (R).
Let Qn = Q(θ), where θ is a complex primitive root of unity of order n = exp(G). Let
σ : θ → θi be an automorphism in Gal(Qn/Q)  (Z/nZ)×. Let us fix i = i(σ ). Let i′ be defined
by σ−1 : θ → θi′ . Thus, (i, |G|) = (i′, |G|) = 1. We say that an element g ∈ G is σ -invariant if
gi = g. According to [8, pp. 7–12], for the class C, the class sum Cσ+ is defined as the class sum
of the ith powers of elements of C. In this way σ induces an algebra automorphism on Z(RG)
and Z(FG). This map also permutes block idempotents eB of Z(RG) and e∗B of Z(FG), respec-
tively. Bσ is defined by the equation (eB)σ = eBσ . In order to able to apply Brauer’s permutation
lemma, we define χσ (g) = χ(gi′) for χ ∈ Char(G). If two characters lie in the same block, then
their images under σ also have this property, and χ ∈ Irr(B) if and only if χσ ∈ Irr(Bσ ).
The map x → xi also induces an automorphism of the cyclic subgroup 〈x〉. We say that the
block B is σ -invariant if Bσ = B , the class C is σ -invariant if Cσ = C, and the character χ
is σ -invariant if χσ = χ . For a block B , let ω∗B :Z(FG) → F be the central homomorphism
belonging to B , and e∗B ∈ Z(FG) be the corresponding centrally primitive idempotent. Let
β∗B(C) ∈ F be defined by the equation e∗B =
∑
C∈cl(G0) β∗B(C)C+. So B is σ -invariant if and
only if (e∗B)σ = e∗B . It is easy to see that ω∗Bσ (C+) = ω∗B(Cσ
−1+
) and β∗Bσ (C) = β∗B(Cσ
−1
).
Hence for σ -invariant blocks ω∗B(C+) = ω∗B(Cσ
−k+
) and β∗B(C) = β∗B(Cσ
−k+
) for every inte-
ger k. If i = −1 then σ acts as complex conjugation on Irr(G). We denote by B the conjugate
block of B , by C the class of inverse elements of C and by χ the complex conjugate character
of χ . We say that the block B is real if B = B , we say that the class C is real if C = C, and we
say that the character χ ∈ Char(G) is real if χ = χ .
Let Bl(G),Bl(G|D), rBl(G|D),σ iBl(G|D) be the set of p-blocks of FG, the subset of blocks
with defect group D, the subset of real blocks, and σ -invariant blocks with defect group D, re-
spectively. Moreover cl(G0|D), dcl(G0|D), rcl(G0|D), σ icl(G0|D), rdrb(G0|D) will stand for
the p-regular conjugacy classes, defect classes, real classes, σ -invariant classes and real defect
classes of real blocks, each with defect group D, respectively. The set of conjugacy classes and
p-regular conjugacy classes of G will be denoted by cl(G) and cl(G0), respectively, and for
C ∈ cl(G), C+ will stand for the sum of elements of the conjugacy class C in the group alge-
bra FG. The Robinson map, see [17, p. 91], is defined as the map R :Z(FG) → Z(FG) with
R(L+) = ∑B ω∗B(L+)e∗B , which is a projection on the subspace generated by block idempo-
tents. If P ∈ Sylp(G) and K,L ∈ cl(G0) then let ΩK,L = {(y, z) ∈ K ×L | Py = Pz}. It is well
known, see e.g. [17, p. 92], that R(L+) =∑K∈cl(G0)(|ΩK,L|/|K|)∗K+ where (|ΩK,L|/|K|)∗ =∑
B∈Bl(G) ω∗B(L+)β∗B(K). We call the matrix R with entries RK,L = (|ΩK,L|/|K|)∗ indexed by
pairs (K,L) of conjugacy classes of G, the Robinson matrix.
3. Properties of σ -invariant blocks and conjugacy classes
Let σ and i = i(σ ) as in the introduction, let D be a p-subgroup of the group G.
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(a) the induction of characters,
(b) the induction of blocks (in the sense of Brauer),
(c) the Brauer correspondence of conjugacy classes,
(d) the Brauer correspondence of blocks,
(e) the Robinson map.
Proof. (a) Let H G, ψ ∈ Char(H). Then
(
ψσ
)G
(x) = 1/|H |
∑
g∈G
ψσ
0(
gxg−1
)= 1/|H |∑
g∈G
ψ0
(
gxi
′
g−1
)= (ψG)σ (x).
(b) Let H G and b ∈ Bl(H) such that bG = B . Let the central homomorphism belonging
to b be ω∗ψ then the central homomorphism belonging to B is (
ψG
ψG(1) )
∗
. Then (bσ )G = Bσ ,
by (a).
(c) For a p-subgroup D  G, the Brauer correspondence between classes of G with defect
group D and classes of NG(D) with defect group D is defined as C → C ∩CG(D). Cσ has the
same defect group as C. Thus Cσ ∩CG(D) = (C ∩CG(D))σ .
(d) The Brauer homomorphism BrD :Z(FG) → Z(FNG(D)) is defined by
BrD
(
C+
)= (C ∩CG(D))+.
By the first main theorem of Brauer this map takes block idempotents of blocks of G with defect
group D to block idempotents of blocks of NG(D) with defect group D. Let B ∈ Bl(G|D) and
e∗b = BrD(e∗B) with b ∈ Bl(NG(D)|D). Then B = bG. Let the central homomorphism belonging
to b be ω∗b . Since ω∗Bσ (C+) = ω∗B((Cσ
−1
)+) = ω∗b(BrD((Cσ
−1
)+) = ω∗bσ (BrD(C+)), we get that
BrD(e∗Bσ ) = e∗bσ .
(e) R(C+)σ =∑B ω∗B(C+)eσB∗ =∑B ω∗Bσ (Cσ+)eσB∗ = R(Cσ+). 
As a corollary we establish a relation between σ -invariance of blocks and classes of G and
NG(D).
Corollary 3.2.
(a) The Brauer correspondent b ∈ Bl(NG(D)|D) of a block B ∈ Bl(G|D) is σ -invariant if and
only if B is σ -invariant.
(b) The Brauer correspondent C ∩CG(D) of a class C ∈ cl(G0|D) is σ -invariant if and only if
C is σ -invariant.
Corollary 3.3. The σ -image Cσ of a defect class C of a block B is a defect class of the block Bσ .
We showed in [6, Example 3.12] that in general the number of p-blocks with given defect
group D is not necessarily bounded from above by the number of defect classes with defect
group D. In the case of real 2-blocks we have:
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(a) If the 2-block B ∈ Bl(G|D) is real then every C ∈ cl(G0|D) with β∗B(C) = 0, is a defect
class for the block B .
(b) The number of real 2-blocks with defect group D is less than or equal to the number of defect
classes with defect group D, i.e., |rBl(G|D)| |dcl(G0|D)|.
Proof. (a) If C ∈ cl(G0|D) and β∗B(C) = 0 then since by [11, Corollary 3.2] ω∗B(C+) =
ω∗
B
(C+) = ω∗B(C
+
) = β∗B(C) = 0, hence C is a defect class of B .
(b) By Corollary 3.2 and by [6, Lemma 2.10], we may assume that D is normal in G, other-
wise we reduce from G to NG(D). Let us take the subspace of Z(FG) spanned by real block
idempotents with defect group D. This is a subspace of the space spanned by defect classes with
defect group D. The inequality is deduced by taking dimensions. 
The converse of Lemma 3.4(a) is not true:
Example 3.5. If we take a cyclic group of odd order and p = 2, then every block has trivial
defect group, and every class is a defect class of every block. But only the principal block is real.
The analogous statements to Lemma 3.4(a), (b) in the σ -invariant case are not true either:
Example 3.6. Let G = U3(3), the unique simple group of order 6 048 = 25 · 33 · 7, and p = 2.
The group G has two mutually complex conjugate p-blocks B , B of defect zero. The only defect
class of these blocks is a class of order 3 elements.
Let θ be a primitive complex exp(G) = 23 · 3 · 7th root of unity. The Sylow 2-subgroup of the
Galois group Gal(Q(θ)/Q) is an elementary abelian group of order 16. We choose an involution
σ in this Galois group with the property that in the action on G, σ fixes all order 7 elements.
(Note that such an involution exists, because the only alternative would be to invert all elements
of order 7, and the product of two such involutions has the required property.) Since the two
defect zero characters of G differ only on elements of order 7, the blocks B , B are σ -invariant.
Thus the analogous statement to Lemma 3.4(b) does not hold. This implies that the analogous
statement to Lemma 3.4(a) cannot hold either, otherwise (b) could be proved similarly. See the
remark below.
Remark 3.7. In general, if the σ -version of Lemma 3.4(a) holds for every σ -invariant block
B ∈ Bl(G|D), then for G the σ -version of (b) also holds.
In the following two propositions, we reformulate and improve [11, Proposition 6.1] saying
that for a 2-block B , ω∗B maps the sum of 2-regular class sums with defect group D either to one
or zero, depending on if B is real or not.
Proposition 3.8. Let p = 2. Let β denote the matrix [β∗B(C)]B,C , where the rows are indexed by
Bl(G|D) and the columns by cl(G0|D). Let ω denote the matrix [ω∗B(C+)]B,C , where the rows
are indexed by Bl(G|D) and the columns by cl(G0|D). Then:
(a) B ∈ Bl(G|D) is a real 2-block if and only if ∑C∈cl(G0|D) ω∗B(C+) = 0. In this case this sum
is 1.
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(c) ββT = ωωT is a (symmetric) permutation matrix (of order 2). The number of nonzero (in
fact 1) diagonal entries in it is the number of real 2-blocks with defect group D.
(d) Let p be an arbitrary prime, the matrix βωT is the identity matrix of dimension |Bl(G|D)|,
and ωT β is the transpose of the Robinson matrix restricted to cl(G0|D).
Proof. (a) This is exactly what [11, Proposition 6.1] claims.
(b) This follows from (a) and [11, Corollary 3.2].
(c) We may assume that D is normal, otherwise use Brauer correspondence. Let B1,B2 ∈
Bl(G|D). Since D is normal, ω∗
B2
(e∗B1) =
∑
C∈cl(G0|D) β∗B1(C)ω
∗
B2
(C+). By [11, Corollary 3.2],
this sum is equal to
∑
C∈cl(G0|D) β∗B1(C)β
∗
B2
(C). Since ω∗
B2
(e∗B1) = δB1,B2 , [ββT ]B1,B2 = δB1,B2 .
The claim for ωωT follows from [11, Corollary 3.2].
(d) We may assume that D is normal by [6, Lemma 2.10] and by the fact that the Robinson
map and the Brauer map commute. Then we have
[
βωT
]
B1,B2
=
∑
C∈cl(G0|D)
β∗B1(C)ω
∗
B2
(
C+
)= ω∗B2
(
e∗B1
)= δB1,B2 .
Similarly,
[
ωT β
]
C1,C2
=
∑
B∈Bl(G|D)
ω∗B
(
C+1
)
β∗B(C2) =
( |ΩC2,C1 |
|C2|
)∗
= RC2,C1 . 
Proposition 3.9. Let p be a prime integer and let us restrict the rows and columns of the matrices
β and ω to σ iBl(G|D) and to σ icl(G0|D), respectively. Let us denote the restricted matrices
by βσi and ωσi , respectively. Let σ be of p-power order. Then βσiωTσ i is the identity matrix
of dimension |σ iBl(G|D)|, and ωTσiβσ i is the transpose of the Robinson matrix restricted to
σ icl(G0|D).
Proof. We may assume that D is normal, otherwise we can use Brauer correspondence, by
Corollary 3.2. Note that this is possible since the Robinson map and the Brauer map commute.
Now the statement follows since in the case of βσiωTσ i , the contributions of non-σ -invariant
classes to the summations that occur in βωT cancel, and analogously the contributions of non-
σ -invariant blocks cancel in the case of ωTσiβσ i . 
Corollary 3.10. Let p = 2. We denote the restrictions of the rows and columns of the matrices β
and ω to rBl(G|D) and rcl(G0|D) by βi and ωi . Then:
(a) βrωrT = βrβrT = ωrωrT = ωrβrT is the identity matrix of dimension |rBl(G|D)|,
(b) βrT βr = ωrT βr = βrT ωr = ωrT ωr is the Robinson matrix restricted to rcl(G0|D).
Proof. This follows from Proposition 3.9 and [11, Corollary 3.2]. 
For p = 2, it was proved in [10, Lemma 3.1] that |rBl(G|D)| |rcl(G0|D)| holds. We extend
this here to the σ -invariant case.
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group D is less than or equal to the number of those p-regular σ -invariant conjugacy classes C
with defect group D such that the image of C+ under the Brauer map is not nilpotent.
Proof. (This is similar to [10, Lemma 3.1].) By Corollary 3.2 we may assume that D is normal.
By Proposition 3.9, βσiωTσ i is the identity matrix of dimension |σ iBl(G|D)|. Since ω∗B(C+)
vanishes for nilpotent C+ and any B ∈ Bl(G), the same holds also if we omit the columns of
those classes C from βσi and ωσi for which C+ is nilpotent. 
Let us recall, see [10], that the extended defect group of a real nonprincipal block B is defined
as the Sylow 2-subgroup P of the extended centralizer C∗G(x) = {g ∈ G | xg = x or xg = x−1}
of an element x of a real defect class of B , and P is unique up to conjugacy. The defect group of
the block is of index two in P .
Corollary 3.12. The number of real 2-blocks with defect group D (and extended defect group U ,
|U : D| = 2) is less than or equal to the number of those 2-regular real conjugacy classes C with
defect group D (and extended defect group U ) such that the image of C+ under the Brauer map
is not nilpotent.
In fact the number of real 2-blocks with defect group D is less than or equal to the number
of real defect classes of real blocks with defect group D, i.e., |rBl(G|D)| |rdrb(G0|D)|. This
inequality is sharp in the sense that equality can occur.
Proof. By Corollary 3.2, [6, Lemma 2.10], and the proof of [10, Lemma 3.1], it is easy to see
that Brauer correspondence gives a bijection between real blocks of G with defect group D and
extended defect group U and real blocks of NG(D) with defect group D and extended defect
group U . Similarly it gives a bijection between real defect classes of G with defect group D and
extended defect group U and real defect classes of NG(D) with defect group D and extended
defect group U . Thus we may assume that D is normal.
The part of the first statement in which the extended defect group U is not considered is a
special case of Proposition 3.11, so it remains to show that we may omit from the matrices βr
and ωr also the columns of those classes C whose extended defect groups are not conjugate to U ,
without changing βωT . This follows from [10, Section 2].
For the second statement, we have to establish the existence of sufficiently many real defect
classes of real blocks. Proposition 3.10(a) guarantees that ωr has rank |rBl(G|D)|, so we can
pick this number of linearly independent columns, and for each of the corresponding classes C,
we find a real block B such that ω∗B(C+) is nonzero. But since C is real, also β∗B(C) is nonzero,
and hence C is a defect class of B .
The inequality becomes an equality, e.g., in the case of symmetric groups Sn when n =
m(m+ 1)/2, then |Bl(G|1)| = |rBl(G|1)| = |rdrb(G0|1)| = dcl(G0|1) = 1. 
Remark 3.13. The σ -invariant analogue of the second part of Corollary 3.12 is in general not
true, see Example 3.6.
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In [19, Remark 3], Reynolds asks if the Jacobson radical is invariant under certain Galois
automorphisms. The following example shows that the Jacobson radical is not necessarily in-
variant.
Example 4.1. Let G = A5, p = 2, i(σ ) = 17, F = GF(2) then J (FG) is of dimension 35 and
J (FG)∩J (FG)σ is of dimension 24. J (FG)σ is not an ideal in this case, either. Every element
of J (FG) is nilpotent, but the image of σ contains also nonnilpotent elements.
The smallest solvable example is a semidirect product of an elementary abelian normal sub-
group of order 9 and a dihedral group of order 8 with F = GF(2).
This group can be represented as a subgroup of S6 isomorphic to (S3 × S3) : 2. If p = 2
then i(σ ) = 5 and i(σ ) = 7 both give suitable examples. Let F = GF(2). Then J (FG) has
dimension 39 and its intersection with its image under σ has dimension 31. Hence the Jacobson
radical is not invariant under σ . Let i(σ ) = 7. Then a = (1634)(25) + (162534) + (163425) +
(16)(2534) + (1625)(34) + (16)(25)(34) belongs to J (FG) and a3 = 0. However, ((aσ )3)5 =
(aσ )3 = 0. Hence aσ cannot be nilpotent.
The next example shows that a unit is not necessarily mapped to a unit by σ .
Example 4.2. Let G = 〈(1,2,3,4,5), (2,4,5,3)〉 be the Frobenius group of order 20 with kernel
of order 5 and cyclic complement of order 4. Let p = 2, i(σ ) = 3, F = GF(2). Then x =
〈(2,3,5,4)〉+ · (( )+ (1,2,3,4,5))+ (1,3,4,2) ∈ FG is a unit of order 28, but xσ is not a unit,
because (xσ )4 = 1 is an idempotent.
However
Lemma 4.3. If i(σ ) = −1, then σ maps all units to units, nilpotent elements to nilpotent elements,
and the Jacobson radical is invariant under this σ . Moreover if I is a left (right) ideal of FG
then its image I under this σ is a right (left) ideal, in particular ideals are mapped to ideals. The
Jacobson radical of FG is left invariant.
Proof. Let u denote the image of an element of the group algebra under σ , where i(σ ) = −1. If
u is a unit, then uv = 1 for some element v ∈ FG. Then v · u = 1 thus u is a unit. If un = 0 then
un = 0. If I is a left ideal in FG and i ∈ I , r ∈ FG, then ir = ri ∈ I . Hence I is a right ideal.
The statement about right ideals can be proved similarly. Hence ideals are mapped to ideals.
The Jacobson radical is the intersection of maximal right ideals, as well as the intersection of
maximal left ideals. Since conjugation is inclusion preserving, maximal right ideals are mapped
to maximal left ideals, thus the Jacobson radical is left invariant. 
5. The σ -core
Let σ ∈ Gal(Qn/Q) as in the introduction, let i = i(σ ) and let us assume that σ is of order p.
Definition 5.1. We define the σ -core Rσ (G) of G as the subgroup generated by all p-regular
elements whose conjugacy class is σ -invariant.
L. Héthelyi, E. Horváth / Journal of Algebra 320 (2008) 660–679 667In particular we define the real core R(G) as the subgroup generated by all 2-regular real
elements.
Proposition 5.2. Suppose that the group Q acts coprimely on a p-group P . Let N be normal
in P and Q-invariant. If P/N is cyclic, then there exists a cyclic Q-invariant subgroup Y with
P = NY .
Proof. Let G be the semidirect product of P and Q with respect to the above action. The proof
is by induction on the order of G.
Case 1: Suppose that N is a minimal normal subgroup in G. Then N  Z(P ) and N is
elementary abelian. Thus we may assume that P is abelian since P/Z(P ) is cyclic. Let P = NX
where X = 〈x〉 is cyclic. If P is elementary abelian then by Maschke’s theorem there exists a
Q-invariant complement of order p to N , and we are done. If P is not elementary abelian then
|X| p2. Since N is elementary abelian, we have that Pp = Xp is cyclic and Ω1(X) = Ω1(P p)
which is characteristic in P . Thus Ω1(X) G. If Ω1(X)N then it is equal to N and P = X is
cyclic and we are done. If Ω1(X)  N then since N is a minimal normal subgroup in G we have
that |N ∩Ω1(X)| = 1.
Then |N ∩X| = 1 also holds. Since N  Z(P ) then P = N ×X. Now we prove that there is a
Q-invariant complement in P to N . It is clear that Φ(P ) = Φ(X) and P/Φ(P ) = N ×X/Φ(P ).
By the theorem of Maschke, in P/Φ(P ) there is a Q-invariant complement Y/Φ(P ) to N . Let Y
be its inverse image in P . If Y would not be cyclic, then Y = Φ(P )Y1, where Y1 is a complement
of order p to Φ(P ) in Y . Then P = NΦ(P )Y1 = NY1, which is a contradiction. Thus Y is a
cyclic Q-invariant complement to N .
Case 2: If N is not a minimal normal subgroup in G then let N1 be a minimal normal subgroup
of G contained in N . In G = G/N1 by induction there exists a cyclic Q-invariant complement
Y to N in P . Let Y be the inverse image of Y in G. Since YQ <G, by induction there exists a
Q-invariant cyclic complement Y2 to N1 in Y and again we are done. 
Proposition 5.3.
(a) Let N be normal in G. If G/N contains a nontrivial p′-element whose conjugacy class is
σ -invariant, then there are such elements also in G outside N . Moreover, if r is a prime
power relatively prime to p then every r-element whose conjugacy class is σ -invariant, can
be lifted from G/N to G.
In particular, G/Rσ (G) contains no nontrivial p-regular elements whose conjugacy classes
are σ -invariant.
(b) Moreover if N = Op(G) then every p-regular element in G = G/Op(G) whose conjugacy
class is σ -invariant lifts to a p-regular element in G whose conjugacy class is σ -invariant.
Proof. (a) Let G = G/N . If G/N contains a nontrivial element of p′ order whose conjugacy
class is σ -invariant, then its order is divisible by some prime r relatively prime to p. A suitable
power of it is a nontrivial element of r-power order whose conjugacy class is σ -invariant. Thus
it is enough to prove the second statement. Let a be an element in G/N of r-power order and
b of p power order s.t. ab = ai , where the θ → θi map defines a Galois automorphism from
Gal(Q(θ)/Q) of order p, where θ is an exp(G)th root of unity. We may assume that G = 〈a〉〈b〉.
Then a has an inverse image 〈a〉 of r power order. Let A = 〈a〉, and let AR1 ∈ Sylr (NA). By
the Frattini argument, G = NANG(R1). Thus there is an element b1 ∈ NG(R1)\NA of p power
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be lifted to a b1-invariant r-subgroup 〈a1〉. Since [bp1 , a1]  N ∩ 〈a1〉, bp1 is acting trivially on〈a1/〉Φ(〈a1〉), hence also on 〈a1〉. Thus b1 induces an order p automorphism on 〈a1〉, and it is
exactly taking a1 into the ith power since this is true in the factor group. Thus the element of r
power order whose conjugacy class is σ -invariant is lifted to the element a1, whose conjugacy
class is σ -invariant.
(b) Let a ∈ G be a p-regular element whose conjugacy class is σ -invariant, where p is the
order of σ .
Let A = 〈a〉. Let b ∈ G be a p-element taking a to ai = aσ . Then [bp, a] = 1. Let A be
a complement to Op(G) in the inverse image of A, let a be its cyclic generator. Then |A| is
relatively prime to p. Let b be an inverse image of b, let B = 〈b〉. Let H = Op(G)AB . Let H =
H/Op(G). Then A is normal in H and b
p ∈ Z(H). Thus bp ∈ Op(H). We claim that in H there
is a p-regular element whose conjugacy class is σ -invariant. By the Frattini argument applied to
Op(G)A in H , we have that H = Op(G)NH (A). Thus in the coset bOp(G) there is an element
b∗ ∈ NH(A) and also b∗p ∈ Op(H). Hence [b∗p,A]  A ∩ Op(H) = 1. Let b∗−1ab∗ = al .
Since factorizing by Op(G) is an isomorphism on A, al = ai , and we are done. 
Remark 5.4. We have R(G)  G′. Moreover, every non-σ -invariant p-regular element of G
whose conjugacy class is σ -invariant is a commutator in G.
Proof. Since in G/G′ there are no nontrivial 2-regular real elements, R(G)  G′. Let a be a
non-σ -invariant p-regular element whose conjugacy class is σ -invariant, A = 〈a〉. Then ag = ai
for some p-element g, A = CG(g)[〈g〉,A] and [g, .] :A → A is an endomorphism with kernel
CG(g) = 1. Thus A = [〈g〉,A] [g,A]. Since g acts trivially on A/[g,A], we have A = [g,A].
But every element of [g,A] is a commutator. 
Lemma 5.5. Let σ be of order 2. If x ∈ G is an element such that the automorphism group of
〈x〉 is cyclic, in particular if the order of x is odd prime power then σ either inverts x or acts
trivially on x.
Remark 5.6. If the order of σ is greater than 2 then every element of order 2 is σ -invariant.
In the following we shall give characterizations of those groups for which Rσ (G) = 1 holds.
Lemma 5.7. Let σ be of order p as above, let i = i(σ ).
(a) If Rσ (G) = 1 then P ∈ Sylp(G) is normal.
(b) If P ∈ Sylp(G) is normal then every p-regular element whose conjugacy class is σ -invariant
is a σ -invariant element.
(c) R(G) = 1 if and only if G is 2-closed.
Proof. (a) Case 1: Let p = 2. Let us suppose that Rσ (G) = 1. Let G = G/O2(G). By Proposi-
tion 5.3, every 2-regular element a whose conjugacy class is σ -invariant lifts to an element in G
whose conjugacy class is σ -invariant. Let S ∈ Syl2(G). If S is nontrivial then it has an element
x of order 2. S cannot have just one involution, since then this element would lie in O2(G) = 1.
Let t be another involution. If all such involutions generate a 2-group together with x then by
Baer’s theorem x ∈ O2(G) which is not the case. Thus there is an element a1 of odd prime order
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a1−1 in 〈x, t〉, in any case the conjugacy class of a1 is σ -invariant and by Proposition 5.3 a1 lifts
to an element of odd order in G whose conjugacy class is σ -invariant, which is a contradiction.
Thus P ∈ Syl2(G) is normal.
Case 2: Let p > 2. If Rσ (G) = 1 then by Remark 5.6, |G| is odd, thus by the Feit–Thompson
theorem [7] G is solvable. Let us argue by contradiction. Let G be a minimal counterexample. Let
N be a minimal normal subgroup in G. Then N is an elementary abelian r-group. Here r > p,
otherwise the elements of N would be σ -invariant. By Proposition 5.3, Rσ (G/N) = 1. Hence by
the minimality of G, P ∈ Sylp(G/N) is normal. Thus PN is normal in G for P ∈ Sylp(G). If
PN <G then since Rσ (PN) Rσ (G), Rσ (PN) = 1. Then by the minimality of G, P  PN ,
but then P G. Thus we may assume that PN = G. Let us take an element 1 = x ∈ Z(P ) of order
p. Then 〈x〉N is normal in G, hence Rσ (〈x〉N) = 1. If N〈x〉 <G then by induction 〈x〉 is normal
in 〈xN〉, hence in G. Thus P/〈x〉  G/〈x〉 and thus P  G. So we may assume that N〈x〉 = G.
Then exp(G) = rkp and φ(exp(G)) = (p − 1)rk−1(r − 1). Thus the order of σ is a divisor of
r −1. Hence GF(r) contains primitive pth roots of unity. Thus the linear transformation induced
by the conjugation action of x on the GF(r) vector space N has an eigenvector in N . Let it be
(a1, . . . , ak). Then (a1, . . . , ak)x = (aj1 , . . . , ajk ) and (a1, . . . , ak)σ = (ai1, . . . , aik). Since i and j
belong to the unique order p subgroup of the multiplicative group of GF(r) they are powers of
each other. Thus i = j t and hence the action of xt is just the action of σ . So the conjugacy class
of (a1, . . . , ak) in G is σ -invariant, contradicting the fact that Rσ (G) = 1. Hence P ∈ Sylp(G) is
normal in Case 2, as well.
(b) Let us suppose now that P ∈ Sylp(G) is normal in G. Let x be a p-regular element whose
conjugacy class is σ -invariant. Then it lies in a complement K of P and there exists an element
g ∈ G with xg = xi . Since gp is acting on x trivially gp′ is also acting on x trivially. Thus we
may assume that g ∈ P . Thus [x,g] ∈ 〈x〉 ∩ P = 1. Hence x is a σ -invariant element.
(c) Follows from (a) and (b). 
Corollary 5.8. (See Okuyama’s Theorem [17, Theorem 2.33].) Suppose that p = 2 and
P ∈ Sylp(G). Then φ(1) is odd for every φ ∈ IBr(G) if and only if P G.
Proof. If P G then it is easy to see, see e.g. the beginning of the proof of [17, Theorem 2.33],
that φ(1) is odd for every φ ∈ IBr(G).
If φ(1) is odd for every φ ∈ IBr(G) then according to [17, Theorem 2.30], 1G2′ is the only
real valued irreducible Brauer character of G. Then by Brauer’s permutation lemma, 1 is the only
real conjugacy class of G. By Lemma 5.7(c) we have that P G. 
Theorem 5.9. Let σ be of order p as above, let i = i(σ ). The following are equivalent:
(i) Rσ (G) = 1.
(ii) G is solvable and G = PK , where P ∈ Sylp(G) is normal and K is a complement to P and
(|K|, i − 1) = 1.
Proof. (i) → (ii). If Rσ (G) = 1 then P ∈ Sylp(G) is normal by Lemma 5.7(a). Let K be a
complement to P . Since σ is of order p, ip ≡ 1 mod exp(G). Since for every nontrivial element
k ∈ K , the order of k is not a divisor of i−1, thus (|K|, i−1) = 1. If p = 2 then it implies that the
ith powering is acting as inverting on K . Since K is solvable by the Feit–Thompson theorem [7],
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theorem [7].
(ii) → (i). Suppose that (ii) holds. Let us assume that x is a p-regular element whose
conjugacy class is σ -invariant. Since P is normal in G, x must be a σ -invariant element by
Lemma 5.7(b). But then xi−1 = 1, contradicting (|K|, i − 1) = 1. 
Corollary 5.10. If Rσ (G) = 1 then every block has a σ -invariant defect class.
Proof. By Theorem 5.9, P ∈ Sylp(G) is normal, thus every block B is of maximal defect and
hence the trivial class is a σ -invariant defect class of B . 
Corollary 5.11. Let σ be of order p as above, let i = i(σ ) and P ∈ Sylp(G).
(a) If Rσ (G) = 1 and p = 2 then the ith powering is acting on every complement to P by
inverting elements.
(b) If Rσ (G) = 1 and p > 2 then |G| is of odd order.
Proof. (a) follows from Theorem 5.9.
(b) follows from Remark 5.6. 
Examples 5.12 and 5.13 will show that there are groups in which the Sylow p-subgroup is
normal, but Rσ (G) = 1 both in the case p = 2 and p > 2.
Example 5.12. Let us take a cyclic G group of order 22 · 3 · 7. Then its Sylow 2-subgroup is
obviously normal. If θ is a primitive |G|th root of unity, then the Sylow 2-subgroup of the Galois
group Q(θ)/Q is of type (2,2,2). Thus there is an automorphism σ ∈ Gal(Q(θ)/Q) which is
of order 2 and σ acts trivially on both the order 3 and the order 7 elements of G. Hence these
elements belong to Rσ (G) = 1.
Example 5.13. Let us take an abelian group of composite order, p > 2 its maximal prime divisor
then P ∈ Sylp(G) is normal, but every p-regular class is σ -invariant, hence Rσ (G) = 1.
Corollary 5.14. If p = |σ | divides |G| and G is perfect (e.g. nonabelian simple) then
Rσ (G) = G.
Definition 5.15. We say that a Brauer character φ of G is σ -invariant if φ(xi′) = φ(x) where
i = i(σ ).
Corollary 5.16. Let us suppose that σ is acting on the irreducible Brauer characters of G. Then
if φ ∈ IBr(G) is nontrivial and σ -invariant, then Kerφ does not contain every p′-element whose
conjugacy class is σ -invariant.
Proof. By Brauer’s permutation lemma, the number of σ -invariant p-regular classes is equal to
the number of σ -invariant irreducible Brauer characters. Thus in G/Rσ (G) there are no nontrivial
σ -invariant irreducible Brauer characters. Hence a nontrivial and σ -invariant irreducible Brauer
character cannot contain Rσ (G) in its kernel. 
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mutation lemma cannot be always applied. An example where the number of fixed points on
p-regular classes and the number of fixed irreducible Brauer characters are different is the group
PGL(3,4) for p = 2 and i = 29 where the number of 2-regular classes is 18, the number of fixed
classes is 6, and there is one fixed Brauer character. 12 irreducible Brauer characters are mapped
by σ outside of IBr(G). Complex conjugation always leaves IBr(G) invariant. By the theorem of
Fong and Swan, if G is p-solvable, then irreducible Brauer characters can be lifted to irreducible
ordinary characters. Thus in this case also IBr(G) is left invariant by σ .
Now we prove an analogue of a theorem of Willems [17, Theorem 3.36].
Theorem 5.18. Let G be a finite group with the property that σ leaves IBr(G) invariant. Let α ∈
IBr(G) be σ -invariant. Then there exists a σ -invariant χ ∈ Irr(G) such that the decomposition
number dχα is a p′-number.
Proof. Let α˜ be the generalized character of G defined by α˜(x) = α(xp′). Then α˜ is also σ -
invariant. Then α˜ =∑χσ=χ (α˜,χ)χ +∑(α˜, χ)(χ + χσ + · · · + χσp−1). Since dχα = dχσ α , by
restricting to Gp′ and taking the coefficient of α on both sides we have that 1 ≡∑χ=χσ (α˜, χ)dχα
mod p. Hence we are done. 
The following weak analogue of a theorem of Gow and Willems [17, Theorem 3.33] is also
true.
Theorem 5.19. Let G be a finite group with the property that σ leaves IBr(G) invariant. Let
B ∈ Bl(G). Then the following are equivalent.
(a) B = Bσ .
(b) There exists a σ -invariant irreducible Brauer character φ ∈ IBr(B) of height zero and
Φφ(1)p = |G|p .
(c) There exists a σ -invariant irreducible character χ ∈ Irr(B).
Proof. (c) → (a). This is clearly true.
(b) → (c). Let P ∈ Sylp(G). We know that (ΦφP ,1P ) = Φφ(1)/|P | = Φφ(1)p′ . Since φ is σ -
invariant, the decomposition numbers dχφ and dχσ φ are the same. Also (χP ,1P ) = (χσ P ,1P ).
Thus (ΦφP ,1P ) ≡
∑
χσ=χ dχφ(χP ,1P ) mod p ≡ 0 and we have (c).
(a) → (b). Let d = d(B) and |P | = pa . Then similarly as in the proof of [17, Theo-
rem 3.33], p2a−d = (∑φ∈IBr(B) φ(1)Φφ(1))p, and p2a−d+1 divides its subsum belonging to
non-σ -invariant irreducible Brauer characters. Thus in the remaining sum there must exist a
σ -invariant φ ∈ IBr(B) with φ(1)p = pa−d and Φφ(1)p = pa . Hence we are done. 
Remark 5.20. If σ does not act on IBr(G) then the implications (c) → (a) and (b) → (a) in
Theorem 5.19 are still true. However implication (c) → (b) and thus (a) → (b) are not neces-
sarily true, as the example of the triple cover of the sporadic simple Mathieu group M22, p = 2
and i(σ ) = 769 shows. In this group the second block of defect 9 has no σ -invariant irreducible
Brauer characters, but has many σ -invariant irreducible ordinary characters. Similar things hap-
pen in the groups 3.U3(6) and 3.U6(2).3.
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for a σ -invariant α ∈ IBr(G). Let us take G = J3, p = 2 and i(σ ) = 11. Then there exists an ir-
reducible character χ ∈ Irr(G) of degree 1215 which is not σ -invariant. Its restriction to the
p-regular elements contains 1Gp′ with multiplicity 1, and χσ contains this character with multi-
plicity 3.
6. Some properties of the subalgebra generated by the σ -core
In [6, Proposition 2.3] we proved that the following are equivalent:
(i) G is p-nilpotent,
(ii) the subalgebra of FG generated by p-regular elements is semisimple,
(iii) R(L+) = L+ holds for every p-regular conjugacy class L,
(iv) the number of p-blocks equals the number of p-regular conjugacy classes.
In this section we consider the analogous statements for σ -invariant p-blocks where the order
of σ is p.
The analogous statements split into two smaller sets of equivalence, the first set being strictly
stronger than the second one.
The analogous statement to [6, Proposition 2.3(i), (ii)] in the σ -invariant case is the following:
Theorem 6.1. The following are equivalent:
(i) G = Op′pp′(G) and if G = G/Op′(G) and P ∈ Sylp(G) with G = PK , where K is a com-
plement to P in G then (i − 1, |K|) = 1.
(ii) Rσ (G) is a p′-group, i.e., FRσ (G) is semisimple.
Proof. (i) → (ii). If (i) holds then let us take a p-regular element x in G whose conjugacy class
is σ -invariant. If it is not in Op′(G) then its image x ∈ K . Let us take an element g with xg = xi .
Then xg = xi . We may assume that g is a p-element. Then [x,g] ∈ P ∩ K = 1. Thus i = 1 and
x is σ -invariant. But by our assumption K does not contain any σ -invariant elements, hence we
get a contradiction and we are done.
(ii) → (i). Let G˜ = G/Rσ (G). Then by Lemma 5.7, G˜ has a normal Sylow p-subgroup P˜
and thus G˜ = P˜ K˜ , where K˜ is a complement to P˜ and (i − 1, |K˜|) = 1. This implies (i). 
Remark 6.2. If we only suppose that G = Op′pp′(G) in Theorem 6.1(i), the implication (i) → (ii)
does not hold. Let us take e.g. a Frobenius group of order 72 · 3, let p = 7. Then every 3-element
is σ -invariant, and since these elements generate G, Rσ (G) = G, thus it is not a p′-group.
The analogous statement to [6, Proposition 2.3 (iii), (iv)] in the σ -invariant case is the follow-
ing:
Theorem 6.3. The following are equivalent:
(i) R(L+) = L+ for every p-regular σ -invariant conjugacy class L of G,
(ii) the number of σ -invariant p-regular conjugacy classes of G is equal to the number of σ -
invariant blocks of G,
(iii) |σ iBl(G|D)| = |σ icl(G0|D)|, for every p-subgroup D of G.
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(ii) → (iii) holds, since by Proposition 3.11, |σ iBl(G|D)| |σ icl(G0|D)|, and if in (iii) there
is a strict inequality for some D then in (ii) cannot be the equality.
(i) → (iii): Let us take the matrices βσi and ωσi as in Proposition 3.9, then by Proposi-
tion 3.8(d), ωσiT βσi is the transpose of the Robinson matrix restricted to p-regular σ -invariant
conjugacy classes with defect group D. By (i), it is an identity matrix of size t × t where t is
the number of σ -invariant p-regular conjugacy classes with defect group D. Thus the matrix βσi
has rank at least t , thus the number of its rows is at least t , and hence by Proposition 3.11, βσi is
a square matrix. Thus |σ iBl(G|D)| = |σ icl(G0|D)| and hence (iii) holds.
(iii) → (i): If (iii) holds then |σ iBl(G|D)| = |σ icl(G0|D)| holds for every p-subgroup D. But
then the matrices βσi and ωσi are square matrices with βσiωσiT equal to the identity matrix by
Proposition 3.8(d). Hence βσiT = βσi−1, thus ωσiT βσi is also the identity matrix. But this matrix
is equal to the transpose of the Robinson matrix restricted to σ icl(G0|D), hence the Robinson
map on these classes is the identity map. 
Before investigating the relation between Theorems 6.1 and 6.3, let us prove the following:
Lemma 6.4. Let N be a normal subgroup of G. Let RN be the Robinson map of Z(FN). Then
RN and R are acting on Z(FN) in the same way.
Proof. Let C ∈ clG(N) be a conjugacy class of G lying in N . It is enough to prove that
RN(C+) = R(C+). R(C+) = ∑ω∗B(C+)e∗B . Let b ∈ Bl(N) such that B is lying over b. We
know that
∑
exb =
∑
eBi , where bx is running on the G-orbit of b and Bi are the blocks lying
over b with B = B1. By [16, Theorem 5, Chapter 5], ωxb(C+) = ω∗Bi (C+) for every x and i.
Hence R(C+) =∑ω∗B(C+)e∗B =∑ω∗B(C+)∑ e∗Bi =∑ω∗b(C+)∑ exb = RN(C+). 
Corollary 6.5. The two equivalent conditions of Theorem 6.1 imply those of Theorem 6.3 but not
conversely.
Proof. Let A be the subalgebra FRσ (G) in Theorem 6.1(ii). Then J (Z(A)) = J (A) ∩ Z(A).
Hence Z(A) is semisimple. Hence the Robinson map RRσ (G) is the identity mapping on Rσ (G).
Hence Theorem 6.3(i) holds by Lemma 6.4.
The conditions of Theorem 6.3 do not imply those of Theorem 6.1, since for p = 2 and
i = −1 the unique simple group of order 168 is an example where Theorem 6.1(i) does not hold,
but |σ iBl(G)| = |σ icl(G0)| = 2. 
As a corollary we get the following results in the real case for p = 2.
Theorem 6.6. The following are equivalent:
(i) G is solvable and its 2-length is 1 (O2′22′(G) = G).
(ii) |R(G)| is odd, in other words, FR(G) is semisimple.
Theorem 6.7. The following are equivalent:
(i) R(L+) = L+ for every 2-regular real conjugacy class L ∈ cl(G),
(ii) the number of real 2-regular conjugacy classes is equal to the number of real 2-blocks of G,
(iii) |rBl(G|D)| = |rcl(G0|D)| holds for every 2-subgroup D G.
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of Theorem 6.6 imply the ones of Theorem 6.7 but not conversely.
7. Some more properties of σ -invariant blocks and classes
In this section we again assume that σ is of order p, if it is not explicitly written otherwise. It
is well known, see e.g. [10], that the only real class of maximal defect is the trivial class. In the
σ -invariant case the following is true:
Lemma 7.1. If a p-regular conjugacy class K is of maximal defect and it is σ -invariant then
each element in it is σ -invariant, namely for x ∈ K , xσ = x. Example 7.2 shows that there can
also occur nonidentity classes of maximal defect, which are σ -invariant.
Proof. If x ∈ K then xσ = xg for a suitable element g ∈ G. If xσ = x then since g normalizes
CG(x) and gp ∈ CG(x), but gl = 1 for 1 < l < p, we get that |〈CG(x), g〉 : CG(x)| = p which
cannot happen since K is of maximal defect. 
In [10, Corollary 1.3] it is shown that the only real 2-block of maximal defect is the principal
block. The next example shows that the analogous statement for the σ -invariant case is not true.
Example 7.2. Let G be the abelian group of Example 5.13, let p be its maximal prime divisor.
Then every p-regular conjugacy class is σ -invariant. Every p-block is of maximal defect, and
every block is σ -invariant. Thus not only the principal block can be σ -invariant among the blocks
of maximal defect.
In [11, Corollary 3.2] it is proved that if B is a 2-block and C is a 2-regular class with the
same defect group then ω∗B(C+) = β∗B(C+).
The analogous statement is not true for Cσ instead of C:
Example 7.3. Let us take G to be the unique simple group of order 6048 and p = 2 as in
Example 3.6. The group algebra FG has two 2-blocks of defect zero, belonging to complex
conjugate characters. These two blocks B1,B2 have a common defect class consisting of order
3-elements and two defect zero classes consisting of order 7 elements. Let us define σ in the
same way as in Example 3.6. It acts trivially on one of the order 7 subgroups generated by
these elements. Let C be the class of one of the generating elements of this order 7 subgroup.
Then this class is σ -invariant. If the analogous statement to [11, Corollary 3.2] would hold then
ω∗B1(C
+) = β∗B1((Ci
∗
)+) = β∗B1(C+) = ω∗B1(C
+
), which is not the case since ω∗B1 is zero either
on C+ or on C+ but not on both.
Let us define the analogs of the extended centralizer and the extended defect group:
Definition 7.4. If x is an element in G whose conjugacy class is σ -invariant then we say that
CσG(x) is the σ -centralizer of the element x if for every element g ∈ Cσ xg = xσ
k for some
k ∈ {0,1,2, . . . , p− 1}. The Sylow p-subgroup of the σ -centralizer is called the σ -defect group
of x. This is unique up to conjugacy.
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CG(x) if and only if x is σ -invariant. Otherwise it is of order p|CG(x)|. Thus the σ -defect group
is equal to the defect group if and only if x is σ -invariant, otherwise its order is p times the order
of the defect group.
In [10, Lemma 1.2] it is proved that every real nonprincipal block has a nonidentity real defect
class. Here we have:
Proposition 7.6. Let q be a p-power and let it be the order of σ . Then every σ -invariant p-block
has a σ -invariant defect class.
Proof. Similar to [10, Lemma 1.2]. Since for σ -invariant blocks β∗B(C) = β∗B(C−k) for k =
0, . . . , q − 1, Cσk+ occurs in e∗B with the same multiplicity for k = 0,1, . . . , q − 1. If we apply
ω∗B to e∗B then since ω∗B(C+) = ω∗B(C−k+) for k = 0, . . . , q − 1, the non-σ -invariant class sums’
length q orbits give zero contribution. But e∗B itself is not mapped to zero, thus there is a σ -
invariant class which is not mapped to zero, thus this is a σ -invariant defect class of B . 
Problem 7.7. In [11, Theorem 6.3] it is shown that every 2-block has a real defect class. Is the
analogous statement true? Namely, does every p-block have a σ -invariant defect class if σ is of
order p? For groups with Rσ (G) = 1, this is true by Corollary 5.10.
Example 7.8.
(a) It is not true that if a σ -invariant class is a defect class then it is also a defect class of a
σ -invariant block.
E.g., in Example 3.6 there is no real block belonging to the unique real defect class with
defect group 1.
(b) It is not true that every σ -invariant block has a σ -invariant defect class which is not a defect
class of any non-σ -invariant block.
E.g., the trivial class is a real defect class of every block of maximal defect, which can also
be a nonreal block.
(c) It is not true that every non-σ -invariant block has a non-σ -invariant defect class.
E.g., this happens in Example 3.6.
However, a weaker property than Example 7.8 (c) is true:
Remark 7.9. For every non-σ -invariant block B there is a non-σ -invariant class C with
ω∗B(C) = 0.
Proof.
1 = ω∗B
(
e∗B +
(
e∗B
)σ + · · · + (e∗B)σq−1)
= 0 +
∑
C =Cσ
β∗B(C)ω∗B
(
C+
)+ β∗Bσ (C)ω∗B(C+)+ · · · + β∗Bσq−1 (C)ω∗B
(
C+
)
.
Hence the statement is true. 
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there exists a nontrivial 2-regular conjugacy class C with defect group strictly containing that of
B and with ω∗B(C+) = 0. The analogous statement is not true for the σ -invariant case:
Example 7.10. Let us take the group G = D10. For p = 2 and i(σ ) = 11 it has a block B of
defect zero, hence is of nonmaximal defect, but all the classes C ∈ Cl(G) with ω∗B(C+) = 0
have also defect zero, hence their defect cannot be strictly larger than the defect of the block.
We mention that for a σ -invariant nonprincipal p-block the σ -defect groups of its nontrivially
σ -invariant defect classes are not necessarily conjugate, hence one cannot define the σ -defect
group of the σ -invariant block:
Example 7.11. Let G = 2A10, let p = 2, let i(σ ) = 379. Then there is a σ -invariant a block of
defect 1 with two nontrivially σ -invariant defect classes consisting of order 5 and 15 elements,
respectively. The corresponding σ -defect groups are elementary abelian and cyclic groups of
order 4, thus they cannot be conjugate.
8. Existence of σ -invariant blocks with given defect group
In this section the order of σ is q which is a power of p. We consider the question of the
existence of σ -invariant blocks with given defect group D, in case we know that there exists a
block with defect group D.
In general it is not true that if there is a block with a given defect group, then there is also a
σ -invariant one with the same defect group: by [11] in M11 there is a defect zero block, but there
is no real defect zero block. The existence of σ -invariant blocks with given defect group can be
reduced to NG(D), hence we always may assume that D is normal.
We now consider the analogue of [11, Lemma 2.2] for the σ -invariant case.
Proposition 8.1. Let q be a p-power order of σ .
(a) Let eD be the sum of block idempotents of p-blocks with defect group D, and βD(C+) be the
coefficient of C+ in eD . Then there is a σ -invariant block with defect group D if and only
if there exists a σ -invariant conjugacy class C ∈ cl(G0|D) such that βD(C+) is nonzero.
Moreover βD(C+) =∑B=Bσ β∗B(C).
(b) For each σ -invariant block B there is a σ -invariant class C with βD(C+) = 0 which is a
σ -invariant defect class of a σ -invariant block B .
Proof. (a) We may suppose that D is normal. Then in eD only conjugacy classes with defect
group D occur.
Let B be σ -invariant then
e∗B =
∑
C=Cσ
β∗B(C)C+ +
∑
C =Cσ
β∗B(C)
(
C+ +Cσ+ + · · · + (Cσq−1)+).
If B is not σ -invariant then
(
e∗B + e∗Bσ + · · · + e∗Bσq−1
)= ∑
σ
(
β∗B(C)+ β∗Bσ (C)+ · · · + β∗Bσq−1 (C)
)
C+C=C
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∑
C =Cσ
(
β∗B(C)+ β∗Bσ (C)+ · · · + β∗Bσq−1 (C)
)
C+ + · · ·
+ (β∗B(Cσq−1)+ · · · + β∗Bσq−1
(
Cσ
q−1))(
Cσ
q−1)+
.
Since if C is σ -invariant then β∗Bσ (C) = β∗B(C), thus in eD the coefficient of a σ -invariant con-jugacy class sum C+ is just ∑B=Bσ β∗B(C). Hence if this is nonzero, then there is a σ -invariant
block with defect group D.
Let us apply ω∗B to e∗B , where B is σ -invariant. Then
ω∗B
(
e∗B
)= ∑
C=Cσ
β∗B(C)ω∗B
(
C+
)+ ∑
C =Cσ
β∗B(C)
(
ω∗B
(
C+
)+ω∗B(Cσ+)+ · · · +ω∗B((Cσq−1)+)).
The second sum is zero since ω∗B(Cσ
+) = ω∗Bσ (C+) = ω∗B(C+). In eD the coefficient of a
σ -invariant conjugacy class sum C+ is just ∑B=Bσ β∗B(C). If this would be zero then let us
calculate ω∗B1(eD) for a σ -invariant block B1 ∈ Bl(G|D). This is 1 on the one hand, on the other
hand
ω∗B1
(
e∗B
)= ∑
C=Cσ
β∗B(C)ω∗B1
(
C+
)
+
∑
C =Cσ
β∗B(C)
(
ω∗B1
(
C+
)+ω∗B1
(
Cσ
+)+ · · · +ω∗B1
((
Cσ
q−1)+))
.
Since B1 is σ -invariant and the characteristic is p, the second sum is always zero. Thus if in eD
the coefficient of each σ -invariant conjugacy class sum is zero, then∑
C=Cσ (
∑
B=Bσ β∗B(C))C+ = 0. Since non-σ -invariant blocks do not contribute to it, if we
apply ω∗B1(
∑
B=Bσ e∗B) = 0. Which cannot happen, since this is 1. Hence the statement is true.
(b) Let us take a σ -invariant block B ∈ Bl(G|D), and apply ω∗B to e∗D . It takes its non-σ -
invariant part to zero. It has to be nonzero on the σ -invariant part, and hence there is a σ -invariant
class C with nonzero coefficient, which is also a σ -invariant defect class of B . 
We have the following:
Corollary 8.2. Consider the matrix βσi whose rows correspond to σ -invariant blocks with de-
fect group D and the columns to p-regular σ -invariant conjugacy classes with defect group D.
If a column sum is nonzero then there is a column with nonzero column sum such that the cor-
responding class is a σ -invariant defect class of a σ -invariant block. On the other hand every
σ -invariant block has a σ -invariant defect class, whose column sum is nonzero. However it is not
necessarily true that every σ -invariant defect class of a σ -invariant block has a nonzero column
sum in the βσi matrix, as the example of A6 shows.
Proof. It is easy to see from the proof of Proposition 8.1 that if the column sum of the σ -invariant
conjugacy class is nonzero then C is a defect class of a σ -invariant block. A6 has two real blocks
of defect zero and it has 4 real defect classes of defect zero, two of them are classes of elements
of order 3, others are classes of elements of order 5. For the first two classes the column sum in
the matrix β is zero for the other two it is nonzero. 
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(a) If |Bl(G|D)| = |cl(G0|D)| holds then the number of σ -invariant p-blocks with defect group
D is the same as the number of σ -invariant p-regular (defect) classes with defect group D.
Hence for each σ -invariant class with defect group D there is a σ -invariant block with the
same defect group.
(b) In particular, if |Bl(DCG(D)|D)| = |cl(DCG(D)0|D)| then for each σ -invariant class of G
with defect group D there is a σ -invariant block with the same defect group.
(c) In particular, if DCG(D) is p-nilpotent (e.g. if D is centralizer closed or if |P : D| = p for
some P ∈ Sylp(G)) then for each σ -invariant p-regular class with defect group D there is a
σ -invariant block with the same defect group.
Proof. (a) By the assumed equality we get that the matrix ω is regular, since βωT is an identity
matrix, by Proposition 3.8(d). The automorphism σ acts on its rows and columns in the given
way. By applying the modular version of Brauer’s permutation lemma, see [16, Chapter 5, Prob-
lem 19], we get that the number of σ -invariant p-regular classes with defect group D is the
same as the number of σ -invariant blocks with defect group D. Since by [6, La. 2.2] in this case
|cl(G0|D)| = |dcl(G0|D)|, (a) holds.
(b) By [6, Theorem 1] the condition of (a) is satisfied.
(c) These guarantee equality in (b). 
Example 8.4. It is not true in general that non-σ -invariant blocks would have a defect class
whose coefficient in eD is nonzero.
E.g., let p = 2, G = U3(3) and D = 1 as in Example 3.6. Let i = −1. The two defect zero
blocks B and B have a common real defect class (the conjugacy class of order 3 and centralizer
order 9). The other defect zero nondefect classes C1,C2 are the self centralizing classes of or-
der 7. Here eD = eB + eB = β∗B(C1)C1+ +β∗B(C2)C2+. Hence in eD no defect class occurs with
nonzero coefficient.
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