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Abstract 
Due to the limitations of the present noise prediction methods used in the offshore industry, 
this research is aimed to develop an efficient noise prediction technique that can analyze and 
predict the noise level for the offshore platform environment during the design stage as 
practically as possible to meet the criteria for crews’ comfort against high noise level.  
Several studies have been carried out to improve the understanding of acoustic environment 
onboard offshore platform, as well as the present prediction techniques. The noise prediction 
methods for the offshore platform were proposed from three aspects: by empirical acoustic 
modeling, analytical computation or neural network method. First, through evaluating the 
five-selected empirical acoustic models originated from other applications and statistical 
energy analaysis with direct field (SEA-DF), Heerema and Hodgson model was selected for 
calculating the sound level in the machinery room on the offshore platform.  
Second, the analytical model modeled three-dimensional fully coupled structural and acoustic 
systems by considering of the structural coupling force and the moment at edges, and 
structural-acoustic interaction on the interface. Artificial spring technique was implemented to 
illustrate the general coupling and boundary conditions. The use of Chebyshev expansions 
solutions ensured the accuracy and rapid convergence of the three-dimensional problem of 
single room and conjugate rooms. The proposed model was validated by checking natural 
frequencies and responses of against the results obtained from finite element software.  
Third, a modified multiple generalised regression neural network (GRNN) was first proposed 
to predict the noise level of various compartments onboard of the offshore platform with 
limited samples available. By preprocessing the samples with fuzzy c-means (FCM) and 
principal component analysis (PCA), dominant input features can be identified before 
commencing the GRNN’s training process. With optimal spread variables, the newly 
developed tool showed comparable performance to the SEA-DF and empirical formula that 
requires less time and resources to solve during the early stage of the offshore platform design. 
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Chapter 1. Introduction 
1.1 Background and Motivation 
Over the past years, the steady growing requirements for acoustic performance of products as 
well as comfortable working and living conditions, has made the interior acoustic behavior an 
important criterion in the offshore industry. In this framework, the vibro-acoustics in the steel 
constructed environment is significant and will become even more important over the next 
decades with increasingly restrictive legal regulations regarding the interior noise levels [1-3]. 
With regarding the noise emission characteristic from onboard machinery and human audition, 
regulations concern about the maximum permissible noise levels which covers the broad 
frequency range from 31.5 Hz to 8000 Hz for different spaces. Such areas may be classified 
as follows. 
 Machinery spaces, where speech communication is not important and hearing 
conservation is the primary concern 
 Working space, where speech communication is required and levels are specified in 
the frequency bands associated with speech interference, and 
 Living spaces, where comfort is desirable and the specified levels are therefore lower 
than those required to protect hearing 
The compact arrangement of high noise level equipment and steel constructed hull structures 
make the offshore platform a complex dynamic system reflected on noise sources emission 
and the paths transmission. The noise situation on board an offshore platform is determined 
by the sum of noise contributed by the many and varied forms of noise sources. Besides the 
airborne noises generated by the operating equipment, such as diesel generator, mud pump, 
cement pump, compressor, shaker, and drill floor [4], structure-borne sound is another 
important form. Vibrating structure directly induced by rotating machineries generated 
mechanical force acts as loading to the surrounding medium and generates the fluctuation of 
the pressure levels. The interactions between structure and surrounding medium have impact 
on the medium, also the motions of the structure [5]. In machinery spaces containing high 
level noise sources, sound level may be entirely governed by airborne sound; in some remote 
living spaces, with the possible exception of rooms directly adjoining a source, the noise level 
may be determined by structure-borne sound; but more frequently, the sound field of offshore 
platform compartments is influenced by both type of the sources. Therefore, noise calculation 
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for offshore platform shall consider both structure domain and acoustic domain. In other 
words, it is a vibro-acoustic analysis [6].  
It is a remarkable fact that implementing noise control at design product design stage is more 
cost effective than reconstruction. Through performing noise calculation for all spaces in the 
offshore platform, if the initial design is found to be acoustically insufficient, the effects of 
improved sound insulation and general arrangement can readily be calculated. Therefore, 
reliable engineering prediction tools which can be used for parameter studies are of practical 
interest.  
Over the last decades, Computer Aided Design (CAD) techniques have evolved into mature 
and widely used tools to support the geometrical design process to allow for digital mock-up 
creation. And numbers of CAD-based modeling and analysis tools for vibro-acoustic analysis 
exist. However, specific methods are restricted by a frequency range. At low frequencies 
(large wavelengths), the response of the system is usually described in terms of modes, and 
typically calculated using deterministic approach; at high frequencies with short wavelengths, 
statistical approaches are usually adopted. In this context, novel prediction tools have been 
developed to analyse the vibro-acoustics of the offshore platform environment, and predict the 
sound pressure level in a practical way for the broad frequency range.  
1.2 Research Objectives 
There is a lack of calculation techniques in offshore platform noise prediction which can be 
used in the entire frequency range of interest (31.5-8000 Hz). Statistical models can only be 
used at higher frequencies. Models taking into account the finite dimensions and modal 
behavior are restricted to the lower frequency range, especially if one wants to investigate 
more complex structures with finite element techniques. Analytical models looking at the 
vibro-acoustics problem only deal with cavity backed by plate configuration that is not 
applicable for offshore platform environment. The feasibility of applying the empirical 
formula originated from land-based industry room and merchant ships to the offshore 
platform machinery room is unknown. 
This research aims to develop prediction tools for an offshore platform which is practical and 
can be used in a broad frequency range. The tools are proposed in three aspects: empirically 
3 
 
modeling, analytical modeling, and neural network modeling. First, the suitable empirical 
sound pressure level model is selected for the machinery room based on an evaluation of five 
empirical model originated from other application. Second, the analytical tool is based on 
Raleigh-Ritz method which has already been used successfully for a range of vibro-acoustic 
problems. A full three-dimensional structural-acoustic description allows reliable predictions 
in the low-frequency range. The superior convergence rate of the Raleigh-Ritz method 
compared to finite element models makes computations possible up to higher frequencies. 
The purpose of this tool is to get a better understanding of the vibro-acoustics of more 
complex finite-sized structures. The focus of the dissertation will be on noise prediction by 
neural network model. It is an innovation way of performing noise prediction for the offshore 
platform as compared to the classical methods.  
1.3 Outline of the dissertation 
Chapter 2 reviews the present technology on predicting vibro-acoustics, including THE 
analytical solutions for Vibro-acoustics, Finite Element Analysis (FEA) for the structural 
domain, Statistical Energy Analysis (SEA) for vibro-acoustic, Empirical methods for solving 
machinery room interior acoustic, and Artificial neural network method (ANN). 
Chapter 3 evaluates the five empirical models mentioned in section 2.4 in the machinery 
rooms. Heerema and Hodgson sound pressure model exhibits very close to the experimental 
measurement results as compared to the rest. The statistical energy analysis with direct field 
(SEA-DF) approach presented in section 2.3 correctly predicted the machinery room’s sound 
pressure level under both airborne and structure-borne sounds influences. A small deviation 
on the spatial averaging noise level is obtained as compared to the experimental 
measurements. The noise control strategy such as implementing acoustic insulation and 
damping treatment is investigated by using the SEA. The evaluated SEA-DF model in this 
chapter serves as the sample collection method for the neural network modeling in chapter 6.  
In Chapter 4, an analytical model for the three-dimensional vibro-acoustics problem is 
presented. Considering the structural interaction force and the moment at edges, and 
structural-acoustic interaction on the interface, the structural and acoustic systems are fully 
coupled. Artificial spring technique is implemented to illustrate the general coupling and 
boundary conditions by assigning the springs with corresponding values. The use of 
Chebyshev expansions solutions ensure the result accuracy and rapid convergence that enable 
the complex three-dimensional problem to be solved analytically. The proposed model is 
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validated by checking eigen-frequencies and eigenvector of present methodology against 
those derived from finite element software. 
In Chapter 5, the analytical model described in Chapter 4 is extended to handle more general 
configuration such as the conjugate room and coupled room instead of a single room.  
Chapter 6 proposes a modified multiple generalised Regression Neural Network to predict the 
noise level of various compartments on board of an offshore platform. With limited samples 
collected from the SEA-DF, conventional GRNN can cause an error when it maps the 
available inputs to sound levels for the offshore platform. In addition, the problem of selecting 
suitable inputs parameters in each cluster is often impeded by lacking accurate information. 
Fuzzy C-Mean (FCM) is used to obtain more relevant group for GRNNs training, and 
Principal Component Analysis (PCA) is used to remove the outliers in the groups, so that 
ensure high relevance input variables in each cluster. By fusing multiple GRNNs by an 
optimal spread parameter, the proposed modeling scheme becomes quite useful for modeling 
multiple frequency dependent datasets with different input parameters. The performance of 
FCM-PCA-GRNN shows comparable performance to the analytical results and SEA-DF that 
requires more time and resources to solve during the early stage of the offshore platform 
design. 
In Chapter 7 the key findings and contributions of the thesis are stated, as well as the related 
publications published during the Ph.D. works are shown. It is followed by potential future 
research works. 
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Chapter 2. Literature Review 
Vibro-acoustics is a dynamic interaction between acoustic (fluid) and structure domains. 
Whenever an elastic structure is in contact with a medium, the structural vibrations and the 
acoustic pressure field in the cavity are influenced by the mutual vibro-acoustic coupling 
interaction. The force loading on the structure, caused by the acoustic pressure along the 
fluid-structure interface, influences the structural vibrations. At the same time the acoustic 
pressure field in the cavity is also sensitive to the structural vibrations along the fluid-
structure interface. The strength of this vibro-acoustic coupling interaction is largely 
dependent on the geometry of the structure and the fluid domain as well as on the fluid and 
structural material properties and the frequency of the dynamic disturbances. This section give 
a summary of the various approaches usually used to predict noise inside cavities and to 
review the major developments in these areas to serve as a starting point of the thesis. 
2.1 Analytical solution for Vibro-acoustics  
Vibro-acoustics is a topic that has been of interest to researchers for long history. During the 
analytical modeling, the acoustic medium is assumed to be perfect, compressible and 
adiabatic fluid, therefore, sound in the fluid (acoustic) domain can be described by the linear 
theory [7]. The acoustic wave propagation causes small changes in displacement and velocity 
of fluid particles. The basic variables of a fluid are the total pressure 
Tp  and the total density
T . Both can be described using a steady value ( 0p and 0 ) and small variations ( p and  ). 
Similarly, the total acoustic velocity 
T
u can be defined  
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The mass conservation and linear momentum laws can be written regarding acoustic variables 
 
6 
 
 
0
),(
0 


u
r

t
tp
 
[2-2] 
 
0),(
),u(
0 


tp
t
t
r
r
  
[2-3] 
where the ∇  is the gradient representing the spatial derivative 
zyx 





,, .The linear 
relationship between pressure and density can be found though the adiabatic compression 
process in a small cavity driven by a vibrating piston. 
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The constitutive equation for the acoustic fluid can be written as 
    tctp ,, 2 rr   [2-5] 
where c is the speed of sound and it is a constant value for linear fluids. The enclosed fluid is 
modelled with the linear wave equation which obtained by substituting equation [2-5] into 
equation [2-2] and [2-3] 
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[2-6] 
where  zyx ,,r  denotes the coordinates in the acoustic domain. This linear wave equation 
is the governing equation of an acoustic fluid. 
When additional information supplied to generate the sound field such as surfaces that reflect 
or absorb sound, objects that scatter sound, etc. boundary conditions are imposed. From 
acoustic point of view, four types boundaries are usually encountered, namely the rigid 
boundary
1
S , the flexible boundary
2
S , the impedance boundary condition 3S , and the elastic 
boundary condition
4
S .  In this thesis, according to the characteristic of offshore platform, we 
mainly concern about the elastic boundary condition, in which the acoustic pressure and 
particle velocity satisfy the continuity relationship 
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where n is the outer unit normal vector [8], w is the vibration displacement in the normal 
direction. 
The fluid domain is determined via a solution of a three-dimensional wave equation [2-6] 
with specified initial and boundary conditions such as equation [2-7]. The acoustic room 
response can be considered as a superposition of individual responses of normal acoustic 
modes generated inside the room by a harmonic sound source. Acoustic modes are inherent 
properties of the enclosure, and are determined by a room geometry and boundary condition 
[9].   
In the structural domain, vibration excited by the source is propagating throughout the entire 
offshore platform. The attenuation of vibration energy depends on losses in the structure, the 
number of obstructions or junctions in the propagation path, and the connecting manner 
between structures.  
The governing differential equation for free transverse and in-plane vibration of a plate is 
given by [10] [11] 
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The structural elements have various boundary and coupling conditions in the real world. A 
creative way of illustrating a general boundary and coupling conditions is to implement spring 
technique [10-13]. Using of the uniformly distributed artificial springs to restrain the 
boundary edges and coupling edges elastically can represent the homogeneous boundary 
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conditions such as simply supported, clamped, free and guided [10]. The specific boundary 
and coupling condition can be achieved by assigning the springs with corresponding stiffness 
values. For example, as shown in the figure 2.1, with the aid of the spring technique, the 
boundary forces and moments of plate i  can be expressed as the resultants of displacements
i
w  ii vu , and value wK , wk , pk , and nk , refer to the rotational spring stiffness, transverse 
spring stiffness, the in-plane linear spring stiffness to the edge, and in the normal direction to 
the edge, respectively. 
                     
Figure 2.1 A rectangular plate i  with elastic boundaries along edges 
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On 0
i
y , 
   
 
 
i
i
i
i
i
ypi
i
i
i
i
ii
yni
i
i
i
i
i
i
i
yw
ii
i
i
i
i
iiiyw
x
v
y
u
v
E
k
y
v
x
u
u
E
k
x
w
y
w
D
y
w
K
yx
w
y
w
Dyxwk
i
i
i
i

























































0_
0_
2
2
2
2
2
0_
2
3
3
3
0_
12
,
1
,
,2,
 
[2-14] 
On yi Ly  ,    
 
 



































































i
i
i
i
i
ypi
i
i
i
i
ii
yni
i
i
i
i
i
i
i
yw
ii
i
i
i
i
iiiyw
x
v
y
u
v
E
k
y
v
x
u
u
E
k
x
w
y
w
D
y
w
K
yx
w
y
w
Dyxwk
i
i
i
i






1_
1_
2
2
2
2
2
1_
2
3
3
3
1_
12
,
1
,
,2,
 
[2-15] 
The subscripts yx, and 1,0  denote the springs distributed along x or y axis and at the 
coordinate 0 or )( yx LL .  
The coupling force and moments generated by the general coupling conditions at the coupling 
edge  between plate i and plate j  can be determined similarly. For example, when two plates 
have an coupling angle 0 , the coupling force and moment relations of plate i and j  can be 
expressed as 
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where
ijcw
k
_
and 
ijc
K
_
denote the linear stiffness value in the transverse direction and torsional 
direction. The transverse shear force 
i
Q and moment iM can be calculated by 
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When the coupling angle 0 , additional force and moment terms participated in the 
equation equilibrium, such as the in-plane longitudinal force, shear force, and twisting 
moment,  
The structural-acoustic interaction of a system can be determined by assembling the structural 
domain and acoustic domain as equation [2-18].  
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where subscripts S and A denote that the variables are related to the structure and cavity 
respectively. M and K are the generalized global mass and stiffness matrices. F denotes 
the external loading vector originated by the point force. SAC is the global structure-
acoustic coupling matrix.  
Three methods are usually employed to solve the equation [2-18], namely modal-coupling 
method [14], wave-based method [15], and Rayleigh-Ritz method [12]. Modal coupling 
approach considers acoustic and structural problem independently. The structural modes in 
vacuo and acoustic cavity modes with rigid walls need to be determined a priori [16-22]. The 
two sets of modes are then combined via spatial coupling coefficients, to determine the 
response of the coupled system. This method is suitable for weak coupling between structural 
and acoustic cavity because the particle velocity at the surface of rigid walls is zero. Apply 
wave-based method is another way of solving the vibro-acoustic problem [15][23-26]. It is 
based on the Trefftz method [27] and approximates the field variables by an expansion of 
wave function to satisfy the boundary condition. However, as the boundary and continuity 
condition errors are forced to zero due to the integral, it applies the same rigid boundary 
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assumption as the modal interaction approach and therefore has a similar limitation when 
dealing with strong coupling between structural and acoustic domain. The third approach 
solves the vibro-acoustic problem based on the energy equilibrium framework using 
Rayleigh-Ritz procedure[12-14] [20][28-29]. The Rayleigh method [30] works by the 
principle that the energy of a vibrating system interchange between the potential and kinetic 
form without dissipation at every natural mode. By using a set of admissible trial function for 
the mode shapes and assuming simple harmonic motion, the equalisation of maximum 
potential energy and the maximum kinetic energy yields the dynamic quantities. Ritz [31] 
generalised the Rayleigh method by assuming a set of admissible trial functions, each having 
independent amplitude coefficients. The approximations for the frequency can be achieved by 
minimising the energy functional with respect to each of the coefficients. Ritz demonstrated 
this method on a square plate under free boundary condition for which has no exact solution. 
2.2 Numerical method - Finite Element Analysis (FEA) for the structural domain 
The finite element analysis (FEA) [32-33] is a general framework for solving numerically 
integral and differential equations, particularly partial differential equations (PDEs). The 
ordinary low-frequency dynamic analysis is solved by the FEA that is well established, 
referenced in the literature and has a long tradition[34-35]. However, the FEA has not been 
extensively used for solving acoustic problem in the offshore platform. This technique 
requires the discretisation of the volumes. The number of finite elements increases with 
frequency to describe the short wavelength behaviour at increasing frequencies. A usual rule 
of thumb is that six linear finite elements per wave length are enough to obtain accurate 
results [36]. The wave length can be calculated as the length of a wave propagating in an 
unbounded medium or the wave length of the nearest eigenfrequency. Using this criterion, the 
computational costs soon become unaffordable. The large size of the models and expense in 
computation resources often limit the accurate prediction to relatively low frequencies, 
especially if full 3D modeling is used [37]. An advantage of this methods is that all details of 
interest in the structure can be described and included in the model, and at the same time the 
finiteness of the real structure is taken into account. Therefore, in the real practice, FEA is a 
common technique to evaluate the structural integrity [38-44] for the offshore structures, 
typically below 100 Hz. Through performing vibration analysis in the design stage, risk of 
resonance and severer vibration can be avoided, consequently reduces the structure-borne 
noise radiation throughout the offshore platform. This analysis is particular important for the 
major equipment. For instance, as a component of a rotary drilling rig, draw-works is primary 
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hoisting machinery.  The periodic residual unbalance force of the rotary drum can be the 
major excitation source that causes the drill floor vibration. To perform the influences of 
operating draw-work on the drill floor structures, an FE model is built with Hyperwork 
software which extends 14 meters in elevation of the drill floor, with the distribution of all 
equipment masses to the exact location as shown in figure 2.2.  
Considering +/- 20% margin from the draw-work excitation frequency of 5.33Hz, as shown in 
figure 2.3, the first stage modal analysis scanned six modes that fall into the interest frequency 
range of 4.3Hz to 6.4 Hz. These modes may cause resonance on the drill floor structures. 
Therefore, frequency response analysis is needed to determine the actual response of the 
affected area and identify whether the structures can sustain under the periodic loading when 
operating.  
 
Figure 2.2 Drill floor FE model 
13 
 
 
(a) Mode 6 at 4.34 Hz,  
 
(b) Mode 7 at 5.1Hz, 
 
(c) Mode 8 at 5.69 Hz  
 
(d) Mode 9 at 5.92 Hz 
 
(e) Mode 10 at 6.05 Hz 
 
(f) Mode 11 at 6.21 Hz
Figure 2.3 Six modes close to the excitation frequency obtained by normal mode analysis  
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The maximum velocity amplitude is determined in the frequency response analysis and 
compared with the criteria set out in the ISO 10816-3. The maximum velocities in associated 
with an array of nodes in different frequencies are tabulated in Table 2.1 for the horizontal 
and vertical directions. According to the results, the maximum RMS velocity is 1.43mm/s 
occurs at local instrument room, and it is smaller than 4.5 mm/s shown in the vibration limit. 
Thus, the vibration of the drill floor is satisfied with the ISO 108816-3 category B 
(unrestricted long term operation). 
This example illustrated the using of FEA in solving structure dynamic for an offshore 
platform; it also illustrates the vibration energy can be efficiently transmitted from a source to 
surrounding structures. Both transverse vibrations and in-plane vibrations are observed in the 
analysis. In fact, based on the measurements done by Kihlman and Plunt [45-46], vibration 
velocity levels in the normal and parallel direction of the shell can be the same magnitude in 
the steel made ship structure. If the in-plane motion of the shell is caused by longitudinal 
waves traveling the vertical direction, these waves would determine the velocity level 
perpendicular to the deck plating. On the other hand, if the in-plane motion is determined by 
transverse waves induced by the relative vertical motion between the frames, then the 
transverse waves would be of the greatest importance [47]. It can be concluded that all wave 
types transform at the junctions and participate in vibration energy transmission, although 
transverse wave is the only type to be considered for interaction with the acoustic domain at 
the receiving end of the transmission line [48]. Thus, this explains the reason that the 
structural coupling effects should be considered when handling the offshore platform vibro-
acoustics.  
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Table 2.1 Forced vibration analysis calculated maximum velocity amplitude in horizontal and 
vertical axis  
2.3 Statistical method – Statistical Energy Analysis (SEA) for vibro-acoustics 
The following published paper is used for the contents of this section 
[60]  X. Ji and C. Chin, “Analysis of acoustic models and statistical energy analysis with direct 
field for machinery room on offshore platform,” Acta Acustica united with Acustica, vol. 
101, no. 6, pp.1234-1244, 2015.  DOI: 10.3813/AAA.918916 
Due to the shortcomings while using FEA at low frequencies, statistical methods such as 
Statistical Energy Analysis (SEA) are developed to calculate the response of the systems using 
statistical modal parameters. Consequently, a large structure is divided into subsystems which are 
expressed using statistical modal parameters. The responses of the system are calculated in terms 
of total time-average distribution of energy among subsystems instead of exact displacements or 
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forces. The average response of subsystems using SEA can be more reliable than the FEA since it 
removes small variation effects in the high frequencies. Since the development of SEA by Lyon 
[49] and Smith [50], it has been widely and successfully applied to modeling the vibro-acoustics 
within closed domains such as buildings, aerospace, naval and automobile industries [51-58]. 
SEA approach is based on the assumptions of a large population of modes, wide-band and 
uncorrelated excitations, large modal overlap, diffuse field, equipartition of energy, and weak 
coupling [59]. The main idea is that a complex built-up structure can be divided into subsystems, 
characterised by their modal densities and internal loss factors. The statistical mode densities for 
each subsystem and the coupling loss factors (CLFs) control the power fluxes among subsystems. 
Therefore, there is a lower limit on the solving frequencies when applying the SEA technique. 
Due to these assumptions, lower frequency limit applies for SEA approach, and spatial averaged 
response in each subsystem is obtained.  
The SEA formulation is based on the power balances of the subsystems. With the power input to 
the system, a set of equations can be derived such that the only unknowns of the problem are their 
averaged energies. For a particular subsystem i , this balance is expressed as 
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[2-19] 
where ini is the external power entering the subsystem, 
diss
i is the power dissipated in the 
subsystem and ij is the power exchanged between the subsystem i and j . For the particular 
case of 2 subsystems, an illustrative sketch is shown in figure 2.4. The power dissipated by 
subsystem i is  
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diss
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[2-20] 
where  is the angular frequency, ii and iE are the internal loss factor and the averaged energy 
of subsystem i respectively. 
The key aspect of the SEA formulation is the assumption that the power ij exchanged between 
subsystems i and j can be expressed in terms of their averaged energies as  
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  jjiiijij EE    [2-21] 
Using the coupling loss factors ij and ji . These factors are assumed to satisfy the consistency 
relationship  
 
jjiiij nn    [2-22] 
where in and jn are the modal density of subsystem i and j . Therefore, for each subsystem, the 
power balance of equation [2-21] can be rewritten regarding energies of the subsystems as 
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Figure 2.4 A two subsystem SEA model [60] 
Solving high frequencies vibro-acoustic problems with the SEA is particularly attractive for the 
low computational cost. However, its application to real-life systems has severe limitations. The 
assumption of diffuse field cannot be satisfied if space is treated with highly absorbent materials 
which reduce the energy from reflections, or space is highly influenced by the direct field 
component. The SEA requires that the number of modes shall be large enough in a frequency 
band of interest. For instance, a conservative lower limit for offshore platform is at 125 Hz. Also, 
SEA can only give the estimate of system responses in an average value and do not predict the 
distribution of the energy field.  
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Additional procedures are needed to incorporate to obtain the local response. Maxit and Guyader 
[61] incorporated the modal energy distribution in the SEA formulation to remove the assumption 
of equipartition of modal energies. They calculate the modal information of subsystems for 
complex structures using the FEA to get the detail of energy distribution. In this thesis, since 
estimating the sound level in the compartments is a major concern, SEA-DF method is 
implemented in the source dominated spaces to obtain the localised sound level in the room. By 
separating the direct field component from the total energy, we can both comply with the 
approach assumption and collect the localised sound level values. In this case, the reverberation 
energy flows in the each subspace are illustrated in the figure 2.5. At steady-state condition, the 
basic equation [62] for expressing the energy flow relation between the subsystem i  and other 
subsystems j in the SEA model is determined. 
 
Figure 2.5 Reverberation energy flow between two subspaces [60] 
The reverberant modal energy in subsystem i , 
i
E obtained from SEA is then applied to compute 
the reverberant sound pressure level of an acoustical system  
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The sound field of a direct field dominated room is, therefore, the additive of the reverberant field 
sound level
revp
L
,
 and the direct field sound level
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The direct field of equipment can be modelled according to the geometries feature. Three types 
apply to the equipment onboard [63]: a point source exhibits inverse square ( 2/1 r ) attenuation 
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and can be applied to most small to medium-sized equipment like pumps, compressors, and 
purifiers; line source demonstrates approximately cylindrical ( r/1 ) spreading and adequate for 
more linear sources like heating, ventilation, and air conditioning duct; lastly, rectangular surface 
source generates box-like shaped contours for large machinery such as diesel engine, mud pumps 
and hydraulic power units (HPU). 
Due to the dependence on statistical representations of modal properties, the accuracy of SEA 
relies on the condition that there are a sufficient number of modes within the frequency band of 
interest. To offshore platforms, this criterion can comply when analysed frequencies above 125 
Hz and set the interest bandwidth of octave band. Below this frequency limit where the number 
of modes in the frequency band of interest is small, the using of average modal density is no more 
feasible.  
2.4 Empirical methods for solving machinery room interior acoustic 
The following published paper is used for the contents of this section 
[60]  X. Ji and C. Chin, “Analysis of acoustic models and statistical energy analysis with direct 
field for machinery room on offshore platform,” Acta Acustica united with Acustica, vol. 
101, no. 6, pp.1234-1244, 2015.  DOI: 10.3813/AAA.918916 
Sabine law [64] is the classical room acoustic theory to compute the room sound level.  However, 
it is not suitable to be used in the offshore platform environment due to the precondition of 
diffuse field theory that requires the sound to be reflected from the enclosure surfaces with equal 
levels of sound intensity. In fact, this precondition often unable to comply due to the presence of 
multiple fittings, non-uniform absorption and reflection distribution, and the irregular room shape. 
Formulas based on curve-fits to experimental data have been used to estimate sound pressure 
levels in industrial rooms containing noise-producing machinery, including Thompson model 
[65], Kuttruff model [9], SNAME model [66], Heerema and Hodgson model [67] and Sergeyev 
model [68]. While such empirical formulas can be accurate and easily applied, they are often 
limited in their scope of applicability and do not provide the analyst with any physical insight 
into the specific problem at hand. Due to the similarity of the Type 1machinery rooms and the 
land based industry rooms, it is worth to evaluate the validity of these empirical formulas for 
offshore platform machinery rooms’ sound level approximation. 
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L1: Thompson model [65] made a modification to Sabine model based on experimental 
observation. The Sabine model only considers reverberant and not direct sound. Thompsom 
model considers several factors such as temperature, barometric pressure, and source directivity 
within the room. Based on a linear decay phenomenon, it includes the room mean free path, MPF. 
It also accounts for empty irregularly proportioned factories according to volume 𝑉 and surface 
area S . The reverberant field sound pressure level is proposed to be a function of MPF , room 
mean absorption coefficient , source/receiver distance r , and air attenuation 𝑚 in the space, 
and sound power level wL .The effect of room temperatureTM  and barometric pressure BP are 
included in the sound pressure level (SPL) as shown: 
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The value of air attenuation used is presented as shown in Table 2-1. 
 
Table 2.2 Value of the air attenuation m [65] 
L2: Kuttruff [9] proposed a model for large flat factories containing sound scattering obstacles. 
The model assumed that the floor was diffusely reflected and its absorption coefficients 
considered the effect of the fittings on the sound propagation. The absorption effects from side 
walls are neglected due to the room height is smaller than the lateral dimensions, and the sound 
reflections from the ceiling were predominant. Thus the sound pressure level is computed as 
follows: 
   ,,log10 HrALL wp    [2-27] 
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Here 𝐻 is the room height, constant 𝑏 depends on the average absorption coefficient of the floor 
and ceiling . Here the corresponding values used are shown in table 2.3. 
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Table 2.3 Value of constant b [9] used in Kuttruff model [9] 
L3: SNAME method [66] is often recommended by merchant ship owners to predict the airborne 
noise using codified methods [69]. SNAME method calculates the sound pressure level of the 
machinery room airborne noise by solving the direct field and reverberant field independently. 
The direct field and reverberant field were expressed in the unit of ft. Note that equation [2-33] is 
used when the source or receiver distance exceeds ten ft. 
 1log10log20 1010,  QrLL wdirp  [2-29] 
 16log10 10,  Twrevp RLL  [2-30] 
 9log10log30
1010,
 QrLL
wrevp
 [2-31] 
where wL  is the total sound power level in each octave band due to all noise sources in the 
compartment. dirpL , and revpL , are the total octave band sound pressure level in the diffuse field 
and direct field respectively. Q  is the directivity factor and equal to 2, 4, eight depending on the 
source location in the room.  TR is the room constant which is based on diffuse field theory with a 
series of corrections including correction for non-boundary surfaces, correction for low 
frequencies, and correction for large space. 
Additionally, SNAME method provides empirical adjustments for merchant ship environment. 
For example, absorption by both room boundaries and the surface of room contents are 
considered. For the different room, the soft surface and hard surface of room contents are 
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represented by the empirical percentage of total room surface area, and room constant with room 
contents are calculated according. 
 
SSHHboundarynon SSR    [2-32] 
where HS and SS  are the total hard and soft non-boundary areas which can be calculated by 
multiplying the total boundary area with area correction factor H and S in table 2.4. Also, the 
sound attenuation in the air and sound pressure level at low frequencies are compensated by 
employing minimum room constant value min . The empirical absorption coefficients for hard 
surfaces H and soft surfaces S and minimum room constant minR are tabulated in table 2.5. 
 
Table 2.4 Non-boundary surface area correction factor for SNAME model [66] 
 
Table 2.5 Absorption coefficient for ‘Hard’ and ‘Soft’ surfaces and minimum room constant for 
SNAME model [66] 
L4: Heerema and Hodgson [67] developed the empirical model for industrial workrooms in a 
frequency range of 125 Hz to 4000 Hz using a linear regression analysis of measurement data in 
30 industrial workrooms with concrete and brickwork construction, acoustically treated and some 
other surface type (e.g. drywall, roll-away doors, glazing) and horizontally uniformly distributed 
fittings [70]. These industrial workrooms are divided into three classes which are assigned with 
consistent class absorption coefficients between typical industrial workrooms. The frequency 
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dependent sound pressure level followed a relationship of a slope term s , intercept term I , and 
source/receiver distance r . Here s and I  are calculated based on the given empirical coefficients. 
 rsILL wp log10  
 
[2-33] 
The interception 𝐼 is calculated according to: 
  
LWCSC
VC
V
s
C
H
h
CFCHCHCCCI
effii
iiiiiieffii


98
76543210 lg


  
[2-34] 
where the parameters HWLVS ,,,,  are the room surface area, volume, length, width and height 
respectively, h is the average fitting height in the room, coefficient 0iC  to 9iC  are presented in 
Table 2.6. The effective absorption coefficient is assumed using the fitting density F  and 
coefficient 0C and 1C presented in table 2.6. 
 FCCeff 10     [2-35] 
Fitting density was developed by Kuttruff [9]  
 
V
S
F
f
4
   
[2-36] 
where fS is the total surface area of the fittings exposed to the sound field. The slope s of the 
sound-propagation curve used in equation [2-33] is written as: 
 
 
V
s
C
H
h
C
F
CHCHCCCs sssssss 6543210
1
lg     
[2-37] 
The parameters 0sC  to 6sC are presented in table 2.6. 
L5: Sergeyev [68] developed a sound pressure model based on Bessel function. It applies to 
parallelepiped rooms with width W , height H of common construction with furnishings and 
surface area S . The noise sources are considered to be hemispherical radiating. The absorption 
coefficient , in the reverberant field, is determined for a factory making textile and metal.  
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where  is the source/receiver distance and Bessel function is written as: 
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in which 
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Table 2.6 Coefficients used in Heerema and Hodgson model [67] 
2.5 Artificial neural network method (ANN) 
The above-mentioned methods are considered as the classical method of determining the room 
noise levels. These methods require a large number of accurate input parameters to compute 
accurate results. However, these parameters may be difficult to obtain in the early design stage of 
an offshore platform. It is therefore desired to have a revolution method that can predict the 
broadband noise level with good accuracy for the offshore platform in the early design stage. 
Concerning the common features of the offshore platform from one to another, it will be ideal if 
compartment noise level can be predicted base on the information collected from previous 
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projects. It can be realised if the artificial neural network (ANN) is used as the noise prediction 
tool.  
ANN is a learning algorithm that is inspired by the structure and functional aspects of biological 
neural networks. Computations are structured in terms of an interconnected group of artificial 
neurons, processing information using a connectionist approach to computation [71]. The ANN 
modeling consists of several steps including collecting training data, preprocessing the collected 
data, choosing a learning paradigm, selecting an ANN structure, determining the ANN 
parameters, training the ANN, and analysing the training errors.  The design steps are iterated 
until the user is satisfied. This method is known to be quite accurate to model various phenomena 
and has good ability to determine the complex relations among many variables. It is a suitable 
tool for analysing physical phenomena such as sound in which adequate data related to many 
variables are complex and not easy to understand [72]. With ANN’s impressive capability in 
dealing with severe non-linearity and uncertainty of a system, the application of ANN method 
had become quite intensive. ANN has been used for a variety of purposes in acoustics field, 
including traffic noise prediction[72-73], workroom noise prediction [74], product noise analysis 
[75], vehicle interior noise prediction [76] and outdoor sound transmission loss analysis [77].  
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Chapter 3. Analysis of Acoustic Models and Statistical Energy Analysis with 
Direct Field for Offshore Platform Compartments 
3.1. Introduction  
The compartment boundaries in the offshore platform are usually covered by various types of fire 
and thermal insulation which made of mineral wool with excellent sound absorptive capability. 
When different insulations are used in the compartment, non-uniform absorption distribution 
problem can arise. In this case, the diffuse field assumption based classical Sabine law [64] is not 
appropriate.   
The offshore platform machinery rooms can be classified into two types [60] when performing 
noise calculation.  
 Type 1 machinery room – The room contains a high level of the noise source. The airborne 
noise is approximately equal to the total noise level so that the structure-borne transmission 
can be negligible. Examples of this type in the offshore platform are the engine room and 
mud pump room. 
 Type 2 machinery room – The room is located adjacent or far away from the Type 1 room in 
which the interior noise source is lower or comparable with the structure-borne noise 
radiation. Under such condition, both structure-borne and airborne noises need to be 
considered. Examples of this type in the offshore platform are the pump room and air 
handling unit (AHU) room. 
The airborne dominated Type 1 room is quite similar to the land-based industrial rooms and can 
be approximated by the land-based industrial room method whereas the Type 2 machinery room 
influenced by both structure-borne and borne noise is unique.  In this chapter, suitable prediction 
techniques are identified for the two types of machinery spaces, workspaces, and living spaces of 
the offshore platform. The five empirical acoustic models reviewed in the section 1.2.4 and 
Statistical Energy Analysis (SEA) with direct field (DF) method are evaluated in the offshore 
platform machinery rooms. The calculation results of empirical models and SEA-DF are 
compared and validated by experimental measurements in an engine room and a pump room. 
Through performing the noise analysis for the jack-up rig, the characteristic of structure-borne 
noise in the machinery spaces, working spaces, and living spaces are understood. The noise 
control strategy such as implementing acoustic insulation and damping treatment is investigated 
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by using the SEA. The SEA-DF approach is then applied to predict the noise level throughout the 
offshore platform. The prediction results are collected and serve as the sample data for the neural 
network modeling in the next stage 
3.2. Publications 
The following section 2.3 and 2.4 used the materials from the following papers published during 
the period of PhD. 
[60]  X. Ji and C. Chin, “Analysis of acoustic models and statistical energy analysis with direct 
field for machinery room on offshore platform,” Acta Acustica united with Acustica, vol. 
101, no. 6, pp.1234-1244, 2015.  DOI: 10.3813/AAA.918916 
[78]  X. Ji , C. Chin and E. Mesbahi, “The effect of damping treatment for noise control on 
offshore platforms using statistical energy analysis,” in 17th International Conference on 
Noise and Vibration Engineering, Amsterdam, 2015.  
3.3. Analysis of Empirical formula, Statistical Energy Analysis with Direct Field (SEA-
DF) for Machinery Spaces  
The experimental measurements were conducted in an engine room on the upper hull and a pump 
room in the column of a semi-submersible. The measurements were taken by a Type 1 integrated 
sound level meter. Each sample is measured for approximately 15 seconds to achieve a steady-
state reading. The vibration spectrums are measured using the accelerometer in the horizontal, 
vertical and axial direction. The average acceleration was recorded. The sound power level for 
each noise source was determined using ISO3744 engineering method with sound pressure levels 
of the source was taken by the vendor during factory acceptance test (FAT) at 100% nominal 
load and speed. All the relevant sources information are tabulated in table 3.1 
 
 
 
 
 
 
 
29 
 
 
Table 3.1 Source information for engine (Type 1) and pump room (Type 2) [60] 
The involved engine room has a dimension of 15 (L) x 14 (W) x 6.5 (H). The overhead deck is 
covered by A60 plus thermal insulation (Searox SL640, Marine Firebatts 130, 1x40 mm); Port, 
Starboard and aft bulkheads are covered by A60 insulation (Searox SL640, Marine Firebatts 130). 
The forward bulkhead and deck are made of bare steels. Two generator sets located at the room 
centre are surrounded by other equipment. During the experiment, the two engines were 
operating at 100% load. There are other noise sources operating, however, comparing their sound 
power levels provided by the vendors, engine mechanical noise and turbocharger air inlet noise 
are two dominant contributors and thus other noise contributors are neglected. Four measurement 
locations are marked as shown in figure 3.1. The measurements were taken at 1.5m above the 
raised floor which is 3.3 m above bottom deck. On the other hand, pump room dimension is 
approximately 6.75 (L) × 6 (W) × 4 (H). The overhead deck and all four bulkheads are covered 
by acoustic insulation (SEAROX SL340, MARINE SLAB 80). Four pumps at 100% working 
load are the main noise sources in the room. Four measurement locations that are 1.5 m above 
bottom deck and marked in figure 3.2. The measurements taken in engine room (see figure 3.3) 
and pump room (see figure 3.4) will be compared with the results of empirical acoustic models 
and SEA-DF method. The accuracy of each method is verified by comparing the relative errors 
(𝑅𝐸) between the prediction results and measured sound pressure level. 
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Figure 3.1  Engine room layout showing 4 locations (Type 1) [60] 
 
Figure 3.2 Pump room layout showing 4 locations (Type 2) [60] 
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Figure 3.3 Experimental results of SPL for engine room (Type 1) [60] 
 
Figure 3.4 Experimental results of SPL for engine room (Type 2) [60] 
3.3.1. Type 1 Machinery Room - Engine Room 
Relevant parameters of the engine room used in each acoustic model are tabulated in table 3.2. 
The mean absorption coefficient is quite difficult to determine in the noise prediction problem 
largely due to the massive equipment, pipes and cables within the engine room. If the engine 
room is to be treated as an ordinary industry room, empirical corrections are required on the 
acoustic models. Based on the characteristic of each acoustic model, the absorption 
coefficients involved are computed. A more accurate absorption coefficient value can be 
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obtained by using reverberation time (T60) in the room. The computed and measured 
absorption coefficients using T60 are tabulated in table 3.3. The absorption coefficient 
estimated from T60 measurements shows that there are some room contents that have good 
absorption at lower frequencies. This seems not being captured by the five acoustic room 
models as the room contents or furnishing are not completely considered during the 
computation. The insulation materials on the boundaries perform good absorption at high 
frequency but poor at a lower frequency. Therefore, the calculated absorption coefficients in 
L1 to L5 models at 125 Hz is lower than the T60 absorption coefficients. 
 
Table 3.2 Engine room parameters used for acoustic models and SEA-DF [60] 
 
Table 3.3 Room mean absorption coefficient in engine room [60] 
The SEA-DF approach uses the T60 absorption value. It treats engines and turbochargers as 
rectangular source and points source, respectively. The reverberant acoustic powers injected 
to the SEA subsystem of the engine room are shown in table 3.4. The relative error in all four 
locations is shown in figure 3.5. Each prediction model is expressed in dB. In the preliminary 
stage where accurate average absorption coefficient absorptions are not available, the 
predictions by simple acoustic models are quite conservative as shown in the high relative 
errors. Under such condition, the Heerema and Hodgson (L4) model exhibit the lowest 
prediction error for the four locations. The SEA-DF approach using the T60 absorption value 
in the noise calculation gives a better result. For example, at Location 3 (see figure 3.5) where 
it is influenced by a strong direct field, modeling the engine as a rectangular source in SEA-
DF approach seems to fit well with the L4 and also an L2 model. 
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Table 3.4 Injected reverberant acoustic power into SEA subsystem of engine room [60]
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Figure 3.5 Relative error between SEA-DF and simple acoustic models at four locations in 
engine room [60] 
In addition, according to the IMO requirement on noise measurement, the A-weighted 
equivalent sound level, 𝐿𝐴𝑒𝑞  shall be taken using spatial averaging method to cater for 
variation in reading due to irregular operation in the sound field.  Hence, the spatial averaging 
error of 𝐿𝐴𝑒𝑞  is compared between the simple acoustic models. The spatial averaged error is 
calculated for each method. As seen in figure 3.6, the SEA-DF using the measured absorption 
coefficient achieves the smallest error of 1.4 dB as compared to the lowest error among the 
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simple acoustic models such as Heerema and Hodgson (L4) model and Kuttruff model (L2) 
with an error of approximately 1.7 dB and 2.4 dB, respectively.  
 
Figure 3.6 Spatial averaging error of five simple acoustic models and SEA-DF for engine 
room [60] 
3.3.2. Type 2 Machinery Room - Pump Room  
Pump room is classified as Type 2 machinery room. As compared to the Type 1 engine room, 
it is less occupied with equipment, square and has uniform absorption coefficient. Relevant 
parameters involved in each model calculation are tabulated in table 3.5. As shown in table 
3.6, the room absorption coefficients are determined using the same way as shown previously. 
In the pump room case study, the values of the absorption coefficient estimation using T60 
and the L3 model at Location 3 are quite close. However, it does not imply that L3 model can 
produce a better prediction of noise in the pump room. As shown in figure 3.7, all the five 
simple acoustic models give much higher error than the SEA-DF. The differences are mainly 
due to the absence of a structure-borne component. In contrast, SEA-DF using the absorption 
coefficient estimated from T60 measurement and point source modeling works well as both 
airborne and structure-borne transmissions are included in the computation. After removing 
the direct field components, the reverberant acoustic powers injected into the SEA subsystem 
of the pump room are shown in table 3.7. 
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Table 3.5 Pump room parameters involved in each acoustic model and SEA-DF [60] 
 
Table 3.6 Mean absorption coefficient for pump room [60] 
 
Table 3.7 Injected reverberant acoustic power into SEA subsystem of pump room [60] 
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Figure 3.7 Relative error between SEA-DF and acoustic models at four locations in pump 
room [60] 
The total vibration energy on the bottom deck contributes a big proportion of the total energy 
injected into the reverberant field of the pump room subsystem as shown in figure 3.8. The 
decomposition of SPL spectrum component in the reverberant field is shown in figure 3.9. It 
can be observed that at a lower frequency, the structure-borne noise is more dominant as 
compared to the airborne noise. Hence, the result shows that the airborne component and 
structure-borne component are indeed quite important for the pump room (Type 2). 
 
Figure 3.8 Sound power inputs to SEA subsystem of pump room [60] 
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Figure 3.9 SPL of reverberant field in pump room [60] 
With a maximum prediction error of 2.6 dB as seen in figure 3.10, an error of 0.7 dB on the 
spatial averaging noise level can be observed. It indicates that the SEA-DF model is capable 
of performing noise prediction for the Type 2 machinery room. 
              
Figure 3.10 SEA-DF noise prediction error of pump room [60] 
In the real practice, we noticed that the prediction accuracy of SEA-DF model is largely 
influenced by the absorption coefficient ?̅?𝑖. This is due to the fact that α̅i plays dual impacts in 
the SEA-DF approach. Firstly, it influences the injected reverberant sound power to the 
subsystem as a factor of (1 − ?̅?𝑖) of the total source power. Secondly, it affects the level of 
acoustic power dissipated within the subsystem, Moreover, the SPL behaves differently for 
different ?̅?𝑖 . For instance, figure 3.11 illustrates the change of reverberant noise level in the 
pump and engine room for different absorption coefficient α̅i computed at 1000 Hz. While ?̅?𝑖 
increases to 0.2, the noise level has a sharp drop of approximately 15 dB. With further 
increased in ?̅?𝑖 to 0.4 results in only a reduction of around 4 dB as compared to the initial 15 
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dB. This implies that higher noise reduction can be achieved in only small absorption 
coefficient of ?̅?𝑖 ≤ 0.2  . Hence, it is useful to establish a mean absorption coefficient 
information (e.g. SPL vs mean absorption coefficient) for different types of machinery room 
within the offshore platform.  
 1209115097 23  iiiengineSPL   [3-1] 
 978314082 23  iiipumpSPL   [3-2] 
By measuring the reverberation time T60 in these rooms, the absorption coefficient values can 
be determined by Sabine equation, Eyring equation or Millington Sette for different 
absorption coefficient and air attenuation conditions. The SPL can then be determined for 
these rooms. The study also shows that increasing the insulation thickness or area coverage in 
the room to achieve higher noise absorption (or noise reduction) may not be economically 
viable on an offshore platform. 
 
Figure 3.11 Effect of mean absorption coefficient on the SPL in pump and engine room [60] 
3.3.3. Conclusion 
The prediction of offshore platform machinery room noise level by the five empirical acoustic 
models and the proposed SEA with direct field  (SEA-DF) computation approach were 
validated (at octave band 125 to 4000 Hz) with the measured SPL. In the airborne dominated 
engine room (Type 1 machinery room), the proposed SEA-DF approach using the measured 
T60 absorption coefficient gives better noise prediction than the Heerema and Hodgson model 
(L4) and Kuttruff model (L2). In addition, locations influenced by high direct field, modeling 
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the engine as a rectangular source in the SEA-DF approach exhibits smaller error (1.4dB) in 
prediction as compared to L4 and L2 model having 1.7dB and 2.4dB, respectively. 
In the pump room (Type 2 machinery room), five acoustic models tend to have a lower 
relative error due to the absence of the structure-borne component. SEA-DF approach which 
involves both airborne and structure-borne components exhibits 0.7 dB on the spatial 
averaging noise level. It shows that the structure-borne noise is quite significant for the pump 
room. The proposed SEA-DF approach is a useful tool to analyse both the airborne and 
structure-borne sounds during the design stage. 
The sensitivity study indicates that the sound pressure level (SPL) is sensitive when the mean 
absorption are small. Implementing acoustic insulation would be effective if the room means 
absorption coefficient is below 0.2. On the other hand, increasing the insulation thickness in 
the room beyond certain value will not lead to a significant further reduction. This study 
provides a useful tool to optimise the design of the acoustic insulation in the machinery rooms.   
3.4. Noise Prediction for Working Space and Living Space with Statistical Energy 
Analysis-Direct Field Method (SEA-DF)  
Structure-borne noise is an important component in the working spaces and living spaces 
where the airborne noise is less dominant. SEA-DF has been validated in section 2.3 on 
determining the sound field influences by both airborne and structure-borne noise. Therefore, 
SEA-DF can be a proper tool for computing the noise level in the working and living spaces 
of an offshore platform.  
In the real practice, applying damping treatments such as damping tiles and floating 
floors/room system are the standard design to reduce the of the vibration energy along the 
transmission path. As a result, the vibration energy can be minimised before it can build up 
and radiate as noise in the receiving compartments. Typically, damping tiles are applied to the 
middle of un-stiffened steel plating of the source room or the room adjacent; while floating 
floor/room system is usually installed in the living spaces for both mitigating the structure-
borne noise radiation and isolating the room space. The configuration of damping tiles and 
floating floor/room system are shown in the figure 3.12 and figure 3.1 respectively.  
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Figure 3.12 Constrained-layer construction (top) and under flex condition (below) [2]                  
 
(a) Typical construction of deck covering system for dry areas, wet areas, and control rooms 
[78] 
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(b) Dry area ‘floating room’ applied in the cabin [78] 
Figure 3.13 Floating room/system construction  
In this study, software VA-One SEA module is employed as a tool to predict the nose level in 
the working and living spaces onboard a jack-up rig and investigate the efficient way of 
implementing damping treatment.  
The SEA model of a full-scale jack-up rig has been built with hull dimension of 88.8m (L) x 
115.1m (Breadth) x 12m (Depth). It has five tiers living spaces are located at the forward hull; 
the major noise sources machinery rooms such as engine rooms, mud pump room are 
arranged at the aft of the hull. Several compartments are selected for carrying out the effect 
the damping treatment study, including the port engine room, mud pump room, engine control 
room (ECR), store, cabins D08A, and the operation control room.  
The SEA model is built based on the structural drawings and general arrangements of the rig. 
Bulkheads and decks are represented by the ribbed plates; air medium is represented by the 
room cavity. The major airborne and structure-borne noise source data that obtained from 
vendors are incorporated and described using its sound power level and the vibration level, 
respectively. The initial calculation considers the condition when no noise control treatment is 
applied. The full SEA model and the selected compartments are shown in figure 3.14. The 
calculated sound pressure level throughout the rig are plotted in the figure 3.15. It is seen that 
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the engine rooms’ noise level can reach up to 116 dBA at the initial calculation. The noise 
level in the mud pump room, ECR, store room are in the range of 95.3 dBA, 80.7dBA, and 
82.8 dBA respectively; in the remote cabin D08A and operation room, noise level is 51.2 
dBA and 43.8 dBA. The calculation results of selected rooms except the operation control 
room are all exceeding noise criteria, and therefore, implementing certain noise treatment is 
necessary to reduce the noise levels and fulfill the regulation requirements. In reality, acoustic 
insulation and damping treatment are two methods usually used to absorb the acoustic 
pressure reflection in the compartment and reduce the vibration energy from transmitting, 
respectively. The sensitivity of acoustic insulation in mitigating the sound pressure level in 
compartments has been discussed in section 2.3, in this section, only the damping treatments 
are implemented to illustrate the structure-borne sound transmission characteristic and 
controlling strategy.  
The damping tile with 6mm constraint damping layer and 3mm constraint layer are used in 
this study. The individual components in the all types of floating room showing in figure 3.13 
(a) are modeled are exactly modeled under noise control treatment package of VA-One 
software. Their predefined physical properties and representation in the software are listed in 
table 3.8. 
 
Figure 3.14 Jack-up rig full-size SEA model and the compartment involved [78] 
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Figure 3.15 sound pressure levels calculated by SEA 
Isotropic/Visco-
elastic Material 
Represent-
ation 
Density 
kg/m3 
Tensile 
Modulus 
Pa 
Shear 
Modulus Pa 
Poisson's 
Ratio 
Loss 
Factor 
Steel Steel 7800 11101.2   10108  0.3125   
Visco-elastic 
Visco-
elastic 
Polymer 
1000   5101  0.9 50% 
VNYL Plywood 700 9106  9104.2   0.25   
Concrete/Cemen
t 
Concrete 2300 
10105.2 
 
10101  0.25 
  
Latex 
Hard 
Rubber 1100 9103.2   81072.7   0.4896   
Fiber Material 
Represent-
ation 
Density 
kg/m3 
Flow 
Resistivit
y N.s/m4 
Porosity Tortuosity 
Viscous 
c.l.m 
Mineral Wool 
Mineral 
Wool 50 4106  0.95 3.2 
5.00E-
05 
Table 3.8 Physical properties and representation of material of the floating room components 
[78] 
Due to the precondition of SEA technique on the modal density (minimum three modes in the 
bandwidth), it is capable of determining the high frequency noise and vibration accurately. By 
checking the mode counts in each octave band for the model subsystems, the minimum 
solving frequency for this rig is set at 125Hz. Therefore, the solving frequency range of 125 ~ 
8000 Hz is established. 
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The following six scenarios are created to investigate the structure-borne noise propagation 
and the effect of damping treatments.  
 R0 - Bare steel model 
 R1 – 9mm damping tiles applied to all boundaries of engine rooms and mud pump 
room 
 R2 – 9mm damping tiles applied to half bulkheads and bottom deck of engine rooms 
and mud pump room 
 R3 – 9mm damping tiles applied to the bottom deck of engine rooms and mud pump 
room 
 R4 – Install the dry area type floating system (figure 3.13(a)) to all cabins 
 R5 – Install the wet area floating system (figure 3.13(a)) to all cabin 
 R6 – Install the raised access floor (figure 3.13(a)) in the operation control room 
Figure 3.16 to figure 3.21 present the variation of sound pressure level (SPL) in the port 
engine room, mud pump room, ECR, store room, cabin D08A, and operation control room 
under the condition of R0 to R3; and table 3.9 tabulates the equivalent under this condition. It 
is observed that applying damping tiles for the engine room and mud pump room cannot 
significantly reduce the room noise level (figure 3.16 and figure 3.17) whereas the adjacent 
ECR and store room (figure 3.18 and figure 3.19) response well. There is a large reduction in 
the noise level after damping tiles installed in the source rooms. Especially when all 
boundaries are wrapped by the damping tile illustrated by scenario R1, 3.6dB and 5.2dB 
reduction on the equivalent SPL are produced in the storeroom and ECR respectively. It is 
due to the reason that the damping tile dissipates the vibration energies. Meanwhile, it 
increases the boundary thickness which reduces the airborne noise transmission to the 
adjacent rooms. Scenario R2 results in moderate SPL reduction and Scenario R3 shows the 
least effect on the SPL decrease in the ECR and store room. In reality, R2 is adopted although 
R1 performs best due to economic and weight control reasons. It is also observed that 
installing of damping tiles in the remote engine room and mud pump room seldom benefits 
the cabin D08A (figure 3.22) and operation control room (figure 3.23). These living spaces 
noise level is more influenced by the nearby sources rather than the engine room and mud 
pump room in the main hull. Therefore, the damping tile installations in these rooms have 
limited impact in the remote living spaces.   
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Figure 3.16 SPL of port engine room under the condition of R0 to R3 [78] 
 
Figure 3.17 SPL of mud pump room under the condition of R0 to R3 [78] 
Port Engine Room-R0 Frozen #1
Port Engine Room-R3
Port Engine Room-R2 Frozen #3
Port Engine Room-R1 Frozen #2
Mud Pump Room-R0 Frozen #1
Mud Pump Room-R3
Mud Pump Room-R1 Frozen #2
Mud Pump Room-R2 Frozen #3
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Figure 3.18 SPL of the ECR under the condition of R0 to R3 [78] 
 
Figure 3.19 SPL of the store room under the condition of R0 to R3 [78] 
ECR Room-R0 Frozen #1
ECR Room-R3
ECR Room-R2 Frozen #3
ECR Room-R1 Frozen #2
Store Room-R0 Frozen #1
Store Room-R3
Store Room-R2 Frozen #3
Store Room-R1 Frozen #2
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Figure 3.20 SPL of cabin D08A under the condition of R0 to R3 [78] 
 
Figure 3.21 SPL of operation control room under the condition of R0 to R3 [78] 
D08A-R3
D08A-R0 Frozen #1
D08A-R2 Frozen #3
D08A-R1 Frozen #2
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R0 R1 R2 R3
Port Engine Room 116.5 116.5 116.4 116.3
Mud Pump Room 95.3 95.1 95.1 95.3
Store Room 82.8 79.2 80.2 82.2
ECR 80.7 75.5 77.4 79.1
Cabin D08A 51.2 51.2 51.2 51.2
Operation Control Room 43.8 43.8 43.8 43.8
Equivalent Noise Level (dBA)
Rooms
 
Table 3.9 Equivalent SPL comparison for the first four conditions [78] 
Floating room system apply to the living spaces can be more effective on mitigating the 
structure-borne noise in the rooms. Figure 3.22 and figure 3.23 compared the cabin D08A and 
operation control room’s noise level before and after the floating room system been installed. 
It can be seen that SPL at all frequencies are largely reduced after with the effect of floating 
room system. As seen in table 3.10, it expects a 4 dB reduction for the cabin D08A and 
operation control room with the performance of the floating rooms system in this case. 
R0 R4 R5 R6
Cabin D08A 51.17 47.2 47.15
Operation Control Room 43.83 38.76
Rooms
Equivalent Noise Level (dBA)
 
Table 3.10 Equivalent SPL comparison for condition R0, R4, R5 and R6 [78] 
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Figure 3.22: SPL of cabin D08A under the conditions of R0, R4, and R5 [78] 
 
Figure 3.23: SPL of operation control room under the conditions of R0 and R6 [78] 
Base on the noise analysis in the rig, noise treatment shall be designed for the offshore 
platform to reduce the noise level in the concerned compartments in order to comply with 
regulation criteria. In the major source rooms such as engine room and mud pump room, 
acoustic insulation and damping tiles may reduce the interior noise level and the adjacent 
Operation Control Room-R0 Frozen #1
Operation Control Room-R6
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working spaces noise level which profoundly influenced by both airborne transmission and 
structure-borne noise radiation; floating room system is particularly effective in reducing the 
noise level in the living spaces.  
Through performing the noise analysis for the jack-up rig, the characteristic of structure-borne 
noise in the machinery spaces, working spaces, and living spaces are understood. Although 
the actual SPL reduction value maybe different with the change of damping tile property or 
floating room configuration adopted, the study can help engineers make correct choices on 
different noise control method for different spaces and help develop more efficient and 
economical noise control solutions for the rig design.  
The actual finalised noise control design of the rig is incorporated in the SEA-DF model in 
the next stage, and perform the noise analysis for the real situation. The ultimate SPLs in each 
compartment are collected and used as the training samples for developing the neural network 
model in the Chapter 6.  
3.5. Concluding Remarks 
The chapter performs the noise analysis for the machinery spaces, working spaces, and living 
spaces of an offshore platform. Through validate five empirical SPL formula originated from 
other application with experimental measurements, it was found that the Heerema and 
Hodgson (L4) model is capable of computing SPL in the airborne noise dominated Type 1 
machinery room with very low errors. The proposed SEA-DF method overcome the 
shortcomings of the conventional SEA technique that cannot provide localised SPL and give 
satisfy prediction results for both Type 1 and Type 2 machinery room. This conclusion not 
only helps engineers to specify correct SPL prediction tool for the different type of machinery 
room, but also provide them the simplest formula of obtaining the SPL in the Type 1 
machinery room. 
On the other hand, the conventional SEA method is suitable for computing the noise level in 
the working space and living space where the direct field is not predominant. Through 
performing noise analysis for a whole jack-up rig, the structure-borne noise transmission 
characteristic is understood. In addition, the optimal ways of implementing damping 
treatment to control structure-borne noise level in the working spaces and living spaces are 
identified. 
Due to a complex of the offshore platform, large numbers of the transmission path exist. 
Therefore, a full-scale SEA model is needed for predicting the noise level of all compartments 
at high frequencies. It is noted that time spent on building a full-scale SEA model is 
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approximately two months, which is sophisticated and time-consuming. Moreover, the SEA 
model is subjected to change with the changing of rig design at the preliminary stage. It is 
therefore expected a new prediction tool that can handle the noise prediction task practically 
and accurately, so that help the design of offshore platform meet the criteria for crews’ 
comfort and protection against high noise level. 
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Chapter 4. Analytical Solution of Elastic-restrained coupled plate and 
Three-dimensional Structural-acoustic Interaction using Chebyshev-
Lagrangian method 
4.1. Introduction 
It has been discussed in the Chapter 2 that the vibro-acoustic of an offshore platform should 
consider the effects of structural-structural coupling and structural-acoustic interaction. The 
three-dimensional fully coupled structural-acoustic system has to be solved simultaneously to 
acquire for the correct dynamic quantities such as vibration displacements and sound pressure 
levels. Purely analytical methods are deterministic, computationally efficient, and physically 
insightful. It is usually preferred when a parametric study needs to be performed, by 
modifying parameters in the analytical model without changing the solution procedure. 
Moreover, the analytical method does not restrict by the problem-solving frequency as 
comparing to the FEA and SEA technique. Therefore, researchers have devoted great efforts 
to develop analytical methods for the vibro-acoustic problem. Typically, the dynamic 
characteristics of classical panel-cavity model have been extensively studied [12][19-20] [79-
88]. An excellent review has been given by Pan et al [89]. Other configurations such as two 
cavity connected by boundary structures [90], double-panel structure with acoustic cavity [20] 
[86], multiple plates coupled with liquid [83] have been studied. However, these were based 
on the assumption that the plates are independent and disconnected. Thus, only the transverse 
vibration is taken into consideration while modeling the system vibro-acoustics. As point out 
by Pan and Farag [91], in-plane vibration has to be involved at the rigid coupling edge to 
satisfy the force and displacement equilibriums for the coupled structures. With the aid of 
spring technique, figure 4.1 illustrates the relationship between the transverse and in-plane 
vibration while two plates are coupled. The amount of energy transmission is governed by the 
connection manners reflected by the coupling stiffness
ijc
K
_
, ijcwk _ , ijcuk _ , and ijcvk _  in the 
rotation and translational directions, respectively. For plates joint perpendicularly, the 
transverse wave propagation is mainly depend on the moment of rotation stiffness
ijc
K
_
.  
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Figure 4.1 Illustration of waveform transfer between coupled plate i  and plate j  
To the extent of my knowledge, the analytical modeling of the three-dimensional fully 
coupled structural-acoustic configurations have not been developed, which is a real case in the 
offshore platform environment.  This chapter tends to fulfill the gap and proposed an 
analytical model based on the Rayleigh-Ritz method for analysing the vibro-acosutics of the 
three-dimensional fully coupled structural-acoustic problem.  
4.2. Theory and Formulations 
4.2.1. Description of the three-dimensional fully coupled structural-acoustic model 
 
Figure 4.2 Schematic diagram of structural-acoustic coupling of a rectangular room 
 
  
  
Transverse In-plane 
Transverse In-plane 
Plate  
Plate  
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Concerning figure 4.2, the coupled vibro-acoustic system consisting of a finite-size 
rectangular acoustic cavity enclosed with six homogeneous and isotropic flat surface, 
occupying the spatial region ,0 XLx  ,0 YLy  ZLz 0 . Room boundaries are 
numbered as indicated in the figure 4.2. Plate dimensions are denoted as yixi LL ,, ,  in the 
Cartesian coordinates. The built-up system with a superposed reference between the global 
coordinate and the local coordinate of the ‘plate #5’plate is investigated aiming illustrate 
dynamics of acoustic cavity and structures. The general boundary conditions and coupling 
condition are described by the boundary/ coupling forces and moments that are simulated 
according to the groups of translational and rotational boundary and coupling springs along 
each edge. To be specific, assigning boundary springs with stiffness wK , wk , pk , and nk for in 
the rotational, transverse, and two in-plane directions, and four groups of coupling springs 
with stiffness
ijc
K
_
,
ijcw
k
_
, 
ijcu
k
_
, and 
ijcv
k
_
along the coupling edge.  The assigned stiffness 
values control the boundary conditions and coupling manner of the structural system 
corresponding to the equation [2-12] to [2-16], for example, infinite value results in the clamp 
condition while zero value leads to the free condition. On the structural-acoustic interface, the 
boundary condition of the cavity satisfies the elastic boundary condition as specified in the 
equation [2-7], which implies that the velocity continuity on the coupling interface is enforced.  
4.2.2. Energy expressions of a fully coupled structural-cavity system 
The coupled system is theoretically modeled based on the energy principle by separately 
constructing the energy descriptions of the two components: the structural domain and the 
cavity domain. For the structure, the Lagrangian function SL  is expressed as follows 
   

 ij
C
ij
N
i
AS
i
F
i
S
i
S
i
S VWWTVL
S 6
1
 
[4-1] 
 
where In
i
T
i
S
i
VVV   denotes the overall potential energy done due to transverse and in-
plane deformation, In
i
T
i
S
i
TTT  is the overall kinetic energy of i th plate, AS
i
W  and F
i
W are 
the work done by the interior acoustic pressure loading on the mutual structural-acoustic 
interface and work done by external force, C
ij
V is the potential energy generated by coupling 
effect and stored in the coupling springs between plate i and j . The specific expressions of the 
terms given in equation [4-1] can be written as [92] [12] 
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[4-3] 
 
xi yiL L
iiiiSi
T
i
dydxwhT
, ,
0 0
22
,
2
1
  
[4-4] 
   
xi yiL L
iiiiiSi
In
i
dydxvuhT
, ,
0 0
222
,
2
1
  
[4-5] 
iii
L L
i
AS
i
dydxpwW
xi yi
 
, ,
0 02
1  
[4-6] 
ii
L L
ii
F
i
dydxwFW
xi yi
 
, ,
0 0  
[4-7] 
where   is the angular frequency, iw , iu and iv are the displacement components in the 
transverse direction and in-plane directions. iF is the external point force normal to the 
plate i . xiL , and yiL , are the length and height of the plate i . iD and iG are defined as 
  1/EG
i  and  23 112/  ii EhD . E , ih ,and   represents Young's modulus, the 
thickness and Poisson’s ratio of the plate i . 
The coupling effects between plates are described by the coupling springs associated 
with the transverse moment, out-of-plane shear force, in-plane longitudinal force, and 
in-plane shear force. Three coupling expressions are presented to illustrate he potential 
energy due to structural coupling along x-, y- and z- directions.  
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[4-8] 
Similarly, the Lagrangian function AL  for the acoustic cavity I is constructed by the 
potential energy, AIV  the kinetic energy,
A
IT  stored in the cavity, the work contributed by 
the plate’s transverse vibration SAiW and interior acoustic source loading 
A
P
W  as  




6
1
SN
i
SA
i
A
P
A
I
A
I
A WWTVL  
[4-9] 
Denoting the density and the acoustic speed in the cavity and sound pressure fluctuation 
with 00 , c and p , respectively, the explicit expressions of the terms in the right side of 
equation [4-9] are given as follow [89]:  
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[4-12] 
Due to the mutual interaction of plate and cavity, the expression for the work,
SA
i
W  share 
with the same expression with
AS
i
W as given in equation [4-6]. In the equation [4-12],
1j and Q denotes the distribution function of an acoustic source; a point source 
located at  000 ,, zyx  in the cavity can be expressed as 
)()()(
0000
zzyyxxQQ   , where 0Q is the volume velocity amplitude of the 
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sound source,   represents the delta function. [93] 
At this point, the theoretical model of the coupled plate-cavity structure has been 
constructed. The general boundary and coupling condition of the plates are considered 
by the stored energy in the boundary and coupling springs. The coupling between the 
plate and the cavity is described by their mutual work. 
4.2.3. Chebyshev Polynomial Series Representation of the Displacement and Acoustic 
Pressure and the Solution Procedure 
In applying the Rayleigh–Ritz approach to free vibration analysis of the structural-acoustic 
system, each mode shape are approximated by a combination of a finite number of admissible 
functions [31]. The admissible functions are a set of orthogonal polynomial functions 
satisfying the geometric and boundary conditions. Since the arbitrary boundary conditions of 
the plates and cavity have been given during the theoretical modelling, there is no need to 
explicitly satisfy the boundary conditions for the admissible functions at any given edges. 
This enables the selections of admissible function with respect to the structural domain and 
acoustic domain flexible. Additional requirement on the admissible selection includes that it 
has to be linearly independent in each direction and sufficiently smooth to be differentiable at 
any point of the considered system. However, while using the Fourier based expansion as 
admissible function for analysing the structure dynamics [84][94-95], the potential 
discontinuities existed and the corresponding functional subspace leads to the convergence 
problem along the boundaries. This defect will become more remarked when the energy 
transmission between the cavity and the plate, or the structural-acoustic is desired [12]. Extra 
supplementary terms are added into the Fourier series expression [9-10][12] [92][96-97] to 
overcome the discontinuous issues. This operation ensures the existence of corresponding 
functional subspace at the boundary. However, it also increases complexity of formulations 
and dimensions of system matrices. This shortcoming may be negligible if the considered 
configuration is simple, however, in some cases it will be exaggerated and inconvenient, for 
instance, when the considered model is complex. 
In recent years, using Chebyshev polynomials of the first kind as the admissible function 
for structure dynamic becomes popular due to its excellence in the function 
approximation [11], rapid convergence, and better stability in numerical operation [12]. 
It has been proven on the cases of stepped beam [98], annular sector plates [99], 
laminate beams [100], rectangular plates with cutout [101], functionally graded material 
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[102]. It has also applied to solve the acoustic problem [93] and structural-acoustic 
interaction [80] [88] [103]. The advantage of using a representation in terms of 
Chebyshev polynomials include:  
 the requirement for periodic boundary conditions can be eliminate 
 allowing for more freedom in the choice of approximation regions 
 ensure the derivative of the functions at any given edges or surfaces exist and are 
continuous at any point of the solution domain.  
In this thesis, Chebyshev polynomials of the first kind are employed as the admissible 
functions for modeling structural-acoustic system. The thn Chebyshev polynomial )(xT
n
indicates a polynomial in x of degree n is uniformly defined as [104] 
   ;arccoscos xnxT
n
  1;,1,2,0  xn   [4-13] 
The recurrence equations of the Chebyshev polynomials can be obtained base on the 
trigonometric relation        nnn coscos21cos1cos   
     .2
11
xTxxTxT
nnn    [4-14] 
The general form of Chebyshev polynomial can be derived as 
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[4-15] 
where  2/n means the integer part of 2/n  
Note that the Chebyshev polynomials are defined between -1 and 1. Therefore, the 
plate displacements and acoustic pressure described by the Cartesian coordinates  
ii
yx ,  
and  ZYX ,,  respectively, shall be mapped into the range [-1, 1]. For example, the 
plates i are mapped to the domain in
ii
  using the following coordinate 
transformations.    
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[4-16]  
Similarly, real coordinates in a
ZYX
LLL   cavity are mapped into domain    
according to 
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
Y
L
Y ,
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2
1


Z
L
Z  [4-17]  
Base on the Ritz method, we approximate the displacement functions and pressure 
functions by a finite linear combination of the double and triplicate Chebyshev 
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polynomial series as follows.  
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where
nmi
A
,,
,
nmi
B
,,
, 
nmi
C
,,
and 
mzmymx
E
,,
 are the unknown coefficients of the Chebyshev 
expansions to be determined. And )(
i
T  ),,,,;,,,,(  iiiii mzmymxnm   is the 
one-dimensional Chebyshev polynomial of the first kind. The indices mzmymxnm ,,,,
indicates the m th, n th, xm th, ym th and zm th order polynomial in the respective 
directions. A sufficiently large finite number of terms M , N ,
X
M ,
Y
M , and
Z
M must be 
considered to obtain a converged solution, and the preferred choice of finite number 
changes with the problems complexity, the geometry of examined system, the frequency 
range of interest, etc.   
Making the corresponding transformation in the Lagrangian equations yields  
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[4-31] 
Substituting equation [4-18] to [4-21] in to the Lagrangians,[4-1] and [4-9], and 
applying the Rayleigh-Ritz procedure against each of the unknown displacement 
coefficients
nmi
A
,,
,
nmi
B
,,
, 
nmi
C
,,
and pressure unknown coefficient 
mzmymx
E
,,
  equal zero [105],  
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[4-32] 
where Η is the unknown coefficient matrix. the characteristic equation of the coupled plates 
can be derived in a matrix form as 
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where subscripts S and A denote that the variables are related to the structure and cavity 
respectively. M and K are the generalised global mass and stiffness matrices. The stiffness 
matrices of the structure domain SK is formed by the transverse component
T
i
K , four in-plane 
components U
i
K , V
i
K , UV
i
K , VU
i
K , and structural coupling components CK as 
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[4-34] 
The structure mass matrix 
S
M is expressed as  
  
666
diag MMMMMMM
111S
  [4-35] 
The structure-acoustic coupling term SAC is expressed as 
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[4-36] 
The Ω  and Γ  are the generalised pressure vector and displacement vector. Θ is given as: 
 T
666222111
c,b,a,c,b,a,c,b,aΘ ... . The particular expression of coefficient matrix for ia ,
i
b ,
i
c and Ω  are given below 
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The external loading vector F and P originated by the point force and interior acoustic 
excitation respectively. Define 
    inimi TTFF  )(][  [4-41] 
       mzmymx TTTPP )(][  [4-42] 
Define the 1,0, gg , 2,1,0, ll and mzmxmxmzmymx   , , nmnm   ,  
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The elements of all sub matrices for the cavity, structure, and their coupling effects are written 
as follows.   γη,AK   γη,AM    ,TiK    ,UiK   ξ,ψViK    ,UViK     ,VUiK    ,
VU
i
K and   ξ,ψSiM  
can be calculated according to the following formulae: 
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The sub-matrices  
  ,
SAC and  
  ,
CK  are relating to the plate’s orientation. The sub-matrices of 
the structure-acoustic coupling term SAC   are expressed as 
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The first row of the structural coupling term
C
ij
K  are presented as  
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The free vibration problem for the structure-acoustic coupled system can be easily solved by 
assuming harmonic motion and removing the external load F and P  from equation [4-33]. 
The response of sound pressure and external load can be obtained by solving equation [4-33] 
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and back-substituting corresponding coefficients into the expression of the sound pressure and 
plate displacements.  
With the theoretical modeling and solution procedure described above, model validation and 
numerical analysis will be conducted in the following. Firstly, model validation will be 
performed to demonstrate the reliability and accuracy of the current method in predicting the 
natural frequencies and responses. With the verified model, studies are easily conducted to 
evaluate the impact of plate coupling manner and the influences of the medium on the plate 
displacement and the pressure response. The presented results ignor all zero-natural frequency 
corresponding to the rigid-body mode of the system. 
4.3. Results and discussions 
4.3.1. Model Verification 
The present analytical model is verified by comparing both the free and forced vibration 
solutions of the rigidly coupled model with the FEM results. The model is composed of six 
rectangular plates rigidly coupled with the same thickness mmh 5.2 . These plates are made 
of aluminum and have identical material properties: Young’s modulus 71E GPa, Poisson’s 
ratio 3.0 , and density 2700s kg/m³. The air-filled box model occupying the space
m3.0m4.0m5.0 
ZYX
LLL . ZL . The air density and the speed of sound are 
21.1air kg/m³and 3400 c m/s.  Refer to figure 4.2, Plate #5 is assumed to be clamped at 
two edges  Xxx LLL  ,5,5 ,0 along axisY , while the rest of boundary edges are not constraint. 
The comparison is conducted in the frequency range up to 500 Hz. The verification finite 
element model is built with software Hyperwork using a mmmm 1010  Shell element and a
mmmmmm 101010  solid elements for the plate and acoustic components, respectively, thus 
the FEM results are accurate enough to be as a reference. By truncating the series of structural 
domain and acoustic domain to 12 and 8, respectively, the difference between the current and 
the FEM results throughout the whole range is acceptable, with the maximum value of about 
5 Hz as shown in figure 4.3.  
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Figure 4.3 Comparison of natural frequencies between the present method and the FEA 
The dynamic behavior of the rigidly coupled model is also examined by locating a 
concentrated point force at the center of plate #5 with unit amplitude of 100N. Since the plate 
#6 is not directly in contact with the source plate #5, verify the response on the plate #6 can 
examine both the vibration transmission and structure-acoustic interaction within the system. 
In addition, a receiver point at the cavity center is selected to verify the pressure response due 
to the force excitation. 
The transverse and in-plane velocity response at the center of plate #6 are plotted in the figure 
4.4(a). Although there are 31 natural frequencies within the range of 0 Hz to 250 Hz, only a 
few of them are excited to form the resonant peaks due to the excitation transmitted from the 
bottom plate #5. It is observed that these curves match quite well except a little difference 
occur at some peaks and a bit frequency-shift above 150 Hz. Figure 4.4(b) compares the 
acoustic pressure response between the present method and FEM calculation. The present 
results are found to be agreed well with the FEM results throughout the frequency range of 
interest. In general, the results show that the present method is reliable and capable of 
handling a system exhibiting coupling between the plate-plate and plate-cavity.  
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(a) Displacement response at plate #6 center  
 
(b) Pressure response at the cavity center 
Figure 4.4 Calculated dynamic responses validate with FEA results  
4.3.2. The effect of structural coupling 
From the viewpoint of structural vibration, the coupling manner can significantly affect the 
modal properties of structure domain. This model can tell how this manner affecting the 
overall structural-acoustic system does. Changing the coupling stiffness values to zero disable 
the connectivity from plate to plate, thus, each boundary plate is only restrained by own 
boundary springs. By doing this, the rest plates would not be receiving vibration energy from 
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the source plate, so that the configuration transformed into a model proposed by reference 
[19]. 
Figure 4.5(a) illustrates the comparison of the transverse and in-plane velocity responses at 
plate #6 center for the structural domain under rigid coupling and disconnected conditions 
within the frequency range 0 Hz to 250 Hz. the velocity amplitudes of plate #6 in all 
directions are promoted after being rigidly connected with the adjacent plates, expecially the 
in-plane vibrations. For the reason that, acoustic domain influences plate vibration in 
transverse direction, whereas the in-plane velocities can only be induced by the vibration 
energy transmitted from the neighboring plates.  
The pressure response comparison at the cavity center is plotted in the figure 4.5(b). Its’s 
interesting to see that the although the peak amplitude does not increase significantly after 
rigidly connect all plates, more resonance peak appeared within the interest frequency range. 
This case explains the importance of involving structural couplings for offshore platform 
vibro-acoustic studies. Mistakes can be made if the coupling effects are eliminated. With 
present model, some preliminary estimations can be obtained to evaluate the effectiveness of 
the selected noise control strategy. 
 
 
 
(a) Displacement response at plate #6 center  
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(b) Pressure response at the cavity center  
Figure 4.5 Response comparison for rigid coupling and disconnected conditions 
4.3.3. The effect of room geometry 
To accommodate types of machineries, the compartments in offshore platforms often 
designed to various sizes and geometries. Room geometry and boundary condition determine 
the acoustic modes of the enclosure [9].  The following parametric study investigates the 
room modal properties with respect to the change of length/width ratio while the height is 
fixed. Consider a fixed width and height as 4.0
Y
L and 3.0
Z
L , and assign variable length 
of the room as 1,8.0,6.0,4.0
X
L m respectively, corresponding to length/width ratio of 1, 1.5, 
2, and 2.5. Large length/width ratio leads to a more elongated room. Figure 4.6 presents the 
first 30 natural frequencies for each of the length/aspect ratio cases. It is observed that the 
natural frequencies of the structure-acoustic system are sensitive to the length/width ratio 
change. With the increasing on the room length, the natural frequencies decrease, meaning 
that the square structure-acoustic system have higher natural frequencies than that of 
elongated shapes.  Figure 4.7 presents the pressure responses at the cavity center for each case. 
These plots illustrated a fact that the increasing of length/width ratio leads to an increasing on 
the numbers of resonance peak. It is also observed that, with the same excitation and 
boundary conditions applied, peak pressure amplitude of the four cases can be quite different. 
For example, within the frequency range, a difference of 16 dB is obtained between the cases 
with length/width ratio of 2 and 2.5. Using the present model, engineers can easily perform 
parametric studies related to geometry variation so that optimize the room shape and the 
source locations.
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Figure 4.6 First 30 natural frequencies comparison 
 
Figure 4.7 Effect of length/width ratio changing on the pressure response  
4.3.4. The effect of fluid loading 
The fluid loading condition can be quantified by a dimensionless parameter [19] 
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[4-55] 
The weak coupling exists when 1 and 1 for high coupling. As the air medium create a 
small loading and the coupling between the cavity and structures are weak. While the medium 
changes to a dense fluid such as water, it leads to a strong coupling of 1 . The previous 
examples have considered as a weak coupling between the air medium and boundary 
structures. The validity of the present method applied to high coupling condition will be 
performed in the following case. 
In this case, replace the air medium in the section 3.2.1 by fresh water with density 
1000water kg/m³ and speed of sound 1480waterc  m/s. The responses of structure domain 
and acoustic domain under two mediums are compared. Due to the geometry symmetry, the 
center point of Plate #1, Plate #2, and Plate #6 are selected for as the receiver point. Figure 
4.8 and figure 4.9 illustrate the impact of water medium on the system’s dynamic behavior by 
comparing the variance of natural frequencies and velocity responses within the considered 
frequency range. It can be seen that the system’s natural frequencies are obviously reduced 
from the air medium to water medium. Also, the the medium change significantly influences 
the dynamic responses of the system. As shown in figure 4.9, the plots showing the transverse 
and in-plane velocities at all selected locations are very different with two type of medium. It 
is also observed that there are same resonant peaks in the velocity response curve and pressure 
response curve with water medium; however, addition resonant peak are formed in the 
pressure response curve with air medium. This phenomenon might be attributed to the strong 
couling between structure and water cavity while weak coupling between structure and air 
cavity.  
With this case study, it shows that present model can capture the interaction effects between 
the vibrating structures and contiguous fluids on the magnitudes and frequencies of the 
structural-acoustic interaction system. 
76 
 
  
Figure 4.8 Comparison of first 30 natural frequency between air and water medium 
 
(a) Displacement response at plate #1 center 
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(b)  Displacement response at plate #2 center 
 
(c) Displacement response at plate #6 center 
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(d) Pressure response at the cavity center 
Figure 4.9 Response comparisons for air medium and water medium   
4.4. Conclusion 
This chapter propose an analytical model for solving dynamic quantities for the three-
dimensional fully coupled structural-acoustic system using Rayleigh-Ritz method. The 
structure-structure coupling effects are included by considering the energy loss due to the 
boundary force and moments. The influence of structure-acoustic interaction on the cavity and 
structure are considered through the work done by the interface. The proposed analytical 
model has been verified by FEM results. Therefore, it enables the structure-acoustic 
parametric studies to be handled by engineers more quickly without modifying the FE model. 
In contrast to the Fourier series based and improved Fourier series based admissible functions, 
Chebyshev polynomials of the first kind reduce the problem matrices dimension and ensure 
the derivative of the function exist and are continuous at any point of the considered region. 
As illustrated in section 3.2, the present model can handle parametric studies such as variation 
of structural boundary and coupling conditions, effect of medium and room geometry studies. 
It can be used as a simplified evaluation method for offshore platform environment at the 
design stage. 
Due to the rapid convergence, numerical stability, high accuracy solutions can be obtained 
using Chebyshev polynomial, the present model can be extended to solve structures enclosing 
an arbitrary number of cavities, by decomposing the structural energy into subsets 
corresponding to the exterior surfaces and interior surfaces. Chapter 5 illustrates this 
procedure by solving the vibro-acoustics for a conjugate room case. 
-20
-10
0
10
20
30
40
50
0 50 100 150 200 250
P
re
ss
u
re
 (
d
B
) 
Frequncy (Hz) 
Water Medium Air Medium
79 
 
Chapter 5. Analytical Modelling of Vibro-acoustics Interaction for 
Conjugate Rooms and Coupled Room 
5.1. Introduction 
In the previous chapter, the proposed analytical method solved the vibro-acosutics of three-
dimensional fully coupled structural-acoustic system under general boundary and coupling 
condition. This chapter extends the previous model to solve the vibro-acoustics for more 
complicated configuration; the conjugate rooms. There are large number of conjugate rooms 
in the offshore platform and it is a common configuration. This chapter aims to extend the 
method from last chapter, and model the dynamic quantities of the conjugate rooms 
analytically, i.e. the displacement response of the elastic structure, acoustic pressure in the 
acoustic field, and the transmission loss of the interior plate. By considering of the structural 
interaction force and the moment at edges, and structural-acoustic interaction on the interface, 
the structural and acoustic domains are fully coupled.  
Chebyshev-Lagrangian method continuing used to formulate the structural and interior 
acoustical domains. The displacement components of the structure members and the sound 
pressure inside the acoustic domain are approximated regarding the two-dimensional and 
three-dimensional Chebyshev orthogonal polynomials, respectively. Reliability of current 
method is validated by checking natural frequencies of present methodology against those 
derived from finite element software. Then, using this model, parametric studies are 
conducted. 
The following published paper is used for the contents of this section 
[105]  X. Ji and C. S. Chin, “Analytical Modeling of Vibroacoustics Interaction for Conjugate 
Enclosures,” in Inter.noise 2017, Hong Kong, 2017.  
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5.2. Analytical Modelling of Vibro-acoustics Interaction for Conjugate Enclosures  
 
Figure 5.1  Schematic diagram of two conjugate enclosures [106] 
The system under investigation comprises of two conjugate enclosures which separated 
by common plate, as shown in figure 5.1. These two spaces enclosed with eleven 
homogeneous and isotropic flat surface are denoted as a  an b . Room boundaries are 
numbered, and plate dimensions are denoted as 
yixi
LL
,,
, respectively in the Cartesian 
coordinates. The built-up system with a superposed reference between the global 
coordinate and the local coordinate of the common plate is investigated aiming to 
illustrate dynamics of acoustic cavity and structures.  
Two conjugated enclosures result 1
,

ins
N  number of interior common plate and 
10
,

exs
N  number of exterior plates. The common interior plates separating two 
enclosures will subject the pressure loading from both enclosures simultaneously, while 
the exterior plates will be loaded by acoustic pressure from a single enclosure.  
A total of 28 interconnected edges existed in this system. Follow the same spring 
technique used in the Chapter 4, four types of boundary springs are uniformly 
distributed to restrain the edges elastically for efficiently model the classical boundary 
conditions, and four types of coupling springs on the coupling edges to define the 
different coupling manner between plates. Still, wK , wk , pk , and nk  for the rotational 
spring stiffness, translational spring stiffness, the in-plane linear spring stiffness to the 
edge, and in the normal direction to the edge, respectively; cK , cwk , cuk , and cvk  for the 
coupling stiffness of the artificially connected two adjacent plates. Arbitrary set of 
classical boundary and coupling conditions at the edges of plates can be obtained by an 
appropriate choice of the stiffness values.  
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The unknown quantities such as the acoustic pressures in the rooms and the plate 
displacements can be calculated by expressing energy balance equation for the whole 
coupled system. This balance equation is obtained by superposing three basic 
phenomena: (i) the response of a plate excited by pressures acting on its surface; (ii) the 
response of an acoustic volume excited by the vibrations of a plate on its boundary; (iii) 
the response of an acoustic volume excited by sources. The continuity condition of 
structure-acoustic coupling system on the structural-acoustic interface is that the 
structural transverse velocities have to match with the air particle velocity as stated in 
equation [2-7]. 
A Chebyshev orthogonal functional basis defined on the relevant domain can be used to 
provide expressions for the field functions. The displacements of the thi plate with 
general elastic boundary restrains could be expanded in the form of double Chebyshev 
orthogonal polynomials as follows 
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[5-3] 
where
ii nmi
A ,, , ii nmiB ,, , and ii nmiC ,,  are the unknown coefficients of the Chebyshev expansions 
yet to be determined. Moreover, )(
imi
T  and )(
ini
T  are the one- dimensional first kind 
Chebyshev polynomial, NM , are the total employed terms, and the preferred choice of 
the polynomial numbers changes with the problems complexity, the geometry of 
examined system, the frequency range of interest.   
Similarly, Chebyshev polynomials are adopted as global basis to approximate the sound 
pressure variable inside cavity as thus avoid meshing the sound field. The sound 
pressure in two cavities can be written as 
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in which )(
i
T  ),,,,,;,,( bbbaaai mzmymx    denotes the one- dimensional first 
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kind Chebyshev polynomial in respect of sound pressure. i  are the total employed 
terms. 
mzmymxa
E
,,,
 and 
mzmymxb
E
,,,
 are the unknown coefficients of the Chebyshev expansions 
for two cavities. 
The dynamic behavior of the fully coupled system are determined by the energy 
principle using Rayleigh-Ritz method. The linear structural model of the structural-
acoustic system is firstly established by decomposing the structural energy into subsets 
corresponding to the exterior surfaces and interior surfaces which yield the general form 
of functions as  
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where In
i
T
i
S
i
VVV   is the potential energy done due to transverse and in-plane 
deformation, In
i
T
i
S
i
TTT  is the total kinetic energy of i th plate. F
i
W is the work done 
by external loads, C
ij
V  Represents the potential energy due to the structural coupling 
between plate i and its adjacent plate j . The detail expression of these energy terms can 
be referred to equation [4-2] to [4-5] and equation [4-7] to [4-8]. AS
iex
W is the work done 
by acoustic loading to the exterior surfaces; AS
iin
W denotes the additional work done by the 
resultant acoustic pressure loading from the cavity a and b simultaneously.  
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Similarly, the energy function for the acoustic domain, AL is constructed by the sum of 
potential energy and kinetic energy of individual cavities A
b
A
a
VV ,  and A
b
A
a
TT , respectively,  
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[5-9] 
The detail energy expression of the potential energy A
I
V  and kinetic energy A
I
T  of cavity 
I  can be found in the Chapter 4 equation [4-10] to [4-11].  
The definition domain for the Chebyshev polynomials is restricted to the interval [-1, 1], 
therefore, before substituting displacement expansions and pressure expansions into the 
Lagrangian equation, mapping the real coordinate in the physical to the range [ -1, 1] is 
needed. The coordinates transformation take place according to equation [4-16] and [4-
17]. 
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 After making corresponding transformations in the energy expressions, and substituting 
into the function expression in equation [5-5] and [5-9] with admissible functions [5-1] 
to [5-5] respectively, the resulting algebraic equation for the vibro-acoustics interaction 
of two conjugate enclosure can be established by performing the partial differential on 
unknown coefficients
ii nmi
A ,, , ii nmiB ,, , ii nmiC ,, and mzmymxIE ,,,  
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where subscripts S and A denote that the variables are related to the structure and cavity 
respectively. M and K are the generalised global mass and stiffness matrices. The stiffness 
matrices of the structure domain SK is formed by the transverse component
T
i
K , four in-plane 
components U
i
K , V
i
K , UV
i
K , VU
i
K , and structural coupling components C
ij
K  as 
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where
P
N is number of plates in the structural domain. 
The stiffness vector of acoustic domain 
A
K is expressed as 
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The structure mass matrix 
S
M  and acoustic mass matrix are expressed as  
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The structure-acoustic coupling term SAC is expressed as 
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The Ω  and Θ  in the equation [5-10] are the generalised pressure vector and displacement 
vector, given as:  T
111111222111
c,b,a,c,b,a,c,b,aΘ  ,  Tba e,eΩ  . The particular 
expression of coefficient matrix for 
i
a ,
i
b ,
i
c and 
I
e are given below 
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The free vibration problem for the structure-acoustic coupled system can be easily 
solved by assuming harmonic motion and removing the external load F from equation 
[5-10]. The response of sound pressure and external load can be obtained by solving 
equation [5-10] and back-substituting corresponding coefficients into the expression of 
the sound pressure and plate displacements. 
5.2.1. Model Verification 
To validate the reliability of the present method for modeling the vibro-acoustics for 
conjugate enclosures, the modal results are checking against results obtained from FEA. 
Consider two identical cavities a and b  with a dimension of 
ZYX
LLL  =
0.3m0.4m0.25m  are coupled through plate #4 on the yz-plane. The material 
properties of all plates are specified as thickness = 2.5 mm, Poisson’s ratio 3.0 , 
young’s modulus 91071E Pa, and mass density 2700s kg/m³. The density of and 
sound speed in the air cavity are 3kg/m21.1
a
  and m/s340
0
c . A dynamic mechanical 
force of 100N is acting normal to the floor (Plate #5) center ( mymx
yF
2.0,125.0
,5,5
 ) 
In the current case, the edge mx 0
5
 and mx 5.0
10
 are assumed to be a constraint in all 
translation and rotation directions, and all structure members are rigidly connected. The 
rigid boundary condition and connection manner is realised by setting the stiffness of 
the corresponding rotational springs, translation springs, coupling spr ings to infinity 
which is represented by an enormous number, 1210 in the numerical calculations. To 
validate the accuracy of the present model for mechanical excitation a numerical 
example is carried out and comparison is made with those obtained from the finite 
element program Hyperwork using element size of 10 mm shell element and solid 
element for both the plate and acoustic components, respectively. Figure 5.2 compared 
the first 30 natural frequencies of the conjugate enclosure system calculated by the 
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present method and FEM software. A good agreement is observed with the largest 
difference at 5.3%. In this example, the Chebyshev polynomials are truncated to 
10 NM for structures displacements, and 10
ZYX
MMM for the cavity 
pressures.  
  
Figure 5.2 Verification of the first 30 natural frequencies calculated by present method and 
FEA software  
5.2.2. Effect of structural coupling
Section 3.2.2 discussed the impact of structural coupling manner on the dynamic 
characteristics of single room system, and compared the dynamic responses for rigidly 
connected structural domain and disconnected structural which normally proposed in the 
convention structural cavity interaction studies [83] [12] [85]. Also, different coupling 
manners of the structural domain induce significant impact on the vibro-acoustic of conjugate 
rooms. With the analytical model, two scenarios are proposed to illustrate the impacts. 
Scenario one considers all plates are disconnected and independent while scenario two 
considers all plates are rigidly connected and participate in the energy transmission in both 
structural and acoustic domains.  
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In the framework of present model, scenario one is achieved by setting all coupling spring 
stiffness to zero, while for the scenario two, very large values of coupling springs are defined 
to represent rigid connections. The impact of structural coupling manner can be evaluated 
based on the difference of system natural frequencies and dynamic responses between two 
scenarios. First, figure 5.3 present the significant difference on the natural frequency between 
two scenarios. We observed that, the rigid connection from plate to plate increased the system 
stiffness, thus largely increased the natural frequencies. As a result, the dynamic behaviour of 
a system formed by the disconnected and coupled structural domain can be very much 
different which will be illustrated by the following dynamic response comparison. 
 
Figure 5.3 First 30 natural frequencies  
Five receiver points are selected to compare the response with respect to the change of 
coupling manner. The local coordinates and belonging subsystems are indicated in the table 
5.1. One point each for plate 2, plate 4, plate 11, cavity a , and cavityb .  
Receiver 
Coordinates 
Domain 
R1 m2.0
2
x  m15.0
2
y    
Plate 2 
R2 m2.0
4
x  m15.0
4
y    
Plate 4 
R3 m125.0
11
x  m2.0
11
y    
Plate 11 
R4 
m125.0X   m2.0Y   
m15.0Z 
 
Cavity a  
R5 
m125.0X   m2.0Y   
m15.0Z 
 
Cavity b  
Table 5.1 local coordinates of the selected receiver points  
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The responses are compared in terms transverse and in-plane vibration velocities at receiver 
R1, R2 and R3, and sound pressure level responses generated at R4 and R5. The comparisons 
are made for both scenarios up to 250 Hz and the results are present in the figure 5.4 and 
figure 5.5. It is observed that the vibration velocities at all selected receiver points on different 
components are following a similar trend: the disconnected structural domain (Scenario 1) 
resulted in relatively constant transverse velocities which fluctuated within a range. At lower 
frequencies, the transverse velocities of Scenario 1 are higher than that of Scenario 2. As the 
frequency increases, the transverse velocities of connected structural domain (Scenario 2) 
overtake that of disconnected structural domain (Scenario 1). As for the in-plane velocities, 
Scenario 2 are always much larger than that of Scenario 1. In fact, the in-plane velocities of 
Scenario 1 are approaching zero.  
As illustrated in section 3.1, two factors that influence the transverse vibration are the 
vibration transmission and fluid-structure interaction. However, the fluid-structure interaction 
does not impact on the structure in-plane vibrations. Therefore, even though there is no 
coupling between structures, plates of Scenario 1 still generate vibration in the transverse 
direction, but obtain very minor in-plane vibrations. In addition, the velocity response plots of 
Scenario 2 are smoother within the considered frequency range as comparing to the Scenario 
1, peak amplitudes are largely reduced.  
  
 (a) Velocity responses at R1  
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 (b) Velocity responses at R2  
 
 (c) Velocity responses at R3 
Figure 5.4 Velocity response comparison between Scenario  
Looking at the pressure difference at R4 and R5, 54 RR pp  resulted from both scenarios 
shown in figure 5.5, the disconnected structural domain resulted in a maximum of 27 dB 
pressure difference between two cavities within the considered frequency range. This value is 
higher than the difference value 16 dB resulted from the scenario two. These comparisons 
explain how important of taking consideration of structural couplings when analysing the 
vibro-acosutics of conjugate enclosures in the offshore platform environment. Large 
calculation error may lead to wrong acoustic design and fail to comply with criteria.  
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Figure 5.5 Pressure difference between R4 and R5 between scenario 1 and scenario 2 
5.2.3. Determine transmission loss of the interior plate 
Material properties of the common interior plate can largely influence the sound transmission 
from the source room to the receiver room. This phenomenon is investigating with the 
proposed conjugated room model.  
For two conjugate rooms with the same dimension, filled medium, properties of exterior 
plates and boundary conditions, the material properties of the interior plate can be the 
dominant factor that influencing the energy transmission between two cavities. Under this 
assumption, scenario one transformed to a pure transmission problem which characterised by 
the parameter Transmission Loss (TL). The attempts to model the low frequency sound 
transmission are sparse compared to the number of studies on the higher frequency sound 
transmission [107]. The following study investigate the influence of partition material on the 
sound transmission between two cavities by using the present model.  
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Figure 5.6 Schematic of sound transmission through an elastically restrained plate four 
between cavity a and b 
Figure 5.6 sketches the profile view of the conjugate room shown in figure 5.2. The external 
force F injection on the plate 5 generate structure-borne noise in the cavity a . Under the 
condition of scenario one, acoustic pressures in the cavity a are generated by structural-
acoustic interaction. The interior plate #4 receives the pressure incidence on the interface with 
the cavity a and results in transverse vibration at the resonant frequencies. Meanwhile, 
acoustic pressure response is generated in the cavity b through coupling with plate #4 at the 
interface.  
The sound transmission loss of plate 4 ( 4TL ) is determined by the following measurement 
formula [108] 
2
4
log10
transmit
incident
p
p
TL   
[5-20] 
In which incidencep and transmitp are the incidence pressure and transmitted pressure in the cavity a
and cavity b  respectively. 
Table 5.2 present three types of material properties assigned to plate #4 for the transmission 
loss study up to 250 Hz. No damping or absorptive material are applied to both rooms. Using 
the present model, calculate the acoustic pressures of two mirror locations on the interface 
between cavity a  and plate 4, and cavity b and plate 4. The corresponding TL determined 
separately for each material type and variable plate thicknesses are shown in figure 5.7 and 
figure 5.8 respectively. It is noted that in the considered frequency range, transmission loss of 
all cases obtained from present method and Mass Law expressed in the equation [5-21], show 
different performance. The curves calculated by present method exhibit peaks and dips 
whereas Mass Law curves are rather smooth. 
Cavity a Cavity b 
Incident plane wave 
 
 
Radiated sound 
Plate 4 
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[5-21] 
In fact, sound transmission is dominated by the modal behaviour of rooms and structure at 
low frequencies. The results from present method show an irregular sound transmission 
function due to the modal behaviour of the plate #4. However, sound transmission occurs at 
high frequencies is determined by the mass of the separating wall and non-resonant 
transmission is dominant where the Mass Law is applicable [109]. 
Material  S,4  [kg/m³]  E  [GPa]  4h  [mm]  4  [-] 
Steel 7850 210 2.5 0.3 
Aluminium 2700 71 2.5 0.3 
Glass 2500 62 2.5 0.28 
Table 5.2 Material data used in the parametric studies 
 
Figure 5.7 Calculated TL for plate 4 in different material properties 
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Figure 5.8 Calculated TL for plate 4 with different plate thickness 
Comparing to the reference [19] which also models three-dimensional structural-acoustic 
interaction phenomenon, the proposed model offers some advantages. First, the structural 
modes and acoustic cavity modes need not to be determined in prior [103]. The proposed 
technique provides a systematic solution for complex configurations without identifying the 
modes through the FEA procedure. Secondly, the proposed approach overcomes the 
limitation for a medium such as air only. Since the continuity condition on the structural-
acoustic interface is satisfied, the present approach is capable of handling a wider range of 
practical problems such as a room or tank conjugation. Thirdly, the mode information 
obtained from FEA [103] may face frequency limitation due to the high computation cost. 
However, the accuracy of high-frequency response used in the proposed approach can be 
improved by increasing the polynomial order. Also, the general boundary condition and 
coupling provide the flexibility to solve real problems. 
5.3. Conclusion  
An analytical model has been developed for investigating the vibro-acoustics behavior of 
conjugate enclosures under general boundary condition. The reliability of the present model is 
validated by comparison with commercial FEA software results with good agreement 
achieved. Different coupling manner within the structure domain give significant impact on 
the modal property and the dynamic response of the structural-acoustic system. Large 
calculation errors are observed in the case study when the coupling manner is set wrongly. 
Therefore, the present method avoids the potential error that may cause by the convention 
panel-cavity model when handling the vibro-acoustics problem of offshore platform conjugate 
enclosures.  
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Chapter 6. Noise Modelling Using Modified Multiple Generalized 
Regression Neural Network Models with Fuzzy C-Means and 
Principal Component Analysis 
6.1. Introduction  
Noise control is an important aspect which ensures the crew habitability onboard offshore 
platform. Implementing noise prediction is an effective way to identify the potential noise 
problem at the early stage of offshore platform design to avoid expensive retrofitting cost in 
the later stage of modification. Chapter 2 has reviewed the conventional methods applied in 
identifying the excessive noise in the offshore applications, including empirical formula or the 
computer-aided design (CAD)-based numerical tools. Chapter 4 and 5 explore the analytical 
way of modelling the structure-acoustic interaction of the single, conjugate and coupled room 
in offshore platform environment.  
For example, the finite element analysis (FEA) solve acoustic responses numerically; the 
statistical energy analysis (SEA) determine the sound field based on power flow between 
subsystems.  Using these CAD-based tool are proven to be quite accurate for certain 
frequency regime, however, applying for large scale system such as the offshore platform are 
often very time and resource consuming.  The use of Chebyshev expansions solutions under 
Rayleigh-Ritz frame gives accurate results and rapid convergence for the three-dimensional 
problem analytically. But it still requires extensive formulation on the acoustics room of 
interest. Empirical formulas require similar noise problem or configuration where they were 
developed. The accuracy of the results could not be guaranteed [110] if the empirical or /and 
formulas are applied on different applications as some are unable to meet the required 
assumptions such as room’s shape and sound source.  
For the past few decades, neural networks have been used to model complex systems. In 
machine learning, there are many methods available in the literature. In this chapter, a general 
regression neural network (GRNN) [111] is adopted for the main reason that it is quite 
advantageous due to its ability to converge to the underlying function of the data after few 
training samples and the results are quite consistent. A full knowledge of the system or exact 
parameters to be modelled is often not required. This makes GRNN a useful tool to perform 
prediction and comparison of system performance in practice. As a result, the noise engineers 
can spend more time on the noise analysis instead of creating an accurate CAD model or 
analytical equations that requires exact values of the model variables in computer-based 
acoustic simulation. 
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Many applications including the noise-related applications [112-115] use GRNN. In the 
current literature, GRNN application on the offshore platform such as a jack-up rig has not 
been discussed. In addition, the inherent use of steels for room construction in the jack-up rig 
differs from most of the land-based industrial and acoustic rooms [116-117] that increase the 
percentage of structure-borne noise than airborne noise. Moreover, the problems of selecting 
the appropriate inputs from the design variables (e.g., actual position of the noise sources, 
room dimensions, and other acoustic variables) are often impeded by a lack of exact 
information during the early design stage of the offshore platform. The relevant inputs used 
for GRNN training are often quite subjective, and the types of input variables used for 
training can vary across different noise engineers due to their experience. 
Hence, a modified multiple GRNN using fuzzy C-means (FCM) clustering and principal 
component analysis (PCA) is proposed to predict the noise level on the jack-up rig with the 
least number of significant inputs. The training and test samples from 125 to 8000 Hz 
obtained from the computer-based statistical energy analysis (SEA) with direct field (SEA-DF) 
software approach validated by experimental data [60] will be used. These input data will be 
preprocessed by FCM and PCA to group the dominant samples together and reduce the 
dimensionality of the input variables before commencing the training using GRNN. With 
optimal spread variables obtained for each cluster at different frequencies, multiple GRNN 
can be fused to form an optimal GRNN. The proposed method enables noise engineers to 
predict the noise level on any similar offshore platform without repeating the SEA modeling 
that is often time and resource consuming. 
The works in this chapter was published in the following paper. Majority of the works was 
used to form the section 5.2 to section 5.8. 
[118] C. S. Chin, X. Ji , W. L. Woo, T. J. Kwee and W. X. Yang, “Modified multiple 
generalized regression neural network models using fuzzy C-means with principal component 
analysis for noise prediction of offshore platform,” Neural Computing and Applications, pp. 
1-16, 2017, DOI. 10.1007/s00521-017-3143-0. 
6.2. Proposed Noise Prediction using FCM-PCA-GRNNs 
The proposed approach uses a validated SEA-DF model [60] validated in the Chapter 3 to 
train the FCM-PCA-GRNNs model. The neural networks determine the relationship between 
the room input variables to the total spatial equivalent sound pressure level (SPL) and average 
room SPL at different [118] frequencies (e.g. 125 Hz to 8000 Hz). The total equivalent SPL 
consists of both direct and diffuse field (or reverberant field) where the former is obtained via 
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MATLAB
TM
, and later by a commercial SEA modelling software called VA-One
TM
. It is 
capable to compute both the airborne and structure-borne noise from mid to high frequencies 
range [118]. The total equivalent noise level is the logarithmic sum of both the direct field 
(Lp,dir) and reverberant (Lp,rev) component as shown.  
 revpdirp LL
totp
L ,,
1.01.0
,
1010log10   [6-1] 
The proposed noise prediction architecture is shown in figure 6.1. The first layer (see the top 
of figure 6.1) models the reverberant field noise level and direct field noise level using VA-
One
TM
 and MATLAB
TM
, respectively. The experimental validations of the total or equivalent 
noise levels are performed before the neural networks training.  The next layer (see bottom of 
figure 6.1) requires the total equivalent SPL and the input variables (p-dimensional) from the 
acoustic and structure features of the offshore platform compartments. The Fuzzy C-Means 
clustering on the available input data can help to identify a natural group (with reduced l-
dimensional in each cluster)  from the data set of N=424 samples (for each frequency range 
125Hz, 250Hz, 500Hz, 1000Hz, 2000Hz, 4000Hz and 8000Hz) to obtain a concise 
representation of a system’s input-output behaviour. The  PCA (with reduced k-dimensional 
for each cluster) is performed on these clusters, followed by the GRNNs training. The spread 
parameter 0  for each GRNN produces the desired results for the cross validation set, an 
updated spread parameter   ii 0  (where   is the learning factor and i  is the number 
of iteration) will be used. The optimisation of spread parameter will terminate when the mean 
squared error (MSE) of the cross validation set is less than the desired error 0e  . The final 
GRNNs will be built using the optimal spread parameter, followed by testing it with a 
validation set data. With the FCM-PCA-GRNNs model for each frequency established, it can 
predict the corresponding total equivalent SPL in any compartments on any similar type of 
offshore platform. 
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Figure 6.1 Proposed architecture for noise prediction using FCM-PCA-GRNNs [119] 
6.3. Selection of input parameters for FCM-PCAGRNNs 
The input variable for FCM-PCA-GRNNs training is selected based on two main principles: 
(1) parameters that describe the acoustics and structure features of the offshore platform, and 
(2) parameters that influence the response of the sound fields. This information will require a 
prior understanding of the acoustic problem on the board of the jack-up rig at a different 
frequency. In addition, the acoustic environment on the jack-up rig is quite complex due to its 
large number of noise and vibration sources distributed quite closely within a compact space, 
and the use of wide variety of different materials for wall’s construction. Noise is transmitted 
via an airborne and structure-borne transmission. The airborne noise governs the 
compartment’s sound field where the high noise level machinery is concentrated. In general, 
the SPL measured in the airborne-dominated compartments can be approximated by the 
Heerema and Hodgson empirical formula [67] [60]. The formula used to determine the room 
sound pressure level is directly related to the room geometry, source power level, source–
receiver distance, absorption coefficient, and fitting density of the source room. The strong 
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airborne noise in the source room can penetrate through the common bulkheads or decks to 
influence the noise in the adjacent rooms. The transmitted acoustic energy depends on the 
incident acoustic energy and transmission loss which is determined by the plate material 
properties and thickness as shown. 
adjadj
C
sourceadj
S
S
RLL

log10
0
  
[6-2] 
where
adjL  and sourceL  are the SPL of the adjacent room and source room, respectively. 0R and 
C
S are the transmission loss and surface area of the common bulkhead/deck, respectively. 
Here adj  is the mean absorption coefficient of the adjacent room. In some cases where the 
SPL within the source and the adjacent room are not known, the range of SPL is provided by 
the regulation namely NORSOK S-002 for eight different room types based on the permitted 
noise levels on-board of the offshore platform as seen in table 6.1. 
On the other hand, the structure-borne sound is directly caused by vibrating machinery-
induced mechanical force, or indirectly by the structure excitation due to incident airborne 
noise. The energy radiated by structures is proportional to the plate’s radiation efficiency, 
surface area, density, sound propagation speed, and the square of plate vibration velocity. The 
structure-borne sound affected the remote rooms and attenuated as distance increases. The 
structure-borne SPL can be expressed as. 
S
S
LL
VSB
4
log10log10

   
[6-3] 
where SBL is the structure-borne SPL, VL  denotes the structure vibration level,  is the 
radiation efficiency, S and  are the structure surface area and room absorption coefficient, 
respectively. 
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Room Type 
(1 to 8) 
Descriptions Compartments Permitted 
Noise Level 
(dBA) 
1 Unmanned machinery room Engine room, fire pump 
room, emergency generator 
room, thruster room 
110 
2 Unmanned machinery room AHU room 90 
3 Manned  machinery room Switchboard room, 
transformer room, drill floor, 
mud room, mixing area, pipe 
rack, general process and 
utility area, pump room, 
cement room 
85 
4 Unmanned instrument room Local instrument room, 
electrical MCC room 
75 
5 Store, workshop, instrument 
room 
Mechanical/Electrical 
workshop, paint store, LQ 
stores, dish washing 
70 
6 Living quarter public area change room, LQ corridor, 
toliets 
60-65 
7 Living quarter public area, 
Lab, local control room 
Local control room, lab, 
gally, mess room, workshop 
office, Gymnasium, lobby 
50-60 
8 Cabin, hospital, central 
control room 
Cabin, hospital, wheel house 
control room 
45 
Table 6.1 Room types defined for compartment on-board [119] 
The acoustic field in the compartments behaves differently. For example, the machinery 
compartments contain airborne source radiation (e.g., engine room, mud pump room); 
structure-borne and transmission noise (e.g., workshops, stores); and airborne, structure-borne 
and transmission noise (e.g., pump room, transformer room). Due to the good isolation 
strategies and damping treatment, the SPL in the living quarter is usually dominated by the 
air-conditioning diffuser radiated noise. The mechanical diffusers are typically found in 
heating, ventilating, and air-conditioning systems (HVAC). Some room adjacent to the 
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machinery compartments is affected by the transmitted structure-borne noise. As a result, the 
compartments in the offshore platform can be classified into five general groups:  
 Compartments dominated by the airborne noise 
 Compartments influenced by the structure-borne and transmission noise 
 Compartments influenced by airborne and structure-borne noise 
 Compartments influenced by airborne and transmission noise 
 Compartments influenced by airborne, structure-borne and transmission noise 
simultaneously  
Based on the above acosutic analysis, several main parameters that determine the spatial and 
spatial average SPL of the room on the offshore platform can be obtained. These includes the 
following 13 inputs and two output parameters: (1) total interior source power level; (2) room 
type; (3) room surface area; (4) room volume; (5) first nearest source sound power level; (6) 
source/receiver distance from the first source; (7) second nearest source sound power level; (8) 
source/receiver distance from the second source; (9) room mean absorption coefficient; (10) 
maximum sound power level of adjacent rooms; (11) panel or insulation thickness; (12) room 
type of the adjacent room; (13) number of decks to the main deck; (14) spatial SPL; and (15) 
average spatial SPL. 
6.4. Case study on real offshore structure 
The hull dimensions of the jack-up rig [9] involved in the study are approximately 88.8 m 
(length) x 115.1 m (width) x 12 m (height) as seen in figure 6.2 (a). There are four aspects of 
developing a SEA model shown in figure 3.14: (a) the structure properties and configurations; 
(b) designed noise control treatment; (c) the source information; and lastly (d) the frequency 
range. The offshore platform are mainly made of steels modelled by a ribbed plate with the 
specific properties in the construction drawing. The interior of each compartment in the 
offshore platform is treated as a ‘cavity’ which represents one acoustic subsystem of SEA 
model. These air cavities together with structural subsystem such as six walls around the 
room are connected to one another by point, line, and surface area junctions which enable the 
energy flow within the entire SEA model. The sound pressure level, sound power level, and 
vibration level of equipment are obtained from the vendor during the factory acceptance test 
(FAT) at 100% of the nominal load. The absorbing effects of the applied insulation layers in 
all compartments are obtained from reverberation time (T60) measurement. For the damped 
acoustic spaces, the SEA model is based on the assumption of reverberant energy. It is 
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important to separate the direct field component from the total energy. At steady-state 
condition, the final sound power injects to the reverberant field of the subsystem is as follows. 
i
ini
i
rev
PP )1(   [6-4] 
where the reverberant sound power in subspace i denoted by i
in
P  is reduced by a factor of
)1( i . Here i  is the mean absorption of the subspace i . 
The frequency range is set from 125 to 8000 Hz after examining the number of modes present 
in each subsystem within the compartment. After solving the SEA energy balance equation of 
the jack-up rig, the reverberant SPL in each compartment is obtained. Due to the space 
limitation in the offshore platform compartments, equipment is distributed quite closely. The 
direct sound radiation from the equipment can also affect the equivalent SPL. Thus, the 
correct noise model of the equipment is crucial for the equivalent SPL. According to the 
literature [12], the marine equipment can be modeled by three types of the noise source. A 
point source has inverse square  2/1 r  attenuation for small- and medium-sized equipments 
such as compressors, pumps, and purifiers; a rectangular surface source will generate box-like 
shaped contours like large machinery such as main diesel generator, mud pumps, and 
hydraulic pumping unit (HPU). In this study, both the reverberant and direct sound 
transmissions in the room are considered. The direct sound contribution from the adjacent 
rooms is neglected. The direct field component will be computed before adding to the 
reverberant field to obtain the total equivalent SPL using (1). A total number of 424 input and 
output samples at the seven frequencies are obtained from different rooms on the jack-up rig 
as shown in figure 6.2. For clarity, the input and output range of these samples are tabulated 
in table 6.2. Note that the abovementioned thirteen input variables (see row 1–13) and two 
outputs (see last two rows) are used. 
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Figure 6.2 jack-up rig involved in the study  
6.5. Data pre-processing using FCM-PCA 
As discussed in Section 5.4, the sound transmission path in various compartments is 
different. By pre-processing the collected samples via data clustering can help to group 
samples into clusters of similar characteristics. The FCM algorithm [120-122] creates groups 
according to the distance between the data points and the cluster centers. Let 
i
x be input 
parameters at each frequency, e.g., 125, 250,…, 8000 Hz. The input variables of n -
dimensional are denoted by   p
ipiii
xxx  ,...,X
21
, Ni ,,2,1  forms the corresponding 
columns in the data matrix   nNTN
 X,...,X,X
21
X where N is the number of samples for 
each frequency as shown in figure 6.3. 
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Max. Min. Max. Min. Max. Min. Max. Min. Max. Min. Max. Min. Max. Min.
Inputs
1
Total interior sound power 
level, (dBA)
104.6 0.0 115.2 0.0 122.0 0.0 128.0 0.0 123.0 0.0 122.0 0.0 114.0 0.0
2 Room Type 8.0 1.0 8.0 1.0 8.0 1.0 8.0 1.0 8.0 1.0 8.0 1.0 8.0 1.0
3 Room Surface Area (m2) 2052.0 39.2 2052.0 39.2 2052.0 39.2 2052.0 39.2 2052.0 39.2 2052.0 39.2 2052.0 39.2
4 Room volume, V (m3) 2160.0 16.2 2160.0 16.2 2160.0 16.2 2160.0 16.2 2160.0 16.2 2160.0 16.2 2160.0 16.2
5
First nearest source sound 
power levels (dBA)
101.0 0.0 112.0 0.0 119.0 0.0 125.0 0.0 120.0 0.0 119.0 0.0 111.0 0.0
6
Source/receiver distance from 
the first source (m)
20.0 0.0 20.0 0.0 20.0 0.0 20.0 0.0 20.0 0.0 20.0 0.0 20.0 0.0
7
Second nearest source sound 
power levels (dBA)
101.0 0.0 112.0 0.0 119.0 0.0 125.0 0.0 120.0 0.0 119.0 0.0 111.0 0.0
8
Source/receiver distance from 
the second source (m)
20.2 0.0 20.2 0.0 20.2 0.0 20.2 0.0 20.2 0.0 20.2 0.0 20.2 0.0
9
Room Mean Absorption 
Coefficient
0.3 0.0 0.6 0.0 0.7 0.0 0.6 0.0 0.6 0.0 0.5 0.0 0.5 0.0
10
Max Sound Power Level of 
adjacent room, (dBA)
104.6 0.0 115.2 0.0 122.0 0.0 128.0 0.0 123.0 0.0 122.0 0.0 114.0 0.0
11 Room Type of Adjacent Room 8.0 1.0 8.0 1.0 8.0 1.0 8.0 1.0 8.0 1.0 75.0 1.0 8.0 1.0
12
Panel/ Insulation Thickness 
Between Adjacent Room (mm)
75.0 0.0 75.0 0.0 75.0 0.0 75.0 0.0 75.0 0.0 75.0 0.0 75.0 0.0
13
Number of Decks to Main 
Deck
6.0 -2.0 6.0 -2.0 6.0 -2.0 6.0 -2.0 6.0 -2.0 6.0 -2.0 6.0 -2.0
Outputs
14 Spatial l SPL, (dBA) 90.5 20.4 97.2 21.0 103.3 16.2 109.4 12.9 104.5 9.9 103.9 0.0 95.9 0.0
15 Spatial Averaging SPL, (dBA) 89.8 20.4 96.5 21.0 101.6 16.2 108.0 12.9 103.0 9.9 102.6 0.0 94.6 0.0
No.
8000 Hz
Input Variables and Outputs
125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz
 
Table 6.2 Input and output range for each input parameter [119] 
 
Figure 6.3 Input data matrix in three-dimensional [119] 
The FCM algorithm partition the data X  into thj  clusters(denotes as jX ) for each frequency. 
A fuzzy partition is represented as a matrix U , with elements of  1,0jiu  , gives the 
membership degree in the partition. The fuzzy partitioning is carried out through an iterative 
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optimization of the objective function in Equation [6-7], with the update of membership for 
each frequency as 
   
   




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j
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m
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  
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[6-6] 
where 
jv  represents the
thj cluster centre, m  is the fuzziness index, and ),1( m determine 
the fuzziness of the clusters. The number of the cluster center is denoted by J . The Euclidean 
distance between thi  data and thj cluster’s center is jiji vxvxd ),( , and ji accounts for 
the membership of
thi data to thj cluster center.  
The main objective of the FCM algorithm is to minimise the objective function  VU,X;J on
U and V . 
  NJvxdJ ji
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where ),,,(
21 J
vvv V  is the cluster prototype that have to be determined and U is the fuzzy 
partition that must satisfies the following constraints: 
 1,
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[6-8] 
The fuzzy cluster is obtained through an iterative optimisation of equation [6-7] according to 
the unsupervised optimal fuzzy clustering. 
After setting the number of clusters 5J and the maximum number of iterations as 200, the 
FCM algorithm is applied to all frequency samples. The clustering results are presented in 
figure 6.4 a–g in the form of parallel coordinates plot to visualise and analyse multivariate 
data having different range and SI unit. The values of the thirteen input variables are polylines 
with vertices on the vertical axes. The numbers in the X -axis represent the thirteen input 
variables as seen in table 6.2. The position of the vertex on the thi axis corresponds to the ith 
coordinate of the sample [123]. For example, there exists a higher value in the sixth and 
eighth input within cluster 5. These high values can be contributed by the possible noise [124] 
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within samples collected. The sound samples which are close to the cluster centers are 
considered as normal samples. However, they are assigned with very low or zero membership 
in the cluster group. As a result, the PCA is used to reduce the dimensionality through finding 
the high relevance input variables for each cluster at a particular frequency. 
 
(a) 125 Hz [119] 
 
(b) 250 Hz [119] 
 
(c) 500 Hz [119] 
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(d) 1000 Hz [119] 
 
(e) 2000 Hz [119] 
 
(f) 4000 Hz [119] 
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(g) 8000 Hz [119] 
Figure 6.4 data distribution after FCM at each frequency  
The correlations of input variables to the outputs are quite different in each cluster. The input 
variable selection is implemented on the data matrix X in thj cluster (denotes as jX )for each 
frequency to reduce the input dimension. Note that the superscript “ j ”will be used to define
thj cluster and subscript “ i ” refers to the index for each sample. PCA uses the singular value 
decomposition (SVD) to rank the input variables in descending order of importance to least 
important. The most important variables are given a higher priority than the less significant 
ones.  
Briefly, the first step in the PCA algorithm is to normalise the components such that they have 
unity variance and zero means. It is followed by an orthogonalisation method to determine the 
normalised principal components. The PCA operates on each cluster at particular frequency as 
follows.  
 Subtract the mean of each data point in the data set jX  to produce a data set of zero 
means of a cluster Jj ,2,1 denotes as 
jj
XX   [6-9] 
where the mean, j
i
X is the input samples,
jN is the number of samples in the thj  
cluster.        
Compute the square covariance matrix jΩ  of size ll  for thj  cluster where l is the number 
of reduced input variables.  
 Perform singular value decomposition (SVD) on the covariance matrix
jΩ .  
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T
VSUΩ jjjj   [6-10] 
where
jU  is a ll   matrix with columns being orthonormal eigenvectors or left singular 
vectors of 
TjjΩΩ , 
Tj
V is a ll    matrix with columns being orthonormal eigenvectors or 
right singular vectors of 
jj ΩΩ
T
 and )s,,diag( 1 l
j s S is a ll   diagonal matrix with only 
non-zero element. It is also the singular values or the square roots of eigenvalues from
jU or 
jV positioned in descending order. 
 Apply 
j
U ,
j
S , and
j
V to determine the inverse square root of the covariance matrix. 
Tj
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[6-11] 
where h is the number of eigenvectors for eigenvalues in jS  
 Multiply the SVD-computed inverse square root covariance matrix as shown to obtain 
the reduced dimensional data set. 
 jjj XXΩ  2/1  [6-12] 
Based on the acoustic field behavior in Section 5.4, the samples are grouped into five clusters 
at different center frequencies using the FCM. The PCA is then applied to each cluster to 
determine the number of principal components. In this study, the cumulative percentage of 
variance criteria is applied to determine the number of principal components. According to 
this criterion, principal components are chosen based on their cumulative proportion of 
variance higher than a prescribed threshold value of 95%. The leverage scores for each 
dimension are obtained by calculating their two norms. Figure 6.5 shows the norm for the 
thirteen input parameters at each frequency. The different heights shown on the respective bar 
charts reflect the dominant input parameters used for each cluster. The dominant input 
parameters are only retained in each cluster thus reduces the problem dimension and 
eliminates the relativity between the input parameters.                                                                                                                                                                                                                                                                                                       
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(a) 2-norm distribution for input parameter across each cluster group at 125 Hz [119] 
 
(b) 2-norm distribution for input parameter across each cluster group at 250 Hz [119] 
 
(c) 2-norm distribution for input parameter across each cluster group at 500 Hz [119] 
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(d) 2-norm distribution for input parameter across each cluster group at 1000 Hz [119] 
 
(e) 2-norm distribution for input parameter across each cluster group at 2000 Hz [119] 
 
(f) 2-norm distribution for input parameter across each cluster group at 4000 Hz [119] 
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(g) 2-norm distribution for input parameter across each cluster group at 8000 Hz [119]
Figure 6.5 Leverage scores of each input parameter for each cluster group at different 
frequencies (cluster 1: dark blue, cluster 2: blue, cluster 3: cyan, cluster 4: Orange, and cluster 
5: yellow) [119] 
As shown in figure 6.5, the significant principal components are identified. The principal 
components below the predetermined threshold value are removed. The remaining input 
variables should contain the most dominant variables for GRNN training. Table 6.3 
summarises the result of figure 6.5, and ‘‘x’’ refers to variable removed while ‘‘o’’ refers to 
the dominant variables to retain for GRNN training. For example, the seven remaining input 
variables for cluster 1 at 125 Hz are the total sound power level, room surface area, room 
volume, nearest source#1 sound power level, nearest source#2 sound power level, maximum 
sound power level of adjacent room, and panel/insulation thickness between adjacent rooms. 
Due to the unsupervised characteristics of the FCM and application of PCA, the importance 
of the input variables (or a number of dominant parameters) in each cluster varies across the 
frequencies. Note that the reduced sample size used for the GRNN’s training is different in 
each cluster for the frequencies. 
6.6. Model of multiple GRNN after FCM-PCA 
The GRNN (see figure 6.6) is one type of radial basis function (RBF) networks based on the 
kernel regression [111] and is a robust regression tool for its strong nonlinear mapping 
capability and high training speed. Also, it overcomes the shortcoming of back propagation 
neural network which needs a large number of training samples. It is suitable for a problem 
with limited training samples, and GRNN has been proved to be a useful tool to perform 
prediction and comparison in many fields [115][125-126]. Briefly, the structure of GRNN is 
composed of four layers: an input layer, a pattern layer, summation layer, and output layer. 
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The first input layer consists of reduced input variables from FCM PCA pre-process that 
connected to the second pattern layer. The neurons in the pattern layer can memorise the 
relationship between the neuron of entry and the proper response of pattern layer. The two 
summations 
S
S and 
W
S in the summation layer compute the arithmetic sum of the pattern 
outputs with the interconnection weight equals to one and compute the weighted sum of the 
pattern layer outputs with the interconnection weight, respectively. The neurons in the 
summation layer are then summed and fed into the output layer. The number of the neurons in 
the output layer equals to the dimension of the output vector. Since there are five clusters in 
each frequency, there are a total number of thirty-five GRNN predictors for the seven 
frequencies. 
 
Figure 6.6 Architectural implementation of multiple GRNN after FCMPCA [119] 
 
𝑥1  𝑥2  ⋯  𝑥𝑝𝑗   
𝑝1  𝑝2  ⋯  𝑝𝑚  
𝑆𝑤1  ⋯  𝑆𝑤𝑡  𝑆𝑆  
𝑦1 
Input Layer 
Pattern 
Layer 
Summation 
Layer 
Output Layer 
𝑦2 
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Freq.
 (Hz)
Clusters
Total sound 
power level, 
(dBA)
Room 
Type
Room 
Surface 
Area (m2)
Room 
volume, V 
(m3)
Nearest 
Source 1 
SWL, (dBA)
Dist. To 
Nearest 
source 1, (m)
Nearest 
Source 2 
SWL, (dBA)
Dist. To 
Nearest 
source 2 
(m)
Mean 
Absorption 
Coefficient
Max Sound 
Power Level 
of adjacent 
room, (dBA)
Room 
Type of 
Adjacent 
Room
Panel/ 
Insulation 
Thickness 
Between 
Adjacent 
Room (mm)
Number 
of Decks 
to Main 
Deck
1 O X O O O X O X X O X O X
2 X O O O X O X O O X O X O
3 O X O O O X O X X O X O X
4 O X O O O X O X X O X O X
5 O O O O O X O X X O O O X
1 O X O O O X O X X O X O X
2 O X O O O X O X X O X O X
3 O X O O X X X X X O X O X
4 X O O O X O X O O X O X O
5 O O O O O O O X O X O O O
1 O O O O O X O X X O X O X
2 X O O O X O X O O X O X O
3 O X O O O X O X X O X O X
4 O O O O O X O X X O O O X
5 X X O O X X O X X O X O X
1 O X O O O X O X X O X O X
2 X O O O X O X O O X O X O
3 O O O O O X O X O X X X O
4 O X O O X X O X X O X O X
5 O X O O O X O X X O X O X
1 O O O O O X O X O X O X O
2 O X O O O X O X X O X O X
3 O X O O O X O X X O X O X
4 X O O O X O X O O X O X O
5 O X O O O X O X X O X O X
1 O X O O O X O X O O O O X
2 O X O O O X O X X O X O X
3 X O O O X O X O O X O X O
4 O X O O O X O X X O X O X
5 X X O O O X O X X O X O X
1 O X O O O X O X X O X O X
2 O X O O O O O X X O X O X
3 O X O O O X O X X O X O X
4 X O O O X O X O O X O X O
5 O O O O O X O X X O O O X
8000
125
250
500
1000
2000
4000
 
Table 6.3 Selection of input variables in clusters. ‘‘x’’ refers to variable removed while ‘‘o’’ refers to the dominant variables to retain for 
subsequent GRNN training [119] 
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The primary function of GRNN [111] is to estimate a linear or nonlinear regression surface on 
independent variables. It assumes the continuous probability density function  jj yf ,X has a 
random variable jX
~
 and jy~ . The corresponding regression of 
jy on j
iX is given by: 
 






dyyf
dyyfy
yE
jj
jjj
jj
),(
),(
/
X
X
X  
[6-13] 
where jX  refers to the data matrix X  in thj cluster. 
The probability density function ),( jj yf X is estimated by Parzen nonparametric estimator 
from jX and
jy  in reduced
jN observation samples (less than the initial number of samples, 
jN in each cluster),  jl (less than the initial number of input variables, n in each cluster). The 
probability estimator  jj yf ,ˆ X  is based on the sample values jX and jy of the random variable
j
X
~
and jy~ , respectively. The probability density function  jj yf ,ˆ X  [111] is expressed as  
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A spread parameter r is assigned to jX and jy of thj  cluster. The resulting regression[2] in 
equation [6-15] involves summations over the observations. 
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where the two norms of scalar function
jjj
i
D XX
~2
  
The ‘spread’ refers to the spread of radial basis functions which plays a significant role in 
FCM-PCA-GRNNs function approximation [111]. The larger spread gives a smoother 
function approximation while the smaller spread fits the data closely. The optimal spread 
variables can be selected based on prior knowledge or intelligent optimisation algorithms 
[114]. In this study, a k-fold cross validation method is used to find the corresponding spread 
parameter for each neuron based on the training samples in the clusters. The selected value of 
spread parameter is chosen once the error of the validation data starts to increase. It is the 
point where overtraining of the network may occur. The mean squared error (MSE) criteria 
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measure the difference between the estimated and target. An updated spread parameter
  ii 0  with is the adjustable learning factor and i is the current loop index. 
In each cluster, the data samples are randomly divided into training and validation set with the 
following weighting of 80 and 20%, respectively, for each cluster (see figure 6.1). The 
validation set is used as an additional independent measurement to estimate the quality of the 
trained network. In the k -fold cross-validation, the original sample is randomly partitioned 
into similar-sized subsamples. In the subsamples, one subsample is used as the validation data 
for testing the model, and the remaining subsamples as training data. After a maximum of 
four iterations (from 0.01 to 3 with a step size of 0.01) for each cluster at 125, 250, 500, 1000, 
2000, 4000, and 8000 Hz, the optimal spread variables that give the minimum MSE are 
chosen. For the sake of clarity, figure 6.7 illustrates the MSE of five clusters across different 
spread variables ranging 0.01–3 for 125 to 8000 Hz. The optimal spread variables for each 
group are different. Typically, the FCM PCA-GRNNs tend to perform better with a smaller 
the spread parameter than a larger value. As a result, the optimal spread parameter is 
approximately 0.001 for all frequencies. 
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Figure 6.7 MSE of five clusters in 125 to 8000 Hz after FCMPCA-GRNN [119] 
6.7. Results and discussion 
The data samples are randomly divided into training and validation set with the following 
weighting of 80 and 20%, respectively, for each cluster (see the earlier proposed architecture 
in figure 6.1). The optimal spread parameters are determined in Section 6.6, and the predicted 
SPLs are compared with the SEA-DF simulation from the validation set. The comparisons of 
spatial SPL and spatial average SPL are compared in the following octave frequency bands: 
125, 250, 500, 1000, 2000, 4000, and 8000 Hz as shown in figure 6.8. The predicted, 
simulated spatial SPL and spatial average SPL are compared. The maximum and minimum 
noise levels, data distribution, and the data mean are quite consistent. The results imply the 
proposed FCM-PCA-GRNNs is able to predict the SPL quite accurately as compared with the 
SEA-DF simulation.  
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(a) Spatial SPL 
 
(b) Spatial average SPL 
Figure 6.8 Comparisons between FCM-PCA-GRNNs prediction and SEA-DF simulation 
[119] 
As seen in table 6.4, the maximum and the mean value of the errors at each frequency are 
tabulated to analyse the prediction performance of the proposed method. Table 6.4 presents 
the worst possible prediction results for spatial and spatial average occur at 1000 Hz. The 
errors of 1.8 and 1.75 dB can be determined in the maximum spatial and spatial average, 
respectively. The mean errors of the spatial and spatial average are 0.04 dB (8000 Hz) and 
0.025 dB (4000 Hz), respectively. The error is well below the accepted limit of 3 dB for 
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engineering survey method. As seen in the prediction error tabulated in table 6.5, the error of 
FCM-PCA-GRNNs is quite small as compared to GRNNs for the spatial average at each 
frequency. The proposed FCM-PCA-GRNNs approach can predict the spatial and the spatial 
average noise level. Note that the training and validation sets are selected randomly such that 
the cross-validation can select the optimal spread value for each run. It ensures the proposed 
FCM- the PCA-GRNNs model is an optimal and robust for the data set.  
Centre Frequency 
(Hz) 
Error (dB) 
Max Spatial 
Mean 
Spatial 
Max Spatial 
Average 
Mean Spatial 
average 
125 0.9 -0.016 0.9 0.02 
250 0.7 0.01 0.7 -0.02 
500 1.4 -0.01 1.3 -0.02 
1000 1.8 0.03 1.75 0.01 
2000 1.1 -0.02 1.05 0.02 
4000 0.6 0.007 0.55 0.025 
8000 0.7 0.04 0.66 0 
Table 6.4 Summary of prediction errors between FCM-PCA-GRNNs and SEA-DF [119] 
The use of FCM-PCA on samples has significantly improved the multiple GRNN models 
performance, i.e., FCM-PCA-GRNNs. Table 6.5 presents the average absolute prediction 
error for the spatial SPL and spatial average SPL before and after using FCM-PCA. It shows 
the improvement in the spatial error of 0.14–0.42 dB, while the improvement in the spatial 
average error is 0.21–0.43 dB. Additionally, the error fluctuation in different frequencies has 
been reduced. By defining the percentage of improvement, figure 6.9 shows an average 
percent improvement of minimal 25 and 85% in spatial and spatial average SPL, respectively, 
across all the frequencies. With the optimal GRNNs obtained, the use of FCM-PCA to pre-
processing the input parameters enhances the reliability and robustness of the prediction 
model as more relevant parameters and multiple GRNN models are used.  
The proposed FCM-PCA-GRNNs model performance is further evaluated by the actual 
measurement using the real engine room case study [60]. The structural and acoustic 
information of the engine room associated with the thirteen input variables is collected as the 
test samples. The frequency-dependent spatial SPL and spatial average SPL are directed 
mapped. As shown in figure 6.10, the result from FCM-PCA-GRNNs model is compared with 
the empirical acoustic models such as Thompson model (L1), Kuttruff model (L2), SNAME 
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method (L3), Heerema and Hodgson model (L4), Sergeyev model (L5), and SEA-DF. It 
shows that FCM-PCA-GRNNs noise model exhibits at least 16% less error than the SEA-DF 
and empirical-based acoustic models. In summary, FCM-PCA-GRNNs provides a 
comparable and more robust model for noise prediction at much lower cost as compared to 
commercial CAD modeling using SEA-based software. 
Frequency Description 
Output (dB) Error (dB) Improvement% 
Spatial 
Room 
Average 
Spatial 
Room 
Average 
Spatial 
Room 
Average 
125Hz GRNN 0.62 0.50 
0.38 0.43 61 86 
  FCM-PCA-GRNNs  0.24 0.07 
250Hz GRNN 0.54 0.29 
0.19 0.25 35 86 
  FCM-PCA-GRNNs  0.35 0.04 
500Hz GRNN 0.73 0.33 
0.37 0.30 50 90 
  FCM-PCA-GRNNs  0.36 0.03 
1000Hz GRNN 0.56 0.33 
0.21 0.32 37 96 
  FCM-PCA-GRNNs  0.35 0.01 
2000Hz GRNN 0.54 0.25 
0.14 0.21 25 86 
  FCM-PCA-GRNNs  0.40 0.04 
4000Hz GRNN 0.68 0.44 
0.42 0.43 62 98 
  FCM-PCA-GRNNs  0.26 0.01 
8000Hz GRNN 0.46 0.27 
0.19 0.26 40 96 
  FCM-PCA-GRNNs  0.27 0.01 
Table 6.5 Model performance with and without FCM-PCA pre-processing [119] 
 
119 
 
Figure 6.9 Performance improvement for FCM-PCA-GRNNs as compared to GRNNs only 
[119] 
 
Figure 6.10 Prediction error between FCM-PCA-GRNNs, SEA-DF, and empirical acoustic 
models for engine room [119] 
6.8. Conclusion 
This chapter proposed a combined fuzzy and neural network method to predict the sound 
pressure level in the offshore platform. With the training and testing samples collected based 
on SEA-DF method validated in the Chapter 3, the FCM-PCA is firstly implemented to group 
the data samples into clusters with less and more relevant input variables by removing the less 
correlated parameters from the clusters in each frequency. The comparison results show that, 
this pre-process improved the result accuracy by approximately 0.14–0.42 dB and 0.21–0.43 
dB. The spread parameters are identified by cross validation with minimum root mean 
squared error to ensure the FCM-PCA-GRNNs are an optimal and reliable predictor for the 
multiple frequency-dependent data. In the engine room case, the FCM-PCA on the fused 
multiple GRNN models exhibits less than 16% in the SPL error as compared to commercial 
acoustic software using statistical energy analysis (SEA) and empirical based acoustics 
models. The FCM-PCA-GRNNs are useful when the room arrangement tends to change too 
frequently due to different design requirements from owner and designers during the 
preliminary design stage. Hence, the proposed FCM-PCA-GRNNs model helps to predict the 
SPL of different compartments effectively at different frequencies as it consumes less time 
and resources when compared to the commercial software that requires approximately 2–3 
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months to build the functional CAD model for predicting the offshore platform noise level. 
Thus, using of the proposed FCM-PCA-GRNN method for SPL prediction can be more 
efficient than the CAD-based methods, and more accurate than the empirical methods 
reviewed in the chapter 3; it is also more practical than the analytical methods proposed in 
chapter 4 and 5. In the future, more works can be done to improve the FCM partition and 
fuzzy membership functions for the multiple frequency-dependent data set.  
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Chapter 7. Conclusions and Future work 
This chapter summarises the main contributions and provides few recommendations for future 
research.  
7.1. Conclusions and Contributions 
In this thesis, three types of model were presented to predict the sound level for the offshore 
platform environment. They are namely: empirical model, analytical model, and FCM-PCA-
GRNN model.  The contributions from this thesis are as follows: 
1. Proposed a suitable empirical acoustic model for Type 1 machinery room in the 
offshore platform [60]. Empirical formula is preferred by engineers as it is easy to 
apply and understand. However, an empirical formula that is suitable for predicting 
offshore platform sound level is not validated in the literature. By validating the five 
selected empirical SPL models originated from other applications with experimental 
measurements, the Heerema and Hodgson model [67] have shown to estimate the 
sound pressure level accurately for the offshore platform.  
2. Proposed SEA-DF method to compute the sound level for compartments 
governed by the direct field in the offshore platform at the high-frequency regime 
[60].  After validated the empirical formula with experiment results, the SEA-DF 
method can calculate the sound levels in various type of compartments such as Type 1 
and 2 machinery room, cabins and control room. It considered the direct field 
component, reverberation field component, room geometry, sound absorption, 
damping effect, sound transmission, and structure-borne noise propagation in the 
acoustics modelling. This method provides more information in the acoustic space 
where significant absorptive materials are present, and the direct field component from 
the sound source dominates the total sound field than just the reverberant field, where 
the latter becomes the basis for constructing the conventional SEA method. 
3. A complete analytical model for analysing the vibro-acoustics of the three-
dimensional fully coupled structural-acoustic system with general boundary 
conditions was developed. By considering of the structural interconnection force and 
the moment at edges, and structural-acoustic interaction on the interface, the structural 
and acoustic systems are fully coupled. Artificial spring technique was implemented to 
illustrate the general coupling and boundary conditions by assigning the springs with 
corresponding values. The Chebyshev expansions solutions were obtained under the 
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Rayleigh-Ritz frame and reliability of current method were validated by checking 
natural frequencies of present methodology against those derived from finite element 
software. The Chebyshev polynomial overcomes the convergence problem along the 
boundaries encountered by conventional Fourier series expansions and reduces the 
scale of matrices in the characteristic equation for coupled structure problem faced by 
using the improved Fourier series. Therefore, rapid convergence numerical stability 
with efficient accuracy solution can be achieved for solving complex configurations 
analytically. By comparing the displacement and pressure response between rigidly 
coupled boundary plates and disconnected boundary plates, it confirmed that the 
structural coupling should take into account when analysing the vibro-acoustic of 
marine platform environment. The proposed method can handle the vibro-acoustic 
problem without requiring any prior modal information that was widely needed in 
conventional model coupling approaches. The present analytical method was extended 
to solve the vibration behavior of the more complicated case such as the conjugate 
rooms [106]. Parametric studies on direct sound transmission and effect of structural 
coupling were performed.  
4. Proposed a modified multiple generalised regression neural network (GRNN) to 
predict the noise level of various compartments on-board of the offshore 
platform [119]. Using the conventional GRNN model to maps the available inputs to 
SPL for the entire offshore platform can cause errors due to the following problems. 
 Limited samples available during the initial design stage 
 lacked of appropriate or/and exact inputs from the design variables (such as 
actual position of the noise sources, room dimensions, and other acoustic 
variables)  
The proposed method overcomes these problems by incorporating pre-processing by 
using Fuzzy C-Means (FCM) clustering and Principal Component Analysis (PCA). 
With more relevant variables used in each cluster after the FCM-PCA, it consumes 
less computational time as compared to conventional GRNNs that applied to original 
data set with higher dimensions.  The performance of FCM-PCA-GRNNs has 
improved significantly as the results show an improvement on the spatial sound 
pressure level (SPL) and 85% improvement on the spatial average SPL than just 
GRNNs alone. By comparing with data obtained from real engine room on a jack-up 
rig, the FCM-PCA-GRNNs noise model performs better with more than 10% less 
error than the empirical-based acoustic models. Additionally, the results show 
comparable performance to SEA-DF that requires more time and resources to solve 
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during the early stage of the offshore platform design. The FCM-PCA-GRNNs is 
therefore useful when the room arrangement tends to change too frequently due to 
different design requirements from owner and designers during the preliminary design 
stage. Hence, the proposed FCM-PCA-GRNNs model helps to predict the SPL of 
different compartments effectively as it consumes less time and resources when 
compared to the commercial acoustics software that requires two to three months to 
build the functional acoustics model.  
7.2. Future work 
The future works recommended for this research are as follows. 
1. Consider more complex situations or detailed structures in the offshore platform. 
Analytical models are a very useful and precise tool. However, the present analytical 
model is based on simple cases constructed by flat surfaces. Actual offshore platform 
structures are made of stiffeners, girders, and brackets. The analytical model may take 
into the account these details to develop a complete solution. In addition, the analytical 
model for the conjugated rooms can be further extended to solve the coupled room by 
employing the domain partition technique and modifying the energy terms of the 
interior plate. 
2. Extend the FCM-PCA-GRNNs model to predict low-frequency sound levels. The 
present FCM-PCA-GRNNs model showed good performance for high-frequency noise 
level prediction. The relevant input variable and training samples at low-frequency 
regime can be identified and collected from the analytical model for training and 
testing. It will enable the FCM-PCA-GRNNs model to perform noise prediction at low 
frequencies.  
3. Optimize and improve the computation efficiency of the proposed FCM-PCA-
GRNNs model. More works will be done to improve the FCM partition and fuzzy 
membership functions for the multiple frequency-dependent data set. In addition, use 
of appropriate smoothing parameter improves the generalisation ability of the GRNN 
model. An optimisation routine to obtain the smoothing parameter will be used to 
improve the sound pressure level prediction.  
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7.3. Publications 
The following papers were published in the journals and conferences. The contents in these 
papers were used in various sections of Chapter 1 to 6 in this thesis. 
[60]  X. Ji and C. Chin, “Analysis of acoustic models and statistical energy analysis with direct 
field for machinery room on offshore platform,” Acta Acustica united with Acustica, vol. 
101, no. 6, pp.1234-1244, 2015.  DOI: 10.3813/AAA.918916 
[78]  X. Ji, C. Chin and E. Mesbahi, “The effect of damping treatment for noise control on 
offshore platforms using statistical energy analysis,” in 17th International Conference on 
Noise and Vibration Engineering, Amsterdam, 2015.  
[105]  X. Ji and C. S. Chin, “Analytical Modeling of Vibroacoustics Interaction for Conjugate 
Enclosures,” in Inter.Noise 2017, Hong Kong, 2017.  
[118]  C. S. Chin, X. Ji, W. L. Woo, T. J. Kwee and W. X. Yang, “Modified multiple 
generalised regression neural network models using fuzzy C-means with principal 
component analysis for noise prediction of offshore platform,” Neural Computing and 
Applications, pp. 1-16, 2017, DOI. 10.1007/s00521-017-3143-0. 
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