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Abstract
In the theory and applications of Numerical Linear Algebra the class of H -matrices is very
important. For example, when one is interested in the solution of linear systems of algebraic
equations and their solution is sought by classical iterative methods (e.g., Jacobi, Gauss–Sei-
del, SOR, SSOR, etc.). In recent years many works have appeared that propose criteria for a
matrix A ∈ Cn,n to be an H -matrix (see, e.g. [Linear Algebra Appl. 374 (2003) 317; Linear
Algebra Appl. 169 (1992) 257; Linear Algebra Appl. 248 (1996) 339; Int. J. Comput. Math.
60 (1996) 115; J. Comput. Appl. Math. 115 (1995) 237; J. Comput. Appl. Math. 115 (2000)
349; Linear Algebra Appl. 271 (1998) 179; J. Comput. Appl. Math. 150 (2003) 293]). In the
present work we propose one more such a criterion together with an algorithm. As far as we
know it is the first time the zero pattern of A, which in practical problems is usually large and
sparse, is taken into consideration. As a consequence both storage and number of operations
required to decide about the H -character of the matrix A are drastically reduced. Finally, we
use our method with a set of numerical examples to show its effectiveness.
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1. Introduction
The theory of Z-, M- and H -matrices play a vital role in both the theory and
applications of Numerical Linear Algebra (see, e.g. [1,6,14,15]). Among others, the
theory of Regular Splittings is of outmost importance in the solution of large and
sparse linear systems of algebraic equations Ax = b, when A ∈ Rn,n is an M-matrix
and classical iterative methods are used for the solution of the linear system. An
H -matrix (usually A ∈ Cn,n) is closely related to an M-matrix and many conver-
gence properties of an M-matrix carry over, almost directly, to convergence prop-
erties for an H -matrix. This explains the fact that in the last decade so many works
([2–5,7,9,11,12]) have appeared to propose various criteria (algorithms) that decide
whether the matrix A of the linear system to be solved is an H -matrix. The major-
ity of the criteria to make this decision are iterative in nature and assume, without
explicitly stating it, that the matrix A in question is dense. However, since most
of the linear systems that we come across in applications are large and sparse one
should take the latter issues into account in such a way as to avoid storage of and
calculations with the zero elements of the matrix A. This can be done in an effective
way if one adopts a similar to the compact profile technique described in [8] (see also
the references cited therein). The theoretical background material is given in Section
2. In Section 3, we describe analytically the background of the algorithmic material
that is used for the extension of a modification of the technique in [8]. In Section
4, the three parts of an algorithm, that has as a starting point the one in [11] and is
also based on minor elements from other works ([12], etc.), are presented. It is noted
that many extensions, modifications and improvements of the existing algorithms
have been made due mainly to: (i) the exploitation of the sparsity of A and (ii) the
column-wise consideration of the technique in [8]. In Section 5 a number of points
are made and discussed. Finally, in Section 6, we conclude our work by presenting a
set of numerical examples by using a Computer program based on our Algorithm.
2. Theoretical background material
We begin this section with some notation and terminology and a number of defi-
nitions and statements that are needed for the theoretical analysis of our work. Most
of the material given in the sequel is taken from [1,6,14,15].
Definition 2.1. A matrix A ∈ Rn,n is said to be a Z-matrix if its elements satisfy
aij  0, i /= j = 1(1)n.
Definition 2.2. A matrix A ∈ Rn,n is said to be an M-matrix if A can be written
in the form A = sI − B, where s > 0, B  O, and s  ρ(B). (Notes: (i) B  O
means that all the elements of B are nonnegative and ρ(.) denotes spectral radius.
(ii) The matrix A of the definition is a Z-matrix.)
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Definition 2.3. Let A ∈ Cn,n. The comparison matrix of A, denoted by M(A), is
defined to be the matrix whose elements are given by
mij =
{|aij |, i = j = 1(1)n,
−|aij |, i /= j = 1(1)n.
Note: Obviously, there exists an entire class of matrices that share the same com-
parison matrix, M(A), with a given matrix A. This is known as the equimodular set
of A, it is denoted by (A) and is defined by
(A) := {B ∈ Cn,n |M(B) =M(A)} .
Definition 2.4. A matrix A ∈ Cn,n is said to be an H -matrix if and only if its
comparison matrix is a nonsingular M-matrix. (Note: As is seen, the definition by
Ostrowski [13] is adopted according to which an H -matrix is always nonsingular.)
Definition 2.5. Let A ∈ Cn,n. A is said to be row-wise (column-wise) strictly diag-
onally dominant if and only if its elements satisfy the following inequalities:
|aii | >
n∑
j=1,j /=i
|aij |, i = 1(1)n,

|ajj | >
n∑
i=1,i /=j
|aij |, j = 1(1)n

 .
In [1], under the main assumption that “A ∈ Rn,n is a Z-matrix”, 50 conditions(!)
are given with each one being equivalent to the statement “A is a nonsingular M-
matrix”.
Assuming that “A ∈ Rn,n is a Z-matrix” two of these conditions, maybe slightly
rephrased, are the following:
Condition G20: The real part of each eigenvalue of A is positive.
Condition I29: There exists a positive diagonal matrixD such thatAD is row-wise
strictly diagonally dominant.
From the two conditions above and the well-known fact that “A ∈ Cn,n and AT
have the same eigenvalue spectra” there follows:
Theorem 2.1. Let A ∈ Rn,n be a Z-matrix. A is a nonsingular M-matrix if and
only if there exists a positive diagonal matrix D such that DA is column-wise strictly
diagonally dominant.
Based on the material presented so far it is clear that in order to prove that a
given matrix A ∈ Cn,n is an H -matrix it is equivalent to proving that there exists a
positive diagonal matrix D such that AD is row-wise strictly diagonally dominant.
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(Or, similarly, there exists a positive diagonal matrix D such that DA is column-wise
strictly diagonally dominant.)
From Condition I29 and the previous discussion it is clear that if A is an H -matrix
there exist infinitely many positive diagonal matrices D such that AD (resp. DA) is
row-wise (resp. column-wise) strictly diagonally dominant. This class of matrices
that is associated with a given H -matrix A ∈ Cn,n is denoted by DA (resp. DAT ). In
fact this class is also the same for the equimodular set of A (resp. AT) and should be
denoted by D(A) (resp. D(AT)).
In the next section we present the basic material that is necessary for the develop-
ment of our Criterion (Algorithm). As will be made clear it is most suitable for large
and sparse matrices for the reasons stated so far and has not the disadvantages that
some of the other known criteria may have.
3. Development of the algorithmic material
To make the analysis in this section easier for the reader to follow we present it
together with an example. For this we shall assume that A ∈ Cn,n with n = 5. Our
5× 5 matrix A, that happens to have an unstructured zero pattern, is presented below
in a symbolic form where its nonzero elements are denoted by ×.
1 2 3 4 5
1 × ×
2 × × ×
3 × × ×
4 × × ×
5 × × × ×
Following [8] we create three vectors analogous to those in the cited reference.
The main differences are that we consider the moduli of the nonzero elements instead
of the elements themselves and also that we consider them in a column-wise manner
instead of a row-wise one.
Thus, out of the above matrix A we first create a vector, denoted by ac, with com-
ponents the moduli of the nonzero elements of the given matrix |aij |, i, j = 1(1)5,
in a column-wise natural ordering from the upper left corner to the lower right one.
Let its size (the number of the nonzero elements of A) be denoted by nc. In our case
nc = 15 and the vector ac will appear as follows:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
ac |a11| |a21| |a51| |a12| |a22| |a32| |a42| |a52| |a33| |a53| |a24| |a44| |a35| |a45| |a55|
Next, we create another vector of the same size nc, denoted by iar. Each compo-
nent of iar indicates the row in which the corresponding component of the ac vector
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is located. Thus, from either the matrix A or the vector ac, the vector iar will be the
following:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
iar 1 2 5 1 2 3 4 5 3 5 2 4 3 4 5
Then, we create a vector of size n+ 1 = 6, denoted by ic. Each component of
ic indicates the location in the ac vector occupied by the first nonzero element of
the corresponding column. For example, from ic below, ic(3) = 9 indicates that the
first nonzero element of the 3rd column of A can be found in ac(9) and, in addition,
since iar(9) = 3 it suggests that this element belongs to the 3rd row of A. It is then
the element |a33| which is indeed the ac(9) element. The first component of ic is
always set equal to 1 and the last one ((n+ 1)st) is always set equal to nc + 1. It is
clear then that the differences ac(i + 1)− ac(i), i = 1(1)n, give the number of the
nonzero elements in the ith column of A. For example, from ic below we have that
for i = 3, ic(4)− ic(3) = 11 − 9 = 2 meaning that there are two nonzero elements
in the 3rd column of A. Their moduli can be found in ac(9) and ac(10), respectively,
and the elements belong to the rows iar(9) = 3 and iar(10) = 5 of A. These are
indeed the elements |a33| and |a53|.
1 2 3 4 5 6
ic 1 4 9 11 13 16
Furthermore, and for later use, we will create four more vectors each of size n;
n = 5 in our example. They are denoted by idiagc, sumr, boole and diag.
The components of idiagc indicate the exact position the diagonal element |aii |,
i = 1(1)n, has among the components ic(i)(1)ic(i + 1)− 1, of the ac vector. For
example, idiagc(4) = 2, in the vector below, which is 2, indicates that the 2nd ele-
ment among the components ic(4) = 11 to ic(5)− 1 = 13 − 1 = 12 is the one we
are looking for. So, the 2nd element gives 12 implying that the diagonal element
|a44| is the 12th component of the ac vector, as can be readily checked from the
vector below and the previous ones.
1 2 3 4 5
idiagc 1 2 1 2 3
The vector sumr has n = 5 components and is initially the zero vector which after
some preliminary steps contains in its ith component the sum
∑n
j=1,j /=i,|aij | /=0 |aij |,
i = 1(1)n. As will be seen, after each iteration, its contents will be updated.
1 2 3 4 5
sumr 0 0 0 0 0
The vector boole has also n = 5 components that take the logical values true (T)
or false (F). Initially, all its components are set equal to the false value. After some
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preliminary steps its ith component is given the value true if |aii | >∑nj=1,j /=i,|aij | /=0|aij |, otherwise it stays as is. It may be updated after each iteration, and if A is an
H -matrix then all of its components should be eventually in the true state.
1 2 3 4 5
boole F F F F F
Finally, the vector diag has n = 5 components. Initially, all of its components
have the value 1. After each iteration it is updated. So, if A is an H -matrix, and
the algorithm that is to be given in the next section terminates successfully within
the specified number of iterations, its elements give the diagonal elements of the
positive diagonal matrix D ∈ DA (or D ∈ D(A)) such that AD is a row-wise strictly
diagonally dominant matrix.
1 2 3 4 5
diag 1 1 1 1 1
4. The Algorithm
In what follows we give (in three parts) the Algorithm, in a pseudocode form.
Our Algorithm finds out whether a given matrix A ∈ Cn,n is an H -matrix or not. It
is assumed that A is large and sparse with an unstructured sparsity pattern. In the
Algorithm full exploitation of the presence of the zero elements of A is made so
that storage of them and operations with them can be avoided. If the sparse matrix
A is structured then the initial reading in and storage of A may be avoided. Many
elements of the excellent Algorithm described in the MATLAB program in [11] and
also some minor ones from [9,12] and other algorithms have been adopted. However,
there are a number of differences besides the obvious ones due to the exploitation of
the sparsity of the matrix A. Some of the main differences are to be discussed later
in Section 5.
In the first part of the Algorithm it is assumed that the matrix A has already been
read in and the main purpose of this part is to find the number of the nonzero elements
of A, nc, and create the vectors ac, iar, ic, idiagc and sumr.
PART I
input parameters:
n: The dimension of the matrix A
a: The n× n matrix A with elements aij , i, j = 1(1)n
nclimit : A guess for the maximum number of the nonzero elements of A; it is
usually a (small) multiple of n but large enough to accommodate the moduli of
the nonzero elements of A
output parameters:
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nc: The number of the nonzero elements of A
ac: A vector with nc  nclimit components containing the moduli of the non-
zero elements of A in a column-wise natural ordering from the upper left corner
to the lower right one
iar: A vector with nc components; iar(i), i = 1(1)nc, contains the row number
in A of the ac(i) element
ic: A vector with n+ 1 components where ic(i), i = 1(1)n, indicates the
position of the first nonzero element of the ith column of A; ic(n+ 1) =
nc + 1
idiagc: A vector with n components; its ith component indicates the exact
position from ic(i) to ic(i + 1)− 1 in the ac vector, where the element |aii |
is located
sumr: A vector with n components; its ith component contains the sum of
the moduli of the nonzero off-diagonal elements of the ith row of A, that is∑n
j=1,j /=i,|aij | /=0 |aij |, i = 1(1)n
for i = 1(1)n do
if aii = 0 then
‘A is NOT an H -matrix’; stop
endif
endfor
for i = 1(1)n do
sumr(i) = 0
endfor
nc = 0
for j = 1(1)n do
ic(j) = nc + 1
for i = 1(1)n do
if aij /= 0 then
nc = nc + 1
if nc > nclimit then
‘increase nclimit’; stop
endif
b = |aij |; ac(nc) = b; iar(nc) = i
if i = j then
idiagc(j) = nc − ic(j)+ 1
else sumr(i) = sumr(i)+ b
endif
endif
endfor
336 A. Hadjidimos / Linear Algebra and its Applications 389 (2004) 329–345
endfor
ic(n+ 1) = nc + 1
endPART I
In the second part of the Algorithm the moduli of the diagonal elements of A
are compared with the sums of the moduli of the off-diagonal elements in each
row i = 1(1)n. Each time |aii | >∑nj=1,j /=i,|aij | /=0 |aij | holds, n1ar , initially zero, is
increased by 1 and the corresponding boole(i) is set to true (T). After the complete
cycle terminates the two extreme cases n1ar = n and n1ar = 0 are examined to
check if any of them holds since then the Algorithm comes to an end.
PART II
input parameters:
n, nc, ac, ic, idiagc, sumr: As in PART I
output parameters:
n1ar: The number of rows for which |aii | >∑nj=1,j /=i,|aij | /=0 |aij |, i = 1(1)n,
holds
boole: A vector with n components; boole(i) = true if |aii | >∑nj=1,j /=i,|aij | /=0|aij |, i = 1(1)n, holds; otherwise boole(i) = false, i = 1(1)n
n1ar = 0
for i = 1(1)n do
boole(i) = false
id = ic(i)− 1 + idiagc(i)
if ac(id) > sumr(i) then
n1ar = n1ar + 1
boole(i) = true
endif
endfor
if n1ar = n then
‘A IS an H -matrix’; stop
endif
if n1ar = 0 then
‘A is NOT an H -matrix’; stop
endif
endPART II
In the third and final part of the Algorithm we go through a number of cycles
where in each of them an index i takes the values 1(1)n. In each cycle and for each
i for which boole(i) = T the updated ratio
∑n
j=1,j /=i,|aij | /=0 |aij |+ε
|aii |+ε is used to multiply
the nonzero elements of the column i of the updated A, whose moduli of the nonzero
elements are already stored in the positions ac(i) to ac(i + 1)− 1, and also the ith
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element of the vector diag. The corresponding component of the vector sumr is
then modified accordingly. Moreover, if any of the rows modified in this way has the
corresponding component of the vector boole in the false state then it is also checked
whether the condition of strict diagonal dominance for this row holds. If it does the
latter state is switched to true and so on.
PART III
input parameters:
n, nc, ac, iar, ic, idiagc, sumr, n1ar , boole: As in PARTS I and II
limiter: The maximum number of iterations allowed; it is usually a multiple of
n
ε: A “small” positive number considered as a tolerance (see [11])
output parameters:
diag: A vector of n components which, initially, are all set equal to 1; if PART
III of the Algorithm terminates with the indication that ‘A is an H -matrix’,
diag contains the diagonal elements of the positive diagonal matrix D ∈ D(A)
so that AD is a row-wise strictly diagonally dominant matrix
for i = 1(1)n do
diag(i) = 1
endfor
for k = 1(1)limiter ÷ n do
for i = 1(1)n do
if boole(i) = true then
id = ic(i)− 1 + idiagc(i)
ratio = (sumr(i)+ ε)/(ac(id)+ ε)
ac(id) = ratio ∗ ac(id)
diag(i) = ratio ∗ diag(i)
for j = ic(i)(1)ic(i + 1)− 1 do
if iar(j) /= i then
ac(j) = ratio ∗ ac(j)
jr = iar(j); sumr(jr) = sumr(jr)− ac(j)/ratio+ ac(j)
if boole(jr) = false then
jrd = ic(jr)− 1 + idiagc(jr)
if ac(jrd) > sumr(jr) then
n1ar = n1ar + 1
if n1ar = n then
‘A is an H -matrix’; stop
endif
boole(jr) = true
endif
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endif
endif
endfor
endif
endfor
endfor
if n1ar < n then
‘Inconclusive: decrease ε or increase limiter’; stop
endif
endPART III
Remark. A brief MATLAB 6.5 example/program of the Algorithm that follows as
strictly as possible the steps of PARTS I, II and III as described above can be found by
the interested reader in the web link: www.math.uoc.gr/˜hadjidim/programs/laa04.m.
5. Comments and discussion
It can be shown that the Algorithm presented in Section 4 is mathematically
equivalent to the algorithm developed in [11]. For this let A ∈ Cn,n and suppose
that there exists no i ∈ {1, 2, . . . , n} for which aii = 0. Then PART I of the Algo-
rithm is executed without an abrupt stop and the indication that ‘A is NOT an
H -matrix’. PART II follows and suppose there exists at least one i ∈ {1, 2, . . . , n}
such that
|aii | >
n∑
j=1,j /=i,|aij | /=0
|aij |. (5.1)
If the inequality in (5.1) holds for all i = 1(1)n then the Algorithm terminates
and A is row-wise strictly diagonally dominant (that is an H -matrix) and vice versa.
Suppose (5.1) does not hold for all i’s. Then going on to PART III of the Algorithm,
we call the iterations with index k = 1(1)limiter ÷ n, outer iterations (where theo-
retically it may be assumed that limiter →∞, if needed) and the ones with index
i = 1(1)n, inner iterations. Next, and for all k = 1, 2, 3, . . ., we define the following
two sets of matrices:
(i)
D(k,i) = D(k−1)D(k,1)1 D(k,2)2 . . . D(k,i)i ,
i = 1(1)n,with D(k) = D(k,n) and D(0) = I, (5.2)
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where
D
(k,i)
i =
{
diag(1, . . . , 1, d(k)ii , 1, . . . , 1) if boole
(k,i−1) = true
I if boole(k,i−1) = false , (5.3)
with boole(k,i−1) the logical value of boole(i), after the (i − 1)st inner iteration of
the kth outer one is completed.
(ii)
A(k,i) = A(k,i−1)D(k,i)i , with A(k−1) = A(k,0),
A(k) = A(k,n) and A(0) = A(0,0) = A. (5.4)
It is noted that all the parameters involved in the Algorithm, when the ith inner
iteration of the kth outer one starts, have values characterized by the pair of indices
(k, i − 1), i = 1(1)n, k = 1, 2, 3, . . .. So, the elements of the mth row, m = 1(1)n,
of the A(k,i) matrix in (5.4), which are defined after the execution of the (k, i)th step,
are given by the expressions:
a
(k,i)
ml = a(k,i−1)ml , l /= i,
a
(k,i)
ml =


a
(k,i−1)
ml × ratio(k,i) if boole(k,i−1) = true
a
(k,i−1)
ml if boole
(k,i−1) = false
, l = i,
where l = 1(1)n and a(k,0)ml = a(k−1,n)ml . As it is clear from our Algorithm only the dif-
ferent from I positive diagonal matrices are found and used after each inner iteration
and only the nonzero elements of the ith column of
∣∣A(k,i−1)∣∣ in the corresponding
positions of the ac vector are multiplied by d(k)ii , which is nothing but the current
ratio
(
ratio(k,i)
) just calculated. Note that after each inner iteration the ith diag-
onal element of the product D(k,i) = D(k,i−1)D(k,i)i and the nonzero elements of
the ith column of the product
∣∣A(k,i)∣∣ = ∣∣A(k,i−1)∣∣D(k,i)i are stored in the corre-
sponding positions of the diag and the ac vectors, respectively. It should also be
said that if boole(k,i−1) = T and all the nonzero elements of ∣∣A(k,i−1)∣∣ have been
updated, sumr(m)’s, for all m(/= i) for which
∣∣∣a(k,i)mj
∣∣∣ /= 0, are modified according to
the formula
n∑
j=1,j /=m,
∣∣∣a(k,i)mj
∣∣∣ /=0
∣∣∣a(k,i)mj
∣∣∣=
n∑
j=1,j /=m,
∣∣∣a(k,i−1)mj
∣∣∣ /=0
∣∣∣a(k,i−1)mj
∣∣∣− ∣∣∣a(k,i−1)mi
∣∣∣+ ∣∣∣a(k,i)mi
∣∣∣
=
n∑
j=1,j /=m,
∣∣∣a(k,i−1)mj
∣∣∣ /=0
∣∣∣a(k,i−1)mj
∣∣∣−
∣∣∣a(k,i)mi
∣∣∣
ratio(k,i)
+
∣∣∣a(k,i)mi
∣∣∣ ,
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where
ratio(k,i) =
∑n
j=1,j /=i,
∣∣∣a(k,i−1)ij
∣∣∣ /=0
∣∣∣a(k,i−1)ij
∣∣∣+ ε
∣∣∣a(k,i−1)ii
∣∣∣+ ε .
From the analysis above, the notation used and the explanations given with refer-
ence to our Algorithm it becomes clear that Theorem 2.1 of [11] holds and, therefore,
it covers completely our Algorithm. Thus we have:
Theorem 5.1. Let A ∈ Cn,n. The matrix A is an H -matrix if and only if the Algo-
rithm of Section 4, except for the cases aii ,= 0, for some i ∈ {1, 2, . . . , n} in PART
I, or n1ar = 0 in PART II, terminates after a finite number of iterations by producing
a row-wise strictly diagonally dominant matrix.
Some more points have to be made:
(a) Only the nonzero elements of the matrices ∣∣A(k,i)∣∣ and D(k,i) are stored and
handled and so the Algorithm saves storage and avoids unnecessary computations
with zero elements which makes it much faster especially when A is sparse as in
many practical problems.
(b) The moduli of the nonzero elements of the sequence of matrices ∣∣A(k,i)∣∣, i =
1(1)n, k = 1, 2, 3 . . ., stored in ac are found successively from the moduli of the cor-
responding elements of the original matrixA and the corresponding positive diagonal
elements of the matrices D(k,i)i , with D
(k,i) being stored in diag. Only those elements
that change during each inner iteration are recalculated. So, the modulus function,
|.|, is not applied each time to the new elements of A(k,i) that are calculated but only
once in the very beginning in PART I.
(c) The quantity ε used in [11] and in our PART III is of vital importance espe-
cially if the numerical aspect of the problem is considered. The absence of ε may
cause problems or increase the number of iterations in case of convergence as, e.g.,
in two of the most recent relevant Algorithms presented in [9,12] which are of a
purely theoretical consideration. Also there is no mathematical proof that the latter
Algorithms terminate in a finite number of steps if A is an H -matrix.
(d) The way of considering inner iterations in PART III of our Algorithm, which
makes it be at least as fast as the Algorithm in [11] even if A is a dense matrix, is a
feature already used in [12] in a quite different way. The ratio used in each inner
iteration there is the smallest positive ratio out of
∑n
j=1,j /=i
∣∣∣a(k,i−1)ij
∣∣∣∣∣∣a(k,i−1)ii
∣∣∣ , i = 1(1)n. This
increases unnecessarily the number of operations per inner iteration without ensuring
that this choice of ratio is the best one to make (see comments in [11]). Moreover,
a zero ratio is ignored for the reasons stated in [12] while, due to the presence of ε,
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the Algorithm in [11] and ours can cope with such a situation successfully and can
exploit it further.
(e) In [12], where there is no distinction between nonsingular and singular H -
matrices, the criterion for the iterations to terminate is when a D(k,i) is found sat-
isfying either
(
D(k,i)
)
jj
 1, j = 1(1)n, with at least one strict inequality, and the
matrix A is an H -matrix (nonsingular or singular) or (D(k,i))
jj
 1, j = 1(1)n, and
the matrix A is not an H -matrix (nonsingular or singular). The second criterion may
lead to erroneous conclusions. For example, the matrix
A =

 1 −1 0−1 1 0
10 −1 2


is a singular H -matrix but the second criterion fails to recognize.
(f) In case it is known that A is reducible and its normal form [14] is available,
one should examine only all of its (irreducible) diagonal submatrices to check if they
are all H -matrices in which case so is A otherwise A is not an H -matrix. Or one
should consider all the off-diagonal blocks as being zeros and apply our Algorithm.
For example, for the matrix
A =


1 −1 0 0
−1 2 0 0
−10 −1 2 1
100 2 3.5 2


one could examine its diagonal submatrices
[
1 −1
−1 2
]
and
[
2 1
3.5 2
]
separately or consider it as being
A =


1 −1 0 0
−1 2 0 0
0 0 2 1
0 0 3.5 2


and apply our Algorithm.
(g) It is obvious that the Algorithm in [11] and ours cannot distinguish compu-
tationally between the cases of an H -matrix that takes a large number of iterations
to converge, and is therefore governed eventually by the round-off errors, and of a
matrix that is not an H -matrix. In the case of “Inconclusiveness” there should be a
theoretical way of handling the problem to at least distinguish the clear case of a non
H -matrix. In this direction we have been working.
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(h) The analysis so far has been dealt with determining a positive diagonal matrix
D ∈ D(A), if A is an H -matrix (such that AD is row-wise strictly diagonally dom-
inant). Our Algorithm can also handle the case of evaluating a positive diagonal
matrix D ∈ D(AT) (such that DA is column-wise strictly diagonally dominant) as
well, in case of an H -matrix. Then one of two things has to be done. Either read in
the AT matrix instead of A and apply the Algorithm as is. (Note: It is understood that
whenever we are referring to rows (of AT now) this will be interpreted as columns
of A and vice versa.) Or modify slightly and very carefully PART I of the Algorithm
by interchanging in almost all the places the indices i and j and then interpret the
words rows and columns as in the previous case.
(i) In a recent article by Li [10], the referee brought to the author’s attention, there
is an improved version of the Algorithm in [11] which accomplishes two things:
First, the former method is always convergent, despite the fact that A may not be an
H -matrix, and needs fewer iterations than the latter one. Secondly, spectral radii of
nonnegative matrices with a constant diagonal entry can be computed.
6. Numerical examples
In this section we present a set of examples. To be able to handle these examples
as well as more general ones a MATLAB 6.5 program was written based on the
PARTS I, II and III of the Algorithm of Section 4.
Let us consider then a class of matrices A(a12) ∈ R5,5, of the nonzero pattern of
Section 3, that are functions of the a12 element. These matrices are the following:
A(a12) =


−1 a12 0 0 0
0.5 −1 0 −0.6 0
0 −0.1 1 0 0.5
0 0.5 0 1 −0.5
−0.2 0.1 0.3 0 −1

 , (6.1)
where a12 ∈ (1, 2). As is seen the diagonal elements were selected all equal to 1 or
−1 and the sums of the moduli of the off-diagonal elements were selected equal to
|a12| > 1, 1.1 > 1, 0.6 < 1, 1 = 1 and 0.6 < 1, respectively. What we actually tried
to do was to somehow determine computationally a “small” interval in which the
numerical limit that separates the case of the H -matrices A(a12) from the case of the
“Inconclusive” ones would lie. Starting with the interval [1, 2] for a12, whose end-
points give the two distinct cases just mentioned, we subdivided it into ten equal sub-
intervals and determined the next subinterval [1.1, 1.2] that has the aforementioned
property, and so on, until a subinterval of length 0.000001 was finally obtained. The
subintervals found in this way are shown below.
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[1, 2] ⊃ [1.1, 1.2] ⊃ [1.14, 1.15] ⊃ [1.146, 1.147] ⊃ [1.1463, 1.1464]
⊃ [1.14639, 1.14640] ⊃ [1.146391, 1.146392].
In the first column of the following Table and in its first seven rows the left end-
points of the intervals considered are shown. In the last three rows the common right
endpoint of the last subinterval is given. In all the cases the quantity “ε” was taken
equal to 0.0001 except in the very last two ones where it was taken equal to 0.00001
and 0.000001, respectively. This was done in order to make clear that, within the
limitations of MATLAB 6.5 used, the last interval was indeed the one in which the
numerical separation limit lies despite the decrease in ε. In the remaining columns
of the Table the following are shown successively: ε, k, indicating the number of
the outer iteration in which, to the MATLAB accuracy, the corresponding ratio was
exactly equal to 1, i, the corresponding number of the inner iteration, and finally the
conclusion drawn.
a12 ε k i Conclusion
1 0.0001 3 2 H -matrix
1.1 0.0001 4 2 H -matrix
1.14 0.0001 7 2 H -matrix
1.146 0.0001 10 2 H -matrix
1.1463 0.0001 12 2 H -matrix
1.14639 0.0001 17 2 H -matrix
1.146391 0.0001 18 2 H -matrix
1.146392 0.0001 44 2 Inconclusive
1.146392 0.00001 45 2 Inconclusive
1.146392 0.000001 46 2 Inconclusive
Below we present for a12 = 1.146391, the vector sumr(18,2), the positive diago-
nal matrix D(18,2) that makes A(18,2) = AD(18,2) be a row-wise strictly diagonally
dominant matrix and so the conclusion is that the original matrix A is an H -matrix.
The pair of upper indices shows that the conclusion was drawn after a total num-
ber of (18 − 1)× 5 + 2 = 87 inner iterations of PART III of the Algorithm. (Note:
Among the inner iterations those corresponding to boole(k,i) = F have been in-
cluded although they have been actually skipped.) As one can check all the elements
of sumr(18,2) are strictly less than the corresponding diagonal elements of D(18,2)
verifying the conclusion that A is an H -matrix.
sumr(18,2)(1) sumr(18,2)(2) sumr(18,2)(3) sumr(18,2)(4) sumr(18,2)(5)
0.99999967239654 0.87230244510630 0.27158286470292 0.62050399093896 0.36870516624219
D(18,2)(1.146391)= diag(1, 0.87230244514877, 0.27158294894393,
0.62050407517717, 0.36870516628783),
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A(18,2)(1.146391)
=


−1 0.99999967239654 0 0 0
0.5 −0.87230244514877 0 −0.37230244510630 0
0 −0.08723024451488 0.27158294894393 0 0.18435258314391
0 0.43615122257438 0 0.62050407517717 −0.18435258314391
−0.2 0.08723024451488 0.08147488468318 0 −0.36870516628783


.
In case a12 = 1.146392, with ε = 0.0001 or 0.00001 or even 0.000001, a con-
clusion cannot be drawn. After a total number of 217, 222 and 227 inner iterations,
respectively, all ratios, from there onwards up to 500 inner iterations, were equal to
1 to the accuracy MATLAB allowed. A further decrease in ε by a factor of 10 did
not improve matters. The only difference was that the Inconclusiveness, in the sense
explained previously, was reached after a total number of 217 inner iterations. In the
following, we simply present the final vector sumr(46,2) and the matrices D(46,2) and
A(46,2) as in the previous case. As can be checked the last four elements of sumr(46,2)
are equal to the corresponding ones of D(46,2) while the first one is strictly greater
than the first diagonal element of D(46,2).
sumr(46,2)(1) sumr(46,2)(2) sumr(46,2)(3) sumr(46,2)(4) sumr(46,2)(5)
1.00000021582734 0.87230215827338 0.27158273381295 0.62050359712230 0.36870503597122
D(46,2)(1.146392)= diag(1, 0.87230215827338, 0.27158273381295,
0.62050359712230, 0.36870503597122),
A(46,2)(1.146392)
=


−1 1.00000021582734 0 0 0
0.5 −0.87230215827338 0 −0.37230215827338 0
0 −0.08723021582734 0.27158273381295 0 0.18435251798561
0 0.43615107913669 0 0.62050359712230 −0.18435251798561
−0.2 0.08723021582734 0.08147482014388 0 −0.36870503597122


.
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