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Abstract
This paper introduces a new subclass of machine scheduling problems in which due dates are
treated as variables and must be assigned to the individual jobs. A solution then is a sequence
of jobs along with due date assignments. In contrast to existing due date assignment models,
solutions to the proposed problems do not depend on predetermined rules or the requirement that
due dates be assigned in the same order as the sequence. The single machine case is investigated
in detail. Complexity results are presented for all common objective functions and processing
restrictions. The analysis shows that in a number of instances polynomial time algorithms are
available though most problems that are intractable under traditional due date de3nitions remain
so. ? 2002 Elsevier Science B.V. All rights reserved.
Keywords: Single machine scheduling; Assignment of due dates; Assignment of release times; Generalized
due dates; Computational complexity; NP-complete
1. Introduction
Due-date-oriented objectives are commonly found in manufacturing, manpower plan-
ning, and project management environments. Loosely speaking, a due date is an ex-
pected completion time of a job. In a traditional production environment, a job is
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expected to be completed before its due date. In a just-in-time environment, a job is
expected to be completed exactly at its due date. A typical problem faced by a shop
supervisor is to schedule jobs on one or more resources to minimize some function re-
lated to due dates, such as maximum lateness, total tardiness, or number of tardy jobs.
Most often, every job i has a known 3xed due date, di, which is speci7c to the job.
The problem in such cases is to devise a schedule so that some measure of a violation
of di is minimized. An alternate view is to treat due dates as decision variables and to
simultaneously assign them while sequencing the jobs. The problem of assigning due
dates is also called due date determination. In this paper, we introduce a new subclass
of problems in which more Fexibility is permitted in setting due dates than one 3nds
with the 3xed rules used in existing approaches.
A review of due date determination is given by Cheng and Gupta [4]. Popular meth-
ods rely on formulas with adjustable parameters that reFect a particular job character-
istic, such as processing time pi. For example, in the common due dates determination
(CON) method, all jobs are given a constant due date so di = d; when using the SLK
rule, each job is given a common waiting time or slack so di = pi + d; in the PPW
approach, which contains SLK as a special case, due dates are given by di = kpi + d,
where k is a nonnegative parameter. Recent results are discussed by Chen [2], Cheng
and Kovalyov [5], Kovalyov [16] for CON due dates, by Gordon and Strusevich [9] for
SLK due dates, and by Kahlbacher and Cheng [15], Cheng and Kovalyov [6] for PPW
due dates.
An alternative concept, referred to as generalized due dates (GDD), was 3rst pro-
posed by Hall [10], and studied by Sriskandarajah [19], Hall et al. [13], Tanaka and
Vlach [20,21]. In the GDD model, there are n jobs and n given due dates, but each due
date is not associated with a speci3c job. They are assigned to the jobs sequentially.
In other words, the job that is completed 3rst is assigned the earliest due date, the job
completed second is assigned the second earliest due date, and so on. This situation is
most appropriate when jobs are interchangeable so that what matters is how many jobs
have been completed at some point in time rather than which jobs have been com-
pleted. Hall [10] outlined several applications in public utility planning, survey design,
and Fexible manufacturing.
Gordon and Kubiak [8] describe still another way to assign due dates for a single
machine problem. In their model, the scheduling horizon is equally divided into n
diPerent intervals. The two end points of each interval correspond to a release time
and a due date to be assigned to a job. The problem addressed was to make these
assignments and to construct a schedule that minimized the weighted total number of
late jobs. An interesting idea in their approach is that even if one job is completed
earlier than another, it may be assigned a later due date. This makes sense under certain
circumstances. For example, assume that we have n jobs with identical processing times
of 1 and due dates 0.5, 1.5, 2.5 and so on. If we want to minimize the number of
tardy jobs, any schedule that employs the GDD rule has n tardy jobs. However, by
assigning due date 0.5 to the last job in the sequence there is only one tardy job. This
approach also makes sense for weighted problems as we show later.
In this paper, we extend the equal interval model of Gordon and Kubiak to permit
arbitrary release times and due dates. This relaxation is more realistic and should
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increase the breadth of applications. In the model, we are given a set of n due dates
at each of which time one of the n jobs is expected to be completed. The assignments
are arbitrary. If release times are present, they can be assigned to jobs as well. We
refer to this situation as scheduling with assignable due dates. Our primary goal is to
provide complexity results for a variety of single machine problems.
Another application of GDD arises in manufacturing when job delivery is taken into
account. After a job is completed, it needs to be shipped to the customer. Herrmann and
Lee [14], Chen [2] and Cheng et al. [3] proposed batch models to minimize earliness
cost with respect to delivery dates (the equivalent of due dates). In these models, the
delivery date is de3ned as the completion time of the last job in the batch so, in ePect,
the scheduler sets the due dates. When the ‘customer’ is a loading facility such as
a ship dock or a rail station, delivery dates can be viewed as given points in time
to which the batches must be assigned. Recently, Yang [22] applied this model to
the case where speci3c delivery dates are given and all 3nished but undelivered jobs
are assigned to the next delivery date. The objective was to minimize total earliness.
Hall et al. [12] used the term ‘3xed delivery dates’ with respect to this model and
studied various scheduling problems that included all popular objective functions and
machine environments. Their work as well as Yang’s implicitly assumed that there is
no limitation on the size of a batch to be delivered at any particular time. To see the
diPerence between their model and ours, consider the case where there are four jobs
and two possible delivery dates d1 = 3 and d2 = 4. Also, assume that each job has
unit processing time. Both Yang’s model and the 3xed delivery dates model require
that three jobs be assigned d1 and one job be assigned d2, which cannot deal with the
case where at most two jobs can be delivered at once. Our model can incorporate this
constraint by setting four due dates, d1 = d2 = 3 and d3 = d4 = 4, thus providing more
Fexibility when delivery capacity is considered.
Additional motivation for our problem can be found in the airline industry [23].
Given a published Fight schedule and corresponding requirement for crew resources,
airlines need to decide when and how many pilots and Fight attendants to hire, train,
and deploy. Many pilots, for example, regularly request a change in their position (as
de3ned by a home base, an equipment type, and a cockpit seat). When changes are
approved training is required before the move can take place. The related planning
problem can be abstracted as a machine scheduling problem with assignable due dates.
In this interpretation, the processing time corresponds to the training time which is
pilot-dependent, and the machine resources correspond to the training capacity. The
number of quali3ed pilots in a certain position, however, does not depend on who
they are; the only consideration is that there is a suRcient number to meet demand.
As such, a schedule must be devised that assures that enough pilots are available at a
speci3c time.
The remainder of the paper is organized as follows. In Section 2, we introduce
notation and give a formal de3nition of the problem. In the remaining sections, we
investigate various combinations of scheduling objectives and job characteristics, in-
cluding maximum lateness, total unweighted and weighted tardiness, total unweighted
and weighted number of tardy jobs, with or without release times and with or with-
out preemption. Complexity results are presented for each combination, and either a
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polynomial-time algorithm is proposed or the recognition version of the problem is
shown to be NP-complete.
2. Problem description
We are given a set of n jobs {J1; J2; : : : ; Jn} to be processed on a single machine.
The jobs are available at time zero unless release times are considered. The processing
time of job Ji is a positive integer pi, where p16p26 · · ·6pn. In addition, we are
given a set of n positive integers d16d26 · · ·6dn corresponding to due dates. Both
di and pi for i = 1; : : : ; n are model parameters. The problem is to assign a due date
and a position in the sequence to each job so that some objective is minimized. The
following symbols are used to represent problem variables. Only the 3rst, d[i], is a
decision variable. The remainder can be viewed as accounting variables because they
depend on the assignments.
d[i] = due date assigned to job Ji in a schedule,
Ci = completion time of job Ji in a schedule,
Li = Ci − d[i], lateness of job Ji,
Ti =max{Ci − d[i]; 0}, tardiness of job Ji,
Ui = 1 if Ci ¿d[i] and Ui = 0 if Ci6d[i].
With respect to indices, when square brackets are used on due dates, i.e., [i], we
are referring to the due date assigned to job Ji; otherwise we are referring to the
due date di. The objectives investigated include maximum lateness, total weighted
tardiness, total weighted number of tardy jobs, and total weighted earliness=tardiness.
Note that the term
∑
i Ui represents the total number of tardy jobs in a
schedule.
To de3ne a problem, we use the well-known 3-3eld notation ‘||’, where  in-
dicates the machine environment,  the job characteristics or processing restrictions,
and  the optimality criterion. For our purposes, when = d[i] we are referring to the
problem in which due dates are to be assigned to jobs. Thus, 1|d[i]|Lmax denotes the
problem of scheduling with assignable due dates to minimize maximum lateness.
Throughout the paper we make use of the 3-partition problem (3-PARTITION) which
is known to be unary NP-complete, and the partition problem (PARTITION) which
is known to be binary NP-complete, to prove the NP-completeness of some of the
recognition versions of the scheduling problems studied. The following de3nitions are
from Garey and Johnson [7].
3-PARTITION: Given a set of 3n positive integers {a1; a2; : : : ; a3n} and a positive
integer B such that B=4¡ai ¡B=2;
∑3n
i=1 ai = nB, does there exist a partition of the
index set {1; : : : ; 3n} into subsets Aj such that
∑
i∈Aj ai = B, j = 1; : : : ; n?
Note that if 3-PARTITION has a feasible solution, each subset must have exactly 3
elements.
PARTITION: Given a set of n positive integers {a1; a2; : : : ; an} and an integer B
such that
∑n
i=1 ai = 2B, does there exist a partition of the index set {1; : : : ; n} into
subsets A1 and A2, such that
∑
i∈A1 ai =
∑
i∈A2 ai = B?
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3. Minimizing maximum lateness
Maximum lateness is de3ned as
Lmax = max
16i6n
{Li}= max
16i6n
{Ci − di}:
To minimize Lmax, we need the following de3nitions.
An SPT schedule is constructed by sequencing the jobs in the nondecreasing order
of their processing times and then processing them one by one without idle time. In
an SPT schedule, Ci = p1 + · · ·+ pi, i = 1; : : : ; n.
An SPT-EDD schedule is constructed by assigning due dates to the jobs in nonde-
creasing order according to their position in an SPT schedule. In other words, d[i] =di,
i = 1; : : : ; n.
Theorem 1. There exists an optimal SPT-EDD schedule for the maximum lateness
problem; 1|d[i]|Lmax.
Proof. Two steps are involved in the proof; both of which are based on a pairwise
interchange argument.
Part (i). There exists an optimal SPT schedule.
If an optimal schedule is not an SPT schedule, then there exist two adjacent jobs Ji
and Jk such that pi ¿pk and Ji precedes Jk . Suppose the starting time of Ji is x. Then
Ci=x+pi and Ck=x+pi+pk so we have Li=x+pi−d[i] and Lk=x+pi+pk−d[k].
Now interchange the positions of Ji and Jk as well as their due date assignments to
get C′i = x+pi +pk , C
′
k = x+pk , d
′
[i] = d[k], and d
′
[k] = d[i]. The new lateness values
are L′i = x + pi + pk − d[k] and L′k = x + pk − d[i]. Since L′i = Lk and L′k ¡Li, the
maximum lateness of the new schedule cannot be greater than the original one. Thus
there must exist an optimal SPT schedule.
Part (ii). An SPT-EDD schedule is optimal.
Suppose that in an SPT schedule the due dates are not assigned in nondecreas-
ing order. Then there exist two adjacent jobs Ji and Jk such that Ji precedes Jk and
d[i]¿d[k]. By de3nition, we have Li = Ci − d[i] and Lk = Ck − d[k]. Now, inter-
changing the two due dates gives L′i =Ci − d[k] and L′k =Ck − d[i]. Since L′i ¡Lk and
L′k ¡Lk , the maximum lateness of the new schedule cannot be greater than the original
one.
From the proofs of parts (i) and (ii) we conclude that there exists an SPT-EDD
schedule that is optimal.
Note that when minimizing Lmax, we get the same solution as we get for the gen-
eralized due dates problem where due dates are assigned to jobs sequentially. With
regard to terminology, in the proof of Theorem 1 we used two kinds of pairwise inter-
changes. In the 3rst case, two adjacent jobs as well as their assigned due dates were
interchanged. We refer to this as a job-pairwise interchange. In the second case, only
two adjacent assigned due dates were interchanged. We call this a due-date-pairwise
interchange.
From the proof of part (i), we obtain the following corollaries to be used later.
216 X. Qi et al. / Discrete Applied Mathematics 122 (2002) 211–233
Corollary 1. There exists an SPT schedule that is optimal for 1|d[i]|
∑
i Ti.
Corollary 2. There exists an SPT schedule that is optimal for 1|d[i]|
∑
i Ui.
4. Minimizing total tardiness
In this section, we begin by discussing the problem of minimizing total tardiness,
1|d[i]|
∑
i Ti, then study the problem of minimizing total weighted tardiness. As opposed
to the traditional model, two cases must now be considered: weighted due dates and
weighted jobs. For weighted due dates, the integral weight wi is associated with due
date di, which means that some due dates are more important than others. When due
date di is assigned to a job, the corresponding weight is also assigned. The problem
is denoted by 1|d[i]|
∑
i w[i]Ti. For weighted jobs, wi is associated with job Ji, which
means that some jobs are more important than others. The problem is denoted by
1|d[i]|
∑
i wiTi.
4.1. Total tardiness
Theorem 2. There exists an optimal SPT-EDD schedule for the total tardiness prob-
lem 1|d[i]|
∑
i Ti.
Proof. Corollary 1 states that there exists an optimal SPT schedule. To prove that
there exists an optimal due date assignment that is also EDD; we use the same
due-date-pairwise interchange argument used in part (ii) of the proof of Theorem 1
but with some additional manipulation.
Suppose in an SPT schedule the due dates are not assigned according to non-
decreasing order. Then there exist two adjacent jobs Ji and Jk such that Ji pre-
cedes Jk and d[i]¿d[k]. By de3nition, we have Ti = max{Ci − d[i]; 0} and Tk =
max{Ck −d[k]; 0} so interchanging the two due dates gives T ′i =max{Ci −d[k]; 0} and
T ′k =max{Ck − d[i]; 0}.
There are six diPerent cases that must be considered: (1) Ci ¡Ck6d[k]¡d[i], (2)
Ci6d[k]6Ck6d[i], (3) Ci6d[k]¡d[i]6Ck , (4) d[k]6Ci ¡Ck6d[i], (5) d[k]6
Ci6d[i]6Ck , and (6) d[k]¡d[i]6Ci ¡Ck . For each case, it can be shown that
T ′i + T
′
k6Ti + Tk . The details are contained in Appendix A.
4.2. Weighted due dates
Lemma 1. There exists an optimal SPT schedule for the total weighted tardiness
problem with weighted due dates; 1|d[i]|
∑
i w[i]Ti.
Proof. A job-pairwise interchange is used to prove the result. If an optimal schedule
is not an SPT schedule; then there exist two adjacent jobs Ji and Jk such that pi ¿pk
and Ji precedes Jk . Suppose that the starting time of Ji is x. Then Ci = x + pi and
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Ck = x+pi +pk; while Ti =max{x+pi−d[i]; 0} and Tk =max{x+pi +pk −d[k]; 0}.
The total weighted tardiness of Ji and Jk is
f = w[i] max{x + pi − d[i]; 0}+ w[k] max{x + pk + pi − d[k]; 0}:
Now interchange the two jobs and their due date assignments. This gives T ′i =
max{x+pi+pk−d[k]; 0} and T ′k=max{x+pk−d[i]; 0} so the total weighted tardiness
becomes
f′ = w[k] max{x + pi + pk − d[k]; 0}+ w[i] max{x + pk − d[i]; 0}:
Because pi ¿pk , we have f¿f′. Therefore, there must exist an optimal SPT
schedule.
To 3nd a solution to the problem we must assign due dates to the SPT schedule.
This can be done with a classical assignment model. Let xij be a binary variable such
that xij = 1 if job Ji is assigned due date dj, and 0 otherwise. Recall that in an SPT
schedule, we have Ci = p1 + · · ·+ pi. Therefore, the appropriate assignment model is
min
∑
i; j
max{Ci − dj; 0}wjxij (1)
subject to
∑
i
xij = 1; j = 1; : : : ; n (2)
∑
j
xij = 1; i = 1; : : : ; n (3)
xij ∈{0; 1}; ∀i; j: (4)
In fact, if the job sequence is given, then the optimal due date assignments can be
found for all objective functions considered in this paper by replacing (1) with the
appropriate function and then solving (1)–(4). In general, though, we do not know
which job sequence is optimal.
4.3. Weighted jobs
The recognition version of the problem of minimizing the total weighted tardiness
with weighted jobs, 1|d[i]|
∑
wiTi, is unary NP-complete. The proof is by reduction
from 3-PARTITION and is similar to the one used to show the NP-completeness of
the traditional scheduling problem 1||∑i wiTi (see [18]).
Given an instance of 3-PARTITION, we can construct an instance of the recognition
version of problem 1|d[i]|
∑
i wiTi as follows. Let there be 4n− 1 jobs such that
pi = ai; wi = ai; i = 1; : : : ; 3n (these are called A−jobs);
pi = 1; wi = z + 1; i = 3n+ 1; : : : ; 4n− 1 (these are called U−jobs);
di = 0; i = 1; : : : ; 3n;
di = (i − 3n)(B+ 1); i = 3n+ 1; : : : ; 4n− 1;
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where
z =
∑
16j6k63n
ajak + (n− 1)nB=2:
The question that we now address is whether there exists a schedule and due date
assignment such that
∑
i wiTi6 z.
Lemma 2. If 3-PARTITION has a solution; then there exists a feasible solution to
the above instance of 1|d[i]|
∑
i wiTi such that
∑
i wiTi6 z.
Proof. Suppose Aj (j = 1; : : : ; n) is the solution of 3-PARTITION. Then each Aj has
exactly 3 elements. Call them aj1 ; aj2 ; aj3 where aj1 + aj2 + aj3 = B. For simplicity;
assume that the elements are indexed such that ajk = a3( j−1)+k for j = 1; : : : ; n and
k = 1; 2; 3. That is; A1 = {a1; a2; a3}; A2 = {a4; a5; a6}; and so on. Accordingly; we can
process the three A-jobs J3j−2; J3j−1; J3j in the time interval [(j − 1)(B + 1); j(B +
1)−1]; j=1; : : : ; n. From the construction of the scheduling instance; we know p3j−2+
p3j−1 +p3j = a3j−2 + a3j−1 + a3j = B; which is the exact length of the above interval.
This permits an exact 3t for the A-jobs. Let the sequence of these jobs be J3j−2 →
J3j−1 → J3j; j = 1; : : : ; n. For the U-jobs; we can process job Ji in the time interval
[(i − 3n)(B + 1) − 1; (i − 3n)(B + 1)]; i = 3n + 1; : : : ; 4n − 1. Next we assign due
date di = 0 to A-job Ji (i = 1; : : : ; 3n) and due date di = (i − 3n)(B + 1) to U-job Ji
(i = 3n+ 1; : : : ; 4n− 1).
From these assignments, it is easy to verify that no U-jobs are tardy. Now we
calculate the total weighted tardiness of the A-jobs. For A-job J3( j−1)+k , its completion
time is given by
C3( j−1)+k =
j−1∑
l=1
(a3l−2 + a3l−1 + a3l + 1) +
k∑
h=1
a3( j−1)+h
= (j − 1) +
3( j−1)+k∑
i=1
ai;
and its tardiness T3( j−1)+k = C3( j−1)+k since due dates are 0 for all A-jobs. Thus
w3( j−1)+kT3( j−1)+k = a3( j−1)+k(j − 1) + a3( j−1)+k
3( j−1)+k∑
i=1
ai:
So the total weighted tardiness for all A-jobs, or equivalently, the total weighted tar-
diness of all jobs is
3n∑
i=1
wiTi =
n∑
j=1
3∑
k=1
a3( j−1)+k(j − 1) +
n∑
j=1
3∑
k=1
(
a3( j−1)+k
3( j−1)+k∑
i=1
ai
)
=
n∑
j=1
B(j − 1) +
∑
16j6k63n
ajak
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= (n− 1)nB=2 +
∑
16j6k63n
ajak
= z:
Lemma 3. If there exists a schedule and due date assignment with
∑
wiTi6 z for
the above instance of 1|d[i]|
∑
i wiTi; then there exists a solution to 3-PARTITION:
Proof. Given a schedule and due date assignment with
∑
wiTi6 z; we can 3nd a
solution to 3-PARTITION as follows.
1. First, observe that in the due date assignment, the due dates di = (i− 3n)(B+1),
i=3n+1; : : : ; 4n−1, must be assigned to the U-jobs. Any alternative assignment would
result in the weighted tardiness of at least one U-job being greater than or equal to
z + 1. Note that all U-jobs have the same processing time and weights so we can
assume that d[i] =di for i=3n+1; : : : ; 4n−1. Furthermore, because all other due dates
are identical, we can also assume d[i] = di, i = 1; : : : ; 3n.
2. For simplicity, assume that all A-jobs are indexed so that they appear in the sched-
ule in increasing order of their indices. Thus the schedule is in the form J1; J2; : : : ; J3n
with the U-jobs inserted at some intermediary positions. Let mi be the total number of
U-jobs in front of A-job Ji, i=1; : : : ; 3n. Then the completion time and, hence tardiness,
of job Ji will be Ti = Ci =
∑i
k=1 ak + mi, so the total weighted tardiness is
3n∑
i=1
wiTi =
3n∑
i=1
ai
(
i∑
k=1
ak + mi
)
=
∑
16j6k63n
ajak +
3n∑
i=1
miai:
Since we know
∑
i wiTi6 z =
∑
16j6k63n ajak + n(n− 1)B=2, we have
3n∑
i=1
miai6 n(n− 1)B=2: (5)
3. Let ki be the smallest index such that mki = i (i = 1; : : : ; n− 1). Then
3n∑
i=1
miai = (ak1 + · · ·+ ak2−1) + 2(ak2 + · · ·+ ak3−1) + · · ·
+(n− 1)(akn−1 + · · ·+ a3n)
= (ak1 + · · ·+ a3n) + (ak2 + · · ·+ a3n) + · · ·+ (akn−1 + · · ·+ a3n)
= (nB− (a1 + · · ·+ ak1−1)) + (nB− (a1 + · · ·+ ak2−1))
+ · · ·+ (nB− (a1 + · · ·+ akn−1−1)):
By de3nition of ki, we have a1 + · · ·+ ak1−16B for otherwise the 3rst U-job would
be tardy; similarly, a1 + · · · + ak2−16 2B or else the second U-job would be tardy.
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In general, a1 + · · ·+ akn−1−16 (n− 1)B. Therefore,
3n∑
i=1
miai¿ (nB− B) + (nB− 2B) + · · ·+ (nB− (n− 1))B
= (n− 1)B+ (n− 2)B+ · · ·+ B
= n(n− 1)B=2: (6)
From (5) and (6) we get
∑3n
i=1 miai = n(n − 1)B=2 which is only true when a1 +
· · · + ak1−1 = B, a1 + · · · + ak2−1 = 2B; : : : ; a1 + · · · + akn−1−1 = (n − 1)B. In other
words, a1 + · · · + ak1−1 = B, ak1 + · · · + ak2−1 = B; : : : ; akn−2 + · · · + akn−1−1 = B, and
akn−1 + · · ·+ a3n = B which is a solution to 3-PARTITION.
Lemmas 2 and 3 lead to the following result.
Theorem 3. The recognition version of the assignable due date problem with weighted
jobs; 1|d[i]|
∑
i wiTi; is unary NP-complete.
5. Minimizing number of tardy jobs
In this section, we 3rst investigate the problem of minimizing the number of tardy
jobs, 1|d[i]|
∑
i Ui, and then turn our attention to the problem of minimizing the total
weighted number of tardy jobs. Again, two cases are considered: (i) weighted due
dates 1|d[i]|
∑
w[i]Ui, and (ii) weighted jobs 1|d[i]|
∑
i wiUi.
5.1. Number of tardy jobs
From Corollary 2, the problem of minimizing the number of tardy jobs with assignable
due dates is equivalent to assigning due dates to an SPT schedule to minimize the
number of tardy jobs. Although a solution can be found with an assignment model as
before, a simpler procedure is available.
Lemma 4. There exists an optimal SPT schedule to the problem 1|d[i]|
∑
i Ui in which
the tardy jobs (Ci ¿d[i]); say there are nt of them; are the last in the sequence; i.e.;
Jn−nt+1; Jn−nt+2; : : : ; Jn.
The proof is based on a due-date-pairwise interchange and is omitted. From Lemma
4, we can assign due dates to jobs sequentially from 1 to n. Suppose some due date,
say dj, makes a job, say Ji, tardy. Then Ji should be assigned a later due date so it is
no longer tardy unless all the jobs following it are also tardy. This means that due date
dj should be assigned to one of the tardy jobs behind Ji. The best way to do this is
to assign dj to the last job in the sequence that has not yet been assigned a due date.
The following algorithm, taking the idea of Moore [17] for the traditional scheduling
problem 1||∑i Ui, can be used for this purpose.
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Algorithm 1.
Step 1: Form an SPT schedule.
Step 2: Let i = 1; j = 1; k = n; C0 = 0.
Step 3: If j¿n, Stop.
Step 4: If Ci = Ci−1 + pi6dj, assign dj to job Ji, put i ← i + 1; j ← j + 1, and
go to Step 3.
Step 5: If Ci = Ci−1 + pi ¿dj, assign dj to job Jk ; put k ← k − 1; j ← j + 1, and
go to Step 3.
Theorem 4. Problem 1|d[i]|
∑
i Ui can be solved in O(n log n) time.
Proof. The optimality of Algorithm 1 is guaranteed by Lemma 4 together with the
discussion in the paragraph immediately succeeding it. In the algorithm; Step 1 can be
done in O(n log n) time while Steps 2–5 constitute n loops. Each step within a loop
requires constant time. Therefore; the total complexity of the algorithm is O(n log n).
Example. Let n=4; p1 =2; p2 =3; p3 =4; p4 =5; d1 =2; d2 =4; d3 =6; and d4 =9.
Applying Algorithm 1; d1 is assigned to job J1 with C1 = 2; d2 is assigned to job J4
with C4 = 14; d3 is assigned to job J2 with C2 = 5; and d4 is assigned to job J3 with
C3 = 9. Only one job; J4; is tardy. Note that for the GDD model; there are at least
three tardy jobs in any schedule. The only job that will not be tardy is J1; and then
only when it is the 3rst in the schedule.
5.2. Weighted due dates
Now consider 1|d[i]|
∑
i w[i]Ui. Similar to the total weighted tardiness problem, we
have the following result.
Lemma 5. There exists an optimal SPT schedule for the problem 1|d[i]|
∑
i w[i]Ui.
The proof is omitted. Again the problem reduces to assigning due dates to jobs in
an SPT schedule. The following assignment problem can be used to 3nd solutions.
min
∑
i; j
uijwjxij
subject to (2)–(4);
where uij = 1 if Ci ¿dj and uij = 0 if Ci6dj for all i and j.
5.3. Weighted jobs
We now address the complexity of the problem 1|d[i]|
∑
i wiUi.
Theorem 5. The recognition version of 1|d[i]|
∑
i wiUi is binary NP-complete.
Proof. Given an instance of PARTITION; construct an instance of the scheduling
problem as follows. Let there be n jobs such that the processing time and weight of
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job Ji is pi=ai and wi=ai; respectively; i=1; : : : ; n. Also; let the due dates be di=B;
i = 1; : : : ; n. Our objective is to show that PARTITION has a solution if and only if
there exists a schedule such that
∑n
i=1 wiUi6B.
Part (i) Suppose that the sets A1 and A2 represent a solution to PARTITION. For
the scheduling problem, if we schedule all the jobs in A1 in the interval [0; B] none
of them will be tardy given that they all have the same due date. On the other hand,
if we schedule all the jobs in A2 in the interval [B; 2B], all of them will be tardy.
Taking both of these results into account the corresponding objective function value is∑
i∈A2 ai = B.
Part (ii) Now suppose that the scheduling problem has a solution with
∑
i wiUi6B.
Let A′2 be the set of tardy jobs and A
′
1 be the set of non-tardy jobs. Then the sum of
the weights of the non-tardy jobs must be no less than 2B − B = B, where 2B is the
sum of the weights of all jobs and B is an upper bound on the sum of the weights
of the tardy jobs. This observation can be written as
∑
i∈A′1 wi =
∑
i∈A′1 ai¿B. On the
other hand, the total processing time of early jobs must not exceed B, the common due
date for all jobs. Therefore,
∑
i∈A′1 pi =
∑
i∈A′1 ai6B. Combining these results gives∑
i∈A′1 ai = B=
∑
i∈A′2 ai, which implies that the sets A
′
1 and A
′
2 represent a solution to
PARTITION.
The precise computational complexity of 1|d[i]|
∑
i wiUi is established below with
the help of a dynamic programming algorithm that runs in pseudopolynomial time. But
3rst we have the following result that is needed in the developments.
Lemma 6. There exists an optimal solution to the problem 1|d[i]|
∑
i wiUi such that
(i) the schedule contains a subsequence of all early jobs (Ci6d[i]) followed by a
subsequence of all tardy job (Ci ¿d[i]);
(ii) if there are ne early jobs, then these jobs form an SPT-EDD subschedule; and
(iii) if there are nt tardy jobs, then the nt smallest due dates d1; : : : ; dnt are assigned
to these jobs and the corresponding subsequence is arbitrary.
The proof is again based on a due-date-pairwise interchange and is omitted.
We now present a dynamic program that schedules jobs in backwards order from
Jn to J1. Let the triple (i; x; k) be a state representing the situation where jobs Ji to Jn
have been scheduled, the earliest start time of these jobs is x, and there are k tardy
jobs, 06 k6 n− i + 1.
Let f(i; x; k) be the minimum total weighted number of tardy jobs for state (i; x; k).
Consider job Ji. It can either be early or tardy (it is assumed that being on time
is equivalent to being early). If it is early, then it must be assigned due date di+k ,
which is possible only when x + pi6di+k . In this case, the jobs following Ji are
associated with the state (i + 1; x + pi; k). If Ji is tardy, then it will contribute wi to
the objective function associated with the state (i + 1; x; k − 1). Thus we can write a
dynamic programming recursion as follows
f(i; x; k) =
{
min{f(i + 1; x + pi; k); f(i + 1; x; k − 1) + wi} if x + pi6di+k ;
f(i + 1; x; k − 1) + wi otherwise:
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To determine initial conditions, consider job Jn. If Jn is tardy, we have f(n; x; 1)=wn for
x¡dn; if Jn is early, we have f(n; x; 0)=0 for x6dn−pn. The boundary conditions
are f(i; x; k) = ∞ when k ¿n − i + 1 or k ¡ 0. The optimal solution is given by
the value of k that minimizes f(1; 0; k); that is, min16k6n f(1; 0; k). The algorithm is
formally stated in the following pseudo-code.
Algorithm 2.
Let f(n; x; 1) = wn for x¡dn and f(n; x; 0) = 0 for x6dn − pn.
For i = n− 1 to 1 do {
For k = 0 to k = n− i + 1 do {
For x = 0 to x = di do {
If x + pi6di+k ; let f(i; x; k) = min{f(i + 1;
x + pi; k); f(i + 1; x; k − 1) + wi};
If x + pi ¿di+k ; let f(i; x; k) = f(i + 1; x; k − 1) + wi.
}
}
}
The intent of the algorithm is to implement the three provisions of Lemma 6: (i)
early jobs are scheduled before tardy jobs; (ii) early jobs are in SPT-EDD order; and
(iii) tardy jobs are assigned the smallest due dates. The main idea is that for a given
state (i; x; k), if job Ji is early, it must be scheduled ahead of jobs Ji+1; : : : ; Jn and be
assigned due date di+k .
Theorem 6. Algorithm 2 solves problem 1|d[i]|
∑
i wiUi in O(n
2dn) time.
Proof. Optimality is guaranteed by Lemma 6 and the principles underlying dynamic
programming. The computational time of Algorithm 2 is determined as follows. The i
and k loops are O(n); and the maximum number of loops for x is the maximum due
date dn. This gives an overall complexity of O(n2dn).
6. Problems with release times
The release time of a job is the earliest possible time it can begin processing. Two
diPerent characterizations will be investigated. By ri we mean that the release time is
associated with job Ji. The single-machine problem is written as 1|ri; d[i]|. By r[i] we
mean that the release times, like the due dates, are to be assigned to jobs. If job Ji
is assigned r[i], then processing can begin only after r[i] is reached. This problem is
written as 1|r[i]; d[i]|.
Gordon and Kubiak [8] studied a special case of 1|r[i]; d[i]|
∑
i wiUi, showing that
the recognition version, and by implication the general case, is unary NP-complete. We
now show that the recognition version of problem 1|ri; d[i]|Lmax is unary NP-complete.
A direct corollary of this result is that many other due-date-oriented problems with
release times are also intractable. The proof is by reduction from 3-PARTITION.
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Given an instance of 3-PARTITION, we construct an instance of the recognition
version of 1|ri; d[i]|Lmax as follows. Let there be 4n jobs of which the 3rst 3n, called
A-jobs, have parameter ai, and the last n jobs, called U-jobs, have unit processing
time. The full instance is characterized as follows.
Processing time: pi = 2ai for A-jobs, i = 1; : : : ; 3n, and pi = 1 for U-jobs, i = 3n+
1; : : : ; 4n.
Release time: ri=0 for A-jobs, i=1; : : : ; 3n, and ri=(2B+1)(i−3n)−1 for U-jobs,
i = 3n+ 1; : : : ; 4n.
Due dates: di=(i=3)(2B+1), i=1; : : : ; 3n, and di=(2B+1)(i−3n), i=3n+1; : : : ; 4n.
The problem now is to determine whether there exists a schedule and due date
assignment such that Lmax6 0.
Lemma 7. If 3-PARTITION has a solution; then there exist a schedule and due date
assignment with Lmax6 0 to the instance of 1|ri; d[i]|Lmax de7ned above.
Proof. Suppose Aj (j = 1; : : : ; n) is a solution to 3-PARTITION. Then each Aj has
exactly three elements aj1 ; aj2 ; aj3 such that aj1 + aj2 + aj3 = B. Therefore; we can
process the three A-jobs Jj1 ; Jj2 ; Jj3 in the time interval [(j−1)(2B+1); j(2B+1)−1].
From the construction of the scheduling problem; we know pj1 + pj2 + pj3 = 2(aj1 +
aj2 + aj3 ) = 2B; which is the exact length of the above interval. Thus it is possible to
schedule all A-jobs in this manner. For the U-jobs; we process Ji in the time interval
[(2B + 1)(i − 3n)− 1; (2B + 1)(i − 3n)]; i = 3n+ 1; : : : ; 4n. Next we assign due dates
di = (i=3)(2B + 1) to those A-jobs in the subset Ai=3; i = 1; : : : ; 3n and due dates
di = (2B + 1)(i − 3n) to U-jobs Ji; i = 3n + 1; : : : ; 4n. From these assignments; it can
be veri3ed that Lmax6 0.
Lemma 8. If there exists a schedule with Lmax6 0; then there exists a solution to
3-PARTITION.
Proof. Note that the four earliest due dates are d1 =d2 =d3 = 2B+1; d3n+1 = 2B+1.
Therefore; at least four jobs should be completed no later than 2B + 1 if Lmax6 0.
If all four jobs are A-jobs; then the completion time of the 4th job; say Ci; must
satisfy Ci ¿ (B=4)× 2× 4 = 2B. Since processing times are even numbers for A-jobs;
Ci¿ 2B + 2; which leads to Lmax¿ 1. Therefore; at least one U-job is completed by
2B+ 1 and is assigned a due date equal to 2B+ 1.
Because only one U-job, J3n+1 with r3n+1 = 2B, can be processed earlier than
2B + 1, it must be processed in the interval [2B; 2B + 1]. As a consequence, there
must be three A-jobs whose total processing time equals 2B and are processed in
the interval [0; 2B]. This follows because any idle time will occasion at least one
tardy job.
For the same reason, only U-job, J3n+i with r3n+i = (2B + 1)(i − 3n) − 1, can be
processed in the interval [(2B + 1)(i − 3n) − 1; (2B + 1)(i − 3n)], i = 3n + 1; : : : ; 4n.
Moreover, there must be exactly three A-jobs processed in each interval [(j− 1)(2B+
1); j(2B+1)− 1], j=1; : : : ; n, whose total processing time is 2B. This gives a solution
to 3-PARTITION.
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From Lemmas 7 and 8, we conclude the following.
Theorem 7. The recognition version of problem 1|ri; d[i]|Lmax is unary NP-complete.
Now consider problem 1|r[i]; d[i]|Lmax in which release times are to be assigned to
jobs. The proof that its recognition version is NP-complete relies on the same ideas
used in the proofs of Lemmas 7 and 8.
Theorem 8. The recognition version of problem 1|r[i]; d[i]|Lmax is unary NP-complete.
Proof. Given an instance of 3-PARTITION; we can construct an instance of the recog-
nition version of 1|r[i]; d[i]|Lmax in the manner that led up to the proof of Theorem 7.
The only diPerence is that the release times ri = (2B+1)(i=3 − 1); i=1; : : : ; 3n; and
ri = (2B+ 1)(i − 3n)− 1; i = 3n+ 1; : : : ; 4n are to be assigned to jobs.
If 3-PARTITION has a solution, a schedule and due date assignment with Lmax6 0
can be obtained in the same way. Release times ri, i=1; : : : ; 3n, are assigned to A-jobs
and ri = (2B+ 1)(i − 3n)− 1, i = 3n+ 1; : : : ; 4n, are assigned to U-jobs, respectively.
Suppose 1|r[i]; d[i]|Lmax has a solution with Lmax6 0. Now if we consider the four
earliest due dates 2B+ 1, we see that at least four jobs must be completed by 2B+ 1
to assure that Lmax6 0. Moreover, there are only four release times, r1 = r2 = r3 = 0,
r3n+1=2B, that are less that 2B+1. This means that a U-job must be assigned r3n+1=2B
and that three A-jobs must be assigned r1=r2=r3=0. The fact that there is no idle time
and no tardy jobs implies, once again, that the total processing times of the three A-jobs
is exactly 2B. The same arguments hold for each interval [(j− 1)(2B+ 1); j(2B+ 1)]
so a solution to 3-PARTITION is at hand.
As a consequence, we have the following.
Corollary 3. The recognition versions of the following problems are unary NP-complete:
(1) 1|ri; d[i]|
∑
i Ti;
(2) 1|r[i]; d[i]|
∑
i Ti;
(3) 1|ri; d[i]|
∑
i Ui;
(4) 1|r[i]; d[i]|
∑
i Ui.
The proofs are all similar to the others in this section. We only need to ask whether
there exists a schedule and due date assignment such that
∑
i Ti6 0 or
∑
i Ui6 0.
7. Problems with release times—preemptive case
Up until now, it has been assumed that no preemption was allowed in the schedule.
We now consider this aspect of the problem. It is easy to see, however, that if all
release times are zero, preemption will not improve the results for any of the objectives
examined. Therefore, we only study preemption when release times are present. We
begin with the case where release times are to be assigned.
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Theorem 9. The recognition versions of the following problems are unary NP-complete.
(1) 1|pmtn; r[i]; d[i]|Lmax;
(2) 1|pmtn; r[i]; d[i]|
∑
Ti;
(3) 1|pmtn; r[i]; d[i]|
∑
Ui:
The proofs are omitted because they are based on the same reasoning that was
used in the proof of Theorem 8. What can be observed from that analysis, though,
is that the solution to the proposed 4n-job scheduling problem cannot be improved
with preemption since in any interval [(j − 1)(2B+ 1); j(2B+ 1)] only 4 jobs can be
started due to the constraint that there are only 4 release times to be assigned. Things
are diPerent when release times are associated with speci3c jobs. For example, the
problem 1|pmtn; ri; d[i]|Lmax becomes polynomially solvable though the corresponding
nonpreemptive case is intractable.
Lemma 9. For the problems 1|pmtn; ri; d[i]|Lmax and 1|pmtn; ri; d[i]|
∑
i Ti; given any
schedule; the EDD due date assignment is optimal; i.e.; it is optimal to assign due
dates in nondecreasing order to the jobs in a schedule.
The proof is based on a due-date-pairwise interchange and is omitted.
Given a problem 1|pmtn; ri; d[i]|Lmax, the optimal due date assignment is known to
be EDD so what remains is to sequence the jobs. This is equivalent to a generalized
due dates problem which Hall et al. [13] have shown to be polynomially solvable.
Their algorithm can be implemented eRciently by keeping a sorted list of available
jobs in nondecreasing order of the remaining processing times. At each decision point
(whenever a job is completed or a job is released), the job with minimum remaining
processing time is chosen. When a new job is released and becomes available, it is
inserted at the appropriate point on the list. This can be done in O(log n) time, and
must be done for all n jobs. For each decision, choosing the job with the smallest
remaining time is trivial since we always select the 3rst one on the list. Thus the
overall computational complexity is O(n log n). In summary, we have the following
result.
Theorem 10. Problem 1|pmtn; ri; d[i]|Lmax can be solved by the above procedure which
can be implemented in O(n log n) time.
By a job-pairwise interchange argument, it can be shown that the same procedure
also solves 1|pmtn; ri; d[i]|
∑
i Ti.
Theorem 11. Problem 1|pmtn; ri; d[i]|
∑
i Ti can be solved by the above O(n log n) pro-
cedure.
A similar complexity result also holds for problem 1|pmtn; ri; d[i]|
∑
i Ui as now
stated.
Theorem 12. Problem 1|pmtn; ri; d[i]|
∑
i Ui can be solved in O(n
2) time.
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Proof. For problem 1|pmtn; ri; d[i]|
∑
i Ui; there exists an optimal schedule that contains
two subsequences in which ne early jobs are followed by nt = n− ne tardy jobs. The
following polynomial algorithm provides an optimal solution. At any decision point;
choose the job with the minimum remaining processing time. When a job is completed;
assign the next smallest unassigned due date that is no less than the completion time
of the job. Finding the due date for a completed job is order O(n). If all unassigned
due dates are less than the completion time; then they will be assigned to tardy jobs.
We can do this because the sequence of tardy jobs is irrelevant to the objective. Since
all n jobs must be scheduled; the algorithm runs in O(n2) time.
8. Earliness–tardiness penalties
All problems studied in the previous sections have regular objective functions which
means that they are nondecreasing with respect to job completion times. Thus all jobs
are processed as early as possible. Earliness–tardiness objectives belong to the class of
scheduling problems with nonregular objective functions in which it is best to complete
a job exactly at its due date, neither too early nor too late. This is consistent with
just-in-time production since early completion brings inventory costs. See Baker and
Scudder [1] for a review of the subject.
The earliness of a job is de3ned as Ei = max{d[i] − Ci; 0}. We 3rst discuss two
simple earliness–tardiness minimization objectives:
Maximum earliness and tardiness, 1|d[i]|maxi{Ei; Ti}, and
Total earliness–tardiness, 1|d[i]|
∑
i(Ei + Ti).
For the scheduling problem with assignable due dates, we have the following result.
Theorem 13. There exists an optimal solution in which the due dates are assigned
according to EDD order for problems 1|d[i]|maxi{Ei; Ti} and 1|d[i]|
∑
i(Ei + Ti).
The proof is based on the pairwise interchange of due dates. As in the proof of
Theorem 2, when interchanging two due dates there are 6 diPerent cases to con-
sider: (1) Ci ¡Ck6d[k]6d[i], (2) Ci6d[k]6Ck6d[i], (3) Ci6d[k]6d[i]6Ck ,
(4) d[k]6Ci ¡Ck6d[i], (5) d[k]6Ci6d[i]6Ck , and (6) d[k]¡d[i]6Ci ¡Ck . For
each case, it can be shown that EDD assignments are at least as good as any alternative.
The details are presented in Appendix B.
According to Theorem 13, in an optimal solution to the two problems cited,
the due dates are assigned to jobs in nonincreasing order (EDD order). Depending on
which objective function is being considered, this is equivalent to solving either
1|gdd|maxi{Ei; Ti} or 1|gdd|
∑
i (Ei + Ti).
The recognition version of the maximum earliness and tardiness problem (or max-
imum absolute lateness problem) with generalized due dates, 1|gdd|maxi{Ei; Ti}, was
shown to be unary NP-complete by Tanaka and Vlach [21]. To the best of our knowl-
edge, the total earliness and tardiness problem has not been addressed, even for the
case with generalized due dates. Nevertheless, it is easy to show that the recognition
version 1|d[i]|
∑
i (Ei + Ti) is binary NP-complete since it contains a special case of
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the traditional model with common due dates 1|di = d|
∑
i (Ei + Ti) whose recognition
version is binary NP-complete (see [11]). However, the problem is open as to unary
NP-completeness.
The recognition version of the total weighted earliness and tardiness problem with
weighted jobs, 1|d[i]|
∑
i wi(Ei + Ti), can be shown to be unary NP-complete with the
same arguments used in the proof of Theorem 3.
Theorem 14. The recognition version of problem 1|d[i]|
∑
i wi(Ei + Ti) is unary NP-
complete.
Proof. Given an instance of 3-PARTITION; construct an instance of the scheduling
problem in the same way as Section 4.3. The only diPerence is that the objective
function is now
∑
i wi(Ei + Ti).
1. If 3-PARTITION has a solution, then the same schedule and due date assignments
proposed in Section 4.3 are relevant here. In that solution all U-jobs are completed
exactly on their due dates so there is no earliness or tardiness penalties for those jobs.
Therefore, the total weighted earliness and tardiness is equal to the total weighted
tardiness of all A-jobs, which was denoted by z.
2. If there is a schedule and due date assignment with
∑
i wi(Ei + Ti)6 z, we need
to 3nd a solution to 3-PARTITION. Since U-jobs have large weights (i.e., z+1), they
can be neither early nor tardy. This implies that they must be assigned the due dates
di = (i − 3n)(B + 1), i = 3n + 1; : : : ; 4n − 1 and must be completed exactly at these
due dates. The A-jobs will have the due dates di = 0, i = 1; : : : ; 3n, and all of them
will be tardy. Following the same reasoning used in Section 4.3 leads to a solution of
3-PARTITION.
The recognition version of the total weighted earliness and tardiness problem with
weighted due dates, 1|d[i]|
∑
i w[i](Ei+Ti), is unary NP-complete. The proof is also by
a reduction from 3-PARTITION and is given in a series of lemmas.
Given an instance of 3-PARTITION, we construct an instance of the recognition
version of 1|d[i]|
∑
i w[i](Ei+Ti) as follows. Let there be 3n+1 jobs with the following
parameters.
Processing times : pi = ai; i = 1; : : : ; 3n; and p3n+1 = 2nB:
Due dates : d3( j−1)+i = (j − 1)B+ ia0; i = 1; 2; j = 1; : : : ; n;
d3j = jB; j = 1; : : : ; n;
d3n+1 = 3nB;
where a0 = mini{ai}: Note a06B=3:
Due date weights : w3( j−1)+i = 1; i = 1; 2; j = 1; 2; : : : ; n;
w3j = y + 1; j = 1; : : : ; n;
w3n+1 = y + 1;
where y = n(B− 3a0):
The question is whether there exists a solution to the scheduling problem such that∑
i w[i](Ei + Ti)6y.
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Lemma 10. If 3-PARTITION has a solution; then the scheduling problem
1|d[i]|
∑
i w[i](Ei + Ti) has a solution such that
∑
i w[i](Ei + Ti)6y.
Proof. Suppose Aj (j=1; : : : ; n) represents a solution to 3-PARTITION. Then we can
schedule each group of 3 jobs in Aj in the interval [(j − 1)B; jB]. In each group; the
jobs are scheduled in SPT order. Assume job J3n+1 occupies the last position; [nB; 3nB].
By assigning due dates according to the EDD order, it can be seen that for any due
date
di = iB=3; i = 3; 6; : : : ; 3n
there is a job (the last one in each interval [(j − 1)B; jB]) that is completed exactly
at that time. Thus the total earliness and tardiness for jobs associated with these due
dates is 0. Also, job J3n+1 is completed exactly at its due date d3n+1.
Now consider the other two jobs in [(j − 1)B; jB]. Suppose they are Ji with com-
pletion time Ci = (j − 1)B+ ai and Jk with completion time Ck = (j − 1)B+ ai + ak .
By assigning them due dates d3j−2 and d3j−1, respectively, both jobs are tardy and
the total weighted tardiness, call it fik , is fik = ai − a0 + ai + ak − 2a0. Because all
three jobs in each group are in SPT order, we have ai6B=3 and ai+ak6 2B=3. Thus
fik6B−3a0. Considering all jobs, their total weighted tardiness is 6 n(B−3a0)=y.
Therefore, we have a solution to the scheduling problem.
Lemma 11. If the scheduling problem 1|d[i]|
∑
i w[i](Ei + Ti) has a solution such that∑
i w[i](Ei + Ti)6y; then 3-PARTITION has a solution.
Proof. For any schedule with
∑
i w[i](Ei + Ti)6y; either the due date d3n+1 = 3nB
will be met exactly; or the weighted earliness and tardiness will be at least y + 1.
Moreover; only job J3n+1 can be scheduled in the interval [nB; 3nB] and assigned due
date d3n+1 = 3nB. If J3n+1 is assigned any other due date; it will be tardy and increase
the tardiness component in the objective to at least nB giving
∑
i w[i](Ei + Ti)¿y.
To see this; note that p3n+1 = 2nB and the next latest due date is d3n = nB. Assigning
d3n = nB to J3n+1 will bring its unweighted tardiness to at least 2nB − nB = nB. The
weighted tardiness will also be at least nB because the weights are assumed to be
integral.
The other 3n jobs must be processed in the interval [0; nB] without idle time. Oth-
erwise, at least one job will be completed after 3nB and have tardiness at least 2nB
which is ¿y. Furthermore, for each j = 1; : : : ; n, there must be one job completed
exactly at jB and assigned this due date. If this is not the case, the objective function∑
i w[i](Ei + Ti) will be at least y+1. Consequently, each interval [(j− 1)B; jB] must
have three jobs whose total processing time is exactly B, implying that a solution to
3-PARTITION has been found.
Based on Lemmas 10 and 11, we have the following result.
Theorem 15. The recognition version of the problem 1|d[i]|
∑
i w[i](Ei + Ti) is unary
NP-complete.
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Table 1
Computational complexity results
Problem Complexity ERcient algorithm
1|d[i]|Lmax Polynomial SPT-EDD
1|d[i]|
∑
Ti Polynomial SPT-EDD
1|d[i]|
∑
w[i]Ti Polynomial Assignment problem
1|d[i]|
∑
wiTi UNPC —
1|d[i]|
∑
Ui Polynomial O(n log n)
1|d[i]|
∑
w[i]Ui Polynomial Assignment problem
1|d[i]|
∑
wiUi BNPC O(n2dn)
1|r[i]; d[i]| UNPC —
1|ri; d[i]| UNPC —
1|pmtn; r[i]; d[i]| UNPC —
1|pmtn; ri; d[i]|Lmax Polynomial O(n log n)
1|pmtn; ri; d[i]|
∑
Ti Polynomial O(n log n)
1|pmtn; ri; d[i]|
∑
Ui Polynomial O(n2)
1|d[i]|max{Ei; Ti} UNPC —
1|d[i]|
∑
(Ei + Ti) At least BNPC Open
1|d[i]|
∑
wi(Ei + Ti) UNPC —
1|d[i]|
∑
w[i](Ei + Ti) UNPC —
∗={Lmax ;
∑
Ti;
∑
Ui}; BNPC = recognition version of the problem is binary NP-complete; UNPC
= recognition version of the problem is unary NP-complete.
9. Discussion
In this paper, we introduced a new type of scheduling problem in which due dates
are treated as variables that must be assigned to the jobs. We investigated a variety of
due-date-related objectives with the aim of determining the computational complexity
of each problem. The results are listed in Table 1. If the recognition version of the
problem is not unary NP-complete, an algorithm of the most eRcient type discovered so
far (unless P=NP) is presented. In Table 2, we compare the complexity of problems
with assignable due dates and assignable release times with their traditional counterparts
in which due dates and release times are associated with speci3c jobs, as well as
with problems with generalized due dates. For some cases involving the assignment of
release times to jobs or weighted due dates, there may be no corresponding generalized
due date or traditional due date model.
For a more in-depth look at the generalized due dates model the interested reader is
referred to Hall et al. [13], and Tanaka and Vlach [21]. Results for traditional due dates
can be found in most books on scheduling, such as Pinedo [18]. For the latest develop-
ments, see the web site (URL: (www.mathematik.uni-osnabrueck.de/research/OR/class/)
maintained by Brucker and Knust.
Those wishing to pursue research in this area might want to investigate the multiple
machine environment which includes Fow shops, open shops and job shops, as well
as workstations with parallel machines. ERcient heuristics for the intractable problems
are also needed.
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Table 2
Computational complexity comparisons
Problem Assignable due dates, Generalized due dates, Traditional due dates,
dd= d[i] dd= gdd dd= di
1|dd|Lmax Polynomial Polynomial Polynomial
1|dd|∑Ti Polynomial Polynomial BNPC
1|dd|∑w[i]Ti Polynomial No de3nition No de3nition
1|dd|∑wiTi UNPC At least BNPC UNPC
1|dd|∑Ui Polynomial Polynomial Polynomial
1|dd|∑w[i]Ui Polynomial No de3nition No de3nition
1|dd|∑wiUi BNPC BNPC BNPC
1|r[i]; dd| UNPC No de3nition No de3nition
1|ri; dd| UNPC UNPC UNPC
1|pmtn; r[i]; dd| UNPC No de3nition No de3nition
1|pmtn; ri; dd|Lmax Polynomial Polynomial Polynomial
1|pmtn; ri; dd|
∑
Ti Polynomial Open Open
1|pmtn; ri; dd|
∑
Ui Polynomial Open Polynomial
1|dd|max{Ei; Ti} UNPC UNPC Polynomial
1|dd|∑(Ei + Ti) At least BNPC At least BNPC At least BNPC
1|dd|∑wi(Ei + Ti) UNPC At least BNPC At least BNPC
1|dd|∑w[i](Ei + Ti) UNPC No de3nition No de3nition
Appendix A. Proof of Theorem 2
The proof requires an analysis of the following 6 cases.
Case 1: Ci ¡Ck6d[k]¡d[i]:
Ti = 0, Tk = 0, T ′i = 0, T
′
k = 0, so T
′
i + T
′
k = Ti + Tk .
Case 2: Ci6d[k]6Ck6d[i]:
Ti = 0, T ′i = 0, T
′
k = 0, Tk = Ck − d[k]¿ 0, so T ′i + T ′k6Ti + Tk .
Case 3: Ci6d[k]¡d[i]6Ck :
Ti = 0, T ′i = 0, T
′
k = Ck − d[i], Tk = Ck − d[k], so T ′k ¡Tk , and T ′i + T ′k ¡Ti + Tk .
Case 4: d[k]6Ci ¡Ck6d[i]:
Ti = 0, T ′i = Ci − d[k], T ′k = 0, Tk = Ck − d[k], so T ′i ¡Tk , and T ′i + T ′k ¡Ti + Tk .
Case 5: d[k]6Ci6d[i]6Ck :
Ti = 0, T ′i = Ci − d[k], T ′k = Ck − d[i], Tk = Ck − d[k], so T ′i + T ′k = Ci − d[k] + Ck−
d[i] = Ck − (d[i] − Ci)− d[k]6Ck − d[k] = Ti + Tk .
Case 6: d[k]¡d[i]6Ci ¡Ck :
Ti = Ci − d[i], T ′i = Ci − d[k], T ′k = Ck − d[i], Tk = Ck − d[k], so T ′i + T ′k = Ci + Ck−
d[i] − d[k] = Ti + Tk .
Thus for all 6 cases we have T ′i + T
′
k6Ti + Tk .
Appendix B. Proof of Theorem 13
Suppose that in an optimal schedule the due dates are not assigned according to
nondecreasing order. Then there exist two adjacent jobs Ji and Jk such that Ji precedes
Jk and d[i]¿d[k]. By de3nition we have Ei =max{d[i]−Ci; 0}, Ti =max{Ci−d[i]; 0},
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Ek = max{d[k] − Ck; 0} and Tk = max{Ck − d[k]; 0}. Now, interchanging the two due
dates gives E′i =max{d[k] −Ci; 0}, T ′i =max{Ci − d[k]; 0}, E′k =max{d[i] −Ck; 0} and
T ′k =max{Ck − d[i]; 0}.
Let fmax = max{Ei; Ti; Ek ; Tk}, f% = Ei + Ti + Ek + Tk , f′max = max{E′i ; T ′i ; E′k ; T ′k},
and f′% = E
′
i + T
′
i + E
′
k + T
′
k . We need to show that f
′
max6fmax and f
′
%6f%. Again
there are 6 cases.
Case 1: Ci ¡Ck6d[k]¡d[i]:
Ti=0, Tk=0, T ′i =0, T
′
k=0, Ei=d[i]−Ci, Ek=d[k]−Ck , E′i=d[k]−Ci, and E′k=d[i]−Ck .
As such, fmax = Ei = d[i] − Ci, and fmax ¿d[k] − Ci = E′i , fmax ¿d[i] − Ck = E′k , so
fmax ¿f′max, and f%=Ei+Ek=d[i]−Ci+d[k]−Ck=d[k]−Ci+d[i]−Ck=E′i+E′k=f′%.
Case 2: Ci6d[k]6Ck6d[i]:
Ti=0, Tk=Ck−d[k], T ′i =0, T ′k=0. Ei=d[i]−Ci, Ek=0, E′i=d[k]−Ci, and E′k=d[i]−Ck .
Accordingly, fmax = Ei = d[i] − Ci, and fmax ¿d[k] − Ci = E′i , fmax ¿d[i] − Ck = E′k ,
so fmax ¿f′max, and f
′
%=E
′
i +E
′
k =d[k]−Ci +d[i]−Ck6d[k]−Ci +d[i]−Ck +Ck −
d[k] = d[i] − Ci = Ei6f%.
Case 3: Ci6d[k]¡d[i]6Ck :
Ti = 0, Tk = Ck − d[k], T ′i = 0, T ′k = Ck − d[i]. Ei = d[i] − Ci, Ek = 0, E′i = d[k] − Ci,
and E′k = 0. Since Tk = Ck − d[k]¿Ck − d[i] = T ′k , Ei = d[i] − C − i¿d[k] − Ci = E′i ,
we have fmax ¿f′max, and f% = Tk + Ei ¿T
′
k + E
′
i = f
′
%.
Case 4: d[k]6Ci ¡Ck6d[i]:
Ti = 0, Tk = Ck − d[k], T ′i = Ci − d[k], T ′k = 0. Ei = d[i] − Ci, Ek = 0, E′i = 0, and
E′k = d[i] − Ck . Since Tk = Ck − d[k]¿T ′i = Ci − d[k], Ei = d[i] − Ci ¿E′k = d[i] − Ck ,
we have fmax ¿f′max, and f% = Tk + Ei ¿T
′
i + E
′
k = f
′
%.
Case 5: d[k]6Ci6d[i]6Ck :
Ti=0, Tk =Ck −d[k], T ′i =Ci−d[k], T ′k =Ck −d[i]. Ei=d[i]−Ci, Ek =0, E′i =0, and
E′k = 0. Given that Tk = Ck − d[k]¿Ci − d[k] = T ′i , Tk = Ck − d[k]¿Ck − d[i] = T ′k , it
follows that fmax = Tk ¿f′max. Moreover, f
′
% = T
′
i + T
′
k =Ci − d[k] +Ck − d[i] = (Ck −
d[k]) + (Ci − d[i])6Ck − d[k] = Tk6f%.
Case 6: d[k]¡d[i]6Ci ¡Ck :
Ti=Ci−d[i], Tk =Ck −d[k], T ′i =Ci−d[k], T ′k =Ck −d[i], and Ei=0, Ek =0, E′i =0,
E′k =0. Since Tk =Ck − d[k]¿Ci − d[k] = T ′i , Tk =Ck − d[k]¿Ck − d[i] = T ′k , we have
fmax = Tk ¿f′max, as well as f
′
% = T
′
i + T
′
k = Ci − d[k] + Ck − d[i] = Ci − d[i] + Ck −
d[k] = Ti + Tk = f%.
All 6 cases show that f′max6fmax and f
′
%6f% which completes the proof.
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