We consider a constant K-user Gaussian interference channel with M antennas at each transmitter and N antennas at each receiver, denoted as a (K, M, N ) channel. Relying on a result on simultaneous Diophantine approximation, a real interference alignment scheme with joint receive antenna processing is developed. The scheme is used to provide new proofs for two previously known results, namely 1) the total degrees of freedom (DoF) of a (K, N, N ) channel is NK/2; and 2) the total DoF of a (K, M, N ) channel is at least KM N/(M + N ). We also derive the DoF region of the (K, N, N ) channel, and an inner bound on the DoF region of the (K, M, N ) channel.
I. INTRODUCTION
Interference channel is an important model for multi-user communication systems. In a K-user interference channel, the k-th transmitter has a message intended for the k-th receiver. At receiver k, the messages from transmitters other than the k-th are interference. Characterizing the capacity region of a general interference channel is an open problem, although results for some specific cases are known.
To quantify the shape of the capacity region at high signalto-noise ratio (SNR), the concept of degrees of freedom (DoF) has been introduced [1] , [2] . The DoF of a message is its rate normalized by the capacity of single-user additive white Gaussian noise channel, as the SNR tends to infinity.
To achieve the optimal DoF, the concept of interference alignment turns out to be important [3] . At a receiver, the interference signals from multiple transmitters are aligned in the signal space, so that the dimensionality of the interference in the signal space can be minimized. Therefore, the remaining space is interference free and can be used for the desired signals. Two commonly used alignment schemes are vector alignment and real alignment. In real alignment, the concept of linear independence over the rational numbers replaces the more familiar vector linear independence. And a Groshev type of theorem is usually used to guarantee the required decoding performance [4] .
So far the real alignment schemes have been mainly developed only for scalar interference channels. For multipleinput multiple output (MIMO) interference channels, antenna splitting argument has been used in [4] and [5] to derive the total DoF. In such antenna splitting arguments, no cooperation is employed either at the transmitter side or at the receiver side.
In this paper, we consider a constant K-user Gaussian interference channel with M antennas at each transmitter and N antennas at each receiver, denoted as a (K, M, N ) channel. We develop a real alignment scheme for MIMO interference channel that employs joint receive antenna processing. Relying on the recent results on simultaneous Diophantine approximation, we are able to obtain new proofs of two previously known results, and derive two new results on the DoF region.
II. SYSTEM MODEL
Notation: K, D, D , and N are integers and K = {1, . . . , K}, N = {1, . . . , N}. We use k andk as transmitter indices, and j as receiver indices. Superscripts t and r are used for transmitter and receiver antenna indices. The set of integers and real numbers are denoted as Z and R, respectively. The set of non-negative real numbers is denoted as R + . Letter i and l are used as the indices of directions and streams, respectively. Vectors and matrices are indicated by bold symbols. We use x to denote infinity norm of x, (·) * matrix transpose, and ⊗ the Kronecker product of two matrices.
Consider a multiple-antenna K-user real Gaussian interference channel with M antennas at each transmitter and N antennas at each receiver. At each time, each transmitter, say transmitter k, sends a vector signal x k ∈ R M intended for receiver k. The channel from transmitter k to receiver j is represented as a matrix
where k ∈ K, j ∈ K, and H j,k ∈ R N ×M . It is assumed that the channel is constant during all transmissions. Each transmit antenna is subjected to an average power constraint P . The received signal at receiver j can be expressed as
where {ν j |j ∈ K} is the set of independent Gaussian additive noises with real, zero mean, independent, and unit variance entries. Let H denote the (KN ) × (KM ) block matrix, whose (j, k)th block of size N × M is the matrix H j,k .
The matrix H includes all the channel coefficients. For the interference channel H, the capacity region C(P, K, H) is defined in the usual sense: It contains rate tuples R K (P ) = [R 1 (P ), R 2 (P ), . . . , R K (P )] such that reliable transmission from transmitter k to receiver k is possible at rate R k for all k ∈ K simultaneously, under the given power constraint P . Reliable transmissions mean that the probability of error can be made arbitrarily small by increasing the encoding block length while keeping the rates and power fixed. A DoF vector d = (d 1 , d 2 , . . . , d K ) is said to be achievable if for any large enough P , the rates R i = 0.5 log(P )d i , i = 1, 2, . . . , K, are simultaneously achievable by all K users, namely 0.5 log(P ) · d ∈ C(P, K, H), for P large enough. 
III. MAIN RESULTS
The following two theorems have been proved before:
2 . This result for constant coefficient channels has been obtained before in [4] . For time-varying channels, the same total DoF was established in [2] .
Theorem 2: d(K, M, N ) ≥ MN M +N K. This result for constant coefficient channels has been obtained before in [6] . For time-varying channels, the same total DoF was established in [7] .
The main contributions of the paper are 1) providing alternative proofs of the above two theorems, and 2) prove the following theorems.
Theorem 3: The DoF region of a (K, N, N ) interference channel is the following
Remark 1: The DoF region of K-user time-varying interference channel with N antennas at each node has been obtained before in [8] . The fact the DoF region of a (K, N, N ) channel in Theorem 3 is the same as that of a time-varying MIMO interference channel with the same number of antennas indicates that the DoF region for this channel is an inherent spatial property of the channel that is separate from the time or frequency diversity. Remark 4: Theorem 1 follows from Theorem 2 by setting M = N and the outer bound for K-user interference channel that has been obtained before in [2] .
From the above remarks, it is only necessary to prove Theorem 4. However, we will first prove the achievability of Theorem 1 in the next section, which serves to introduce the joint antenna processing at the receivers, and the application of the result in simultaneous Diophantine approximation on manifolds. Theorem 4 will be proved in Sec. V.
IV. ACHIEVABILITY PROOF FOR THEOREM 1
One important technique for proving achievability result is the real interference alignment [4] which seeks to align the dimensions of interferences so that more free dimensions can be available for intended signals. The dimensions (also named directions) are represented as real numbers that are rationally independent (cf. Appendix A).
We will denote set of directions, a specific direction, and vector of directions using T , T , and T respectively. ENCODING: Transmitter k sends a vector message
where
and
The parameters Q and λ will be designed to satisfy the rate and power constraints.
ALIGNMENT DESIGN: We design transmit directions in such a way that at any receiver antenna, each useful signal occupies a set of directions that are rationally independent of interference directions (cf. Appendix A).
To make it more clear, consider Fig. 1 . x 1 1 and x 2 1 are shown by white triangle and square. In a similar fashion, x 1 2 and x 2 2 are indicated with black triangle and square. We are interested in such transmit directions that at each receiver antenna the interferences, for instance black triangle and square at receiver 1, are aligned while the useful messages, white triangle and square, occupy different set of directions.
TRANSMIT DIRECTIONS: Our scheme requires all transmitter antennas to only contain directions of the following form
∀j ∈ K, k ∈ K, k = j, r ∈ N , t ∈ N . It is easy to see that the total number directions is
We also assume that directions in T are indexed from 1 to D.
The exact indexing order is not important here.
ALIGNMENT ANALYSIS: Our design proposes that at each antenna of receiver j, j ∈ K, the set of messages {x t k |k ∈ K, k = j, t ∈ N } are aligned. To verify, consider all x t k , k = j that are generated in directions of set T . These symbols are interpreted as the interferences for receiver j. Let D = (n + 1)
and define a set T = {T i ∈ R|1 ≤ i ≤ D } such that all T i are in from of T as in (6) but with a small change as follows 0 ≤ α j,k,r,t ≤ n.
Clearly, all x t k , k = j arrive at antenna r of receiver j in the directions of {(h j,k,r,t ) T |k ∈ K, k = j, t ∈ N , T ∈ T } which is a subset of T .
This confirms that at each antenna of any receiver, all the interferences only contain the directions from T . These interference directions can be described by a vector
DECODING SCHEME: In this part, we first rewrite the received signals. Then, we prove the achievability part of Theorem 1 using joint antenna processing. The received signal at receiver j is represented by 
such that B is a N × ND matrix with (N − 1)D zeros at each row. Using above definitions, y j can be rewritten as
The elements of u k are integers between −Q and Q, cf. (5) . We rewrite
where ∀r ∈ N , T r j is the r th row of H j,j B. Also,
where ∀r ∈ N , u r j is a column vector with D integer elements, and (a) follows since the set T contains all directions of the form (h j,k,r,t ) T where k = j; cf. the definition of T .
Considering (16) and (17), we are able to equivalently denote y j as
We finally left multiply y j by an N × N weighting matrix
such that all indexed γ are randomly, independently, and uniformly chosen from interval [ 1 2 , 1]. This process causes the zeros in (18) to be filled by non-zero directions.
After multiplying W, the noiseless received constellation belongs to a lattice generated by the N × N (D + D ) matrix
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The above matrix has a significant property that allows us to use Theorem 5 (cf. Appendix C). Theorem 5 requires each row of A to be a nondegenerate map from a subset of channel coefficients to R N (D+D ) . The nondegeneracy is established because (cf. Appendix B):
1) all elements of T and T t j , ∀t ∈ N are analytic functions of the channel coefficients; 2) all the directions in T and T t j , ∀t ∈ N together with 1 are linearly independent over R ; 3) all indexed γ in W have been chosen randomly and independently. Hence, using Theorem 5, the set of H such that there exist infinitely many
has zero Lebesgue measure. In other words, for almost all H, Aq > q −(D+D )− holds for all q ∈ Z N (D+D ) except for finite number of them. By the construction of A, all elements in each row of A are rationally independent with probability one, which means that Aq = 0 unless q = 0. Therefore, almost surely for any fixed channel (hence fixed A), there is a positive constant β such that Aq > β q −(D+D )− holds for all integer q = 0. Since q ≤ (K − 1)NQ, the distance between any two points of received constellation (without considering noise) is lower bounded by
Remark 5: The noiseless received signal belongs to a constellation of the form
whereq is an integer vector. Then, the hard decision maps the received signal to the nearest point in the constellation. Note that the hard decoder employs all N antennas of receiver j to detect signals emitted by intended transmitter. In other words, our decoding scheme is based on multi-antenna joint processing. We now design the parameters λ and Q. With reference to [4] , if we choose
then the power constraint is satisfied (ζ is a constant here). Moreover, similar to [4] , we choose
for ∈ (0, 1)
assuring that the DoF per direction is 1− D+D +1+ . Since, we are allowed to arbitrarily choose within (0, 1), 1 D+D +1 is also achievable.
Using (22)-(25) and the performance analysis described by [4] , the hard decoding error probability of received constellation goes to zero as P → ∞ and the total achievable DoF for almost all channel coefficients in the Lebesgue sense is
and as n increases, the total DoF goes to NK 2 which meets the outer bound [2] .
V. PROOF OF THEOREM 4
Notation: Unless otherwise stated, all the assumptions and definitions are still the same.
Consider the case where the number of transmitter and receiver antennas are not equal. This can be termed the Kuser MIMO interference channel with M antennas at each transmitter and N antennas at each receiver. Hence, for all j ∈ K and K ∈ K, H j,k is a N × M matrix. We prove that for any d ∈ D (in) , d is achievable.
Under the rational assumption, it is possible to find an integer ρ such that ∀k ∈ K,d k = ρ d k M whered k is a non-negative integer. The signal x t k is divided intod k streams. For stream l, l ∈ {1, . . . , max k∈Kd k }, we use directions {T l1 , . . . , T lD } of the following form
where 0 ≤ α j,k,r,t ≤ n − 1 and δ l is a design parameter that is chosen randomly, independently, and uniformly from the interval [ 1 2 , 1]. Let T l . . = (T l1 , . . . , T lD ). Note that, at any antenna of transmitter k, the constants {δ l } cause the streams to be placed ind k different sets of directions. The alignment scheme is the same as before, considering the fact that at each antenna of receiver j, the useful streams occupy Md j separate sets of directions. The interferences are also aligned at most in max k∈K,k =jd k sets of directions independent from useful directions.
By design, x t k is emitted in the following form
and all s t kli belong to the set defined in (5) . Pursuing the same steps of the previous section for receiver j, B becomes a M × MDd j matrix and A will have N rows and MDd j +ND max k∈K,k =jd k columns. The total number directions G j of both useful signals and the interferences at receiver j satisfies
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For any DoF points in D (in) satisfying Theorem 4, we have
(32) and as n increases, the DoF of the signal x j intended for receiver j, ∀j ∈ K can be arbitrarily close to
where N ρN D is the DoF per direction for large D . This proves Theorem 4.
As a special case, it is easy to see when all d k are equal, the total achievable DoF is MN M +N K. Moreover, when M = N , the achievable DoF region meets the outer bound [2] .
VI. CONCLUSIONS AND FUTURE WORKS
We developed a new real interference alignment scheme for multiple-antenna interference channel that employs joint receiver antenna processing. The scheme utilized a result on simultaneous Diophantine approximation and aligned all interferences at each receive antenna. We were able to provide new proofs for two existing results on the total DoF of multiple antenna interference channels (Theorem 1 and Theorem 2) and drive two new DoF region results (Theorem 3 and Theorem 4).
It is desired to extend the result of the paper to a multipleantenna interference network with K transmitters and J receivers where each transmitter sends an arbitrary number of messages, and each receiver may be interested in an arbitrary subset of the transmitted messages. This channel is known as wireless X network with general message demands.
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APPENDIX

A. Definitions of Independence
A set of real numbers is rationally independent if none of the elements of the set can be written as a linear combination of the other elements with rational coefficients.
A set of functions are linearly independent over R if none of the functions can be represented by a linear combination of the other functions with real coefficients.
B. Nondegenerate Manifolds [11]
Consider a d-dimensional sub-manifold M = {f (x)|x ∈ U } of R n , where U ⊂ R d is an open set and f = (f 1 , . . . , f n ) is a C k embedding of U to R n . For l ≤ k, f (x) is an lnondegenerate point of M if partial derivatives of f at x of order up to l span the space R n . The function f at x is nondegenerate when it is l-nondegenerate at x for some l.
If the functions f 1 , . . . , f n are analytic, and 1, f 1 , . . . , f n are linearly independent over R in a domain U , all points of M = f (U ) are nondegenerate.
C. Diophantine approximation for systems of linear forms [10]
Consider a m × n real matrix A and q ∈ Z n . The theory of simultaneous Diophantine approximation tries to figure out how small the distance from Aq to Z m could be. This can be viewed as a generalization of estimating real numbers by rationals [10] . . . .
where M m,n denotes the space of m × n real matrices. Then, for > 0, the set of (x 1 , . . . , x m ) such that for
. . . 
