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In a series of recent papers [1–4] it has been shown how free quantum field theory can be derived
without using mechanical primitives (including space-time, special relativity, quantization rules,
etc.), but only considering the easiest quantum algorithm encompassing a countable set of quan-
tum systems whose network of interactions satisfies the simple principles of unitarity, homogeneity,
locality, and isotropy. This has opened the route to extending the axiomatic information-theoretic
derivation of the quantum theory of abstract systems [5] to include quantum field theory. The
inherent discrete nature of the informational axiomatization leads to an extension of quantum field
theory to a quantum cellular automata theory, where the usual field theory is recovered in a regime
where the discrete structure of the automata cannot be probed. A simple heuristic argument sets
the scale of discreteness to the Planck scale, and the customary physical regime where discreteness
is not visible is the relativistic one of small wavevectors.
In this paper we provide a thorough derivation from principles that in the most general case the
graph of the quantum cellular automaton is the Cayley graph of a finitely presented group, and
showing how for the case corresponding to Euclidean emergent space (where the group resorts to an
Abelian one) the automata leads to Weyl, Dirac and Maxwell field dynamics in the relativistic limit.
We conclude with some perspectives towards the more general scenario of non-linear automata for
interacting quantum field theory.
I. INTRODUCTION
Since its very beginning, quantum information theory
has represented a new way of looking at foundations of
Quantum Theory (QT), and the study of quantum pro-
tocols has provided a significant reconsideration of the
of the structure of the theory, which eventually resulted
in a new axiomatization program, initiated in the early
2000 [7–10]. The purpose was to reconstruct the von
Neumann Hilbert-space formulation of the theory start-
ing from information-processing principles. A complete
derivation of QT for finite dimensions has been finally
achieved in Ref. [5] within the framework of operational
probabilistic theories, starting from six principles assess-
ing the possibility or impossibility to carry out specific
information-processing tasks.
As a theory of information processing, however, QT
does not carry any physical semantics or mechanical
notions–such as space-time, elementary particles, mass,
charge–nor physical constants as the Planck constant and
the speed of light. The program now aims at recover-
ing also the mechanical features, instead of following the
historical approach of imposing quantization rules and
mysteriously turning classical Hamiltonians to quantum.
The informational approach is pursued even further, with
the purpose of reconstructing also the quantum equations
of motion, which in the simplest non interacting case are
the Weyl, Dirac and Maxwell field theories, along with
recovering the fundamental constants, such as ~ and c.
The starting idea is to look at physical laws as an effec-
tive description of an information processing algorithm,
which updates the states of an array of quantum mem-
ory cells, with particles emerging as the interpretation of
special patterns of the memory. It is important to stress
that space-time itself is also emergent in this approach,
as the natural set of coordinates in which the emergent
dynamics is formulated.
The present follow-up of the informational derivation
of QT is also motivated by the the role that informa-
tion is playing in theoretical physics at the fundamental
level of quantum gravity and Planck-scale, e. g. in the
holographic-principle and the ultraviolet cutoffs, imply-
ing an upper bound to the amount of information that
can be stored in a finite space volume [12–14]. Impos-
ing an in-principle upper bound to the information den-
sity, forces us to replace continuous quantum fields with
countably many finite-dimensional quantum systems, i.e.
a quantum cellular automaton (QCA) [15] representing
the unitary evolution of the quantum systems in local
interaction [16–18].
The possibility of approximating relativistic quantum
dynamics with QCAs was already known from Refs. [19–
21] However, the possibility of reversing the paradigm
and deriving the equations of quantum field theory
(QFT) from informational principles was proposed by
one of the present authors only in recent years in a series
of heuristic works [22–28], which preluded the main work
[1] from the present authors with the derivation Weyl and
Dirac, along with the works [2, 3] and the derivation of
Maxwell [4]. Other authors then also addressed QFT in
the QCA framework [29, 30].
The QCA framework manifestly breaks the Lorentz co-
variance, and the claim that relativistic quantum field
theory is recovered must be substantiated by an appro-
priate analysis of the symmetries of the emerging space-
time. To this end, one has to introduce the notion of
“inertial frame” in terms of the underlying QCA with-
out using space-time. Upon identifying the notion of
“reference frame” with that of “representation” of the
dynamics, we appeal to the relativity principle to de-
fine the “inertial representation” as the one for which
the physical law retains the same mathematical form. In
ar
X
iv
:1
60
8.
02
00
4v
1 
 [q
ua
nt-
ph
]  
5 A
ug
 20
16
2such a way the change of inertial reference frame leads
to a set of modified Lorentz transformations that recover
the usual ones when the observation scale is much larger
than the discrete microscopic scale. This problem has
been first addressed in Refs. [32, 33]. While the QCA
model recovers the usual Poincare´ covariance of QFT in
the relativistic limit of wave-vectors much smaller than
Planck’s one[1, 2, 4] (namely in the limit where discrete-
ness cannot be probed), the group of symmetries exhibits
a very different behavior in the ultra-relativistic regime
of Planckian wave-vectors, where the usual symmetries
are distorted as in doubly-special relativity models.
In this paper we review the derivation from principles
of Refs. [1, 4], proving in detail that the graph of the
QCA is a Cayley graph of a finitely presented group, and
showing how for the case corresponding to an Euclidean
emergent space (where the group resorts to an Abelian
one) the automata lead to Weyl, Dirac and Maxwell field
dynamics in the relativistic limit. We conclude with some
perspectives towards the more general scenario of non-
linear automata for interacting quantum field theory.
II. THE PRINCIPLES FOR THE QCA
A QCA gives the evolution of a denumerable set G
of cells, each one corresponding to a quantum system.
In our framework (see Refs. [1, 2]) we are interested in
exploring the possibility of an automaton description of
free QFT and thus assume the quantum systems in G
to be quantum fields. Requiring that the amount of
information in a finite number of cells must be finite
corresponds to consider Fermionic modes. In Section
VII, based on Ref. [4], we see how Bosonic statistics can
be recovered in this scenario as a very good approxima-
tion with the bosonic mode corresponding to a specially
entangled state of a pair of Fermionic modes. The re-
lation between Fermionic modes and finite-dimensional
quantum systems, say qubits, is studied in the literature,
and the two theories were proved to be computationally
equivalent [35]. On the other hand the quantum theory of
qubits and the quantum theory of Fermions differ in the
notion of what are local transformations [36, 37], with
local Fermionic operations mapped into nonlocal qubit
transformatioms and vice versa.
From now each cell of G will host an array of Fermionic
modes with field operator ψg,l, obeying the canonical
anti-commutation relations
{ψg,l, ψg′,l′} = 0, {ψg,l, ψ†g′,l′} = δg,g′δl,l′ , (1)
where l = 1, . . . , sg, sg denotes the number of field com-
ponents of the array ψg at each site g ∈ G. The gen-
eral states and effects are linear combinations of even
products of field operators (see Ref.[36]). The evolution
occurs in discrete identical steps, and in each one every
cell interacts with the others. The construction of the
one-step update rule is based on the following assump-
tions on the interactions among systems[1] : 1) unitarity,
2) linearity, 3) homogeneity, 4) locality, and 5) isotropy.
These constraints regard the algebraic properties of the
map providing the update rule of the field. Denoting the
variable that counts the evolution steps by t, and the lo-
cal array of field operators at g at step t by ψg,t we can
express unitarity as follows
ψg,t+1 = Aψg,t := Uψg,tU†, (2)
with U unitary operator. The linearity constraint re-
quires that the field evolution can be expressed in terms
of linear combinations of field operators, namely
ψg,t+1 =
∑
g′
Ag,g′ψg′,t, (3)
where Ag,g′ is an sg×sg′ complex matrix called transition
matrix. Linearity thus endows the set G with a graph
structure Γ(G,E), with vertex set G and edge set E =
{(g, g′)|Ag,g′ 6= 0}. For every g ∈ G, we define the set
Sg := {Ag,g′ 6= 0} of non-null transition matrices, along
with the neighborhood of g as Ng := {g′ ∈ G|Ag,g′ 6= 0}.
Homogeneity consists in the requirement that every
two vertices are indistinguishable. The most general dis-
crimination procedure between two vertices occurs in a
finite number N of steps and consists of a suitable se-
quence of state preparations of local modes, at different
steps, followed by a sequence of measurements. A neces-
sary condition for homogeneity is thus the following: for
every vertex g ∈ G the array ψg has the same length,
sg = s. If we now consider a general permutation pi of
the vertices, we will denote by wpi the transformation de-
fined by wpi(ψg,l) = ψpi(g),l. Homogeneity can thus be
expressed as the requirement that for every g, g′ there
exists pi such that pi(g) = g′, and for every joint state ρ
and every joint effect O of the automaton along with a
generic ancillary system R, one has
Tr[ρ(A⊗ IR)(O)]
= Tr[(w∨pi ⊗ IR)(ρ)(A⊗ IR){(wpi ⊗ IR)(O)}]. (4)
where IR denotes the identical transformation on the an-
cillary system R. As one can easily verify, the dual map
w∨pi coincides with wpi−1 . The first result that we show is
thus the following equivalent condition for homogeneity:
a cellular automaton A on the set G is homogeneous if
and only if for every g, g′ ∈ G there exists a permutation
pi : G→ G such that pi(g) = g′, and
wpi−1Awpi = A. (5)
It is easy to check that Eq. (5) equally holds for AN , for
any N > 0. The permutations pi that satisfy condition
(5) are clearly a group Π that acts transitively on G.
Considering a general element ψg, the condition in
Eq. (5) implies that for some pi ∈ Π∑
f ′∈Npi(g)
Api(g)f ′ψpi−1(f ′) =
∑
f∈Ng
Agfψf . (6)
3Since the field operators are linearly independent, Eq. (6)
bears two important consequences: for every f ∈ Ng
there exists f ′ ∈ Npi(g) such that pi−1(f ′) = f—or equiv-
alently f ′ = pi(f)—and viceversa for every f ′ ∈ Npi(g)
there exists f ∈ Ng such that f ′ = pi(f). Thus,
Npi(g) = pi(Ng), and since the group of permutations pi
satisfying Eq. (5) is transitive, we have that for every
g, g′ there is a bijection Ng ↔ Ng′ . Setting N := Ng¯, for
every g ∈ G one has a bijection Ng ↔ N .
Moreover, by Eq. (6), for every g and for every f ∈ Ng,
one has Agf = Api(g)pi(f) for the permutations pi satisfy-
ing Eq. (5). Again, since the group of such permuta-
tions is transitive on G, for every pair g, g′ ∈ G the sets
Sg and Sg′ contain the same s × s transition matrices,
namely S := Sg = Sg′ = {Ah1}|N |i=1. If we associate the
label hi to the edge (g, g
′) whenever Ag,g′ = Ahi , we en-
rich the structure of the graph Γ(G,E), which becomes a
vertex-transitive colored directed graph, with colors cor-
responding to the labels hi. If two transition matrices
Ah1 = Ah2 are equal, we conventionally associate them
with two different labels h1 6= h2 in such a way that
Eq. (6) holds. If such choice is not unique, we will pick
an arbitrary one, since the homogeneity requirement im-
plies that there exists a choice of labeling for which all
the following construction is consistent. In the following
we will identify the set S with the set of labels hi, with a
slight abuse of notation. We now define the action of S
on G formally as g′ = ghi when Agg′ = Ahi . Notice that
by construction, one has Api(g)pi(f) = Agf = Ahi , which
implies
pi(g)hi = pi(f) = pi(ghi). (7)
If we now use the alphabet S ∪ S−1 of labels hi and
h−1i to form arbitrary words, we obtain a free group F :
composition corresponds to word juxtaposition, with the
empty word λ representing the identity, and the formal
rule hih
−1
i = h
−1
i hi = λ. An element w = h
p1
i1
hp2i2 . . . h
pn
in
of F—with pj ∈ {−1, 1}—thus corresponds to a path on
the graph, where the symbol h−1i denotes a backwards
step along an arrow (i.e. from the head of the arrow to its
tail). For every hp1i1 h
p2
i2
. . . hpmim = w ∈ F , one has w−1 =
h−pmim . . . h
−p2
i2
h−p1i1 . The action of symbols hi ∈ S on the
elements g ∈ G can now be extended to arbitrary words
w ∈ F , by posing gh−1i = g′ iff g′hi = g, and ghp1i1 hp2i2 :=
(ghp1i1 )h
p2
i2
. For every w ∈ F , and for every pair g, g′ ∈
G (for the corresponding permutation pi), we now show
that pi(fw) = pi(f)w. The first step consists in proving
the result for w = h−1i . Let f
′ = fh−1i , namely f =
f ′hi. Then by Eq. (7) pi(f) = pi(f ′)hi, namely pi(f)h−1i =
pi(f ′) = pi(fh−1i ). Notice that, if we define N
′
g := {g′|g ∈
Ng′}, the last result implies that for every pair f, g ∈
G there is a bijection N ′f ↔ N ′g, and N ′pi(g) = pi(N ′g).
Indeed, g′ ∈ N ′g if and only if g′ = gh−1j for some j,
and thus pi(g′) = pi(g)h−1j ∈ N ′pi(g). One can prove that
pi(fw) = pi(f)w by induction on the length l(w) of the
word w. Indeed, we know that it is true for l(w) = 1.
Suppose now that for l(w) = n − 1 one has pi(fw) =
pi(f)w, and consider w′ with l(w′) = n. Then w′ = whpi
with l(w′) = n− 1 and p = ±1. In this case we have
pi(fw′) = pi(fwhpi )
= pi[(fw)hpi ]
= pi(fw)hpi
= pi(f)whpi
= pi(f)w′,
where the induction hypothesis is used in the fourth
equality.
Let us now suppose that for some f ∈ G and some
word w ∈ F one has fw = f . Then for every f ′ ∈ G one
can take pi such that pi(f) = f ′, thus obtaining
f ′w = pi(f)w = pi(fw) = pi(f) = f ′. (8)
Thus, if a path w ∈ F is closed starting from f ∈ G, then
it is closed also starting from any other g ∈ G.
In particular, the necessary condition implies that if
for some hi ∈ S, there exists an element hj ∈ S and
g, g′ ∈ G such that Agg′ = Ahi and Ag′g = Ahj , then
for every f ∈ G one has fhihj = fhjhi = f , namely
hj = h
−1
i . We can now easily see that the subset R of F
corresponding to words r such that gr = g for all g ∈ G
is a normal subgroup. Indeed, R is a subgroup because
the juxtaposition of two words w,w′ ∈ R is again a word
ww′ ∈ R, and for every word w ∈ R also w−1 ∈ R. To
prove that R is normal in F we just show that it coincides
with its normal closure, i.e. for every w ∈ F and every r ∈
R, we have wrw−1 ∈ R. Indeed, defining for arbitrary
g the element g′ := gw, we have g′w−1 = g, and thus
gwrw−1 = g′rw−1 = g′w−1 = g, namely wrw−1 ∈ R.
We thus identified a normal subgroup R containing all
the words r corresponding to closed paths. If one takes
the quotient F/R, one obtains a group whose elements
are equivalence classes of words in F . If we label an ar-
bitrary element of G by e, it is clear that the elements
of G are in one-to-one correspondence with the vertices
of G, since for every g ∈ G there is one and only one
class in F/R whose elements lead from e to g. We can
then write g = w for every w ∈ F such that w repre-
sents a path leading from e to g. In technical terms, the
graph Γ(G,E) = Γ(G,S) is the Cayley graph of the group
G = F/R. Homogeneity thus implies that the set G is a
group G that can be presented as G = 〈S|R〉, where S is
the set of generators of G and R is the group of relators.
In the following, if hi = h
−1
i we will draw an undirected
edge to represent hi. The presentation can be chosen by
arbitrarily dividing S into S+ ⊆ S and S− := S−1+ in
such a way that S+∪S− = S. The above arbitrariness is
inherent the very notion of group presentation and cor-
responding Cayley graph, and will be exploited in the
following, in particular in the definition of isotropy.
For convenience of the reader we remind the defini-
tion of Cayley graph. Given a group G and a set S+ of
generators of the group, the Cayley graph Γ(G,S+) is
4defined as the colored directed graph having vertex set
G, edge set {(g, gh); g ∈ G, h ∈ S+}, and a color as-
signed to each generator h ∈ S+. Notice that a Cayley
graph is regular—i.e. each vertex has the same degree—
and vertex-transitive—i.e. all sites are equivalent, in the
sense that the graph automorphism group acts transi-
tively upon its vertices. The Cayley graphs of a group
G are in one to one correspondence with its presenta-
tions, with Γ(G,S+) corresponding to the presentation
〈S+|R〉. We finally remind that a Cayley graph is said to
be arc-transitive when its group of automorphisms acts
transitively not only on its vertices but also on its di-
rected edges.
Notice that the sole property of vertex transitivity,
without the necessary condition that closed paths are
the same starting from every vertex [i.e. Eq. (8)], would
not be sufficient to identify a group structure. Consider
indeed the Petersen graph in Fig. 1, whose vertices are
equivalent. It is known that the Petersen graph cannot
represent a Cayley graph, and this is due to the failure
of the condition on closed paths. One can easily verify
that, up to irrelevant permutations, the Petersen graph
can be directed and colored in a unique way, that is the
one in Fig. 1. Now, the path brrbr is closed starting from
vertex 1, while it leads from vertex 2 to vertex 3.
1
2
3
FIG. 1: x
We can now easily prove that if a linear cellular au-
tomaton A has the property that its transition matrices
are independent of the system g, i. e. Sg = S = {Ahi}|N |i=1,
and they define the Cayley graph of a group, then A is
homogeneous. Indeed, in this case one can define for
g, g′ the permutation pi(f) := g′g−1f , which clearly gives
pi(g) = g′, with pi−1(f) = gg′−1f . In this case, one has
wpi−1Awpi(ψg) = wpi−1A(ψpi(g))
= wpi−1
∑
f∈Npi(g)
Api(g)fψf
= wpi−1
∑
f∈Ng
Api(g)pi(f)ψpi(f)
= wpi−1
∑
h∈S
Ahψpi(g)h
=
∑
h∈S
Ahψpi−1(g′h)
=
∑
h∈S
Ahψpi−1(g′)h
=
∑
h∈S
Ahψgh
= A(ψg),
which implies the homogeneity condition of Eq. (4).
Locality is the requirement that the cellular automaton
can be determined by preparing and measuring a finite
number of systems after they evolve for a finite number
of steps. Notice that determining a homogeneous cellu-
lar automaton amounts to determine the set S of transi-
tion matrices along with the set R of closed paths, which
characterizes the group G. If S has to be determined by
measurements on a finite number of systems, then the
set S has to be finite. For a similar reason, the set R
must be completely determined by a finite set of closed
paths of finite size. This implies that the group G must
be finitely presented. In terms of the evolution rule, ev-
ery local Fermionic system interacts with a finite number
of other systems at each step.
The automaton can then be represented by an operator
over the Hilbert space `2(G)⊗ Cs
A =
∑
h∈S
Th ⊗Ah, (9)
where T is the right-regular representation of G on `2(G),
Tg|g′〉 = |g′g−1〉.
We remind now that the set S can be split in many
ways as S = S+ ∪ S−, with {e} denoting the identity in
G, that appears only in the presence of self-interaction.
The requirement of isotropy amounts to the statement
that all directions on Γ(G,S+) are equivalent. This re-
quirement is translated in mathematical terms requiring
that there exists a decomposition of S = S+ ∪ S−, and a
faithful representation U over Cs of a group L of graph
automorphisms that is transitive over S+, such that one
has the covariance condition
A =
∑
h∈S
Th ⊗Ah =
∑
h∈S
Tl(h) ⊗ UlAhU†l , ∀l ∈ L. (10)
By linear independence of the generators Th of the right
regular representation of G one has that the above con-
5dition 10 implies
Al(h±1) = UlAh±1U
†
l . (11)
Notice that, as a consequence of this assumption, the
Cayley graph Γ(G,S+) must be arc-transitive. Notice
also that the same automaton on the Cayley graph cor-
responding to the presentation G = 〈S|R〉 might in prin-
ciple satisfy isotropy for one or more choices of the set S+
and group L. For a given S, different choices of S+ cor-
respond to different orientations of some edges over the
same colored graph. However, in the special cases that
we consider here, the choice of representation satisfying
the isotropy requirement turns out to be unique.
A covariant automaton of the form (10) describes the
free evolution of a field by a quantum algorithm with fi-
nite algorithmic complexity, and with homogeneity and
isotropy corresponding to the universality of the law
given by the algorithm.
As a consequence of the assumptions, the unitarity
condition—imposing that the map A is unitary—is given
by ∑
h∈S
A†hAh =
∑
h∈S
AhA
†
h = Is,∑
h,h′∈S
h−1h′=h′′
A†hAh′ =
∑
h,h′∈S
h′h−1=h′′
Ah′A
†
h = 0 (12)
in terms of the transition matrices Ah.
III. EMERGENT SPACETIME
In the previous Section we have seen how our assump-
tions lead to a model of evolution on a discrete computa-
tional space endowed with the structure of Cayley graph.
The usual dynamics on continuous spacetime is expected
to emerge as an effective description that holds in the
regimes where the discrete scale cannot be probed.
Within this perspective space and time emerge from
the structure of the graph with the time variable corre-
sponding to the computational step of the automaton.
The automaton represents a physical law, giving rise to
a picture of phenomena in a spacetime M within a given
reference frame corresponding to the description of a spe-
cific observer. The spacetime M has a Cartesian product
structure M = X × T , with T the one dimensional man-
ifold corresponding to time (clearly diffeomorphic to the
real line) and the X the (generally n-dimensional) mani-
fold representing space. The spacetime manifold M here
emerges as described in a fixed reference frame. The no-
tion of change of reference frame based on the invariance
of the QCA dynamics was studied in Refs. [32, 33]. The
steps of the automaton evolution can be represented as
a totally ordered set of points t1, t2, . . . with the metric
dt(ti, tj) = |j − i|. Similarly on the graph we take the
metric dx induced by the word-counting on the Cayley
graph.
The identification of an emerging spatial manifold is
generally more involved because in dimension higher than
one the isometric embedding of a discrete graph in a
continuous manifold is usually impossible. However, the
notion of quasi-isometry introduced in geometric group
theory helps us identify the relevant geometric proper-
ties of the manifold X, binding the geometry to the al-
gebraic properties of X seen as a group. In order to clar-
ify this point, we now review the notion of quasi isom-
etry. Given two metric spaces (M1, d1) and (M2, d2),
with d1 and d2 the metric of the two spaces, a map
f : (M1, d1)→ (M2, d2) is a quasi-isometry if there exist
constants A ≥ 1, B,C ≥ 0, such that ∀g1, g2 ∈ M1 one
has
d1(g1, g2)/A−B ≤ d2(f(g1), f(g2)) ≤ Ad1(g1, g2) +B,
and ∀m ∈M2 there exists g ∈M1 such that
d2(f(g),m) ≤ C.
Quasi-isometry is an equivalence relation, therefore,
given a Cayley graph Γ with word metric dΓ, the emerg-
ing space is a manifold (X, dX) quasi-isometric to (Γ, dΓ),
which is unique modulo quasi-isometries (see Fig. 2).
The geometric characterization of the class of metric
spaces quasi-isometric to the Cayley graph of a group
G is the subject of geometric group theory [38]. A cru-
cial result is that the quasi-isometric class is an invariant
of the group, i. e. it does not depend on the group pre-
sentations (which instead correspond to different Cayley
graphs). Remarkably, for finitely generated groups, the
quasi-isometry class always contains a smooth Riemani-
ann manifold [38].
A paradigmatic result [39] of geometric group theory
is that an infinite group G is quasi-isometric to the Eu-
clidean space Rn if and only if G is virtually-Abelian,
namely it has an Abelian subgroup G′ ⊂ G isomorphic
to Zn of finite index (with a finite number of cosets).
The setting of QCAs on Cayley graphs can thus lead to
a field dynamics on either a flat spacetime or a spacetime
with curvature, depending on whether the group G is
virtually Abelian or not. In the remainder we will focus
on the flat case.
IV. QCAS ON ABELIAN GROUPS AND THE
SMALL WAVE-VECTOR LIMIT
In this Section we restrict to the specific subclass of au-
tomata whose group G is quasi-isometrically embeddable
in the Euclidean space, which is then virtually-Abelian.
We also assume that the representation of the isotropy
group L in (10) induced by the embedding is orthogo-
nal, which implies that the graph neighborhood is em-
bedded in a sphere. In words, we want homogeneity and
isotropy to hold locally also in the embedding space. Our
present analysis focus on the Abelian groups Zd whose
Cayley graphs satisfying the isotropic embedding in the
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FIG. 2: (colors online). Given a group G and a set S of
generators, the Cayley graph Γ(G,S) is defined as the col-
ored directed graph having set of nodes G, set of edges
{(g, gh); g ∈ G, h ∈ S}, and a color assigned to each gen-
erator h ∈ S. Left: the Cayley graph of the Abelian group
Z2 with presentation Z2 = 〈a, b|aba−1b−1〉, where a and b
are two commuting generators. Right: the Cayley graph of
the non-Abelian group G = 〈a, b|a5, b5, (ab)2〉. The Abelian-
group graph is embedded into the Euclidean space R2, the
non-Abelian G into the Hyperbolic H2 with (negative) curva-
ture.
Euclidean space Rd are the Bravais lattices. The more
general scenario of virtually-Abelian groups is discussed
in Section VIII.
In the Abelian case (and also in the virtually-Abelian
case as we will discuss in Section VIII) it is possible to
describe the automaton in the wave-vector space. Since
the group is Abelian we label the group elements by vec-
tors g ∈ Zd, and use the additive notation for the group
composition, whereas the unitary representation of Zd on
`2(Zd) is expressed as
Th|g〉 = |g − h〉. (13)
Being the group Abelian, we can diagonalise the regu-
lar representation by Fourier analysis, and the operator
A can be easily block-diagonalized in the wave-vector k
representation as follows
A =
∫
B
d3k |k〉〈k| ⊗Ak, Ak :=
∑
h∈S
e−ik·hAh, (14)
where B is a compact region in R3 corresponding to the
smallest region containing only inequivalent wave-vectors
k (usually called Brillouin zone). Notice that the au-
tomaton is unitary if and only if Ak unitary for every
k ∈ B. The plane waves |k〉 on G are given by
|k〉 := 1√|B|∑
g∈G
e−ik·g|g〉. (15)
The spectrum {e−iω(i)k } of the operator Ak, or more
precisely its dispersion relation (namely the phases ω
(i)
k
as functions of k), plays a crucial role in the analysis of
the automaton dynamics. Indeed the speed of the wave-
front of a plane wave with wave-vector k is given by the
phase-velocity ω
(i)
k /|k|, while the speed of propagation of
a narrow-band state having wave-vector k peaked around
the value k0 is given by the group velocity at k0, namely
the gradient of ω
(i)
k evaluated at k0.
A. The small wave-vector limit
In order be a valid microscopic description of dynam-
ics, the QCA model must recover the usual phenomenol-
ogy of QFT at the energy scale of the current parti-
cle physics experiments, namely the physics of the QCA
model and the one of QFT must be the same as far as
we restrict to quantum states that cannot probe the dis-
creteness of the underlying lattice. For this reason it is
important to address a comparison between the automa-
ton dynamics and the dynamics dictated by the usual
QFT differential equations. Here we show how to eval-
uate the behaviour of an Abelian automaton for small
wave-vectors |k|  1, and then discuss a possible ap-
proach to a rigorous comparison at different frequency
scales.
The physical interpretation of the limit |k|  1 clearly
depends on the hypotheses that we make on the order
of magnitude of the QCA lattice step and time step. As
we will see in Sect.VI an heuristic argument leads us to
set the scale of discreteness of the QCA at the Planck
scale, thus the domain |k|  1 corresponds wavevectors
much smaller than the Planck vector (consider that an
ultra-high-energy cosmic ray has k ∼ 10−8). Such regime
corresponds to the usual one of particle physics, and is
called relativistic regime.
In order to obtain the relativistic limit of an automaton
Ak we define its interpolating Hamiltonian H
A(k) as the
operator satisfying the following equality
e−iH
A
I (k) = Ak. (16)
(The term “interpolating” refers to the fact that the
Hamiltonian HAI (k) would generate a unitary evolution
in continuous time that interpolates the discrete time
evolution of the automaton).
Now, one can expand the Hamiltonian HAI (k) to first
order in |k|
HAI (k) = HA(k) +O(|k|2), (17)
corresponding to describing the evolution with the fol-
lowing first-order differential equation
i∂tψ(k, t) = HA(k)ψ(k, t), (18)
for narrow-band states ψ(k, t) peaked around some k0
with |k0|  1.
The Hamiltonian in Eq. (18) describes the QCA dy-
namics in the limit of small wave-vectors, and in the next
Sections we present QCAs having the Weyl, Dirac and
Maxwell Hamiltonian in as such a limit.
In Ref. [2] another more quantitative approach to the
QFT limit of a QCA has been presented. Suppose that
7some automaton Ak, (with interpolating Hamiltonian
HAI (k)) has the unitary Uk = e
−iHA(k) (see Eq. (17))
as first-order approximation in k. Then one can set
the comparison as a channel discrimination problem and
quantify the difference between the two unitary evolu-
tions with the probability of error pe in the discrimina-
tion. This probability can be computed as a function
of the discrimination experiment parameters—for exam-
ple the wave-vector and the number of particles and the
duration of the evolution— and one can check that for
values achievable in current experiments the automaton
evolution is undistinguishable from the QFT one. This
approach allows us to provide a rigorous proof that, in
the limit of input states with vanishing wave-vector, the
QCA model recovers free QFT.
V. THE WEYL AUTOMATON
Here we present the unique QCAs on Cayley graphs of
Zd, d = 3, 2, 1, that satisfy all the requirements of Sec-
tion II and with minimal internal dimension s for a non-
identical evolution (see Ref. [1] for the detailed deriva-
tion).
In any space dimension the only solution for s = 1
is the identical QCA, namely there exists no nontrivial
QCA. The minimal internal dimension for a non-trivial
evolution is then s = 2.
Let us start from the case of dimension d = 3 that is
the most relevant from the physical perspective. For the
group Z3 the only inequivalent isotropic Cayley graphs
are the primitive cubic (PC) lattice, the body centered
cubic (BCC), and the rhombohedral. However only in the
BCC case, whose presentation of Z3 involves four vectors
S+ = {h1,h2,h3,h4} with relator h1 +h2 +h3 +h4 = 0,
one finds solutions satisfying all the assumptions of Sec-
tion II. There are only four solutions, modulo unitary
conjugation, that can be divided in two pairs A± and
B±. A pair of solutions is connected to the other pair by
transposition in the canonical basis, i.e. A±k = (B
±
k )
T .
The first Brillouin zone B for the BCC lattice is defined
in Cartesian coordinates as −√3pi ≤ ki ± kj ≤
√
3pi, i 6=
j ∈ {x, y, z} and the solutions in the wave-vector repre-
sentation are
A±k = Iu
±
k − iσ± · n˜±k , B±k = (A±k )T ,
n˜±k :=
sxcycz ∓ cxsyszcxsycz ± sxcysz
cxcysz ∓ sxsycz
 , u±k := cxcycz ± sxsysz,
ci := cos(ki/
√
3), si := sin(ki/
√
3),
(19)
where σ+ = σ and σ+ = σT .
The matrices A±k and B
±
k have spectrum {e−iω
±
k , e
iω±
k }
with dispersion relation ω±k = arccos(cxcycz ∓ sxsysz)
and evolution governed by i) the wave-vector k; ii)
the helicity direction n±k ; and iii) the group velocity
v±k := ∇kω±k , which represents the speed of a wave-
packet peaked around the central wave-vector k.
The above solutions satisfy the isotropy constraint and
are then covariant with respect to the group L′ of binary
rotations around the coordinate axes, with the represen-
tation of the group L′ on C2 given by {I, iσx, iσy, iσz}.
The group L′ is transitive on the four BCC generators of
S+.
In dimension d = 2, the only inequivalent isotropic
Cayley graphs of Z2 are the square lattice and the hexag-
onal lattice. Also for d = 2 we have solutions only on one
of the possible Cayley graphs, the square lattice, whose
presentation of Z2 involves two vectors S+ = {h1,h2}.
The first Brillouin zone B in this case is given by
√
2pi ≤
ki ≤
√
2pi, i ∈ {x, y} and there are only two solutions
modulo unitary conjugation,
Ak = Iuk − iσ · n˜k, Bk := ATk ,
n˜k :=
sxcycxsy
sxsy
 , uk := cxcy,
ci := cos(ki/
√
2), si := sin(ki/
√
2),
(20)
with dispersion relation ωk = arccos(cxcy).
The QCA in Eq. (20) is covariant for the cyclic tran-
sitive group generated by the transformation that ex-
changes h1 and h2, with representation given by the rota-
tion by pi around the x-axis. Since the isotropy group has
a reducible representation, the most general automaton
is actually given by (cos θI + i sin θσx)Ak.
Finally for d = 1 the unique Cayley graph satisfying
our requirements for Z is the lattice Z itself, presented as
the free Abelian group on one generator S+ = {h}. From
the unitarity conditions one gets the unique solution
Ak = ukI − iσ · n˜k, n˜k :=
 00
sin k
 , uk := cos k,
(21)
with dispersion relation ωk = k.
We call the solutions (19), (20) and (21) Weyl au-
tomata, because in the limit of small wave-vectors of
Section IV A their evolution obeys Weyl’s equation in
space dimension d = 3, d = 2 and d = 1, respectively.
All the previous solution in Eqs. (19), (20), and (21) for
dimension d = 3, 2, 1 can be rewritten in the form
Wk = ukI − iσ · n˜k, (22)
for certain uk and nk, with dispersion relation
ωk = arccosuk. (23)
It is easily to check that the interpolating Hamiltonian
is
HWI (k) = σ · nk, nk :=
ωk
sinωk
n˜k, (24)
and by power expanding at the first order in k one has
HWI = HW (k) +O(|k|2), HW (k) = 1√dσ · k (25)
8where HW (k) coincides with the usual Weyl Hamiltonian
in d dimensions once the wave-vector k is interpreted as
the momentum.
VI. THE DIRAC AUTOMATON
From the previous section we know that in our frame-
work all the admissible QCAs with s = 2 gives the Weyl
equation in the limit of small wave-vectors. In order to
get a more general dynamics—say the Dirac one—it is
then necessary to increase the internal degree of freedom
s. Instead of deriving the most general QCAs with s > 2,
in Ref. [1] it is shown how the Dirac equation for any
space dimension d = 1, 2, 3 can be derived from the local
coupling of two Weyl automata. Here we shortly review
this result.
Starting from two arbitrary Weyl automata W and
W ′ in dimension d (see the solutions (19), (20) and (21)
in for d = 3, 2, 1, respectively), the coupling is obtained
by performing the direct-sum of their representatives Wk
and W ′k, obtaining a QCA with s = 4, and introducing
off-diagonal blocks X and Y in such a way that the ob-
tained matrix is unitary. The locality of the coupling
implies that the off-diagonal blocks are independent of
k, namely
Dk :=
(
pWk qX
rY tW ′k
)
, p, q, r, t ∈ C. (26)
In order to satisfy all the hypothesis of Section II it is
possible to show that the unique local coupling of Weyl
QCAs, modulo unitary conjugation, are
Dk :=
(
nWk im
im nWk
)
, n,m ∈ R+, n2 +m2 = 1,
(27)
which are conveniently expressed in terms of gamma ma-
trices in the spinorial representation as follows
Dk := nIuk − inγ0γ · n˜k + imγ0, (28)
where the functions uk and n˜k depend on the value of
d for the Weyl automaton Wk in Eq. (27). Notice the
dispersion relation of the QCAs (28) that is simply given
by
ωk = arccos[
√
1−m2uk]. (29)
The QCAs in Eq. (27) in the small wave-vector limit
and for m  1 all give the usual Dirac equation in the
respective dimension d, with m corresponding to the par-
ticle mass. Indeed, the interpolating Hamiltonian HDI (k)
is given by
HDI (k) = f(k)(nγ
0γ · n˜k −mγ0), f(k) := ωk
sinωk
, (30)
that by power expanding at the first order in k is approx-
imated as follows
HDI (k) = HD(k) +O(|k|2),
HD(k) =
n√
d
γ0γ · k+mγ0. (31)
Finally, for small values of m, m  1, we have n ' 1 +
O(m2) and neglecting terms of order O(m2) and O(|k|2)
HDI (k) =
1√
d
γ0γ · k+mγ0 +O(m2) +O(|k|2), (32)
one has the Dirac Hamiltonian with the wave-vector
k and the parameter m interpreted as momentum and
mass, respectively. For d = 1, modulo a permutation of
the canonical basis, the QCA corresponds to two identi-
cal and decoupled s = 2 automata. Each of these QCAs
coincide with the one dimensional Dirac automaton de-
rived in Ref. [2]. The last one was derived as the simplest
(s = 2) homogeneous QCA covariant with respect to the
parity and the time-reversal transformation, which are
less restrictive than isotropy that singles out the only
Weyl QCA (21) in one space dimension.
We want to emphasize that in the above derivation
everything is adimensional by construction. Dimensions
can be recovered by providing values τ and a in seconds
and meters, respectively, to the discreteness scales in time
and space of the QCA, and providing the maximum value
of the mass M in kilograms corresponding to |m| = 1 in
Eq. (27). From the relativistic limit, the comparison
with the usual dimensional Dirac equation leads to the
identities c = a/τ , ~ = Mac, which leave only one un-
known among the three variables a, τ, and M . At the
maximum value of the mass |m| = 1 in Eq. (27) we get a
non evolving automaton, with a flat dispersion relation,
which can be interpreted as a mini black-hole, where the
Schwarzild radius equals the localization length, i.e. the
Compton wavelength, corresponding to a mass equal to
the Planck mass. We thus heuristically interpret M as
the Planck mass, and from the two identities c = a/τ ,
~ = Mac we get the Planck scale.
VII. QCA FOR FREE ELECTRODYNAMICS
In Sections V and VI we showed how the dynam-
ics of free Fermionic fields can be derived within the
QCA framework starting from informational principles.
Within this perspective the information contained in a
finite number of systems must be finite and this is the
reason why we consider Fermionic QCAs. One might
then wonder how the physics of the free electromagnetic
field can be recovered in this framework, and more gen-
erally any Bosonic quantum field obeying the canonical
commutation relations. In the present section we review
the results of Ref. [4], where the above question was an-
swered in detail.
9The basic idea behind this approach is to model the
photon as an entangled pair of Fermions evolving accord-
ing to the Weyl QCA presented in Section V. Then we
show that in a suitable regime both the free Maxwell
equation in three dimensions and the Bosonic commuta-
tion relations are recovered. For this purpose, we con-
sider two Fermionic fields, which in the wave-vector rep-
resentation are denoted as ψ(k) and ϕ(k). The evolutions
of these two fields are given by
ψ(k, t+ 1) = Wkψ(k, t). ϕ(k, t+ 1) = W
∗
kϕ(k, t).
(33)
Where the matrix Wk can be any of the Weyl QCAs in
three space dimensions of Eq. (19), (the whole deriva-
tion is independent on this choice) and W ∗k = σyWkσy
denotes the complex conjugate matrix.
We now introduce the following bilinear operators
GT (k, t) := G(k, t)−
(
n k
2
|n k
2
| ·G(k, t)
)
n k
2
|n k
2
| (34)
G(k, t) := (G1(k, t), G2(k, t), G3(k, t))T
Gi(k, t) := ϕT (k2 , t)σ
iψ(k2 , t)
= ϕT (k, 0)(W †k
2
σiWk
2
)ψ(k2 , 0)
with nk as in Eq. (V). By construction the field GT (k, t)
satisfies the following relations
n k
2
·GT (k, t) = 0, (35)
GT (k, t) = Exp(−i2nk
2
· Jt)GT (k, 0), (36)
where we used the identity exp(− i2v ·σ)σ exp( i2v ·σ) =
Exp(−iv · J)σ, the matrix Exp(−iv · J) acting on σ re-
garded as a vector, and J = (Jx, Jy, Jz) representing the
infinitesimal generators of SU(2) in the spin 1 represen-
tation. Taking the time derivative of Eq. (36) we obtain
∂tGT (k, t) = 2nk
2
×GT (k, t). (37)
If EG and BG are two Hermitian operators defined by
the relation
EG := |nk
2
|(GT +G†T ), BG := i|nk
2
|(G†T −GT ),
(38)
then Eq. (35) and Eq. (37) can be rewritten as
∂tEG = i2nk
2
×BT (k, t) ∂tBG = −i2nk
2
×ET (k, t)
2nk
2
·EG = 0 2nk
2
·BG = 0 (39)
that are the free Maxwell’s equation in the wave-vector
space with the substitution 2nk
2
→ k. In the limit |k| 
1 one has 2nk
2
∼ k and the usual free electrodynamics is
recovered.
However the field defined in Eqs. (34) and (38) does
not satisfy the correct Bosonic commutation relations.
As shown in Ref. [4] the solution to this problem is to
replace the operators Gi defined in Eq. (34) with the
operators F i defined as
F i(k) :=
∫
dq
(2pi)3
fk(q)ϕ
(
k
2 − q
)
σiψ
(
k
2 + q
)
(40)
where
∫
dq
(2pi)3 |fk(q)|2 = 1,∀k. In terms of F(k), we can
define the polarization operators γi(k) of the electromag-
netic field as follows
γi(k) := uik · F(k, 0), i = 1, 2, (41)
uik · nk = u1k · u2k = 0, |uik| = 1, (u1k × u2k) · nk > 0.
(42)
In order to avoid the technicalities of the continuum we
suppose to have a discrete wave-vector space (as if the
electromagnetic field were confined in a finite volume)
and moreover let us assume |fk(q)|2 to be a constant
function over a region Ωk which contains Nk modes,
i.e. |fk(q)|2 = 1Nk if q ∈ Ωk and |fk(q)|2 = 0 if
q 6∈ Ωk. Then, for a given state ρ of the field we de-
note by Mϕ,k (resp. Mψ,k) the mean number of type
ϕ (resp ψ) Fermionic excitations in the region Ωk. One
can then show that, for states such that Mξ,k/Nk ≤ ε
for all ξ = ϕ,ψ and k and for ε  1 we can safely as-
sume [γi(k), γj
†
(k′)]− = δi,jδk,k′ , i.e. the polarization
operators are Bosonic operators.
VIII. FUTURE PERSPECTIVES:
INTERACTING QCAS AND GRAVITY
In the previous sections we showed how the dynam-
ics of free relativistic quantum fields emerges from the
evolution of states of Fermionic QCAs, provided that
they satisfy the requirements of unitarity, linearity, ho-
mogeneity and isotropy. However, in order to recover
relativistic quantum field theory we need to find also
interacting evolutions, where Fermions and Bosons can
scatter, with Bosonic fields carrying the fundamental in-
teractions. For this purpose, one needs to overcome the
linearity assumption, allowing Fermionic excitations to
exchange momentum. There is a very good reason to
introduce a non-linear evolution, which is precisely due
to the discrete nature of the QCA evolution. Indeed,
while in a context where time is continuous it makes sense
to require that the canonical basis in the Hilbert space
representing a local system [40] changes continuously in
time, when the evolution occurs in discrete steps, as in
a QCA, there is no natural way to compare the local
reference system at subsequent times, and it is thus nec-
essary to allow for an uncontrollable misalignment of the
local reference frame. One can then introduce a com-
pletely local non-linear evolution at each step, following
the linear one, preserving homogeneity, isotropy and uni-
tarity. This misalignment provides a natural notion of
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a quantum gauge symmetry, with free evolution of the
gauge field dictated by the structure of the local uni-
tary QCA. In this way, one does not need to artificially
quantize the gauge fields, nor introduce the free Bosonic
Hamiltonian or Lagrangian. This generalization is ex-
pected to provide an effective description corresponding
to different fundamental interactions, possibly including
a fully quantum spontaneous symmetry breaking mech-
anism providing mass to the massless Fermions. In this
case, we would have a dynamical mechanism instead of
the construction that we showed in Sect. VI, which would
then be an effective representation. The study of this
mechanism along with its symmetries is also expected
to provide a reasonable attempt at the formulation of a
quantum theory of gravity, as it relates the symmetries
of the mechanism lying at the core of mass with the sym-
metries of the emergent space-time, suggesting a relation
between geometry and interactions of quantum fields.
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