A locally threshold testable language L is a language with the property that for some nonnegative integers k and l and for some word u from L, a word v belongs to L iff (1) the prefixes [suffixes] of length k − 1 of words u and v coincide, (2) the numbers of occurrences of every factor of length k in both words u and v are either the same or greater than l − 1. A deterministic finite automaton is called locally threshold testable if the automaton accepts a locally threshold testable language for some l and k.
Introduction
The locally threshold testable languages introduced by Beauquier and Pin [1] now have various applications [8] , [15] , [16] . In particular, stochastic locally threshold testable languages, also known as n − grams, are used in pattern recognition and in speech recognition, both in acoustic-phonetics decoding and in language modelling [15] . These languages generalize the concept of local testability [2] , [7] , which can be considered as a special case of local lthreshold testability for l = 1.
Necessary and sufficient conditions of local testability [5] form a basis of polynomial-time algorithms for the local testability problem [5] , [13] . The algorithms were implemented [3] , [4] , [13] . Necessary and sufficient conditions of local threshold testability for deterministic finite automata (DFA) found in [1] are based on a syntactic characterization of locally threshold testable languages [10] . A polynomial-time algorithm of order O(|Γ| 5 |Σ|) for the local threshold testability problem based on some other kind of necessary and sufficient conditions was described in [13] and implemented. We modify the last necessary and sufficient conditions and reduce in that way the order of the algorithm for local threshold testability to O(|Γ| 4 |Σ|). The algorithm was successfully implemented.
Notation and definitions
Let Σ + [Σ * ] denote the free semigroup [monoid] over an alphabet Σ. If w ∈ Σ + , let |w| denote the length of w. Let k be a positive integer. Let i k (w) [t k (w)] denote the prefix [suffix] of w of length k or w if |w| < k. Let F k,j (w) denote the set of factors of w of length k with at least j occurrences. A language L is called l-threshold k-testable if there is an alphabet Σ such that
An automaton is l-threshold k-testable if the automaton accepts a l-threshold k-testable language. A language L [an automaton] is locally threshold testable if it is l-threshold k-testable for some k and l. Let us now consider the transition graph of a DFA. The action of a word v ∈ Σ * on a state q is denoted by qv. Thus qv is the state reached by the unique path of label v starting at q. A state p is a cycle state if, for some e ∈ Σ + , pe = p. A maximal strongly connected component of a directed graph will be denoted for brevity by SCC . We shall write p q if q is reachable from p (that is, if pv = q for some word v ∈ Σ * ) and p ∼ q if p q & q p (that is, if p and q are in the same SCC). The number of vertices of a graph Γ is denoted by |Γ|. An oriented labelled graph is complete if any of its vertex has outgoing edge with any label from the alphabet of labels. A non-complete graph can be completed by adding a sink state and then adding lacking edges from corresponding vertices to the sink state. The direct product Γ k of k copies of a directed labelled graph Γ over an alphabet Σ consists of vertices (p 1 , ..., p k ) and edges (p 1 , ..., p k ) → (p 1 σ, ..., p k σ) labelled by σ. Here p i are vertices from Γ, σ ∈ Σ.
3 The necessary and sufficient conditions of local threshold testability
Let us formulate the result of Beauquier and Pin [1] in the following form:
A language L is locally threshold testable if and only if the syntactic semigroup S of L is aperiodic and for any two idempotents e, f and elements a, u, b of S, we have
Proof. One has (p, s)e = (p, s), (q, r)f = (q, r), (q,
, pa = r and ru = s for some elements a, u, b 1 , b 2 ∈ S. Let us consider the state t i f (i = 1, 2) where the idempotent f is right unit for (q, r). The states (q, t i ) and (q, t i f ) are cycle states, q t i , (q, t i ) (q, t i f ), whence by Lemma 3, t i f ∼ t i for any such f . So t 1 f ∼ t 1 and t 2 f ∼ t 2 . The equality of local threshold testability (1) implies
If p, q, s are states of Γ and there exists some state r such that (q, r) and (p, s) are cycle states of Γ 2 , p q, and p r s, then the non-empty set T = {t |(p, s) (q, t), q t and (q, t) is a cycle state} by the previous Lemma is a subset of some SCC from transition graph Γ of locally threshold testable automaton. This SCC will be denoted by SCC(p, q, s). In the case that r does not exist or T is empty, let SCC(p, q, s) be empty.
By Lemma 5, SCC(p, q, s) is well-defined for transition graphs of locally threshold testable automata.
Lemma 6 Let (p, r 1 ) and (p, r 2 ) be cycle states of the graph Γ 2 . Suppose that r 1 ∼ r 2 , q t i , p r r i (i = 1, 2) for some r such that (q, r) is a cycle state. Then t 1 ∼ t 2 and SCC(p, q, r 1 ) = SCC(p, q, r 2 ).
Proof. One has (p, r 1 )e 1 = (p, r 1 ), (p, r 2 )e 2 = (p, r 2 ), (q, r)f = (q, r) for some idempotents e 1 , e 2 , f ∈ S, p r and (p,
From (p, r 1 )e 2 = (p, r 1 e 2 ), by Lemma 3, it follows that r 1 ∼ r 1 e 2 . Notice that r 2 e 2 = r 2 ∼ r 1 , whence r 2 ∼ r 1 e 2 . Therefore, by Lemma 2, r 2 = r 1 e 2 . Furthermore, (p, r 1 )e 2 b 2 = (q, r 1 e 2 b 2 ) = (q, r 2 b 2 ) = (q, t 2 ). Thus (p, r 1 ) (q, t 2 ). Then (p, r 1 ) (q, t 1 ) in view of (p, r 1 )b 1 = (q, t 1 ). Now by Lemma 5, the states t 1 , t 2 belong to SCC(p, q, r 1 ) and t 1 ∼ t 2 . Let us notice that the state t 2 belongs to SCC(p, q, r 2 ) too. Hence by Lemma 5, SCC(p, q, r 1 ) = SCC(p, q, r 2 ).
Lemma 7
If p q, p r and pe = p for an idempotent e ∈ S, the state (q, r) is a cycle state of the graph Γ 2 , there exists a state r 1 such that (p, r 1 ) is a cycle state and r r 1 , then SCC(p, q, r 1 e) = SCC(p, q, r 1 ).
Proof. One has p r r 1 . Then (p, r 1 ) (p, r 1 )e = (p, r 1 e) and both these states are cycle states. Therefore, by Lemma 3, r 1 e ∼ r 1 . Lemma 6 for r 2 = r 1 e implies now SCC(p, q, r 1 e) = SCC(p, q, r 1 ).
Theorem 8 DF A A with state transition complete graph Γ (or completed by a sink state) is locally threshold testable iff
• 2) for every states p, q, t, s of Γ such that · (p, s) is a cycle state, · (p, s) (q, t), · p r s and (r, t) is a cycle state for some r, it holds q t. (see figure to Lemma 4)
• 3) for every states p, q, r, SCC(p, q, r) is well defined,
• 4) for every four states p, q, r, q 1 such that · (p, q 1 ) and (q, r) are cycle states of the graph Γ 2 , · p q and p r, · for some state r 1 such that (p, r 1 ) is a cycle state and (q, r) (q 1 , r 1 ), it holds SCC(p, q, r 1 ) = SCC(p, r, q 1 ).
Proof. Let A be a locally threshold testable DFA. Condition 1 follows in this case from Lemma 2. Condition 2 follows from Lemma 4. Condition 3 follows from Lemma 5. Let us check the last condition. For some idempotent e, it holds (p, q 1 )e = (p, q 1 ). By Lemma 7, SCC(p, q, r 1 e) = SCC(p, q, r 1 ). Therefore let us compare SCC(p, q, r 1 e) and SCC(p, r, q 1 ).
One has t 1 f = r 1 ebf = peaf uebf . Then by (1) peaf uebf = pebf ueaf = queaf = q 1 af = t. So t 1 t. Analogously, t t 1 . Therefore t 1 ∼ t, whence SCC(p, r, q 1 ) = SCC(p, q, r 1 e). Consequently, SCC(p, q, r 1 ) = SCC(p, r, q 1 ).
Conversely, suppose that all four conditions of the theorem hold. Our aim is to prove the local threshold testability of DFA. For this aim, let us consider an arbitrary state v, arbitrary elements a, u, b and idempotents e, f from the syntactic semigroup S of the automaton. We must to prove that veaf uebf = vebf ueaf (Theorem 1). Let us denote p = ve, q = vebf , q 1 = vebf ue, t = vebf ueaf , r = veaf , r 1 = veaf ue, t 1 = veaf uebf . We have (p, r 1 ) (q, t 1 ), the states (p, r 1 ), (q, t 1 ) and (r, t 1 ) are cycle states, p r r 1 . Therefore by condition 2, for r 1 = s, q t 1 . Now t 1 ∈ SCC(p, q, r 1 ). Analogously t ∈ SCC(p, r, q 1 ). The state (p, q 1 ) is a cycle state and (q, r)ue = (q 1 , r 1 ). Hence condition 4 implies SCC(p, q, r 1 ) = SCC(p, r, q 1 ). These sets are well-defined, whence by condition 3, t 1 ∼ t. Both these states have common right unit f . Consequently, (t, t 1 ) is a cycle state. Now by condition 1, t 1 = t. Thus veaf uebf = vebf ueaf is true for an arbitrary state v and the identity eaf uebf = ebf ueaf of local threshold testability holds. It remains now to prove the aperiodicity of S. Let p be an arbitrary state and let s be an arbitrary element of S. The semigroup S is finite, whence for some integers k and m, it holds s k = s k+m . Let us consider the states ps k and ps k+1 . We have ps k ps k+1 and, in view s k = s k+m = s k+1 s m−1 , it holds ps k+1 ps k . Thus ps k+1 ∼ ps k . Some power of s is an idempotent and a right unit for both these states. Then by condition 1, ps k = ps k+1 . Therefore S is aperiodic, and thus the automaton is locally threshold testable.
Lemma 9 Let P (q, r) be a non-empty set of cycle states of a locally threshold testable DF A such that p q and p r for a cycle state (q, r). By r 2 ρ r r 1 we denote the case that for a pair of cycle states (p, r 1 ) and (p, r 2 ), it holds (q, r) (q 1 , r 1 ) and (q, r) (q 1 , r 2 ). Then r 1 ρ r r 2 implies SCC(p, q, r 1 ) = SCC(p, q, r 2 ) for any p ∈ P (q, r).
Proof. One has (q, r)f = (q, r), (q, r)u 1 = (q 1 , r 1 ), (q, r)u 2 = (q 1 , r 2 ), pa = q, pb = r, pe = p for some idempotents e, f and elements u i , a, b from S. So q 1 = peaf u 2 = peaf u 1 , pebf u 1 = r 1 , pebf u 2 = r 2 . For the state r 1 eaf from SCC(p, q, r 1 e), it holds r 1 eaf = pebf u 1 eaf = peaf u 1 ebf = peaf u 2 ebf = pebf u 2 eaf = r 2 eaf ∈ SCC(p, q, r 2 e). So SCC(p, q, r 1 e) = SCC(p, q, r 2 e). Thus r 2 ρ r r 1 implies SCC(p, q, r 1 e) = SCC(p, q, r 2 e). By Lemma 7, SCC(p, q, r i e) = SCC(p, q, r i ), whence SCC(p, q, r 1 ) = SCC(p, q, r 2 ).
Corollary 10 Let P (q, r) be a non-empty set of cycle states p of a locally threshold testable DF A such that p q and p r for cycle state (q, r). Then non-empty SCC(p, q, r 1 ) does not depend on r 1 for any p ∈ P (q, r).
An algorithm for local threshold testability
A linear depth-first search algorithm which finds all SCC (see [9] ) will be used. The algorithm is based on Theorem 8 for a complete transition graph Γ (or Γ which is completed by sink state). The measures of complexity of the transition graph Γ are here |Γ| (state complexity), the sum of the numbers of the states and the transitions k and the size of the alphabet g of the labels. Let us notice that |Γ|(g + 1) ≥ k. Let us find all SCC of the graphs Γ and Γ 2 and all their cycle states. Furthermore we recognize the reachability on the graph Γ and form the table of reachability for all pairs of states. The step uses O(|Γ| 2 g) time and space. The first condition of Theorem 8. For every cycle state (p, q) (p = q) from Γ 2 , let us check the condition p ∼ q. A negative answer for any considered cycle state (p, q) implies the validity of the condition. In the opposite case, the automaton is not locally threshold testable. The time of the step is O(|Γ| 2 ). The second condition of Theorem 8. For every cycle state (p, s), we form the set T of states t ∈ Γ such that s t and for some state r holds: (r, t) is a cycle state and p r s. If there exists a state q such that (p, s) (q, t) for t ∈ T and q t, then the automaton is not threshold locally testable. It is a step of worst case asymptotic cost O(|Γ| 4 g) with space complexity O(|Γ| 3 ). The condition 3 of Theorem 8. For every three states p, q, s of the automaton such that (p, s) is a cycle state, p s and p q, let us find a state r such that p r s and then let us find SCC(p, q, s). In the case that this set is not well-defined (for t 1 , t 2 from SCC(p, q, s) t 1 ∼ t 2 ), the automaton is not threshold locally testable (Lemma 5). The time required for this step in the worst case is O(|Γ| 4 g). The space complexity is O(|Γ| 3 ). Before checking condition 4, let us check the assertion of Lemma 9. For every cycle state (q, r) of the graph Γ 2 , let us form the set P (q, r) of cycle states p such that p q and p r. We continue for non-empty set P (q, r). For every state q 1 , let us form the set R(q 1
We continue for non-empty set P (q, r). By Corollary 10, SCC(p, q, r 1 ) for given r depends only on the states p, q, and SCC(p, r, q 1 ) for given q depends only on p, r. If SCC(p, q, r 1 ) and SCC(p, r, q 1 ) exist and are not equal, then the automaton is not locally threshold testable according to condition 4. The time required for these last two steps in the worst case is O(|Γ| 4 g) with O(|Γ| 3 ) space. A positive answer for all the cases implies the local threshold testability of the automaton. The time complexity of the algorithm is no more than O(|Γ| 4 g). The space complexity is max(O(|Γ| 2 g), O(|Γ| 3 )). In more conventional formulation, we have O(k 4 ) time and O(k 3 ) space.
Conclusion. The package TESTAS
The considered algorithm is now implemented as a part of the C/C ++ package TESTAS replacing the old version of the algorithm and reducing the time of execution. The program worked essentially faster in many cases we have studied because of the structure of the algorithm. A part of branches of the algorithm have only O(|Γ| 2 g) or O(|Γ| 3 g) time and space complexity. The maximal size of the considered graphs on an ordinary PC was about several hundreds states with an alphabet of several dozen letters. The program in such case used memory on hard disc and works slower. The package realizes, besides the considered algorithm for local threshold testability, a set of algorithms for checking local testability, left local testability, right local testability, piecewise testability and some other programs.
The package checks also the synchronizeability of the automaton and finds synchronizing words. The programs of the package TESTAS analyze: 1) an automaton of the language presented by oriented labelled graph. The automaton is given by the matrix:
states X labels The non-empty (i,j) cell contains the state from the end of the transition with label from the j-th column and beginning in the i-th state.
2) An automaton of the language presented by its syntactic semigroup. The semigroup is presented by the matrix (Cayley graph) elements X generators where the i-th row of the matrix is a list of products of the i-th element on all generators. The set of generators is not necessarily minimal, therefore the multiplication table of the semigroup (Cayley table) is acceptable, too. Some auxiliary programs of the package find direct products of the objects and build the syntactic semigroup of the automaton on the base of the transition graph. The space complexity of the algorithms which consider the transition graph of an automaton is not less than |Γ|g because of the structure of the input. The graph programs use usually a ) space is used for finding the bounds on the order of local testability for a given transition graph of the automaton [12] . An algorithm of worst case O(|Γ| 3 g) time complexity and of O(|Γ| 2 g) space complexity checked the 2-testability [12] . The 1-testability is verified using an algorithm [6] of order O(|Γ|g 2 ). For checking the n-testability [12] , we use an algorithm of worst case asymptotic cost O(|Γ| 3 g n−1 ) of time complexity with O(|Γ| 2 g) space. The time complexity of the last algorithm grows with n and in this way we obtain a non-polynomial algorithm for finding the order of local testability. However, n ≤ log g M where M is the maximal size of the integer in the computer memory. The time complexity of the algorithm to verify piecewise testability of DFA is O(|Γ| 2 g). The space complexity of the algorithm is O(k) [13] . The algorithms for right and left local testability for the transition graph are essentially distinct, moreover, the time complexity of the algorithms differs. The graph algorithm for the left local testability problem needs in the worst case O(|Γ| 3 g) time and O(|Γ| 3 g) space and the algorithm for the right local testability problem for transition graph of the deterministic finite automaton needs O(|Γ| 2 g) time and space [14] . The main measure of complexity for semigroup S is the size of the semigroup |S|. We use also the number of generators (size of alphabet) g and the number of idempotents i . Algorithms of the package dealing with the transition semigroup of an automaton use the multiplication table of the semigroup of O(|S| 2 ) space. Other arrays used by the package present subsemigroups or subsets of the transition semigroup. So we usually have O(|S| 2 ) space complexity. We implement in the package TESTAS a polynomial-time algorithms of O(|S| 2 ) time complexity for the local testability problem and for finding the order of local testability for a given semigroup [11] . The time complexity of the semigroup algorithm for both left and right local testability is O(|S|i) [14] . The time complexity of the semigroup algorithm for local threshold testability is O(|S| 3 ). Piecewise testability is verified in O(|S| 2 ) time [13] .
