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Zusammenfassung
Der dynamische Zustandsindex (DSI) identifiziert Gebiete in der Atmospha¨re, die
von einem stationa¨ren, adiabtischen und reibungsfreien Grundzustand abweichen.
Im ersten Teil dieser Arbeit wird das Versta¨ndnis des Bernoulli-Theorems mit Hil-
fe des theoretisches Konzeptes des DSI vertieft. Dieses Konzept beruht auf der
Nambu-Felddarstellung des atmospha¨rischen Grundgleichungssystems, die die Er-
haltungsgro¨ßen als konstituierende Gro¨ßen in den Vordergrund stellt. Ein großer
Vorteil hierbei ist, dass sich aus ihr die stationa¨re Lo¨sung des Grundgleichungssys-
tems analytisch gewinnen la¨sst. So kann erstmals ein Zusammenhang zwischen den
stationa¨ren Lo¨sungen des Grundgleichungssystems und dem Bernoulli-Theorem
hergestellt werden. Hierbei wird eine Hierarchie der verschiedenen Formen des
Bernoulli-Theorems auf Basis der zugrundeliegenden thermo- und wirbeldyna-
mischen Freiheitsgrade aufgestellt. Es wird eine ausgezeichnete Erhaltungsgro¨ße
entwickelt, mit deren Hilfe eine stationa¨re Wind- und Temperaturdarstellung fu¨r
ein kompressibles, wirbelbehaftetes und baroklines Fluid abgeleitet werden kann.
Hierbei wird deutlich, dass diese beiden Darstellungen eine geschlossene Form des
Bernoulli-Theorems als weitere Verallgemeinerung charakterisieren. In dieser Ar-
beit werden die diagnostischen Eigenschaften der stationa¨ren Temperaturdarstel-
lung erstmals untersucht und mit dem DSI verglichen. Im zweiten Teil wird gezeigt,
dass sich die auf einer dekadischen Zeitskala ablaufenden Mechanismen zwischen
der Nordatlantischen Oszillation (NAO) und der Atlantischen Multidekadischen
Variabilita¨t (AMV) auch durch den DSI u¨ber Mittel- und Nordeuropa darstel-
len lassen. Es stellt sich heraus, dass die Prozesse zwischen AMV, NAO und DSI
zeitlich um etwa 15 Jahre verschoben sind, wobei die Variablita¨t der Tropopau-
senho¨he als ausgezeichneter Diagnosefaktor identifiziert wird. Im dritten Teil wird
das Vorhersagepotential des DSI im, fu¨r die dekadische Klimavorhersage verwende-
ten, Erdsystemmodell MPI-ESM-LR untersucht. Es la¨sst sich feststellen, dass die
zugrundeliegende ra¨umliche Auflo¨sung algebraisch mit dem Betrag des DSI und so-
mit mit den aufgelo¨sten nicht-balancierten Prozessen zusammenha¨ngt. Ferner wird
festgestellt, dass das MPI-ESM-LR, gegenu¨ber den ERA-Interim Reanalysedaten,
zu viel Niederschlag simuliert, welcher keine Verbindung mit den auslo¨senden und
nicht-balancierten Prozessen aufweist. Daru¨berhinaus wird das Vorhersagepoten-
tial des DSI durch eine statistische Bias-Korrektur signifikant verbessert.

Abstract
The Dynamic State Index (DSI) identifies areas where the atmosphere deviates
from its steady, adiabatic and inviscid basic state. In the first part of this thesis,
the understanding of the Energy-Vorticity theory as theoretical concept of the DSI
is deepened. This concept is based on the representation of atmospheric dynamical
equations of motion in Nambu-form, which features the conserved quantities as
constitutive factors. A great advantage of the Nambu field representation is the
possibility to analytically derive the steady solution of the atmospheric primitive
equations. Thus, a link between the steady solution of the primitive equations
and Bernoulli’s Theorem can be found for the first time. Moreover, a hierarchy
of the different forms of Bernoulli’s Theorem will be developed, based on the
degrees of freedom of the underlying thermo and vortex dynamics. In this context, a
constitutive conserved quantity will be presented, which could be used to determine
a steady velocity and temperature solution for a compressible, baroclinic fluid with
vorticies. Here, it becomes clear that these steady solutions are characterizing
a novel closed generalization of Bernoulli’s Theorem. Moreover, the diagnostic
attributes of the steady temperature solution will be analyzed and compared with
the DSI for the first time. The second part of this thesis shows that the decadal
mechanisms between North-Atlantic Oscillation (NAO) and Atlantic Multidecadal
Variability (AMV) also have an impact on the DSI over north and middle Europe.
Here, the processes between NAO, AMV and DSI are lagged by 15 years, where
the variability of the tropospheric height is identified as a major influencing factor.
The third part of this thesis analyzes the potential DSI predictability of the earth
system model MPI-ESM-LR, which is used for decadal climate predictions. It turns
out, that the spatial model resolution is algebraic related to the DSI magnitude
and thus to the resolved non-balanced processes. Moreover, it turns out, that MPI-
ESM-LR simulates too much precipitation w.r.t. ERA-Interim, which could not
be related to triggering non-balanced processes. Here, a statistical bias correction
significantly improves the prediction skill of the DSI.
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1. Einleitung und Motivation
Die Atmospha¨re wird maßgeblich durch ein Zusammenspiel von Thermo- und Hy-
drodynamik gepra¨gt und im ho¨chsten Maße durch nichtlineare Prozesse beein-
flusst. Dies macht das System Atmospha¨re zu einem der komplexesten physika-
lischen Systeme u¨berhaupt. In der klassischen Meteorologie wird dieses System
durch das meteorologische Grundgleichungssystem, bestehend aus Impulsbilanz-
und Massenerhaltung sowie ersten Hauptsatz der Thermodynamik, beschrieben.
Fu¨r ein besseres Versta¨ndnis der atmospha¨rischen Dynamik, ist es sinnvoll das
hydro-thermodynamische System in einen Grundzustand und einer Abweichung
davon aufzuteilen. Neben der Mo¨glichkeit den Grundzustand durch den Mittel-
wert darzustellen, kann der Grundzustand auch durch eine bestimmte Lo¨sung des
Gleichungssystems ausgedru¨ckt werden. Der Vorteil bei der zweiten Variante ist,
dass der Grundzustand als Lo¨sung des Gleichungssystems im Prinzip beobachtet
werden kann und keine Vermischung von nicht-linearen Prozessen stattfindet. Der
Nachteil ist, dass der Grundzustand nicht eindeutig bestimmt ist und festgelegt
werden muss.
Ein zentrales Element dieser Arbeit ist das theoretische Konzept des, von Ne´vir
(2004) entwickelten, dynamische Zustandsindex (DSI). Dieses Konzept beruht auf
einer stationa¨ren, adiabatischen, reibungsfreien und trockenen Lo¨sung des Grund-
gleichungssystems als Grundzustand. Dieser Grundzustand kann als eine Verall-
gemeinerung des geostrophischen Zustandes gesehen werden und ist eine nicht-
lineare Lo¨sung der meteorologischen Grundgleichungen, wobei die Abweichungen
von diesem Zustand durch den DSI beschrieben werden. Diesbezu¨glich zeigten
praktische Anwendungen fru¨herer Studien, dass der DSI, aufgrund seiner Eigen-
schaft nicht-balancierte Prozesse zu visualisieren, im engen Zusammenhang zu Nie-
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derschlagsprozessen, Zyklonen beziehungsweise Stu¨rmen steht (Weber und Ne´vir,
2007; Claußnitzer et al., 2008b; Claußnitzer und Ne´vir, 2009).
Das theoretische Konzept des DSI beruht auf der, von Ne´vir (1998) eingefu¨hrten,
Nambu-Felddarstellung des meteorologischen Grundgleichungssystems in der Eu-
ler’schen, kompressiblen Form. Die Besonderheit hierbei ist, dass die Dynamik
nicht mehr nur u¨ber die Energie, sondern auch in gleichberechtigter Weise durch
weitere Erhaltungsgro¨ßen, den sogenannten Casimir-Funktionalen, beschrie-
ben wird. In der kompressiblen, Euler’schen Form der Hydrodynamik geho¨ren die
Masse, die Entropie sowie die Ertel’sche potentielle Enstrophie zu den Casimir-
Funktionalen. Diese Casimir-Funktionale schra¨nken als Zwangsbedingung die Be-
wegung im Zustandsraum ein und charakterisieren verschiedene Niveaus der Kom-
plexita¨t des hydrodynamischen Systems im Sinne der enthaltenen thermo- und
wirbeldynamischen Freiheitsgrade. Ein großer Vorteil der Nambu-Felddarstellung
ist, dass sich aus ihr die stationa¨re Lo¨sung des Grundgleichungssystems analytisch
gewinnen la¨sst. Ausgangspunkt fu¨r die stationa¨re Lo¨sung ist die, innerhalb eines so-
genannten Energie-Casimir-Funktionals, u¨ber global konstante Lagrange’sche Pa-
rameter, stattfindende, Kopplung zwischen Energie und Casimir-Funktional. Fu¨r
ein inkompressibles System ohne wirbel- und thermodynamischen Freiheitsgrad
besteht die Lo¨sung aus der Bernoulli-Gleichung, die die Grundlage fu¨r das klas-
sische Bernoulli-Theorem bildet. Dementsprechend ergeben sich fu¨r Systeme mit
zusa¨tzlichen Freiheitsgraden komplexere stationa¨re Lo¨sungen, die aber alle, wie das
klassische Bernoulli-Theorem, eine individuelle Erhaltung der Bernoulli-Funktion
beinhalten.
Ein Ziel dieser Arbeit besteht darin, erstmals die stationa¨re Lo¨sung des Grund-
gleichungssystems theoretisch einzuordnen und einen konkreten Zusammenhang
zum Bernoulli-Theorem herzustellen. Ferner soll eine konkrete Form des allge-
meinen Casimir-Funktionals gefunden werden, welches aufgrund seiner Form die
stationa¨ren Lo¨sungen der u¨brigen Casimir-Funktionale Enstrophie, Entropie und
Masse entha¨lt. Diesbezu¨glich soll in dieser Arbeit gezeigt werden, dass es sich bei
der stationa¨ren Lo¨sung, die mit Hilfe eines solchen Energie-Casimir-Funktionals
abgeleitet wird, um eine geschlossene Verallgemeinerung des Bernoulli-Theorems
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handelt. Die stationa¨re Lo¨sung eines solchen Systems besteht aus einer konkreten
Darstellungen des stationa¨ren Windfeldes. Neben dem stationa¨ren Windfeld la¨sst
sich so auch eine stationa¨re Darstellung des Temperaturfeldes ableiten. Hierbei
wird erstmals das prognostische Potential der stationa¨ren Temperaturdarstellung
untersucht.
Die soeben genannten Ziele dienen zur Erweiterung des allgemeinen, physikalischen
Grundversta¨ndnisses der Atmospha¨re aus einer theoretischen Sichtweise. Parallel
dazu wurden in den letzten Jahrzehnten immer komplexere Modelle der Hydro-
und Thermodynamik entwickelt, um immer genauere und umfangreichere Wet-
tervorhersagen und Klimasimulationen zu ermo¨glichen. Hierbei spielen mo¨glichst
umfassende Parametrisierungen sowie realistische Anfangs- und Endbedingungen,
begleitet von immer leistungsfa¨higeren Rechnern ein entscheidende Rolle. Auf der
Ebene der Klimasimulationen wird diese Entwicklung durch einen immer gro¨ßeren
Bedarf an verla¨sslichen Aussagen zu Klimaentwicklungen im Bereich von Jahren
bis hin zu Dekaden angetrieben, da Planungshorizonte vor allem in der Wirtschaft,
aber auch in Politik und Gesellschaft, generell in diesem Zeitraum angesiedelt
sind.
Eine erste Anwendung des DSI fu¨r gro¨ßere Zeitskalen wurde von Selz (2010) vor-
gestellt, wobei der Fokus auf der tropischen Pazifikregion lag. Es wurde von Selz
(2010) ein neuer ENSO-Index auf Basis des DSI entwickelt, der ein prognostisches
Potential im Bereich von ein bis drei Jahren vor einem El Nin˜o Ereignis zeigte.
Im Rahmen dieser Arbeit soll erstmals untersucht werden, inwieweit der DSI ein
dekadisches bis multidekadisches Vorhersagepotential fu¨r Europa und den Nordat-
lantik aufweist. Hierzu sollen zwei Methoden in dieser Arbeit angewendet werden.
Die erste Methode befasst sich mit einer prozessorientierten Untersuchung anhand
von Beobachtungs- beziehungsweise Reanalysedaten. Die Basis fu¨r die Untersu-
chung ist, dass sich die Ra¨nder der Tropospha¨re, also konkret der Ozean und die
Tropopause, zeitlich viel tra¨ger verhalten, als die Tropospha¨re selbst. Dennoch
beeinflussen A¨nderungen der Meeresoberfla¨chentemperatur (SST) und der Tropo-
pausenho¨he maßgeblich die dynamischen Prozesse in der Tropospha¨re sowie auch
die nordatlantische Oszillation (NAO). Hierbei wird die Variabilita¨t der nordatlan-
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tischen SSTs durch die Atlantische Multidekadische Variabilita¨t (AMV) quantifi-
ziert. Jene prozessorientierte Herangehensweise beno¨tigt allerdings ein Versta¨ndnis
u¨ber die physikalischen Wechselwirkungen zwischen den SSTs, der Tropopau-
senho¨he und dem DSI und auf welchen Zeitskalen diese stattfinden. Dies wird
im Rahmen dieser Arbeit allein anhand von Beobachtungs- beziehungsweise Re-
analysedaten untersucht werden.
Die zweite Methode basiert auf dem, im Rahmen der Fo¨rdermaßnahme ”Mittel-
fristige Klimaprognosen”(MiKlip), geschaffenen Modellsystem zur Vorhersage der
Klimaa¨nderungen auf der dekadischen Zeitskala. Die Grundlage hierfu¨r ist das
Erdsystemmodell des MPI Hamburg (MPI-ESM-LR). Diesbezu¨glich besteht die
große Herausforderung in der Bestimmung des Anfangszustandes. Hierzu werden
im Rahmen dieser Arbeit drei Experimente mit unterschiedlichen Initialisierungs-
methoden analysiert. Es soll hierbei das dekadische Vorhersagepotential des DSI
im Rahmen des MiKlip-Modellsystems untersucht werden und mit dem des Nie-
derschlags verglichen werden. Als Referenz dienten hierbei die Reanalysedaten des
Europa¨ischen Zentrums fu¨r Mittelfristige Wettervorhersage (ECMWF), wobei die-
se auf einem wesentlich ho¨her aufgelo¨sten Modellgitter zur Verfu¨gung stehen. Da-
durch, dass der DSI nicht-balancierte Prozesse parametrisiert, ist dieser abha¨ngig
von der zugrunde liegenden Modellauflo¨sung. Aus diesem Grund wird im Rahmen
dieser Arbeit analysiert werden, welchen Einfluss die Auflo¨sung des zugrunde lie-
genden Modellgitters auf den Betrag des DSI hat und inwiefern sich dadurch der
Zusammenhang zum Niederschlag a¨ndert.
Letztlich ko¨nnen die Hauptziele dieser dreiteiligen Arbeit wie folgt zusammenge-
fasst werden:
• Vertiefung des theoretischen Konzeptes des DSI und eine Darstellung des
Zusammenhangs zum Bernoulli-Theorem. Hierbei soll erstmals eine geschlos-
sene Form als weitere Verallgemeinerung des Bernoulli-Theorems aufgestellt
und die daraus resultierende stationa¨re Temperaturdarstellung erstmals ana-
lysiert werden.
• Analyse von Telekonnektionen zwischen NAO, AMV und DSI auf der de-
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kadischen bis multidekadischen Zeitskala auf Basis von Beaobachtungs- und
Reanalysedaten.
• Evaluierung des dekadischen Vorhersagepotentials des DSI im Rahmen des
MiKlip-Modellsystems.
Die hier vorliegende Arbeit ist dabei wie folgt in drei Teile gegliedert. Im ersten
Teil dieser Arbeit wird das theoretische Konzept, das dem DSI zu Grunde liegt,
vertieft. Hierzu wird nach einer kurzen Vorbemerkung (Kapitel 2) in Kapitel 3
die Nambu-Felddarstellung und der entsprechende konzeptionelle Zusammenhang
zum DSI erla¨utert. Die stationa¨ren Gleichgewichte, welche sich aus dieser Darstel-
lung ergeben, werden in Kapitel 4 in Beziehung zum Bernoulli-Theorem gesetzt.
Die diagnostische Eigenschaften des stationa¨ren Temperaturfeldes werden mit den
Eigenschaften des DSI in Kapitel 5 verglichen. Basierend auf den Ergebnissen der
vorherigen Kapitel werden in Kapitel 6, die fu¨r die stationa¨re Lo¨sung relevanten,
Lagrange’schen Parameter quantifiziert.
Im zweiten Teil dieser Arbeit wird die prozessorientierte Analyse von Telekonnek-
tionen zwischen NAO, AMV und DSI auf der dekadischen bis multidekadischen
Zeitskala, basierend Beaobachtungs- und Reanalysedaten, behandelt. Nach einer
Vorbemerkung hierzu (Kapitel 7) werden diesbezu¨glich in Kapitel 8 zuna¨chst die
Mechanismen der AMV-NAO-Kopplung anhand von Beobachtungsdaten erla¨utert
und in Kapitel 9 auf Reanalysedaten u¨bertragen. Ferner wird in Kapitel 9 unter-
sucht, ob sich die Wechselwirkungen zwischen AMV und NAO auch durch den DSI
u¨ber Europa darstellen lassen.
Der dritte Teil dieser Arbeit konzentriert sich auf die Evaluierung des dekadischen
Vorhersagepotentials des DSI im Rahmen des MiKlip-Modellsystems. Hierbei wird
in Kapitel 10 das in MiKlip verwendete Erdsystemmodell des MPI Hamburg (MPI-
ESM-LR) vorgestellt. Anschließend wird auf die Verifikations-Problematik einge-
gangen, die sich bei unterschiedlicher Auflo¨sung von Vorhersagemodell und Reana-
lysedaten ergibt und das DSI-Vorhersagepotential des MPI-ESM-LR analysiert.
Die Ergebnisse der drei oben genannten Themenschwerpunkte werden abschlie-




Das theoretische Konzept des





In den letzten 70 Jahren wurde die Entwicklung von immer realistischeren und
komplexeren Modellen fu¨r die Wetter- und Klimavorhersage vorangetrieben. Diese
komplexen hydro-thermodynamischen Modelle werden mit mo¨glichst realistischen
Anfangs- und Randbedingungen sowie diversen Parametrisierungsverfahren auf
leistungsfa¨higen Rechnern numerisch gelo¨st.
Daru¨ber hinaus hat es immer wieder richtungsweisende Arbeiten gegeben, die mit
konzeptionellen Methoden einen bedeutenden Beitrag zum tieferen Versta¨ndnis
der atmospha¨rischen Dynamik leisteten. Den Anfang machten die Arbeiten von
Bjerknes (1904) und Exner (1908), welche die bereits seit dem 18 Jh. bekannten
Bewegungsgesetze fu¨r Fluide auf konkrete atmospha¨rische Probleme anwendeten.
Einen weiteren bedeutenden Beitrag leistete die Arbeit von Ertel (1942) u¨ber die
atmospha¨rische Wirbeldynamik, wobei das in diesem Rahmen entdeckte Theorem
der potentiellen Vorticity zum tieferen Versta¨ndnis der wirbelbehafteten Prozes-
se in der Atmospha¨re beigetragen hat. Das Theorem verbindet die Impulsbilanz,
die Massenerhaltung und den ersten Hauptsatz der Thermodynamik fu¨r adiaba-
tische Prozesse zu einer einzigen individuellen Erhaltungsgro¨ße. Mit Hilfe dieser
Gro¨ße entwickelte Hoskins et al. (1985) eine neue Denkweise (IPV-Denken), mit
der die Entstehung und Intensivierung von Zyklonen (Zyklogenese) u¨ber Wechsel-
wirkungen von PV-Anomalien auf isentropen Fla¨chen in der oberen und unteren
Tropospha¨re erkla¨rt werden ko¨nnen. Die von Hoskins et al. (1985) entwickelte
Denkweise baut auf den wichtigen Arbeiten von Charney (1947) und Eady (1949)
auf, die die Zyklogenese erstmals in Verbindung mit großen meridionalen Tempe-
raturgradienten (Baroklinita¨t), geringer statischer Stabilita¨t sowie einer Phasen-
verschiebung zwischen dem Geopotential- und Temperaturfeld brachten.
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2. Vorbemerkung
Eine wichtige Entwicklung, die die theoretische Meteorologie in der ju¨ngeren Ver-
gangenheit gemacht hat, war die Anwendung der Hamilton’schen Mechanik auf die
Hydro- und Thermodynamik. Diese stellt in ihrer kanonischen Form eine funda-
mentale Bereicherung fu¨r das Versta¨ndnis verschiedenster physikalischer Systeme
dar. Allerdings konnte das hydro-thermodynamische Grundgleichungssystem erst
durch eine erweiterte, nicht-kanonische Form der Hamilton Mechanik beschrieben
werden, wobei die Arbeit von Morrison und Greene (1980) dafu¨r den Grundstein
legte. Diese Form der Hamilton Mechanik zeichnet sich dadurch aus, dass sie das
physikalische System sowohl durch eine skalare Hamilton-Funktion als auch durch
einen antisymmetrischen Poisson-Tensor beschreibt. Wenn der Poisson-Tensor nun
singula¨r ist, gibt es neben der Energie, die u¨ber die Hamilton-Funktion ausgeru¨ckt
wird, weitere Erhaltungsgro¨ßen, die sogenannten Casimir-Funktionen, welche als
Zwangsbedingungen die Bewegung im Phasenraum einschra¨nken. Fu¨r konkrete me-
teorologische Anwendungen wurde die nicht-kanonische Hamilton Mechanik dann
von Ne´vir (1993) diskutiert, wobei neben der Masse und der Entropie vor allem
die verschiedenen Wirbelerhaltungsgro¨ßen als Casimir-Funktionen gefunden wur-
den.
Eine weitreichende Erweiterung der Hamilton Mechanik fand unabha¨ngig von der
Hydrodynamik durch Nambu (1973) statt, wobei der Autor anhand der Kreiselglei-
chungen zeigen konnte, dass der Drehimpuls gleichberechtigt neben der Energie als
Erhaltungsgro¨ße in das System eingeht. Diesbezu¨glich wurden die urspru¨nglichen
Ideen der diskreten Nambu-Mechanik von Ne´vir und Blender (1993) auf kontinu-
ierliche Systeme der inkompressible Hydro-Thermodynamik u¨bertragen. Es konn-
te dabei gezeigt werden, dass die Enstrophie und die Helizita¨t fu¨r inkompressi-
ble Flu¨ssigkeiten im zwei- beziehungsweise dreidimensionalen Fall die Dynamik
auf der gleichen hierarchischen Ebene beschreiben wie die Energie. Diesbezu¨glich
konnte die Helmholtz’sche Wirbelgleichung, ausgehend von der Rotation der Bewe-
gungsgleichung, eines dreidimensionalen nicht-divergenten barotropen Fluids u¨ber
eine trilineare Nambu-Klammer mit den Erhaltungsgro¨ßen kinetische Energie und
Helizita¨t ausgedru¨ckt werden. In einem weiteren Schritt verallgemeinerte Ne´vir
(1998) mit Hilfe seiner Energie-Wirbel-Theorie den Ansatz von Nambu auch auf
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kompressible Fluide mit einem thermodynamischen Freiheitsgrad. Fu¨r jenes Sys-
tem sind die namensgebenden, konstituierenden Erhaltungsgro¨ßen die Energie,
die Masse, die Entropie sowie die Helizita¨t, wobei letztere nur fu¨r barotrope Sys-
teme erhalten ist. Die Casimir-Funktion ist hierbei die Ertel’sche potentiellen En-
strophie. Analog zum Hamilton Prinzip der kleinsten Wirkung wurde von Ne´vir
(1998) durch eine stationa¨re Lo¨sung des meteorologischen Grundgleichungssys-
tem aus den Erhaltungsgro¨ßen ein Energie-Wirbel-Gleichgewicht abgeleitet. Dieses
Energie-Wirbel-Gleichgewicht ist die Grundlage fu¨r den von Ne´vir (2004) entwi-
ckelten dynamischen Zustandsindex, der sich dadurch auszeichnet, dass er Ab-
weichungen von diesem Zustand, also das Ungleichgewicht zwischen Energie und
Wirbeln, beschreibt.
Neben der oben genannten Enstrophie sind die Masse und die Entropie ebenfalls
Casimir-Funktionale innerhalb der Hydrodynamik, welche als Zwangsbedingung
die Bewegung im Zustandsraum einschra¨nken. Somit ist ein Ziel dieses Teils der
Arbeit, jene Casimir-Funktionale und die daraus resultierenden thermodynami-
schen Modelle bezu¨glich ihrer fluiddynamischen Komplexita¨t hierarchisch einzu-
ordnen. Weiterhin wird der hydro-thermodynamischen Grundzustand, welcher sich
durch Adiabasie, Reibungsfreiheit sowie Stationarita¨t auszeichnet, na¨her charakte-
risiert, indem ein Zusammenhang zwischen den stationa¨ren Lo¨sungen des Grund-
gleichungssystems und dem Bernoulli-Theorem hergestellt wird. Hierbei wird eine
Hierarchie der verschiedenen Formen des Bernoulli-Theorems auf Basis der zugrun-
deliegenden thermo- und wirbeldynamischen Freiheitsgrade aufgestellt. Daru¨ber
hinaus wird ein Casimir-Funktional entwickelt, mit dessen Hilfe eine stationa¨re
Wind- und Temperaturdarstellung fu¨r ein kompressibles, wirbelbehaftetes und
baroklines thermodynamisches Modell abgeleitet werden kann. Es wird zudem be-
schrieben, dass diese beiden Darstellungen eine geschlossene Form des Bernoulli-
Theorems als weitere Verallgemeinerung charakterisieren. Anschließend wird erst-




3. Die Nambu-Darstellung des
urspru¨nglichen Gleichungssystems
In diesem Kapitel wird zuna¨chst ein U¨berblick u¨ber die diskrete Nambu-Mechanik
gegeben, die als Verallgemeinerung der Hamilton’schen Sichtweise gesehen wer-
den kann. Anschließend wird auf die von Ne´vir (1998) entwickelte Nambu-Feld-
darstellung der idealen Hydro-Thermodynamik eingegangen. Die Besonderheit hier-
bei ist, dass die Dynamik nicht mehr nur u¨ber die Energie, sondern auch in gleich-
berechtigter Weise durch weitere Erhaltungsgro¨ßen, den sogenannten Casimir-
Funktionalen, beschrieben wird. Hierbei werden auch die fluiddynamischen Zwangs-
bedingungen diskutiert, die durch die Casimir-Funktionale vorgegeben werden.
3.1. Grundlagen der diskreten Nambu-Mechanik
Im Jahr 1973 wurde durch den Japaner Yoichiro Nambu eine Verallgemeine-
rung der kanonischen Hamilton Mechanik fu¨r diskrete Systeme eingefu¨hrt. Hierbei
wird die Mechanik konservativer Systeme durch die Energie sowie durch weite-
re Erhaltungsgro¨ßen beschrieben. Diese stehen nun nicht mehr passiv im Hinter-
grund, sondern bestimmen die Bewegungsgleichungen in aktiver Weise. Ein System
mit N Freiheitsgraden xi(t) = (x1, x2, · · · , xN), wird durch N-1 Erhaltungsgro¨ßen
H1(xi), H2(xi), · · · , HN−1(xi) beziehungsweise Hamiltonfunktionen beschrieben, die
vo¨llig gleichberechtigt in die Darstellung eingehen. Die Evolutionsgleichungen eines




∂(xi, H1, H2, · · · , HN−1)
∂(x1, x2, · · · , xN) . (3.1)
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Mit (3.1) la¨sst sich auch die zeitliche Evolution einer beliebigen dynamischen Funk-


















Wendet man nun nochmal (3.1) auf (3.2) an, so la¨sst sich die zeitliche Entwicklung




= {F,H1, H2, · · · , HN−1} =: ∂(F,H1, H2, · · · , HN−1)
∂(x1, x2, · · · , xN) . (3.3)
Aufgrund der Antisymmetrie verschwindet die Nambu-Klammer, wenn diese zwei
gleiche Elemente entha¨lt, etwa wenn F = H1, H2, · · · , HN−1 ist. Somit sieht man
auch, dass H1, H2, · · · , HN−1 automatisch Erhaltungsgro¨ßen sind.
Zudem kann gezeigt werden, dass die Nambu-Mechanik auch die klassische kano-
nische Hamiltonmechanik beinhaltet. Hierzu betrachtet man ein System mit N=2
Freiheitsgraden, welches folglich eine Erhaltungsgro¨ße H(x1, x2) aufweist. Somit







Klassischerweise werden die beiden Freiheitsgrade x1, x2 mit dem generalisierten
Ort x1 = q und dem Impuls x2 = p und somit die Erhaltungsgro¨ße H mit der












Somit wird deutlich, dass die Nambu-Mechanik, fu¨r N=2 Freiheitsgrade, auch
die klassische Hamiltonmechanik entha¨lt. Im Gegensatz dazu bietet sich fu¨r die
atmospha¨rische Dynamik aufgrund des vom meteorologischen Grundgleichungs-
system aufgespannten Phasenraums, eine Betrachtung mit N=3 Freiheitsgraden























































Daru¨berhinaus kann man die Variablen x1, x2, x3 zu einem 3-dimensionalen Zu-
standsvektor ~x = (x1, x2, x3) zusammenfassen, womit sich die zeitliche Entwicklung
auch als Kreuzprodukt zwischen den Gradienten der beiden Hamiltonfunktionen




= ∇H1 ×∇H2. (3.10)
Hierbei muss aber beachtet werden, dass der Nabla-Operator nicht den Gradi-







)T ). Infolgedessen bewegt sich die Trajektorie im dreidimensionalen
Zustandsraum entlang der Schnittlinie der beiden Erhaltungsfla¨chen H1 und H2.
Fu¨r diese geometrisch anschauliche Interpretation wird im spa¨teren Verlauf die-
ser Arbeit eine praktische meteorologische Anwendungsmo¨glichkeit vorgestellt. Die
zeitliche Entwicklung einer beliebigen dynamischen Funktion F (~x) la¨sst sich ent-
sprechend durch folgendes Spatprodukt schreiben:
dF
dt
= {F,H1, H2} := ∇F · (∇H1 ×∇H2) = ∂(F,H1, H2)
∂(x1, x2, x3)
. (3.11)
Aufgrund der nun zweifachen Antisymmetrie gilt nun auch:
{F,H1, H2} = −{H1, F,H2} = −{F,H2, H1}. (3.12)
Die Bewegungsgleichung (3.10) erfu¨llt zudem das Liouville’sche Theorem, wel-
ches eine Inkompressibilita¨t das Phasenraums fu¨r ein dissipationsfreies System
15
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beschreibt. Demzufolge verschwindet die Divergenz des Flusses ~˙x = d~x
dt
:
∇ · ~˙x = ∇ · (∇H1 ×∇H2) = 0. (3.13)
Dies ist auch gleichbedeutend mit einem zeitlich konstantem infinitesimalen Pha-
senraumvolumen dV , da gilt:





Wenn ein System jedoch Dissipation in Form einer Dissipationsfunktion D auf-
weist, gilt fu¨r die zeitliche Entwicklung nun:
d~x
dt
= ∇H1 ×∇H2 −∇D. (3.15)
Demnach ergibt sich fu¨r die Divergenz des Phasenraums:
∇ · ~˙x = −∇2D, (3.16)
was bedeutet, dass das Phasenraumvolumen aufgrund von (3.14) nun zeitlich ab-
nimmt.










Somit la¨sst sich die zeitliche A¨nderung einer Funktion F auch durch eine Sum-
me von trilinearen Klammern ausdru¨cken. Diese Form findet Anwendung in der
Beschreibung von komplexeren Systemen, die von mehreren Zusta¨nden abha¨ngig
sind. Ein Beispiel fu¨r ein solches System ist die Atmospha¨re, deren Bewegungsglei-
chungen in der Nambuschreibweise ausfu¨hrlich in Abschnitt 3.2 behandelt werden.
Bezu¨glich (3.17) erfu¨llt jede einzelne Klammer das Liouville’sche Theorem und da-
mit auch deren Summe. Allerdings mu¨ssen die individuellen Hamiltonfunktionen
Hi und Gi nun nicht mehr unbedingt Erhaltungsgro¨ßen sein (Nambu, 1973).
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Die Hamiltonsche Differentialgleichung (3.5) zeigte bereits den Zusammenhang
zwischen der Nambu-Mechanik und der kanonischen Hamiltonmechanik fu¨r zwei
Freiheitsgrade.
Fu¨r den dreidimensionalen Fall ist die Hamilton-Theorie, wegen der ungeraden
Anzahl an Freiheitsgraden, nicht mehr kanonisch. Die Bewegungsgleichung (3.10)
ha¨tte demnach in der nichtkanonischen Darstellung folgende Struktur:
d~x
dt
= P (~x) · ∇H1 = P ∗(~x) · ∇H2. (3.18)
Hierbei ist P (~x) ein antisymmetrischer Poissontensor, welcher nun nicht mehr wie
in der kanonischen Theorie von Konstanten, sondern direkt von den Phasenraum-
variablen (x1, x2, x3) abha¨ngt. Diese Abha¨ngigkeit des Poissontensors macht den
Unterschied zwischen einer kanonischen und einer nichtkanonischen Theorie deut-
lich. Wenn P (~x) nun singula¨r ist, was bedeutet, dass die Determinante des Poisson-
tensors verschwindet (det(P (~x)) = 0), so hat P (~x) Eigenvektoren zum Eigenwert
null. Diese Eigenvektoren lassen sich als Gradienten von Casimir-Funktionen dar-
stellen. Fu¨r diese gilt nun:
P (~x) · ∇C = 0. (3.19)
Die Casimir-Funktion des Poissontensors P (~x) ist eine beliebige Funktionen der
Phasenraumvariablen (x1, x2, x3), demnach ist C = C(~x) . Fu¨r diesen allgemeinen
Fall wa¨re H2 = H2(~x) ein solches Casimir, sodass gilt P (~x) · ∇H2 = 0. Dies ergibt
sich durch die Zusammenfu¨hrung von (3.10) und (3.18) zu d~x
dt
= P (~x) · ∇H1 =
∇H1 × ∇H2, wonach wegen (3.19) folgt, dass P (~x) · ∇C = ∇C × ∇H2 = 0 ist.
Dies ist unter anderem fu¨r C = H2 erfu¨llt. Somit zeigt sich dadurch auch, dass die
Casimir-Funktion auch gleichzeitig eine Erhaltungsgro¨ße ist.
Ferner la¨sst sich die Bewegungsgleichung 3.18 auch u¨ber einen alternativen Pois-
sontensor P ∗(~x) mit der anderen Erhaltungsgro¨ße H2 wie folgt darstellen:
d~x
dt
= P ∗(~x) · ∇H2. (3.20)
Fu¨r diese Darstellung wu¨rde dann dementsprechend P ∗(~x) · ∇H1 = 0 gelten. Dass
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beide Darstellungen von (3.18) gu¨ltig sind und die jeweils nicht beru¨cksichtigte
Hamiltonfunktion die Rolle des Casimirs u¨bernimmt, verdeutlicht, dass die bei-
den Erhaltungsgro¨ßen bei der nichtkanonischen Theorie nicht gleichberechtigt in
die Bewegungsgleichung eingehen. Erst durch die Nambu-Mechanik, wo sich die
Trajektorie im Phasenraum, wie in (3.10) beschrieben, entlang der Schnittlinie der
beiden Erhaltungsfla¨chen bewegt, werden die Erhaltungsgro¨ßen auf eine Ebene
gestellt.
3.1.1. U¨bergang von der diskreten Nambu-Mechanik zur
Nambu-Felddarstellung
Der Abschnitt 3.1 stellte die Grundlagen der Nambu-Mechanik fu¨r diskrete Teil-
chen vor. Diese Darstellung ist jedoch fu¨r die dynamische Meteorologie nicht an-
wendbar, da das zu Grunde liegende Grundgleichungssystem die zeitliche Evoluti-
on von kontinuierlichen Feldgro¨ßen beschreibt. Aus diesem Grund wird in diesem
Abschnitt der U¨bergang von einem diskreten zu einem kontinuierlichen System
erla¨utert. Fu¨r den U¨bergang wird der Vektor der diskreten Variablen ~x(t) durch
den Vektor der Feldfunktionen ~u(~r, t) ersetzt:
~x(t) = (x1(t), . . . , xn(t)) −→ ~u(~r, t) = (u1(~r, t), . . . , un(~r, t)). (3.21)
Hierbei ist ~r = (x, y, z) der Ortsvektor im dreidimensionalen euklidischen Raum
und t die Zeit. Somit wird die lokalzeitliche A¨nderung an einem festen Ort ~r mit
∂
∂t
bezeichnet. Weiterhin wird die Hamilton-Funktion H(~x) durch ein Hamilton-
Funktional H[~u] ersetzt, das als Volumenintegral u¨ber die Hamiltondichte h(~u)
gegeben ist:




Daru¨ber hinaus wird auch die partielle Ableitung der diskreten Variablen durch
eine Funktionalableitung nach den Feldvariablen und allen ra¨umlichen Ableitungen
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Diskrete Systeme Kontinuierliche Systeme
Variablen sind Funktionen: Variablen sind Felder:























± . . .
Tabelle 3.1.: Diese Tabelle zeigt die A¨nderungen, die sich beim U¨bergang
von einer Teilchen- zu einer Felddarstellung ergeben.
















± . . . . (3.23)
In einem Feld muss die ortsabha¨ngigkeit der Variablen nun beru¨cksichtigt werden.























Hierbei ist ~K ein konstanter, antisymmetrischer, bilinearer Differentialoperator.
Zudem ist die Darstellung der trilinearen Nambu-Klammer (3.24) nur als Beispiel
anzusehen.
Die A¨nderungen, die sich durch den U¨bergang von der Teilchen-Darstellung zum
Kontinuum sind noch einmal in Tabelle 3.1 zusammen gegenu¨bergestellt.
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3.2. Nambu-Feldtheorie idealer Fluide
In diesem Unterabschnitt wird die von Ne´vir (1998) entwickelte Nambu-Feld-
darstellung des hydro-thermodynamischen Grundgleichungssystem fu¨r reibungs-
freie adiabatische Fluide skizziert. Ausgangspunkt sind die meteorologischen Grund-
gleichungen, zu denen die Impulsbilanz, die Kontinuita¨tsgleichung (Massenbilanz)
sowie der erste Hauptsatz der Thermodynamik fu¨r adiabatische Prozesse (Bilanz
der inneren Energie) geho¨ren. Der erste Hauptsatz fu¨r adiabatische Prozesse kann
an dieser Stelle auch u¨ber die Entropie-Dichte σ formuliert werden.
∂~v
∂t





= −∇ · (ρ~v) (3.26)
∂σ
∂t
= −∇ · (σ~v). (3.27)
Hierbei beschreibt t die Zeit, ~v den dreidimensionalen Windvektor, Ω die Win-
kelgeschwindigkeit der Erde, φ das Geopotential, ρ die Dichte und s die massen-
spezifische Entropie. Dieses System la¨sst sich u¨ber fu¨nf Felder darstellen: die drei
Geschwindigkeitskomponenten von ~v, die Massendichte ρ und die Entropie-Dichte
σ = sρ. Fu¨r die massenspezifische Entropie selbst besteht folgender Zusammen-





wobei cp die spezifische Wa¨rmekapazita¨t fu¨r isobare Prozesse ist. Aus diesem
Grund wird im weiteren Verlauf die Entropie und die potentielle Temperatur als
a¨quivalent erachtet (s ∼ Θ).
Ne´vir (1998) konnte zeigen, dass die Dynamik des Systems auch u¨ber drei global
erhaltene Hamiltonfunktionen und einer konstituierenden Gro¨ße festgelegt wird.















die Gesamtenergie mit der inneren Energie e(v, σ
ρ
)







+ φ+ e(v, s)
]
, (3.31)






dτ~v · ~ξa. (3.32)











Es konnte gezeigt werden, dass sich die einzelnen Gleichungen des primitiven
Grundgleichungssystems in der Nambu-Felddarstellung auch u¨ber eine zeitliche
Entwicklung eines beliebigen Funktionals F [~v, ρ, σ], wie folgt zusammenfassen las-
sen:
Grundgleichungssystem in trilinearer Nambu-Klammer-Form
∂F
∂t
= {F , ha,H}~v,~v,~v + {F ,M,H}ρ,~v,ρ + {F ,S,H}σ,~v,σ. (3.36)
Die zeitliche evolution von F [~v, ρ, σ] wird hierbei durch die Summe eines Energie-
Helizita¨ts-Terms, eines Energie-Masse-Terms sowie eines Energie-Entropie-Terms
ausgedru¨ckt. Hierbei ist der Energie-Helizita¨ts-Term als trilineare Nambu-Klammer
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Tabelle 3.2.: Diese Tabelle zeigt eine U¨bersicht u¨ber die Funktionalablei-
tungen nach ~v, ρ und σ. Die Indizes hinter dem senkrechten Strich geben
jeweils die beim Ableiten konstant gesetzten Gro¨ßen an.
wie folgt definiert:
Energie-Helizita¨ts-Term

















Die Variablen im Index der Nambu-Klammer-Darstellung geben dabei die Zu-
standsgro¨ßen an, nach denen innerhalb des Volumenintegrals die Funktionalablei-
tung berechnet wird. Diesbezu¨glich listet Tabelle 3.2 nochmal die entsprechenden
Funktionalableitungen auf, welche bereits von Ne´vir (1998) berechnet wurden.
























+ cyc(F ,M,H). (3.38)
Hierbei gibt cyc(F ,M,H) die zyklischen Vertauschungen von {F ,M,H} an, wel-
che die wichtige Antisymmetrie {F ,M,H} = −{H,M,F} = −{M,F ,H} gewa¨hr-
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+ cyc(F ,S,H). (3.39)
Eine U¨bersicht u¨ber die Lo¨sungen der, in (3.37) - (3.39) verwendeten, Funktio-
nalableitungen wird hierbei in Tabelle 3.2 gegeben. Die Mo¨glichkeit einer Summe
von trilinearen Nambu-Klammern wurde bereits von Nambu (1973) ausdru¨cklich
erwa¨hnt (siehe Abschnitt 3.1), jedoch nur fu¨r die diskrete Dynamik. Hierbei ist
interessant, dass diese bei Nambu (1973) bisher nur als hypothetisch gesehene
Mo¨glichkeit tatsa¨chlich im Rahmen der Feldtheorie der idealen Hydro-Thermo-
dynamik realisiert wird.
Wa¨hlt man nun fu¨r F die Systemvariablen ~v, ρ, σ, so lassen sich die Bewegungs-
gleichung (3.41), die Kontinuita¨tsgleichung (3.46) und der 1. Hauptsatz der Ther-
modynamik (3.47) wieder aus Summe der trilinearen Nambu-Klammern (3.36)






















= −~ξa × ~v −∇(1
2
~v2 + e+ pv − Ts+ φ)− s∇T (3.42)
= −~ξa × ~v −∇(1
2
~v2 + h+ φ) + T∇s (3.43)
= −~ξ × ~v −∇1
2
~v2 − 2~ω × ~v − 1
ρ
∇p−∇φ (3.44)
= −~v · ∇~v − 2~Ω× ~v − 1
ρ
∇p−∇φ. (3.45)
Fu¨r die Umformung wurde die Darstellung der massenspezifischen Enthalpie h =
e+pv, folgende thermodynamische Beziehung ∇h = T∇s+ v∇p, sowie die Trans-
formation der Geschwindigkeitsadvektion in einen wirbelbehafteten und einen wir-
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belfreien Anteil (~v · ∇~v = ~ξ × ~v +∇1
2
~v2) verwendet.
Auch die Kontinuita¨tsgleichung und der 1. Hauptsatz der Thermodynamik ko¨nnen
u¨ber Funktionalableitung wie folgt dargestellt werden:
∂ρ
∂t







= −∇ · (ρ~v) (3.46)
∂σ
∂t









= −∇ · (σ~v). (3.47)
Somit wird ersichtlich, dass sich die Bewegungsgleichung (3.33) nun als Sum-
me aus einem Energie-Helizita¨ts-Term, einem Energie-Masse-Term sowie einem
Energie-Entropie-Term zusammensetzt. Die Nambu-Darstellung (3.34) der Konti-
nuita¨tsgleichung wird allein durch den Energie-Masse-Term beschrieben, und der
1. Hauptsatz der Thermodynamik (3.35) ergibt sich durch den Energie-Entropie-
Term.
Die Nambu-Felddarstellung der idealen Hydro-Thermodynamik gewinnt dadurch
an Relevanz, dass das meteorologische Grundgleichungssystem vollsta¨ndig durch
die globalen Erhaltungsgro¨ßen Energie, Masse, Entropie sowie der konstituierenden
Gro¨ße der absoluten Helizita¨t beschrieben werden kann. Dadurch wird die inne-
re Struktur des hydro-thermodynamischen Gleichungssystems physikalisch durch-
schaubar. So la¨sst sich zum Beispiel zeigen, dass der nichtlineare Advektionsterm
der Geschwindigkeit in der Bewegungsgleichung (3.25), analog zum Helmholtz-
Theorem, aus einem wirbelbehafteten Anteil und einem wirbelfreien Anteil auf-
grund der Energie-Helizita¨ts-Klammer sowie der Energie-Masse-Klammer gebildet
wird. Ferner fa¨llt fu¨r barotrope Stro¨mungen die Entropie als dynamische Varia-
ble und mit ihr der erste Hauptsatz der Thermodynamik weg. Dies ist in der
Nambu-Theorie gleichbedeutend mit der Wegnahme des Energie-Entropie-Terms,
was letztendlich dazu fu¨hrt, dass auch die Darstellung der Eulerschen Bewegungs-
gleichung eine neue Form erha¨lt, da diese nur noch u¨ber den Energie-Helizita¨ts-
Term und den Energie-Masse-Term beschrieben wird. Die atmospha¨rische Dyna-
mik wird nun vollsta¨ndig durch die Erhaltungsgro¨ßen Energie, Masse und der, auf-
grund der Barotropie, zur Erhaltungsgro¨ße gewordenen Helizita¨t bestimmt. Man
kann nun noch zusa¨tzlich Inkompressibilita¨t annehmen, was dazu fu¨hrt, dass die
24
3.2. Nambu-Feldtheorie idealer Fluide
Dichte als dynamische Variable und die Kontinuita¨tsgleichung als dazugeho¨rige
prognostische Gleichung wegfallen. In der Nambuschreibweise wu¨rde der Energie-
Masse-Term wegfallen. Somit wird die Dynamik nur noch durch die Energie und
die Helizita¨t beschrieben. Infolgedessen ero¨ffnet sich eine Hierarchie von Appro-
ximationen, die sich durch sukzessive Wegnahme von Erhaltungsgro¨ßen und da-
durch entsprechend weniger tilinearen Nambu-Klammern innerhalb von (3.36) er-
geben.
3.2.1. Diagnostische Zwangsbedingung idealer Fluide
Es kann gezeigt werden, dass der Poissontensor in der nichtkanonischen Darstel-
lung des meteorologischen Grundgleichungssystems singula¨r ist (Ne´vir, 1993). Das
heißt, es existiert ein Casimir fu¨r das gilt:
Zwangsbedingung idealer Fluide
{F , ha, Cf}~v,~v,~v + {F ,M, Cf}ρ,~v,ρ + {F ,S, Cf}σ,~v,σ = 0 fu¨r alle F [~v, ρ, σ].
(3.48)
Nach dieser Definition kann intuitiv als Casimir Cf die Masse gewa¨hlt werden, da
das Massenfunktional definitionsgema¨ß mit dem Energie-Masse-Term vertauscht.
Der Energie-Entropie-Term sowie der Energie-Helizita¨ts-Term verschwinden ohne-
hin, da das Massenfunktional nicht von der Entropie und der Helizita¨t abha¨ngig
ist. Eine weitere Mo¨glichkeit besteht darin, fu¨r Cf die Entropie zu wa¨hlen, da diese
mit dem Energie-Masse-Term und dem Energie-Entropie-Term vertauscht. Diese
Lagrange’schen Gro¨ßen sind zwar Casimir-Funktionale des Grundgleichungssys-
tems, haben jedoch den Nachteil, dass sie keine Information u¨ber die Helizita¨t und
im Fall vom Massenfunktional auch noch keine Information u¨ber die Entropie bein-
halten. Diesbezu¨glich muss ein Casimir-Funktional, das in der Summe mit allen
drei Nambu-Klammern vertauscht, eine Kombination aus den Erhaltungsgro¨ßen
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Masse, Entropie und einer Wirbelgro¨ße sein:
Allgemeines Casimir-Funktional
Cf [~v, ρ, σ] =
∫
V
dτρf(Π, s) , Π =
1
ρ
~ξa · ∇s. (3.49)
Das Verschwinden der Summe der drei trilinearen Nambu-Klammern mit den
Casimir-Funktional (3.48) zeigt, dass das allgemeine Casimir-Funktional mit einem
global konstanten, sogenannten Lagrange’schen Parameter λf , zu jeder Klammer








= {ρ,M,H + λfCf}ρ,~v,ρ (3.51)
∂σ
∂t
= {σ,S,H + λfCf}σ,~v,σ.
(3.52)
Die durch (3.49) fu¨r die Dynamik auferlegte Zwangsbedingung, der algebraischen
Abha¨ngigkeit zwischen Π und s legt eine innere Abha¨ngigkeit des hydro-thermo-
dynamischen Phasenraums, welcher durch die Eulerschen Variablen ~v, ρ und σ auf-
gespannt wird, offen. Durch die globale Erhaltung der potentiellen Enstrophie und
der damit verbundenen Lagrange’schen Erhaltung der Ertel’schen PV verlaufen
die zeitlichen Entwicklungen der Geschwindigkeit, der Dichte und der Entropie
im hydro-thermodynamischen Phasenraum nicht unabha¨ngig voneinander. Auf-
grund von (3.48) und der daraus folgenden Invarianz der Bewegungsgleichungen
(3.33 - 3.35) gegenu¨ber der Casimir-Funktion kann zuna¨chst eine verallgemeinerte
Hamiltonfunktion in Form eines Energie-Casimir-Funktionals definiert werden:
N [~v, ρ, σ] = H[~v, ρ, σ]− λfCf [~v, ρ, σ]. (3.53)
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An dieser Stelle soll der Phasenraum nicht mehr durch die Entropiedichte σ son-
dern durch die massenspezifische Entropie s dargestellt werden. Die Phasenraum-
transformation von [~v, ρ, σ] zu [~v, ρ, s] hat praktische Gru¨nde, denn die Funktion
f der allgemeinen Casimirdefintion (3.49) gibt direkt eine Abha¨ngigkeit von den
individuellen Erhaltungsgro¨ßen Π und s vor, womit man nun neben und f = 1
und f = 1
2
Π2 auch direkt f = s wa¨hlen kann. Dadurch hat das Energie-Casimir-
Funktional folgende Form:
N [~v, ρ, s] = H[~v, ρ, s]− λfCf [~v, ρ, s]. (3.54)
Weiterhin a¨ndern sich auch einige Funktionalableitungen der trilinearen Nambu-
klammern. So ergibt sich fu¨r die Ableitung der Hamiltonfunktion nach der Dichte
nun die Bernoullistromfunktion B = 1
2
~v2 + e+ pv + φ, welche sich als Summe aus
kinetischer und potentieller Energiedichte sowie der Enthalpie h = e + pv zusam-
mensetzt. Alle Funktionalableitungen fu¨r einen [~v, ρ, s] Phasenraum sind nochmal
































































Tabelle 3.3.: Diese Tabelle zeigt eine U¨bersicht u¨ber die Funktionalablei-
tungen nach ~v, ρ und s. Die Indizes hinter dem senkrechten Strich geben
jeweils die beim Ableiten konstant gesetzten Gro¨ßen an.
Durch die Phasenraumtransformation erha¨lt man jeweils fu¨r f = 1 fu¨r das Ca-
simir die Masse (3.29) und fu¨r f = s die Entropie (3.30). Ferner konnte Ne´vir
(1998) zeigen, dass die Lagrange’sche Erhaltungsgro¨ße der Ertel’schen potenti-
ellen Enstrophie ein Casimir-Funktional ist, welches mit allen drei trilinearen
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Abbildung 3.1: Schaubild u¨ber die Hier-
archie der Casimir-Funktionale. Die allge-
meine Casimir-Definition f entha¨lt Infor-
mationen u¨ber die Enstrophie, die Entropie
sowie u¨ber die Masse. Die Enstrophie Ep
entha¨lt Wirbel-, Entropie- sowie Massen-
Information. Das Casimir S steht in der
Hierarchie unter Ep und entha¨lt Informatio-
nen u¨ber die Entropie und die Masse. In der
Mitte steht das Massen-Casimir M, wel-









Nambu-Klammern vertauscht. Die Ertel’schen potentielle Enstrophie ergibt sich








Bei den Casimir-Funktionalen des Grundgleichungssystems wird eine gewisse Hier-
archie ersichtlich, da die gewa¨hlten Funktionen f = f(Π, s) von einer quadrati-
schen (f = 1
2




Π2 = Ep(ρ, s, ~v) Ertel’sche Enstrophie, (3.56)
Cf=s = S(ρ, s) Entropie, (3.57)
Cf=1 = M(ρ) Masse. (3.58)
Die daraus resultierenden Casimir-Funktionale weisen, je nach Rang, eine funktio-
nale Abha¨ngigkeit von ein bis drei Gro¨ßen auf, wobei das ho¨hergestellte Casimir
auch von den Funktionalen der niedriger gestellten Casimir-Funktionale abha¨ngig
ist. Dies wird durch das Schaubild 3.1 verdeutlicht. Das Enstrophie-Casimir um-
fasst die Dichte, die Entropie sowie die PV. Das Entropie-Casimir S beinhaltet
neben der Entropie auch die Dichte. Das Massen-Casimir M ist schließlich nur
von der Dichte abha¨ngig. Letztlich sind diese drei Casimir-Funktionale Teilmen-
gen der allgemeinen Casimir-Definition C = ∫
V
dτρf(Π, s), was durch den a¨ußersten
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Kreis in der Darstellung 3.1 impliziert wird.
Die Rolle der Casimir-Funktionale ist deshalb so wichtig, da sie dem Hydro-
Thermodynamischen System innere Zwangsbedingungen auferlegen, wodurch die-
ses erst hinreichend beschrieben werden kann. Ein wichtiger Punkt an dieser Stelle
ist, dass zur Bestimmung des stationa¨ren Zustandes, analog zum Hamilton’schen
Prinzip der kleinsten Wirkung, fu¨r alle Energie-Casimir-Funktionale (3.54) ein Mi-
nimum in Bezug auf die Systemvariablen gefunden werden muss:
(ρ, s, ~v) = argmin
ρ,s,~v
N [~v, ρ, s]. (3.59)

















Daraus folgt, dass das meteorologische Grundgleichungssystem neben Adiabasie
und Reibungsfreiheit auch Stationarita¨t aufweist. Aus (3.60) ergeben sich, wegen
der Definition des Energie-Casimir-Funktionals 3.54, folgende Bedingungen an die































Die Funktionalableitungen der allgemeinen Casimir-Definition und der Hamilton-
funktion wurden bereits von Ne´vir (1993) berechnet mit deren Hilfe fu¨r die Funk-
tionalableitung des Energie-Casimir-Funktionals (3.60) beziehungsweise die daraus
folgenden Gleichgewichte (3.61 - 3.63) folgt:
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Stationa¨re Lo¨sung
B = λf (f − Π ∂f
∂Π
)
ρT = λf (ρ
∂f
∂s
−∇ · ( ∂f
∂Π
~ξa))






Die aus (3.64) bis (3.66) resultierenden stationa¨ren Lo¨sungen haben zwar die all-
gemeinste Form, sind aber physikalisch schwer interpretierbar. Ein besseres phy-
sikalisches Versta¨ndnis erfolgt, wenn man fu¨r das Casimir-Funktional die Masse,
die Entropie oder die Enstrophie wa¨hlt. Alle drei Gro¨ßen erfu¨llen die Zwangsbe-
dingung (3.48), legen aber jeweils andere physikalische innere Zwangsbedingungen
fest. So entha¨lt ein System mit dem Casimir der Enstrophie zwar Informationen
u¨ber die Wirbel-, die Thermo- sowie die Massendynamik, aber dieses System ist
dadurch limitiert, dass die PV und die Entropie nicht unabha¨ngig mit der Energie
im Gleichgewicht sind. Dieser Zustand wurde von Ne´vir (1998) Energie-Wirbel-
Zustand genannt. Bei einem System, das durch das Entropie-Casimir beschrieben
wird, verschwindet der wirbeldynamische Freiheitsgrad. Dieses System ist somit
wirbelfrei und baroklin. Das Massen-Casimir beschreibt ein barotropes und wirbe-






f = f(Π, s)
Cf= 1
2
Π2 = Ep Cf=s = S Cf=1 =M
f = 1
2
Π2 f = s f = 1
wirbelbehaftet wirbelfrei wirbelfrei
baroklin baroklin barotrop
Tabelle 3.4.: Diese Tabelle zeigt eine U¨bersicht der in dieser Arbeit be-




In diesem Kapitel wurde die Entwicklung der Nambu-Felddarstellung der Eu-
lerschen Bewegungsgleichungen von Ne´vir (1998) herausgearbeitet. Somit kann
das Grundgleichungssystem nun vollsta¨ndig durch die globalen Erhaltungsgro¨ßen
Energie, Masse, Entropie sowie Helizita¨t, als konstituierende Gro¨ße, u¨ber eine Sum-
me aus drei trilinearen Nambu-Klammern beschrieben werden. Dies ermo¨glicht ei-
ne alternative physikalische Sichtweise auf die innere Struktur des hydro-thermo-
dynamischen Gleichungssystems, denn das bedeutet die Existenz eines Casimir-
Funktionales, fu¨r das die Summe der trilinearen Nambu-Klammern verschwindet.
In seiner allgemeinsten Form muss das Casimir-Funktional von der PV und der
Entropie abha¨ngig sein (Cf =
∫
V
dτρf(Π, s)). Dieses allgemeine Casimir-Funktional
beinhaltet somit auch konkrete Casimir-Funktionale, wie die Erhaltungsgro¨ßen
Masse, Entropie sowie Enstrophie. Diese drei Gro¨ßen legen aber jeweils andere
physikalische Zwangsbedingung fest, woru¨ber sich eine bestimmte Hierarchie er-
gibt. Hierzu zeigt Tabelle 3.4 eine U¨bersicht der Casimir-Funktionale Masse, Entro-
pie sowie Enstrophie und die sich daraus ergebenden physikalischen Systeme. An
oberster Stelle in der Hierarchie steht das allgemeine Casimir-Funktional, welches
eine algebraische Abha¨ngigkeit von der Ertel’schen PV und der Entropie aufweist
f = f(Π, s). Auf der Ebene darunter folgen dann die Casimir-Funktionale Enstro-
phie, Entropie sowie Masse. Diese Casimir-Funktionale stehen auf einer Ebene,
denn die stationa¨ren Lo¨sungen der Modelle, die sich fu¨r Cf= 1
2
Π2 = Ep, Cf=s = S und
Cf=1 =M ergeben, ko¨nnen nicht ineinander umgeformt werden. Dennoch steht das
Enstrophie-Casimir an erster Stelle, welches sowohl abha¨ngig von der PV als auch
Entropie ist (f = 1
2
Π2). Dieses System hat somit einen wirbel- und einen thermo-
dynamischen Freiheitsgrad. An zweiter Stelle steht dann das Entropie-Casimir, da
dieses nur von der Entropie abha¨ngig ist (f = s) und somit der wirbeldynamische
Freiheitsgrad wegfa¨llt. Letztendlich folgt das Massen-Casimir, fu¨r das die Casimir-
Funktion f = 1 gesetzt wird, womit nur noch eine Abha¨ngigkeit von der Masse




4. Ein verallgemeinertes und geschlossenes
Bernoulli-Theorem
Im 18. Jahrhundert beobachtete Giovanni Battista Venturi, dass die Geschwindig-
keit eines Fluids innerhalb einer Ro¨hre von deren Durchmesser abha¨ngig ist. Hier-
bei zeigte sich, dass die Geschwindigkeit mit abnehmenden Ro¨hrendurchmesser
zunimmt (siehe Abb. 4.1). Diesbezu¨glich entdeckte Daniel Bernoulli im selben
Jahrhundert einen Zusammenhang zwischen dem Druck, der potentiellen Energie
und der Geschwindigkeit eines Fluids insofern, als dass die Summe aus kinetischer
Energie, potentieller Energie und massenspezifischen Druck fu¨r einen stationa¨ren,
adiabatischen und reibungsfreien Zustand konstant ist. In seiner klassischen Form
wird fu¨r das Bernoulli Theorem zusa¨tzlich noch Inkompressibilita¨t und Wirbelfrei-








Hierbei ist B die Bernoulli-Funktion, ~v die Geschwindigkeit, φ die geopotentiel-
le Ho¨he, p der Druck und ρ die Dichte. Weiterhin muss beachtet werden, dass
die Bernoulli-Funktion in seiner klassischen Form global konstant ist. Ein erster
Meilenstein bei der Verallgemeinerung des Bernoulli-Theorems wurde von Scha¨r
(1993) gesetzt. In dieser Studie wurde das Bernoulli-Theorem fu¨r ein kompressi-
bles, baroklines und wirbelbehaftetes Fluid verallgemeinert. Durch die Baroklinita¨t
erha¨lt die Bernoulli-Funktion einen thermodynamischen Freiheitsgrad, womit das




~v2 + φ+ h = c (4.2)
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Abbildung 4.1.: Schaubild u¨ber den Zusammenhang zwischen dem Durch-
messer und der Fließgeschwindigkeit einer Ro¨hre. Aufgrund der Erhal-
tung der Bernoulli-Funktion im Grundzustand (Stationarita¨t, Reibungsfrei-
heit und Adiabasie), nimmt die Fließgeschwindigkeit ab/zu, wenn sich der
Ro¨hrendurchmesser und somit auch der Druck erho¨ht/verringert. Die Be-
dingung hierfu¨r ist Inkompressibilita¨t, Wirbelfreiheit und Isothermie.
Hierbei ist h die massenspezifische Enthalpie, die sich u¨ber die spezifische Wa¨rme-
kapazita¨t bei konstantem Druck cp oder als Summe aus der inneren Energie e und




Gegensatz zum klassischen Bernoulli-Theorem, ist die Bernoulli-Funktion fu¨r die
Verallgemeinerung nach Scha¨r (1993) nicht mehr global konstant, sondern entlang
von Stromlinien erhalten, was im Folgendem durch ein c ausgedru¨ckt wird. Eine ge-
naue Spezifizierung der Stromlinien fehlt jedoch in dieser Vero¨ffentlichung. Zudem
konnte auf Grundlage des verallgemeinerten Bernoulli-Theorems ein Ausdruck fu¨r





Die stationa¨re Winddarstellung (4.3) erinnert an die aus der Nambu-Mechanik her-
geleitete Bewegung im Phasenraum x˙ = ∇H1×∇H2, da diese entlang der Schnitt-
linie zweier Erhaltungsgro¨ßen stattfindet (siehe Abschnitt 3.1). Somit wird im Fol-
gendem gezeigt, dass sich das Bernoulli-Theorem aus der Nambu-Darstellung des
Primitiven Gleichungssystems ableiten la¨sst und es soll eine weitere geschlossene
Verallgemeinerung des Bernoulli-Theorems mit Hilfe des, in dieser Arbeit erstmals
beschriebenen, konkreten Energie-Casimir-Funktionals aufgestellt werden. Dies-
bezu¨glich wird im folgenden Abschnitt (4.1) dargelegt, dass sich aus der stati-
ona¨ren Lo¨sung, die mit Hilfe des Energie-Casimir-Funktionals abgeleitet wird, die
Bernoulli-Funktion erstmals in Beziehung mit der PV und der Entropie setzen
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lassen. Ferner wird verdeutlicht, dass sich u¨ber das Energie-Casimir-Funktional
auch eine stationa¨re Darstellung der Temperatur und der Geschwindigkeit ablei-
ten lassen. Dies ermo¨glicht eine neue Sichtweise des Bernoulli-Theorems, denn es
wird deutlich, dass neben der Erhaltung der Bernoulli-Funktion auch die stationa¨re
Wind- und Temperaturdarstllung Teil dieses Theorems sind.
In Abschnitt 4.2 wird gezeigt, dass sich aus dem Bernoulli-Theorem, das sich
aus der stationa¨ren Lo¨sung des Energie-Casimir-Funktionals ergibt, das klassi-
sche Bernoulli-Theorem, die Verallgemeinerung nach Scha¨r sowie ein ersmals be-
schriebenes Bernoulli-Theorem fu¨r barokline und wirbelfreie Fluide ableiten lassen.
Somit la¨sst sich feststellen, dass es sich bei der stationa¨ren Lo¨sung des Energie-
Casimir-Funktionals um eine geschlossene und allgemeine Form des Bernoulli-
Theorems handelt.
4.1. Herleitung des verallgemeinerten
Bernoulli-Theorems
Im vorherigen Kapitel wurden die Definitionen des Massen-, das Entropie- sowie
das Wirbel-Casimir-Funktionals genannt. Diese Funktionale sind Teil der allge-
meinen Casimir-Funktional-Definition Cf =
∫
V
dτρf(Π, s). Die stationa¨re Lo¨sung
dieses allgemeinsten Casimir-Funktionals hat dabei, wie in Abschnitt 3.2 beschrie-
ben, folgende Lo¨sung:
Stationa¨re Lo¨sung
B = λf (f − Π ∂f
∂Π
)
ρT = λf (ρ
∂f
∂s
−∇ · ( ∂f
∂Π
~ξa))






Diese Lo¨sung kann dabei als allgemeinste Form des Bernoulli-Theorems angese-
hen werden. An dieser Stelle wird offensichtlich, dass die Bernoulli-Funktion nun
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abha¨ngig von den individuellen Erhaltungsgro¨ßen PV, Entropie und somit auch
von der Masse und dem absoluten 3D-Wirbelvektor ist. Auch fu¨r die stationa¨ren
Darstellungen der Temperatur und des Windes folgt erstmals Tst = Tst(Π, s) be-
ziehungsweise ~vst = ~vst(Π, s). Da das allgemeinste Casimir-Funktional mit f =
f(Π, s) aber unpraktikabel und physikalisch schwer interpretierbar ist, kann man
wie in Abschnitt 3.2 beschrieben, auch eine konkrete Gro¨ße fu¨r f festlegen. So
folgt, wie in Abschnitt 3.2 beschrieben, fu¨r f = 1 das Massen-Casimir-Funktional,
welches die Massenerhaltung beru¨cksichtigt. Fu¨r f = s ist Cf=s = f(s) und bein-
haltet zudem noch die Entropieerhaltung. Zu guter Letzt erha¨lt man fu¨r f = 1
2
Π2
einen Term, der neben der Massenerhaltung auch die Entropie- und Wirbelerhal-
tung erfasst. Hierfu¨r gilt Cf= 1
2
Π2 = f(Π). Die stationa¨ren Lo¨sungen fu¨r f = 1,
f = s und f = 1
2
Π2 werden gesondert im Anhang A hergeleitet und diskutiert.
Keine dieser Lo¨sungen fu¨r f beru¨cksichtigt aber die Mo¨glichkeit, dass f auch gleich-
zeitig von der Entropie und der PV abha¨ngig sein kann (f = f(Π, s)). Hierbei
ist eine naheliegende Lo¨sung die Funktionen f von Enstrophie-, Entropie- und
Massen-Funktional zu addieren. Eine solche Funktion wird hierbei erstmals im
Rahmen dieser Arbeit beschrieben. Diese wird mit fs bezeichnet und weist dabei
folgende Form auf:




Π2 + kss+ km, (4.7)








Π2 + kss+ km). (4.8)
Dieses Funktional erha¨lt den Namen Wirbel-Entropie-Massen-Funktional und ist
wegen der impliziten Summe der Casimir-Funktionale Enstrophie, Entropie und
Masse, auch ein Casimir des hydro-thermodynamischen Grundgleichungssystems.
Hierbei sind die Entropiekonstante ks sowie die Massenkonstante km global kon-
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stante Lagrange’sche Parameter. Dieses Casimir-Funktional hat sowohl einen Mas-
sen, einen thermodynamischen und einen wirbeldynamischen Freiheitsgrad. Somit
muss eine Ableitung des Energie-Wirbel-Entropie-Massen-Funktionals N = H+C
nach der Dichte, der Entropie und der Geschwindigkeit ein Minimum ergeben.
Hierfu¨r ko¨nnen die bereits vorgestellten Ableitungen (3.64) - (3.66) eines allgemei-
nen Wirbel-Casimir-Funktional verwendet werden, womit sich folgendes ergibt:
B = −λf 1
2
Π2 + λfkss+ λfkm (4.9)
ρT = −λf~ξa · ∇Π− λfksρ (4.10)
ρ~v = λf∇s×∇Π. (4.11)
Hierbei ist noch zu erwa¨hnen, dass λf ein global konstanter Lagrange’scher Pa-
rameter ist, der unter anderem dafu¨r gebraucht wird Gro¨ßen mit unterschied-
lichen Dimensionen zu addieren. Außerdem verdeutlicht (4.9), dass das Feld der
Bernoulli-Funktion durch die individuell erhaltenen Gro¨ßen der PV und der Entro-
pie lokalisiert wird. Denn die potentielle Vorticity ist, genau wie die Entropie, ei-
ne Lagrange’sche Erhaltungsgro¨ße, was bedeutet, dass die PV und die Entropie
zwar individuell konstant sind, aber durchaus ortsabha¨ngig sein ko¨nnen. Daru¨ber
hinaus zeigt sich in (4.10), dass durch die Wirbel, in diesem Fall in Form von
~ξa · ∇Π, nun auch die Temperatur zu einem lokal, stationa¨ren Feld wird. Bei der
Lo¨sung des stationa¨ren Windes (4.11) wird deutlich, dass sich dieser nun ent-
lang der Schnittfla¨che zwischen Entropie und PV bewegt. Daru¨ber hinaus be-
steht eine weitere besondere Eigenschaft des Gleichungssystems (4.9 - 4.11) darin,
dass daraus ein Energie-Wirbel-Zustand, ein barotroper, wirbelfreier Zustand so-
wie ein barokliner, wirbelfreier Zustand direkt abgeleitet werden ko¨nnen. Diese
drei Zusta¨nde sind, wie in Tabelle. 4.1 verdeutlicht, andernfalls nur seperat mit
Hilfe des Energie-Enstrophie-Funktionals, des Energie-Entropie-Funktionals sowie
des Energie-Massen-Funktionals bestimmbar. (diese drei Zusta¨nde werden in den
folgenden Abschnitten ausfu¨hrlich diskutiert). Dies verdeutlicht die u¨bergeordnete
Bedeutung des Energie-Wirbel-Entropie-Massen-Funktionals. Somit steht dieses
Funktional in der in Tabelle 3.4 gezeigten Hierarchie der Casimir-Funktionale an
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f = f(Π, s)
Cfs = Ep + S +M
fs = Π
2 + s+ 1
Cf= 1
2
Π2 = Ep Cf=s = S Cf=1 =M
f = 1
2
Π2 f = s f = 1
wirbelbehaftet wirbelfrei wirbelfrei
baroklin baroklin barotrop
Tabelle 4.1.: Diese Tabelle zeigt eine U¨bersicht der in dieser Arbeit be-
schriebenen Casimir-Funktionale und den daraus resultierenden Zusta¨nden.





4.2. Die stationa¨ren Zusta¨nde und ein
verallgemeinertes Bernoulli-Theorem
Im vorherigem Abschnitt wurde dargelegt, dass sich aus der stationa¨ren Lo¨sung
eines konkreten Energie-Casimir-Funktionals eine Abha¨ngigkeit zwischen der Ber-
noulli-Funktion, der PV und der Entropie ableiten la¨sst. Nun soll in diesem Ab-
schnitt gezeigt werden, dass es sich bei dieser stationa¨ren Lo¨sung um ein verall-
gemeinertes, geschlossenes Bernoulli-Theorem handelt. Hierzu muss die aktuelle
Form der stationa¨ren Temperatur (4.10) noch weiter umgeformt werden, indem
man den Gradienten von (4.9) bildet:
∇B = −λfΠ∇Π + λfks∇s −→ ∇Π = −∇B + λfks∇s
λfΠ
. (4.12)
Setzt man nun (4.12) in (4.10) ein, so folgt fu¨r die Temperatur:




4.2. Die stationa¨ren Zusta¨nde und ein verallgemeinertes Bernoulli-Theorem
U¨ber die Definition der PV (Π = 1
ρ
~ξa ·∇s) erha¨lt man folgende allgemeine Darstel-






Auch die Darstellung des stationa¨ren Windes (4.9) la¨sst sich auf diese Weise weiter







An dieser Stelle soll erwa¨hnt werden, dass im Anhang B.2 und B.1 eine alternative,
direkte Herleitung der stationa¨ren Temperatur- und Winddarstellung aus dem
primitiven Gleichungssystem beschrieben wird. Durch die stationa¨re Lo¨sung des
primitiven Gleichungssystem und der daraus abgeleiteten stationa¨ren Temperatur




B = −λf 1
2











Dies ist eine weitere, abschließende Verallgemeinerung zu der Verallgemeinerung
von (Scha¨r, 1993), welche zwar bereits zeigte, dass die Bernoulli-Funktion entlang
von Stromlinien konstant ist (B = c), und dass der stationa¨re Wind entlang der
Schnittlinie von Bernoulli-Funktion und Entropie weht, aber die Lokalisierung der
Bernoulli-Funktion durch Entropie und PV (B = c(Π, s)) und eine Darstellung
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der stationa¨ren Temperatur fehlten hierbei noch.
Somit wird deutlich, dass die Form des Bernoulli-Theorems (4.16)-(4.18), welche
u¨ber das Energie-Casimir-Funktional (4.8) abgeleitet wird, eine weitere Verallge-
meinerung des Bernoulli-Theorems nach Scha¨r (1993) darstellt. In den folgenden
Abschnitten soll nun deutlich gemacht werden, dass das Bernoulli-Theorem, das
mit Hilfe von Cfs abgeleitet wird, auch das klassische Bernoulli-Theorem bein-
haltet. Daru¨ber hinaus wird gezeigt, dass sich aus der stationa¨ren Lo¨sung des
Energie-Casimir-Funktionals neben den bereits bekannten Formen des Bernoulli-
Theorems, auch noch ein Bernoulli-Theorem fu¨r einen baroklinen, wirbelfreien Zu-
stand ableiten la¨sst. In Anhang A wird zudem gezeigt, dass sich das klassische und
das thermische Bernoulli-Theorem sowie die Verallgemeinerung nach Scha¨r (1993)
jeweils separat aus dem Massen-, Entropie und Enstrophie-Casimir-Funktional ab-
leiten lassen. Dies unterstreicht nochmals die Bedeutung des konkreten Energie-
Casimir-Funktionals (4.8), da sich daraus mit dessen Hilfe direkt alle Formen des
Bernoulli-Theorems ableiten lassen.
4.2.1. Bernoulli-Theorem fu¨r barokline und wirbelfreie Fluide
Das barokline und wirbelfreie Bernoulli-Theorem ergibt sich aus einem barokli-
nen und wirbelfreien Zustand. Dieser Zustand hat zwar einen thermodynamischen
aber keinen wirbeldynamischen Freiheitsgrad, somit sind keine Wirbelinformatio-
nen vorhanden. Folglich hat die allgemeine stationa¨re Lo¨sung (4.9 - 4.11) nun
folgende Darstellung:
Stationa¨re Lo¨sung




Es la¨sst sich feststellen, dass die Bernoulli-Funktion nun nicht mehr global kon-
stant ist sondern durch die Entropie lokalisiert wird (B = c(s)). Denn die Entropie
ist eine Lagrange’sche Erhaltungsgro¨ße, was dazu fu¨hrt, dass die Entropie zwar
individuell konstant ist, aber durchaus ortsabha¨ngig sein kann. Dennoch ist die
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Bernoulli-Funktion auf isentropen Fla¨chen individuell erhalten, was diesem ther-
modynamischen Modell erlaubt trotz Baroklinita¨t wirbelfrei zu bleiben. Weiterhin
zeigt sich, dass der durch das Entropie-Casimir bedingte Zustand wegen (4.20)
global isotherm ist (T = λfks = const.) und sich somit im thermischen Gleichge-
wicht befindet. Die Dichte ρ und somit auch der Druck p (wegen p = ρRT ) sind
aber weiterhin noch ortsabha¨ngig. Fu¨hrt man nun (4.19) und (4.20) zusammen,
so ergibt sich:
B = Ts+ C. (4.21)
Dieses Gleichgewicht zeigt nach T umgestellt (T = B−C
s
) strukturelle A¨hnlichkeiten
zu der Darstellung des stationa¨ren Temperaturfeldes des Energie-Wirbel-Gleich-
gewichtes (4.14), wobei der Wirbelanteil fehlt. Dies ist damit zu begru¨nden, dass




Casimir des wirbelbehafteten Zustandes bereits Informationen u¨ber die Entropie
entha¨lt. Insgesamt la¨sst sich aus dem definierten, wirbelfreien Zustand eine orts-
abha¨ngige, stationa¨re Stro¨mung im thermischen Gleichgewicht ableiten.
Daru¨ber hinaus la¨sst sich aus (4.21) noch ein Zusammenhang zwischen mecha-
nischer Energie und freier Enthalpie, ohne chemische Reaktionen G = h − Ts
ableiten:
B − Ts = C
⇐⇒ 1
2
~v2 + φ+ h− Ts = C
⇐⇒ 1
2
~v2 + φ = −G+ C. (4.22)
Fu¨r die freie Enthalpie la¨sst sich zudem noch ein totales Differential berechnen,








annimmt. Dabei beschreibt µi das chemische Potential, welches die Eigenschaft
eines Stoffes charakterisiert zu diffundieren, mit anderen Stoffen zu reagieren sowie
den Aggregatzustand zu wechseln. Ni ist hierbei die Stoffmenge. Die durch (4.23)
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beschriebene A¨nderung der freien Enthalpie ist ein wichtiges Maß unter welchen
Bedingungen eine Reaktion abla¨uft. So gilt:
dG < 0 : Exergone Reaktion (Reaktion la¨uft freiwillig ab).
dG = 0 : Keine Reaktion (Gleichgewichtssituation).
dG > 0 : Endergone Reaktion (Reaktion braucht Energiezufuhr).




~v2 + φ) = −dG. (4.24)
Somit stellt sich eine Zunahme der mechanischen Energie (~v2 +φ) fu¨r exergone Re-
aktionen und eine Abnahme fu¨r endergone Reaktionen ein. Dementsprechend gibt
es keine A¨nderung der mechanischen Energie fu¨r eine konstante freie Enthalpie.
Chemisches Gleichgewicht fu¨r ~v = 0
Die allgemeine Lo¨sung des stationa¨ren, baroklinen, wirbelfreien Zustandes besitzt
keine Informationen u¨ber den Wind. Nimmt man nun ~v = 0 an, so folgt mit ~ξ = 0
und die Wirbelfreiheit wird nicht verletzt. Somit wird die allgemeine stationa¨re
Lo¨sung (4.9 - 4.11) zu:
Stationa¨re Lo¨sung






Ferner kann man (4.25) und (4.26) zusammenfu¨hren, womit sich wieder ergibt:
B = Ts+ C. (4.28)
Des Weiteren la¨sst sich aus (4.28) noch ein weiterer Gleichgewichtszustand, unter
Beru¨cksichtigung von ~v = 0 (4.27) und φ = const., einfu¨hren. Hierfu¨r muss die
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freie Enthalpie G = h− Ts mit einbezogen werden:
B − Ts = C
⇐⇒ φ+ h− Ts = C
⇐⇒ −φ = G+ C. (4.29)
Wenn man nun daru¨ber hinaus fu¨r (4.29) das totale Differential berechnet, so
ergibt sich:
dG = 0. (4.30)
Somit stellt sich der chemische Gleichgewichtszustand als weitere Lo¨sung fu¨r ein
stationa¨res, baroklines und wirbelfreies System heraus.
4.2.2. Klassisches Bernoulli-Theorem
Das klassische Bernoulli-Theorem ergibt sich aus dem stationa¨ren barotropen und
wirbelfreien Zustand. Diese stationa¨re Lo¨sung nimmt an, dass der wirbelfreie, ba-
rotrope Zustand keine Wirbelinformationen und auch keine thermodynamischen
Informationen beinhaltet. Folglich hat die allgemeine stationa¨re Lo¨sung (4.9 - 4.11)
nun folgende Darstellung:
Stationa¨re Lo¨sung
B = λfkm = const. (4.31)
Hierbei gilt, dass λfkm nicht ortsabha¨ngig ist, was dazu fu¨hrt, dass die Bernoulli-
Funktion, anders als noch beim Energie-Entropie-Zustand (4.19), global konstant
ist, da nun keine Lagrange’sche Erhaltungsgro¨ße die Bernoulli-Funktion individuell
lokalisiert. Somit ist die Stro¨mung nicht nur stationa¨r und reibungsfrei, sondern
auch noch wirbelfrei und isentrop, da durch die Wahl des Massen-Casimirs der
Thermo- und Wirbeldynamische Freiheitsgrad wegfallen. Eine solche Stro¨mung
wird auch Potentialstro¨mung genannt, wobei fu¨r diese Art von Stro¨mung die
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Diese Darstellung entspricht dem klassischen Bernoulli-Theorem.
Hydrostatisches Gleichgewicht fu¨r ~v = 0
Im barotropen, wirbefreien Zustand fehlt neben einer Aussage u¨ber die Temperatur
auch eine Aussage u¨ber den Wind ~v. Setzt man nun aber doch ~v = 0, wird die
Wirbelfreiheit weiterhin nicht verletzt (~ξ = 0) und man erha¨lt fu¨r die allgemeine
stationa¨re Lo¨sung (4.9 - 4.11) folgende Darstellung:
Stationa¨re Lo¨sung




Die nun hinzugekommene thermodynamische Information verdeutlicht, dass die
Temperatur global konstant ist (T = λfks = const.). Zudem ist die Geschwindig-
keit nicht mehr beliebig, sondern hat die triviale Lo¨sung ~v = 0. Somit ergibt sich












Dieses Ergebnis verdeutlicht, dass der barotrope und wirbelfreie Grundzustand fu¨r




In diesem Kapitel wurde eine weitere und nun geschlossene Verallgemeinerung des
Bernoulli-Theorems mit Hilfe der stationa¨ren Lo¨sung des, in dieser Arbeit erst-
mals beschriebenen, Energie-Casimir-Funktionals aufgestellt. Hierbei konnte fest-
gestellt werden, dass sich eine funktionale Abha¨ngigkeit zwischen der Bernoulli-
Funktion, der PV sowie der Entropie ergibt (B = B(Π, s)). Ferner konnte eine
stationa¨re Temperatur- und Winddarstellung abgeleitet werden. Die funktiona-
le Abha¨ngigkeit B = B(Π, s) ist als weitere Verallgemeinerung des Bernoulli-
Theorems, mit B = c(Π, s) beziehungsweise dB
dt
= 0 zu verstehen. Somit ist die
Bernoulli-Funktion im allgemeinen Fall konstant entlang von Isolinien mit kon-
stanter PV und Entropie. Diese Abha¨ngigkeit kann als Kopplung zwischen der
Euler’schen und der Lagrange’schen Darstellung interpretiert werden, die in ei-
nem stationa¨ren Zustand gleich sind. Diesbezu¨glich repra¨sentiert das Feld der
Bernoulli-Funktion die Euler’sche Sichtweise und die individuell erhaltenen Gro¨ßen
der PV und der Entropie die Lagrange’sche Sichtweise. Somit kann das Bernoulli-
Theorem letztlich als ein Ausdruck der Abha¨ngigkeit zwischen der Euler’schen und
der Lagrange’schen Sichtweise gesehen werden, welche fu¨r einen stationa¨ren Fall
a¨quivalent sind. Ferner ist die weitere Verallgemeinerung des Bernoulli-Theorems
auch durch den DSI ausgedru¨ckt, da dieser gerade dann Null ist, wenn die Bernoulli-
Funktion abha¨ngig von der Entropie und der PV ist (eine genauere Beschreibung
des DSI erfolgt in Abschnitt 5). Dies ist gerade fu¨r den stationa¨ren, reibungs-
freien und adiabatischen Grundzustand der Fall. Neben der weiteren geschlosse-
nen Verallgemeinerung des Bernoulli-Theorems konnte erstmals ein wirbefreies,
baroklines Bernoulli-Theorem herausgearbeitet werden, das zwischen dem klas-
sischen Bernoulli-Theorem und der Verallgemeinerung von (Scha¨r, 1993) steht,
da es anders als das klassische Bernoulli-Theorem baroklin ist aber im Gegen-
satz zur Verallgemeinerung wirbelfrei ist. Fu¨r dieses thermodynamische Modell
ist die Bernoulli-Funktion nicht mehr, wie beim klassischen Bernoulli-Theorem,
global, sondern auf isentropen Fla¨chen konstant. Die stationa¨re Temperatur ist
diesbezu¨glich als global konstant anzusehen. Tabelle 4.2 gibt eine U¨bersicht u¨ber
die vier verschiedenen Formen des Bernoulli-Theorems sowie deren zugrundeliegen-
45
4. Ein verallgemeinertes und geschlossenes Bernoulli-Theorem
de Bedingungen und die entsprechend ableitbaren Darstellungen fu¨r ~vst und Tst.
Hierbei ist es wichtig zu erwa¨hnen, dass es in der von Scha¨r (1993) vorgestellten
Verallgemeinerung des Bernoulli-Theorems keine konkrete Spezifizierung der indi-
viduellen Erhaltung der Bernoulli-Funktion gibt. Dennoch muss beachtet werden,
dass die Bernoulli-Funktion, fu¨r eine baroklinen, wirbelbehafteten Zustand nicht
mehr global, sondern auf Fla¨chen gleicher PV sowie auf Fla¨chen gleicher Entropie
konstant ist.
Tabelle 4.2 verdeutlicht weiterhin, dass durch die hier vorgestellte geschlosse-
ne, Verallgemeinerung des Bernoulli-Theorems, zusa¨tzlich zum stationa¨ren Wind,
auch eine Darstellung der stationa¨ren Temperatur abgeleitet werden kann. Somit
beschreibt diese Verallgemeinerung des Bernoulli-Theorems vier (3D-Wind und
Temperatur) von fu¨nf Variablen des atmospha¨rischen Grundgleichungssystems fu¨r
einen stationa¨ren Zustand. Die einzige Variable, deren stationa¨rer Darstellung sich
nicht ableiten la¨sst, ist die Dichte. Die Tatsache, dass die Dichte aber dennoch fu¨r
die Berechnung der stationa¨ren Temperatur- und Winddarstellung beno¨tigt wird,
la¨sst vermuten, dass eine Vielzahl von stationa¨ren Zusta¨nden durch die ra¨umliche










gKlassisches Bernoulli-Theorem Wirbelfreies, baroklines Verallgemeinerung Weitere Verallgemeinerung:
(Venturi & Bernoulli, 18. Jh.): Bernoulli-Theorem (neu) von Scha¨r, 1993: (neu)
Bedingung: Bedingung: Bedingung: Bedingung:
Inkompressibilita¨t Kompressibilita¨t Kompressibilita¨t Kompressibilita¨t
Barotropie Baroklinita¨t Baroklinita¨t Baroklinita¨t
Wirbelfrei Wirbelfrei Wirbelbehaftet Wirbelbehaftet
B = 1
2
~v2 + φ+ p
ρ
= const. B = 1
2
~v2 + φ+ h = B(s) = c(s) B = (~v2 + φ+ h) = c∗ B = 1
2
~v2 + φ+ h = B(Π, s) = c(Π, s)




∇s×∇B ~vst = 1ρΠ∇s×∇B
DSI = 0
Tabelle 4.2.: Diese Tabelle zeigt eine U¨bersicht u¨ber die verschiedenen Formen des Bernoulli-Theorems mit den jeweils zugrunde
liegenden Bedingungen und den entsprechenden Ausdru¨cken fu¨r ~vst und Tst.
∗ In der von (Scha¨r, 1993) vorgestellten Verallge-
meinerung wird gezeigt, dass die Bernoulli-Funktion entlang von Stromlinien konstant ist und nicht mehr global; eine na¨here
Spezifizierung fehlt allerdings in dieser Vero¨ffentlichung.
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Temperaturfeld
Im vorherigem Abschnitt wurde eine stationa¨re Temperatur- und Winddarstellung
abgeleitet und es konnte gezeigt werden, dass diese beiden Darstellung, neben der
individuellen Erhaltung der Bernoulli-Funktion, Teil einer geschlossenen, verallge-
meinerten Form des Bernoulli-Theorems sind. Diese beiden Darstellungen werden
in diesem Kapitel nun ausfu¨hrlicher diskutiert. Ferner wurde im vorherigem Ka-
pitel beschrieben, dass die Verallgemeinerung des Bernoulli-Theorems auch durch
den DSI ausgedru¨ckt wird, da dieser gerade dann Null ist, wenn die Bernoulli-
Funktion abha¨ngig von der Entropie und der PV ist. Diese Eigenschaft des DSI
wird in diesem Kapitel na¨her beschrieben, wobei in diesem Zusammenhang auch
die Verbindung zur stationa¨ren Temperatur und Winddarstellung deutlich gemacht
wird.
Das diagnostische Potential des besagten atmospha¨rischen Grundzustandes, be-
ziehungsweise dessen Abweichung, konnte bereits ein zahlreichen Studien (Weber
und Ne´vir, 2007; Claußnitzer et al., 2008b; Claußnitzer und Ne´vir, 2009) mit Hilfe
des dynamischen Zustandsindex (DSI) gezeigt werden. Allerdings gab es bisher
wenige Studien, die sich mit den diagnostischen Eigenschaften der stationa¨ren
Temperatur- und Winddarstellung befassten. Diesbezu¨glich quantifizierte Gass-
mann (2014) eine Abweichung von der stationa¨ren Winddarstellung in Form eines
nicht-stationa¨ren Windfeldes. In dieser Studie wurde der stationa¨re Wind inakti-
ver Wind und dessen Abweichung aktiver Wind genannt, da die Advektion der PV
mit dem inaktiven Wind verschwindet, wohingegen die Advektion mit dem akti-
ven Wind mit nicht-balancierten Prozessen in Verbindung steht. Hierbei zeigt sich,
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dass die Divergenz des nicht-stationa¨ren Windfeldes in guter U¨bereinstimmung mit
der Dipol-Struktur des DSI ist. In Anlehnung an die Studie von Gassmann (2014),
soll erstmals auch das diagnostische Potential des stationa¨ren Temperaturfeldes im
Folgenden anhand einer Fallstudie genauer untersucht und mit dem DSI verglichen
werden.
5.1. Diskussion der stationa¨ren
Temperaturdarstellung
Im vorherigen Abschnitt wurde u¨ber die stationa¨re Lo¨sung, welche u¨ber das Energie-
Casimir-Funktional bestimmt wurde, gezeigt, dass die Temperatur u¨ber die PV lo-







Diese Temperaturdarstellung la¨sst sich soweit umformen, dass sich daraus der adia-
batische und der hydrostatische Zustand ableiten lassen. Hierfu¨r muss der Wind in
(4.14) als konstant angenommen werden (~v = const.), woraus auch Wirbelfreiheit
(~ξ = 0) folgt. Somit ergibt sich, wenn nur der vertikale Anteil beachtet wird und








Fu¨r eine adiabatische Schichtung gilt ∂s
∂z






Dies entspricht genau der Definition einer adiabatischen Schichtung, na¨mlich, dass




5.2. Diskussion der stationa¨ren Winddarstellung
geometrischen Temperaturgradienten ∂T
∂z
ist. Ausgangspunkt fu¨r den hydrostati-











































was der Definition des hydrostatischen Zustands entspricht.
5.2. Diskussion der stationa¨ren Winddarstellung
Neben einer stationa¨ren Temperaturdarstellung, lassen sich auch mit Hilfe des
Energie-Casimir-Funktionals insgesamt drei stationa¨re Winddarstellungen ablei-
ten. Um Verwechselungen mit dem realen Wind zu vermeiden, wird der stationa¨re
Wind im weiteren Verlauf als ~vst bezeichnet. Weiterhin werden diese Winddarstel-
lungen nummeriert.
Die erste stationa¨re Winddarstellung ergibt sich direkt aus (4.11), indem man






A¨quivalent zu der in Kapitel 3.1 hergeleiteten Bewegung im Phasenraum x˙ =
∇H1 ×∇H2 findet auch die Bewegung im Ortsraum u¨ber ~vst auf der Schnittlinie
zweier Erhaltungsfla¨chen statt. Konkret handelt es sich hierbei um die Entropie-
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und die PV-Fla¨che. Eine konkrete geometrische Interpretation ist aber im dreidi-
mensionalen Ortsraum schwierig, deshalb ist es sinnvoll die Dynamik immer auf
einer der materiellen Fla¨chen zu betrachten. So wu¨rde ~vst1 auf einer PV-Fla¨che
parallel zu den Isentropen wehen und entsprechend auf isentropen Fla¨chen par-
allel zu den Isolinien gleicher PV. Hierbei wird die geometrische Interpretation
nochmal in Abschnitt 5.3 genauer veranschaulicht.







Diese Winddarstellung wurde bereits von Scha¨r (1993) direkt aus dem primiti-
ven Gleichungssystem hergeleitet, um zu zeigen, dass der Wind im stationa¨ren,
reibungsfreien, adiabatischen und reibungsfreien Grundzustand auf den Schnittli-
nien der Bernoulli- und der Theta- beziehungsweise Entropie-Fla¨chen weht. Diese
Darstellung wurde bereits in Kapitel 4 abgeleitet und in Verbindung mit dem
Bernoulli-Theorem gebracht. Dennoch wird diese Darstellung im Folgendem als 2.
Winddarstellung bezeichnet, da fu¨r deren Ableitung mehr Umformungen, als fu¨r
~vst1, no¨tig sind. Da der stationa¨re Wind auch schon bereits parallel zu den Isen-
tropen und Linien gleicher PV weht (5.7), folgt, dass die dritte stationa¨re Wind-
darstellung auf den Schnittlinien der Bernoulli-Fla¨che und der PV-Fla¨che wehen
muss. Dies wird auch durch (3.64) deutlich, da daraus folgt, dass B = B(s,Π) gilt.






Hierbei steht λg fu¨r einen nicht weiter spezifizierten, global konstanten Lagran-
ge’schen Parameter. U¨ber die Dichte ρ, die in allen drei Winddarstellungen explizit
enthalten ist, kann die Kontinuita¨tsgleichung (∇ · (ρ~vst) = 0) mit einbezogen wer-
den. Dies ist wiederum essentiell fu¨r die Herleitung des DSI. Der DSI und dessen
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Herleitung mit Hilfe der drei stationa¨ren Winddarstellungen werden im folgenden
Abschnitt eingehender diskutiert.
5.3. Diskussion der Definition des dynamischen
Zustandsindex
Die Herleitung des DSI und dessen Definition im Grundzustand ergibt sich am
anschaulichsten, wenn man die Definition der zweiten stationa¨ren Winddarstellung
(5.8) in die Kontinuita¨tsgleichung fu¨r einen stationa¨ren Zustand (∇ · (ρ~vst2) = 0)
einsetzt:











∇Π · (∇s×∇B) = 0.
(5.10)
Der erste Term auf der rechten Seite verschwindet, denn u¨ber die Spatproduktregel
ergibt sich eine Rotation eines Gradienten, welche gleich Null ist. Nun kann die
Gleichung auch noch mit −Π2 multipliziert werden, was zu
∇Π · (∇s×∇B) = 0 (5.11)





Dies ist die Energie-Wirbel-Gleichung fu¨r eine reibungsfreie, stationa¨re und adia-
batische Atmospha¨re im Grundzustand. Damit in der Determinante (5.12) die
massenbehafteten Stro¨me in der Atmospha¨re beru¨cksichtigt werden ko¨nnen, er-
folgt eine Transformation, u¨ber die Beziehung dm = dadbdc = ρdxdydz, vom
Ortssystem x, y, z zu Lagrange’sche Massenkoordinaten a, b, c. Diese Determinan-
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∇Π · (∇s×∇B). (5.13)








Diese ergibt sich aus den beteiligten Gro¨ßen. Der DSI entha¨lt Informationen u¨ber
den wirbeldynamischen, entropischen sowie energetischen Zustand der Atmospha¨re.
Fu¨r eine reibungsfreie, stationa¨re und adiabatische Atmospha¨re im Grundzustand
ist der DSI gleich Null. Jenes ist gleichbedeutend mit einer funktionalen Abha¨ngig-
keit zwischen der Bernoulli-Funktion, der PV und der Entropie (zum Beispiel
B = B(s,Π)).
Fu¨r die Herleitung des DSI u¨ber die Kontinuita¨tsgleichung wurde von Ne´vir (2004)
zwar die zweite Winddarstellung verwendet, dennoch gilt die Divergenzfreiheit des
Produktes aus Dichte und stationa¨ren Wind auch fu¨r die anderen beiden Wind-
darstellung:
∇ · (ρ~vst1) = ∇ · (ρ~vst2) = ∇ · (ρ~vst3) = 0. (5.15)
An dieser Stelle macht sich aber scheinbar ein Widerspruch bemerkbar. Denn
grundsa¨tzlich gilt fu¨r den Grundzustand ∇ · (ρ~v) = ∇ · (ρ~vst1) = ∇ · (λf∇s ×
∇Π) = 0 und fu¨r eine Abweichung vom Grundzustand sollte ∇ · (ρ~v) 6= ∇ ·
(ρ~vst1) = ∇ · (λf∇s × ∇Π) 6= 0 gelten. Allerdings wird die zweite Bedingung
auf den ersten Blick fu¨r instationa¨re, diabatische und reibungsbehaftete Prozesse
nie erfu¨llt, denn die Rotation eines Gradienten ist immer gleich Null (da gilt:
∇· (λf∇s×∇Π) = λf [∇Π · (∇×∇s)−∇s · (∇×∇Π)]). Der Ausweg ist, dass man
außerhalb des Grundzustands den Eichfaktor λf beziehungsweise λg nicht mehr
als global konstant ansehen darf, was zu
∇·(λf∇s×∇Π) = λf∇·(∇s×∇Π)+∇λf ·(∇s×∇Π) = ∇λf ·(∇s×∇Π) (5.16)
fu¨hrt. Somit ergibt sich in gewisser Weise eine Quantifizierung des DSI fu¨r Abwei-
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chungen vom Grundzustand (DSI 6= 0). Folglich gilt:
Eigenschaft der
Lagrange’schen Parameter
DSI = 0 −→ ∇λf · (∇s×∇Π)|Grundzust. = 0
DSI 6= 0 −→ ∇λf · (∇s×∇Π) 6= 0.
(5.17)
(5.18)
Eine weitere Eigenschaft des Grundzustands beziehungsweise des Verschwindens
des DSI, ist die Advektionsfreieheit PV, der Bernoulli-Funktion sowie der Entropie
u¨ber die stationa¨ren Winddarstellungen, denn nach Anwendung der Spatprodukt-
regel auf (5.11) gilt auch:
~vst1 · ∇B = λfDSI = 0, (5.19)
~vst2 · ∇Π = 1
Π
DSI = 0, (5.20)
~vst3 · ∇s = λgDSI = 0. (5.21)
Die unterstreicht den gleichen Stellenwert der Winddarstellungen untereinander,
da alle drei stationa¨ren Winddarstellungen nur zusammen die Advektionsfreiheit
der Lagrange’schen Gro¨ßen B,Π und s im Grundzustand herbeifu¨hren.
Eine geometrische Interpretation des DSI im Grundzustand mit der dazugeho¨rigen
Advektionsfreiheiteit (5.19)-(5.21), la¨sst sich leichter nachvollziehen, wenn man die
Dynamik auf ein Π−, B− oder Θ−System u¨berfu¨hrt. Hierzu stellt Abb. 5.1 ex-
emplarisch das PV-Feld, das Feld der Bernoulli-Funktion sowie das DSI-Feld auf
einer konstanten Θ-Fla¨che (330 K) dar. Des Weiteren ist noch das Windfeld in
5.1(a) und 5.1(b) aufgetragen. Dadurch, dass die Dynamik Θ-Fla¨che betrachtet
wird, reduziert sich der Zustandsraum, sodass von den urspru¨nglichen drei Wind-
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~kΘ · (∇hΠ×∇hB). (5.24)
Eine Herleitung von (5.23-5.24) ist im Anhang C zu finden.
Die dargestellten Felder zeigen hierbei den Sturm Lothar fu¨r die ERA-Interim
Reanalysedaten. Hierbei werden sowohl das Sturmereignis als auch die verwende-
ten Reanalysedaten in Abschnitt 5.4.1 na¨her beschrieben. In Abb. 5.1 zu erkennen,
dass u¨berall dort, wo der Wind die Fla¨chen gleicher PV beziehungsweise Bernoulli-
Funktion schneidet, der DSI ungleich Null ist. Dies entspricht gerade dem Bereich
der Frontalzone. In diesem Gebiet ist ~v 6= ~vst und es gilt B 6= B(Π). Letzteres
ist auch an der Bernoulli-Funktions-Isolinie zu erkennen, welche in 5.1(a) einge-
zeichnet ist, da sie die PV-Isolinien dort schneidet, wo ein DSI-Dipol zu erkennen
ist.
5.3.1. Eigenschaften des DSI
Im vorherigen Abschnitt wurde bereits gezeigt, dass unter der Erfu¨llung von B =
B(Π, s) der DSI gleich Null ist. Somit quantifizieren Werte ungleich Null Zusta¨nde,
in denen die Atmospha¨re vom stationa¨ren und adiabatischen Zustand abweicht.
Hierzu soll Abb. 5.2 etwas mehr Aufschluss geben. Ausgangspunkt ist der stati-
ona¨re und adiabatische Grundzustand, der unter ruhigen Wetterbedingungen von
der Atmospha¨re erreicht wird. Demzufolge bewirken instationa¨re und diabatische
Sto¨rungen einen von Null verschiedenen DSI. In diesen Gebieten kommt es zum
Beispiel versta¨rkt zu Zyklogenese, Niederschlag und Stu¨rmen. Danach findet sich
das System wieder im Grundzustand ein. Eine genauere Analyse hierzu ist in We-
ber und Ne´vir (2007) und Claußnitzer und Ne´vir (2009) zu finden. Jedoch bleibt
noch zu erwa¨hnen, dass die Umkehrung der DSI-Definition nicht gilt. Das heißt,
dass man von einem DSI gleich Null nicht auf eine stationa¨re und adiabatische
Atmospha¨re schließen kann. Dies liegt an der Anwendung der Divergenz bei Glei-
chung (3.25), wobei die Divergenz keine A¨quivalenzumformung darstellt.
56
5.3. Diskussion der Definition des dynamischen Zustandsindex
(a) PV-Feld in PVU
(b) Bernoulli-Feld in J
kg
(c) DSI-Feld in PV
2
s
Abbildung 5.1.: Feld der potentiellen Vorticity [PVU] (Abbildung a), der
Bernoulli-Funktion [ J
kg




auf der 330 K-Fla¨che fu¨r den 26.12.1999 12 UTC (ERA-Interim). Die Pfeile
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Abbildung 5.2.: Schematische Darstellung des Zusammenhangs zwischen
der Systementwicklung und dem DSI (nach Weber und Ne´vir, 2007).
Außerdem weist der DSI auch eine Dipolstruktur auf, sodass aufgrund des Zwi-
schenwertsatzes, der DSI in der Mitte des Dipols auch gleich Null ist.
Eine weitere Eigenschaft des DSI ist die starke Abha¨ngigkeit seiner Amplitude von
der Ho¨he. In hohen Druckniveaus ist der DSI gro¨ßer als in geringen Druckniveaus.
Der Grund hierfu¨r ist, dass die Dichte sowohl in die potentielle Temperatur, als
auch in die potentielle Vorticity eingeht. Mit der zusa¨tzlichen Dichtenormierung
wird dieser Effekt noch versta¨rkt.
5.4. Das stationa¨re Temperaturfeld am Beispiel von
Sturm Lothar
In diesem Abschnitt soll untersucht werden, ob die stationa¨re Temperatur, a¨hnlich
wie der DSI, in der Lage ist, nicht balancierte Prozesse in der Atmospha¨re zu
diagnostizieren. Hierzu soll im weiteren Verlauf auf die synoptische Situation von
Sturm Lothar, welcher am 26. Dezember 1999 u¨ber Deutschland wu¨tete, eingegan-
gen werden.
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5.4.1. Synoptische Situation von Sturm Lothar
Der Sturm, der am 26. Dezember 1999 u¨ber Zentraleuropa zog, erhielt vom Deut-
schen Wetterdienst den Namen Lothar und war einer der sta¨rksten seiner Art. Auf
seinem Weg durch Europa verursachte Lothar immense Scha¨den an Wa¨ldern und
Geba¨uden. Der Sturm entwickelte sich am Vortag aus einer noch unscheinbaren
Welle vor der Ostku¨ste Nordamerikas. Am Sonntag den 26. Dezember 1999 um
0 UTC befand sich Lothar schon etwa 300 km westlich vor der Britischen Ku¨ste.
Die Geopotentialsto¨rung war in 500 hPa Ho¨he kaum zu erkennen und konnte nur
in der unterern Tropospha¨re ausgemacht werden (siehe Abb. 5.2(a)). Allerdings
zeichnete sich das Gebiet um Lothar durch außerordentlich starke Baroklinita¨t aus
(Ulbrich et al., 2001), sodass sich 6 Stunden spa¨ter das Tief explosionsartig ent-
wickeln konnte, nachdem sich eine Geopotentialanomalie auch in der oberen Tro-
pospha¨re gebildet hat. Hierbei erreichte Lothar u¨ber Nordfrankreich schon einen
Kerndruck von etwa 962 hPa. Ab ca. 12 UTC zog der Orkan durch Deutschland
(siehe Abb. 5.2(b)) u¨ber Trier, Frankfurt, Jena bis nach Ostsachsen. Die sta¨rksten
Winde wurden hierbei su¨dlich des Orkantiefs beobachtet und trafen somit weite
Teile Frankreichs, der Schweiz und Su¨ddeutschlands. Hierbei wurden Spitzenbo¨en
von bis zu 151 km/h in Karlsruhe und 215 km/h auf dem Feldberg im Schwarzwald
gemessen. Diese hohen Windgeschwindigkeiten wurden durch ungewo¨hnlich hohe
Drucktendenzen bedingt. So wurde zum Beispiel an der Station Caen in Nord-
frankreich ein Druckabfall von 27,7 hPa innerhalb von 3 Stunden und ein darauf
folgender 3-stu¨ndiger Druckanstieg von 29 hPa gemessen.
5.4.2. Verwendete Reanalysedaten
Fu¨r diesen Teil der Arbeit wurden die ERA-Interim-Reanalysedaten (Dee et al.,
2011) verwendet. Diese standen zuna¨chst auf einem T255 Gitter (∼ 0.75◦) mit
60 vertikalen Leveln fu¨r den Zeitraum von 1979 - 2012 zur Verfu¨gung. Hierbei
wurden 6-stu¨ndliche Daten (0 UTC, 6, UTC, 12 UTC, 18 UTC) fu¨r den Zeitraum
zwischen dem 24.12.1999 und dem 01.01.2000 analysiert. Die auf Druckfla¨chen
und der 2PVU-Fla¨che betrachteten Variablen der Reanalyse sind die Felder der
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(a) 0 UTC (b) 12 UTC
Abbildung 5.3.: Bodenanalyse vom 26.12.1999 0 UTC (Abbildung a) und
12 UTC (Abbildung b). Quelle: Deutscher Wetterdienst.
drei Windkomponenten, der Temperatur, des Geopotentials sowie der potentiellen
Vorticity (nur auf Druckfla¨chen).
5.4.3. Analyse des stationa¨ren Temperaturfeldes
In diesem Abschnitt soll, wie bereits erwa¨hnt, untersucht werden, ob die stationa¨re
Temperatur (4.14), a¨hnlich wie der DSI, in der Lage ist, nicht balancierte Prozesse
in der Atmospha¨re zu diagnostizieren. Hierzu wurde zuna¨chst die Differenz zwi-
schen der beobachteten und der stationa¨ren Temperatur berechnet:
∆T = T − Tst. (5.25)
Somit mu¨sste ∆T in der Lage sein, den Einfluss von Diabasie und Instationarita¨t
auf das Temperaturfeld zu quantifizieren. Zuna¨chst ist bei einem Blick auf das
DSI-Feld vom 26.12.1999 12 UTC in Abb. 5.4(a) eine Dipolstruktur u¨ber Nord-
frankreich zu erkennen, wo auch Lothar zum gegenwa¨rtigen Zeitpunkt sein Ma-
ximum erreichte. Diese Struktur stimmt auch gut mit dem Geopotentialtief u¨ber
diesem Gebiet u¨berein. Zusa¨tzlich sind noch weitere DSI-Dipole bei 20◦ W, 75◦
W und 100◦ W zusammen mit entsprechenden Geopotentialtro¨gen sichtbar, wo-
mit sich allgemein ein frontalartige Struktur u¨ber den mittleren Breiten auspra¨gt.
Diese Struktur ist außerdem fu¨r die Differenz zwischen der beobachteten und der
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stationa¨ren Temperatur zu erkennen (Abb. 5.4(b)). Ferner ist die Struktur von ∆T
auch in guter U¨bereinstimmung mit den Niederschlagsfeldern (Abb. 5.4(c)). Aller-
dings ist auffa¨llig, dass die Temperaturdifferenz negativ ist, was bedeutet, dass die
stationa¨re Temperatur gro¨ßer ist als die Temperatur der Reanalysedaten:
Tst > T. (5.26)
Eine physikalische Interpretation ko¨nnte in der, an die stationa¨re Temperatur-
darstellung (4.14) erinnernde, Gibbs’schen Beziehung T = ∂E
∂s
liegen. Denn die
Gibbs’schen Beziehung macht deutlich, dass die stationa¨re Temperatur, aufgrund
einer, fu¨r adiabatische Prozesse, geringeren Entropiea¨nderung, ho¨her ist. Die A¨nder-
ung der Entropie la¨sst sich u¨ber ∂s = ∂is + ∂ds in einen irreversiblen Anteil ∂is
und einen diabatischen Anteil ∂ds aufspalten, wobei der diabatische Anteil fu¨r
die stationa¨re Temperatur, wegen der zugrunde liegenden adiabatischen Annah-
me, verschwindet. Dieses Verhalten spiegelt sich auch im Berechnungsverfahren
der stationa¨ren Temperatur wieder, welches auf Feldern beruht, die nicht unbe-
dingt immer stationa¨r sind; also vereinfacht ausgedru¨ckt Tst ∼ Tst(~v, φ, T ). Fu¨r
Bereiche in denen sich die Atmospha¨re im Grundzustand befindet, gibt es wenig,
durch versta¨rkte Wind- und Geopotentialgradienten induzierte, dynamische Ak-
tivita¨t und die stationa¨re Temperatur entspricht der beobachteten Temperatur.
Demgegenu¨ber stehen Bereiche, welche sich durch hohe dynamische Aktivita¨t aus-
zeichnen, wo bei der Berechnung von Tst ein ho¨herer Betrag von kinetischer Energie
zusa¨tzlich zum Temperaturfeld hinzukommt. Somit ist die stationa¨re Tempera-
tur in Regionen außerhalb des Grundzustands gro¨ßer als die Beobachtete. Eine
mo¨gliche Lo¨sung besteht darin, sich den tatsa¨chlichen stationa¨ren Feldern iterativ
anzuna¨hern. Diesbezu¨glich wird in Abschnitt 5.5 ein entsprechendes Iterations-
schema vorgestellt.
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(b) ∆T = T − Tst in K (500 hPa)
(c) Gesamtniederschlag in mm
tag
Abbildung 5.4.: Feld des DSI (a), der Temperaturdifferenz ∆T (b) sowie
des Gesamtniederschlags (c) fu¨r den 26.12.1999 12 UTC. Die grauen Linien
in (a) und (b) zeigen das Geopotentialfeld [gpdm]. Als Datengrundlage
dienten die ERA-Interim Reanalysedaten.
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5.5. Verfahren zur Bestimmung des stationa¨ren
Zustandes
Der Startpunkt beim in Abb. 5.5 dargestellten Iterationsschema sind die beobach-
teten Wind-, Temperatur- und Dichtefelder. Diese werden fu¨r die Berechnung der
beobachteten Felder der Bernoulli-Funktion, der PV, der Entropie (an dieser Stelle
mit BObs, ΠObs und SObs bezeichnet) und letztlich auch dem DSI verwendet. Falls
der DSI gleich Null ist, befindet sich die Atmospha¨re bereits im Grundzustand und
das Iterationsverfahren kann beendet werden. Ansonsten wird u¨ber BObs,ΠObs und
SObs mit Hilfe von (B.5) und (B.7) das stationa¨re Wind und Temperaturfeld ~vst be-
ziehungsweise Tst berechnet. Hierbei gilt fu¨r Iterationsschritt k = 1: ~vst = ~vk,st und
Tst = Tk,st. Da es, wie in Abschnitt 4.2 gezeigt, keine stationa¨re Darstellung des
Dichtefeldes gibt, wird fu¨r die Berechnung der stationa¨re Felder immer das beob-
achtete Dichtefeld ρObs verwendet. Anschließend wird Tk,st um ein T verringert, da
die stationa¨re Temperatur als zu hoch angenommen wird (siehe Abschnitt 5.4.3).
Das verringerte Tk,st wird T
∗ genannt, um Verwechselungen zu vermeiden Nun
wird mit ~vk,st, T
∗ und ρObs die Bernoulli-Funktion Bk,st, die PV Πk,st, die Entropie
Sk,st und wieder der DSI berechnet. Ist der DSI nun wieder ungleich Null, wird
u¨ber Bk,st,Πk,st und Sk,st das Wind- und Temperaturfeld ~vk+1,st beziehungsweise
Tk+1,st berechnet und k wir k + 1 gesetzt, womit das Iterationsverfahren wieder
mit einer Reduzierung von Tk,st von vorne beginnt. Dieses Verfahren wird solan-
ge wiederholt, bis der DSI gleich oder zumindest anna¨hernd Null ist, wobei das
zugeho¨rige Wind- und Temperaturfeld, welche zur Berechnung des DSI beno¨tigt
wurden, dann als stationa¨rer Anteil des gesamten Wind- und Temperaturfelds an-
gesehen werden kann. Im Rahmen dieses vorgestellten Verfahrens wa¨re es auch
mo¨glich das Windfeld iterativ zu vera¨ndern. Allerdings mu¨ssten alle drei Wind-
komponenten unabha¨ngig vera¨ndert werden, außerdem wa¨re auch nicht eindeutig,
ob das Feld u¨ber eine ~v verringert oder vergro¨ßert werden mu¨sste. Aus diesem
Grund erscheint es geeigneter nur das Temperaturfeld iterativ zu verringern.
63
5. Der DSI und das stationa¨re Wind- und Temperaturfeld
 𝑣𝑂𝑏𝑠, 𝑇𝑂𝑏𝑠, 𝜌𝑂𝑏𝑠






𝑇𝑘,𝑠𝑡 wird um ein 𝑇𝜀 verringert
𝐵𝑘 , Π𝑘 , 𝑆𝑘 , 𝜌𝑂𝑏𝑠
𝐷𝑆𝐼 ≠ 0
𝑘 = 𝑘 + 1
 𝑣𝑘+1,𝑠𝑡, 𝑇𝑘+1,𝑠𝑡 , 𝜌𝑂𝑏𝑠
(Berechnet mit Bk, Πk, Sk, ρObs)
(Berechnet mit vk,st, Tk
∗, ρObs)
(Berechnet mit  vObs, 𝑇Obs, ρObs)
 𝑣𝑠𝑡, 𝑇𝑠𝑡 , 𝜌𝑂𝑏𝑠
(Berechnet mit BObs, ΠObs, SObs, ρObs)
 𝑣𝑠𝑡 =  𝑣𝑘,𝑠𝑡 , 𝑇𝑠𝑡 = 𝑇𝑘,𝑠𝑡, 𝑘 = 1
 𝑇𝑘,𝑠𝑡 − 𝑇𝜀 = 𝑇𝑘
∗
Abbildung 5.5.: Iterationsschema zur Bestimmung der stationa¨ren Tem-
peratur und Windfelder.
5.6. Zusammenfassung
Der Hauptaspekt dieses Kapitels war die Analyse der stationa¨ren Temperatur an-
hand von Sturm Lothar. Als Datengrundlage dienten die ERA-Interim-Reanalyse-
daten. Hierbei wurde die Abweichung zwischen der stationa¨ren Temperatur und
der Modell-Temperatur berechnet, um den Einfluss von instationa¨ren, diabati-
schen und reibungsbehafteten Prozessen auf das Temperaturfeld zu quantifizieren.
Diesbezu¨glich konnte gezeigt werden, dass die Abweichungen von der stationa¨ren
Temperatur frontalartige Strukturen bildet, welche in guter U¨bereinstimmung mit
den DSI und den Niederschlagsfeldern der Reanalysedaten sind. Allerdings stell-
te sich heraus, dass die Temperaturabweichung viel zu groß sind. In Anbetracht
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dessen, konnte das Berechnungsverfahren des stationa¨ren Temperaturfelds verant-
wortlich gemacht werden, da es zur Berechnung auf Temperatur- und Windfelder
zuru¨ckgreift, die nicht unbedingt stationa¨r sind. Hierzu wurde ein Iterationsverfah-
ren vorgestellt, um die stationa¨ren Felder na¨herungsweise zu bestimmen. Hierbei
wird die Bernoulli-Funktion, die PV sowie die Entropie aus dem stationa¨ren Wind
und dem stationa¨ren Temperaturfeld berechnet, das iterativ verringert wird. Falls
der hieraus berechnete DSI ungefa¨hr Null ist, wurde der Grundzustand bestimmt,
ansonsten muss die Prozedur wiederholt werden.
Das Bestimmen der stationa¨ren Felder ko¨nnte zum Beispiel einen Beitrag fu¨r die
Datenassimilation leisten oder aber dabei helfen Ensemble-Modelle physikalisch
zu generieren, indem die stationa¨ren Felder unterschiedlich gesto¨rt werden. Eine
physikalische Ensemblegenerierung wu¨rde hierbei eine Bereicherung der probabi-




6. Der zonal gemittelte Grundzustand und
die Bestimmung der Lagrange’schen
Parameter
In den vorherigen Kapiteln wurde dargelegt, dass sich fu¨r einen stationa¨ren, adia-
batischen und reibungsfreien Grundzustand eine algebraische Abha¨ngigkeit zwi-
schen Bernoulli-Funktion, PV und Entropie ergibt. Ausgangspunkt hierfu¨r ist das
Energie-Casimir-Funktional
N [~v, ρ, s] = H[~v, ρ, s]− λfCf [~v, ρ, s], (6.1)

















Damit sich das Energie-Casimir-Funktional als Summe aus Hamiltonfunktion H
und Casimir-Funktional Cf schreiben la¨sst, wird der Lagrange’sche Parameter λf
beno¨tigt. Wie in Abschnitt 5.2 beschrieben, findet sich jener Lagrange’sche Pa-











6. Der Grundzustand und die Bestimmung der Lagrange’schen Parameter
Die Lagrange’schen Parameter sind im atmospha¨rischen Grundzustand global kon-
stant.
Das Ziel dieses Kapitels ist es, diese Lagrange’schen Parameter erstmals zu be-
stimmen, was eine neue physikalische Sicht auf jene Parameter ero¨ffnet.
6.1. Quantifizierung der Lagrange’schen Parameter
In Kapitel 3 wurde bereits mit Hilfe der Nambu-Darstellung des Primitiven Glei-
chungssystems gezeigt, dass die Bernoulli-Funktion, die PV und die Entropie fu¨r
einen stationa¨ren, adiabatischen und reibungsfreien Grundzustand im Gleichge-
wicht sind (3.64). So ergibt sich fu¨r die Funktionalableitung des Energie-Casimir-
Funktionals N [~v, ρ, s] nach der Dichte:
B = f − Π ∂f
∂Π
, (6.5)
wobei f = f(Π, s) ist. Somit sind die Bernoulli-Funktion, die Entropie und die PV
auch auf folgende Weise voneinander abha¨ngig:
B = B(s,Π). (6.6)
Aufgrund von (6.6) ko¨nnen nun auch, unter der Voraussetzung, dass Π 6= 0 ist,
folgende algebraische Abha¨ngigkeiten aufgestellt werden:
Π = Π(B, s), (6.7)
s = s(Π, B). (6.8)
Fu¨r die Funktionalableitung von N [~v, ρ, s] nach der Geschwindigkeit gilt, wie in
Abschnitt 3.2 gezeigt:














































Aufgrund der Kettenregel ∂f
∂Π
∇Π = ∇f resultiert aus (6.12) fu¨r jede beliebige
Funktion f = f(Π, s), also zum Beispiel f = Π3 oder f = Π2 + s, die bereits von





die im Rahmen dieser Arbeit auch als zweite stationa¨re Winddarstellung bezeich-
net wird. Fu¨r ein wirbelfreies, thermodynamisches Modell (f = s, f = 1), ga¨be es
entsprechend keine stationa¨re Winddarstellung (siehe hierzu Abschnitt 4.2.1 und
4.2.2). Die universelle Gu¨ltigkeit von (6.13) fu¨r ein beliebiges f = f(Π, s) und die
unabha¨ngigkeit von einem Lagrange’schen Parameter, unterstreicht nochmal die
Bedeutung der zweiten Winddarstellung.
Ferner lassen sich mit der zweiten Winddarstellung (6.13) mit Hilfe von (6.6 - 6.8)
auch wieder die beiden anderen Winddarstellungen aus Kapitel 4 ableiten. Hierzu
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Hierbei muss bei der Berechnung der Ableitungen zwischen Bernoulli-Funktion,





die Ableitung der Bernoulli-Funktion nach der Entropie bei





















Vergleicht man die Winddarstellungen (6.17) und (6.18) mit den in Kapitel 4,
u¨ber die allgemeine Casimir-Funktion fs =
1
2




λf∇s×∇Π beziehungsweise ~vst3 = 1ρλg∇B ×∇Π, so fa¨llt eine








in (6.18) und den

















Somit lassen sich die, fu¨r einem Grundzustand global erhaltenen, Lagrange’schen
Parameter erstmals u¨ber die Ableitungen (6.19-6.20) quantifizieren. Hierbei muss
erwa¨hnt werden, dass die Lo¨sungen (6.19) und (6.20) fu¨r λf und λg abha¨ngig von
der gewa¨hlten Casimir-Funktion f sind.













welche den Grundzustand entsprechend auf der Θ, B sowie Π-Fla¨che beschreiben,
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Abbildung 6.1.: Vertikaler Schnitt der Lage der Π−Fla¨chen (schwarze
Linien), der Θ−Fla¨chen (rote-Linien) sowie der B-Fla¨chen (blaue-Linien)
bezogen auf das p-System (vertikale Achse). Die horizontale Achse stellt
die Breitengrade von 30◦ N bis 75◦ N dar. Die Fla¨chen wurden hierbei
fu¨r ERA-Interim berechnet und u¨ber den gesamten Zeitraum (1979-2010)
gemittelt.






beschreibt die A¨nderung der Bernoulli-Funktion nach der





zuna¨chst die vertikale Lage der Π−,Θ− sowie B-Fla¨chen im p-System, wobei zu
erkennen ist, dass es gerade im Bereich des Polarjets zu einer starken Dra¨ngung
dieser Linien kommt. Hierbei muss beachtet werden, dass sich Abb. 6.1 unter ande-




wiederum auf Fla¨chen gleicher Entropie
betrachtet wird. Dennoch werden die potentielle Temperatur Θ und die massen-
spezifische Entropie s, wegen ds = dΘ
Θ
, im Folgendem als a¨quivalent betrachtet.
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Folgt man nun einer isentrope in Abb. 6.1, so fa¨llt auf, dass nach Norden hin
die Bernoulli-Funktion abnimmt, die PV jedoch zunimmt. Somit zeigen die Gra-











ermo¨glicht erst, dass ~vst1 im klima-
tologischen Mittel von West nach Ost weht. Dies wird deutlich wenn man die erste









Denn im klimatologischen Mittel zeigt ∇Π nach Norden (siehe Abb. 6.2a), so





< 0 der stationa¨re Wind ~vst1 im Mittel nach Osten gerichtet.





beschrieben. In Abb. 6.1 wird deutlich, dass im zeitlichen Mittel die
Gradienten von Π und s auf der Bernoulli-Fla¨che in die gleiche Richtung zeigen























so fa¨llt auf dass ~vst3 im klimatologischen Mittel auf beiden Fla¨chen nach Osten
weht, denn auf Π-Fla¨chen zeigt ∇B in Richtung Su¨den (siehe Abb. 6.2c) und auf





































Abbildung 6.2.: Schaubild u¨ber die Richtung des Gradienten der potenti-
ellen Temperatur (roter Pfeil), der Bernoulli-Funktion (blauer Pfeil) sowie
der PV (schwarzer Pfeil) auf einer Θ-Fla¨che (a), B-Fla¨che (b) sowie einer
Π-Fla¨che (c) im klimatologischen Mittel.





, der die A¨nderung der Bernoulli-Funktion nach der Entropie beschreibt.






= T > 0. (6.26)
Physikalisch erinnert (6.26) an die Gibbs’sche Fundamentalgleichung de = Tds−









An dieser Stelle sei e die innere Energie und h die Enthalpie. Insofern ist (6.26) eine
Erweiterung der Gibbs’sche Fundamentalgleichung um die dynamischen Gro¨ßen
der kinetischen Energie ~v2 und der potentiellen Energie φ (wegen B = 1
2
~v2 +φ+h).





spiegelt sich auch in der Richtung der Gradienten von B und s, welche in Abb. 6.2c
schematisch dargestellt sind, wider. Denn auf der Π-Fla¨che nimmt die potentielle
Temperatur und die Bernoulli-Funktion von Nord nach Su¨d ab.
6.3. Zusammenfassung
In diesem Kapitel konnten erstmals die Lagrange’schen Parameter bestimmt wer-
den. Diese lassen sich als partielle Ableitungen auf den jeweiligen Zustandsfla¨chen
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schreiben, wobei sich letztere nur fu¨r einen wirbelfreien
und baroklinen Zustand ergibt (siehe Anhang A). Die Bedeutung liegt hierbei,
dass diese, aufgrund der Eigenschaft, der globalen Konstanz, den instationa¨ren,
adiabatischen und reibungsfreien Grundzustand jeweils auf der θ−, B− sowie der
Π−Fla¨che charakterisieren. Ferner konnten die Vorzeichen der Ableitungen u¨ber
ein klimatologisches Mittel jener materieller Fla¨chen bestimmt werden. Hierbei
zeigte sich, dass das Vorzeichen dieser partiellen Ableitungen eine wichtige Rol-
le bei der klimatologischen Windrichtung der ersten und dritten Winddarstellung
einnimmt. Somit beschreiben alle drei stationa¨ren Winddarstellungen im klimato-









Das Ziel dieses Teils ist es, die Wechselwirkungen zwischen der Nordatlantischen
Oszillation (NAO) und der AMV (atlantische multi-dekadische Variabilita¨t) zu
untersuchen. Hierbei birgt besonders die multi-dekadische Variabilita¨t AMV ein
großes prognostisches Potential fu¨r die mittelfristige Klimaprognose. Sofern sich ein
signifikanter Zusammenhang zur NAO auf dieser Zeitskala finden ließe, wa¨re dies
von besonderem sozialen und o¨konomischen Interesse, da die NAO einen Einfluss
auf die Sturm- und Zyklonenaktivita¨t, Niederschlag sowie Oberfla¨chentemperatur
u¨ber dem Nordatlantik und die umliegenden Kontinente aufweist. Jene Pha¨nomene
lassen sich mit Hilfe des dynamischen Zustandsindex visualisieren, sodass ein wei-
teres Ziel dieses Teils darin besteht, den Einfluss der NAO-AMV-Kopplung auf
den DSI zu analysieren.
Hierzu soll zuna¨chst in Kapitel 8 auf die physikalischen Wechselwirkungen zwi-
schen NAO und AMV eingegangen werden. Ferner sollen anhand von Beobach-
tungsdaten relevante Perioden fu¨r diese Wechselwirkungen identifiziert werden. In
Kapitel 9 soll untersucht werden, ob sich jene zuvor identifizierten Perioden im
DSI u¨ber Europa wiederfinden und die physikalischen Wechselwirkungen zwischen
DSI, AMV und NAO beschrieben werden.
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8. Die Wechselwirkung zwischen AMV und
NAO
Die Atmospha¨ren- und Ozeanzirkulationen im Nordatlantik zeigen eine ausge-
pra¨gte multi-dekadische Variabilita¨t, welche von besonderem sozialen und o¨ko-
nomischen Interesse ist. Der Grund fu¨r diese Bedeutsamkeit liegt in dem Ein-
fluss jener Zirkulationen auf die Sturm- und Zyklonenaktivita¨t, Niederschlag sowie
Oberfla¨chentemperatur u¨ber dem Nordatlantik und die umliegenden Kontinente.
Mit dieser Thematik haben sich schon zahlreiche Studien befasst (z. B. Hurrell
et al. 2003; Sutton und Hodson 2005; Knight et al. 2006; Zhang und Delworth
2006). Die atmospha¨rische Variabilita¨t wird hierbei durch die Nordatlantische Os-
zillation (NAO, Hurrell 1995) repra¨sentiert. Diese charakterisiert Schwankungen
des Bodendrucks zwischen dem subpolaren und subtropischen Nordatlantik. Ge-
bra¨uchliche Quantifizierungen der NAO sind die Berechnung der normalisierten
Bodendruckdifferenz zwischen Island und den Azoren (z.b. Hurrell 1995; Hurrell
et al. 2003) oder die Berechnung der ersten Hauptkomponente des Bodendruckfel-
des zwischen 20◦N-80◦N,90◦W-40◦E (z.b. Pinto et al. 2008). Die charakteristische
Zeitskala dieser Oszillation liegt zwar bei etwa 10 Tagen (Czaja et al., 2003), sie
weist nichtsdestoweniger auch eine Variabilita¨t auf der interannualen sowie de-
kadischen bis multi-dekadischen Zeitskala auf. (Czaja et al. 2003, Hurrell et al.
2003). Eine ausfu¨hrlichere Beschreibung der NAO wird in Abschnitt 8.1 gegeben.
Die Variabilita¨t des Ozeans wird hingegen durch die sogenannte Atlantic Multide-
cadal Variability (AMV) wiedergegeben, wobei diese Maßzahl durch A¨nderungen
der Meeresoberfla¨chentemperatur (SST) im Nordatlantik beschrieben wird. Hier-
bei sind die Entstehungsmechanismen der AMV noch Gegenstand der Forschung.
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Allerdings gibt es einen großen Konsens aus zahlreichen Modell-Studien (z.B.Deser
und Blackmon 1993; Delworth et al. 1993; Timmermann et al. 1998; Vellinga und
Wu 2004; Latif et al. 2004; Jungclaus et al. 2005), dass die atlantischen SST-
Fluktuationen durch einen nordwa¨rts gerichteten Wa¨rmetransport der Atlantic
Meridional Overturning Circulation (AMOC) induziert werden. Eine Berechnung
der AMV erfolgt hierbei u¨ber ein trendbereinigtes ra¨umliches SST-Mittel u¨ber
den Nordatlantik von 0◦N bis 70◦N (Enfield et al. 2001), wobei ein genauerer
U¨berblick u¨ber die AMV in Abschnitt 8.2 gegeben wird. Bezu¨glich der relevan-
ten zeitlichen Moden der SST-Schwankungen stellten die Studien von Deser und
Blackmon (1993) sowie Kushnir (1994) Fluktuationen im quasi-dekadischen (∼ 10
Jahre) sowie multi-dekadischen Bereich fest. Daru¨ber hinaus konnten Mann et al.
(1998) einen interannualen bis dekadischen Mode ausmachen, der mit der NAO in
Verbindung gebracht wurde.
Die Wechselwirkungen zwischen Ozean und Atmospha¨re und deren Wirkungsweise
werden bereits seit u¨ber einem Jahrhundert untersucht. Bereits im spa¨ten 19. Jahr-
hundert hat Petterson (1896) die Auswirkung von milden Ozean-Temperaturen auf
den nordeuropa¨ischen Winter untersucht. Eine weitere Pionierarbeit leiste Bjerknes
(1964), denn ein Ergebnis dieser Studie war, dass der Unterschied des Bodendrucks
zwischen Island und den Azoren, welcher als Maß fu¨r den Westwinddrift genom-
men wurde, mit den SSTs des Nordatlantiks fu¨r den Zeitraum zwischen 1900 und
1928 negativ korrelierte (Korrelationskoeffizient: -0,82). Dieses Ergebnis wurde von
zahlreichen Studien besta¨tigt. So hat unter anderem Gastineau und Frankignoul
(2012) den Einfluss der AMOC auf die Atmospha¨re mit Hilfe von sechs Klima-
modellen untersucht, mit dem Ergebnis, dass auf eine starke AMOC 4 bis 9 Jahre
spa¨ter (abha¨ngig vom verwendeten Modell) eine schwa¨chere beziehungsweise nega-
tive NAO folgte, was eine Verlagerung der Sturmzugbahnen nach Su¨den zur Folge
hatte und durch ein hufeisenfo¨rmiges Muster der SST-Anomalien begleitet wurde.
Des Weiteren stellte Bjerknes (1964) die Vermutung an, dass der Einfluss der At-
mospha¨re auf den Ozean eher auf der saisonalen bis interannualen Zeitskala gro¨ßer
ist als andersherum. Viele Studien, die sowohl auf Beobachtungs- als auch auf Mo-
delldaten beruhen, besta¨tigen diese Annahme (z. B., Cayan 1992; Kushnir et al.
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2006; Kwon et al. 2010). Allerdings haben Frankignoul und Kestenare (2005) so-
wie Renggli (2011) auch eine Auswirkung des Ozeans auf die Atmospha¨re in dieser
zeitlichen Gro¨ßenordnung ausgemacht. Dennoch ist der Einfluss des Ozeans auf
die Atmospha¨re auf der dekadischen bis zur multi-dekadischen Zeitskala gro¨ßer,
als im saisonalen bis interannualen Bereich, was auf die vergleichsweise gro¨ßere
Tra¨gheit und langsamere Dynamik des Ozeans zuru¨ckzufu¨hren ist (Bjerknes 1964;
Delworth et al. 1993; Latif 1998). Spa¨tere Arbeiten von Eden und Jung (2001)
und Latif et al. (2004) zeigten zudem, dass die Variabilita¨t der AMOC der multi-
dekadischen Variationen der NAO um etwa eine Dekade vorauslaufen. U¨ber die
physikalische Wirkungsweise der Atmospha¨ren-Ozean-Kopplung beziehungsweise
umgekehrt der Ozean-Atmospha¨ren-Kopplung wird in Abschnitt 8.3 und entspre-
chend in Abschnitt 8.3 genauer eingegangen. Daru¨ber hinaus befasst sich Abschnitt
8.4 mit dem spektralen Zusammenhang der beobachteten Zeitreihen der AMV und
der NAO unter strengeren statistischen Gesichtspunkten bezu¨glich der Signifikanz.
Eine Kreuzkorrelation soll offenlegen, fu¨r welche lag-times (zeitliche Verschiebun-
gen) ein Zusammenhang zwischen NAO und AMV signifikant ist. Fu¨r diesen Zweck
wird ein t-Test angewendet, der allgemein der Annahme unterliegt, dass die Test-
gro¨ßen nicht autokorreliert und unabha¨ngig sind. Die meteorologischen Daten sind
aber im Allgemeinen hin autokorreliert. Daher besteht ein ha¨ufiger Fehler darin, die
urspru¨ngliche Stichprobengro¨ße fu¨r die Signifikanzberechnung zu verwenden. Aus
diesem Grund wird in dieser Arbeit erstmals eine reduzierte Stichprobengro¨ße, be-
ruhend auf der Anzahl der nicht autokorrelierten Datenpunkte, fu¨r die Berechnung
des t-Tests angewendet. Wie bereits erwa¨hnt, haben sich viele Studien bereits mit
der Kopplung zwischen AMV und NAO auf der dekadischen bis multi-dekadischen
sowie auf der saisonalen bis interannualen Zeitskala befasst. Auch dieser Punkt
wird nochmal in Abschnitt 8.4 durch eine Analyse des Kreuz-Spektrums unter-
sucht. Das Konfidenzintervall wird hierbei u¨ber ein parametrisches Bootstrapping
berechnet, wofu¨r die AMV und die NAO zuvor an einen autoregressiven Prozess
angepasst werden mu¨ssen. Die resultierenden Ergebnisse sollen Auskunft geben,
ob sich ein signifikanter Zusammenhang zwischen den beobachteten Zeitreihen der
NAO und der AMV auf verschiedenen spektralen Ba¨ndern ausmachen la¨sst.
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8.1. Die Nordatlantische Oszillation (NAO)
Die Nordatlantische Oszillation (NAO) ist in erster Linie die Schwankung der Dif-
ferenz des Luftdrucks zwischen dem Azorenhoch im Su¨den und dem Islandtief
im Norden des Nordatlantiks. Ferner zeichnet sich die NAO dadurch aus, dass
sie einen großen Einfluss auf die winterliche Klimavariabilita¨t aufweist, das heißt,
dass sie sich maßgeblich auf die Wetter- und Klimaschwankungen u¨ber dem Nord-
atlantikraum auswirkt. Hierzu ist zu sagen, dass die NAO fu¨r 31 % der winter-
lichen Oberfla¨chentemperaturen-Anomalien no¨rdlich von 20 ◦N verantwortlich ist
(Hurrell et al., 2003). Weiterhin erkla¨rt sie 40 % der Luftdruckschwankungen im
Nordwinter in der Tropospha¨re (Pinto und Raible, 2011). Der Begriff der NAO
wurde erstmals zu Beginn der 20er Jahre des 20. Jahrhunderts von Sir Gilbert
Walker eingefu¨hrt. In diesem Zusammenhang korrelierte er Bodendruckanomalien
u¨ber Island mit denen u¨ber den Azoren (Luterbacher, 2008). Walker verstand un-
ter diesem Prozess eine wechselseitige Massenumverteilung zwischen subtropischen
und arktischen Breiten des Nordatlantiks. Die Variabilita¨t der Luftdruckdifferenz
zwischen dem Islandtief und dem Azorenhoch wird u¨ber den NAO-Index aus-
gedru¨ckt. Dieser wird u¨blicherweise durch die standardisierte Luftdruckdifferenz
zwischen Ponta Delgada (Azoren) und Reykjav´ık (Island) berechnet. Allerdings
gibt es, was die Ortswahl der Luftdruckmessung angeht, durchaus Abweichungen.
So wird zum Beispiel ha¨ufig der Luftdruck u¨ber Lissabon an Stelle des Azoren-
Luftdrucks verwendet. Der Kritikpunkt an dieser Verfahrensweise besteht darin,
dass das Islandtief und das Azorenhoch keine stationa¨ren Gebilde darstellen und
somit die Messung an zwei Punkten durchaus unzureichend sein ko¨nnte. Daher
legen neuere Ansa¨tze auch Luftdruckgegensa¨tze gro¨ßerer Gebiete zugrunde (Lu-
terbacher, 2008). Andere Ansa¨tze erfassen die zeitliche Variabilita¨t der NAO zum
Beispiel u¨ber die Sta¨rke des Zonalwindes, welche u¨blicherweise dessen Sta¨rke in
einem vordefinierten Gebiet heranziehen. Ferner gibt es noch die Mo¨glichkeit, die
NAO u¨ber eine Hauptkomponenten-Analyse des Bodendrucks zu quantifizieren.
Hierzu wird meistens die erste Hauptkomponente als Indexwert beru¨cksichtigt. Ei-
ne Auflistung der gebra¨uchlichsten Definitionen der NAO ist in Leckebusch et al.
(2008) zu finden.
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Bei der NAO unterscheidet man zwischen einer so genannten NAO+ und einer
NAO- Phase, entsprechend des Vorzeichens des NAO-Index. Durch die Definition
des NAO-Index ergibt sich, dass bei einer positiven NAO-Phase der Druck u¨ber Is-
land niedriger und u¨ber den Azoren ho¨her als im langzeitlichen Mittel ist. Wa¨hrend
dieser Konstellation herrscht zwischen 40 ◦N und 60 ◦N eine starke Westwindzir-
kulation. Zusa¨tzlich kommt es u¨ber eine versta¨rkte vertikale Windscherung des
Horizontalwindes zu einer Zunahme von baroklinen Instabilita¨ten, welche in Ver-
bindung mit obertropospha¨rischer Divergenz Zyklogenese-Prozesse begu¨nstigen.
Allgemein fu¨hrt dies zu milderen Wintern, reichlicheren Niederschla¨gen sowie einer
erho¨hten Anzahl von Stu¨rmen u¨ber Nord- und Mitteleuropa. Umgekehrt kommt
es u¨ber dem Mittelmeerraum bis in den vorderen Orient zu Trockenheit und rela-
tiv kalten Wintern. Im Laufe einer negativen NAO-Phase ist der Druckgegensatz
zwischen Islandtief und Azorenhoch abgeschwa¨cht, das heißt, dass der Luftdruck
u¨ber Island ho¨her und u¨ber den Azoren niedriger ist, als im Mittel. Dementspre-
chend sind die Westwinde schwa¨cher, was dazu fu¨hrt, dass dem Mittelmeerraum
relativ milde und feuchte Winter beschert werden, wa¨hrend es u¨ber Nord- und
Mitteleuropa kalt und trocken ist. Dabei ist die Situation in Europa mit einer blo-
ckierenden Wetterlage (einem stationa¨ren Hoch) von Osteuropa bis nach Mittel-
und Westeuropa verbunden.
In der folgenden Abbildung (Abb. 8.1) ist der NAO-Index nach Hurrell et al.
(2003) fu¨r die Wintermonate Dezember bis Ma¨rz der Jahre 1864 bis 2001 dar-
gestellt. Obwohl der NAO-Index Schwankungen einer ku¨rzeren Zeitskala unter-
worfen ist, so lassen sich doch auch großskalige Schwankungen zwischen positiven
und negativen NAO-Index ausmachen. Was die NAO+ Zeitra¨ume angeht, sind
besonders die Jahre 1900 bis 1930 zu erwa¨hnen, diese werden allerdings von einer
recht starken negativen NAO-Phase zwischen 1915 bis 1918 unterbrochen. Auch
in den Jahren zwischen 1980 und 2000 hat sich eine markante NAO+ Phase aus-
gebildet, deren Ho¨hepunkt Anfang der 90er-Jahre liegt. Daru¨ber hinaus sollte der
Fokus auch noch auf den Zeitraum zwischen 1950 und 1970 gelegt werden, wo der
NAO-Index besonders hohe negative Werte aufweist. Dennoch sollte man bei der
Betrachtung des NAO-Index beru¨cksichtigen, dass es einen Trend zur Zunahme
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der NAO-Amplitude gibt.
Bezu¨glich der Antriebsmechanismen der NAO bestimmte Franzke et al. (2004)
den Wechsel der NAO-Phasen durch das Brechen von synoptischen Wellen, wobei
zur Analyse die potentielle Temperatur auf der 2 PVU-Fla¨che verwendet wurde.
Positive NAO-Phasen werden hierbei durch zwei antizyklische brechende Wellen,
einer u¨ber der Westku¨ste der USA und einer zweiten u¨ber dem subtropischen
Atlantik, ausgelo¨st, wobei antizyklonisches (zyklonisches) Wellenbrechen durch ei-
ne su¨dwestlich-nordo¨stliche (su¨do¨stlich-nordwestliche) Neigung des Trog- Ru¨cken-
Systems charakterisiert ist (Thorncroft et al. 1993). U¨ber diesen Vorgang kommt es
zu einer Advektion von kalter Luft nach Kanada und Gro¨nland, weiterhin werden
warme Luftmassen von Florida in den zentralen Nordatlantik transportiert. Somit
kommt es zu einem fu¨r die NAO+ charakteristischen ”kalt u¨ber warm -Muster”.
Demgegenu¨ber ist eine negative NAO-Phase von einer einzelnen, zyklonal bre-
chenden Welle gepra¨gt. Diese ist mit einer starken su¨do¨stlichen-nordwestlichen
Neigung verbunden (Franzke et al., 2004). Weiterhin heißt es in Franzke et al.
(2008), dass die NAO-Anomalie durch das sukzessive Brechen weiterer synopti-
scher Wellen aufrechterhalten wird und schließlich erst bei deren Ausbleiben und
Zunahme der Bodenreibung abklingt. Weiterhin zeigten statistische Auswertungen,
dass negative NAO-Lebenszyklen im Mittel seltener und la¨nger sind als positive.
Die Unterschiede sind dabei in Phasen eines schwachen stratospha¨rischen Polarwir-
bels umso sta¨rker ausgepra¨gt, womit der Einfluss stratospha¨risch-tropospha¨rischer
Wechselwirkungen auf die NAO nachgewiesen wurde (Franzke et al., 2008).
8.2. Die Atlantische Multidekadische Variabilita¨t
(AMV)
Der Begriff der Atlantischen Multidekadischen Variabilita¨t (AMV) beschreibt eine
zyklisch auftretende A¨nderung der Meeresoberfla¨chentemperatur im Nordatlantik.
Dieses Pha¨nomen wird auch oft mit dem von Kerr (2000) eingefu¨hrten Namen
AMO (Atlantischen Multidekadischen Oszillation) bezeichnet. Hierbei muss aller-
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Abbildung 8.1.: NAO-Index nach Hurrell et al. (2003) von 1864 bis 2017.
Die schwarze Linie zeigt das 10-Ja¨hrige gleitende Mittel.
dings beachtet werden, dass die letzte Bezeichnung nicht mit der AMOC (Atlantic
Meridional Overturning Circulation) verwechselt wird, welcher wiederum die Zir-
kulation der Meeresstro¨mung im Atlantik beschreibt. Fu¨r die Berechnung der AMV
wird die Meeresoberfla¨chentemperatur (SST) u¨ber dem gesamten Atlantik von 0◦N
bis 70◦N ra¨umlich gemittelt und anschließend linear trendbereinigt (Enfield et al.,
2001). Der zugrunde liegende Datensatz von Kaplan et al. (1998) beinhaltet mo-
natliche Werte der Meeresoberfla¨chentemperatur seit 1856 auf einem 5◦ x 5◦ Gitter
und ist aufgrund seiner La¨nge und Konsistenz sehr wertvoll fu¨r die wissenschaft-
lichen Untersuchungen der AMV. Hierzu zeigt Abb. 8.2 den zeitlichen Verlauf des
AMV-Index von 1864 bis 2012. Man erkennt deutlich die drei Phasen mit positi-
ver SST-Anomalie zwischen 1864 und 1896, zwischen 1928 und 1960 und zwischen
2000 und 2012. Die negativen Phasen erstrecken sich dementsprechend zwischen
1896 und 1928 und zwischen 1960 und 2000. Somit betra¨gt die Periodendauer der
AMV etwa 60 bis 70 Jahre.
Die genauen Entstehungsmechanismen der AMV-Phasen stellen aktuell einen For-
schungsschwerpunkt dar. Allerdings scheint die thermohaline Zirkulation (THC)
einen großen Anteil an der Variabilita¨t der AMV zu haben. So konnte Latif et al.
(2004) mit einem Korrelationskoeffizienten von 0,7 zwischen der THC im At-
lantik bei 30◦ N und den SST-Anomalien zwischen 40◦ N und 60◦ N die enge
Bindung zwischen diesen beiden Prozessen nachweisen. Der fu¨r den Nordatlan-
tik relevante Anteil der THC wird durch einen Strom warmen, salzreichen Ober-
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fla¨chenwassers bestimmt, der entlang der Ostku¨ste Mittelamerikas u¨ber den Golf
von Mexiko als Golfstrom in Richtung Arktis stro¨mt. Im Labradorbecken und im
Europa¨ischen Nordmeer bilden sich Absinkzonen, da aufgrund von Verdunstungs-
und Abku¨hlungseffekten der hohe Salzgehalt das Wasser in die Tiefe zieht. Die-
ses kalte Tiefenwasser fließt als Tiefenstrom in Richtung A¨quator zuru¨ck. Dieser
Teil der THC wird auch als Atlantic Meridional Overturning Circulation (AMOC)
bezeichnet. Dima und Lohmann (2007) stellten fest, dass sich die A¨nderung der
AMV-Phase bezu¨glich einer vera¨nderten Thermohalinen Zirkulation im Bereich
von 30 bis 35 Jahren abspielt. Von einer versta¨rkten THC ausgehend entwickelt
sich eine positive AMV-Phase, welche wiederum eine Intensivierung des Islandtiefs
zur Folge hat. Hierbei kann sich die Bodendruckanomalie bis 20◦ N ausbreiten.
Mit einer leichten Phasenverschiebung hat sich u¨ber dem Pazifik eine entgegen-
setzte Bodendruckanomalie gebildet. Aufgrund des so versta¨rkten Druckgradienten
begu¨nstigen sta¨rkere Winde in der Arktis einen ho¨heren Frischwasser- und Meer-
eistransport in den Nordatlantik zwischen Gro¨nland und Spitzbergen. Dies fu¨hrt
zu einer Abschwa¨chung der THC, was wiederum den Phasenwechsel der AMV zu
einer negativen Phase mit sich bringt.
Abbildung 8.2.: AMV-Index, berechnet aus dem Datensatz von Kaplan
et al. (1998) von 1864 bis 2017. Die schwarze Linie zeigt das 10-Ja¨hrige
gleitende Mittel.
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8.3. Mechanismen der NAO-AMV Wechselwirkungen
Dieser Abschnitt beschreibt die atmospha¨rischen und ozeanischen Prozesse bezie-
hungsweise Mechanismen, die bei der Wechselwirkung zwischen NAO und AMV
eine Rolle spielen. Denn, die NAO ist zwar per Definition nur ein atmospha¨risches
Pha¨nomen, aber dadurch, dass das Islandtief beziehungsweise das Azorenhoch
u¨ber dem Nordatlantischen Ozean liegen, ist auch eine Wechselwirkung mit dem
Ozean gegeben. Konkret zeigt sich das darin, dass sich atmospha¨rische Tempera-
tura¨nderungen unmittelbar auf die ozeanische Deckschicht aufpra¨gen. Diese Deck-
schicht ist die obere Schicht des Ozeans. Ihre Schichtdicke betra¨gt dabei 25 bis
200 Meter. Sie zeichnet sich weiterhin dadurch aus, dass sie sehr gut durchmischt
ist, sodass sich der Salzgehalt, die Dichte sowie die Temperatur in der Verti-
kalen nur geringfu¨gig a¨ndert. Ferner ergibt sich aufgrund der starken vertikalen
Durchmischung der Deckschicht auch ein Einfluss der NAO auf die Meeresober-
fla¨chentemperatur (SST). Somit bildet sich eine tripolartige Struktur der SST
aus (Abb. 8.3). Die Abbildung macht deutlich, dass wa¨hrend einer NAO+-Phase
Abbildung 8.3.: Tripolares SST-Muster (in K), das mit NAO-Anomalien
einhergeht. Das Muster beschreibt die Differenz im Nordatlantischen SST
-Feld zwischen Wintern (JFM) mit positivem (NAO-Index > 0,5) und nega-
tivem NAO- Index (NAO-Index < -0,5); aus Kucharski und Molteni (2003)).
der nordwestliche Atlantik von Island bis Neufundland relativ ku¨hle Temperatu-
ren aufweist. Dies kommt dadurch zustande, dass das Islandtief aufgrund seines
versta¨rkten zyklonalen Drehsinns vermehrt ka¨ltere Luft aus Norden nach Su¨den
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transportiert. Umgekehrt fu¨hrt die selbe Ursache zu einer anderen Wirkung im
mittleren Nordatlantik bis hin zur Nordsee. Denn hier ergibt sich eine Erwa¨rmung
wa¨hrend einer positiven NAO-Phase, da nun wa¨rmere Luft aus dem Su¨den nach
Norden transportiert wird. Durch die weitere Versta¨rkung der antizyklonalen Zir-
kulation des Azorenhochs kommt es in dieser Region wieder zu einer Abku¨hlung.
Aufgrund der ho¨heren Wa¨rmekapazita¨t von Wasser speichert der Ozean die auf-
genommene Energie u¨ber la¨ngere Zeitra¨ume als die Atmospha¨re. Dies wirkt sich
dann wieder auf die daru¨berliegende Atmospha¨re aus. Im Normalfall wirken die
Wa¨rmeflu¨sse der ozeanischen Deckschicht den Temperaturanomalien der Atmo-
spha¨re entgegen, sodass sich eine eher da¨mpfende Wirkung einstellt. Wenn jedoch
NAO-verursachte Wa¨rmefluss-Anomalien auf schon existierende passende SST -
Anomalien treffen, so werden die Wa¨rmefluss-Anomalien reduziert und die atmo-
spha¨rischen Temperaturanomalien bleiben somit la¨nger erhalten (Greatbatch und
Jung, 2007). Somit kann die ozeanische Deckschicht die Dauer der urspru¨nglichen
NAO-Anomalie erho¨hen (Barsugli und Battisti 1998, Cassou et al. 2007). Auf die-
sem Wege werden die u¨ber die Atmospha¨re aufgenommenen Temperaturen von
der Atmospha¨re isoliert und bis zum na¨chsten Winter in der ozeanischen Deck-
schicht erhalten. Diese wird aber dann im Spa¨therbst durch zunehmende Winde
durchmischt, sodass die von der Deckschicht aufgenommenen Vorjahrestemperatu-
ren wieder mit der Atmospha¨re in Kontakt treten (Czaja und Frankignoul, 2002).
Jung et al. (2008) beurteilen den Einfluss der Ru¨ckkopplung des Ozeans auf die
NAO auf der interannualen Zeitskala als relativ gering (10 - 20 %).
Die soeben beschriebenen Mechanismen charakterisierten den Einfluss der Atmo-
spha¨re auf die Ozeantemperaturen im Nordatlantik. Demgegenu¨ber gibt es jedoch
Untersuchungen an Beobachtungsdaten (z. B. von Czaja und Frankignoul 2002),
dass auch die SST, in Form der AMV, einen aktiven Einfluss auf die atmospha¨rische
Zirkulation hat. In diesem Zusammenhang zeigt Abb. 8.4a die Differenz zwischen
SST-Composits wa¨hrend positiver AMV-Phasen und SST-Composits wa¨hrend ne-
gativer AMV-Phasen. Hierbei zeigt sich ein tripolares hufeisenfo¨rmiges Muster
u¨ber dem Nordatlantik mit jeweils einem Maximum in den gema¨ßigten Breiten
und in den Subtropen. Ein Minimum der SST-A¨nderungen la¨sst sich im Westat-
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lantik zwischen 20◦ N und 50◦ N ausmachen. Dies hat zur Folge, dass der Atlantik
in den gema¨ßigten Breiten (ca. 50◦ N) sta¨rker erwa¨rmt wird als der su¨dlicher lie-
gende Teil (ca. 30◦ N), was zu einer Abnahme der Baroklinita¨t in diesem Bereich
fu¨hrt. Diese Wirkungsweise wurde bereits von zahlreichen Studien (z. B. Watanabe
und Kimoto 2000b; Sutton et al. 2001; Peng et al. 2002) beschrieben. Letztlich wird
die Entstehung von Zyklonen durch reduzierte barokline Instabilita¨t vor Neufund-
land vermindert, was tendenziell gleichbedeutend mit negativen NAO-Prozessen
ist. Dies wird nochmal durch Abb. 8.4b verdeutlicht, welche die Differenz der Bo-
dendrucks wa¨hrend positiver AMV-Phasen und wa¨hrend negativer AMV-Phasen
zeigt. Dabei ist zu erkennen, dass es wa¨hrend positiver AMV-Phasen zu einer Zu-
nahme des Drucks u¨ber Island und einer Abnahme des Drucks u¨ber den Azoren
kommt, was den Charakteristika einer negativen NAO-Phase entspricht. Bei einer
negativen AMV-Phase ist dies entsprechend umgekehrt.
(a) SST(AMV+)-SST(AMV-) (b) Druck(AMV+)-Druck(AMV-)
Abbildung 8.4.: Composit-Differenz der SST-Felder in [K] (a) und der
Bodendruck-Felder in [hPa] (b) wa¨hrend positiver (gro¨ßer als eine Stan-
dardabweichung) und negativer (kleiner als eine Standardabweichung)
AMV-Phasen fu¨r ERA 20c zwischen 1900 und 2010.
Die NAO wird jedoch nicht nur durch eine SST-bedingte Vera¨nderung des Tem-
peraturgradienten in den mittleren Breiten beeinflusst, sondern auch durch die
positive Temperaturanomalie in den Subtropen (siehe Abb. 8.4a). Diese Anoma-
lien im subtropischen Atlantik bewirken eine Vera¨nderung der intera¨quatorialen
SST-Gradienten und fu¨hren zudem zu einer diabatischen Erwa¨rmung. Hierbei steht
die diabatische Erwa¨rmung im engen Zusammenhang mit der ITCZ, sodass durch-
aus eine Ru¨ckkoppelung mit der NAO u¨ber A¨nderungen der angetriebenen Ross-
bywellen besteht. Durch eine positive SST-Anomalie kommt es in der Ho¨he zu
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Divergenzen, welche Atizyklonalita¨t bewirken und somit die Anregung von Ross-
bywellen in den Subtropen abschwa¨chen. U¨ber die Rossbywellen wiederum findet
eine Amplifizierung der Hoch- und Tiefdruckgebiete in den mittleren Breiten statt.
Somit spricht eine positive SST-Anomalie in den Subtropen eher fu¨r eine negative
NAO-Phase. Diese wird auch ausfu¨hrlicher von Czaja et al. (2003) beschrieben.
8.4. Spektralanalyse der NAO-AMV-Kopplung
Dieser Abschnitt befasst sich mit dem spektralen Zusammenhang der beobachte-
ten Zeitreihen der AMV und der NAO. Eine Kreuzkorrelation soll offenlegen, fu¨r
welche lag-times ein Zusammenhang zwischen NAO und AMV signifikant ist. In
diesem Zusammenhang wird im Folgendem erstmals eine reduzierte Stichproben-
gro¨ße, beruhend auf der Anzahl der nicht autokorrelierten Datenpunkte, fu¨r die
Berechnung der Signifikanz u¨ber einen t-Test beru¨cksichtigt. Daru¨ber hinaus soll
eine Berechnung des Kreuzspektrums daru¨ber Auskunft geben, ob sich ein signi-
fikanter Zusammenhang zwischen den beobachteten Zeitreihen der NAO und der
AMV auf verschiedenen spektralen Ba¨ndern ausmachen la¨sst.
8.4.1. Beobachtungsdaten der NAO und der AMV
Die in dieser Arbeit verwendete Zeitreihe der AMV wird vom Earth System Re-
search Laboratory (ESRL) des National Oceanic and Atmospheric Administrati-
on (NOAA) zur Verfu¨gung gestellt. Hierbei stellt der SST-Datensatz von Kaplan
et al. (1998), welcher auf einem 5◦x 5◦ Gitter vorliegt und die monatlichen Anoma-
lien vom Januar 1856 bis heute beinhaltet, die Grundlage fu¨r die Berechnung des
AMV-Index dar. Die Berechnung erfolgte u¨ber ein gebietsbezogenes, gewichtetes
Mittel u¨ber dem Nordatlantik von 0◦N-70◦N. Die resultierende Zeitreihe wurde
anschließend im Rahmen dieser Arbeit noch trendbereinigt. Positive Werte der
AMV werden typischerweise mit SSTs in Verbindung gebracht, die wa¨rmer sind
als das klimatologische Mittel. Negative AMV-Werte werden dementsprechend mit
ka¨lteren SSTs assoziiert. Im Rahmen dieser Arbeit wurden die Wintermittel (De-
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zember, Januar und Februar) der AMV fu¨r den Zeitraum von 1864 bis 2012 ver-
wendet (siehe Abb. 8.5). Die verwendete Zeitreihe des NAO-Index wurde vom
National Center for Atmospheric Research (NCAR) zur Verfu¨gung gestellt und
basiert auf der normalisierten Differenz des an den Wetterstationen von Lissabon,
Portugal und Stykkisholmur/Reykjavik, Island, seit 1864 bis heute, gemessenen
Bodendrucks (Hurrell, 1995). Fu¨r diese Arbeit wurden allerdings nur die trend-
bereinigten Wintermittel (Dezember, Januar und Februar) der Jahre 1864 bis
2012 verwendet (siehe Abb. 8.5). Positive Werte des NAO-Index deuten auf eine
gro¨ßere Druckdifferenz zwischen Portugal und Island als im klimatologischen Mit-
tel hin, was zu einer Versta¨rkung der Westwinde u¨ber den mittleren Breiten fu¨hrt.
Dementsprechend bedeuten negative Werte des NAO-Index eine Abschwa¨chung
der Druckdifferenz zwischen den besagten Stationen.
Abbildung 8.5.: Oben: trendbereinigter AMV-Index aus den Kaplan SSTs.
Unten: trendbereinigter NAO Index, basierend auf dem Datensatz von Hur-
rell (1995). Die schwarze Linie stellt jeweils das 10-ja¨hrige gleitende Mittel
dar.
8.4.2. Anpassung an einen auto-regressiven (AR) Prozess
Das generelle Konzept, welches hinter einem autoregressiven Modell steckt, ist,
dass ein schwach stationa¨rer Prozess Xt von seinen eigenen, vorhergegangen Wer-
ten abha¨ngig Xt−k ist . Autoregressive Prozesse werden durch ihre Ordnung be-
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Abbildung 8.6: Spektrale
Dichte der trendbereinigten
AMV (oben) und NAO Indizes
(unten) mit dem jeweiligen
AR-fit (rote Linie) und dem
Daniell-Kernel (gru¨ne Linie).
stimmt, wobei durch von Storch und Zwiers (2001) eine Definition eines solchen
Prozesses mit der Ordnung p, auch AR(p) genannt, gegeben wird:
{Xt : t ∈ Z} ist ein autoregressiver Prozess der Ordnung p fu¨r alle reellen Kon-
stanten αk, k = 0, ..., p, wobei αp 6= 0 ist, und wenn {Zt : t ∈ Z} weißes Rauschen
ist. Somit gilt:
Xt = α0 +
p∑
k=1
αkXt−k + Zt. (8.1)
Wie sich an Gleichung 8.1 erkennen la¨sst, entspricht ein AR(0)-Prozess weißem
Rauschen. Ein AR(1)-Prozess hingegen wird auch rotes Rauschen genannt, da
sich die meiste Energie im kleinem Frequenzbereich (im Lichtspektrum entspricht
das der Farbe Rot) befindet. Diese Prozesse sind nicht in der Lage zu oszillieren,
sondern stellen eine Relaxation a¨ußerer Anregungen dar, welche durch das Rau-
schen Zt induziert werden. Des Weiteren fa¨llt auf, dass das System nur fu¨r |α1| < 1
stationa¨r ist, wobei ein gro¨ßeres α ein gro¨ßeres Geda¨chtnis des Systems impliziert.
Im Gegensatz zu den Prozessen erster Ordnung sind solche mit ho¨herer Ordnung
p > 2 in der Lage mit p − 1 Frequenzen zu oszillieren, was auf die so erho¨hte
Anzahl von Freiheitsgraden zuru¨ckzufu¨hren ist. Folglich wu¨rde ein AR(2) Prozess
mit einer Frequenz schwingen. Um spa¨ter ein parametrisches Bootstrapping an
den Zeitreihen der AMV und der NAO vorzunehmen, muss ein autoregressives
Modell an diese Indizes angepasst werden. Dies wurde mit Hilfe der Yule-Walker-
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Gleichungen realisiert. Die Frage, welche Ordnung des autoregressiven Modells
am besten geeignet ist, wurde durch das sogenannte Akaike Information Criterion
(AIC) gelo¨st. Das AIC ist im Grunde genommen eine Abstimmung zwischen der
Komplexita¨t eines Modells und dessen Anpassungsgu¨te (logarithmische Likelihood
Funktion) (Akaike, 1974).
Es resultiert, dass ein AR(3) mit (α1, α2, α3) = (0, 60; 0, 03; 0, 13) die beste Anpas-
sung fu¨r die AMV darstellt, wobei α2 verha¨ltnisma¨ßig klein ist und somit eigentlich
vernachla¨ssigt werden kann. Somit hat das angepasste AR(3) Modell mit α3 nur
einen relevanten oszillierenden Anteil, welcher u¨ber einen polynomialen Ansatz ei-
ner Periode von etwa 3 Jahren zugeordnet werden kann. Im Gegensatz dazu hat
sich fu¨r die NAO ergeben, dass ein AR(1) Modell mit einem (α1) = (0, 14) die
beste Lo¨sung darstellt. Somit scheint die atmospha¨rische Oszillation keine zu sein,
sondern entspricht eher rotem Rauschen. Die in diesem Abschnitt bestimmten AR-
Modelle sind notwendig, um das Signifikanzniveau der Kreuzkoha¨renz zwischen
NAO und AMV u¨ber ein Bootstrappingverfahren zu bestimmen (siehe 8.4.4). Die
zugeho¨rigen Power-Spektren der NAO und der AMV und deren AR-Anpassungen
sind in Abb. 8.6 dargestellt.
8.4.3. Kreuzkorrelation
Abbildung 8.7 zeigt die Kreuzkorrelation zwischen der NAO- und der AMV-Zeit-
reihe, welche Auskunft daru¨ber geben soll, ob eine Zeitreihe mit der anderen mit
einer gewissen zeitlichen Verschiebung korreliert. Es zeigt sich bei der Kreuzkorre-
lation eine Periode von 60 Jahren mit einem Maximum, wenn die NAO um 20 Jahre
vorausla¨uft und mit einem Minimum, wenn die AMV hingegen um 10 Jahre vor-
ausla¨uft. Aufgrund der Periode von 60 Jahren zeigt sich nochmal ein zusa¨tzliches
Maximum, wenn die AMV um 40 Jahre fu¨hrt. Bezu¨glich der Glaubwu¨rdigkeit
der Daten fa¨llt auf den ersten Blick auf, dass die bereits erwa¨hnten Extrema si-
gnifikant sind, wenn die urspru¨ngliche Stichprobengro¨ße von 149 Jahren fu¨r den
t-Test verwendet werden. Hierbei muss jedoch beachtet werden, dass diese Tests
auf der Annahme beruhen, dass die zugrunde liegenden Daten nicht autokorreliert
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und unabha¨ngig sind, was generell zu dem Problem fu¨hrt, dass das Konfidenz-
level zu niedrig angesetzt und somit schon bei kleineren Korrelationen als signi-
fikant eingestuft wird, da meteorologische Daten im Allgemeinen autokorreliert
sind. Dies wird von Zwiers und von Storch (1995) ausfu¨hrliche diskutiert. In der
selben Vero¨ffentlichung wird deshalb darauf hingewiesen, dass in solchen Fa¨llen
eine sogenannte a¨quivalente Stichprobengro¨ße berechnet werden soll, welche auch
als effektive Anzahl von unabha¨ngigen Beobachtungen interpretiert werden kann.
Diesbezu¨glich schlugen Anderson und McLean (1974) und Trenberth (1984) vor,











Hierbei ist ρ(τ) die Autokorrelation fu¨r eine zeitliche Verschiebung (auch Lag ge-
nannt) τ . Fu¨r den Spezialfall, dass der beobachtete Prozess ein AR(1)-Prozess ist,





1 vor. Somit ergibt sich als a¨quivalente Anzahl fu¨r die AMV Neq(AMV ) = 139, 7
und fu¨r die NAO Neq(NAO) = 113, 3. Dies zeigt, dass die NAO eine ho¨here Auto-
korrelation aufweist. Diesbezu¨glich wird, um ein strikteres Signifikanzniveau mit-
tels t-Test festzulegen, die kleinere a¨quivalente Anzahl der NAO (Neq(NAO) =
113, 3) fu¨r die Berechnung verwendet. Das somit resultierende Konfidenzintervall
ist auch in Abb. 8.7 dargestellt. Es fa¨llt auf, dass immer noch insgesamt 12 Werte
der erwa¨hnten Extrema u¨ber den nun ho¨heren Signifikanzniveau liegen. Hierbei
muss allerdings beachtet werden, dass es sich bei dem Signifikanzniveau um das 95
% Konfidenzlevel handelt, was im Umkehrschluss impliziert, dass 5 % der Werte
eine Null-Hypothese noch ablehnen ko¨nnen, obwohl sie eigentlich wahr wa¨re.
8.4.4. Kreuzkoha¨renz
Die Kreuzkoha¨renz ist ein Maß fu¨r den Grad der linearen Abha¨ngigkeit zweier
Zeitreihen in Abha¨ngigkeit von der Frequenz. Dies ermo¨glicht unter anderem eine
Identifikation der Frequenzbereiche in denen die Abha¨ngigkeit zwischen AMV und
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Abbildung 8.7.: Kreuzkorrelation zwischen der AMV und der NAO. Blaue
Linie: 95 % Konfidenzlevel mit der urspru¨nglichen Stichprobengro¨ße. Rote
Linie: 95 % Konfidenzlevel mit der a¨quivalenten Stichprobengro¨ße. Hier
impliziert ein positiver Lag, dass eine AMV-A¨nderung zeitlich fru¨her auftritt
als eine Variation der NAO. Ein negativer Lag beschreibt entsprechend das
Gegenteil.
NAO am sta¨rksten sind. Eine Definition des Kreuzspektrums und der zugeho¨rigen
quadratischen Koha¨renz wurde durch von Storch und Zwiers (2001) gegeben. Un-
ter der Annahme, dass Xt und Yt zwei schwach stationa¨re Prozesse sind, ist das
Kreuzspektrum Γxy definiert als die Fouriertransformierte F der Kreuzkovarianz-
funktion γxy:





mit der Frequenz ω ∈ [−0, 5, 0, 5] und dem zeitlichen lag τ .
Aufgrund der Fouriertransformation ist das Kreuzspektrum im Allgemeinen ei-
ne komplexe Funktion mit entsprechendem Real- und Imagina¨rteil (Γxy(ω) =




Hierbei sind Axy und Φxy die Amplituden- und das Phasenspektrum. Das Ampli-
tudenspektrum ist definiert als::
Axy(ω) =
√
Λxy(ω)2 + Ψxy(ω)2. (8.5)
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Abbildung 8.8: Oben: Qua-
dratische Koha¨renz zwischen
der AMV und NAO (schwarze
Linie). Die rote Linie stellt da-
bei das 95te Konfidenzlevel dar,
welches mithilfe eines parame-
trischen Bootstrapping berech-
net wurde. Unten: Phase in [rad]
zwischen diesen Indizes. Hier-
bei geht der Wertebereich von
−3, 14 (−pi) bis 3, 14 (pi).
Wenn Ψxy(ω) 6= 0 und Λxy(ω) 6= 0, dann ist das Phasenspektrum gegeben als:
Φxy(ω) = tan
−1(Ψxy(ω)/Λxy(ω)), (8.6)
ansonsten gilt fu¨r den Fall Ψxy(ω) = 0,
Φxy(ω) =
0 fu¨r Λxy(ω) > 0±pi fu¨r Λxy(ω) < 0. (8.7)
und falls Λxy(ω) = 0 ist, gilt:
Φxy(ω) =
pi/2 if Ψxy(ω) > 0−pi/2 if Ψxy(ω) < 0. (8.8)







Auf dem ersten Blick fa¨llt auf, dass die quadratische Koha¨renz Parallelen zum
quadrierten Korrelationskoeffizient aufweist. Diesbezu¨glich kann auch gezeigt wer-
den, dass 0 ≤ κxy ≤ 1 gilt. Die quadratische Koha¨renz zwischen der AMV und der
NAO u¨berschreitet das 95te Konfidenzlevel bei einer Periode von etwa 3 Jahren
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und ein weiteres Mal bei dem Periodenband zwischen 12 und 33 Jahren (siehe
Abb. 8.8). Dabei muss erwa¨hnt werden, dass das besagte Konfidenzintervall u¨ber
ein parametrisches Bootstrapping-Verfahren mit 10000 Realisierungen berechnet
wurde, wobei die Koeffizienten, die dafu¨r notwendig sind, aus den angepassten
AR-Modellen der AMV und der NAO stammen (hierbei sei auf Abschnitt 8.4.2
verwiesen). Das Iterationsverfahren lief so ab, dass fu¨r jeden Iterationsschritt ein
zufa¨lliger AR(3)- und ein zufa¨lliger AR(1)-Prozess simuliert wurde, wobei die Ko-
effizienten die selben sind, die aus der AR-Anpassung der AMV und der NAO aus
Abschnitt 8.4.2 resultierten. Danach wurde die quadratische Koha¨renz zwischen
diesen simulierten Prozessen fu¨r jede Frequenz berechnet. Dieser Vorgang wurde
entsprechend 10000 mal wiederholt und anschließend wurde das 95te Perzentil aus
allen 10000 Iterationen fu¨r jede Frequenz berechnet. Letztlich gibt das so berechne-
te Konfidenzlevel Auskunft u¨ber die quadratische Koha¨renz zwischen jeweils einem
beliebigen AR(3)- und einem beliebigen AR(1)-Prozess mit den vorgegebenen Pa-
rametern und La¨ngen. Somit bedeutet ein U¨berschreiten des Konfidenzintervalls,
dass mit 95 % Wahrscheinlichkeit die Koha¨renz zwischen AMV und NAO einen
physikalischen Hintergrund hat und nicht dadurch zustande kommt, dass es sich
einfach um eine zufa¨lliges Zusammenspiel zwischen einem AR(3)-Prozess und ei-
nem AR(1)-Prozess handelt. Hierbei sollte allerdings auch wieder beru¨cksichtigt
werden, dass es trotzdem immer noch eine Irrtumswahrscheinlichkeit von 5 % gibt.
Nichtsdestoweniger zeigt die Phase der relevanten Perioden, dass es eine Verschie-
bung von etwa −pi im dekadischen Bereich und eine Verschiebung von etwa pi/2
bei einer Periode von 3 Jahren gibt. Fu¨r den dekadischen Bereich bedeutet die
Phasenverschiebung, dass die NAO, abha¨ngig von der Periode, 6 bis 16,5 Jahre
voraus la¨uft, was allerdings nicht bedeutet, dass zuerst eine NAO-A¨nderung auf-
tritt, welche dann die AMV beeinflusst. Zur besseren Anschauung sollen hierbei
beispielhaft zwei Zeitreihen mit jeweils einer Periode von 25 Jahren und einer
Phasenverschiebung von −2/3pi dienen (siehe Abb. 8.9). Dementsprechend liegt
das Maximum der quadratischen Koha¨renz fu¨r beide Zeitreihen bei 25 Jahren und
die Phasenverschiebung gibt an, dass die rote Linie 8 Jahre vorausla¨uft. Letzteres
heißt aber im Umkehrschluss, dass die andere Zeitreihe mit 4/3pi beziehungsweise
17 voraus laufen ko¨nnte. Dieser Aspekt ko¨nnte durch die Phasen-Definition von −pi
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bis pi eventuell u¨bersehen werden. Daru¨ber hinaus verdeutlicht Abb. 8.9 noch die
zugeho¨rige Kreuzkorrelation der beiden beispielhaften Zeitreihen, welche durch-
aus Parallelen zu der Kreuzkorrelation zwischen der AMV und der NAO aufweist
(Abb. 8.7). Diese ist na¨mlich auch positiv, wenn die NAO voraus la¨uft und nega-
tiv, wenn die AMV fu¨hrt. Hier liegt die Phasenverschiebung, wie bereits erwa¨hnt,
aber bei −pi im dekadischen Periodenbereich. Ein weiterer wichtiger Aspekt ist
die Phasenverschiebung von 1/2pi bei einer Periode von 3 Jahren, was dazu fu¨hrt,
dass die AMV der NAO etwa um ein Jahr voraus la¨uft. Dieses Ergebnis ist im
Einklang mit den Studien von Frankignoul und Kestenare (2005) sowie Renggli
(2011), welche auch ein Vorauslaufen des Ozeans auf dieser Zeitskala beschrieben
haben.
8.4.5. Zusammenfassung
Zahlreiche Beobachtungs- und Modellstudien haben sich bereits direkt oder indi-
rekt mit dem Zusammenhang zwischen der AMV und der NAO fu¨r verschiedene
zeitliche Perioden auseinandergesetzt. Hierzu herrscht ein großer Konsens daru¨ber,
dass es eine Kopplung zwischen diesen beiden Indizes sowohl auf der dekadischen
bis multi-dekadischen als auch auf der jahreszeitlichen bis interannualen Zeitskala
gibt. Fu¨r den la¨ngeren Zeitraum zeigen viele Studien, dass der Ozean die Atmo-
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spha¨re mit einem Lag von 4 bis 9 Jahren beeinflusst. Wohingegen auf der ku¨rzeren
Zeitskala der Einfluss der Atmospha¨re auf den Ozean gro¨ßer ist als andersherum.
Dieses Kapitel befasste sich mit einer a¨hnlichen Thematik, indem der spektrale
Zusammenhang zwischen den beobachteten Zeitreihen der AMV und der NAO,
unter einer verscha¨rfteren Signifikanzbestimmung, analysiert wurde. Hierzu hat
eine Anpassung der AMV an ein autoregressives Modell ergeben, dass ein AR(3)-
Prozess dafu¨r am geeignetsten ist. Der oszillierende Anteil konnte hierbei einer
Periode von 3 Jahren zugeordnet werden. Auf der anderen Seite erwies sich fu¨r die
NAO die Anpassung an ein AR(1)-Modell am probatesten. Solche Prozesse werden
auch rotes Rauschen genannt und haben keinen oszillierenden Anteil. Weiterhin
wurde eine Kreuzkorrelation zwischen diesen Zeitreihen berechnet, wobei fu¨r die
Signifikanzberechnung nur die Anzahl der unabha¨ngigen Daten verwendet wur-
de, welche auch a¨quivalente Anzahl genannt wird. Diese liegt naturgema¨ß unter
der urspru¨nglichen Stichprobengro¨ße, was dazu fu¨hrt, dass das Signifikanzniveau
auch ho¨her liegt. Somit la¨sst sich ein signifikantes Maximum ausmachen, wenn die
NAO etwa 20 Jahre vorausla¨uft und signifikante Minima ergeben sich, wenn die
AMV 5, 10 und 20 Jahre fu¨hrt. Aufgrund der Periode der Kreuzkorrelation von
60 Jahren ergibt sich ein weiteres Maximum, wenn die AMV um 40 Jahre vor-
ausla¨uft. Die Tatsache, dass es mehrere Extrema fu¨r verschiedene Leadtimes gibt,
verdeutlicht, dass die Kopplungsmechanismen zwischen der NAO und der AMV
auf verschiedenen spektralen Ba¨ndern stattfinden. Dieser Aspekt wurde u¨ber das
Kreuzspektrum analysiert. Die so berechnete quadratische Koha¨renz zwischen der
AMV und der NAO wies signifikante Werte fu¨r eine Periode von 3 Jahren und
fu¨r den Periodenbereich zwischen 12 und 33 Jahren auf. Ferner konnte fu¨r den de-
kadischen bis multi-dekadischen Bereich eine Phasenverschiebung zwischen Ozean
und Atmospha¨re von 6 bis 16,5 Jahren beobachtet werden. Das Problem bei dieser
Untersuchungsmethode war, dass die verwendeten Zeitreihen der AMV und der
NAO mit ihrer La¨nge von 149 Jahren verha¨ltnisma¨ßig kurz sind. Dies fu¨hrt dazu,
dass die Ergebnisse wegen verscha¨rfter Signifikanz nicht eindeutig sind, da das hier
angesetzte 95te Signifikanzniveau immer noch eine Irrtumswahrscheinlichkeit von
5 % beinhaltet und die Anzahl der signifikanten Werte nur knapp u¨ber diesen Pro-
zentsatz liegt. Trotzdem zeigten die im Rahmen dieser Arbeit erzielten Ergebnisse
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gute U¨bereinstimmungen mit den zuvor erwa¨hnten Studien.
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wirkung dargestellt mit dem DSI
Im vorherigen Kapitel konnte gezeigt werden, dass in den Wechselwirkungen zwi-
schen der NAO und der AMV durchaus prognostisches Potential liegt, da die AMV
mit einer Periode von etwa 60 Jahren der kurzperiodischen NAO im dekadischen
Bereich vorausla¨uft. Dabei beeinflusst die NAO einen großen Teil der winterlichen
Klimavariabilta¨t u¨ber dem Nordatlantik und den umliegenden Kontinenten (Hur-
rell und van Loon, 1997), was sich unter anderem an der Sturmaktivita¨t und dem
Niederschlag u¨ber Nord- und Su¨deuropa bemerkbar macht. Diese Pha¨nomene sind
Auswirkungen eines instationa¨ren, diabatische Zustands der Atmospha¨re. Folglich
besteht auch ein enger Zusammenhang zum DSI, dessen Beziehung zu Stu¨rmen
und Niederschlag nicht nur im Rahmen dieser Arbeit in Kapitel 5, sondern auch
unter anderem in den Arbeiten von Claußnitzer et al. (2008) und Weber und Ne´vir
(2007) gezeigt wurde. Somit soll in diesem Kapitel untersucht werden, ob sich die
Kopplung zwischen AMV und NAO auch im DSI abbildet. Hierzu werden die
ERA 20c-Reanalysedaten auf einem 2,5◦ x 2,5◦ Gitter fu¨r den Zeitraum von 1900
bis 2010 verwendet. Diesbezu¨glich zeigt Abb. 9.1 den mittleren |DSI| u¨ber alle
Winter (Dezember-Januar-Februar, DJF) fu¨r die ERA 20c Reanalysedaten in 750
hPa. Auf den ersten Blick ist zu erkennen, dass der |DSI| bei einer Abweichung
vom Grundzustand vom A¨quator bis zum Pol zunimmt, was dem in Richtung
Pol zunehmenden Einfluss der Corioliskraft zuzuschreiben ist und zur besseren
Darstellbarkeit eine Skalierung u¨ber den dekadischen Logarithmus sinnvoll macht.
Generell sind die hohen DSI-Werte am su¨dlich von Gro¨nlands, vor der Ku¨ste Neu-
fundlands auffa¨llig, welche sich dadurch erkla¨ren lassen, dass dort und auf der
Lee-Seite der Rocky-Mountains, aufgrund von ausgepra¨gten Gebirgsstrukturen,
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großskalige Wellen angeregt werden. In diesem Bereich werden die fu¨r Europa re-
levanten Winterzyklonen gebildet beziehungsweise versta¨rkt. In den Abschnitten
9.3 und 9.4 wird analysiert, wie sich diese Struktur unter dem Einfluss der NAO
beziehungsweise der AMV vera¨ndert. Ferner soll untersucht werden, ob es auch zu
einer zeitlichen Verschiebung zwischen diesen Prozessen und dem |DSI| u¨ber Eu-
ropa kommt (das Gebiet, u¨ber dem ra¨umlich gemittelt wurde, ist auch in Abb. 9.1
eingezeichnet). Fu¨r solche Untersuchungen muss aber zuna¨chst u¨berpru¨ft werden,
ob die in den Beobachtungsdaten bereits entdeckten Wechselwirkungen und Ei-
genschaften zwischen NAO und AMV auch in den ERA 20c-Daten wiederzufinden
sind. Dies geschieht im folgendem Abschnitt 9.2.
Abbildung 9.1.: Wintermittel (DJF) des log10 |DSI| in 750 hPa fu¨r ERA
20c. Das mit der durchgezogenen Linie eingezeichnete Rechteck zeigt das
‘europa¨ische‘ Gebiet, welches im Rahmen dieser Arbeit fu¨r weitere Unter-
suchungen verwendet wird. Die gestrichelte Linie unterteilt dieses Gebiet




Fu¨r diesen Teil der Arbeit wurden die ERA 20c Daten verwendet (Poli et al., 2013).
Diese basieren auf dem IFS-Modell (ECMWF, 2013), welche u¨ber Beobachtungs-
daten am Boden assimiliert wurden, sodass die Reanalysedaten in einem Zeitraum
von 1900 bis 2010 zur Verfu¨gung stehen. Die hierbei analysierten Felder sind die
drei Komponenten des Windes, der Temperatur, des Geopotentials, des Boden-
druck, der Meersoberfla¨chentemperatur sowie des Drucks auf der 2 PVU-Fla¨che.
Ferner betra¨gt die ra¨umliche Auflo¨sung des Gitters 2,5◦, wobei die Wintermittel
u¨ber die Monate Dezember, Januar und Februar (DJF) verwendetet werden.
9.2. Wechselwirkung zwischen AMV & NAO fu¨r
ERA 20c
Dieser Abschnitt befasst sich mit dem AMV- und dem NAO-Index der ERA
20c-Reanalysedaten. Hierzu wird analog zu Abschnitt 8.4 die spektrale Dichte,
die Kreuzkorrelation sowie die quadratische Koha¨renz fu¨r die Indizes aus dem
20c-Datensatz berechnet und anschließend mit den Ergebnissen der beobachteten
Zeitreihen verglichen (Abschnitt 8.4). Der AMV-Index wird dabei in gleicher Wei-
se wie die beobachtete AMV-Zeitreihe, welche auf den Kaplan SSTs beruht, u¨ber
ein Mittel des SST-Felds aus den ERA 20c-Daten berechnet. Demgegenu¨ber steht
die Berechnung des NAO-Index, welcher anders als die NAO von Hurrell (1995),
u¨ber die erste Hauptkomponente des Bodendrucksfelds u¨ber dem Nordatlantik im
Sektor 20◦ N-80◦ N, 90◦ W-40◦ E berechnet wird. Der Grund fu¨r die abweichen-
de Berechnungsmethode der NAO liegt darin, dass es fu¨r den verwendeten ERA
20c-Datensatz schwierig ist, zwei Gitterpunkte auszuwa¨hlen, die den gewa¨hlten
Stationen von Hurrell (1995) entsprechen, zumal diese eher repra¨sentativ fu¨r die
Druckschwankungen im Ostatlantik sind. Somit hat die Berechnung u¨ber die erste
Hauptkomponente den Vorteil, stations- beziehungsweise ortsunabha¨ngig zu sein.
Der Nachteil ist allerdings, dass nur etwa 50 % der Varianz des gesamten Druckfel-
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des durch die erste Hauptkomponente erkla¨rt wird, da durch die Berechnungsme-
thode die Anzahl der Freiheitsgrade reduziert wird. Die so berechneten Zeitreihen
der AMV und der NAO fu¨r ERA 20c sind in Abb. 9.2 dargestellt. Beim Ver-
gleich mit dem zeitlichen Verlauf der beobachteten Indizes (siehe Abb. 8.5) fa¨llt
auf, dass diese gut mit den Reanalysedaten u¨bereinstimmen. Lediglich vom Betrag
unterscheidet sich der NAO Index aus 20c mit den Beobachtungen, was auf die
unterschiedliche Berechnungsmethoden zuru¨ckzufu¨hren ist. Dieser Aspekt spielt
allerdings keine Rolle fu¨r den Korrelationskoeffizienten, der zwischen den beiden
NAO-Indizes bei 0,86 und zwischen den beiden AMV-Indizes bei 0,91 liegt. Da
das 95 %-Signifikanzniveau bei der verwendeten Stichprobengro¨ße von 111 Jahren
bei etwa 0,2 liegt, kann die zeitliche U¨bereinstimmung zwischen den beobachte-
ten Indizes und denen aus ERA 20c als gut erachtet werden. Abbildung 9.3 zeigt
Abbildung 9.2.: Oben: AMV-Index aus den SSTs von ERA 20c. Unten:
NAO Index, basierend auf der 1. Hauptkomponente des Druckfelds von
ERA 20c. Die schwarze Linie stellt jeweils das 10 Ja¨hrige gleitende Mittel
dar.
die spektrale Dichte der AMV und der NAO fu¨r ERA 20c. Auch hier fa¨llt bei ei-
nem Vergleich mit der spektralen Dichte der Beobachtungsdaten (siehe Abb. 8.6)
die relativ große A¨hnlichkeit zwischen den beiden Datensa¨tzen, bezu¨glich lokaler
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Abbildung 9.3: Spektrale
Dichte der trendbereinigten
AMV (oben) und NAO Indizes
(unten) mit dem jeweiligen
AR-fit (rote Linie) und dem
Daniell-Kernel (gru¨ne Linie) fu¨r
ERA 20c.
Extrema auf. Kleinere Unterschiede kommen jedoch trotzdem zustande, da die
verwendete Zeitreihe der ERA 20c-Indizes mit 111 Jahren um 38 Jahre ku¨rzer
ist, was vor allem im niedrigen Frequenzbereich, aufgrund der dort schlechter auf-
gelo¨sten Schwingungen, zu Abweichungen fu¨hrt. Bezu¨glich der Anpassung an einen
autoregressiven Prozess (siehe auch Abschnitt 8.4.2) la¨sst sich feststellen, dass fu¨r
die AMV aus ERA 20c ein AR(3)-Modell mit (α1, α2, α3) = (0, 58;−0, 01; 0, 25)
am besten geeignet ist. Hierbei macht auch wieder der dritte Koeffizient den ein-
zigen relevanten oszillierenden Anteil aus, wobei dieser u¨ber einem polynomialen
Ansatz einer Periode von etwa 3 Jahren zuzuordnen ist. Diese beiden Eigenschaf-
ten stimmen u¨berein mit der beobachteten AMV (Abschnitt: 8.4.2). Eine weitere
U¨bereinstimmung la¨sst sich zudem auch fu¨r die NAO finden, da die NAO in der
ERA 20c Reanalyse am besten einem AR(1)-Modell mit α1 = 0, 15 zugeordnet
werden kann. Der Koeffizient der beobachteten NAO weicht mit α1 = 0, 14 da-
bei kaum ab (Abschnitt: 8.4.2). Daher stellen sowohl der NAO-Index von Hurrell
(1995) als auch der NAO-Index der ERA 20c Reanalyse einen schwachen roten
Rauschprozess dar.
Im Folgenden geht es um die Wechselwirkungen zwischen AMV und NAO in den
ERA 20c-Reanalysedaten. Hierzu zeigt Abb. 9.4 die Kreuzkorrelation zwischen den
besagten Indizes, wobei auffa¨llt, dass diese eine Periode von 60 Jahren aufweist.
Weiterhin gibt es ein Maximum, wenn die NAO um 20 Jahre vorausla¨uft und ein
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Minimum, wenn die AMV um etwa 15 Jahre vorausla¨uft. Dieses Verhalten stimmt
mit dem aus dem beobachteten Daten u¨berein (Abschnitt 8.4.3). Bezu¨glich der
Unsicherheit der Daten fa¨llt auf dem ersten Blick auf, dass die bereits erwa¨hnten
Extrema signifikant sind, wenn die urspru¨ngliche Stichprobengro¨ße von 111 Jah-
ren fu¨r den t-Test verwendet werden. Aber auch hier sind die verwendeten Daten
autokorreliert und nicht unabha¨ngig. Demzufolge muss wieder eine a¨quivalente
Stichprobengro¨ße Neq berechnet werden, welche auch als effektive Anzahl von un-
abha¨ngigen Beobachtungen interpretiert werden kann. Die Berechnung la¨uft dabei
a¨quivalent zu der in Abschnitt 8.4.3 beschriebenen Vorgehensweise ab, wobei sich
Neq = 63, 7 ergibt. Das somit resultierende Konfidenzintervall ist auch wieder in
Abb. 9.4 dargestellt. Es fa¨llt auf, dass das Maximum bei einem Vorauslaufen der
NAO von 20 Jahren und das Minimum bei einem Vorauslaufen der AMV um circa
15 Jahre immer noch u¨ber dem Signifikanzniveau liegen. Da aber das 95te Signifi-
kanzniveau immer noch eine Irrtumswahrscheinlichkeit von 5 % beinhaltet, was in
etwa 5,5 Werte sind und nur 3 Werte u¨ber dem Signifikanzniveau liegen, ist dieses
Ergebnis nicht ganz eindeutig.
Abbildung 9.4.: Kreuzkorrelation zwischen der AMV und der NAO fu¨r
ERA 20c. Blaue Linie: 95 % Konfidenzlevel mit der urspru¨nglichen Stich-
probengro¨ße. Rote Linie: 95 % Konfidenzlevel mit der a¨quivalenten Stich-
probengro¨ße. Hier impliziert ein positiver Lag, dass eine AMV-A¨nderung
zeitlich fru¨her auftritt als eine Variation der NAO. Ein negativer Lag be-
schreibt entsprechend das Gegenteil.
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Abbildung 9.5: Oben: Qua-
dratische Koha¨renz zwischen
der AMV und NAO (schwarze
Linie) fu¨r ERA 20c. Die rote Li-
nie stellt dabei das 95te Kon-
fidenzlevel dar, welches mithil-
fe eines parametrischen Boot-
strapping berechnet wurde. Un-
ten: Phase in [rad] zwischen die-
sen Indizes.
Abbildung 9.5 zeigt die quadratische Koha¨renz zwischen der AMV und der NAO
in den ERA 20c-Reanalysedaten und soll Auskunft daru¨ber geben, auf welcher
Zeitskala die Wechselwirkungen zwischen diesen beiden Indizes stattfindet. Auch
hier wurde das 95te Signifikanzniveau u¨ber ein parametrisches Bootstrappingver-
fahren mit 10000 Iterationsschritten, welches in Abschnitt 8.4.4 bereits beschrie-
ben wurde, berechnet. Obwohl fu¨r keine Periode eine signifikante quadratische
Koha¨renz erreicht wird, gibt es lokale Maxima fu¨r die Periode zwischen 22 und 12
Jahren sowie jeweils bei 5 und circa 2 Jahren. Somit zeigen sich, a¨hnlich wie bei
der quadratischen Koha¨renz der Beobachtungsdaten, Extrema auf der dekadischen
bis multi-dekadischen sowie auf der interannualen Zeitskala. Daru¨ber hinaus ver-
deutlicht die Phase der relevanten Perioden, dass es eine Verschiebung von etwa
−1, 5 rad (−pi/2) im dekadischen Bereich und eine Verschiebung von etwa. 1, 5 rad
(pi/2) bei einer Periode von 5 Jahren gibt. Fu¨r den dekadischen Bereich bedeutet
die Phasenverschiebung, dass die NAO, abha¨ngig von der Periode, 5 bis 3 Jahre
vorausla¨uft, was allerdings im Umkehrschluss auch bedeuten kann, dass die AMV
17 bis 9 vor der NAO la¨uft. Auf der interannualen Zeitskala fu¨hrt die Phasenver-
schiebung von −1, 5 rad dazu, dass entweder die AMV um ein Jahr fu¨hrt oder die
NAO der AMV um circa 4 Jahre vorausla¨uft.
Zusammenfassend la¨sst sich sagen, dass es zwischen der ERA 20c-Reanalyse und
den Beobachtungsdaten bezu¨glich der AMV und der NAO-Indizes große U¨berei-
nstimmungen gibt. Dies a¨ußert sich zuna¨chst in einer guten zeitlichen U¨berein-
stimmung bei der Korrelationkoeffzienten von 0,86 und 0,91 erreicht wurden. Wei-
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terhin hat eine Analyse der spektralen Dichte der ERA 20c-Daten analoge Ergeb-
nisse zu den Beobachtungen gezeigt. Hierbei hat eine Anpassung an ein autoregres-
sives Modell gezeigt, dass auch der AMV-Index aus ERA 20c am ehestem einem
AR(3)-Prozess mit einer oszillierenden Komponente von 3 Jahren entspricht. Fu¨r
die NAO ließ sich, a¨hnlich wie schon bei den Beobachtungsdaten, eine Anpas-
sung an einen AR(1)-Prozess als beste Na¨herung feststellen. Ferner wurde u¨ber
eine Kreuzkorrelation untersucht, ob es eine zeitliche Verschiebung zwischen der
AMV und der NAO gibt. Auch hier waren die Ergebnisse a¨quivalent zu denen
der Beobachtungsdaten. Allerdings fu¨hrte eine genauere Betrachtung der Signifi-
kanz der ERA 20c-Daten, mittels einer a¨quivalenten Stichprobengro¨ße, zu keinem
eindeutigem Ergebnis, da nur sehr wenige Werte u¨ber dem Signifikanzniveau la-
gen. Dieses Problem findet sich bei der Betrachtung der quadratischen Koha¨renz
wieder, bei der die Extrema der ERA 20c-Daten gut mit denen der Beobachtungs-
daten u¨bereinstimmen, aber nicht signifikant sind. Dies ist mo¨glicherweise der Be-
rechnungsmethode des NAO-Index fu¨r ERA 20c u¨ber die erste Hauptkomponente
geschuldet, da der so berechnete NAO-Index nur 50 % der Varianz des gesamten
Druckfelds wiedergibt und somit auch Informationen u¨ber die Wechselwirkungen
zwischen Druckfeld (NAO) und Ozean (AMV) verloren gehen. Diesbezu¨glich zeigt
Abb. 9.6 wieder die quadratische Koha¨renz zwischen AMV und NAO, nur dass
der NAO-Index u¨ber die Differenz der Bodendruckanomalien zweier Gitterpunkte
berechnet wurde, die jeweils u¨ber Island (20◦ W,65 ◦ N) und den Azoren (27,5◦
W,37,5 ◦ N) liegen. Nun ist zu erkennen, dass die Maxima im dekadischen und
interannualen Bereich ho¨her sind und fu¨r den zuerst genannten Bereich sogar si-
gnifikant sind. Ein weiterer Aspekt fu¨r die fehlende Signifikanz der quadratischen
Koha¨renz ko¨nnte die geringere Stichprobengro¨ße sein. Nichtsdestoweniger sind die
guten U¨bereinstimmungen zwischen Beobachtungen und Reanalyse damit zu er-
kla¨ren, dass letztere schließlich mithilfe von Beobachtungsdaten assimiliert.
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Abbildung 9.6: Oben: Qua-
dratische Koha¨renz zwischen
der AMV und NAO, welche
nun durch die Differenz zwei-
er Gitterpunkte berechnet wur-
de, (schwarze Linie) fu¨r ERA
20c. Die rote Linie stellt da-
bei das 95te Konfidenzlevel dar,
welches mithilfe eine parametri-
schen Bootstrapping berechnet
wurde. Unten: Phase in [rad]
zwischen diesen Indizes.
9.3. Auswirkung der NAO auf den DSI fu¨r ERA 20c
In diesem Abschnitt wird anhand der ERA 20c-Reanalysedaten untersucht, inwie-
weit sich eine A¨nderung der NAO auf den DSI auswirkt und welche Mechanismen
hierbei eine Rolle spielen. Hierzu wird auch untersucht, ob es eine zeitliche Ver-
schiebung zwischen dem DSI u¨ber Europa und der NAO gibt und auf welcher
Zeitskala sich dies abspielt. Fu¨r diesen Zweck wurde der DSI u¨ber Europa fu¨r den
Bereich 35◦ N - 70◦ N, 20◦ W - 30◦ E gemittelt. Das entsprechende Gebiet wurde
bereits in Abb. 9.1 eingezeichnet. Daru¨ber hinaus zeigen Abb. 9.7a und Abb. 9.7b
den mittleren |DSI| u¨ber alle Winter (Dezember - Januar - Februar, DJF) mit
positiver NAO-Phase und negativer NAO-Phase. Auf den ersten Blick ist zu er-
kennen, dass der |DSI| bei einer Abweichung vom Grundzustand vom A¨quator
bis zum Pol zunimmt. Dies ist dem in Richtung Pol zunehmenden Einfluss der
Corioliskraft innerhalb der PV zuzuschreiben. Weiterhin ist zu erkennen, dass sich
das lokale Maximum des |DSI|, welches sich fu¨r NAO+ vor der Ku¨ste Neufund-
lands befindet, fu¨r NAO- nach Su¨den verschiebt. Dies ist damit erkla¨ren, dass es
wa¨hrend einer NAO+ Phase zu einer Versta¨rkung und einer no¨rdlichen Verschie-
bung der Sturmzugbahnen in den mittleren Breiten kommt. Um einen genaueren
Eindruck von den Unterschieden des |DSI| fu¨r die beiden NAO-Phasen gewinnen
zu ko¨nnen, wurde in Abb. 9.8 eine Korrelation zwischen dem DSI und dem NAO-
Index berechnet. Durch eine klassenbasierte Korrelation ist es nicht notwendig,
den dekadischen Logarithmus des |DSI| zu beru¨cksichtigen, was eine Berechnung
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der Signifikanz erheblich vereinfacht. Hierbei zeigen sich zonal verlaufende Ba¨nder
mit abwechselnd positiver und negativer Korrelation. Diese, sich im Atlantik zonal
erstreckenden Muster positiver Korrelation, lassen sich nun mit einer Zunahme der
Sturmzugbahnen der mittleren Breiten und mit einer Zunahme der Easterly-Waves
wa¨hrend positiver NAO-Phasen erkla¨ren. Beide Aspekte fu¨hren zu einer erho¨hten
atmospha¨rischen Dynamik und so zu einer Zunahme des DSI, was letztendlich zu
einer positiven Korrelation zwischen NAO und DSI fu¨hrt. In Abb. 9.8 hat sich be-
(a) NAO+ (b) NAO-
Abbildung 9.7.: Mittel des dekadisch logarithmierten |DSI| fu¨r ERA 20c
wa¨hrend positiver (a) und negativer (b) NAO-Phasen in 1000 hPa.
reits eine gute Korrelation zwischen dem DSI und der NAO u¨ber dem Atlantik und
Europa gezeigt. Nun soll untersucht werden, ob es eine zeitliche Verschiebung zwi-
schen der NAO und dem u¨ber Europa gemittelten DSI gibt. Hierzu stellt Abb. 9.9a
die Kreuzkorrelation zwischen diesen Gro¨ßen dar, wobei zu erkennen ist, dass es
eine signifikante zeitliche Verschiebung nur fu¨r etwa 3 Werte gibt. Dieses Ergebnis
ist aber in Anbetracht der 5 % Irrtumswahrscheinlichkeit des 95ten Signifikanz-
niveaus bei 111 Jahren nicht eindeutig. Der Korrelationskoeffizient von etwa 0,5
bei keiner zeitlichen Verschiebung ist hingegen eindeutig signifikant, da das 99,9te
Signifikanzniveau gerade mal bei 0,3 liegt. Eine noch ho¨here Korrelation von 0,6
wird erreicht, wenn der Betrag des DSI nur u¨ber Nordeuropa gemittelt und dieser
dann wie gehabt mit der NAO kreuzkorreliert wird (Abb. 9.9b). Dies ist darauf
zuru¨ckzufu¨hren, dass sich, wie in Abb. 9.8 ersichtlich wird, durch Nordeuropa, auf-
grund der NAO bedingten Verschiebung der Sturmzugbahnen, ein Band positiver
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Abbildung 9.8.: Korrelation des |DSI|-Felds in 750 hPa mit dem NAO-
Index fu¨r ERA 20c. Hierbei sind Werte < −0, 19 und > 0, 19 signifikant
(p < 0, 05).
Korrelation zieht, wohingegen es in Su¨deuropa genau andersherum ist. Ungeachtet
dessen soll zuna¨chst im weiteren Verlauf das Mittel von |DSI| u¨ber den gesamten
europa¨ischen Raum verwendet werden, da sich die weiteren Ergebnisse dieser Ar-
beit dadurch nur geringfu¨gig a¨ndern und so eine bessere U¨bersichtlichkeit gewahrt
werden kann.
Die na¨chste Frage, die sich stellt, ist, auf welcher Zeitskala die Wechselwirkungen
zwischen DSI und NAO stattfinden. In diesem Zusammenhang zeigt Abb. 9.10 die
quadratische Koha¨renz zwischen diesen Gro¨ßen, wobei zu erkennen ist, dass das
Signifikanzniveau bei einer Periode von 6 Jahren und bei einer Periode von 2,5
Jahren u¨berschritten wird. In diesem Bereich la¨sst sich auch kaum eine Phasen-
verschiebung feststellen.
Bisher wurde nur untersucht, wie sich die NAO auf den Betrag des DSI in der unte-
ren Tropospha¨re auswirkt. Aus diesem Grund zeigt Abb. 9.11 die Korrelation des
|DSI|-Felds mit dem NAO-Index in der oberen Tropospha¨re bei 250 hPa. Hierbei
zeigen sich u¨ber dem Atlantik wieder zonale Ba¨nder mit abwechselnd positiver und
negativer Korrelation. Diese sind auch wieder auf die Vera¨nderung der Sturmzug-
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(a) Kreuzkorrelation: (b) Kreuzkorrelation:
|DSI| (Europa) & NAO |DSI| (N. Europa) & NAO
Abbildung 9.9.: Kreuzkorrelation zwischen dem NAO-Index und |DSI|
fu¨r 750 hPa. Abbildung a) zeigt die Kreuzkorrelation mit einem |DSI|, der
u¨ber das gesamte in Abb. 9.8 eingezeichnete Gebiet. Abbildung b) zeigt
die Kreuzkorrelation mit einem Mittel nur u¨ber den no¨rdlichen Teil des be-
sagten Gebiets. Hier impliziert ein positiver Lag, dass eine DSI-A¨nderung
zeitlich fru¨her auftritt als eine Variation der NAO. Ein negativer Lag be-
schreibt entsprechend das Gegenteil.
bahnen und der Easterly Waves wa¨hrend der NAO-Phasen zuru¨ckzufu¨hren. Diese
Struktur ist u¨ber Europa, anders als in 750 hPa (siehe Abb. 9.8), nicht mehr zu
finden. Vielmehr ist beinahe das gesamte Gebiet u¨ber dem europa¨ischen Kontinent
leicht anti-korreliert. Dies wird auch in der Kreuzkorrelation zwischen der NAO
und u¨ber Europa gemittelten Betrag des DSI in 250 hPa (Abb. 9.12) deutlich.
In dieser Abbildung ist na¨mlich zu erkennen, dass der Korrelationskoeffizient bei
keiner zeitlichen Verschiebung zwischen diesen Gro¨ßen nur etwa bei 0,2 liegt. Das
Minimum ist hierbei bei einer leichten Verschiebung von ungefa¨hr 2 bis 3 Jahren
zu finden und liegt etwa bei 0,26. Ansonsten scheint der Einfluss der NAO auf
den DSI in der oberen Tropospha¨re nicht besonders groß zu sein, da das Signifi-
kanzniveau bei den zeitlichen Verschiebungen nur selten und dann auch nur leicht
u¨berschritten wird.
Zusammenfassend kann festgehalten werden, dass der Einfluss der NAO auf den
Betrag des DSI eher in der unteren bis mittleren Tropospha¨re zu finden ist, da
sich in diesen Ho¨hen die Auswirkungen der vera¨nderten Druckdifferenz im Ost-
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Abbildung 9.10: Oben: Qua-
dratische Koha¨renz zwischen
dem u¨ber Europa gemittelten
|DSI| fu¨r 750 hPa und der
NAO (schwarze Linie) fu¨r ERA
20c. Die rote Linie stellt da-
bei das 95te Konfidenzlevel dar,
welches mithilfe eines parame-
trischen Bootstrapping berech-
net wurde. Unten: Phase zwi-
schen diesen Zeitreihen.
atlantik beziehungsweise die daraus resultierenden Modifikationen der Sturmzug-
bahnen eher bemerkbar machen. Diese Kopplung spielt sich auf einer tendenziell
ku¨rzeren Zeitskala ab und hat auch keine zeitliche Verschiebung in den Winter-
mittelwerten, was darauf zuru¨ckzufu¨hren ist, dass die zugrundeliegende Kopplung
zwischen der NAO und den Stu¨rmen beziehungsweise Zyklonen in erster Linie auf
der synoptischen Zeitskala stattfindet. Demgegenu¨ber stehen die Ergebnisse in der
oberen Tropospha¨re, welche zuna¨chst gegen des physikalischen Erkla¨rungsmodell
u¨ber ho¨here/niedrigere Dynamik und entsprechend ho¨here/niedrigere Betra¨ge des
DSI wa¨hrend positiver/negativer NAO-Phasen u¨ber Europa sprechen. Denn der
|DSI| ist in 250 hPa u¨ber Europa anti-korreliert. Die Erkla¨rung hierfu¨r ist, dass
sich aufgrund der vertikalen Neigung der Frontalzone, die ra¨umlichen Zirkulations-
muster in dieser Ho¨he nach Norden verschieben. Diesbezu¨glich wird auf Abschnitt
9.5 verwiesen, in dem eine umfangreichere Beschreibung gegeben wird.
9.4. Auswirkung der AMV auf den DSI fu¨r ERA 20c
In diesem Abschnitt wird anhand der ERA 20c-Reanalysedaten untersucht, inwie-
weit sich eine A¨nderung der AMV auf den DSI auswirkt und welche Mechanismen
hierbei eine Rolle spielen. Hierzu wird auch wieder untersucht, ob es eine zeitliche
Verschiebung zwischen dem DSI u¨ber Europa und der AMV gibt und auf welcher
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Abbildung 9.11.: Korrelation des |DSI|-Felds in 250 hPa mit dem NAO-
Index fu¨r ERA 20c. Hierbei sind Werte < −0, 19 und > 0, 19 signifikant
(p < 0, 05).
Zeitskala sich dies abspielt. Fu¨r diesen Zweck wurde der DSI abermals u¨ber Europa
fu¨r den Bereich 35◦ N - 70◦ N, 20◦ W - 30◦ E gemittelt. Das entsprechende Gebiet
wurde bereits in Abb. 9.8 eingezeichnet. Die ra¨umliche Verteilung der Korrelation
zwischen dem Betrag des DSI und der AMV ohne zeitliche Verschiebung ist fu¨r
750 hPa und 250 hPa in Abb. 9.13a und in Abb. 9.13b dargestellt. In beiden Ho¨hen
deutet sich ein tripolares Muster u¨ber dem Nordatlantik an. Dabei ist das Mus-
ter komplementa¨r zu dem der NAO-DSI-Korrelation, also mit Anti-Korrelation in
den mittleren Breiten und den Subtropen und positiver Korrelation dazwischen.
Dies ist auf die in den Abschnitten 8.3 und 8.3 gezeigten Anti-Korrelation zwi-
schen NAO und AMV zuru¨ckzufu¨hren. Jedoch sind die Korrelationkoeffzienten
zwischen dem |DSI| und der AMV u¨ber dem Atlantik relativ gering und u¨ber
Europa a¨hnlich schwach ausgepra¨gt. Letzteres ist auch in Abb. 9.14a und 9.14b
zu erkennen, welche die Kreuzkorrelation zwischen der AMV und dem u¨ber Euro-
pa gemittelten |DSI| fu¨r 750 hPa und 250 hPa zeigt. Denn fu¨r beide Drucklevel
liegt der Korrelationskoeffizient ohne zeitliche Verschiebung nur bei ungefa¨hr -0,15
und somit auch unter dem 95 % Signifikanzlevel. Besagtes Signifikanzlevel wird
in 750 hPa jeweils bei einer zeitlichen Verschiebung von etwa +/- 2 Jahren und
bei einer Verschiebung von ungefa¨hr 30 Jahren, bei einem Vorauslaufen der AMV,
u¨berschritten. Da es sich hierbei aber nur um vereinzelte Werte handelt, ko¨nnen
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Abbildung 9.12.: Kreuzkorrelation zwischen dem NAO-Index und dem
u¨ber Europa gemittelten |DSI| fu¨r 250 hPa fu¨r ERA 20c. Hier impliziert
ein positiver Lag, dass eine DSI-A¨nderung zeitlich fru¨her auftritt als eine
Variation der NAO. Ein negativer Lag beschreibt entsprechend das Gegen-
teil.
diese U¨berschreitungen im Rahmen einer 5 % Irrtumswahrscheinlichkeit nicht als
eindeutig gewertet werden. Anders verha¨lt sich dies in 250 hPa, wo es bei einem
Vorlaufen des |DSI| um einen Zeitraum von 10 bis 25 Jahren mehrfach zu ei-
ner signifikanten Anti-Korrelation, mit Minima um -0,29 kommt. Dass der Betrag
des DSI der AMV vorausla¨uft und diese auch beeinflusst, ist jedoch physikalisch
nicht sinnvoll. Vielmehr macht sich ein weiteres Mal der Einfluss der NAO be-
merkbar, welche in dieser Ho¨he mit dem |DSI| anti-korreliert ist (Abschnitt 9.3)
und der AMV im a¨hnlichen zeitlichen Bereich vorausla¨uft (Abschnitt 8.4.3). We-
sentlich auffa¨lliger ist aber die Kreuzkorrelation fu¨r den Bereich, wo die AMV dem
|DSI| um etwa 10 bis 30 Jahre vorausla¨uft, da fu¨r den gesamten Zeitraum das
Signifikanzniveau u¨berschritten wird und dabei ein Maximum von 0,4 bei circa
20 Jahren erreicht wird. Hierbei zeigt sich auch in der quadratischen Koha¨renz
zwischen dem |DSI| und der AMV (Abb. 9.15) ein Extremum im dekadischen
Bereich, welches allerdings nicht signifikant ist. Die Erkla¨rung fu¨r das Maximum
der Kreuzkorrelation, wenn die AMV vorausla¨uft, kann im Grunde genommen auf
die Kreuzkorrelation zwischen der AMV und der NAO (Abb. 9.4) zuru¨ckgefu¨hrt
werden, in der die AMV der NAO in einem a¨hnlichen zeitlichen Bereich vorauslief.
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(a) 750 hPa (b) 250 hPa
Abbildung 9.13.: Korrelation des |DSI|-Felds in 750 hPa (a) und 250
hPa (b) mit dem AMV-Index fu¨r ERA 20c. Hierbei sind Werte < −0, 19
und > 0, 19 signifikant (p < 0, 05).
Hierbei ergab sich aber eine Anti-Korrelation, die aber aufgrund einer weiteren
Anti-Korrelation zwischen NAO und DSI in 250 hPa (Abb. 9.12) wiederum zu
einer positiven Korrelation zwischen NAO und |DSI| in eben jener Ho¨he fu¨hrt
(Abb. 9.13a). Auffa¨llig hierbei ist allerdings, dass das Maximum der Kreuzkor-
relation recht groß und zeitlich relativ stabil ist, obwohl zwischen dem |DSI| in
250 hPa und der AMV, welche am Boden berechnet wird, beinahe die gesamte
Tropospha¨re liegt. Dies ist aber eigentlich nicht besonders verwunderlich, da sich
das 250 hPa Drucklevel ungefa¨hr auf der Ho¨he der Tropopause befindet, welche
wiederum eine viel geringere Variabilita¨t aufweist, als die Tropospha¨re darunter
und somit weniger auf kleinskalige Fluktuationen reagiert. Um dies zu verifizieren,
wird im folgendem Abschnitt der Einfluss der Tropopausenho¨he auf die Wechsel-
wirkungen zwischen NAO, AMV und DSI na¨her beleuchtet.
9.5. Die Auswirkung der AMV-NAO-Kopplung auf
den DSI und die Tropopausenho¨he
In den vorherigen Abschnitten konnte gezeigt werden, dass es in der unteren Tro-
pospha¨re eine signifikant positive Korrelation zwischen der NAO und dem DSI u¨ber
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Europa gibt. Weiterhin konnte gezeigt werden, dass in der oberen Tropospha¨re die
AMV mit dem DSI, bei einer Verschiebung von etwa 20 Jahren, signifikant positiv
korreliert ist. Hierbei ist bemerkenswert, dass es in der unteren Tropospha¨re eine
wesentlich schwa¨chere Korrelation zwischen DSI und AMV gibt. Somit scheint die
Kopplung zwischen Ozean und atmospha¨rischer Dynamik in der Na¨he der Tro-
popause ausgepra¨gter zu sein, als in der darunter liegenden Atmospha¨re. Hierbei
wurde die 2 PVU-Isofla¨che unter anderem von Highwood (1997) und Pelly (2001)
als dynamische Tropopause festgelegt.
Das bedeutet, dass sich bei einer positiven PV Anomalie, welche sich infolge einer
Zyklone bildet, die Tropopause absenkt (Holton et al., 1995). Somit ko¨nnen auch
Prozesse wie NAO und AMV einen Einfluss auf die Tropopause beziehungsweise
Tropopausenho¨he haben. Folglich befasst sich dieser Abschnitt mit der Frage, wel-
che Rolle die Tropopausenho¨he in den Wechselwirkungen zwischen NAO, AMV
und DSI einnimmt. Die Tropopausenho¨he wird im Weiteren durch den Druck auf
der 2 PVU-Isofla¨che beschrieben. Somit bedeutet ein ho¨herer Druckwert auf der 2
PVU-Fla¨che, dass die Tropopause niedriger liegt und bei einem niedrigeren Druck-
wert liegt die Tropopause entsprechend ho¨her.
(a) 750 hPa (b) 250 hPa
Abbildung 9.14.: Kreuzkorrelation zwischen dem AMV-Index und dem
u¨ber Europa gemittelten |DSI| fu¨r 750 hPa (a) und fu¨r 250 hPa (b) fu¨r
ERA 20c. Hier impliziert ein positiver Lag, dass eine DSI-A¨nderung zeitlich
fru¨her auftritt als eine Variation der AMV. Ein negativer Lag beschreibt
entsprechend das Gegenteil.
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Abbildung 9.15: Oben: Qua-
dratische Koha¨renz zwischen
dem u¨ber Europa gemittelten
|DSI| fu¨r 250 hPa und der
AMV (schwarze Linie) fu¨r ERA
20c. Die rote Linie stellt da-
bei das 95te Konfidenzlevel dar,
welches mithilfe eines parame-
trischen Bootstrapping berech-
net wurde. Unten: Phase in [rad]
zwischen diesen Zeitreihen.
9.5.1. Kopplung zwischen DSI und Tropopausenho¨he
Die PV ist u¨ber der Tropopause gro¨ßer als darunter und nimmt mit der Ho¨he zu
Hoskins et al. 1985, was auf die ho¨here Stabilita¨t (∂Θ
∂z
) der Stratospha¨re und die
Abnahme der Dichte zuru¨ckzufu¨hren ist. Denn in Π = 1
ρ
~ζa · ∇Θ geht sowohl die
Dichte invers, als auch die vertikale Stabilita¨t u¨ber den Gradienten der potentiellen
Temperatur Θ ein. Somit wird auch ersichtlich, dass sich mit einem Absinken der
Tropopause und der damit verbundenen Zunahme der PV und der Stabilita¨t auch
der DSI erho¨ht, da beide Gro¨ßen in den DSI eingehen (DSI := 1
ρ
∇Π·(∇Θ×∇B)).
Diesbezu¨glich zeigt Abb. 9.16 die Kreuzkorrelation zwischen dem Druck auf der 2
PVU-Fla¨che und dem DSI auf der 250 hPa-Fla¨che, welche ungefa¨hr auf der Ho¨he
der Tropopause liegt. Hierbei ist die hohe Korrelation von ungefa¨hr 0,6 zwischen
diesen Gro¨ßen bei keiner zeitlichen Verschiebung zu sehen, was den oben beschrie-
benen Zusammenhang besta¨tigt. Weiterhin ist aber auch ein Bereich mit signifi-
kanter Korrelation zu erkennen, wenn der Druck um etwa 10 Jahre vorausla¨uft.
Verantwortlich hierfu¨r ist wohl eine Ru¨ckkopplung mit der NAO. Hierzu wird in
Abschnitt 9.5.2 in Abb. 9.19 gezeigt, dass es eine signifikante Anti-Korrelation
zwischen NAO und der Tropopausenho¨he bei einer zeitlichen Verschiebung von 10
Jahren gibt. Da der |DSI| und die NAO in dieser Ho¨he anti-korreliert sind (siehe
Abbildung 9.12) fu¨hrt dies wiederum zu einer positiven Korrelation zwischen der
Tropopausenho¨he und dem |DSI| fu¨r jene zeitliche Verschiebung.
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Abbildung 9.16.: Kreuzkorrelation zwischen dem u¨ber Europa gemittelten
|DSI| (250 hPa-Fla¨che) und dem Druck (2 PVU-Fla¨che) fu¨r ERA 20c. Hier
impliziert ein positiver Lag, dass eine A¨nderung der Tropopausenho¨he zeit-
lich fru¨her auftritt als eine Variation des DSI. Ein negativer Lag beschreibt
entsprechend das Gegenteil.
Im vorherigen Teil dieser Arbeit konnte dargelegt werden, dass die AMV ein
durchaus prognostisches Potential auf den DSI in der oberen Tropospha¨re auf der
dekadischen Zeitskala hat. Nun soll analysiert werden, wie groß der Zusammen-
hang zwischen dem DSI in der oberen Tropospha¨re und dem DSI in der mittleren
Tropospha¨re ist, wo sich ein Großteil des Wettergeschehens abspielt. Hierzu wird
der Betrag des DSI wieder u¨ber Europa gemittelt. Anschließend wird die |DSI|-
Zeitreihen fu¨r jedes Drucklevel mit allen anderen Ho¨hen korreliert. Dies ist in
Abbildung 9.17 dargestellt, wobei beachtet werden muss, dass die Korrelationsko-
effizienten entlang einer diagonalen Achse gespiegelt sind, da bei der Berechnung
der Korrelation die Reihenfolge keine Rolle spielt. Hierbei fa¨llt auf, dass der |DSI|
in der mittleren Tropospha¨re zwischen 700 hPa und 400 hPa erwartungsgema¨ß am
besten mit den umliegenden Schichten korreliert sind, denn dieser Bereich wird so-
wohl von der unteren Tropospha¨re als auch von der oberen beeinflusst, da er genau
zwischen diesen beiden liegt. Die Korrelation zwischen der oberen Tropospha¨re in
250 hPa und der in 500 hPa liegt bei ungefa¨hr 0,5 und somit u¨ber dem 95ten
Signifikanzlevel von 0,19. Ein weiterer interessanter Aspekt ist die erho¨hte positive
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Korrelation zwischen der unteren Tropospha¨re (1000 hPa bis 925 hPa) und der
oberen Tropospha¨re (400 hPa bis 225 hPa), da es hier anscheinend einen Transfer
gibt, der die mittlere Tropospha¨re unbeeinflusst la¨sst (in diesem Bereich ist die
Korrelation geringer und gro¨ßtenteils nicht signifikant). Die Erkla¨rung hierfu¨r ist,
dass die Entstehung einer Zyklone in den mittleren Breiten in Verbindung mit
Baroklinita¨t in der unteren Tropospha¨re steht. Diese barokline Sto¨rung fu¨hrt zu
einer positiven PV-Anomalie und somit zu einer Zunahme des DSI im unteren Be-
reich der Atmospha¨re. Gleichzeitig kommt es in der oberen Tropospha¨re zu einer
Sto¨rung der planetaren Wellen, welche im zyklonalen Bereich wiederum positive
PV-Anomalien (Hoskins et al., 1985) und somit auch dort eine Zunahme des DSI
bewirken.
Abbildung 9.17.: Korrelation des u¨ber Europa gemittelten |DSI| zwi-
schen allen Druckleveln. Dadurch, dass es bei der Berechnung der Korrela-
tion die Reihenfolge der eingehenden Zeitreihen keinen Unterschied macht,
ist die Abbildung entlang einer diagonal, durch den Nullpunkt verlaufenden
Achse gespiegelt. Das 95 % Signifikanzniveau liegt bei 0,19.
9.5.2. Einfluss der NAO auf die Tropopausenho¨he
Im vorherigen Abschnitt wurde ein Zusammenhang zwischen dem |DSI| in 250 hPa
und der Tropopausenho¨he gezeigt. Nun soll untersucht werden, ob sich die NAO,
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a¨hnlich wie beim |DSI|, auch auf die Tropopausenho¨he auswirkt. Hierzu zeigt
Abb. 9.18a die Korrelation des NAO-Index mit dem Druckfeld auf der 2 PVU-
Fla¨che. Besonders prominent sind hierbei die zwei diagonal verlaufenden Ba¨nder
mit hoher positiver Korrelation bei etwa 60◦ N und 20◦ N und das Band mit hoher
negativer Korrelation dazwischen, welches sich bis u¨ber den europa¨ischen Konti-
nent erstreckt. Wie dieses Muster physikalisch durch die NAO verursacht wird,
kann u¨ber Abb. 9.18b erkla¨rt werden. Hierbei wurde der NAO-Index mit dem Feld
des Zonalwindes auf der 250 hPa-Fla¨che korreliert. Durch eine Zunahme der NAO
und dem damit verbundenen Druckgradienten zwischen der Subpolar-Region und
den Subtropen, kommt es zu einer Verschiebung der Jetstreams und somit auch des
Zonalwindes in no¨rdliche Richtung. Bei einer Abnahme der NAO verha¨lt sich dies
entsprechend umgekehrt. Aus diesem Grund ist in den mittleren Breiten jeweils
ein Streifen mit positiver (circa 50◦ N) und su¨dlich davon ein Streifen mit negativer
Korrelation zu erkennen, da sich in diesem Bereich der Polarjet befindet. Weiter
su¨dlich gibt es aber eine Modifizierung des Subtropenjets durch die NAO, sodass
sich in den Subtropen nochmal a¨quivalent zu den mittleren Breiten zwei Ba¨nder
mit positiver negativer Korrelation befinden. Nun kommt es also bei einer Zunahme
der NAO bei etwa 10◦ N auch zu einer Zunahme des Zonalwindes und bei ungefa¨hr
30◦ N zu einer Abnahme, somit kommt es im Gebiet dazwischen zu einer zyklona-
len Zirkulation, was gleichbedeutend mit einer positiven PV-Anomalie ist. Diese
PV-Anomalie ist auch in Abb. 9.18a bei etwa 20◦ N in Form einer herabgesetzten
Tropopause wiederzufinden. Weiter no¨rdlich fu¨hrt die NAO+ bedingte Zunahme
des Zonalwindes bei etwa 50◦ N und die bereits erwa¨hnte Abnahme bei 30◦ N, zu
einer antizyklonalen Zirkulation beziehungsweise zu einer negativen PV-Anomalie
in dem Gebiet dazwischen. Auch dies ist in Abb. 9.18a durch eine ho¨here Tropo-
pause bei 40◦ N wiederzufinden. Demzufolge wird die herabgesetzte Tropopause
no¨rdlich von etwa 60◦ N durch die Abnahme des Zonalwindes in der Polarregion
nach dem gleichen Mechanismus ausgelo¨st. Letztlich la¨sst sich u¨ber Nordeuropa
eine Abnahme der Tropopausenho¨he und u¨ber Su¨deuropa eine Zunahme feststel-
len, wobei letztere ein gro¨ßeres Gebiet einnimmt und vom Betrag gro¨ßer ist. Dies
fu¨hrt dazu, dass die Korrelation der u¨ber Europa gemittelten Tropopausenho¨he
negativ mit der NAO korreliert ist, was in Abb. 9.19a in der Kreuzkorrelation
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zwischen diesen Gro¨ßen, bei keiner zeitlichen Verschiebung, zu erkennen ist. Wie
bereits erwa¨hnt wurde, gibt es im Bereich der Tropopause (∼250 hPa) eine Anti-
Korrelation zwischen dem DSI und der NAO (siehe Abb. 9.12), welche genau auf
diese Zunahme der Tropopausenho¨he zuru¨ckzufu¨hren ist.
(a) Korrelation: NAO & Druck (b) Korrelation: NAO & Zonalwind
Abbildung 9.18.: Korrelation der NAO mit dem a) Druckfeld auf der 2
PVU-Fla¨che und b) dem Zonalwind auf der 250 hPa Fla¨che fu¨r ERA 20c.
Hierbei sind Werte < −0, 19 und > 0, 19 signifikant (p < 0, 05).
9.5.3. Einfluss der AMV auf die Tropopausenho¨he
Im vorherigen Abschnitt wurde die Auswirkung der NAO auf die Tropopausenho¨he
untersucht. Nun soll a¨quivalent hierzu die Auswirkung der AMV untersucht wer-
den. Diesbezu¨glich zeigt Abb. 9.19b die Kreuzkorrelation zwischen dem AMV-
Index und dem u¨ber Europa gemittelten Druck auf der 2 PVU-Fla¨che. Auffa¨llig
hierbei ist, dass der Verlauf der Kurve sehr a¨hnlich ist, wie bei der Kreuzkorrela-
tion zwischen dem DSI und der AMV in 250 hPa (siehe Abb. 9.14b), was an dem
bereits erwa¨hnten Zusammenhang zwischen DSI und der Tropopausenho¨he liegt.
Der Unterschied ist allerdings, dass die Extrema der Korrelationkoeffzienten zwi-
schen der Tropopausenho¨he und der AMV gro¨ßer sind, was mit einer geringeren
Variabilita¨t der Tropopause zu erkla¨ren ist. Dies spiegelt sich auch in der qua-
dratischen Koha¨renz wider (Abb. 9.20), da die lokalen Maxima a¨hnlich sind, wie
bei der Koha¨renz zwischen DSI und AMV (siehe Abb. 9.15), jedoch diesmal we-
sentlich gro¨ßer. Die Maxima im dekadischen und semi-dekadischen Bereich liegen
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dabei sogar u¨ber beziehungsweise auf dem 95ten Signifikanzlevel. Auch bei einer
ra¨umlichen Betrachtung der Korrelation zwischen der AMV und dem Druckfeld auf
der 2 PVU-Fla¨che, wird eine hohe Korrelation zwischen diesen Gro¨ßen bei einem
Vorauslaufen der AMV um 21 Jahre u¨ber Europa sichtbar (Abb. 9.21a). Daru¨ber
hinaus zeigen sich noch jeweils u¨ber Nordamerika und dem Nordatlantik Gebiete
mit einer positiven Korrelation, welche wellenartig mit der besagten Struktur u¨ber
Europa verbunden sind. Das heißt, in diesen Gebieten liegt die Tropopausenho¨he
wa¨hrend positiver AMV-Phasen niedriger. Die Entstehung dieser Struktur la¨sst
sich u¨ber die Korrelation der AMV mit dem Geopotentialfeld in 250 hPa bei glei-
chem zeitlichen Lag erkla¨ren (siehe Abb. 9.21b), wo eine Anti-Korrelation in dem
Bereich mit der niedrigeren Tropopausenho¨he aus Abb. 9.21a zu erkennen ist.
Diese Struktur der Geopotentialanomalien ist jedoch charakteristisch fu¨r negative
NAO-Phasen, da dort die planetaren Wellen u¨ber dem Atlantik mehr ma¨andrieren
und der Jetstream su¨dlicher verla¨uft, als wa¨hrend positiver NAO-Phasen. Ferner
wurde die besagte Anti-Korrelation zwischen der AMV und der NAO bei einem
Vorauslaufen der AMV um den gleichen Zeitraum bereits in Abschnitt 9.2 ge-
zeigt. Somit kommt es wa¨hrend positiver AMV-Phasen zu einer Abnahme der
Baroklinita¨t u¨ber dem Atlantik (Abschnitt 8.3), was zu einer Abschwa¨chung und
einem weniger zonalen Verlauf der Zyklonen und folglich auch zu einer Abnahme
(a) Kreuzkorrel.: NAO & Druck (b) Kreuzkorrel.: AMV & Druck
Abbildung 9.19.: Kreuzkorrelation zwischen dem a) NAO-Index bzw. b)
AMV-Index und dem u¨ber Europa gemittelten Druck auf der 2 PVU-Fla¨che.
Hier impliziert ein positiver Lag, dass eine A¨nderung der Tropopausenho¨he
zeitlich fru¨her auftritt als eine Variation der NAO beziehungsweise AMV.
Ein negativer Lag beschreibt entsprechend das Gegenteil.
123
9. Der Einfluss der AMV-NAO-Wechselwirkung dargestellt mit dem DSI
Abbildung 9.20: Oben: Qua-
dratische Koha¨renz zwischen
dem u¨ber Europa gemittelten
Druckfeld auf der 2 PVU-Fla¨che
und der AMV (schwarze Linie)
fu¨r ERA 20c. Die rote Linie
stellt dabei das 95te Konfidenz-
level dar, welches mithilfe ei-
nes parametrischen Bootstrap-
ping berechnet wurde. Unten:
Phase zwischen diesen Zeitrei-
hen.
der NAO fu¨hrt. Die Wechselwirkungen zwischen diesen Prozessen ko¨nnen hierbei
einen Zeitraum von bis zu 20 Jahren einnehmen. Dieses Ma¨andrieren der Zyklonen
wa¨hrend positiver AMV-Phasen wird zum einen in der Korrelation mit dem Geo-
potentialfeld durch negative Korrelationkoeffzienten deutlich. Andererseits kommt
es dort zu einer Zunahme der Vorticity, welche eine positive PV-Anomalie bewirkt,
die wiederum, wie oben erla¨utert, zu einer Abnahme der Tropopausenho¨he fu¨hrt.
Daraus resultiert dementsprechend auch eine Zunahme des DSI in diesen Gebieten.
(a) Korrelation: AMV & Druck (b) Korrelation: AMV & Geopot.
Abbildung 9.21.: Korrelation der AMV mit dem a) Druckfeld auf der
2 PVU-Fla¨che und b) dem Geopotential auf der 250 hPa Fla¨che fu¨r ERA
20c. Bei der Korrelation la¨uft die AMV 21 Jahre voraus. Hierbei sind Werte




In diesem Kapitel wurde anhand von ERA 20c-Reanalysedaten untersucht, in-
wieweit sich eine A¨nderung der NAO und der AMV auf den DSI auswirkt. Hier-
bei konnte zuna¨chst gezeigt werden, dass die fu¨r die Reanalysedaten berechneten
NAO- und AMV-Indizes die gleichen spektralen Eigenschaften haben, wie die In-
dizes aus den Beobachtungsdaten. Somit kann auch eine Kopplung zwischen AMV
und NAO gefunden werden, wenn die AMV um 15 Jahre vorausla¨uft und umge-
kehrt, wenn die NAO um 20 Jahre fu¨hrt. Dies fu¨hrt ein gewisses prognostisches
Potential fu¨r den dekadischen Bereich mit sich. Allerdings liegen nur wenige Werte
u¨ber dem, durch die a¨quivalente Anzahl, berechneten Signifikanzniveau, was das
Ergebnis nicht ganz eindeutig macht. Dennoch erlauben die Ergebnisse eine Unter-
suchung des Einflusses der AMV-NAO-Kopplung auf den DSI. Diesbezu¨glich zeigt
sich in der unteren Tropospha¨re eine hohe Korrelation zwischen der NAO und
dem DSI u¨ber Europa, wenn diese Indizes zeitlich nicht zueinander verschoben
sind. Im Gegensatz dazu, kann bei einer entsprechenden zeitlichen Verschiebung
kein signifikanter Zusammenhang festgestellt werden. In der oberen Tropospha¨re
ist die NAO, bei keiner zeitlichen Verschiebung, mit dem DSI u¨ber Europa signi-
fikant anti-korreliert, was auf die vertikale Neigung der Polarfront und dem somit
nordwa¨rts verschobenen Zirkulationsmuster zuru¨ckzufu¨hren ist.
Bezu¨glich des Einflusses des Ozeans auf den DSI, ergibt sich eine hohe Korrelation,
wenn die AMV dem DSI u¨ber Europa um etwa 20 Jahre vorausla¨uft. Der Zusam-
menhang zwischen Ozean und DSI in der oberen Tropospha¨re ist mit Hilfe der
Tropopausenho¨he zu erkla¨ren, welche sich je nach Anregung der planetaren Wellen
herab- beziehungsweise heraufsetzt. Dabei u¨bernimmt die Tropopause, als Grenz-
fla¨che zwischen der Tropospha¨re und der stabilen Stratospha¨re, eine Pufferrolle ein
und weist, a¨hnlich wie die AMV, eine große Variabilita¨t im hohen Periodenbereich
auf. Folglich ist die Korrelation der AMV mit der Tropopausenho¨he ho¨her als die
Korrelation mit dem DSI, welcher aufgrund seiner Eigenschaft als Proxy fu¨r alle
nicht balancierten Prozesse in der Atmospha¨re, u¨ber ein viel breiteres Spektrum
angeregt ist. Somit macht sich der Einfluss des Ozeans auf den DSI erst u¨ber die von
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der Tropospha¨re angeregte Tropopause bemerkbar, denn die Korrelation zwischen
dem DSI und der AMV in der unteren Tropospha¨re ist nur sehr gering. Weiter-
hin ist die Korrelation zwischen der NAO und dem DSI, bei einer Verschiebung
von 20 Jahren, in der oberen Tropospha¨re beziehungsweise der Tropopausenho¨he
viel geringer, als bei der Korrelation der AMV mit diesen Gro¨ßen. Das ist darauf
zuru¨ckzufu¨hren, dass die NAO zeitlich viel variabler ist, als die AMV. Dies unter-
streicht letztendlich die Bedeutung der tropospha¨rischen Grenzfla¨chen Ozean und
Tropopause bei der prozessorientierten Vorhersage im dekadischen Bereich, denn
nur bei einer gekoppelten Betrachtung von Ozean, Atmospha¨re und Tropopause
ergibt sich ein prognostisches Potential. Die soeben beschriebenen Telekonnekti-



















Abbildung 9.22.: Schaubild u¨ber die zeitliche und ra¨umliche Auswirkung
der AMV-NAO-Kopplung auf den DSI. Hierbei zeigt die Abbildung ex-
emplarisch den Verlauf fu¨r eine negative AMV. Die erho¨hte Baroklinita¨t
wa¨hrend einer negativen AMV fu¨hrt 15 - 20 Jahre spa¨ter zu einer positiven
bzw. sta¨rkeren NAO. Dies fu¨hrt in der unteren Tropospha¨re zu einem An-
stieg der Zyklonenaktivita¨t und somit auch des |DSI| u¨ber Nordeuropa und
entsprechend zu einer Abnahme u¨ber Su¨deuropa. Aufgrund der vertikalen
Neigung der Polarfront ergibt sich so fu¨r die obere Tropospha¨re eher eine
Abnahme des |DSI| fu¨r Gesamt-Europa, was auch mit Zunahme der Tro-








10. Analyse des DSI in einem dekadischen
Vorhersagesystem
Dekadische Vorhersagen von Extremereignissen sind fu¨r eine Vielzahl von Nutzern
wie zum Beispiel Energieunternehmen, (Ru¨ck-)Versicherungsunternehmen und Po-
litik von großer Relevanz. Wa¨hrend saisonale Vorhersagen zu kurz fu¨r die Einbezie-
hung in la¨ngerfristige Planungen sind, liegen Projektionen u¨ber Jahrhunderte hin-
ter dem unternehmerischen und politischen Handlungshorizont. Die Erfassung und
Analyse von Extremereignissen und ihrem ursa¨chlichen Zusammenhang zu dekadi-
scher Variabilita¨t kann fu¨r die mittelfristige Planung und Adaption o¨konomischer
Strukturen eine geeignete Basis darstellen. Aus diesem Grund wurde im Rahmen
der Fo¨rdermaßnahme ”Mittelfristige Klimaprognosen”, kurz MiKlip, ein Modell-
system zur Vorhersage der Klimaa¨nderungen auf der dekadischen Zeitskala ge-
schaffenen. Hierzu werden im Rahmen dieser Arbeit drei Experimente mit un-
terschiedlichen Initialisierungsmethoden analysiert. Die Fragestellung ist hierbei,
ob der DSI im Rahmen des MiKlip-Modellsystems ein dekadisches Vorhersage-
potential aufweist und ob dieses gro¨ßer ist als das des Niederschlags. Dadurch,
dass der DSI alle nicht-balancierten Prozesse diagnostiziert, weist dieser eine hohe
Variabilita¨t auf, was die Prognose auf der dekadischen Zeitskala erschwert. Den-
noch ist dies erstrebenswert, da der DSI aufgrund seiner verha¨ltnisma¨ßig einfachen
Berechnung, durch meteorologische Standardvariablen, einen guten Proxy fu¨r die
Variabilita¨t des, sonst nur u¨ber Parametrierungen bestimmbaren, Niederschlags
darstellt. Als Referenz dienen hierbei die ERA-Interim Reanalysedaten des Eu-
ropa¨ischen Zentrums fu¨r Mittelfristige Wettervorhersage (ECMWF), wobei diese
auf einem wesentlich ho¨her aufgelo¨sten Modellgitter zur Verfu¨gung stehen. Die un-
terschiedliche Modellauflo¨sung von Modell und Reanalyse kann problematisch sein,
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denn dadurch, dass der DSI nicht-balancierte Prozesse auflo¨st, ist dieser abha¨ngig
von der zugrundeliegenden Modellauflo¨sung. Aus diesem Grund soll im Rahmen
dieser Arbeit untersucht werden, welchen Einfluss die Auflo¨sung des zugrunde lie-
genden Modellgitters auf den Betrag des DSI hat und inwiefern sich dadurch der
Zusammenhang zum Niederschlag a¨ndert.
10.1. Verwendete Daten
10.1.1. Dekadische Experimente des MPI-ESM-LR
Die fu¨r diesen Abschnitt verwendeten Daten wurden vom MPI-ESM-LR-Modell
(Max-Planck Institute Earth System Model Low-Resolution) berechnet. Hierbei
handelt es sich um ein gekoppeltes Atmospha¨ren-Ozean-Modell. Die atmospha¨rische
Komponente ist ECHAM6 (Stevens et al., 2013) mit einer T63L47 Auflo¨sung und
der ozeanische Anteil besteht aus dem MPIOM (Jungclaus et al., 2013) mit ei-
ner horizontalen Auflo¨sung von 1,5◦ und 40 vertikalen Schichten. In dieser Arbeit
werden drei verschiedene Ansa¨tze zur dekadischen Vorhersage analysiert. Jeder
dieser Ansa¨tze beinhaltet jeweils 34 retrospektive Vorhersagen der Vergangenheit
(Hindcasts), die jeweils am 1. Januar der Jahre 1979 bis 2012 starten und dann
von diesem Startpunkt aus 10 Jahre simulieren. Der Unterschied zwischen den
Ansa¨tzen besteht in der Art und Weise der Initialisierung, welche in Tab. 10.1 zu-
sammengefasst sind. Den Anfang machte das Baseline0-System, welches das erste
dekadische Vorhersagemodell des MiKlip-Projekts darstellt. Die Initialisierungs-
methode ist dabei identisch zur CMIP5-Initiative. Um die Startbedingungen fu¨r
die Baseline0-Hindcasts festzulegen, wird zuna¨chst das Ozeanmodell MPIOM ge-
startet, welches mit den Atmospha¨rendaten der NCEP/NCAR-Reanalysen ange-
trieben wurde (Kalnay et al., 1996). Die so gewonnenen Anomalien der Ozean-
temperatur und der Salinita¨t wurden anschließend fu¨r ein Nudging des gekoppel-
ten Atmospha¨ren-Ozeanmodell verwendet. Diese Simulation liefert schließlich die
Startwerte der Baseline0-Hindcasts. Im Gegensatz dazu findet bei den Baseline1-
Hindcasts noch eine Initialisierung der Atmospha¨re statt. Hierzu werden die atmo-
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spha¨rischen Felder (Bodendruck, spektrale Temperatur, Vorticity und Divergenz)
aus den Reanalysedaten ERA40 (Uppala et al., 2005) fu¨r die Periode 1960 bis 1989
und ERA-Interim (Dee et al., 2011) fu¨r die Periode von 1990 bis 2012 direkt in das
MPI-ESM eingepflegt. Das heißt, das Modell wird in Richtung der absoluten Re-
analysefelder angestoßen (Full-Field-Initialisierung) und nicht in Richtung der An-
omalien. Der Ozean wird auf eine a¨hnliche Weise wie schon Baseline0 initialisiert,
wobei die ORA-S4 Ozean-Reanalysedaten (Balmaseda et al., 2013) verwendet wer-
den. Die atmospha¨rische Initialisierung der Prototype-Hindcasts erfolgt, wie schon
bei Baseline1, u¨ber eine Full-Field-Initialisierung aus den Feldern von ERA40 und
ERA-Interim. Der Unterschied besteht darin, dass bei Prototype der Ozean nun
nicht u¨ber Anomalien, sondern auch u¨ber die absoluten Werte der GECCO2 (Ko¨hl,
2015) Ozean-Reanalyse-Daten initialisiert wird. Ein weiterer Unterschied zwischen
den drei Hindcasts besteht in der Anzahl der Ensemble-Mitglieder, denn Baseline0
hat nur drei, die den gesamten Zeitraum abdecken, wohingegen fu¨r diese Arbeit fu¨r
Baseline1 und Prototype zehn Mitglieder verwendet werden ko¨nnen. Als Referenz
dienen die unintialisierten Historical-La¨ufe, dessen zehn Ensemble-Mitglieder aus
einem vorindustriellen Kontrolllauf gestartet und anschließend mit historischen
Aerosol- und Treibhausgas-Konzentrationen angetrieben werden. Fu¨r die Berech-
nung des DSI werden die Felder der drei Windkomponenten, der Temperatur und
des Geopotentials auf den Druckfla¨chen von 1000 hPa bis 200 hPa verwendet.
Außerdem wird noch der Gesamtniederschlag herangezogen.
Hindcast Ozean Atmospha¨ren Ensemble-
Experiment Initialisierung Initialisierung Mitglieder
Baseline0 NCEP/NCAR Anomalien keine 3
Baseline1 ORA-S4 Anomalien Full-Field 10
ERA40/ERA-Int
Prototype Full-Field GECCO2 Full-Field 10
ERA40/ERA-Int
Tabelle 10.1.: Diese Tabelle zeigt eine U¨bersicht u¨ber die Initialisierungs-
methoden der in dieser Arbeit verwendeten, dekadischen Hindcasts.
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Abbildung 10.1: Scherenmodell des DSI
nach Selz (2010). Die spektrale Anregung
des DSI-Felds (blaue Pfeile) ist abha¨ngig
von der spektralen Anregung der Bernoulli-
Funktion (B) und der Ertel’schen potentiel-
len Vorticity (PV). Mit zunehmender Wel-
lenzahl wird die Schere zwischen B und PV


















Fu¨r diesen Teil der Arbeit werden die ERA-Interim-Reanalysedaten (Dee et al.,
2011) verwendet. Diese stehen zuna¨chst auf einem T255 Gitter (∼ 0, 75◦) mit
60 vertikalen Leveln fu¨r den Zeitraum von 1979 - 2012 zur Verfu¨gung. Von den
urspru¨nglich 6-stu¨ndlichen Daten (0 UTC, 6, UTC, 12 UTC, 18 UTC) werden
Wintermittel u¨ber die Monate Dezember, Januar und Februar (DJF) gebildet.
Weiterhin werden nur die Druck-Level zwischen 1000 hPa und 200 hPa zur Ana-
lyse herangezogen. Die betrachteten Variablen der Reanalyse sind auch wieder die
Felder der drei Windkomponenten, der Temperatur, des Geopotentials sowie des
Gesamtniederschlags.
10.2. Spektrale Eigenschaften des DSI
Fu¨r die Analyse des dekadischen Vorhersagepotentials des DSI innerhalb des MiKlip-
Systems werden die ERA-Interim Reanalysedaten als Referenz verwendet. Diese
liegen auf einem wesentlich ho¨her aufgelo¨sten Gitter vor als die Vorhersagedaten.
Somit kann die unterschiedliche Modellauflo¨sung von Modell und Reanalyse pro-
blematisch sein, denn dadurch, dass der DSI nicht-balancierte Prozesse auflo¨st, ist
dieser abha¨ngig von der zugrundeliegenden Modellauflo¨sung. Diesbezu¨glich zeigt
Selz (2010) mit einer umfangreichen Spektralanalyse, dass das DSI-Feld mit zuneh-
mender Wellenzahl auch eine Zunahme der spektralen Anregung aufweist. Diese
Eigenschaft unterscheidet den DSI von allen anderen meteorologischen Variablen,
welche eine Abnahme der spektralen Anregung mit steigender Wellenzahl zeigen.
132
10.2. Spektrale Eigenschaften des DSI
Verantwortlich fu¨r die erwa¨hnte DSI-Charakteristik sind die spektralen Eigenschaf-
ten der Bernoulli- Funktion und der potentiellen Vorticity, aufgrund derer von
Selz (2010) ein Scherenmodell des DSI formuliert wurde: Fu¨r einen stationa¨ren,
adiabatischen Fall verlaufen die Isolinien der Bernoulli-Funktion und der PV par-
allel. Somit weisen beide Felder die gleiche spektrale Dichte auf. In einer realen
Atmospha¨re geht die Schere zwischen der Energie und der Wirbelhaftigkeit mit
zunehmender Wellenzahl immer weiter auseinander. Hierbei ist die PV deutlich
ho¨her angeregt, als die Bernoulli-Funktion. Somit wird die im Idealfall auftreten-
de Parallelita¨t zwischen Energie- und Wirbelfunktion immer weiter gesto¨rt, was
zu einem Anwachsen der DSI-Amplituden mit kleiner werdender Skala fu¨hrt. Das
beschriebene Scherenmodell ist in Abb. 10.1 schematisch dargestellt. Aufgrund
der spektralen Charakteristika des DSI lassen sich DSI-Felder aus verschiedenen
Modellen nur schwer vergleichen, da es eine starke Abha¨ngigkeit des DSI von der
Modellauflo¨sung gibt.
Des Weiteren wirft die spektrale Eigenschaft des DSI die Frage auf, ob dessen
Amplitude in der realen Atmospha¨re fu¨r immer kleiner werdende Skalen ein stetes
Wachstum aufweist. Hierbei ist die Kleinskaligkeit und die hohe Amplitude des
DSI aus den Lokalmodell-Daten in Claußnitzer et al. (2008) ein Indiz fu¨r eine
Versta¨rkung von Bernoulli-Funktion und PV bis in die konvektive Skala. Fu¨hrt
man diesen Gedanken weiter, bedeutet das, dass sich die Atmospha¨re fu¨r immer
kleiner werdende Skalen von ihrem stationa¨ren und adiabatischen Grundzustand
entfernen wu¨rde beziehungsweise, dass der Grundzustand durch die großen Skalen
beschrieben wird.
Im Folgendem soll untersucht werden, inwieweit sich das Amplitudenwachstum des
DSI mit kleiner werdender Skala fu¨r die ERA-Interim Reanalyse Daten quantifi-
zieren la¨sst. Die urspru¨ngliche horizontale Auflo¨sung, der fu¨r die DSI-Berechnung
beno¨tigten monatlichen Felder (T , Φ und −→v ) von ERA-Interim liegt bei T255
(0,75◦ × 0,75◦). Nun wurde die horizontale Auflo¨sung besagter Eingangsfelder des
DSI um 0,25◦ × 0,25◦ u¨ber ein konservatives remapping verringert, sodass sich
nun eine Auflo¨sung von 1◦ × 1◦ ergibt. Anschließend wurde aus den nun gro¨beren
Eingangsfeldern der DSI berechnet. Dieser Vorgang wurde schrittweise wiederholt,
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bis eine Auflo¨sung von 10◦ × 10◦ erreicht wurde. Fu¨r eine bessere Vergleichbarkeit
wurde der Betrag der berechneten DSI-Felder gebildet. Diese wurden daraufhin
zeitlich (von 1979 bis 2012), vertikal u¨ber 14 Drucklevel (von 850 hPa bis 300
hPa) sowie ra¨umlich u¨ber verschiedene Gebiete, welche in Abb. 10.2 gekennzeich-
net sind, gemittelt.
Abbildung 10.2.: U¨bersicht u¨ber die Lage, der fu¨r dieses Kapitel verwen-
deten Gebietsmittel.
Die gemittelten |DSI|-Felder sind in Abb. 10.3 (links und rechts) in einem log-log-
Plot dargestellt. Hierbei stellt die vertikale Achse die |DSI|-Amplitude in PV2/s
dar. Die verwendete Auflo¨sung wird auf der horizontalen Achse u¨ber die charak-
teristische Zeitskala dargestellt. Jene charakteristische Zeitskala Tc la¨sst sich aus
dem Kolmogorov-Gesetz der Energiedissipation (Kolmogorov, 1941) aus der Git-








Dabei ist die Energiedissipation ε = 5 · 10−4m2
s3
und Lc die charakteristische
La¨ngenskala. Der russische Wissenschaftler Andrej Nikolaevic Kolmogorov (1903-
1987) bescha¨ftigte sich mit dem Zerfall von großen Wirbeln in immer kleinere Wir-
bel bedingt durch Reibungsprozesse. Die Idee dahinter war, dass eine Stro¨mung
aus unterschiedlich großen Turbulenzwirbeln besteht, welche in einer sogenannten
turbulenten Energiekaskade in immer kleinere Wirbel zerfallen, bis ihre kinetische
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Energie schließlich dissipiert und in innere Energie umgewandelt wird. Die Annah-
me Kolmogorovs hierbei war, dass die kinetische Energie mit konstanter Rate ε
von der gro¨ßeren auf die kleinere Skala u¨bertragen wird. Die Energiedissipation ε
ist somit u¨ber alle Skalenbereiche hinweg konstant.










Um Tc in 10.2 zu bestimmen, muss zuna¨chst die charakteristische La¨ngenskala Lc
aus der Gitterauflo¨sung fu¨r die mittleren Breiten (45◦N) mit
Lc = R · cos(ϕ) · 3 · α
360
. (10.3)
berechnet werden. Hierbei sei α die zonale Gitterpunktsauflo¨sung entlang des Brei-
tenkreises ϕ = 45◦N .
Fu¨r den Erdradius R gilt: R = 6378000 m. Ferner wurde die Auflo¨sung α mit
3 multipliziert, da mindestens 3 Gitterpunkte beno¨tigt werden, um eine Welle
hinreichend aufzulo¨sen.
Gitter [◦ ] 0,75 1 2 4 6 8 10
Ch. La¨ngenskala [km] 177 236 472 945 1417 1189 2361
Ch. Zeitskala [h] 11 13,4 21,2 33,7 44,2 53,5 62
Tabelle 10.2.: Diese Tabelle zeigt zu einigen verwendeten Gitter-
auflo¨sungen die jeweiligen charakteristischen La¨ngen- sowie Zeitskalen.
Mit Hilfe des beschriebenen Verfahrens gibt Tc nun im weiteren Zusammenhang
die kleinste auflo¨sbare Skala wieder. Eine U¨bersicht u¨ber einige verwendete Gitter-
auflo¨sungen und die zugeho¨rigen charakteristischen La¨ngen- und Zeitskalen nach
10.3 und 10.2 ist in Tabelle 10.2 zu finden. Bei einem Blick auf Abb. 10.3 fa¨llt auf,
dass die ho¨chsten DSI-Betra¨ge fu¨r das jeweilige Gebiet bei der kleinsten Auflo¨sung
von ca. 11 Stunden auftreten. Daraufhin nehmen die |DSI|-Amplituden mit der
Auflo¨sung kontinuierlich ab. Dieser Zusammenhang ist darauf zuru¨ckzufu¨hren,
dass fu¨r eine feinere Auflo¨sung mehr nicht-balancierte Prozesse aufgelo¨st wer-
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den, welche sich wiederum in sta¨rkeren |DSI|-Amplituden widerspiegeln. Nicht-
balancierte Prozesse ko¨nnen unter anderem in der Atmospha¨re zu Stu¨rmen und
Niederschlag fu¨hren. Des Weiteren ko¨nnen jeweils zwei Ausgleichsgeraden fu¨r die
|DSI|-Amplituden der entsprechenden Gebiete gebildet werden. Da es sich bei
Abb. 10.3 um eine doppelt-logarithmische Darstellungen handelt, la¨sst sich die
Funktion der Ausgleichsgerade folgendermaßen darstellen:
y(Tc) = b · Tcm. (10.4)
Bei einer doppelt-logarithmischen Darstellung ist der Skalenexponent m gleichbe-
deutend mit der Steigung und der Faktor b entspricht dem y-Achsenabschnitt einer
Geraden. Neben der jeweiligen Steigung ist zusa¨tzlich noch das Bestimmtheitsmaß
R2 in der Abbildung angegeben. Es fa¨llt auf, dass der |DSI| fu¨r den Wertebereich
von 11 bis 62 Stunden (Abbildung: 10.3, links) fu¨r alle betrachteten Regionen mit
hoher Genauigkeit (es werden Bestimmtheitsmaße zwischen 0,93 und 0,98 erreicht)
linear abfa¨llt. Die erreichten Steigungen liegen hierbei zwischen -0,8 fu¨r Australien
und -0,9 fu¨r den Pazifik. Ferner wird deutlich, dass die DSI-Betra¨ge fu¨r Europa fu¨r
alle Skalen am gro¨ßten sind, was mit der vergleichsweise hohen Lage dieser Region
zusammenha¨ngt. Denn mit der Abha¨ngigkeit des DSI von der Ertel’schen PV und
somit auch der Corioliskraft, welche an den Polen ihr jeweiliges Maximum auf-
weist, nimmt auch der DSI polwa¨rts zu. Folglich weisen Australien und der Pazifik
die geringsten DSI-Betra¨ge auf, da diese eher in den niedrigeren Breiten liegen. In
Gleichung 10.4 wird die Abha¨ngigkeit des Gebietsmittel von der geographischen
Lage durch den Faktor b beschrieben.
Wie in Kapitel 5.3 beschrieben, wird der DSI von den Feldern der Bernoulli-
Funktion sowie der Ertel’schen PV (PV) maßgeblich beeinflusst. Aus diesem Grund
wird a¨quivalent zum DSI auch die Ertel’sche PV und der Bernoulli-Funktion fu¨r
verschiedene Gittergro¨ßen berechnet. Anschließend werden auch diese beiden Va-
riablen zeitlich (von 1979 bis 2012), vertikal (von 850 hPa bis 300 hPa) sowie
ra¨umlich u¨ber die selben Gebiete aus Abb. 10.2 gemittelt. Die gemittelten Wer-
te der PV und der Bernoulli-Funktion sind in Abb. 10.4a und in Abb. 10.4b in
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Abbildung 10.3: Vertikal integrierter
|DSI| von ERA-Interim in Abha¨ngigkeit
von der charakteristischen Zeitskala. Dar-
gestellt ist jeweils ein Gebietsmittel u¨ber
die entsprechenden Regionen. Außerdem
ist fu¨r jedes Gebiet eine Regressionsgerade
eingezeichnet (gestrichelte Linie).
Abha¨ngigkeit von der charakteristischen Zeitskala dargestellt. Auch fu¨r die genann-
ten Abbildungen wird wieder eine doppelt logarithmische Darstellung gewa¨hlt und
entsprechend eine Ausgleichsgerade nach 10.4 berechnet. Es la¨sst sich feststellen,
dass sowohl die PV als auch die Bernoulli-Funktion nahezu konstante Werte fu¨r
alle Skalen zeigen. Folglich ist auch der Skalenexponent m anna¨hernd Null und
somit sind die Gebietsmittel der beiden Felder nur noch von ihrer geographischen
Lage abha¨ngig.
Weiterhin stellt sich die Frage, ob sich eine Abnahme der |DSI|-Amplitude mit
gro¨ßer werdender Skala auch auf die Verbindung zwischen Niederschlag und DSI
bemerkbar macht. In diesem Kontext stellt Abb. 10.5 den Korrelationskoeffizien-
ten nach Spearman zwischen dem gesamten Niederschlag und vertikal integrierten
|DSI| fu¨r die besagten Gittergro¨ßen dar. Die |DSI|- und Niederschlagsfelder wer-
den ra¨umlich u¨ber Europa gemittelt. Beim Niederschlag wird allerdings nur das
Ausgangsfeld auf dem 0,75◦ × 0,75◦-Gitter ra¨umlich gemittelt, da es bei einer
reinen Mittelung unerheblich ist, ob das Feld zuerst auf ein gro¨beres Gitter ge-
mittelt und anschließend ein Mittelwert u¨ber ein bestimmtes Gebiet (in diesem
Fall Europa) gebildet wird oder ob gleich der Mittelwert aus dem Ausgangsfeld
u¨ber das entsprechende Gitter berechnet wird. Aus den so entstandenen Zeitreihen
wird dann der Korrelationskoeffizient fu¨r die jeweilige Auflo¨sung des |DSI|-Feldes
berechnet. Diese Koeffizienten sind in Abb. 10.5 in Abha¨ngigkeit von der charak-
teristischen Zeitskala logarithmisch dargestellt. Es zeigt sich eine Abnahme der
Korrelation mit wachsender Zeitskala. Die Regressionsgerade, fu¨r deren Berech-
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nung die beiden Ausreißer um 62h nicht beru¨cksichtigt werden, hat eine Steigung
von -0,15 mit einem Bestimmtheitsmaß von 0,92. Die erkla¨rte Varianz durch die
maximale Korrelation (0,64) liegt bei ca. 41 % und durch die minimale Korrelati-
on (0,5) bei 25 %. Dies fu¨hrt schließlich zu einem Verlust von ungefa¨hr 16 % an
erkla¨rter Varianz zwischen DSI und Niederschlag u¨ber Europa.
10.3. Verifikation der MiKlip-La¨ufe
Zuvor wurde gezeigt, wie sich eine A¨nderung der Auflo¨sung auf die Amplitude
des DSI auswirkt. Durch ein feineres Gitter ko¨nnen mehr nicht-balancierte Prozes-
se aufgelo¨st werden, was zu einem Anwachsen der DSI-Amplitude fu¨hrt. Nun soll
untersucht werden, wie sich unterschiedliche Initialisierungen der dekadischen Hin-
dcasts des MPI-ESM-Modells auf den DSI auswirken. Bei den dekadischen La¨ufen
handelt es sich um Baseline0, Baseline1 und Prototype (siehe Kapitel 10.1.1). Hier-
zu zeigt Abb. 10.6 den zeitlichen Verlauf des u¨ber Europa gemittelten |DSI| in
500 hPa fu¨r Baseline0, Baseline1 und Prototype fu¨r das erste Vorhersagejahr (ly1).
(a) Ertel’sche PV (b) Bernoulli-Funktion
Abbildung 10.4.: Vertikal integrierte Ertel’sche potentielle Vorticity (a)
und Bernoulli-Funktion (b) von ERA-Interim in Abha¨ngigkeit von der cha-
rakteristischen Zeitskala. Dargestellt ist jeweils ein Gebietsmittel u¨ber die
entsprechenden Regionen. Hierbei bezieht sich die Regressionsgerade auf
den Wertebereich zwischen 11 und 62 Stunden.
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Abbildung 10.5: Korrelationskoeffizi-
ent zwischen dem vertikal integrierten
|DSI| und dem Gesamtniederschlag in
ERA-Interim in Abha¨ngigkeit von der cha-
rakteristischen Zeitskala. Dargestellt ist ein
Gebietsmittel u¨ber Europa. Hierbei bezieht
sich die Ausgleichsgerade Wertebereich
zwischen 11 und 62 Stunden.
Hierbei ist sowohl das jeweilige Mittel als auch der Bereich zwischen dem entspre-
chenden Minimum und Maximum der ersten drei Ensemblemitglieder dargestellt.
Weiterhin ist noch der zeitliche Verlauf des |DSI| von ERA-Interim fu¨r drei ver-
schiedene horizontale und vertikale Auflo¨sungen dargestellt. Dabei handelt es sich
um eine horizontale Auflo¨sung von 0,75◦ × 0,75◦ sowie 5◦ × 5◦ mit jeweils 60
Druckleveln (T255, L60 und T21, L60) und um eine horizontale Auflo¨sung von
1,875◦ × 1,875◦ mit 47 Druckleveln (T63, L47). Die zuletzt genannte Auflo¨sung
von ERA-Interim entspricht auch der Auflo¨sung der decadal hindcasts und kann
daher als Referenz fu¨r die dekadischen Vorhersagela¨ufe herangefu¨hrt werden. Unter
der Annahme, dass die Reanalyse die atmospha¨rische Realita¨t beziehungsweise die
Beobachtung perfekt repra¨sentiert, ko¨nnte man in diesem Fall den DSI aus ERA-
Interim als Grenze fu¨r die maximal auflo¨sbaren nicht-balancierten Prozesse der
Modelle verstehen. Die Voraussetzung hierfu¨r ist allerdings, dass der DSI in den
Reanalysen und in den Modellen aus gleich aufgelo¨sten Ausgangsfeldern berech-
net wird. Es wird deutlich, dass Baseline0, dass mit Hilfe von Ozean-Anomalien
initialisiert wird, die geringsten DSI-Betra¨ge aufweist. Das Ensemblemittel der
zweiten Modellsimulation Baseline1, dass noch zusa¨tzlich mit atmospha¨rischen
Feldern initialisiert wird, weist dabei nahezu u¨ber den gesamten Zeitraum ho¨here
DSI-Betra¨ge auf als Baseline0. Letztlich zeigt das Ensembelmittel der dritten Mo-
dellsimulation Prototype, welches wiederum neben der Atmospha¨re nun auch den
Ozean ohne Anomalien fu¨r die Initialisierung verwendet, die ho¨chsten |DSI|-Werte
und kommt somit der Reanalyse betragsma¨ßig am na¨chsten. Es ergibt sich also
eine Zunahme des DSI in den Modellen u¨ber eine Erweiterung der Initialisierung.
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Abbildung 10.6: Zeitlicher Verlauf des
|DSI| in 500 hPa fu¨r ERA-Interim in
verschiedenen horizontalen und vertikalen
Auflo¨sungen. Außerdem ist der Verlauf
der dekadischen Experimente Baseline0-
LR, Baseline1-LR sowie Prototype mit der
Auflo¨sung T63, L47 fu¨r das lead-year 1
dargestellt. Fu¨r die Darstellung wurde ein
ra¨umliches Mittel u¨ber Europa gewa¨hlt.
Da die dekadischen Vorhersagela¨ufe jeweils nur im ersten Jahr initialisiert werden
und danach frei laufen, ist es von Interesse zu untersuchen, ob sich das fu¨r das
erste Vorhersagejahr festgestellte Verhalten auch fu¨r die weiteren Vorhersagejahre
fortsetzt. Im Bezug darauf zeigt Abb. 10.7a das zeitliche Mittel des |DSI| u¨ber
Europa in 500 hPa fu¨r Baseline0, Baseline1 und Prototype fu¨r die Vorhersagejahre
1 bis 10. Es ist zu erkennen, dass sich die unterschiedlichen Initialisierungsmetho-
den im ersten Vorhersagejahr am meisten bemerkbar machen, da fu¨r dieses Jahr
der Abstand zwischen den La¨ufen am gro¨ßten ist. Fu¨r die folgenden Vorhersage-
jahre na¨hern sich die DSI-Betra¨ge immer weiter an, was darauf zuru¨ckzufu¨hren ist,
dass die einzelnen La¨ufe nach der Initialisierung frei laufen. Trotzdem bleibt die
urspru¨ngliche Rangfolge (Prototype vor Baseline1 und Baseline1 vor Baseline0)
auch fu¨r die restlichen Vorhersagejahre bestehen, wobei alle La¨ufe den Betrag des
DSI in Bezug auf ERA-Interim unterscha¨tzen. Nun ist die Frage, ob sich dieses
Verhalten auch fu¨r andere, von nicht-balancierten Prozessen gepra¨gte, Variablen
feststellen la¨sst. Im Hinblick darauf zeigt Abb. 10.7b das zeitliche Mittel des Nie-
derschlags u¨ber Europa fu¨r Baseline0, Baseline1 und Prototype fu¨r die Vorhersa-
gejahre 1 bis 10. Hier wird deutlich, dass der Niederschlag aus allen drei deka-
dischen Hindcasts den Niederschlag u¨berscha¨tzt, wobei, a¨hnlich wie schon beim
DSI, die Prototype-La¨ufe auch fu¨r den Niederschlag den Reanalysen fu¨r alle Vor-
hersagejahre am na¨chsten kommen. Zwischen Baseline0 und Baseline1 lassen sich
hingegen, was den betragsma¨ßigen Abstand zu der Reanalyse angeht, kaum Unter-
schiede ausmachen. Generell macht sich ein Widerspruch zwischen den DSI- und
den Niederschlags-Ergebnissen bemerkbar, denn der DSI wird gegenu¨ber ERA-
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Interim unterscha¨tzt und der Niederschlag u¨berscha¨tzt. Dies ist ein Widerspruch,
da der DSI beziehungsweise dessen Betrag (|DSI|) alle nicht-balancierten Prozesse
in der Atmospha¨re diagnostiziert, welche wiederum fu¨r Niederschlag verantwortlich
sind. Somit sind beide Gro¨ßen positiv miteinander korreliert (siehe Abb. 10.5), was
dazu fu¨hrt, dass erho¨hte DSI Betra¨ge auch erho¨hte Niederschlagswerte zur Folge
haben mu¨ssten. Der sich so ergebende Widerspruch zu den DSI-Ergebnissen la¨sst
sich damit erkla¨ren, dass das zugrunde liegende MPI-ESM-LR-Modell zu viel Nie-
derschlag simuliert, welcher keine Verbindung mit, durch den DSI beschriebenen,
auslo¨senden und nicht-balancierten Prozessen aufweist.
(a) DSI in 500 hPa (b) Niederschlag
Abbildung 10.7.: |DSI| in 500 hPa (a) und Niederschlag (b) fu¨r
Baseline0-LR, Baseline1-LR sowie Prototype fu¨r die lead-years 1 bis 9. Die
schwarze Linie zeigt das Mittel der ERA-Interim Daten u¨ber den betrach-
teten Zeitraum. Die Darstellung bezieht sich auf ein ra¨umliches Mittel u¨ber
Europa.
Ein objektives Maß fu¨r die Genauigkeit einer dekadischen Vorhersage ist der Mean
Square Error Skill Score (MSESS), welcher von Goddard et al. (2013) fu¨r de-
kadische Vorhersagen eingefu¨hrt wurde. Dieser wird durch den Quotienten des
Mean Square Error (MSE) zwischen den Hindcasts H und den Beobachtungen O
(MSEH) fu¨r alle Zeitschritte j = 1, ..., n sowie des MSE zwischen den Beobach-
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tungen fu¨r j = 1, ..., n zu der Klimatologie O (MSEO) berechnet:














Diese Form des MSESS beschreibt die Genauigkeit der Vorhersage der Hindcasts
gegenu¨ber einer Klimatologie und beinhaltet im Grunde genommen die Korrelation
und den Condintional Bias (Goddard et al., 2013). Eine Berechnung des Mean-
Square-Error-Skill-Score (MSESS) mit der Klimatologie von ERA-Interim als Maß
fu¨r das dekadische Vorhersagepotential zeigt fu¨r Europa, dass der Prototype-Lauf
unter den Versionen des Vorhersagesystems sowohl fu¨r den DSI (siehe Abb. 10.8a)
als auch fu¨r den Niederschlag (siehe Abb. 10.8b) den gro¨ßten Skill fu¨r alle Vor-
hersagejahre aufweist. Daru¨ber hinaus wird ersichtlich, dass der MSESS fu¨r den
DSI allgemein gro¨ßer ist, als der des Niederschlags, was fu¨r ein besseres Vorhersa-
gepotential des DSI spricht. Hierbei wurde jeweils zuerst ein Ensembelmittel aus
den ersten drei Mitgliedern und dann erst der MSESS berechnet. Allerdings fa¨llt
auch auf, dass der MSESS fu¨r beide Variablen (beim DSI auch auf allen Druckle-
veln, wobei die 500 hPa hier nur exemplarisch dargestellt ist) fu¨r alle dekadischen
Vorhersagela¨ufe negativ ist, was bedeutet, dass diese schlechter als die Klimato-
logie und somit eigentlich fu¨r die dekadische Vorhersage nicht geeignet sind. Das
Problem ist, dass die Initialisierung die Modelle zu nah an die Beobachtung ge-
setzt werden und es aber gleichzeitig Diskrepanzen zwischen den Beobachtungen
und der eigenen Modellklimatologie gibt. Folglich driften die dekadischen Vor-
hersagemodelle von ihrem Startwert in Richtung der uninitialisierten La¨ufe. Dies
ist exemplarisch in Abb. 10.9a und 10.9b dargestellt, welche den zeitlichen Ver-
lauf der Ensembelmittel vom DSI und vom Niederschlag fu¨r Prototype fu¨r die
verschiedenen Initialisierungsjahre (1979 - 2012) zeigt. Hierbei ist zuna¨chst zu er-
kennen, dass sowohl fu¨r den DSI als auch den Niederschlag ein Bias zwischen den
Beobachtungen (ERA-Interim) und den uninitialisierten La¨ufen (historical-runs)
besteht. Die Prototype-La¨ufe starten dabei in etwa bei den ERA-Interim-Werten,
da sie u¨ber die Beobachtungsdaten initialisiert wurden (siehe Abschnitt 10.1.1),
und bewegen sich dann in Richtung historical-runs, also zu ihrem eigenem Gleich-
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gewichtszustand. Dieser systematische und nicht stationa¨re Fehler (die Abweichung
ist abha¨ngig von der Zeit) tra¨gt dazu bei, dass das Vorhersagepotential der dekadi-
schen Hindcasts von vornherein gemindert wird. Diesbezu¨glich wurde von Kharin
et al. (2012) eine Methode vorgestellt, die eine Bias-Korrektur fu¨r ein vom Vor-
hersagejahr abha¨ngigen Drift ermo¨glicht. Darauf aufbauend wurde von Kruschke
et al. (2015) ein parametrischer Ansatz entwickelt, um den vom Vorhersagejahr
abha¨ngigen Drift der dekadischen Vorhersagela¨ufe u¨ber eine polynomiale Funkti-
on 3. Ordnung zu korrigieren:
Hˆi,τ,j = Hi,τ,j − (b0 + b1t)− (b2 + b3t)τ − (b4 + b5t)τ 2 − (b6 + b7t)τ 3. (10.6)
Hierbei beschreibt Hi,τ,j eine Vorhersage fu¨r eine bestimmte Initialisierung i und
dem Ensemblemitglied j mit dem Vorhersagejahr (lead year) τ . Dadurch, dass die
Beobachtungen und die Modellklimatologie in unterschiedliche Richtungen laufen
ko¨nnen (d. h. Konvergieren oder Divergieren), kann es sein, dass der Bias zwischen
den dekadischen Hindcasts und den Beobachtungen zeitabha¨ngig ist. Somit wa¨re
zum Beispiel der Unterschied zwischen ERA-Interim und Prototype fu¨r lead year 1
im Jahr 1979 ein anderer als fu¨r lead year 1 im Jahr 2012. Diese Problematik wird
durch die Zeitabha¨ngigkeit der Parameter b0, ..., b7 beru¨cksichtigt. Diese Parameter
b0 bis b7 wurden u¨ber die Methode der kleinsten Quadrate aus der Differenz der
Hindcasts bezu¨glich i, j und τ zu den Beobachtungen im entsprechenden Zeitraum
berechnet. Somit ist Hˆi,τ,j der jeweilige Hindcast nach der lead year abha¨ngigen
und nicht-stationa¨ren Driftkorrektur.
Hierzu zeigen Abb. 10.9c und Abb. 10.9d den zeitlichen Verlauf der Ensembelmit-
tel vom DSI und vom Niederschlag fu¨r Prototype fu¨r die verschiedenen Initialisie-
rungsjahre (1979-2012) nach der Driftkorrektur nach Gleichung 10.6. Hierbei ist
zu erkennen, dass die einzelnen Prototype-Initialisierungen nach wie vor auf der
Ho¨he von ERA-Interim starten, aber nun nicht mehr wegdriften. Daru¨ber hinaus
wurde zusa¨tzlich noch der Bias des uninitialisierten Laufs zu den Beobachtun-
gen u¨ber ein lineares Regressionsverfahren korrigiert. An dieser Stelle sollte noch
erwa¨hnt werden, dass eine lead year abha¨ngige Driftkorrektur nur fu¨r full-field in-
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(a) MSESS: DSI in 500 hPa (b) MSESS: Niederschlag
Abbildung 10.8.: MSESS des |DSI| in 500 hPa (a) und des Niederschlags
(b) fu¨r Baseline0-LR, Baseline1-LR sowie Prototype fu¨r die lead-years 1 bis
10. Als Referenz diente jeweils die entsprechende ERA-Interim Klimatolo-
gie.
itialisierte Hindcasts (hier Baseline0 und Baseline1) wirklich sinnvoll ist, da nur
diese einem Initialisierungsschock ausgesetzt sind und dann wegdriften. Bei den
u¨ber Anomalien initialisierten Hindcasts (Baseline0) kann zwar auch die Driftkor-
rektur 10.6 angewendet werden, diese gestaltet sich dann aber eher als eine lineare
Biaskorrektur, da der vom Vorhersagejahr abha¨ngige Drift nicht vorhanden ist.
Nun soll im weiteren Verlauf analysiert werden, in wie weit sich eine Verbesse-
rung des Vorhersagepotentials nach der Driftkorrektur einstellt und ob die DSI-
Vorhersage mehr Potential als die Niederschlagsvorhersage hat. Hierzu wird in
Abb. 10.10 der MSESS des driftkorrigierten Niederschlags von Baseline0, Base-
line1 sowie Prototype bezu¨glich ERA-Interim gezeigt. Hierbei ist ein Mittel aus
den ersten drei Ensemblemitgliedern dargestellt, welches vor der Berechnung des
MSESS fu¨r jedes lead year gebildet wurde. Es ist zu erkennen, dass es eine deut-
liche Verbesserung des MSESS gegenu¨ber der nicht-driftkorrigierten Hindcasts
(Abb. 10.8b) gibt. Fu¨r das Vorhersagejahr 6 erreicht Baseline1 einen signifikan-
ten, leicht positiven MSESS und Prototype erreicht fu¨r das Vorhersagejahr 7
einen signifikanten Wert von ungefa¨hr 0,3. Die Signifikanz wurde hierbei u¨ber ein
Bootstrapping-Verfahren mit 1000 Iterationsschritten berechnet. Allerdings sind
die u¨brigen MSESS-Werte trotz der, durch die Driftkorrektur, verbesserten Werte
144
10.3. Verifikation der MiKlip-La¨ufe
(a) DSI ohne Korrektur (b) Niederschlag ohne Korrektur
(c) DSI mit Korrektur (d) Niederschlag mit Korrektur
Abbildung 10.9.: Zeitlicher Verlauf des (a) |DSI| [PV U2
s
] in 500 hPa
und (b) des Niederschlags [mm
d
] des Ensemblemittels von Prototype (farbi-
ge Linien) ohne Driftkorrektur sowie entsprechend (c) und (d) nach einer
Driftkorrektur. Die farbigen Linien stehen dabei jeweils fu¨r ein Initialisie-
rungsjahr. Die schwarze Linie stellt den Verlauf der ERA-Interim Reanalyse
dar und die graue das Ensembelmittel der historical-runs mit Driftkorrektur.
Dargestellt sind dabei immer Fla¨chenmittel und Wintermittel (DJF) u¨ber
Europa.
immer noch negativ, womit diese schlechter sind als die Klimatologie. Dass sich
bei allen drei Hindcasts eine Verbesserung nach der Driftkorrektur einstellt, ist
nicht weiter verwunderlich. Denn die Hindcasts wurden schließlich in Richtung
Beobachtungen korrigiert, mit denen sie anschließend u¨ber den MSESS auch wie-
der verglichen wurden. Damit ist auch zu erkla¨ren, dass nun, anders als vor der
Driftkorrektur, keine eindeutige Verbesserung mehr von Baseline0 u¨ber Baseline1
zu Prototype auszumachen ist.
Zuvor konnte u¨ber Abb. 10.8 gezeigt werden, dass der DSI generell ein gro¨ßeres
Vorhersagepotential hat als der DSI. Dennoch war auch hier auf allen Druckleveln
die Klimatologie besser als die Hindcasts (Abb. 10.8a zeigt nur die 500 hPa-Fla¨che).
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Abbildung 10.10: MSESS des Nieder-
schlags fu¨r die Ensembelmittel (Ensem-
blemember: 1 - 3) von Baseline0-LR,
Baseline1-LR sowie Prototype fu¨r die lead-
years 1 bis 10 nach der Driftkorrektur der
decadal hindcasts. Als Referenz diente je-
weils die entsprechende ERA-Interim Kli-
matologie. Die Punkte kennzeichnen die
Werte, die u¨ber dem 95 % Signifikanzni-
veau liegen.
Aus diesem Grund soll untersucht werden, ob der DSI auch noch nach der Drift-
korrektur ein gro¨ßeres Vorhersagepotential aufweist als der Niederschlag. Da eine
allgemeine Verbesserung gegenu¨ber den nicht driftkorrigierten Hindcasts zu erwar-
ten ist, wird das Vorhersagepotential des DSI im Folgenden auch auf verschiedenen
Druckleveln analysiert. In diesem Zusammenhang zeigt Abb. 10.11 den MSESS des
|DSI| gegenu¨ber ERA-Interim fu¨r Baseline0 (10.10(a)), Baseline1 (10.10(b)) so-
wie Prototype (10.10(c)) auf verschiedenen Druckleveln fu¨r die Vorhersagejahre
1 - 10. Bei der Betrachtung dieser Abbildungen fa¨llt vor allem auf, dass in allen
drei Modellen signifikante positive MSESS-Werte fu¨r die Vorhersagejahre 7 bis 9
auf der 925 und der 850 hPa-Fla¨che und fu¨r Prototype und Baseline0 zum Teil
auch noch in ho¨heren Schichten zu finden sind. Die signifikanten Werte liegen hier-
bei zwischen 0,1 und 0,4. Eine Erkla¨rung fu¨r den besseren Skill in den spa¨teren
Vorhersagejahren ko¨nnte sein, dass jedes Vorhersagejahr einen anderen Zeitraum
zur Evaluierung abdeckt. Somit ko¨nnte eine ho¨here potentielle Vorhersagbarkeit
am Ende der Evaluierungsperiode dazu fu¨hren, dass spa¨tere Vorhersagejahre einen
besseren MSESS aufweisen, Fu¨r den erwa¨hnten Bereich scheint diesmal Baseline0
am besten abzuschneiden, gefolgt von Prototype, wobei dieser noch fu¨r die Jahre
3 bis 5 signifikante positive MSESS-Werte aufweist. Insgesamt zeigt sich also vor
allem in den unteren Schichten ein Vorhersagepotential des DSI fu¨r alle drei hind-
casts. Weiterhin wird deutlich, dass der DSI in den besagten Schichten verglichen
mit dem Niederschlag ho¨here MSESS-Werte zeigt.
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(a) Baseline0 (b) Baseline1
(c) Prototype
Abbildung 10.11.: MSESS des |DSI| fu¨r die Ensembelmittel (Ensemble-
member: 1-3) von Baseline0-LR (a), Baseline1-LR (b) sowie Prototype (c)
fu¨r die lead-years 1 bis 10 auf verschiedenen Druckleveln nach der Driftkor-
rektur der decadal hindcasts. Als Referenz diente jeweils die entsprechende
ERA-Interim Klimatologie. Die Punkte kennzeichnen die Werte, die u¨ber
dem 95 % Signifikanzniveau liegen.
Mit den Abbildungen 10.10 und 10.11 konnte gezeigt werden, dass es mo¨glich
ist, u¨ber eine Driftkorrektur sowohl fu¨r den Niederschlag als auch den DSI eine
bessere Vorhersagbarkeit als die der Klimatologie zu erreichen. Um eine bessere
Vergleichbarkeit gegenu¨ber Baseline0, wo nur die ersten drei Ensemblemitglieder
zur Verfu¨gung standen, zu gewa¨hrleisten, wurden fu¨r die anderen Hindcasts auch
nur Ensemblemittel aus den ersten drei Mitgliedern beru¨cksichtigt. Nun ist die
Frage inwieweit sich der MSESS verbessert, wenn neben der Driftkorrektur auch
noch die Anzahl der beru¨cksichtigten Mitglieder auf zehn erho¨ht wird. Hierzu zeigt
Abb. 10.12 zuna¨chst den MSESS des Niederschlags fu¨r Baseline1 und Prototype
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Abbildung 10.12: MSESS des Nieder-
schlags fu¨r die Ensembelmittel (Ensem-
blemember: 1-10) von Baseline1-LR sowie
Prototype fu¨r die lead-years 1 bis 10 nach
der Driftkorrektur der decadal hindcasts.
Als Referenz diente jeweils die entsprechen-
de ERA-Interim Klimatologie. Die Punkte
kennzeichnen die Werte, die u¨ber dem 95%
Signifikanzniveau liegen.
gegenu¨ber ERA-Interim fu¨r ein Ensemblemittel aus den ersten zehn Mitgliedern.
Verglichen mit Abb. 10.10 zeigt sich hierbei fu¨r Prototype eine leichte Verbesserung
in den negativen Bereichen, wobei diese Bereiche auch fu¨r zehn Ensemblemitglieder
immer noch kleiner Null sind. Dahingegen hat sich Baseline1 soweit verbessert,
dass nun drei MSESS-Werte positiv sind, wobei nur zwei (Vorhersagejahr 1 und
6) wirklich signifikant sind.
A¨quivalent dazu zeigen Abb. 10.13a und Abb. 10.13b den MSESS des driftkorri-
gierten |DSI| fu¨r die ersten zehn Ensemblemitglieder von Baseline1 und Prototype
auf verschiedenen Druckleveln. Auffa¨llig ist, dass sich bei beiden Hindcasts vor al-
lem in den Bereichen, wo der MSESS des DSI negativ war, eine Verbesserung
eingestellt hat, sodass diese nur noch leicht negativ (> −0, 1) oder leicht positiv
sind. Allerdings hat sich die Anzahl der signifikant positiven Werte kaum erho¨ht.
Lediglich in den unteren Schichten gibt es vereinzelt Vorhersagejahre, die nun sig-
nifikant sind.
10.4. Zusammenfassung
Das Ziel dieses Abschnitts war es, zu untersuchen, inwieweit eine modellbasier-
te Vorhersage des DSI auf der dekadischen Zeitskala mo¨glich ist. Hierfu¨r wur-
den die dekadischen Vorhersagemodelle des MiKlip-Modellsystems Baseline0-LR,
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Baseline1-LR sowie Prototype verwendet, welche auf dem MPI-ESM-LR-Modell
basieren. Aufgrund der Eigenschaft des DSI alle instationa¨ren, diabatischen und
reibungsbehafteten Prozesse in der Atmospha¨re zu diagnostizieren und zu visua-
lisieren, ist dieser ein guter Proxy fu¨r den Niederschlag, welcher durch die be-
sagten Prozesse ausgelo¨st wird. Die Niederschlagsvorhersage hingegen gestaltet
(a) Baseline1 (b) Prototype
Abbildung 10.13.: MSESS des |DSI| fu¨r die Ensembelmittel (Ensemble-
member: 1-10) von Baseline1-LR (a) sowie Prototype (b) fu¨r die lead-years
1 bis 10 auf verschiedenen Druckleveln nach der Driftkorrektur der deca-
dal hindcasts. Als Referenz diente jeweils die entsprechende ERA-Interim
Klimatologie. Die Punkte kennzeichnen die Werte, die u¨ber dem 95 % Si-
gnifikanzniveau liegen.
sich als schwierig, da bei der Niederschlagsbildung Prozesse beteiligt sind, die
vom Modell nicht mehr aufgelo¨st werden ko¨nnen und somit parametrisiert wer-
den mu¨ssen. Infolgedessen hat sich gezeigt, dass der DSI ein gro¨ßeres Vorhersage-
potential aufweist als der Niederschlag. Ein weiterer Grund fu¨r das gro¨ßere Vor-
hersagepotential des DSI ko¨nnte auch sein, dass dieser auch großskalige Prozesse,
wie Gebirgsu¨berstro¨mungen visualisiert, welche wiederum nicht im Zusammenhang
mit Niederschlag stehen mu¨ssen. Als Referenz dienten hierbei die ERA-Interim-
Reanalysedaten, welche allerdings ho¨her aufgelo¨st sind, als das fu¨r die dekadische
Vorhersage verwendete MiKilp-Modellsystem. Da instationa¨re, diabatische und rei-
bungsbehaftete Prozesse durchaus von der aufgelo¨sten ra¨umlichen Skala abha¨ngig
sein ko¨nnen, musste zuna¨chst untersucht werden, inwieweit sich der Betrag des
DSI mit der Modellauflo¨sung a¨ndert. Diesbezu¨glich wurde die Auflo¨sung des ERA-
Interim-Gitters stu¨ckweise von 0,75◦ auf 10◦ erho¨ht. Hierfu¨r konnte gezeigt werden,
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dass der Betrag des DSI bezu¨glich der ra¨umlichen Auflo¨sung einem Potenzgesetz
unterliegt, und somit mit geringer werdender Auflo¨sung abnimmt. Dieser alge-
braische Abfall konnte hingen nicht in den DSI pra¨genden Gro¨ßen der Bernoulli-
Funktion und der PV gefunden werden, was dafu¨r spricht, dass die Abnahme
des DSI fu¨r gro¨ßere Skalen durch Abnahme der Abweichung vom Energie-Wirbel-
Gleichgewichtszustand kommt. Letztlich macht sich das auch auf die Korrelation
mit dem Niederschlag bemerkbar. Da immer weniger nicht-balancierte Prozesse
dargestellt werden ko¨nnen, nimmt auch die Korrelation zwischen dem DSI und
dem Niederschlag exponentiell ab. Der Aspekt, dass der Betrag des DSI abha¨ngig
von der Auflo¨sung des Modells ist, muss auch bei der Evaluierung der Dekadischen-
Hindcasts Baseline0-LR, Baseline1-LR sowie Prototype beru¨cksichtigt werden, da
ihre ra¨umliche Auflo¨sung, wie bereits erwa¨hnt, nicht der zur Evaluierung verwen-
deten ERA-Interim-Reanalyse entspricht. Somit wurde der DSI fu¨r ERA-Interim
auf der gleichen ra¨umlichen und vertikalen Auflo¨sung, wie die der MiKlip-Modelle
berechnet, um so eine sinnvolle Referenz gegenu¨ber den dekadischen Vorhersage-
modellen darzustellen. Hierbei zeigt sich, dass alle drei Versionen der dekadischen-
Hindcasts im Verha¨ltnis zu den Reanalysen zu geringe DSI-Betra¨ge aufweisen. Al-
lerdings ist eine diesbezu¨glich stetige Verbesserung von Baseline0 u¨ber Baseline1
zu Prototype fu¨r alle Vorhersagejahre zu beobachten. Ferner wird deutlich, dass
der u¨ber die Modellparametrisierungen produzierte Niederschlag fu¨r alle drei Hind-
casts gegenu¨ber ERA-Interim u¨berscha¨tzt wird, wobei auch hier wieder Prototype
fu¨r alle Vorhersagejahre am besten abschneidet. Der sich daraus ergebende Wider-
spruch zu den DSI-Ergebnissen la¨sst sich damit erkla¨ren, dass das zugrunde liegen-
de MPI-ESM-LR-Modell zu viel Niederschlag simuliert, welcher keine Verbindung
mit, durch den DSI beschriebenen, auslo¨senden und nicht-balancierten Prozessen
aufweist. Eine Berechnung des Mean-Square-Error-Skill-Score (MSESS) als Maß
fu¨r das dekadische Vorhersagepotential zeigt fu¨r Europa, dass der Prototype-Lauf
unter den Versionen des Vorhersagesystems sowohl fu¨r den DSI als auch fu¨r den
Niederschlag den gro¨ßten Skill fu¨r alle Vorhersagejahre aufweist. Daru¨ber la¨sst sich
feststellen, dass der MSESS fu¨r den DSI allgemein gro¨ßer ist, als der des Nieder-
schlags, was fu¨r ein besseres Vorhersagepotential des DSI spricht. Allerdings stellte
sich heraus, dass die dekadischen Vorhersagemodelle fu¨r beide Gro¨ßen fu¨r alle Vor-
150
10.4. Zusammenfassung
hersagejahre schlechter waren als die Klimatologie. Dies ist darauf zuru¨ckzufu¨hren,
dass das zugrunde liegende MPI-ESM-LR Modell einen anderen Trend aufweist
als die Beobachtungen. Folglich driften insbesondere die Baseline1-LR und Pro-
totype von ihrem Startwert, der durch Beobachtungsdaten festgelegt wurde, in
Richtung der Modellklimatologie. Nach Beru¨cksichtigung dieses Aspekts u¨ber eine
von Kruschke et al. (2015) vorgestellte Driftkorrektur konnte eine deutliche Ver-
besserung des MSESS sowohl fu¨r den Niederschlag als auch den DSI festgestellt
werden, so dass diese Variablen nun auch fu¨r bestimmte Vorhersagejahre besser
waren als die ERA-Interim-Klimatologie. Beim DSI kann insbesondere in den unte-
ren Druckniveaus ein signifikantes Vorhersagepotential festgestellt werden, welches
sowohl fu¨r drei als auch fu¨r zehn Ensemblemitglieder fu¨r alle drei dekadischen Vor-
hersagemodelle gro¨ßer war als das des Niederschlags. Somit konnte gezeigt werden,
dass der DSI auf der dekadischen Zeitskala besser vorherzusagen ist als der Nieder-
schlag. Dies ha¨ngt damit zusammen, dass der DSI auch Prozesse, wie die Anregung
planetarer Wellen, visualisiert, die ein ho¨heres prognostisches Potential aufweisen,
aber nicht unmittelbar mit Niederschlag in Verbindung stehen mu¨ssen. Dennoch
ko¨nnte mit Hilfe der dekadischen Variabilita¨t des DSI auch eine Aussage u¨ber die
Niederschlagsvariabilita¨t auf der dekadischen Zeitskala getroffen werden.
Hierbei muss erwa¨hnt werden, dass im Rahmen dieser Arbeit nur das determinis-
tische Vorhersagepotential des DSI untersucht wurde, weshalb im Rahmen dieser
Arbeit nur der Drift korrigiert wird. Es wa¨re aber auch wichtig, aufgrund der Unsi-
cherheit der Startbedingungen bei Wetter- und Klimavorhersagen u¨ber Ensemble-
Vorhersagen auf probabilistische Verfahren zuru¨ckzugreifen. Ein ha¨ufiges Problem
der probabilistischen Vorhersage ist jedoch, dass die Vorhersagen nicht verla¨sslich
sind und rekalibriert werden mu¨ssen, sodass die vorhergesagten Wahrscheinlich-
keiten mit den beobachteten Ha¨ufigkeiten u¨bereinstimmen. Diesbezu¨glich wurde
von Pasternack et al. (2018) bereits ein Verfahren vorgestellt, dass dekadische Vor-
hersagen fu¨r normalverteilte Variablen rekalibriert, sodass das Vorhersagepotential




Die vorliegende Arbeit umfasst drei Teile, mit dem dynamischen Zustandsindex
(DSI) als verbindendes Element. Hierbei wurde der DSI sowohl von theoretischer
als auch von diagnostischer und prognostischer Seite beleuchtet.
Im ersten Teil dieser Arbeit wurde zuna¨chst das theoretische Konzept, das dem DSI
zu Grunde liegt, vertieft. Grundlage hierfu¨r ist die Nambu-Theorie, die auf das at-
mospha¨rische Grundgleichungssystem angewandt wurde. Die Nambu-Theorie ver-
deutlicht, dass die atmospha¨rische Dynamik, neben der Energie, durch weitere
Erhaltungsgro¨ßen, den sogenannten Casimir-Funktionalen, in gleichberechtigter
Weise beschrieben wird. Die Casimir-Funktionale sind als Ausdruck der inneren
Zwangsbedingungen des hydro-thermodynamischen Phasenraums zu bewerten und
schra¨nken die Bewegung im Phasenraum ein. In diesem Zusammenhang wurden
im Rahmen dieser Arbeit jene Casimir-Funktionale und die daraus resultieren-
den thermodynamischen Modelle hinsichtlich ihrer fluiddynamischen Komplexita¨t
hierarchisch eingeordnet. In der Hierarchie an oberster Stelle steht das allgemeinste
Casimir-Funktional, welches algebraisch von einer beliebigen Funktion der PV und
der Entropie abha¨ngig ist, denn es beschreibt ein kompressibles, baroklines und
wirbelbehaftetes Modell, ohne eine konkrete Funktion fu¨r die PV und die Entro-
pie vorzugeben. Auf der Ebene darunter folgen die Casimir-Funktionale Enstro-
phie, Entropie sowie Masse, die als Approximationen des allgemeinsten Casimir-
Funktionals anzusehen sind. So beschreibt das Enstrophie-Casimir zwar ein ba-
roklines, wirbelbehaftetes Modell, aber die algebraische Abha¨ngigkeit zwischen
Entropie und PV fehlt bei diesem Funktional. Hingegen fehlt beim Entropie-
Casimir der wirbeldynamische Freiheitsgrad und beim Massen-Casimir fehlt zusa¨tz-
lich noch der thermodynamische Freiheitsgrad.
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Die Nambu-Darstellung des primitiven Gleichungssystems zeichnet sich weiterhin
dadurch aus, dass aus dem resultierendem Gleichgewicht zwischen Energie und
dem Casimir-Funktional die jeweilige stationa¨re Lo¨sung des Grundgleichungssys-
tems analytisch gewonnen werden kann. Die stationa¨ren Lo¨sungen der Modelle, die
sich jeweils mit Hilfe des Enstrophie-, Entropie-, sowie Massen-Casimir ergeben,
ko¨nnen hierbei nicht ineinander umgeformt werden. Ausgangspunkt fu¨r die stati-
ona¨ren Lo¨sungen ist die, innerhalb eines sogenannten Energie-Casimir-Funktionals,
u¨ber global konstante Lagrange’sche Parameter, stattfindende, Kopplung zwischen
Energie und Casimir-Funktional. Diesbezu¨glich konnten die Lagrange’schen Para-
meter der entsprechenden Casimir-Funktionale erstmals quantifiziert werden, wo-
bei sich herausstellte, dass jene Parameter außerhalb des Grundzustandes ihre
globale Erhaltung verlieren und lokal abha¨ngig werden. Somit tragen die Lagran-
ge’schen Parameter einen bedeutenden Teil zur Charakterisierung des Grundzu-
standes bei.
Weiterhin wurde in dieser Arbeit erstmals ein Zusammenhang zwischen dem Ber-
noulli-Theorem und der, auf dem Energie-Casimir-Funktional basierenden, stati-
ona¨ren Lo¨sung hergestellt. Hierzu wurde eine weitere, geschlossene Verallgemei-
nerung des Bernoulli-Theorems aufgestellt. Grundlage hierfu¨r ist eine, in die-
ser Arbeit erstmals angewandte, konkrete Form des allgemeinen Energie-Casimir-
Funktionals und die daraus resultierende stationa¨re Lo¨sung. Es konnte gezeigt
werden, dass die Bernoulli-Funktion fu¨r einen stationa¨ren, adiabatischen und rei-
bungsfreien Zustand entlang der Stromlinien der PV und der Entropie erhalten ist.
Dies ist ein Fortschritt gegenu¨ber der Verallgemeinerung nach Scha¨r (1993), welche
zwar eine Erhaltung der Bernoulli-Funktion entlang von Stromlinien beinhaltet,
diese aber nicht na¨her spezifiziert. Erst durch die U¨berfu¨hrung des primitiven
Gleichungssystems von der klassischen Darstellung zur Nambu-Felddarstellung,
ist es mo¨glich die algebraische Abha¨ngigkeit zwischen Bernoulli-Funktion, PV und
Entropie im Bernoulli-Theorem offenzulegen. Daru¨berhinaus hat die geschlossene
Verallgemeinerung des Bernoulli-Theorems die Eigenschaft, dass sich aus ihr die
historisch erste Verallgemeinerung nach Scha¨r (1993) und fu¨r einen wirbelfreien
und barotropen Zustand das klassische Bernoulli-Theorem ableiten lassen. Ferner
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konnte neben den bekannten Formen des Bernoulli-Theorems erstmals ein baro-
klines, wirbelfreies Bernoulli-Theorem aus dem geschlossenen, verallgemeinerten
Bernoulli-Theorem abgeleitet werden, das hierarchisch zwischen dem klassischen
Bernoulli-Theorem und der Verallgemeinerung von (Scha¨r, 1993) steht. Jenes ba-
rokline, wirbelfreie System zeichnet sich dadurch aus, dass die Bernoulli-Funktion
auf isentropen Fla¨chen konstant und die stationa¨re Temperatur global erhalten
ist.
Daru¨berhinaus wurde im Rahmen dieser Arbeit deutlich, dass neben der Dar-
stellung der Bernoulli-Funktion auch die, u¨ber das Energie-Casimir-Funktional
abgeleiteten, stationa¨ren Temperatur- und Winddarstellungen Teil des Bernoulli-
Theorems sind. Zusammen vervollsta¨ndigen diese drei Darstellungen den stati-
ona¨ren Zustand der Hydro- und Thermodynamik. Folglich ist der DSI, aufgrund
seiner Eigenschaft innerhalb eines stationa¨ren, adiabatischen und reibungsfrei-
en Zustandes zu verschwinden, auch ein Ausdruck jenes geschlossenen, verallge-
meinerten Bernoulli-Theorems. Diese Erkenntnis unterstreicht die Bedeutung der
Nambu-Felddarstellung, da sich hieraus der beschriebene, geschlossene Charak-
ter des Bernoulli-Theorems, anders als bei der klassischen Schreibweise, direkt
ergibt.
In einer, im Rahmen dieser Arbeit, erstmaligen Anwendungen der stationa¨ren Tem-
peraturdarstellung, stellte sich heraus, dass diese, a¨hnlich wie der DSI, die Eigen-
schaft hat Abweichungen vom atmospha¨rischen Grundzustand, also instationa¨re,
diabatische sowie reibungsbehaftete Prozesse, in der Atmospha¨re zu diagnostizie-
ren. Der Vorteil gegenu¨ber dem DSI besteht darin, dass sich Abweichungen vom
Grundzustand erstmals u¨ber eine Temperatur-Differenz zwischen der beobachte-
ten Temperatur (oder der Temperatur im Modell) und der stationa¨ren Tempera-
turdarstellung beschreiben lassen, was eine vo¨llig neue physikalische Interpretati-
onsmo¨glichkeit ermo¨glicht. In diesem Zusammenhang konnte mit Reanalysedaten
gezeigt werden, dass die Abweichungen von der stationa¨ren Temperatur frontalar-
tige Strukturen bildet, welche in guter U¨bereinstimmung mit den DSI- und den
Niederschlagsfeldern der Reanalysedaten sind. Allerdings stellte sich heraus, dass
die stationa¨re Temperatur in diesen Regionen viel ho¨her ist als die Temperatur der
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Reanalysedaten. Aus physikalischer Sicht sind diese Abweichungen ein Ausdruck
der unterschiedlichen Entropieerzeugung bei diabatischen und adiabatischen Pro-
zessen, da die stationa¨re Temperaturdarstellung auch fu¨r Regionen, die vom at-
mospha¨rischen Grundzustand abweichen, auch auf einer adiabatischen Annahme
beruht. Dies a¨ußert sich auch im Berechnungsverfahren des stationa¨ren Tempera-
turfeldes, da es zur Berechnung auf Temperatur- und Windfelder zuru¨ckgreift, die
nicht unbedingt stationa¨r sind. Um die stationa¨ren Felder na¨herungsweise bestim-
men zu ko¨nnen, wurde ein Iterationsverfahren herausgearbeitet, welches auf den
Eigenschaften des DSI im Grundzustand beruht. Das Bestimmen der stationa¨ren
Felder ko¨nnte so zum Beispiel einen Beitrag fu¨r die Datenassimilation leisten oder
aber dabei helfen Ensemble-Modelle physikalisch zu generieren indem die stati-
ona¨ren Felder unterschiedlich gesto¨rt werden.
Der zweiten Teil dieser Arbeit befasste sich mit einer prozessorientierten Analyse
des DSI, indem die dekadischen Wechselwirkungen zwischen AMV, NAO und DSI
untersucht wurden. Dabei ging es um die Fragestellung, ob sich zeitlich großska-
lige A¨nderungen der Meeresoberfla¨chentemperatur im Nordatlantik, welche durch
die AMV quantifiziert werden, auch mit dem DSI u¨ber dem europa¨ischen Fest-
land diagnostizieren lassen. Hierbei nimmt die NAO, als Maß fu¨r die Variation
des Druckgradienten u¨ber dem Nordatlantik, eine wichtige Rolle ein. Denn u¨ber
die Schwankungen der NAO lassen sich die Variationen der Sturmzugbahnen u¨ber
Europa beschreiben, welche wiederum auch durch den DSI ausgedru¨ckt werden.
Hierzu wurden in dieser Arbeit zuna¨chst die Wechselwirkungen der AMV und der
NAO mit Hilfe von Beobachtungsdaten ausgewertet, wobei die Frage, ob sich die-
se beiden Indizes mit einer zeitlichen Verschiebung beeinflussen, von besonderem
Interesse war. Zahlreiche Beobachtungs- und Modellstudien haben sich bereits di-
rekt oder indirekt mit dem Zusammenhang zwischen der AMV und der NAO fu¨r
verschiedene zeitliche Perioden auseinandergesetzt. Hierzu herrscht ein großer Kon-
sens daru¨ber, dass es eine Kopplung zwischen diesen beiden Indizes sowohl auf der
dekadischen bis multi-dekadischen, als auch auf der jahreszeitlichen bis interannu-
alen Zeitskala gibt. Fu¨r die la¨ngere Zeitskala zeigen viele Studien, dass der Ozean
die Atmospha¨re mit einer zeitlichen Verschiebung von vier bis neun Jahren beein-
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flusst, wohingegen auf der ku¨rzeren Zeitskala der Einfluss der Atmospha¨re auf den
Ozean gro¨ßer ist als umgekehrt. Diese Ergebnisse konnten auch im Rahmen dieser
Arbeit besta¨tigt werden. Weiterhin konnte gezeigt werden, dass der fu¨r die ERA-
Interim Reanalysedaten berechnete NAO und AMV-Index die gleichen spektralen
Eigenschaften aufweisen, wie die Indizes aus den direkten Beobachtungsdaten.
Das Ziel bestand nun darin, zu u¨berpru¨fen, ob sich die NAO-AMV-Kopplung auch
durch den DSI diagnostizieren la¨sst. Diesbezu¨glich zeigt sich in der unteren Tro-
pospha¨re ohne zeitliche Verschiebung eine hohe Korrelation zwischen der NAO und
dem DSI u¨ber Europa. Bei einer zeitlichen Verschiebung zwischen diesen beiden
Gro¨ßen gibt es allerdings keinen signifikanten Zusammenhang. Erst in der oberen
Tropospha¨re, in der Na¨he der Tropopause, ist eine signifikante Korrelation bei einer
zeitlichen Verschiebung zu erkennen. Bemerkenswerterweise ergibt sich vor allem
in der Na¨he der Tropopause eine gute Korrelation, wenn der AMV-Index dem DSI
u¨ber Europa um etwa 20 Jahre vorausla¨uft. Hierbei konnte gezeigt werden, dass
die Variation der Tropopausenho¨he, welche wiederum mit der Anregung durch pla-
netare Wellen in Verbindung gebracht werden kann, im engen Zusammenhang zu
der Telekonnektion zwischen AMV, NAO und DSI steht. Dies unterstreicht letzt-
endlich die Bedeutung der tropospha¨rischen Grenzfla¨chen Ozean und Tropopause
fu¨r die prozessorientierten Vorhersage im dekadischen Bereich, denn nur bei einer
gekoppelten Betrachtung von Ozean, Tropospha¨re und Tropopause ergibt sich ein
prognostisches Potential.
Im Gegensatz zum vorangegangenen Teil wurde im dritten Teil dieser Arbeit das
mittelfristige, prognostische Potential des DSI anhand des, fu¨r die Klimavorhersa-
ge verwendeten, Erdsystemmodelles MPI-ESM-LR untersucht. Die Fragestellung
war hierbei, ob der DSI im Rahmen des MiKlip-Modellsystems ein dekadisches
Vorhersagepotential aufweist und ob dieses gro¨ßer ist, als das des Niederschlags.
Hierbei lag der Fokus auf dem Nordatlantik und Europa. Als Referenz dienten
die ERA-Interim Reanalysedaten des Europa¨ischen Zentrums fu¨r mittelfristige
Wettervorhersage (ECMWF), wobei diese auf einem wesentlich ho¨her aufgelo¨sten
Modellgitter zur Verfu¨gung stehen. Aus diesem Grund musste zudem untersucht
werden, welchen Einfluss die ra¨umliche Auflo¨sung des zugrunde liegenden Modell-
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gitters auf den Betrag des DSI hat und inwiefern sich dadurch der Zusammen-
hang zum Niederschlag a¨ndert. Hierfu¨r konnte gezeigt werden, dass der Betrag
des DSI bezu¨glich der ra¨umlichen Auflo¨sung einem Potenzgesetz unterliegt und
mit geringer werdender Auflo¨sung algebraisch abnimmt. Dieser Abfall zeigt sich
hingegen nicht in den Feldern der Bernoulli-Funktion und der PV, die fu¨r die
Berechnung das DSI essentiell sind. Dies spricht dafu¨r, dass die Abnahme des
DSI fu¨r gro¨ßere Skalen durch eine Abnahme der Abweichung vom Energie-Wirbel-
Gleichgewichtszustand herbeigefu¨hrt wird. Letztlich macht sich das auch auf die
Korrelation mit dem Niederschlag bemerkbar. Denn dadurch, dass immer weniger
nicht-balancierte Prozesse aufgelo¨st werden ko¨nnen, nimmt auch die Korrelation
zwischen dem DSI und dem Niederschlag algebraisch ab.
Bei der Evaluierung der dekadischen Hindcasts Baseline0-LR, Baseline1-LR sowie
Prototype wurde dann der Aspekt, dass der Betrag des DSI abha¨ngig von der
Auflo¨sung des Modells ist, beru¨cksichtigt. Somit wurde der DSI fu¨r ERA-Interim
auf der gleichen ra¨umlichen und vertikalen Auflo¨sung, wie die der MiKlip-Modelle
berechnet, um so eine sinnvolle Referenz gegenu¨ber den dekadischen Vorhersage-
modellen darzustellen. Hierbei zeigte sich, dass alle drei Versionen der dekadischen
Hindcasts im Verha¨ltnis zu den Reanalysen zu kleine DSI-Betra¨ge aufweisen. Den-
noch ist eine stetige Verbesserung von Baseline0 u¨ber Baseline1 zu Prototype fu¨r
alle Vorhersagejahre zu beobachten. Die Ergebnisse zeigen, dass das Verha¨ltnis zwi-
schen balancierten und nicht-balancierten Prozessen im Klimamodell geringer ist,
als in den Reanalysedaten. Andererseits stellte sich heraus, dass der Niederschlag
fu¨r alle drei Hindcasts gegenu¨ber ERA-Interim u¨berscha¨tzt wird, wobei auch hier
wieder Prototype fu¨r alle Vorhersagejahre am besten abschneidet. Dies verdeut-
licht, dass das zugrundeliegende MPI-ESM-LR-Modell zu viel Niederschlag simu-
liert, welcher keine Verbindung mit, durch den DSI beschriebenen, auslo¨senden
und nicht-balancierten Prozessen aufweist. Die Erkla¨rung hierfu¨r ko¨nnte in einer
ku¨nstlichen Niederschlagsgenerierung des Klimamodells u¨ber Modellparametrisie-
rungen liegen. Allgemein zeigen diese Resultate, dass der DSI auch grundsa¨tzlich
dafu¨r verwendet werden kann, verschiedene Wetter-/ und Klimamodelle hinsicht-
lich ihres Verha¨ltnis zwischen balancierten und nicht-balancierten Prozessen mit-
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einander zu vergleichen. Weiterhin konnte eine Berechnung des Mean-Square-
Error-Skill-Scores (MSESS), als Maß fu¨r das dekadische Vorhersagepotential ge-
genu¨ber der Klimatologie, zeigen, dass der DSI auch nach der von Kruschke et al.
(2015) vorgeschlagenen Driftkorrektur auf der dekadischen Zeitskala besser vorher-
zusagen ist als der Niederschlag. Der Grund ist, dass der DSI auch Prozesse diagno-
stiziert, die ein ho¨heres prognostisches Potential aufweisen, aber nicht unmittelbar
in Verbindung mit Niederschlag stehen mu¨ssen. Dennoch ko¨nnte mit Hilfe der
dekadischen Variabilita¨t des DSI auch eine Aussage u¨ber die Niederschlagsvaria-
bilita¨t auf der dekadischen Zeitskala getroffen werden. Die Voraussetzung hierfu¨r
wa¨re aber, dass es mittelfristig keine Verschiebung der atmospha¨rischen Dynamik
in Richtung von mehr nicht-balancierten Prozessen gibt, die nicht zwangsla¨ufig im
Zusammenhang mit Niederschlag stehen.
Um die Ergebnisse der gesamten Arbeit zusammenzufassen, kann festgehalten wer-
den, dass nicht nur das theoretische Konzept des DSI weiter vertieft wurde, sondern
dass auch eine mittelfristige Vorhersagbarkeit des DSI, sowohl prozessorientiert, als
auch modellbasiert, gezeigt werden konnte.
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A. Alternative Herleitungen des
verallgemeinerten Bernoulli-Theorems
In Kapitel 4 wurde gezeigt, dass sich aus der stationa¨ren Lo¨sung eines konkreten
Energie-Casimir-Funktionals eine Abha¨ngigkeit zwischen der Bernoullifunktion,
PV und Entropie ableiten la¨sst. Weiterhin konnte gezeigt werden, dass es sich bei
dieser stationa¨ren Lo¨sung aufgrund einer stationa¨ren Temperatur- und Winddar-
stellung um ein geschlossenes Bernoulli-Theorem handelt. Der Vorteil des verall-
gemeinerten Bernoulli-Theorems des Energie-Casimir-Funktionals besteht darin,
dass sich aus ihm sowohl das klassische Bernoulli-Theorem, die Verallgemeinerung
nach Scha¨r (1993) sowie das in dieser Arbeit erstmals vorgestellte Thermische
Bernoulli-Theorem direkt ableiten lassen.
Dennoch besteht die Mo¨glichkeit, diese drei Formen des Bernoulli-Theorems auch
jeweils einzeln aus dem Enstrophie-, Entropie- und Massen-Casimir abzuleiten.
Diese drei Casimir-Funktional sind auch Lo¨sung des in Kapitel 3 vorgestellten




A.1. Die stationa¨re Wind- und
Temperaturdarstellung
In diesem Abschnitt wird gezeigt, wie sich sowohl die stationa¨re Winddarstellung
nach Scha¨r (1993) als auch die stationa¨re Temperaturdarstellung aus dem Energie-
Wirbel-Gleichgewicht ableiten lassen.
Ausgangspunkt ist die Nambu-Darstellung des primitiven Gleichungssystems, wo-
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bei fu¨r ein System mit jeweils einem wirbel-, einen thermo- sowie massendynami-
schen Freiheitsgrades zuna¨chst gilt:
∂F
∂t
= {F , ha,H}~v,~v,~v + {F ,M,H}ρ,~v,ρ + {F ,S,H}σ,~v,σ, (A.1)
mit der Zwangsbedingung:
{F , ha, C}~v,~v,~v + {F ,M, C}ρ,~v,ρ + {F ,S, C}σ,~v,σ = 0, (A.2)
Diese Bedingung wird durch die Ertel’schen potentiellen Enstrophie C = Ep erfu¨llt,
welches fu¨r f = 1
2




folgt. Weiterhin gilt auch:
∂F
∂t
= {F , ha,N}~v,~v,~v + {F ,M,N}ρ,~v,ρ + {F ,S,N}σ,~v,σ, (A.3)
mit
N [~v, ρ, s] = H[~v, ρ, s]− λeEp[~v, ρ, s]. (A.4)
In dem so gebildeten Energie-Wirbel-Funktional N besteht eine Abha¨ngigkeit von
ρ, s und ~v. Fu¨r die Bestimmung des stationa¨ren Zustandes mu¨ssen fu¨r die Funktio-
nalableitungen des Energie-Wirbel-Funktionals somit folgende Lo¨sungen gefunden
werden:















wobei an dieser Stelle bei den entsprechenden Funktionalableitungen die jeweils































Daraus folgt dann die stationa¨re Lo¨sung eines kompressiblen, baroklinen und wir-
162





ρT = λe~ξa · ∇Π− λfksρ (A.10)
ρ~v = λe∇s×∇Π (A.11)
A.2. Das Bernoulli-Theorem fu¨r barokline und
wirbelfreie Fluide
In diesem Abschnitt wird gezeigt, dass sich das Bernoulli-Theorem fu¨r barokli-
ne und wirbelfreie Fluide auch u¨ber ein Energie-Entropie-Gleichgewicht herlei-
ten lassen. Ausgangspunkt hierfu¨r ist das Grundgleichungssystem in trilinearer
Nambu-Klammer-Form, welches sich aufgrund des fehlenden wirbeldynamischen
Freiheitsgrad, wie folgt darstellt:
∂F
∂t
= {F ,M,H}ρ,~v,ρ + {F ,S,H}s,~v,s (A.12)
Dieses System ist nun aufgrund des thermodynamischen Freiheitsgrades baroklin
und aufgrund des massendynamischen Freiheitsgrades kompressibel. Das Casimir-
Funktional eines solchen Systems ist das Entropie-Funktional, welches sich fu¨r
f = s aus dem allgemeinen Casimir-Funktional Cf ergibt (Cf=s = S). Fu¨r die
entsprechende Zwangsbedingung gilt dann:
{F ,M,S}ρ,~v,ρ + {F ,S,S}s,~v,s = 0. (A.13)
Daraus folgt dann fu¨r (A.12):
∂F
∂t
= {F ,M,N}ρ,~v,ρ + {F ,S,N}s,~v,s. (A.14)
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Das Energie-Casimir-Funktional (3.54) wird nun zu einem Energie-Entropie-Funk-
tional:
N [~v, ρ, s] = H[~v, ρ, s]− λsS[ρ, s]. (A.15)
Fu¨r die Lo¨sung des stationa¨ren wirbelfreien Zustandes gibt es eine nicht-triviale
und eine triviale Lo¨sung. Die allgemeinere nicht-triviale Lo¨sung basiert darauf,
dass das Casimir-Funktional S, des baroklinen und wirbelfreien Zustandes nur
von ρ und s abha¨ngig ist und somit nur eine Zwangsbedingung fu¨r die Masse und
die Entropie vorgibt. Somit muss zuna¨chst ein Minimum des Energie-Entropie-
Funktionals nur fu¨r diese Funktionalableitungen gefunden werden:










Die Funktionalableitungen nach der Dichte und der Entropie des Energie-Entropie-





















Bildet man die entsprechenden Funktionalableitungen, so folgt die bereits gezeigte
nicht-triviale stationa¨re Lo¨sung, allerdings ohne konstanten Faktor, der sich beim
Gleichgewicht zwischen Bernoullifunktion und Entropie (A.19) hinzu addiert:
B = λss, (A.19)
ρT = λsρ. (A.20)
Dennoch zeigt dieses Resultat auch, dass die Bernoulli-Funktion entlang der isen-
tropen konstant ist und dass die Temperatur global konstant ist. Weiterhin ergibt
sich bei dieser stationa¨ren Lo¨sung nach a¨quivalenter Umformung auch wieder ein
Gleichgewicht zwischen der mechanischen Energie und der freien Enthalpie.
Bei der Herleitung der trivialen Lo¨sung kann zusa¨tzlich ein Minimum bezu¨glich
der kinetischen Energie gefunden werden, da das barokline und wirbelfreie System
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A.15 auch die kinetische beinhaltet.















Diese drei Funktionalableitungen (A.21) lassen sich u¨ber die Definition des Energie-































Bildet man nun die entsprechenden Funktionalableitungen, so ergibt sich Folgen-
des:
B = λss (A.25)
ρT = λsρ (A.26)
ρ~v = 0 (A.27)
Auch bei dieser Lo¨sung fehlt der konstante Term bei der Beziehung zwischen der
Bernoullifunktion und der Entropie (A.25). Diese Tatsache a¨ndert, aber auch hier
nichts an der Lo¨sung. So ergibt sich auch nach a¨quivalenter Umformung aus (A.25-
A.27) ein chemischer Gleichgewichtszustand.
A.3. Das klassische Bernoulli-Theorem
Dieser Abschnitt zeigt eine alternative Herleitung des klassischen Bernoulli-Theo-




dτρf(Π, s) nur von der Dichte abha¨ngig, womit dann
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auch C =M gilt. Durch die Wahl des Massen-Casimirs fallen die wirbel- und die




= {F ,M,H}ρ,~v,ρ. (A.28)
Dieser Zustand hat die Zwangsbedingung




= {F ,M,N}ρ,~v,ρ. (A.30)
Das Energie-Casimir-Funktional N (3.54) kann aufgrund der Zwangsbedingung
(A.29) als Energie-Masse-Funktional ausgedru¨ckt werden:
N [ρ,~v] = H[~v, ρ]− λmM[ρ]. (A.31)
Fu¨r die Lo¨sung des stationa¨ren Zustandes gibt es eine nicht-triviale und eine
triviale Lo¨sung. Die allgemeinere nicht-triviale Lo¨sung basiert darauf, dass das
Casimir-Funktional M des barotropen und wirbelfreien Zustandes nur von der
Dichte abha¨ngig ist und somit nur eine Zwangsbedingung fu¨r die Masse vorgibt.
Dementsprechend kann zuna¨chst nur eine Funktionalableitung nach der Dichte






Die Funktionalableitung nach der Dichte des Energie-Massen-Funktionals (A.32)
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Dies stellt eine Energie-Massen-Balance dar. Woraus dann, u¨ber die Definition von
M die stationa¨re Lo¨sung folgt:
B = λm = const. (A.34)
Ungeachtet dessen beinhaltet das System (A.30) aber auch die kinetische Energie,
somit existiert neben dem Minimum bezu¨glich der Masse zusa¨tzlich auch eines











Die triviale stationa¨re Lo¨sung beinhaltet neben der Funktionalableitung nach der
Dichte auch eine Funktionalableitung nach der Geschwindigkeit. Diese beiden
Funktionalableitungen (A.35) lassen sich u¨ber die Definition des Energie-Massen-





















woraus dann, nach der Bildung der Funktionalableitung, u¨ber die Definition von
M auch die triviale stationa¨re Lo¨sung folgt.
B = λm = const. (A.38)
ρ~v = 0. (A.39)
Formt man diese Beziehung um, erha¨lt man, wie schon zuvor gezeigt, das hydro-
statische Gleichgewicht.
A.3.1. Analyse des Energie-Massen-Wirbel-Gleichgewichtes
In diesem Unterabschnitt wird ein weiteres Casimir-Funktional diskutiert, welches





A. Alternative Herleitungen des verallgemeinerten Bernoulli-Theorems
ten la¨sst. Denn es besteht auch die Mo¨glichkeit, die Summe aus den Funktionalen
der absoluten Helizita¨t ha und der Masse zu bilden, womit ein wirbeldynamischer
Freiheitsgrad hinzukommt:
C = λmM+ λhha, (A.40)
wobei λh wieder ein konstanter Eichfaktor ist. Fu¨r einen solchen Fall wu¨rde der
thermodynamische Freiheitsgrad verschwinden, sodass sich eine barotrope Atmo-
spha¨re ergibt. Somit ist neben der Masse auch die absolute Helizita¨t eine globale
Erhaltungsgro¨ße. Das System kann nun wie folgt ausgedru¨ckt werden:
∂F
∂t
= {F , ha,H}~v,~v,~v + {F ,M,H}ρ,~v,ρ. (A.41)
Fu¨r die entsprechende Zwangsbedingung gilt dann:
{F , ha,M+ ha}~v,~v,~v + {F ,M,M+ ha}ρ,~v,ρ = 0. (A.42)
Das Energie-Casimir-Funktional (3.54) wird nun zu einem Energie-Massen-Wirbel-
Funktional:
N [ρ, s] = H[~v, ρ]− λmM[ρ]− λhha[~v]. (A.43)
Die zeitliche Entwicklung (A.41) kann nun aufgrund der Zwangsbedingung (A.42)
auch mit
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∂F
∂t







































ausgedru¨ckt werden. Damit das System stationa¨r wird, muss ein Minimum fu¨r die




































Wenn man nun die Funktionalableitungen bildet, so folgt aus (A.45) und (A.46):





Diesmal ergibt sich aus (A.47) fu¨r die Bernoulli-Funktion folgende Darstellung, da









Der aus (A.47) folgende ZustandB = const. beziehungsweise dB
dt
= 0 wird Bernoulli-
Zustand oder auch Bernoulli-Theorem genannt. Weiterhin gilt, dass λm nicht orts-
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abha¨ngig ist, was dazu fu¨hrt, dass die Bernoulli-Funktion global konstant ist. Des
Weiteren deutet (A.48) an, dass der stationa¨re Zustand eines barotropen Systems
einer Beltrami-Stro¨mung entspricht, da wegen ~v ∼ ~v(~ξa) der Geschwindigkeitsvek-
tor und der Wirbelvektor parallel zueinander sind. Das heißt, dass sich die absolute
Vorticity entlang einer Stromlinie nicht a¨ndert.
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B. Herleitung der stationa¨ren Zusta¨nde aus
dem primitiven Gleichungssystem
In diesem Abschnitt wird gezeigt, dass sich der DSI sowie die stationa¨ren Darstel-
lungen des Windes und der Temperatur nicht nur u¨ber die Nambu-Darstellung des
primitiven Gleichungssystems, sondern auch u¨ber dessen klassische Schreibweise








+ Φ + h
)
− ~FR − T∇s = 0.
Nach Annahme von Stationarita¨t und Reibungsfreiheit der Definition der Bernoulli-
Funktion (B = ~v2 + Φ + h) ergibt sich somit:




+ Φ + h
)
− T∇s = 0. (B.1)
B.1. Stationa¨re Winddarstellung
Der stationa¨re Wind ergibt sich nun mit ∇s× (B.1), was zu folgendem Ausdruck
fu¨hrt:
∇s× (~ξa × ~v) +∇s×∇B −∇s× T∇s = 0. (B.2)
Hierbei verschwindet das Kreuzprodukt zwischen den beiden Entropiegradienten
und das doppelte Kreuzprodukt kann mit der Grassmann-Identita¨t umgeformt
werden:
~ξa(~v · ∇s)− ~v(~ξa · ∇s) +∇s×∇B = 0. (B.3)
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U¨ber den 1. Hauptsatz der Thermodynamik im stationa¨ren Fall (~v · ∇s = 0) und
der PV-Definition (Π = 1
ρ
~ξa · ∇s) folgt:
− ~v(ρΠ) +∇s×∇B = 0. (B.4)






Der Ausgangspunkt fu¨r die Herleitung der stationa¨ren Temperatur ist (B.1). Diese
wird mit dem absoluten 3D-Wirbelvektor ~ξa multipliziert, sodass sich folgendes
ergibt:
~ξa · (~ξa × ~v) + ~ξa · ∇B − T ~ξa · ∇s = 0. (B.6)
Der erste Term auf der linken Seite verschwindet aufgrund des Spatprodukts zweier
gleicher Gro¨ßen. Außerdem kann bei (B.6) wieder die PV-Definition eingefu¨hrt





~ξa · ∇B. (B.7)
In diesem Abschnitt wurde gezeigt, dass sich die stationa¨re Wind- und Tempe-
raturdarstellung auch direkt aus dem primitiven Gleichungssystem und nicht nur
u¨ber dessen Nambu-Schreibweisen ableiten lassen. Diese Tatsache unterstreicht
nochmal das Konzept der stationa¨ren Zusta¨nde. Allerdings erlaubt die direkte
Herleitung aus dem primitiven Gleichungssystem keinen Einblick in den theoreti-
schen Hintergrund dieser stationa¨ren Zusta¨nde. Diesbezu¨glich zeigt erst die Ab-
leitung aus der Nambu-Schreibweise, dass die Grundlage ein Gleichgewicht zwi-
schen Energie, Wirbel, Entropie und Masse ist. Der Grund hierfu¨r ist, dass das
primitive Grundgleichungssystem aufgrund seiner Euler’schen Darstellung die La-





Der dynamische Zustandsindex (Dynamic State Index, DSI) wurde erstmals von
Ne´vir (2004) hergeleitet. Ausgangspunkt fu¨r die Herleitung des DSI sind die pro-
gnostischen Gleichungen fu¨r die Impuls- und Massenbilanz sowie fu¨r die Bilanz




= −2~Ω× ~v −∇φ+ 1
ρ
∇ · T (B.8)
dρ
dt







Hierbei beschreibt t die Zeit, ~v den dreidimensionalen Windvektor, Ω die Winkel-
geschwindigkeit der Erde, φ das Geopotential, ρ die Dichte der trockenen Luft, T
den Reibungs-Spannungstensor, cp die spezifische Wa¨rmekapazita¨t bei konstanten
Druck, T die absolute Temperatur und q die spezifische diabatische Wa¨rmerate.
Ferner ist Θ die potentielle Temperatur, welche u¨ber







definiert ist. Dabei ist R die spezifische Gaskonstante fu¨r trockene Luft (287, 1 J
kmol·K ),
p der Luftdruck und dementsprechend p0 der Luftdruck bei 1000 hPa.
Die Navier-Stokes’sche Bewegungsgleichung (B.8) beschreibt den Zusammenhang
zwischen der Beschleunigung der Luftpartikel und den auf sie wirkenden Kra¨ften,
wie Geopotentialgradientbeschleunigung, Reibung und Coriolisbeschleunigung. Wo-
bei letztere nur eine Scheinkraft ist, welche aus der Rotation der Erde resultiert.
Die Kontinuita¨tsgleichung (B.9) beschreibt die Massenerhaltung. Weiterhin wird
die thermodynamische Energieerhaltung u¨ber den 1. Hauptsatz der Thermodyna-
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mik beschrieben (B.10) . Die Gleichungen (B.8) bis (B.10) beschreiben ein nicht
geschlossenes Gleichungssystem, da es Terme fu¨r Reibung und Antrieb entha¨lt.
Nun ist das Ziel, dieses Gleichungssystem weiter zu vereinfachen und in zwei Teile
aufzuspalten. Der erste Teil beschreibt die Grunddynamik, welche auf stationa¨ren
und adiabatischen Prozessen beruht. Relativ dazu soll der zweite Teil instabile
antriebsbehaftete Sto¨rungsdynamiken beinhalten.







+ ~v · ∇ (B.12)
durch eine lokalzeitliche A¨nderung und eine entsprechende Advektion ersetzt wer-
den. Weiterhin kann in der selben Gleichung der Reibungs-Spannungstensor in
einen Reibungstensor F und einen isotropen Anteil p (Luftdruck) aufgespalten
werden:
T = F − pE (B.13)
E ist dabei der Einheitstensor. Es ergibt sich somit:
∂~v
∂t




∇ · F = 0. (B.14)
Dabei la¨sst sich der zweite Term von (B.14) u¨ber die Weber-Transformation






umformen, wobei ~ξ der 3D-Wirbelvektor ist. Fu¨r den wiederum gilt:
~ξ = ∇× ~v. (B.16)
Zusa¨tzlich dazu kann Gleichung (B.14) noch u¨ber die Definitionen der Enthalpie
dh = Tds+ dp
ρ




∇ · F weiter umgeformt werden. Es ergibt sich somit:
∂~v
∂t






− ~FR − T∇s = 0. (B.17)
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+ φ+ h, (B.18)
welche die spezifische Gesamtenergie der betrachteten Stro¨mung angibt. Unter An-




+ φ+ cpT. (B.19)
Die letzten beiden Terme stellen hierbei das Montgomery-Potential dar:
M = φ+ cpT. (B.20)




~ξa · ∇Θ. (B.21)








Nun wird die Bewegungsgleichung (B.17) mit ×∇Θ multipliziert, somit kann die
potentielle Vorticity u¨ber die Graßmann-Identita¨t in die Bewegungsgleichung ein-






+∇Θ + ρΠ~v − ~ξa · (~v · ∇Θ)− ~FR ×∇Θ = 0. (B.23)











B. Herleitung der stationa¨ren Zusta¨nde aus dem primitiven Gleichungssystem
Dabei ist ~J der Reibungs- und Antriebsterm:
~J = −~ξadΘ
dt
− ~FR ×∇Θ. (B.25)
Unter Vernachla¨ssigung sa¨mtlicher diabatischer Terme, wie Reibung, Kondensati-
on, Strahlungsabsorption und so weiter, verschwindet der Antriebsterm ~J . Zusa¨tzlich
soll noch Stationarita¨t angenommen werden ( ∂
∂t
= 0), was zu einer weiteren Ver-
einfachung von (B.24) fu¨hrt:
ρΠ~v = ∇Θ×∇B. (B.26)
Die Kontinuita¨tsgleichung (3.26) sieht im stationa¨ren Fall folgendermaßen aus:
∇ · (ρ~v) = 0. (B.27)
Somit geben unter Vernachla¨ssigung aller Antriebsterme die Gleichungen (B.26)
und (B.27) den Grundzustand einer stationa¨ren und adiabatischen Atmospha¨re
wieder. Um diese Gleichungen miteinander zu verbinden, wird Gleichung (B.26)








= ∇ · (ρ~v) = 0. (B.28)
Beziehungsweise:
∇Π · (∇Θ×∇B) = 0. (B.29)
Die Gleichung (B.29) steht somit fu¨r den Grundzustand der Atmospha¨re, in dem
das Spatprodukt der Gradienten von potentieller Vorticity, potentieller Tempera-
tur und Bernoulli-Funktion verschwindet. Da aber (B.26) in der Regel von Null
verschiedene Werte ergibt, gibt einem diese Gleichung die Mo¨glichkeit, die Ab-
weichungen von dem oben beschriebenen Grundzustand zu identifizieren. Eine








∇Π · (∇Θ×∇B) . (B.30)
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C. Herleitungen des Grundzustandes auf
Zustandsfla¨chen
In diesem Abschnitt werden die Darstellungen des stationa¨ren Windes sowie des
DSI auf den Zustandsfla¨chen der PV, der Entropie sowie der Bernoulli-Funktion
hergeleitet.
C.1. Charakterisierung der stationa¨ren
Winddarstellung
Ausgangspunkt ist die algebraischen Abha¨ngigkeit zwischen B, Π und s, die sich
fu¨r einen adiabatischen, reibungsfreien und stationa¨ren Grundzustand ergibt:
B = B(Π, s). (C.1)
Mit Hilfe dieser algebraischen Abha¨ngigkeit lassen sich aus der, bereits von Scha¨r





auch wieder die beiden anderen Winddarstellungen aus Kapitel 4 ableiten. Hier-
zu muss zuna¨chst fu¨r (6.6) der Gradient berechnet werden und dieses Ergebnis














C. Herleitungen des Grundzustandes auf Zustandsfla¨chen
Setzt man nun (6.14) beziehungsweise (6.16) in C.2 ein, so folgen die anderen bei-
den Winddarstellungen. Vergleicht man die Winddarstellungen (6.17) und (6.18)




λe∇s × ∇Π beziehungsweise ~vst3 = 1ρλx∇B × ∇Π, so fa¨llt eine
A¨quivalenz zwischen den Ableitungen ∂B
∂Π
in (6.17) sowie ∂s
∂Π
in (6.18) und den
Lagrange’schen Parametern λe und λx ins Auge. A¨quivalent hierzu la¨sst sich auch
fu¨r den in Kapitel 4.2.1 eingefu¨hrten Lagrange’schen Parameter λs aufgrund vom








∇Π · (∇Θ×∇B) (C.5)
sind koordinateninvariant. Die Lagrange’schen Gro¨ßen, die in den drei Winddar-
stellungen und vor allem im DSI zu tragen kommen sind die potentielle Tem-
peratur Θ beziehungsweise die Entropie s, die Bernoulli-Funktion B sowie die
PV Π. Alle drei Gro¨ßen sind im stationa¨ren, adiabatischen und reibungsfreien
Grundzustand individuelle Erhaltungsgro¨ßen, welche eine entscheidende Rolle in
der Energie-Wirbel-Theorie einnehmen, indem sie im Grundzustand die Bedingung
B = B(s,Π) aufstellen, was gleichbedeutend mit Π = Π(B, s) oder s = s(Π, B)
ist. Die Voraussetzung fu¨r die Verwendung von Π, Θ und B als Vertikalkoordina-




6= 0 sowie ∂B
∂z
6= 0 gilt. Diese Bedingungen werden
aber auf der synoptischen Skala weitgehend erfu¨llt.
Abha¨ngig von der Vertikalkoordinate nehmen auch die stationa¨ren Winddarstel-
lungen eine andere Form an, wobei pro Fla¨che jeweils nur zwei Winddarstellungen
mo¨glich sind. Dies la¨sst sich am Beispiel von B = B(s(Π)) erkla¨ren, wo das Kreuz-
produkt in ~vst =
1
ρΠ
∇s × ∇B, wegen der Funktionalen Abha¨ngigkeit von B und
s verschwindet. Die anderen beiden Winddarstellungen nehmen, da in diesem Fall
Π die Vertikalkoordinate ist, folgende Form an:
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C.1. Charakterisierung der stationa¨ren Winddarstellung
Π = const : Θ = const : B = const :






~kΠ ×∇hB ~vst = 1ρΠ ∂B∂Π~kΘ ×∇Π ~vst = − 1ρΠ ∂s∂Π~kB ×∇Π
DSIΠ := DSIΘ := DSIB :=
1
ρ
~kΠ · (∇hB ×∇hs) 1ρ~kΘ · (∇hΠ×∇hB) 1ρ~kB · (∇hs×∇hΠ)
Tabelle C.1.: Diese Tabelle zeigt eine U¨bersicht der Darstellung des sta-
tiona¨ren Windes und des DSI auf PV-, Theta- und Bernoulli-Fla¨chen.
Π = const :













Fu¨r ein θ−System folgt dann:













Letztendlich folgt fu¨r ein System auf konstanten Fla¨chen der Bernoullifunktion:
B = const :
~vst = − 1
ρΠ
~kB ×∇s,







C.1.1. Charakterisierung des DSI
U¨ber die Winddarstellungen im jeweiligen System la¨sst sich auch fu¨r jedes System
der DSI ableiten. Hierzu muss die jeweilige Gleichung mit ρ multipliziert und
anschließend die Kontinuita¨tsgleichung ∇ · (ρ~v) eingearbeitet werden.
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Π = const :




~kΠ ×∇hs) = 0, da (∇×∇hs) = 0,




~kΠ ×∇hB) = 0, da (∇×∇hB) = 0.
Da fu¨r den Grundzustand auf der Π-Fla¨che B = B(s(Π)) gilt, gilt auch:
∇ · (ρ~vst) = ~kΠ · (∇hB ×∇hs) = 0
⇒ DSIΠ := 1
ρ
~kΠ · (∇hB ×∇hs) (C.12)
Fu¨r die anderen Fla¨chen ist die Herleitung des DSI etwas direkter:
Θ = const :
∇ · (ρ~vst) = ∇ · ( 1
ρΠ
~kΘ ×∇B) = ~kΘ · (∇Π×∇B) = 0




~kΘ ×∇Π) = 0, da ∇Π×∇Π = 0
⇒ DSIΘ := 1
ρ
~kΘ · (∇hΠ×∇hB) (C.13)
B = const :
∇ · (ρ~vst) = ∇ · (− 1
ρΠ
~kB ×∇s) = −~kB · (∇Π×∇s) = 0




~kB ×∇Π) = 0, da ∇Π×∇Π = 0
⇒ DSIB := 1
ρ
~kB · (∇hs×∇hΠ) (C.14)
Auch auf den B−,Θ− und Π-Fla¨chen ist der DSI eine Gro¨ße, um die Abwei-
chung vom Grundzustand zu diagnostizieren. Denn fu¨r den Grundzustand gilt
B = B(s(Π)), Π = Π(B(s)) oder s = s(Π(B)), was dazu fu¨hrt, dass die ein-
zelnen Kreuzprodukte in (C.12), (C.13) und (C.14) verschwinden und den DSI
gleich Null werden lassen. Die Darstellung des stationa¨ren Windes und des DSI
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