In this article, a new fuzzy entropy measure of order αis proposed. The fuzzy entropy axiomatic requirements are discussed for the new measure, and an empirical comparison are made with several entropy measures including Shannon, Rényiand Kapur. It turns out, the proposed measure satisfies all axiomatic and outperform the other entropy measures in terms of the fuzziness degree.
Introduction
The novelty of fuzzy sets (FS) dated back to Zadeh (1965) . The main idea of FS is to model non-statistical vague phenomena. Since then, the theory of FS became an interesting research area in many scientific disciplines including but not limited to; engineering, image processing, data mining, medical science, clustering, information technology and statistical information theory. Fuzziness as a feature of uncertainty can be explained as a result of a given decision on an event that to be considered as a member of a set or not. In such cases, the event is considered as a fuzzy rather than sharply defined as collection of points (Zadeh, 1968) . Fuzzy entropy (FE) is the measure of vagueness and ambiguity of uncertainties; it isused as a measure of such fuzziness (Bhat and Baig, 2017).The information theory throughout the principle of entropy has been used widely in fuzzy set theory because of its capability in dealing with a lack of information models. Several FE measures has been discussed in the literature. De- Luca and Termini (1972) proposed the first entropy extension of Shannon (1948) entropy; by suggesting a nonprobability FE, also they defined the basic properties of the proposed FE as sharpness, maximality, resolutions and symmetry; which considered as a road map for developing any new FE measure. In this article, we are proposing a new entropy measure of order alpha. The article is organized as follows: in Section 2the basic concepts of FE are discussed. The proposed entropy along with its properties are given in section 3. Empirical comparison between several FE measures is given in section 4, to study the performance of the proposed FE.The article ends with some concluding remarks in section 5.
Basic Concepts of Fuzzy Entropy
The theory of fuzzy sets was firstly presented byZadeh (1965);let Adenote a fuzzy set such that = { , = 1, … , }, with a characteristic function ( ) describes the degree of belonging for an element x to A. Based on this function, the concept of fuzzy entropy is introduced by De Luca and Termini (1972) , the suggested the following fuzzy entropy 
Later on, several generalized fuzzy entropies surfaced through the years in the literature, important FE measures corresponding to Rényi'sentropy proposed byBhandari and Pal (1993);
Moreover, additional entropy measure that defined byKapur(1997)
These measures among many others developed the generalized fuzzy entropy measures, interesting applications and related entropy measures can be found in Gurdialet. 
Proposed Fuzzy Entropy Measure
In this section, a new parametric fuzzy entropy measure is proposed. The suggested mathematical formula of the new FE is given as:
where { 0 ≤ ( ) ≤ 1; = 1. 2. ⋯ . } fuzzy memberships, andn is the total number of memberships. It is a valid measure that satisfies all entropy function properties. Theorem 1.The measure given in (1) is satisfies all axiomatic requirements of the FE.
Proof: We will prove that the axioms (1) to (4) are satisfied by equation (1).
Axiom 1. Sharpness:
Replacing the value of ( ) = 0 1 in the numerator of (1) then ( ( ) ) = 0. This result is a straight forward ∀ > 0 . Conversely, assume that ( ( ) ) = 0, then
Axiom 2.Maximality
By differentiating (1) with respect to ( ) ,we get
Then solving this derivative by setting Thus,
is a concave function which has a global maximum at ( ) = 0.5. Moreover, evaluating the second derivative of (1), we have , > 0, thus, we see that the maximum value of the proposed fuzzy entropy exists at ( ) =0.5. where the maximum value of (1) at 0.5 is equal to 0.5Exp(0.5) =.8243. ; and is monotonically decreasing function for Axiom 4.Symmetry By substituting 1 − ( ) instead of ( ) in Equation (1),we get that ( ( ) ) = (1 − ( ) ), ∀ = 1, … , .
Hence, ( ( ) ) is maximum if and only if
And hence, Theorem 1 is proven.
Comparative Examples
To study the performance of the proposed fuzzy entropy, a numerical comparison between the proposed FE measure and some existence measures: De Luca and Termini measure, Bhandari and Pal measureand Kapur are included. The results of these comparisons are given in Table 3 . The results indicate that the proposed measure is more informative than the other entropy measures. This result is clear that within all membership values provides a small uncertainty value as the entropy is the largest (Tomar and Ohlan, 2014) , in which we can rank these entropies measures in one and only one manner: > > ℎ > This even true with different values of .
Concluding Remarks
In this paper, a new FE of order is proposed. The proposed FE measure of information is valid and satisfies all FE axiomatic requirements. Comparisons with other entropies have been made through numerical computation of the normalized entropy value. The numerical results indicated that the proposed FE measure outperform the existing measures in terms of the informative degree. This resultencouraged us to generalize the proposed FE measure in the upcoming future research.
Another possible topic for future research is to use entropy of orderα in fuzzy setting for multi criteria decision making problems which has an application in evaluating entrepreneurial opportunities, for more on this interesting topic, see Adel Rastkhiz, 2018. 
