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Abstract
Ultrafast dynamics in chemical systems provide a unique access to fundamental
processes at the molecular scale. A proper description of such systems is often very
challenging because of the quantum nature of the problem. The concept of matrix
product states (MPS), however, has proven its performance in describing such correlated
quantum system in recent years for a wide range of applications. In this work, we
continue the development of the MPS approach to study ultrafast electron dynamics
in quantum chemical systems. The method combines time evolution schemes, such
as fourth-order Runge-Kutta and Krylov space time evolution, with MPS, in order to
solve the time-dependent Schrödinger equation efficiently. This allows for describing
electron dynamics in molecules on a full configurational interaction (CI) level for a few
femtoseconds after excitation. As a benchmark, we compare MPS based calculations to
full CI calculations for a chain of hydrogen atoms and for the water molecule. Krylov
space time evolution is in particular suited for the MPS approach, as it provides a wide
range of opportunities to be adjusted to the reduced MPS dimension case. Finally, we
apply the MPS approach to describe charge migration effects in iodoacetylene and find
direct agreement between our results and experimental observations.
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1 Introduction
Ultrafast dynamics lay the foundation in understanding essential processes in chemical and
biological systems. Processes such as the formation of chemical bonds, transfer of charges in
photovoltaic systems, and photochromism take place on the time scale of femtoseconds.1–3
Recent advances in ultrafast science allow to control and observe these processes with a
resolution of tens of attoseconds4 and thereby to obtain unique insights into the mechanisms
at the fast end of the atomic time scale. Due to their light weight, the electrons respond
to excitations first, in a mechanism called charge migration, which then triggers dynamics
involving the nuclei as well, referred to as charge transfer. The electron and the nuclei
motion are closely coupled to each other. For example, the displacement of the electrons
may have a significant impact on the reaction trajectory of the nuclei.5 Having a profound
understanding of the electronic dynamics is therefore crucial when investigating how bonds
form or when designing artificial reactions.6 Close collaboration between experiment and
theory will be very important to gain the necessary understanding of electron dynamics on
the attoseconds time scale. However, the large number of degrees of freedom, in connection
with the emerging electronic correlations, makes a quantum theoretical description extremely
difficult.
Various first principle methods have been developed to describe ground states and time-
dependent phenomena of molecular systems. The post-Hartree-Fock methods 7–11 start from
an uncorrelated (Hartree-Fock) description of the electrons, resulting in molecular orbitals
that serve as single electron basis for the many-electron state. One of those methods that ap-
proximate the many-electron state and that is particularly successful in describing correlated
systems is the density matrix renormalization group 12,13 (DMRG). DMRG has mathemati-
cally proven advantages when studying one-dimensional systems with short-range interaction
and a gapped ground state.14 Therefore DMRG quickly became a very popular approach to
study phenomena in one dimension, ranging from various ground state phase diagrams15–21
to finite temperature and/or periodic boundary situations.22–27 Even though the mathemat-
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ically proven advantages are limited to one-dimensional systems, DMRG has been adapted
to two28,29 and higher dimensions.30 The scaling of entanglement is the main limiting fac-
tor for the DMRG method in two and higher dimensions, however, in special situations,
DMRG performs well even in multidimensional situations31. With its generalization to ten-
sor networks,32 a variety of other algorithms evolved, ranging from procedures to determine
dynamical quantities33,34 such as Green’s functions or real-time evolution35,36 up to quantum
information theory interpretations37,38 and applications in machine learning.39,40
DMRG has also been applied successfully to quantum chemical problems41 allowing to
calculate benchmark level ground states of many molecules.42–45 By exploiting abelian and
non-abelian46,47 symmetries, the efficiency of DMRG has been further improved. DMRG is a
very popular tool in many quantum chemistry codes48–50 today, although, in contrast to one-
dimensional and short-ranged problems, there is no guarantee it is able find the numerically
exact ground state in polynomial time. Still, some chemical problems may require non-
polynomial time to be solved exactly on a quantum mechanical level.51 Inserting the DMRG
solver into other methods of quantum chemistry such as complete active space52 and density
matrix embedding theory53, led to the family of post-DMRG methods. Further has DMRG
been successfully combined with perturbation theory52 and the coupled cluster approach54.
In these extensions, DMRG is used as a solver if the resulting active space is too large
to perform the necessary operations exactly. Most of these studies focus on ground states,
however, also low-lying excited states43 and Green’s functions55 have been investigated using
DMRG.
This work serves to continue the development of DMRG based algorithms in the field of
quantum chemistry. We want to utilize matrix product states (MPS), the mathematical heart
of DMRG, as an efficient representation of the many-electron state and benchmark them as
a possible approach to study ultrafast electron dynamics in molecules (charge migration).
The dynamic representation of the effective Hilbert space makes MPS in particular suited
for the short time response of a molecule to excitation, for example to photoionization. We
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want to see how MPS compare to calculations including the complete many-electron state
and for what period of time we can track the quasi exact full configurational interaction (CI)
dynamics. This work is organized as follows: First, we introduce the concept of MPS as
efficient representation of the many-electron state of a molecule. We discuss the connection
to other post-Hartree-Fock methods and outline the advantages of MPS. We briefly explain
how to operate on MPS efficiently, using a variational approach similar to ground state
DMRG. We further continue by presenting the time evolution methods used in this work,
namely the fourth order Runge-Kutta method and Krylov space time evolution. Second, we
benchmark MPS based time evolution with full CI calculations for two distinct molecules.
To adapt to existing literature, we study a chain of hydrogen atoms, where we compare the
single particle Green’s function in both, the real-time and frequency domain. We continue
the benchmark of the MPS approach using different flavors of the Krylov space method at the
example of the singly ionized water molecule. We discuss resulting features and interpret the
results in the context of MPS. Third, we apply the MPS approach to study charge migration
in iodoacetylene (C2HI). We investigate the ultrafast electron dynamics as a response to
an ionization of the iodine atom. The resulting partial charges show the large capability
of MPS in quantum chemistry, as we find good agreement between our results and existing
experimental and theoretical work. In the last chapter, we summarize and propose further
potentials of MPS based time evolution approaches in quantum chemistry.
2 Methods
2.1 Matrix Product States
The time-dependent many-electron state of a molecule can be expanded in the occupation
number representation of a basis of L orthonormal orbitals
|ψ(t)〉 =
∑
n1↑n1↓···nL↑nL↓
cn1↑n1↓···nL↑nL↓(t) |n1↑n1↓ · · ·nL↑nL↓〉 , (1)
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where ni↑ ∈ {0, 1} (ni↓ ∈ {0, 1}) is the number of up (down) electrons in the orbital i,
the coefficient tensor cn1↑n1↓···nL↑nL↓(t) holds the time-dependent expansion coefficients, and
|n1↑n1↓ · · ·nL↑nL↓〉 are the occupation number basis states we call configurations in the fol-
lowing. The factorially growing number of possible configurations
(
2L
N
)
makes working with
|ψ(t)〉 so challenging, as it requires to store the same number of coefficients in the expansion
(the curse of dimensionality). With latest developments in parallel computing, this many-
electron state approach has been handled for up to 22 orbitals holding 22 electrons in ground
state calculations.56 However, to study real-time evolution in a reasonable amount of time,
the orbital sets need to be much smaller.
For larger sets of orbitals, approximations allow to reduce the number of configurations to
a manageable amount. A popular approach is to start from an uncorrelated state (usually the
Hartree-Fock ground state |HF 〉) and expand the time-dependent state in terms of electronic
excitation classes
|ψ(t)〉 ≈ c0(t) |HF 〉+
∑
ijσ
cij(t)cˆ
†
jσ cˆiσ |HF 〉︸ ︷︷ ︸
1h 1p
+ · · · . (2)
The n-hole n-particle class consists of configurations where n electrons have been promoted
from a core or valence orbital into one of the virtual orbitals that were unoccupied in the
Hartree-Fock ground state. Using a limited number of excitation classes reduces the number
of configurations considered and therefore allows to extend the calculations to larger sets
of orbitals. These calculations are then referred to as configurational interaction57 (CI)
with, for example, including single excitation only58 (CIS) or including single and double
excitations59 (CISD). If all possible classes are included, the resulting many-electron state
equals the expansion in Eq. 1, which is then referred to as full CI.
Alternatively, in the multi-configurational Hartree-Fock approach,60–62 one fixes the num-
ber of configurations considered in the approximated representation of the exact many-
electron state in Eq. 1, but optimizes the orbitals represented by those configurations dy-
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namically. The configurations remain fixed throughout the time evolution, however the shape
of the orbitals they represent adapts to the time evolution.
These two approaches may have a problem when investigating time-dependent phenom-
ena. In both examples, the number of configurations is restricted artificially, which neglects
a big number of configurations that may become important during the time evolution. It
is often difficult to tell if the used approach is able to represent the many-electron state
appropriately, especially when the underlying mechanisms are unknown and the shape of
the necessary configurations changes within the time evolution.
An approach that avoids to limit the configurations in the many-electron state is a wave
function decomposition based on matrix product states63,64 (MPS). MPS have successfully
proven to represent ground states in quantum chemistry42,44,45 and are now on the rise to
tackle dynamical quantities such as Green’s functions.55 Here, the coefficient tensor in Eq.
1 is decomposed into a sequence of matrix products
|ψ(t)〉MPS =
∑
n1↑n1↓···nL↑nL↓
An1↑n1↓(t)An2↑n2↓(t) · · ·AnL↑nL↓(t) |n1↑n1↓ · · ·nL↑nL↓〉 , (3)
where the Ani↑ni↓(t) are the time-dependent decomposition matrices and their product repre-
sents the coefficient tensor An1↑n1↓(t)An2↑n2↓(t) · · ·AnL↑nL↓(t) = cn1↑n1↓···nL↑nL↓(t). There must
exist such a decomposition, since we can reshape the coefficient tensor into a matrix and
sequentially decompose this matrix using singular value decomposition. Schollwöck63 has
layed down this concept in his seminal work very detailed.
The factorially growing number of coefficients in Eq. 1 is now encoded in the rank DFCI
of the decomposition matrices Ani↑ni↓(t). There is no computational advantage compared to
handling the coefficient tensor in Eq. 1 at this point. However, the idea of MPS is now to
find smaller matrices A˜ni↑ni↓(t) that represent the decomposition matrices with little error.
The smaller matrices can be constructed from the D largest singular values of Ani↑ni↓(t),
reducing the exponential scaling matrix dimension to some fixed value D. The dimension
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D of the reduced matrices will be called the MPS bond dimension in the following. This
procedure allows to reduce the dimension of the decomposition matrices, while the sequence
of reduced matrix products A˜n1↑n1↓(t)A˜n2↑n2↓(t) · · · A˜nL↑nL↓(t) ≈ cn1↑n1↓···nL↑nL↓(t) still gives
a quasi optimal65 representation of the coefficient tensor. The singular value spectrum
decays quickly in most physical situations, especially when the entanglement in |ψ(t)〉 is
limited or short-ranged.63 The actual matrix products are never performed in efficient MPS
implementations, but operations are exclusively done on individual matrices66 or pairs of
matrices when using two-site algorithms.12
2.2 Time Evolution Methods
Our goal is now to find the dynamics of the many-electron state using the more efficient
MPS representation. The time evolution is still described by the Schrödinger equation for
|ψ(t)〉 → |ψ(t)〉MPS
ih¯
∂
∂t
|ψ(t)〉MPS = Hˆ |ψ(t)〉MPS , (4)
with the formal solution for time-independent Hamiltonians
|ψ(t− t0)〉MPS = e−
i
h¯
Hˆ(t−t0) |ψ(t0)〉MPS , (5)
and the quantum chemistry Hamiltonian in the Born-Oppenheimer approximation
Hˆ =
∑
ijσ
tij cˆ
†
iσ cˆjσ +
1
2
∑
ijklστ
Vijklcˆ
†
iσ cˆ
†
jτ cˆlτ cˆkσ + E0. (6)
The coefficients tij represent the kinetic energy of the electrons, as well as, the electron-nuclei
interaction in the orbital basis, while the coefficients Vijkl account for the electron-electron
interaction. These coefficients can be obtained from any quantum chemistry software48,67,68
for a chosen orbital set.69 Nuclei remain fixed in our study, therefore their kinetic energy
vanishes and the nucleus-nucleus interaction appears as the constant energy E0.
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Various methods have been developed to solve the time-dependent Schrödinger equation
in Eq. 4 using the MPS approach.22,36,70–76 On the one hand, there are methods developed
specifically for MPS, which operate on the individual matrices and use properties special
to MPS.23,72,76 Some of these methods work best or are restricted to problems where the
interaction is short-ranged. However, the scattering integrals tij and Vijkl in the Hamiltonian
Eq. 6 couple orbitals that sit apart in the one-dimensional list of orbitals, making the
quantum chemistry Hamiltonian effectively long-ranged. This forbids the use of time evolving
block decimation,23 one of the most popular time evolution methods used for MPS. On the
other hand, we can understand the MPS approach as a technique that changes the form we
store many-electron states in our computer and how we operate using them. Having efficient
procedures to operate on MPS, such as adding MPS or applying the Hamiltonian, we can use
any time evolution method that has been developed to solve differential equations like the
time-dependent Schrödinger equation in Eq. 6. In this work, we want to apply two of those
general methods, that we modify to fit calculations using MPS, namely the fourth-order
Runge-Kutta method77 as well as Krylov space time evolution.78 But first we explain how
we perform the necessary operations on MPS efficiently.
2.2.1 Operations on MPS
We need to perform three basic operations when utilizing the Runge-Kutta method and
the Krylov space time evolution in order to solve the time-dependent Schrödinger equation:
scaling MPS by a factor α |A〉MPS, adding two or more MPS |A〉MPS+ |B〉MPS, and applying
the Hamiltonian to the MPS, Hˆ |ψ〉MPS.
Scaling an MPS is straight-forward by multiplying all elements of one of the decompo-
sition matrices in Eq. 3. When dealing with MPS of large norm we have observed better
numerical stability if multiplying all matrices in the MPS by L
√
α.
The addition of MPS and the application of an operator on an MPS are more challenging
operations, which is due to the higher bond dimension of the decomposition matrices in the
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resulting MPS. For example, when adding two MPS
|C〉MPS = |A〉MPS + |B〉MPS , (7)
where |A〉MPS is constructed from matrices with maximum bond dimension DA, |B〉MPS is
constructed from matrices with maximum bond dimension DB, the resulting MPS |C〉MPS is
constructed from matrices of bond dimension up to DA +DB. The matrices in the resulting
MPS need to be truncated in a following step to assure the MPS bond dimension does
not increase with every following addition. This behavior becomes even more critical when
adding many MPS or when applying the Hamiltonian (especially in quantum chemistry with
the effective long-range interaction). Intermediate MPS of large bond dimension arise and
additional truncation steps increase computational complexity.
To circumvent this problem, we use a variational approach,30,79 which is similar to the
ground state procedure in DMRG. Instead of minimizing the energy functional, we minimize
the residual norm of an initially random MPS and the sum of MPS |A〉MPS + |B〉MPS
L[|C〉MPS] = |||C〉MPS − (|A〉MPS + |B〉MPS)||2 , (8)
where L[|C〉MPS] is the Lagrangian whose global minimum is the solution of the MPS sum.
We find it by differentiating Eq. 8 with respect to the decomposition matrices Cni↑ni↓ in
|C〉MPS and solve the resulting linear system of equations. Then we differentiate with re-
spect to the next decomposition matrix Cni+1↑ni+1↓ and continue optimizing |C〉MPS to fit
Eq. 7. This is analogous to the sweeps in regular ground state calculation of DMRG, how-
ever instead of solving an eigenvalue equation, we obtain a linear equation, which can be
solved easily. After ≈ 10 sweeps, the matrices in |C〉MPS have been optimized to represent
|A〉MPS + |B〉MPS, however, under the condition that the decomposition matrices of |C〉MPS
do not exceed a previously fixed maximum bond dimension D. Therefore, we are adding
and truncating in one step, which reduces the computational time. This approach also al-
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lows to add more than two MPS at once and to apply operators efficiently. Especially when
adding more than two MPS or when adding MPS and at the same time applying an operator
(Hˆ |A〉MPS+ |B〉MPS), the resulting MPS is optimized to represent the complete result in the
given MPS space. Thus, multiple subsequent truncation steps are avoided, which otherwise
could spoil the result of the total operation.
The computational cost of such a sweep is small compared to a DMRG ground state
calculation sweep. In ground state DMRG, the algorithm spends most of the time in the
repeated operation of the effective Hamiltonian to solve the eigenvalue equation, whereas we
just have to solve a linear equation. The computational complexity per sweep reduces to
O(L4D2+L3D3) for applying an operator45 and to O(LD3) for adding MPS. When working
with MPS of limited bond dimensions, adding MPS is simple compared to application of
the Hamiltonian. We will keep the number of operator applications as low as possible in the
following, whereas the total calculation time is barely affected by performing MPS additions.
We have now the necessary tools to handle MPS efficiently and continue to the time evolution
methods we will adapt to the MPS approach.
2.2.2 Fourth-Order Runge-Kutta
A popular method to solve a differential equation like Eq. 4 is to use the fourth-order Runge-
Kutta (RK4) method. We expand the time evolved state in terms of the initial state and
four Runge-Kutta vectors:
|k1〉 := h¯∆tHˆ |ψ(t)〉 (9)
|k2〉 := h¯∆tHˆ
(
|ψ(t)〉+ 1
2
|k1〉
)
(10)
|k3〉 := h¯∆tHˆ
(
|ψ(t)〉+ 1
2
|k2〉
)
(11)
|k4〉 := h¯∆tHˆ (|ψ(t)〉+ |k3〉) . (12)
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The state evolved after a time step ∆t is then constructed as a superposition of the initial
state and the four Runge-Kutta vectors
|ψ(t+ ∆t)〉 = |ψ(t)〉+ 1
6
(|k1〉+ 2 (|k2〉+ |k3〉) + |k4〉) +O(∆t5). (13)
In total it takes four Hamiltonian applications and four MPS additions (counting the sum
in Eq. 13 as single summation) to perform a time step by ∆t, where all operations can
be done efficiently using the operations outlined in Section 2.2.1. The RK4 method equals
the fourth-order Taylor expansion of the time evolution operator in Eq. 5. Higher order
Runge-Kutta methods exist, however, the RK4 methods is widely distributed and has a very
small time step error of O(∆t5). The RK4 method is neither energy conserving nor norm
conserving, although, if ∆t is chosen small, the norm and the energy remain close to constant
on the discussed time scales.
2.2.3 Krylov Space Time Evolution
The other method we want to utilize for the MPS approach is a time evolution based on
the Krylov space.78 The idea of Krylov space methods is to find a smaller vector space (the
Krylov space) that holds the starting vector as well as low orders of Hˆn |ψ(t)〉, namely in
our MPS case the space
K = span({|ψ(t)〉MPS , Hˆ |ψ(t)〉MPS , Hˆ2 |ψ(t)〉MPS , Hˆ3 |ψ(t)〉MPS · · · }). (14)
The time evolution is then performed in this smaller vector space and the time evolved state
is constructed from its basis states.
We will use two different schemes to construct the basis states of the Krylov space: First
option is to construct the Krylov space directly as given in Eq. 14 by sequentially applying
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the Hamiltonian and normalizing accordingly
|φk+1〉MPS =
Hˆ |φk〉MPS
|MPS 〈φk| HˆHˆ |φk〉MPS |2
, (15)
where the first Krylov vector is the state at time t, |φ0〉MPS = |ψ(t)〉MPS. This basis is
non-orthogonal, which has advantages and disadvantages we will be discussing in Section
3.2.
Second option is to span the Krylov space from a basis that is orthogonalized in a Gram-
Schmidt fashion within the construction
|φk+1〉MPS = Hˆ |φk〉MPS −
∑
j≤k
MPS 〈φj| Hˆ |φk〉MPS
MPS 〈φj|φj〉MPS
|φj〉MPS . (16)
This creates an orthogonal basis for the Krylov space in Eq. 14, however, this basis has
a couple of disadvantages when working with truncated MPS, which we will also discuss
in Section 3.2. The procedure to generate the Krylov basis initially proposed by Lanczos
requires the orthogonalization only between the new, φk+1, and the two previous Krylov
states φk−1, φk.80 The orthogonality to all remaining Krylov states is automatically given.
In our case, with regard to the truncated MPS representation of the Krylov states, we
perform a full orthogonalization with respect to all Krylov vectors to counteract truncation
and numerical errors.
The state evolved after a time step ∆t is constructed from the Krylov basis states by
building the superposition
|ψ(t+ ∆t)〉MPS =
∑
k
[
e−i
∆t
h¯
N−1H
]
k0
|φk〉MPS (17)
where the matrix Nij =MPS 〈φi|φj〉MPS represents the overlaps of the Krylov basis states,
Hij =MPS 〈φi|Hˆ|φj〉MPS represents the Hamiltonian in the Krylov space and [ · ]k0 denotes
the element at the k-th row and the 0-th column of the exponential matrix. The extra
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N−1 in the exponential takes the possible non-orthogonality of the Krylov basis vectors into
account and corrects the matrix exponential accordingly.73,78 The time evolution operator in
Eq. 17 follows from the Schrödinger equation for state expansions in non-orthogonal bases
ih¯c˙k =
∑
k′(N
−1H)kk′ck′ , for which the condition of unitarity ∂∂t 〈ψ|ψ〉 = 0 can be easily
proven. Therefore, if the time evolution is performed in the Krylov space, this method is
intrinsically norm and energy conserving.
In our time-dependent study, we noticed convergence of the dynamics on the full CI
level using Krylov spaces of four to six basis states and time step sizes around ∆t ∼ 1as.
When using a Krylov space dimension of NK basis vectors, we need NK − 1 Hamiltonian
applications and one summation of MPS to build the superposition in Eq. 17. If using
the orthonormal construction, there are NK − 1 additional summations. A Krylov space
dimension of NK = 5 is similar to the RK4 method in computational effort.
In principle, both schemes to generate the Krylov space (the vector space generated from
vectors in Eq. 15 and the vector space generated from vectors Eq. 16) should match and
exactly span the Krylov space in Eq. 14. However, in case of truncated MPS, there might be
situations where one approach is superior to the other. If the first Krylov vector (the state
to evolve |ψ(t)〉MPS) is close to an eigenvector of the Hamiltonian, using the orthogonalized
Krylov vectors from Eq. 16 is more stable. In this case, the non-orthogonalized Krylov
vectors tend to be linearly dependent, causing the overlap matrixN to approaches singularity,
and the inverse in the exponential of Eq. 17 to diverge. This spoils the results of the
time evolution calculation. Otherwise, if the initial state is far from an eigenstate of the
Hamiltonian, the vector space generated from non-orthogonalized vectors span the Krylov
space more correctly, since they use the limited degrees of freedom of the truncated MPS
basis more efficiently. This effect will be observed and discussed in detail in Section 3.2.
Krylov time evolution has a couple of advantages compared to other methods for time-
dependent MPS. First, it is norm and energy conserving outrunning the RK4 method out-
lined above. Minor changes to the norm and the energy will occur due to the truncation
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of the MPS when performing the superposition in Eq. 17, however, that is not due to the
time evolution method, but is related to the finite bond dimension of the matrices in the
MPS. For comparison, in the RK4 method state norm is lost due to both, the non-unitary
time evolution as well as the truncation of the MPS when constructing the state in Eq. 13.
Second, the Krylov space method allows for better adjustment to MPS with limited bond
dimension. We will see in Section 3.2 that the performance of the MPS approach depends
on the form of the Krylov basis states and the size of the Krylov space dimension. The sole
systematic error of our Krylov+MPS approach is caused by the small number of Krylov vec-
tors, the time step size, and the truncation of the MPS. The first two sources will be easily
controlled with respect to the MPS size, however, even with MPS of small bond dimension
we can approach full CI like results.
3 Results
Now, we compare the MPS representation of the many-electron state from Eq. 3 to the full
CI state representation in Eq. 1 using both, the RK4 and the Krylov time evolution method.
We start with a chain of ten hydrogen atoms H10 in a STO-6G basis and the water molecule
H2O in a 6-31G basis. These orbital sets are small enough to calculate full CI results in a
reasonable amount of time.
Later, we will apply the MPS approach to study charge migration effects in iodoacetylene
using a number of molecular orbitals that is too large to be treated on a full CI level. Here,
we will see how MPS find the necessary Hilbert space dynamically and allow for proper
prediction of the electron dynamics following an ionization.
3.1 Chain of Hydrogen Atoms
We start the benchmark by comparing MPS and full CI results for a system of ten hydrogen
atoms arranged on a chain. Atomic orbitals are described on the STO-6G basis set level,
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resulting in a single 1s orbital per atom. This gives us a model of 10 electrons distributed
over 10 orbitals; a system size easily treatable applying the full CI approach. Its simple one-
dimensional structure and the single orbital per atom basis set, makes this model very similar
to the one-dimensional Hubbard model, although it is slightly more complex due to the inter-
orbital long-ranged Coulomb interaction and electron hopping between atoms that are apart
on the chain. Thanks to the one-dimensionality of the problem, the hydrogen chain,55,81–83
as well as the Hubbard model,15–21 already gained much attention in the literature, exploring
the MPS approach in strongly correlated situations. These studies also have been extended
to multi-orbital sites84.
We adapt a situation motivated by Ronca et al.,55 who are to our knowledge the first that
applied the MPS approach to study dynamical quantities in ab-initio quantum chemistry.
The hydrogen atoms have the equilibrium bond distance of 0.95Å and we use the basis of
orthonormalized atomic orbitals throughout the calculation. The Löwdin-orthonormalized
atomic orbitals and the one- and two-particle matrix elements in Eq. 6 were obtained from
the open-source quantum chemistry package PySCF.68
First quantity of comparison is the spin summed and normalized one-particle Green’s
function in the time domain
Gij(t− t′) = −iΘ(t− t′)
∑
σ MPS 〈ψ0|c†iσe
i
h¯
Hˆ(t−t′)cjσ|ψ0〉MPS∑
σ MPS 〈ψ0|c†iσcjσ|ψ0〉MPS
, (18)
with the system at time (t − t′) = 0 being in the MPS representation of the ground state
|ψ0〉MPS. We can understand the Green’s function as the response of the system to a sudden
annihilation of an electron in orbital j and the probability to find an electron move to orbital
i after the time (t− t′) as a result of the annihilation process. Applying the time propagation
methods explained in the previous section for backward propagation, we have the theoretical
framework to approach this quantity efficiently.
First step in order to calculate the one-particle Green’s function in Eq. 18 is to find
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Figure 1: (top) The imaginary part of the one-particle Green’s function for annihilation and
creation of an electron at the fifth hydrogen atom, calculated using the MPS approach, as
well as the full CI approach. The maximum MPS bond dimension is D = 30 and time step
size for all calculations is ∆t = 1.21as. The KRY-MPS result and the KRY-FCI result use
a Krylov space dimension of five (NK = 5). (bottom) The absolute error of the one-particle
Green’s function calculated using the MPS approaches compared to the full CI approach.
the MPS representation of the ground state |ψ0〉MPS. The full CI decomposition of the
coefficient tensor in Eq. 1 results in an MPS with maximum bond dimension DFCI = 462 in
our spin adapted MPS code, which is based on the open-source code CheMPS2 by Wouters
et al.85–88 An MPS bond dimension of DFCI = 462 is easily handleable in a ground state
calculation, therefore we can employ an almost full CI initial state |ψ0〉MPS to avoid effects
from truncation of the initial state in our benchmark. To obtain the Green’s function, we
then annihilate an electron at site j from the initial state (cjσ |ψ0〉MPS), evolve the ionized
state backwards in time (e
i
h¯
Hˆ(t−t′)) and project the time evolved state onto the initial state
with an applied excitation at site i (MPS〈ψ0| c†iσ).
Fig. 1 (top) shows the imaginary part of the one-particle Green’s function for an annihi-
lation and creation of an electron at the fifth atom of the hydrogen chain, changing within
the first four femtoseconds. The one-particle Green’s function was calculated using three
different procedures:
• (KRY-FCI) A quasi exact calculation using the full CI setting from Eq. 1 to represent
the many-electron state and the Krylov space method with orthonormal basis states
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from Eq. 16 to solve the time-dependent Schrödinger equation. The Krylov space
dimension is NK = 5 and the time step size is ∆t = 1.21as, which is well converged
(see Supporting Information).
• (KRY-MPS) A calculation using the MPS approach from Eq. 3 to represent the many-
electron state and the Krylov space methods with orthonormal basis states from Eq.
16 to solve the time-dependent Schrödinger equation. The maximum bond dimension
of the MPS is D = 30, the Krylov space dimension is NK = 5 and the time step size
is ∆t = 1.21as.
• (RK4-MPS) A calculation using the MPS approach from Eq. 3 to represent the
many-electron state and the RK4 method from Eq. 13 to solve the time-dependent
Schrödinger equation. The maximum bond dimension of the MPS is D = 30 and the
time step size is ∆t = 1.21as.
Both MPS calculations are comparable in calculation time, as both methods need most of
time for the four applications of the Hamiltonian in Eq. 16 and Eq. 13. We observe, the
quasi exact KRY-FCI result is almost completely shadowed by the KRY-MPS result, showing
the good correspondence of the KRY-MPS to the quasi exact result. The RK4-MPS result
starts to deviate from the KRY-FCI result at about two femtoseconds, however, it still covers
the major frequencies in this time frame. In Fig. 1 (bottom) we see, how the KRY-MPS
result matches the exact result within a deviation of up to 0.1 from the exact result, whereas
the RK4-MPS result acquires an error of up to 0.3.
When obtaining the one-particle Green’s function in the frequencies domain
Gij(ω) =
∫ ∞
−∞
d(t− t′)eiω(t−t′)Gij(t− t′), (19)
from the Fourier transform of Eq. 18 the MPS results need to be correct over an extended
period of time. Therefore, the KRY-MPS approach will perform better here, as it stays
close to the full CI one-particle Green’s function longer. This can be observed in Fig.
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Figure 2: The major peaks of the imaginary part of the frequency dependent one-particle
Green’s function for a chain of ten hydrogen atoms. All curves are derived from a Fourier
transform of time-dependent one-particle Green’s function evaluated up to 24.18fs using a
time step size of ∆t = 1.21as. The maximum dimension for the MPS approaches is D = 30
and the FCI and KRY approaches use a Krylov dimension of NK = 5. A broadening of
η = 0.032PHz has been applied to extract the major peaks.
2, which shows the major peaks of the one-particle Green’s function calculated using the
three different approaches introduced before. The total evolution time is 24.18fs and a
broadening of η = 0.032PHz has been applied to extract the major peaks. We see how
the KRY-MPS result peaks almost exactly align with the quasi exact result from KRY-FCI
approach. The RK4-MPS result is also close, however, peaks are slightly shifted to smaller
frequencies. Neither of our results shows the non-physical behavior of negative one-particle
Green’s functions that have been reported earlier.55 We think this is due to our very general
approach with every Krylov/Runge-Kutta vector being represented by an MPS in its own
optimized virtual basis. This improves the results compared to methods that rely on averaged
virtual basis sets.33,34,55 Alternatively, the dynamical DMRG method can calculate the one-
particle Green’s function in the frequency domain directly by minimizing a Hylleraas-like
functional,34 which may be more efficient if only a specific frequency range is of interest.55
We have seen that our time evolution methods is able to follow the full CI dynamics
efficiently using comparably small MPS bond dimension (D = 30 to DFCI = 462) and that
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the Krylov space method allows for longer time evolution. We will continue benchmarking
the Krylov method with full CI results, however, we will apply it to situations where the
system is higher dimensional and also where choosing the best MPS bond dimension and
time evolution parameters is more challenging.
3.2 H2O results
In Section 3.1, we have seen how the KRY-MPS approach compares to the RK4-MPS ap-
proach when benchmarking with the full CI results. Having almost similar computational
demand, the KRY-MPS approach is able to follow the full CI results longer, plus the advan-
tage of being norm and energy conserving. This reduces the risk of non-physical results and
makes the approach more stable to MPS bond dimension truncation. Therefore, we focus
on the KRY-MPS approach in the following and investigate its stability on the MPS bond
dimension D, the time step size ∆t, the Krylov space dimension NK , as well as the effect of
Krylov space basis orthonormalization. As a benchmark molecule, we use the water molecule
H2O described on a 6-31G basis set level resulting in a basis set of 13 orbitals holding ten
electrons. This is still solvable using the full CI approach, allowing us to perform a profound
comparison of our MPS based results and full CI results.
As our ultimate goal is to study charge migration effects in ionized molecules, we proceed
with a setting similar to what has been applied in previous work on charge migration effects.
Following the idea of correlation driven charge migration we use an uncorrelated state as
initial state. Before ionization, the ten electrons of water occupy the five lowest Hartree-
Fock molecular orbitals in a completely uncorrelated fashion, leaving eight unoccupied virtual
orbitals in our 6-31G basis set. To prepare the initial state, we annihilate one electron in the
1s orbital of the oxygen atom. Coherence and correlation will then evolve in the system by
the subsequent electron dynamics. This molecular orbital picture has been applied to study
correlation driven charge migration before, using static representations of the Hilbert space
methods such as CISD.59
19
The remaining electrons in the molecule start to react to the ionized situation, which
results in charge oscillations between the hydrogen atoms and the oxygen atom. We keep
the nuclei fixed for simplicity, although they might start moving in realistic situations. These
calculations serve to understand the performance of the MPS approach and not to describe
the very simple dissociation dynamics in ionized water molecules. We focus on the resulting
correlated states and how the MPS approach is able to describe them using small MPS bond
dimensions.
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Figure 3: The time-dependent hole density of a H2O molecule with single ionized 1s orbital
at the oxygen atom. Results derived from a full CI calculation in a 6-31G basis set as
an example of the underlying electron dynamics for the following benchmark of the MPS
approach.
The most important quantity when studying charge migration and investigating the time
resolved charge motion is the one-body reduced density matrix (1BRDM)
γij(t) =
∑
σ
〈ψ(t)|c†iσcjσ|ψ(t)〉 . (20)
With the 1BRDM we can calculate the time-dependent charge density
ρ(r, t) =
∑
ij
γij(t)φi(r)φ
∗
j(r), (21)
where φi(r) are the basis orbitals (here molecular orbitals derived from a Hartree-Fock cal-
culation). We will also use the hole density ρ1h(r, t) = ρHF (r) − ρ(r, t) that describes the
charge difference between the uncorrelated and natural Hartree-Fock ground state ρHF (r)
and the time evolved ionized state. Figure 3 shows the charge dynamics with an initially
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single ionized 1s orbital at the oxygen and the following response of the remaining electrons
The shown hole densities were calculated using the open source tool ORBKIT.89
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Figure 4: The error of the one-body reduced density matrix calculated using the Krylov MPS
approach within the first femtosecond. The full CI calculation compared to employs a Krylov
space dimension of NK = 6 and a time step size of ∆t = 0.484as. Both MPS calculations
use a Krylov space dimension of NK = 5, the same time step size of ∆t = 0.484as and a
maximum MPS bond dimension of D = 60.
To quantify the precision of our MPS approach, we compare the relative error of the
1BRDM
(t) = ||γMPS(t)− γFCI(t)||/||γFCI(t)||, (22)
where γMPS(t) is the 1BRDM obtained from the MPS approach and γFCI(t) is the 1BRDM
obtained from the quasi exact full CI approach. This error grows at least linearly with time,
due to the MPS truncation done, every time we perform a discrete time step. This behavior
is known as the run away error of the MPS approach, where the MPS is unable to keep track
of the entanglement emerging during the time evolution63. The slope may dependent on the
various parameters of the Krylov method and the MPS properties. Figure 4 demonstrates
the different slopes of the error for two MPS calculations, both with Krylov space dimension
of NK = 5, similar time step size of ∆t = 0.484as and a maximum MPS bond dimension
of D = 60, but one using an orthonormalized Krylov basis (green) and the other using
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non-orthonormalized Krylov space basis vectors (red). The molecular orbitals in the MPS
calculation are ordered according to a Fiedler reduction of the band width of the Hamiltonian
matrix.90 All full CI calculation to find γFCI(t) in this Section use a conservative Krylov
space dimension of NK = 6 and orthonormalized basis states.
The non-orthonormalized Krylov space method has a smaller slope than the approach
using orthonormalized Krylov space basis vectors. In Section 2.2.3, we explained two options
to span the Krylov space: one using orthonormal basis vectors, whereas the other just spans
the basis using Hn |φ0〉MPS. Now we see different precision of these options, however, both
methods are supposed to span the same Krylov space. The reason for this behavior arises
from the limited size of the MPS bond dimension, which effectively restricts the degrees of
freedom of the MPS. Whereas the MPS for the non-orthonormal case are fitted to represent
Hn |φ0〉MPS in the optimal way for some given D, the orthonormalized states are fitted to
represent Hn |φ0〉MPS and −
∑
j≤k
MPS〈φj |H|φk〉MPS
MPS〈φj |φj〉MPS |φ
j〉MPS on an equal footing (see Eq. 16).
Therefore, they tend to fulfill the orthonormalization condition, but loose the Krylov space
character. The states may be orthogonal to each other, however, they do not span the
Krylov space in Eq. 14 correctly. This effect ultimately results in loss of precision when
the MPS bond dimension is limited. The Taylor expansion of the time evolution operator
in Eq. 5 is closer to the non-orthonormalized Krylov space vectors in Eq. 15 than to the
orthonormalized Krylov space vectors calculated in Eq. 16. This explains the smaller slope
of the error growth, which allows the non-orthonormalized MPS approach to stay around a
5% error after the first femtosecond of time evolution.
The general dependence of the error of the 1BRDM (t) on the MPS bond dimension,
on the time step size and on Krylov space orthonormalization can be observed in Figure
5. The error is shown at propagation time t = 1fs, but averaged over a time frame of
±25as. This time frame is below the expected Auger decay rate of ≈ 2.1fs,91 so we expect
the hole to stay localized in the system. The corresponding full CI results compared to in
Figure 5 are still obtained from a Krylov space dimension of NK = 6 and the same time step
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Figure 5: The relative error of the 1BRDM for single ionized water molecule (t), evaluated
one femtosecond after single ionization of the 1s orbital. The corresponding full CI calcula-
tion employed a Krylov space dimension of NK = 6 and the same time step size ∆t as given
in the figure.
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size as the MPS calculation compared to. In the small ∆t and large bond dimension limit
(∆t < 0.045a.u. and D > 100) all MPS calculations are able to represent the full CI 1BRDM
up to an error of 5%. Here the results are independent of the Krylov space dimension and
the large MPS bond dimension D allows to cover most of the necessary Hilbert space to
represent the correlated electron dynamics. This is already a significant reduction in the
effective Hilbert space dimension, as the factorization of the coefficient tensor on Eq. 1 leads
to a MPS bond dimension of DFCI = 622.
Using non-orthonormalized Krylov basis states allows to further reduce the MPS bond
dimension. The bond dimension can be reduced to as little as D = 40 to achieve an agree-
ment with the full CI result within 5%. This requires to reduce the time steps size (here
∆t = 1.1as), due to arising problems with the truncated MPS. When working with non-
orthonormal Krylov space basis vectors and small MPS bond dimensions, the Krylov space
basis vectors tend to become aligned quickly. The overlap matrix in Eq. 17 then approaches
singularity and numerical problems arise due to the divergence of the inverse in the matrix
exponential in Eq. 17. However this behavior can be easily balanced by using smaller time
steps (see Figure 5 lower row). Due to the third order scaling of the calculation time with
the MPS bond dimension, it is more challenging computationally to handle large MPS bond
dimensions than it is to use smaller time steps. We gain a computational advantage, when
using the non-orthonormalization Krylov space method and small time steps instead of the
orthonormalized method with larger MPS bond dimension and larger time steps.
The problem with calculating the inverse in Eq. 17 also explains why we observe worse
convergence when increasing the Krylov space dimension. As we increase the number of
Krylov space basis vectors, the closer the overlap matrix in Eq. 17 approaches a singular
matrix. Then we have the same numerical issues with calculating the inverse as explained
above. Therefore, an increase of the Krylov space dimension does not guarantee to im-
prove the results when working with non-orthogonalized basis vectors. Working with smaller
Krylov space dimensions and reducing the time step size is the more promising convergence
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strategy. Summarizing, the non-orthogonalized Krylov space method requires a more careful
convergence test, however, the potential reduction in the necessary bond dimension is signifi-
cant (33% in this example) and can allow for a description of much more complex situations.
If the initial state does not allow for usage of the non-orthogonalized method, we showed
orthogonalized Krylov space basis vectors give very robust results and good convergence in
terms of time step size and MPS bond dimension.
3.3 Iodoacetylene
Now we are having a profound understanding of the performance of our MPS approach in
realistic conditions and can start to apply the method to situations where full CI calculations
are out of modern computational means. We want to use the method to study charge
migration in iodoacetylene C2HI after photoionization. In a recent experiment by Kraus
et al.92 they showed very good control over the electron dynamics following ionization by
using high harmonic spectroscopy. They are able to track the electronic motion with a
time resolution of 100as. We want to model that situation using our new developed MPS
approach and see how the electron dynamics compare to those observed in the experiment.
The electron dynamics observed in the experiment mostly involve valence orbitals and
virtual orbitals, which allows us to represent the electrons in the core orbitals in terms of
effective core potentials. This reduces the number of electrons and orbitals to a reasonable
size that our MPS approach is able to handle efficiently. We employ Stuttgart effective
core potentials, removing 46 electrons from the iodine atom93 and two electrons from each
carbon atom.94 The hydrogen is included on the 6-31G level, leaving in total 16 electrons
in 36 molecular orbitals of our effective description of the molecule. We relax the one-
dimensional structure using the Hartree-Fock implementation of Molpro,48 resulting in the
geometry HC1 = 1.051389486Å, C1C2 = 1.196016909Å, C2I = 1.997857206Å.
The ionization in the experiment results in a strong hole density at the iodine atom. We
shape our initial state accordingly and prepare the molecule in a super positional state of
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an ionization at the highest occupied molecular orbital (HOMO) and an ionization at the
second highest molecular orbital (HOMO-1)
|ψ(t0)〉 = 1√
2
(|HOMO〉 − |HOMO − 1〉) , (23)
where |HOMO〉 is the Hartree-Fock ground state with one electron removed from the HOMO
orbital and |HOMO − 1〉 is the Hartree-Fock ground state with one electron from the HOMO
- 1 orbital. This state is not an energy eigenstate of the system and the electrons will evolve
dynamics on the time scale of femtoseconds.
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Figure 6: Hole density of the iodoacetylene molecule at four different points in time. We
use an MPS bond dimension of D = 200, a Krylov space dimension of NK = 5 and a time
step size of ∆t = 1as. a) shows the initial hole population at the iodine atom b) the hole
has migrated to the acetylene after 0.93fs of free evolution c) after 1.85fs the hole migrated
back to the iodine atom d) the hole is again located at the carbon atoms.
In Figure 6 we observe the same charge migration between the iodine atom and the
carbon pair that was observed before.92,95 The initial hole density at the iodine migrates to
the acetylene and back, almost exactly like it was reported in the experiment. We used a
Krylov space dimension of NK = 5 with orthogonalized basis vectors and a time step size of
∆t = 1as. The maximum MPS bond dimension used in this calculation is D = 200. These
results are well converged in terms of Krylov space dimension, time step size, MPS bond
dimension and the number of active orbitals included in the calculation. See the Supporting
26
Information for an analysis of the necessary number of active orbitals and the MPS bond
dimension.
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Figure 7: The partial hole charge at the iodine atom and at the acetylene changing with time.
The Krylov space dimension is NK = 5 and the time step size is ∆t = 1as. Partial charges
are displayed for various MPS bond dimensions, showing the good convergence. Reference
points from experiment by Kraus et al.92 are highlighted, depicting transition points in the
dynamics. The point 2.77fs was added for completeness.
To quantify the charge migration dynamics, we calculate the hole population at the
iodine atom and at the acetylene using Löwdin population analysis.96,97 Thereby, we project
the electron density onto the orthogonalized atomic orbitals of the atoms, allowing us to
identify partial charges for each atomic species. To study migration involving the iodine,
we distinguish between charge located at the iodine, as well as charge located at the two
carbon atoms, namely the acetylene. It is clearly seen in Figure 7 that the hole depopulates
the iodine atom within the first femtosecond. Close to the time t = 0.93fs the depopulation
reaches its maximum and the hole starts to migrate back to the iodine atom again. It takes
another 0.92fs to populate the iodine atom, such that after 1.85fs we again have a maximum
in the hole population at the iodine atom. This directly fits the experiment,92 while being
in good agreement with time-dependent density functional theory calculations performed for
this situation.95 Our results also agree with emission spectra98 for this system.
All calculations with MPS bond dimension D ≥ 150 show this charge migration behavior.
Our MPS approach is able to describe the many-electron state and to follow the correct dy-
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namics for a few femtoseconds after ionization. This was obtained with MPS bond dimension
as small as D = 150, which is a significant reduction of the effective Hilbert space size. The
corresponding full CI MPS bond dimension is DFCI = 458, 681 and therefore far from any
calculation modern computers a capable of. This impressively shows the ability of the MPS
approach to reduce the effective degrees of freedom in time-dependent quantum chemistry
problems. Apart from the limited basis set and the core potentials, we obtained these results
without any a-priori assumptions to the many-electron state. The effective Hilbert space is
dynamically adjusted by the optimization of the time-dependent MPS.
4 Conclusion
This work benchmarked time evolution based on matrix product states in the context of
charge migration. We have observed its potential in describing ultrafast dynamics on a full
CI level. The fourth-order Runge-Kutta method, as well as the Krylov space time evolution
method are both able to follow the full CI dynamics when calculating Green’s functions.
We compared results for a chain of ten hydrogen atoms and observed better behavior of
the MPS based Krylov method compared to the RK4 implementation. Furthermore is the
Krylov space method more flexible in the adaption to MPS. We showed that using larger
Krylov space dimension does not necessarily increase the accuracy and that waiving the
orthonormalization of the Krylov space basis vectors may increase the accuracy of the cal-
culation when using MPS of limited bond dimension. We demonstrated this at the example
of the water molecule that was singly ionized at the 1s orbital of the oxygen. The MPS of
limited bond dimension need to be able to correspond to the desired state and constraints
on the MPS may be counter productive. As new example, we studied charge migration in
iodoacetylene and compared to recent literature. The MPS approach converged quickly with
bond dimension allowing us to state that the presented dynamics are quasi full CI. The
observed oscillation behavior corresponds directly to what has been reported earlier, with
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the observed oscillation frequency being within the time resolution of the experiment.
The dynamic optimization of the included configurations and the rapid convergence with
the MPS bond dimension allows for further studies of electron dynamics in molecules. We
conclude this from the observed behavior of the shown examples. However, the general
dependence of the MPS bond dimension and the time evolution parameters on the system
properties still needs further systematic studies. In our calculations, we worked mostly in
the static basis of molecular orbitals, which usually gives a good starting point, however,
that might not be the optimal basis after a few femtoseconds. The time range of our MPS
approach might be extended by adapting the orbital basis after some time, allowing an
additional reduction of the MPS bond dimension. Such a dynamic optimization of the
orbitals was successful for ground state studies99 and will be implemented for time evolution
in future work.
The ideas and concepts disussed in this work are not limited to MPS. The same ap-
proach can be applied to more complex wave function decompositions such as tree tensor
network states and even tensor networks in general. This will further improve handling of
the emerging correlations in specific situations. Lastly, there is no need to keep the nuclei
at fixed positions. Including moving nuclei will allow to study the transition from charge
migration to charge transfer and even chemical reactions. The moving nuclei might even
destroy electronic correlations,100 effectively decreasing the necessary MPS bond dimension
capturing the many-electron state.
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Figure 1: (left) The imaginary part of the one-particle Green’s function calculated using the
quasi exact full CI approach for the many-electron state representation and the Krylov time
evolution method to solve the time-dependent Schrödinger equation. The Krylov space is
spanned from five NK = 5 orthonormal basis vectors and the time step size is ∆t = 0.121as
(blue) and ∆t = 0.061as (red). (middle) The imaginary part of the one-particle Green’s
function calculated using the MPS approach for the many-electron state representation and
the Krylov time evolution method to solve the time-dependent Schrödinger equation. The
Krylov space is spanned from five NK = 5 orthonormal basis vectors and the time step size is
∆t = 0.121as (blue) and ∆t = 0.061as (red). (right) The imaginary part of the one-particle
Green’s function calculated using the MPS approach for the many-electron state represen-
tation and the fourth-order Runge-Kutta method to solve the time-dependent Schrödinger
equation. The the time step size is ∆t = 0.121as (blue) and ∆t = 0.061as (red).
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Figure 2: Convergence of the partial trace with the number of active orbitals and the MPS
bond dimension for the ionized iodoacetylene molecule. The Krylov space dimension is
NK = 5 for all calculations and the time step size is 1as. Special points from the experiment
by Kraus et al.1 are highlighted for reference.
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