We solve the problem of finding and justifying an optimal fully discrete finite element procedure for approximating annulus-like, possibly unstable, minimal surfaces.
Introduction
The problem of showing the existence of a minimal surface of a given topological type spanning a collection of disjoint closed oriented rectifiable Jordan curves is known as the Douglas problem. Although in this work we study the specific problem of approximating annulus-like minimal surfaces, we will often refer to it (with some abuse of notation) as the Douglas case, or Douglas problem. Comprehensive references for the classical theory of minimal surfaces are the books by Dierkes, Hildebrandt, Küster and Wohlrab [1] , [2] , and by J. C. C. Nitsche [9] ; more specifically, the Douglas problem is considered in the works by J. Jost [8] , [7] , and the references given there.
In this paper and a subsequent one [10] we find and justify an optimal fully discrete finite element procedure for approximating annulus-like, possibly unstable, minimal surfaces. This work is a natural extension of the research done by G. Dziuk and J. Hutchinson, and the author, in the case of the classical Plateau problem: see [4] , [5] , and [11] .
Unlike the Plateau case, where every disc-like surface is conformally equivalent to the unit disc, in the Douglas problem every annulus-like surface is conformally equivalent to a unique cylinder of radius one and length λ, for some λ ∈ (0, ∞). This means that when we look for a parametrisation of our surface we have a one-parameter family of possible domains (i.e. the set of all cylinders of radius one and length λ for λ ∈ (0, ∞)) as opposed to the fixed disc for the classical Plateau problem.
Needless to say, the introduction of this a priori unknown parameter represents a major problem in the study of the Douglas case.
The main results can be informally stated as follows. Let Γ 1 , Γ 2 ⊂ R n be two disjoint closed Jordan curves, rectifiable and with given orientation, and set Γ = (Γ 1 , Γ 2 ). Let C λ be a cylinder † Email: paola.pozzi@maths.anu.edu.au c European Mathematical Society 2004 P. POZZI of unit radius and length λ ∈ (0, ∞). An equivalent formulation of the notion of an annulus-like minimal surface which we will use is the following. Let F be the class of maps u : C λ → R n , for all possible choices of λ > 0, such that u| ∂C λ : ∂C λ → Γ is monotone and u is harmonic. The function u ∈ F defined on C λ is said to be a minimal surface if u is stationary in F for the Dirichlet energy D(u) = 1 2 C λ |∇u| 2 . Such a map u provides a harmonic and conformal parametrisation of the corresponding minimal surface.
Following this characterisation, a first approximation to our numerical method is as follows. For any λ > 0, let G λh be a quasi-uniform triangulation of C λ controlled by h (in practice this is done by considering C λ as a rectangle on the plane with the two sides of length λ identified and by triangulating the planar figure in the natural way). We can consider G λh as a one-parameter family of triangulations corresponding to the one-parameter family of domains C λ . Let F h be the class of continuous piecewise linear maps u h : C λ → R n , for all possible choices of λ > 0, which are discrete harmonic and for which u h (φ j ) ∈ Γ whenever φ j is a boundary node of C λ . Note that we do not require the monotonicity of u h | ∂C λ . A function u h ∈ F h defined on C λ h is said to be a discrete minimal surface if u h is stationary within F h for the Dirichlet energy D(u h ) = 1 2 C λ h |∇u h | 2 . A member of F h is determined by its values at the boundary nodes and by the knowledge of the length λ h of its domain.
One of the main convergence results proved in [10] is that if u : C λ → R n is a "nondegenerate", harmonic and conformally parametrised minimal surface spanning Γ , then there exist λ h ∈ (0, ∞) and a discrete minimal surface u h : C λ h → R n such that if we denote by σ µ the cylinder transformation of the form σ µ : C 1 → C µ , σ µ (x, θ ) = (µx, θ ), then
where c depends on a fixed parametrisation γ of Γ , λ, and the nondegeneracy constant for u but is independent of h. Under basically the same hypotheses it is proved furthermore that
where, as above, c does not depend on h. Once a suitable framework is established (and this is a crucial point), (1) is obtained by similar arguments used to prove the analogous estimate for the case of the Plateau problem (see [4] and [5] ). We obtain (2) by extending to the present situation the results given in [11] . In both cases, techniques are developed to deal with the parameter λ.
In this paper we introduce the general framework and illustrate some of the techniques used to treat the parameter λ. Furthermore we give a constructive way to find stationary points for the Dirichlet energy: see Section 3, Proposition 3.7. This proof is not needed theoretically, because the existence of a solution to the Douglas problem has already been proved (see for example [8, Theorem 1.2.1]) and extensive literature is available on this topic. However, Proposition 3.7 motivates and justifies the construction of the so called "discrete sequence" (discussed in Section 5), on which idea the algorithm used to solve the discretised Douglas problem is based. Last but not least, this approach makes it easier to recognize differences and similarities between the Douglas case and the classical Plateau problem.
Finally, we demonstrate numerically that the orders of convergence obtained in (1) and (2) cannot generally be improved. We would like to point out that our numerical investigation does not aim to be exhaustive but rather verify the results obtained theoretically.
The smooth Douglas problem

Theoretical background
In this work we are interested in the study of annulus-like surfaces, i.e. surfaces of genus zero with two boundary curves. We can word the problem as follows.
Given two disjoint oriented and rectifiable Jordan curves Γ 1 and Γ 2 in R n (n 2), find the area minimizer (or more generally, find a critical point for the area functional) among all functions which have a cylinder C λ (of finite length) for domain and map ∂C λ onto Γ 1 ∪ Γ 2 in a weakly monotone way and respecting the orientation of the boundary.
It is of course not true that without further assumptions such a minimizer exists. A typical example to keep in mind is that of a catenoid: given are two equal rings placed on parallel planes at a distance d apart in such a way that one ring is the projection of the other in the direction perpendicular to the planes. If d is small enough, it can be shown that there exist two annulus-like minimal surfaces, one of which is an absolute area minimizer. If d exceeds a critical valued and we consider an area minimizing sequence of annulus-like surfaces, it can be observed that an increasingly narrower neck is developed and the surfaces degenerate in topological type by tending to two disjoint discs. In this situation no annulus-like surface can absolutely minimize the area. The area minimizer is given instead by the union of the two flat discs bounded by the two rings. But the topological type has now changed: we have a minimizer of lower topological type.
This example shows that we need extra conditions to guarantee the existence of both minimal surfaces and area minimizers of a given topological type: in this particular case, a bound on the separation of the boundary curves would do. In general the so called Douglas condition is usually assumed to be true.
It is not our intention to go into more details about the Douglas condition and we refer the reader to the classical books mentioned in the Introduction for more information about it. For the sake of this paper the reader needs just to be aware that such an assumption is sufficient (but not necessary!) to prove the existence of a minimal surface of given topological type. We state briefly the existence theorem whose proof can be found in [8] . THEOREM 2.1 (Douglas Theorem) Let Γ = (Γ 1 , Γ 2 ) be two disjoint closed oriented rectifiable Jordan curves in R n . If the Douglas condition is satisfied, namely if
then Γ bounds a connected minimal surface (an area minimizer) of genus 0.
Intuitively, condition (3) guarantees the existence of an annulus-like surface whose area is strictly less than the sum of the areas of the disc-like minimal surfaces for the two given Jordan curves Γ 1 and Γ 2 .
Formulation of the problem
Set Γ = (Γ 1 , Γ 2 ) and define C λ to be the cylinder
We look at the maps C (Γ ) := {u : C λ → R n | 0 < λ < ∞, u maps ∂C λ onto Γ in a weakly monotone way and preserving orientation} ∩ H 1 (C λ ) ∩ C 0 (C λ ),
and we are interested in finding u ∈ C (Γ ) such that u is stationary for the area functional. It is well known that there is a one-to-one correspondence between conformal maps that are stationary for the area functional and maps that are stationary for the Dirichlet energy (see remark below). Since a surface of genus zero with two boundary curves is conformally equivalent to a cylinder C λ for a specific λ > 0, it is natural to give and use the following definition. DEFINITION 2.1 A minimal surface is a map which is stationary for the Dirichlet functional.
Note that such a surface does not have to be an area minimizer. For later purposes we make the following remark.
REMARK. The map u (sometimes we will write (u, λ) to remind us that u : C λ → R n ) is stationary for the Dirichlet functional D if and only if D(u • σ t ) = 0 for every smooth family of diffeomorphisms σ t : C λ t → C λ with σ 0 = id and λ t depending differentiably on t (stationarity with respect to variations of and in the domain).
In [8] we find the following important characterisation. A function that is stationary for the Dirichlet energy must have a natural parametrisation, namely a conformal one. The fact that by working with the Dirichlet functional we can control the parametrisation is one of the main reasons for discarding the area functional and using the Dirichlet energy instead. PROPOSITION 2.2 (u, λ) satisfies (D1) and (D2), i.e. u : C λ → R n is a minimal surface, if and only if u is harmonic and conformal in the interior of C λ , which means (H1) ∆u = 0 inC λ (harmonicity), (H2) |u x | = |u θ | and u x , u θ = 0 inC λ (conformality).
Basically the following equivalences hold:
In the proof of Jost, however, it becomes clear that we have something more, namely
D(u • σ t ) = 0 for every smooth family of diffeomorphisms σ t : C λ → C λ such that σ 0 = id (stationarity with respect to variations on the fixed domain),
Just to give an idea of the implications of each of these statements, let us recall the following important lemma proved in [8] .
LEMMA 2.3 Let Σ be a compact Riemann surface with smooth boundary ∂Σ, h ∈ H 1 (Σ, R n ), and suppose
for all smooth families of diffeomorphisms σ t : Σ → Σ with σ 0 = id. Then, with z = x + iy a local conformal parameter on Σ,
is a holomorphic quadratic differential on Σ which is real on ∂Σ.
That ϕ(z) dz 2 is real on ∂Σ means the following: if we choose our local conformal parameter z = x + iy near ∂Σ in such a way that ∂Σ is locally given by y = 0, then along ∂Σ, dy = 0; hence if ϕ(z) dz 2 is real on ∂Σ, then
i.e. h x and h y are orthogonal along ∂Σ.
On the unit disc, every holomorphic quadratic differential which is real on the boundary vanishes identically, so conformality is immediately obtained.
On the other hand, on a cylinder the holomorphic quadratic differentials real on the boundary are of the form
so conformality is not quite achieved yet. It is at this point that condition (D3 ) comes into play. These facts will actually become relevant at a later stage. At the moment it is sufficient to note that from now on we will consider the Dirichlet energy and therefore we can restrict our class of maps to
The big advantage of working in C(Γ ) is that harmonic maps are uniquely determined by their boundary values. So essentially each map u ∈ C(Γ ) is uniquely determined by λ and u| ∂C λ . About the boundary behaviour of a solution to the Douglas problem we have the following result.
THEOREM 2.4 Let u be a minimal surface which maps an open arc A ⊂ ∂C λ into an open portion Γ ⊂ Γ and assume that Γ ∈ C k,α for some k ∈ N and some 0 < α < 1. Then u ∈ C k,α (C λ ∪ A). 
Reformulation of the problem
Our approach to the problem uses the ideas presented in [13] and in [4] and [5] . The main goal is to transfer the nonlinearity from the class C(Γ ) of competing functions to the energy functional. To do so, take a cylinder C 1 of radius and length 1 and fix γ :
→ Γ i for i = 1, 2, to be a regular C r -parametrisation of Γ with r 3. If π λ : ∂C λ → ∂C 1 is the map that identifies ∂C λ with ∂C 1 , then γ • π λ acts on ∂C λ exactly like γ on ∂C 1 . Thus, from now on we will identify these two maps and we will write γ also when we actually mean γ • π λ .
Given u ∈ C(Γ ), u : C λ → R n , then u| ∂C λ can be uniquely written in the form γ • s, where s : ∂D∪∂D → S 1∪ S 1 (and∪ denotes the disjoint union). Although ∂D∪ ∂D, S 1∪ S 1 and ∂C λ are naturally isomorphic, we will usually consider S 1∪ S 1 as the domain of the fixed parametrisation γ of Γ and ∂D∪ ∂D as the boundary of the parameter domains C λ for various parametrised surfaces. See Figure 1 .
A map f ∈ C 0 (∂D, S 1 ) is said to be monotone if f is positively oriented and f −1 (p) is connected for all p ∈ S 1 . Note that a monotone f need not be injective: as it moves once around S 1 it can pause but never retraces its path. We similarly define the notion of monotone map from ∂D to Γ i , for i = 1, 2. Since there is a one-one correspondence s i ↔ γ • s i between monotone maps in C(∂D, S 1 ) and monotone maps in C(∂D, Γ i ), i = 1, 2, there is also a one-one correspondence
Further note that any monotone map s : ∂D∪ ∂D → S 1∪ S 1 can be written in the form
Here id : ∂D → S 1 is the "identity" map id(θ ) = θ (with abuse of notation we will write id also when we intend (id, id)) and σ = (σ 1 , σ 2 ) ∈ C 0 (∂D, R)∪ C 0 (∂D, R) is a 2π-periodic function defined up to a constant c = (c 1 , c 2 ) with c i = 2π k i , k i ∈ Z, i = 1, 2. Addition of such maps is performed modulo 2π. For w ∈ C 0 (∂C λ , R n ) we denote by Φ(w) the unique harmonic extension of w on C λ . We can now define the energy functional E.
Thus E(s, λ) is just the Dirichlet energy of the harmonic extension of γ • s on C λ .
Norms and function spaces. For f : ∂D → R the H 1/2 seminorm can be defined by
and the corresponding norm is given by
.
Let C denote a cylinder of radius one and fixed length. For f = (f 1 , f 2 ) : ∂C ∂D∪∂D → R∪R, with f i : ∂D → R, i = 1, 2, we define the H 1/2 seminorm to be
and the norm
As a domain for the energy functional E one first chooses a suitable space X = H × (0, ∞) (see the definitions below), which basically consists of pairs (s, λ), where λ is a positive real number and s is an H 1/2 map s : ∂D∪ ∂D → ∂S 1∪ ∂S 1 which winds once around the boundary of the cylinder. However to obtain a differentiable functional it will be necessary to restrict E to the subspace T × (0, ∞) of continuous members of X . DEFINITION 2.3 The Hilbert space H is defined by
The corresponding affine Hilbert space H is the space of maps s : ∂D∪ ∂D → ∂S 1∪ ∂S 1 such that s = id + σ for some σ ∈ H . Note that we identify σ with its equivalence class
DEFINITION 2.4 The Banach space T is defined by
with norm
(where we take
DEFINITION 2.5 The Hilbert space X is defined by
The corresponding affine Hilbert space is given by X = H × (0, ∞).
The Banach space T R is defined by
The corresponding affine space is given by T × (0, ∞).
The space of variations at s ∈ H, s ∈ T , (s, λ) ∈ X , and (s, λ) ∈ T × (0, ∞) is naturally identified with H , T , X, and T R respectively.
i.e. all operations are always meant componentwise. Furthermore
for various norms. Finally for s = id + σ : ∂D∪ ∂D → ∂S 1∪ ∂S 1 we write s = 1 + σ for various norms on σ . (Of course, s does not define a norm.) For future references we note the following properties.
LEMMA 2.5 Suppose f, g : ∂C → R∪ R and s : ∂C → ∂C. Then
Proof. It is standard that for fixed λ, Φ :
is a bounded linear map with bounded inverse. Therefore E is well defined and finite for (s, λ) ∈ H × (0, ∞). In fact we have PROPOSITION 2.6 E(·, λ) : H → R and
Proof. From trace theory and (7) we get
Note that the constant depends on the domain, i.e. on λ.
2
REMARK. In the case of the classical Plateau problem, the analogous function space H of boundary maps is characterized by three additional integral conditions which correspond to the so called "three-point condition". Such a restraint is necessary to prove compactness results. In the case of the Douglas problem we do not need such an assumption and convergence is ensured by the Douglas condition.
Differentiability properties of E. We now want to investigate the differentiability properties of E = E(s, λ).
Conventions regarding derivatives.
Derivatives with respect to the function s in the direction ξ are usually denoted E (s, λ), ξ or dE(s, λ)(ξ ). Derivatives with respect to the parameter λ are usually written
. First let us fix λ and compute formally the first and second derivative with respect to variations of the boundary map s. Using the notation
for ξ ∈ H , we get from (4) and formal computation
with an analogous expression for E (s, λ)(ξ, η) obtained by bilinearity in the case of distinct variations.
Following the analysis of the differentiability properties of the energy functional for the classical Plateau problem (see [4] and [3] ), it is not difficult to verify the following two propositions.
These estimates cannot be improved by replacing ξ T by ξ H 1/2 , unless the regularity of s is increased.
PROPOSITION 2.8 If s ∈ C 1 then dE(s, λ) extends to a bounded linear operator on H and
extends to a bounded bilinear operator on H × H and
Now let us fix the boundary map s and compute the first and second derivative of E = E(s, λ) with respect to λ. To do so, it is convenient to define the following function:
where Φ(γ • s) is the harmonic extension of γ • s on the domain C λ , s ∈ H, and σ λ :
, is the map that transforms the unit cylinder to a cylinder of length λ.
LEMMA 2.9 F is smooth on (0, ∞). Each derivative is the unique weak solution of a partial differential equation. In particular
Proof. Since u λ is a weak solution of
we immediately obtain
is the unique weak solution of
and F (λ) is the weak solution of
. Since the solution of such a PDE is unique, we infer that the above convergences occur for all subsequences of h → 0.
Moreover, by employing the same type of argument as in Lemma 3.2, we can show that
F is Fréchet differentiable at λ), and that F is continuous on (0, ∞). Existence and continuity of higher derivatives are shown in a similar way. 2
Now suppose that s ∈ T is fixed. By performing a change of variables, we can write E as an integral over a fixed domain C 1 , namely
Hence
and the second term cancels out due to F (λ) ∈ H 1 0 (C 1 ) and F (λ) = u λ satisfying (12). Therefore we can write
In a similar way we calculate
where
For the mixed variations (where one variable is kept fixed at each step) we can show with the same type of argument as above that
Finally, let us compute formally the first and second variation for E. Using again the notation
and letting Ψ ∈ H 1 0 (C λ ) be a solution of (16), and (ξ, µ) ∈ X, from (10) and (14) we get
Furthermore using (11), (15), and (17) we can write
with an analogous expression for E (s, λ)(ξ, µ)(η, σ ) obtained by bilinearity in the case of distinct variations.
PROPOSITION 2.10
The functional E(s, λ) :
Proof. Through the previous analysis we were able to describe the variations of E = E(s, λ) when fixing a variable. Roughly speaking we found the "gradient" and "Hessian" for E and used these to formally derive an expression for the first and second variation of E. By using Lemma 3.2 below it can be checked directly in a routine manner that E is three times Fréchet differentiable, its derivatives are continuous, and (18) and (19) are the correct expressions for the first and second variation respectively. The last part of the proposition follows immediately by applying trace theory, (7), and (6) to the expressions (18) and (19).
PROPOSITION 2.11
If s ∈ C 1 and λ ∈ (0, ∞) then E (s, λ) extends to a bounded linear operator on X and
extends to a bounded bilinear operator on X × X and
Proof. The first inequality follows by (18), trace theory, (5), and (7). The second inequality follows by (19), trace theory, (5), (7), and Proposition 2.8.
2
Definition of minimal surface in terms of E. Now we are ready to give the formulation of minimal surface which we will use throughout this work.
DEFINITION 2.7 The harmonic function
defined on C λ is a minimal surface spanning Γ if s is monotone and the pair (s, λ) ∈ T × (0, ∞) is stationary for E, i.e. if the following two statements are true: (E1) s is monotone and stationary for E(·, λ) in the sense that
(E2) λ is such that (what we could call) "equipartition of energy" holds, namely
REMARK. Note that by (18) the pair (s, λ) ∈ T × (0, ∞) is stationary for E if and only if
PROPOSITION 2.12 Definitions 2.1 and 2.7 are equivalent. In other words, (s, λ) is stationary for E if and only if u = Φ(γ •s) defined on C λ is stationary for the Dirichlet functional (or equivalently u is harmonic and conformal).
Proof. First note that (E2) and (D3 ) are equivalent, then apply similar arguments to those used by Struwe in the proof of [13, II Proposition 2.9]. The most difficult step consists in proving that condition (E1) implies that u ∈ H 2 (C λ ). This regularity result is achieved by using the same arguments applied by Struwe in [13, II §5].
2 PROPOSITION 2.13 If γ ∈ C k,α where k 2, 0 < α < 1 and (s, λ) is stationary for E, then
Proof. This follows directly from the regularity result given in Theorem 2.4 and Proposition 2.12. 2
Nondegeneracy for the energy functional E. We will need to consider the second order behaviour of E near a stationary point (s, λ) ∈ T × (0, ∞). For s ∈ C 2 , λ ∈ (0, ∞) and γ ∈ C 2 (in particular, by regularity theory, for (s, λ) stationary for E and γ ∈ C 3 ) let us consider the bilinear form E (s, λ) as given in (19). By Proposition 2.11 we know that E (s, λ) extends to a bounded bilinear operator on X × X. Hence, by the Riesz representation theorem, we introduce the bounded self-adjoint map ∇ 2 E(s, λ) : X → X defined by
for all (η, σ ), (ξ, µ) ∈ X, where ·, · X is the inner product defined on the Hilbert space X. Write
for the orthogonal decomposition generated by the eigenfunctions of ∇ 2 E(s, λ) having negative, zero, and positive eigenvalues, respectively. For (ξ, λ) ∈ X, we will write
is a stationary point for E, we say that
The corresponding minimal surface u = Φ(γ • s) is also said to be nondegenerate.
If (s, λ) is a nondegenerate stationary point for E, it follows that the eigenvalues of ∇ 2 E(s, λ) are bounded away from zero and ∇ 2 E(s, λ) is invertible with bounded inverse (see [3, Proposition 4.9] ). In particular there exists a κ > 0 such that
We call κ the nondegeneracy constant for (s, λ).
The "smooth sequence"
In this section we are concerned with the problem of giving a constructive method for finding stationary points of the energy functional E.
As mentioned in the Introduction this is not needed in order to establish the main error estimates (1) and (2) discussed in [10] . However it motivates the construction of the so called "discrete sequence" (see Section 5) on which the numerical algorithm given in Section 6 is based.
Let us build the following sequence of points (s n , λ n ) ∈ T × (0, ∞). Choose λ 0 ∈ (0, ∞), then repeat the following two steps.
Step 1. Given λ n , find a monotone map s n ∈ T such that s n is stationary for E(·, λ n ). In other words find s n such that E (s n , λ n ), ξ = 0, ∀ξ ∈ T .
Using (10), we see that (25) can be written as
for all ξ ∈ T , or equivalently
for all ξ ∈ T , where σ λ n : C 1 → C λ n is the diffeomorphism of the form σ λ n (x, θ) := (λ n x, θ ). For later use, let us denote by h n := Φ(γ • s n ) the harmonic extension of γ • s n on C λ n .
Step 2. Given s n , λ n , and h n , find λ n+1 ∈ (0, ∞) such that h n , reparametrised to the domain C λ n+1 , satisfies "equipartition of energy" (see Definition 2.7 again). Precisely this means that if we denote by k n,n+1 the function k n,n+1 : C λ n+1 → C λ n which maps (x,θ ) to λ n λ n+1x
,θ = (x, θ ), then λ n+1 must be such that
Note that a change of variables in (28) gives
which is easily solved since λ n and h n are known. Let us first point out the following important fact.
Step 2 does not increase the Dirichlet energy. More precisely, we have
with equality holding if and only if λ n = λ n+1 . (Here D(h n , λ n ) denotes the Dirichlet energy of the map h n defined on the domain C λ n .)
Proof. We can compute λ n+1 directly from (29). (We are assuming here that Step 2 can be realized, i.e. none of the integrals in expression (29) vanishes.) Note also that the solution is unique.
To prove the assertion, let us recall that the Dirichlet energy D(h, λ) for h : C λ → R n can be written as
where |h(C λ )| is the area of the image h(C λ ) and E C (h, λ) is the conformal energy as defined in [6] , namely
Here J (h) is rotation through π/2 in the oriented tangent plane to the image of h. Since |h n (C λ n )| = |h n • k n,n+1 (C λ n+1 )|, all we have to prove is that E C (h n • k n,n+1 , λ n+1 ) E C (h n , λ n ). This follows by a direct computation.
2
REMARKS. 1) During the first step, we fix λ n and we find a boundary map s n for which condition (E1) of Definition 2.7 holds. This is very much like solving the classical Plateau problem. Bear in mind that since we find a stationary map for E(·, λ n ), the functional E need not decrease. Furthermore the surface that we get, namely Φ(γ • s n ) (where the harmonic extension is taken over C λ n ), generally fails to be conformal. Note that if we look back at Lemma 2.3 and the comments there, and we consider again the proof of Proposition 2.12, we come to realize that Φ(γ • s n ) just fails to be conformal.
In the second step, we fix the surface just computed, i.e. Φ(γ • s n ), and parametrise it from a different cylinder C λ n+1 in such a way that the "equipartition of energy" (see (E2) in Definition 2.7 and (28)) holds. In other words, we are trying to make up for the lack of conformality. Note that now we have the problem that s n is not necessarily stationary for E(·, λ n+1 ), so we need to "keep going" with our construction.
Our wish is to derive a sequence of points (s n , λ n ) that will "approximate" conditions (E1) and (E2) of Definition 2.7 more and more accurately as n increases.
2) It is clear that if the constructed sequence stops for some n ∈ N, then what we obtain is exactly a stationary point for E, since (E1) and (E2) are satisfied at the same time.
3) Lemma 3.1 is interesting because if we are able to decrease the Dirichlet energy also during Step 1 for each n (say, we find a Dirichlet energy minimizer for the fixed domain C λ n ), then we end up with a sequence (s n , λ n ) for which
is true for all n ∈ N, i.e. the sequence is energy decreasing.
4) We pointed out in 1) that Step 1 is basically equivalent to solving the classical Plateau problem. On the other hand, Step 2 is performed with a very easy computation (see (29)). It becomes clear then that since the problem of implementing a program that solves the Plateau problem has already been solved by G. Dziuk and J. Hutchinson (see [4] ), the investigation of the convergence of the "smooth sequence" is appealing also from a computational point of view.
Motivated by the remarks just made, we now tackle the problem of finding under which conditions we can ensure the convergence of the sequence to a stationary point for the energy functional E.
Let us first give a few useful lemmas. The first establishes that if we take the harmonic extension of the same boundary map on two different cylinders whose difference in length is small, then the difference in the H 1 norm of the rescaled maps is also small. LEMMA 3.2 For f ∈ H 1/2 (∂C), σ µ : C 1 → C µ a diffeomorphism of the form σ µ (x, θ ) = (µx, θ ) for µ > 0, and λ n → λ ∈ (0, ∞), we have
REMARK. Note that Φ(f ) • σ λ n and Φ(f ) • σ λ of Lemma 3.2 are two different functions: the first Φ(f ) is the harmonic extension of f on C λ n whereas the second Φ(f ) is the harmonic extension of the same boundary values f on C λ .
Proof. Set u n := Φ(f ) • σ λ n and u := Φ(f ) • σ λ . Then u n ∈ H 1 (C 1 ) is the unique solution of
is the unique solution of
Let us write v n := u n − u ∈ H 1 0 (C 1 ). By definition, v n is such that
for all w ∈ H 1 0 (C 1 ). Choose w = v n . Then for n sufficiently large,
as n → ∞. Note that by extending canonically f to a mapf ∈ H 1 (C 1 ) so thatf
, by usingf to reduce (30) to a system with homogeneous boundary conditions and by applying arguments similar to those above, it is not difficult to show that u H 1 (C 1 ) c f H 1/2 (∂C 1 ) .
Next we derive a Poincaré type inequality. with C independent of g. In particular
Proof. Suppose that (31) is not true. Then there exist g n ∈ H 1 (U ) such that
Since (g n ) n∈N is a bounded sequence in H 1 (U ), there exists g ∈ H 1 (U ) to which g n converge weakly in H 1 (U ) and strongly in L 2 (U ). In particular g L 2 (U ) = 1. On the other hand, (32) implies that g n → 0 in the L 1 (∂U ) norm and ∇g n → 0 strongly in L 2 (U ), hence g ≡ 0. This yields a contradiction.
Keeping in mind the notation used so far (see definition of λ n , s n , h n , σ λ n given in Steps 1 and 2 at the beginning of Section 3), let us start with some basic observations. LEMMA 3.4 Suppose that h n H 1 (C λn ) C for all n ∈ N and λ n → λ ∈ (0, ∞). Then
Proof. The first estimate follows from h n H 1 (C λn ) C by a change of variable and the fact that the sequence of λ n is bounded. The second follows from the first one and the regularity of γ .
If in addition we know that s n ⇒ s uniformly, then in particular we have s n L 2 (∂C) C( s C 0 ) and s n H 1/2 (∂C) C(λ, γ , s C 0 ). Therefore s n s weakly in H 1/2 (∂C).
One way to guarantee the uniform convergence of the maps s n is to require that, together with the assumption E(s n , λ n ) C, the maps h n satisfy the condition of cohesion, which means that there exists a real number α > 0 independent of n such that each closed curve lying on h n (C λ n ) whose diameter does not exceed α can be continuously shrunk to a point (inside h n (C λ n )).
Furthermore, under these same conditions, it can proved that (a subsequence of) λ n converges to some λ ∈ (0, ∞). For more details see [9, § §559-560].
Let us define h := Φ(γ • s)
to be the harmonic extension of γ • s on C λ and let σ λ : C 1 → C λ be the usual cylinder transformation (replace λ n with λ in the definition of σ λ n on page 233).
LEMMA 3.5 Suppose that s n ⇒ s uniformly, λ n → λ ∈ (0, ∞) and h n H 1 (C λn ) C for all n ∈ N. Then h n • σ λ n h • σ λ weakly in H 1 (C 1 ).
Proof. From h n • σ λ n H 1 (C 1 ) C(λ) it follows that there exists a function g ∈ H 1 (C 1 ) to which, by passing to a subsequence, h n • σ λ n converges weakly in the H 1 norm. For f ∈ H 1 0 (C 1 ) we have
for all n. Letting n → ∞ and using the weak convergence we obtain
λ is harmonic on C λ and therefore fully determined by its value on the boundary. Set g :
where ν = (ν 1 , ν 2 ) is the outward unit normal vector field defined on ∂C 1 . Again by letting n → ∞, using the weak convergence of h n • σ λ n and uniform convergence of s n we obtain
where the last equality is obtained by integrating by parts again and using the harmonicity of f . By a change of variables we have
for all f ∈ H 2 (C λ ) harmonic on C λ . Since we are able to solve the Neumann problem
for all h ∈ C ∞ (∂C λ ) such that ∂C λ h = 0 , it follows easily thatg = γ • s.
Finally, it is not difficult to see that the whole sequence h n • σ λ n converges weakly to h • σ λ in the H 1 norm.
Now we can use the tools developed so far to prove the following statement. LEMMA 3.6 Suppose that s n ⇒ s uniformly, λ n → λ ∈ (0, ∞) and h n H 1 (C λn ) C for all n ∈ N. Then s n → s strongly in H 1/2 (∂C).
Proof. First note that for each boundary component we can write
and as shown in [13, II 2.11],
Recall that any weakly convergent sequence is bounded, hence this inequality is meaningful. Since by its definition I n converges also to zero in the C 0 topology, it follows that in particular
(note that the harmonic extension is taken on C λ n !)
The first term is zero because of the stationarity of s n (recall Step 1 in the definition of the "smooth sequence"). Hence
as n → ∞. With the usual change of variable we can write
Let us look at the first term of the above expression:
Using Lemmas 3.4, 3.5 and 3.2 we see that each term goes to zero when n approaches infinity. Using the same arguments also for the other terms in J 2 , we deduce that J 2 → 0 as n → ∞. Hence we have shown that
By Proposition 3.3 and s n ⇒ s it follows that Φ(γ
If we write γ • s − γ • s n = γ (s)(s − s n ) +Ĩ n , thenĨ n behaves like I n , i.e. Ĩ n H 1/2 → 0 as n → ∞ and γ (s)(s − s n ) H 1/2 (∂C) → 0.
For each boundary component we have
Since the weak convergence of s n implies that |s − s n | H 1/2 C, also B 3 goes to zero. Finally, due to the regularity of γ , We are finally able to prove the following proposition. PROPOSITION 3.7 Following the notation used so far, suppose that the maps h n satisfy the condition of cohesion and h n H 1 (C λn ) C for all n ∈ N. Then there exists a monotone s ∈ T and λ ∈ (0, ∞) such that (by passing to a subsequence) s n → s strongly in H 1/2 , s n ⇒ s uniformly, λ n → λ, and (s, λ) is stationary for E.
Proof. The condition of cohesion together with the assumption that E(s n , λ n ) C implies the uniform convergence of the maps s n and the existence of a λ ∈ (0, ∞) such that, by passing to a subsequence, λ n → λ. Hence the first statement follows from Lemma 3.6.
It remains to check the second statement. Let us work on the stationarity for s n as expressed in (27). Consider the first term:
Now, I 1 goes to zero by Lemma 3.2 and the boundedness of the maps h n . Lemma 3.5 implies that I 3 goes to zero. Finally,
which also goes to zero by Lemma 3.6. Applying the same arguments to the second term in (27) and letting λ n → λ we obtain
i.e. s is stationary for E(·, λ). Now let us consider equation (28). The left hand side can be written as
We have
• I 1 → 0 by Lemma 3.2 and h n • σ λ n H 1 (C 1 ) C(λ),
Applying the same arguments to the right hand side of (28) we get
This concludes the proof.
REMARKS. Proposition 3.7 gives an alternative proof for the existence of an annulus-like minimal surface. Note that it does not necessarily yield the existence of an area minimizer as opposed to Theorem 2.1 (for a proof see [8] ). In [9, § §556-566] another existence proof of an area minimizer for the Douglas problem is given. The proof is quite similar to that of Theorem 2.1, the main difference being that the Douglas condition (see (3)) is replaced by the condition of cohesion. It is also shown that the latter is a weaker assumption (i.e. if the Douglas condition is satisfied, so is the condition of cohesion): in practice the Douglas condition is usually preferred since the condition of cohesion is rather hard to verify.
The discrete Douglas problem
Discrete function spaces
It is well known that every cylinder C λ is locally isometric to a rectangle on the plane with sides of length 2π and λ, where the two sides of length λ are identified. In the attempt to discretize the problem, the identification of C λ with a flat figure in the real plane turns out to be very useful. Thus we will use the latter as domain of parametrisation. Note that the two sides of length λ do not count as boundary, and that functions are identified with periodic functions.
Let G λh be a quasi-uniform triangulation of C λ controlled by h, i.e. each triangle G ∈ G λh has diameter at most h and at least σ h for some σ > 0 independent of h, and has angles bounded away from zero independently of h. We can consider G λh as a one-parameter family of triangulations corresponding to the one-parameter family of domains C λ . Define L λh = {E j | E j a boundary interval}, B λh = {φ 1 , . . . , φ M } is the set of boundary nodes, N λh = {v 1 , . . . , v N } is the set of all nodes, where v j = φ j for j = 1, . . . , M.
Suppose f ∈ C 0 (∂C λ , R n ), f = (f 1 , f 2 ), f i : ∂D → R n for i = 1, 2. Then the continuous and piecewise linear interpolant I h f is defined on ∂C λ by I h f = (I h f 1 , I h f 2 ), where
for i = 1, 2 and φ j , φ j +1 are consecutive nodes on ∂D. Note that the image of I h (γ • s) is a polygonal approximation to Γ . As in the smooth case, instead of working directly with maps f : ∂C λ → Γ , we work with the corresponding maps s : ∂D∪ ∂D → S 1∪ S 1 , where f = γ • s.
Before introducing some discrete function spaces, let us make the following important remark. If we take a quasi-uniform triangulation G h on the unit cylinder C 1 and then rescale it for various values of λ, the triangles degenerate very easily (and hence the quasi-uniformity is lost). So in general, for the same parameter h and different lengths λ and σ , G λh and G σ h will not be obtained from each other by a rescaling process, but will be generated independently. However, if |λ − σ | is sufficiently small, one grid can be rescaled to generate the other and the significant properties of the triangulation are not destroyed. In this case, the main advantage is that the triangulations of the boundaries ∂C λ and ∂C σ coincide. DEFINITION 4.1 Suppose that a fixed set of boundary nodes on ∂C has been given (with the size of the boundary intervals controlled by h). Then we can define
Here we intentionally omit the length of the cylinder because of the case in which we are looking at a family of cylinders that have equal triangulation of the boundaries (this is the case for example if the triangulations of the cylinders can be obtained from one another by rescaling as discussed above).
Note that H h ⊂ T ⊂ H and H h is an M-dimensional vector space. Moreover, H h ⊂ T ⊂ H, H h is an affine space of dimension M, and the space of variations at any s h ∈ H h is naturally identified with H h .
Sometimes it is important to stress the choice of domain. We also need some notation for discrete maps which map into R n .
Taking n = 1 we similarly define X λh and x λh .
For f h ∈ x λh the discrete harmonic extension Φ h f h ∈ X λh is defined by
where ∆ h is the discrete Laplacian. Thus (33) is interpreted in the weak sense, namely
for all ψ h in X λh such that ψ h = 0 on ∂C λh . If f h ∈ x n λh the discrete harmonic extension Φ h f h is defined componentwise. (s h , λ h ) ∈ H h × (0, ∞), the discrete energy functional is defined by
The discrete energy functional
That is, E h (s h , λ h ) = D(u h ), where u h is the discrete harmonic extension of I h (γ • s h ) taken over C λ h . We first apply I h to γ • s h since the latter is not piecewise linear.
Note that for a fixed parametrisation γ and a fixed λ h , E h (s h , λ h ) is completely determined by the nodal values s h (φ j ). Finally, note that E h is not the restriction of E to H h × (0, ∞).
For later use set
and let Ψ h ∈ X n λ h h with Ψ h = 0 on ∂C λ h be the discrete solution of
for all g h ∈ X n λ h h with g h = 0 on ∂C λ h . Similarly to the smooth case we compute
and
with an analogous expression for E h (s h , λ h )(ξ h , µ h )(η h , σ h ) obtained by bilinearity in the case of distinct variations. We are now ready to give the formulation of the discrete problem. 
DEFINITION 4.4 The discrete harmonic function
u h = Φ h I h (γ • s h ) defined on C λ h is a discrete minimal surface spanning Γ if the pair (s h , λ h ) ∈ H h × (0, ∞) is) = 0 for all (ξ h , µ h ) ∈ H h × R.
The "discrete sequence"
For the energy functional E we have shown that under suitable conditions it is possible to construct sequences converging to stationary points (see Proposition 3.7). A similar thing can be done in the discrete setting. More precisely, let us define the so called "discrete sequence" in the following way. First choose λ 0 ∈ (0, ∞) and then repeat the following two steps.
Step 1. Given λ n , find s hn ∈ H h such that s hn is stationary for E h (·, λ n ). In other words, find s hn such that E h (s hn , λ n ), ξ h = 0, ∀ξ h ∈ H h (= x λ n h ).
Note that for each λ n a different triangulation (controlled by h) has to be determined. For later use let us denote by
the discrete harmonic extension of I h (γ • s hn ) on C λ n .
Step 2. Given s hn , λ n , and h n , find λ n+1 such that
where again we denote by k n,n+1 the function k n,n+1 : C λ n+1 → C λ n which maps (x,θ) to
,θ .
PROPOSITION 5.1 Using the notation above, suppose that (by passing to a subsequence) λ n → λ h ∈ (0, ∞) for n → ∞ and s hn C 0 C for all n sufficiently large. Then a subsequence of {(s hn , λ n )} n∈N converges to a discrete stationary point for E h . Proof. Suppose that λ n → λ h ∈ (0, ∞). For n sufficiently large, λ n will be so close to λ h that we can fix a quasi-uniform triangulation G λ h h of C λ h controlled by h and get all other triangulations G λ n h of C λ n by rescaling G λ h h . In this situation the triangulations of ∂C λ h and ∂C λ n will be the same. Since H h is a finite-dimensional space and s hn C 0 C for all n sufficiently large, there exists s h ∈ H such that, by passing to a subsequence, s hn → s h in the C 0 norm (and with respect to every norm that can be defined on the space of piecewise linear functions). It remains to check that (s h , λ h ) is stationary for E h . This is done as in the analogous Proposition 3.7, the only differences being that, to evaluate the integrals, only Lemmas 3.2 and 5.2 are used. Note that the fixed cylinder C 1 naturally inherits the (rescaled) triangulation of C λ h . Also it is necessary to show that the norms Φ h I h (γ • s hn ) • σ λ n H 1 (C 1 ) and Φ h I h (γ • s hn ξ h ) • σ λ h H 1 (C 1 ) are uniformly bounded for all n sufficiently large and a fixed ξ h ∈ H h . This follows from the boundedness of γ C 1 and from the fact that when λ n is sufficiently close to λ h the stiffness matrices relative to the Poisson problem on C λ n are comparable to the one relative to the Poisson problem on C λ h .
2
In the next lemma we show that a control on the boundary norm f h C 0 for f h ∈ H h induces a control on the C 0 norm of the discrete harmonic extension Φ h (f h ).
LEMMA 5.2 Suppose that a triangulation G λh on a cylinder C λ and a sequence of maps f n ∈ H h are given, with f n → f ∈ H h in the C 0 norm. Then, by passing to a subsequence, Φ h f n → Φ h f in the C 0 norm (and hence in any other suitable norm).
Proof. Write ψ n = Φ h (f n − f ). Then ψ n is such that
and ψ n C 0 (C λ ) C, since f n − f C 0 (∂C λ ) is also uniformly bounded.
To prove that ψ n C 0 (C λ ) C, let us denote by
A B B C
the stiffness matrix relative to G λh , where A is the block relative to the internal nodes, and B the block relative to the internal/boundary nodes. Then we can write the above PDE in the matrix form
where ψ = (ψ int , ψ bdry ) is the vector of components of ψ with respect to the nodal basis. Then ψ int R p A −1 B ψ bdry R m , and the statement follows. Since X n λh is a finite-dimensional space, passing to a subsequence, ψ n → ψ ∈ X n λh , with ψ discrete harmonic. But ψ n → 0 on the boundary, hence ψ = 0.
2
The discrete sequence proves to be interesting because it gives an alternative to the use of the Newton method (as used in [4] , [5] for the Plateau problem) to find stationary points for the discrete energy functional. Basically what Proposition 5.1 tells us is that if we implement the discrete sequence and it happens to converge, then what we find is a discrete stationary point for E h .
The numerical algorithm
We now describe the algorithm used for the computation of discrete minimal surfaces. We want to solve the equation
in the discrete space H h × (0, ∞). This is equivalent to computing (s h , λ h ) such that
The algorithm used is based on the idea of the so called "discrete sequence" described in Section 5 (in particular see Proposition 5.1 and the remarks that follow).
We can now sketch the algorithm as follows.
ALGORITHM 6.1 Given tolerances , c > 0:
1. The user gives an initial λ and h 0 , where λ is the length of the first cylinder in the "discrete sequence" and h 0 is the maximum allowed size for a triangle in the various triangulations. 2. A triangulation for the cylinder of length λ is created. 3. A solution s h of E h (·, λ) = 0 is found and
then stop. 5. Compute λ new as described in "The discrete sequence, Step 2" (see Section 5), set λ = λ new and go to step 2.
Let us now have a closer look at each step in the algorithm and give a few more details.
Algorithm 6.1, Step 2. Given λ, a triangulation of the cylinder C λ is created in two steps:
1. A macro triangulation (i.e. an initial coarse grid) is created for C λ . This is done in accordance with the ratio between λ and 2π. If λ > 2π (resp. λ 2π), and n = [λ/2π] (resp. n = [2π/λ]), where [·] denotes the greatest integer function, then 2n right angled triangles are created. These triangles have the property that the ratio of base to height is close to one (more precisely base/height ∈ [1, 2) or (1/2, 1], depending on which side of the triangle we take to be the base). > c , then we compute the next λ in the discrete sequence as described in "The discrete sequence, Step 2" in Section 5 (see also (29)). This amounts to calculating
where u h is the piecewise linear function computed in Step 3.
REMARK. Algorithm 6.1 was implemented for the case in which the two given Jordan curves Γ 1 , Γ 2 lie in R 3 and are such that (x, y, z) ∈ Γ 1 if and only if (−x, y, z) ∈ Γ 2 . In this particular case it is not hard to prove the existence of a symmetric minimal surface, so that we can assume that for the boundary map s = (s 1 , s 2 ) we have s 1 = s 2 .
Such a simplification decreased the programming workload and is justified by the fact that the main intention here is to verify the theoretical results rather than to give an exhaustive numerical investigation.
Implementation and numerical results
The catenoid is a good test example because here the exact solution(s) for the minimal surface(s) can be computed. Let • for d 1 < d < d 2 ≈ 1.325487, both catenoids exist and S 1 d , whose area is now bigger than 2π, represents a strong relative minimum; Stable catenoid: A harmonic and conformal parametrisation is given by
Unstable catenoid: A harmonic and conformal parametrisation is given by
where We can now display graphically the behaviour of both errors (see Figure 2 ). Denote by e h the error between the continuous solution and the discrete one. For two successive grids with grid sizes h 1 and h 2 the experimental order of convergence is eoc = ln e h 1 e h 2 ln h 1 h 2 .
If, of the previous grid sizes, we consider only those h i such that h i+1 ≈ h i /2, then we obtain: This particular choice of grid sizes is motivated by the fact that it has been observed experimentally that smaller error enters the formula (41) if we start with a grid size h and keep halving it.
As we can see from the displayed tables, these results confirm the accuracy of the convergence rate given in (1) and (2) . The convergence rate for λ h given in (2) can also be readily checked.
Let us now have a look at the case of the unstable catenoid. Here the choice of the initial λ proves to be crucial. Even a very small variation can make the sequence go in the "wrong" direction, either towards the absolute minimum or towards cylinder-like surfaces with increasingly thinner neck. The "good" choices of the initial λ's were made after several trials, starting first the program with the exact λ = s 2 ≈ 4.253599783 and then damping the "λ-step" (i.e. choosing the new lambda to be say 5% or more away from λ in the direction of λ new ). With the shown choice of initial λ's, we achieve an accuracy of 
whereas the accuracy of E h (s h , λ) H h and of the boundary map s h is of the order of 10 −6 . The latter can also be improved, but no major changes occur in the value of the energy E h (s, λ). An improvement in the accuracy of (42), and a subsequent improvement in the determination of all other variables (i.e. λ h , E h , E h , etc.), proves however to be very difficult because of the λ's moving away very quickly from the significant region. Also a damped "λ-step" does not seem to help much, unless one is lucky enough to choose exactly the right step. With the discussed accuracy we get the following results. Let now Γ 1 = {x = 0.5, y = a cos(θ), z = b sin(θ ) | 0 θ 2π}, Γ 2 = {x = −0.5, y = a cos(θ), z = b sin(θ) | 0 θ 2π} be the two boundary curves, where a = 0.85 and b = 1. Although the ellipse's eccentricity is close to zero, a few difficulties arise and the discrete sequence does not converge as easily as in the case of the stable catenoid. Experiments show that the sequence of λ's converges smoothly towards the solution. More problems arise instead in the calculation of the boundary map s h at every λ-iteration: the best accuracy that can be achieved with the Newton method is of order δ = 10 −5 (and of order δ = 10 −4 for the finest grid). This forces a choice of = 10 −4 ( = 10 −3 in the case of the finest grid). As for c , it has been found convenient to choose it of the same order of . To achieve convergence for the boundary map it is also very useful to damp the Newton s-step by 50%. For initial λ = 1.331 (or λ around this value) we get: 
where h i and h i+1 are two consecutive grid sizes, e i = u h i − u h i+1 and u h i denotes the discrete solution calculated on a grid with grid size h i . Again it is common practice to choose h i+1 ≈ h i /2. We finish this section with a few graphical examples.
In Figure 3 the given boundary curves are two unit circles (the picture on the right is that of an unstable catenoid with 1024 triangles). In Figure 4 the boundary curves are Γ 1 = (2, (4 − 2 sin(2θ )) sin θ, (4 − 2 sin(2θ )) cos θ ), Γ 2 = (−2, (4 − 2 sin(2θ )) sin θ, (4 − 2 sin(2θ )) cos θ ), for the dumb-bell-like minimal surface (left), and Γ 1 = (2, (5 − sin(6θ )) sin θ, (5 − sin(6θ )) cos θ ), Γ 2 = (−2, (5 − sin(6θ )) sin θ, (5 − sin(6θ )) cos θ ), for the "six-leaves catenoid" (right).
