Humans are experts at recognizing intent and emotion from other people's body movements; however, the underlying mechanisms are poorly understood. Here, we investigated the role of kinematic and postural information in affective whole-body movement perception. For this purpose, quantitative features of body posture and kinematics were related to emotional categories as well as to behavioural ratings of feature descriptors. Overall, postural rather than kinematic cues seemed to be more relevant in the discrimination between emotional movements, both for the computed and the behavioural features. Particularly, limb angles and symmetry appeared to be the most relevant ones. These findings were observed independently of whether or not the time-related information was preserved in the computed features.
Introduction
Social species spend considerable time watching each others' body postures and movements since this information is highly relevant for their own behaviour. Often, our understanding of the actions and emotions expressed by the body is direct and automatic as, for example, when we react to an aggressive posture by stepping back. Other times, we are consciously aware of the feelings triggered by the body postures and movements (e.g. fear, anger, dominance) (de Gelder, 2006; de Gelder et al., 2010) . However, neither the body features driving the perception of the emotional content nor the features that play a prominent role in our conscious feelings have been systematically studied. A better understanding of the core features of nonverbal communication will have a crucial impact on our understanding of affect and social interaction, and will directly benefit many areas of society, especially health care, where this knowledge could be useful in the treatment of affective communication disorders.
Most studies have so far investigated how body movements convey emotion by relating verbal descriptions of posture and movement properties to qualitative emotion categories (De Meijer, 1989; Wallbott, 1998) . For example, important postural features in discriminating between affective states have been found including head inclination, which is typical for sadness, or limb flexion, which observers associate with the expression of anger (Coulson, 2004; Wallbott, 1998) . Other candidates are the degree of lateral opening of the body (e.g. the body is more extended for happy than for sad), the vertical extension of the body (e.g. hands are often raised for happy but remain low for sad), symmetry (e.g. joy is often depicted by symmetric up and down hand movement) or the directionality of the movement (e.g. forward whole-body movement depicts anger) (for a review see .
In contrast to the use of qualitative descriptions and categories, computer scientists are increasingly interested in modelling the properties of body postures and movements Niewiadomski et al., 2017; Patwardhan, 2017; Piana, Stagliano, Odone, Verri, & Camurri, 2014; Roether, Omlor, Christensen, & Giese, 2009; Vaessen, Abassi, Mancini, Camurri, & de Gelder, 2018) . This requires a detailed analysis of the different types of information conveyed by body movements: kinematic (e.g. velocity), dynamics (e.g. mass and force) and posture/form information and its changes over time (Atkinson, Tunstall, & Dittrich, 2007) . With regard to kinematics, it has been found that velocity, acceleration, and jerkiness strongly influence the perception of emotion in expressive arm Pollick, Paterson, Bruderlin, & Sanford, 2001; Sawada, Suda, & Ishii, 2003) and also in whole-body movements (Roether et al., 2009 ). However, the majority of studies investigating the contribution of form and motion information to emotional attribution employed point-light displays (PLD) (Johansson, 1973) .
While the use of PLDs allows for the control of possible confounds in emotional recognition, such as identity and gender, as well as permitting systematic variations of kinematic and postural features, they are far from representing natural stimuli. Dance movements have also been used (Camurri et al., 2016; Vaessen et al., 2018) but, although more naturalistic, they are often exaggerated and do not represent day-to-day emotional movements, actions or social interactions. The use of static body pictures, on the other side, obviates the dynamic nature of affective body signals. Therefore, more naturalistic dynamic stimuli are needed to gain insight on how low-level visual body attributes contribute to the perception of specific affective states.
Their use, however, comes with difficulties since the configuration of whole-body expressions presents a high dimensionality, and its overall shape varies strongly during movement (Roether et al., 2009; Schindler, Van Gool, & de Gelder, 2008) .
The goal of the present study was pioneer a quantitative representation of naturalistic whole-body movements using computational features. Particularly, we investigated the role of kinematic and postural information in whole-body movement perception. For this purpose, quantitative features were derived from the position of the actors' main joints, obtained with the state-of-the-art 2D pose estimation library OpenPose . Furthermore, we also obtained behavioural features derived from measures of subjective perception. This allowed us to investigate the relationship between the quantitatively computed features and emotion categories as well as with the subjective ratings of feature descriptions.
Materials and methods

Participants
Thirty-two volunteers participated in the behavioural experiment, but only the data of thirty (mean age = 22.97; age range = 19-36; ten males; four left-handed participants, one of them male) were included in the analysis due to technical issues in data recording. All participants had normal or corrected-to-normal vision and a medical history without any psychiatric or neurological disorders. The experiment was performed in accordance with the Declaration of Helsinki and all procedures followed the regulations of the Ethical Committee at Maastricht University. All participants provided written informed consent before taking part in the experiment. Participants either received credit points or were reimbursed with vouchers.
Stimuli
Stimuli consisted of 56 one-second video clips (25 frames) of whole-body movements. In each video, a male actor expressed one out of three possible emotional body movements: happy, fearful or angry. The stimulus set also included neutral body actions such as coughing, pulling the nose or walking. Therefore, this experiment consisted of four categories (i.e. happy, fear, anger, neutral), each of them consisting of 14 videos with seven male actor identities.
The stimuli were computer-edited using Ulead, After Effects and Lightworks (EditShare). To avoid triggering facial perception processes, the faces of the actors were blurred with a Gaussian mask so only the information of the body was available. In addition, all actors were dressed in black and filmed against a green background under controlled lighting conditions. The video clips included in this experiment belonged to a larger stimulus set and were selected based on a high recognition accuracy (>80%). For more information regarding the recording and validation of these stimuli, see Kret, Pichon, Grèzes, & de Gelder (2011) .
Pose estimation
A state-of-the-art 2D skeleton extraction library called OpenPose (v1.0.1) was used to infer each actor's pose in the video stimuli. OpenPose uses a convolutional neural network to estimate the position of the main joints in a total of 18 keypoints (i.e. ears, eyes, nose, neck, shoulders, elbows, hands, left and right part of the hip, knees and feet). Each keypoint is defined by its x and y image coordinates and a confidence value indicative of the algorithm's certainty in determining the position of the joint. Subsequently, OpenPose uses part affinity fields to associate the keypoints in order to produce an anatomically inspired skeleton (see Fig. SM1 Supplementary Materials) . Due to the blurring of the face in our video clips, the estimation of the location of eyes and ears was often inaccurate. These keypoints were disregarded for further analysis giving that our purpose is the computation of kinematic and postural body features. However, the keypoint corresponding to the nose was kept for further analysis as a reference for the position of the head. Thus, three values were obtained for the remaining 14 keypoints and 25 frames for each of the 56 videos of the stimulus set. In addition, visual inspection of the estimated joint positions was performed to assess the accuracy of the algorithm and manual corrections were performed when necessary with the help of Adobe Photoshop CS6's coordinate system (v13.0, Adobe Systems Inc., San Jose, CA, USA).
Feature definition
To investigate the possible contribution of kinematic and postural body attributes to the processing and recognition of emotional movements, several quantitative features were computed giving their importance in previous work (for a review see . These features include velocity, acceleration, vertical movement, symmetry, limb angles and three different computations of body contraction (i.e. shoulder ratio, surface and limb contraction). These features were calculated using custom code in MATLAB (vR2017a, The MathWorks Inc., Natick, MA, USA) from the x-and y-coordinates of the 14 keypoints and 25 frames of each of the 56 videos. Although each feature was calculated within each frame, the time information was later averaged (see Supplementary Materials for more information on feature definition).
Experimental design, task and procedure
For this behavioural experiment, the 56 videos that comprised the body-movement stimulus set were presented in four runs lasting approximately 15 minutes, respectively. In each run, 14 videos were shown. Each trial consisted of 100ms fixation period followed by one-second video presentation. Immediately after the video, participants were required to answer 11 questions with regard to kinematic-(i.e. amount of movement, fast movement, vertical movement, direction of the movement), posture-(i.e. body contraction, symmetry), emotion-(i.e. emotional category, intensity, familiarity, valence), and action-(i.e. action category) related information of the body movement displayed in the video (see Supplementary Materials) . The questions about kinematic and postural aspects were closely related to the computed features, and were rated on a seven-point scale using a computer mouse. The emotional and action categorization questions required a forced-choice answer (see Supplementary Materials).
Before the actual experiment, instructions and a practice run were provided to the participants.
The stimulus presentation order was randomized, both within and between runs, for each participant. The stimuli were displayed using PsychoPy2 (v1.90.0) (Peirce, 2007 (Peirce, , 2009 in the centre of a computer screen (screen resolution = 1920 x 1200; screen refresh rate = 60Hz) under controlled lighting conditions. The stimuli spanned 14.03 degrees of visual angle.
Representational similarity analysis
Relations among the computed features and behavioural ratings were calculated by means of representational similarity analyses (Kriegeskorte et al., 2008; Nili et al., 2014) Computed-feature and behaviour-based RDMs. Based on the computed features for each of the 56 videos, RDMs were constructed by defining a dissimilarity value for all stimulus pairs in Euclidean distance (i.e. first-level feature RSA). For the emotional categories RDM, dummy variables were used such that the same emotion had zero dissimilarity with itself while two different emotions presented a dissimilarity of √2. A first-level RSA was also performed with the behavioural ratings using Euclidean distance. For each rating, a group RDM was produced by averaging the RDMs of all participants. For the emotional and action ratings, dummy variables were used as in the case of the emotional category RDM. This analysis generated 56x56 distance matrices for both the computed features and the behavioural ratings. To examine the relationship between each computed feature and perceptual rating, Spearman's rank correlations were carried out, resulting in second-level RDMs. Spearman's correlations were also performed to investigate possible correlations between features and behavioural ratings, respectively.
Classification regression trees
In order to investigate the relative importance of the kinematic and postural features as well as the participant's ratings in the classification of affective body movements, decision tree classifiers (Loh, 2002) were implemented in the Machine Learning Toolbox (v11.1) from MATLAB (vR2017a, The MathWorks Inc., Natick, MA, USA). The classification was achieved by means of binary splits, finding a decision criterion that best separated the multiclass data at each node into two groups. The decision criterion for this binary division was based on the attribute (e.g. feature) that returned the highest information gain. In addition, the classification of the data was based not only on one individual tree but on the weighted majority of multiple decision trees (Opitz & Maclin, 1999) . With this bootstrap-aggregating approach, the effects of overfitting were reduced, improving generalization. The importance of each feature in the classification of the affective body movements was obtained from the most informed tree.
Four decision trees were considered for the classification of emotion using computed and behavioural ratings, which differed in the predictors used: (1) the postural and kinematic features averaged over time and keypoints; (2) the postural and kinematic features averaged over keypoints while keeping the temporal information; (3) nine behavioural ratings (i.e. all behavioural ratings excluding the emotional and action category ratings) and (4) only the six behavioural ratings that represented kinematic or postural aspects of the body movement (i.e. excluding the emotional and action category ratings as well as the ratings of emotional intensity, valence and familiarity). These different sets of descriptors were used as input for each decision tree classifier, respectively.
In addition, two more decision trees were performed to investigate whether a given body part most significantly contributed to the distinction between emotions. Specifically, the first tree examined whether there were lateral asymmetries in the way the body expressed affect.
This tree used as predictors the average value of the all the keypoint positions at the centre (i.e. nose and neck), at the left (i.e. left shoulder, elbow, wrist, hip, knee and ankle) and right side of the body (i.e. right shoulder, elbow, wrist, hip, knee and ankle), respectively, of each video.
The second tree used fourteen descriptors representing the average keypoint location of the fourteen body joints, for all the videos.
One-way repeated-measures ANOVA
A one-way repeated-measures ANOVA was conducted for each feature to investigate possible differences between emotional categories. Each ANOVA was, therefore, constituted of a fourlevel factor Emotion (i.e. Anger, Happiness, Neutral and Fear) and used as input the feature's averaged values of each video. In the cases where sphericity was violated, Greenhouse-Geisser correction was applied.
Results
Computational features
Our first question was whether (dis)similarities in the kinematic and postural features of body movements would reflect the affective categorical structure. To investigate this question, several features were defined from 56 body movement video clips and pairwise comparisons between stimuli values were computed. Figure 1 illustrates the results of this representational similarity analysis at the kinematic/postural level. The resulting RDMs were arranged in the same order as the four-emotional categories RDM (see Fig. 1 , upper left corner). The (dis)similarity structure of symmetry showed a clear dissociation between neutral and the rest of the affective body movements. Likewise, the neutral condition presented more similarities to itself with respect to shoulder ratio and limb angles than to the other emotional classes. For limb angles, the fearful condition also showed a high degree of within-category similarity and between-category dissimilarity. Kinematic RDMs such as the ones for velocity, acceleration and vertical movement did not reflect a clear differentiation between emotional categories. To investigate whether the observed differences between emotional categories were significant, a one-way repeated-measures ANOVA was computed, separately, for each feature. Table   SR1 in Supplementary Results for correlation and p-values).
To further investigate the relationship between affective states and kinematic and postural attributes of body movement, two decision tree classifiers were trained and tested. The eight computed features were used as predictors and the emotional categories as the predicted class. The two models differed in whether or not the feature descriptors kept the temporal information of the movement. The model using features averaged over time provided a classification accuracy of 61% and showed that the angles between the limbs, symmetry, and the vertical displacement of the body joints are the most relevant features for the classification of emotion from body movements (see Fig. 3 ). When using feature descriptors that kept the temporal information (e.g. using information from individual frames), limb angles still appeared as the most relevant predictor, together with shoulder ratio and limb contraction.
Importantly, this second model gave the higher accuracy of 84% (see Fig. SR2 in Supplementary Results for an overview of predictor importance for these two models). Two more decision trees were performed that investigated whether a specific body part was most responsible for the recognition of emotion. This analysis revealed that the left side of the body was more relevant than the right side or the head/nose position in the distinction between emotions (classification accuracy > 90%, see Fig. SR3 .A in Supplementary Results).
A more detailed examination showed that the wrists, especially the left one, were the most important body parts in the classification of affect (classification accuracy > 95%, see Fig.   SR3 .B in Supplementary Results).
Behavioural ratings
A further goal of this study was to investigate the (dis)similarity of different emotional body movements with regard to the perceived kinematic and postural features. For this purpose, 30 participants answered six questions concerning kinematic (i.e. amount of movement, fast movement, vertical movement, direction of the movement) and postural (i.e. body contraction, symmetry) aspects of the movement. To gain more insight on their perception of the stimuli, five more questions were asked about emotional-(i.e. emotional category, intensity, familiarity, valence) and action-related traits (i.e. action category) of the stimuli (see Methods and
Supplementary Materials for more information on the behavioural task). Figure 4 shows the average perceptual (dis)similarity scores across participants for each of the possible combinations of the 56 videos, for each rating, respectively. The (dis)similarity structure of kinematic-related ratings, such as amount of movement, fast and vertical movement, showed a relatively clear dissociation between neutral and the rest of the affective body movements.
Likewise, the ratings for the neutral condition presented more within-category similarity with respect to contraction and symmetry than to the other emotional classes. This distinction was also clearly marked in the emotional intensity matrix, where the neutral category presented high within-category similarity and between-category dissimilarity. The four emotional categories did not show differences with regard to emotional intensity. However, participants reported having different degree of familiarity across categories: anger, neutral and fear presented within-category consistence while this was not the case for happiness. With respect to betweencategory comparisons for familiarity, only anger and fear showed some degree of similarity, whereas dissimilarity dominated the rest of the comparisons. A high within-category similarity was observed for valence. As could be expected, happiness displayed a strong dissimilarity to fear and anger with respect to valence while the latter ones presented higher similarity. For the forward/away rating, the fearful condition also showed a high degree of within-category similarity and between-category dissimilarity while the other categories were more similar within and between each other. To examine whether the kinematic-, postural-, emotional-and action-related ratings may correlate to each other and/or to the emotional categories, pairwise comparisons were computed between the corresponding matrices (see Fig. 5 and Table SR2 in Supplementary Results for correlation and p-values; below only p-values corrected for multiple comparisons are reported). The behavioural rating on emotional categories correlated positively with all the behavioural ratings, showing the strongest correlations with valence (r(1538) = .580, p < .001) and action-category ratings (r(1538) = .887, p < .001). Participant's emotional ratings correlated positively with the emotional categories was well (r(1538) = .728, p < .001). Indeed, participants classified the affective body movements with high accuracy (see Fig. SR4 in Supplementary Results for an inspection of the confusion matrix, also Fig. 4 for the perceptual similarity RDM with respect to emotion). Neutral and fear were the most accurately recognised categories with 97 and 98% correct classification rate, respectively, while movements intended to express happiness had the lowest correct emotion attribution (78%), being most often confused with neutral body movements. In addition, the emotional categories correlated positively with all the remaining behavioural ratings, the strongest correlations being with action-category ratings (r(1538) = .720, p < .001) and forward/away (r(1538) = .535, p < .001).
As with the computed features, kinematic ratings correlated more strongly among each other while postural ratings exhibited weaker correlations. The comparison between postural and kinematic ratings showed overall moderate to weak positive correlations.
To further investigate possible contributions of the perceived kinematic, postural and emotional attributes to the classification of emotion, two decision tree classifiers were trained and tested. The classification of emotion was performed using either (1) all behavioural ratings excluding emotional category rating and action category rating or (2) only the six behavioural ratings that represented kinematic or postural aspects of the movement (i.e. excluding emotional Table SR2 in Supplementary Results for correlation and p-values). category, action category, emotional intensity, valence, and familiarity ratings). The first model gave a classification accuracy of 78% and showed that the ratings of forward/away, valence and emotional intensity are the most relevant descriptors for the classification of emotional body movements. When using only the behavioural ratings that presented computed counterparts, forward-away was again the most relevant descriptor, followed by amount of movement and symmetry. This second model gave the lower accuracy of 71% (see Fig. SR5 in Supplementary Results for an overview of the predictor importance for these two models).
Comparison between physical and perceived kinematic and postural body attributes
In addition, this study aimed at investigating whether perceptual (dis)similarities in kinematic and postural attributes across videos could be predicted by corresponding (dis)similarities at the computational level. To investigate this relationship, each of the perceptual RDMs was correlated to every computed feature RDM ( Fig. 6; see Table SR3 in Supplementary Results for correlation and p-values). With regard to the behavioural assessments (see previous section), the matrices showing the strongest positive correlation to emotion categories belonged to emotional ratings, action categories and forward/away. In the case of the computed features (see result section: postural and kinematic features), the strongest positive correlations to emotion categories were found for postural features such as symmetry, limb angles and shoulder ratio.
The behavioural task was designed such that the ratings would reflect common usage and still correspond to some of the computed features (see Fig. 6 , where these correspondences are indicated as red squares). When evaluating the actual correlations between the behavioural and computed attributes at the RDM level, some of the behavioural ratings were indeed correlated the highest to their computational counterpart, although not in all cases. The behavioural rating of symmetry indeed showed the highest correlation with the computed symmetry. However, the behavioural rating of contraction (which conceptually is related to the computation features shoulder ratio, surface and limb contraction) correlated highest with symmetry. The ratings of amount of movement, fast movement and vertical movement, which are conceptually related to computed velocity, acceleration and vertical movement, respectively, were all correlated significantly between each other. However, the behavioural rating of amount of movement was also highly correlated with symmetry, whereas fast movement correlated the strongest with velocity. Also, the rating of vertical movement was actually more strongly correlated to velocity than its computed counterpart. Table SR3 in Supplementary Results). Red boxes indicate the correspondence between computed features and behavioural ratings.
Discussion
This study used an innovative approach to investigate the role of kinematic and postural information in whole-body movement perception. Quantitative features of posture and movement derived from the position of the actors' main joints were related to emotion categories as well as to behavioural ratings of feature descriptors. Overall, postural rather than kinematic features seemed to discriminate better between different emotional body movements, both for the computed features as well as for the behavioural ratings. Among the postural descriptors, limb angles and symmetry appeared to be the most important cues. Moreover, adding time-related information to the computed features significantly improved the classification accuracy as well as changed the contribution of specific features in emotion classification. Finally, the degree of approach/avoidance behaviour seemed to be especially critical for the recognition of fear.
Computational features
Our first result from the RSA indicates that, overall, postural and not kinematic computational features differentiate between emotional categories (see Fig. 1 ). This finding was further supported by the correlation analyses between emotion and feature RDMs and the decision tree classifiers, where the postural features of limb angles and symmetry correlated best with emotional category (see Fig. 2 ) and were the two most important features for the classification tree (see Fig. 3 ). These results may indeed suggest that postural descriptors rather than kinematic ones play a more important role in the mechanism of decoding emotion from body movements.
Interestingly, the relevance of postural descriptors over kinematic ones was not only observed when removing the time information of the movement (i.e. averaging feature values over time) but even when preserving this information (see Fig. SR2 in Supplementary Results) .
This suggests that time information may not be strictly necessary to distinguish between emotions, but provides additional information that can be used to solve difficult cases. Yet, the way in which these features were computed seems to be critical in determining the relevance of some attributes over others. Without the time information, limb angles, symmetry and the vertical displacement of the joints were the most relevant features for emotion classification.
Keeping the time information showed that limb angles still appeared as the most relevant predictor, but together with shoulder ratio and limb contraction. What is more important is that the classification accuracy was higher for the model whose feature descriptors preserved the time information, although using time-averaged features still provided above-chance classification performance.
Previous studies have also shown that the attribution of a specific emotion is indicated by the different contributions of postural and kinematic features (De Meijer, 1989; Wallbott, 1998) . For example, it has been revealed that postural cues have a stronger influence compared to dynamic cues in anger (Aronoff, Woike, & Hyman, 1992) and fear expressions (Atkinson et al., 2007; Dittrich, Troscianko, Lea, & Morgan, 1996) than for happiness or sadness. In line with this finding, our study found that limb angles and limb contraction are relevant in differentiating fear from other expressive movements (see Fig. SR1 in Supplementary Results) .
The amount of vertical displacement seems, however, important in discerning fear from anger.
Interestingly, velocity, acceleration and shoulder ratio play a role in differentiating emotional from non-emotional body movements. These results may not be apparent from the representational similarity analyses in the case of velocity and acceleration. A possible explanation could be that while the former used time-and keypoint-averaged data, the latter only time-averaged information.
Behavioural features
Our second result concerns the behavioural features and how they relate to emotion categories.
This provides a picture of which features may predominantly guide subjective emotion recognition, yet not providing a direct link. Here, the examination of participants' perceptual judgements about kinematic as well as contraction and symmetry descriptors revealed a clear discrimination between neutral and the rest of the affective categories (see Fig. 4 ). Interestingly, a strong dissimilarity was observed between fear and other emotions with regard to approach/avoidance behaviour. This may explain the high recognition rate observed for fearful expressions, in line with previous literature showing that retreating behaviour is a diagnostic feature of fear (Atkinson et al., 2007) . The importance of this attribute was further confirmed by the classification analysis, showing that this feature was the most relevant for the classification of emotion from perceptual ratings, together with contraction and symmetry (see Fig. SR5 in Supplementary Results).
Relation between computational and behavioural features
As mentioned in previous sections, the distinction between different affective movements using computed kinematic features was unclear. However, participants' ratings on the corresponding attributes revealed a relatively clearer distinction between emotional and non-emotional movements (see Fig. 4 ). This gap between computed and perceptual descriptors was also reflected in the weak correlations between their respective matrices (see Fig. 6 ). It could be that the approach followed to calculate the kinematic features does not characterize well how people process movement information for the distinction between different affective movements.
With regard to postural cues, more similarities were found between the computed and perceptual features. The clearest example was observed with symmetry. In the case of the behavioural rating of "contraction", three different computed counterparts were defined: shoulder ratio, surface and limb contraction. However, the behavioural rating of this attribute was closer to the representation of limb contraction and limb angles than to surface or shoulder ratio. As this example shows, a specific attribute can be computed in indeed multiple ways.
High dimensionality
An important difficulty in studying body movement and posture is the fact that the body is a complex high-dimensional stimulus (Roether et al., 2009) . Some studies have approached this issue by selecting a body part that most significantly contributed to the distinction between emotions (Glowinski et al., 2015; Pollick et al., 2001; Roether, Omlor, & Giese, 2008; Wallbott, 1998 ). This study is in agreement with previous findings showing that left side of the body is more emotionally expressive than the right (Roether et al., 2008) , specially the wrist (see Fig.   SR3 in Supplementary Results) . Although the selection of a body part would have reduced the dimensionality of the defined features, the aim of the current study was to investigate how whole-body movements, rather than its parts, convey emotion.
Taking a more methodological and systematic approach, other authors investigating affective movements, but also intention and motor control, have used data-reduction methods such as PCA (Santello, Flanders, & Soechting, 2002; Troje, 2002; Yacoob & Black, 1999) , factor analysis (Ivanenko, Cappellini, Dominici, Poppele, & Lacquaniti, 2005; Ivanenko, Poppele, & Lacquaniti, 2004; Soechting, 1997; Tresch, Cheung, & d'Avella, 2006) or blindsource separation algorithm (Roether et al., 2009) . In this study, several postural and kinematic features were selected for their demonstrated importance in previous literature. This approach was followed since relevant body descriptors obtained from perceptual experiments have been shown to be in good agreement with those extracted from data-driven approaches (Roether et al., 2009 ).
Conclusion
This study made a first attempt to relate features of body posture and movement to emotional categories as well as to observers' subjective perception of feature descriptors. By the recent advances in machine learning algorithms for person detection, it is now possible to quantitatively derive core feature of human movement and investigate their role in human perception. We showed that postural rather than kinematic features seem to discriminate better between different emotional body movements, both for the computed features as well as for the behavioural ratings. A next step is the further understanding of these features in relation to the different brain regions involved in body perception. Insights in these mechanisms will have a crucial impact on our understanding of affect and social interaction, but also in many areas of society, including law enforcement and security, games and entertainment, education, the arts (Camurri et al., 2016) but, most importantly, health care . Patients suffering from disorders of affective communication, such as autism and schizophrenia, will directly benefit from the application of this knowledge to rehabilitation programmes focused on emotional recognition and normal social functioning.
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Supplementary Materials
Feature definition
To investigate the contribution of kinematic and postural information to the processing and recognition of emotional body movements, several quantitative features were computed giving their importance in previous work (for a review see .
These features include velocity, acceleration, vertical movement, symmetry, limb angles and three different computations of body contraction. However, there are different ways in which these features can be calculated. Here, a stimulus dataset comprising 56 affective bodymovement videos expressing either anger, fear, happiness or a non-emotional expression were used. The x-and y-coordinates of a total of 18 keypoints that corresponded to the actor's main body joints were acquired using OpenPose (v1.0.1) , for each of the 25 frames that constituted each video (see Fig. SM1 ). Due to the blurring of the face in our video clips, the estimation of the location of eyes and ears was often inaccurate.
These keypoints were disregarded for further analyses, although the keypoint corresponding to the nose was kept as a reference for the position of the head. Velocity was calculated as the amount of displacement of each keypoint for adjacent frames. Acceleration was derived from the difference in the amount of movement of each keypoint for adjacent frames. Vertical movement referred to the amount of displacement of each keypoint in the y-axes between adjacent frames. The feature defined as "limb angles" was calculated as the angle between two adjacent body segments, including the angles for the elbows, knees, shoulders and hips.
Symmetry was computed as the difference in position of each pair of joints (i.e. one on the left side, the other on the right) with respect to the axis that divides the body vertically by the nose.
Shoulder ratio was defined as the amount of extension of the body joints with respect to the shoulders. Surface was computed as the multiplication between the total body extension in the x-axis and the extension in the y-axis. Limb contraction referred to the feature where the distances of the limbs (wrists and ankles) to the head were estimated. Although each feature was calculated within each frame, the results presented in the main text correspond to features whose time information was averaged. In the supplementary results, the dissimilarity matrices of the features preserving the time-related information are shown (see Fig. SR6 ). Finally, emotional categories simply denoted whether a video belonged to a category (anger, happiness, neutral or fear) or not. Table SM1 . 
Supplementary Results
Emotional recognition and validity of the stimuli
Participants accurately classified the emotion expressed by the body movements, indicating the validity of the stimuli for the purpose of the study. Fear and neutral conditions were the best recognized, whereas happiness was the worst, being most often confused with neutral body expressions (see Fig. SR4 in Supplementary Results) . The observation that emotional intensity ratings were similar across emotions excludes this factor as a possible confound in the misclassification of happiness (see Fig. 4 in main text). In addition, the movements conveying this emotion had similar kinematic and postural within-category similarity (see Fig. 1 in main text). A possible explanation for this selective misclassification could be the different level of familiarity that participants presented with each affective movement. An inspection of the matrix for familiarity ratings (Fig. 4 in main text) revealed that while fear, neutral and anger categories had high within-category similarity, the happy condition displayed less withincategory consistency. Another possible explanation could be the existence of individual differences in affective expression between actors. Indeed, a closer look at participants' emotional ratings indicated that the lower recognition accuracies were specifically attributed to two actors. 
