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1. INTRODUCTION 
The purpose of this paper is to obtain results about the radial solutions 
of elliptic equations of the form 
zlu+ f(u)=O. (1.1) 
These equations may be studied by variational techniques or by shooting 
methods, and examples of these methods are given in [1, 2, 4, 6, 7, 10]. If 
we restrict discussion to radially symmetric functions u, then (1.1) simplifies 
to the differential equation problem 
(n -  1) 
u,,+ u,+ f(u)=O, 
r (1.2) 
u,(O) =0. 
Here r is the radial distance from a suitable origin and n is the dimension 
of the space. The main results of this paper are summarised in Theorem 1.2, 
and contrast with the known results of Theorem 1.1. In Section 2 of this 
paper we derive Theorems 2.1-2.4 which give upper and lower bounds on 
solutions of (1.2) when f(u) has the form f(u)= u[ 1 + g(u)], where g(u) is 
positive, even, and monotonic increasing in u. In Section 3 the behaviour of 
these solutions for large r is studied. In section four results are obtained 
concerning the location of the zeros of solutions of (1.2). This is of par- 
ticular interest since, if /~ is such a zero, then the scaling r = #s and 
g(s) = u(Its) allows us to transform a solution of (1.2) into a solution fi(s) of 
the eigenvalue problem 
a,,+ (n-1)as+a~f(a)=o, 
S 
This scaling has been used in [9]. 
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tTs(0 ) = a(1) = O. 
(1.3) 
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A particular application of these results lies in the study of radial 
solutions of the eigenvalue problem 
~ q- 2ff(1 + I~1 ,'-~) =0, 
(1.4) 
= 0 on t~g2, 
where f2 is the unit ball in R n. Problem (1.4) is a generalisation of the 
problem studied in [ l ,4 ] .  When p<pc=(n+2) / (n -2 ) ,  the critical 
Sobolev exponent, the variational techniques of Ljusternik-Schnirleman 
Theory may be employed to give information about the solution branches 
of (1.4). In particular there is the following result due to [10]. 
THEOREM 1.1. For each p < Pc and for each k ~ N problem (1.4) possesses 
a one-parameter family of radial solutions (2, ilk(2)) defined for 0 < 2 < 2 k. 
In particular for each 2 > 0 there exists an infinite number of solutions. 
However, when p/> Pc, the variational techniques may no longer be 
employed as the imbedding of H~(I2) in Lp+I(t2) is no longer compact. 
Indeed the general results of this paper show that the behaviour of radial 
solutions of (1.4) for this range of p contrasts markedly with that given by 
Theorem 1.1. 
To study this case we exploit the radial symmetry to reduce (1.4) to an 
ordinary differential equation problem such as that given in (1.3). By 
rescaling we obtain an equation of the form given in (1.2). An application 
of standard theory then shows that a solution u(r) of 1.2 is uniquely 
specified by the value of u(0) = 0. From Sturmian Theory we deduce that, 
for each k~ ~, u(r) has a kth zero #k(O)< kn. Thus we obtain a radial 
solution of problem (1.4) with a corresponding value of 2 given by 
4 = ;~k(O)=~tk(0) 2. Such a solution has (k -  1) zeros in the open interval 
(0, 1). From the general theory developed in this paper we deduce the 
following results for the solutions of (1.4). 
THEOREM 1.2. Let n = 3, p >1 5, ~ be the unit ball and let u(r, O) be the 
solution to problem (1.2) with u(O, O) = O. Further for k >>. 1, let #k(O) be the 
kth zero of u(r, 0). Then there is a branch of solution pairs (t~k, 2k) to 
problem (1.4) parametrized by 0 and defined by 2k(O)=l~k(O) 2, fig(S)= 
u(l~k(O) -1 s, 0). 
(i) Let #(s) be a solution of the initial value problem 
~,,s +2 ks+ 2~(0) #p = 0 for s>0, 
s 
~s(0)  = 0, ~(0)  = 0 > 0. 
(1.5) 
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Then ifO<~s<<. 1,
al(s)<<.~(s). 
(ii) For all 0 > 0 and for each k >>. 2 
_ _ ~1/2  , (0 )  - 2~/2(0)  ~< =. ~<2~/2(0)<,~'~/2(0) L~,(0) <..k+ 
2 
(iii) For each p >1 5 there exists a ,6(p) > 0 such that for all 0 > 0, 
~2 
-4- < 21(0 ) ~< ~2 < rCz + •(p) < 22(0 ) < 4rC2. 
(iv) The rescaled function u(r) = fi(2~/2(0)) does not lie in L2(•3), and 
there exist constants M, A, and B such that 
lu(r)[ <g/r  for all r>0 
and 
u(r) --* 1 A sin(r + B) 
r 
as  r~ ~.  
This result shows that, in contrast o Theorem 1.1, there are values of 2 
such that (1.4) has no radial solution other than the trivial solution. Thus 
there is a considerable difference in the solution behaviour between the two 
ranges p < 5 and p >~ 5. We may therefore conclude that the critical Sobolev 
exponent at which the variational existence proof fails represents not just a 
technical difficulty but a growth condition where the behaviour of solutions 
of(1.4) changes substantially. This is emphasized in Section 5 where the 
exponent value p = 5 is studied in some detail. 
I am grateful to the referee for some comments which have added to the 
clarity and presentation of this paper. 
2. A PRIORI BOUNDS 
In this section we present some results giving a priori bounds to 
solutions of problems of the form (1.2). Initially we prove a result bounding 
u away from zero. 
LEMMA 2.1. Let p(x), q(x), f (x )  be positive functions of x lying in the 
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space C~[0, oo) with p(x)>O for x >~O. Suppose that the function u(x) is a 
solution of the differential equation problem 
(p(x) Ux)x + q(x) u = f(x), (2.1) 
and let ql(x) = p(x) q(x) and f l(x) = p(x) f (x)  satisfy the condition 
(fl)x>O>(q~)~ for x~>0. (2.2) 
(i) For some ~>~0 let u~(~)=0 and suppose for some 6>0 that 
u(x)>u(~)>~O for ~<x<a+6.  Then u(x)>u(~) for all x>a. 
(ii) If u(~) = ux(~) = 0 then 
u(x)>0 for all x>~.  
COROLLARY 2.2. Let v(x) be a solution of the problem 
2 
vxx +x vx + q(x) v = f(x), 
vx(0) = 0 and v(0) = 0, 
where the functions xf(x) and q(x) are both in Cl [0 ,~)  with 
(xf(x))x > 0 > q~(x). Then v(x) > 0 for all x > O. 
We define u(x)=xv(x). Substituting x-lu(x) Proof of Corollary 2.2. 
into (2.2) we obtain 
and 
Uxx + q(x) u = xf(x) 
u(0)  = ux(0)  = 0. 
The positivity of u(x) then follows from Lemma 2.1. I 
Proof of Lemma 2.1. The conditions given for p, q, and f are standard 
ones ensuring that u~C;  though these conditions may be weakened 
somewhat we shall not do this in the present paper. At the point a let u(x) 
have the properties listed in (i). We now make the change of variables 
ds/dx = lip(x), v(s) = u(x(s)). (2.3) 
As p(x) is a positive, continuous function of x it follows that s is defined for 
all x>~0 and increases monotonically with x. The function v(s) thus 
satisfies the following ordinary differential equation, 
v~s + Q(s) v = F(s), (2.4) 
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where Q(s)=-ql(x(s)) and F(s)=fl(x(s)). The monotonicity of s as a 
function of x ensures that 
Fs>0> Q~ for x>~0. (2.5) 
Let ~ be the image of ~ under the transformation (2.3). We suppose that 
there is a first point 7>a such that v(a)=v(7). The conditions of the 
lemma imply that if ~ + S is the image of ~ + 6, then ~ > ~ + $. 
By multiplying Eq. (2.3) by dv/ds and integrating by parts we may (after 
some manipulation) derive the following identity, 
~(v~)[,1 =I( t ) - f~ J (s )ds ,  (2.6) 
where 
I(s) = (v(s) - v(~ ))[ F(s) - ½Q(s)(v(s) + v(~))] 
and 
J(s) = (v(s) - v(~ ))[ Fs(s) - ½Qs(s)(v(s) + v(~))]. 
If we take t = 7 we note that 1(7) = 0 and that inequality (2.5) implies that 
J(s) > 0 for 02 < s < 7. This yields a contradiction i (2.6) and hence no such 
point V may exist; this proves (i). 
(We note that the methods used above may be extended to the more 
general system 
vss + Q(s) A(v) = F(s) B(v), (2.7) 
where the functions Q(s) and F(s) satisfy the previous conditions and A(v), 
B(v) are positive for v/> 0. This assumes that A(v), B(v), Q(s), and F(s) are 
sufficiently regular to ensure that v e C< Similar techniques have been used 
to study other equations and some examples are given in [6].) 
To prove (ii) we note that the function F(s) satisfies the conditions 
F(s)>~O, FAs) > 0 for s~>a. 
If F(a)> 0 then Vss(a)>0 and hence, as v~(a)=0, it follows that v(s) is 
positive in a region [a, a+S]  and the result then follows from (i). 
Similarly, if F(~) = 0, then by differentiating (2.4) we may deduce that 
v,,,(~) = (F, - Q ,v -  Qvjl~ >0, 
and vss(~)= 0. The result then follows as above; this proves Lemma 2.1. 
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EXAMPLE 1. A simple example of a system for which Lemma 2.1 applies 
comes from the problem 
uxx+ u=x and ux(0)=u(0) =0. 
This has the solution u(x) = x - sin x/> 0. 
EXAMPLE 2. A more interesting application of Lemma 2.1 is to study 
the radially symmetric solutions of problem (1.4). 
LEMMA 2.3. Suppose that p>~5. Let w(r) be a solution of  the 
Emden-Fowler problem 
2 
W rr 71- -- W r -[- W p -'~ 0 
r 
w(0) = 0 and w~(0) = 0 with 0 > 0. 
Let u(r) be a solution of  the problem 
2 
Urr -~- -  Ur -~- U -~- uP -~-- O 
r 
u(O) = 0 and 
I f  t~ is the first zero of  u(r) then 
u(r) < w(r) for r < #. 
(This result establishes Theorem 1.2(i)). 
Proof  If we set v( r )=r [w( r ) -u ( r ) ]  then v(r) is 
differential equation problem 
Vrr + q(r) v = rw, 
I ) (0 )  = 1)r(O ) = O, 
where the function q(r) is defined by 
q(r) = (wP(r) - uP(r))/(w(r) - u(r)) if 
and 
q(r) = pw p-  l(r) if w = u. 
ur(0)=0. 
a solution of the 
(2.8) 
w~u 
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For x, y ~> 0 we define the function g(x, y) as follows 
g(x, y) = (x p - yP)/(x - y) if x :~ y 
and 
g(x, y )= px p i if x=y.  
A straightforward calculation shows that g(x, y) is a C ~ function of x and y 
and, further, that 
g~(x, y), gy(X, y) > 0 for x, y > 0. 
Now q(r)= g(w(r), u(r)) and it follows from standard results given, for 
example, in [7] that w(r) and u(r) are both C 2 functions of r with dw/dr 
and du/dr<O for 0<r~<#. Thus dq/dr~O for 0~<r~</~. 
We now consider the function f ( r )= rw(r). This is a solution of the 
differential equation problem 
and 
f,r = -- rw p < 0 for w(r) > 0 
f(O) = O, f,(O) = w(O) > O. 
Thusf(r )  is a concave function of r and hence, by the Supporting Hyper- 
plane Theorem, f ( r )  either increases monotonically or it has a zero, r*, 
where 0 < r* < ~.  The result of [8], however, implies that w(r) is positive 
for all r>0 and thus this latter case cannot occur. Therefore f ( r )  is 
monotone increasing, positive and C 1 in r>0.  Thus we may apply 
Lemma2.1 and hence v ( r )>0 so that w(r)>u(r) )  for all r such that 
u(s)>O in [0, r]. II 
In the remainder of this section we obtain upper bounds for solutions of 
problem (1.2) for some particular cases o f f  
THEOREM 2.4. Let u satisfy (1.2) and let 
f (u )  = u(1 + g(u)), 
where g(u) is positive, even, and monotone increasing in u. Define tz m to be 
the ruth positive zero of  u(r) with #m < #m + 1" Then 
(i) lul is bounded for all r and has a unique maximum in (IZm, IZm+ l). 
(ii) I f  v(r)= r ~"- tVZu(r) then V2r(It,,) is bounded above. Further, i f  
1 <~n<~3 then 
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(iii) There & a constant M such that for all r > 0 
I u l < Mr (" - l i/2 
I f  n<~3 we may take M= lus(#l)l/~1 (" 1)/2. 
Proof To prove the boundedness of u(r) we consider the function 
1 u~+F(u) 1 u~+fof(u)du. (2.9) H= 5 =--~ 
The conditions upon f(u) ensure that F(u) is a positive, even, monotone 
increasing function of u. Using (1.2) we see that 
dH (n - l )  2 
dr r Ur. 
Thus H(r) is bounded for all r > 0, and hence both u and u, are bounded. If 
lul has two maxima in (#m, #,,+~) then lul must have a minima between 
them. This contradicts the monotone decreasing nature of H, and hence lul 
has a unique maximum in (#,,,/~,,+1). This proves (i). 
To prove (ii) we set v(r) = r (" 1)/2u(r). This change of variables has been 
used by several authors to study (1.2) and examples are given in I-7]. Sub- 
stituting r-('-l)/2v into (1.2) we obtain the equation 
v, ,+v[ l+g(vr  -(" 1)/2)--(n--l)(n--3)/4r2]=O. (2.10) 
If r lies in the range r2> ½(n- 1 ) (n -  3), then, when v is positive (negative) 
it is locally concave (convex). In addition, as u(r) is bounded above we see 
that in this region 0 < g(vr ("-1)/2)< G for some constant G. From Stur- 
mian Theory we deduce from these bounds on g that there is a constant 
a > 0 such that 
a<#, ,+ l -  #,, < x/2n. (2.11) 
As Eq. (2.10) is odd in v we may assume that v is positive in (#,,, #,,+~). 
Let v attain its unique maximum vl at r~ e (#,,, #,,+0. Integrating (2.10) 
we obtain the identity 
lvfflv=°=fo ' 2  [ l+g(vr - ( " - l ) /2 ) - (n -1 ) (n -3 ) /4 r2]vdv"  (2.12) 
Evaluating the above integral over the r ranges (#,1, r~) and (r,, #,,+~) we 
deduce from the monotonicity of g(u) that if 1 <~n <~3 then 
2 .2  _<: v 2 , ~< V, I ,= #~. 
U] -~ r Ir=/~m+l 
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Vr2 I~,,.+, ~ VrZ [~,~, +~ (n--1)(n- -  3) ~[l r_2v dr. 
v2 lu,.+, ~< v~ I~,m + 1( n -- 1)(n -- 3) v21~m z.
The local concavity of v now implies that 
2 2 _ i,,,,)2 < 2=2v2(/~,,,) v~ < vr(~,,,)(~,,,+ 1 
and hence 
Thus 
2 v~ I~m +, ~< V, J~m( 1+ ~2(n -- 1 )(n -- 3)/x m 2). 
N- -1  
1-I v l.. 
/=0  
(1 + n2(n -  1 ) (n -  3)/t,,2+t). 
However, (2.11 ) implies that #m + ~ > ~.lm -~- la. Thus, as 1-IT= o (1 + n2(n - 1 ) 
(n - -  3 ) / (~ m -4- la )  2) is bounded, we see that v 2 I,, is bounded for all l>  0. This 
proves (ii). 
To prove (iii) we observe that fvl is bounded over any interval 
(~,,,/x,,+l) by X/2r~lVrl.,.; if n>3 and by ]Vrlum if n~3.  Thus lul is 
uniformly bounded, and hence there is an M such that 
[u l<Mr  -~"-1)/2 | 
3. THE LARGE r BEHAVIOUR OF U. 
In this section we make use of the global bounds for u derived in 
Theorem 2.4 to describe the behaviour of u for large r. 
THEOREM 3.1. Suppose that u is a solution of  problem (1.2) and that f (u )  
satisfies the conditions of  Theorem 2.4. Further suppose that the function g(u) 
defined in Theorem 2.4 has the property that as t -~ 0 
g(t) = O(t p-  1) and tg,(t) = O(t p-  1) 
for  some p > (n + 1 )/(n - 1 ). Then, v(r) = r tn 1J/2u(r) satisfies 
v(r )=Csinr+Dcosr+O[r - l+r  ("+x-(" 1) P)/2-] as r~oo ,  (3.1) 
where C and D are constants. 
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Proof  
reformulate Eq. (2.10) as the following integral equation: 
v=Nv-A  sin r+Bcos  r 
_ v [g (v~- ( . -11 /2 )  _ (n  - 1)(n - 3)/4~ 2] s in ( r -  ~) d~. 
o 
By making use of the method of variation of constants we can 
(3.2) 
Equation (3.2) is valid in a region r > ro where ro is a constant. A and B are 
given by 
.4 = V(ro) sin r o + Vr(ro) COS r 0 and 
B = V(ro) cos r o - vr(ro)  sin r o. 
Theorem 2.4 shows that A and B are bounded independently of r0; 
provided that ro is sufficiently large. As v( r )  is bounded above by M the 
conditions on g( t )  given in the theorem imply that there is a constant K 
such that, for sufficiently large (, 
g(v~ (" 1~2)<K~ ~" 1)(n 1~2 
Hence, from this inequality we may obtain the estimate 
v[g(v~- ( " -  Iv2) _ (n - 1)(n - 3)/4~ 2] sin(r - ~) 
o 
(3.3) 
where E and F are positive constants uch that F=0 when n= 3. As 
p > (n + 1 ) / (n  - 1), this expression is bounded as r ~ ~,  and may thus sim- 
plify (3.1) for r>ro  to 
v = Nv  = C sin r + D cos r 
+f~ v[g(v~- ( ' - l ) /2 )  - (n -  l ) (n -  3)/4~ 2] s in ( r -  ~) d(. (3.4) 
Jr 
Here C and D are constants bounded independently of r o. Note that we 
deduce that 
I T  v[g(v~- ( "  - (n  - )(n - s in ( r -  ~) d~ 1)/2) 1 3)/4~ 2] 
< Er(n + l - (n -  l) p)/2 + F r -  1. (3.5) 
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If ro is sufficiently large we claim that N maps the set B into itself where 
B={v:veC[ro, oo ) and supv<2(C2+DZ)l/2}, 
r>ro 
and in addition that N is a contraction map on B. The first claim is a con- 
sequence of the upper bound given in (3.4). To prove the second we make 
use of the condition that tg,(t)= O(t p- ~) as t ~ ~.  If ro is sufficiently large 
this ensures that if w and v lie in B then 
]wg(w~-(n  1)/2) __ vg(v~-~,-1)/2)1 
~<Lsup lw-v I (  -I" l)le-l)/2, 
r>ro 
where L is a constant independent of ro. Hence, there are constants R and 
S such that 
[Nw-Nv[ <sup Iw-vl[Rrto "+l-c" 1)p)/2+Srol]. (3.6) 
r>ro 
If r 0 is taken sufficiently large we thus obtain a contraction map upon B. 
Hence, if we define an iteration by 
vo=Csinr+Dcosr, V,+l=N(vn) for n~>0, 
then an application of the Contraction Mapping Theorem ensures that this 
iteration converges to a continuous function v(r) lying in B. Moreover, this 
differs from Vo(r ) by a bounded multiple of 
Er  (n+ l (n -1)P) /2  + F r -1 .  II 
EXAMPLE. The function f(u)= u(1 +lul p - I )  fulfills the conditions of the 
theorem if p > (n + 1 )/(n - 1 ). In particular if p > (n + 3)/(n - 1 ) we have 
Cs inr  Dcosr  
u=~-t  r~,_l)/2 t- O(r -~"+1)/2) as  r~ ~.  
For the particular case of n = 3, the constant F= 0 and 
C .  D u=--slnr+--cosr+O(r l-p) as r~.  (3.7) 
r r 
I fp  > 3 we deduce from (3.6) that u¢ L2(R3). Thus solutions of(1.1) of this 
form cannot be obtained from the variational methods used by [2]. This 
result establishes Theorem 1.2(iv). 
'7 
• gp gp/sp = d 
(x)v 
( ~t,) 
pUP 1 + "1t = z 
pu~ 
VP VP/sP = x (x)v 
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(~7"17) "1 ~n > :[ ~n 
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From inequality(4.2) we may deduce that if A(x)=B(y)  then 
As(x) < Bs(y) and it thus follows from (4.3) that if 
A(x)  = B(y)  then x > y. (4.4) 
We now suppose that 0 < a < N, by constructions A(s) and B(s), are both 
monotone increasing on the interval [0, a].  F rom (4.4) we may deduce 
that A(a) vL B(a). We suppose that A(a) > B(a), and by the monotonicity of 
the function A(s) we may deduce the existence of a point b such that 
0<b<a and such that A(b)=B(a) ,  which is a contradiction. Thus 
A(a) < B(a), proving the lemma. I 
for rn/> 2, the three possible cases: 
~ ]Am + l - -  ]Am, 
~>]Am+l--]Am and lu(x)l i> lu(y)] for all x and y such 
We now consider, 
(a) ~m--~m 1 
(b) ]Am- -~m-1  
that 
]Am-l <X < 
(C) neither (a) 
If only case (a) is 
show that case (b) 
]Am < Y < ]Am + ~ and ]2 m - x = y -- ]Am, 
nor (b). 
true then the theorem is proven for m >/2. We first 
cannot occur. To prove this we define, as before, 
v(r) = r ("- ~)/2u(r). Then v satisfies the differential equation 
v ,  + vg(r) = 0, v(]Am) = 0, (4.5) 
where g(r) = h(u(r)) + (n - 1)(3 - n)/4r 2. The condition 1 ~< n ~< 3, together 
with the monotonicity of h(u) and the conditions given in (b), ensure that if 
x > 0 then 
g(]Am+X)< g(]Am--X). (4.6) 
By now considering problem (4.5) as an equation with independent 
variable x for the two cases r = #m + X and r = #m -- x, we may deduce from 
inequality (4.6) and an application of the Sturmian Comparison Theorem 
that if there are first w and z greater than zero such that 
l ) ( ]Am"~-W) .~- l ) ( / . . lm- -Z)=O , then w> z. Hence ]Am--]Am_l <]Am+l--]Am, 
which contradicts the hypotheses in (b). 
We now show that case (c) cannot occur; to prove this we establish the 
following lemma. 
LEMMA 4.3. I f  case (c) occurs then there are points w and z such that 
#, , -1 < W < #m < Z < #m + ~ with 
lu(w)l = lu(z)l 
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and 
u,(z) 2 >1 u,(w) 2. 
Proof. Let A(s), B(s) be the functions defined in Lemma 4.2, and let 
t = sup {s: 0 < s ~</~,, + ~ -/~,, and A(s) > B(s)}. The conditions in (c) imply 
that t >0. We now consider the function C(s)= , , l (s) -  B(s). It is evident 
from the definition of t that C(t) = 0 and Cs(t) <<. O. We shall now show that 
Bs(t) <~ O. If not, then t < (g , , -  L) where L is as defined in Lemma 4.2. If 
As(t)>~O then, further t~< (R-#, , )  and hence by Lemma4.2 we may 
deduce that A(s) < B(s) for all s < t, contradicting the definition of t. Sup- 
pose then that As(t)<0 then there is a point t' such that 0 < t'< t where 
As(f) = 0 and at which A(t')> B(t'), since B is monotone increasing on 
It ' ,  t] and A(t) = B(t). But, from Lemma 4.2 we deduce that for all s such 
that 0 < s < t' that A(s) < B(s), which is a contradiction. Thus Bs(t) <~ 0 and 
hence As(t) <~ B~(t) <<. O. Taking w = #,, - t and z = #,, + t we deduce the 
result. | 
The conclusions of Lemma 4.3 lead immediately to a contradiction, as 
the inequality quoted in the lemma contradicts the result (4.2). This shows 
that case (c) does not arise and thus only case (a) may occur. 
Finally we consider #~. Because u(0) is a maximum we deduce from 
inequality(4.2) that for all x and y such that 0<x<#~<y and 
/~1- x = y -~1 that lu(y)[ < lu(x)l. Hence, by using a Sturmian argument 
identical to that used in examining case (b) we see that /q  ~</~2 - tq. Hence 
the theorem is proved. 
EXAMPLE. If we take f (u)=u( l+lul  p-l) for p>~5, a result given in 
Brezis and Nirenberg (1983) shows that #~ > rff2. Hence we may conclude 
from the above lemma that /2,,> (tort)~2 and by rescaling u we may 
immediately deduce Theorem 1.2(ii). We shall now prove Theorem 1.2(iii) 
for the case p > 5. 
Let u be a solution of the problem 
2 
u~+-ur+u( l+lu l  p a)=0 for p>5,  
r 
up(O) = o u(O) = o. 
(4.7) 
Define a singular function M(r) to be the unique solution to the differential 
equation in (4.7) together with the initial conditions 
r 'M( r )~K and r '+ lM(r )~-otK  as r -40,  
where ct = 2/(p - 1 ) and K p- ~ = ~(1 - ~). A proof of the existence of such a 
505/72/2-1 l 
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unique M is given in Section 4 of [4]. (Note that the proof is independent 
of the results in this paper). An immediate consequence of the methods 
used in that paper is the following result. 
LEMMA 4.4. Let kt* be the ruth positive zero of  M(r). Then, there exist 
constants A,,,  Bin, and Cm with A,, and Bm non-zero such that as 0 ~ o% 
#m(O) - I z* -AmO-tp -5) /4s in (B ,~( lnO+Cm)) - 'O ,  (4.8) 
where #re(O) is the mth positive zero of  u(r). 
As #1(0) > re/2 we deduce from (4.8) that #* >/g/2; indeed #* > 7z/2, for if 
/1" = n/2 then there are values of sufficiently large 0 for which #1(0) < n/2, 
which is a contradiction. Similarly #* > mn/2. We may therefore deduce 
that #1(0)>rc/2 for all 0 and that/~1(0) ~/~*(0) > re/2 as 0-~ ~.  Thus, as 
p~(0) is a continuous function of 0, it is bounded away from re/2 for all 
0>0.  We may thus deduce from Theorem 4.1 that #2(0)>n+e for all 0, 
where e>0. However, an elementary Sturmian argument shows, in 
addition, that /~m(0)<rmc for all 0>0.  By rescaling u in the manner 
described in the Introduction we may thus deduce Theorem 1.2(iii) for 
p>5.  
5. ESTIMATES FOR SOLUTIONS WHEN p = 5 
In this section we investigate radial solutions in R 3 of the equation 
du + u + uS=O. (5.l) 
Restricting ourselves to the study of radial solutions, (5.1) reduces to the 
following differential equation problem: 
2 
U,-r + -- Ur + U + U s = O, 
r (5.2) 
u,(0) = 0 and u(0) = 0. 
First, we use the results of Section 2 of this paper to derive some a priori 
bounds for solutions of (5.2). 
LEMMA 5.1. (i) In any interval [0, r] in which u(r) > 0 
0 4 - 1/2 
(ii) I f  #m is the ruth positive zero of  u(r) then as 0--~ oo 
/d2(l'/m +1 ) < U2r(l~lm) < " '"  < Ur2(~/l ) < 6(#, 0)- 2. (5.3) 
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Proof We observe that w(r)-8(1 + (84/3)r2) -1/2 is a solution of the 
differential equation problem 
2 
~¢'rr-~---Wr--~ wS=o,  
r 
wr(0 ) = 0 and w(0) = 8. 
(5.4) 
(i) is then an immediate consequence of Lemma 2.3. To establish (ii) we 
make use of the following result of [8]. 
LEMMA 5.2 (Pohozaev [8]). Let ~ be a solution of the differential 
equation problem 
Aft +f( f f )  =0 for r~t2~ ~" 
and (5.5) 
= 0 on 0f2. 
Then 
2n I F (u )dV+(2-n)  Iauf  =f~alVulZ(x, v)ds, (5.6) 
where v is the outward pointing normal to Of 2 and F(u)= $gf(t) d(t). 
If we take f2 to be the ball in ~3 of radius #~, then substituting 
f(u) = u + u 5 into (5.6) we deduce 
~0 tl 2 u2(r) r: 3 2 dr= #lUr(~21). (5.7) 
Thus U2(~l) < 2#13 ~t 82 ((1 + 84r2)-1/3) r2 dr < 6(#18) -2. Defining H(r) 
as in (2.7) we deduce from the monotone decreasing property of H that 
UZr(#m+ l) < U~(Itm)" Thus Lemma 5.1 is proved. 
As a consequence of Lemma 5.1 we may now establish Theorem 1.2(iii) for 
the case p = 5. Setting v = ru and substituting r iv into (5.2) we obtain the 
equation 
v~ + v(1 + v4r -4 )  = O, 
D(O) = O, Vr(O ) : 8. 
(5.8) 
In addition, we may conclude from inequality (5.3) that 
60 #m/~l • 
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Now, when v is positive (negative) it is locally concave (convex). Thus if 
# , ,<r<#m+l  then v2(r)<vZ~(p,,)(r-#,,) 2. By using the Sturmian Com- 
parison Theorem we deduce that #,~+l -#,~<n,  and hence 
v2(r) < ~2G2(#,,). Thus 
0 < v4r 4 < 367r40-4#14 . (5.9) 
By applying the Sturmian Comparison Theorem to (5.8) and using the 
bounds given in (5.9) we may deduce that as 0 ~ oo 
#m = #1 @ mrr + 0(0-4). (5.10) 
Hence, from the result of [1] given in Section 4, we conclude that as 
0~oo 
#,, > (m + k) . + o(0- ' ) .  
Now/12 > ~ for all 0 and #2 is a continuous function of 0. Thus there exists 
an e > 0 such that 
#2>~+~ for all 0>0.  
This proves Theorem 1.2(iii) for the case p = 5. 
It is possible to extend the a priori bound on u given in Lemma 5.1 to 
the following estimate. 
LEMMA 5.3. Let u be a solution of  problem (5.2). Then as 0 ~ oo 
04r2 \ 04r2)t/2 U(r)=O 1 "JI- T )  -- 1/2 -~ O(0 31"(1+ - -1]) .  (5.11) 
Proof By means of a straightforward calculation it may be shown that 
solutions of (5.2) and (5.4) are also continuous olutions of the Volterra 
integral equations 
u(s) = 0 + V(u(s) + u(sp) (5.12) 
and 
w(s) = 0 + V(w(s)5), (5.13) 
where V is the Volterra integral operator defined by 
(Vf)(s) = f~ tz(1/s - l /t) f ( t )  dr. (5.14) 
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For x(s )= u(s ) -  w(s) we have 
Lx  =- x - V(x + 5w4x)  ~-- Vw(s) -~ VT(x), 
where T(x) = (w + x)  5 - w 5 - 5w4x. 
To proceed further we invert the linear operator L given in (5.15). 
(5.15) 
Hence 
IFf(s)l < sup If(t)l exp(s2/2 + 15/2). (5.16) 
O<t-<s 
Proof  To obtain an inverse for L we make use of the Volterra series 
L - I  = I+Z+Z2+ . . . ,  (5.17) 
where Z is the linear operator Zf (s )= V(1 + 5w4(s))f(s) .  Using the explicit 
formula of w(s) given before (5.4), we may, write Z as 
s + '03 
Zf (s )= Io t2( l ls - l / t ) (1  + 504(I f ( t )  dt. 
s { t  2 15 (1 04 1 
A simple induction on the bound given in (5.17) shows that 
z"i(S)<oS Psi(S) + 1- l+7s  ) )) In, (5.19) 
By using the Volterra series (3.6) an estimate for F may now be obtained, 
since we deduce that II'f(s)l is bounded by 
I/'f(s)l ~< ~ IZ"f(s)l. 
n=0 
Substituting (5.18) into this bound we obtain the estimate 
IFf(s)l < sup If(s)l exp I--4-+-q-- 1 - 1 +-5-s 2 
o<,<s 
from which we may deduce the bound in (5.16). i 
LEMMA 5.4. For all values of  O= w(O) the operator L has an inverse 
F: C ~ C. Moreover 
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Using these properties of F we may simplify (5.15) to obtain 
x = Y(x) - FVw(s) + FVT(x). 
As V is a Volterra integral operator with a bounded kernel, and F is a 
bounded linear operator, it follows that Y is a compact map from C(O, s) 
into itself. Using the explicit formula for w(s), a direct calculation shows 
that 
04 ,,l/2 1]. 
IVw(s)[<30-3[(1 +-~s 2) - (5.20) 
Making the assumption 
Ix(s)l < w(s), (5.21) 
a similar calculation, using the definition of T(x), shows that 
I VT(x)[ < 78 sup Ix(t)[ 2 0 -1. (5.22) 
O<t<s 
Using the results of Lemma 5.4, together with the bounds given in (5.20) 
and (5.22), a simple calculation shows that, if s ~< So, where So is indepen- 
dent of 0, then Y maps the ball B into itself for 0 sufficiently large, where 
B= {x ~ C(O, s): o<,<,sup Ix(t)] 
<60-3[(l+O---~sZ)1/Z-llexp(~+l-~52) }. 
Provided that s<<.So and xeB,  assumption (5.21) is justified. From the 
Schauder Principle we deduce that Y has a fixed point lying in B. This con- 
cludes the proof of Lemma 5.3. 
From the bound (5.11) we deduce the following results for solutions 
of (5.2). 
THEOREM 5.5. 
(a, M). As 0 ~ oo 
a ---, 31/40 1 and M ~ 31/20- i. 
(ii) I f  t~l is the first zero of u(r) then 
lq~rc/2 as 0~oo.  
(The result (ii) has also been shown by [5].) 
(i) Define v(r) = ru(r). Then (r, v(r)) has a maximum at 
(5.23) 
(5.24) 
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Proof From Eq. (5.8) we deduce that 
-M 2 W 2 
[v2r/2]~=o+ MZ/2 + jo Tr-4 dw=O, 
where w = v 2. From Lemma 5.10) we see that 
04 \ -1  
w(r)<O2r2(1 +-~r 2) , 
and thus 
Substituting into (5.25) we deduce that 
so that 
(1 - M2/30 -2/3) 1/2 31/20 - l < M. 
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(5.25) 
(5.26) 
We now estimate the value of the latter integral by using (5.11). As 0 ~ ~,  
v(1 + v% -4) is asymptotic to 
Or (1 04r2\- 1/2 +-x-) \ 
04r 2,~ -5/2 
+OSr 1 +-'~--) + O(O-3r(1 +04r2)1/2). (5.27) 
Substituting this into (5.26) and evaluating the resulting integral we see 
that 
04a2\1/2 q [1 - (1  0"a2"~-3/2] 
+ O[aZO 3(1 + 04a2)1/2]. (5.28) 
O=l~f~ -vrrdr=Ifv[1-k-v4r-4]dr. 
However, from the bound on v we see that M<~3mO -1. Hence 
M~31/20 las0~.  
We now establish the asymptotic behaviour of a. By the concavity of v(r) 
it is evident hat a is the unique value of r such that 
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If a= 31/40-1 +bO -~ for b<>0 then substitution in (5.28) shows that there 
is a c(b) such that bc(b)> 0 and 
I=0+c(b)  0-2+0(0-3) .  
Hence, as a is the unique r for which identity (5.26) holds, we see that as 
0 ---~ ct) 
a -- 31/40 -1 + O(0-1). 
This establishes (i). 
To prove (ii) we again consider v(r) which satisfies the differential 
equation in (5.8) together with the initial conditions 
v(a) = M and Vr(a ) = O. 
An application of the Sturmian Comparison Theorem then shows that 
v(/~l) = 0 where Pl < a + ~/2. Hence from the result of Brezis and Nirenberg 
we deduce that as 0 ~ 
~/2 < pl < z~/2 + O( 0 1). 
This establishes Theorem 5.5. II 
In [3] a formal asymptotic alculation, confirmed by numerical studies, 
indicates that as 0 ~ oo 
Pl ~ ~/2 + 3mnO-2 
6. CONCLUSION 
In this paper we have studied radial solutions of (1.1) paying particular 
attention to the Dirichlet boundary condition 
u=0 on 00, (6.1) 
where /2 is the unit ball in ~". The results obtained permit a reasonable 
description of all the branches of radial solutions and, in particular, of 
those solutions which are not positive over all of the domain. When u is 
positive the result given in [11 ] implies that u must have radial symmetry 
and the results of this paper then apply to u. However, there are non- 
positive solutions of(1.1) which do not possess radial symmetry. Such 
solutions may arise from bifurcations from the trivial solution branch or 
from symmetry breaking bifurcations from the non-positive radial solution 
branches. When f (u )= 2u(1 + l u[ p- l )  both of the latter cases have been 
observed numerically. 
COMPARISON THEOREMS 359 
REFERENCES 
1. H. BREZIS AND L. NIRENBERG, Positive solutions of nonlinear elliptic equations involving 
critical Sobolev exponents, Comm. Pure AppL Math. 36 (1983), 437-478. 
2. H. BERESTYCKI AND P. L. LIONS, Nonlinear scalar field equations. II. Existence of infinitely 
many solutions, Arch. Rational Mech. Anal 82 (1983), 347-376. 
3. C. BUDD, Semdinear elliptic equations with near critical growth, Proc. Roy. Soc. Edin- 
burgh, in press. 
4. C. BUDD AND J. NORBURY, Semilinear elliptic equations and supercritical growth, J. D/f- 
ferential Equations 68 (1987), 169-197. 
5. J. B. MCLEOD, Personal communication (1983). 
6. W.-M. N1, Uniqueness of solutions of nonlinear Dirichlet problems, J. Differential 
Equations 50 (1983), 289-304. 
7. W.-M. NI AND R. D. NUSSBAUM, Uniqueness and non-uniqueness for positive radial 
solutions of Au +f(u, r )= 0, Comm. Pure Appl. Math. 38 (1985), 67-108. 
8. S. 1. POHOZAEV, Eigenfunctions of the equation z/u + 2f(u)=0, Soviet. Math. Dokl. 5 
(1965), 1408-1411. 
9. J. SMOLLER AND A. WASSERMAN, Global bifurcations of steady state solutions, J. Differen- 
tial Equations 39 (1981), 269-290. 
10. P. RABINOWlTZ, "Variational methods for nonlinear elliptic eigenvalue problems," Ind. 
Univ. Math. J. 23 (1974), 729-754. 
11. B. GIDAS, W.-M. N1 AND L. NIRENBERG, Symmetry and related properties via the 
maximum principle, Comm. Math. Phys. 68 (1979), 209-243. 
