Abstract-This paper contains two main contributions concerning the expurgation of hierarchical ensembles for the asymmetric broadcast channel. The first is an analysis of the optimal maximum likelihood (ML) decoders for the weak and strong user. Two different methods of code expurgation will be used, that will provide two competing error exponents. The second is the derivation of expurgated exponents under the generalized stochastic likelihood decoder (GLD). We prove that the expurgated exponents achieved for the hierarchical ensemble under GLD decoding are at least as good as the maximum between the random coding error exponents derived in an earlier work by Averbuch and Merhav (2018) and one of our ML-based expurgated exponents.
I. INTRODUCTION
W HILE the characterization of the capacity region of the general broadcast channel (BC) is still an open problem [4] , some special cases were solved, most notably, the asymmetric BC (ABC) [10] , whose direct part relies on [3] : firstly, generate "cloud centers", which designate messages addressed to both the receiver of the relatively good channel quality, henceforth -the strong user, and the one with the lower channel quality -the weak user. Secondly, "around" each cloud center, generate a "sattelite" codeword for each message addressed to the strong user only. Upon receiving a codeword pertaining to one of the clouds, the strong receiver decodes both messages, and the weak one decodes the common message only. In contrast to the capacity region of the ABC, only little is known about its reliability functions. The earliest relevant work is [11] , which was improved in [9] , by analyzing random coding exponents of optimal decoders. In [1] , exact random coding error exponents were found for ensembles of fixed composition codes. Upper bounds to the reliability functions of the ABC are discussed in [11] .
Even in the single-user case, it has been known for many years that the random coding error exponent is not tight (with respect to the reliability function) for relatively low coding rates, and may be improved by an expurgation process [7] , [8] . Specifically, improved bounds are obtained by eliminating codewords that contribute relatively highly to the error probability, and asserting that some upper bound holds for all remaining codewords. More recent papers, where the method of expurgation is studied are [18] , [13] (list decoding), [19] (Gaussian BC) and [16] (discrete memoryless multiple-access channels), among many others.
The main objective of this paper is to study expurgation techniques for the hierarchical ensemble used over the ABC. Expurgating a code for the ABC is not a trivial extension of expurgation in the single-user case, because there might be conflicting goals from the viewpoints of the two users. Nonetheless, we were able to define expurgation procedures that do no harm to the performance of one user to improve the performance of the other one. This has paved the way to deriving tighter lower bounds on the reliability functions of the ABC.
We start by analyzing the optimal maximum likelihood (ML) decoder, and deriving some expurgated bounds, that are natural generalizations of the single-user expurgated bound due to Csiszár et al. (CKM) [7] . Although our first process of code expurgation is fairly intuitive, there is at least one step in our first derivation where exponential tightness might be compromised. This point gives rise to a possible room for improvement upon the results of our first theorem, and indeed, such an improvement is achieved by a second method of expurgation. Here, one starts by expurgating cloud centers, and only afterwards, single codewords. The intuition behind this technique is the following. When the exponential rate of the codewords within a cloud is too high, the weak user can still make a good estimation, merely by relying on the set of cloud centers. The expurgated bounds of our second method, however, are not always tighter than those of the first method, because of other differences in their derivations.
We then expand the scope and consider the generalized likelihood decoder (GLD), which is a more general family of stochastic likelihood decoders. For such decoders, the probability of deciding on a given message is proportional to a general exponential function of the joint empirical distribution of the cloud-center, the codeword and the received channel output vector. The likelihood decoder has recently received some attention, with the primary motivation that it lends itself to considerably simpler derivations of asymptotic upper bounds on the error probability in a variety of problems of network information theory [20] . The random coding error exponent of 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the ordinary and the mismatched likelihood decoders for the single-user channel have been derived by Scarlett et al. [17] . In a more recent paper by Merhav [14] , the expurgated exponent of the GLD has been derived and compared to the classical expurgated bound of [7] , showing an explicit improvement at relatively high coding rates (coinciding with the random coding bound). In this paper, we consider GLD's for both the strong and the weak users of an ABC, and derive expurgated exponents under these decoders. These bounds generalize the bound of [14] , and prove that they are at least as tight as the maximum between the random coding error exponents of [1] and the expurgated bounds of our first theorem, which are based on the ML decoder. The main drawback of those error exponents is that they are not easy to calculate since they involve minimizations over relatively cumbersome auxiliary channels, and hence, efficient computation algorithms for the GLD bound are left for further research. From this viewpoint, the exponents of our first theorems are much more attractive. The remaining part of the paper is organized as follows. In Section II, we establish notation conventions, and review some preliminaries. In Section III, we formalize the model, the decoders and reliability functions. In Section IV, we summarize the main theoretical results of this paper. Sections V, VI and VII provide the proofs of our main theorems.
II. PRELIMINARIES

A. Notation Conventions
Throughout the paper, random variables will be denoted by capital letters, specific values they may take will be denoted by the corresponding lower case letters, and their alphabets will be denoted by calligraphic letters. Random vectors and their realizations will be denoted, respectively, by capital letters and the corresponding lower case letters, both in the bold face font. Their alphabets will be superscripted by their dimensions. For example, the random vector X = (X 1 , . . . , X n ), (n -positive integer) may take a specific vector value x = (x 1 , . . . , x n ) in X n , the n-th order Cartesian power of X , which is the alphabet of each component of this vector. Sources and channels will be subscripted by the names of the relevant random variables/vectors and their conditionings, whenever applicable, following the standard notation conventions, e.g., Q X , Q Y |X , and so on. When there is no room for ambiguity, these subscripts will be omitted. For a generic joint distribution Q XY = {Q XY (x, y), x ∈ X , y ∈ Y}, which will sometimes be abbreviated by Q, information measures will be denoted in the conventional manner, but with a subscript Q, that is, H Q (X) is the marginal entropy of X, H Q (X|Y ) is the conditional entropy of X given Y , I Q (X; Y ) = H Q (X) − H Q (X|Y ) is the mutual information between X and Y , and so on. The conditional divergence between two conditional distributions (channels), say, Q Z |X and W = {W (z|x), x ∈ X , z ∈ Z}, with weighting Q X is defined as
where logarithms, here and throughout the sequel, are taken to the natural base, and hence, all of the coding rates are given in nats per channel use. The probability of an event E will be denoted by P{E}, and the expectation operator with respect to (w.r.t.) a probability distribution P will be denoted by E P {·}, where the subscript will often be omitted. For two positive sequences a n and b n , the notation a n . = b n will stand for equality in the exponential scale, that is, lim n→∞ 1 n log a n b n = 0.
Similarly, a n · ≤ b n means that lim sup n→∞ 1 n log a n b n ≤ 0, and so on. The indicator function of an event E will be denoted by I{E}. The notation [x] + will stand for max{0, x}.
The empirical distribution of a sequence y ∈ Y n , which will be denoted byP y , is the vector of relative frequencies, P y (y), of each symbol y ∈ Y in y. The empirical conditional distribution induced by (x, y) will be denoted byP x| y . In the same manner, we will denote joint empirical distribution of pairs or triplets of sequences byP u y orP ux y , respectively. The type class related to the empirical distribution Q U , denoted T (Q U ), is the set of all vectors u ∈ U n withP u = Q U . Similarly, the conditional type class induced by the empirical conditional distribution Q X |Y and the sequence y, denoted by T (Q X |Y | y), is the set of all vectors x ∈ X n with an empirical conditional distributionP x| y = Q X |Y . Empirical information measures will be subscripted by the relevant empirical distribution. For example, H Q (X) will denote the empirical entropy induced by the empirical distribution Q X , I Q (U X; Y ) will denote the empirical mutual information between (U, X) and Y , induced by the joint empirical distribution Q U XY , and so on.
B. Mathematical Tools
Along the proofs in the current paper, some mathematical results are used repeatedly. Instead of explaining them each time, let us summarize them:
• We abbreviate the union bound and Markov's inequality by UB and MI, respectively.
• We refer to the following inequality as the power distribution 
• Let N be a binomial random variable with e n R (R ≥ 0) trials and success rate of the exponential order of e −nI (I ≥ 0). It is shown in [12, Sec. 6 .3] that for s > 0
III. DEFINITIONS AND PROBLEM FORMULATION
We consider a memoryless ABC with a finite input alphabet X and finite output alphabets Y and Z. Let W Y |X ≡ W 1 = {W 1 (y|x), x ∈ X , y ∈ Y} and W Z |X ≡ W 2 = {W 2 (z|x), x ∈ X , z ∈ Z} denote the single-letter input-output transition probability matrices, associated with the strong user and the weak user, respectively. When these channels are fed by an input vector x ∈ X n , they produce the corresponding output vectors y ∈ Y n and z ∈ Z n , according to
We are interested in sending one out of M z messages to both users and one out of M y messages to the strong user, that observes y. The two messages are chosen under the uniform distribution. To remind the reader, the only difference from an ordinary BC is that in the case of the ABC, one of the private messages is absent. Although our results prove the existence of a single sequence of deterministic hierarchical constant composition (HCC) codebooks, whose error probabilities are provably bounded, our proof techniques use extensively the following mechanism of random selection of an HCC code for the ABC. Let U be a finite alphabet, let P U be a given probability distribution on U, and let P X |U be a given matrix of conditional probabilities of X given U , such that the type-class T (P U ) and the conditional type-class T (P X |U |u) are non-empty. We first select, independently at random, M z = e n R z n-vectors ("cloud centers"), u 0 , u 1 , . . . , u M z −1 , all under the uniform distribution over the type-class
, under the uniform distribution across the conditional typeclass T (P X |U |u m ). We denote the sub-code for each cloud by
Thus, the communication rate to the weak user is R z , while the total communication rate to the strong user is R z + R y . Once selected, the entire codebook
} is revealed to the encoder and to both decoders. We usually omit the dependence on n from the notation of the code, and use C and C m , for short. We denote by C a sequence of HCC codes,
For any of the following described decoding rules, denote by [m( y),î ( y)] the decoded pair of the strong user, and bỹ m(z) the decoded cloud of the weak user. The ML decoder for the strong user is given by
and the optimal ML decoder for the weak user (the bin index decoder) is given bỹ
where
The likelihood decoder [17] is a stochastic decoder, that chooses the decoded message according to the posterior probability mass function, induced by the channel output (either y or z). For the strong user, the ordinary likelihood decoder randomly selects the estimated message (m,î) according to the following posterior distribution
The generalized likelihood decoder (GLD) for the strong user is defined by
whereP u m x mi y is the empirical distribution of (u m , x mi , y), and g s (·) is a given continuous, real valued functional of this empirical distribution. In the same manner, the ordinary likelihood decoder for the weak user randomly selects the estimated cloudm according to
while the GLD for the weak user is defined by
Exactly as the universal decoders derived in [1] , generalized decoders may also depend on the cloud-centers, which may be helpful, since all of the codewords in each subcode are highly correlated via their cloud-center. From now on, we will assume that g s (·) and g w (·) are the same functional, and denote both of them by g(·). The generalized likelihood decoder is a unified framework which covers several important special cases (similarly to the α-decoders described in [5] ). A more detailed discussion can be found in [14] . Let Y ∈ Y n and Z ∈ Z n be the random channel outputs resulting from the transmission of x mi . For a given code C(n), define the error probabilities as
and
where in both definitions, P{·} designates a probability associated with the randomness of the channel outputs given its input, and the randomness of the stochastic decoders. Moreover, the error probabilities are defined to be zero whenever the blocklength is such that no constant-composition code can be generated with the given input type. Our main objective is to prove the existence of sequences of HCC codes C = {C(n)} ∞ n=1 and obtain the tightest possible single-letter expressions that lower bound the following limits
both for the ML decoder and the GLD. The exact random coding error exponents for both users of the ABC have been derived and analyzed in [1] . For the weak user, it is given by (18) while the exact error exponent of the strong user is given by
We may expect to improve these error exponents, at least when one of the coding rates is low, by code expurgation. In this paper, we derive expurgated exponents for the ABC under ML decoding in two different methods. In addition, we discuss the GLD, that enables us to achieve the best between the random coding bound and one of the ML-based expurgated bounds.
IV. MAIN RESULTS
For maximum likelihood decoding, we distinguish between two different methods of expurgation for the HCC ensemble. The first method is based on the following technique of expurgation: we randomly draw a HCC codebook, and then simultaneously expurgate both bad clouds and bad codewords within the remaining clouds. The resulting expurgated bounds are given in Theorem 1, which is proved in Section V. A full discussion of the first two theorems follows the second theorem. In order to state our first theorem, we start with the following definitions. We define the following sets of distributions
For a general channel W , we define the averaged Chernoff distance function by
where in the following, we choose W = W 1 or W = W 2 , depending on the user we are relating to. For the weak user, define an error exponent function as
Next, for the strong user we define the following error exponent functions
Theorem 1:
There exists a sequence C of HCC codes, with a rate pair (R y , R z ) for which both
The second method is somewhat different, and the idea behind it is the following. In the first step, we expurgate sub-codes, merely according to their cloud-centers. Then, in the second step, we fix the set of cloud-centers of the remaining clouds from the first step, and then expurgate specific codewords, as well as clouds, according to some collective behavior of their codewords. The resulting expurgated bounds are given in Theorem 2, and as can be seen below, the expressions are more complicated than those of Theorem 1, at least for the weak user. The proof can be found in Section VI. In order to state our second theorem, we need a few more definitions.
For a given marginal Q U Z , let S(Q U Z ) denote the set of conditional distributions
where P U X = P U × P X |U . We denotet = 1 − t. For the weak user, definê
We define the following set of distributions
and an error exponent function
Theorem 2:
Discussion
All the expressions in Theorems 1 and 2 generalize the well-known CKM expurgated bound [7] . For example, it can be easily recovered from the expression E ML1 wu (R y , R z ) of Theorem 1, when degenerating the hierarchical codebook by choosing R y = 0, as well as P X |U (x|u) = δ(x − u) (assuming that X = U), in order to recover the CKM expurgated bound.
Concerning the strong user, each bound is given by the minimum between two different expressions. The first expression is related to error events within the cloud of the true codeword, while the second expression is related to error events between the true codeword and the rest of the clouds. In fact, we have that
where the difference is given by the second components, E ML1 su-2 (R y , R z , s) and E ML2 su-2 (R y , R z , s). Hence, the choice of expurgation method may affect the resulting error exponent. Although the objectives in (25) and (33) are exactly the same, the constraint sets are different, and are not subsets of each other.
Concerning the weak user, the situation is much more complicated, because of the structure of the optimal decoder. The derivation in the proof of Theorem 1 contains a passage [(62) to (63)] that may harm the exponential tightness of the result. Because of this passage, the bound of Theorem 1 is inferior to the bound of Theorem 2, at relatively high values of R y . However, the resulting exponent of Theorem 1 still outperforms the result of Theorem 2, at least at relatively low R y (see Figure 1 ). Since the derivation in the proof of Theorem 2 is exponentially tight after the first two steps, and does not compromise on the optimal decoders (as Theorem 1 does in the passage we mentioned above), it provides a better result at relatively high R y . Specifically, the expression given in Theorem 2 reaches a plateau at high R y , while the expression of Theorem 1 reaches zero. In this regime, there is no loss in the exponent of the weak user if its decoder treats the satellites codewords as noise. In this case, the satellite-rate is immaterial, and the exponent of the weak user depends on R z only. One should note that the improvement at high rates is obtained by more complicated expressions.
We next provide some numerical results, comparing our expurgated bounds for the weak user in Figure 1 and for the strong user in Figure 2 , as given by Theorems 1 and 2. Let W 1 and W 2 be two binary symmetric channels (BSC's) with crossover parameters p y = 0.0005 and p z = 0.001, respectively. Let U be binary as well and let P U be uniformly distributed over {0, 1}. Also, let P X |U be a BSC with crossover parameter p x|u = 0.15. In Figure 2 , the orange (dot-dashed) curve displays the expression of E ML1 su-1 (R y , s), for the choice s = 0.5, which is common in both exponents. As can be seen, each of the two exponents is dominated by this expression at relatively high sattelite rates. Note that at least for this specific example, E ML1 su (R y , R z ) is higher than E ML2 su (R y , R z ) at any pair of coding rates.
We now move on to discuss the GLD. The GLD amends itself to tighter derivation for the probability of error, and therefore, the resulting expurgated bounds are strictly tighter, at least at relatively high rates. The drawback of the expressions of Theorem 3 is that they are quite cumbersome, at least when compared to those of Theorems 1 or 2. In order to characterize the expurgated bounds of the GLD, we first define a few quantities. Let
Also, define
Let us define the following sets of distributions:
We define the following error exponent functions. For the weak user,
and for the strong user
Theorem 3: There exists a sequence C of HCC codes, with a rate pair (R y , R z ) for which both
An expurgated bound for the GLD in the single-user regime has been derived by Merhav [14] . Theorem 3 generalizes the analysis of the GLD from the single-user case considered in [14] to the asymmetric broadcast channel studied here. While this generalization is not trivial, there are some parts in the proof which can be easily deduced from the single-user case. Those parts were omitted for the sake of brevity, but can be found in [2] , which is an extended version of the current manuscript, that contains all full proofs.
The expression of (42) has the same structure as the bound given in Theorem 1, except that here the functional (Q, R y , R z ) replaces the expected Chernoff distance, and two additional constraints, I Q (U ; U ) ≤ R z and I Q (U X; U ) ≤ R y + R z , have been added. We prove in Appendix A that at least for the choice g(Q) = E Q log W 2 (Z |X), the expurgated bound of Theorem 3, E GLD wu (R y , R z ), is at least as tight as the bound of Theorem 1, E ML1 wu (R y , R z ). One of the main advantages of the GLD, is the fact that the derivation of its probability of error may be exponentially tighter than the derivations in the proofs of Theorems 1 or 2. As a consequence, we show in Appendix B that E GLD wu (R y , R z ) cannot be smaller than the random coding error exponent of the weak user at any pair of rates, by examining the former for the suboptimal GLD based on the universal decoding metric g(Q) = I Q (U X; Z ). We conclude that E GLD wu (R y , R z ) is at least as tight as the maximum between E ML1 wu (R y , R z ) and the random coding error exponent, E RC wu (R y , R z ). This generalizes the result of [14] from the single-user channel (as was obtained by [5] using completely different arguments) to the ABC.
The same can be proved for the strong user, i.e., that E GLD su (R y , R z ) is at least as tight as the maximum between E ML1 su (R y , R z ) and the random coding error exponent,
We conclude that there exists a HCC codebook for which one user works in the "expurgated region" (slope greater than 1), while the other user works in the "random coding region" (slope smaller than 1). For example, it may be the case when the channel to the strong user is quite clean, while the channel to the weak user is very noisy, compared to the required rates. Keeping in mind the discussion after Theorem 2, it is now clear that the expurgated bound for the weak user of Theorem 3, E GLD wu (R y , R z ), is strictly tighter than the bound E ML2 wu (R y , R z ) of Theorem 2 at relatively low rates, and is strictly tighter than the bound E ML1 wu (R y , R z ) of Theorem 1, at relatively high rates. However, we were not able to determine whether E GLD wu (R y , R z ) is at least as tight as E ML2 wu (R y , R z ) of Theorem 2, at relatively high rates. In other words, it is not clear whether the bound of Theorem 3 is at least as tight as the maximum between the bounds of the first two theorems, although we conjecture that it is indeed the case when choosing one of the decoding metrics
, and letting β → ∞.
V. PROOF OF THEOREM 1
The proof has three main parts: In Section V-A, we upper bound the error probabilities and express each one of them using suitable type-class enumerators. In Section V-B, which is the main step of the proof, we show the existence of a hierarchical codebook for which these enumerators are upper bounded by specific deterministic functions of information measures. In Section V-C, we put back these deterministic bounds in order to get the desired results.
A. Upper Bounding Error Probabilities Using Type-Enumerators
For any s ∈ [0, 1], we define the Chernoff distance between x and x by (W = W 1 
For the strong user, we have the following upper bound for any s ∈ [0, 1]
Recalling the definitions of S, P, and D s (Q) in (20)- (22), we have that,
For the weak user, we have for any t ∈ [0, 1]
Remark: It is important to notice that the main weakness of this derivation is the passage between (62) and (63), where we are using the PD inequality over the two exponential sums of sizes M y , but in spite of that, the resulting exponent is still higher than the exponent of Theorem 2 at relatively low coding rates, as can be seen in Figure 1 .
B. Existence of Codebooks With Certain Type-Enumerators
Define the following general quantity
In this part, we prove the existence of codebooks with prescribed upper bounds on the enumerators. The main idea here is that for every > 0 and all sufficiently large n, there exists a code C with a rate pair (R y , R z ), that satisfies, for every codeword (m, i ) and every Q U X X ∈ S,
and for every Q UU X X ∈ P
and furthermore, for every cloud m and every Q UU X X ∈ P,
To show this, we first compute ensemble averages. Definê
For the weak user, for any Q ∈ P, as defined in (21), we have that
Similarly, for the strong user, for any Q ∈ S, as defined in (20) we have that
and for any Q ∈ P,
It then follows that
which means that with high probability
For a given such code and every given Q UU X X ∈ P, there must exist at least (1 − e −n /2 ) · M z values of m and at least
Upon eliminating the exceptional clouds and exceptional codewords from the code, for all Q UU X X ∈ P, we end up with at least (93) and (95) hold for every Q UU X X ∈ P and (94) holds for every Q U X X ∈ S. Let C denote the sub-code formed by these
Finally, observe that sinceN m (Q UU X X , C ) is a nonnegative integer, then for Q UU X X ∈ P with 2R y + R z − I Q (U X; U X ) + < 0, the inequality of (96) meanŝ N m (Q UU X X , C ) = 0, in which case the right hand side of (96) can be replaced byN * (Q UU X X ), and similarly for (97) with N * IN (Q U X X ) and for (98) with N * OUT (Q UU X X ). Thus, we have shown that there exists a code C consisting of [1 − (n + 1) |U | 2 ·|X | 2 · e −n /2 ] · e n R z clouds and [1 − 3(n + 1) |U | 2 ·|X | 2 · e −n /2 ] · e n(R y +R z ) codewords, for which all clouds satisfyN m (Q UU X X , C ) ≤N * (Q UU X X ), and all codewords satisfy
Since there are at least 1 2 · e n R z clouds in C (we take the factor of one half just for simplicity), and at least 
4 · e n R y codewords each. Thus, we can eliminate some more clouds and codewords in order to obtain a codebook, for which each cloud contains exactly the same number of codewords.
C. The Resulting Expurgated Bounds
As a consequence of the above observation, we have seen in Section V-B the existence of a code C for which (55) and (66) can be safely upper bounded by
as well as
and due to the arbitrariness of > 0, this means that there exists a sequence of codes with a rate pair (R y , R z ) for which (26) and (27) hold. This completes the proof of Theorem 1.
VI. PROOF OF THEOREM 2
As explained in Section IV, the expurgation of a hierarchical codebook can be done in two stages. In Section VI-A, we concentrate only on the cloud-centers, and discard a negligible amount of them in order to have a good set, where by "good" we mean that some specific structural properties are ensured to be valid. Then, we fix the set of cloud-centers, and move on to the second stage, where we continue to expurgate clouds, as well as codewords, in order to obtain a complete codebook, for which some additional properties are assured. More specifically, in Section VI-B, we upper bound the error probabilities and express each one of them using suitable quantities. Section VI-C is rather technical and contains the derivations of the ensemble averages. In Section VI-D, which is the main step of the proof, we show the existence of a hierarchical codebook, for which these quantities are upper bounded by specific deterministic functions of information measures of the fixed cloud centers. In Section VI-E, we put back these deterministic bounds in order to get the desired results.
A. Existence of Codebooks With Certain Cloud Type-Enumerators
As in the proof of Theorem 1, for every > 0 and all sufficiently large n, there exists a code C (cloud-centers) with a rate tending exponentially fast to R z , that satisfies, for every cloud m and every Q UU ∈ Q,
Although the proof is omitted here (similar proofs can be found in [13, Appendix] and [14, Appendix C]), one important point should be noticed. It is shown that there exists a code is the set of cloud centers for which this property holds.
B. Upper Bounding Error Probabilities Using Generalized Chernoff Distances
To continue, we need a few definitions. First, define the average log-likelihood
where Q X Z is the joint empirical distribution of (x, z) ∈ X n × Z n , and let
Next, define
where the set S(Q U Z ) has been defined in (28), and furthermore, let
For the strong user, let us denote 1
For the weak user, we use the same upper bound that we have derived in (62):
Let us further define the following generalized Chernoff distance
so that
which emphasizes the difference from the derivation of Theorem 1. The "price" for not using the upper bound ( i a i ) t ≤ i a t i is that we need to keep and handle the outer summation over z, as opposed to the proof of Theorem 1, where we could change the summation order and have a Chernoff distance between pairs of codewords. Next, for the strong user, we take the upper bound of (54)
1 In the definition of K , one may be initially puzzled by the apparent lack of symmetry between U X and U X . There is indeed symmetry, which can be noticed by the identity I (X; U |U ) + I (U X; X |U ) = I (U X; U X ) − I (U ; U ). The expression of K is defined exactly as needed in the current proof. Each of the two mutual informations stems from specific random codeword selections (first I (U X; X |U ) and then I (X; U |U )). In the last step of the proof, when we will add the term of I (U ; U ) (related to the drawing of the cloud centers), we end with a symmetric expression.
C. Evaluation of Expected Values of the Generalized Chernoff Distances
We will prove in Section VI-D that for every > 0 and all sufficiently large n, there exists a code C ⊆ C with a rate pair (R y , R z ), that satisfies, for every codeword (m, i ) and every
and furthermore, for every cloud m,
We next calculate the conditional expectations (given the fixed set of cloud-centers) of the averages of the left-hand-sides of (117), (119) and (120). We start with the strong user. As in (84)-(85), we have that
Preparing to the next step, let us define
. By the method of types,
such that we can evaluate the conditional expectation of the second expression of (116)
For the conditional expectation in the last expression, we have the following:
where (127) 
is due to (123). Substituting it back into (124) gives
where K (R y , s,P u m u m ) has been defined in (111). Hence,
Next, we evaluate the expectation of G(C m , C m ), given in (113). Let
Recall the definitions of f , E 0 , E 1 , and B in (107)-(110). It follows from (4) that
Hence, from the independence of codewords of different clouds, we get
and thus
which means that
D. Existence of Codebooks With Certain Generalized Chernoff Distances
Define now the following three sets of codes. For the strong user, define
For the weak user, define
Notice that the expression on the right hand side in each of these events equals the conditional expectation (given the set of cloud centers) of the expression in the left hand side, multiplied by e n /2 . Hence, by Markov's inequality,
As in Section V-B, we conclude that upon eliminating exceptional clouds and exceptional codewords from the code, we end up with a code C , for which all clouds satisfy both (105) and
and all codewords satisfy
E. The Resulting Bounds
As a consequence of Sections VI-A-VI-D, we have seen the existence of a code C for which
and due to the arbitrariness of > 0, this means that there exists a sequence of codes with a rate pair (R y , R z ) for which (34) and (35) hold. As for the final expression for the weak user, one can easily move from the expressions of E 0 , E 1 , and B (108)-(110) to the expression ofD t (29) by the following procedure. Denotet = 1 − t. First, note that E 0 can also be written as
Next, let us write the objective of the maximization of B as follows
and the expression of (169), we get that the first three terms inside the optimization of (171) can be written as
Similarly, we get that the last three terms can be written as
Upon summing up the terms of (172) and (173) and substituting them back into (171), we get the desired result. This completes the proof of Theorem 2.
VII. PROOF OF THEOREM 3
Consider first the two expressions
where the sum in m,i (u m , y) is over all wrong codewords in the correct cloud, while the sum in m ( y) is over all codewords of the incorrect clouds. Let > 0 be arbitrarily small, and for every y ∈ Y n and u m ∈ U n , define the sets
K (m, y)
where φ and ψ are defined in (36) and (37), respectively. Moreover, define
In Appendix C we show 2 that the probability of the set of constant composition codes {C} in K (m, y) is double-exponentially small. Proving that the probability of S (m, i, u m , y) is also double-exponentially small requires only a slight modification to the arguments in [14, Appendix B] , and can be found in [2, Appendix C]. More precisely, it is shown that
P{K (m, y)} ≤ exp −e n + n + 1 , (180) for every (m, i ), u m , and y, and hence, it follows by the UB that
which still decays double-exponentially fast. Thus, for all codes in G = B c , which is a set of codes with a probability overwhelmingly close to one, we have both
A. The Weak User
For a given code C, the average probability of error given that one of the messages from cloud m was transmitted is given by
2 In fact, these results are generalizations of the following large-deviations property. Let {x 1 , x 2 , . . . , x M } be a set of M = e n R codewords with blocklength n, uniformly drawn from T (Q X ). For some given sequence y, define the type-class enumerator Let us lower bound the denominator of the fraction of (186). We decompose each of the two summations as follows. From the sum over the correct cloud, we take out the term of the correct codeword, and from the sum over the rest of the clouds, we take out the term that appears in the nominator, exp{ng(P u m x m i z )}. Now, for every codebook within the set G , we have
where (191) is due to (176) and (177). For any ρ ≥ 1, we take the expectation over the randomness of C m = C \ {u m }, while u m is kept fixed. In the following derivations, conditioning on u m , for example, is a shorthand notation for the formal conditioning on U m = u m .
where (Q, R y , R z ) is defined in (39) andP in (199) is a shorthand notation forP u m u m x mi x m i , inequality (a) is due to (187)-(192), (b) is thanks to the double-exponential decay of the probability of the set B , and (c) is due to the following derivation (neglecting for simplicity):
To continue, we define the following enumerators. Let
LetÂ u m (Q UU ) denote the set of cloud-centers u m , such that the joint empirical distribution of u m with u m is Q UU . In addition, let
Continuing with the conditional expectation of (199), we have
Notice that the enumerator N u m (Q) is a sum of dependent random variables. In order to evaluate the moments E N u m (Q) 1/ρ u m , we start by conditioning on a given realization of the set of cloud-centersÂ u m (Q UU ), which enables us to write the following decomposition
We define the exponential sizeN u m (Q UU ) = e nμ . For a given
where JI stands for Jensen's inequality. Again, the enumerators N u m ,ũ (Q) are still sums of dependent random variables. Thus, in order to evaluate the moments E N u m ,ũ (Q) 1/s , we continue by conditioning on a given realization of the set of
We define the exponential sizeÑ
In order to make the following derivations more compact, let us define
According to (4) ,
and so,
After optimizing over t, we get 1
Next, we take the expectation over the setÃ u m ,ũ (Q UU X ). Since the expression of (237) is independent of the specific codewords, we only have to average it over the cardinality of
Notice that the type-class enumeratorÑ u m ,ũ (Q UU X ) is a binomial random variable, pertaining to e n R y trials and probability of success e −nI 2 . On the one hand, we have [12, Sec. 6.3]
and on the other hand, we have
where,
First, assume that R y > I 2 . We conclude that the event e nt ≤Ñ u m ,ũ (Q UU X ) ≤ e n(t + ) occurs with very high probability if and only if R y − I 2 ∈ [t, t + ), otherwise, its probability has a super-exponential decay (in fact, a doubleexponential decay [12] ). Therefore, it turns out that the sum in (239) is dominated by one summand, the one for which i = R y − I 2 / . Otherwise, if R y ≤ I 2 , then the sum is dominated by the term i = 0, which has an exponent of I 2 − R y . A more detailed explanation can be found in [12, Sec. 6.3] . By using the fact that > 0 is arbitrarily small, we get that the expectation in question behaves like
where λ * = [R y − I 2 ] + . Following (237), it can also be written as
We substitute it back into (222) and get that
Optimizing over s ∈ [1, ρ] , we get, after some algebraic manipulations (the full details can be found in [2] )
Next, we take the expectation overÂ u m (Q UU ). Since the expression of (250) is independent of the specific cloudcenters, we only have to average it over the size of the setÂ u m (Q UU ), namely, overN u m (Q UU ). We assess the expectation as
The type-class enumeratorN u m (Q UU ) is a binomial random variable, pertaining to e n R z trials and success rate of e −nI 3 . By a similar large deviations analysis as with (239), we obtain
where μ * = R z − I 3 + . Following a few algebraic steps (see [2] ), we find that
Note that this is independent of u m . Thus, by substituting in (216), we get an upper bound on E P e|m (C) 1/ρ u m , which is independent of u m .
B. The Strong User
Thanks to the similarity to the analysis for the weak user, we only provide an outline here, and the full derivation appears in [2] . For a given code C, the probability of error given that message (m, i ) was transmitted, is given by
.
For any ρ ≥ 1, we take the expectation over the randomness of the incorrect part of the codebook, C mi = C \ {u m , x mi }, where u m and x mi are kept fixed. Then,
where N IN mi (Q U X X , C) and N OUT mi (Q UU X X , C) are defined in (56) and (57), respectively. Now, it only remains to assess the conditional expectations of (258). For the first term, we have
and for the second term,
Note that the expressions of (259) and (261) are independent of (u m , x mi ). Substituting them back into (258) provides an upper bound on E P e|mi (C) 1/ρ u m , x mi , which is independent of (u m , x mi ).
C. Wrapping Up
Since the bounds of (258) and (216) are independent of u m and x mi , they also hold for the unconditional expectations,
According to MI, we get
which means that there exists a code with both
Now, for a given code C, index the message pairs {(m, i )} according to decreasing order of {P e|mi (C)}, and furthermore, index the clouds {m} according to decreasing order of {P e|m (C)}. Expurgate half of the pairs that have the highest error probabilities. Then, among the remaining codewords one can find at least M z /2 different clouds, each of which contains at least M y /2 codewords. Afterwards, expurgate from the original codebook a quarter of the clouds that have the highest error probabilities. Intersecting these two remaining sets, at least M z /4 values of m are in common. Denote this good eighth by C . Then, for this sub-code
For the weak user, we have that
hence,
Since it holds for every ρ ≥ 1, the negative exponential rate of the maximal probability of error can be bounded as
Finally, multiplying the expression of (254) by ρ and letting ρ → ∞ gives
where Q w (R y , R z ) was defined in (41). So,
which is (42). For the strong user,
Following the expressions of (259) and (261), it is easy to see that
and similarly,
where Q s (R y , R z ) was defined in (40 
and,
which can also be written using the same notation as 
In the latter case, the right-hand side of (A.5) exceeds unity, whereas the left-hand side is always less then unity. The conclusion from this observation is that at least for the choice
. Now, we have the following
hence, the GLD-based expurgated bound, E GLD wu (R y , R z ), is at least as tight as the ML-based expurgated bound of Theorem 1.
APPENDIX B
Comparison Between E GLD wu (R y , R z ) and E RC wu (R y , R z ) The expurgated exponent of the weak user under the GLD is given by
where, 6) and furthermore
where φ, ψ, and have been defined in (36), (37), and (39), respectively. Definẽ Since R z − ≥ I Q * (U ; Y ), we conclude that the event e nt ≤Ñ y (Q * U Y ) ≤ e n(t +δ) occurs with very high probability if and only if R z − − I Q * (U ; Y ) ∈ [t, t + δ), otherwise, its probability has a double exponential decay [12] . Therefore, it turns out that the sum in (C.40) is dominated by one summand only, the one for which i = R z − − I Q * (U ; Y ) /δ. For this value of i , we have that 
