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1. Introduction
The nonabelian tensor square H ⊗ H of the group H is the group generated by the symbols g ⊗ h,
where g,h ∈ H , subject to the relations
gg′ ⊗ h = (g g′ ⊗ gh)(g ⊗ h) and g ⊗ hh′ = (g ⊗ h)(h g ⊗ hh′)
for all g, g,h,h′ ∈ H , where h g = hgh−1 is conjugation on the left. For consistency, we deﬁne the
commutator [h, g] of h and g to be h gg−1.
The origins of this group construction can be found in the work of Dennis [9], extending work
of Miller [21], and is a specialization of the more general nonabelian tensor product developed by
Brown and Loday [8]. The study of the nonabelian tensor square from a group theoretic point of view
was initiated by Brown, Johnson and Robertson [7]. Their primary focus, as is much of the literature,
is ﬁnding a standard or simpliﬁed presentation for the nonabelian tensor square from the essentially
inaccessible presentation given by its deﬁnition. Computer assistance in computing the nonabelian
tensor squares and products of groups has been employed from the start with Brown et al. using
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nonabelian tensor squares of nonabelian groups up to order 30. Such a simpliﬁed presentation is then
examined to determine the isomorphism type of each nonabelian tensor square.
Another approach to computing the nonabelian tensor square of a group H involves the group
ν(H) studied independently by Rocco [23] and Ellis and Leonard [14].
Deﬁnition 1. Let H be a group with presentation 〈H | R〉 and let Hϕ be an isomorphic copy of H via
the mapping ϕ : h → hϕ for all h ∈ H . We deﬁne the group ν(H) to be
ν(H) = 〈H,Hϕ ∣∣R, Rϕ, x[g,hϕ]= [x g, (xh)ϕ]= xϕ [g,hϕ], ∀x, g,h ∈ H 〉. (1)
The groups H and Hϕ isomorphically embed into ν(H) [14]. Hence we overload the labels H
and Hϕ to also denote the natural isomorphic copies of H and Hϕ in ν(H). The motivation for
studying ν(H) is the following result found in both [23] and [14].
Theorem 2. Let H be a group. The map φ : H ⊗ H → [H, Hϕ] ν(H) deﬁned by φ(g ⊗ h) = [g,hϕ] for all g
and h in H is an isomorphism.
The presentation of ν(H) given in (1) appears in some ways no better than the one given in the
deﬁnition of H ⊗ H . However, A. McDermott [20], extending results found in [14], obtains for a ﬁnite
group H a simpliﬁed presentation for ν(H) in terms of a generating sequence LH relative to some
subnormal series (see Section 3). Hence to compute the nonabelian tensor square of H one uses this
simpliﬁed presentation of ν(H) to compute a concrete representation of ν(H), from which [H, Hϕ]
can be obtained. Computing a concrete representation of ν(H) is aided by the following result.
Theorem 3. (See [23].) Let H be a group.
(i) If H is ﬁnite then ν(H) is ﬁnite.
(ii) If H is a p-group then ν(H) is a p-group.
(iii) If H is nilpotent of class c then ν(H) is nilpotent of class at most c + 1.
(iv) If H is solvable of derived length d then ν(H) is solvable of derived length at most d + 1.
Hence a solvable or nilpotent quotient algorithm can be used to ﬁnd a concrete representation for
ν(H) whenever H is solvable or nilpotent. This strategy was implemented by Ellis and Leonard [14]
using CAYLEY, in Ellis [13] using Magma [6], and by McDermott [20] and Rocco [24] using GAP [16].
Coset enumeration can be employed, as in [14], when H is a nonsolvable ﬁnite group to obtain a
permutation representation for ν(H).
The goal of this paper is to provide an analysis of the group ν(H) for H an arbitrary group (ﬁnite or
inﬁnite) and to use this analysis as a vehicle for computing H ⊗ H and other homological functors by
providing a commutator calculus for working in the normal subgroup [H, Hϕ] of ν(H) (see Section 3).
We specialize this general analysis to polycyclic groups in Section 4. Results that allow us to specialize
this general analysis to polycyclic groups are shown in Section 2. Our results for polycyclic groups are
summarized in the following theorem.
Theorem 4. Let G be a polycyclic group with a ﬁnite presentation 〈G | R〉 and polycyclic generating set G.
Then:
(i) The groups G ⊗ G and ν(G) are polycyclic.
(ii) The group ν(G) has a presentation that depends only on G , R and G.
(iii) The group G ⊗ G is generated by the set {g±1 ⊗ h±1 | g,h in G}.
Theorem 4 provides a two-fold approach to computing the nonabelian tensor square of a poly-
cyclic group G . The ﬁrst approach allows for effective hand calculations within the subgroup [G,Gϕ ]
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is to use computer methods to compute G ⊗ G by computing a consistent polycyclic presentation of
ν(G) using a polycyclic quotient algorithm and then computing the subgroup [G,Gϕ ] of ν(G) using
standard algorithms for polycyclic groups. This is possible even for inﬁnite polycyclic groups using
the GAP package Polycyclic [10] and a polycyclic quotient algorithm, for example nq [22] when
G is nilpotent. Our description of ν(G) in Section 4 for a polycyclic group G = 〈G | R〉 with poly-
cyclic generating sequence G requires 2|G| generators and 2|R|+2|G|2|G| relations. The presentation
G = 〈G | R〉 can be any presentation of G , such as one simpliﬁed by Tietze transformations. Using
a simpliﬁed presentation for G can increase the eﬃciency of applicable quotient algorithms dra-
matically. In some cases quotient algorithms cannot complete using a highly redundant polycyclic
presentation. We will give an example in Section 4.
The original motivation for this paper came from attempting to compute the nonabelian tensor
squares of the free nilpotent groups of class 3 and ﬁnite rank. The crossed pairing method used to
compute the nonabelian tensor squares of the free 2-Engel groups of ﬁnite rank is overwhelmingly
complex (see [5]) and the prospect of even more complexity for the class 3 case made the project
untenable. However, using the methods developed in this paper, we obtain the following result with
a modest amount of effort.
Theorem 5. Let G be a free nilpotent group of class 3 and rank n. Then G⊗G is the direct product of a nilpotent
of class 2 group minimally generated by n(n − 1) elements and a free abelian group of rank
f (n) = n(3n
3 + 14n2 − 3n + 10)
24
.
This result has been reﬁned and generalized to all free nilpotent groups of arbitrary class and ﬁnite
rank in [4] and [3] using the theory presented in this paper.
2. The nonabelian tensor square of a polycyclic group
In this section we show that if G is a polycyclic group then G ⊗ G and ν(G) are polycyclic groups.
Hence both G ⊗ G and ν(G) have ﬁnite presentations. We describe a ﬁnite presentation for ν(G) in
Section 4.
Let H be any group. From [7] and [14] we have the following exact sequences
1 → J2(H) → H ⊗ H → H ′ → 1, (2)
H3(H) → Γ (H/H ′) ψ−→ J2(H) φ−→ H2(H) → 1, (3)
1 → H ⊗ H → ν(H) → H × H → 1, (4)
where Hn(H) is the nth integral homology group of H and Γ (H/H ′) is the Whitehead universal
quadratic functor of H/H ′ [21]. The short exact sequence (2) is central.
An immediate consequence of (2) is the following proposition.
Proposition 6. Let X be a class of groups that is closed under forming extensions and let H be any group. If
J2(H) and H ′ are X-groups, then H ⊗ H is an X-group.
The property polycyclic is closed under forming extensions and forming subgroups. Let G be a
polycyclic group. To show G ⊗ G is polycyclic we need only to show that J2(G) is polycyclic, which is
equivalent to showing that the abelian group J2(G) is ﬁnitely generated.
Lemma 7. Let H be a ﬁnitely presented group. Then J2(H) is ﬁnitely generated.
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as is Γ (H/H ′) (Whitehead [27]). Hence both H2(H) and Γ (H/H ′) are polycyclic (see [25, Chapter 1,
Lemma 4]). Since the sequence (3) is exact, the image of ψ is equal to the kernel of φ and hence the
kernel of φ is polycyclic. Hence J2(H) is an extension of two polycyclic groups. It follows that J2(H)
is polycyclic and therefore is ﬁnitely generated. 
Since any polycyclic group G is ﬁnitely presented, G ⊗ G is polycyclic by Lemma 7. It now follows
by (4) that ν(G) is polycyclic.
Proposition 8. Let G be a polycyclic group. Then G ⊗ G and ν(G) are polycyclic.
3. The groups ν(G) and τ(G)
The theme of L.-C. Kappe’s paper [18] titled Nonabelian tensor products of groups: The commutator
connection is the similarity between the deﬁnitional relations of the nonabelian tensor square and the
basic commutator expansion formulas. In this section we realize this connection explicitly by showing
that all tensor computations for a group H can be translated into commutator computations within
the subgroup [H, Hϕ ] of ν(H). The commutator identities for [H, Hϕ] listed in Lemmas 9 and 10,
with the exception of Lemma 10(ii), can be found in [23] (adjusting for left conjugation) and [4]. We
give a proof of Lemma 10(ii) to illustrate how these identities can be derived and omit the proof of
Lemma 11, which records additional identities that follow from applications of Lemmas 9 and 10 and
routine commutator expansions.
Lemma 9. Let H be a group. The following relations hold in ν(H):
(i) [h3,h
ϕ
4 ][h1,hϕ2 ] = [h3,h4][h1,hϕ2 ] and [h
ϕ
3 ,h4][h1,hϕ2 ] = [h3,h4][h1,hϕ2 ] for all h1 , h2 , h3 , h4 in H ;
(ii) [hϕ1 ,h2,h3] = [h1,h2,hϕ3 ] = [hϕ1 ,h2,hϕ3 ] = [h1,hϕ2 ,h3] = [hϕ1 ,hϕ2 ,h3] = [h1,hϕ2 ,hϕ3 ] for all h1 , h2 , h3
in H ;
(iii) [h1, [h2,h3]ϕ] = [h2,h3,hϕ1 ]−1 for all h1 , h2 , h3 in H;
(iv) [h,hϕ] is central in ν(H) for all h in H ;
(v) [h1,hϕ2 ][h2,hϕ1 ] is central in ν(H) for all h1 , h2 in H ;
(vi) [h,hϕ] = 1 for all h in H ′ .
Lemma 10. Let H be a group with commuting elements x, y. Then in ν(H):
(i) [xn, yϕ] = [x, yϕ]n = [x, (yϕ)n] for all integers n;
(ii) [x, yϕ] is central in ν(H);
(iii) If x and y are torsion elements of H of orders o(x) and o(y) (respectively) in H, then the order of [x, yϕ]
in ν(H) divides the greatest common divisor of o(x) and o(y).
Proof. (ii) Suppose x and y commute in H . We show that [x, yϕ] commutes with each generator
of ν(H). Let h ∈ H . Then [[x, yϕ],h] = [[x, y],hϕ] by Lemma 9(ii). But [x, y] = 1 and hence we have
[[x, y],hϕ] = 1. Similarly [x, yϕ] commutes with hϕ . 
Lemma 11. Let h1 , h2 , h3 and h4 be elements of a group H. Then in ν(H):
(i) [[h1,hϕ2 ], [h2,hϕ1 ]] = 1;
(ii) [[h1,h2], [h3,h4]ϕ] = [[h1,hϕ2 ], [h3,hϕ4 ]];
(iii) [hn1,hϕ2 ] · [h2, (hn1)ϕ] = [h1, (hn2)ϕ] · [hn2, (h1)ϕ] = ([h1,hϕ2 ][h2, (h1)ϕ ])n;
(iv) [h1, (hn2hm3 )ϕ] · [hn2hm3 ,hϕ1 ] = ([h1,hϕ2 ][h2,hϕ1 ])n · ([h1,hϕ3 ][h3,hϕ1 ])m;
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(vi) h1 [h2,hϕ3 ] = h
ϕ
1 [h2,hϕ3 ].
In Section 4 we apply the commutator calculus of these lemmas to compute the nonabelian tensor
squares of inﬁnite polycyclic groups. These commutator computations do not require a presentation
for ν(G) – the inﬁnite description of ν(G) is suﬃcient. However, if we are to use computer methods
we need to obtain a ﬁnite presentation for ν(G).
Deﬁnition 12. Let H be a group and let H = Hn  · · · H1  H0 = 1 be a subnormal series for H .
Let Ti denote a transversal for Hi−1 in Hi and let Hi denote a lift of a generating set for Hi/Hi−1
to Ti . Set
Li =
{Hi if Hi/Hi−1 is abelian,
Ti otherwise.
Then the set LH relative to the subnormal series H = Hn  · · · H1 H0 = 1 is deﬁned as
LH =
n⋃
i=1
Li .
Note for any nonabelian group H that LH is equal to H relative to the subnormal series H  1.
If H is polycyclic with some polycyclic series H = Hn  · · · H1  H0 = 1 and associated polycyclic
generating sequence H, then LH relative to this series is H.
Theorem 13. Let H be a group with presentation 〈H | R〉 and let S be any subnormal series of H. Then ν(H)
has the following presentation:
ν(H) = 〈H,Hϕ ∣∣R, Rϕ, x[a,bϕ]= [xa, (xb)ϕ], xϕ [a,bϕ]= [xa, (xb)ϕ],
∀a,b ∈ H, ∀x ∈ LH relative to S
〉
. (5)
Proof. Let J be the set of words {z[g,hϕ] · [z g, (zh)ϕ]−1} in the free product H ∗Hϕ , where z ∈ H ∗Hϕ
and g,h ∈ H . The set J is a normal subset of H ∗ Hϕ and we claim that
ν(H) ∼= H ∗ Hϕ/〈 J 〉.
This claim reduces to demonstrating that the words of J can be written as conjugates of the relators
of ν(H) given in the presentation (1). Set W (z, g,h) = z[g,hϕ] · [z g, (zh)ϕ]−1. For x and y in H ∗ Hϕ
and a and b in H we have
W (xy,a,b) = xy[a,bϕ] · [xya, (xyb)ϕ]−1
= x(y[a,bϕ][ya, (yb)ϕ]−1[ya, (yb)ϕ]) · [xya, (xyb)ϕ]−1
= xW (y,a,b) · x[ya, (yb)ϕ] · [xya, (xyb)ϕ]−1
= xW (y,a,b) · W (x, ya, yb).
Continuing the expansion, we see that W (xy,a,b) can eventually be written as the product of con-
jugates of words of the form W (w, g,h) or W (wϕ, g,h) for w in H . But these words are just the
relators of ν(H).
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is normally generated by the relators given in presentation (5). That is, the normal closure of these
words generate all of J , as required. 
Let G be any polycyclic group with polycyclic generating sequence G. Taking LG to be G, we see
by Theorem 13 that ν(G) is ﬁnitely presented. In Section 4 we will use this fact to devise an algorithm
for computing [G,Gϕ ]. We conclude this section by deﬁning a useful factor group of H ⊗ H , relating
it to a factor group of ν(H), and considering two important central subgroups of H .
Deﬁnition 14. Let H be any group. Then the nonabelian exterior square H ∧ H of H is deﬁned to be
H ∧ H = H ⊗ H/∇(H), where ∇(H) = 〈h⊗h | h ∈ H〉 is a central subgroup of H ⊗ H . For g and h in H
we denote the coset (g ⊗ h)∇(H) by g ∧ h.
The image φ(∇(H)) is in Z(ν(H)) by Lemma 9(iv), where φ : H ⊗ H → [H, Hϕ] is deﬁned in
Theorem 2.
Deﬁnition 15. Let H be any group. Then we deﬁne τ (H) to be the quotient group ν(H)/φ(∇(H)). We
denote the subgroup [H, Hϕ]/φ(∇(H)) of τ (H) by [H, Hϕ]τ (H) .
By Theorem 2 and Deﬁnitions 14 and 15 we obtain the following.
Proposition 16. Let H be any group. The map
φˆ : H ∧ H → [H, Hϕ]
τ (H)  τ (H)
deﬁned by φˆ(g ∧ h) = [g,hϕ]τ (H) is an isomorphism.
Lemma 17. Let H be a group generated by H. Then ∇(H) is generated by the set
{h ⊗ h | h ∈ H} ∪ {(h ⊗ h′)(h′ ⊗ h) ∣∣ h,h′ ∈ H}.
Proof. Let x = hα11 · · ·hαnn = hα11 y be an arbitrary element of H , where hi ∈ H and αi ∈ Z. Using the
identities in Lemmas 10 and 11 we obtain the expansion hα11 y ⊗ hα11 y = (h1 ⊗ h1)α
2
1 (y ⊗ y)((h1 ⊗
y)(y⊗h1))α1 . We continue in a similar fashion to expand the terms with y and the result follows. 
Let H = 〈H | R〉 be any group. Given LH relative to some subnormal series of H , we obtain, by
Lemma 17, the presentation
τ (H) = 〈H,Hϕ ∣∣R, Rϕ, x[a,bϕ]= [xa, (xb)ϕ], xϕ [a,bϕ]= [xa, (xb)ϕ],[
a,aϕ
]
,
[
a,bϕ
][
b,aϕ
]
, ∀a,b ∈ H, ∀x ∈ LH
〉
. (6)
Deﬁnition 18. Let H be a group. The nonabelian tensor center Z⊗(H) and nonabelian exterior center
Z∧(H) are subgroups of H deﬁned respectively by
Z⊗(H) = 〈h ∈ H | g ⊗ h = 1H⊗H for all g ∈ H〉 and
Z∧(H) = 〈h ∈ H | g ∧ h = 1H∧H for all g ∈ H〉.
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subgroups of H . The tensor center of H can be characterized as the largest subgroup A of H such that
(H/A) ⊗ (H/A) ∼= H ⊗ H [15]. The exterior center is equal to Z∗(H), the epicenter of H [12]. Groups
with trivial epicenters are called capable [2]. The tensor center and exterior center of a group H can
alternatively be described relative to ν(H) and τ (H), respectively.
Theorem 19. Let H be any group. Then
Z⊗(H) ∼= H ∩ Z(ν(H)) and Z∧(H) ∼= H ∩ Z(τ (H)),
where H on the right-hand side of each equation is interpreted as the natural isomorphic copy of H in ν(H)
and τ (H) respectively.
Proof. Let H be a group generated by H. Then by (5) we have that ν(H) is generated by H ∪ Hϕ .
Suppose h ∈ Z⊗(H). Then [h, xϕ] = 1ν(H) for all x ∈ H . In particular, each h in Z⊗(H) commutes with
each gϕ in Hϕ . Since Z⊗(H) is central in H , we have [h, g] = 1ν(H) for all g in H. Hence h is in the
center of ν(H), since it commutes with all of the generators of ν(H). Therefore Z⊗(H) is contained
in H ∩ Z(ν(H)). Suppose h ∈ H ∩ Z(ν(H)). Then we have [h, xϕ] = 1ν(H) for all x in H . Therefore by
the deﬁnition of the tensor center, h ∈ Z⊗(H) and H ∩ Z(ν(H)) is contained in Z⊗(H). The equality
for the exterior center holds by a similar argument. 
4. Computing G ⊗ G when G is polycyclic
In this section our goal is to compute a ﬁnite presentation for the nonabelian tensor square G ⊗ G
of a polycyclic group G so that the structure of G ⊗ G can be investigated. These computations can
be completed using computer methods or by hand. Hand calculations are aided by Proposition 20,
which gives a complete description of the generators of [G,Gϕ ] in terms of a polycyclic generating
set of G that is independent of any presentation of ν(G), so that the commutator calculus developed
in Section 3 can be applied. Our computer methods rely on quotient methods to compute a consistent
polycyclic presentation for ν(G).
Proposition 20. Let G be a polycyclic group with a polycyclic generating sequence g1, . . . ,gk. Then [G,Gϕ ],
a subgroup of ν(G), is generated by
[
G,Gϕ
]= 〈[gi,gϕi ], [gδi , (gϕj )
], [gi,gϕj ][g j,gϕi ]〉
and [G,Gϕ ]τ (G) , a subgroup of τ (G), is generated by
[
G,Gϕ
]
τ (G) =
〈[
gδi ,
(
g
ϕ
j
)
]
,
[
g
j ,
(
g
ϕ
i
)δ]〉
for 1 i < j  k, where
δ =
{
1 if |gi | < ∞,
±1 if |gi | = ∞,
and 
 =
{
1 if |gϕj | < ∞,
±1 if |gϕj | = ∞.
Our proof of Proposition 20 requires the following lemma, which generalizes Lemma 8.39 of [17]
from ﬁnite polycyclic groups to all polycyclic groups.
Lemma 21. Let G be a polycyclic group with subgroups A and B having polycyclic generating sets a1, . . . ,an
and b1, . . . ,bm respectively. If G = 〈A, B〉 then [A, B] is generated by [aδi ,b
j ], where 1 i  n, 1 j m,
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{
1 if |ai| < ∞,
±1 if |ai| = ∞
and 
 =
{
1 if |b j | < ∞,
±1 if |b j | = ∞.
Proof of Proposition 20. Let G be a polycyclic group with a polycyclic generating sequence g1, . . . ,gk .
From the generators and relations of ν(G) we see that ν(G) = 〈G,Gϕ〉. By Lemma 21, we have that
[G,Gϕ ] is generated by {[gδi , (gϕj )
 ]} for 1  i, j  k, where δ = ±1 and 
 = ±1. If i = j then by
Lemma 10(i) [gδi , (gϕj )
 ] = [gi,gϕj ]δ
 . If i > j then by Lemma 11(iii)
[
gδi ,
(
g
ϕ
j
)
]= [g
j , (gϕi )δ]−1[g
j , (gϕi )δ][gδi , (gϕj )
]= [g
j , (gϕi )δ]−1[g j,gϕi ][gi,gϕj ]δ

and the result follows. The generating set for [G,Gϕ ]τ (G) follows immediately from Lemma 21. 
Proposition 20, coupled with the commutator calculus from Section 3, provides enough informa-
tion in principle to compute the nonabelian tensor square of any polycyclic group. We illustrate this
by proving the following result.
Theorem 22. (See [1].) Let D = 〈a,b | a2, ab = b−1〉 be the inﬁnite dihedral group. Then
D ⊗ D ∼= Z2 ×Z2 ×Z2 ×Z.
Proof. By Proposition 20 the subgroup [D, Dϕ ] ∼= D ⊗ D of ν(D) is generated by the set {[a, (bϕ)±1],
[a,aϕ], [b,bϕ], [a,bϕ][b,aϕ]}. By the relations of D , Lemma 9(ii), and commutator expansion we have
that
[
a,b−ϕ
]= b−1[a,bϕ]−1 = [b−1, [a,bϕ]−1] · [a,bϕ]−1 = [b−1, [a,b]−ϕ] · [a,bϕ]−1
= [b−1, (b−2)−ϕ] · [a,bϕ]−1 = [b,bϕ]2 · [a,bϕ]−1. (7)
Hence [D, Dϕ ] is generated by the set {[a,aϕ], [b,bϕ], [a,bϕ], [a,bϕ][b,aϕ]}, and we conclude that
[D, Dϕ ] is abelian since, by Lemma 9(iii) and (iv), all of the generators except [a,bϕ] are central
elements of ν(D). Moreover, these generators are nontrivial and independent.
A direct application of Lemmas 10(i) and 11(iii) shows that 1 = [a2,aϕ] = [a,aϕ]2 and 1 =
[a2,bϕ ][b, (a2)ϕ] = ([a,bϕ][b,aϕ])2. Using (7) and commutator expansion, we see that
1= [a2,bϕ]= a[a,bϕ] · [a,bϕ]= [a, (ab)ϕ] · [a,bϕ]= [a,b−ϕ] · [a,bϕ]
= [b,bϕ]2 · [a,bϕ]−1 · [a,bϕ]= [b,bϕ]2.
To show that [a,bϕ] has inﬁnite order, suppose [a,bϕ]n = 1 for some n 1. Then under the map-
ping κ : [D, Dϕ ] → D ′ deﬁned by κ([g,hϕ]) = [g,h], we have
κ
([
a,bϕ
]n)= κ([a,bϕ])n = [a,b]n = 1,
which is a contradiction since [a,b] has inﬁnite order in D . Hence [a,bϕ] has inﬁnite order. It follows
that D ⊗ D ∼= Z2 ×Z2 ×Z2 ×Z. 
Proposition 8 and Theorem 13 provide the theoretical underpinning for an algorithm for computing
the nonabelian tensor square and exterior tensor square of a polycyclic group G . These results allow
us to use Theorem 9.2.10 from [19], which states that, given an arbitrary ﬁnite presentation for a
polycyclic group G , there is an algorithm that ﬁnds a consistent polycyclic presentation for G . Hence
the following is an algorithm that computes G ⊗ G .
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ating sequence G, the nonabelian tensor square G ⊗ G is computed by the following procedure.
(1) Construct a ﬁnite presentation of ν(G) from G , R and G using (5).
(2) Compute a consistent polycyclic presentation for ν(G).
(3) Return the subgroup [G,Gϕ ] of ν(G) as a polycyclic group (Theorem 2).
GAP has methods for constructing ﬁnitely presented groups as needed in Step (1). Step (2) can
be completed by employing some type of polycyclic quotient algorithm. The GAP package Poly-
cyclic [10] can be used to effectively compute with ﬁnite and inﬁnite polycyclic groups with a
consistent polycyclic presentation. For example, this package can be used to compute the subgroup
[G,Gϕ ] in Step (3).
The main challenge of Algorithm 23 is Step (2). There seems to be no general polycyclic quotient
algorithm available that is effective enough to compute a polycyclic presentation for ν(G) for any
nonnilpotent polycyclic group G . However, for nilpotent groups both Nickel’s nq [22] and GAP’s built
in nilpotent quotient algorithm for ﬁnite groups are effective in completing Step (2).
By exploiting the fact that both the nonabelian tensor and exterior square are central extensions,
Eick and Nickel [11] have developed another approach to computing the nonabelian tensor and ex-
terior squares that can effectively compute these squares for many inﬁnite polycyclic groups. Their
approach is very effective for nonnilpotent polycyclic groups such as the Bieberbach groups. However,
as they point out, their method is less eﬃcient for nilpotent groups than Algorithm 23. An imple-
mentation1 of Algorithm 23 in GAP for nilpotent groups using the nilpotent quotient package [22]
to complete Step (2) is in most cases two to three orders of magnitude faster than Eick and Nick-
el’s method implemented in Polycyclic. In groups with large polycyclic generating sequences the
method in Polycyclic takes signiﬁcantly more time than Algorithm 23. For example, to compute
the nonabelian tensor square of the class 4 quotient of the free 3-Engel group of rank 3 takes 8
seconds using Algorithm 23. The method in Polycyclic makes the same calculation in about two
hours. The method in Polycyclic is unable to compute the nonabelian tensor square of N4,4, the
free nilpotent group of rank 4 and class 4, whereas Algorithm 23 computes this tensor square in
about ﬁve minutes. This timing result for N4,4 is partly due to the fact that our implementation of
Algorithm 23 uses Theorem 13 to simplify the group’s polycyclic presentation before creating ν(N4,4).
Supplementary material
The online version of this article contains additional supplementary material.
Please visit doi:10.1016/j.jalgebra.2008.12.029.
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