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Abstract: From the current perspectives of urban health and environmental justice research, health is
the result of a combination of individual, social and environmental factors. Yet, there are only
few attempts to determine their joint influence on health and well-being. Grounded in debates
surrounding conceptual models and based on a data set compiled for the city of Hamburg, this paper
aims to provide insights into the most important variables influencing urban health. Theoretically,
we are primarily referring to the conceptual model of health-related urban well-being (UrbWellth),
which systemizes urban influences in four sectors. The systematization of the conceptual model
is empirically confirmed by a principal component analysis: the factors derived from the data
correspond well with the deductively derived model. Additionally, a multiple linear regression
analysis was used to identify the most important variables influencing the participant’s self-rated
health (SRH): rating of one’s social network, rating of neighborhood air quality, rating of neighborhood
health infrastructure, heat stress (day/outdoors), cold stress (night/indoors). When controlling for age,
income and smoking behavior, these variables explain 12% of the variance of SRH. Thus, these results
support the concept of UrbWellth empirically. Finally, the study design helped to identify hotspots
with negative impact on SRH within the research areas.
Keywords: UrbWellth; linear regression; self-rated health; Hamburg; well-being; urban health
1. Introduction
1.1. Conceptions of Urban Health and Research Design
On a rapidly urbanizing planet, health and well-being in urban areas are of particular concern.
While urban dwellers in general do quite well and have higher life expectancy in particular [1],
there are also drawbacks of life in cities [2]. Most importantly, urban areas face multiple environmental
challenges, such as heat, noise, and pollutants [3]. The joint effects of these multiple stressors can
have a large impact on the quality of life and health of the inhabitants. Thus, health in urban areas is
receiving increasing attention, which requires a clarification of the concepts of health and well-being
and an understanding of the influences exerted by the urban environment.
In public health research, health in urban areas is understood as being affected by a large variety
of variables [4–7]. From the 1980s onwards, ecological models have been developed [8,9]; these have
been extended with regard to the influence of lifestyle [10], political context [11], or in connection to
ecosystem services [12].
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Our research design was developed in relation to this discussion and is also related to the so-called
ecological turn in health-related research of urban well-being [13–15]. Following Cummins et al.
(2007), we are interested in the interrelationships between individual characteristics, lifestyles and
behavior, on the one hand—factors which may characterize individual exposures—and place-based
environmental contexts, on the other hand—factors leading to social exposures [16]. There have already
been several attempts to conceptualize these complex interrelations for urban areas [17,18]. Additionally,
differences in health systems can result in great geographical variation in health outcomes [19,20].
One starting point of these concepts was the thesis of an “underrepresentation” of place effects
and urban influences on health in traditional health research [21]. The WHO also suggests a more
holistic understanding of health: following a salutogenic approach, health is defined as “the state of
complete physical, mental and social well-being and not just the absence of illness or infirmity” [22].
This resource-based concept of health captures a person’s ability to respond to external and internal
stressors. This basic attitude of the individual is referred to in Antonovsky’s salutogenesis model as a
“sense of coherence” [23].
To investigate this more holistic conception of health, health-related quality measures (HRQOL)
have been developed in health research and used as an endpoint in clinical trials. Various instruments
have been developed for measuring HRQOL [24–26]. Self-rated health (SRH) is a stronger predictor
of mortality and morbidity than many objective measures of health, for example [27,28]. Thus,
the prevalence of cardio-cerebral vascular diseases, for example, is associated with poorer SRH [29].
Therefore, SRH is suitable as a basis for the investigation of health-related well-being, analyzed in
this paper.
Szombathely et al. have presented a current overview of the development of the concepts of
health in urban health research [30]. Based on this review, a conceptual model of health-related
urban well-being (UrbWellth) has been elaborated that differs from existing approaches mainly in the
analytical distinctions it suggests. The model introduces well-being [31,32] as the target value. Figure 1
shows a simplified version of the model of UrbWellth in order to present the general ideas behind the
systematization of UrbWellth relevant to the analyses in this paper.
Figure 1. Simplified model of UrbWellth (modified from von Szombathely et al. 2017).
Issues of human-environmental relations are addressed through a basic binary structure
(citizens—urban environment), suggested in several other Public Health models [8,10,33]. Additionally,
this binary view was subdivided into four sectors: individual and society for the citizens, morphology
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and stressors for the urban environment, to proceed to a detailed understanding of the city’s internal
relations. The individual sector includes socio-economic and selected behavioral variables and
predispositions [34,35] and therefore also the most important confounding variables from epidemiology
and health research perspectives [17,36–38]; the society sector comprises security, activity patterns
and class/lifestyle [9,39]. Urban morphology encompasses the provision of services, which can be
assessed in the sense of an urban ecosystem [40]; it does not distinguish between the natural and the
built environment. The stressors include noise, thermal stressors, and air quality [41–43].
1.2. Selected Empirical Results and Research Gaps
According to the definition above, health is not solely the result of individual factors; social factors
need to be considered [44]. This can be explained by using the example of housing. Krieger and
Higgins found that living space “can influence both physical and mental health, including asthma and
other respiratory conditions, injuries, psychological distress, and child development” [45]. However,
research on housing and health focused primarily on the physical aspects of housing, such as the
building conditions [46], while social drivers may have gone undetected. Additionally, the effects of
housing on health depend on a third variable: exposure to environmental stressors, which cannot
be analyzed without considering social stratification [47]. Therefore, the conception of public health
needs to be accompanied by an understanding of the production of stratification [48–50] of a city’s
society [30], a context that needs to be in focus in public health research.
Exposure to road traffic noise and aircraft noise—also dependent on social characteristics—was
associated with different cardiovascular diseases [51–53], respiratory diseases [54,55], and depression
and anxiety [56,57]. Other studies investigated exposure to air pollution and found higher risk for all
causes and cardio-respiratory mortality [58–61]. Comparatively little is known about the effect of air
pollution on depressive symptoms or anxiety [62,63]. Empirical research shows that urban green and
blue areas have a positive effect on mental health [64] and a sense of coherence and mental health are
closely related [65,66]. Yet, the link to physical health is less clear.
The consequences of thermal conditions for health are often evaluated using thermal indices to
calculate the impact of the thermal environment on humans [67–69]. Epidemiological studies found
for numerous cities that mortality increases during periods of extreme heat stress, as well as during
periods of cold stress [70–72]. The connection to SRH has not been studied so far.
Additionally, confounders such as gender, age or income, and behavioral variables such as smoking
status, alcohol consumption, or physical activity have to be taken into account as effect-modifying
variables [34,35,47,73]. Access to healthcare and social support play a role in specific health outcomes
and should be considered in studies as well [8,74–76]. The relationship with SRH is the focus of
this investigation.
1.3. Research Questions
The conceptual model and the variety of variables which are included lead to two interrelated
questions: how can multi-influences or -stressors for urban SRH be determined by means of a
linear regression model? Which variables have the greatest influence and how are they distributed
geographically? Especially, urban influences are to be identified. Answers to these questions will be
presented as an empirical case study based on the model of UrbWellth, designed to test the conceptual
ideas, systemize the results, identify the most important variables and address further open questions.
2. Materials and Methods
2.1. Data Collected
There are hardly any high-resolution data sets that link georeferenced health data with
socio-demographic data in Hamburg. Thus, we conducted a household survey to collect primary data
with a spatial resolution of urban blocks [77]. The variables for this data collection were derived from the
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UrbWellth model [30]. In addition, various health-related assessment tools were evaluated [32,78–81]
to inform our questionnaire. When selecting the study areas in Hamburg (see Figure 5), small-scale
differences in socio-economic burden [82], exposure to noise [83], and temperature [84] were taken into
account [77]. Air quality was not considered since fine scale exposure cannot be observed without
huge effort and there is no high-resolution data set available for air pollution in Hamburg. The survey
areas were to cover the city’s spatial extent and depict different district types derived from urban
morphology, because urban morphology was used as a proxy for the structural quality of buildings,
a general vulnerability assessment, and the local micro-climate [85,86].
Questions about living conditions and assessments of the residential area (satisfaction with
infrastructure and assets, future wishes), mobility behavior (transport used, duration, reasons for use),
subjective health assessment [32,87], and environmental pollution stressors were included. The final
survey also included questions on socio-economic characteristics (education, income, occupation, age,
etc.). The questionnaires comprised a total of 51 questions and were hand-delivered into residential
mail boxes in 24 study areas. One person above 18 years old per household was asked to respond
and return the survey by the postage-paid return envelope within two weeks. The questionnaires
were distributed in November 2016 and April 2017; thus, a direct influence of extreme weather events
(heat or cold wave) on the survey results could be avoided. The complete questionnaire is available
from the authors.
Each study area comprised between 150 and 400 households (6620 total). A total of 1081 surveys
were returned. The participation rate of 16.24% was below the response rates for similar surveys,
which can be explained by the lack of a reminder, itself resulting from a lack of resources. The differences
between the survey areas are high (the response rates varied from 3.1% to 43.5%). In general, the highest
response rates were achieved in areas of high socioeconomic status, and the lowest rates corresponded
to those with low socioeconomic status.
Most questions were answered using four- to six-point Likert scales (depending on the topic and
the use of existing instruments, see Table 1). Nonetheless, some questions were answered on a binary
scale or were open. Thus, not all of the survey’s questions were used for the analyses in this paper.
The questions pertaining to assessments of subjective health are based on the EQ-5D-5L, “a standardized
non-disease specific instrument to describe and value health-related quality of life” [88] developed
by EuroQol Group in 1987. The instrument is divided into the EQ-5D descriptive system which
comprises the categories of mobility, self-care, daily activities, pain/discomfort, anxiety/depression
and the EQ visual analogue scale (EQ VAS), marking self-related health on a scale (0–100). In the
questionnaire, one question was assigned to each descriptive category, using EuroQol’s levels ranging
from “no problems” to “extreme problems” as potential answers (see Table 1). A further question
refers to the EQ VAS by prompting participants to judge their current health on a scale from 0 to 100
from worst to best [89].
Table 1. Variables from the survey used in this paper.
No. Question Variable n ScaleType Mean Min Max SD
1. EQ: Pain, discomfort EQPD 1060 1 1.76 5 1 0.82
2. Physical health in general PHG 1072 2 2.61 6 1 1.12
3. EQ VAS: Health today EQVAS 1051 3 76.06 0 100 18.21
4. EQ: Usual activities EQDA 1061 1 1.28 5 1 0.70
5. EQ: Physical mobility EQPM 1063 1 1.35 5 1 0.77
6. EQ: Anxiety, depression EQAD 1050 1 1.43 5 1 0.71
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Table 1. Cont.
No. Question Variable n ScaleType Mean Min Max SD
7. EQ: Self-care EQSC 1059 1 1.08 5 1 0.42
8. Green spaces neighborhood:Security GNS 1049 4 2.69 6 1 1.05
9. Green spaces neighborhood:General amenity value GNAV 1053 4 2.49 6 1 1.04
10. Green spaces neighborhood:Cleanliness GNC 1068 4 2.77 6 1 1.14
11. Quality criterion: Cleanliness QCCL 1077 4 3.02 6 1 1.23
12. Safety Neighborhood SNE 1069 4 2.42 6 1 1.05
13. Neighborhood: GeneralAssessment NGA 1053 4 2.23 6 1 0.95
14. Quality criterion: Leisure areasand public places QCL 1065 4 2.65 6 1 1.15
15. Quality criterion: Seatingaccommodation QCSA 1056 4 3.37 6 1 1.23
16. Quality criterion: Rating ofneighborhood air quality QCA 1063 4 3.19 6 1 1.31
17. Green spaces neighborhood:Reachability GNR 1063 4 2.10 6 1 0.97
18. Quality criterion: Pedestrianpaths QCP 1067 4 2.63 6 1 1.15
19. Rating of neighborhood healthinfrastructure NHI 1050 2 2.36 6 1 1.04
20. Quality criterion: Cycle lanes QCC 1029 4 3.18 6 1 1.31
21. Quality criterion: Publictransport QCPT 1077 4 1.60 6 1 0.86
22. Quality criterion: Shopping QCS 1078 4 1.95 6 1 1.13
23. Do you feel disturbed by noise athome? . . . on weekdays NWD 1060 5 2.98 1 4 0.99
24. . . . on weekends NWE 1043 5 3.07 1 4 0.92
25. . . . during night NNI 1045 5 3.22 1 4 0.93
26.
To what extent do you feel
disturbed in your
apartment/house by road traffic
noise?
NRT 1024 5 2.72 1 4 1.09
27. Heat stress (day/inside) HDI 1048 5 3.36 1 4 0.83
28. Heat stress (night/indoors) HNI 1011 5 3.34 1 4 0.85
29. Heat stress (day/outdoors) HDO 1025 5 3.24 1 4 0.85
30. Cold stress (day/indoors) CDI 1043 5 3.54 1 4 0.74
31. Cold stress (night/indoors) CNI 1006 5 3.66 1 4 0.67
32. Cold stress (day/outdoors) CDO 1028 5 3.10 1 4 0.84
33. Communication neighborhood CON 1068 6 2.36 6 1 1.41
34. Rating of one’s social network SOC 1067 4 2.29 6 1 1.12
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Table 1. Cont.
No. Question Variable n ScaleType Mean Min Max SD
35. Gender GEN 1073 7 - - - -
36. Daily fruit consumption DFC 1047 8 1.85 0 7.5 1.03
37. Frequency of alcoholconsumption FAC 1052 6 3.15 1 6 1.35
38. Smoking SMO 1044 5 2.73 1 4 1.14
39. Highest level of educationreached EDU 1056 9 6.31 1 9 2.61
40. Approximate monthly netincome of household INC 953 10 5.74 1 11 2.73
41. Age AGE 1048 8 51.86 18 95 18.69
Scale Types: 1 = Five-levels (no, little, moderate, severe, extreme); 2 = Six-level Likert (very satisfied, satisfied,
rather satisfied, rather dissatisfied, dissatisfied); 3 = scale from 0 (worst health you can imagine) to 100 (best health
you can imagine); 4 = Six-level Likert (very good, good, rather good, rather bad, bad, very bad); 5 = Four-level
Likert (very much, quite, some-what, not at all); 6 = Six frequency levels; 7 = three categories (incl. other); 8 = open;
9 = nine categories; 10 = eleven classes in 500 € steps; without limit from 5000 € up.
All other questions were either derived from the UrbWellth model directly or derived from one
of the other surveys evaluated [32,78–81]. The whole questionnaire was pre-tested several times
(12 participants in total). Answers on paper were then digitized into the package SPSS 24 (IBM).
From the 51 questions 152 variables were derived (single questions led to up to 12 variables) [77].
Only some questions of the questionnaire were used in this study (Table 1).
2.2. Methods and Statistical Tests
SPSS 24 was used for all statistical analyses. The total number of variables used for the principal
component analysis (PCA) is 41, representing the survey questions described in Section 2.1, which could
be included in the analyses according to their type of question or answer scale. We chose an explorative
PCA for two reasons. The primary purpose was to test the conceptual systematization of the UrbWellth
model. Secondly, all variables connected to the subjective rating of health were to be identified, guiding
the selection of independent variables for the linear regression model (LR), which is our second main
analysis method (see Section 3.2). All variables of the principal component “health” (including SRH)
were excluded from the list of independent variables in the LR. Subsequently a LR was conducted to
identify the most important variables that impact SRH and to model the respective influence of each of
these variables.
There are some general requirements that should be met for a PCA. Firstly, the relationship
between the variables should be linear. Secondly, the certainty of the results depends on the sample
size [90]. Both these criteria are met by our data (see Section 3.1). Thirdly, the variables should be
continuous, although ordinal data are often used [91]. Lastly, there should be no outliers in the data.
These last two criteria are only partly fulfilled by our data. We have countered this by excluding
individual variables that did not match these requirements.
Table 1 gives an overview of the variables used. The first column provides a number, used as an
ID; the second column shows the content of the questions. The third column introduces abbreviations
which will be used throughout the paper when referring to specific variables. Column four provides
the number of valid cases (N) ranging from 953 to 1077, followed by Mean, Min, Max, and standard
deviation (SD). Additional information on the type of answer scale and the answering options available
is given in column five, comprising different numbered types.
The main prerequisite for the multiple LR is that the data exist on an ordinal scale that is also
considered an interval scale (assumption: equal distances between the classes). Further requirements
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are a linear relationship between the variables, no outliers in the data, independence of the error
terms, a check for multicollinearity, and homoscedasticity and a normal distribution of the residuals.
These prerequisites have either been met or, in the course of the analysis, the necessary steps have
been taken to fulfill them: a leverage test was carried out to identify outliers. When using the limiting
value of 0.2 or higher suggested by Huber [92], no values had to be classified as outliers, but the test
by Velleman and Welsch [93] resulted in the exclusion of three values as outliers. Calculating Cook’s
distance did not identify outliers, as all values remain below the cut-off value of 1.
The model has no auto-correlation, as the value of the Durbin–Watson statistic is 2.056. Pearson
correlation remains clearly below 0.3 and all tolerance values are around 0.9; thus, no multicollinearity
is to be expected. Due to homoscedasticity tests, the model can be assumed to equally predict values
throughout all variables depicted. Histograms of the standardized residuals illustrate an approximately
normal distribution produced by the model. The P-P-diagram also depicts a distribution of the data
that is close to normal distribution; LR is therefore possible.
3. Results: Identifying Urban Influences on Health
3.1. Principal Component Analysis
A principal component analysis (PCA) was conducted to obtain a data-based systematization of
the variables and to inform the linear regression model (LR). It was ensured that all items correlated to
the degree of at least 0.3 with at least one other item. The Kaiser–Meyer–Olkin measure of sampling
adequacy is 0.84, therefore clearly above the commonly recommended value of 0.6. Bartlett’s test of
sphericity is significant (x2 (829) = 11,274.435, p < 0.01). The diagonals of the anti-image correlation
matrix are all over 0.5, and the communalities are all above 0.3, further confirming that each item
shares some common variance with other items. Given these results, factor analysis was decided to be
suitable with all 41 items selected.
Initial eigenvalues for the first three components explained 19%, 9%, and 7% of the variance
respectively, with eigenvalues of 3% to 7.7%. The fourth to 12th factors had eigenvalues above one,
and each explained 2.5% to 4.7% of the variance. Solutions for three to 12 factors were each examined
using Quartimax rotation of the factor loading matrix. The nine-factor solution, which explained 59%
of the variance, was preferred because of: (a) the goal of achieving a variance elucidation of >60%
using the defined factors; (b) examination of the scree plot; and (c) the ninth factor was the last factor
to explain more than 3% of the variance. No items were eliminated because all items contribute to a
simple factor structure and meet a minimum criterion of having a primary factor loading of 0.37 or
above. The factor loading matrix for this solution is presented in Table 2.
The factor labels were deducted from the variables assigned to the factors. Internal consistency for
each of the scales was examined using Cronbach’s alpha. Cronbach’s alpha for factor 1 (Environmental
qualities, infrastructure and security) is 0.889 (12 items), which indicates a high level of internal
consistency. Most of the other alphas are medium to high as well: 0.744 (seven items) for factor 2
(Urban health), 0.870 (four items) for factor 3 (Noise stress), 0.806 (three items) for factor 4 (Heat stress),
0.718 (three items) for factor 5 (Cold stress), 0.768 (two items) for factor 6 (Urban services), and 0.600
(two items) for factor 8 (Social network).
Only the results for factor 7 (Gender and Consumption) and factor 9 (Age and Social status)
indicate a low internal consistency. This is in agreement with the relatively low communalities of the
related variables (Table 2). As the factors will not be used for further analyses, the specific problems of
factor 7 and 9 will not be addressed; the communalities are still high enough for the variables to be
included in the upcoming LR analyses. No substantial increases in alpha for any of the scales were
achieved by eliminating items.
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Table 2. Factor loadings and communalities from principal component analysis (PCA) (nine PCs, rotation converged in six iterations).
Factor Name No. Code
Component Communality
1 2 3 4 5 6 7 8 9
2 Urban Health
1. EQPD 0.091 0.761 –0.033 –0.032 0.009 0.014 0.023 –0.015 0.051 0.593
2. PHG 0.150 0.759 –0.064 –0.126 0.038 –0.022 –0.021 0.062 –0.173 0.655
3. EQVAS 0.099 0.755 –0.035 –0.082 –0.025 0.–026 –0.089 0.150 0.023 0.620
4. EQDA –0.008 0.689 –0.033 –0.093 –0.169 0.141 0.067 –0.063 0.207 0.584
5. EQPM 0.027 0.687 0.006 0.067 –0.103 0.134 –0.041 –0.019 0.307 0.602
6. EQAD 0.083 0.493 –0.071 –0.177 –0.142 –0.091 0.214 0.120 –0.297 0.463






8. GNS 0.817 0.040 0.048 –0.037 –0.106 –0.068 –0.090 0.083 0.013 0.704
9. GNAV 0.809 –0.026 –0.041 –0.009 –0.106 0.086 0.038 0.178 0.007 0.708
10. GNC 0.761 –0.028 –0.039 –0.063 –0.028 –0.094 –0.056 –0.105 –0.098 0.619
11. QCCL 0.744 0.025 –0.098 –0.077 0.126 –0.129 –0.116 –0.217 –0.055 0.666
12. SNE 0.719 0.150 0.044 0.005 –0.117 –0.059 –0.026 0.119 0.087 0.581
13. NGA 0.694 0.158 –0.298 –0.008 –0.055 0.010 0.001 0.111 –0.009 0.612
14. QCL 0.663 –0.003 –0.216 –0.046 0.005 0.248 0.109 0.092 0.088 0.578
15. QCSA 0.615 0.027 –0.132 –0.076 –0.006 0.281 0.155 –0.085 0.104 0.523
16. QCA 0.602 0.092 –0.474 0.029 0.057 –0.061 0.057 –0.125 –0.119 0.637
17. GNR 0.596 –0.030 –0.047 0.036 –0.135 0.277 0.106 0.211 0.106 0.521
18. QCP 0.514 0.016 –0.167 –0.042 0.191 0.280 –0.144 –0.279 0.210 0.552
19. NHI 0.420 0.337 0.047 –0.072 –0.037 0.348 0.079 0.169 –0.237 0.510
20. QCC 0.370 –0.026 –0.248 –0.075 0.228 0.302 –0.011 –0.346 0.052 0.470
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Table 2. Cont.
Factor Name No. Code
Component Communality
1 2 3 4 5 6 7 8 9
6 Urban Services
21. QCPT 0.182 0.101 0.043 0.020 –0.027 0.771 –0.060 0.073 –0.056 0.653
22. QCS 0.226 0.143 0.054 –0.010 0.031 0.747 –0.104 0.032 –0.064 0.649
3 Noise Stress
23. NWD –0.206 –0.077 0.836 0.020 0.144 0.010 0.011 –0.014 0.052 0.772
24. NWE –0.236 –0.075 0.810 0.086 0.158 –0.012 0.015 –0.069 0.024 0.755
25. NNI –0.249 –0.033 0.756 0.056 0.155 0.015 –0.002 –0.022 0.100 0.672
26. NRT –0.173 –0.004 0.809 0.069 0.031 0.040 –0.094 –0.023 –0.031 0.702
4 Heat Stress
27. HDI –0.105 –0.046 0.080 0.869 0.113 –0.056 –0.004 –0.075 –0.038 0.798
28. HNI –0.115 –0.112 0.153 0.828 0.102 0.007 –0.004 –0.105 –0.044 0.758
29. HDO –0.099 –0.253 –0.003 0.743 0.018 0.030 0.043 0.006 0.013 0.629
5 Cold Stress
30. CDI –0.105 –0.086 0.148 0.082 0.818 –0.031 –0.037 –0.029 –0.047 0.721
31. CNI –0.158 –0.095 0.174 0.014 0.809 0.014 0.017 –0.044 –0.007 0.721
32. CDO –0.042 –0.190 0.111 0.129 0.601 0.029 0.015 0.118 0.034 0.445
8 Social Network
33. CON 0.095 –0.025 –0.032 –0.103 –0.051 0.063 0.028 0.717 0.113 0.555




35. GEN –0.027 –0.131 –0.038 –0.033 0.048 0.128 –0.662 0.152 0.022 0.501
36. DFC 0.043 0.009 –0.026 0.048 0.036 –0.102 0.579 –0.094 –0.149 0.383
37. FAC 0.144 0.065 –0.126 0.028 0.029 –0.014 0.494 0.225 0.340 0.452
38. SMO –0.131 –0.120 –0.005 –0.037 0.018 0.143 0.482 0.109 0.012 0.298
9 Age and Social
Status
39. EDU –0.117 –0.178 –0.122 0.063 0.002 0.116 0.124 –0.057 –0.678 0.556
40. INC –0.241 –0.202 –0.075 0.175 0.141 0.190 –0.214 –0.098 –0.415 0.418
41. AGE –0.072 0.315 0.150 0.157 0.191 0.095 –0.390 0.003 0.411 0.518
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Overall, these analyses indicated that at least nine distinct factors underlie the data.
An approximately normal distribution is given for the composite score data in the current study;
thus the data are well-suited for parametric statistical analyses (see Section 2.2). To that end, the
resulting PCs support the systematization suggested in the model of UrbWellth. The factors derived
from the data correspond quite well with the deductively derived model and in particular cover all
four quadrants (Figure 2).
Figure 2. Factors identified by principal component analysis and their relation to UrbWellth.
Finally, the results of the principal component analysis were used to exclude the relevant health
variables from the list of independent variables for the LR analysis.
3.2. Multiple Linear Regression Analyses
For the regression analysis, ECOVAS was used as the dependent variable. As examined by Whines
et al. [94], the EQ-5D components collectively produce results very similar to the ones produced by
the visual analogue scale alone. However, the EQ VAS scale offers the advantage of a high resolution
continuous scale and is therefore more suitable as a target value. Another reason to use the visual
analogue scale as the dependent variable was the fact that it can be derived by the empirical data
collected in the questionnaire alone, while the EQ-5D calculation requires the use of a EuroQol tool
involving external and undisclosed data [95].
All variables from factor analysis that load only somewhat on the health factor are defined as
independent variables. In the first step, backward elimination was used. This is advantageous relative
to forward selection, because a group of variables can have considerable predictive ability even if
any subset of them does not, something which cannot be ascertained by means of forward selection.
Backward elimination begins with all variables in the model so that their common predictive ability is
revealed. Missing data were removed using listwise case exclusion.
Backward regression analysis excluded 23 variables (out of 35) in the first iteration. These did
not contribute enough to clarify the variance; r2 did not decrease significantly due to their exclusion.
Due to covariance, four further variables were subsequently excluded. In addition, outliers were also
excluded from the analysis (nine cases identified by casewise diagnostics in SPSS; SD of standardized
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residuals > ±3). In four iterations, a total of 22 cases (outliers) were excluded. Together with the
reduction due to “listwise case exclusion” during analyses, this resulted in an n of 811 used for LR.
Of the remaining eight variables, three were identified as confounders: income (INC), age (AGE)
and smoking behavior (SMO). Additionally, these factors are known to be the most important medical
variables to access general health [36]. The remaining five variables that were identified as significant
variables in the prognosis of health (EQVAS) were rating of one’s social network (SOC), rating of
neighborhood air quality (QCA), rating of neighborhood health infrastructure (NHI), heat stress
(day/summer/outdoors) (HDO), and cold stress (night/winter/indoors) (CNI). The main influencing
variables determined thus represent only some of the urban components (factors 1, 4, 5, and 8).
Nonetheless, variables from all sectors contributed to the elucidation of the dependent variable
(Figure 3).
Figure 3. Urban variables identified with significant influence on UrbWellth.
For the final model, a separate block was formed with the confounders in the regression analysis
in order to be able to quantify the effect of these three variables alone. Here, the method chosen in SPSS
was “Enter.” The goal was to predict EQVAS based on SOC, QCA, NHI, HDO, and CNI, while taking
into account the effect of INC, AGE, and SMO.
Table 3 shows the coefficients for the two resulting models in SPSS. The resulting regression
Equation (1) for only the confounding variables was significant with (F(3, 807 = 45.973, p < 0.001),
with an r2 of 0.15. Participants predicted
EQVAS = 79.787 + 0.831 (INC) − 0.241 (AGE) + 1.055 (SMO). (1)
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Table 3. Coefficients a and p-values for linear regression (LR) models.
Model Variable Estimation Std. Error t-Stat p-Value
1
SMO 1.162 0.446 2.604 0.009 b
AGE –0.237 0.028 –8.505 0.000 b
INC 1.226 0.184 6.682 0.000 b
2
SMO 1.055 0.417 2.531 0.012 c
AGE –0.241 0.026 –9.108 0.000 b
INC 0.831 0.175 4.744 0.000 b
QCA –0.726 0.365 –1.989 0.047 c
SOC –1.379 0.421 –3.276 0.001 b
NHI –2.488 0.479 –5.194 0.000 b
CNI 2.389 0.731 3.269 0.001 b
HDO 3.641 0.568 6.409 0.000 b
a Dependent Variable: EQVAS, b p < 0.001, c p < 0.05.
The resulting regression Equation (2) for all variables was significant with (F(8, 802 = 36.365,
p < 0.001), with an r2 of 0.27. Participants predicted
EQVAS = 73.331 − 1.379 (SOC) − 0.726 (QCA) − 2.488 (NHI) + 3.641 (HDO)
+ 2.389 (CNI) + 0.831 (INC) − 0.241 (AGE) + 1.055 (SMO). (2)
All variables were significant predictors of EQVAS (see Table 3).
Therefore, an improvement in the rating of one’s social network, the rating of neighborhood air
quality and the rating of neighborhood health infrastructure and a reduction of heat stress (day/outdoors)
and cold stress (night/indoors) lead to an improvement of SRH. Participant’s SRH (0–100) increased
1.379 for every decrease in the response categories of SOC (six-fold grading, the smaller the better),
0.726 for every decrease in the response categories of QCA (six-fold grading, the smaller the better),
2.488 for every decrease in the response categories of NHI (six-fold grading, the smaller the better),
increased 3.641 for each increase in the response categories of HDO (four-fold grading, the bigger the
better), 2.389 for each increase in the response categories of CNI (four-fold grading, the bigger the
better), 0.831 for each increase in the response categories of INC (11 grading categories, the higher the
more), decreased 0.241 for each year of AGE, and increased 1.055 for each answer category with regard
to a decreasing strength of SMO (four-fold grading, the bigger the better).
3.3. Answering the Research Question
The results of the LR address the research question of which factors have the greatest influences
on UrbWellth: the determined variables can be seen in Figure 4 with additional information given
on the distributions of answers. Taken together, urban variables account for 12% of the variance of
EQVAS (SRH), whereas the confounding variables account for 15%. Thus, they contribute to the
main influential (confounding) factors, but they are subject to a different approach in terms of urban
governance measures (see Section 4).
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Figure 4. Relevant urban variables (rating of neighborhood health infrastructure (NHI), rating of one’s
social network (SOC), rating of neighborhood air quality (QCA), cold stress (night/winter/indoors)
(CNI), heat stress (day/summer/outdoors) (HDO); identified by LR) and dependent variable (EQVAS).
To answer the question of multi-influences or -stressors, the urban variables can be used to identify
hotspots of aggregated burden (Figure 5). Taking into account the areas that deviate by more than
one SD (from the respective mean values of the identified urban variables) shows that the burdens
of urban life are distributed quite unevenly over the study areas. Three areas with a four-fold or
triple burden can be identified: they are all located in the Wilhelmsburg and Hausbruch districts of
Hamburg. These neighborhoods are also characterized by low socioeconomic status, making it even
more appropriate to speak of a four-fold or five-fold burden.
Figure 5. Location of study areas and burden by the identified urban variables (>1 SD from mean).
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4. Discussion
Only few studies have thus far used EQVAS as dependent variables. Most commonly, EQVAS is
used as an easily accessible predictor of mortality within an (elderly) population [96,97]. Hertzman et
al. provided one of the few research designs that intended to predict EQVAS [98], and were able to
show that EQVAS is suitable as a dependent variable. Although the model and data used are hardly
comparable to our study, one should note that their model only explained 9% of the variance of SRH.
Therefore, our model’s explanation of 27% (or 12% for the urban variables) of the variance can be seen
as a satisfying result in comparison.
On the other hand, there are many studies that use their own measuring instruments for SRH. SRH
is often measured in five/six-fold Likert scales or only in binary form [99,100]. The data are therefore
not comparable with the dependent variable used here (EQVAS) because no standardized measuring
instrument was used. In addition, most datasets are not georeferenced, which makes an analysis of
environmental and place effects very difficult. Consequently, the statistical models developed are
also more complex [101]. In this line of research, it is shown successfully that natural environments
improve health and are protective against diseases.
Braubach provided a similar modelling approach to UrbWellth, yet came up with different
explanans from his study [102]. He determines the following factors as crucial for a salutogenic effect
on urban health: “Availability of green and open spaces [ . . . ]; general protection of urban residential
neighbourhoods from noise and other urban exposures; improvement of the perception of public
safety [ . . . ]; increased maintenance of urban and residential spaces; and adequate access to (public)
transportation opportunities to avoid ‘disconnection’ of urban districts” [102]. These results thus
strengthen—even more clearly than our own results—the importance of salutogenetic approaches to
health research. In addition, this approach is supported by the results of Mayer and McPherson who
have shown that “connection to nature” is an important predictor of subjective well-being [103]. In this
sense, in our study, rating of one’s social context (SOC) and rating of neighborhood air quality (QCA)
in particular are related to a salutogenetic perspective.
Here, the double role of the three confounding variables must also be addressed. In an
(epidemiological) study of the urban impact on health, they cannot only be regarded as confounding
factors, for all three variables exhibit a clear bias in a comparison of rural and urban areas: city dwellers
tend to smoke more [104], are younger [105], and the average income in cities is usually above that
of the rural population [106]. Therefore, the influence of these variables may well be regarded as an
urban influence.
After having carried out the regression analysis, noise stress was excluded from the group of
main impact variables although it had been expected to have a relevant impact [77]. However, the
perception of noise stress (NWE) is clearly correlated with the assessment of air quality (QCA), showing
a coefficient of 0.44 (p < 0.01). Therefore, it can be assumed that the variable of air quality is a proxy for
noise stress, too.
A well rated Social Context (SOC) is known to have protective influence [107], a fact supported by
public health research in different contexts [108–110]. Heat or cold stress have been heavily researched
in climate impact research [69,111]. Therefore, it can be assumed that our results are reproducible, even
using a different research layout.
Unfortunately, the confounding effect of body mass index (BMI) cannot be calculated with the
present data set. This effect has been shown to influence heat or cold stress in other studies [112,113],
and the influence of cold stress inside (CNI) and heat stress outside (HDO) on EQVAS must therefore
also be considered as a possible proxy for BMI.
Finally, the rating of health infrastructure (NHI) revealed itself to be one of the most important
variables in explaining EQVAS. Access to healthcare is known to play a role in specific health outcomes
and should generally be considered in studies [74,75]. Improving health infrastructure has long been
a central political demand towards the improvement of a population’s overall health, and has been
supported by public health research [114].
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5. Conclusions and Outlook
5.1. Highlights of the Results in Reference to a Salutogenetic Perspective
The five urban variables identified (rating of one’s social network, rating of neighborhood air
quality, rating of neighborhood health infrastructure, heat stress (day/summer/outdoors), and cold
stress (night/winter/indoors)) lead to different possible areas of intervention. Various measures could
be conceivably implemented, beginning with the improvement of health infrastructure in the regions
that are perceived to be badly equipped (relative to others). Infrastructural adaptations to reduce the
accumulation of excess heat in certain areas could also be planned. Moreover, a number of options are
available for increasing the likelihood of encounters in the neighborhood which could have a positive
impact on the rating of social contacts. These potential fields of action should be seen as suggestions
that arise out of the wide range of possibilities derived from the results.
However, our results also point to the need to focus specifically on certain districts in Hamburg
that have already been identified as hotspots on the basis of social and demographic key figures [82].
Thus, the study design helped to identify hotspots, i.e., places where different variables with a negative
impact on SRH occur simultaneously. Here, it is especially of great importance to promote community
health; it will be crucial to adapt health care policies to better support people with the worst health [76].
Additionally, age must be considered as a feature of horizontal stratification that can have a
negative impact on health, too: “perceived age discrimination was associated with increased odds of
poor self-rated health” [115]. This result by Jackson et al. also strengthens the evaluation of subjective
perceptions (like in this study); an exclusive focus on "objective" statuses is likely to be too narrow.
5.2. Methodological Strengths and Limitations
This study has provided the first empirical evidence to support the interdependencies between the
variables in the model of UrbWellth [30]. In particular, it confirmed the relevance of all four quadrants
studied, helping to identify key topics future urban planning can focus on in order to improve urban
wellbeing and health. The analysis therefore functions to provide empirical evidence in urban planning,
as well as options for governing UrbWellth and guidance in setting priorities.
Interestingly, the results of Braubach could not be reproduced via the regression analysis, although
the database is comparable [102]. None of the variables he identified as having a major impact on
SRH have been significantly correlated with SRH in our data. This is probably due to the different
approaches to the regression model: while Brauchbach deductively determined and specified the
main influencing variables, our own analysis used a data-driven approach to determine significant
independent variables that impact SRH. ‘Backward regression’ proved to be suitable in this regard.
Unfortunately, due to the study design, no statements can be made regarding the confounding
effect of BMI with regard to cold and heat stress. This possible correlation cannot be discussed on
the basis of the available data, but should be taken into account when creating a future research
layout. Moreover, our study does not provide access to objective health indicators. Thus, although
it can be assumed that there is a connection between hyper-/hypo-tension and heat/cold stress, this
cannot be investigated at this time. In this context, additional research may refer to available and
comprehensive datasets like the Hamburg City Health Study (HCHS) [116]. Yet, data protection will
limit the possibilities of georeferenced research with this data.
Regarding the data on which the factor and regression analyses are based, it would be preferable
to have a more even rate of return so that different regions, also representing different socioeconomic
status, are evenly represented. On the other hand, SRH proved to be explained to a remarkable extent
by the urban variables we identified. Overall, the fact that 27% of the variance could be explained on
the basis of eight variables, 12% respectively for the five urban variables, has to be considered excellent.
The study design makes it difficult to simply transfer the results to other parts of the city. In order
to achieve this, more research is needed, based on a well-founded derivation of neighborhood types,
for example.
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5.3. Consequences for Research and Urban Planning
In addition to an investigation of the transferability of the results to Hamburg as a whole,
comparative analyses in other cities would be helpful to see if the results can be reproduced. Further
research on the UrbWellth model will have to focus on the effect of vulnerability—described as a
function of exposure, sensitivity and adaptive capacity—which modulates personal health outcomes
and may be of particular interest for intervention planning.
Many governance measures can be derived from the five urban variables detected. In addition to
the fields of urban interventions proposed above, movement-promoting planning (functional mixing,
human dimension in neighborhoods [117]) should be emphasized. Such is age, for example, one of the
strongest predictors of health. Pedestrian-friendly planning has the potential to mitigate the negative
consequences of aging and to keep older people actively involved in urban society [118]. If Hamburg
is to be a healthy city for all, the production conditions of the salutogenetic and pathogenetic factors
influencing the health governance of Hamburg must be taken into account.
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