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Abstract
In this paper we investigate multivariate integration in weighted unan-
chored Sobolev spaces of smoothness of arbitrarily high order. As quadra-
ture points we employ higher order polynomial lattice point sets over F2
which are randomly digitally shifted and then folded using the tent trans-
formation. We first prove the existence of good higher order polynomial
lattice rules which achieve the optimal rate of the mean square worst-
case error, while reducing the required degree of modulus by half as com-
pared to higher order polynomial lattice rules whose quadrature points are
randomly digitally shifted but not folded using the tent transformation.
Thus we are able to restrict the search space of generating vectors signif-
icantly. We then study the component-by-component construction as an
explicit means of obtaining good higher order polynomial lattice rules. In
a way analogous to [J. Baldeaux, J. Dick, G. Leobacher, D. Nuyens, F.
Pillichshammer, Numer. Algorithms, 59 (2012) 403–431], we show how
to calculate the quality criterion efficiently and how to obtain the fast
component-by-component construction using the fast Fourier transform.
Our result generalizes the previous result shown by [L. L. Cristea, J. Dick,
G. Leobacher, F. Pillichshammer, Numer. Math., 105 (2007) 413–455], in
which the degree of smoothness is fixed at 2 and classical polynomial
lattice rules are considered.
Keywords: Quasi-Monte Carlo, numerical integration, higher order polynomial
lattice rules, weighted Sobolev spaces
1 Introduction
In this paper we study multivariate integration of smooth functions defined over
the s-dimensional unit cube [0, 1)s,
I(f) =
∫
[0,1)s
f(x) dx.
Quasi-Monte Carlo (QMC) rules approximate I(f) by
Q(f ;PN ) =
1
N
N−1∑
n=0
f(xn),
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where a point set PN = {x0, . . . ,xN−1} ⊂ [0, 1)
s is chosen carefully so as to
yield a small integration error.
Explicit constructions of point sets whose star-discrepancy is of order N−1+ǫ
for any ǫ > 0 have been studied extensively. They are motivated by the so-
called Koksma-Hlawka inequality, which states that the integration error |I(f)−
Q(f ;PN )| is bounded above by the variation of f in the sense of Hardy and
Krause times the star-discrepancy of PN . There are two prominent families for
construction of good point sets: integration lattices [16, 21] and digital nets and
sequences [8, 16]. Regarding explicit constructions of digital sequences, we refer
to [8, Chapter 8] and [16, Chapter 4].
Polynomial lattice point sets, first proposed in [15], are a well-known special
construction of digital nets based on rational functions over finite fields. The
existence of low-discrepancy polynomial lattice point sets has been proven pre-
viously, see, e.g., [13, 14]. QMC rules using polynomial lattice point sets as PN
are called polynomial lattice rules, which are defined as follows. We refer to
[8, 17] for more information on polynomial lattice rules.
For a prime b, let Fb := {0, . . . , b − 1} be the finite field consisting of b
elements. We denote by Fb[x] the set of all polynomials over Fb and by Fb((x
−1))
the field of formal Laurent series over Fb. Every element of Fb((x
−1)) can be
represented as
L =
∞∑
l=w
tlx
−l,
for some integer w and tl ∈ Fb. For a positive integer m, we define the mapping
vm from Fb((x
−1)) to the unit interval [0, 1) by
vm
(
∞∑
l=w
tlx
−l
)
=
m∑
l=max(1,w)
tlb
−l.
We often identify an integer n = n0 + n1b+ · · · ∈ N0 with a polynomial n(x) =
n0+n1x+ · · · ∈ Fb[x], where we denote N0 = N∪{0} with N the set of positive
integers. Using these notations, polynomial lattice rules are defined as follows.
Definition 1. For m, s ∈ N, let p ∈ Fb[x] with deg(p) = m and let q =
(q1, . . . , qs) ∈ (Fb[x])
s. A polynomial lattice rule over Fb is a QMC rule using a
polynomial lattice point set Pbm(q, p) consisting of b
m points that are given by
xn :=
(
vm
(
n(x)q1(x)
p(x)
)
, . . . , vm
(
n(x)qs(x)
p(x)
))
∈ [0, 1)s,
for 0 ≤ n < bm. The vector q and the polynomial p are respectively called the
generating vector and the modulus of Pbm(q, p).
The aim of this paper is to construct good point sets which can exploit the
smoothness of an integrand so as to improve the convergence rate of the in-
tegration error. Two principles for constructing such point sets based on the
concept of digital nets have been proposed so far. One is known as higher order
polynomial lattice rules that are given by generalizing the definition of polyno-
mial lattice rules, see, e.g., [2, 3, 7]. The other is based on a digit interlacing
function applied to digital nets and sequences whose number of components is
2
a multiple of the dimension, see [5, 6]. Since we focus on the former principle in
this paper, we only give the definition of higher order polynomial lattice rules
in the following.
Definition 2. For m,m′, s ∈ N with m ≤ m′, let p ∈ Fb[x] with deg(p) = m
′
and let q = (q1, . . . , qs) ∈ (Fb[x])
s. A higher order polynomial lattice rule over
Fb is a QMC rule using a higher order polynomial lattice point set Pbm,m′(q, p)
consisting of bm points that are given by
xn :=
(
vm′
(
n(x)q1(x)
p(x)
)
, . . . , vm′
(
n(x)qs(x)
p(x)
))
∈ [0, 1)s,
for 0 ≤ n < bm. The vector q and the polynomial p are respectively called the
generating vector and the modulus of Pbm,m′(q, p).
It is obvious from the above definition that higher order polynomial lattice
rules reduce to polynomial lattice rules when m′ = m. In the remainder of this
paper, we refer to polynomial lattice rules as classical polynomial lattice rules
when a clear distinction from higher order polynomial lattice rules is needed. It
was shown in [7] that there exist good higher order polynomial lattice rules when
m′ ≥ αm, which achieve the optimal rate of the mean square worst-case error
with respect to a random digital shift for integrands in weighted unanchored
Sobolev spaces of smoothness α, where α ≥ 2 is an integer. It was shown later
in [2, 3] that, in a normed function space different from what is studied in [7], the
component-by-component (CBC) construction requires the construction cost of
O(sαNα logN) operations using O(Nα) memory to obtain good deterministic
higher order polynomial lattice rules which achieve the optimal rate of the worst-
case error. This large construction cost of higher order polynomial lattice rules
is thus the major obstacle for practical applications.
In order to reduce the construction cost significantly while obtaining good
point sets, the author considered in [9, 10] employing the latter construction
principle mentioned above, in which classical polynomial lattice point sets are
used for interlaced components. It was shown that the construction cost of only
O(sαN logN) operations using O(N) memory is required to obtain good point
sets by the CBC construction. This idea of interlaced polynomial lattice rules
stems from [11] where higher order scrambling is considered for randomizing
point sets, which is not straightforwardly applicable to higher order polynomial
lattice point sets.
In this paper, we attempt to reduce the construction cost of higher order
polynomial lattice rules itself. We consider weighted unanchored Sobolev spaces
of smoothness α and employ the mean square worst-case error as a quality crite-
rion for constructing higher order polynomial lattice rules. As quadrature points
we use higher order polynomial lattice point sets over F2 which are randomly
digitally shifted and then folded using the tent transformation. By virtue of
the tent transformation it is possible to show that there exist good higher or-
der polynomial lattice rules which achieve the optimal rate of the mean square
worst-case error whenm′ ≥ αm/2. This implies that we can reduce the required
degree of the modulus by half as compared to that in [7], where the tent trans-
formation is not applied to randomly digitally shifted higher order polynomial
lattice point sets. Thus we are able to restrict the search space of generating
vectors significantly. The construction cost required for the CBC construction
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of higher order polynomial lattice rules becomes of O(sαNα/2 logN) operations
using O(Nα/2) memory. This cost compares favorably with the construction
cost of O(sαNα logN) operations using O(Nα) memory obtained in [3]. We
have to note, however, that in [3] the worst-case error is employed as a qual-
ity criterion so that no randomization is required in contrast to this paper.
Our result generalizes the previous result shown in [4], in which the degree of
smoothness is fixed at 2 and classical polynomial lattice rules are considered.
The remainder of this paper is organized as follows. In Section 2, we de-
scribe the necessary background and notation, such as randomization of point
sets with a random digital shift and the tent transformation, Walsh functions
and weighted unanchored Sobolev spaces of smoothness α. In Section 3, we
study the mean square worst-case error in weighted unanchored Sobolev spaces
of smoothness α of higher order polynomial lattice point sets over F2 which are
randomly digitally shifted and then folded using the tent transformation. Our
aim here is to derive an upper bound on the mean square worst-case error which
can be employed as a computable quality criterion of higher order polynomial
lattice rules. In Section 4, we prove that there exist good higher order polyno-
mial lattice rules which achieve the optimal rate of the mean square worst-case
error when m′ ≥ αm/2. In Section 5, we investigate the CBC construction as an
explicit means of obtaining good higher order polynomial lattice rules. Finally
in Section 6, we show how to calculate the quality criterion efficiently and how
to obtain the fast CBC construction using the fast Fourier transform in a way
analogous to [3].
2 Preliminaries
2.1 Randomization of QMC point sets
We remind that, in the remainder of this paper, we focus on higher order poly-
nomial lattice point sets over F2, that is, those with b = 2 in Definition 2. As a
randomization of the point set P2m,m′(q, p), we consider first applying a random
digital shift to P2m,m′(q, p) and then folding the resulting point set by using the
tent transformation.
We first introduce a random digital shift. Let P2m,m′(q, p) = {x0, . . . ,x2m−1}
be a higher order polynomial lattice point set and let σ = (σ1, . . . , σs) be such
that σ1, . . . , σs are independently and uniformly distributed in [0, 1). Then a
randomly digitally shifted higher order polynomial lattice point set P2m,m′,σ(q, p) =
{y0, . . . ,y2m−1} is given by
yn = xn ⊕ σ,
for 0 ≤ n < 2m, where the operator ⊕ denotes the digitwise addition. That
is, for x, y ∈ [0, 1) with dyadic expansions x =
∑∞
i=1 xi2
−i and y =
∑∞
i=1 yi2
−i
where xi, yi ∈ F2, ⊕ is defined by
x⊕ y :=
∞∑
i=1
zi
2i
, where zi = xi + yi (mod 2).
In case of vectors in [0, 1)s, the operator ⊕ is applied componentwise.
The point set P2m,m′,σ(q, p) is then folded using the tent transformation
to obtain the point set P2m,m′,σ,φ(q, p) which we employ as quadrature points.
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The tent transformation, or the baker’s transformation, was first used in [12]
for QMC rules using integration lattices and later studied in [4] for classical
polynomial lattice rules. This transformation is given by the function
φ(x) := 1− |2x− 1|,
for x ∈ [0, 1). For x ∈ [0, 1)s, this transformation is applied componentwise.
Thus the randomly digitally shifted and then folded higher order polynomial
lattice point set P2m,m′,σ,φ(q, p) = {z0, . . . , z2m−1} is given by
zn = φ(yn) = φ(xn ⊕ σ),
for 0 ≤ n < 2m.
2.2 Walsh functions
Here we follow the exposition in [8, Appendix A] to introduce Walsh functions,
which will play a major role in the subsequent analysis. We first give the
definition of Walsh functions for the one-dimensional case.
Definition 3. Let k ∈ N0 with dyadic expansion k = κ0 + κ12 + · · · + κa2
a.
Then the k-th Walsh function walk : [0, 1)→ {−1, 1} is defined as
walk(x) = (−1)
ξ1κ0+···+ξa+1κa ,
for x ∈ [0, 1) with dyadic expansion x = ξ12
−1 + ξ22
−2 + · · · , that is unique in
the sense that infinitely many of the ξi are different from 1.
This definition can be generalized to the multi-dimensional case.
Definition 4. For s ∈ N, let x = (x1, · · · , xs) ∈ [0, 1)
s and k = (k1, · · · , ks) ∈
Ns0. We define the k-th Walsh function walk : [0, 1)
s → {−1, 1} by
walk(x) =
s∏
j=1
walkj (xj).
In order to introduce the next lemma, we add one more notation and the
notion of the dual polynomial lattice of a higher order polynomial lattice point
set. For k ∈ N0 with dyadic expansion k = κ0+κ12+ · · · , we denote by trm′(k)
the truncated polynomial given as
trm′(k)(x) = κ0 + κ1x+ · · ·+ κm′−1x
m′−1.
For a higher order polynomial lattice point set P2m,m′(q, p) = {x0, . . . ,x2m−1},
the dual polynomial lattice of P2m,m′(q, p), denoted by D
⊥(q, p), is defined as
D⊥(q, p) := {k = (k1, . . . , ks) ∈ N
s
0 :
trm′(k1)q1 + · · ·+ trm′(ks)qs ≡ a (mod p) with deg(a) < m
′ −m}.
The following lemma, which is a special case of [6, Lemma 4.2], bridges
between a higher order polynomial lattice point set P2m,m′(q, p) and Walsh
functions.
Lemma 1. Let P2m,m′(q, p) = {x0, . . . ,x2m−1} be a higher order polynomial
lattice point set and let D⊥(q, p) be its dual polynomial lattice. Then we have
1
2m
2m−1∑
n=0
walk(xn) =
{
1 if k ∈ D⊥(q, p),
0 otherwise.
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2.3 The reproducing kernel Hilbert space
According to [1, Section 2.2], we describe the reproducing kernel Hilbert space
Hs,α,γ , which will be considered in this paper, for s, α ∈ N with α ≥ 2 and a
set of non-negative real numbers γ = (γu)u⊆{1,...,s}. Here γ are called weights,
whose role is to moderate the importance of different variables or groups of
variables in the space Hs,α,γ , and play a major role in analyzing the information
complexity that is defined as the minimum number of points N(ε, s) required to
reduce the initial error by a factor ε ∈ (0, 1), see [22]. Our particular interest is
to give sufficient conditions on the weights when the bound on N(ε, s) does not
depend on the dimension, or does depend only polynomially on the dimension,
see Corollary 1.
Let us consider the one-dimensional unweighted case first. We note that the
elements of H1,α,(1) are defined on the unit interval. The inner product is given
by
〈f, g〉H1,α,(1) =
α−1∑
τ=0
∫ 1
0
f (τ)(x) dx
∫ 1
0
g(τ)(x) dx +
∫ 1
0
f (α)(x)g(α)(x) dx,
where we denote by f (τ) the τ -th derivative of f and set f (0) = f . Let
||f ||H1,α,(1) = 〈f, f〉
1/2
H1,α,(1)
be the norm of f associated with H1,α,(1). We define
the function K1,α,(1) : [0, 1)× [0, 1)→ R as
K1,α,(1)(x, y) =
α∑
τ=1
Bτ (x)Bτ (y)
(τ !)2
+ (−1)α+1
B2α(|x − y|)
(2α)!
,
for x, y ∈ [0, 1), where Bτ denotes the Bernoulli polynomial of degree τ . The
reproducing kernel for H1,α,(1) is given by 1 + K1,α,(1)(x, y). That is, for any
f ∈ H1,α,(1), we have
f(x) = 〈f, 1 +K1,α,(1)(·, x)〉H1,α,(1) ,
for x ∈ [0, 1).
We now consider the multi-dimensional weighted case. The inner product
for the s-dimensional weighted unanchored Sobolev space Hs,α,γ is defined by
〈f, g〉Hs,α,γ
=
∑
u⊆{1,...,s}
γ−1u
∑
v⊆u
∑
τu\v∈{1,...,α−1}|u\v|
∫
[0,1)|v|(∫
[0,1)s−|v|
f (τu\v,αv ,0)(x) dx−v
)(∫
[0,1)s−|v|
g(τu\v,αv ,0)(x) dx−v
)
dxv,
where we use the following notations: For τu\v = (τj)j∈u\v, we denote by
(τ u\v,αv,0) the vector in which the j-th component is τj for j ∈ u \ v, α for
j ∈ v, and 0 for {1, . . . , s} \ u. For v ⊆ {1, . . . , s}, we simply write −v :=
{1, . . . , s} \ v, xv = (xj)j∈v and x−v = (xj)j∈−v. Further for u ⊆ {1, . . . , s}
such that γu = 0, we assume that the corresponding inner double sum equals 0
and we set 0/0 = 0.
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For instance, for the case α = 2, we can write down the inner product for
Hs,2,γ as
〈f, g〉Hs,2,γ =
∑
u⊆{1,...,s}
γ−1u
∑
v⊆u
∫
[0,1)|v|(∫
[0,1)s−|v|
∂|u|+|v|f
∂xu∂xv
(x) dx−v
)(∫
[0,1)s−|v|
∂|u|+|v|g
∂xu∂xv
(x) dx−v
)
dxv.
As in the one-dimensional unweighted case, let ||f ||Hs,α,γ = 〈f, f〉
1/2
Hs,α,γ
be
the norm of f associated withHs,α,γ . The reproducing kernel forHs,α,γ , Ks,α,γ :
[0, 1)s × [0, 1)s → R, becomes
Ks,α,γ(x,y) =
∑
u⊆{1,...,s}
γu
∏
j∈u
K1,α,(1)(xj , yj)
=
∑
u⊆{1,...,s}
γu
∏
j∈u
(
α∑
τ=1
Bτ (xj)Bτ (yj)
(τ !)2
+ (−1)α+1
B2α(|xj − yj |)
(2α)!
)
,
for x,y ∈ [0, 1)s, in which we set∏
j∈∅
K1,α,(1)(xj , yj) = 1.
Then we have for any f ∈ Hs,α,γ
f(x) = 〈f,Ks,α,γ(·,x)〉Hs,α,γ ,
for x ∈ [0, 1)s.
3 Mean square worst-case error
In this section, we study the mean square worst-case error in Hs,α,γ of higher
order polynomial lattice point sets over F2 which are randomly digitally shifted
and then folded using the tent transformation. Since Ks,α,γ ∈ L2([0, 1)
2s) and
the system {walk : k ∈ N
s
0} is a complete orthonormal system in L2([0, 1)
s) for
any s ∈ N, we can represent the reproducing kernel Ks,α,γ(x,y) by its Walsh
series, that is,
Ks,α,γ(x,y) ∼
∑
k,l∈Ns0
Kˆs,α,γ(k, l)walk(x)wall(y),
where the (k, l)-th Walsh coefficient Kˆs,α,γ(k, l) is given by
Kˆs,α,γ(k, l) =
∫
[0,1)s
∫
[0,1)s
Ks,α,γ(x,y)walk(x)wall(y) dx dy.
Here we refer to [8, Appendix A.3] for a discussion on the pointwise convergence
of the Walsh series.
Using the notations in Subsection 2.1, let P2m,m′(q, p) = {x0, . . . ,x2m−1}
be the higher order polynomial lattice point set, and let P2m,m′,σ,φ(q, p) =
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{z0, . . . , z2m−1} be the randomly digitally shifted and then folded higher order
polynomial lattice point set for σ ∈ [0, 1)s. We denote by e2(P2m,m′,σ,φ(q, p),Hs,α,γ)
the worst-case error in Hs,α,γ of P2m,m′,σ,φ(q, p), which is defined by
e2(P2m,m′,σ,φ(q, p),Hs,α,γ) := sup
f∈Hs,α,γ
||f ||Hs,α,γ≤1
|I(f)−Q(f ;P2m,m′,σ,φ(q, p))|.
We further denote by e˜2(P2m,m′(q, p),Hs,α,γ) the mean square worst-case error
in Hs,α,γ of P2m,m′,σ,φ(q, p) with respect to σ, which is defined by
e˜2(P2m,m′(q, p),Hs,α,γ) :=
∫
[0,1)s
e2(P2m,m′,σ,φ(q, p),Hs,α,γ) dσ.
Before introducing the theorem on e˜2(P2m,m′(q, p),Hs,α,γ), we need to add some
more notations: For k ∈ N with dyadic expansion k = κ0 + κ12 + κ22
2 + · · · ,
we define the sum-of-digits function as
δ(k) := κ0 + κ1 + κ2 + · · · .
Let E = {k ∈ N : δ(k) ≡ 0 (mod 2)} and E0 = E ∪ {0}. Further, for a
real number x, we denote by ⌊x⌋ the largest integer smaller than or equal to
x. Especially for k ∈ N0 with dyadic expansion k = κ0 + κ12 + κ22
2 + · · · ,
we have ⌊k/2⌋ = κ1 + κ22 + · · · . For k = (k1, . . . , ks) ∈ N
s
0, let ⌊k/2⌋ =
(⌊k1/2⌋, . . . , ⌊ks/2⌋).
Then we have the following theorem, which is an obvious adaptation of [4,
Theorems 2 & 4] to our current setting.
Theorem 1. Let P2m,m′(q, p) be a higher order polynomial lattice point set and
let D⊥(q, p) be its dual polynomial lattice. The mean square worst-case error in
Hs,α,γ of P2m,m′,σ,φ(q, p) with respect to σ is given by
e˜2(P2m,m′(q, p),Hs,α,γ) =
∑
k∈(Es0\{0})∩D
⊥(q,p)
Kˆs,α,γ(⌊k/2⌋, ⌊k/2⌋). (1)
We also need to mention the mean square initial error, that is, the mean
square worst-case error in Hs,α,γ of P0,m′,σ,φ(q, p). For the empty point set P0,
the square worst-case error is given as
e2(P0,Hs,α,γ) := sup
f∈Hs,α,γ
||f ||Hs,α,γ≤1
|I(f)|
=
∫
[0,1)s
∫
[0,1)s
Ks,α,γ(x,y) dx dy = γ∅.
Thus we have
e˜2(P0,m′(q, p),Hs,α,γ) :=
∫
[0,1)s
e2(P0,m′,σ,φ(q, p),Hs,α,γ) dσ
=
∫
[0,1)s
γ∅ dσ = γ∅.
Let u ⊆ {1, . . . , s}. For ku = (kj)j∈u ∈ N
|u|, we denote by (ku,0) the
s-dimensional vector in which the j-th component is kj for j ∈ u and 0 for
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j ∈ {1, . . . , s} \ u. For k ∈ N with dyadic expansion k = 2a1−1 + · · · + 2av−1
such that a1 > · · · > av > 0, µα(k) is defined as
µα(k) = a1 + · · ·+ amin(α,v), (2)
and µα(ku) =
∏
j∈u µα(kj). Using these notations, the next theorem gives an
upper bound on e˜2(P2m,m′(q, p),Hs,α,γ).
Theorem 2. Let P2m,m′(q, p) be a higher order polynomial lattice point set and
let D⊥(q, p) be its dual polynomial lattice. The mean square worst-case error in
Hs,α,γ of P2m,m′,σ,φ(q, p) is bounded by
e˜2(P2m,m′(q, p),Hs,α,γ) ≤
∑
∅6=u⊆{1,...,s}
γuD
|u|
α
∑
ku∈E
|u|
(ku,0)∈D
⊥(q,p)
2−2µα(⌊ku/2⌋), (3)
where Dα > 0, which depends only on α, is defined as
Dα = max
1≤ν≤α
(
C′α,ν + C˜2α2
−2(α−ν)
)
,
in which C′α,ν and C˜2α are respectively given by
C′α,ν =
α∑
τ=ν
C2τ2
−2(τ−ν),
where C1 = 1/2 and Cτ = 2
−τ (5/3)τ−2 for τ ≥ 2, and C˜2α = 2
−2α+1(5/3)2α−2.
Proof. Using Theorem 1 and [1, Lemma 14, Equation (13) & Proposition 20],
we have
e˜2(P2m,m′(q, p),Hs,α,γ)
=
∑
∅6=u⊆{1,...,s}
∑
ku∈E
|u|
(ku,0)∈D
⊥(q,p)
Kˆs,α,γ((⌊ku/2⌋,0), (⌊ku/2⌋,0))
=
∑
∅6=u⊆{1,...,s}
γu
∑
ku∈E
|u|
(ku,0)∈D
⊥(q,p)
∏
j∈u
Kˆ1,α,(1)(⌊kj/2⌋, ⌊kj/2⌋)
≤
∑
∅6=u⊆{1,...,s}
γuD
|u|
α
∑
ku∈E
|u|
(ku,0)∈D
⊥(q,p)
∏
j∈u
2−2µα(⌊kj/2⌋).
Hence, the result follows.
In the remainder of this paper, we employ this upper bound on the mean
square worst-case error as a quality criterion of higher order polynomial lattice
rules. For simplicity of exposition, we shall denote this upper bound by
Bα,γ(q, p) :=
∑
∅6=u⊆{1,...,s}
γuD
|u|
α
∑
ku∈E
|u|
(ku,0)∈D
⊥(q,p)
2−2µα(⌊ku/2⌋). (4)
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4 Existence result
In this section, we prove the existence of good higher order polynomial lattice
rules which achieve the optimal rate of convergence for smooth functions in
Hs,α,γ when m
′ ≥ αm/2. Without loss of generality, we can restrict ourselves
to considering a vector of polynomials q = (q1, . . . , qs) ∈ G
s
m′ , where
Gm′ = {q ∈ F2[x] : deg(q) < m
′}.
This means we have 2m
′s candidates for q in total. The following theorem shows
the existence result.
Theorem 3. Let p ∈ F2[x] be an irreducible polynomial with deg(p) = m
′.
Then there exists at least one vector of polynomials q ∈ Gsm′ , such that for the
higher order polynomial lattice point set with generating vector q and modulus
p we have
e˜2(P2m,m′(q, p),Hs,α,γ) ≤
1
2min(m/λ,4m′)

 ∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α
(
A
|u|
α,λ,1 +A
|u|
α,λ,2
)1/λ ,
for any 1/(2α) < λ ≤ 1, where Aα,λ,1 and Aα,λ,2 are positive and depend only
on α and λ.
Remark 1. If m′ ≥ αm/2, we always have min(m/λ, 4m′) = m/λ and thus
e˜2(P2m,m′(q, p),Hs,α,γ) ≤
1
2m/λ

 ∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α
(
A
|u|
α,λ,1 +A
|u|
α,λ,2
)1/λ ,
for any 1/(2α) < λ ≤ 1. As we cannot achieve the convergence rate of the mean
square worst-case error of order 2−2αm in Hs,α,γ [20], our result is optimal.
Further, the degree of the modulus required to achieve the optimal rate of the
mean square worst-case error is reduced by half as compared to that of higher
order polynomial lattice rules over F2 whose quadrature points are randomly
digitally shifted but not folded using the tent transformation, since m′ ≥ αm is
required, see [7, Theorem 4.4]. Our result generalizes the result shown in [4,
Theorem 6], where the case of m′ = m and α = 2 is discussed.
In order to prove Theorem 3, we need the following lemma, which gives the
precise values of Aα,λ,1 and Aα,λ,2.
Lemma 2. Let α ≥ 2 be an integer and let λ > 1/(2α) be a real number.
• We have ∑
k∈E
2−2λµα(⌊k/2⌋) = Aα,λ,1,
where
Aα,λ,1 =
α−1∑
v=1
v∏
i=1
(
1
22λi − 1
)
+
1
22λα − 2
α−1∏
i=1
(
1
22λi − 1
)
.
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• Let p ∈ F2[x] be an irreducible polynomial with deg(p) = m
′. We have
∑
k∈E
p| trm′ (k)
2−2λµα(⌊k/2⌋) ≤
Aα,λ,2
24λm′
,
where
Aα,λ,2 =
⌊(α−1)/2⌋∑
v=1
2v∏
i=1
(
22λ
22λi − 1
)
+
22λ
22λα − 2
α−1∏
i=1
(
22λ
22λi − 1
)
.
Proof. Let us consider the first part. Every positive integer k ∈ E must be
represented by a dyadic expansion of the form
k = 2a1−1 + · · ·+ 2a2v−1,
for v ∈ N such that a1 > · · · > a2v > 0, since δ(k) is even. By collecting k ∈ E
whose dyadic expansion has the same value of v, we have
∑
k∈E
2−2λµα(⌊k/2⌋) =
∞∑
v=1
∑
0<a2v<···<a1
2−2λµα(⌊(2
a1−1+···+2a2v−1)/2⌋).
On the right-hand side, we have the following. When a2v = 1, ⌊(2
a1−1 + · · · +
2a2v−1)/2⌋ = 2a1−2+ · · ·+2a2v−1−2. When a2v > 1, ⌊(2
a1−1+ · · ·+2a2v−1)/2⌋ =
2a1−2 + · · ·+ 2a2v−2. Thus we have
∑
k∈E
2−2λµα(⌊k/2⌋) =
∞∑
v=1
∑
1<a2v−1<···<a1
2−2λµα(2
a1−2+···+2a2v−1−2)
+
∞∑
v=1
∑
1<a2v<···<a1
2−2λµα(2
a1−2+···+2a2v−2)
=
∞∑
v=1
∑
0<av<···<a1
2−2λµα(2
a1−1+···+2av−1)
=
α−1∑
v=1
∑
0<av<···<a1
2−2λ(a1+···+av) +
∞∑
v=α
∑
0<av<···<a1
2−2λ(a1+···+aα),
(5)
where the last equality stems from the definition of µα. To evaluate the first and
second terms of (5), we follow a way analogous to the proof of [2, Lemma 3.1].
For the first term of (5), we have
∑
0<av<···<a1
2−2λ(a1+···+av) =
∞∑
av=1
2−2λav
∞∑
av−1=av+1
2−2λav−1 · · ·
∞∑
a1=a2+1
2−2λa1
=
1
22λ − 1
∞∑
av=1
2−2λav
∞∑
av−1=av+1
2−2λav−1 · · ·
∞∑
a2=a3+1
2−4λa2
...
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=v−1∏
i=1
(
1
22λi − 1
) ∞∑
av=1
2−2λvav =
v∏
i=1
(
1
22λi − 1
)
.
For the second term of (5), we have
∞∑
v=α
∑
0<av<···<a1
2−2λ(a1+···+aα)
=
∞∑
v=α
∞∑
av=1
∞∑
av−1=av+1
· · ·
∞∑
aα+1=aα+2+1
∞∑
aα=aα+1+1
2−2λaα
∞∑
aα−1=aα+1
2−2λaα−1 · · ·
∞∑
a1=a2+1
2−2λa1
=
α∏
i=1
(
1
22λi − 1
) ∞∑
v=α
∞∑
av=1
∞∑
av−1=av+1
· · ·
∞∑
aα+1=aα+2+1
2−2λαaα+1
=
α∏
i=1
(
1
22λi − 1
) ∞∑
v=α
(
1
22λα − 1
)v−α
=
α∏
i=1
(
1
22λi − 1
) ∞∑
v=0
(
1
22λα − 1
)v
=
1
22λα − 2
α−1∏
i=1
(
1
22λi − 1
)
,
where the last equality requires λ > 1/(2α). Thus the proof for the first part of
this lemma is complete.
Let us move on to the second part. Suppose that k is expressed as l2m
′
+ k′
such that l ∈ N0 and 0 ≤ k
′ < 2m
′
. If k′ = 0, then we have trm′(k) = 0
and hence p | trm′(k). Otherwise if k
′ > 0, p ∤ trm′(k) since deg(p) = m
′ and
deg( trm′(k)) < m
′. Thus we only need to sum over k such that k = l2m
′
∈ E for
l ∈ N0. Since δ(l2
m′) = δ(l), we have l ∈ E if l2m
′
∈ E . Through this argument,
we have ∑
k∈E
p| trm′(k)
2−2λµα(⌊k/2⌋) =
∑
l∈E
2−2λµα(l2
m′−1).
As in the first part, every positive integer l ∈ E must be represented by a
dyadic expansion of the form l = 2a1−1 + · · · + 2a2v−1 for v ∈ N such that
a1 > · · · > a2v > 0. By collecting l ∈ E whose dyadic expansion has the same
value of v, we have
∑
l∈E
2−2λµα(l2
m′−1) =
∞∑
v=1
∑
0<a2v<···<a1
2−2λµα(2
a1+m
′−2+···+2a2v+m
′−2)
=
⌊(α−1)/2⌋∑
v=1
∑
0<a2v<···<a1
2−2λ((a1+m
′−1)+···+(a2v+m
′−1))
+
∞∑
v=⌊(α−1)/2⌋+1
∑
0<a2v<···<a1
2−2λ((a1+m
′−1)+···+(aα+m
′−1)).
(6)
For the first term of (6), we have∑
0<a2v<···<a1
2−2λ((a1+m
′−1)+···+(a2v+m
′−1))
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=
1
24λv(m′−1)
∑
0<a2v<···<a1
2−2λ(a1+···+a2v)
=
1
24λv(m′−1)
2v∏
i=1
(
1
22λi − 1
)
≤
1
24λm′
2v∏
i=1
(
22λ
22λi − 1
)
.
Also for the second term of (6), using the result for the first part and considering
that α ≥ 2, we have
∞∑
v=⌊(α−1)/2⌋+1
∑
0<a2v<···<a1
2−2λ((a1+m
′−1)+···+(aα+m
′−1))
≤
∞∑
v=α
∑
0<av<···<a1
2−2λ((a1+m
′−1)+···+(aα+m
′−1))
=
1
22λα(m′−1)
∞∑
v=α
∑
0<av<···<a1
2−2λ(a1+···+aα)
=
1
22λα(m′−1)
·
1
22λα − 2
α−1∏
i=1
(
1
22λi − 1
)
≤
1
24λm′
·
22λ
22λα − 2
α−1∏
i=1
(
22λ
22λi − 1
)
.
Inserting these results into (6), the proof for the second part of this lemma is
complete.
We are now ready to prove Theorem 3. In the following proof, we shall use
the inequality for any sequence of non-negative real numbers (an)n≥1 and any
0 < λ ≤ 1, stating that (∑
n
an
)λ
≤
∑
n
aλn. (7)
Proof of Theorem 3. For any 1/(2α) < λ ≤ 1, there exists at least one vector
of polynomials q ∈ Gsm′ for which B
λ
α,γ(q, p) is smaller than or equal to the
average of Bλα,γ(q˜, p) over q˜ ∈ G
s
m′ , that is,
Bλα,γ(q, p) ≤
1
2m′s
∑
q˜∈Gs
m′
Bλα,γ(q˜, p) =: B¯α,γ,λ. (8)
Applying (4) and the inequality (7), we have
B¯α,γ,λ ≤
1
2m′s
∑
q˜∈Gs
m′
∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α
∑
ku∈E
|u|
(ku,0)∈D
⊥(q˜,p)
2−2λµα(⌊ku/2⌋)
=
∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α
∑
ku∈E|u|
2−2λµα(⌊ku/2⌋)
1
2m′|u|
∑
q˜u∈G
|u|
m′
trm′ (ku)·q˜u≡a (mod p)
deg(a)<m′−m
1,
(9)
where we denote trm′(ku) · q˜u =
∑
j∈u trm′(kj)q˜j . The innermost sum equals
the number of solutions q˜u ∈ G
|u|
m′ such that trm′(ku) · q˜u ≡ a (mod p) with
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deg(a) < m′ − m and for an irreducible polynomial p with deg(p) = m′. If
trm′(kj) is a multiple of p for all j ∈ u, we always have trm′(ku) · q˜u ≡ 0
(mod p) independently of q˜u. Thus we have
1
2m′|u|
∑
q˜u∈G
|u|
m′
trm′(ku)·q˜u≡a (mod p)
deg(a)<m′−m
1 = 1.
Otherwise if there exists at least one component trm′(kj) which is not a multiple
of p, then there are 2m
′−m possible choices for a such that deg(a) < m′−m, for
each of which there are 2m
′(|u|−1) solutions q˜u to trm′(ku) · q˜u ≡ a (mod p).
Thus we have
1
2m′|u|
∑
q˜u∈G
|u|
m′
trm′ (ku)·q˜u≡a (mod p)
deg(a)<m′−m
1 =
1
2m
.
Inserting these results into (9) and using Lemma 2, we obtain
B¯α,γ,λ ≤
∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α

 12m ∑
ku∈E|u|
2−2λµα(⌊ku/2⌋) +
∑
ku∈E
|u|
p| trm′(kj),∀j∈u
2−2λµα(⌊ku/2⌋)


=
∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α

 12m
(∑
k∈E
2−2λµα(⌊k/2⌋)
)|u|
+

 ∑
k∈E
p| trm′ (k)
2−2λµα(⌊k/2⌋)


|u|


≤
∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α
[
A
|u|
α,λ,1
2m
+
(
Aα,λ,2
24λm′
)|u|]
≤
1
2min(m,4λm′)
∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α
(
A
|u|
α,λ,1 +A
|u|
α,λ,2
)
.
From (8), the above bound on B¯α,γ,λ is also a bound on B
λ
α,γ(q, p). Hence the
result follows.
5 Component-by-component construction
Since we have proven the existence of good higher order polynomial lattice rules
in the last section, it is desirable to have an explicit means of constructing such
rules. For this purpose, we investigate the CBC construction in this section. In
the following, we write qτ = (q1, . . . , qτ ) ∈ G
τ
m′ for τ ∈ N0, where q0 denotes
the empty set, and define
Bα,γ(qτ , p) :=
∑
∅6=u⊆{1,...,τ}
γuD
|u|
α
∑
ku∈E
|u|
(ku,0)∈D
⊥(qτ ,p)
2−2µα(⌊ku/2⌋),
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for 1 ≤ τ ≤ s, where we denote by (ku,0) the τ -dimensional vector in which
the j-th component is kj for j ∈ u and 0 for j ∈ {1, . . . , τ} \ u. The CBC
construction proceeds as follows.
Algorithm 1. For s,m,m′, α ∈ N with α ≥ 2 and m′ ≥ m, and for a set of
weights γ = (γu)u⊆{1,...,s},
1. Choose an irreducible polynomial p ∈ F2[x] with deg(p) = m
′.
2. For τ = 1, . . . , s, find qτ which minimizes Bα,γ((qτ−1, q˜τ ), p) as a function
of q˜τ ∈ Gm′ .
The next theorem gives an upper bound on the mean square worst-case error
in Hτ,α,γ for qτ ∈ G
τ
m′ obtained according to Algorithm 1 for 1 ≤ τ ≤ s.
Theorem 4. For 1 ≤ τ ≤ s, let p and qτ ∈ G
τ
m′ be obtained according to
Algorithm 1. Then we have
Bα,γ(qτ , p) ≤
1
2min(m/λ,4m′)

 ∑
∅6=u⊆{1,...,τ}
γλuD
λ|u|
α A
|u|
α,λ

1/λ ,
for any 1/(2α) < λ ≤ 1, where Aα,λ = Aα,λ,1 + Aα,λ,2 in which Aα,λ,1 and
Aα,λ,2 are given as in Lemma 2.
Remark 2. Let p and q ∈ Gsm′ be obtained according to Algorithm 1. When
m′ ≥ αm/2, we always have min(m/λ, 4m′) = m/λ, so that
e˜2(P2m,m′(q, p),Hs,α,γ) ≤
1
2m/λ

 ∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α A
|u|
α,λ

1/λ ,
for any 1/(2α) < λ ≤ 1. Thus, Theorem 4 shows that the CBC construction can
find good higher order polynomial lattice rules which achieve the optimal rate of
convergence in the space Hs,α,γ .
Proof of Theorem 4. We prove the theorem by induction. Let us consider the
case τ = 1 first. There exists at least one polynomial q1 ∈ Gm′ for which
Bλα,γ(q1, p) is smaller than or equal to the average of B
λ
α,γ(q˜1, p) over q˜1 ∈ Gm′ .
Thus, in exactly the same way with the proof of Theorem 3 for the case s = 1,
we have for any 1/(2α) < λ ≤ 1
Bλα,γ(q1, p) ≤
1
2min(m,4λm′)
γλ{1}D
λ
α (Aα,λ,1 + Aα,λ,2) .
Hence, the result follows for τ = 1.
Next we suppose that for a given τ with 1 ≤ τ < s, the inequality
Bα,γ(qτ , p) ≤
1
2min(m/λ,4m′)

 ∑
∅6=u⊆{1,...,τ}
γλuD
λ|u|
α A
|u|
α,λ

1/λ
holds true for any 1/(2α) < λ ≤ 1. Then we have
Bα,γ((qτ , q˜τ+1), p)
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=
∑
∅6=u⊆{1,...,τ+1}
γuD
|u|
α
∑
ku∈E
|u|
(ku,0)∈D
⊥((qτ ,q˜τ+1),p)
2−2µα(⌊ku/2⌋)
=
∑
∅6=u⊆{1,...,τ}
γuD
|u|
α
∑
ku∈E
|u|
(ku,0)∈D
⊥(qτ ,p)
2−2µα(⌊ku/2⌋)
+
∑
u⊆{1,...,τ}
γu∪{τ+1}D
|u|+1
α
∑
ku∪{τ+1}∈E
|u|+1
(ku∪{τ+1},0)∈D
⊥((qτ ,q˜τ+1),p)
2−2µα(⌊ku∪{τ+1}/2⌋)
=: Bα,γ(qτ , p) + θ(qτ , q˜τ+1),
where we denote by θ(qτ , q˜τ+1) the second term in the last equality. In Algo-
rithm 1, we choose qτ+1 which minimizes θ(qτ , q˜τ+1) among q˜τ+1 ∈ Gm′ , since
the dependence of Bα,γ((qτ , q˜τ+1), p) on q˜τ+1 appears only in θ(qτ , q˜τ+1). Fol-
lowing the averaging argument as in the case τ = 1 and using (7), we have for
any 1/(2α) < λ ≤ 1
θλ(qτ , qτ+1) ≤
1
2m′
∑
q˜τ+1∈Gm′
θλ(qτ , q˜τ+1)
≤
1
2m′
∑
q˜τ+1∈Gm′
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α
∑
ku∪{τ+1}∈E
|u|+1
(ku∪{τ+1},0)∈D
⊥((qτ ,q˜τ+1),p)
2−2λµα(⌊ku∪{τ+1}/2⌋)
=
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α
∑
ku∈E|u|
2−2λµα(⌊ku/2⌋)
∑
kτ+1∈E
2−2λµα(⌊kτ+1/2⌋)
×
1
2m′
∑
q˜τ+1∈Gm′
trm′ (ku)·qu+trm′ (kτ+1)·q˜τ+1≡a (mod p)
deg(a)<m′−m
1.
We remind that p is an irreducible polynomial over F2 with deg(p) = m
′. If
trm′(kτ+1) is a multiple of p,
trm′(ku) · qu + trm′(kτ+1) · q˜τ+1 ≡ trm′(ku) · qu (mod p).
Thus, the innermost sum equals 2m
′
for (ku,0) ∈ D
⊥(qτ , p), and equals 0
otherwise. If trm′(kτ+1) is not a multiple of p, there are 2
m′−m possible choices
for a such that deg(a) < m′ − m, for each of which there exists at most one
solution q˜τ+1 to trm′(kτ+1) · q˜τ+1 ≡ a − trm′(ku) · qu (mod p). Thus, the
innermost sum is bounded above by 2m
′−m. From these observations, we obtain
θλ(qτ , qτ+1)
≤
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α
∑
ku∈E
|u|
(ku,0)∈D
⊥(q∗τ ,p)
2−2λµα(⌊ku/2⌋)
∑
kτ+1∈E
p| trm′(kτ+1)
2−2λµα(⌊kτ+1/2⌋)
+
1
2m
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α
∑
ku∈E|u|
2−2λµα(⌊ku/2⌋)
∑
kτ+1∈E
p∤ trm′(kτ+1)
2−2λµα(⌊kτ+1/2⌋)
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≤
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α
∑
ku∈E|u|
2−2λµα(⌊ku/2⌋)
×

 ∑
kτ+1∈E
p| trm′ (kτ+1)
2−2λµα(⌊kτ+1/2⌋) +
1
2m
∑
kτ+1∈E
2−2λµα(⌊kτ+1/2⌋)


≤
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α A
|u|
α,λ,1
(
Aα,λ,1
2m
+
Aα,λ,2
24λm′
)
≤
1
2min(m,4λm′)
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α A
|u|+1
α,λ ,
where we use Lemma 2 in the third inequality. Thus we have
Bλα,γ(qτ+1, p) ≤ B
λ
α,γ(qτ , p) + θ
λ(qτ , qτ+1)
≤
1
2min(m,4λm′)
∑
∅6=u⊆{1,...,τ}
γλuD
λ|u|
α A
|u|
α,λ
+
1
2min(m,4λm′)
∑
u⊆{1,...,τ}
γλu∪{τ+1}D
λ(|u|+1)
α A
|u|+1
α,λ
=
1
2min(m,4λm′)
∑
∅6=u⊆{1,...,τ+1}
γλuD
λ|u|
α A
|u|
α,λ.
Hence, the result follows.
In the following, we briefly discuss the information complexity. As mentioned
in Subsection 2.3, the information complexity is defined as the minimum number
of points N(ε, s) required to reduce the initial error by a factor ε ∈ (0, 1). If
there exist non-negative C, a, b such that
N(ε, s) ≤ Csaε−b.
for any s ∈ N and for all ε ∈ (0, 1), we say that multivariate integration in the
sequence of spaces {Hs,α,γ}s≥1 is QMC-tractable. Especially when the above
inequality holds with a = 0, we say that multivariate integration in the sequence
of spaces {Hs,α,γ}s≥1 is strong QMC-tractable. The infimum a and b are called
the s-exponent and the ε-exponent, respectively.
In the following corollary of Theorem 4, we assume that m′ ≥ αm/2 and
give sufficient conditions on the weights under which multivariate integration in
the sequence of spaces {Hs,α,γ}s≥1 is QMC-tractable or strong QMC-tractable.
Since the proof is straightforward, we omit it.
Corollary 1. Let s,m,m′, α ∈ N with α ≥ 2 and m′ ≥ αm/2 and let γ =
(γu)u∈{1,...,s}. Let p and q ∈ G
s
m′ be found according to Algorithm 1. We define
Tλ,a := lim sup
s→∞

 1
sa
∑
∅6=u⊆{1,...,s}
γλuD
λ|u|
α A
|u|
α,λ

 ,
for a ≥ 0 and 1/(2α) < λ ≤ 1.
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1. Assume Tλ,0 <∞ for some 1/(2α) < λ ≤ 1. Then multivariate integration
in the sequence of spaces {Hs,α,γ}s≥1 is strong QMC-tractable. The ε-
exponent is at most λ.
2. Assume Tλ,a <∞ for some 1/(2α) < λ ≤ 1 and a > 0. Then multivariate
integration in the sequence of spaces {Hs,α,γ}s≥1 is QMC-tractable. The
s-exponent is at most a and the ε-exponent is at most λ.
6 Fast construction algorithm
Finally in this section, we show how to calculate the quality criterion Bα,γ(q, p)
efficiently and how to obtain the fast CBC construction using the fast Fourier
transform in a way analogous to [3]. We note that the use of the fast Fourier
transform for obtaining the fast CBC construction was first studied in [18, 19].
In the second part, we focus on the case of product weights, that is, γu =
∏
j∈u γj
for all u ⊆ {1, . . . , s}.
6.1 Efficient calculation of the quality criterion
Applying Lemma 1 to the expression of Bα,γ(q, p) as shown in the right-hand
side of (3), we have the following corollary.
Corollary 2. Let P2m,m′(q, p) = {x0, . . . ,x2m−1} be a higher order polynomial
lattice point set with generating vector q and modulus p. The quality criterion
Bα,γ(q, p) is expressed by
Bα,γ(q, p) =
1
2m
2m−1∑
n=0
∑
∅6=u⊆{1,...,s}
γuD
|u|
α
∏
j∈u
ωα(xn,j),
where we define for any x ∈ [0, 1)
ωα(x) =
∑
k∈E
2−2µα(⌊k/2⌋)walk(x).
The difficulty in calculating Bα,γ(q, p) stems from the fact that ωα(x) is an
infinite sum over k ∈ E . In the following, we discuss how to calculate ωα(x)
efficiently under the assumption that x ∈ [0, 1) is given in the form l2−m
′
for
m′ > 1, m′ ∈ N and 0 ≤ l < 2m
′
. We note that this is a natural assumption
since according to Definition 2 the components of the points xn are of exactly
such a form. Now as in [3, Section 4], we show that the value of ωα(x) can be
computed in at most O(αm′) operations.
Theorem 5. Let x ∈ [0, 1) be given in the form l2−m
′
for m′ > 1, m′ ∈ N and
0 ≤ l < 2m
′
. We denote the dyadic expansion of x by x = ξ1/2+ · · ·+ ξm′/2
m′ ,
where ξ1, . . . , ξm′ ∈ F2, and set ξm′+1 = ξm′+2 = · · · = 0. Then ωα(x) can be
calculated as follows: we define the following vectors
U = (U0, U1, . . . , Uα−1),
U˜(ξ1) = (U˜0(ξ1), U˜1(ξ1), . . . , U˜α−1(ξ1)),
V (x) = (V1(x), . . . , Vα−1(x)),
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V˜ (x) = (V˜α(x), . . . , V˜1(x)),
where we denote
U0 =1,
Ut =
1
22t(m′−1)
t∏
i=1
1
22i − 1
,
for 1 ≤ t ≤ α− 1,
U˜t(ξ1) =
α−1∑
v=t
(−1)vξ1Uv−t,
for 0 ≤ t ≤ α− 1 and ξ1 ∈ F2, and further
Vt(x) =
∑
0<at<···<a1<m′
t∏
i=1
2−2ai(−1)ξai+1 ,
V˜t(x) =
∑
0<at<···<a1<m′
2at−1[φ(x) < 2−at+1]
t∏
i=1
2−2ai(−1)ξai+1 ,
for 1 ≤ t ≤ α − 1 and 1 ≤ t ≤ α, respectively. In the last expression, the value
of [φ(x) < 2−at+1] equals 1 if φ(x) < 2−at+1, and 0 otherwise. Using these
notations, we have
ωα(x) = U˜1:α−1(ξ1) · V (x) + (U˜0(ξ1)− 1) + (−1)
αξ1U · V˜ (x),
for x 6= 0, where a·b denotes the dot product of two vectors a and b, and U˜1:α−1
is the vector of the last α− 1 components of U˜ . For x = 0, we have
ωα(0) =
α−1∑
v=1
v∏
i=1
(
1
22i − 1
)
+
1
22α − 2
α−1∏
i=1
(
1
22i − 1
)
.
Remark 3. Vt(x) and V˜t(x) can be calculated as
Vt(x) =
m′−1∑
a1=t
2−2a1(−1)ξa1+1
a1−1∑
a2=t−1
2−2a2(−1)ξa2+1 · · ·
at−1−1∑
at=1
2−2at(−1)ξat+1 ,
and
V˜t(x) =
m′−1∑
a1=t
2−2a1(−1)ξa1+1
a1−1∑
a2=t−1
2−2a2(−1)ξa2+1 · · ·
at−1−1∑
at=1
2at−1[φ(x) < 2−at+1]2−2at(−1)ξat+1 ,
respectively. By using these forms, the vectors V (x) and V˜ (x) can be computed
in O(αm′) operations according to [3, Algorithm 4]. Thus the value of ωα(x)
can be also computed in at most O(αm′) operations.
In the following proof of Theorem 5, we define V0(x) := 1 for any x ∈ [0, 1).
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Proof of Theorem 5. Let us consider the case x = 0 first. From the definition
of ωα, we have
ωα(0) =
∑
k∈E
2−2µα(⌊k/2⌋) = Aα,1,1,
where Aα,1,1 is given in Lemma 2, which proves the result.
Let us consider the case x 6= 0 next. As in the proof of Lemma 2, every
positive integer k ∈ E can be represented by a dyadic expansion of the form
k = 2a1−1 + · · · + 2a2v−1 for v ∈ N such that a1 > · · · > a2v > 0. Under the
assumption that x ∈ [0, 1) is given in the form l2−m
′
for m′ > 1, m′ ∈ N and
0 ≤ l < 2m
′
, we have
ωα(x) =
∑
k∈E
2−2µα(⌊k/2⌋)walk(x)
=
∞∑
v=1
∑
0<a2v<···<a1
2−2µα(⌊(2
a1−1+···+2a2v−1)/2⌋)(−1)ξa1+···+ξa2v
=
∞∑
v=1
∑
1<a2v−1<···<a1
2−2µα(2
a1−2+···+2a2v−1−2)(−1)ξa1+···+ξa2v−1+ξ1
+
∞∑
v=1
∑
1<a2v<···<a1
2−2µα(2
a1−2+···+2a2v−2)(−1)ξa1+···+ξa2v
=
∞∑
v=1
(−1)vξ1
∑
0<av<···<a1
2−2µα(2
a1−1+···+2av−1)(−1)ξa1+1+···+ξav+1 ,
where we obtain the third equality by considering the cases a2v = 1 and a2v > 1
separately. From the definition of µα as in (2) we obtain
ωα(x) =
α−1∑
v=1
(−1)vξ1
∑
0<av<···<a1
v∏
i=1
2−2ai(−1)ξai+1
+
∞∑
v=α
(−1)vξ1
∑
0<av<···<a1
α∏
i=1
2−2ai(−1)ξai+1
v∏
i′=α+1
(−1)ξai′+1 . (10)
The second term on the right-hand side of (10) can be rewritten as
(−1)αξ1
∞∑
v=α
∑
0<av<···<a1
α∏
i=1
2−2ai(−1)ξai+1
v∏
i′=α+1
(−1)ξai′+1+ξ1
= (−1)αξ1
∑
0<aα<···<a1
α∏
i=1
2−2ai(−1)ξai+1
×
∞∑
v=α
∑
0<av<···<aα+1<aα
∏
i′∈{av,...,aα+1}
(−1)ξi′+1+ξ1
∏
i′′∈{1,...,aα−1}\{av ,...,aα+1}
1
= (−1)αξ1
∑
0<aα<···<a1
α∏
i=1
2−2ai(−1)ξai+1
∑
u⊆{1,...,aα−1}
∏
i′∈u
(−1)ξi′+1+ξ1
∏
i′′∈{1,...,aα−1}\u
1
= (−1)αξ1
∑
0<aα<···<a1
α∏
i=1
2−2ai(−1)ξai+1
aα−1∏
i′=1
[
1 + (−1)ξi′+1+ξ1
]
.
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The innermost product equals 2aα−1 if and only if ξi′+1 + ξ1 ≡ 0 (mod 2)
for all 1 ≤ i′ < aα, and equals 0 otherwise. We now focus on the condition
ξi′+1 + ξ1 ≡ 0 (mod 2) for all 1 ≤ i
′ < aα. This condition is equivalent to the
condition ξi′+1 = ξ1 for all 1 ≤ i
′ < aα. Thus x has to be given in the form
(0. 00 . . .0︸ ︷︷ ︸
aα
∗ ∗ ∗ . . .)2 or (0. 11 . . .1︸ ︷︷ ︸
aα
∗ ∗ ∗ . . .)2,
where every ∗ can take either 0 or 1 arbitrarily. We first consider the case ξ1 = 0.
Since we have 2x = (0.ξ2ξ3 . . .)2, the condition ξ2 = · · · = ξaα = 0 is satisfied if
and only if 2x < 2−aα+1. Next we consider the case ξ1 = 1. Since we have
2− 2x = (0. 0 . . . 0︸ ︷︷ ︸
aα−1
∗ ∗ ∗ . . .)2,
when the condition ξ2 = · · · = ξaα = 1 is satisfied, we arrive at an equivalent
condition, that is, 2 − 2x < 2−aα+1. Combining these two cases, the condition
we consider is satisfied if and only if φ(x) < 2−aα+1. Hence the second term on
the right-hand side of (10) can be further rewritten as
(−1)αξ1
∑
0<aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1 .
Substituting this result into (10), we have thus far
ωα(x) =
α−1∑
v=1
(−1)vξ1
∑
0<av<···<a1
v∏
i=1
2−2ai(−1)ξai+1
+ (−1)αξ1
∑
0<aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1 . (11)
For the first term on the right-hand side of (11), we have
∑
0<av<···<a1
v∏
i=1
2−2ai(−1)ξai+1
=
∑
0<av<···<a1<m′
v∏
i=1
2−2ai(−1)ξai+1 +
∑
0<av<···<a2<m′≤a1
v∏
i=1
2−2ai(−1)ξai+1
+ · · ·+
∑
0<av<m′≤av−1<···<a1
v∏
i=1
2−2ai(−1)ξai+1 +
∑
m′≤av<···<a1
v∏
i=1
2−2ai(−1)ξai+1
= Vv(x) +
∑
m′≤av<···<a1
v∏
i=1
2−2ai(−1)ξai+1
+
v−1∑
t=1
∑
0<av<···<at+1<m′
v∏
i=t+1
2−2ai(−1)ξai+1
∑
m′≤at<···<a1
t∏
j=1
2−2aj (−1)ξaj+1
= Vv(x)U0 +
v∑
t=1
Vv−t(x)
∑
m′≤at<···<a1
t∏
j=1
2−2aj (−1)ξaj+1 ,
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where we note that V0(x) = 1 for any x ∈ [0, 1). We now recall that x ∈ [0, 1) is
given in the form l2−m
′
for m′ > 1, m′ ∈ N and 0 ≤ l < 2m
′
and thus we have
ξm′+1 = ξm′+2 = · · · = 0. In the last expression we have
∑
m′≤at<···<a1
t∏
j=1
2−2aj(−1)ξaj+1 =
∑
m′≤at<···<a1
t∏
j=1
2−2aj
=
∞∑
at=m′
2−2at
∞∑
at−1=at+1
2−2at−1 · · ·
∞∑
a1=a2+1
2−2a1
=
1
22t(m′−1)
t∏
j=1
1
22j − 1
= Ut. (12)
Using these results and swapping the order of sums, the first term on the right-
hand side of (11) becomes
α−1∑
v=1
(−1)vξ1
∑
0<av<···<a1
v∏
i=1
2−2ai(−1)ξai+1 =
α−1∑
v=1
(−1)vξ1
v∑
t=0
Vt(x)Uv−t
=
α−1∑
v=1
(−1)vξ1
v∑
t=1
Vt(x)Uv−t +
α−1∑
v=1
(−1)vξ1Uv
=
α−1∑
t=1
(
α−1∑
v=t
(−1)vξ1Uv−t
)
Vt(x) +
α−1∑
v=1
(−1)vξ1Uv
=
α−1∑
t=1
U˜t(ξ1)Vt(x) + (U˜0(ξ1)− 1),
where the third equality is obtained by swapping the order of sums of the first
term.
For the second term on the right-hand side of (11), we have
∑
0<aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1
=
∑
0<aα<···<a1<m′
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1
+
∑
0<aα<···<a2<m′≤a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1
+ · · ·+
∑
m′≤aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1
= V˜α(x) +
∑
m′≤aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1
+
α−1∑
t=1
∑
0<aα<···<at+1<m′
2aα−1[φ(x) < 2−aα+1]
α∏
i=t+1
2−2ai(−1)ξai+1
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×
∑
m′≤at<···<a1
t∏
j=1
2−2aj (−1)ξaj+1
= V˜α(x)U0 +
α−1∑
t=1
V˜α−t(x)Ut +
∑
m′≤aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1 ,
(13)
where we use the result (12) in the last equality. Herein we recall again that
x ∈ [0, 1) is given in the form l2−m
′
for m′ > 1, m′ ∈ N and 0 ≤ l < 2m
′
. Since
we also have x 6= 0 now, φ(x) must be greater than or equal to 2−aα+1 whenever
aα ≥ m
′. Thus, we have
∑
m′≤aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1 = 0,
which implies that the last term of (13) vanishes. Now the second term on the
right-hand side of (11) becomes
(−1)αξ1
∑
0<aα<···<a1
2aα−1[φ(x) < 2−aα+1]
α∏
i=1
2−2ai(−1)ξai+1
= (−1)αξ1
α−1∑
t=0
V˜α−t(x)Ut = (−1)
αξ1
α∑
t=1
Uα−tV˜t(x).
Therefore, we have
ωα(x) =
α−1∑
t=1
U˜t(ξ1)Vt(x) + (U˜0(ξ1)− 1) + (−1)
αξ1
α∑
t=1
Uα−tV˜t(x),
which completes the proof.
6.2 Fast component-by-component construction
Here we only deal with the case of product weights, that is, γu =
∏
j∈u γj for
all u ⊆ {1, . . . , s}, for simplicity of exposition, and show how to obtain the
fast CBC construction using the fast Fourier transform. From Definition 2 and
Corollary 2, we can rewrite the quality criterion Bα,γ(q, p) as
Bα,γ(q, p) = −1 +
1
2m
2m−1∑
n=0
s∏
j=1
[
1 + γjDαωα
(
vm′
(
n(x)qj(x)
p(x)
))]
.
In the following, we denote
Pτ−1(n) :=
τ−1∏
j=1
[
1 + γjDαωα
(
vm′
(
n(x)qj(x)
p(x)
))]
,
and P τ−1 := (Pτ−1(1), . . . , Pτ−1(2
m − 1))⊤ for 1 ≤ τ ≤ s, where the empty
product equals 1, that is, P 0 := (1, . . . , 1)
⊤. Furthermore, we define a (2m
′
−
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1) × (2m − 1) matrix W := (wq,n)q∈Gm′\{0},0<n<2m whose elements are given
by
wq,n := ωα
(
vm′
(
n(x)q(x)
p(x)
))
.
Using these notations, what we compute in the CBC construction can be ex-
pressed as
Bα,γ((qτ−1, q˜τ ), p)
= −1 +
1
2m
2m−1∑
n=0
[
1 + γτDαωα
(
vm′
(
n(x)q˜τ (x)
p(x)
))]
Pτ−1(n)
= −1 +
1
2m
2m−1∑
n=0
Pτ−1(n) +
γτDα
2m
2m−1∑
n=0
ωα
(
vm′
(
n(x)q˜τ (x)
p(x)
))
Pτ−1(n)
= Bα,γ(qτ−1, p) +
γτDα
2m
[
ωα (0)Pτ−1(0) +
2m−1∑
n=1
wq˜τ ,nPτ−1(n)
]
, (14)
for q˜τ ∈ Gm′ \ {0}. When q˜τ = 0, we have
Bα,γ((qτ−1, 0), p) = Bα,γ(qτ−1, p) +
γτDαωα (0)
2m
2m−1∑
n=0
Pτ−1(n),
which can be computed at a negligibly low computational cost, so that we
only consider how to compute Bα,γ((qτ−1, q˜τ ), p) for q˜τ ∈ Gm′ \ {0} at a low
computational cost. It is obvious from the expression (14) that the choice of
q˜τ ∈ Gm′ \ {0} affects only the term
2m−1∑
n=1
wq˜τ ,nPτ−1(n). (15)
Thus, we focus on this term in the following.
We consider a straightforward implementation first. In order to find qτ which
minimizes (15) as a function of q˜τ ∈ Gm′ \{0}, one can compute a matrix-vector
multiplication WP τ−1 to obtain the values of (15) for all q˜τ ∈ Gm′ \ {0}. This
multiplication requires O(2m+m
′
) arithmetic operations.
We shall consider a more elaborate implementation below. According to
Algorithm 1, we choose an irreducible polynomial p ∈ F2[x] with deg(p) = m
′.
Thus, there exists a primitive element g ∈ Gm′ \ {0}, which satisfies
{g0 mod p, g1 mod p, . . . , g2
m′−2 mod p} = Gm′ \ {0},
and g−1 mod p = g2
m′−2 mod p. Using this property of g, we can obtain the val-
ues of (15) for all q˜τ ∈ Gm′ \{0} by a matrix-vector multiplicationW permP τ−1,
where W perm is a (2
m′ − 1)× (2m − 1) matrix given by permuting the rows of
W as
W perm := (wgi mod p,n)0≤i≤2m′−2,0<n<2m .
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The multiplication W permP τ−1, however, still requires O(2
m+m′) arithmetic
operations, which can be reduced as follows.
As a first step, we add more columns toW perm to obtain a (2
m′−1)×(2m
′
−1)
matrix W ′perm given by
W ′perm := (wgi mod p,n)0≤i≤2m′−2,0<n<2m′ .
We also add more elements to P τ−1 to obtain a vector P
′
τ−1 = (P
⊤
τ−1,0
⊤)⊤,
where 0 is a vector consisting of 2m
′
−2m zeros, such that we haveW permP τ−1 =
W ′permP
′
τ−1. Next we permute the rows ofW
′
perm to obtain a (2
m′−1)×(2m
′
−
1) circulant matrix
W circ :=(wgi mod p,g−n mod p)0≤i,n≤2m′−2
=
(
ωα
(
vm′
(
(gi−n mod p)(x)
p(x)
)))
0≤i,n≤2m′−2
.
Here the argument g−n mod p is understood as an integer by identifying the
polynomial g−n mod p ∈ F2[x] with an integer based on its dyadic expansion,
so that the notation wgi mod p,g−n mod p makes sense. Correspondingly, we in-
troduce a vector Qτ−1 = (Qτ−1(0), . . . , Qτ−1(2
m′ − 2))⊤ such that
Qτ−1(n) =
{
Pτ−1(g
−n mod p) if deg(g−n mod p) < m,
0 otherwise,
for 0 ≤ n ≤ 2m
′
− 2, where the argument of Pτ−1 is again understood as an
integer as above. Using these notations, we have W ′permP
′
τ−1 = W circQτ−1,
which implies that a matrix-vector multiplication W circQτ−1 gives the values
of (15) for all q˜τ ∈ Gm′ \ {0}.
Since the matrix W circ is circulant, the multiplication W circQτ−1 can be
done efficiently by using the fast Fourier transform, requiring only O(m′2m
′
)
arithmetic operations [19]. We also refer to [8, Section 10.3] for details on a
matrix-vector multiplication for a circulant matrix. In this way we can reduce
the computational cost from O(2m+m
′
) to O(m′2m
′
) operations for finding qτ
which minimizes Bα,γ((qτ−1, q˜τ ), p) as a function of q˜τ ∈ Gm′ .
Suppose qτ = g
i∗ mod p minimizes Bα,γ((qτ−1, q˜τ ), p). We update Qτ by
Qτ (n) =
{
Qτ−1(n)
[
1 + γτDαwgi∗ mod p,g−n mod p
]
if deg(g−n mod p) < m,
0 otherwise,
for 0 < n < 2m
′
. We then move on to the next component. In summary, the
fast CBC construction proceeds as follows.
1. Choose an irreducible polynomial p ∈ F2[x] with deg(p) = m
′.
2. Evaluate W circ and Q0.
3. For τ = 1, . . . , s, find qτ which minimizes Bα,γ((qτ−1, q˜τ ), p) as a function
of q˜τ ∈ Gm′ by computing W circQτ−1 and then update Qτ .
In the process 2, since the matrixW circ is circulant, we only need to evaluate
one column (or one row) of W circ. One column consists of 2
m′ − 1 elements,
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each of which can be computed in at most O(αm′) operations as in Theorem
5. Thus the process 2 can be done in at most O(αm′2m
′
) operations. As
shown in this subsection, the matrix-vector multiplication W circQτ−1 can be
done in O(m′2m
′
) operations and Qτ can be updated in O(2
m′) operations, so
that the process 3 can be done in O(sm′2m
′
) operations. In total, when s is
large as compared with α, the fast CBC construction can be done in O(sm′2m
′
)
operations. As for the required memory, we are required to store one column of
W circ and Qτ , both of which need O(2
m′) memory spaces.
We now recall that we can construct good higher order polynomial lattice
rules which achieve the optimal rate of the mean square worst-case error when
m′ ≥ αm/2, see Remark 2. When αm is even, we can set m′ = αm/2. Other-
wise when αm is odd, we have to set m′ = (αm+ 1)/2. Regardless of whether
αm is even or odd, the computational cost of the fast CBC construction becomes
O(sαm2αm/2) = O(sαNα/2 logN) operations using O(2αm/2) = O(Nα/2) mem-
ory. Although our obtained computational cost is much smaller than the com-
putational cost shown in [3], it still grows exponentially with α. Hence, higher
order polynomial lattice rules do not compare favorably with interlaced poly-
nomial lattice rules [9, 10] in terms of computational cost so far, for which the
computational cost grows only linearly with α. Whether we can get rid of this
exponential dependence on α for constructing good higher order polynomial
lattice rules is open for further research.
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