In this study, we investigated the optimal material inventory policy with regard to the iron and steel industry's effort to reduce massive overstocking issues in the face of increased corporate competitiveness. We gathered actual data, including sales and inventory numbers, from a steel and iron company over a period of 216 weeks between January 2010 and February 2014. We then utilized the Markov decision process (MDP) to analyze this data for inventory problems, such as relevant reorder points and reorder quantity issues as they relate to lead time, stock on hand and the limitations of having stock in-transit. The purpose of the study was to determine the most effective method for minimizing costs by using the optimal inventory policy to calculate and verify the effectiveness of the results. The final 52 weeks of data were put aside, while the initial 164 weeks were used to create an inbound material receipt system to ultimately establish a yearly (52-week) policy based on the inventory and sales data for weeks 113-164. Finally, we verified the effectiveness of the policy using the data from the final 52 weeks. The results showed that our proposed categorization method was effective for reducing the quantity of inventory while still meeting quarterly demands.
Introduction
Product diversification is a prominent aspect of today's business environment, which makes it more of a challenge to maintain an adequate supply of materials on hand to satisfy downstream customers. The costs of storing these materials include management, holding, and land costs as well as damage liability and risk, which decrease the profits of a company [1] . However, insufficient product supply can lead to delays or extended delivery schedules and loss of many customers. When developing a market, effective inventory management strategies are essential to maximize profits.
The most pressing issue on every manager's mind is determining exactly how much stock to order and when (also known as reorder point and reorder quantity). Although the more traditional economic order quantity (EOQ) model [2] and the material requirement planning (MRP) method [3] can be of help when facing these issues, the (s,S) policy [4] [5] [6] [7] [8] [9] [10] and the Markov decision process (MDP) [11, 12] have also been touted by many scholars as more modern and effective techniques for solving inventory management issues. These methods are all based on set parameters for the purpose of finding the optimal policy that minimizes costs and maximizes profits. The problem is that many scholars have based their analyses on mock data rather than actual data from real businesses [13] [14] [15] [16] [17] , resulting in a great disparity between theoretical results and practical applications of these methods [18] .
The issues of inventory management must be dealt with over a long period of time; [11] however, the EOQ, MRP, and (s,S) policies for simplified optimal solutions are only able to meet short-term goals when faced with unpredictable levels of demand. When we look at the larger picture, we realize that only the MDP is able to adapt to changing circumstances and offer new policy recommendations to satisfy quarterly demands [19] . This strategy has also been widely used to analyze complicated, long-term strategy issues in many diverse areas, including queuing theory [20] , inventory [12] , maintenance [21] , finance [22] , disease treatment [23] , and water reservoir maintenance [24] .
An analysis of Taiwan Industry Economics Services on April, 2014 [25] ) makes it clear that the overstocking of materials during a period of falling steel prices eroded the company's profits. Global trends over the last two years have made it essential for the iron and steel industry to solve inventory management issues. Isotupa [26] studied the critical elements of lead time and safety stock via probability distribution within set parameters by feeding data into the ARENA program and using probability distribution to interpret it. The surprising results revealed that regardless of the data used, the probability distribution (including the common index distributions) and the use of actual company data within set parameters highlights many modern inventory management issues.
We decided to further test this method by utilizing it to develop an optimal inventory policy. We obtained permission from a steel and iron manufacturer to gather inventory data including dates, initial inventory, sales figures, and ending inventory over a period of 216 weeks from January 2010 to February 2014. Numerous production processes and longer manufacturing times in the steel industry mean that orders are usually received up to six months in advance. This makes the sales volume more predictable and relatively stable, although actual delivery times might be affected. After utilizing the MDP to establish an optimal inventory policy, we then compared the results to those obtained via EOQ, MRP, and (s,S) policies.
In Section 2, we introduce the MDP model and describe all the states, actions, and transition probabilities involved. In Section 3, we discuss the company case study and outcome of each action. In Section 4, we present the results of our analysis of the case study. Our conclusions and suggestions for future research are presented in Section 5.
Literature Review

Definition and Function of Inventory
In a complete production process, the inventory policy directly affects the profitability of a company. Upon arrival at a manufacturing plant, raw materials are processed at one or many work stations, sent to the warehouse for storage, and later used to manufacture the product. The efficiency of this process depends not only on the quantity of raw materials in inventory, but on the timing of their arrival so as to avoid having too much or too little material in inventory at any given time. Too little inventory in stock leads to sales losses and declining customer satisfaction, which ultimately leads to shortage costs. Too much inventory in stock brings about unnecessary holding costs. As such, inventory managers must guarantee low-inventory standards and satisfy customers in the face of uncertain demand.
Render and Heizer [27] argue that the objective of inventory management is to achieve a balance between inventory costs and customer service. In addition, a suitable amount of inventory not only provides a company with greater operating flexibility but it also reduces demand fluctuations for the company's product, offers customers an adequate range of product options, and reduces transportation costs for products via bulk purchases. Offering discounts for buying in bulk can counter inflation and adjust upstream prices.
Major Factors Affecting Inventory
Lead Time
Although the value of lead time in many models is zero, [28] it is important for more highly competitive companies. Hoque [29] proposes that lead time is one of the major factors that affect inventory management because it encompasses time spent on reviewing orders, the ordering process, supplier lead time, transport time, and time spent receiving goods. Basically, lead time includes employee hours spent on all processes from the initial ordering of materials from the supplier to when the materials arrive at the warehouse. Too little lead time directly affects profits and makes buying the correct quantities for safety stock even more difficult.
Other related research on lead time includes a study by Rossi et al. [30] who utilized random lead times to analyze inventory management issues. In a related study, Sajadieh et al. [31] analyzed lead time via index distribution and found that it has a significant effect on company efficiency and profitability, the degree of which varies from industry to industry. Arikan et al. [32] argued that the economic environment affects lead time, which is vital, particularly in the iron and steel industry. After much consultation with various companies, we used actual data to analyze lead time, which we believe will be more effective for helping companies to reduce the uncertainties associated with both the external environment and internal factors.
Safety Stock
Generally, it is necessary to maintain a certain level of inventory to be able to effectively respond to changing demands during the production process and fill unexpected orders that may be placed during the lead time. This level of inventory is known as safety stock, which is generally calculated based on the fluctuations of stock levels, including in-transit stock, at the end of each quarter. This formula is normally safety stock = internal base safety stock + average demand * lead time.
Inventory Costs
The quantity of materials ordered directly affects the company's profitability by significantly changing costs that include ordering materials from a supplier, internal setup costs, holding fees for materials that have not been used, and shortage costs for materials kept in insufficient quantities. The following definitions are from Render and Heizer [27] .
1.
Ordering costs are associated with suppliers, forms, order and purchase processing, and record keeping.
2.
Setup costs involve the machinery and production processes. They are closely related to setup time.
3.
Holding costs are associated with inventory maintenance.
4.
Shortage costs include all potential profit sacrificed due to a loss of business opportunities and customers, which arise from a shortage of materials.
In our study, ordering, setup, and holding costs were all closely related to the quantities of iron and steel, and costs were calculated per kilogram of material. Since setup costs involve machinery, preparation for production processes are closely related to production quantity. The amount of scheduled production will also affect safe inventory levels. Thus, all analyses of cost considerations in this paper are in the form of "number of kilograms." The company we studied avoided inventory shortages at all costs. The product categories analyzed in this paper are for mainstream products. If a product is in short supply, cost to the company in compensation can be huge and late deliveries can irreparably damage the reputation of the company. Hence, we set aside a great deal of money in our model to cover potential shortage costs. Therefore, shortage costs were defined as limitless and were included in the actual calculations at a value of +99,999,999 to eliminate the possibility of shortages from the analysis process, discussed in Section 4.
Methods of Inventory Control
Analysis of inventory management issues, which require many different methods of research, often focus on reorder points and quantities. The objective is always to determine the appropriate times and quantities to reorder so as to minimize total inventory-related costs. The most well-known theories, ABC analysis and the economic order quantity model (EOQ Model), are used to assist company managers with material requirement planning (MRP).
ABC Analysis
ABC analysis, also known as cycle counting, is an early simple method used in the field of inventory management. It only defines the classification method for products and does not specify the order quantity. Therefore, in this study, we used the MDP method for analysis. In the case of most large-scale products (A-type products), company executives must find the optimal policy for each period, a method that utilizes the concept of ABC analysis. Thus, it was not implemented for analyzing this value. This method, which is often used in materials management, involves dividing the inventory into various categories. Also known as optional inventory management, it offers an effective basis for categorization and significantly reduces warehousing costs [33] . Wild [34] defines the categories used in this method based on yearly revenue as follows:
1.
A: 10% of inventory items yield 66.6% of revenue. 2.
B: 20% of inventory items garner 23.3% of revenue. 3.
C: 70% of inventory items are worth 10.1% of the total revenue.
According to ABC analysis, a higher percentage of resource purchasing should be invested in Category A items from the supplier than on Category B and C items. In addition, Category A items should be subjected to stricter inventory controls than the other items, meaning that popularity of Category A items should be seen as more predictive of future demand. Therefore, it is essential to accurately record these items and subject them to continuous checks and inspections, known as cycle counting. The following shows the count frequencies for each category:
Category A items are counted frequently (e.g., once a month).
2.
Category B items are counted slightly less often than those of Category A (e.g., once a quarter).
3.
Category C items are rarely counted (e.g., once every six months or less).
The Economic Order Quantity Model
The oldest quantity method of inventory management is Harris' [2] economic order quantity (EOQ) model, which reduces inventory holding and order costs by minimizing the optimal order quantity. It is based on the following assumptions: (1) Order costs are constant, (2) annual product demand is both constant and known ahead of time, (3) no discounts are available for bulk purchases, and (4) there is no lead time. The optimal ordering quantity was calculated using the equation Q * = √ 2AD/h, where A represents ordering costs, D signifies demand, and h represents holding costs within a particular unit of time.
The traditional economic order quantity model is still relevant today as its concepts are simple and easy to implement, factors which have led to its widespread adoption. However, the four assumptions described above are not necessarily applicable to real-world situations, which intensifies the search for a more comprehensive and realistic method of analysis. Many scholars have proposed improvements to the model but none of the new approaches have been able to rise above these inherent limitations.
Material Requirement Planning
MRP, a type of business management software born primarily from the traditional order point system, is aimed at effective management of company production processes, including warehousing and manufacturing.
In this system, all materials, half-finished products, and equipment used in the production process are separated into bills of material (BOM) based on their structure and demand. The purpose of MRP is to implement demand-based ordering of materials.
(s,S) Policy
A large number of business owners and researchers currently use the (s,S) policy to manage their inventory. This policy requires managers to regularly check their current inventory and purchase an S-s quantity of material from suppliers whenever their inventory falls below s. Implementation of this method allows managers to determine reorder points (s) and order quantities (Q = S−s), allowing for effective control of inventory.
Markov Decision Process
Dynamic Programming Concepts
Although many companies have their own internal mechanisms for selecting order quantities, they will still occasionally have a sudden need for larger amounts or will face a sudden drop in demand. This makes using a single ordering model impractical. Instead, utilizing several different policies simultaneously can greatly reduce the inherent risks of relying on a single ordering model.
Dynamic programming concepts are, therefore, particularly important. This method involves breaking problems down into their smallest and simplest components and seeking resolutions for them first. The purpose of these techniques is to create policy solutions for single-chain production. The spirit of dynamic programming is based on the principle of optimality, proposed by Bellman [35] , which states, "An optimal policy has the property that whatever the initial state and initial decisions are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision."
Dynamic programming utilizes repetitive features to uncover an overall resolution for issues and resolve complicated, multi-level policy problems while maximizing (or minimizing) objective function forecasts to actively maximize total profits (or minimize total costs) with a single-chain policy known as the optimal technique. As inventory management problems are single-chain issues, in this study, we sought solutions using the dynamic programming model.
Markov Decision Process Elements
The Markov decision process, named for the Russian mathematician Andrey Markov, offers a mathematical analysis of circumstances that are partly random and partly determined by the policy-maker. This technique has been widely adopted and continues to be in demand to this day.
In addition, many scholars have used it for inventory management to determine optimal order points and quantities, to implement sensitivity analyses, to measure fluctuations of policy variables, and to determine final overall changes in profit. Its main purpose is to provide a value analysis using given probability distribution assumptions and to expand inventory control analysis results [36] . Four major elements are required to employ the MDP:
State is a collection of all possible circumstances at each stage in the system. 2.
Transition probability matrix is defined by the current states and selected policies. This is completely separate from the variables of past states and past selected policies. 3.
Action is defined as a collection of all policies that form the options available to the decision-maker at each state. The system will happen the following two events when the decision-maker chooses any action in any state: (1) The decision-maker will receive the appropriate profits associated with that action, and (2) the system will exchange one of the states in the collection for the following states based on this action. 4.
Rewards are defined as evaluations of the performance of the Markov process based on the profits or costs related to a particular action.
Study Overview and Research Methods
Study Overview
The data used in this study came from a well-known Taiwanese iron and steel company that has been listed among Taiwan's top 1000 manufacturers by Common Wealth Magazine. This particular company was established in July 1988 and sells mainly plastic mold steel, cold and hot work steel, as well as PM high speed and breathable steel. It supplies specialized materials for optics and medical components as well as electronic parts for the automotive industry, semiconductors, and all high-, medium-, and low-end product molds for automation. It must be noted that this company has a large client base all over the world.
This company was established during a period of rising steel prices and was able to minimize costs by purchasing large quantities of steel and holding them in stock, which gave it a significant competitive advantage. This technique slowly became the company's main method of inventory management; however, the price of steel has continued to fall in recent years, making it cheaper to delay purchases and negating the need to stockpile in advance. Due to these falling prices, excess inventory now negatively affects the company profits in intangible ways in addition to the more concrete holding costs. Competition is fierce in the industry and a shortage of materials would immediately result in customers switching to another supplier, which obviously would negatively impact both the immediate profits and future business opportunities. Ordering policies cannot be changed without proper planning, as the company cannot risk an inventory shortage. For this reason, the development of an appropriate inventory policy has been a major hurdle for this company.
Data Properties and Model Establishment
Data Properties
There are many types of inventory and just as many inventory analysis tools that focus on various aspects of this complex business. Table 1 shows the average values and standard deviation for the ending inventory. The data period examined in this study was 216 weeks from January 2010 to February 2014. This paper stands for the minimum cost in 52 weeks, first retains the last 52 weeks of data, and the previous 164 weeks of data was used for inventory. We formulated the policy and validated it with the information from the 52-week period. The descriptive statistics of the data such as the average number and standard deviation were calculated based on data from the first 164 weeks, January 2010 to February 2013. As seen below, the properties of the data are represented by the coefficient of variation (Cv), which is a comparison of the standard deviation and average value, indicating unit risk. When comparing two or more groups of data with different averages, the standard deviation will provide an accurate description of the data [3] . To examine the inventory management, the coefficients of the highs and lows mainly fall at the edges of different types of data areas and are used to observe whether or not these trends can be applied to the optimal data policy [37] . Table 1 shows an analysis of the basic data. The average ending inventory was 47,531.64 kg, the standard deviation was 26,145.70 kg, and the coefficient of the variation was 0.55. As stated above, the four major elements for the Markov decision process are action, state, transition probability, and rewards, the definitions of which can be found below.
Actions The policy action formulas can be divided into three levels of order quantities: Low, medium, and high. For example, the average product demand was 1675 kg, the standard deviation was 1258 kg, and the average ending inventory quantity was 48,377 kg with a standard deviation of 26,206 kg. With an average lead time of three months (12 weeks) in the iron and steel industry, this means that the difference between the three actions could be calculated via the average demand plus one to three
times the standard deviation. Safety stock would be an internal inventory level that is targeted to reach 40,000 kg.
Based on the information above, action 1 can be defined as ordering a quantity of 20,000 kg of current inventory when safety stock (including current ending inventory and in-transit stock) levels fall below 75, 196 
Setting States
After setting the states, we defined all actions before purchase and averaged all ending inventory quantities into 10 categories from highest to lowest to create States 1 through 10, as shown in Table 2 . 
Transition Probability Matrix
After defining the above three policy actions, we applied action 1 to the data from week 1 and ran a simulation up to week 164. We then divided the subsequent ending inventory data into 10 categories from smallest to largest and labeled them states 1-10. We followed the same process for actions 2 and 3. Once the states were established, we calculated the number of transitions for each state. First, we determined the frequency of state 1 and divided this number by the sum of the total frequency to produce the transition probability for that state. Tables A1-A3 show the transition probability matrix for each action, and Figures A1-A3 show individual inventory trends. Figure A1 shows that action 1 reduced inventory, which resulted in repeated shortages. Figures A2 and A3 show that while actions 2 and 3 did not result in shortages, as action 1 did, rather, inventory quantities tended to be higher (see Appendix A for more details).
Rewards Table 3 shows the rewards interval generated by each action for each state. The profit is shown in each interval. 
Value Iteration Algorithm
We utilized the value iteration algorithm, which is a type of backward induction algorithm [38] . The product data analyzed in this study had both a start and end date-meaning that there were finite states and finite policy actions, resulting in a finite Markov decision process. The purpose of the study was to minimize total costs. For example, Equation (1) can be used to evaluate the target values of the system. π *
Q t (i, a) = R(i, a) + j P a ij V t−1 ( j) and R(i, a) represents the immediate increase in rewards when action a is implemented for state i, and when j P a ij V t−1 ( j) is the accumulation of all rewards forecasts, with P a ij being the probability that state i would transition to state j in the system. However, the algorithm does not directly use π in its calculations. Instead, it replaces it with V(s) to calculate the costs incurred each quarter. Initial assumptions of our study were that V 0 ( j) = 0. See Appendix B for the actual implementation of the value iteration algorithm.
Results and Analysis
This section explains the optimal inventory policy calculated via the MDP-a policy that helps managers to minimize order quantities while still meeting quarterly demands. Results for comparison were calculated using the EOQ, MRP, and (s,S) models. In addition. the ABC analysis is an early simple method in the field of inventory management. It is also called the cycle counting method, which only defines the product classification method and does not specify the calculation of order quantity. On the other hand, this paper uses MDP method for analysis. In the case of most large-scale products (belonging to the A-type products), the company has to find the optimal policy for each period, which already contains the concept of ABC analysis. So, in this comparison of subsequent empirical analysis, the ABC method is not implemented for analyzing this value. Table 4 shows the data from the steel company that were obtained using the EOQ model. The final optimal order quantity was calculated at Q * = 7640.86, which would be enough to fill 15 orders.
The material requirement planning (MRP) model, based on the traditional order point system, categorizes materials into bills of material (BOM) according to their structure and demand. It then uses this information to increase the efficiency of the manufacturing process. Put simply, the purpose of the MRP is to implement demand-based ordering of materials.
The (s,S) policy model is also commonly used in inventory control investigations for determining reorder points and quantities by defining minimum and maximum inventory quantities. Table 5 shows the calculations which provided the optimal inventory maximum and minimum limits of s = 27,271.7 and S = 28,211.5 in kilograms. Table 6 shows the optimal policy as calculated using the MDP. The data show that actions 2 and 3 are optimal if inventory levels are similar to state 1; however, action 1 is optimal only if inventory levels are similar to state 10. The other states are best calculated using a combination of actions 1 and 2. The actual data show that inventory levels at week 113 were similar to state 9 and levels at week 165 were most similar to state 4, making this the optimal policy to handle these individual differences.
A comparison of each inventory control method using inventory and sales information for weeks 113 through 164 showed that only the (s,S) policy and MDP could be used to effectively manage inventory quantities; however, use of the (s,S) policy occasionally led to inventory shortages (see Figure 1 ). As such, in the face of ever-changing demand this policy proved to be more precise than either the EOQ or MRP. However, it was more effective for short-term intervals because over the course of an entire year, its single minimum and maximum values become inaccurate. This means that the MDP was more effective for creating a flexible policy able to adapt to changes in demand at different times with no inventory shortages. In order to verify the effectiveness of the results discussed in the previous section, we applied the policy to the 52 weeks of data from week 165 to 216. Figure 2 shows that all four models were able to effectively reduce inventory levels during this period without shortages. However, the differences between each inventory control method become clear when actual ending inventory figures were removed from the equation (as shown in Figure 3) . Demand was relatively stable throughout the year, resulting in more accurate results across the board for each model; however, even under these optimal circumstances, the (s,S) and MDP models produced more useful results than the others. It must be noted that fluctuations were greater with (s,S) than MDP, making MDP the better choice for creating an optimal inventory control policy. We believe that more useful results could be obtained if more actions were added to the MDP model for future analyses.
Based on our results, we suggest that inventory managers determine the quantity of materials ordered based on long-term trends from six months to a year ahead. This will be far more effective for long-term success than simply considering the current inventory level over a week or a month. If decisions are made based on the current inventory only, this may cause a decrease in the inventory level, which may cause the company to suffer supply shortages. This may lead to huge compensation claims for late deliveries and irreparable damage to the company's reputation.
It is also recommended that purchases be made more frequently. Stock inspections should be carried out regularly and orders placed once a week. If the quantity of purchases can be split up, inventory level reduction can be achieved. Multiple orders result in wasted manpower and extra cost. Therefore, the company may coordinate with the supplier to maintain one-time orders that are delivered in batches to avoid everything being delivered at once. The optimum strategy obtained from MDP analysis may serve as a reference for delivery quantities. However, when the results of this study are actually applied, recalculating the settings of MDP such as the transaction probability based on actual situations and values would be necessary, which is also a limitation of this paper. state 1  3  3  2  2  2  state 2  3  2  2  1  1  state 3  3  2  1  1  1  state 4  3  2  1  1  1 In order to verify the effectiveness of the results discussed in the previous section, we applied the policy to the 52 weeks of data from week 165 to 216. Figure 2 shows that all four models were able to effectively reduce inventory levels during this period without shortages. However, the differences between each inventory control method become clear when actual ending inventory figures were removed from the equation (as shown in Figure 3 ). Demand was relatively stable throughout the year, resulting in more accurate results across the board for each model; however, even under these optimal circumstances, the (s,S) and MDP models produced more useful results than the others. It must be noted that fluctuations were greater with (s,S) than MDP, making MDP the better choice for creating an optimal inventory control policy. We believe that more useful results could be obtained if more actions were added to the MDP model for future analyses. Based on our results, we suggest that inventory managers determine the quantity of materials ordered based on long-term trends from six months to a year ahead. This will be far more effective for long-term success than simply considering the current inventory level over a week or a month. If decisions are made based on the current inventory only, this may cause a decrease in the inventory level, which may cause the company to suffer supply shortages. This may lead to huge compensation claims for late deliveries and irreparable damage to the company's reputation.
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It is also recommended that purchases be made more frequently. Stock inspections should be carried out regularly and orders placed once a week. If the quantity of purchases can be split up, inventory level reduction can be achieved. Multiple orders result in wasted manpower and extra cost. Therefore, the company may coordinate with the supplier to maintain one-time orders that are delivered in batches to avoid everything being delivered at once. The optimum strategy obtained from MDP analysis may serve as a reference for delivery quantities. However, when the results of this study are actually applied, recalculating the settings of MDP such as the transaction probability based on actual situations and values would be necessary, which is also a limitation of this paper. 
Conclusions
We utilized the Markov decision process to investigate the optimal inventory policy for the iron and steel industry. Actual data from a company were used to analyze three different policy actions with low, medium, and high ordering quantities, with a focus on safety stock. Subsequent tests and simulations were used to validate the effectiveness of the optimal inventory policy and its ability to minimize costs. We found that when a company requires medium-to-low ordering criteria (as seen in actions 1 and 2), it was able to meet quarterly demand without shortages, which effectively reduced inventory quantity and released capital for other uses.
The MDP was able to offer flexible optimal policy options for each inventory state. We found that of all the methods tested, it was the most appropriate for analyzing inventory management issues. In addition, most previous research on the Markov decision-making process involved the use of probability distribution models to test hypotheses [39, 40] . Several probability distribution models were used to calculate the transition probability matrix and construct an optimum inventory strategy. However, when changes in actual inventory level do not comply with specific probability distributions, the reliability of the strategy is called into question. This study is based on the actual production data of the enterprise. It is the most appropriate to describe the real situation of the case company based on the change of the inventory level in the different periods. Also, in the past, researchers have mostly focused on the retail [12] or logistics industries [41] , while analyses of the steel industry remain scarce. The main reason for this was the difficulty of acquiring data. At the same time, one must keep in mind that the data characteristics of various industries are not the same.
The use of actual business data in this study made it clear that the inventory management policy can be improved, and further investigation showed that the main responsibility of purchasers is to prevent inventory shortages. Large quantities of material are purchased at one time to increase the flow of operations, while repurchases are made only once the inventory quantity falls below a certain level (determined by experience), as seen in Figures A1 and A2 .
In conclusion, based on the results of the study, we recommend that the company we studied change its purchasing quantity and frequency from a "large quantity low frequency" model to a "high frequency average quantity" model in order to greatly reduce current inventory levels. Additional data and study will allow for more effective analyses in the future and provide more contemporary and precise policy recommendations, which will allow company executives to better customize policies in response to unstable demand. Figure A3 . Inventory charts of action 3.
