Abstract. In his 1993 paper [10] , Kristian Seip characterizes sampling and interpolation sequences for the space A −n and gives an outline of the proof of the corresponding theorem for the Bergman space A 2 . Using his techniques, we provide a complete proof of the result concerning sampling sequences not only for A 2 , but also for A p , 1 ≤ p < ∞.
Introduction
For 0 < p < ∞, the Bergman space A p is the set of functions f analytic in the unit disk D = {z : |z| < 1} with
where dA denotes Lebesgue area measure. The space obtained when p = 2, A
2
, is a Hilbert space with inner product
and reproducing kernel k ζ (z) = (1 − ζz) −2 at ζ ∈ D. That is, f, k ζ = f (ζ) for all f ∈ A 2 . We say that a sequence Γ = {γ n } of distinct points in the disk is a sampling sequence for A p if there exist positive constants K 1 and K 2 such that (1) for all f ∈ A p . We will denote by f |Γ p the p-th root of the sum in the above equation for all x ∈ X.
In the Bergman space the most natural building blocks are the kernel functions, as they correspond to point evaluation functionals. Since they are not mutually orthogonal, they will never form an orthonormal basis for A 2 , but they can make up a frame. Comparing (1) and (2), we see that Γ is a sampling sequence for A 2 precisely when the set of normalized reproducing kernels {k γ n / k γ n 2 } is a frame for A 2 .
Because of the requirement in (1) that two inequalities need to be satisfied simultaneously, the mere existence of sampling sequences is not immediate. In fact, an easy argument shows that the analogous condition in the Hardy space H 2 , i.e. that the normalized Szegö kernels form a frame for H 2 , can never hold, so that sampling sequences do not exist in that context. They do, however, exist in the Bergman space and are characterized by Seip [10] for p = 2. More precisely, he describes sampling sequences for the growth space A −n (see Section 6 for definitions) and provides a sketch of the proof for A
. In this article we extend the techniques of [10] to give a complete proof of the case 1 ≤ p < ∞.
Statement of the theorem
The sequence Γ = {γ n } is said to be uniformly discrete if
The disk of centre ζ and radius r in this metric will be denoted by ∆(ζ, r). For 0 < s < 1, let n(Γ, ζ, s) be the number of points of Γ lying in ∆(ζ, s). Define, for Γ uniformly discrete,
where
is the hyperbolic area of a measurable subset Ω of the disk.
The lower uniform density of Γ is defined to be
The following result was proved in [10] for A 2 and stated for A p , 0 < p < ∞, in [4] . We remark that the sufficiency part has been proved for p = 2 in [1] using different methods. 
We only state Theorem B here for the sake of comparison with Theorem A, but we refer the reader to the author's thesis [7] for a complete and detailed treatment. Jevtic, Massaneda and Thomas [5] also provide some of the details of the proof of Theorem B. For alternate characterizations of interpolation sequences for the Bergman space, see [8] and [9] .
Preliminary results
Sampling sequences are invariant under Möbius transformations of the disk, and this invariance will play a crucial role in the proof of Theorem A. We next list some basic properties of Möbius transformations, which will be used repeatedly throughout this article. We will denote by φ ζ the analytic automorphism of the disk that interchanges ζ and the origin, that is,
Simple algebraic manipulations yield φ ζ (ζ) = 0, φ ζ (φ ζ (z)) = z and
From the identity
, we obtain
The relationship between ρ and the hyperbolic metric h can be expressed by the equation
and so ρ satisfies the triangle inequality
which implies that
for z ∈ D and > 0. One application of this containment relation is the next result, which shows that the counting function associated to a uniformly discrete sequence cannot grow too quickly. Proof. Letting = δ/2, we can, by (5), find pairwise disjoint disks ∆(γ n , ), whose union is contained in ∆ 0,
This lemma implies immediately that D − (Γ) < ∞. In combination with the next result, it also allows us to express the lower uniform density in a form more amenable to certain types of calculations.
Lemma 3.2. Let Γ be uniformly discrete and a ∈ R. There is a constant
for all measurable subsets Ω of D and all f analytic in D.
Proof. As before, we let = δ(Γ)/2, so that the disks ∆(γ n , ) are pairwise disjoint. By subharmonicity, there is a constant C such that
dA(z).
Applying this to f • φ γ n , changing variables and by (4), we obtain
and use (3) to arrive at
Summing over γ n in Ω, we obtain the desired result.
We remark that Lemma 3.2 implies in particular that every uniformly discrete sequence has the property that
We now examine the lower uniform density defined in Section 2. An easy calculation involving (4) shows that
We then use integration by parts to show that
If Γ is uniformly discrete, we are permitted to apply Lemma 3.1, the inequalities
and (7) to see that D
Another consequence of Lemma 3.2 is the following result, which gives a necessary and sufficient condition on Γ for the upper sampling inequality to hold. [3] or [6] , for example), it suffices to prove the result for p = 2.
Suppose now that (8) is satisfied. If Γ is not a finite union of uniformly discrete sequences, then there is a sequence of points
, we see by (3) that
which approaches infinity, contradicting (8) and the fact that f m 2 = 1. The fact that (8) is satisfied when Γ is a finite union of uniformly discrete sequences follows immediately from Lemma 3.2.
For a given sequence Γ, the largest number K 1 for which the lower inequality in (1) holds will be denoted by K 1 (Γ). Lemma 3.3 thus shows that a uniformly discrete sequence Γ is a sampling sequence if
A change of variables argument and (4) can be used to prove that the map
is an isometry from A p to itself. It is now straightforward to show that
Perturbed sampling sequences
We would like to know that sampling sequences retain their properties under sufficiently small perturbations. The natural topology on sequences in D is defined by the Fréchet distance with respect to the pseudo-hyperbolic metric.
If A is a closed set in D and t ≥ 0, then
For A and B closed, the Fréchet distance between A and B is
The main goal of this section is to prove the following result:
Lemma 4.1. Let Γ be uniformly discrete. There are constants δ 0 and C 0 , depending only on δ(Γ) and p, such that
for every sequence Λ with [Γ, Λ] < δ 0 .
This will follow from the uniform continuity with respect to the pseudo-hyperbolic metric enjoyed by Bergman space functions. 
and
Then, by (4) and (6) with a = 2,
f ζ (w)dw, apply Cauchy's integral formula to f ζ (w) and use standard estimates to obtain
We next apply (6) to f ζ , and since ∆(φ ζ (w), /4) ⊆ ∆(z, ), arrive at
and so
Since we could have taken any value of s satisfying 0 < s < 1 − |φ ζ (z)| and s < /4, and adding the estimates for Q 1 and Q 2 , we have
Since u(r) = O(r) as r → 0, we obtain the desired result.
Proof of Lemma 4.1. We may assume that the elements of Λ = {λ n } are ordered so that ρ(γ n , λ n ) ≤ [Γ, Λ] for each n. Let = δ(Γ)/2. By Minkowski's inequality and Lemma 4.2,
We may assume, without loss of generality, that
We combine these two inequalities to see that
We interchange the roles of Γ and Λ to obtain the desired result.
One application of Lemma 4.1 is that it allows for the assumption that sampling sequences are uniformly discrete. Namely, if Γ is a sampling sequence for A p , then there is a uniformly discrete subsequence Λ which is also a sampling sequence for A p .
In the proof of the necessity part of Theorem A, we will apply Lemma 4.1 to sequences which are shifted radially outward. To that end, we define for η > 0 and z = 0,
It is easy to see that [Γ, g η (Γ)] ≤ η. Moreover, there is a constant C = C(δ) such that
for all r < 1 and η ≤ 1/4. Indeed, by Lemma 3.1,
from which (10) follows readily. 
The proof of the necessity part of Theorem
where r j > 1 − j . We assume, without loss of generality, that none of the w j 's lie in Γ. Let Γ j = φ w j (Γ) and choose η < min{K 1 (Γ)
, where C 0 and δ 0 are as in Lemma 4.1. Then
n }, we define for each j,
Then, by Lemma 3.1 and (10),
Applying Lemma 3.2 to p = a = 2, f ≡ 1 and Ω = {z : r j < |z| < 1}, yields
.
Since j → 0, we must have α > 1/p.
Sampling in A −n
The proof of the sufficiency part of Theorem A will depend on the characterization of sampling sequences for the closely related growth space A −n , which consists of those analytic functions f such that
for every ζ ∈ D, which allows us to show that L(φ ζ (Γ)) = L(Γ). In [10] , Seip proves the following result: The proof of the necessity part of this theorem follows along the lines of the proof of the necessity part of Theorem A. For details, see [10] . We turn now to the converse, which will be used in the proof of the sufficiency part of Theorem A and is included here for completeness.
Here we require the concept of weak convergence introduced by Beurling [2] . We say that a sequence A n of closed sets converges weakly to
We denote by W (Γ) the collection of sequences Λ such that φ ζ n (Γ) Λ for some sequence of Möbius transformations {φ ζ n }. It is not difficult to show that if Γ is uniformly discrete, then every sequence of elements of W (Γ) has a subsequence that converges to a member of W (Γ).
The following lemma is the analogue of Theorem 3 of [2] (p. 345). 
we use a normal family argument to show the existence of a g ∈ A −n which is the locally uniform limit of a subsequence of
, it follows that g is not the zero element. To show that g vanishes on Λ, we observe that 
where = (α − n)/2 and r is sufficiently close to 1. We assume, without loss of generality, that f (0) = 1 and apply Jensen's formula to obtain 1 2π
Here we have used Lemma 3.1 and (13). This implies that . Here sampling sequences are defined by the same inequality (12), which now need hold only for f ∈ A −n 0 . We obtain the following interpolation formula:
, there is a sequence {h n (ζ)} such that
It suffices for our purposes to let s = 0, but we give the result in full generality, since it is of independent interest.
Proof. Define
where c 0 consists of sequences converging to 0. It is clear that T is a bounded linear transformation, and the fact that Γ is a sampling sequence for A −(
) is closed and T −1 maps a 0 boundedly onto
It generates a linear map ψ ζ which is defined by the equation
for all {w n } in a 0 . The boundedness of ψ ζ then follows from the boundedness of ψ ζ and T
−1
. In fact, one shows that its norm is at most T
, since the norm of ψ ζ is less than or equal to 1.
Using the Hahn-Banach theorem, we can extend ψ ζ to a bounded linear functional on c 0 and so, by duality, there is a sequence {g n (ζ)} such that
and ψ ζ ({w n }) = n w n g n (ζ) for all {w n } ∈ a 0 . In other words,
Now apply this formula to the function f (z) (1 − |ζ|
Combining (3) with (17) yields that Λ ζ is a Blaschke sequence, to which we then associate the Blaschke product
We apply (19) to the function B ζ f to obtain (14) with h n (ζ) = B ζ (γ n )g n (ζ)(B ζ (ζ)) −1 . Because of the inequality x ≥ e −2 (1−x) , which holds for 1/4 ≤ x ≤ 1, we see that
which is bounded below by (17). Therefore, (15) is a consequence of (17). One can likewise check that
by considering separately the cases γ n ∈ Λ ζ and γ n / ∈ Λ ζ . The inequality (16) follows from this immediately.
We are now in a position to complete the proof of the theorem. Consider first the case p = 1. Here we require that < 1 and we let s = 0. By (14) and(16), 
