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SOLVING THE 4NLS WITH WHITE NOISE INITIAL DATA
TADAHIRO OH, NIKOLAY TZVETKOV, AND YUZHAO WANG
Abstract. We construct global-in-time singular dynamics for the (renormalized) cubic
fourth order nonlinear Schro¨dinger equation on the circle, having the white noise measure
as an invariant measure. For this purpose, we introduce the “random-resonant / nonlinear
decomposition”, which allows us to single out the singular component of the solution.
Unlike the classical McKean, Bourgain, Da Prato-Debussche type argument, this singular
component is nonlinear, consisting of arbitrarily high powers of the random initial data.
We also employ a random gauge transform, leading to random Fourier restriction norm
spaces. For this problem, a contraction argument does not work and we instead establish
convergence of smooth approximating solutions by studying the partially iterated Duhamel
formulation under the random gauge transform. We reduce the crucial nonlinear estimates
to boundedness properties of certain random multilinear functionals of the white noise.
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1. Introduction
1.1. White noise on the circle and Hamiltonian partial differential equations.
A white noise on the circle T = R/(2πZ) is defined as the following infinite-dimensional
random variable:1
uω(x) =
∑
n∈Z
gn(ω)e
inx, (1.1)
where {gn}n∈Z is a family of independent standard complex-valued Gaussian random vari-
ables. On the other hand, using the representation of the L2(T)-norm in terms of the
Fourier coefficients, one may formally define the white noise measure induced by (1.1) as
“Z−1e
− 1
2
‖u‖2
L2(T)du”.
There are many important Hamiltonian PDEs such as the Korteweg-de Vries equation
(KdV) and the nonlinear Schro¨dinger equations (NLS), under which the L2-norm of a solu-
tion is conserved. Therefore, for this type of equations, thanks to the general globalization
argument introduced by Bourgain in [5, 6], if one can solve the equation locally in time
with data distributed according to (1.1), then one can almost surely extend the solutions
for all times and the white noise would be an invariant measure of the resulting flow.
It is easy to check that the white noise measure induced by (1.1) is supported in the space
of distributions Hs(T) \ H− 12 (T), s < −12 . It is this low regularity which makes it very
difficult to solve locally in time a Hamiltonian PDE with the white noise initial data defined
in (1.1). It is remarkable that this severe difficulty was overcome in the context of the KdV
equation; see [59, 46, 47, 48, 49]. An important property of the KdV equation heavily
exploited in these works is the absence of resonant interactions when restricted to solutions
with a fixed zero Fourier mode (which is a conserved quantity for the KdV equation).
As we shall see below, in the case of NLS-type equations, one may remove a part of the
resonant interactions by a gauge transform. Even after such a transformation, however,
there are remaining resonant interactions. The main goal of this work is to show how, by
exploiting an intricate mixture of probabilistic and deterministic analysis, one may deal with
1By convention, we endow T with the normalized Lebesgue measure (2pi)−1dx.
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such resonant interactions in the context of the cubic fourth order nonlinear Schro¨dinger
equation on the circle with the white noise initial data (1.1). In our construction, the main
random part of the solutions will be a nonlinear object (in fact, of infinite degree), which is
in sharp contrast with the simple random linear evolution appearing in the previous random
data well-posedness results such as [6, 14]. This difference between our main result and
[6, 14] is similar in spirit with the difference between “scattering” and “modified scattering”
appearing in the analysis of dispersive PDEs posed on the Euclidean space. See Remarks 1.5
and 4.3 below.
We succeeded to make our method work only for an NLS equation with a sufficiently
strong dispersion. The generalization of our result to the more standard (in particular
because of its integrability) NLS with the second order dispersion remains as a challenging
open problem.
1.2. The cubic fourth order nonlinear Schro¨dinger equation and a soft formu-
lation of the main result. In this work, we consider the cubic fourth order nonlinear
Schro¨dinger equation (4NLS) on the circle T:{
i∂tu = ∂
4
xu+ |u|2u
u|t=0 = u0,
(x, t) ∈ T× R, (1.2)
where u is complex-valued. The equation (1.2) is also called the biharmonic NLS and it was
studied for instance in [35, 66] in the context of stability of solitons in magnetic materials.
The L2-norm is formally conserved by the dynamics of (1.2) and therefore, as discussed
in the previous subsection, one may hope to construct global dynamics of (1.2) with data
given by (1.1). This is a delicate problem for many reasons, the most basic one being that
it is not clear how to interpret the nonlinearity for such low-regularity solutions.
Let us now briefly go over the deterministic well-posedness theory of (1.2). A simple
fixed point argument via the Fourier restriction norm method introduced by Bourgain [4]
yields local well-posedness of (1.2) in Hs(T), s ≥ 0. The main ingredient is the following
L4-Strichartz estimate:
‖u‖L4(T×R) . ‖u‖
X0,
5
16
, (1.3)
where Xs,b denotes the Fourier restriction norm space adapted to (1.2). See [54] for the
proof of (1.3). Thanks to the L2-conservation law, this local result immediately implies
global well-posedness of (1.2) in Hs(T), s ≥ 0. The equation (1.2) is known to be ill-posed
in negative Sobolev spaces in the sense of non-existence of solutions [30, 56]. See also [55, 17]
for ill-posedness by norm inflation. We point out that the ill-posedness results in [55, 17]
also apply to the renormalized equation (1.6) below.
Taking into account that we have a well-defined flow of (1.2) for smooth initial data,
one may formulate the problem of solving (1.2) with the white noise initial data (1.1) as
that of studying the limiting behavior of smooth solutions to (1.2) with initial data given
by suitable regularizations of (1.1). We do not know the answer to this question in full
generality but we can answer it in a satisfactory manner for the natural regularizations by
mollification.
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Let {uω0,m}∞m=1 be a sequence of random smooth functions defined as the regularization
of uω in (1.1) by mollification, i.e.
uω0,m = u
ω ∗ ρm =
∑
n∈Z
ρ̂m(n)gn(ω)e
inx, (1.4)
where ρ̂m(n) = θ(n/m) with a bump function θ on R which equals one near the origin.
2 De-
note by um the smooth solution to (1.2) with smooth initial data um|t=0 = uω0,m constructed
in [54]. If we could solve the equation (1.2) with data given by (1.1), then the sequence
{um}∞m=1 would converge to the solution in an appropriate sense. The ill-posedness result
in [30, 56], however, implies that there is no hope to make {um}∞m=1 converge in any Sobolev
space of negative regularity. It turns out that a “renormalization” of um is convergent. Here
is a precise statement.
Theorem 1. The sequence
{
exp
(
2it‖um(t)‖2L2
)
um(t)
}∞
m=1
converges almost surely in3
C(R;Hs(T)), s < −12 . If we denote the limit by u, then we have
u =
∑
n∈Z
gn(t, ω)e
inx ,
where for every t ∈ R, {gn(t, ω)}n∈Z is a family of independent standard complex-valued
Gaussian random variables. Furthermore, the limit u does not depend on the choice of the
bump function θ.
Theorem 1 is a satisfactory qualitative statement. It, however, does not explain in which
sense the obtained limit u satisfies a limit equation and it does not give any description of
the obtained limit. This will be the purpose of the next two subsections.
Remark 1.1. It is worthwhile to note that in a similar discussion for the KdV equation,
one can show convergence of the sequence of regularized solutions for any regularization
of the white noise initial data. This is because local well-posedness analysis in [36, 47] is
purely deterministic. Furthermore, renormalization is not necessary for the KdV equation.
It would be of interest to investigate whether the result of Theorem 1 holds for a more
general class of regularizations of the white noise than those given by mollification (1.4).
1.3. Renormalized equation. We now derive the equation satisfied by the limiting dis-
tribution derived in Theorem 1. Given a global solution u ∈ C(R;L2(T)) to (1.2), we define
the following invertible gauge transform:
u(t) 7−→ G(u)(t) := e2it
ffl |u(x,t)|2dxu(t), (1.5)
where
ffl
f(x)dx := 12π
´
T
f(x)dx denotes integration with respect to the normalized
Lebesgue measure (2π)−1dx on T. A direct computation with the mass conservation shows
that the gauged function, which we still denote by u, solves the following renormalized
4NLS:
i∂tu = ∂
4
xu+
(
|u|2 − 2 ffl |u|2dx)u. (1.6)
2We also allow θ to be a sharp cutoff function 1[−1,1](n), in which case the resulting u
ω
0,m corresponds to
the frequency truncated version of the white noise onto the frequencies {|n| ≤ m}.
3Here, we endow C(R;Hs(T)) with the compact-open topology in time.
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Note that the gauge transform G is invertible. In particular, we can freely convert solutions
to (1.2) into solutions to (1.6) and vice versa as long as they are in C(R;L2(T)). Clearly,
the definition (1.5) does not make sense outside L2(T) (in space) and hence the original
4NLS (1.2) and the renormalized 4NLS (1.6) are no longer equivalent outside L2(T). As it
turns out, the renormalized equation (1.6) is the one satisfied by the limiting distribution u
appearing in the statement of Theorem 1.
Just like the original 4NLS (1.2), the L4-Strichartz estimate (1.3) along with the mass
conservation yields global well-posedness of the renormalized 4NLS (1.6) in L2(T). The
important point is that the renormalization removes a certain singular component from
the cubic nonlinearity; see (1.17) and (1.18) below. This allows us to study well-posedness
of the renormalized 4NLS (1.6) in negative Sobolev spaces. In recent papers [38, 56], the
renormalized 4NLS (1.6) was shown to be locally well-posed in Hs(T) for s ≥ −13 and
globally well-posed for s > −13 . Note that the white noise in (1.1) lies almost surely in
Hs(T) \ H− 12 (T), s < −12 , which is beyond the scope of the known deterministic well-
posedness results in [38, 56]. For this reason, the main part of our analysis is devoted to
the probabilistic construction of local-in-time and global-in-time solutions to (1.6) with the
white noise as initial data.
Note that the renormalization of the nonlinearity in (1.6) is canonical in the Euclidean
quantum field theory (see, for example, [62]).4 This formulation first appeared in the work
of Bourgain [6] for studying the invariant Gibbs measure for the defocusing cubic NLS
on T2. See [19, 51, 30, 52] for more discussion in the context of the (usual) nonlinear
Schro¨dinger equations. See also Remark 1.6 below.
1.4. Statements of the well-posedness results. In the following, we consider the
Cauchy problem for the renormalized 4NLS (1.6) with Gaussian random data in a more
general form than (1.1). For this purpose, we introduce a family of mean-zero Gaussian
measures on periodic distributions on T. Given α ∈ R, consider the Gaussian measure µα
with formal density:
dµα = Z
−1
α e
− 1
2
‖u‖2
Hαdu = Z−1α
∏
n∈Z
e−
1
2
〈n〉2α |ûn|2dûn. (1.7)
We can indeed view µα as the induced probability measure under the map Ξα given by
Ξα : ω ∈ Ω 7−→ Ξα(ω)(x) :=
∑
n∈Z
gn(ω)
〈n〉α e
inx ∈ D′(T), (1.8)
where 〈 · 〉 = (1+ | · |2) 12 and {gn}n∈Z is a sequence of independent standard5 complex-valued
Gaussian random variables on a probability space (Ω,F , P ). An easy computation shows
that Ξα in (1.8) lies in H
s(T) for
s < α− 1
2
(1.9)
but not in Hα−
1
2 (T) almost surely. In particular, µα is a Gaussian measure on H
s(T) and
the triplet (Hα,Hs, µα) forms an abstract Wiener space, provided that (α, s) satisfies (1.9).
4To be precise, it is an equivalent formulation to the Wick renormalization in handling rough Gaussian
initial data.
5By convention, we set Var(gn) = 1.
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For more details, see [26, 37]. When α = 0, the random Fourier series (1.8) reduces to that
in (1.1) and hence the Gaussian measure µ0 in (1.7) corresponds to the white noise measure.
Our first step is to construct local-in-time dynamics for the renormalized 4NLS (1.6)
almost surely with respect to the random initial data of the form:
uω0 (x) =
∑
n∈Z
gn(ω)
〈n〉α e
inx (1.10)
with α ≥ 0. For this purpose, we first introduce the following nonlinear operator Z (of
infinite degree) by setting
Z(f)(t) :=
∑
n∈Z
ei(nx−n
4t)
∞∑
k=0
(it)k
k!
|f̂(n)|2kf̂(n), (1.11)
a priori defined for smooth functions f =
∑
n∈Z f̂(n)e
inx on T. The following theorem
addresses almost sure local well-posedness of the renormalized 4NLS (1.6) for α ≥ 0.
Theorem 2 (Almost sure local well-posedness). Let α ≥ 0. Then, the renormalized cubic
4NLS (1.6) on T is locally well-posed almost surely with respect to the Gaussian measure
µα. More precisely, there exist C, c > 0 such that for each sufficiently small δ > 0, there
exists a set Ωδ ⊂ Ω with the following properties:
(i) P (Ωcδ) = µα ◦ Ξα(Ωcδ) < Ce−
1
δc , where µα and Ξα are as in (1.7) and (1.8).
(ii) For each ω ∈ Ωδ, there exists a (unique) solution u to (1.6) with u|t=0 = uω0 given
by the random Fourier series (1.10) in the class:
zω + C([−δ, δ];L2(T)) ⊂ C([−δ, δ];Hs(T)), (1.12)
where zω = Z(uω0 ) is as in (1.11) and (i) s = 0 if α >
1
2 and (ii) s = α− 12 − ε for
any ε > 0, if α ≤ 12 .
In the next subsections, we discuss an outline of the proof of Theorem 2.
Remark 1.2. When α > 12 , the random initial data u
ω
0 in (1.10) belongs almost surely to
L2(T) and hence the deterministic uniqueness statements apply. In particular, when α > 23 ,
one can easily modify the argument in [29] to conclude that the solution to (1.6) is almost
surely unconditionally unique, namely, uniqueness holds in the entire C([−δ, δ];H 16 (T)).
For 12 < α ≤ 23 , the solution is almost surely conditionally unique. Namely, uniqueness
holds in an auxiliary function space (the X0,b-space for some b > 12 in this case) contained
in C([−δ, δ];L2(T)). As for the uniqueness statements for 0 ≤ α ≤ 12 , see Remark 1.10 for
0 < α ≤ 12 and Remark 4.4 for α = 0.
Theorem 2 with α = 0 shows that the renormalized 4NLS (1.6) is almost surely locally
well-posed with the white noise in (1.1) as initial data. In constructing almost sure global-
in-time dynamics, we adapt Bourgain’s invariant measure argument [5, 6] to our setting.
More precisely, we use invariance of the white noise measure under the finite-dimensional
approximation of the 4NLS flow to obtain a uniform control on the solutions, and then
apply a PDE approximation argument to extend the local solutions to (1.6) obtained from
Theorem 2 to global ones. As a byproduct, we also obtain invariance of the white noise
under the resulting global flow of the renormalized 4NLS (1.6).
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Theorem 3 (Almost sure global well-posedness and invariance of the white noise). Let
α = 0. Then, the renormalized 4NLS (1.6) on T is globally well-posed almost surely with
the random initial data uω0 given by (1.10). More precisely, for almost every ω ∈ Ω, there
exists a unique solution u to (1.6) with u|t=0 = uω0 , satisfying
u ∈ zω +C(R;L2(T)) ⊂ C(R;H− 12−ε(T))
for any ε > 0, where zω = Z(uω0 ). Furthermore, the white noise measure µ0 is invariant
under the flow.
Remark 1.3. When α > 16 , the deterministic global well-posedness [56] of the renormalized
4NLS (1.6) in Hs(T), s > −13 , implies almost sure global well-posedness of (1.6) with the
random initial data uω0 in (1.10) since the random initial data u
ω
0 almost surely belongs to
Hs(T) for some s > −13 .
The proof of Theorem 3 heavily depends on (formal) invariance of the white noise measure
and hence is not applicable for the case α ∈ (0, 16 ]. In [19], Colliander and the first author
adapted Bourgain’s high-low decomposition method [8] to prove almost sure global well-
posedness of the renormalized NLS (with the second order dispersion) with the random
initial data of the form (1.10) below L2(T) (without relying on any invariant measure). The
same approach is expected to yield almost sure global well-posedness of the renormalized
4NLS (1.6) for some range of α ∈ (0, 16 ]. We do not pursue this analysis here.
Remark 1.4. The solution u constructed in Theorems 2 and 3 has a structure:
u = random nonlinear term + smoother term.
See (1.37). This is quite different from the standard probabilistic well-posedness results as
in [6, 14], where a solution u has the structure:
u = random linear term + smoother term. (1.13)
In the field of stochastic PDEs, a well-posedness argument based on the decomposi-
tion (1.13) is usually referred to as the Da Prato-Debussche trick. When the decompo-
sition (1.13) is not sufficient, one may try to write a solution as the sum of finitely many
stochastic terms plus a smoother remainder. See for example [27, 31].
In the context of nonlinear dispersive PDEs, there are recent works [2, 50], where a
solution theory was built, based on the decomposition of a solution as the sum of finitely
many stochastic terms plus a smoother remainder. A remarkable new feature of the de-
composition used in Theorems 2 and 3 is that the series expansion (1.11) for Z(uω0 ) consists
not only of the free solution (i.e. k = 0 in (1.11)) but also of infinitely many higher order
corrections terms k ≥ 1. As a consequence, zω = Z(uω0 ) depends on arbitrarily high powers
of Gaussian random variables and hence it does not belong to Wiener chaoses H≤k, defined
in (2.10), of any finite order. See also Remark 1.11.
Remark 1.5. A decomposition such as (1.13) is not only useful in establishing well-
posedness of a given equation, but also provides a finer regularity description of a solution
thus obtained. For example, The decomposition (1.13) states that in the high frequency
regime (i.e. at small spatial scales on the physical side), the dynamics is essentially governed
by that of the random linear solution. See also Remark 1.11 (ii). In [9, Page 62], Bourgain
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made an “analogy” of the decomposition (1.13) to scattering (i.e. a nonlinear solution be-
having like a linear solution asymptotically as t→ ±∞) by saying “This property [namely
the decomposition (1.13)] reminds of “scattering” occurring in certain dispersive models”
in the sense that in both the decomposition (1.13) and scattering, the dominant part of
dynamics is given by the linear dynamics.
In our solution theory, we have the decomposition
u = zω+ smoother term,
where zω = Z(uω0 ). Namely, the dominant part is nonlinear (with an explicit structure).
In this context, one may wish to say that the results of Theorems 2 and 3 remind of
modified scattering occurring in certain dispersive models [57, 34, 33], where the asymptotic
dominant dynamics is given not by a linear dynamics but by a certain nonlinear dynamics.
See Remark 4.3 below for more details on this analogy.
Remark 1.6. Instead of the renormalized 4NLS (1.6), one may work with the Wick renor-
malization to study the same problem. Disadvantage for this approach is that there is no
equation for the limiting dynamics. The limit u of smooth approximating solutions would
formally “satisfy”
i∂tu = ∂
4
xu+ |u|2u−∞ · u. (1.14)
This is in sharp contrast with the case of the renormalized 4NLS (1.6), where the renor-
malized nonlinearity has a well defined meaning as a cubic operator, defined a priori on
smooth functions. See (1.17) and (1.18). Lastly, we point out that if the Gaussian measure
µα in (1.7) were invariant, then one could show that the renormalized 4NLS (1.6) is equiv-
alent to the Wick ordered 4NLS (1.14) in a suitable limiting sense, provided that α > 14 .
See Section 3 in [51]. Unfortunately, such invariance is true only for α = 0.
1.5. Outline of the well-posedness argument. When α > 12 , it follows from (1.9) that
our random initial data uω0 defined in (1.10) belongs to L
2(T) almost surely. Hence, the
aforementioned deterministic global well-posedness of (1.6) in L2(T) implies Theorem 2 in
this case. Therefore, we focus on the case 0 ≤ α ≤ 12 in the following.
When 0 ≤ α ≤ 12 , the random initial data uω0 in (1.10) lies strictly in negative Sobolev
spaces almost surely. In view of the failure of the local uniform continuity of the solution
map in these spaces (see [19, 54]), it is non-trivial to construct solutions to (1.6) in negative
Sobolev spaces since a straightforward contraction argument fails in this regime. For α > 16 ,
the random initial data uω0 in (1.10) almost surely belongs to H
s(T) for some s > −13 and
hence the global well-posedness in [56] based on a more robust energy method is applicable
to conclude Theorem 2. In the following, however, we present a uniform approach to
construct local-in-time solutions in a probabilistic manner for 0 ≤ α ≤ 12 by making use of
randomness of the initial data uω0 in (1.10).
By writing (1.6) in the Duhamel formulation, we have
u(t) = S(t)uω0 − i
ˆ t
0
S(t− t′)N (u)(t′)dt′, (1.15)
where S(t) = e−it∂4x denotes the linear propagator and
N (u) =
(
|u|2 − 2
 
|u|2dx
)
u. (1.16)
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Next, we make an important decomposition of the nonlinearity N (u) into resonant and
non-resonant parts. Namely, define trilinear operators N1 and N2 by setting
N1(u1, u2, u3)(x, t) :=
∑
n∈Z
∑
Γ(n)
û1(n1, t)û2(n2, t)û3(n3, t)e
i(n1−n2+n3)x, (1.17)
N2(u1, u2, u3)(x, t) := −
∑
n
û1(n, t)û2(n, t)û3(n, t)e
inx, (1.18)
where Γ(n) denotes the hyperplane:
Γ(n) :=
{
(n1, n2, n3) ∈ Z3 : n = n1 − n2 + n3 and n1, n3 6= n
}
. (1.19)
When all the arguments coincide, we simply write Nk(u) = Nk(u, u, u), k = 1, 2. The term
N1(u) denotes the non-resonant part of the renormalized nonlinearity N (u), while N2(u)
denotes the resonant part. Then, the renormalized nonlinearity N (u) can be written as
N (u) = N1(u) +N2(u).
Let us first go over the basic idea of the probabilistic local well-posedness, as developed
for instance in [6, 14, 64, 19, 42]. See also [39]. This argument is based on the following
first order expansion:
u = zω1 + v, (1.20)
where zω1 denotes the random linear solution defined by
zω1 (t) := S(t)u
ω
0 . (1.21)
By rewriting (1.15) as a fixed point problem for the residual term v := u − zω1 , we obtain
the following perturbed renormalized 4NLS:
v(t) = −i
ˆ t
0
S(t− t′)N (v + zω1 )(t′)dt′. (1.22)
Then, the main aim is to solve this fixed point problem for v in L2(T),6 where the unper-
turbed equation (1.6) is deterministically well-posed by a simple contraction argument. In
particular, it is crucial to make use of probabilistic tools (for example, see Subsection 2.2)
and show that the perturbation N (v + zω1 ) − N (v) is smoother than the random linear
solution zω1 and lies in L
2(T) for each t. When α > 16 , this can be indeed achieved and we
can show that for each small δ > 0, there exists Ωδ ⊂ Ω with P (Ωcδ) < Ce−
1
δc such that for
each ω ∈ Ωδ, there exists a solution u = zω1 + v to the renormalized 4NLS (1.6) in the class:
zω1 + C([−δ, δ];L2(T)) ⊂ C([−δ, δ];Hs(T)),
for s < α− 12 . The most singular contribution on the right-hand side of (1.22) is given by
zω3 (t) := −i
ˆ t
0
S(t− t′)N2(zω1 )(t′)dt′ = it
∑
n∈Z
|gn|2gn
〈n〉3α e
i(nx−n4t) (1.23)
6Strictly speaking, we need to consider the fixed point problem (1.22) in some appropriate function space
Xδ ⊂ C([−δ, δ];L
2(T)). For simplicity, however, we only discuss the spatial regularity and suppress its time
dependence. A similar comment applies in the following. In particular, in discussing spatial regularity of a
space-time distribution, we may suppress its time dependence.
10 T. OH, N. TZVETKOV, AND Y. WANG
where N2 is as in (1.18), denoting the resonant interaction. This resonant cubic7 term is
responsible for the restriction α > 16 . It is easy to see that z
ω
3 (t) lies in H
s(T) \H3α− 12 (T)
almost surely for
s < 3α− 1
2
.
In particular, when α > 16 , the L
2-deterministic well-posedness theory (via a contraction
argument) becomes available for solving the perturbed equation (1.22). As mentioned
above, the case α > 16 is also covered by the deterministic well-posedness in [38, 56] (based
on a more robust energy method) and thus our main goal in the following is to treat lower
values of α.
Remark 1.7. This argument is basically the DaPrato-Debussche trick in the context of
stochastic PDEs [20, 21], where the random linear solution is replaced by the solution to a
linear stochastic PDE. See [32] for a concise discussion on the Da Prato-Debussche trick. It
is worthwhile to point out that the paper [39, 6] by McKean and Bourgain precede [20, 21].
According to the discussion above, the basic probabilistic argument based on the first
order expansion (1.20) does not work for our problem when α ≤ 16 because the second order
term zω3 does not belong to L
2(T) almost surely if α ≤ 16 . See also Case (b) in Subsection 4.2
of [19]. This shows that we can not solve the fixed point problem (1.22) in L2(T) when
α ≤ 16 .
A natural next step would be to consider the following second order expansion:
u = zω1 + z
ω
3 + v
for a solution u to (1.6) and study the equation satisfied by the residual term v := u−zω1−zω3 :{
i∂tv = ∂
4
xv +
[N (v + zω1 + zω3 )−N2(zω1 )]
v|t=0 = 0.
Namely, we consider the following fixed point problem:
v(t) = −i
ˆ t
0
S(t− t′)[N (v + zω1 + zω3 )−N2(zω1 )](t′)dt′. (1.24)
Note that the worst contribution zω3 in the first step coming from the resonant interac-
tion N2(zω1 ) is now eliminated. We can then perform case-by-case nonlinear analysis on
Nk(u1, u2, u3), k = 1, 2, in the spirit of [6, 19], where each uj can be zω1 , zω3 , or the smoother
unknown function v except for the case u1 = u2 = u3 = z
ω
1 with k = 2. This allows us to
show that the fixed point problem (1.24) for the residual term v is almost surely locally
well-posed in L2(T), provided that α > 110 . Recalling that z
ω
1 , z
ω
3 ∈ C(R;Hs(T)) for s
satisfying (1.9), we obtain a solution u = z1+ z3+ v to the renormalized 4NLS (1.6) in the
class:
zω1 + z
ω
3 + C([−δ, δ];L2(T)) ⊂ C([−δ, δ];Hs(T))
almost surely, for s < α− 12 .
7Namely, zω3 in (1.23) is trilinear in the random initial data.
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In this second step, the restriction α > 110 comes from the following resonant quintic
term in (1.24):
zω5 (t) := −i
∑
j1,j2,j3∈2N−1
j1+j2+j3=5
ˆ t
0
S(t− t′)N2(zωj1 , zωj2 , zωj3)(t′)dt′
= − t
2
2
∑
n∈Z
|gn|4gn
〈n〉5α e
i(nx−n4t). (1.25)
Given t ∈ R, it is easy to see that zω5 (t) lies in Hs(T) \H5α−
1
2 (T) almost surely for
s < 5α− 1
2
.
In particular, zω5 (t) does not lie in L
2(T) almost surely if α ≤ 110 .
One can repeat this process in an obvious manner. Namely, consider the following third
order expansion:
u = zω1 + z
ω
3 + z
ω
5 + v
for a solution u to (1.15) and study the fixed point problem for v = u − zω1 − zω3 − zω5 .
From the discussion above, we see that the limitation comes from the resonant septic term,
yielding the restriction of α > 114 .
In general, in the kth step, we could write a solution u to (1.15) as
u = v +
k∑
j=1
zω2j−1 (1.26)
and consider the fixed point problem for v = u −∑kj=1 zω2j−1. Here, z2j−1 denotes the
following resonant (2j − 1)-linear term (in the random initial data):
zω2j−1(t) := −i
∑
j1,j2,j3∈2N−1
j1+j2+j3=2j−1
ˆ t
0
S(t− t′)N2(zωj1 , zωj2 , zωj3)(t′)dt′. (1.27)
Proceeding as before, it is easy to see that the limitation in this kth step comes from zω2k+1
yielding the restriction of
α >
1
2(2k + 1)
(1.28)
which is needed to guarantee that zω2k+1(t) belongs almost surely to L
2(T).
The restriction (1.28) shows that, in order to treat the α = 0 case, we at least need
an infinite iteration of this procedure. Furthermore, the argument based on the kth order
expansion (1.26) leads to the following equation for the the residual term v = u−∑kj=1 zω2j−1:
i∂tv = ∂
4
xv +N
(
v +
k∑
j=1
zω2j−1
)
−
∑
j1+j2+j3∈{3,5,...,2k−1}
j1,j2,j3∈{1,3,...,2k−3}
N2(zωj1 , zωj2 , zωj3)
v|t=0 = 0.
In particular, we need to carry out the following case-by-case nonlinear analysis on
Nℓ(u1, u2, u3), ℓ = 1, 2,
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where each ui, i = 1, 2, 3, can be either the smoother unknown function v or z
ω
j for some
j ∈ {1, 3, . . . , 2k − 1} such that it is not of the form N2(zj1 , zj2 , zj3) with j1 + j2 + j3 ∈
{3, 5, . . . , 2k− 1}. In general, it could be a cumbersome task to carry out this case-by-case
analysis due to the increasing number of combinations. In the next subsection, we will
describe an approach to overcome this issue.
Remark 1.8. In [2], the first author with Be´nyi and Pocovnicu studied the cubic NLS
on R3 with random initial data based on a higher order expansion (of order k), analogous
to (1.26). In order to avoid a combinatorial nightmare in relevant case-by-case analysis for
high values of k, the authors introduced a modified expansion of order k, which simplified
the relevant analysis in a significant manner. We point out that the analysis in [2] is
significantly simpler than that in the current paper, since (i) the random data considered
in [2] are of positive regularities and (ii) the refinement of the bilinear Strichartz estimates
[8, 58] are available on the Euclidean space. We also mention a recent work [50] on the
probabilistic local well-posedness of the three-dimensional cubic nonlinear wave equation in
negative Sobolev spaces, where the main analysis is based on the second order expansion.
1.6. The α > 0 case. In this subsection, we describe an outline of the proof of Theorem 2
for the α > 0 case. In the next subsection, we discuss additional ingredients required to
treat the α = 0 case.
In view of the restriction (1.28), we need to iterate indefinitely the procedure described
above in order to treat arbitrary α > 0. For this purpose, we define zω by
zω =
∞∑
j=1
zω2j−1. (1.29)
Then, from (1.21), (1.23), (1.25), and (1.27), we see that zω defined in (1.29) is nothing
but a power series expansion of a solution to the following resonant 4NLS:{
i∂tz
ω = ∂4xz
ω +N2(zω)
zω|t=0 = uω0 ,
(1.30)
where uω0 is the random initial data defined in (1.10). By letting z(t) = S(−t)zω(t), we see
that ẑn(t) = ẑ(n, t) satisfies the following ODE:{
i∂tẑn = −|̂zn|2ẑn
ẑn|t=0 = gn〈n〉α ,
(1.31)
for each n ∈ Z. By the explicit formula of solutions to (1.31), we have
ẑn(t) = e
it|̂zn(0)|2
ẑn(0). (1.32)
Hence, we can express zω as
zω(t) =
∑
n∈Z
ei(nx−n
4t)e
it
|gn|
2
〈n〉2α
gn
〈n〉α . (1.33)
By expanding in a power series, we obtain
zω(t) =
∑
n∈Z
ei(nx−n
4t)
∞∑
k=0
(it)k
k!
|gn|2kgn
〈n〉(2k+1)α . (1.34)
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By comparing (1.11) and (1.34) with (1.10), we obtain
zω = Z(uω0 ).
Note that, unlike the random linear solution zω1 in (1.21) and other lower order terms
zω2j−1 in (1.27), the random resonant solution z
ω depends on arbitrarily high powers of
Gaussian random variables and hence it does not belong to Wiener chaoses of any finite
order. Nonetheless, the formula (1.33) shows that zω has a particular simple structure,
allowing us to study its regularity properties; see Lemmas 1.9 and 2.10 below. In carrying
out analysis on the random resonant solution zω involving the Xs,b-spaces, we instead need
to make use of the series expansion (1.34) and apply Lemma 2.11 below for each k.
Lemma 1.9. Given α ∈ R, let zω be as in (1.33). Then, zω belongs to C(R;Hs(T)) almost
surely, provided that s < α− 12 .
Proof. Fix ε > 0 sufficiently small such that
s+ ε < α− 12 . (1.35)
Lemma 2.7 below states that we have
sup
n∈Z
|gn(ω)| ≤ C(ω)〈n〉ε (1.36)
for some almost surely finite constant C(ω) > 0.
For fixed t ∈ R, let {tj}∞j=1 be a sequence converging to t. Then, for each n ∈ Z, it follows
from (1.32) that ẑω(n, tj) converges to ẑω(n, t) almost surely as j → ∞. Furthermore,
from (1.32) and (1.36), we have
sup
j∈N
〈n〉s|ẑω(n, tj)|+ 〈n〉s|ẑω(n, t)| ≤ 2C(ω)〈n〉s−α+ε,
where the right-hand side belongs to ℓ2(Z) in view of (1.35). Hence, the claim follows from
the dominated convergence theorem. 
Now, express a solution u to (1.6) in the following random-resonant / nonlinear decom-
position:
u = zω + v. (1.37)
Then, the residual term v = u− zω satisfies{
i∂tv = ∂
4
xv +
[N (v + zω)−N2(zω)]
v|t=0 = 0.
(1.38)
By writing (1.38) in the Duhamel formulation, we consider the following fixed point prob-
lem:
v(t) = Γωv(t) := −i
ˆ t
0
S(t− t′)[N (v + zω)−N2(zω)](t′)dt′. (1.39)
In this formulation, we successfully reduced the number of combinations; we only need to
study Nk(u1, u2, u3), k = 1, 2, where each uj can be either the random resonant solution
zω or the smoother unknown function v, except for the case u1 = u2 = u3 = z
ω with
k = 2. In Section 3, we perform the case-by-case nonlinear analysis and show that the fixed
point problem (1.39) is almost surely locally well-posed in L2(T) via the standard Fourier
restriction norm method, provided that α > 0.
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Lastly, Lemma 1.9 allows us to conclude that the solution u = zω+v to the renormalized
4NLS (1.6) lies in the class:
zω + C([−δ, δ];L2(T)) ⊂ C([−δ, δ];Hs(T))
almost surely.
Remark 1.10. The probabilistic local well-posedness argument in [6, 14, 64, 19] yields
uniqueness of solutions in a ball of radius O(1) in a suitable (local-in-time) function space
(such as the Strichartz spaces or the Xs,b-spaces) centered at the random linear solution.
When α > 0, the proof of Theorem 2 yields uniqueness of solutions in the ball of radius 1
in X0,
1
2
+,δ centered at the random resonant solution zω.
Remark 1.11. (i) When α > 0, the terms zω2j−1 appearing in (1.26) get smoother as j
increases and hence only a finite number of expansion is needed. Nonetheless, the random-
resonant / nonlinear decomposition (1.37) allows us to avoid a number of combinations in
the relevant case-by-case analysis when k ≫ 1. When α = 0, the terms zω2j−1 in (1.29) do
not get smoother and hence the infinite order expansion in (1.29) is necessary in this case.
(ii) Let α > 0. In this case, the random-resonant / nonlinear decomposition (1.37)
with (1.29) allows us to write the solution u as
u = zω1 + z
ω
3 + · · ·+ zω2k+1 + v (1.40)
for some v ∈ C([−δ, δ];L2(T)), where k is the smallest non-negative integer such that (1.28)
holds. The expansion (1.40) provides a finer regularity description8 of the solution u
than the random-linear / nonlinear decomposition (1.20). As mentioned above, the terms
in (1.29) do not get smoother when α = 0. In this case, the solution u can be written as
u = zω + v
for some v ∈ C([−δ, δ];L2(T)). Namely, the dominant part of the dynamics in small scales
is indeed given by the random resonant solution zω defined in (1.33).
1.7. The α = 0 case. Next, let us discuss the α = 0 case. Namely, we consider the white
noise initial data (1.1). Unfortunately, the argument described above breaks down in this
case. As we see in Section 3, the worst interaction comes from the following resonant
nonlinear terms on the right-hand side of (1.38):
N2(v, zω, zω) +N2(zω, zω, v) = −2F−1
[|gn|2v̂(n)]
and
N2(zω, v, zω) = −F−1
[
e−2in
4te2it|gn|
2
g2n v̂(n)
]
.
In order to weaken the effect of these terms, we introduce the following random gauge
transform:
J ω(u)(x, t) =
∑
n∈Z
einx−it|gn(ω)|
2
û(n, t). (1.41)
8This regularity description can also be understood as the “local” (in space) description of the solution
since the singular components of the solution become dominant in small scales.
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When α = 0, the solution zω to the resonant 4NLS (1.30) reads as
zω(x, t) =
∑
n∈Z
ei(nx−n
4t)eit|gn|
2
ûω0 (n). (1.42)
The random gauge transform J ω in (1.41) allows us to filter out the random phase os-
cillations appearing in (1.42). This gauge transform is clearly invertible and leaves the
Hs-norm invariant. If u is a solution to the renormalized 4NLS (1.6), then the gauged
function w := J ω(u) satisfies the following random equation:{
i∂tw = ∂
4
xw +N ω1 (w) +N ω2 (w)
w|t=0 = uω0 .
(1.43)
Here, the first nonlinearity N ω1 (w) is defined by
N ω1 (w)(x, t) :=
∑
n∈Z
einx
∑
Γ(n)
eitΨ
ω(n¯)ŵ(n1, t)ŵ(n2, t)ŵ(n3, t), (1.44)
where Γ(n) is as in (1.19) and Ψω(n¯) denotes the random phase function:
Ψω(n¯) := Ψω(n1, n2, n3, n) = |gn1(ω)|2 − |gn2(ω)|2 + |gn3(ω)|2 − |gn(ω)|2. (1.45)
The second nonlinearity N ω2 (w) is defined by
N ω2 (w)(x, t) := −
∑
n∈Z
einx
[|ŵ(n, t)|2 − |gn(ω)|2]ŵ(n, t) . (1.46)
As we can see, (1.44) and (1.46) are random versions of (1.17) and (1.18). The main
advantage of working with this gauged version of the renormalized 4NLS (1.6) lies in the
weaker resonant nonlinearity
[|ŵ(n)|2−|gn(ω)|2]ŵ(n), which would be eliminated if ŵ(n) =
gn. This observation turns out to be crucial in our later analysis.
The Duhamel formulation for the gauged solution w is given by
w(t) = S(t)uω0 − i
ˆ t
0
S(t− t′)[N ω1 (w) +N ω2 (w)](t′)dt′. (1.47)
Now by setting zω1 = S(t)u
ω
0 , we see that the residual term
v = w − zω1 ,
satisfies the following Duhamel formulation:
v(t) = −i
ˆ t
0
S(t− t′)[N ω1 (v + zω1 ) +N ω2 (v + zω1 )](t′)dt′. (1.48)
A naive approach would be to try to solve the fixed point problem (1.48) by a contraction
argument (namely, by the Picard iteration scheme) for v in L2(T), exploiting randomness.
It turns out, however, that this naive approach via a contraction argument does not work
for our problem. In the following, by partially iterating the Duhamel formulation, we
prove convergence in L2(T) of approximating smooth solutions and construct a solution
to (1.48) and hence to (1.43). See Section 4 for more details. We establish the crucial
nonlinear estimates (Propositions 4.1 and 4.2) by reducing them to boundedness properties
of certain random multilinear functionals of the white noise, whose tail estimates are proved
in Appendix A.
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Remark 1.12. As it will become clear from the analysis below, there is room to extend
our analysis to the fractional NLS with dispersion weaker than the fourth order dispersion.
However, this would not introduce any new qualitative phenomenon as compared to the
case of the fourth order dispersion and hence we only consider the fourth order NLS in
this paper. We also point out that the case of the standard NLS (with the second order
dispersion) is out of reach at this point. See the introduction in [23] for a discussion on the
criticality of this problem (in the context of the stochastic NLS with additive space-time
white noise forcing).
Remark 1.13. (i) In the deterministic setting, Takaoka-Tsutsumi [63] implicitly used
a gauge transform analogous to (1.42) in the low regularity study of the modified KdV
equation to weak the resonant interaction. This led them to work in the modified Xs,b-
spaces. See also [41]. In our case, the gauge transform J ω is random and hence it leads to
the random Xs,b-spaces. See Subsection A.1. We also point out the work [53] on the use
of a gauge transform in the probabilistic context.
(ii) In order to construct the dynamics for the α = 0 case, we partially iterate the Duhamel
formulation (of the gauged equation) and establish convergence property of smooth ap-
proximating solutions. See Section 4. This strategy is close in spirit to the work [49, 61].
In the context of stochastic PDEs, such iteration of a Duhamel formulation appears in
the dispersive setting [47, 28] and in the parabolic setting [31, 16, 40]. We also mention
[7, 10, 11, 12] on the probabilistic construction of solutions by establishing convergence of
smooth solutions. In particular, the recent approach by Bourgain-Bulut [10, 11] relying on
the invariance of the truncated Gibbs measures even in the construction of local solutions
works well for a power-type nonlinearity with positive regularity but is not suitable to our
problem at hand. See [3] for a survey on this method.
1.8. Organization of the paper. In Section 2, we introduce the basic notations and list
some basic deterministic and probabilistic lemmas. In Section 3, we present the proof of
Theorem 2 for α > 0. The remaining part of the paper is devoted to handle the α = 0
case. In Section 4, we prove Theorem 2, by assuming two key nonlinear estimates (Propo-
sitions 4.1 and 4.2). In Section 5, we prove Theorem 3 and then Theorem 1. We present
the proofs of Propositions 4.1 and 4.2 in Sections 6 and 7. Appendix A contains the proofs
of some probabilistic lemmas.
2. Notations and preliminaries
As in the usual low regularity analysis of dispersive PDEs, an important ingredient will
be the Fourier restriction norm method introduced in [4]. Given s, b ∈ R, define Xs,b(T×R)
as a completion of the test functions under the following norm:
‖u‖Xs,b(T×R) = ‖〈n〉s〈τ + n4〉bû(n, τ)‖ℓ2nL2τ , (2.1)
where 〈 · 〉 = (1+ | · |2) 12 . Recall that Xs,b embeds into C(R;Hs(T)) for b > 12 . Given a time
interval I = [a, b], we define the local-in-time version Xs,bI = X
s,b([a, b]) by setting
‖u‖
X
s,b
I
= inf
{‖v‖Xs,b(T×R) : v|I = u}. (2.2)
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Note that Xs,bI is a Banach space. When I = [−δ, δ], we simply set Xs,b,δ = Xs,bI . The
local-in-time versions of other function spaces are defined analogously.
For simplicity, we often drop 2π in dealing with the Fourier transforms. If a function f
is random, we may use the superscript fω to show the dependence on ω ∈ Ω.
Let η ∈ C∞c (R) be a smooth non-negative cutoff function supported on [−2, 2] with η ≡ 1
on [−1, 1] and set
η
δ
(t) = η(δ−1t) (2.3)
for δ > 0. We also denote by χ = χ[−1,1] the characteristic function of the interval [−1, 1]
and let χ
δ
(t) = χ(δ−1t) = χ[−δ,δ](t).
Let Z≥0 := Z ∩ [0,∞). Given a dyadic number N ∈ 2Z≥0 , let PN be the (non-
homogeneous) Littlewood-Paley projector onto the (spatial) frequencies {n ∈ Z : |n| ∼ N}
such that
f =
∞∑
N≥1
dyadic
PNf.
Given a non-negative integer N ∈ Z≥0, we also define the Dirichlet projector πN onto the
frequencies {|n| ≤ N} by setting
πNf(x) =
∑
|n|≤N
f̂(n)einx. (2.4)
Moreover, we set
π⊥N = Id−πN . (2.5)
By convention, we also set π⊥−1 = Id.
We use c, C to denote various constants, usually depending only on α and s. If a constant
depends on other quantities, we will make it explicit. For two quantities A and B, we use
A . B to denote an estimate of the form A ≤ CB, where C is a universal constant,
independent of particular realization of A or B. Similarly, we use A ∼ B to denote A . B
and B . A . The notation A≪ B means A ≤ cB for some sufficiently small constant c. We
also use the notation a+ (and a−) to denote a+ ε (and a− ε, respectively) for arbitrarily
small ε > 0 (this notation is often used when there is an implicit constant which diverges
in the limit ε→ 0).
2.1. Deterministic tools. Define the phase function Φ(n¯) by
Φ(n¯) = Φ(n1, n2, n3, n) = n
4
1 − n42 + n43 − n4. (2.6)
Then, the phase function Φ(n¯) admits the following factorization. See [54] for the proof.
Lemma 2.1. Let n = n1 − n2 + n3. Then, we have
Φ(n¯) = (n1 − n2)(n1 − n)
(
n21 + n
2
2 + n
2
3 + n
2 + 2(n1 + n3)
2
)
.
Recall that by restricting the Xs,b-spaces onto a small time interval [−δ, δ], we can gain
a small power of δ (at a slight loss in the modulation).
Lemma 2.2. Let s ∈ R and b < 12 . Then, there exists C = C(b) > 0 such that
‖η
δ
(t) · u‖Xs,b + ‖χδ(t) · u‖Xs,b ≤ Cδ
1
2
−b−‖u‖
Xs,
1
2−
.
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The proof of Lemma 2.2 is based on the following scaling property: η̂
δ
(τ) = δη̂(δτ),
yielding
‖η̂
δ
‖Lqτ ∼ δ
q−1
q ‖η̂‖Lqτ . δ
q−1
q , (2.7)
for q ≥ 1. See [19] for details.
Next, we collect the basic linear estimates (see [24]).
Lemma 2.3. Let s ∈ R.
(i) Given b ∈ R, there exists C = C(b) > 0 such that
‖S(t)u0‖Xs,b,δ ≤ C‖u0‖Hs
for any 0 < δ ≤ 1.
(ii) Given b > 12 , there exists C = C(b) > 0 such that∥∥∥∥ˆ t
0
S(t− t′)F (x, t′)dt′
∥∥∥∥
Xs,b,δ
. ‖F‖Xs,b−1,δ
for any δ > 0.
The following periodic L4-Strichartz estimate from [54] also plays an important role:
‖u‖L4x,t . ‖u‖X0, 516 . (2.8)
Interpolating (2.8) with ‖u‖L2x,t = ‖u‖X0,0 , we have
‖u‖L3+x,t . ‖u‖X0, 524+ and ‖u‖L2+x,t . ‖u‖X0,0+ . (2.9)
We also recall the following lemma on convolutions. See [24] for a proof.
Lemma 2.4. Let α > β ≥ 0 with α+ β > 1. Then, there exists C > 0 such thatˆ
R
1
〈x− y〉α〈y〉β dy ≤
C
〈x〉γ
for any x ∈ R, where γ is given by
γ =

α+ β − 1, if α < 1,
β − ε, if α = 1,
β, if α > 1
for any small ε > 0.
Lastly, we state two lemmas related to boundedness properties of products in Sobolev
spaces.
Lemma 2.5. Let ε > 0. Then, there exists C = C(ε) > 0 such that
‖fg‖
H
1
2−ε(R)
≤ C‖f‖
H
1
2+ε(R)
‖g‖
H
1
2−
ε
2 (R)
.
Lemma 2.5 easily follows from standard analysis with Littlewood-Paley decompositions
and Bernstein’s inequality. We omit details.
Lemma 2.6. Let 0 ≤ b < 12 . Then, we have
‖1[0,T ] · f‖Hb(R) . ‖f‖Hb(R),
uniformly in T ≥ 0.
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See [22] for a classical proof via an interpolation argument. By Plancherel’s identity,
Lemma 2.6 also follows from the boundedness of the Hilbert transform (on the Fourier
side) with an A2-weight 〈τ〉2b, 0 ≤ b < 12 . See [25].
2.2. Probabilistic estimates. Next, we state several probabilistic lemmas related to
Gaussian random variables. See also Appendix A for further lemmas. In the following,
{gn}n∈Z denotes a family of independent standard complex-valued Gaussian random vari-
ables on a probability space (Ω,F , P ).
We first start by a well known fact (see for example [45, 19]).
Lemma 2.7. Let ε > 0. Then, there exist c, C > 0 such that
P
(
sup
n∈Z
|gn(ω)| > K〈n〉ε
)
< Ce−cK
2
for any K > 0. In particular, given β > 0, by choosing K = δ−
β
2 , we have
P
(
sup
n∈Z
|gn(ω)| > δ−
β
2 〈n〉ε
)
< Ce−
1
δc
for any δ > 0.
Next, we recall the Wiener chaos estimates. Let {gn}n∈N be a sequence of independent
standard Gaussian random variables defined on a probability space (Ω,F , P ), where F is the
σ-algebra generated by this sequence. Given k ∈ Z≥0, we define the homogeneous Wiener
chaoses Hk to be the closure (under L2(Ω)) of the span of Fourier-Hermite polynomials∏∞
n=1Hkn(gn), where Hj is the Hermite polynomial of degree j and k =
∑∞
n=1 kn.
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we have the following Ito-Wiener decomposition:
L2(Ω,F , P ) =
∞⊕
k=0
Hk.
See Theorem 1.1.1 in [44]. We also set
H≤k =
k⊕
j=0
Hj (2.10)
for k ∈ N. For example, the random linear solution zω1 defined in (1.21) belongs to H1 (for
each fixed t ∈ R), while zω3 in (1.23) belongs to H≤3. As pointed out above, the random
resonant solution zω defined in (1.33) does not belong to H≤k for any finite k ∈ N.
In this setting, we have the following Wiener chaos estimate [62, Theorem I.22]. See also
[65, Proposition 2.4].
Lemma 2.8. Let k ∈ N. Then, we have
‖X‖Lp(Ω) ≤ (p− 1)
k
2 ‖X‖L2(Ω)
for any finite p ≥ 2 and any X ∈ H≤k.
We also recall the following lemma, which is a consequence of Chebyshev’s inequality.
See, for example, Lemma 4.5 in [67] and the proof of Lemma 3 in [1].10
9This implies that kn = 0 except for finitely many n’s.
10This corresponds to Lemma 2.3 in the arXiv version.
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Lemma 2.9. Let k ≥ 1. Suppose that there exists C0 > 0 such that a random variable X
satisfies ‖X‖Lp(Ω) ≤ C0p
k
2 for any finite p ≥ 2. Then, there exist c, C > 0 such that
P
(|X| > λ) ≤ Ce−cC− 2k0 λ 2k
for any λ > 0.
In probabilistic well-posedness theory, a probabilistic improvement of Strichartz esti-
mates for random linear solutions plays an important role. The following lemma states
that a similar estimate also holds for the random resonant solution zω defined in (1.33).
Lemma 2.10. Given α ≥ 0, let zω be the solution to the resonant 4NLS (1.30) given
by (1.33). Then, given p ≥ 2 and ε > 0, there exist c, C > 0 such that
P
(
‖PNzω‖Lpx,t(T×[−δ,δ]) > N
1
2
−α+ε
)
< Ce−
N2ε
δc (2.11)
for any δ > 0 and dyadic N ≥ 1.
One way to prove Lemma 2.10 would be to directly apply the Wiener chaos estimate
(Lemma 2.8) to the (2k + 1)-fold products of Gaussian random variables in the series
expansion (1.34). See Lemma 2.11 for such a direct approach. In the particular case of
Lemma 2.10, we can give a shorter proof by exploiting the invariance of a complex-valued
mean-zero Gaussian random variable under the transformation: g 7→ eit|g|2g; see Lemma 4.2
in [54]. This allows us to avoid higher order products of Gaussian random variables.
Proof of Lemma 2.10. Given n ∈ Z and (x, t) ∈ T× R, define hn(x, t) by
hn(x, t) := e
i(nx−n4t)eit
|gn|
2
〈n〉2α
gn
〈n〉α .
Then, it follows from the rotational invariance of complex-valued Gaussian random variables
and Lemma 4.2 in [54] that hn(x, t) ∼ NC(0, 〈n〉−2α) for each fixed (x, t) ∈ T× R.
By Minkowski’s integral inequality and Lemma 2.8, we have(
E
[
‖PNzω‖rLpx,t(T×[−δ,δ])
]) 1r
≤
∥∥∥∥∥∥∥ ∑
|n|∼N
hn(x, t)
∥∥∥
Lr(Ω)
∥∥∥∥
L
p
x,δ
.
√
r
∥∥∥∥∥∥∥ ∑
|n|∼N
hn(x, t)
∥∥∥
L2(Ω)
∥∥∥∥
L
p
x,δ
.
√
r δ
1
pN
1
2
−α
for any r ≥ p. Then, the desired estimate (2.11) follows from Lemma 2.9. 
Finally, we conclude this section by stating a crucial lemma in studying powers of the
random resonant solution zω in the multilinear Xs,b-analysis. This lemma also plays an
important role in establishing boundedness properties of certain random multilinear func-
tionals of the white noise (see Lemma 6.1 below), which is a key ingredient for the proof of
Theorem 2 when α = 0. We present the proof of this lemma in Appendix A.
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Lemma 2.11. Fix a non-empty set A ⊂ {1, 2, 3} and k, kj ∈ Z≥0, j ∈ A, such that
k =
∑
j∈A
kj . (2.12)
Given a (deterministic) sequence
{
ck¯n1,n2,n3
}
n1,n2,n3∈Z with k¯ = {kj}j∈A, define a sequence
{Σn}n∈Z by setting
Σn = Σn(k¯) =
1∏
j∈A kj !
∑
(n1,n2,n3)∈Γ(n)
ck¯n1,n2,n3
∏
j∈A
|gnj |2kjg∗nj (2.13)
for n ∈ Z, where Γ(n) is as in (1.19) and g∗nj is defined by
g∗nj =
{
gnj , when j = 1 or 3,
gnj , when j = 2.
(2.14)
Then, there exists C > 0, independent of k and kj ∈ Z≥0, j ∈ A, such that
‖Σn‖Lp(Ω) ≤ Ck(p− 1)k+
|A|
2
( ∑
(n1,n2,n3)∈Γ(n)
|ck¯n1,n2,n3 |2
) 1
2
(2.15)
for all p ≥ 2 and n ∈ Z.
3. Local theory, Part 1: 0 < α ≤ 12
In this section, we present the proof of Theorem 2 when 0 < α ≤ 12 . In particular,
we show that the Cauchy problem (1.38) for v is almost surely locally well-posed. More
precisely, we show that for each small δ > 0, there exists Ωδ with P (Ω
c
δ) < Ce
− 1
δc such
that, for each ω ∈ Ωδ, the map Γω defined in (1.39) is a contraction on B(1), where B(1)
denotes the ball of radius 1 in X0,
1
2
+,δ centered at the origin.
Given v on T× [−δ, δ], let v˜ be an extension of v onto T×R. By the non-homogeneous
linear estimate (Lemma 2.3), we have∥∥∥∥ ˆ t
0
S(t− t′)Nω(v)(t′)dt′
∥∥∥∥
X0,
1
2+,δ
≤
∥∥∥∥ηδ(t)ˆ t
0
S(t− t′)Nω(v˜)(t′)dt′
∥∥∥∥
X0,
1
2+
. ‖Nω(v˜)‖
X0,−
1
2+
,
where η
δ
is a smooth cutoff on [−2δ, 2δ] as in (2.3) and
N
ω(v) := χ
δ
· (N (v + z˜ω)−N2(z˜ω)) (3.1)
with an extension z˜ω of the truncated random linear solution χ
δ
· zω from [−δ, δ] to R.
Then, our main goal is to prove that there exists Ωδ ⊂ Ω and θ > 0 with P (Ωcδ) < Ce−
1
δc
such that
‖Nω(v˜)‖
X0,−
1
2+
. δθ
(
1 + ‖v˜‖
X0,
1
2+
)3
(3.2)
for all ω ∈ Ωδ and for any extension v˜ of v. By the definition (2.2) of the local-in-time
norm, we then conclude from (3.1) and (3.2) that∥∥∥∥ ˆ t
0
S(t− t′)Nω(v)(t′)dt′
∥∥∥∥
X
0, 12+,δ
. δθ
(
1 + ‖v‖
X
0, 12+,δ
)3
.
By the trilinear structure of the nonlinearity, a similar estimate holds for the difference
Γωv1 − Γωv2, allowing us to conclude that Γω is a contraction on B(1) ⊂ X0, 12+,δ for
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ω ∈ Ωδ. Note that the claim (1.12) follows from the embedding X0, 12+,δ ⊂ C([−δ, δ];L2(T))
and Lemma 1.9.
In view of (3.1), in order to prove (3.2), we need to carry out case-by-case analysis on
‖χ
δ
· Nk(u1, u2, u3)‖
X
s,− 12+
, k = 1, 2, (3.3)
where uj is taken to be either of type
(I) rough random resonant part:
uj = z˜
ω, where z˜ω is some extension of χ
δ
· zω,
where zω denotes the random resonant solution defined in (1.33),
(II) smoother ‘deterministic’ nonlinear part:
uj = v˜j , where v˜j is any extension of v,
except for u1 = u2 = u3 = z˜
ω when k = 2 (thanks to the subtraction of N2(z˜ω) in (3.1)).
In the following, we take z˜ω = η
δ
zω. It follows from (1.33) that
F(η
δ
zω)(n, τ) = η̂
δ
(
τ + n4 − |gn|2〈n〉2α
)
· gn〈n〉α . (3.4)
Thanks to the sharp cutoff function in (3.3), we may take
uj = χδ · v˜j (3.5)
in (3.3) when uj is of type (II). We use the expressions uj( I ) (and uj(II), respectively)
to mean that uj is of type (I) (and of type (II), respectively) in the following. We point
out that the most intricate case appears when all uj ’s are of type (I) in estimating the
non-resonant contribution. In this case, a simple application of the Wiener chaos estimate
(Lemma 2.8) is no longer applicable and we need to carefully estimate the contribution
from the sum of the products of the (2kj + 1)-linear term, kj ∈ N0, j = 1, 2, 3, in (1.34),
using Lemma 2.11. See Case (D) in Subsection 3.2.
3.1. Resonant part N2. In this subsection, we estimate the resonant part of the nonlinear
estimate (3.2). In particular, we prove
‖χδ · N2(u1, u2, u3)‖
X0,−
1
2+
. δθ
∏
j∈I
‖v˜j‖
X0,
1
2+
(3.6)
for some θ > 0, outside an exceptional set of probability < Ce−
1
δc , where N2 is the resonant
part of the nonlinearity defined in (1.18), uj is either of type (I) or (II), except for the case
when all uj ’s are of type (I), and the index set I is defined by
I = {j ∈ {1, 2, 3} : uj is of type (II)}. (3.7)
We have
LHS of (3.6) =
∥∥∥∥ 1〈τ + n4〉 12−
ˆ
τ=τ1−τ2+τ3
û1(n, τ1)û2(n, τ2)û3(n, τ3)dτ1dτ2
∥∥∥∥
ℓ2nL
2
τ
. (3.8)
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• Case (a): uj of type (II), j = 1, 2, 3.
By Ho¨lder’s inequality with p large (12 =
1
2+ +
1
p
), we have
(3.8) . sup
n
‖〈τ + n4〉− 12+‖
L2+τ
∥∥∥∥ ˆ
τ=τ1−τ2+τ3
û1(n, τ1)û2(n, τ2)û3(n, τ3)dτ1dτ2
∥∥∥∥
ℓ2nL
p
τ
.
By Young’s and Ho¨lder’s inequalities, ℓ2n ⊂ ℓ6n, and Lemma 2.2 with (3.5),
.
3∏
j=1
‖ûj(n, τ)‖
ℓ6nL
3
2−
τ
.
3∏
j=1
‖〈τ + n4〉 16+ûj(n, τ)‖ℓ6nL2τ ≤
3∏
j=1
‖uj‖
X
0, 16+
. δ1−
3∏
j=1
‖v˜j‖
X0,
1
2+
.
• Case (b): Exactly one uj of type (I). Say u1( I ), u2(II), and u3(II).
By Ho¨lder’s inequality (with p≫ 1 as before), (3.4), and a change of variables, we have
(3.8) . sup
n
‖〈τ + n4〉− 12+‖
L2+τ
×
∥∥∥∥〈n〉−α|gn| ˆ
τ=τ1−τ2+τ3
η̂
δ
(
τ1 + n
4 − |gn|2〈n〉2α
)
û2(n, τ2)û3(n, τ3)dτ1dτ2
∥∥∥∥
ℓ2nL
p
τ
.
(
sup
n
〈n〉−α|gn|
)∥∥∥∥ ˆ
τ=ζ1−τ2+τ3−C(n,ω)
η̂
δ
(ζ1)û2(n, τ2)û3(n, τ3)dζ1dτ2
∥∥∥∥
ℓ2nL
p
τ
,
where C(n, ω) is defined by
C(n, ω) := n4 − |gn|2〈n〉2α . (3.9)
Note that for fixed n ∈ Z and ω ∈ Ω, C(n, ω) is a fixed number. Hence, we can apply
Young’s inequality (in τ, ζ1, τ2, and τ3), Lemma 2.7 with β = 0+, (2.7), and Lemma 2.2
with (3.5) as above and obtain
(3.8) . δ
1
2
−( sup
n
〈n〉−α|gn|
) 3∏
j=2
‖ûj(n, τ)‖
ℓ4nL
4
3
τ
. δ
1
2
−
3∏
j=2
‖〈τ + n4〉 14+ûj(n, τ)‖ℓ4nL2τ ≤ δ
1
2
−
3∏
j=2
‖uj‖
X
0, 14+
. δ1−
3∏
j=2
‖v˜j‖
X
0, 14+
for any α > 0, outside an exceptional set of probability < Ce−
1
δc .
• Case (c): Exactly two uj ’s of type (I).
First, consider the case u1( I ), u2( I ), and u3(II). Proceeding as before with p≫ 1 and a
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change of variables, we have
(3.8) .
∥∥∥∥〈n〉−2α|gn|2 ˆ
τ=τ1−τ2+τ3
η̂
δ
(
τ1 + n
4 − |gn|2〈n〉2α
)
× η̂
δ
(
τ2 + n4 − |gn|
2
〈n〉2α
)
û3(n, τ3)dτ1dτ2
∥∥∥∥
ℓ2nL
p
τ
≤ ( sup
n
〈n〉−2α|gn|2
)∥∥∥∥ ˆ
τ=ζ1−ζ2+τ3
η̂
δ
(ζ1)η̂δ (ζ2)û3(n, τ3)dζ1dζ2
∥∥∥∥
ℓ2nL
p
τ
By Lemma 2.7, (2.7), and Lemma 2.2 with (3.5),
. δ
1
2
−( sup
n
〈n〉−2α|gn|2
)‖û3(n, τ)‖ℓ2nL2τ . δ 12−‖u3‖X0,0
. δ1−‖v˜3‖
X
0, 12+
for α > 0, outside an exceptional set of probability < Ce−
1
δc .
Next, consider the case u1( I ), u2(II), and u3( I ). Proceeding in a similar manner (with
p≫ 1 and a change of variables with C(n, ω) as in (3.9)), we have
(3.8) .
∥∥∥∥〈n〉−2α|gn|2 ˆ
τ=τ1−τ2+τ3
η̂
δ
(
τ1 + n
4 − |gn|2〈n〉2α
)
× û2(n, τ2)η̂δ
(
τ3 + n
4 − |gn|2〈n〉2α
)
dτ1dτ2
∥∥∥∥
ℓ2nL
p
τ
.
(
sup
n
〈n〉−2α|gn|2
)∥∥∥∥ ˆ
τ=ζ1−τ2+ζ3−2C(n,ω)
η̂
δ
(ζ1)û2(n, τ2)η̂δ (ζ3)dζ1dζ3
∥∥∥∥
ℓ2nL
p
τ
. δ
1
2
−( sup
n
〈n〉−2α|gn|2
)‖û2(n, τ)‖ℓ2nL2τ . δ 12−‖u2‖X0,0
. δ1−‖v˜2‖
X0,
1
2+
for α > 0, outside an exceptional set of probability < Ce−
1
δc .
3.2. Non-resonant part N1. In this subsection, we evaluate the non-resonant part of the
nonlinearity Nω(v). In particular, we prove
‖χ
δ
· N1(u1, u2, u3)‖
X0,−
1
2+
. δθ
∏
j∈I
‖v˜j‖
X0,
1
2+
(3.10)
for some θ > 0, outside an exceptional set of probability < Ce−
1
δc , where N1 is the non-
resonant part of the nonlinearity defined in (1.17), uj is either of type (I) or (II), and the
index set I is as in (3.7). Set
σ := 〈τ + n4〉 and σj := 〈τj + n4j〉, j = 1, 2, 3,
and
σmax := max(σ, σ1, σ2, σ3) and nmax := max
(|n|, |n1|, |n2|, |n3|) + 1. (3.11)
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Given dyadic numbers N,N1, N2, N3 ≥ 1, we also set
Nmax := max(N,N1, N2, N3).
By duality, we can estimate the left-hand side of (3.10) by
sup
‖w‖
X
0, 12−
≤1
∣∣∣∣ˆ δ−δ
ˆ
T
N1(u1, u2, u3) · w dxdt
∣∣∣∣. (3.12)
Without loss of generality, we may assume that w = χ
δ
· w.
• Case (A): uj of type (II), j = 1, 2, 3.
By Ho¨lder’s inequality, (2.8), and Lemma 2.2 with (3.5), we have
(3.12) .
3∏
j=1
‖uj‖L4x,t‖w‖L4x,t . δ
3
4
−
3∏
j=1
‖v˜j‖
X0,
1
2+
‖w‖
X0,
1
2−
.
• Case (B): Exactly one uj of type (I). Say u1( I ), u2(II), and u3(II).
First suppose that max(σ2, σ3, σ) ∼ σmax. Then, it follows from Lemma 2.1 that
max(σ2, σ3, σ)
7
24
− ∼ σ
7
24
−
max & N
7
12
−
max . (3.13)
By Lpx,tL
3+
x,tL
3+
x,tL
3+
x,t-Ho¨lder’s inequality with p large, (2.9), Lemma 2.10, Lemma 2.2, and
(3.13), we have
(3.12) .
∑
N,N1,N2,N3
dyadic
‖PN1u1‖Lpx,t‖PN2u2‖X0, 524+‖PN3u3‖X0, 524+‖PNw‖X0, 524+
.
∑
N,N1,N2,N3
dyadic
N
1
2
−α+
1 ‖PN2u2‖X0, 524+‖PN3u3‖X0, 524+‖PNw‖X0, 524+
. δ
7
12
− ∑
N,N1,N2,N3
dyadic
N
− 1
12
+
max ‖PN2 v˜2‖X0, 12+‖PN3 v˜3‖X0, 12+‖PNw‖X0, 12−
. δ
7
12
−
3∏
j=2
‖v˜j‖
X0,
1
2+
(3.14)
for α ≥ 0, outside an exceptional set of probability
<
∑
N1≥1
dyadic
Ce−
Nε1
δc . e−
1
δc .
Next, suppose that max(σ2, σ3, σ)≪ σmax, namely σ1 ∼ σmax. We first consider the case
δβ ≫ N−2+2εmax for some small β, ε > 0. It follows from Lemmas 2.1 and 2.7 that there exists
a set Ωβ,ε ⊂ Ω with P (Ωcβ,ε) < Ce−
1
δc such that
|gn1 |2
〈n1〉2α . δ
−β〈n1〉ε ≪ N2−εmax ≪ σmax,
on Ωβ,ε, uniformly in n1 ∈ Z, as long as α ≥ 0. Hence, we have∣∣∣η̂δ(τ1 + n41 − |gn1 |2〈n1〉2α)∣∣∣ . 1σ1 . 1N2max|(n− n1)(n− n3)| (3.15)
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on Ωβ,ε. Then, by Ho¨lder’s inequality (with p ≫ 1 as in Case (a)), (3.4), (3.15), Young’s
inequality, and Lemma 2.7 (with β ≪ 1), the contribution to (3.12) in this case is bounded
by
.
∑
N,N1,N2,N3,dyadic
δβ≫N−2+2εmax
∥∥∥∥ ∑
(n1,n2,n3)∈Γ(n)
|n|∼N,|nj|∼Nj
|gn1 |
〈n1〉α
1{
N2max|(n − n1)(n − n3)|
} 1
2
+ε
×
ˆ
τ=τ1−τ2+τ3
∣∣∣η̂δ(τ1 + n41 − |gn1 |2〈n1〉2α)∣∣∣ 12−ε|P̂N2u2(n2, τ2)||P̂N3u3(n3, τ3)|dτ1dτ2
∥∥∥∥
ℓ2nL
p
τ
.
(
sup
n1
〈n1〉−α−ε|gn1 |
) ∑
N,N1,N2,N3,dyadic
δβ≫N−2+2εmax
∥∥∥∥ ∑
(n1,n2,n3)∈Γ(n)
|n|∼N,|nj|∼Nj
1{
N2max|(n− n1)(n− n3)|
} 1
2
+ ε
2
× ∥∥|η̂
δ
| 12−ε∥∥
L
p
3
τ
3∏
j=2
‖P̂Njuj(nj, τj)‖
L
p
p−1
τj
∥∥∥∥
ℓ2n
. δ
1
2
−ε− 3
p
−β
2
∑
N,N1,N2,N3,dyadic
δβ≫N−2+2εmax
N0−max
3∏
j=2
‖P̂Njuj(nj, τj)‖
ℓ2nj
L
p
p−1
τj
. δ
1
2
−ε− 3
p
−β
2
3∏
j=2
‖v˜j‖
X0,
1
2+
for α ≥ 0, outside an exceptional set of probability < Ce− 1δc .
Lastly, we consider the case δβ . N−2+2εmax . Proceeding as in (3.14), we bound the
contribution of this case to (3.12) by
. δ
21
24
− ∑
N,N1,N2,N3
dyadic
N
1
2
−α+
1 ‖PN2 v˜2‖X0, 12+‖PN3 v˜3‖X0, 12+‖PNw‖X0, 12−
. δ
21
24
−β− ∑
N,N1,N2,N3
dyadic
N
− 3
2
+
max ‖PN2 v˜2‖X0, 12+‖PN3 v˜3‖X0, 12+
. δ
21
24
−β−
3∏
j=2
‖v˜j‖
X0,
1
2+
for α ≥ 0, outside an exceptional set of probability < Ce− 1δc .
• Case (C): Exactly two uj ’s of type (I). Say u1( I ), u2( I ), and u3(II).
First, suppose that max(σ3, σ) ∼ σmax. Then, it follows from Lemma 2.1 that
max(σ3, σ)
1
2
− ∼ σ
1
2
−
max & N
1−
max. (3.16)
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Suppose that σ ∼ σmax. Then, by Lpx,tLpx,tL2+x,tL2x,t-Ho¨lder’s inequality with p large, (2.9),
Lemma 2.10, Lemma 2.2, and (3.16), we have
(3.12) .
∑
N,N1,N2,N3
dyadic
‖PN1u1‖Lpx,t‖PN2u2‖Lpx,t‖PN3u3‖X0,0+‖PNw‖X0,0
.
∑
N,N1,N2,N3
dyadic
N
1
2
−α+
1 N
1
2
−α+
2 ‖PN3u3‖X0,0+‖PNw‖X0,0
. δ
1
2
− ∑
N,N1,N2,N3
dyadic
N−2α+max ‖PN3 v˜3‖X0, 12+‖PNw‖X0, 12−
. δ
1
2
−‖v˜3‖
X0,
1
2+
for α > 0, outside an exceptional set of probability
<
∑
N1≥1
dyadic
Ce−
Nε1
δc +
∑
N2≥1
dyadic
Ce−
Nε2
δc . e−
1
δc .
A similar argument holds when σ3 ∼ σmax.
Next, suppose that max(σ3, σ) ≪ σmax, namely max(σ1, σ2) ∼ σmax. Without loss of
generality, suppose that σ1 ∼ σmax. We first consider the case δβ ≫ N−2+2εmax for some small
β, ε > 0. Proceeding as in Case (B) above, the contribution to (3.12) is bounded by
.
∑
N,N1,N2,N3,dyadic
δβ≫N−2+2εmax
∥∥∥∥ ∑
(n1,n2,n3)∈Γ(n)
|n|∼N,|n1|∼N1
( 2∏
j=1
|gnj |
〈nj〉α
)
1{
N2max|(n− n1)(n− n3)|
} 1
2
+ε
.
×
ˆ
τ=τ1−τ2+τ3
∣∣∣η̂δ(τ1 + n41 − |gn1 |2〈n1〉2α)∣∣∣ 12−ε∣∣∣η̂δ(τ2 + n42 − |gn2 |2〈n2〉2α)∣∣∣|P̂N3u3(n3, τ3)|dτ1dτ2
∥∥∥∥
ℓ2nL
p
τ
.
( 2∏
j=1
sup
nj
〈nj〉−α−
ε
2 |gnj |
) ∑
N,N1,N2,N3,dyadic
δβ≫N−2+2εmax
∥∥∥∥ ∑
(n1,n2,n3)∈Γ(n)
|n|∼N,|n1|∼N1
1{
N2max|(n − n1)(n− n3)|
} 1
2
+ ε
2
× ∥∥|η̂
δ
| 12−ε∥∥
L
p
2
τ
‖η̂
δ
‖L1τ ‖P̂N3u3(n3, τ3)‖
L
p
p−1
τ3
∥∥∥∥
ℓ2n
. δ
1
2
−ε− 2
p
−β ∑
N,N1,N2,N3,dyadic
δβ≫N−2+2εmax
N0−max‖P̂N3u3(n3, τ3)‖
ℓ2nL
p
p−1
τ3
. δ
1
2
−ε− 2
p
−β‖v˜3‖
X
0, 12
for α ≥ 0, outside an exceptional set of probability < Ce− 1δc .
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Lastly, we consider the case δβ . N−2+2εmax . Proceeding as in (3.14) but with
Lpx,tL
p
x,tL
2+
x,tL
2
x,t-Ho¨lder’s inequality, the contribution of this case to (3.12)
.
∑
N,N1,N2,N3
dyadic
N1−2α+max ‖PN3u3‖X0,0+‖PNw‖X0,0
. δ1−β−
∑
N,N1,N2,N3
dyadic
N−1−2α+max ‖PN3 v˜3‖X0, 12+‖PNw‖X0, 12−
. δ1−β−‖v˜3‖
X0,
1
2+
for α ≥ 0, outside an exceptional set of probability < Ce− 1δc .
• Case (D): uj of type (I), j = 1, 2, 3.
Fix small δ > 0 (to be chosen later). From (1.34) and (2.3), we have
F(η
δ
zω)(n, τ) = δ
∞∑
k=0
(−δ)k
k!
(∂k η̂)(δ(τ + n4))
|gn|2kgn
〈n〉(2k+1)α .
Then, we have
‖N1(ηδzω)‖X0,− 12+ =
∥∥∥∥ 1〈τ + n4〉 12−
∞∑
k=0
∞∑
k1,k2,k3=0
k=k1+k2+k3
(−δ)k
k1!k2!k3!
×
∑
(n1,n2,n3)∈Γ(n)
ck1,k2,k3n1,n2,n3(τ, δ)
3∏
j=1
|gnj |2kjg∗nj
∥∥∥∥
ℓ2nL
2
τ
, (3.17)
where g∗nj is as in (2.14) and c
k1,k2,k3
n1,n2,n3(τ, δ) is defined by
ck1,k2,k3n1,n2,n3(τ, δ) = δ
3
ˆ
τ=τ1−τ2+τ3
3∏
j=1
(∂kj η̂j)(δ(τj + n
4
j))
〈nj〉(2kj+1)α
dτ1dτ2
with the convention that η̂j = η̂ when j = 1 or 3 and η̂j = η̂ when j = 2. Then, by
Minkowski’s integral inequality and Lemma 2.11, there exists C > 0 such that∥∥‖N1(ηδzω)‖X0,− 12+∥∥Lp(Ω)
≤ p 32
∞∑
k=0
∞∑
k1,k2,k3=0
k=k1+k2+k3
(Cpδ)k
×
(ˆ
R
∑
n∈Z
∑
(n1,n2,n3)∈Γ(n)
1
〈τ + n4〉1− |c
k1,k2,k3
n1,n2,n3
(τ, δ)|2dτ
) 1
2
(3.18)
for any p ≥ 2. In the following, we estimate (3.18) with
p = δ−θ ≫ 1 (3.19)
for some sufficiently small θ > 0. Note that, from Lemma 2.1 and n 6= n1, n3, we have
σmax & n
2
max|(n − n1)(n − n3)| ≥ n2max. (3.20)
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◦ Subcase (D.1): σ ∼ σmax. First, note that, in view of supp η ⊂ [−2, 2], we have
|F−1(∂kj η̂)(t)| = |(−it)kjη(t)| ≤ Ckjη(t) . (3.21)
Then, by a change of variables: ζ = δτ + n41 − n42 + n43 and ζj = δ(τj + n4j), j = 1, 2, 3,
Plancherel’s identity, Ho¨lder’s inequality (in t) with (3.21), and k = k1 + k2 + k3, we have
‖ck1,k2,k3n1,n2,n3(τ, δ)‖L2τ = δ
1
2
∥∥∥∥∥
ˆ
ζ=ζ1−ζ2+ζ3
3∏
j=1
∂kj η̂j(ζj)
〈nj〉(2kj+1)α
dζ1dζ2
∥∥∥∥∥
L2
ζ
= δ
1
2
∥∥∥∥∥
3∏
j=1
F−1(∂kj η̂j)
〈nj〉(2kj+1)α
∥∥∥∥∥
L2t
≤ Ckδ 12
3∏
j=1
1
〈nj〉(2kj+1)α
. (3.22)
From (3.18), (3.20) and (3.22), we bound the contribution to∥∥‖N1(ηδzω)‖X0,− 12+∥∥Lp(Ω)
in this case by
p
3
2 δ
1
2
∞∑
k1,k2,k3=0
(Cpδ)k1(Cpδ)k2(Cpδ)k3
×
(∑
n∈Z
∑
(n1,n2,n3)∈Γ(n)
1{
n2max(n − n1)(n− n3)
}1− 3∏
j=1
1
〈nj〉(2kj+1)α
) 1
2
By choosing small δ = δ(C) > 0 such that Cpδ = Cδ1−θ < 1,
. p
3
2 δ
1
2 (3.23)
for α ≥ 0.
◦ Subcase (D.2): σ ≪ σmax. Assume that σ1 ∼ σmax. A similar argument holds when
σ2 ∼ σmax or σ3 ∼ σmax.
From (3.17), Ho¨lder’s inequality with q large
(
1
2 =
1
2++
1
q
)
, Minkowski’s integral inequal-
ity, and Lemma 2.11, we have∥∥‖N1(ηδzω)‖X0,− 12+∥∥Lp(Ω)
. p
3
2
∞∑
k=0
∞∑
k1,k2,k3=0
k=k1+k2+k3
(Cpδ)k
(∑
n∈Z
∑
n=n1−n2+n3
n2 6=n1,n3
‖ck1,k2,k3n1,n2,n3(τ, δ)‖2Lqτ
) 1
2
(3.24)
for any p ≥ q. By integration by parts, we have
|∂k1 η̂(τ)| =
∣∣∣∣ 1|τ |β
ˆ
dβ
dtβ
(
tk1η(t)
)
eitτdt
∣∣∣∣
for τ 6= 0. In particular, with β = 1, we have
‖∂k1 η̂1(τ)‖
L
2q
q+2
τ (|τ |&K)
.
Ck1
K
1− q+2
2q
. (3.25)
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By a change of variables (as in (3.22)) and Young’s inequality, (3.25) with K ∼ δσ1, (3.20),
and (3.21), we can bound the contribution to ‖ck1,k2,k3n1,n2,n3(τ, δ)‖Lqτ in this case by
δ
1− 1
q
( 3∏
j=1
1
〈nj〉(2kj+1)α
)
‖∂k1 η̂1(τ)‖
L
2q
q+2
τ (|τ |&K)
∥∥F−1(∂k2 η̂2)F−1(∂k3 η̂3)∥∥L2t
≤ Ckδ 12
3∏
j=1
1
〈nj〉(2kj+1)α
1{
n2max(n− n1)(n− n3)
}1− q+2
2q
. (3.26)
Hence, by choosing q ≫ 1 and proceeding as in (3.23), we conclude from (3.24) and (3.26)
that the contribution to
∥∥‖N1(ηδzω)‖X0,− 12+∥∥Lp(Ω) in this case is also bounded by
. p
3
2 δ
1
2 . (3.27)
Finally, by Chebyshev’s inequality with (3.23) and (3.27), we have
P
(
‖N1(ηδzω)‖X0,− 12+ > λ
)
≤ Cpλ−pp 32pδ p2
for any λ > 0. Letting λ = Cp2δ
1
2 and p = δ−θ as in (3.19), we have
P
(
‖N1(ηδzω)‖X0,− 12+ > Cδ
1
2
−2θ
)
≤ e−p ln
√
p ≤ e− 1δc
for all α ≥ 0. In other words, we have
‖N1(ηδzω)‖X0,− 12+ ≤ Cδ
1
2
−
for α ≥ 0, outside an exceptional set of probability . e− 1δc .
This completes the proof of the nonlinear estimate (3.2) and hence the proof of Theorem 2
for 0 < α ≤ 12 .
4. Local theory, Part 2: α = 0
The remaining part of this paper is devoted to the α = 0 case. Namely, we consider
the white noise initial data. In this section, we present the proof of almost sure local well-
posedness (Theorem 2) by establishing convergence of smooth approximating solutions. The
key ingredients are Propositions 4.1 and 4.2, whose proofs will be presented in Sections 6
and 7, respectively.
4.1. Partially iterated Duhamel formulation. In Section 1, we introduced the random
gauge transform J ω in (1.41) and converted the renormalized 4NLS (1.6) into the random
equation (1.43) for w = J ω(u). In the following, we study the Duhamel formulation (1.47)
for this random equation. Define
I1(w1, w2, w3)(t) := −i
ˆ t
0
S(t− t′)N ω1 (w1, w2, w3)(t′)dt′,
I2(w)(t) := −i
ˆ t
0
S(t− t′)N ω2 (w)(t′)dt′, (4.1)
where N ω1 (w1, w2, w3) is defined by
N ω1 (w1, w2, w3)(x, t) :=
∑
n∈Z
einx
∑
Γ(n)
eitΨ
ω(n¯)ŵ1(n1, t)ŵ2(n2, t)ŵ3(n3, t)
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with the random phase function Ψω defined in (1.45) and N ω2 (w) is as in (1.46). By setting
I1(w) := I1(w,w,w), we define I(w) := I1(w) + I2(w). Then, we can write the Duhamel
formulation (1.47) for w = J ω(u) as
w = S(t)uω0 + I(w), (4.2)
If we were to apply the strategy for the α > 0 case discussed in Section 3, then by noting
that J ω(zω) = S(t)uω0 , we would write v = w − S(t)uω0 and try to solve the fixed point
problem for v:
v = I1(v + S(t)uω0 ) + I2(v + S(t)uω0 ) (4.3)
by a contraction argument. As mentioned in Section 1, however, we are not able to solve
the fixed point problem (4.3) by a contraction argument. In the following, we reformulate
the equation by assuming that w is a solution to (4.2) and study the reformulated problem.
Recalling that ŵ(n, 0) = gn and that w satisfies the equation (1.43), we formally have
|ŵ(n, t)|2 − |gn|2 =
ˆ t
0
d
dt
|w(n, t′)|2dt′
= −2Re i
ˆ t
0
∑
Γ(n)
eitΨ
ω(n¯)ŵ(n1, t
′)ŵ(n2, t′)ŵ(n3, t′)ŵ(n, t′)dt′
=: En(w,w,w,w)(t). (4.4)
In view of (1.46), (4.1), and (4.4), we then have
I2(w) = i
ˆ t
0
S(t− t′)
∑
n∈Z
einxEn(w,w,w,w)(t′)ŵ(n, t′)dt′
for a solution w to (1.43). We denote by I˜2(w) the quintilinear operator I˜ω2 (w,w,w,w,w)
given by
I˜ω2 (w1, w2, w3, w4, w5)(x, t) :=
ˆ t
0
S(t− t′)
∑
n∈Z
einxEn(w1, w2, w3, w4)(t′)ŵ5(n, t′)dt′.
Then, for a solution w to (1.43), the equality
I2(w) = I˜2(w) (4.5)
formally holds. As a result, we can rewrite (4.2) as the following partially iterated Duhamel
formulation with cubic and quintic nonlinearities:
w = S(t)uω0 + I1(w) + I˜2(w). (4.6)
We then obtain the following fixed point problem for v = w − S(t)uω0 :
v = I1(v + S(t)uω0 ) + I˜2(v + S(t)uω0 ). (4.7)
It turns out that the quintic term I˜2(v+ S(t)uω0 ) has a better regularity property than the
original cubic resonant nonlinearity I2(v+S(t)uω0 ), which enables us to solve the fixed point
problem (4.7) for v by a contraction argument. See Remark 4.4 below. Note, however, that
in deriving the equation (4.7), we used the a priori equality (4.5), which only holds for a
solution w = S(t)uω0 + v to (4.2).
In order to overcome this issue, we use an approximation method to construct a solution
to (1.6). To be more precise, we construct a local solution u to (1.6) as a limit of a
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sequence {uN}N∈N of smooth solutions with smooth initial data uω0,N . For simplicity of the
presentation, we only consider the following frequency-truncated data:
uω0,N := πNu
ω
0 =
∑
|n|≤N
gn(ω)e
inx
in the following. Here, πN is the Dirichlet frequency projection onto the frequencies {|n| ≤
N} defined in (2.4). See Remark 4.4 (ii) for the case of smooth initial data given by
mollification as in (1.4).
Letting
gNn := 1|n|≤N · gn =
{
gn, if |n| ≤ N,
0, if |n| > N, (4.8)
we have
uω0,N (x) =
∑
n∈Z
gNn (ω)e
inx.
Define a truncated version of the random phase function Ψω in (1.45) by setting
ΨωN := |gNn1(ω)|2 − |gNn2(ω)|2 + |gNn3(ω)|2 − |gNn (ω)|2. (4.9)
We also set Ψω∞ = Ψω.
Let N ∈ N. Then, we have uω0,N ∈ C∞(T) almost surely. Hence, by Proposition 1.1
in [54], there exists a unique global-in-time solution uN to (1.6) with uN |t=0 = uω0,N .
Furthermore, by introducing the truncated random gauge transform:
wN (x, t) = J ωN (uN ) :=
∑
n∈Z
einx−it|g
N
n (ω)|2 ûN (n, t) (4.10)
with gNn in (4.8), we see that w
N satisfies a modified version of the random equation (1.43):{
i∂tw
N = ∂4xw
N +N ω1,N(wN ) +N ω2,N (wN )
w|t=0 = uω0,N ,
(4.11)
where N ω1,N (w) = N ω1,N (w,w,w) and N ω2,N (w) are defined by
N ω1,N (w1, w2, w3)(x, t) :=
∑
n∈Z
einx
∑
Γ(n)
eitΨ
ω
N (n¯)ŵ1(n1, t)ŵ2(n2, t)ŵ3(n3, t), (4.12)
N ω2,N(w)(x, t) := −
∑
n∈Z
einx
[|ŵ(n, t)|2 − |gNn (ω)|2]ŵ(n, t).
By writing (4.11) in the Duhamel formulation, we have
wN = S(t)uω0,N + Iω1,N (wN ) + Iω2,N(wN ), (4.13)
where Iω1,N (w) := Iω1,N(w,w,w) and Iω2,N (w) are defined by
Iω1,N (w1, w2, w3) := −i
ˆ t
0
S(t− t′)N ω1,N (w1, w2, w3)(t′)dt′, (4.14)
Iω2,N (w) := −i
ˆ t
0
S(t− t′)N ω2,N (w)(t′)dt′. (4.15)
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Noting that wN is almost surely a smooth solution to (4.11) with the truncated random
initial data uω0,N , we have
|ŵN (n, t)|2 − |gNn |2 =
ˆ t
0
d
dt
|ŵN (n, t′)|2dt′
= −2Re i
ˆ t
0
∑
Γ(n)
eit
′ΨωN (n¯)ŵN (n1, t
′)ŵN (n2, t′)ŵN (n3, t′)ŵN (n, t′)dt′
=: ENn (wN , wN , wN , wN )(t). (4.16)
This motivates us to define a truncated version of I˜2 by
I˜ω2,N (w1, w2,w3, w4, w5)(x, t)
:=
ˆ t
0
S(t− t′)
∑
n∈Z
einxENn (w1, w2, w3, w4)(t′)ŵ5(n, t′)dt′. (4.17)
We also set I˜ω2,N (wN ) = I˜ω2,N(wN , wN , wN , wN , wN ). Then, we can rewrite (4.13) as the
following partially iterated Duhamel formulation:
wN = S(t)uω0,N + Iω1,N (wN ) + I˜ω2,N(wN ). (4.18)
Note that while Iω2,N(w) in (4.15) corresponds to the resonant part of the nonlinearity,
only the non-resonant contribution survives in (4.16) after substituting the equation, thus
yielding a non-resonant structure in the quintic term I˜ω2,N(wN ).
In order to prove Theorem 2, we need to show that {wN}N∈N converges in some function
space and that the limit w = limN→∞wN is a distributional solution to (1.43). We now
state the crucial nonlinear estimates in our analysis. Recall from (2.5) that given N ∈
Z≥−1 = Z ∩ [−1,∞), π⊥N denotes the frequency projection operator onto the (spatial)
frequencies {|n| > N} with the understanding that π⊥−1 = Id .
Proposition 4.1. Let 0 < β, γ ≪ 1 and b > 12 be sufficiently close to 12 . Then, there exist
c, θ > 0 and small δ0 > 0 with the following property. For each 0 < δ < δ0, there exists
Ωδ ⊂ Ω with P (Ωcδ) < e−
1
δc such that for each ω ∈ Ωδ, we have
‖Iω1,N (w1, w2, w3)‖X0,b,δ ≤ Cδθ
3∏
j=1
(
〈Nj〉−β + ‖wj − S(t)π⊥Nj (uω0 )‖X−γ,b,δ
)
, (4.19)
uniformly in Nj ∈ Z≥−1, j = 1, 2, 3, and N ≥ N0(ω, δ) for some N0(ω, δ) ∈ N. Here, we
allow N =∞ as well.
Proposition 4.2. Let 0 < β, γ ≪ 1 and b > 12 be sufficiently close to 12 . Then, there exist
c, θ > 0 and small δ0 > 0 with the following property. For each 0 < δ < δ0, there exists
Ωδ ⊂ Ω with P (Ωcδ) < e−
1
δc such that for each ω ∈ Ωδ, we have
‖I˜ω2,N (w1, w2, w3, w4, w5)‖X0,b,δ
≤ Cδθ
5∏
j=1
(
〈Nj〉−β + ‖wj − S(t)π⊥Nj (uω0 )‖X−γ,b,δ
)
, (4.20)
uniformly in Nj ∈ Z≥−1, j = 1, . . . , 5, and N ≥ N0(ω, δ) for some N0(ω, δ) ∈ N. Here, we
allow N =∞ as well.
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We remark that both estimates (4.19) and (4.20) exhibit some smoothing effect. The
main reason is that both nonlinearities Iω1,N (w1, w2, w3) and I˜ω2,N(w1, w2, w3, w4, w5) possess
non-resonant structures. In the next subsection, we present the proof of Theorem 2 by
assuming Propositions 4.1 and 4.2. We present the proofs of these propositions in Sections 6
and 7. By careful analysis, we reduce these nonlinear estimates to boundedness properties
of certain random multilinear functionals of the white noise.
Remark 4.3. In deriving En(w,w,w,w) in (4.4), we made use of a key cancellation:
Re
(
iF(N ω2 (w))(n)ŵ(n)) = 0, (4.21)
i.e. the resonant part of the nonlinearity disappears in (4.4). Interestingly, a similar can-
cellation is used in the context of the modified scattering analysis of the one-dimensional
cubic nonlinear Schro¨dinger equation on the real line:
i∂tu = ∂
2
xu+ |u|2u (4.22)
with localized initial data. More precisely, if we set v(t) = eit∂
2
xu(t), then by a stationary
phase argument, (4.22) can be rewritten as
∂tv̂(ξ, t) = cit
−1|v̂(ξ, t)|2v̂(ξ, t) +R(ξ, t), ξ ∈ R, (4.23)
where c is a real constant and v̂ denotes the Fourier transform of v on the real line. The
trilinear remainder term R(ξ, t) decays (in a suitable functional framework) faster than
t−1 and therefore the principal part of the nonlinearity for analyzing long-time behavior is
given by cit−1|v̂(ξ, t)|2v̂(ξ, t), which is the analogue of the resonant part of the nonlinearity
N ω2 (w) in our problem. Note that the key cancellation in the context of (4.23) is
Re
(
it−1|v̂(ξ, t)|2v̂(ξ, t)v̂(ξ, t)
)
= 0. (4.24)
The cancellation (4.24) appears in computing ∂t|v̂(ξ, t)|2, which is the analogue of the
computation (4.4) in the context of (4.23). We point out strong similarity between (4.21)
and (4.24).
4.2. Proof of Theorem 2: the α = 0 case. In this subsection, we present the proof of
Theorem 2 for α = 0. More precisely, by applying Propositions 4.1 and 4.2 to the iterated
Duhamel formulation (4.18) we prove that, for each 0 < δ ≪ 1, there exists Ωδ ⊂ Ω with
P (Ωcδ) ≤ e−
1
δc such that for ω ∈ Ωδ, the following statements hold:
(i) The sequence {wN − S(t)uω0,N}N∈N is Cauchy in X0,
1
2
+,δ.
(ii) The limit w of wN satisfies the equation (1.43) in the distributional sense with the
white noise initial data uω0 .
(iii) The solution w is unique in the class: S(t)uω0 + B1, where B1 denotes the ball of
radius 1 in X0,
1
2
+,δ centered at the origin.
Given 0 < β, γ ≪ 1 and b > 12 sufficiently close to 12 , apply Propositions 4.1 and 4.2 and
construct a set Ωδ ⊂ Ω with P (Ωcδ) < e−
1
δc for each 0 < δ ≪ 1 such that the conclusions of
both Propositions 4.1 and 4.2 hold. In the following, we fix ω ∈ Ωδ and hence the parameter
N0(ω, δ) in Propositions 4.1 and 4.2 is a fixed number. In what follows, unless otherwise
stated, the number N and M are always assumed to be greater than N0(ω, δ).
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(i) By setting vN = wN − S(t)uω0,N , it follows from (4.13) and (4.18) that vN satisfies
vN = Iω1,N(vN + S(t)uω0,N ) + Iω2,N(vN + S(t)uω0,N )
= Iω1,N(vN + S(t)uω0,N ) + I˜ω2,N(vN + S(t)uω0,N ), (4.25)
where Iω1,N , Iω2,N and I˜ω2,N are as in (4.14), (4.15) and (4.17). Note that the second equality
holds since wN is a classical solution to (4.11).
We first claim that
‖vN‖
X
0, 12+,δ
≤ 1 (4.26)
by choosing δ > 0 sufficiently small. Indeed, by applying (4.19) and (4.20) in Proposi-
tions 4.1 and 4.2 (with Nj = −1, i.e. π⊥Nj = Id) to (4.25), we have
‖vN‖
X0,
1
2+,δ
. δθ(1 + ‖vN‖
X−γ,
1
2+,δ
)3 + δθ(1 + ‖vN‖
X−γ,
1
2+,δ
)5
≤ δθ(1 + ‖vN‖
X0,
1
2+,δ
)3 + δθ(1 + ‖vN‖
X0,
1
2+,δ
)5. (4.27)
Then by choosing δ > 0 sufficiently small, the bound (4.26) follows from (4.27) and a
standard continuity argument.
Next, we show that the sequence {vN}N∈N is a Cauchy sequence in X0, 12+,δ. By possibly
restricting to smaller δ > 0, we prove
‖vM − vN‖
X
0, 12+,δ
. N−min(β,γ) (4.28)
for any ω ∈ Ωδ and M ≥ N ≥ N0(ω, δ). The bound (4.28) shows that vN converge in
X0,
1
2
+,δ for each ω ∈ Ωδ and thus wN = vN + S(t)uω0,N converge to w = v + S(t)uω0 in
C([−δ, δ];Hs(T)), s < −12 .
We now prove (4.28). From (4.25), we have
‖vM − vN‖
X0,
1
2+,δ
≤ ‖Iω1,M (vM + S(t)uω0,M )− Iω1,N (vN + S(t)uω0,N )‖X0, 12+,δ
+ ‖I˜ω2,M (vM + S(t)uω0,M )− I˜ω2,N (vN + S(t)uω0,N )‖X0, 12+,δ . (4.29)
We first estimate the first term on the right-hand side of (4.29). From (4.12) and (4.14)
with wN = vN + S(t)uω0,N , we have
‖Iω1,M(wM )− Iω1,N(wN )‖X0, 12+,δ
≤ ‖Iω1,M (wM )− Iω1,N (wM )‖X0, 12+,δ + ‖I
ω
1,N (w
M )− Iω1,N(wN )‖X0, 12+,δ
≤ ‖Iω1,M (wM )− Iω1,N (wM )‖X0, 12+,δ + ‖I
ω
1,N (w
M − wN , wM , wM )‖
X
0, 12+,δ
+ ‖Iω1,N (wN , wM − wN , wM )‖X0, 12+,δ + ‖I
ω
1,N (w
N , wN , wM − wN )‖
X
0, 12+,δ
. (4.30)
In the following, we only treat the first two terms since the other two terms can be treated
in a similar manner. Using the trilinear structure of Iω1,L for L ∈ {M,N}, we have
Iω1,L(wM ) = Iω1,L(π⊥N
3
wM , wM , wM ) + Iω1,L(πN
3
wM , π⊥N
3
wM , wM )
+ Iω1,L(πN
3
wM , πN
3
wM , π⊥N
3
wM ) + Iω1,L(πN
3
wM , πN
3
wM , πN
3
wM ).
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The key point is to observe that it follows directly from the definitions (4.12) and (4.14)
with (4.9) that for M ≥ N
Iω1,M (πN
3
wM , πN
3
wM , πN
3
wM )− Iω1,N (πN
3
wM , πN
3
wM , πN
3
wM ) = 0.
Therefore, in order to control
‖Iω1,M (wM )− Iω1,N (wM )‖X0, 12+,δ ,
we only need to bound
‖Iω1,L(π⊥N
3
wM , wM , wM )‖
X
0, 12+,δ
,
‖Iω1,L(πN
3
wM , π⊥N
3
wM , wM )‖
X
0, 12+,δ
,
‖Iω1,L(πN
3
wM , πN
3
wM , π⊥N
3
wM )‖
X0,
1
2+,δ
for L =M and N . We only consider the first one since the others can be treated similarly.
From Proposition 4.1 and (4.26), we have
‖Iω1,L(π⊥N
3
wM , wM , wM )‖
X
0, 12+,δ
. δθ
(
N−β + ‖π⊥N
3
vM‖
X
−γ, 12+,δ
)(
1 + ‖vM‖
X
−γ, 12+,δ
)2
. δθ
(
N−β +N−γ‖vM‖
X
0, 12+,δ
)
. δθN−min(β,γ),
where we used the fact that wN = vN + S(t)uω0,N . Therefore, we obtain
‖Iω1,M (wM )− Iω1,N(wM )‖X0, 12+,δ . δ
θN−min(β,γ).
Next, we proceed with estimating the second term on the right-hand side of (4.30):
‖Iω1,N (wM − wN , wM , wM )‖X0, 12+,δ
≤ ‖Iω1,N (vM − vN + S(t)π⊥Nuω0 , vN + S(t)uω0,N , vN + S(t)uω0,N )‖X0, 12+,δ
+ ‖Iω1,N (S(t)π⊥Muω0 , vN + S(t)uω0,N , vN + S(t)uω0,N )‖X0, 12+,δ . (4.31)
By applying Proposition 4.1 to (4.31) with N1 = N or M and N2 = N3 = −1, we obtain
‖Iω1,N (wM − wN , wM , wM )‖X0, 12+,δ
. δθ
(
N−β + ‖vM − vN‖
X−γ,
1
2+,δ
)(
1 + ‖vM‖
X−γ,
1
2+,δ
)2
. δθ
(
N−β + ‖vM − vN‖
X−γ,
1
2+,δ
)
. (4.32)
Similarly, we can estimate the second term on the right-hand side of (4.29) by applying
Proposition 4.2 and obtain
‖I˜ω2,M (wM )− I˜ω2,N (wN )‖X0, 12+,δ
. δθ
(
N−min(β,γ) + ‖vM − vN‖
X
0, 12+,δ
)
. (4.33)
Putting (4.29), (4.32), and (4.33) together, we obtain
‖vM − vN‖
X0,
1
2+,δ
≤ CδθN−min(β,γ) + Cδθ‖vN − vM‖
X0,
1
2+,δ
.
Therefore, by choosing δ > 0 sufficiently small, we obtain (4.28).
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(ii) Next, we show that the limit w = v + S(t)uω0 satisfies the Duhamel formulation (4.2):
w = S(t)uω0 + I1(w) + I2(w), (4.34)
in the distributional sense, locally in time. We first recall the following definition of the
Fourier-Lebesgue spaces FLs,p(T). Given s ∈ R and 1 ≤ p ≤ ∞, define the Fourier-
Lebesgue space FLs,p(T) by the norm:
‖f‖FLs,p(T) := ‖〈n〉sf̂(n)‖ℓpn(Z).
Then, it is easy to see that the white noise uω0 in (1.10) (with α = 0) almost surely belongs
to FLs,p(T) if and only if sp < −1 with the understanding that s < 0 when p =∞.
Given 0 < δ ≪ 1, let ω ∈ Ωδ. Then, it follows from Lemma 2.711 that the truncated ran-
dom linear solution S(t)uω0,N converges to S(t)u
ω
0 in C([−δ, δ];FL−ε,∞(T)) for any ε > 0.
The residual part vN converges to v in X0,
1
2
+,δ, and hence in C([−δ, δ];L2(T)). Putting
together, we see that wN converges to w in C([−δ, δ];FL−ε,∞(T)). Hence, from the def-
initions (4.1) and (4.15) of I2 and I2,N , we conclude that I2,N (wN ) converges to I2(w)
in C([−δ, δ];FL−3ε,∞(T)). On the other hand, from (4.30), we see that that I1,N (wN )
converges to I1(w) in X0, 12+,δ. Together with the convergence of wN to w, we have shown
that each term in the truncated Duhamel formulation (4.13) converges to the corresponding
term in (4.34). Recalling that wN satisfies (4.13), we conclude that w is a solution to the
Duhamel formulation (4.34) in the distributional sense.
In Step (i), we already showed that w satisfies the iterated formulation (4.5). Thus, as
a byproduct, we have verified that
I2(w) = I˜2(w),
for the solution w constructed in Step (i).
(iii) Lastly, we turn to the uniqueness issue. Given 0 < δ ≪ 1, fix ω ∈ Ωδ. Let w =
S(t)uω0+v be the solution to (4.2) with the white noise initial data u
ω
0 constructed in Steps (i)
and (ii). Suppose that there exists another solution w˜ to (4.2) of the form w˜ = S(t)uω0 + v˜
for some v˜ ∈ B1 ⊂ X0, 12+,δ. Since such w˜ is also a solution to (1.43), by repeating the
argument in Subsection 4.1, we see that w˜ satisfies the iterated Duhamel formulation (4.6):
w˜ = S(t)uω0 + I1(w˜) + I˜2(w˜).
Then, by repeating the argument in Step (i) with Propositions 4.1 and 4.2, we obtain
‖v − v˜‖
X
0, 12+,δ
≤ Cδθ‖v − v˜‖
X
0, 12+,δ
≤ 1
2
‖v − v˜‖
X
0, 12+,δ
for δ > 0 sufficiently small, yielding v = v˜ in X0,
1
2
+,δ. This proves uniqueness in the class
S(t)uω0 +B1.
This completes the proof of Theorem 2 when α = 0.
Remark 4.4. (i) By a continuity argument, we can easily upgrade the uniqueness of w in
S(t)uω0 +B1 to uniqueness of w in the class
S(t)uω0 +X
0, 1
2
+,δ
11Note that Lemma 2.7 appears in the proof of Propositions 4.1 and 4.2 (see also Lemma A.3) and thus
we may assume that the conclusion of Lemma 2.7 holds on the set Ωδ constructed in Step (i).
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See Remark 2.9 in [18]. By inverting the random gauge transform J ω in (1.41), we then
obtain uniqueness of u in the class
Z(uω0 ) +X
0, 1
2
+,δ
−,ω
where Z is as in (1.11) and X
0, 1
2
+,δ
−,ω is the local-in-time version of the random Fourier
restriction norm space X
0, 1
2
+
−,ω defined in (A.2).
(ii) Let uω0,m = u
ω
0 ∗ ρm be the regularization of the white noise uω0 by mollification via a
mollification kernel ρm in (1.4). Denote by wm the solution to the gauged equation (1.43)
with wm|t=0 = uω0,m. Then, by proceeding as above,12 one can easily establish convergence
of wm to w˜ in the class S(t)u
ω
0 + B1, satisfying (4.2). Then, by the uniqueness proved in
Step (iii) above, we conclude that w = w˜. This proves independence of the mollification
kernel.
5. Global well-posedness and invariance of the white noise measure
In this section, we extend the local solutions constructed in Theorem 2 to global solutions
and prove invariance of the white noise measure (1.7) with α = 0 under the flow of the
renormalized 4NLS (1.6). The main ingredient is Bourgain’s invariant measure argument [5,
6].
5.1. Invariance of the white noise measure under the truncated 4NLS. In this
section, we will denote the white noise measure by µ. For fixed ε > 0, µ is a measure on
H−
1
2
−ε(T), defined as the pushforward of P under the map from (Ω,F , P ) to H− 12−ε(T)
(equipped with the Borel σ-algebra) given by
ω 7−→ uω0 =
∑
n∈Z
gn(ω)e
inx.
Given N ∈ N, we also define the finite-dimensional white noise measure µN on EN =
span
{
einx, |n| ≤ N} as the pushforward of P under the map from (Ω,F , P ) to EN given
by ω 7→ πNuω0 , where πN is the Dirichlet projector onto the frequencies {|n| ≤ N} defined
in (2.4).
Consider the frequency-truncated version of the renormalized 4NLS (1.6):{
i∂tu
N = ∂4xu
N + πN (N (uN ))
uN (x, 0) = πNu0(x) ∈ EN ,
(5.1)
where N (u) denotes the renormalized nonlinearity in (1.16). It is easy to see that the
solution uN to (5.1) exists globally in time. Let Θ˜N (t) denote the flow map for (5.1). By
the Liouville theorem, we see that the truncated white noise measure µN is invariant under
Θ˜N (t). Following [13], we also consider the extension of (5.1) to infinite dimensions, where
the higher modes evolve according to linear dynamics:{
i∂tu
N = ∂4xu
N + πN (N (πNuN ))
uN (x, 0) = u0(x) ∈ H− 12−ε(T).
(5.2)
12Here, our assumption that the symbol ρ̂m ≡ 1 on [−c0m, c0m] for some c0 > 0, independent of m ∈ N
provides a simplification of the argument as compared to a general mollification kernel.
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Let ΘN (t) denote the flow map for (5.2). Then, we have
ΘN (t) = Θ˜N (t)πN + S(t)π
⊥
N ,
where π⊥N = Id−πN . Denoting by E⊥N the orthogonal complement of EN in H−
1
2
−ε(T), let
µ⊥N be the white noise measure on E
⊥
N (i.e. the image measure under the map: ω 7→ π⊥Nuω0 ).
Note that µ⊥N is invariant along the linear flow on E
⊥
N (this is a consequence of the invariance
of complex-valued Gaussians under rotations). Therefore, by writing
dµ = dµN ⊗ dµ⊥N ,
we conclude the following invariance of µ under ΘN (t).
Lemma 5.1. For each t ∈ R, the white noise measure µ is invariant under the flow map
ΘN (t) on H−
1
2
−ε(T).
5.2. Almost sure global well-posedness. By using the invariance of the white noise
measure for (5.2) (Lemma 5.1) and a PDE approximation argument, we have the follow-
ing lemma, guaranteeing long time existence with large probability for the renormalized
4NLS (1.6).
Lemma 5.2. There exist small 0 < ε < ε1 ≪ 1 and β > 0 such that given any small κ > 0
and T > 0, there exists a measurable set Σκ,T ⊂ H− 12−ε(T) such that (i) µ(Σcκ,T ) < κ and
(ii) for any u0 ∈ Σκ,T , there exists a (unique) solution
u ∈ Z(u0) + C([−T, T ];L2(T)) ⊂ C([−T, T ];H− 12−ε(T))
to the renormalized 4NLS (1.6) with u|t=0 = u0, where Z is defined in (1.11). Furthermore,
given any large N ≫ 1, we have∥∥∥u(t)−ΘN (t)(u0)∥∥∥
C([−T,T ]:H−12−ε1 (T))
. C(κ, T )N−β ,
where ΘN (t) denotes the flow map for (5.2).
For the uniqueness statement, see Remark 4.4 (i).
Proof. Once we have almost sure local well-posedness (Theorem 2), the proof of Lemma 5.2
is by now standard. In the following, we only sketch key parts of the argument and refer
to [5, 6, 15, 60, 61] for further details.
Given a solution uN to (5.2), we define wN = J ωN (uN ) as in the proof of Theorem 2,
where J ωN denotes the truncated random gauge transform in (4.10). Namely, we have
wN (x, t) =
∑
n∈Z
einx−it|g
N
n (ω)|2 ûN (n, t),
where gNn is as in (4.8). The key observation is that convergence properties of w
N in a
Fourier lattice13 can be directly converted to convergence properties of uN . ForM > N ≥ 1,
write
wM −wN = (πMwM − πNwN)+ π⊥MwM − π⊥NwN .
13Namely, in a space where a norm depends only on the sizes of the Fourier coefficients. For example,
Hs(T) and FLs,p(T).
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The convergence of (πMw
M − S(t)uω0,M )− (πNwN − S(t)uω0,N ) can be shown exactly as in
the proof of Theorem 2, locally in time, i.e. in X0,
1
2
+,δ ⊂ C([−δ, δ];L2(T)), which yields
convergence of πMw
M − πNwN in C([−δ, δ];H− 12−ε(T)). On the other hand, the second
and third terms decay like N−β for some β > 0 thanks to the high frequency projections.
The remaining part of the argument leading to the proof of Lemma 5.2 is contained in
[5, 6, 15, 60, 61]. In particular, see the proof of Proposition 3.5 in [60] for details in a
setting analogous to our work. 
Once we have Lemma 5.2, the desired almost sure global well-posedness follows from
the Borel-Cantelli lemma. Given κ > 0, let Tj = 2
j and κj =
κ
2j
, j ∈ N. By applying
Lemma 5.2, construct a set Σκj ,Tj and set
Σκ :=
∞⋂
j=1
Σκj ,Tj . (5.3)
Then, we have µ(Σcκ) < κ and for any u0 ∈ Σκ, there exists a unique global-in-time solution
to the renormalized 4NLS (1.6) with u|t=0 = u0. Finally, set
Σ :=
∞⋃
n=1
Σ 1
n
.
Then, we have µ(Σc) = 0 and for any u0 ∈ Σ, there exists a unique global-in-time solution
to the renormalized 4NLS (1.6) with u|t=0 = u0. This proves almost sure global well-
posedness.
5.3. Invariance of the white noise measure. Let Θ(t) be the flow map for the renor-
malized 4NLS (1.6) defined on the set Σ of full probability constructed above. Our goal
here is to show that ˆ
Σ
F
(
Θ(t)(u)
)
dµ(u) =
ˆ
Σ
F (u)dµ(u) (5.4)
for any F ∈ L1(H− 12−ε(T), dµ) and any t ∈ R. By a density argument, it suffices to
prove (5.4) for continuous and bounded F .
Fix t ∈ R. By Lemma 5.1, we haveˆ
Σ
F
(
ΘN (t)(u)
)
dµ(u) =
ˆ
Σ
F (u)dµ(u). (5.5)
Fix small δ > 0. The boundedness of F implies that for any sufficiently small κ > 0, we
have ∣∣∣∣∣
ˆ
Σcκ
F
(
Θ(t)(u)
)
dµ(u)
∣∣∣∣∣+
∣∣∣∣∣
ˆ
Σcκ
F
(
ΘN (t)(u)
)
dµ(u)
∣∣∣∣∣ < δ, (5.6)
where Σκ is as in (5.3). Fix one such κ > 0. Then, by Lemma 5.2, we have
‖Θ(t)(u)−ΘN (t)(u)‖
H−
1
2−ε
≤ C(κ, t)N−β
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for any u ∈ Σκ and sufficiently large N ≫ 1. Hence, by continuity of F , we have∣∣∣∣∣
ˆ
Σκ
F
(
Θ(t)(u)
)
dµ(u)−
ˆ
Σκ
F
(
ΘN (t)(u)
)
dµ(u)
∣∣∣∣∣ < δ, (5.7)
for any sufficiently large N ≫ 1. Combining (5.5), (5.6), and (5.7) and taking δ → 0, we
obtain (5.4).
5.4. Proof of Theorem 1. The proof of Theorem 1 follows from the arguments presented
in the proofs of Theorems 2 and 3.
6. Nonlinear estimate I: non-resonant part
In this section, we present the proof of Proposition 4.1.
6.1. Probabilistic estimates. We begin by presenting several probabilistic estimates that
will be used to prove Proposition 4.1. The proofs of these lemmas are presented in Appen-
dix A.
We first recall some notations. Let η ∈ C∞c (R) be a smooth non-negative cutoff function
supported on [−2, 2] with η ≡ 1 on [−1, 1]. Recall from (1.19), (2.6), and (4.9) that
Γ(n) = {(n1, n2, n3) ∈ Z3 : n = n1 − n2 + n3 and n1, n3 6= n},
Φ(n¯) = Φ(n1, n2, n3, n) = n
4
1 − n42 + n43 − n4,
ΨωN (n¯) = |gNn1(ω)|2 − |gNn2(ω)|2 + |gNn3(ω)|2 − |gNn (ω)|2. (6.1)
where gNn is as in (4.8). Given s, b ∈ R and δ > 0, the following random functionals Ss,b,δj,N ,
j = 1, 2, 3, play an important role in the proof of Proposition 4.1 (and also in the proof of
Proposition 4.2 presented in Section 7):
Ss,b,δ1,N (f) =
∥∥∥∥∥ ∑
n1∈Z
(n1,n2,n3)∈Γ(n)
f̂(n1)
η̂
δ
(τ +Φ(n¯)− |gNn1 |2)
〈n2〉s〈n3〉s〈n〉2s〈τ〉b
∥∥∥∥∥
ℓ2n,n2,n3
L2τ
(6.2)
(observe that there is at most one term in the n1 summation),
Ss,b,δ2,N (f1, f2) =
∥∥∥∥∥ ∑
n1,n2∈Z
(n1,n2,n3)∈Γ(n)
f̂1(n1)f̂2(n2)
× η̂δ (τ +Φ(n¯)− |g
N
n1
|2 + |gNn2 |2)
〈n3〉s〈n〉2s〈τ〉b
∥∥∥∥∥
ℓ2n,n3
L2τ
, (6.3)
Ss,b,δ3,N (f1, f2, f3) =
∥∥∥∥∥∑
Γ(n)
f̂1(n1)f̂2(n2)f̂3(n3)
× η̂δ (τ +Φ(n¯)− |g
N
n1
|2 + |gNn2 |2 − |gNn3 |2)
〈n〉2s〈τ〉b
∥∥∥∥∥
ℓ2nL
2
τ
. (6.4)
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In the following, we will take f1, f2, f3 as the white noise
f1 = f2 = f3 = u
ω
0 =
∑
n∈Z
gn(ω)e
inx, (6.5)
or its frequency truncated version (projected onto high frequencies)
π⊥Nj (u
ω
0 ) =
∑
|n|>Nj
gn(ω)e
inx.
For simplicity of notations, we set14
Ss,b,δ1,N (ω) := S
s,b,δ
1,N (π
⊥
N1
(uω0 )), (6.6)
Ss,b,δ2,N (ω) := S
s,b,δ
2,N (π
⊥
N1
(uω0 ), π
⊥
N2
(uω0 )), (6.7)
Ss,b,δ3,N (ω) := S
s,b,δ
3,N (π
⊥
N1
(uω0 ), π
⊥
N2
(uω0 ), π
⊥
N3
(uω0 )), (6.8)
for N1, N2, N3 ∈ Z≥−1 (recall our convention: π⊥−1 = Id). With the notations defined above,
we have the following tail estimates for these random functionals.
Lemma 6.1. Let s < 0, b < 12 , and β > 0 such that s and β are sufficiently close to 0
and b is sufficiently close to 12 . Then, there exist c, κ > 0 and small δ0 > 0 such that the
following statements holds.
(i) We have
P
({
ω ∈ Ω : sup
N∈N
sup
N1∈Z≥−1
〈N1〉β|Ss,b,δ1,N (ω)| > δκ
})
< e−
1
δc
for any 0 < δ < δ0.
(ii) Let k = 2, 3. Given 0 < δ < δ0, define the sets Ak by
Ak :=
{
ω ∈ Ω : there exists N0 = N0(ω, δ) ∈ N such that
sup
N≥N0
sup
Nj∈Z≥−1
j=1,··· ,k
( k∏
j=1
〈Nj〉β
)
|Ss,b,δk,N (ω)| ≤ δκ
}
.
Then, we have
P (Ack) < e−
1
δc
for any 0 < δ < δ0.
Given N ∈ N ∪ {∞}, we introduce a random version Xs,b+ (ω,N) of the Xs,b-space:
‖u‖
X
s,b
+ (ω,N)
= ‖〈n〉s〈τ + n4 + |gNn (ω)|2〉bû(n, τ)‖ℓ2nL2τ
with the understanding that g∞n = gn. By slightly losing spatial regularity, we can control
the random Xs,b-norm by the standard Xσ,b-norm (with σ > s) uniformly in u ∈ Xσ,b.
14Strictly speaking, we should denote the dependence of Ss,b,δj,N (ω) on the parameters N1, N2, and N3.
For simplicity of the presentation, however, we suppress such dependence unless it plays an important role.
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Lemma 6.2. Let σ > s and b > 0. Then, for each K > 0, there exists a set ΩK ⊂ Ω with
P (ΩcK) < Ce
−cK 1b such that
sup
N∈N∪{∞}
‖u‖
X
s,b
+ (ω,N)
. (1 +K)‖u‖Xσ,b
In particular, by choosing K = δ−ε for some small ε > 0, there exists a set Ωδ ⊂ Ω with
P (ΩcK) < Ce
− 1
δc such that
sup
N∈N∪{∞}
‖u‖
X
s,b
+ (ω,N)
. δ−ε‖u‖Xσ,b
uniformly in u ∈ Xσ,b, for any 0 < δ ≪ 1.
For the proofs of Lemmas 6.1 and 6.2, see Appendix A. In the next subsection, we prove
Proposition 4.1, assuming these lemmas.
6.2. Proof of Proposition 4.1. For j = 1, 2, 3, let zj = S(t)π
⊥
Nj
(uω0 ) and set vj = wj−zj .
Then, by the linear estimate (Lemma 2.3), it suffices to construct Ωδ ⊂ Ω with P (Ωcδ) <
e−
1
δc such that for each ω ∈ Ωδ, we have, for some s < 0 sufficiently close to 0,
‖N ω1,N (v1 + z1, v2 + z2, v3 + z3)‖X0,− 12+,δ ≤ Cδ
θ
3∏
j=1
(
〈Nj〉−β + ‖vj‖
X
s
2 ,
1
2+,δ
)
(6.9)
uniformly in Nj ∈ Z≥−1, j = 1, 2, 3, and N ≥ N0(ω, δ) for some N0(ω, δ) ∈ N. By the
definition (2.2) of the local-in-time space, the estimate (6.9) follows once we prove
‖η
δ
(t) · N ω1,N (v˜1 + z1, v˜2 + z2, v˜3 + z3)‖X0,− 12+ ≤ Cδ
θ
3∏
j=1
(
〈Nj〉−β + ‖v˜j‖
X
s
2 ,
1
2+
)
(6.10)
for any extension v˜j of vj (restricted to the time interval [−δ, δ]) onto R, j = 1, 2, 3. For
simplicity of notations, we denote the extension v˜j by vj in the following.
By duality, we have
LHS of (6.10) = sup
‖a‖
X
0, 12−
≤1
∣∣∣∣ˆ
T×R
η
δ
(t) · N ω1,N (v1 + z1, v2 + z2, v3 + z3)a(x, t)dxdt
∣∣∣∣, (6.11)
where η
δ
is as in (2.3). By (4.12) and expanding the product, we write the double integral
in (6.11) as15ˆ
R
η
δ
(t)
∑
n
∑
Γ(n)
eitΨ
ω
N (n¯)
[
v̂1(n1)v̂2(n2)v̂3(n3)â(n)
+ 1|n1|>N1(n1)e
−itn41gn1 v̂2(n2)v̂3(n3)â(n) + similar terms
+
( 2∏
j=1
1|nj |>Nj
)
e−it(n
4
1−n42)gn1gn2 v̂3(n3)â(n) + similar terms
+
( 3∏
j=1
1|nj |>Nj
)
e−it(n
4
1−n42+n43)gn1gn2gn3 â(n)
]
dt
=: I + II + III + IV,
15Here and in the following, we suppress the time dependence.
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where the term I consists of the term with all three factors given by vj’s, II consists of the
terms with one factor of zj and two factors of vj ’s, III consists of the terms with two factors
of zj ’s and one factor of vj, and IV consists of the term with all three factors given by zj ’s.
• Estimate on I . Define
b(j)n = e
itn4+it|gNn |2〈n〉sv̂j(n) and an = eitn4+it|gNn |2〈n〉2sâ(n), (6.12)
essentially representing the Fourier transforms of the ungauged interaction representations
of vj and a. Then, we have
I =
ˆ
R
η
δ
(t)
∑
n
∑
Γ(n)
eitΨ
ω
N (n¯)v̂1(n1)v̂2(n2)v̂3(n3)â(n) dt
=
∑
n
∑
Γ(n)
1
〈n1〉s〈n2〉s〈n3〉s〈n〉2s
ˆ
R
(
η
δ
(t)e−itΦ(n¯)
)
b(1)n1 b
(2)
n2 b
(3)
n3
an dt.
By Parseval’s identity in the t variable, we have
I =
∑
n
∑
Γ(n)
1
〈n1〉s〈n2〉s〈n3〉s〈n〉2s
ˆ
R
η̂
δ
(τ +Φ(n¯))F(b(1)n1 b
(2)
n2 b
(3)
n3
an)(−τ)dτ.
By Cauchy-Schwarz inequality, we have
I .
(∑
n
∑
Γ(n)
1
〈n1〉2s〈n2〉2s〈n3〉2s〈n〉4s
∥∥∥∥ η̂δ(τ +Φ(n¯))〈τ〉 12−
∥∥∥∥2
L2τ
) 1
2
×
(∑
n
∑
Γ(n)
∥∥∥〈τ〉 12−F(b(1)n1 b(2)n2 b(3)n3 an)(τ)∥∥∥2
L2τ
) 1
2
. (6.13)
By Lemma 2.4 with (2.3), we have∥∥∥∥ η̂δ (τ − Φ(n¯))〈τ〉 12−ε
∥∥∥∥
L2τ
.
(ˆ
δ2
〈τ〉1−2εδ〈τ − Φ(n¯)〉dτ
) 1
2
.
δ
1
2
〈Φ(n¯)〉 12−2ε
(6.14)
for any small ε > 0. Then, by (6.14) and Lemma 2.1 , we can bound the first factor of (6.13)
by (∑
n
∑
Γ(n)
1
〈n1〉2s〈n2〉2s〈n3〉2s〈n〉4s
δ
〈Φ(n¯)〉1−
) 1
2
. δ
1
2 , (6.15)
provided that s < 0 is sufficiently close to 0. Next, we consider the second factor of (6.13).
By Lemma 2.5, we have∑
n
∑
Γ(n)
∥∥∥〈τ〉 12−F(b(1)n1 b(2)n2 b(3)n3 an)(τ)∥∥∥2
L2τ
=
∑
n
∑
Γ(n)
∥∥∥b(1)n1 b(2)n2 b(3)n3 an∥∥∥2
H
1
2−
.
∑
n
∑
n1,n2,n3
∥∥b(1)n1 ∥∥2H 12+∥∥b(2)n2 ∥∥2H 12+∥∥b(3)n3 ∥∥2H 12+∥∥an∥∥2H 12−
=
(∑
n
∥∥an∥∥2
H
1
2−
) 3∏
j=1
(∑
nj
∥∥b(j)nj ∥∥2H 12+
)
. (6.16)
4NLS WITH WHITE NOISE INITIAL DATA 45
By (6.12), Plancherel’s identity, and Lemma 6.2, we have that∑
n
∥∥b(j)n ∥∥2H 12+ =∑
n
∥∥〈n〉seitn4+it|gNn |2 v̂j(n)∥∥2
H
1
2+
=
∑
n
〈n〉2s∥∥〈τ + n4 + |gNn |2〉 12+v̂j(n, τ)∥∥2L2τ
= ‖vj‖2
X
s, 12+
+ (ω,N)
. δ−ε‖vj‖2
X
s
2 ,
1
2+
(6.17)
and ∑
n
∥∥an∥∥2
H
1
2−
= ‖a‖2
X
2s, 12+
+ (ω,N)
. δ−ε‖a‖2
X0,
1
2+
for small ε > 0, outside an exceptional set of probability < Ce−
1
δc . Collecting estimates
(6.13), (6.15), (6.16), and (6.17), we obtain
I (ω) . δ
1
2
−
3∏
j=1
‖vj‖
X
s
2 ,
1
2+
outside an exceptional set of probability < Ce−
1
δc .
• Estimate on II. Without loss of generality, we may assume II has only one term:
II =
ˆ
R
η
δ
(t)
∑
n
∑
Γ(n)
eitΨ
ω
N (n¯)
[
1
|n1|>N1
e−itn
4
1gn1 v̂2(n2)v̂3(n3)â(n)
]
dt.
With b
(j)
n and an as in (6.12), Parseval’s identity yields
II =
∑
n
∑
Γ(n)
1
|n1|>N1
gn1
〈n2〉s〈n3〉s〈n〉2s
ˆ
R
η̂
δ
(τ +Φ(n¯)− |gNn1 |2)F(b
(2)
n2 b
(3)
n3
an)(−τ)dτ.
By Cauchy-Schwarz inequality in τ and then in n, n2, n3, we have
II ≤
∥∥∥∥∥ ∑
n1
(n1,n2,n3)∈Γ(n)
1
|n1|>N1
gn1
〈n2〉s〈n3〉s〈n〉2s
η̂
δ
(τ +Φ(n¯)− |gNn1 |2)
〈τ〉 12−
∥∥∥∥∥
ℓ2n,n2,n3
L2τ
×
∥∥∥〈τ〉 12−F(b(2)n2 b(3)n3 an)(τ)∥∥∥
ℓ2n,n2,n3
L2τ
. S
s, 1
2
−,δ
1,N (ω)
∥∥∥∥∥b(2)n2 b(3)n3 an∥∥
H
1
2−
τ
∥∥∥
ℓ2n,n2,n3
.
where Ss,b,δ1,N (ω) is defined in (6.6). Proceeding as in (6.16) and (6.17), we arrive at
II ≤ Ss,
1
2
−,δ
1,N (ω)‖v2‖
X
s, 12+
+ (ω,N)
‖v3‖
X
s, 12+
+ (ω,N)
‖a‖
X
2s, 12−
+ (ω,N)
,
Then, by applying Lemmas 6.1 and 6.2, we conclude that there exist small θ, β > 0 and
s < 0 close to 0 such that
II(ω) . δθ〈N1〉−β
3∏
j=2
‖vj‖
X
s
2 ,
1
2+
outside an exceptional set of probability < Ce−
1
δc .
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• Estimate on III. Without loss of generality, we assume that III has the following form:
III =
ˆ
R
η
δ
(t)
∑
n
∑
Γ(n)
eitΨ
ω
N (n¯)e−it(n
4
1−n42)χ1,2 · gn1gn2 v̂3(n3)â(n)dt
where χ1,2 :=
∏2
j=1 1|nj |>Nj . By Parseval’s identity as before, we have
III =
∑
n
∑
Γ(n)
χ1,2 · gn1gn2
〈n3〉s〈n〉2s
ˆ
R
η̂
δ
(τ +Φ(n¯)− |gNn1 |2 + |gNn2 |2)
〈τ〉 12−
(
〈τ〉 12−F(b(3)n3 an)(−τ)
)
dτ,
where b
(3)
n and an are as in (6.12). By Cauchy-Schwarz inequality and proceeding as before
we obtain
III ≤
∥∥∥∥∥ ∑
n1,n2
(n1,n2,n3)∈Γ(n)
χ1,2 · gn1gn2
η̂
δ
(τ +Φ(n¯)− |gNn1 |2 + |gNn2 |2)
〈n3〉s〈n〉2s〈τ〉 12−
∥∥∥∥∥
ℓ2n,n3
L2τ
×
∥∥∥〈τ〉 12−F(b(3)n3 an)(τ)∥∥∥
ℓ2n,n3
L2τ
. S
s, 1
2
−,δ
2,N (ω)‖v3‖
X
s, 12+
+ (ω,N)
‖a‖
X
2s, 12−
+ (ω,N)
where Ss,b,δ2,N (ω) is defined in (6.7). Then, by applying Lemmas 6.1 and 6.2 we conclude that
there exist small θ, β > 0 and s < 0 close to 0 such that
III(ω) . δθ
( 2∏
j=1
〈N1〉−β
)
‖v3‖
X
s
2 ,
1
2+
outside an exceptional set of probability < Ce−
1
δc .
• Estimate on IV. Lastly, we consider IV. We have
IV =
ˆ
R
η
δ
(t)
∑
n
∑
Γ(n)
eitΨ
ω
N (n¯)e−it(n
4
1−n42+n43)χ1,2,3 · gn1gn2gn3 â(n)dt
=
∑
n
∑
Γ(n)
χ1,2,3 · gn1gn2gn3
〈n〉2s
ˆ
R
η
δ
(t)eit(Ψ
ω
3,N (n¯)−Φ(n¯))andt,
where χ1,2,3 :=
∏3
j=1 1|nj |>Nj , Ψ
ω
N is as in (4.9), and Ψ3,N := |gNn1 |2 − |gNn2 |2 + |gNn3 |2. By
applying Parseval’s identity and Cauchy-Schwarz inequality as before, we have
IV =
∑
n
∑
Γ(n)
χ1,2,3 · gn1gn2gn3
〈n〉2s
ˆ
R
η̂
δ
(τ +Φ(n¯)−Ψω3,N (n¯))ân(τ)dτ
≤
∥∥∥∥∥∑
Γ(n)
χ1,2,3 · gn1gn2gn3
η̂
δ
(τ +Φ(n¯)−Ψω3,N (n¯))
〈n〉2s〈τ〉 12−
∥∥∥∥∥
ℓ2nL
2
τ
∥∥∥‖an‖
H
1
2−
∥∥∥
ℓ2n
≤ Ss,
1
2
−,δ
3,N (ω)‖a‖
X
2s, 12−
+ (ω,N)
,
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where Ss,b,δ3,N (ω) is defined in (6.8). Then, by applying Lemmas 6.1 and 6.2 we conclude that
there exist small θ, β > 0 and s < 0 close to 0 such that
IV(ω) . δθ
3∏
j=1
〈N1〉−β
outside an exceptional set of probability < Ce−
1
δc .
This completes the proof of Proposition 4.1.
7. Nonlinear estimate II: resonant part
This section is devoted to the proof of Proposition 4.2. Recall from (4.16) and (4.17)
that
I˜ω2,N(w1, w2, w3, w4, w5)(x, t) =
ˆ t
0
S(t− t′)
∑
n∈Z
einxENn (w1, w2, w3, w4)(t′)ŵ5(n, t′)dt′,
where
ENn (w1, w2, w3, w4)(t) = −2Re i
ˆ t
0
∑
Γ(n)
eit
′ΨωN (n¯)ŵ1(n1, t
′)ŵ2(n2, t′)ŵ3(n3, t′)ŵ4(n, t′)dt′.
Given wj , let vj = wj − S(t)π⊥Nj (uω0 ). Then, we denote by v˜j an extension of vj (viewed
as a function on the time interval [−δ, δ]) and set
w˜j = S(t)π
⊥
Nj
(uω0 ) + v˜j.
Let s < 0 < β be sufficiently close to 0. By the linear estimate (Lemma 2.3) and the
definition (2.2) of the local-in-time space, it suffices to construct Ωδ ⊂ Ω with P (Ωcδ) < e−
1
δc
such that for each ω ∈ Ωδ, we have∥∥∥∥χδ(t)∑
n∈Z
einxENn (w˜1, w˜2, w˜3, w˜4)(t)̂˜w5(n, t)∥∥∥∥
X
0,− 12+
≤ Cδθ
5∏
j=1
(
〈Nj〉−β + ‖v˜j‖
X
s
2 ,
1
2+
)
(7.1)
for any extension v˜j of vj , j = 1, . . . , 5, uniformly in Nj ∈ Z≥−1, j = 1, . . . , 5, and
N ≥ N0(ω, δ) for some N0(ω, δ) ∈ N. For simplicity of notations, we denote v˜j (and
w˜j , respectively) by vj (and wj , respectively) in the following. We also suppress the time
dependence when it is clear from the context.
By the (continuous) trivial embedding L2(T × R) = X0,0 ⊂ X0,− 12+ and Ho¨lder’s in-
equality, we have
LHS of (7.1) .
∥∥∥∥χδ(t)(∑
n∈Z
|ENn (w1, w2, w3, w4)(t)ŵ5(n, t)|2
) 1
2
∥∥∥∥
L2t
. δ
1
2 sup
t∈[−δ,δ]
(∑
n∈Z
|ENn (w1, w2, w3, w4)(t)ŵ5(n, t)|2
) 1
2
.
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Therefore, in order to prove Proposition 4.2, it suffices to prove
sup
t∈[−δ,δ]
(∑
n∈Z
|ENn (w1, w2, w3, w4)(t)ŵ5(n, t)|2
) 1
2
≤ Cδ− 12+
5∏
j=1
(
〈Nj〉−β + ‖vj‖
X
s
2 ,
1
2+
)
(7.2)
with large probability, where vj is given by
vj = wj − S(t)π⊥Nj (uω0 ).
Step (i): Elimination of w5. With s < 0 close to 0, we have(∑
n∈Z
|ENn (w1, w2, w3, w4)ŵ5(n)|2
) 1
2
≤
(∑
n∈Z
〈n〉−2s|ENn (w1, w2, w3, w4)|2
) 1
2
· sup
n
∣∣〈n〉s1|n|>N5gn(ω)∣∣
+
(∑
n∈Z
〈n〉−2s|ENn (w1, w2, w3, w4)|2
) 1
2
· sup
n
|〈n〉sv̂5(n)|. (7.3)
By applying Lemma 2.7 with ε = − s2 > 0, we conclude that
sup
n
∣∣〈n〉s1|n|>N5gn(ω)∣∣ ≤ 〈N5〉 s2 δ0−, (7.4)
outside an exceptional set of probability < Ce−
1
δc . We also have
sup
t∈[−δ,δ]
sup
n
|〈n〉sv̂5(n, t)| . ‖v5‖
Xs,
1
2+
. (7.5)
Therefore, we conclude from (7.3), (7.4), and (7.5) that, in order to prove (7.2), it suffices
to show the following estimate:
sup
t∈[−δ,δ]
(∑
n∈Z
〈n〉−2s|ENn (w1, w2, w3, w4)|2
) 1
2
≤ Cδ− 12+
4∏
j=1
(
〈Nj〉−β + ‖vj‖
X
s
2 ,
1
2+
)
(7.6)
outside an exceptional set of probability < Ce−
1
δc , uniformly in Nj ∈ Z≥−1, j = 1, . . . , 5,
and N ≥ N0(ω, δ) for some N0(ω, δ) ∈ N.
Step (ii) Smoothing effect. In the remaining part of this section, we present the proof
of (7.6). By expanding the product of
ŵj(nj, t) = v̂j(nj , t) + e
−itn4j1|nj |>Njgnj ,
we can bound the left-hand side of (7.6) (without the supremum in time) by∥∥∥∥〈n〉−s ˆ t
0
∑
Γ(n)
eit
′ΨωN (n¯)ŵ1(n1, t
′)ŵ2(n2, t′)ŵ3(n3, t′)ŵ4(n, t′)dt′
∥∥∥∥
ℓ2n
. A+B + C +D + E, (7.7)
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where A, B, C, D, and E are given by
A :=
∥∥∥∥〈n〉−s ˆ t
0
∑
Γ(n)
eit
′(ΨωN (n¯)−Φ(n¯))χ1,2,3.4 · gn1gn2gn3gndt′
∥∥∥∥
ℓ2n
,
B :=
∥∥∥∥〈n〉−2s ˆ t
0
∑
Γ(n)
eit
′(Ψω3,N (n¯)−Φ(n¯))χ1,2,3 · gn1gn2gn3b(4)n dt′
∥∥∥∥
ℓ2n
+ similar terms,
C :=
∥∥∥∥∥
ˆ t
0
∑
Γ(n)
eit
′(Ψω2,N (n¯)−Φ(n¯))
〈n3〉s〈n〉2s χ1,2 · gn1gn2b
(3)
n3
b
(4)
n dt
′
∥∥∥∥∥
ℓ2n
+ similar terms,
D :=
∥∥∥∥∥
ˆ t
0
∑
Γ(n)
eit
′(|gNn1 |2−Φ(n¯))
〈n2〉s〈n3〉s〈n〉2sχ1 · gn1b
(2)
n2 b
(3)
n3
b
(4)
n dt
′
∥∥∥∥∥
ℓ2n
+ similar terms,
E :=
∥∥∥∥∥
ˆ t
0
∑
Γ(n)
e−it
′Φ(n¯)
〈n1〉s〈n2〉s〈n3〉s〈n〉2s b
(1)
n1
b
(2)
n2 b
(3)
n3
b
(4)
n dt
′
∥∥∥∥∥
ℓ2n
.
Here, b
(j)
n is as in (6.12),
χ
1,...,k
=
k∏
j=1
1|nj |>Nj , k = 1, . . . , 4,
and
Ψωk,N(n¯) =
k∑
j=1
(−1)j+1|gNnj |2, k = 2, 3.
In view of the restriction of the time variable onto [−δ, δ], we may freely insert the cutoff
functions χ
δ
(t) and η
δ
(t) in evaluating the terms A, B, C, D, and E. In the following, we
prove (7.6) by estimating each term on the right-hand side of (7.7).
(ii.1) Estimate on A. Fix κ, ε > 0 small. By applying Lemma 2.7, we have
|gn(ω)| . δ−
κ
2 〈n〉ε (7.8)
outside an exceptional set of probability < Ce−
1
δc . Then, for such ω, we split A(ω) into
two parts:
A(ω) = A1(ω) +A2(ω),
where A1(ω) denotes the contribution from the case nmax . δ
−κ. Namely, we have
A1(ω) :=
∥∥∥∥〈n〉−sχδ(t)ˆ t
0
∑
Γ(n)
1nmax.δ−κe
it′(ΨωN (n¯)−Φ(n¯))χ1,2,3.4 · gn1gn2gn3gndt′
∥∥∥∥
ℓ2n
.
Note that if max(N1, N2, N3, N4)≫ δ−κ, then we have A1(ω) = 0. Otherwise, using (7.8),
we have
A1(ω) . δ
1+sκ−Cκ
4∏
j=1
〈Nj〉−1
for some C > 0. This yields (7.6).
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Next, we consider A2(ω). Since nmax ≫ δ−κ, we have |gn(ω)| . δ−κ2 〈n〉ε ≪ n
1
2
+ε
max . Then,
it follows from Lemma 2.1 and (6.1), we have
|ΨωN (n¯)− Φ(n¯)| ∼ 〈Φ(n¯)〉 (7.9)
for (n1, n2, n3) ∈ Γ(n). Thus, from (7.8), (7.9), and Lemma 2.1, we obtain
A2(ω) =
∥∥∥∥〈n〉−s∑
Γ(n)
eit(Ψ
ω
N (n¯)−Φ(n¯)) − 1
ΨωN (n¯)− Φ(n¯)
χ1,2,3.4 · gn1gn2gn3gn
∥∥∥∥
ℓ2n
. δ−2κ
( 4∏
j=1
〈Nj〉−β
)∥∥∥∥∑
Γ(n)
n4β+4ε−smax
〈Φ(n¯)〉 χ1,2,3.4
∥∥∥∥
ℓ2n
. δ−2κ
( 4∏
j=1
〈Nj〉−β
)∥∥∥∥∑
Γ(n)
1
n2−4β−4ε+smax (n − n1)(n − n3)
∥∥∥∥
ℓ2n
. δ−2κ
4∏
j=1
〈Nj〉−β ,
provided that ε, β,−s > 0 are sufficiently small. This yields (7.6).
(ii.2) Estimate on B. Without loss of generality, we may assume that B consists only of
one term:
B =
∥∥∥∥〈n〉−2s ˆ t
0
∑
Γ(n)
eit
′(Ψω3,N (n¯)−Φ(n¯))χ1,2,3 · gn1gn2gn3b(4)n dt′
∥∥∥∥
ℓ2n
.
To exploit the oscillatory nature of the time integral, we rewrite the above integral asˆ
R
η
δ
(t′)
∑
Γ(n)
eit
′(Ψω3,N (n¯)−Φ(n¯))χ1,2,3 · gn1gn2gn3
(
1[0,t](t
′)b(4)n (t′)
)
dt′,
where η
δ
is as in (2.3). Then, by Parseval’s identity, the above expression is∑
Γ(n)
χ1,2,3 · gn1gn2gn3
ˆ
R
η̂
δ
(τ +Φ(n¯)−Ψω3,N (n¯))Ft(1[0,t]b(4)n )(−τ)dτ
=
∑
Γ(n)
χ1,2,3 · gn1gn2gn3
ˆ
R
η̂
δ
(τ +Φ(n¯)−Ψω3,N (n¯))
〈τ〉 12−
×
(
〈τ〉 12−Ft(1[0,t]b(4)n )(−τ)
)
dτ.
Therefore, by Cauchy-Schwarz inequality in the τ variable and Lemma 2.6, we have
B ≤
∥∥∥∥∑
Γ(n)
χ1,2,3 · gn1gn2gn3
η̂
δ
(τ +Φ(n¯)−Ψω3,N (n¯))
〈n〉2s〈τ〉 12−
∥∥∥∥
ℓ2nL
2
τ
∥∥∥‖1[0,t](t′)b(4)n (t′)‖
H
1
2−
t′
∥∥∥
ℓ∞n
. S
s, 1
2
−,δ
3,N (ω)
∥∥∥‖b(4)n ‖
H
1
2−
t
∥∥∥
ℓ∞n
,
where Ss,b,δ3,N (ω) is defined in (6.8). Then, proceeding as in (6.17), we obtain
B(ω) . S
s, 1
2
−,δ
3,N (ω)‖v4‖
X
s, 12−
+ (ω,N)
. (7.10)
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Finally, by applying Lemmas 6.1 and 6.2 to (7.10), we obtain the desired estimate (7.6) for
the term B outside an exceptional set of probability < Ce−
1
δc .
(ii.3) Estimate on C. Without loss of generality, we assume that C consists only of one
term:
C =
∥∥∥∥∥
ˆ
R
∑
Γ(n)
η
δ
(t′)
eit
′(Ψω2,N (n¯)−Φ(n¯))
〈n3〉s〈n〉2s χ1,2 · gn1gn2
(
1[0,t](t
′)b(3)n3 (t
′)b(4)n (t′)
)
dt′
∥∥∥∥∥
ℓ2n
.
By Parseval’s identity, we have
C =
∥∥∥∥∥∑
Γ(n)
χ1,2 · gn1gn2
ˆ
R
η̂
δ
(τ +Φ(n¯)−Ψω2,N (n¯))
〈n3〉s〈n〉2s〈τ〉 12−
×
(
〈τ〉 12−Ft(1[0,t]b(3)n3 b
(4)
n )(−τ)
)
dτ
∥∥∥∥∥
ℓ2n
.
By Cauchy-Schwarz inequality in τ and n3 followed by Ho¨lder’s inequality in n, we have
C ≤
∥∥∥∥∥ ∑
n1,n2
(n1,n2,n3)∈Γ(n)
χ1,2 · gn1gn2
η̂
δ
(τ +Φ(n¯)−Ψω2,N (n¯))
〈n3〉s〈n〉2s〈τ〉 12−
∥∥∥∥∥
ℓ2n,n3
L2τ
× sup
n∈Z
∥∥∥‖1[0,t](t′)b(3)n3 (t′)b(4)n (t′)‖
H
1
2−
t′
∥∥∥
ℓ2n3
. (7.11)
As for the second factor of (7.11), by applying Lemma 2.6 and then Lemma 2.5 and pro-
ceeding as in (6.17), we have
sup
n∈Z
∥∥∥‖1[0,t](t′)b(3)n3 (t′)b(4)n (t′)‖
H
1
2−
t′
∥∥∥
ℓ2n3
.
∥∥∥‖b(3)n3 ‖H 12+‖b(4)n ‖H 12+∥∥∥ℓ2n,n3
. ‖v3‖
X
s, 12+
+ (ω,N)
‖v4‖
X
s, 12+
+ (ω,N)
. (7.12)
Therefore, from (7.11) and (7.12), we obtain
C(ω) . S
s, 1
2
−,δ
2,N (ω)‖v3‖
X
s, 12+
+ (ω,N)
‖v4‖
X
s, 12+
+ (ω,N)
, (7.13)
where Ss,b,δ2,N (ω) is defined in (6.7). Finally, by applying Lemmas 6.1 and 6.2 to (7.13), we
obtain the desired estimate (7.6) for the term C outside an exceptional set of probability
< Ce−
1
δc .
(ii.4) Estimate on D. Without loss of generality, we assume that D has only one term:
D =
∥∥∥∥∥
ˆ t
0
∑
Γ(n)
η
δ
(t′)
eit
′(|gNn1 |2−Φ(n¯))
〈n2〉s〈n3〉s〈n〉2sχ1 · gn1
(
1[0,t](t
′)b(2)n2 (t′)b
(3)
n3
(t′)b(4)n (t′)
)
dt′
∥∥∥∥∥
ℓ2n
.
52 T. OH, N. TZVETKOV, AND Y. WANG
Proceeding as before with Parseval’s identity and Ho¨lder’s inequality, we have
D ≤
∥∥∥∥∥ ∑
n1∈Z
(n1,n2,n3)∈Γ(n)
χ1 · gn1
η̂
δ
(τ +Φ(n¯)− |gNn1 |2)
〈n2〉s〈n3〉s〈n〉2s〈τ〉 12−
∥∥∥∥∥
ℓ2n,n2,n3
L2τ
× sup
n∈Z
∥∥∥‖1[0,t](t′)b(2)n2 (t′)b(3)n3 (t′)b(4)n (t′)‖
H
1
2−
t′
∥∥∥
ℓ2n2,n3
.
Then, by estimating the the second factor as in (7.12) with Lemmas 2.5 and 2.6, we obtain
D(ω) . S
s, 1
2
−,δ
1,N (ω)
4∏
j=2
‖vj‖
X
s, 12+
+ (ω,N)
, (7.14)
where Ss,b,δ1,N (ω) is defined in (6.6). Finally, by applying Lemmas 6.1 and 6.2 to (7.14), we
obtain the desired estimate (7.6) for the term D outside an exceptional set of probability
< Ce−
1
δc .
(ii.5) Estimate on E. We have
E =
∥∥∥∥∥
ˆ t
0
∑
Γ(n)
η
δ
(t′)
e−it
′Φ(n¯)
〈n1〉s〈n2〉s〈n3〉s〈n〉2s
(
1[0,1](t
′)b(1)n1 (t
′)b(2)n2 (t′)b
(3)
n3
(t′)b(4)n (t′)
)
dt′
∥∥∥∥∥
ℓ2n
.
Proceeding as before with Parseval’s identity and Ho¨lder’s inequality, we have
E ≤ sup
n∈Z
∥∥∥∥∥ η̂δ (τ +Φ(n¯))〈n1〉s〈n2〉s〈n3〉s〈n〉2s〈τ〉 12−
∥∥∥∥∥
ℓ2
Γ(n)
L2τ
×
∥∥∥‖1[0,t](t′)b(1)n1 (t′)b(2)n2 (t′)b(3)n3 (t′)b(4)n (t′)‖
H
1
2−
t′
∥∥∥
ℓ2
n,Γ(n)
, (7.15)
where the ℓ2Γ(n)-norm is defined by
‖fn1,n2,n3‖ℓ2
Γ(n)
=
( ∑
(n1,n2,n3)∈Γ(n)
|fn1,n2,n3 |2
) 1
2
.
By Lemma 2.4 followed by Lemma 2.1, we can bound the first factor on the right-hand side
of (7.15) by
sup
n∈Z
∥∥∥∥∥ δη̂(δ(τ − Φ(n¯)))〈n1〉s〈n2〉s〈n3〉s〈n〉2s〈τ〉 12−
∥∥∥∥∥
ℓ2n1,n2,n3
L2τ
. sup
n∈Z
∥∥∥∥∥ δ
1
2
n5smax〈τ〉
1
2
−〈τ − Φ(n¯)〉 12
∥∥∥∥∥
ℓ2
Γ(n)
L2τ
∼ δ 12
( ∑
(n1,n2,n3)∈Γ(n)
1
n10smax〈Φ(n¯)〉1−
)1
2
. 1,
provided that s < 0 is sufficiently close to 0. The second factor on the right-hand side
of (7.15) can be estimated as in (7.12) with Lemmas 2.5 and 2.6. Therefore, we obtain
E(ω) .
4∏
j=1
‖vj‖2
X
s, 12+
+ (ω,N)
.
4NLS WITH WHITE NOISE INITIAL DATA 53
Finally, by applying Lemma 6.2 to (7.16), we obtain the desired estimate (7.6) for the term
E outside an exceptional set of probability < Ce−
1
δc .
This completes the proof of Proposition 4.2.
Appendix A. Further probabilistic estimates
In this appendix, we state and prove crucial probabilistic estimates. These probabilistic
estimates play an important role in establishing Propositions 4.1 and 4.2. In Subsection A.3,
we present the proof of Lemma 2.11.
In the following, {gn}n∈Z denotes a sequence of independent standard complex-valued
Gaussian random variables. In particular, we have
E
[
gkn g
ℓ
m
]
= δkℓδnm · k! (A.1)
for any k, ℓ ∈ Z≥0 and n,m ∈ Z. The identity (A.1) easily follows from a computation with
the moment generating function for the chi-square distribution of degree 2 (i.e. |gn|2 =
(Re gn)
2 + (Im gn)
2).
A.1. Random Xs,b-space. Given N ∈ N ∪ {∞}, set gNn = 1|n|≤N · gn as in (4.8) with the
understanding that 1|n|≤N ≡ 1 when N =∞. Then, we define random versions Xs,b+ (ω,N)
and Xs,b− (ω,N) of the X
s,b-space by the norm:
‖u‖
X
s,b
± (ω,N)
=
∥∥〈n〉s〈τ + n4 ± |gNn (ω)|2〉bû(n, τ)∥∥ℓ2nL2τ . (A.2)
When N = ∞, we simply set Xs,b±,ω = Xs,b± (ω,∞). The following lemma shows that the
random Xs,b-norm is controlled by the standard Xs,b-norm in (2.1) with large probability.
Lemma A.1. Let η ∈ S(R) be a Schwartz function in time and u ∈ Xs,b with s ∈ R and
b > 0. Then, there exists C > 0 such that∥∥∥∥ sup
N∈N∪{∞}
‖ηu‖
X
s,b
± (ω,N)
∥∥∥∥
Lp(Ω)
≤ Cpb+2‖u‖Xs,b (A.3)
for all p ≥ 2, where the constant is independent of u. As a consequence, there exist c, C > 0
such that
P
(
sup
N∈N∪{∞}
‖ηu‖
X
s,b
± (ω,N)
> K‖u‖Xs,b
)
≤ Ce−K
1
b+2 ‖u‖−
1
b+2
Xs,b (A.4)
for any K > 0.
We present the proof of Lemma A.1 at the end of this subsection. While the tail esti-
mate (A.4) holds for each fixed u ∈ Xs,b, Lemma A.1 does not provide a uniform control
in u ∈ Xs,b and hence is not useful in the proof of the main nonlinear estimates (Proposi-
tions 4.1 and 4.2). By slightly losing spatial regularity, however, we can control the random
Xs,b-norm by the standard Xσ,b-norm (with σ > s) uniformly in u ∈ Xσ,b. See Lemma 6.2
above.
Lemma A.2. Let σ > s and b > 0. Then, for each K > 0, there exists a set ΩK ⊂ Ω with
P (ΩcK) < Ce
−cK 1b such that
sup
N∈N∪{∞}
‖u‖
X
s,b
± (ω,N)
. (1 +K)‖u‖Xσ,b (A.5)
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uniformly in u ∈ Xσ,b.
Proof. Fix ε > 0 sufficiently small such that
σ ≥ s+ 2bε.
By Lemma 2.7, there exists ΩK with P (Ω
c
K) < Ce
−cK 1b such that
〈τ + n4 ± |gNn (ω)|2〉b . 〈τ + n4〉b + |gNn (ω)|2b
. 〈τ + n4〉b +K〈n〉2bε.
This implies that
sup
N∈N∪{∞}
‖u‖
X
s,b
± (ω,N)
. ‖u‖Xs,b +K‖u‖Xσ,0
for each ω ∈ ΩK , uniformly in u ∈ Xσ,b. Then, the desired estimate (A.5) follows from the
monotonicity of the Xs,b-norm in s and b. 
We now present the proof of Lemma A.1.
Proof of Lemma A.1. Trivially, we have
sup
N∈N∪{∞}
‖ηu‖
X
s,b
± (ω,N)
≤ ‖ηu‖Xs,b + ‖ηu‖Xs,b± (ω,∞).
Since the multiplication by a smooth cutoff function η is bounded inXs,b, the estimate (A.3)
follows once we prove ∥∥∥‖ηu‖
X
s,b
±,ω
∥∥∥
Lp(Ω)
≤ Cpb+2‖u‖Xs,b . (A.6)
The tail estimate (A.4) follows from applying Lemma 2.9 to (A.3).
Let v(t) = S(−t)u(t) denote the interaction representation of u and set an(τ) = v̂(n, τ).
Then, we have
F(ηu)(n, τ) =
ˆ
R
η̂(τ1 + n
4)an(τ − τ1)dτ1. (A.7)
From the definition (A.2), (A.7), and the triangle inequality 〈τ〉b . 〈τ1〉b + 〈τ − τ1〉b for
b ≥ 0, we have
‖ηu‖2
X
s,b
±,ω
=
∑
n
ˆ
R
〈n〉2s〈τ〉2b|F(ηu)(n, τ − n4 ∓ |gn|2)|2dτ
=
∑
n
ˆ
R
〈n〉2s〈τ〉2b
∣∣∣∣ ˆ
R
η̂(τ1 ∓ |gn|2)an(τ − τ1)dτ1
∣∣∣∣2dτ
.
∑
n
ˆ
R
〈n〉2s
∣∣∣∣ˆ
R
〈τ1〉bη̂(τ1 ∓ |gn|2)an(τ − τ1)dτ1
∣∣∣∣2dτ
+
∑
n
ˆ
R
〈n〉2s
∣∣∣∣ ˆ
R
η̂(τ1 ∓ |gn|2)〈τ − τ1〉ban(τ − τ1)dτ1
∣∣∣∣2dτ
=: I + II. (A.8)
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Before proceeding further, we claim the following inequality:
Eb(τ) :=
(
E
[
〈τ〉bp|η̂(τ ∓ |gn|2)|p
]) 1p
≤ C(b)p
b+2
〈τ〉2 . (A.9)
We first use this estimate to bound I and II in (A.8). We present the proof of (A.9) at the
end of this proof.
By Minkowski’s integral inequality, (A.9), and Young’s inequality, we have
E
[
I
p
2
]
≤
(∑
n
ˆ
R
〈n〉2s
∣∣∣∣ ˆ
R
Eb(τ1)|an(τ − τ1)|dτ1
∣∣∣∣2dτ) p2
. p(b+2)p
(∑
n
〈n〉2s
ˆ
R
|an(τ)|2dτ
) p
2
= p(b+2)p‖u‖p
Xs,0
. (A.10)
Similarly, we have
E
[
II
p
2
]
≤
(∑
n
ˆ
R
〈n〉2s
∣∣∣∣ˆ
R
E0(τ1)〈τ − τ1〉b|an(τ − τ1)|dτ1
∣∣∣∣2dτ) p2
. p2p
(∑
n
〈n〉2s
ˆ
R
〈τ〉2b|an(τ)|2dτ
) p
2
. p2p‖u‖Xs,b . (A.11)
Hence, (A.6) follows from (A.8), (A.10), and (A.11).
It remains to prove (A.9). By the triangle inequality:
〈τ〉 . 〈τ ∓ |gn|2〉+ |gn|2
and using the rapid decay of η̂ ∈ S(R), we have
∥∥〈τ〉bη̂(τ ∓ |gn|2)|∥∥Lp(Ω) ≤ 〈τ〉−2∥∥〈τ〉b+2η̂(τ ∓ |gn|2)∥∥Lp(Ω)
. 〈τ〉−2(1 + ‖gn‖2(b+2)L2(b+2)p(Ω)) . pb+2〈τ〉2 ,
yielding (A.9). This completes the proof of Lemma A.1. 
A.2. Key tail estimates. In the following, we present the proof of the key tail estimates
(Lemma 6.1) in establishing crucial nonlinear estimates (Propositions 4.1 and 4.2). Given
s, b ∈ R, δ > 0, and N ∈ N, we recall the definitions of Ss,b,δj,N , j = 1, 2, 3, from (6.2), (6.3),
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and (6.4) (expressed in slightly different forms via Taylor expansions):
Ss,b,δ1,N (f) =
∥∥∥∥∥ ∑
n1∈Z
(n1,n2,n3)∈Γ(n)
f̂(n1)
η̂
δ
(τ +Φ(n¯)− |gNn1 |2)
〈n2〉s〈n3〉s〈n〉2s〈τ〉b
∥∥∥∥∥
ℓ2n,n2,n3
L2τ
, (A.12)
Ss,b,δ2,N (f1, f2) =
∥∥∥∥∥
∞∑
k1,k2=0
∑
n1,n2∈Z
(n1,n2,n3)∈Γ(n)
f̂1(n1)f̂2(n2)
×
2∏
j=1
|gNnj |2kj
kj !
· ∂
k1+k2 η̂
δ
(τ +Φ(n¯))
〈n3〉s〈n〉2s〈τ〉b
∥∥∥∥∥
ℓ2n,n3
L2τ
,
Ss,b,δ3,N (f1, f2, f3) =
∥∥∥∥∥
∞∑
k1,k2,k3=0
∑
Γ(n)
f̂1(n1)f̂2(n2)f̂3(n3)
×
3∏
j=1
|gNnj |2kj
kj !
· ∂
k1+k2+k3 η̂
δ
(τ +Φ(n¯))
〈n〉2s〈τ〉b
∥∥∥∥∥
ℓ2nL
2
τ
.
Here, η ∈ C∞c (R) denotes a smooth non-negative cutoff function supported on [−2, 2] with
η ≡ 1 on [−1, 1], and the notations Γ(n), Φ(n¯), and ΨωN (n¯) are as in (1.19), (2.6), and (4.9),
respectively. We also recall that there is only one term in the summation over n1 in (A.12).
For simplicity of notations, we set
Ss,b,δ1,N (ω) := S
s,b,δ
1,N (π
⊥
N1
(uω0 )),
Ss,b,δ2,N (ω) := S
s,b,δ
2,N (π
⊥
N1
(uω0 ), π
⊥
N2
(uω0 )),
Ss,b,δ3,N (ω) := S
s,b,δ
3,N (π
⊥
N1
(uω0 ), π
⊥
N2
(uω0 ), π
⊥
N3
(uω0 )),
where uω0 is the white noise in (6.5) and π
⊥
Nj
denotes the frequency projection onto the
frequencies {|n| > Nj} as in (2.5) with the convention that π⊥−1 = Id. With the no-
tations defined above, we have the following tail estimates for these random functionals
(Lemma 6.1).
Lemma A.3. Let s < 0 , b < 12 , and β > 0 such that s and β are sufficiently close to 0
and b is sufficiently close to 12 . Then, there exist c, κ > 0 and small δ0 > 0 such that the
following statements holds.
(i) We have
P
({
ω ∈ Ω : sup
N∈N
sup
N1∈Z≥−1
〈N1〉β|Ss,b,δ1,N (ω)| > δκ
})
< e−
1
δc (A.13)
for any 0 < δ < δ0.
(ii) Let k = 2, 3. Given 0 < δ < δ0, define the sets Ak by
Ak :=
{
ω ∈ Ω : there exists N0 = N0(ω, δ) ∈ N such that
sup
N≥N0
sup
Nj∈Z≥−1
j=1,··· ,k
( k∏
j=1
〈Nj〉β
)
|Ss,b,δk,N (ω)| ≤ δκ
}
.
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Then, we have
P (Ack) < e−
1
δc (A.14)
for any 0 < δ < δ0.
Proof. In the following, we take s < 0 and β > 0 both sufficiently close to 0 and b < 12
sufficiently close to 12 .
We first prove (A.13). Fix K ≫ 1. Given small ε > 0, it follows from Lemma 2.7 that
there exists ΩK ⊂ Ω with
P (ΩcK) ≤ e−cK
2
(A.15)
such that we have
|gNn (ω)| ≤ K〈n〉ε (A.16)
for any ω ∈ ΩK , any n ∈ Z, and any N ∈ N. We separately consider the following two
cases:
(i) n
1
2
max . K and (ii) n
1
2
max ≫ K,
where nmax is as in (3.11). Suppose that n
1
2
max . K. By crudely estimating the contribution
in this case with (A.16), N1 < |n1| . K2, and η̂δ(τ) = δη̂(δτ), we have
sup
N∈N
sup
N1∈Z≥−1
〈N1〉β |Ss,b,δ1,N (ω)| . K1−8s+2β+2ε
∥∥∥∥1nmax.K η̂δ(τ +Φ(n¯)− |gNn1(ω)|2)〈τ〉b
∥∥∥∥
ℓ2n,n2,n3
L2τ
. K1−8s+2β+2ε
∥∥∥∥1nmax.K δ〈τ〉bδ 12−b+ε〈τ +Φ(n¯)− |gNn1(ω)|2〉 12−b+ε
∥∥∥∥
ℓ2n,n2,n3
L2τ
. δ
1
2
+b−εK4−8s+2β+2ε ≪ δ 12+b−εK5, (A.17)
provided that K ≫ 1 and s, β, and ε are all sufficiently close to 0.
Next, we consider the case n
1
2
max ≫ K. In this case, we have∣∣Φ(n¯)− |gNn1(ω)|2∣∣ ∼ |Φ(n¯)|
uniformly for any ω ∈ ΩK , n¯ = (n1, n2, n3, n) ∈ Z4, and N ∈ N. Then, by Lemma 2.4, we
have ∥∥∥∥ η̂δ (τ +Φ(n¯)− |gNn1(ω)|2)〈τ〉b
∥∥∥∥
L2τ
.
(ˆ
δ2
〈τ〉2bδ2b〈τ +Φ(n¯)− |gNn1(ω)|2〉2b
dτ
) 1
2
.
δ1−b
〈Φ(n¯)− |gNn1(ω)|2〉2b−
1
2
∼ δ
1−b
〈Φ(n¯)〉2b− 12
(A.18)
for b < 12 sufficiently close to
1
2 . Hence, from (A.18) and Lemma 2.1, we have
sup
N∈N
sup
N1∈Z≥−1
〈N1〉β |Ss,b,δ1,N (ω)|
. δ1−bK
∥∥∥∥1(n1,n2,n3)∈Γ(n) · 1|n1|≥N1 〈n1〉β
n4b−1+4s−εmax 〈n− n1〉2b− 12 〈n− n3〉2b− 12
∥∥∥∥
ℓ2n,n2,n3
. δ1−bK, (A.19)
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provided that s, β, and ε are all sufficiently close to 0 and that b < 12 is sufficiently close
to 12 . Hence, by choosing K = δ
− c
2 for some small c > 0, the bound (A.13) follows from
(A.15), (A.17), and (A.19).
Let us now turn to the proof of (A.14) for k = 2. We have
Ss,b,δ2,N (ω) =
∥∥∥∥∥
∞∑
k1,k2=0
∑
n1,n2∈Z
(n1,n2,n3)∈Γ(n)
χ1,2
2∏
j=1
|gNnj |2kjg∗nj
kj!
∂k1+k2 η̂
δ
(τ +Φ(n¯))
〈n3〉s〈n〉2s〈τ〉b
∥∥∥∥∥
ℓ2n,n3
L2τ
,
where g∗nj is as in (2.14) and χ1,2 =
∏2
j=1 1|nj |>Nj . By Minkowski’s integral inequality and
Lemma 2.11 with (2.3), we have
‖Ss,b,δ2,N ‖Lp(Ω) ≤ pδ
∞∑
k1,k2=0
(Cpδ)k1+k2
∥∥∥∥χ1,2 ∂k1+k2 η̂(δ(τ +Φ(n¯)))〈n3〉s〈n〉2s〈τ〉b
∥∥∥∥
ℓ2
n,Γ(n¯)
L2τ
. (A.20)
We separately consider the following two cases:
(i) 〈τ〉 & |Φ(n¯)| and (ii) 〈τ〉 ≪ |Φ(n¯)|.
First, suppose that 〈τ〉 & |Φ(n¯)|. By Plancherel’s identity with (3.21), we have
δ
1
2
∥∥∂kη̂(δ(τ +Φ(n¯)))∥∥
L2τ
≤ Ck (A.21)
for any k ∈ Z≥0. Then, from (A.20), (A.21), Lemma 2.1, and choosing p = δ−θ for some
θ > 0 such that Cpδ < 1 as in (3.23), we obtain
‖Ss,b,δ2,N ‖Lp(Ω) ≤ pδ
1
2 〈N1〉−2β〈N2〉−2β
∞∑
k1,k2=0
(Cpδ)k1+k2
×
(∑
n∈Z
∑
Γ(n)
〈n1〉4β〈n2〉4β
〈n3〉2s〈n〉4sn4bmax(n− n1)2b(n− n3)2b
) 1
2
≤ Cpδ 12 〈N1〉−2β〈N2〉−2β , (A.22)
provided that s and β are all sufficiently close to 0 and that b < 12 is sufficiently close to
1
2 .
Next, we consider the case 〈τ〉 ≪ |Φ(n¯)|. By Hausdorff-Young’s inequality, we have∥∥∂kη̂(δ(τ +Φ(n¯)))∥∥
L∞τ
≤ ∥∥(−it)kη(t)∥∥
L1t
≤ Ck,∥∥δ(τ +Φ(n¯))∂k η̂(δ(τ +Φ(n¯)))∥∥
L∞τ
≤ ∥∥∂t((−it)kη(t))∥∥L1t ≤ Ck
for any k ≥ 0. By interpolating the two estimates above, we have∥∥δ 12 (τ +Φ(n¯)) 12∂kη̂(δ(τ +Φ(n¯)))∥∥
L∞τ
≤ Ck (A.23)
for any k ≥ 0. Then, from (A.23), Lemma 2.1 and choosing p = δ−θ as above, we obtain
‖Ss,b,δ2,N ‖Lp(Ω) ≤ pδ
1
2 〈N1〉−2β〈N2〉−2β
∞∑
k1,k2=0
(Cpδ)k1+k2
×
∥∥∥∥χ1,2 〈n1〉4β〈n2〉4β〈n3〉s〈n〉2s|Φ(n¯)| 12−ε〈τ〉b+ε
∥∥∥∥
ℓ2
n,Γ(n¯)
L2τ
≤ Cpδ 12 〈N1〉−2β〈N2〉−2β , (A.24)
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provided that s, β, and ε are all sufficiently close to 0 and that b < 12 is sufficiently close
to 12 such that b+ ε >
1
2 . By applying Chebyshev’s inequality with (A.22) and (A.24) and
choosing λ = Cp2δ
1
2 with p = δ−θ, we obtain
P
(
〈N1〉β〈N2〉β |Ss,b,δ2,N,N1,N2 | > λ
)
≤ 1〈N1〉βp〈N2〉βpC
pλ−pppδ
p
2
=
1
〈N1〉βp〈N2〉βp e
−p ln p =
1
〈N1〉βp〈N2〉βp e
− 1
δc . (A.25)
Here, we added subscripts N1 and N2 in S
s,b,δ
2,N,N1,N2
to show its dependence on N1 and N2
explicitly. Now, by summing (A.25) over N1, N2 ∈ Z≥−1 we obtain
P
(
sup
Nj∈Z≥−1
j=1,2
〈N1〉β〈N2〉β |Ss,b,δ2,N,N1,N2 | > δ
1
2
−2θ
)
≤ Ce− 1δc
for any 0 < δ < δ0, where δ0 > 0 is defined by βδ
−θ
0 = 1.
Let M ≥ N ≥ 1. Then, by slightly modifying the computation above with the defini-
tion (4.8) of gNn and Minkowski’s inequality (on the ℓ
2
n,n3
L2τ -norm), we also have
‖Ss,b,δ2,M,N1,N2 − S
s,b,δ
2,N,N1,N2
‖Lp(Ω) ≤ Cpδ
1
2N−β〈N1〉−2β〈N2〉−2β ,
since we must have nmax ≥ N to have a non-zero contribution to the left-hand side above.
This shows that
{
Ss,b,δ2,N,N1,N2
}
N∈N forms a Cauchy sequence in L
p(Ω) for any p ≥ 1 and
converges to some limit Ss,b,δ2,∞,N1,N2 , satisfying
‖Ss,b,δ2,∞,N1,N2 − S
s,b,δ
2,N,N1,N2
‖Lp(Ω) ≤ Cpδ
1
2N−β〈N1〉−2β〈N2〉−2β
and
P
(
sup
Nj∈Z≥−1
j=1,2
〈N1〉β〈N2〉β |Ss,b,δ2,∞,N1,N2 | > δ
1
2
−2θ
)
≤ Ce− 1δc (A.26)
for any 0 < δ < δ0.
By repeating the computation in (A.25), we then obtain
P
(
sup
Nj∈Z≥0
j=1,2
〈N1〉β〈N2〉β |Ss,b,δ2,∞,N1,N2 − S
s,b,δ
2,N,N1,N2
| > δ 12−2θ
)
≤ C
Nβp
e−
1
δc (A.27)
for any 0 < δ < δ0 (by possibly making δ0 smaller but independent of N ∈ N). Given ℓ ∈ N
sufficiently large, by choosing ℓ = δ2θ−
1
2 , it follows from (A.27) that
∞∑
N=1
P
(
sup
Nj∈Z≥0
j=1,2
〈N1〉β〈N2〉β |Ss,b,δ2,∞,N1,N2 − S
s,b,δ
2,N,N1,N2
| > 1
ℓ
)
≤
∞∑
N=1
C(ℓ)
Nβp
<∞,
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since βp > 1. Therefore, we conclude from the Borel-Cantelli lemma that there exists Ωℓ
with P (Ωℓ) = 1 such that for each ω ∈ Ωℓ, there exists N0 = N0(ω) ∈ N such that
sup
Nj∈Z≥0
j=1,2
〈N1〉β〈N2〉β|Ss,b,δ2,∞,N1,N2 − S
s,b,δ
2,N,N1,N2
| ≤ 1
ℓ
for any N ≥ N0. By setting Σ =
⋂∞
ℓ=1 Ωℓ, we have P (Σ) = 1. This shows that, as N →∞,
Ss,b,δ2,N,N1,N2 converges almost surely to S
s,b,δ
2,∞,N1,N2 with respect to the metric:
d(fN1,N2 , gN1,N2) := sup
Nj∈Z≥−1
j=1,2
〈N1〉β〈N2〉β|fN1,N2 − gN1,N2 |.
Combining this almost sure convergence with (A.26), we obtain (A.14) when k = 2.
The proof of (A.14) for k = 3 follows in an analogous manner and hence we omit
details. 
A.3. Proof of Lemma 2.11. We conclude this appendix by presenting the proof of
Lemma 2.11.
First, we consider the case |A| = 1. By Stirling’s formula: k! ∼ √k(k
e
)k
, there exist
C0, C > 0 such that
(2k + 1)!
(k!)2
≤ Ck0
√
k ≤ Ck (A.28)
for any k ∈ Z≥0. Hence, the desired estimate (2.15) follows from the Wiener chaos estimate
(Lemma 2.8), (A.1), and (A.28).
The proof when |A| ≥ 2 follows in a similar manner, using an estimate such as (A.28).
In the following, we only present the proof when |A| = 3, namely, A = {1, 2, 3}, since the
proof for the case |A| = 2 follows in an analogous manner. In this case, by the Wiener
chaos estimate (Lemma 2.8) with (2.12), we have
‖Σn‖Lp(Ω) ≤ (p− 1)k+
3
2 ‖Σn‖L2(Ω). (A.29)
In the following, we estimate ‖Σn‖L2(Ω). From (2.13), we have
‖Σn‖L2(Ω) =
1
k1!k2!k3!
∥∥∥∥∥ ∑
(n1,n2,n3)∈Γ(n)
∑
(n˜1,n˜2,n˜3)∈Γ(n)
ck¯n1,n2,n3c
k¯
n˜1,n˜2,n˜3
×
3∏
j=1
|gnj |2kjg∗nj
3∏
j˜=1
|gn˜
j˜
|2kjg∗
n˜
j˜
∥∥∥∥∥
L2(Ω)
. (A.30)
Recall from (A.1) that under the conditions n2 6= n1, n3 and n˜2 6= n˜1, n˜3, the right-hand
side of (A.30) yields zero contribution unless n2 = n˜2. Hence, we assume n2 = n˜2 in the
following.
• Case 1: n1 6= n3. Note that we must have n1 = n˜1 6= n˜3 or n1 = n˜3 6= n˜1 in this case.
Otherwise, the right-hand side of (A.30) yields zero contribution.
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We first consider the case n1 = n˜1 6= n˜3. In this case, we have n3 = n˜3. Then, from (A.1),
we obtain
RHS of (A.30) ≤ 1
k1!k2!k3!
(∑
Γ(n)
|ck¯n1,n2,n3 |2
3∏
j=1
(2kj + 1)!
) 1
2
≤ Ck
(∑
Γ(n)
|ck¯n1,n2,n3 |2
) 1
2
. (A.31)
Next, we consider the case n1 = n˜3 6= n˜1. In this case, we have n3 = n˜1. Then, from (A.1)
and (A.28), we obtain
RHS of (A.30) ≤ 1
k1!k2!k3!
(∑
Γ(n)
|ck¯n1,n2,n3 |2[(k1 + k3 + 1)!]2(2k2 + 1)!
) 1
2
. (A.32)
We claim that
(k1 + k3 + 1)!
k1!k3!
≤ Ck1+k3 (A.33)
for some C > 0. Hence, from (A.32) with (A.28) and (A.33), we obtain
RHS of (A.30) ≤ Ck
(∑
Γ(n)
|ck¯n1,n2,n3 |2
) 1
2
. (A.34)
Hence, it remains to prove (A.32). Without loss of generality, assume k1 ≤ k3. Then, by
Stirling’s formula, we have
(k1 + k3 + 1)!
k1!k3!
≤ Ck3 (k1 + k3)
3
2√
k1k3
(k1 + k3)
k1
kk11
≤ Ck1+k3
[(
1 +
k3
k1
) k1
k3
]k3
. (A.35)
Then, (A.33) follows from (A.35) once we note that limx→∞(1 + x)
1
x = 1.
• Case 2: n1 = n3. In this case, we must have n1 = n3 = n˜1 = n˜3. Proceeding as before
with (A.1), we have
RHS of (A.30) ≤ 1
k1!k2!k3!
(∑
Γ(n)
|ck¯n1,n2,n3 |2(2k1 + 2k3 + 2)!(2k2 + 1)!
) 1
2
≤ Ck
(∑
Γ(n)
|ck¯n1,n2,n3 |2
) 1
2
, (A.36)
where we used
(2k1 + 2k3 + 2)!
(k1!)2(k3!)2
≤ Ck1+k3 (A.37)
in the second inequality. The proof of (A.37) is analogous to that of (A.33) and thus we
omit details.
Putting (A.29), (A.31), (A.34), and (A.36) together, we obtain (2.15) when A = {1, 2, 3}.
This completes the proof of Lemma 2.11.
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