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Abstract. The inclusion of mental tasks transitions detection (MTTD) has proven a useful tool
in guiding the transduction process of a BCI working under an asynchronous protocol. MTTD
allows for the extraction of the signal’s contextual information in order to infer the user’s inten-
tionality at a given moment and thus correcting possible classification errors. Despite the good
results shown, the algorithm previously proposed [1] does not show good behavior in contexts
where the user gets online feedback. The algorithm that we propose in this paper, like its ante-
cessor, is based on canonical variates transformation (CVT) and on distance-based discriminant
analysis (DBDA), but it has a new transitions detector based on Kalman filtering. In addition, it
includes a classifier supervisor based on heuristics rules that exploit transition detection as well as
inconsistencies between subject’s mental intention and the associated EEG. These heuristic rules
lead to significant improvements of the BCI in terms of both classification accuracy and channel
capacity, adapting itself to the user’s needs.
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I. INTRODUCTION
The possibility of acting upon the environment that surrounds us without using our nervous system’s
efferent pathway opens the door to new ways of interaction that can compensate for total or partial
loss of mobility. Research in brain-computer interface (BCI) has made it possible to transform brain
activity into mental commands for navigating in virtual environments [2], controlling prosthetic devices
[3], steering mobile robots [4] and wheelchairs, or writing on virtual keyboards [5], [6], [7]. BCI systems
can be characterized along two orthogonal dimensions. The first one is the nature of the recorded
brain signals, either invasive (obtained from implanted microelectrodes) or non-invasive (based on
electroencephalogram, EEG, measured from scalp electrodes). The second dimension is the interaction
protocol, either synchronous (time-locked to externally-paced cues) or asynchronous (guided by the
user’s self-paced decisions). Our work is focused on asynchronous non-invasive BCIs so that humans
can interact with brain-actuated devices as flexibly and naturally as possible.
The algorithm proposed in this paper is an extension of our previous work [1], the winner of the
last international BCI Competition III for ‘Data set V’ [8]. The new algorithm, like its antecessor,
is based on canonical variates transformation (CVT) [9] and on distance-based discriminant analysis
(DBDA) [10], but it has a new transitions detector based on Kalman filtering. In addition, it includes a
classifier supervisor based on heuristics rules that exploit transition detection as well as inconsistencies
between subject’s mental intent and the associated EEG. These heuristic rules lead to significant
improvements of the BCI in terms of both classification accuracy and channel capacity.
II. METHODS
A. Data Acquisition and Mental Tasks
For the oﬄine assessment of the proposed algorithm we have used two datasets. The first one is the
‘Data set V’ of the BCI Competition III [8], where subjects did not receive any feedback indicating
their performance. The second one comes from feedback experiments. In both datasets, EEG sig-
nals were recorded with a portable Biosemi acquisition system from 32 (first dataset) or 64 (second
dataset) electrodes. The sampling frequency was 512 Hz. The signal was spatially filtered using a
surface Laplacian (first dataset) or common average reference (CAR) (second dataset) previous to the
estimation every 62.5 ms. (16 times per second) of the PSD in the band 8-30-Hz, with a resolution of
2Hz over the last 1-second windows. In the first dataset the PSD was estimated on the electrodes C3,
Cz, C4, CP1, CP2, P3, Pz, P4; thus obtaining a 96-dimensional vector (8 electrodes × 12 frequency
components) as a pattern. In the second dataset the PSD was estimated on F3, F4, FC1, FC2, C3, C1,
C2, C4, CP1 and CP2 obtaining a 120-dimensional vector (10 electrodes × 12 frequency components).
The computation of the EEG patterns, the vector PSD, is described in [8] and [11].
Data come from 5 healthy voluntary subjects. Subjects 1, 2 and 3 from the first dataset carried
out three mental tasks, two motor imagination tasks (right-left hand movement imagination) and
one cognitive task (search of words with the same initial letter) for 15 seconds switching randomly
between them at the operator’s request. EEG signals were recorded during 4 non-feedback sessions
(see [10] for details). Subjects 4 and 5 executed the same mental tasks also during 4 sessions while
receiving continuous visual feedback from the movement of a virtual robot in the case of subject 4,
or from a real mobile robot in the case of subject 5. The robots were controlled by the association
between the subject’s mental states and high-level commands (right-left hand imagination with right-
left turns, and word search with forward movements). In addition, the brain-actuated robots relied
on a behavior-based controller that guarantee obstacle avoidance and smoothed turns [4]. These two
subjects were at the very beginning of their training with the robots.
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Figure 1: Schematic representation of the whole algorithm. Note that the inconsistencies detector
(based on a bi-feature extractor and a bi-classifier) and the transitions detector work in parallel. The
output of the two previous components is used by the classifier supervisor.
For every subject, the first three sessions were used as training and validation sets while the fourth
session was the test set.
B. Algorithm Description
The proposed algorithm incorporates three components: an inconsistencies detector (Section II.C)
between the user’s intent and the measured EEG patterns that assigns a provisional label to each
incoming pattern, a transitions detector based on Kalman filtering (Section II.D) that detects patterns
not similar to their predecessors, and a classifier supervisor based on three heuristic rules (Section
II.E) that determine which of these patterns identified as transitions by the transitions detector are
intentional transitions between different mental tasks. Figure 1 depicts a schematic representation
of the overall algorithm. The inconsistencies detector, based on a bi-feature extractor and a bi-
classifier, works in parallel with the transition detector. Thus, each incoming pattern is first checked
for inconsistency and transition. Next, based on three heuristic rules and only using the labels of the
three last patterns identified as transitions, the classifier supervisor eventually changes the label of
the pattern provided by the inconsistencies detector.
C. Inconsistencies Detector
One of the main difficulties of classifying spontaneous brain activity is its variability over time. Phys-
iological reasons, like endogenous brain processes and fatigue, cause slow changes of EEG over time.
An approach to deal with this type of non-stationarity is to build adaptive classifiers that track this
variability [11]. In addition, rapid shifts in the user’s motivational and attentional states1 may lead
to a mismatch between the user’s intent and the user’s EEG patterns. The aim of the inconsistencies
detector is to identify those patterns that likely are inconsistent with the user’s intent.
In order to identify inconsistent patterns we propose to build two canonical spaces by means of
a canonical variates transformation (CVT), as in [1]. The first one is based on the original labelling
1For instance, erroneous responses of the BCI, especially if they are frequent as it is the case at the beginning of the
user’s training, may disconcert and frustrate the user.
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Figure 2: Bi-feature extractor based on CVT (Bi-CVT). From the training data we build two canonical
spaces, the intentional canonical space using the original labelling (top), and the measured canonical
space using the k-means cluster labelling (bottom). Patterns whose projections onto the canonical
spaces do not match are potentially inconsistent and the Bi-DBDA labels them as unknown.
that corresponds to the user’s intent (intentional labelling)—i.e., it is obtained by a direct CVT on
the training set. In the second case, after building the canonical space as in the first case, we carry
out k-means cluster analysis (using Euclidean distance) and generate as many clusters as mental tasks
(3, in our case). Then we relabel the patterns in the training set with the labels obtained from
the clustering process (measured labelling) and build a new canonical space. This Bi-CVT process
yields two different canonical spaces, the intentional and the measured canonical spaces (see Figure
2). Afterwards, we project the patterns of the test set onto both canonical spaces and the resulting
projections are sent to each DBDA classifier. The outputs of these two classifiers are combined to
obtain a final decision, called Bi-DBDA, which labels a pattern as unknown if the outputs of the two
previous DBDA classifiers are inconsistent—i.e, they are different.
The different steps of the inconsistencies detector are the following2:
1. Normalization: Each spectral component h of channel i from the pattern recorded at time t,
PSDht(i), is normalized by the energy of the channel
P˜SDht(i) =
PSDht(i)∑n
h=1 PSDht(i)
(1)
2. Bi-CVT: We find the eigenvectors A(O) and A(C) of W−1(O)B(O) and W−1(C)B(C) with eigen-
values greater than zero, where B(·) and W(·) are the between- and within-classes dispersion
matrices, obtained from the matrices P˜SD
(O)
and P˜SD
(C)
of patterns with the original la-
bels (intentional labelling) or with the cluster-analysis labels (measured labelling), respectively.
Then, we compute the projections
y
(O)
t = P˜SDt
(O)
A(O) (2)
y
(C)
t = P˜SDt
(C)
A(C) (3)
3. Bi-DBDA: The label νt of the incoming pattern at time t with projections y
(O)
t and y
(C)
t is
νt =
{
g if (φg(y
(O)
t ) = mink[φk(y
(O)
t )])
⋂
(φg(y
(C)
t ) = mink[φk(y
(C)
t )])
unknown otherwise
(4)
2Note that the first step is the normalization of the frequency components of each electrode.
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Figure 3: Bi-DBDA example, subject 1. Left : Training data projection with original labels on the
intentional canonical space (black: imagination of left hand movement; dark grey: imagination of left
hand movement, light grey: word search). Middle: Training data projection with cluster labels on
the measured canonical space. Right : Test data labelled by Bi-DBDA as unknown projected on the
measured canonical space. These inconsistent patterns are those projected onto the mismatch areas
of the two canonical spaces.
where k is the number of classes and φg(y
(·)) is the average of DBDA proximity estimates,
φˆg(y
(·)) (see appendix), in the corresponding canonical space over Nav = 4 consecutive patterns
φg(y
(·)
t ) =
1
Nav
Nav∑
i=1
φˆg(y
(·)
t−i+1) (5)
Thus, the final decision is obtained every 0.250 s. In this way, the new pattern is assigned to
class Cg only if the two DBDA classifiers agree. See Figure 3 for an example.
D. Transitions Detector Based on Kalman Filtering
Kalman filtering is a principled approach to detect abrupt changes in temporal series [12]. We have
used it to build a more robust transitions detector than in the previous algorithm [1]. While the
inconsistencies detector filters patterns given the relative positions of its projections on both training
canonical spaces, the transitions detector checks for patterns whose distances to their predecessors on
the measured canonical space are larger than expected. Thus, the transitions detector filters those
patterns that are likely intentional transitions between different mental tasks.
Using the projected patterns (y
(C)
t ) in the canonical space obtained with labels computed by
k-means cluster analysis (measured labelling), we have built the linear state dynamical system
xt = Axt−1 +wt−1 (6)
y
(C)
t−1 = Hxt−1 + vt−1
where xt, A and H are the state vector, the state matrix and the measurement matrix, respectively.
The state noise wt−1 and the measurement noise vt−1 are assumed to be uncorrelated zero-mean
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Gaussian white-noise processes with covariance matrices Q and R. The Kalman filter finds the
optimal state estimate xˆt (minimazing the variance error estimator, defined as E[‖xt − xˆt‖
2]) given a
set of past observations {y
(C)
1 ,...,y
(C)
t } in a prediction-correction approach:
1. Prediction equations. In this step, the prediction of the state of the system at time t xˆt|t−1
and his variance Pt|t−1 are computed from the estimates and Pt−1|t−1 at time t-1 and the noise
covariance Q:
xˆt|t−1 = Axˆt−1|t−1 (7)
Pt|t−1 = APt−1|t−1A
T +Q (8)
Initial matrices A, H, Q and R were estimated with EM algorithm [13] using the third session.
As initial values estimates we have fixed xˆt−1|t−1 = y
(C)
t−1 and Pt−1|t−1 = R.
2. Correction equations. The obtained estimates in the prediction step are corrected by the
innovation process
ǫt = y
(C)
t −Hxˆt|t−1 (9)
defined as the difference between the new measured value y
(C)
t and the hypothetical measured
value given the estimate xˆt|t−1 at time t. Then, the corrected estimates are
xˆt|t = xˆt|t−1 +Kt[y
(C)
t −Hxˆt|t−1] (10)
Pt|t = [I−KtH]Pt|t−1 (11)
where the Kalman gain matrix is
Kt = Pt|t−1H
T S−1t (12)
and the innovation covariance matrix is
St = HPt|t−1H
T +R (13)
If the system works properly, the normalized innovation process ǫ˜t = S
−1/2
t ǫt is a zero-mean
Gaussian white-noise process with identity covariance matrix E[ǫ˜t] = 0, E[ǫ˜tǫ˜
T
t ] = I. Thus, any
transition or variation in the model is reflected by a change in the aforementioned statistics.
In order to detect transitions we use the sequence of innovation process sample covariance matrices [14]
Ut =
1
Nav − 1
t∑
i=t−Nav+1
[ǫ˜i − ¯˜ǫt][ǫ˜i − ¯˜ǫt]
T (14)
where
¯˜ǫt =
1
Nav
t∑
i=t−Nav+1
ǫ˜i (15)
and Nav = 2 consecutive patterns. Given a threshold θ, we consider that there is a transition if the
following inequality is satisfied
I(Ut) > θ > I(Ut−1) (16)
where
I(Ut) = Ψ[d(Ut), d(Ut−1)] (17)
is the Euclidean distance Ψ[·] between the diagonal vectors d(Ut) and d(Ut−1) (variance vectors) of
two consecutive sample covariance matrices. In this way, using (16) we only pay attention to abrupt
changes in time. Consecutive changes are not considered to be intentional—rather they may indicate
periods where the subject cannot sustain attention.
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Figure 4: Examples of projected test patterns identified as transitions on the training measured
canonical space (black: imagination of left hand movement; dark grey: imagination of right hand
movement; light grey: word search). Dots show the projected training patterns. Big circles represent
the location of the three mental tasks in the canonical space. Small circle indicate transitions; i.e.,
patterns exhibiting leaps in the measured canonical space with respect to their predecessors. In this
example the user executes first imagination of right hand movement and then imagination of left hand
movement. This example illustrates the three kinds of transitions: 1, within-class; 2, unintentional
between-class; 3, intentional between-class transition.
E. Classifier Supervisor
As described in Section II.D incoming patterns identified as transitions exhibit leaps in the training
measured canonical space with respect to their predecessors. Thus these transitions patterns are
probably located in different canonical subspaces from their predecessors and Bi-DBDA will have
labelled such a transition pattern either as the majority of its predecessors (within-class transition)
or differently (intentional or unintentional between-class transition) (see Figure 4). This last scenario
reflects a mismatch between the user’s intent and the user’s EEG patterns. The goal of the classifier
supervisor is to infer the different kinds of transitions and correct the labelling produced by Bi-DBDA.
To do so we have designed three heuristic rules (HR1, HR2, and HR3). HR1 is the simplest and
most conservative rule as it rejects a large number of patterns (labels them as unknown) rule from
which HR2 and HR3 are derived (see Figures 5 and 6 for a detailed description). The three HR label
a new pattern, always every 0.250 s, using information from the last three transitions. The three
HR seek to infer the intentional label of the patterns identified as transitions and then reclassify the
subsequent patterns, until the next transition, with the same label. In this way the classifier supervisor
only changes the labels when a intentional transition between different mental tasks is inferred.
III. RESULTS AND DISCUSSION
The advantages of a inconsistencies detector and a classifier supervisor in an asynchronous BCI have
been assessed oﬄine by using the first three sessions of each subject as training and validation3 data
3k-fold cross-validation was done to select the values of the different hyperparameters of the algorithm—e.g., thresh-
olds of the heuristics rules.
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Figure 5: HR1 changes the label of all unknown patterns after a transition if the Cg1 and Cg2
classes with maximum labelling proportion assigned by Bi-DBDA, maxk+1[p(νt[c−1,c] = g1)]) and
maxk+1[p(νt[c−2,c−1] = g2)]), in the two gaps t[c − 2, c − 1], t[c − 1, c] limited by the last three tran-
sitions are the same and equal to the label of the last transition t(c) (HR1.a). Otherwise, HR1
labels as unknown the last transition t(c) and all following patterns (HR1.b). Note that the number
of classes k + 1 corresponds to the k mental tasks plus the unknown class. Although this labelling
rule may delay the detection of an intentional transition, it allows for the filtering of a great number
of unintentional transitions. This rule yields a large number of unknown patterns, which limits its
suitability to situations where it is useful to be conservative (e.g., at the very early stages of training
where there is a higher degree of mismatch between the user’s intent and the EEG patterns).Empty
squares referred to unknown labels.
and the fourth as test data. Performance has been measured in terms of classification accuracy
and channel capacity. Given that the different components of the algorithm may reject responses
(unknown responses), the estimator proposed by Milla´n et al. [4] has been used as a measure of the
channel capacity. Table 1 shows the results for subjects 1, 2 and 3, whose data were used in BCI
Competition III. Table 2 shows the results obtained on the subjects who received online feedback.
Regarding the first dataset, all the components of the new algorithm give the best performance for
subject 1 and the worst for subject 3, paralleling the results obtained by the different algorithms that
participated in the BCI Competition III. DBDA(O) classifier (DBDA trained with the intentional
canonical space) and DBDA(C) classifier (DBDA trained with measured canonical space) exhibit a
very similar performance over the three subjects in terms of both channel capacity and classification
accuracy. Note that although the classification accuracy of these simple classifiers are slightly worse
than that of the original classifier BCI-III, the channel capacity is similar (or even better) due to
the fact that the new algorithm yields faster responses. But the real advantage of the new algorithm
appears when the two new components process sequentially the outputs of the two DBDA classifiers.
Indeed, the detection of inconsistent patterns (7.82%, 12.18% and 30.75% unknown responses for
subjects 1, 2 and 3, respectively) leads to a significant increase of the Bi-DBDA channel capacity
since the percentage of patterns incorrectly classified is greatly reduced. In particular, the effects
of the inconsistencies detection in subject 3 stands out: the percentages of correctly and incorrectly
classified patterns are inverted.
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Figure 6: Rules HR2 and HR3 incorporate two different ways to extend the filtering of unintentional
transitions generated by HR1, allowing a more extensive supervision with different degrees of caution.
Both of them share the first step where the new transition t(c) keeps the label it received from HR1
if it is the same as the label HR1 assigned to transition t(c-2), otherwise t(c) is classified as unknown.
HR2 and HR3 differ in the second step. HR2 re-labels the new transition t(c) as the previous one
t(c-1) if HR1 labelled t(c) either as HR2 labelled t(c-1) (HR2.a) or as unknown (HR2.b), otherwise
the output of the first step of HR2 is kept (HR2.c). HR3 re-labels the new transition t(c) as the
previous one t(c-1) if HR3 in the first step labelled t(c) either as HR3 labelled t(c-2) in the second step
(HR3.a) or as unknown (HR3.b), otherwise the output of the first step of HR3 is kept (HR3.a).
The difference between both rules is the amount of unknown labels generated: HR3 rejects a shorter
number of patterns. Empty squares referred to unknown labels.
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Table 1: Classifiers performance on the BCI Competition III dataset.
Subject1
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) 1.69 b/s 70.80 % 29.20 % -
DBDA(C) 1.68 b/s 70.72 % 29.28 % -
Bi-DBDA 1.96 b/s 67.47 % 24.71 % 7.82 %
HR1 2.90 b/s 54.02 % 5.61 % 40.37 %
HR2 3.91 b/s 72.37 % 4.60 % 23.03 %
HR3 4.34 b/s 90.77 % 8.14 % 1.09 %
BCI-III 1.30 b/s 79.60 % 20.40 % -
Subject2
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .85 b/s 59.92 % 40.08 % -
DBDA(C) .82 b/s 59.44 % 40.56 % -
Bi-DBDA 1.17 b/s 54.51 % 33.31 % 12.18 %
HR1 1.89 b/s 38.24 % 11.84 % 49.92 %
HR2 2.68 b/s 58.31 % 11.31 % 30.38 %
HR3 2.75 b/s 80.12 % 19.04 % .84 %
BCI-III .82 b/s 70.31 % 29.69 % -
Subject3
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .30 b/s 48.74 % 51.16 % -
DBDA(C) .30 b/s 48.77 % 51.13 % -
Bi-DBDA .98 b/s 37.00 % 32.25 % 30.75 %
HR1 1.46 b/s 28.78 % 14.52 % 56.70 %
HR2 1.71 b/s 41.81 % 18.49 % 39.70 %
HR3 .49 b/s 52.52 % 46.46 % 1.02 %
BCI-III .31 b/s 56.02 % 43.98 % -
DBDA(O): DBDA trained with training data, original labelling.
DBDA(C): DBDA trained with training data, cluster labelling.
BCI-III: Winner classifier of the BCI Competition III, which yields a decision every 0.5 s.
Note that the new algorithm yields a response every 0.250 s, hence achieving a higher channel capacity
than the original algorithm for similar classification accuracies.
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Table 2: Classifiers performance of subjects receiving online feedback.
Subject4
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .11 b/s 42.73 % 57.27 % -
DBDA(C) .10 b/s 42.30 % 57.70 % -
Bi-DBDA .22 b/s 40.00 % 52.89 % 7.11 %
HR1 1.10 b/s 17.95 % 13.75 % 68.30 %
HR2 1.48 b/s 26.57 % 10.41 % 63.02 %
HR3 .55 b/s 54.40 % 45.29 % .31 %
BCI-III* .06 b/s 43.75 % 56.25 % -
Subject5
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .04 b/s 39.04 % 60.96 % -
DBDA(C) .04 b/s 39.06 % 60.94 % -
Bi-DBDA .12 b/s 36.47 % 56.46 % 7.07 %
HR1 .92 b/s 14.25 % 19.11 % 66.64 %
HR2 .85 b/s 18.14 % 27.02 % 54.84 %
HR3 .07 b/s 40.51 % 59.26 % .23 %
BCI-III* .02 b/s 39.75 % 60.25 % -
DBDA(O): DBDA trained with training data, original labelling.
DBDA(C): DBDA trained with training data, cluster labelling.
BCI-III: Winner classifier of the BCI Competition III, which yields a decision every 0.5 s.
Note that the new algorithm yields a response every 0.250 s, hence achieving a higher channel capacity
than the original algorithm for similar classification accuracies.
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These results are further improved with the use of the different heuristic rules (HR) of the classifier
supervisor. HR1 allows to increase the channel capacity for the three subjects, even though it rejects
an extremely high percentage of patterns. HR2 rejects much less patterns and improves significantly
the channel capacity. Finally, HR3 achieves a still further significant increase of the channel capacity
(due to a remarkable increase in classification accuracy) for the first two subjects, but it shows a
dramatic decline in performance in terms of channel capacity for subject 3.
Concerning the second dataset where subjects received continuous feedback, we observed the same
trend; i.e., the first two DBDA classifiers already achieved similar classification accuracy than the
original classifier (and, hence, better channel capacity due to their faster responses), and the channel
capacity is further improved through the sequential processing of the outputs of those classifiers by
the inconsistencies detector (Bi-DBDA) and classifier supervisor. However, the effects of the different
HR on the subjects’ performance is not the same as before. For subject 4 we also see a significant
improvement after the application of HR1 on the output of the Bi-DBDA and even a higher one with
HR2. HR3 also increases the channel capacity with respect to Bi-DBDA, but in a lesser extent than
HR1 and HR2. Significantly, all three heuristic rules invert the percentages of correctly and incorrectly
classified patterns. For subject 5, only HR1 and HR2 increase the channel capacity with respect to
Bi-DBDA, with HR1 outperforming HR2. The disadvantage of HR3 for these two subjects is that it
rejects a very short number of patterns and, given that these two subjects are at the very beginning of
their training, the BCI makes risky decisions, thus generating a high percentage of misclassifications.
Under this condition, more conservative heuristic rules are better suited.
In conclusion, the incorporation of the inconsistencies detector and the classifier supervisor outper-
forms the original classifier, winner of the BCI Competition III, on all five subjects for both working
conditions of a BCI—namely with or without online feedback. Of the three heuristic rules, HR3 only
seems suitable when the user’s performance is already satisfactory (i.e., subjects 1 and 2). Otherwise,
it is recommendable to use HR1 or, preferably, HR2. This is the case of subject 3, who has still a
poor performance, and of subjects 4 and 5, who are at the beginning of their training or do not yet
master the complexity of the online feedback coming from moving robots. Although HR1 and HR2
present a lower performance in terms of classification accuracy than HR3, they succeed notably in
limiting the number of incorrect responses, an important aspect in order to avoid processes of dis-
couragement, confusion and frustration that can easily interfere with attentional processes, and thus
achieving acceptable levels of channel capacity.
IV. CONCLUSION
In this article we have shown that the inclusion of a inconsistencies detector and a classifier supervisor
based on intentional mental transitions detection leads to an effective inference of the user’s intended
mental task. This approach yields a significant increase of the channel capacity mainly because it
allows to decrease the error rates. Experimental results show the benefits of our algorithm in both
working conditions of a BCI, namely with or without online feedback. The main limitation of our
approach is the use of ad-hoc heuristic rules. The next step is to formalize those heuristic rules in a
Bayesian framework and build probabilistic models for the inference of the user’intent as in [15].
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VI. APPENDIX
As described in [10][1], given k classes C1, ..., Ck and a defined distance function dg for class Cg, the
proximity measurement for pattern wt with vector yt = y(wt), is defined as
φg(yt) = Vg(yCg |yt)− Vg(yCg ) (18)
where
Vg(yCg ) =
1
2
ECgCg [d
2
g(yCg ,yCg )] (19)
and
Vg(yCg |yt) = ECg [d
2
g(yt,yCg )] (20)
are the geometric variability and the relative geometric variability to pattern yt. Thus, the DBDA
assigns wt to Cg, if
φg(yt) = mink[φk(yt)] (21)
In practice, suitable estimates of the geometric variability and the relative geometric variability to
pattern yt are
Vˆg(y) =
1
2n2g
ng∑
j,j′=1
d2(ygj ,ygj′) (22)
Vˆg(y|yt) =
1
ng
ng∑
j=1
d2(yt,ygj), (23)
where ng is the number of patterns of class Cg and ygj is the pattern j of class g. Therefore, the
estimate of the proximity function is
φˆg(yt) =
1
ng
ng∑
j=1
d2(yt,ygj)−
1
2n2g
ng∑
j,j′=1
d2(ygj ,ygj′) (24)
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