Abstract.-A new approach to the RF power amplifier linearization problem is presented. The proposed solution apply non-linear theories (Lyapunov direct method) to adaptive filtering in order to improve the linearity of the RF amplifiers. The obtained design requires lower circuit complexity than the LINC amplifier, and is not based on iterative algorithms nor sub-system identification. Up to 100 MHz these functions could be implemented, at present, with operational amplifiers and integrated analog multipliers (four quadrants). The adjusting algorithm convergence or the interruption of the communication are not problems in the proposed adaptive solution.
I. lNTRODUCTION
Linear RF power amplifiers used in mobile radio systems require good power efficiency and low out-of-band emission. To achieve these requirements it is necessary to reduce nonlinearities in RF power stages, and different techniques have been used to solve this problem. Apart from the use of several power transistors operating in parallel, the classical way is to apply conventional (Cartesian) feedback, a not expensive solution with stability and delay compensation problems. So, the amplifier band-width is reduced in order to preserve phasemargin in the closed-loop amplifier. and the robustness is low [I] .
Recently signal processing techniques have been used, as is the case of adaptive predistortion and others based on the feedforward of the distortioned output signal [2] .
[3]. The main restriction in adaptive predistortion is the interruption of the communication during the time intervals necessary to adjust the predistorter parameters or to update the look-up tables according to transmitter non-linearities. If the predistortion technique is used without adaptive possibilities, the feedforwated harmonics to be subtracted to those generated by the power amplifier most be phase-coinpensated. Other important signal processing technique is the LINC amplifier, that produces linear amplification of bandpass signals with nonlinear components by forming two constant envelope phase modulated components from the bandpass input and recombining the amplified components [4] . This amplifier achieves high efficiency and spurious are reduced in the order of 30 -60 dBc. Its limitation is the sensitivity of the design to the balance between the two amplifiers of each component of the bandpass input signal. More advanced techniques try to apply Volterra series or neural-nets to predistortion power amplifiers [SI. [6] . Some techniques used to minimize the distortion caused by the RF power amplifiers have its origin in the field of Control Theory (recursive identification, adaptive control). The closedloop systems used to compensate non-linearities can be considered as a feedback system with'a linear path and another non-linear [7] . Adaptive Filtering and Control theories have been well exploited in Communications. especially those based on the previous identification of some sub-system characteristics (by sending test pulses or pseudo-random sequences), or based on the adjustment of parameters after certain number of iterations [8] , [9] . Both methodologies requires a DSP-based board to be implemented. Other methodologies of design, as the continuous-time model reference adaptive systems (MRAS), based on non-linear systems stability [IO] have been seldom exported to applications in Communications, in spite that they are well structured in the Control Theory field.
The linearization of the RF power amplifier, with the consequent spectral efficiency. can be iinproved either by designing in the frequency domain or in the time domain. In this paper a new time domain approach to the RF power amplifier linearization problem is presented.
The pkoposed solution applies non-linear theories (Lyapunov methods) to adaptive filtering in order to improve the linearity of the RF amplifiers. The adjusting algorithm convergence or the interruption of the communication are not problems in the proposed adaptive solution. The obtained design requires lower circuit complexity than others alternatives, and it is not based on iterative algorithms nor sub-system identification.
The structure is the basic one in model reference adaptive systems: to cancel the error signal between the distortioned output of the RF amplifier and the desired signal obtained from a linear and low-power reference model (the comparison is camed out in terms of continuous-time output voltage). The method here used to cancel this error signal is Lyapunov based From Lyapunov theory, if the function V(e) is positive definite and its derivative is negative definite, the system will be asymptotically stable. These general conditions implie: developing it, the control law U (output of the adaptation unit to the power amplifier in figure 1) is: With our model parameters, the control law (16) becomes: 3.1011x,p+8.106x,,-r) .sign(1012c1 +ez) (17) being 4 an arbitrary factor.
SIMULATION RESULTS
The power amplifier of figure 3 has been studied by SPICE simulation in different states of the power transistor. When it is operating in its linear zone, the adaptation loop has no effects. Nevertheless, when it is close the nonlinear zones (cut or saturation), the behaviour of the power amplifier adapted with the proposed structure is significatively improved. The degree of improvement is similar to the obtained with the LINC amplifier. In the proposed structure the analog circuitry adjustment is not a problem. This circuitry consists of the reference model (4 small signal transistor and passive components), the linear observer (4 small signal transistors and passive elements), and the control law (equation (17): 3 single small signal amplifiers, 2 adders and 1 comparator with 4 PIN diodes).
The following figures show the response of the power amplifier operating near the saturation zone. In figure 4.a. and 4.b. it is compared the behaviour, for a single tone (frequency fo), of the amplifier working without the-adaptation loop and with it. The simulation has shown the sensitivity of the results to the comparator quality ('sign' function in equation (17)). By using an ideal comparator these results could be improved. [41 r101 6.a
