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                \begin{document} $$\begin{aligned} B_{n}(f;x)=\sum_{r=0}^{n}f \biggl( \frac{r}{n} \biggr) {\binom{n}{r}}x^{r}(1-x)^{n-r}, \quad \forall x\in [0,1]\mbox{ and } n\in \mathbb{N}, \end{aligned}$$ \end{document}$$ to provide a very simple and elegant proof of the Weierstrass approximation theorem. For $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} S_{n}(f;x)=e^{-nx}\sum_{k=0}^{\infty } \frac{(nx)^{k}}{k!}f \biggl( \frac{k}{n} \biggr) , \quad \forall x\in [0, \infty )\mbox{ and } n\in \mathbb{N}, \end{aligned}$$ \end{document}$$ provided the infinite series on the right-hand side converges. Recently, the Szász operators, their quantum and post quantum analogues, Szász-Durrmeyer operators and mixed type operators have been intensively studied. We refer the readers to the related papers (cf. \[[@CR4]--[@CR9]\] etc.).

In \[[@CR1]\], Sucu et al. introduced the Szász operators involving Boas-Buck type polynomials as follows: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} B_{n}(f;x):=\frac{1}{A(1)G(n x H(1))}\sum _{k=0}^{\infty }p_{k}(nx)f \biggl( \frac{k}{n} \biggr) , \quad x\geq 0, n\in \mathbb{N}, \end{aligned}$$ \end{document}$$ where a generating function of the Boas-Buck type polynomials is given by $$\documentclass[12pt]{minimal}
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                \begin{document}$H(t)$\end{document}$ are analytic functions described as $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& A(t)=\sum_{k=0}^{\infty }a_{k} t^{k}\quad (a_{0}\neq 0),\qquad G(t)=\sum_{k=0}^{\infty }g_{k} t^{k}\quad (g_{k}\neq 0), \\& H(t)=\sum_{k=1}^{\infty }h_{k} t^{k}\quad (h_{1}\neq 0). \end{aligned}$$ \end{document}$$

Motivated by the above work, in the present paper we define Szász-Durrmeyer type operators based on Boas-Buck type polynomials as follows.
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                \begin{document}$C_{\gamma }[0,\infty ):= \{ f\in C[0,\infty ): \vert f(t) \vert \leq M (1+t^{\gamma })\mbox{ for some } M>0 \} $\end{document}$ endowed with the norm $$\documentclass[12pt]{minimal}
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                \begin{document}$$\Vert f \Vert _{\gamma }=\sup_{t\in [0,\infty )}\frac{\vert f(t) \vert }{(1+t^{\gamma })}. $$\end{document}$$ Then, for a function $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f\in C_{\gamma }[0,\infty )$\end{document}$, we define $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} M_{n}(f;x)&:=\frac{1}{A(1)G(n x H(1))}\sum _{k=1}^{\infty } \frac{p_{k}(nx)}{B(k,n+1)} \int_{0}^{\infty } \frac{t^{k-1}}{(1+t)^{n+k+1}}f(t)\,dt \\ &\quad {}+\frac{a_{0}b_{0}}{A(1)G(n x H(1))}f(0), \end{aligned}$$ \end{document}$$ where $\documentclass[12pt]{minimal}
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Alternatively, we may write operator ([1.3](#Equ3){ref-type=""}) as $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} M_{n}(f;x):= \int_{0}^{\infty }W(n,x,t)f(t)\,dt, \end{aligned}$$ \end{document}$$ where $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} W(n,x,t):={}&\frac{1}{A(1)G(n x H(1))}\sum_{k=1}^{\infty } \frac{p_{k}(nx)}{B(k,n+1)}\frac{t^{k-1}}{(1+t)^{n+k+1}} \\ &{}+\frac{a_{0}b _{0}}{A(1)G(n x H(1))}\delta (t), \end{aligned}$$ \end{document}$$ and $\documentclass[12pt]{minimal}
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                \begin{document}$\delta (t)$\end{document}$ is the Dirac-delta function.

We study the approximation properties of the operators $\documentclass[12pt]{minimal}
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                \begin{document}$M_{n}$\end{document}$ for functions belonging to different function spaces.

Preliminaries {#Sec2}
=============

Lemma 1 {#FPar1}
-------

\[[@CR1]\]
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                \begin{document} $$\begin{aligned} \mathrm{(i)} \quad& B_{n}(1;x)=1 , \\ \mathrm{(ii)}\quad &B_{n}(s;x)=\frac{G^{\prime }(nxH(1))}{G(nxH(1))}x+\frac{A^{\prime }(1)}{nA(1)} , \\ \mathrm{(iii)}\quad &B_{n} \bigl(s^{2};x \bigr)= \frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))}x^{2}+\frac{ ( 2 A^{ \prime }(1)+(1+H^{\prime \prime }(1))A(1) ) }{n A(1)}\frac{G^{\prime }(nxH(1))}{G(nxH(1))}x \\ &\hphantom{B_{n}(s^{2};x)={}}{} +\frac{A^{\prime \prime }(1)+A(1)}{n^{2} A(1)} , \\ \mathrm{(iv)}\quad &B_{n} \bigl(s^{3};x \bigr)= \frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))}x^{3}+\frac{ ( 3A(1)+3A^{\prime }(1)+3A(1)H^{\prime \prime }(1) ) }{n A(1)}\frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))}x^{2} \\ &\hphantom{B_{n}(s^{2};x)={}}{}+\frac{ ( 6A^{\prime }(1)+A(1)+3A(1)H^{\prime \prime }(1)+3A^{\prime \prime }(1)+3A^{\prime }(1)H^{\prime \prime }(1)+A(1)H^{\prime\prime \prime }(1) ) }{n^{2} A(1)} \\ &\hphantom{B_{n}(s^{2};x)={}}{}\times\frac{G^{\prime }(nxH(1))}{G(nxH(1))}x+\frac{4 A^{\prime \prime }(1)+A^{\prime }(1)}{n^{3} A(1)} , \\ \mathrm{(v)} \quad &B_{n} \bigl(s^{4};x \bigr)=\frac{G^{\mathrm{iv}}(nxH(1))}{G(nxH(1))}x^{4}+ \biggl(\frac{4A^{\prime }(1)+6A(1)H^{\prime \prime }(1)+6A(1)}{n A(1)} \biggr) \frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))}x^{3} \\ &\hphantom{B_{n}(s^{2};x){}}{}+ \biggl(\frac{6A^{\prime \prime }(1)+12 A^{\prime }(1)H^{\prime \prime }(1)+4A(1)H^{\prime \prime \prime }(1)+3A(1)(H^{\prime \prime }(1))^{2}+7A(1)+18A^{\prime }(1)+18A(1)H^{\prime \prime }(1)}{n^{2}A(1)} \biggr) \\ &\hphantom{B_{n}(s^{2};x){}}{}\times\frac{G^{\prime \prime}(nxH(1))}{G(nxH(1))}x^{2} \\ &\hphantom{B_{n}(s^{2};x){}} {}+ \biggl(\frac{4A^{\prime \prime \prime }(1)+6A^{\prime \prime }(1)H^{\prime \prime }(1) +4A^{\prime }(1)H^{\prime \prime \prime }(1)+A(1)H^{\mathrm{iv}}(1)+36A^{\prime }(1)}{n^{3} A(1)} \\ &\hphantom{B_{n}(s^{2};x){}}{}+\frac{A(1)+7A(1)H^{\prime \prime }(1)+18A^{\prime \prime }(1)+18A^{\prime }(1)H^{\prime \prime }(1)+6A(1)H^{\prime \prime \prime }(1)-22A^{\prime }(1)}{n^{3} A(1)} \biggr) \\ &\hphantom{B_{n}(s^{2};x){}}{}{}\times\frac{G^{\prime }(nxH(1))}{G(nxH(1))}x+ \biggl( \frac{13 A^{\prime \prime }(1)+A^{\prime }(1)+A^{\mathrm{iv}}}{A(1)} \biggr) . \end{aligned}$$ \end{document}$$

Proof {#FPar2}
-----

Since identities (i)-(iii) are proved in \[[@CR1]\], we give below the proof of only (iv). Identity (v) follows similarly.

It is easily seen that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} &\sum_{k=0}^{\infty }k^{3}p_{k}(nx) \\ &\quad= \bigl(4A^{\prime \prime }(1)+A^{\prime }(1) \bigr)G \bigl(nxH(1) \bigr) \\ &\qquad {}+ \bigl(6A^{\prime }(1)+A(1)+3A(1)H^{\prime \prime }(1)+3A^{\prime \prime }(1)+3A^{\prime }(1)H^{\prime \prime }(1) \\ &\qquad {}+A(1)H^{\prime \prime \prime }(1) \bigr)G^{\prime } \bigl(nxH(1) \bigr)nx+ \bigl(3A(1)+3A ^{\prime }(1)+3A(1)H^{\prime \prime }(1) \bigr)G^{\prime \prime } \bigl(nxH(1) \bigr)n ^{2} x^{2} \\ &\qquad {}+A(1)G^{\prime \prime \prime } \bigl(nxH(1) \bigr)n^{3} x^{3}, \end{aligned}$$ \end{document}$$ and $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\sum_{k=0}^{\infty }k^{4} p_{k}(nx) \\ &\quad =A(1)G^{\mathrm{iv}} \bigl(nxH(1) \bigr)n^{4} x^{4}+ \bigl(4A^{\prime }(1)+6A(1)H^{\prime \prime }(1)+6A(1) \bigr)G^{\prime \prime \prime } \bigl(nxH(1) \bigr)n^{3} x^{3} \\ &\quad \quad {}+ \bigl(6A^{\prime \prime }(1)+12 A^{\prime }(1)H^{\prime \prime }(1)+4A(1)H ^{\prime \prime \prime }(1)+3A(1) \bigl(H^{\prime \prime }(1) \bigr)^{2}+7A(1)+18A ^{\prime }(1) \\ &\quad \quad {}+18A(1)H^{\prime \prime }(1) \bigr)G^{\prime \prime } \bigl(nxH(1) \bigr)n^{2} x ^{2} + \bigl(4A^{\prime \prime \prime }(1)+6A^{\prime \prime }(1)H^{ \prime \prime }(1)+4A^{\prime }(1)H^{\prime \prime \prime }(1) \\ &\quad \quad {}+A(1)H^{\mathrm{iv}}(1)+36A^{\prime }(1)+A(1)+7A(1)H^{\prime \prime }(1) \\ &\quad \quad {}+18A ^{\prime \prime }(1)+18A^{\prime }(1)H^{\prime \prime }(1)+6A(1)H^{ \prime \prime \prime }(1) \\ &\quad \quad {}-22A^{\prime }(1) \bigr)G^{\prime } \bigl(nxH(1) \bigr)nx + \bigl(13A^{\prime \prime }(1)+A ^{\prime }(1)+A^{\mathrm{iv}}(1) \bigr)G \bigl(nxH(1) \bigr). \end{aligned}$$ \end{document}$$ □

Now, by simple calculations, we obtain identities (iii) and (iv). Hence the details are omitted.

In the following lemma, we obtain the moments for the operators defined by ([1.3](#Equ3){ref-type=""}) utilizing Lemma [1](#FPar1){ref-type="sec"}.

Lemma 2 {#FPar3}
-------
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                \begin{document} $$\begin{aligned} \mathrm{(i)} \quad & M_{n}(1;x)=1 , \\ \mathrm{(ii)} \quad & M_{n}(t;x)=\frac{1}{n} \biggl( \frac{G^{\prime }(nxH(1))}{G(nxH(1))}nx+\frac{A^{ \prime }(1)}{A(1)} \biggr) , \\ \mathrm{(iii)} \quad& M_{n} \bigl(t^{2};x \bigr)= \frac{1}{n(n-1)} \biggl[\frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))}n ^{2}x^{2}+ \biggl( 2\frac{A^{\prime }(1)}{A(1)}+H^{\prime \prime }(1)+2 \biggr) \frac{G^{\prime }(nxH(1))}{G(nxH(1))}nx \\ &\hphantom{M_{n} (t^{2};x )=}{}+2\frac{A^{\prime }(1)}{A(1)}+\frac{A ^{\prime \prime }(1)}{A(1)} \biggr] , \\ \mathrm{(iv)} \quad &M_{n} \bigl(t^{3};x \bigr)= \frac{1}{n(n-1)(n-2)} \biggl[ \frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))}n^{3}x^{3} \\ &\hphantom{M_{n} (t^{2};x )=}{}+ \biggl(3\frac{A^{\prime }(1)}{A(1)}+6+3H^{\prime \prime }(1) \biggr) \frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))}n^{2}x^{2} \\ &\hphantom{M_{n} (t^{2};x )=}{}+ \biggl(12\frac{A ^{\prime }(1)}{A(1)}+H^{\prime \prime }(1)+3 \frac{A^{\prime }(1)}{A(1)}H^{\prime \prime }(1)+H^{\prime \prime\prime }(1)+4 \biggr) \frac{G^{\prime }(nxH(1))}{G(nxH(1))}nx \\ &\hphantom{M_{n} (t^{2};x )=}{}+ 7\frac{A ^{\prime \prime }(1)}{A(1)}+6\frac{A^{\prime }(1)}{A(1)} \biggr] , \\ \mathrm{(v)} \quad &M_{n} \bigl(t^{4};x \bigr)= \frac{1}{n(n-1)(n-2)(n-3)} \biggl[\frac{G^{\mathrm{iv}}(nxH(1))}{G(nxH(1))}n^{4}x ^{4} \\ &\hphantom{M_{n} (t^{2};x )=}{}+ \biggl(4\frac{A^{\prime }(1)}{A(1)} +6H^{\prime \prime }(1)+12 \biggr) \frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))}n^{3}x^{3} \\ &\hphantom{M_{n} (t^{2};x )=}{}+ \biggl(6\frac{A^{\prime \prime }(1)}{A(1)}+12 \frac{A^{\prime }(1)}{A(1)}H^{\prime \prime }(1)+21 \frac{A^{\prime }(1)}{A(1)}+3\frac{H^{\prime \prime }(1)}{A(1)} \\ &\hphantom{M_{n} (t^{2};x )=}{}+4H ^{\prime \prime \prime }(1)+18H^{\prime \prime }(1)+3 \bigl(H^{\prime \prime }(1) \bigr)^{2}+21 \biggr)\frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))}n^{2}x^{2} \\ &\hphantom{M_{n} (t^{2};x )=}{}+ \biggl(4\frac{A^{\prime \prime }(1)}{A(1)}+6 \frac{A^{\prime\prime }(1)}{A(1)}H^{\prime \prime }(1)+36 \frac{A^{\prime \prime }(1)}{A(1)}H^{\prime \prime }(1)+42 \frac{A^{ \prime }(1)}{A(1)} \\ &\hphantom{M_{n} (t^{2};x )=}{}+4 \frac{A^{\prime }(1)}{A(1)}H^{\prime \prime\prime }(1)+36 \frac{A^{\prime \prime }(1)}{A(1)}+H^{\mathrm{iv}}(1)+12H^{\prime \prime \prime }(1)+36H^{\prime \prime }(1)+24 \biggr) \\ &\hphantom{M_{n} (t^{2};x )=}{}\times\frac{G^{ \prime }(nxH(1))}{G(nxH(1))}nx+\frac{A^{\mathrm{iv}}(1)}{A(1)}+48 \frac{A^{\prime \prime }(1)}{A(1)}+13 \frac{A^{\prime }(1)}{A(1)}+11 \biggr] . \end{aligned}$$ \end{document}$$

Hence, as a consequence of Lemma [2](#FPar3){ref-type="sec"}, we find the following.

Lemma 3 {#FPar4}
-------

*For operator* ([1.3](#Equ3){ref-type=""}), *we have the following results*: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \mathrm{(i)} \quad &M_{n} \bigl((t-x);x \bigr)= \biggl( \frac{G^{\prime }(nxH(1))}{G(nxH(1))}-1 \biggr) x+\frac{A^{\prime}(1)}{nA(1)} , \\ \mathrm{(ii)} \quad &M_{n} \bigl((t-x)^{2};x \bigr)=\biggl(\frac{n}{n-1}\frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))}-2\frac{G ^{\prime }(nxH(1))}{G(nxH(1))}+1\biggr)x^{2} \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{} + \biggl(\frac{1}{n-1} \biggl( 2\frac{A ^{\prime }(1)}{A(1)}+H^{\prime \prime }(1)+2\biggr) \frac{G^{\prime }(nxH(1))}{G(nxH(1))}-\frac{2}{n}\frac{A^{ \prime }(1)}{A(1)} \biggr)x \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{} + \frac{1}{n(n-1)} \biggl( 2\frac{A^{\prime }(1)}{A(1)}+ \frac{A^{\prime \prime }(1)}{A(1)} \biggr) , \\ \mathrm{(iii)} \quad &M_{n} \bigl((t-x)^{4};x \bigr)= \biggl\{ \frac{n^{3}}{(n-1)(n-2)(n-3)}\frac{G^{\mathrm{iv}}(nxH(1))}{G(nxH(1))} \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{} -\frac{4n^{2}}{(n-1)(n-2)}\frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))}+ \frac{6n}{(n-1)} \frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))} \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{} -4\frac{G^{\prime }(nxH(1))}{G(nxH(1))}+1 \biggr\} x^{4} \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{} + \biggl\{ \frac{n^{2}}{(n-1)(n-2)(n-3)} \frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))} \biggl(4 \frac{A^{\prime }(1)}{A(1)}+6 H^{\prime \prime }(1)+12 \biggr) \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}- \frac{4n}{(n-1)(n-2)} \frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))} \biggl(3 \frac{A^{\prime }(1)}{A(1)}+3 H^{\prime \prime }(1)+6 \biggr) \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}+\frac{6}{(n-1)}\frac{G^{\prime }(nxH(1))}{G(nxH(1))} \biggl(2 \frac{A^{\prime }(1)}{A(1)}+H^{\prime \prime }(1)+2 \biggr)- \frac{4}{n} \frac{A^{\prime }(1)}{A(1)} \biggr\} x^{3} \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}+ \biggl\{ \frac{n}{(n-1)(n-2)(n-3)}\frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))} \biggl(6 \frac{A^{\prime \prime }(1)}{A(1)}+12 \frac{A^{\prime }(1)}{A(1)}H^{\prime \prime }(1) \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}+21\frac{A^{\prime }(1)}{A(1)}+3\frac{H^{\prime \prime }(1)}{A(1)}+4H ^{\prime \prime \prime }(1)+18H^{\prime \prime }(1)+3 \bigl(H^{\prime \prime }(1) \bigr)^{2}+21 \biggr) \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}- \frac{4}{(n-1)(n-2)}\frac{G^{\prime }(nxH(1))}{G(nxH(1))} \biggl(12 \frac{A^{\prime }(1)}{A(1)}+H^{\prime \prime }(1)+3 \frac{A^{\prime }(1)}{A(1)}H^{\prime \prime }(1) \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}+H^{\prime \prime }(1)+4 \biggr) \biggr\} x^{2}+ \biggl\{ \frac{1}{(n-1)(n-2)(n-3)}\frac{G^{\prime }(nxH(1))}{G(nxH(1))} \biggl(4\frac{A^{\prime \prime }(1)}{A(1)} \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}+6\frac{A^{\prime \prime }(1)}{A(1)}H^{\prime \prime }(1)+36 \frac{A^{\prime\prime }(1)}{A(1)}H^{\prime \prime }(1)+42 \frac{A^{\prime }(1)}{A(1)}+4 \frac{A^{\prime }(1)}{A(1)}H^{\prime \prime \prime }(1) \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}+36\frac{A^{\prime \prime }(1)}{A(1)}+H^{\mathrm{iv}}(1)+12H^{\prime \prime \prime }(1)+36H ^{\prime \prime }(1)+24 \biggr) \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}- \frac{4}{n(n-1)(n-2)} \biggl(7\frac{A^{\prime \prime }(1)}{A(1)}+6 \frac{A^{\prime }(1)}{A(1)} \biggr) \biggr\} x \\ &\hphantom{M_{n} ((t-x)^{2};x )=}{}+\frac{1}{(n-1)(n-2)(n-3)} \biggl(\frac{A^{\mathrm{iv}}(1)}{A(1)}+48 \frac{A ^{\prime \prime }(1)}{A(1)}+13\frac{A^{\prime }(1)}{A(1)}+11 \biggr) . \end{aligned}$$ \end{document}$$

Now, in order to study the approximation properties of the considered operators ([1.3](#Equ3){ref-type=""}), we make the following assumptions on the analytic functions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$A(t)$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$G(t)$\end{document}$. It is to be noted that the following assumptions are valid pointwise. These assumptions will be needed to prove Theorems [3](#FPar10){ref-type="sec"}, [7](#FPar19){ref-type="sec"} and [8](#FPar23){ref-type="sec"} of this paper which are pointwise results. $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\lim_{n\rightarrow \infty }n \biggl\{ \frac{G^{\prime }(nxH(1))}{G(nxH(1))}-1 \biggr\} =l_{1}(x) , \\ & \lim_{n\rightarrow \infty }n \biggl\{ \frac{n}{n-1}\frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))}-2 \frac{G^{\prime }(nxH(1))}{G(nxH(1))}+1 \biggr\} =l_{2}(x) , \\ &\lim_{n\rightarrow \infty }n^{2} \biggl\{ \frac{n^{2}}{(n-1)(n-2)(n-3)} \frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))} \biggl(4\frac{A^{ \prime }(1)}{A(1)}+6 H^{\prime \prime }(1)+12 \biggr) \\ &\quad {}- \frac{4n}{(n-1)(n-2)}\frac{G^{\prime \prime }(nxH(1))}{G(nxH(1))} \biggl(3\frac{A^{\prime }(1)}{A(1)}+3 H^{\prime \prime }(1)+6 \biggr) \\ &\quad {}+ \frac{6}{(n-1)}\frac{G^{\prime }(nxH(1))}{G(nxH(1))} \biggl(2 \frac{A^{\prime }(1)}{A(1)}+ H^{\prime \prime }(1)+2 \biggr)-\frac{4}{n}\frac{A^{\prime }(1)}{A(1)} \biggr\} =l_{3}(x) , \\ &\lim_{n\rightarrow \infty }n^{2} \biggl\{ \frac{n^{3}}{(n-1)(n-2)(n-3)} \frac{G^{\mathrm{iv}}(nxH(1))}{G(nxH(1))}-\frac{4n^{2}}{(n-1)(n-2)}\frac{G^{\prime \prime \prime }(nxH(1))}{G(nxH(1))} \\ &\quad {}+\frac{6n}{(n-1)}\frac{G^{\prime\prime }(nxH(1))}{G(nxH(1))}-4\frac{G^{\prime }(nxH(1))}{G(nxH(1))}+1 \biggr\} =l_{4}(x) . \end{aligned}$$ \end{document}$$

As a result of the above assumptions, applying Lemma [3](#FPar4){ref-type="sec"}, we reach the following important result.

Lemma 4 {#FPar5}
-------

*For operator* ([1.3](#Equ3){ref-type=""}), *we have* $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \mathrm{(i)} \quad & \lim_{n\rightarrow \infty }n M_{n}\bigl((t-x);x \bigr)=l_{1}(x)x+\frac{A^{\prime }(1)}{A(1)} , \\ \mathrm{(iii)} \quad &\lim_{n\rightarrow \infty }n M_{n} \bigl((t-x)^{2};x\bigr)=l_{2}(x)x^{2}+x \bigl(H^{ \prime \prime }(1)+2\bigr)=\eta (x)\quad (\textit{say}), \\ \mathrm{(iii)} \quad & \lim_{n\rightarrow \infty }n^{2}M_{n} \bigl((t-x)^{4};x\bigr) \\ &\quad =l_{4}(x)x^{4}+l _{3}(x)x^{3} \\ &\quad \quad {}+ \biggl(6\frac{A^{\prime \prime }(1)}{A(1)}-27 \frac{A^{\prime }(1)}{A(1)}+\frac{H^{\prime \prime }(1)}{A(1)} +14H^{\prime \prime }(1)+3\bigl(H^{\prime \prime }(1)\bigr)^{2}+5 \biggr) \\ &\quad =\nu (x)\quad (\textit{say}). \end{aligned}$$ \end{document}$$

Results and discussion {#Sec3}
======================

Throughout the paper, we assume $\documentclass[12pt]{minimal}
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In the following theorem, we show that the operators defined by ([1.3](#Equ3){ref-type=""}) are an approximation process for $\documentclass[12pt]{minimal}
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                \begin{document}$f\in C_{\gamma }[0, \infty )$\end{document}$, using the Bohman-Korovkin theorem.

Theorem 1 {#FPar6}
---------
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Proof {#FPar7}
-----

From Lemma [2](#FPar3){ref-type="sec"}, it follows that $$\documentclass[12pt]{minimal}
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                \begin{document}$x\in [0,a]$\end{document}$. Hence, by the Bohman-Korovkin theorem, the required result is immediate. □

First, we consider the Lipschitz type space \[[@CR3]\] considered by Otto Szász to establish the uniform convergence of the Szász operators for functions in this space. For $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \operatorname{Lip}_{M}^{*}(\xi ):={}& \biggl\{ f\in C[0,\infty ): \bigl\vert f(t)-f(x) \bigr\vert \leq M_{f} \frac{\vert t-x \vert ^{ \xi }}{(t+x)^{\frac{\xi }{2}}}; \\ &{}\mbox{ where } M_{f} \mbox{ is a constant which depends on }f\biggr\} . \end{aligned}$$ \end{document}$$

In the following theorem, we find the rate of convergence of the operators $\documentclass[12pt]{minimal}
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                \begin{document}$\operatorname{Lip}_{M}^{*}\xi $\end{document}$. We observe that due to the presence of *x*, in the denominator on the right-hand side, we get only pointwise approximation. In the case of Szász operators \[[@CR3]\], this *x* gets canceled leading to the uniform convergence.

Theorem 2 {#FPar8}
---------
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                \begin{document}$$ \bigl\vert M_{n}(f;x)-f(x) \bigr\vert \leq M \biggl( \frac{\delta_{n}(x)}{x} \biggr)^{\frac{\xi }{2}}. $$\end{document}$$

Proof {#FPar9}
-----

By the linearity and positivity of the operators $\documentclass[12pt]{minimal}
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Applying Hölder's inequality with $\documentclass[12pt]{minimal}
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In our next result, we establish a Voronovskaja type approximation theorem.

Theorem 3 {#FPar10}
---------
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Proof {#FPar11}
-----
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Using the Cauchy-Schwarz inequality in the last term of the right-hand side of ([3.3](#Equ7){ref-type=""}), we get $$\documentclass[12pt]{minimal}
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The uniformity assertion follows from the uniform continuity of $\documentclass[12pt]{minimal}
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In our next theorem, we obtain the degree of approximation of the $\documentclass[12pt]{minimal}
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Theorem 4 {#FPar12}
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Weighted approximation {#Sec4}
----------------------
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### Lemma 5 {#FPar14}

\[[@CR13]\]
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Firstly, we establish the following basic approximation theorem for functions in the weighted space of continuous functions $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$C^{0}_{2}[0, \infty )$\end{document}$ by the operators $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$M_{n}$\end{document}$.

### Theorem 5 {#FPar15}
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### Proof {#FPar16}
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In our next theorem, we determine the order of approximation for functions in a weighted space of continuous functions on $\documentclass[12pt]{minimal}
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### Theorem 6 {#FPar17}
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### Proof {#FPar18}
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Unified modulus theorem {#Sec5}
-----------------------

We investigate a direct approximation theorem by utilizing the unified Ditzian-Totik modulus of smoothness $\documentclass[12pt]{minimal}
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Thus, from ([3.19](#Equ23){ref-type=""}), ([3.20](#Equ24){ref-type=""}) and the Cauchy-Schwarz inequality, using Theorem [1](#FPar6){ref-type="sec"}, we obtain $$\documentclass[12pt]{minimal}
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Rate of convergence of Szász-Durrmeyer operators based on Boas-Buck polynomials {#Sec6}
-------------------------------------------------------------------------------
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### Lemma 6 {#FPar21}
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### Proof {#FPar22}
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### Theorem 8 {#FPar23}
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### Proof {#FPar24}
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Conclusion {#Sec7}
==========

We introduce Szász-Durremeyer type operators involving Boas-Buck type polynomials. Brenke type polynomials, Sheffer polynomials and Appell polynomials turn out to be the special cases of Boas-Buck type polynomials. We obtain the rate of convergence for functions belonging to a Lipschitz type space and also establish a Voronovskaja type theorem for twice continuously differentiable functions. We study the approximation properties of the considered operators for continuous functions in weighted spaces. Lastly, we discuss the rate of approximation of functions having derivatives of bounded variations.
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