A kind of heap sorting method based on array sorting was proposed. Some advantages and disadvantages of it were discussed. It was compared with the traditional method of direct application. In the method, the ordered keywords in the array are put into the heap one by one after building an empty heap. This method needs relatively less space and is fit for ordered sequence.
Introduction
In the field of computer algorithm design, sorting algorithm is one of the important methods which is used to process date. Heap sort algorithm's time complexity is relatively low [1] [2] [3] [4] . So if we can understand its thought very well and use it flexibly, we will solve many problems in our life.
In computer science, heapsort is a comparison-based sorting algorithm.
Heapsort can be thought of as an improved selection sort: like that algorithm, we can quickly locate the elements of the required index by using the characteristics of the array [5] [6] . Heap is a completely two binary tree that in ordered set, satisfies the following properties of the heap that the max key value of the key elements of every node in heaps is no more bigger than it in parent node (just in terms of maximum heap terms). Therefore, the largest element of the heap is stored in the root node (the minimum heap similarly, no longer). 
Reference Knowledge
1) Heap: it can be defined as a two binary tree where each node has one key.
There are some requirements:
a) The shape of a tree: every layer of the tree is full except the rightmost element on the last floor. Be careful:
1) Any sub tree in a heap is also a heap.
2) The heap discussed above is actually a two fork heap (Binary Heap). The K fork heap can be defined like that. But it is not studied in this paper.
3) Heap sort is a tree selection sort algorithm. There are some characteristics:
in the sorting process, the H[l•••N] is regarded as a sequential storage structure with a totally two fork tree. We can choose record of the maximum (or minimum) keyword in the current unsorted state by the relationship between the parent node and child node in two binary tree algorithm (according to the sequence storage structure of the two fork tree). Large root heap (or small root heap) records maximum (or minimum) key, so the heapsort can get the maximum (or minimum) keyword in the unsorted state currently. This process is simpler.
A Method of Classical Heap Construction-Bottom-Up Construction Reactor
In the initialization of a completely two forks tree which contains several nodes, the key is placed in the given order, and then heap the tree. The process is as follows: from the last parent node to the root node, checking the key whether meet the requirements. If it doesn't meet the heap's characteristic, we should exchange the position of the biggest key of its child nodes and the key value of the node. We repeat the same process for remaining element until to meet the After complete the operation of the tree node, the algorithm will be ended. 
Array Build Heap
In the first step, the heap is built according to the given order in the classical stack construction method. In the second step, the parents and children nodes are exchanged until to meet the heap's characteristic. Therefore there is some thought. Firstly, we can build the empty heap. Secondly, these key values which
given by an array of known sequence stored in the array from large to small (or large) are arranged in the array. Thirdly, we insert the sorted sequence into a heap directly one by one. So you don't have to adjust the key node in the heap.
The specific procession is that: first, constructing an empty two binary tree.
Second, all the key value of nodes that removed are stored in an array. Then, these key are ranked with quick sorting according to the order from large to small (maximum heap).Besides, the one at the head is the parent node and the one at the back is the child node. Next, the values are sorted in turn into two binary tree according to the order of the top-down. In an ideal situation, every time the array to be sorted will be divided into two parts as long as each other, and it needs log(2,n) times division. In the worst case that an array has ordered or roughly ordered, only one element of each partitioning can be divided every time. The lower bound of time complexity is O(nlog(2,n) and the worst case is O(n^2). In actually, the average value of time complexity is O(nlog(2,n).
2) Space complexity: Classical algorithm: O(1) Array algorithm: Best case: O(log(2,n) Worst case: O(n) 3) Stability:
The stability of two methods is caused by the disagreement of its relationship between father and son nodes with its subscript rules. But the stability can be promised if exchanging their conditions which are comprised. Besides, the two elements which have the same keyword may be belong to different parent nodes, so stability is not confirmed.
Conclusion
This paper presents a heap sorting algorithm based on array and finishes the comparison with the traditional method of direct application. In the larger array sequence, the heap sorting algorithm is applied directly. Its time complexity is as same as quick sort and merging sort. It can run with less storage space, so it's fit for ordered sequence sorting. The application of principle reflected that the algorithm is especially suitable for the realization of priority queue.
