Abstract. This article compares the difficulties of deciding controllability and accessibility. These are standard properties of control systems, but complete algebraic characterizations of controllability have proved elusive. The article shows in particular that, for subsystems of bilinear systems, accessibility can be decided in polynomial time, but controllability is NP-hard.
(at least) NP-hard. Recall that NP-hard problems are widely believed to be intractable, and one ofthe main open problems in theoretical computer science is that of establishing rigorously this intractability, the famous "P NP" question [GJ] , [PSI. It could be argued that, by proving that controllability is NP-hard, we are not in fact establishing precisely that this is harder than accessibility, only that it is true provided the above open question in computer science is resolved. This is, however, the standard way in which we "prove" that a problem is hard in combinatorics, operations research, theoretical computer science, or in a control-theoretic framework [PT] . In any case, we conjecture that, even for the class of bilinear subsystems, it must be possible to establish exponential-time lower bounds, as has been done in the area of decision methods for logical theories and certain problems in language theory (see, e.g., [AHU, Chap. 11 ]). We have not yet been able to prove this stronger fact, however.
2. A few lreliminaries. The systems we shall deal with have equations (t)=f(x(t), u(t)), where the state x(t) is in a differentiable manifold M for each t, and the control values u(t) (ul(t),''', u,,(t)) belong to a Euclidean space A at each time t. We assume that the dynamics f are real analytic. Generalizations to more arbitrary control value sets and to nonanalytic systems could be made, but since our purpose is mainly to provide negative results, we shall make these results stronger by restricting to even simpler kinds of systems below.
Given any fixed state Xo .R n, we can pose several types of problems relative to Xo: reachability from Xo, controllability to Xo, controllability in any fixed time T. We may also consider the property of complete controllability, being able to find controls that transfer any desired state to any other state. We use the notation A '(x) for the set of states that can be reached from x in time exactly T; when T is negative, we mean states from which x can be reached in time -T. We may take any reasonable family of controls" all measurable locally essentially bounded controls or piecewise continuous controls; the results will be the same. The union of all the sets At(x) over all nonnegative T is denoted A+(x); this is the set of states reachable from x. Similarly,
A-(x)
is the union over T_-<0, the set of states controllable to x. With this notation, for instance, controllability from Xo means that A+(xo)= M, controllability to Xo means that A-(xo)= M, and local reachability in small time means for each T>0, Xo is in the interior of the union of the sets A (Xo), 0 =< e _-< T.
Two issues which must be clarified are the meanings of the words "given" (a system, and possibly also an initial state Xo) and "decide" (if the system is controllable from Xo, reachable, etc.) . In its weakest sense, given could be taken to mean "given a recursive description" of the system, that is, we and whose dynamics are given by the restriction of (2.1). We shall call a system of this type a bilinear subsystem. The above definition is meant to capture the idea of a system whose dynamics can be embedded algebraically into a bilinear system. This is a rich enough class of systems for the purposes of this note, and in fact includes many subclasses of interest.
For instance, bilinear systems result when we take all the 4 -= 0 (so n N, M v), and in particular linear systems result when also all the G are zero. Further, minimal realizations of finite Volterra series are always of this type [Cr] .
In order to express difficulty of computation, we associate to each as in (2.3) a size. This is the total number of bits needed in order to store the data (2.3). We assume a fixed data structure for the matrices, say that they are listed by row, and that There is some such a because of (4.2). In case (a), make an arbitrary choice, say z2 Zl,let 0< e < be also arbitrary, and let a := 0.
Step 2. Apply a control with u20, on the interval [0, -el, that takes x into the state x2 (Yl, z2, 0) . A suitable Ul(" exists because of the assumed controllability of the pair (A, b).
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Step 3. Apply a control on the interval [0, e] Step 4. On the interval [0, 6] , let u20 and let ul(" be a control steering eAz2
into e-A. Again such a control exists by the controllability of the linear system (A, b).
The resulting state is x4 (y*, e-SAg, 0).
Step We remark here that the problem is NP-hard, and we do this by polynomial time reduction of the classical NP-complete problem, 3-SAT, to the definiteness question. Thus deciding definiteness is at least as hard as any problem in NP. The remark is not at all surprising, but it is the best lower bound that we have been able to obtain until now.
Recall the definition of the 3-SAT problem [GJ, p. 48] . A clause c(x, y, z) in the three (distinct) variables x, y, z is an expression of the type (5.1) (l(X) v b2(y) v (3(Z), where each "literal" 4i is of the form 4i(a) a or 4,(a) 1-a and the binary variables x, y, z can take values in {0, }. We interpret the values 1 and 0 as "true" and "false," respectively. For any assignment (x*, y*, z*) of values {0, 1} to x, y, z, we say that c(x*, y*, z*) is true if at least one of bl(x*), t2(y*) or is 1, and false otherwise. Equivalently, c(x*, y*, z*) is the sum over all those indices 1 _-< i, j <_-r for which fl + ei--a -t-ej, and for each j, (6.4) g'J= E aiqij, the sum over all those indices 1 =<i= < r for which/ + ei a. We also denote, for the case a (0, , 0), each/3, and each j 1,. , m, a t := qt and g'J :-0. Finally, let
As remarked earlier, many other questions, such as local small-time reachability, are shown to be NP-hard by the same argument. As directions for further research, we suggest looking for a similar result using only single-input systems--the proof above shows that it is hard to decide controllability if at least two controls are allowednand also for the case of controls constrained to compact sets. Alternatively, it would be interesting to establish better lower bounds for the problem studied here.
