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Abstract
We discussed subspaces of the N = 1 supersymmetric sine-Gordon model with Dirichlet boundaries 
through light-cone lattice regularization. In this paper, we showed, unlike the periodic boundary case, both 
of Neveu–Schwarz (NS) and Ramond (R) sectors of a superconformal field theory were obtained. Using a 
method of nonlinear integral equations for auxiliary functions defined by eigenvalues of transfer matrices, 
we found that an excitation state with an odd number of particles is allowed for a certain value of a boundary 
parameter even on a system consisting of an even number of sites. In a small-volume limit where conformal 
invariance shows up in the theory, we derived conformal dimensions of states constructed through the 
lattice-regularized theory. The result shows existence of the R sector, which cannot be obtained from the 
periodic system, while a winding number is restricted to an integer or a half-integer depending on boundary 
parameters.
© 2014 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.
1. Introduction
Physical systems on finite volume show interesting features such as edge states and boundary 
critical exponents and their importance has been noticed for years. It is also important, as any real 
materials are finite-size systems, to know boundary effects on physical quantities. Nevertheless, 
E-mail address: matsui@stat.t.u-tokyo.ac.jp.http://dx.doi.org/10.1016/j.nuclphysb.2014.05.030
0550-3213/© 2014 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/3.0/). Funded by SCOAP3.
374 C. Matsui / Nuclear Physics B 885 (2014) 373–408existence of boundaries often destroys good symmetry obtained for periodic systems, which 
makes it more difficult to study a system with boundaries.
For this reason, it would be nice to work on systems with good symmetries, even after adding 
non-trivial boundary conditions, which somehow allow us exact calculation of physical quanti-
ties. Although adding boundaries breaks symmetry of an integrable system at boundaries, whose 
integrability is ensured by the Yang–Baxter equation, there exist such boundary conditions that 
preserve integrability of the system satisfying the reflection relation [1,2] at boundaries. Due to 
the Yang–Baxter equation and the reflection relation, a many-body scattering process can be de-
composed into a sequence of two-body scatterings which allows us to find exact scattering and 
reflection matrices.
An example which holds these symmetries is the spin- 12 XXZ spin chain with boundary 
magnetic fields, whose R- and K-matrices can be obtained as solutions of the Yang–Baxter 
equation and the reflection relation. Another example is the sine-Gordon (SG) model with Dirich-
let boundary conditions, which is obtained through bosonization of the spin- 12 XXZ spin chain 
with boundary magnetic field. Both models has characterizing R-matrices associated with the 
Uq(sl2)-algebra [3,4].
Different methods have been developed for spin chains and quantum field theories, since the 
former model is a discrete system, while the latter a continuum one. For spin chains, a transfer 
matrix method is often used to solve a system by regarding a two-dimensional lattice with time 
sequences of a transfer matrix. The Bethe-ansatz method is one of the most successful method 
to diagonalize a transfer matrix [5]. This method can be also applied to a system with non-trivial 
boundaries, as long as they satisfy the reflection relation. For instance, the XXZ model with 
boundary fields was first solved by the coordinate Bethe-ansatz method [6] and the method was 
algebraically formulated for the diagonal boundary case by introducing the double-row transfer 
matrix [2].
In a presence of magnetic boundary fields, existence of boundary bound states have been 
found through a q-deformed vertex operator [7] and later also by the Bethe-ansatz method [8,
9]. In a realm of the Bethe-ansatz method, boundary bound states are obtained as imaginary 
solutions of the Bethe-ansatz equations [8,9]. One needs exact distribution of Bethe roots for 
computation of physical quantities by the Bethe-ansatz method. Existence of imaginary roots 
slightly deforms root density for the bulk, and as a result deforms root distribution for the ground 
state as well. This fact leads us to a question whether boundary bound states are to be included 
in the ground state or not. The answer to this question was given for the repulsive regime [8] and 
for the attractive regime [9] by calculating a energy shift coming from emergence of imaginary 
roots themselves and a shift of root density driven by imaginary roots.
On the other hand, analytical discussion of a continuum theory has been achieved by the 
bootstrap approach [10]. This method allows us to compute a scattering matrix between any 
particles subsequently from a soliton–soliton S-matrix obtained as a solution of the Yang–Baxter 
equation. Similarly, the boundary bootstrap principle was also developed which subsequently 
gives a reflection amplitude on a boundary with excitation particles.
In the context of a quantum field theory, boundary bound states are obtained as poles in a 
reflection matrix. Existence of boundary bound states in the SG model with Dirichlet boundary 
conditions was discussed in [11,12] together with explicit forms of reflection matrices. Then 
spectrum of boundary states has been calculated in [13–16]. However, it is hard to know whether 
boundary bound states are included in the ground state or not, since in a quantum field theory 
realm, the ground state is always considered as a vacuum.
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method valid only to discretized systems in analysis of a system which is originally continuum. 
Therefore, our main aim in this paper is to know correct correspondence between a lattice system 
and a quantum field theory. The notion to discretize an integrable quantum field theory was first 
introduced in [17]. Among various types of discretization, we employ the light-cone regulariza-
tion [18–20]. The light-cone regularization is achieved by discretization of a light cone, at the 
same time with fixing a mass parameter [21]. This treatment is called “scaling” and we call a 
continuum limit to reproduce an original theory the scaling limit.
A discretized light cone looks like a two-dimensional lattice system rotated by 45-degrees. 
Each line is a trajectory of each particle and a right-mover runs over a line from left-bottom to 
right-top, while a left-mover runs over a line from right-bottom to left-top. A scattering occurs 
only at a vertex with a corresponding scattering amplitude to an original theory. This scattering 
matrix coincides with the R-matrix of the spin- 12 XXZ with alternating inhomogeneity, which 
algebraically connects these two models.
In order to derive characteristic quantities in quantum field theories, such as S-matrices and 
conformal dimensions, from a light-cone regularized model, two different approaches have been 
developed to describe only excitation particles. The first one is based on the physical Bethe-
ansatz equations calculated by assuming string solutions and deriving equations for density of 
those strings on an infinite system [22–26]. The second is derived from the nonlinear integral 
equations (NLIEs) for counting functions or auxiliary functions defined from eigenvalues of 
transfer matrices [27–30]. This method, which allows us to deal with a finite-size system, is 
more algebraic in the sense that the equations are obtained based on T -systems and Y -systems, 
whose concept was first introduced in [31] and link with Dynkin diagram was explored in [32].
Correspondence between the SG model and the spin- 12 XXZ model has been closely discussed 
through light-cone lattice approach. NLIEs of only excitation states with an even number of par-
ticles have been accessed under a periodic boundary, as a corresponding spin chain consists of an 
even number of sites. Consequently, in the ultraviolet (UV) limit, obtained conformal dimensions 
have an even winding number. Later in [33], it has been suggested that a subspace characterized 
by odd winding numbers is obtained from a spin chain consisting of an odd number of sites, 
although it has not been found yet how to define a scaling limit on an odd-site system. On the 
other hand, correspondence of these two models under Dirichlet boundaries has been discussed 
in [34,35] and found that a subsector consisting of odd winding numbers is also obtained for 
certain values of boundary parameters.
Our interest is, if we consider more complicated case with supersymmetry, how boundary 
fields affect on continuum–discrete correspondence. For this aim, we discuss the supersymmet-
ric sine-Gordon (SSG) model [36] and a corresponding spin chain, the Zamolodchikov–Fateev 
spin-1 XXZ chain [37]. Correspondence of these two models has been discussed in [38,39] and 
under Dirichlet boundary conditions in [40]. The periodic case was discussed from a light-cone 
point of view in [41–43] and only the Neveu–Schwarz (NS) sector, i.e. one of two sectors in 
which the SSG model results in the UV limit, was obtained [43]. In analysis of the SSG model 
from a light-cone regularization approach, they used NLIEs instead of a method based on string 
hypothesis, since Bethe roots of a higher-spin system are subjected to deviations of O(N−1)
from string solutions.
Higher-spin extension of a spin chain was first advocated in [3]. Using a good property of 
the Uq(sl2) R-matrix, the fusion method has been developed. Applying a projection operator, 
the R-matrix of the spin-1 XXZ model is constructed. The R-matrix constructed in this way 
again satisfies the Yang–Baxter equation, which ensures integrability of a system associated with 
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Dirichlet boundaries on the SSG model [44].
The BSSG model was first introduced in [45]. Boundary bound states and mass spectra have 
been discussed by a boundary bootstrap approach in [46]. Then light-cone regularization was 
also applied in [40] where correspondence of a spin chain to the original theory has been in-
tensively discussed in relation with a renormalization flow from the infrared (IR) limit to the 
UV limit. Although they limited their discussion to a regime where no boundary bound state 
is obtained, we are more interested in how physics changes according to boundary parameters. 
Indeed, T -functions change their analytical structure in accordance with boundary parameters, 
which is physically interpreted as appearance of boundary bound states. Performing analytic con-
tinuation, we obtained different NLIEs for three regimes of boundary parameters. From each set 
of NLIEs, different counting equations were derived, which allows different types of excitations. 
We found, for certain values of boundary parameters, an odd number of particles is obtained in 
the system consisting of an even number of sites. Thus, we expect a similar sector separation 
obtained for the SG model under Dirichlet boundary conditions [35] but more complicated one 
due to supersymmetry.
Now we show the plan of this paper. Throughout this paper, we analyze the SSG model with 
Dirichlet boundaries on a finite volume. We focus on the repulsive regime where is no breather,
i.e. a bound state of solitons exists in a system. Although two types of Dirichlet boundary condi-
tions are allowed due to supersymmetry of Majorana fermions, we chose the condition referred 
by BSSG+ in [16]. In Section 2, we first introduce the SSG model and review known results 
from a viewpoint of an integrable quantum field theory, including scattering and reflection ma-
trices and a corresponding conformal field theory. A method of light-cone regularization is also 
explained in this section and properties obtained in a corresponding spin chain are referred. We 
use a method of NLIEs, since the spin-1 chain, a corresponding lattice model to the BSSG+
model, is exposed to string deviations of O(N−1), which results in difficulty in calculation of 
physical quantities sensitive to a system size. This method also resolves a problem how to de-
fine a counting function of string solutions [40], which is also a fatal problem since a ground 
state of the SSG model is given by two-string roots. In Section 3, we derive NLIEs of an arbi-
trary excitation state for a whole regime of boundary parameters. Derivation of NLIEs associated 
with a higher-spin representation of the Uq(sl2) algebra is based on T –Q relations [2,47,48] to-
gether with analyticity structure of T -functions given by eigenvalues of transfer matrices. From 
asymptotic behaviors of NLIEs, counting equations are also derived. Counting equations relate 
the numbers of excitation particles by which we discuss allowed excitations in each regime of 
boundary parameters in connection with eigenenergy computed from NLIEs. In the next section, 
scattering and reflection amplitudes are discussed by taking the IR limit. Different NLIEs for 
three boundary regimes are connected via a boundary bootstrap method by interpreting a change 
of analyticity structure due to emergence of a boundary bound state. From symmetries obtained 
in reflection amplitudes, it is also referred how lattice symmetries survive in the scaling limit. 
Then in Section 5, the UV limit is considered. Conformal dimensions are computed for a state 
obtained from a light-cone regularized BSSG+ model and we show that both the NS and Ramond 
(R) sectors are obtained. A similar restriction on a winding number to the Dirichlet SG case is 
also obtained, which strongly motivate us to construct a corresponding spin chain to a subspace 
of the BSSG+ model which cannot be obtained from a conventional light-cone regularization. 
The last section is devoted to concluding remarks and future works.
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The SSG model is an integrable one-dimensional quantum field theory consisting of a real 
scalar field Φ and a Majorana fermion Ψ . On a finite system size L, the action of the SSG model 
is given by
ASSG =
∞∫
−∞
dt
L∫
0
dx LSSG(x; t),
LSSG = 12∂μΦ∂
μΦ + i
2
Ψ¯ γ μ∂μΨ − m02 cos(βΦ)Ψ¯ Ψ +
m20
2β2
cos2(βΦ), (1)
where
Ψ =
(
ψ
ψ¯
)
, γ 0 =
(
0 i
−i 0
)
, γ 1 =
(
0 i
i 0
)
. (2)
A mass parameter m0 determined in such a way that realizes a proper scaling limit [21] is related 
to the physical soliton mass via the relation found in [49].
The theory behaves differently depending on a value of the coupling constant β; In the at-
tractive regime (0 < β2 < 4π3 ), solitons form bound states called breathers, while the repulsive 
regime ( 4π3 < β2 < 4π ) does not admit breathers. Throughout this paper, we concentrate on the 
repulsive regime.
Besides, we impose the Dirichlet boundary conditions [45]:
Φ(0; t) = Φ−, Ψ (0; t)∓ Ψ¯ (0; t) = 0,
Φ(L; t) = Φ+, Ψ (L; t)∓ Ψ¯ (L; t) = 0. (3)
By following the notations used in [46], we call the conditions given by (3) the BSSG± model, 
respectively.
2.1. SSG model as a perturbed CFT
From a viewpoint of a renormalization group theory, the SSG model is considered as a per-
turbation from a N = 1 superconformal field theory consisting of free bosons and free fermions 
compactified on a cylinder with radius R = 4
√
π
β
. The third term in Lagrangian (1) is an irrele-
vant perturbation in the UV limit given as a small-volume limit (L → 0). The bosonic part is also 
obtained from the SG model, while the fermionic part from the tricritical Ising model [50,51].
2.1.1. Free boson
A free boson theory compactified on a radius R is defined by the following action:
AFB = 18π
∞∫
−∞
dτ
2π∫
0
dσ(∂μϕ)
2, (4)
which is identified with the first term of the SSG action (1) by the relation Φ = 1√
4π
ϕ.
A conformal boson has a Û(1) × Û (1) symmetry. Applying a conformal map from a cylinder 
onto a complex plane (Fig. 1):
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σ = 1
2i
(ln z− ln z¯), τ = 1
2i
(ln z+ ln z¯), (5)
a boson field is decomposed into a holomorphic part and an anti-holomorphic part:
ϕ(z, z¯) = 1
2
(
φ(z)+ φ¯(z¯)). (6)
Subsequently, mode expansion of a boson field is obtained as
φ(z) = Q− iα0 ln z + i
∑
n=0
1
n
z−nαn, φ¯(z¯) = Q− iα¯0 ln z¯ + i
∑
n=0
1
n
z¯−nα¯n, (7)
where Q is a zero mode of ϕ(z, ¯z). Bosonic modes satisfy commutation relations given by
[ak, al] = kδk+l , [ak, a¯l] = 0, [a¯k, a¯l] = kδk+l . (8)
Space of states of a free boson theory is spanned by highest weight vectors and their descen-
dants created by bosonic modes with negative labels:⊕
m,n∈Z
⊕
piqi>0
∏
i
a¯−pi
∏
j
a−qj |m,n〉, (9)
where a highest weight vector |m, n〉 is created from the vacuum state |0, 0〉 by applying a vertex 
operator:
|m,n〉 = V(m,n)(z, z¯)|0,0〉, (10)
V(m,n) = :ei(mR+ nR )φ(z)+i(mR− nR )φ¯(z¯):. (11)
Here we used a notation : ∗ : for the normal order. Therefore, infinitely many highest weight 
vectors are obtained in a free boson theory. One of characteristic quantities of a conformal state 
|m, n〉 is a conformal dimension which shows up in energy as a function of system size:
E(L) = − π
6L
(
1 − 12(Δ+FB +Δ−FB))+O(L−2), (12)
Δ±FB =
1
2
(
mR ± n
R
)2
. (13)
If one imposes Dirichlet boundary conditions (3), a boson field should satisfy the following 
conditions:
1√ ϕ(z, z¯)|σ=0 = Φ−, 1√ ϕ(z, z¯)|σ= L
R
= Φ+, (14)
4π 4π
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part and a momentum part of a conformal dimension vanishes:
ΔBFB = 12
(
1√
π
(Φ+ −Φ−)+mR
)2
. (15)
Consequently, energy is obtained as
E(L) = − π
24L
(1 − 24ΔBFB)+O
(
L−2
)
. (16)
2.1.2. Free fermion
A free fermion theory appears with a bosonic coupling in the SSG theory in the second term 
(1) whose action is given by
AFF =
∫ ∫
dzdz¯
2π
(
ψ
∂
∂z¯
ψ + ψ¯ ∂
∂z
ψ¯
)
. (17)
Mode expansion of a fermion field is given by
ψ(z) =
∑
n∈Z+r
bnz
−n−1/2, ψ¯(z¯) =
∑
n∈Z+r
b¯nz¯
−n−1/2, (18)
where r is a free parameter, in principle, but takes only 0 or 12 under compactification with an 
arbitrary radius. In the case of r = 12 , the theory results in the NS sector, i.e. an periodic boundary 
condition for a fermion part of the superconformal field theory, while r = 0 leads to the R sector, 
i.e. an anti-periodic boundary condition.
Fermionic modes satisfy anti-commutation relations given by
{bs, bt } = δst , {bs, b¯t } = 0, {b¯s , b¯t } = δs+t . (19)
Space of states of a free fermion theory is spanned by⊕
fˆ∈V
⊕
pi,qj>0
∏
i
b¯−pi
∏
j
b−qj fˆ (z, z¯)|0,0〉, (20)
where highest vectors are constructed from the vacuum by applying an operator fˆ (z, ¯z) (V ∈
{I, ψ(z)ψ¯(z¯), σ(z, ¯z)}). One may notice that, unlike the free boson theory, there are only three 
highest weight vectors whose conformal dimensions are given by(
Δ+
I
,Δ−
I
)= (0,0), (Δ+
ψψ¯
,Δ−
ψψ¯
)= (1
2
,
1
2
)
,
(
Δ+σ ,Δ−σ
)= ( 1
16
,
1
16
)
, (21)
for the first two belonging to the NS sector, while the last one belonging to the R sector. Free 
energy is then expressed in terms of conformal dimensions:
E(L) = − π
6L
(
1
2
− 12(Δ+ +Δ−))+O(L−2), (22)
from which two sectors of a superconformal field theory are distinguished.
If one imposes Dirichlet boundary conditions (3), we obtain bn = ±b¯n. As a result, the free 
fermion theory is also written only by a holomorphic part and then energy is given by
E(L) = − π
24L
(
1
2
− 24Δ
)
+O(L−2), (23)
where a conformal dimension Δ takes either 0 or 1 in the NS sector and 1 in the R sector.2 16
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Supersymmetric solitons are described by non-commuting symbols Ajajaj+1 . A superscript 
represents a soliton charge j ∈ {±}, a set of subscripts represents RSOS indices aj , aj+1 ∈
{0, ±1} with an adjacency condition |aj − aj+1| = 1.
2.2.1. Bulk S-matrix
Corresponding to soliton–soliton scattering, the following commutation relations are ob-
tained:
A
1
ab(θ1)A
2
bc(θ2) =
∑
′1,′2
∑
d
S
12
′1′2
∣∣ac
bd
(θ1 − θ2)A
′
2
ad(θ2)A
′1
dc(θ1) (24)
with a parameter θj as rapidity of a supersymmetric soliton.
As a known fact, the S-matrix of the SSG model is decomposed into a tensor product of the 
SG part and the RSOS part:
S
12
′1′2
∣∣ac
bd
(θ) = S12
′1′2
(θ)× Sacbd(θ). (25)
As a result of integrability, each S-matrix satisfies the Yang–Baxter equation:
S
12
′1′2
(θ1 − θ2)S
′
13
′′1 ′3
(θ1 − θ3)S
′
2
′
3
′′2 ′′3
(θ2 − θ3)
= S23
′2′3
(θ2 − θ3)S1
′
3
′1′′3
(θ1 − θ3)S
′
1
′
2
′′1 ′′2
(θ1 − θ2), (26)
Sacbg(θ1 − θ2)Sgdce (θ1 − θ3)Saegf (θ2 − θ3) = Sbdcg′(θ2 − θ3)Sag
′
bf (θ1 − θ3)Sf dg′e (θ1 − θ2), (27)
from which the exact S-matrix is derived.
A solution to the SG part has been obtained in [10,52]:
S (θ) = S(θ), (28)
S−− (θ) =
sinhλθ
sinhλ(iπ − θ)S(θ), S
−
− (θ) = i
sinπλ
sinhλ(iπ − θ)S(θ), (29)
where  ∈ {±}, and found that it is closely related to the R-matrix of the six-vertex model. The 
overall factor S(θ) is obtained by setting u = iθ :
S(θ) = −
∞∏
l=1
(2(l − 1)λ− λu
π
)(2lλ+ 1 − λu
π
)
((2l − 1)λ− λu
π
)((2l − 1)λ+ 1 − λu
π
)
/
(u → −u) (30)
= exp
[
i
∞∫
0
dt
t
sin θt
π
sinh( 1
λ
− 1) t2
cosh t2 sinh
t
2λ
]
. (31)
A parameter λ is determined by a coupling constant β via λ = 2π
β2
− 12 [40].
A solution to the RSOS part is also obtained in [11,53,50,51] as
Sacbd(θ) = Xacbd(θ)K(θ), (32)
where
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(
θ
4i
− π
4
)
, X00σσ (θ) = 2θ/2πi cos
(
θ
4i
)
,
Xσ−σ00 (θ) = 2(iπ−θ)/2πi cos
(
θ
4i
+ π
4
)
, X00σ−σ (θ) = 2θ/2πi cos
(
θ
4i
− π
2
)
, (33)
with σ ∈ {±1}. The overall factor K(θ) is given by
K(θ) = 1√
π
∞∏
k−1
(k − 12 + θ2πi )(k − θ2πi )
(k + 12 − θ2πi )(k + θ2πi )
(34)
= −i√
2 sinh θ−iπ4
exp
[
i
∞∫
0
dt
t
sin θt
π
sinh 3t2
sinh 2t cosh t2
]
. (35)
2.2.2. Boundary S-matrix
In a finite and non-periodic system, a soliton is reflected at a boundary with a reflection am-
plitude obtained from the following algebraic relations:
Aab(θ)B =
∑
c
∑
′
R′
∣∣b
ac
A
′
bc(−θ)B. (36)
Here we used a boundary creation operator B .
As in the case of the bulk S-matrix, the reflection matrix of the SSG model is also written by 
a tensor product of the SG part and the RSOS part:
R′
∣∣c
ab
(θ) = R′(θ)×Rcab(θ). (37)
Each reflection matrix of integrable boundaries like the Dirichlet boundary conditions indepen-
dently satisfies the reflection relation:
S
12
′2′1
(θ1 − θ2)R
′
2
′′2
(θ2)S
′′2 ′1
′′1 ′′′2
(θ1 + θ2)R
′′
1
′′′1
(θ1)
= R1
′1
(θ1)S
′12
′′2 ′1
(−θ1 − θ2)R
′
2
′′2
(θ2)S
′2′′1
′′′1 ′′′2
(−θ1 + θ2), (38)
Sacbf (θ1 − θ2)Rfag(θ2)Sgcf d(θ1 + θ2)Rdge(θ1)
= Rbaf ′(θ1)Sf
′c
bg′ (−θ1 − θ2)Rg
′
f ′e(θ2)S
ec
g′d(−θ1 + θ2). (39)
A solution of the reflection relation has only diagonal elements under Dirichlet boundaries as 
obtained in [11]:
R±±(θ) = cos(ξ ± λu)R0(u)
σ (θ, ξ)
cos ξ
, (40)
where R0(u) is given by
R0(u) =
∞∏
l=1
[
(4lλ− 2λu
π
)(4λ(l − 1)+ 1 − 2λu
π
)
((4l − 3)λ− 2λu
π
)((4l − 1)λ+ 1 − 2λu
π
)
/
(u → −u)
]
. (41)
The overall factor σ(θ, ξ) is written by -functions:
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cos(ξ + λu)
×
∞∏
l=1
[
( 12 + ξπ + (2l − 1)λ− λuπ )( 12 − ξπ + (2l − 1)λ− λuπ )
( 12 − ξπ + (2l − 2)λ− λuπ )( 12 + ξπ + 2lλ− λuπ )
/
(u → −u)
]
.
(42)
Treating -functions with negative real parts separately, one can write a soliton reflection R++(θ)
by integral forms [8,54]:
R++(θ)
R0(θ)
= R+1 (θ)+R2(θ),
R+1 (θ) = exp
[
i
∞∫
0
dt
t
(
sinh(1 − 2ξ
πλ
) t2
2 sinh t2λ cosh
t
2
+ sinh(
ξ
π
−  ξ
π
− 12 − 1) tλ
sinh t2λ
)
sin
θt
π
]
,
R2(θ) = exp
[
i
∞∫
0
dt
t
sinh 3t4 sinh(
1
λ
− 1) t4
sinh t sinh t4λ
]
. (43)
On the other hand, an anti-soliton reflection is given by [8]
R−−(θ)
R0(θ)
= R−1 (θ)+R2(θ),
R−1 (θ) = exp
[
i
∞∫
0
dt
t
sinh(1 − 2ξ
πλ
) t2
2 sinh t2λ cosh
t
2
sin
θt
π
]
. (44)
A boundary parameter ξ is connected to field values at boundaries through ξ± = 2πβ Φ± [40].
The RSOS part of the reflection relation has been solved. Different solutions were obtained 
for two sectors of the superconformal field theory [50,51]. For the NS sector, a solution is given 
by
R0σσ (θ; ξ) = P(θ; ξ), (45)
R±100 (θ; ξ) =
(
cos
ξ
2
± i sinh θ
2
)
2iθ/πK(θ − iξ)K(θ + iξ)P (θ; ξ), (46)
where
P(θ; ξ) = sin ξ − i sinh θ
sin ξ + i sinh θ P0(θ), (47)
P0(θ) =
∞∏
k=1
[
(k − θ2πi )(k − θ2πi )
(k − 14 − θ2πi )(k + 14 − θ2πi )
/
(θ → −θ)
]
(48)
= exp
(
− θ
2π
ln 2 + 1
8
∞∫
0
dt
t
sin 2θt
π
cosh2 t cosh2 t2
)
. (49)
Thus only diagonal matrix elements are non-zero in the reflection matrix of the NS sector.
On the other hand, a solution to the R sector is obtained as
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ξ
2
K(θ − iξ)K(θ + iξ)P (θ; ξ), (50)
R0−σσ (θ; ξ) = −irσ sinh
θ
2
K(θ − iξ)K(θ + iξ)P (θ; ξ), (51)
Rσ00(θ; ξ) = 2iθ/πP (θ; ξ). (52)
Unlike the NS sector, the reflection matrix of the R sector has non-diagonal elements R0−σσ (θ; ξ). 
The matrix (50)–(52) is block diagonal whose non-diagonal subspace is diagonalized with eigen-
values cos ξ2 ± i sinh θ2 , which are clearly the same as (46) up to a factor 2iθ/π which can be 
removed by a similarity transformation.
2.3. Light-cone regularization
The light-cone regularization of a quantum field theory is achieved by discretizing a light-cone 
with a lattice spacing a [18–20]. A trajectory of each particle then forms a two-dimensional 
lattice. Particle scattering occurs only at a vertex with an amplitude properly scaled from the 
original quantum field theory. If one works on an integrable quantum field theory in which an 
exact S-matrix can be derived, one may expect that an amplitude assigned on each vertex of a 
regularized light-cone can be identified with a Boltzmann weights of an integrable lattice model. 
Indeed, it was found that a light-cone of the lattice-regularized SG (LSG) model is obtained 
as a 90-degree rotation of the six-vertex model. In the case of the SSG model, the light-cone 
regularization leads to the 19-vertex model [40,43].
This fact leads us to discuss the SSG model on an integrable lattice system, on which the 
transfer matrix method has been developed intensively. As a well-known fact, a transfer matrix 
of the spin-1 Zamolodchikov–Fateev model is defined on the 19-vertex model [37]. Since time 
development of a SSG state is also defined on the 19-vertex model with inhomogeneities ±Θ
corresponding to rapidity of a right or left mover, a transfer matrix of the Zamolodchikov–Fateev 
spin chain with inhomogeneity describes time development of an SSG state.
The spin-1 Zamolodchikov–Fateev model is defined by the following Hamiltonian:
H=
N−1∑
j=1
[
Tj − (Tj )2 − 2 sin2 γ
(
T zj +
(
Szj
)2 + (Szj+1)2 − (T zj )2)
+ 4 sin2 γ
2
(
T ⊥j T
z
j + T zj T ⊥j
)]+HB, (53)
where
Tj = Sj · Sj+1, T ⊥j = Sxj Sxj+1 + Syj Syj+1, T zj = SzjSzj+1. (54)
Operators Sαj (α ∈ {x, y, z}) are three-dimensional SU(2) spin operators which nontrivially act 
on the j th space of N -fold tensor product of three-dimensional vector space. A parameter γ is 
an anisotropy parameter which determines a coupling constant of the SSG model in the scaling 
limit by β2 = 4(π − 2γ ). Since β2 in the SSG model takes a real value, an allowed value for γ
is less than π2 . In a spin chain realm, a parameter γ in this condition makes the system gapless.
Corresponding to Dirichlet boundaries, which do not change a soliton charge, the boundary 
Hamiltonian HB is given by diagonal operators:
HB = h1(H−)Sz + h2(H−)
(
Sz
)2 + h1(H+)Sz + h2(H+)(Sz )2, (55)1 1 N N
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where two types of boundary fields are connected by a common parameter H as
h1(H) = 12 sin 2γ
(
cot
γH
2
+ cot γ (H + 2)
2
)
, (56)
h2(H) = 12 sin 2γ
(
− cot γH
2
+ cot γ (H + 2)
2
)
. (57)
These boundary fields are 2π
γ
-periodic functions with respect to H (Fig. 2). Each periodicity 
cell apparently consists of two domains [−2 + 2πn
γ
, 2πn
γ
] (domain NS) and [ 2π(n−1)
γ
, −2 + 2πn
γ
]
(n ∈ Z) (domain R), and therefore, we expect different behaviors for the corresponding quantum 
field theory obtained after taking the scaling limit. For instance, this system has symmetries with 
respect to boundary magnetic fields and they have different meanings in each domain. We first 
obtain 2π
γ
-periodicity for both domains NS and R. In contrast, a symmetry H ↔ −H − 2π
γ
− 2
is understood as a Sz ↔ −Sz-symmetry in domain NS, while H ↔ −H − 2 gives the same 
symmetry but for domain R.
The transfer matrix of the Zamolodchikov–Fateev spin chain is obtained from the 19-vertex 
model by taking a trace over an auxiliary space. If one inserts inhomogeneities corresponding to 
rapidities of right and left movers, the transfer matrix of the LSSG model is given by a set of the 
following operators:
TR = tr0
[
K+(θ)T (θ)K−(θ)T̂ (θ)
]
θ=Θ,
TL = tr0
[
K+(θ)T (θ)K−(θ)T̂ (θ)
]
θ=−Θ, (58)
where
T (θ) = R0,2N
(
γ
π
(θ −Θ)
)
R0,2N−1
(
γ
π
(θ +Θ)
)
. . .R02
(
γ
π
(θ −Θ)
)
R01
(
γ
π
(θ +Θ)
)
,
T̂ (θ) = R10
(
γ
π
(θ + iπ +Θ)
)
R20
(
γ
π
(θ + iπ −Θ)
)
. . .
×R2N−1,0
(
γ
π
(θ + iπ +Θ)
)
R2N,0
(
γ
π
(θ + iπ −Θ)
)
(59)
and Rij (x) is the R-matrix of the 19-vertex model [37] constructed from that of the six-vertex 
model through the fusion procedure [3]. Boundary reflection is described by a reflection matrix 
K±(x) [2,44] obtained as a diagonal solution of the reflection relation (38) and (39). Let us note 
that Hamiltonian and total momentum is obtained from the transfer matrix:
H= iγ
2πa
[lnTR + lnTL], P = iγ2πa [lnTR − lnTL]. (60)
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3.1. T -functions and auxiliary functions
An eigenvalue of the transfer matrix of the LSSG model with Dirichlet boundary conditions 
(58) was found to be written as a function of Bethe roots [40]:
T2(θ) = λ1(θ)+ λ2(θ)+ λ3(θ), (61)
where
λ1(θ) = sinh γ
π
(2θ − 2iπ)B−
(
θ − iπ
2
)
B−
(
θ + iπ
2
)
φ
(
θ − 3iπ
2
)
φ
(
θ − iπ
2
)
× Q(θ +
3iπ
2 )
Q(θ − iπ2 )
,
λ2(θ) = sinh γ
π
(2θ)B+
(
θ − iπ
2
)
B−
(
θ + iπ
2
)
φ
(
θ − iπ
2
)
φ
(
θ + iπ
2
)
× Q(θ +
3iπ
2 )Q(θ − 3iπ2 )
Q(θ − iπ2 )Q(θ + iπ2 )
,
λ3(θ) = sinh γ
π
(2θ + 2iπ)B+
(
θ − iπ
2
)
B+
(
θ + iπ
2
)
φ
(
θ + 3iπ
2
)
φ
(
θ + iπ
2
)
× Q(θ −
3iπ
2 )
Q(θ + iπ2 )
. (62)
A function φ(θ) gives a phase shift given by
φ(θ) = sinhN γ
π
(θ −Θ) sinhN γ
π
(θ +Θ) (63)
and functions B±(θ) come from boundary effects which depend on boundary parameters as
B±(θ) = sinh γ
π
(
θ ± iπH+
2
)
sinh
γ
π
(
θ ± iπH−
2
)
. (64)
Bethe-root dependence shows up through a function Q(θ):
Q(θ) =
M∏
j=1
sinh
γ
π
(θ − θj ) sinh γ
π
(θ + θj ), (65)
where θj is a Bethe root.
Another transfer matrix is defined for the LSSG model whose eigenvalue is given by
T1(θ) = l1(θ)+ l2(θ), (66)
where
l1(θ) = sinh γ
π
(2θ + iπ)B+(θ)φ(θ + iπ)Q(θ − iπ)
Q(θ)
,
l2(θ) = sinh γ (2θ − iπ)B−(θ)φ(θ − iπ)Q(θ + iπ) . (67)
π Q(θ)
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Auxiliary functions are defined from T2(θ) as
b(θ) = λ1(θ)+ λ2(θ)
λ3(θ)
, b¯(θ) = λ3(θ)+ λ2(θ)
λ1(θ)
= b(−θ),
B(θ) = 1 + b(θ), B¯(θ) = 1 + b¯(θ). (68)
Similarly, we define
a(θ) = l2(θ)
l1(θ)
, a¯(θ) = l1(θ)
l2(θ)
= a(−θ),
A(θ) = 1 + a(θ), A¯(θ) = 1 + a¯(θ). (69)
The function A(θ) has zeros at positions of roots θ = θk , while B(θ) at positions which be-
come string centers θ = θk ± iπ2 in a large-volume limit [55]. Therefore, lnb(θ) and lna(θ) are 
interpreted as “counting functions” of real roots and two-string roots, respectively.
Based on algebraic structure of integrable scattering theories, the T -system and the Y -systems 
have been developed [31,32]. These systems provide a systematic way to connect different types 
of T -functions, e.g.
T1
(
θ − iπ
2
)
T1
(
θ + iπ
2
)
= f (θ)+ T0(θ)T2(θ),
T0(θ) = sinh γ
π
(2θ), (70)
and Y -functions, e.g.
y(θ) = T0(θ)T2(θ)
f (θ)
, (71)
T1
(
θ − iπ
2
)
T1
(
θ + iπ
2
)
= f (θ)Y (θ), (72)
where Y(θ) = 1 + y(θ) and f (θ) = l2(θ − iπ2 )l1(θ + iπ2 ).
3.2. Classification of roots and holes
A logarithm of each function in auxiliary functions belongs to different Riemann surface 
depending on an imaginary value of a root or a hole, and therefore we classify roots in the 
following way:
• Inner roots cINj (j ∈ {1, . . . , MCIN}) s.t. | Im cINj | ≤ π2 + 
• Close roots cj (j ∈ {1, . . . , MC}) s.t. π2 +  < | Im cj | < 3π2
• Wide roots wj (j ∈ {1, . . . , MW }) s.t. 3π2 < | Imwj | ≤ π
2
2γ
An infinitesimal  is introduced for two-string roots to be classified into inner roots, i.e. it is 
chosen to be greater than root-deviations from two-string roots. Wide roots s.t. | Imwj | = π22γ are 
called self-conjugate roots, as their complex conjugates are themselves. Note that any complex 
roots appear in pairs with their complex conjugates except for real and self-conjugate ones.
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Im lnb
(
c
IN↑
j −
iπ
2
)
= 2π
(
I
c
IN↑
j
− 1
2
)
, (73)
Im lnb
(
c
↑
j −
iπ
2
)
= 2π
(
I
c
↑
j
− 1
2
)
, (74)
Im lnb
(
w
↑
j −
iπ
2
)
= 2π
(
I
w
↑
j
− 1
2
)
, (75)
where I
θ
↑
j
(θ ∈ {cIN, c, w}) is a quantum number which takes an integer. Here we introduced a 
new notation θ↑j for a root with a positive imaginary part. For simplicity, we call a shifted root 
θ˜
↑
j = θ↑j − iπ2 an effective roots. Similarly, quantization conditions for holes and type-1 holes are 
respectively given by
Im lnb(hj ) = 2π
(
Ihj −
1
2
)
, j ∈ {1, . . . ,NH }, (76)
Im lna(hj ) = 2π
(
Ihj −
1
2
)
, j ∈ {1, . . . ,N1}. (77)
In an increasing sequence of quantum numbers with respect to j , a root or a hole which makes 
Iθj < Iθj−1 is called a special object. Here we denote special roots sj and SRj whose quantization 
condition is given by
Im lnb
(
s˜
↑
j
)= 2π(I
s
↑
j
− 1
2
)
, j ∈ {1, . . . ,NS},
Im lna
(
s
R↑
j
)= 2π(I
s
R↑
j
− 1
2
)
, j ∈ {1, . . . ,NRS } (78)
while a special hole and a type-1 special hole by vj and vRj , respectively, whose quantization 
conditions are given by
Im lnb(vj ) = 2π
(
Ivj −
1
2
)
, j ∈ {1, . . . ,NV },
Im lna
(
vRj
)= 2π(IvRj − 12
)
, j ∈ {1, . . . ,NRV }. (79)
3.3. Cauchy theorem for T -functions
Derivation of NLIEs for the ground state of the LSSG model with Dirichlet boundaries has 
been closely discussed in [40]. Here we derive NLIEs for an arbitrary excited state of the LSSG 
model. We do not assume string-like distribution of Bethe roots.
Nontrivial equations can be derived from analyticity structure of the T -functions. Since the 
function T2(θ) is analytic and nonzero (ANZ) around the real axis of the complex plane except 
for the origin and positions of holes, we have the following equation as a result of the Cauchy 
theorem:∮
dθ eikθ
[
lnT2(θ)
]′′ = 2πk
1 − e− π
2
γ
k
(
1 +
∑
hj∈R
eikhj
)
, (80)C1
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Fig. 4. A contour C2.
where a contour C1 is taken as Fig. 3. This is an equation for B(θ), B¯(θ), and y(θ) since T2(θ)
is expressed by the following two forms besides (71):
T2(θ) = t+(θ)Q(θ −
3iπ
2 )
Q(θ + iπ2 )
B(θ) (81)
= t−(θ)Q(θ +
3iπ
2 )
Q(θ − iπ2 )
B¯(θ), (82)
where
t±(θ) = sinh γ
π
(2θ ± 2iπ)B±
(
θ − iπ
2
)
B±
(
θ + iπ
2
)
φ
(
θ ± 3iπ
2
)
φ
(
θ ± iπ
2
)
. (83)
Another nontrivial equation is derived from ANZ property of T1(θ) in Im θ ∈ [−π2 , π2 ) except 
for the origin and positions of type-1 holes. The function T1(θ) shows up in the auxiliary function 
b(θ) through
b(θ) = T1(θ −
iπ
2 )
sinh γ
π
(2θ + 2iπ)
φ(θ − iπ2 )
φ(θ + iπ2 )φ(θ + 3iπ2 )
B−(θ + iπ2 )
B+(θ − iπ2 )B+(θ + iπ2 )
Q(θ + 3iπ2 )
Q(θ − 3iπ2 )
.
(84)
Applying the Cauchy theorem, we have the following equation (Fig. 4):∮
C2
dθ eikθ
[
lnT1(θ)
]′′ = 2πk
1 − e−−π
2
γ
k
(
1 +
∑
Im h(1)j ∈[− π2 , π2 )
e
ikh
(1)
j
)
(85)
which gives an NLIE for b(θ).
Thus a set of NLIEs is derived for the LSSG model with Dirichlet boundaries as follows:
lnb(θ) =
∞∫
dθ ′ G
(
θ − θ ′ − i) lnB(θ ′ + i)− ∞∫ dθ ′ G(θ − θ ′ + i) ln B¯(θ ′ − i)−∞ −∞
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∞∫
−∞
dθ ′ GK
(
θ − θ ′ − iπ
2
+ i
)
lnY
(
θ ′ − i)+ iDbulk(θ)
+ iDB(θ)+ iD(θ)+C(1)b θ +C(2)b (86)
lny(θ) =
∞∫
−∞
dθ ′ GK
(
θ − θ ′ + iπ
2
− i
)
lnB
(
θ ′ + i)
+
∞∫
−∞
dθ ′ GK
(
θ − θ ′ − iπ
2
+ i
)
ln B¯
(
θ ′ − i)
+ iDSB(θ)+ iDK(θ)+C(1)y θ +C(2)y , (87)
where C(i)b and C
(i)
y (i ∈ {1, 2}) are integration constants which are determined by asymptotic 
analysis of NLIEs (Appendix A). Functions G(θ) and GK(θ) are given by
G(θ) =
∞∫
−∞
dk
2π
e−ikθ sinh(π
γ
− 3)πk2
2 cosh πk2 sinh(
π
γ
− 2)πk2
, GK(θ) =
∞∫
−∞
dk
2π
e−ikθ
2 cosh πk2
, (88)
which correspond to soliton–soliton scattering factors. Indeed, G(θ) is nothing but the bulk scat-
tering amplitude of the SG model (30). A bulk phase shift shows up in Dbulk(θ) as
Dbulk(θ) = 2N arctan sinh θ
coshΘ
. (89)
A particle source term D(θ) is given by
D(θ) =
∑
j
cj
{
g(j)(θ − θ˜j )+ g(j)(θ + θ˜j )
}
,
g(θ) = 2γ
∞∫
0
dθ ′ G
(
θ ′
)
, gK(θ) = 2γ
∞∫
0
dθ ′ GK
(
θ ′
)
, (90)
where θj is a Bethe root. A function g(j) is defined for each object differently:
g(j)(θ) =
⎧⎪⎪⎨⎪⎪⎩
gII(θ) = g(θ)+ g(θ − iπ sign(Im θ)) for wide roots
g(θ + i)+ g(θ − i) for specials
gK(θ) for type-1 holes
g(θ) otherwise,
(91)
together with a choice of cj :
cj =
{+1 for holes
−1 otherwise. (92)
A kink source term DK(θ) is given by
DK(θ) = lim
→+0 D˜K
(
θ + iπ
2
− i
)
D˜K(θ) =
∑
cj
{
g
(1)
(j)(θ − θ˜j )+ g(1)(j)(θ + θ˜j )
}
, (93)j
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g
(1)
(j)(θ) =
⎧⎨⎩
(gK)II(θ) = gK(θ)+ gK(θ − iπ sign(Im θ)) = 0 for wide roots
gK(θ + i)+ gK(θ − i) for specials
gK(θ) otherwise,
(94)
which means no contribution from wide roots to a kink source term. Functions DB(θ) and 
DSB(θ) are boundary terms which we discuss in the next subsection.
For later use, we also derive a NLIE for the auxiliary function a(θ). Keeping in our mind that 
real zeros of T1(θ) consists of type-1 holes which results in (85), we obtain
lna(θ) =
∞∫
−∞
dθ ′ Ga
(
θ − θ ′ + i) lnA(θ ′ − i)− ∞∫
−∞
dθ ′ Ga
(
θ − θ ′ − i) ln A¯(θ ′ + i)
+ iD(a)bulk(θ)+ iD(a)B (θ)+ iDa(θ)+Ca, (95)
where Ca is an integration constant derived in Appendix A. A function Ga(θ) is given by
Ga(θ) =
∞∫
−∞
dk
2π
e−ikθ sinh(π
γ
− 2)πk2
2 cosh πk2 sinh(
π
γ
− 1)πk2
. (96)
A boundary term iD(a)B (θ) = Fa(θ; H+) +Fa(θ; H−) +Ja(θ) depends on boundary parameters:
Fa(θ;H) =
∞∫
0
dθ ′
∞∫
−∞
dk e−ikθ ′
(sgn(H) π
γ
−H)πk2
2 cosh πk2 sinh(
π
γ
− 1)πk2
, (97)
while a boundary-parameter-independent term Ja(θ) is given by
Ja(θ) =
∞∫
0
dθ ′
∞∫
−∞
dk e−ikθ ′
cosh πk4 sinh(
π
γ
− 2)πk4
cosh πk2 sinh(
π
γ
− 1)πk4
. (98)
Particle source terms are written as
Da(θ) =
∑
j
c
(a)
j
{
g
(a)
(j)(θ − θj )+ g(a)(j)(θ + θj )
}
, (99)
where c(a)j is defined by
c
(a)
j =
{1 for type-1 holes
−1 otherwise. (100)
g
(a)
(j)(θ) is a function differently defined for each root or hole:
g
(a)
(j)(θ) =
⎧⎨⎩
(ga)II(θ) = ga(θ)+ ga(θ − iπ sgn(Im θ)) for roots satisfying | Im θj | > π
ga(θ + i)+ gA(θ − i) for specials
ga(θ) otherwise,
(101)
where
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∞∫
0
dθ ′ Ga
(
θ ′
)
. (102)
A summation in (99) is taken over j such that θj is a type-1 hole, a real special object, or a 
complex root. A bulk term is obtained as
D
(a)
bulk(θ) = N
{
ga(θ − iΘ)+ ga(θ + iΘ)
}
. (103)
3.4. Boundary dependence of NLIEs
Boundary dependence of NLIEs emerges through branch cuts of logarithms. The following 
integral often appears in NLIEs:
∞∫
−∞
dθ eikθ
[
ln sinh(θ − iα)]′′ = 2πk
1 − e− π
2
γ
k
e
−(α− π2
γ
n)k
, (104)
in which a branch cut is characterized by an integer n s.t. 0 < Re(α − πn) ≤ π . Boundary 
parameters H± appear through the functions B±(θ) as in forms of B±(θ ± iπ2 ), and then we 
need to distinguish three regimes for each H±: (a) 1 < H± ≤ 2πγ − 1; (b) −1 < H± ≤ 1; (c) 
− 2π
γ
+ 1 <H± ≤ −1.
Boundary terms in NLIEs DB(θ) and DSB(θ) consist of right-boundary parts and left-
boundary parts:
DB(θ) = F(θ;H+)+ F(θ;H−)+ J (θ), (105)
DSB(θ) = Fy(θ;H+)+ Fy(θ;H−)+ JK(θ), (106)
where J (θ) and JK(θ) do not depend on boundary parameters:
J (θ) =
∞∫
0
dθ ′
∞∫
−∞
dk e−ikθ ′
cosh πk4 sinh(
π
γ
− 3)πk4
cosh πk2 sinh(
π
γ
− 2)πk2
, (107)
JK(θ) = 2g˜K(θ) = lim
→+0 2gK
(
θ + iπ
2
− i
)
. (108)
Boundary-parameter dependent parts F(θ; H) and Fy(θ; H) have different forms for the three 
regimes (a), (b), and (c).
Regime (a)
F(θ;H) =
∞∫
0
dθ ′
∞∫
−∞
dk e−ikθ ′
sinh(π
γ
−H)πk2
2 cosh πk2 sinh(
π
γ
− 2)πk2
, (109)
Fy(θ;H) = 0. (110)
Regime (b)
F(θ;H) = −
∞∫
0
dθ ′
∞∫
−∞
dk e−ikθ ′
sinh(π
γ
+ πH − 2)πk2
2 cosh πk2 sinh(
π
γ
− 2)πk2
, (111)
Fy(θ;H) = g˜K
(
θ − iπ(1 −H)
)
+ g˜K
(
θ + iπ(1 −H)
)
. (112)2 2
392 C. Matsui / Nuclear Physics B 885 (2014) 373–408Regime (c)
F(θ;H) = −
∞∫
0
dθ ′
∞∫
−∞
dk
2π
e−ikθ ′
sinh(π
γ
+H)πk2
2 cosh πk2 sinh(
π
γ
− 2)πk2
, (113)
Fy(θ;H) = 0. (114)
NLIEs of the BSSG+ model are obtained through lattice regularization of light-cone. The 
original continuum theory is recovered in the scaling limit [38]. Since parameters concerning the 
scaling limit appear only through a bulk term, NLIEs for the BSSG+ model are obtained just by 
the following replacement:
2N arctan
sinh θ
coshΘ
→ 2im0L sinh θ. (115)
3.5. Eigenenergies
By definition, an eigenenergy of the lattice-regularized BSSG+ model is obtained from the 
function T2(θ) [56]:
E = 1
4ia
(
d
dθ
lnT2(θ)
∣∣∣∣
θ=Θ+ iπ2
− d
dθ
lnT2(θ)
∣∣∣∣
θ=Θ− iπ2
)
. (116)
Using a fusion relation (71) and a NLIE (87), we obtain an eigenenergy of the BSSG+ model in 
the scaling limit:
E = Ebulk +EB +Eex +EC, (117)
where bulk energy Ebulk, excitation energy Eex, and Casimir energy EC is given by
Ebulk = 0, (118)
Eex = m0
NH∑
j=1
coshhj −m0
MC∑
j=1
cosh c˜j , (119)
EC = m02π Im
∞−i∫
−∞−i
dθ e−θ ln B¯(θ). (120)
Boundary energy is given by a function of boundary parameters:
EB = m0 +Eb(H+)+Eb(H−), (121)
Eb(H) =
{0 |H | > 1,
m0 cos
π(1−H)
2 |H | < 1,
(122)
whose behavior is shown in Fig. 5. We expect appearance of a boundary bound state at H = ±1
which causes a gap in a boundary energy function.
3.6. Restriction on excitations
Allowed excitations of the BSSG+ model can be discussed by counting equations derived 
from NLIEs. Counting equations relate the numbers of different types of particles, i.e. the num-
bers of excitation particles are not arbitrary but restricted by counting equations.
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A mass parameter m0 is taken to be 1. The upper figure is behavior of boundary magnetic fields.
3.6.1. Counting equations
A counting equation for holes is derived by comparing asymptotic behaviors of both sides of 
the NLIE (86). As was discussed in Appendix A, we obtain
NH − 2(NS +NV ) = 2Stot +MC + 2MW − δB
+ 1
2
(
sgn(1 −H+)+ sgn(1 −H−)+ sgn(1 +H+)
+ sgn(1 +H−)
)
, (123)
where δB is defined by (A.15). There exists another counting equation for type-1 holes, which is 
derived from the NLIE for the auxiliary function a(θ) (95):
N1 − 2
(
NRS +NRV
)= Stot −MR +MC>π +MW + 12(sgn(H+)+ sgn(H−)). (124)
In the scaling limit, a special object or a self-conjugate root emerges exactly when γ -dependent 
terms raise their values by 1 [29]. Therefore, one can regard N effH defined by the following as the 
number of SSG solitons:
NeffH = NH − 2(NS +NV )− 2MSC − δB. (125)
Then the counting equation for holes is written in terms of N effH :
NeffH = 2Stot +MC + 2(MW −MSC)
+ 1
2
{
sgn(H+ − 1)+ sgn(H+ + 1)+ sgn(H− − 1)+ sgn(H− + 1)
}
. (126)
3.6.2. Allowed excitations
Using (124) and (126), we discuss allowed excitations. As we chose the lattice system con-
sisting of an even number of sites, it is obvious that Stot takes only an integer. For H+ > 1 and 
H− < −1, NeffH apparently takes an even integer, since close roots always appear in complex con-jugate pairs. The counting equations admit a state with no particles and holes under Stot = 0, that 
implies the ground state is given by a pure two-string state. When H+ crosses 1 while keeping 
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in Fig. 5 which corresponds to a one-particle excitation at a boundary. Numerical study (Fig. 6) 
shows that rapidity of this boundary bound state seems to be fixed at θ = iπ(1−H+)2 with a small 
deviation exponentially vanishing as system length increases. At H+ = 0, an energy function is 
analytically continued in Fig. 5. However, for H+ < 0, the energy function takes negative value 
implying it gives ground-state energy. Together with the fact that N1 takes a different value for 
positive or negative H+, we expect that states obtained in this regime belong to a different sector 
of a superconformal field theory from that for H+ > 0. Finally when H+ reaches −1, counting 
equations again admit only an even value for NeffH , meaning that excitations with only an even 
number of particles are allowed.
If one starts discussion from H± > 1, the ground state is characterized by two-string roots 
but with Stot = −1. In the realm of a spin chain, it is understood as follows; By polarizing the 
outermost spins at both ends in the same direction, spins freely interact with their neighbors only 
on the bulk N − 2 sites. This gives rise to emergence of a spinon, which results in the ground 
state with Stot = −1. Except for Stot, discussion for H− > 1 goes on quite similar to the case of 
H− < −1 due to a symmetry H− ↔ −H− − 2. For 1 >H± > 0, the outermost spins are trapped 
at both boundaries. Each of them can be released separately, resulting in N effH with an odd integer.
Thus, non-holomorphicity of boundary energy shows up due to change of a root configuration 
of the ground state, which directly affects analyticity structure of T -functions and consequently 
NLIEs. We support this statement later in discussion of reflection amplitudes obtained in the IR 
limit.
4. Infrared limit
Scattering and reflection amplitudes can be read off from the IR limit of NLIEs given by 
m0L → ∞. In this limit, rapidities of bound states are given by positions of poles in a S-matrix, 
while those of boundary bound states locate at positions of poles in a reflection matrix. At the 
same time, the ground state configuration of Bethe roots forms pure two-strings in an absence of 
Dirichlet boundaries.
However, less is known about a ground state and excitation states under Dirichlet bound-
aries besides emergence of boundary bound states [16]. Therefore, we discuss how presence of 
boundary bound states affects ground state configurations of Bethe roots from the viewpoint of 
NLIEs.
In the IR limit, a simplification occurs in NLIEs, since the terms involving lnB(θ) becomes 
negligibly small [43]. However, the third term in (86) remains finite and we obtain a set of NLIEs 
as follows:
lnb(θ) =
∞∫
−∞
dθ ′ GK
(
θ − θ ′ − iπ
2
+ i
)
lnY
(
θ ′ − i)+ 2im0L sinh θ
+ iDB(θ)+ iD(θ)+ iπC(2)b , (127)
lny(θ) = iDSB(θ)+ iDK(θ)+ iπC(2)y . (128)
From the quantization condition for holes (76), the following equation holds for any rapidity 
of holes hj :
b(hj ) = −1. (129)
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parameters is fixed at H+ = 1.5. Zeros of T -functions are depicted by black dots and roots by gray dots. These plots are 
calculated for a system of length N = 8 with 4 pairs of two-string roots in the homogeneous and isotropic limit.
On the other hand, a quantization condition in a realm of a quantum field theory has been obtained 
from a boundary condition for phase shifts [22,25]:
e2im0L sinh θj R(θj ; ξ+) ·
n∏
l=1
S(θj − θl)S(θj + θl) ·R(θj ; ξ−) = 1, (130)l =j
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Relations between a lattice boundary parameter and a QFT boundary parameter.
H > 0 0 >H > −2 −2 >H
H = − 2ξπλ + 1λ + 1 H = − 2ξπλ + 1λ − 1 H = − 2ξπλ − 1λ − 3
where θj is rapidity of a SSG soliton. Comparing (129) with (130), we obtain the following 
relation between scattering amplitudes and NLIEs:
∞∫
−∞
dθ ′GK
(
hj − θ ′ − iπ2 + i
)
lnY
(
θ ′ − i)+ iDB(hj )+ iD(hj )+ iπ(C(2)b + 1)
= lnR(hj ; ξ+)+
n∑
l=1
l =j
(
lnS(hj − hl)+ lnS(hj + hl)
)+ lnR(hj ; ξ−), (131)
which allows us to obtain scattering and reflection amplitudes in terms of lattice parameters.
Counting equations (124) and (126) admit N effH = N1 = 0 for H± > 1, which means no par-
ticle is obtained in a ground state. In this regime, both boundary terms belong to the regime (a) 
of NLIEs. From now on, we focus on the SG part of a reflection amplitude, as the RSOS part 
does not concern with boundary bound states. Reflection amplitudes for the regime (a) have been 
derived in [40]:
lnR+1 (θ) = iF (a)(θ;H), (132)
lnR2(θ) = iJ (θ), (133)
which result in relations obtained in Table 1. We denote boundary dependent terms for each 
regime by F (x) and F (x)y (x ∈ {a, b, c}). A factor 2−θ/2π obtained in (49) does not appear, since 
it is removed by a similarity transformation.
When H+ reaches 1 while keeping H− greater than 1, the counting equations are solved as 
MC = 1, showing a no-pairing close root emerges. A boundary term of NLIEs is given by the 
regime (b) (111) and (112) for H+, although the terms of H− are still given by the regime (a) 
(109) and (110). This change occurs due to emergence of a boundary bound state; Boundary-
dependent parts for the regime (b) are expressed through those for the regime (a):
iF (b)(θ;H) = lnR+1 (θ)+ ig
(
θ − iπ
2
(1 −H)
)
+ ig
(
θ + iπ
2
(1 −H)
)
,
iF (b)y (θ;H) = iF (a)y (θ;H)+ ig˜K
(
θ − iπ
2
(1 −H)
)
+ ig˜K
(
θ + iπ
2
(1 −H)
)
. (134)
This state is interpreted as a pure two-string state with an imaginary hole at θ = iπ2 (1 − H), 
which is a pole of a reflection amplitude (132). Indeed, the boundary bootstrap principle leads to 
the relations (134) [10]. Boundary energy in Fig. 5 also supports this interpretation, by showing 
an energy gap E(b)→(a)B = m0 cos π2 (1 −H) at H = 1.
For H+ < 0, we still obtain a solution MC = 1 from counting equations, whose imaginary 
part is, however, greater than π . Such a root contributes to the counting equation for type-1 holes 
(124). Ground-state reflection amplitudes in this regime are obtained as
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(
θ − iπH
2
)
− igK
(
θ + iπH
2
)
, (135)
which require different parameter relations as shown in Table 1. Subsequently, boundary energy 
becomes negative (Fig. 5), giving ground state energy. Thus, a ground state for this regime in-
cludes a close root at θ˜ = iπ2 (1 + H). Besides this close root, the state includes a type-1 hole, 
implying existence of a non-paring root which affects on RSOS indices. Thus, the state for 
H+ < 0 has different RSOS indices from the ground state obtained for H+ > 0, and we ex-
pect a soliton state constructed through a light-cone lattice in this regime belongs to a different 
sector of a superconformal field theory from that for H+ > 0.
When H+ reaches −1, boundary terms for H+ belong to the regime (c), which are expressed 
by adding two holes and one type-1 hole to the two-string state:
iF (c)(θ;H) = iF (a)(θ;H)+ ig
(
θ − iπ
2
(1 −H)
)
+ ig
(
θ + iπ
2
(1 −H)
)
+ ig
(
θ + iπ
2
(1 +H)
)
+ ig
(
θ − iπ
2
(1 +H)
)
+ igK
(
θ − iπH
2
)
+ igK
(
θ + iπH
2
)
,
iF (c)y (θ;H) = iF (a)y (θ;H). (136)
Since boundary terms (134) describe a ground state for H+ < 0, we write boundary dependent 
terms as
iF (c)(θ;H) = iF (b)(θ;H)+ ig
(
θ − iπ
2
(1 +H)
)
+ ig
(
θ + iπ
2
(1 +H)
)
,
iF (c)y (θ;H) = iF (b)y (θ;H)+ ig˜K
(
θ + iπ
2
(1 +H)
)
+ ig˜K
(
θ − iπ
2
(1 +H)
)
. (137)
Thus, boundary dependent terms for the regime (c) describe a one-particle excitation state from 
the ground state including a close root. A reflection amplitude (135) indeed has a pole at θ =
− iπ2 (1 + H). Fig. 5 also supports this interpretation which shows an energy gap E(c)→(b)B =
m0 cos
π
2 (1 +H) at H = −1.
Finally, H+ reaches −2 and again we obtain the ground state with no particles nor holes. 
A reflection amplitude on this ground state is then obtained as
lnR+1 (θ) = iF (c)(θ;H), (138)
by resetting parameter relations as in Table 1. Besides solutions NeffH = N1 = 0, counting equa-
tions admit a solution MW = 1 together with S = −1. Taking into account that a wide root gets 
into a second determination, one can also write (136) as
iF (c)(θ;H) = lnR+1 (θ)+ igK
(
θ − iπH
2
)
+ igK
(
θ + iπH
2
)
− igII
(
θ − iπ
2
(1 +H)
)
− igII
(
θ − iπ
2
(1 +H)
)
,
iF (c)(θ;H) = iF (a)(θ;H),y y
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state in this regime is obtained just by a soliton–antisoliton translation from the regime H+ > 1, 
and therefore, belongs to the same sector of a superconformal field theory.
Now let us discuss how symmetries obtained in a discretized system survive after taking the 
scaling limit. By replacing H of a reflection amplitude on a ground state for |H + 1| > 1 by 
−H − 2π
γ
− 2, one obtains a antisoliton reflection amplitude (44):
iF (a)
(
θ;−H − 2π
γ
− 2
)
= iF (c)
(
θ;−H − 2π
γ
− 2
)
= lnR−1 (θ). (139)
The same symmetry is also obtained for |H + 1| < 1 by substituting H by −H − 2:
iF (b)(θ;−H − 2)− igK
(
θ − iπ
2
(−H − 2)
)
− igK
(
θ + iπ
2
(−H − 2)
)
= iF (c)(θ;−H − 2)− igK
(
θ − iπ
2
(−H − 2)
)
− igK
(
θ + iπ
2
(−H − 2)
)
= lnR−1 (θ). (140)
This implies that a Sz ↔ −Sz-symmetry, i.e. a soliton–antisoliton symmetry survives even after 
continualization.
5. Ultraviolet limit
As discussed in Section 2, the SSG model is known to be a perturbed theory of an N = 1
superconformal field theory. Conformal invariance is obtained in the UV limit realized by 
m0L → 0. From the original SSG model, one obtains a complete space of states of an N = 1
superconformal field theory, while it has been known the R sector cannot be realized through 
a lattice regularization under the periodic boundary condition. In this section, we discuss the 
UV limit of the SSG model using NLIEs, which are derived via a lattice regularization. Under 
Dirichlet boundary conditions, NLIEs show dependence on boundary parameters, resulting in 
different forms. Consequently, we obtained a first evidence that subsectors not being obtained 
under the periodic boundary condition are realized through lattice regularization. In order to sup-
port this statement, we calculate conformal dimensions of eigenstates in each regime of boundary 
parameters and then show both NS and R sectors can be obtained.
5.1. UV behavior of Bethe roots and scaling functions
In the UV limit, there exist Bethe roots which tend to infinity. Such roots behave as θ ∼
θˆ − lnm0L, asymptotizing to infinity as m0L → 0 [27]. Thus, a scaling function defined by 
f+(θˆ) = f (θˆ − lnm0L) shows a step-function like behavior at θˆ ∼ lnm0L [27,30,57]. Using 
this function, one can rewrite NLIEs as follows:
lnb+(θˆ) =
∞∫
−∞
dθˆ ′ G
(
θˆ − θˆ ′ − i) lnB+(θˆ ′ + i)
−
∞∫
dθˆ ′ G
(
θˆ − θˆ ′ + i) ln B¯+(θˆ ′ − i)−∞
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∞∫
−∞
dθˆ ′ GK
(
θˆ − θˆ ′ − iπ
2
+ i
)
lnY+
(
θˆ ′ − i)+ ieθˆ
+ i
∑
j
cj g(j)(θˆ − θˆj )+ iπCˆb, (141)
lny+(θˆ) =
∞∫
−∞
dθˆ ′ GK
(
θˆ − θˆ ′ + iπ
2
− i
)
lnB+
(
θˆ ′ + i)
+
∞∫
−∞
dθˆ ′ GK
(
θˆ − θˆ ′ − iπ
2
+ i
)
ln B¯+
(
θˆ ′ − i)
+ i
∑
j
cj g
(1)
(j)
(θˆ − θˆj )+ iπCˆy. (142)
Constants Cˆb and Cˆy , which are not necessarily integers, include integration constants and 
asymptotic values obtained in Appendix A:
iπCˆb = iπC˜(2)b + iF (∞;H+)+ iF (∞;H−)+ iJ (∞)
+ ig(∞)(N+H − 2(N+S +N+V )−M+C − 2M+W )+ 2ig(∞)(N0H − 2(N0S +N0V )
−M0C − 2M0W
)+ igK(∞)N+1 + 2igK(∞)N01 , (143)
iπCˆy = iπC˜(2)y + iFy(∞;H+)+ iFy(∞;H−)+ 2igK(∞)
+ igK(∞)
(
N+H − 2
(
N+S +N+V
)−M+C )
+ 2igK(∞)
(
N0H − 2
(
N0S +N0V
)−M0C), (144)
where A+ (A ∈ {NH, N1, NS, NV , MC, MW }) is a number of roots/holes which tend to infinity, 
while we denote those which remain finite in the UV limit by A0.
As energy in the context of conformal field theories is written as a function of system length L, 
we write eigenenergy obtained in the UV limit of (117) as a function of system length:
ECFT(L) = E(L)− (Ebulk +EB) = Eex(L)+EC(L),
Eex(L) = 12L
N+H∑
j=1
ehˆj − 1
2L
M+C∑
j=1
ecˆj ,
EC(L) = 12πL Im
∞∫
−∞
dθˆ eθˆ ln B¯+(θˆ). (145)
Although it is cumbersome to calculate these quantities directly, a trick used in [48] allows us to 
write eigenenergy in a form which does not depend on Bethe roots (Appendix B):
ECFT(L) = 14πL
{
L+
(
b+(∞))−L+(b+(−∞))+L+(b¯+(∞))−L+(b¯+(−∞))
+L+
(
y+(∞))−L+(y+(−∞))}
+ i
8πL
[{
eθˆ +
∑
cjg(j)(θˆ − θˆj )+ πCˆb
}(
lnB+(θˆ)− ln B¯+(θˆ))]∞
−∞j
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8πL
[{∑
j
cj g
(1)
(j)
(θˆ − θˆj )+ πCˆy
}
lnY+(θˆ)
]∞
−∞
+ π
L
(
IN+H
− 2(IN+S + IN+V )− IM+C − IM+W + IN+1
)
− π
2L
{
Cˆb
(
N+H − 2
(
N+S +N+V
)−M+C −M+W )+ CˆyN+1 }, (146)
where L+(x) is a dilogarithm function defined by
L+(x) = 12
x∫
0
dy
(
ln(1 + y)
y
− lny
1 + y
)
. (147)
Asymptotic values in (146) are directly calculated from NLIEs (141) and (142):
b+(∞) = 0, y+(∞) = (−1) 12 (sgn(1−H+)+sgn(1−H−)+sgn(1+H+)+sgn(1+H−))mod 2 ,
b+(−∞) = 2e3iρ+ cosρ+, y+(−∞) = sin 3ρ+
sinρ+
, (148)
where
ρ+ = π
{
N0H − 2
(
N0S +N0V
)−M0C − 2M0W +N01 + 1
+ 1
3
(
nb(H+)− ny(H+)+ nb(H−)− ny(H−)
)+ C˜(2)b }
− γ {3(N0H − 2(N0S +N0V )−M0C − 2M0W )+ 2N01 + 3 +H
− ny(H+)− ny(H−)+ 2C˜(2)b
}
. (149)
Besides, we obtain the following condition:
N0H − 2
(
N0S +N0V
)−M0C + 1 + C˜(2)y + ny(H+)+ ny(H−) = 0. (150)
Asymptotic values of b¯(θˆ ) are obtained by taking complex conjugates of b(θˆ).
Using (148) and properties of dilogarithm functions (Appendix C), we finally obtain
ECFT(L) = π2L
(
1√
π
(Φ+ −Φ−)
+
√
π − 2γ
π
(
C˜
(2)
b +N01 + 3S0 + 1 −
1
2
(
ny(H+)− ny(H−)
))
−
√
π
π − 2γ
(
S − 1
4
(
sgn(1 −H+)+ sgn(1 −H−)
+ sgn(1 +H+)+ sgn(1 +H−)
)))2 + π
16L
(
1
2
(
sgn(1 −H+)
+ sgn(1 −H−)+ sgn(1 +H+)+ sgn(1 +H−)
))
mod 2
− π
16L
+ π
L
(
IN+H
− 2(IN+S + IN+V )− IM+C − IM+W
)
− π ((3S+ + 2N+1 )S+ + (S+ +M+W )N+1 ), (151)2L
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where
Φ± = ∓γ (H± + 1)2√π − 2γ , (152)
2Sα = NαH − 2
(
NαS +NαV
)−MαC − 2MαW, α = {0,+}, (153)
S = S+ + S0. (154)
By comparing (151) with energy obtained in the context of a conformal field theory (16) and 
(23), one obtains a central charge and a conformal dimension as
c = 3
2
, (155)
Δ = 1
2
(
Φ+ −Φ−√
π
+mR + n
R
)2
(156)
+ 1
16
(
1
2
(
sgn(1 −H+)+ sgn(1 −H−)+ sgn(1 +H+)+ sgn(1 +H−)
))
mod 2
,
(157)
where
m = −S + 1
4
(
sgn(1 −H+)+ sgn(1 −H−)+ sgn(1 +H+)+ sgn(1 +H−)
)
, (158)
n = C˜(2)b +N01 + 3S0 + 1 −
1
2
(
ny(H+)+ ny(H−)
)
, (159)
under a choice of compactification radius R =
√
π
π−2γ . Thus, the theory belongs to the NS sector 
when ( 12 (sgn(1 −H+) + sgn(1 −H−) + sgn(1 +H+) + sgn(1 +H−)))mod 2 = 0 giving ΔF = 0, 
while it belongs to the R sector when ( 12(sgn(1 −H+) + sgn(1 −H−) + sgn(1 +H+) + sgn(1 +
H−)))mod 2 = 1 giving ΔF = 116 . This sector separation with respect to boundary parameters 
is shown in Fig. 7. A boson part of conformal dimensions is labeled by two indices (m, n). 
A momentum part (159) must vanish due to Dirichlet boundary conditions. On the other hand, 
m given by (158) takes either an integer or a half-integer depending on boundary parameters, as 
S takes only an integer.
6. Concluding remarks
We have been discussed subspaces of the SSG model with Dirichlet boundaries ob-
tained through a light-cone lattice, on which we derived NLIEs from the corresponding 
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result in this paper is the fact that Dirichlet boundaries allows us to obtain the R sector, which 
cannot be obtained from the periodic system. According to UV analysis, it is the NLIE for y(θ)
that determines which sector is realized from the LSSG model. On the other hand, a winding 
number m is determined by b(θ) in such a way that takes an integer for the NS sector and a 
half integer for the R sector. At a separation point of these two sectors, an energy gap has been 
obtained (Fig. 5).
Counting equations (124) and (126) also show existence of sector separations with respect to 
boundary parameters; Either an even number or an odd number of particles are allowed to exist 
depending on boundary parameters. In principle, a light-cone regularized quantum field theory 
consists of an even number of sites in order to generate a pair of a right-mover and a left-mover, 
on which only an even number of excitation particles are allowed to exist. However, in connection 
with allowed excitations in the boundary SG model [35], strong enough boundary field arrests a 
particle, making a system effectively consisting of an odd number of sites, and then an excitation 
state with an odd number of particles is also obtained.
In the IR limit, we have analyzed difference of boundary terms in NLIEs in a realm of bound-
ary bootstrap principle. Mathematically, difference in boundary terms originates in change of 
analyticity structure of T -functions. Boundary bootstrap approach tells that this change occurs 
due to emergence of a boundary bound state. According to discussion in Section 4, the sym-
metries obtained in a corresponding spin chain are preserved in this limit. However, the given 
interpretation is incomplete, since it is the SUSY part which brings the phase separation and we 
did not discuss it yet.
If both statements for the UV limit and the IR limit are correct, there seems to be hidden sym-
metry between the ground state and the boundary excitation state. In order to make it clear how 
phase separations vary from the UV limit to the IR limit, analysis on intermediate volume would 
be important. Another interesting future problem is to construct full regime of the SSG model 
from the spin chain. Recently, a supercharge defined on a spin chain is studied in connection 
with integrability of a system [58,59]. This supercharge adds one site to a system, i.e. it makes a 
system consisting of an even number of sites to that of an odd number of sites. If a supercharge 
defined on a lattice is correctly identified with that originally defined on a continuum theory, 
we may obtain subspaces of quantum field theories which cannot be obtained by a conventional 
method.
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Appendix A. Asymptotic behaviors of NLIEs
Integration constants of (86) and (87) are determined from asymptotic behaviors of NLIEs. 
From the definitions, auxiliary functions b(θ) and y(θ) behave as
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B(∞) = 1 + e−2iω + e−4iω, (A.2)
y(∞) = e2iω + 1 + e−2iω, (A.3)
Y(∞) = e2iω + 2 + e−2iω. (A.4)
Here we set ω = γ (2Stot +H +1) by defining total spin Stot = N −M and an averaged boundary 
parameter H = H++H−2 . Apparently, left-hand sides of NLIEs remain finite, while linear terms 
C
(1)
b θ and C
(1)
y θ go to infinity as θ → ∞, which results in C(1)b = C(1)y = 0.
Right-hand sides of NLIEs at x → ∞ are evaluated from the following asymptotic behaviors:
g(∞) = πG(∞) = π
2
π − 3γ
π − 2γ , gK(∞) = πGK(∞) =
π
2
,
J (∞) = π π − 3γ
π − 2γ , JK(∞) = π. (A.5)
Boundary terms F(θ; H) and Fy(θ; H) in the regime (a) behave as
F(∞;H) = π
2
π − γH
π − 2γ , Fy(∞;H) = 0, (A.6)
while for the regime (b):
F(∞;H) = π
2
−π − γH + 2γ
π − 2γ , Fy(∞;H) = π, (A.7)
and then for the regime (c) we have
F(∞;H) = π
2
−π − γH
π − 2γ , Fy(∞;H) = 0. (A.8)
Substituting (A.2), (A.3), (A.5), and (A.6)–(A.8) into the NLIE for lny(θ), the integration 
constant C(2)y is determined as
C(2)y = iπC˜(2)y = −iπ
[
NH − 2(NS +NV )−MC + 1 + ny(H+)+ ny(H−)
]
mod 2, (A.9)
where
ny(H) =
{
0 |H | > 1,
1 |H | < 1. (A.10)
The integration constant C(2)b is obtained from (A.1), (A.2), (A.4), (A.5), and (A.6)–(A.8):
C
(2)
b = iπC˜(2)b = −iπ
[
2Stot +N +N1 + 1 − δb + nb(H+)+ nb(H−)
]
mod 2, (A.11)
where
nb(H) =
⎧⎪⎨⎪⎩
3
2 H > 1,
− 12 |H | < 1,
− 32 −1 >H
(A.12)
and
δb =
{
0 cosω > 0, (A.13)
1 cosω < 0.
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Besides (A.11), we obtain a counting equation for holes:
NH − 2(NS +NV ) = 2Stot +MC + 2MW − δB + 12
(
sgn(1 −H+)+ sgn(1 +H+)
+ sgn(1 −H−)+ sgn(1 +H−)
)
, (A.14)
where
δB =
{
0 1 + 2 cos 2ω > 0,
1 1 + 2 cos 2ω < 0. (A.15)
In order to derive a counting equation for type-1 holes, we need to derive a NLIE for the 
auxiliary function a(θ). Since the auxiliary function a(θ) asymptotically behaves as a(∞) =
e−2iω , we obtain the following counting equation for type-1 holes by comparing both sides of a 
NLIE (95):
N1 − 2
(
NRS +NRV
)= Stot −MR +MC>π +MW + 12 (sgn(H+)+ sgn(H−)), (A.16)
where MC>π represents the number of roots which satisfy | Imθj | > π . An integration constant 
Ca is also determined as follows: and an integration constant:
Ca = iπC˜a = −iπ
[
2Stot + 1 + sgn(H+)+ sgn(H−)
]
mod 2. (A.17)
In derivation of (A.16) and (A.17), we used the following asymptotic behaviors:
ga(∞) = πGa(∞) = π2
π − 2γ
π − γ , (A.18)
Ja(∞) = π π − 2γ
π − γ , Fa(∞;H) =
π
2
sgn(H)π − γH
π − γ (A.19)
and a relation M = MR +MC +MW .
Appendix B. Evaluation of eigenenergy from NLIEs
Eigenenergy is evaluated from NLIEs without solving them. This technique was first intro-
duced in [30] and widely used for analytical calculation of O(N−1)-corrections. Let us rewrite 
NLIEs (141) and (142) in a vector form:
lb+(θˆ) = G ∗ lB+(θˆ)+ ig(θˆ), (B.1)
where
lb+(θˆ) =
⎛⎝ lnb+(θˆ )ln b¯+(θˆ )
lny+(θˆ)
⎞⎠ , lB+(θˆ) =
⎛⎝ lnB+(θˆ)ln B¯+(θˆ)
lnY+(θˆ)
⎞⎠ , (B.2)
g(θˆ ) =
⎛⎜⎝ e
θˆ +∑j cj g(j)(θˆ − θˆj )+ πCˆb
−eθˆ −∑j cj g(j)(θˆ − θˆj )− πCˆb∑
j cj g
(1)
(j)(θˆ − θˆj )+ πCˆy
⎞⎟⎠ . (B.3)
G is a matrix given by
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⎛⎜⎝ G(θˆ − i) −G(θˆ + i) GK(θˆ −
iπ
2 + i)
−G¯(θˆ − i) G¯(θˆ − i) GK(θˆ + iπ2 − i)
GK(θˆ + iπ2 − i) GK(θˆ − iπ2 + i) 0
⎞⎟⎠ . (B.4)
Using G(θˆ) = G¯(−θˆ ) and GK(θˆ) = G¯K(−θˆ ) = GK(θˆ), one obtains that G(θˆ) satisfies
Gij (θˆ ) = Gji(−θˆ ), i = j. (B.5)
Consider an integral of lb+ ′ · lB+ − lb+ · lB+′ , which is written in terms of dilogarithm func-
tions:
1
2
∞∫
−∞
dθˆ
(
lb+′(θˆ) · lB+(θˆ )− lb+(θˆ ) · lB+′(θˆ ))
= L+
(
b+(∞))−L+(b+(−∞))+L+(b¯+(∞))−L+(b¯+(−∞))
+L+
(
y+(∞))−L+(y+(−∞)). (B.6)
On the other hand, by substituting (B.1) into lb+′ and lb+ and then we observe that compensation 
occurs to terms concerning G due to (B.5). Remaining terms are obtained as
1
2
∞∫
−∞
dθˆ
(
lb+′(θˆ) · lB+(θˆ )− lb+(θˆ ) · lB+′(θˆ ))
= 2 Im
∞∫
−∞
dθˆ eθˆ ln B¯+(θˆ)+ 2π
∑
j
cj e
θˆj
(j)
− i
2
[(
eθˆ +
∑
j
cj g(j)(θˆ − θˆj )+ πCˆb
)(
lnB+(θˆ)− ln B¯+(θˆ))]∞
−∞
− i
2
[(∑
j
cj g
(1)
(j)(θˆ − θˆj )+ πCˆy
)
lnY+(θˆ)
]∞
−∞
+ 2πi
∑
j ;θˆj =hˆ(1)j
cj lnb+(j)(θˆj )+ 2πi
N+1∑
j=1
lny+
(
hˆ
(1)
j
)
+ 2π2Cˆb
(
N+H − 2N+S −M+C −M+W −M+SC
)+ 2π2CˆyN+1 , (B.7)
where
lnb+(j)(θˆ ) =
{
lnb+(θˆ − i)+ lnb+(θˆ + i) for specials,
lnb+(θˆ ) otherwise,
(B.8)
eθˆ(j) =
⎧⎪⎨⎪⎩
eθˆ−i + eθˆ+i for specials,
eθˆII = 0 for wide roots,
eθˆ otherwise.
(B.9)
From definitions of auxiliary functions, we have the following relations:
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j ;θˆj =h(1)j
cj lnb+(j)(θˆj ) = 2πi
(
IN+H
− 2(IN+S + IN+V )− IM+C − IM+W
)
,
N+1∑
j=1
lny+(j)
(
hˆ
(1)
j
)= 2πiIN+1 (B.10)
by introduced integers IA+ (A ∈ {NH, NS, NV , MC, MW }) which give summation of quantum 
numbers, i.e. IA+ =
∑A+
j=1 I
+
A,j = 12πi
∑A+
j=1 lnb+(θˆj ).
Using (B.6), (B.7), and an energy formula (145), we finally obtain (146).
Appendix C. Dilogarithm identities
Dilogarithm functions appear widely in integrable systems and have been intensively studied. 
The dilogarithm function defined by (147) is connected to a Rogers’ dilogarithm:
L(x) = −1
2
x∫
0
dy
(
ln(1 − y)
y
+ lny
1 − y
)
(C.1)
via a relation L+(x) = L( x1+x ). Subsequently, remarkable relations among dilogarithms have 
been found mathematical physics problems [31,32,60–63]. Here we list some of them which 
appear in the expression of eigenenergy (146):
L(0) = 0, L
(
1
2
)
= π
2
12
, L(−∞) = −π
2
6
,
L(1) = L(x)+L(1 − x) = π
2
6
, x ∈ [0,1],
2L(1) = 2L
(
1
n+ 1
)
+
n−1∑
j=0
L
(
1
(1 + j)2
)
, n ∈ Z≥0,
L(1)
3n
n+ 2 =
n−1∑
j=0
L
(
sin2 π
n+2
sin2 π(j+1)
n+2
)
, n ∈ Z≥0. (C.2)
Moreover, it has been obtained in [64] that the following relation holds:
2
k−1∑
p=1
[
L
(
p(p + 2)
(p + 1)2
)
−L
(
sin πp
k+2 sin
π(p+2)
k+2
sin2 π(p+1)
k+2
)]
+ 4L
(
k
k + 1
)
= π
2k
k + 2 . (C.3)
Thus, we obtain the following relation for small γ :
L+
(
b+(−∞))+L+(b¯+(−∞))+L+(y+(−∞))
−L+
((
1
2
(
sgn(1 −H+)+ sgn(1 −H−)+ sgn(1 +H+)+ sgn(1 +H+)
))
mod 2
)
=
{
π2
4 (
1
2 (sgn(1 −H+)+ sgn(1 −H−)+ sgn(1 +H+)+ sgn(1 +H+)))mod 2 = 0,
π2
2 (
1
2 (sgn(1 −H+)+ sgn(1 −H−)+ sgn(1 +H+)+ sgn(1 +H+)))mod 2 = 1.
(C.4)
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