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TIGHT MAPS AND HOLOMORPHICITY
OSKAR HAMLET
Abstract. Tight maps were introduced and studied along tight
homomorphisms by Burger, Iozzi and Wienhard with aims towards
maximal representations. In this paper we show that, with the ex-
ception of maps from the Poincare´ disc, tight maps into classical
Hermitian symmetric spaces must be holomorphic or antiholomor-
phic. Together with previous results this completely classifies tight
maps into classical codomains.
1. Introduction
Let (Xi, ωi), i = 1, 2, be Hermitian symmetric spaces of noncom-
pact type paired with some choice of invariant Ka¨hler forms. A map
ρ : X1 → X2 is called totally geodesic if the image of every geodesic in
X1 is a geodesic in X2. A totally geodesic map ρ : X1 → X2 satisfies
(1) sup∆∈X1
∫
∆
ρ∗ω2 ≤ sup∆∈X2
∫
∆
ω2
where the supremum is taken over triangles with geodesic sides. We say
that the map is tight if equality holds in (1). There is also a paralell
notion of tightness for group homomorphisms when the codomain is
a Hermitian Lie group. We say that the homomorphism is tight if
the norm of the bounded Ka¨hler class is preserved under the pullback
induced by the homomorphism.
The motivation for the study of tight maps and homomorphisms
comes from a structure theorem of maximal representations due to
Burger, Iozzi and Wienhard [BIW1]. It states that the action on a
Hermitian symmetric space X coming from a maximal representation
leaves invariant a tightly embedded subspace Y ⊂ X . It is a fundamen-
tal question to determine situations in which such a map is holomorphic
or antiholomorphic. Tight homomorphisms were also an important tool
in the work of Kim and Pansu [KP] where they investigated when a
surface group representation could be approximated by Zariski dense
representations.
Tight maps were introduced and extensively studied in [BIW2]. In
the paper they also classified all tight maps from the Poincare´ disc.
Among these they found both holomorphic and nonholomorphic tight
maps; however, they were unable to find nonholomorphic tight maps
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2 OSKAR HAMLET
from higher dimensional spaces. They asked if tight maps should al-
ways be (anti-) holomorphic in the higher dimensional case. In this
paper we confirm this in the classical case.
Theorem 1.1. Let X1 and X2 be irreducible Hermitian symmetric
spaces. Assume that X1 is not the Poincare´ disc and that X2 is classi-
cal. If ρ : X1 → X2 is a tight map, then it is (anti-) holomorphic.
We also get a partial result for the exceptional Hermitian symmetric
spaces.
Theorem 1.2. Let X ′ be the exceptional Hermitian symmetric space
associated to the symmetric pair (e6(−14), so(10) + R). Further let X
be an irreducible Hermitian symmetric space of rank at least two. If
ρ : X → X ′ is a tight map, then it is (anti-) holomorphic.
We have recently proved that there exists no nonholomorphic tight
maps in the remaining exceptional cases [HO]. The results in [HO] does
not supersede those of this paper but rather uses ad hoc techniques for
the remaining exceptional cases.
The results in this paper together with the results in [BIW2], [H2]
and [HO] thus yield a complete classification of tight maps from irre-
ducible Hermitian symmetric spaces.
1.1. Outline of the paper and the proof. As our proof is rather
technical we outline here the main ideas and the structure of the paper.
We start in section 2 by setting notation and discussing equivalent
formulations. We will mainly approach the problem from the perspec-
tive of Lie algebra homomorphisms.
In section 3 we begin by giving a brief introduction to continuous
bounded cohomology. We use this to investigate when the composi-
tion and the product of maps are tight. Roughly one could say that
the composition (or product) of two maps is tight if and only if the
individual maps are both tight.
In section 4 we recall the basics from representation theory of semisim-
ple Lie algebras. Representation theory is the study of homomor-
phisms ρ′ : g → gl(n,C); we will use it to better understand homo-
morphisms ρ : g → su(p, q). We do this by considering ρ as a homo-
morphism ρ : g→ gl(p+q,C) whose image is contained in a subalgebra
su(p, q) ⊂ gl(, p + q,C). This causes some technical issues which we
address in section 4.
In section 5 we combine what we have gathered so far into a new
criterion for non-tightness in a limited setting. This criterion captures
one of the main ideas of the paper. The broad strokes of the argument
go as follows. Suppose that ρ : g → su(p, q) is an irreducible repre-
sentation and g0 ⊂ g a tightly embedded subalgebra. Restricting ρ to
g0 we get a new representation ρ| : g0 → su(p, q) which no longer is
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irreducible. We can thus write ρ| as a sum of irreducible representa-
tions, i.e. ρ| = ∑ni=1 ρi. From section 4 we know that ρ| then factors
as ι ◦ (ρ1, ..., ρn) : g0 → ⊕ni=1su(pi, qi) → su(p, q) with ι a holomorphic
embedding. Suppose now that one ρi is nontight. By what we know
about compositions and products this implies that (ρ1, ..., ρn) is non-
tight. This in turn implies that the composition ι ◦ (ρ1, ..., ρn) = ρ| is
nontight. But that ρ| is nontight implies that ρ is nontight since the
inclusion g0 ⊂ g was assumed to be tight. We can thus show nontight-
ness of a representation ρ : g → su(p, q) by considering the branching
of ρ when restricted to a tightly embedded subalgebra.
In section 6 we begin by calculating which representations
ρ : su(1, 1)⊕i → su(p, q) are tight for i = 1, 2. We then combine this
knowledge with the criterion from section 5 to show, via calculation,
that there are no tight nonholomorphic homomorphisms from sp(4,R)
or su(2, 1) into su(p, q). We also show that any tight homomorphism
ρ : sp(4,R) ⊕ su(1, 1) → su(p, q) is holomorphic or antiholomorphic
when restricted to sp(4,R).
In section 7 we address the general case. We divide it into cases
dependending on the rank of the domain. Suppose that ρ : g1 → g2 is
tight and nonholomorphic.
If g1 is of even real rank there is, by the classification of holomorphic
tight maps in [H2], a tight and holomorphic embedding ι : sp(4,R) →
g1. The composition ρ◦ι is then a tight and nonholomorphic homomor-
phism. Since sp(4,R) is of tube type we know by a structure theorem
in [BIW2] that the image of ρ ◦ ι is contained in a tightly and holo-
morphically embedded subalgebra of tube type gT2 ⊂ g2. Restricting
the codomain (and slightly abusing the notation) we have a tight and
nonholomorphic homomorphism ρ ◦ ι : sp(4,R) → gT2 . By the classi-
fication of holomorphic tight maps we know that there is a tight and
holomorphic homomorphism ι′ : gT2 → su(n, n) for some n. The compo-
sition ι′ ◦ρ◦ ι is thus a tight and nonholomorphic homomorphism from
sp(4,R) into su(n, n). But this contradicts our results from section 5,
hence ρ can not be tight and nonholomorphic.
If g1 is of odd rank greater than one we can argue in a similar fashion
with sp(4,R) replaced by sp(4,R)⊕ su(1, 1).
Finally if g1 is of rank one we can embed su(2, 1) into g1 with a
tight and holomorphic homomorphism ι. If g2 is of tube type we can
compose with a holomorphic tight embedding ι′ : g2 → su(n, n) and
argue as before. If g2 is not of tube type we can not use the structure
theorem since su(2, 1) is not of tube type. We treat this case separately
in section 7.
2. Preliminaries
We start by setting the notation that will be used throughout the
paper. We denote by X Hermitian symmetric spaces of noncompact
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type, by G the identity component of the isometry group of X , by K
the stabilizer of a chosen basepoint 0 and by g the Lie algebra of G
with Cartan decomposition g = k + p. We identify T0X ' p and we
use the letters X, Y to denote either tangent vectors or elements of g.
Further we use brackets 〈·, ·〉 to denote the invariant Riemannian metric
on X , normalized such that the holomorphic sectional curvature is −1,
as well as the Killing form of g, it should be clear from the context
which is meant. The invariant complex structure on X is denoted by
J and the element in the center of k inducing the complex structure on
p by Z. Finally, we denote by ω the associated Ka¨hler form defined by
ω(X, Y ) = 〈JX, Y 〉. By the indexation it should be clear which spaces,
groups etc. belong together. We say that a Lie group is Hermitian
if it is the identity component of an isometry group of a Hermitian
symmetric space of noncompact type or a finite covering group of such.
We will use the term nonholomorphic to mean neither holomorphic nor
antiholomorphic.
With some notation in place we proceed to define tight maps. A map
ρ : X1 → X2 is said to be totally geodesic if the image of every geodesic
in X1 is a geodesic in X2, possibly not parametrized by arclength. A
totally geodesic map ρ : X1 → X2 satisfies
sup∆∈X1
∫
∆
ρ∗ω2 ≤ sup∆∈X2
∫
∆
ω2
where the supremum is taken over triangles with geodesic sides. We
say that the map is tight if equality holds.
Tight maps are studied from three perspectives. Each totally geo-
desic map has a corresponding Lie algebra homomorphism and a cor-
responding Lie group homomorphism. We denote all three of these by
the same letter. It should be clear from the context which is meant.
To avoid overuse of phrases like ”... homomorphism corresponding to a
tight holomorphic map...” we will frequently attribute properties of Lie
group homomorphisms and totally geodesic maps to the corresponding
Lie algebra homomorphism.
We say that two totally geodesic maps ρ, η : X1 → X2 are equivalent
if there is a g ∈ G2 such that ρ = g◦η. Since equivalent maps only differ
by a holomorphic isometry we see immediately that the notion of tight-
ness is well defined on equivalence classes of maps. We also have cor-
responding notions of equivalence for Lie group and Lie algebra homo-
morphisms. We say that two homomorphisms ρ, η : g1 → g2 are equiv-
alent, or sometimes equivalent as homomorphisms, if ρ(·) = Ad(g)η(·)
for some g ∈ G2. Two Lie group homomorphisms ρ, η : G1 → G2 are
equivalent if ρ(·) = Ad(g)η(·) for some g ∈ G2.
Finally there is another notion of equivalence that will be used which
does not agree with the others. We will say that two homomorphisms
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ρ, η : g → su(p, q) are equivalent as representations if there is a g ∈
GL(p+ q,C) such that ρ(·) = Ad(g)η(·).
3. Continuous bounded cohomology
In this section we recall some of the theory of continuous bounded
cohomology. We will use this to answer questions concerning when the
composition of two maps is tight. For a thorough review of the theory
see [M].
LetG be a locally compact second countable group and define Ck(G,R) :=
{f : Gk+1 → R, f is continuous and bounded}. Ck(G,R) is naturally
equipped with the supremum norm. We define a G-action on Ck(G,R)
as follows (g ·f)(g0, ..., gk) := f(g−1g0, ..., g−1gk). Denote by Ck(G,R)G
the G-invariant elements of Ck(G,R). These form a complex
0→ C0cb(G,R)G →d0 C1cb(G,R)G →d1 C2cb(G,R)G →d2 ...
where dk−1f(g0, ..., gk) :=
∑k
j=0 (−1)jf(g0, ..., gˆj, ..., gk). We define
Hkcb(G,R) = Ker(dk)/Im(dk−1).
The norm on Ckcb(G,R) induces a seminorm on Hkcb(G,R) by
||[f ]|| := infh∈[f ]||h||.
For locally compact groups this is a norm in degree two [BM]. A homo-
morphism ρ : G→ H between groups induces a pullback map between
the cohomology groups ρ∗ : Hkcb(H,R)→ Hkcb(G,R), [f ] 7→ [f ◦ρ]. From
the definition we see that this must always be norm decreasing.
We will from here on restrict our attention to cohomology in degree
two and to Hermitian Lie groups. Let G be a Hermitian Lie group and
X the associated symmetric space. Then
cω(g0, g1, g2) :=
∫
∆(g0x0,g1x0,g2x0)
ω
defines a cocycle, where ∆(g0x0, g1x0, g2x0) denotes a triangle
1 with ge-
odesic sides with vertices gix0 for some point x0 ∈ X . This cocycle is
continuous and bounded. The corresponding cohomology class is called
the Ka¨hler class and will be denoted by κG
2. It is implicit in the defi-
nition that κG depends on the complex structure J . We will sometimes
use the notation κG,J or write (G, J) for a group with a certain com-
plex structure associated to it when the dependence is crucial. From
the definition of this class we see immediatly that κG,−J = −κG,J .
The norms ||κG|| were computed for the classical case in [DT] and
equals rGpi, where rG is the real rank of the group G. Another approach
using the Maslov index in [CØ] covered the exceptional cases.
1How we fill ∆(g0x0, g1x0, g2x0) is not important as ω is exact.
2The more common notation in the literature is κbG.
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Definition 3.1. Let ρ : G1 → G2 be a homomorphism between Her-
mitian Lie groups. We say that ρ is tight if ||ρ∗κG2|| = ||κG2||.
The following theorem from [BIW2, Proposition 6] allows us to trans-
late results concerning tight homomorphisms to tight maps.
Theorem 3.2. The homomorphism ρ : G1 → G2 is tight if and only if
the corresponding totally geodesic map ρ : X1 → X2 is tight.
Let G = G1×...×Gn be a decomposition of G into simple factors and
X = X1×...×Xn be the corresponding decomposition of the symmetric
space into irreducible symmetric spaces. The complex structure J on
X determines a complex structure Ji on each Xi. Recall that for an
irreducible Hermitian symmetric space there are two possible choices
of complex structure. We have, [BIW2],
H2cb(G)
∼=
∏
H2cb(Gi)
∼=
∏
RκGi
and with a slight abuse of notation we write κG,J =
∑
i κGi,Ji . The
complex structure J for X thus defines an orientation for each H2cb(Gi).
Definition 3.3. We say that a class α ∈ H2cb(G) is
(1) positive if α =
∑
µiκGi,Ji where µi ≥ 0 for all i = 1, ..., n, and
(2) strictly positive if α =
∑
µiκGi,Ji where µi > 0 for all i =
1, ..., n.
Definition 3.4. We say that a homomorphism ρ : G1 → G2 is (strictly)
positive if ρ∗κG2 is (strictly) positive.
In analogous way we also define (strictly) negative classes and ho-
momorphisms.
Lemma 3.5. If ρ : G1 → G2 corresponds to a holomorphic map then it
is positive. If it corresponds to a holomorphic and injective map then
it is strictly positive.
Proof. We first consider the case where both G1 and G2 are simple.
Consider the corresponding totally geodesic map ρ : X1 → X2. If ρ
is not injective it is a constant map, we then get ρ∗κG2 = 0 which
shows that ρ is positive but not strictly positive. If ρ is injective the
restriction of the Riemannian metric satisfies 〈·, ·〉2|ρ(X1) = cρ〈·, ·〉1 for
some cρ > 0. We get
ρ∗ω2(X, Y ) = 〈ρ∗X, J2ρ∗Y 〉2 = 〈ρ∗X, ρ∗J1Y 〉2 = cρ〈X, J1Y 〉1 = cρω1(X, Y )
Since ρ∗ω2 = cρω1 we get ρ∗κG2 = cρκG1 due to the naturality of the
Dupont isomorphism, i.e. ρ is strictly positive.
We now consider the general case. Let X1 = X1,1 × ... × X1,n and
X2 = X2,1 × ... × X2,m be decompositions into irreducible symmetric
spaces. Let ιi : X1,i → X1 be the inclusion map and pij : X2 → X2,j
projection onto the j:th factor. Define the maps ρ·,i = ρ◦ιi, ρj,· = pij ◦ρ
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and ρj,i = pij ◦ ρ ◦ ιi. That ρ is injective is equivalent to that ρ·,i is
injective for all i = 1, ..., n. In turn, ρ·,i is injective if and only if there
exists a j such that ρj,i is injective. That ρ is holomorphic is equivalent
to that ρj,i is holomorphic for all i, j. With a slight abuse of notation
we get
ρ∗κG2 =
∑
j
ρ∗j,·κG2,j =
∑
j,i
ρ∗j,iκG2,j =
∑
j,i
cρj,iκG1,i =
∑
i
(
∑
j
cρj,i)κG1,i .
Since all ρj,i are holomorphic we get that all cρj,i are greater than or
equal to zero, i.e. ρ is positive. If we further assume that ρ is injective
we have that at least one ρj,i is injective for every i. Hence at least one
cρj,i is strictly positive in the sum
∑
j cρj,i for every i, i.e. ρ is strictly
positive. 
We will now investigate when compositions of homomorphisms and
hence of maps are tight. We start with two lemmas from [BIW2,
Lemma 4.9 and 4.10].
Lemma 3.6. Let ρ : G1 → G2 and η : G2 → G3 be homomorphisms.
Assume ρ is tight. If η is tight and positive or tight and negative then
η ◦ ρ is tight.
Lemma 3.7. Let ρ : G1 → G2 be a tight homomorphism. Then there
exists a complex structure for X1 such that ρ is tight and positive.
The following lemma will be very useful.
Lemma 3.8. Let ρ : G1 → G2 and η : G2 → G3 be homomorphisms.
Assume G2 is simple. Then η ◦ ρ is tight if and only if both ρ and η
are tight.
Proof. Assume η ◦ ρ is tight. We have
||κG3|| = ||ρ∗η∗κG3|| ≤ ||η∗κG3|| ≤ ||κG3||.
Hence ||η∗κG3|| = ||κG3 || i.e. η is tight. Since G2 is simple we have
H2cb(G2) = RκG2 and hence η∗κG3 = ± rG3rG2 κG2 . We have
rG3pi = ||κG3|| = ||ρ∗η∗κG3|| = || ± ρ∗
rG3
rG2
κG2|| =
rG3
rG2
||ρ∗κG2||
Hence ||ρ∗κG2|| = rG2pi = ||κG2||, i.e. ρ is tight.
Assume that ρ and η are tight. Since G2 is simple there are only
two associated complex strutures to it. Hence η is tight and positive
or negative. Lemma 3.6 then implies that η ◦ ρ is tight. 
What we want next is some kind of contrapositive of Lemma 3.6,
that η ◦ ρ not tight implies η not tight. To achieve this we will have to
vary the complex structure for the symmetric space associated to the
middle group. Let J2 denote the set of complex structures of X2 and
J ′2 a minimal subset of J2 fulfilling J ′2 ∪ −J ′2 = J2.
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Lemma 3.9. Let η : G2 → G3 be a fixed homomorphism. Further, for
every J ∈ J ′2 let ρJ : G1 → (G2, J) be a homomorphism that is tight
with respect to the complex structure J . If η ◦ ρJ is nontight for all
J ∈ J ′2 then η is nontight.
Proof. We prove the contrapositive of the statement. If η is tight, there
is by Lemma 3.7 a complex structure J on X2 such that η is tight and
positive. Either J or −J is in J ′2. In the first case η is tight and positive
hence η ◦ ρJ is tight by Lemma 3.6. In the second case η is tight and
negative and again η ◦ ρ−J is tight by Lemma 3.6. 
We have the following lemma which is an easy generalization of [H2,
Lemma 3.1].
Lemma 3.10. Let ρ : G→∏ni=1Gi be a homomorphism corresponding
to an injective totally geodesic map, where all the Gj are simple. Let
pij :
∏n
i=1 Gi → Gj be the projection maps for j = 1, ..., n. Then ρ is
tight if and only if pij ◦ ρ is tight and positive for all j or tight and
negative for all j.
Again we are more interested in when ρ fails to be tight. For this it
suffices that one single pij ◦ f fails to be tight.
Lemma 3.11. Let ρ : G → H and η : H → L be homomorphisms
of Hermitian Lie groups. Assume that η is strictly positive. If ρ is
nontight then η ◦ ρ is nontight.
Proof. Let H =
∏n
i=1Hi and G =
∏N
j=1Gj be decompositions of H
and G into simple factors. Denote by κL, κHi , κGj the Ka¨hler classes.
We have that η∗κL =
∑n
i=1 λiκHi where
∑n
i=1 λirHi ≤ rL and all λi > 0
since η is strictly positive. We have ρ∗η∗κL =
∑
i,j λiµijκGj where∑
j |µij|rGj ≤ rHi . Now if ρ is not tight, we have a strict inequality for
some i. Thus we get ||ρ∗η∗κL|| =
∑
i,j ||λiµijκGj || =
∑
i,j λi|µij|rGjpi <∑
i λirHipi ≤ rLpi = ||κL||, i.e. ρ ◦ η is not tight. 
4. Representation theory
In this section we will recall some facts from representation theory
that will be needed in Section 5. As there are quite a lot of different no-
tions we start with a subsection going through the basics while setting
notation that will be used throughout the remainder of the paper.
4.1. Notation. Let g be a complex semisimple Lie algebra of rank n
with root space decomposition g = h +
∑
α∈A gα. Here h is a Car-
tan subalgebra, A ⊂ h∗ the set of roots and gα subspaces of g such
that [H,X] = α(H)X for all H ∈ h, X ∈ gα. There is a subset
{α1, ..., αn} ⊂ A called simple roots defined by the property that any
α ∈ A can be written as α = ∑ni=1 aiαi with either all ai nonpositive
or all ai nonnegative integers. We get a partial ordering on the set of
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roots by saying that α =
∑n
i=1 aiαi ≥ 0 if the ai ≥ 0, and that α ≥ β
if α− β ≥ 0. Using the Killing form we define Hα by 〈Hα, H〉 = α(H)
for all H ∈ h. The coroots are the elements Hα = 2 Hα〈Hα,Hα〉 .
A complex representation of g is a homomorphism ρ : g → gl(V )
where V is a complex vector space. We will often refer to V as the
representation. We say that ρ : g → gl(V ) and ρ′ : g → gl(V ′) are
equivalent if there exists a vector space isomorphism θ : V → V ′ such
that θ−1 ◦ ρ′(X) ◦ θ = ρ(X) for all X ∈ g. A representation is said to
be irreducible if the only ρ(g)-invariant subspaces of V are {0} and V
itself. An arbitrary representation V decomposes into a sum of irre-
ducible ones, though the decomposition is not necessarily unique. The
equivalence classes of irreducible representations appearing however,
are unique. A weight ω is an element of h∗ paired with a subspace
Vω ⊂ V such that ρ(H)v = ω(H)v for all v ∈ Vω and H ∈ h. The vec-
tor v is called a weight vector. The partial ordering of the roots gives
us a partial ordering of the weights of a representation. An irreducible
representation is determined up to equivalence by its highest weight.
There is a set {ω1, ..., ωn} ⊂ h∗ called fundamental weights defined as
the dual base of the simple coroots, i.e. ωi(Hαj) = δij. Each weight can
be written as a sum of fundamental weights with rational coefficients.
We denote such weights as ωm1,...,mn =
∑n
i=1miωi and a correspond-
ing weight vector by vm1,...,mn . We denote an irreducible representation
with highest weight ωm1,...,mn by ρ
C
m1,...,mn
. We will sometimes refer to it
as a representation with highest weight (m1, ...,mn). The Weyl group
W of g acts on h∗ and is generated by the reflections β 7→ β − 2 〈β,α〉〈α,α〉α,
α ∈ A. To see what weights appear in a representation V with highest
weight ω one starts by considering the set W · ω. These points are
the corners of a convex set C ⊂ h∗. The weights appearing are those
ω +
∑
aiαi, ai ∈ Z, that lie in C. Tensor products will be important
when realizing representations. Let ρ1 : g1 → gl(V ) and ρ2 : g2 → gl(U)
be representations. We will denote by ρ1  ρ2 : g1 ⊕ g2 → gl(V ⊗ U)
the representation defined by
((ρ1  ρ2)(X, Y ))(v ⊗ u) := (ρ1(X)v)⊗ u+ v ⊗ (ρ2(Y )u).
If ρ1 and ρ2 are irreducible, so is ρ1ρ2. In fact, any irreducible complex
representation of a nonsimple complex Lie algebra can be constructed
by -products of irreducible representations of its simple factors. Let
ρ1 : g1 → gl(V ) and ρ2 : g1 → gl(U) be two representations of g1. We
will denote by ρ1 ⊗ ρ2 : g1 → gl(V ⊗ U) the representation defined by
((ρ1 ⊗ ρ2)(X))(v ⊗ u) := (ρ1(X)v)⊗ u+ v ⊗ (ρ2(X)u).
A complex representation of a real Lie algebra g is a homomorphism
ρ : g→ gl(V ), where V is a complex vector space. Two representations
ρ : g→ gl(V ) and ρ′ : g→ gl(V ′) are said to be equivalent if there exists
a vector space isomorphism θ : V → V ′ such that θ−1◦ρ′(X)◦θ = ρ(X)
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for all X ∈ g. The following lemma allows us to use the powerful
machinery of representation theory of complex semisimple Lie algebras
on real semisimple Lie algebras, and in particular on Hermitian Lie
algebras.
Lemma 4.1. There is a one to one correspondence between (equiv-
alence classes of) complex representations of a real semisimple Lie
algebra g and (equivalence classes of) complex representations of its
complexification gC = g⊗RC. Further, irreducible representations of g
correspond to irreducible representations of gC.
Proof. Given a representation ρ : g → gl(V ) we get a representation
ρC : gC → gl(V ) by ρC(X ⊗ z)v := ρ(X)(zv). From a representa-
tion ρ : gC → gl(V ) we get a representation of g by restriction. Since
the adjoint action of GL(V ) and multiplication by complex numbers
commute we get that the correspondence maps equivalence classes
of representations to equivalence classes of representations. Given
an irreducible representation ρ : g → gl(V ) we get no invariant sub-
spaces by acting with a larger algebra via ρC. Thus ρ irreducible
implies ρC irreducible. Starting with an irreducible representation
ρ : gC → gl(V ), assume that the restriction ρ| : g → gl(V ) is not ir-
reducible, i.e. there is an ρ|-invariant subspace W ⊂ V . But then
ρ(X⊗ z)W = ρ(X⊗ 1)zW = ρ|(X)zW = ρ|(X)W = W which contra-
dicts that ρ is irreducible. 
We denote by ρm1,...,mn the irreducible complex representation of a
Hermitian Lie algebra g that corresponds to the representation ρCm1,...,mn
of gC.
4.2. Invariant forms. Up to this point in the section, only homomor-
phisms into gl(V ) have been mentioned. We want to use representa-
tion theory to understand homomorphisms into su(p, q). We do this
by considering a homomorphism ρ : g → su(p, q) as a homomorphism
ρ : g → gl(p + q,C) whose image is contained in a fixed subalgebra
su(p, q) ⊂ gl(p+ q,C). An equivalent way of formulating this would be
to say that ρ is a representation on V ' Cp+q which leaves a nonde-
generate Hermitian form F of signature (p, q) invariant. The following
lemma and theorem tell us that, for the g:s that are of interest to
us, any representation V can be equipped with an invariant Hermit-
ian form. Further, decompositions into irreducible representations are
well behaved with respect to this additional structure. As the proofs
of these results are rather long, and we suspect well known, we move
them to the Appendix.
Lemma 4.2. Let ρ : g → gl(V ) be an irreducible complex representa-
tion of a Hermitian Lie algebra g containing only su(p, q) and sp(2m,R)
as simple factors. Then there exists a nondegenerate Hermitian form
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F on V that is invariant under ρ(g). Furthermore, if F1 and F2 are
two such forms then F1 = cF2 for some c ∈ R.
Theorem 4.3. Let U be a complex vector space equipped with a non-
degenerate Hermitian form F . Further let ρ : g → su(U, F ) be a ho-
momorphism, with g containing only su(p, q) and sp(2m,R) as simple
factors. If ρ is not an irreducible representation on U there is a de-
composition U =
⊕n
i=1 Ui, orthogonal with respect to F , such that Ui
is irreducible and F |Ui is nondegenerate for all i. This means that
ρ = (ρ1, ..., ρn) : g → ⊕i su(ri, si) ⊂ su(U, F ) where the inclusion is
holomorphic and all ρi are irreducible representations.
4.3. On equivalence. Using representation theory to understand ho-
momorphisms ρ : g → su(p, q) ⊂ gl(p + q,C) is not without problems.
Recall that two representations η, ρ : g → gl(p + q,C) are said to be
equivalent if ρ(·) = Ad(g)η(·) for some g ∈ GL(p + q,C). We say
that two homomorphisms η, ρ : g → su(p, q) are equivalent if ρ(·) =
Ad(g)η(·) for some g ∈ SU(p, q). To differentiate between these two
types of equivalence for homomorphisms η, ρ : g → su(p, q) ⊂ gl(p +
q,C) we call the former equivalence as representations and the latter
equivalence as homomorphisms. The following lemma describes the
relation between these equivalences for an irreducible representation.
Lemma 4.4. Let ρ : g → su(p, q) = su(V, F ) be an irreducible rep-
resentation, where g has simple factors of type sp(2n) and su(r, s).
If p 6= q the equivalence class of representations containing ρ equals
the equivalence class of homomorphisms containing ρ. If p = q the
equivalence class of representations containing ρ contains two equiva-
lence classes of homomorphisms. These are those of ρ and θ ◦ ρ where
θ : su(p, p)→ su(p, p) is an antiholomorphic isomorphism.
Proof. Fixing a suitable orthonormal basis for V , a matrix X ∈ su(p, q)
must satisfy
X∗Ip,q + Ip,qX = 0
where Ip,q is a diagonal matrix with the first p entries equal to one and
the last q entries equal to minus one. We then get the following matrix
description for g′ = su(p, q)
g′ = {
(
A B
B∗ C
)
: A ∈Mp(C), B ∈Mp,q(C), C ∈Mq(C),
A∗ = −A,C∗ = −C, tr(A) + tr(C) = 0}.
We fix a Cartan decomposition g′ = k′ + p′ where
k′ = {
(
A 0
0 C
)
} , p′ = {
(
0 B
B∗ 0
)
} ,
The complex structure Zsu(p,q) is then the diagonal matrix with the first
p entries equal to iq
p+q
and the last q entries equal to −iq
p+q
.
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Now consider two homomorphisms ρ, ρ′ : g→ su(p, q) that are equiv-
alent as irreducible representations, i.e. ρ′(·) = gρ(·)g−1 for some
g ∈ GL(p + q,C). With respect to the basis above ρ and ρ′ must
satisfy
ρ(X)∗Ip,q + Ip,qρ(X) = 0
ρ′(X)∗Ip,q + Ip,qρ′(X) = 0
We can rewrite the second equation as (g∗)−1ρ(X)∗g∗Ip,q+Ip,qgρ(X)g−1 =
0 or equivalently ρ(X)∗g∗Ip,qg + g∗Ip,qgρ(X) = 0. Being irreducible ρ
only preserves the Hermitian forms cF by Lemma 4.2. Thus g∗Ip,qg =
cIp,q for some c ∈ R. The center of GL(p+q,C) acts trivially so we can
assume that g ∈ SL(p + q,C). Taking determinants of g∗Ip,qg = cIp,q
we get cp+q = 1. If c = 1 then g ∈ SU(p, q) and hence ρ and ρ′
are equivalent as homomorphisms. Next we consider the possibility of
c = −1. The signature of g∗Ip,qg is (p, q) for any g ∈ GL(p+ q,C) and
the signature of −Ip,q is (q, p). Hence if p 6= q no such g exists, thus
equivalence as representations implies equivalence as homomorphisms
when p 6= q. If p = q we can find a g realising g∗Ip,pg = −Ip,p, namely
g0 =
(
0 Ip
−Ip 0
)
. Since g0 6∈ SU(p, p) the equivalence induced by
g0 is as a representation but not as a homomorphism. We thus have
at least two equivalence classes of homomorphisms, ρ and g0ρ(·)g−10 ,
in the equivalence class of representations of ρ. Suppose g1ρ(·)g−11 is a
third one. By the reasoning above g1 must satisfy either g
∗
1Ip,pg1 = Ip,p
or g∗1Ip,pg1 = −Ip,p. In the first case g1 ∈ SU(p, p) and hence g1ρ(·)g−11
is equivalent as a homomorphism to ρ. In the second case we have
g∗0(g
∗
1Ip,pg1)g0 = g
∗
0(−Ip,p)g0 = Ip,p, i.e. g1g0 ∈ SU(p, p). This implies
that g1ρ(·)g−11 is equivalent as a homomorphism to g0ρ(·)g−10 . Thus
there are exactly two equivalence classes of homomorphisms contained
in the equivalence class of representations of an irreducible represen-
tation ρ : g → su(p, p). We observe that g0Zsu(p,p)g−10 = −Zsu(p,p),
i.e. θ := Ad(g0) : su(p, p) → su(p, p) is an antiholomorphic isomor-
phism. 
The above lemma tells us that the equivalence class of representa-
tions of an irreducible representation ρ contains at most two equivalence
classes of homomorphisms, that of ρ and that of θ ◦ ρ. By Lemma 3.6
we have that ρ is tight if and only if θ ◦ ρ is tight. Thus tightness is
well defined on equivalence classes of irreducible representations.
We should note here that tightness is not well defined for equivalence
classes of reducible representations. Using the matrix model for su(p, q)
from the proof above we illustrate this in the following example. Let
TIGHT MAPS AND HOLOMORPHICITY 13
ρ : su(1, 1)→ su(2, 2) be the homomorphism
ρ(
(
a b
b¯ a¯
)
) =

a 0 b 0
0 a 0 b
b¯ 0 a¯ 0
0 b¯ 0 a¯
 .
The representation ρ is reducible so we can factor it as in Theorem 4.3,
ρ = ι ◦ (Id, Id) : su(1, 1)→ su(1, 1)⊕ su(1, 1)→ su(2, 2) where ι is the
tight and holomorphic embedding
ι(
(
a b
b¯ a¯
)
,
(
c d
d¯ c¯
)
) =

a 0 b 0
0 c 0 d
b¯ 0 a¯ 0
0 d¯ 0 c¯

and (Id, Id) is the product of two identity homomorphisms. Conjugat-
ing ρ with
g0 =

0 0 1 0
0 1 0 0
−1 0 0 0
0 0 0 1
 ∈ GL(4,C)
we get the homomorphism ρ′ : su(1, 1)→ su(2, 2),
ρ′(
(
a b
b¯ a¯
)
) =

a¯ 0 −b¯ 0
0 a 0 b
−b 0 a 0
0 b¯ 0 a¯
 .
We note here that g0 6∈ SU(2, 2), i.e. ρ and ρ′ are equivalent as rep-
resentations but not as homomorphisms. We can factor ρ′ as ρ′ =
ι ◦ (θ, Id) : su(1, 1)→ su(1, 1)⊕ su(1, 1)→ su(2, 2) where θ is the anti-
holomorphic ismorphism
θ(
(
a b
b¯ a¯
)
) =
(
a¯ −b¯
−b a
)
.
The homomorphism ι is tight and holomorphic. The identity homo-
morphism is tight and positive, so the product of two identity homo-
morphisms is tight by Lemma 3.10. Thus ι ◦ (Id, Id) = ρ is tight by
Lemma 3.11. The antiholomorphic isomorphism θ is tight and nega-
tive. The product of the identity homomorphism and θ is thus nontight
by Lemma 3.10. The composition ι ◦ (θ, Id) = ρ′ is thus nontight by
Lemma 3.11.
4.4. Regular subalgebras. In this subsection we give a brief descrip-
tion of regular subalgebras, both complex and Hermitian. For a thor-
ough treatment of complex regular subalgebras see [D, p. 142-151], and
for Hermitian regular subalgebras see [I, p. 269-273].
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Let gC1 be a complex semisimple Lie algebra. A subalgebra g
C
2 ⊂ gC1 is
called a regular subalgebra if there exists a Cartan subalgebra hC1 ⊂ gC1
such that gC2 is spanned by elements of h
C
1 and root vectors relative to
hC1 . If we restrict our attention to semisimple regular subalgebras these
can be described in terms of a Cartan subalgebra and a subset of the
root system. More precisely, let gC1 = h
C
1 +
∑
α∈A gα be the root space
decomposition of gC1 with respect to h
C
1 . A subset Γ ⊂ A satifying
(1) if α, β ∈ Γ then α− β 6∈ A,
(2) Γ is linearly independent in (hC1 )
∗,
is called a Dynkin Π-system. It defines a regular subalgebra as fol-
lows. Let A(Γ) :=
∑
γ∈Γ Zγ ∩ A and define gC(Γ, hC1 ) :=
∑
γ∈ΓCHγ +∑
γ∈A(Γ) gγ.
Let g be a Hermitian Lie algebra with Cartan decomposition g = k+
p. Choose a maximal abelian subalgebra h ⊂ k. The complexification
hC is then a Cartan subalgebra of gC. Since the complex structure Z
lies in the center of k it is contained in any maximal abelian subalgebra
h and hence in hC. Since ad(Z)2(X) =
{
0, X ∈ kC
−X, X ∈ pC we know that
each root space gα is contained in either p
C or kC. We say that α is
compact (respectively noncompact) if gα ⊂ kC (respectively gα ⊂ pC).
We choose an ordering of the root system such that a noncompact
root α is positive if α(Z) = i. The root system will then have one
noncompact root in each connected component of its Dynkin diagram.
Let A denote the root system of gC with respect to an hC chosen as
above. Let Γ ⊂ A be a Dynkin Π-system further satisfying
(3) each connected component in the Dynkin diagram of Γ contains
exactly one noncompact root.
Γ defines a real subalgebra of g by g(Γ) := gC(Γ, hC) ∩ g. The subal-
gebra g(Γ) is called a regular subalgebra. It is a Hermitian Lie algebra
and can be equipped with a complex structure such that the inclusion
homomorphism corresponds to a holomorphic map [I, Proposition 3].
We drop the dependence of h in the notation since different choices of
h ⊂ k will give isomorphic subalgebras whose inclusion homomorphisms
are equivalent.
5. Criteria for tightness
In each Hermitian symmetric space X we can holomorphically and
isometrically embed DrX , the product of rX Poincare´ discs, where rX
is the rank of X . Composing this embedding with the holomorphic
diagonal embedding d : D→ DrX we get a tight and holomorphic map
from D into X known as a diagonal disc. Since diagonal discs are
holomorphic they depend on the complex structure of X . We will
abuse the notation a bit and refer to the corresponding Lie algebra
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homomorphisms as diagonal discs also. Diagonal discs are tight and
play an important role in the following lemma from [BIW2, Lemma
8.1].
Lemma 5.1. Let ρ : g1 → g2 be a homomorphism between Hermitian
Lie algebras. Further let di : su(1, 1) → gi be diagonal discs. Then ρ
corresponds to a tight and positive map if and only if
(2) 〈ρ ◦ d1(Zsu(1,1)), Z2〉2 = 〈d2(Zsu(1,1)), Z2〉2.
Combining Lemma 5.1 with Lemma 3.7 we have the following corol-
lary. We denote again the set of complex structures of a Hermitian
symmetric space X1 by J1 and by J ′1 a minimal subset of J1 fulfilling
J ′1 ∪ −J ′1 = J1.
Corollary 5.2. Let ρ : g1 → g2 be a homomorphism between Hermitian
Lie algebras. Further let dJ1 : su(1, 1) → (g1, J) be diagonal discs for
different complex structures J ∈ J ′1 and d2 : su(1, 1) → g2 a diagonal
disc. Then ρ corresponds to a tight map if and only if there is a J ∈ J ′1
such that
|〈ρ ◦ dJ1 (Zsu(1,1)), Z2〉2| = |〈d2(Zsu(1,1)), Z2〉2|.
Theorem 5.3. Let ρ : g → su(r, s) be an irreducible representation,
where g is a Hermitian Lie algebra with simple factors of type su(p, q)
and sp(2p). Further let ι : g0 → g be a tight, injective and holomorphic
homomorphism, where g0 = su(1, 1) or su(1, 1) ⊕ su(1, 1). Let ρ ◦
ι =
∑
ρi be a decomposition into irreducible representations. Each ρi
defines a homomorphism ρi : g0 → su(ri, si) for some (ri, si). If there
is one ρi nontight then ρ is nontight.
Proof. Let J denote the set of complex structures of X , the symmetric
space associated to g, and J ′ a minimal subset such that J ′∪−J ′ = J .
Assume for the moment that for each J ∈ J ′ there exists an embedding
ιJ : g0 → (g, J) that is tight and holomorphic with respect to J . We
assume further that ιJ is such that ρ ◦ ιJ is equivalent to ρ ◦ ι as a
representation. By Theorem 4.3 we can factor each ρ ◦ ιJ as
g
ρ // su(r, s)
g0
ιJ
OO
(ρ1J ,...,ρ
m
J )// ⊕su(ri, si)
ι′J
OO
with ι′J injective and holomorphic. Since all ρ ◦ ιJ are equivalent as
representations to ρ ◦ ι, ρiJ is equivalent as a representation to ρi for
each i, J . By Lemma 3.5 we know that ι′J is strictly positive. If there
is one ρi nontight then ρiJ is nontight for J ∈ J ′. This implies that
(ρ1J , ..., ρ
m
J ) is nontight for all J ∈ J ′ by Lemma 3.10. Lemma 3.11
then implies that ι′J ◦ (ρ1J , ..., ρmJ ) is nontight for alll J ∈ J ′. since the
diagram commutes this implies that ρ ◦ ιJ is nontight for all J ∈ J ′.
Lemma 3.9 then implies that ρ is nontight. What remains to do is to
construct ιJ with the properties described above.
Let g = g1 ⊕ ... ⊕ gn be a decomposition into simple factors and
J = (J1, ..., Jn) the original complex structure for which ι = (ι1, ..., ιn)
is tight and holomorphic. We show that changing complex structure
in one simple factor, say g1, to Jˆ = (−J1, J2, ..., Jn) we can construct ιˆ
such that ιˆ : g0 → (g, Jˆ) is tight and holomorphic and such that ρ ◦ ιˆ
is equivalent to ρ ◦ ι as a representation. We can then construct ιJ for
any J ∈ J ′ by changing the complex structure in one factor at a time.
Let θ : g0 → g0 be an antiholomorphic isomorphism. We construct
our new tight and holomorphic embedding ιˆ := (ι1 ◦ θ, ι2, ..., ιn) : g0 →
(g, Jˆ). Define
f : g0 ⊕ g0 → g, (X, Y ) 7→ (ι1(X), ι2(Y ), ..., ιn(Y )),
(Id, Id) : g0 → g0 ⊕ g0, X 7→ (X,X) and
(θ, Id) : g0 → g0 ⊕ g0, X 7→ (θ(X), X).
We can factor our embeddings ι = f ◦ (Id, Id), ιˆ = f ◦ (θ, Id). We
need to show that the representations ρ ◦ ι = ρ ◦ f ◦ (Id, Id) and
ρ◦ ιˆ = ρ◦f ◦ (θ, Id) are equivalent. With the factorisations we see that
it is sufficient to show that η ◦ (Id, Id) is equivalent to η ◦ (θ, Id) for an
arbitrary representation η : g0 ⊕ g0 → gl(V ).
Let g0 = su(1, 1) ⊕ su(1, 1). An irreducible representation (ρk, V k)
of su(1, 1) is the restriction of an irreducible representation of sl(2,C).
V k decomposes as V k = ⊕kj=0Vk−2j with ρk(H)vl = ilvl for vl ∈ Vl and
H = i
(
1 0
0 −1
)
∈ su(1, 1). An irreducible representation of g⊕20 =
su(1, 1)⊕4 is the tensor product of four irreducible representations of
su(1, 1), i.e. η = ρk1  ρk2  ρk3  ρk4 : su(1, 1)⊕4 → gl(V k1 ⊗ V k2 ⊗
V k3 ⊗ V k4). We show that any weight space of η ◦ (Id, Id) appears for
η ◦ (θ, Id) too. For each weight space Va ⊗ Vb ⊗ Vc ⊗ Vd of η there is
also V−a ⊗ V−b ⊗ Vc ⊗ Vd. We have
η ◦ (Id, Id)(H,H)va,b,c,d = η(H,H,H,H)va,b,c,d
= ρk1  ρk2  ρk3  ρk4(H,H,H,H)(va ⊗ vb ⊗ vc ⊗ vd)
= ρk1(H)va ⊗ vb ⊗ vc ⊗ vd + ...+ va ⊗ vb ⊗ vc ⊗ ρk4(H)vd
= i(a+ b+ c+ d)va,b,c,d
and
η ◦ (θ, Id)(H,H)v−a,−b,c,d = η(−H,−H,H,H)v−a,−b,c,d
= ρk1  ρk2  ρk3  ρk4(−H,−H,H,H)(v−a ⊗ v−b ⊗ vc ⊗ vd)
= ρk1(−H)v−a ⊗ v−b ⊗ vc ⊗ vd + ...+ v−a ⊗ v−b ⊗ vc ⊗ ρk4(H)vd
= i(a+ b+ c+ d)v−a,−b,c,d
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Hence as representations of su(1, 1)⊕ su(1, 1), (η ◦ (Id, Id), V k1 ⊗ ...⊗
V k4) and (η ◦ (θ, Id), V k1 ⊗ ...⊗ V k4) decomposes into the same weight
spaces. This implies that they are equivalent representations. The case
g0 = su(1, 1) is done in the same way. 
We now have the tools we need to determine if a representation cor-
responds to a tight map. We will also need the following elementary
fact about holomorphic maps between Hermitian symmetric spaces. It
says roughly that if a map between two irreducible Hermitian sym-
metric spaces is holomorphic in one direction, it is holomorphic in all
directions.
Lemma 5.4. Let ρ : g1 → g2 be a homomorphism between simple Her-
mitian Lie algebras. If there is one nonzero vector X ∈ p1 such that
ρ([Z1, X]) = [Z2, ρ(X)] then this is true for all X ∈ p1.
Proof. Consider X ′ = [Y,X] for some Y ∈ k1. Using that Zi is in the
center of ki and the Jacobi identity we have
ρ([Z1, X
′]) = ρ([Z1, [Y,X]]) = −ρ([X, [Z1, Y ]] + [Y, [X,Z1]])
= ρ([Y, [Z1, X]]) = [ρ(Y ), ρ([Z1, X])] = [ρ(Y ), [Z2, ρ(X)]]
= −[ρ(X), [ρ(Y ), Z2]]− [Z2, [ρ(X), ρ(Y )]] = [Z2, ρ([Y,X])]
= [Z2, ρ(X
′)].
We thus have that ρ is holomorphic in the X ′-direction. The fact that
p1 is an irreducible representation of k1 now proves the theorem. 
6. Some key low rank cases
6.1. Representations of su(1, 1). The root system of sl(2,C) is A =
{α,−α} and the fundamental weight is ω = α
2
. The irreducible complex
representation ρk of highest weight k can be realised as the symmetric
tensor product V k of the standard representation V ' C2. Restricting
these representations to the real form su(1, 1) we get the irreducible
complex representations of su(1, 1). Let Sk be the symmetric group.
It acts on V ⊗k by permuting the factors, i.e.
σ(v1 ⊗ ...⊗ vk) := vσ(1) ⊗ ...⊗ vσ(k).
For v, w ∈ V we define
vlwk−l :=
1
k!
∑
σ∈Sk
σ(v ⊗ ...⊗ v ⊗ w ⊗ ...⊗ w) ∈ V k
where there are l copies of v and k − l copies of w in the product. Let
{e1, e2} be an orthonormal basis for V with respect to F , the Hermitian
form invariant under su(1, 1), e1 being positive and e2 negative. We
can extend F to a Hermitian form on V ⊗k in the natural way,
F (v1 ⊗ ...⊗ vk, w1 ⊗ ...⊗ wk) :=
k∏
1
F (vi, wi).
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su(1, 1) preserves this form. If k = 2l is even we have an orthogonal
basis
{f0, f1, ..., fk} := {ek1, ek−21 e22, ..., ek2, ek−11 e2, ek−31 e32, ..., e1ek−12 }
for V k with {f0, f1, ..., fl} positive and {fl+1, fl+2, ..., fk} negative.
Hence F is of signature (l+1, l) and the representation defines a homo-
morphism into su(l + 1, l). If k = 2l − 1 is odd we have an orthogonal
basis
{h1, ..., hk+1} := {e2l−11 , e2l−31 e22, ..., e1e2l−22 , e2l−21 e2, e2l−41 e32, ..., e2l−12 }
for V k with {h1, h2, ..., hl} positive and {hl+1, hl+2, ..., hk} negative.
Hence F is of signature (l, l) and the representation defines a homo-
morphism into su(l, l).
Theorem 6.1. Let ρk : su(1, 1) → su(p, q) be an irreducible complex
representation of highest weight k. Then ρk is tight if and only if k is
odd.
Proof. To see if these representations are tight we need to calculate
the image of the complex structure. With respect to the basis {e1, e2}
we can write the complex structure as the matrix Z = i
2
(
1 0
0 −1
)
.
The action on V k is ρk(Z)(ek−m1 e
m
2 ) =
i
2
(k − 2m)(ek−m1 em2 ). With
respect to the basis {fi} we get the matrix ρk(Z) = i2diag(k, k −
4, ...,−k, k− 2, k− 6, ..., 2−k) =: i
2
(
Ak 0
0 Bk
)
for k even. The block
form is with respect to the positive respectively the negative base vec-
tors and will be used later. For k odd we get ρk(Z) =
i
2
diag(k, k −
4, ..., 2 − k, k − 2, k − 6, ...,−k) =: i
2
(
Ck 0
0 Dk
)
. For su(n, n) the
complex structure is Zsu(n,n) =
i
2
(
In 0
0 −In
)
and for su(n + 1, n)
it is Zsu(n+1,n) =
i
2n+1
(
nIn+1 0
0 −(n+ 1)In
)
. A quick calculation
shows that |〈ρ2l−1 ◦ d1(Z), Zsu(l,l)〉| = |〈d2(Z), Zsu(l,l)〉| = l2 and 0 =
|〈ρ2l ◦ d1(Z), Zsu(l+1,l)〉| 6= |〈d2(Z), Zsu(l+1,l)〉| = l2 . Hence by Corollary
5.2 ρk is tight if and only if k is odd. 
6.2. Representations of su(1, 1)⊕ su(1, 1). An irreducible represen-
tation (ρ,W ) of su(1, 1) ⊕ su(1, 1) is the tensor product of two irre-
ducible representations (ρk, V ) and (ρl, U) of su(1, 1). If V is equipped
with a su(1, 1)-invariant Hermitian form of signature (a, b) and U one
of signature (c, d) then W = V ⊗U has a canonical su(1, 1)⊕ su(1, 1)-
invariant Hermitian form of signature (ac+ bd, ad+ bc), so ρ defines a
homomorphism into su(ac+ bd, ad+ bc).
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Theorem 6.2. Let ρ = ρk  ρl : su(1, 1) ⊕ su(1, 1) → su(r, s) =
su(W,F ) be an irreducible complex representation. Then ρ is tight if
and only if k is odd and l = 0 or vice versa.
Proof. Let ι1 denote the diagonal embedding of su(1, 1) into su(1, 1)⊕
su(1, 1), X 7→ (X,X), and ι2 the map X 7→ (X,−X t). Then ι1 is tight
for su(1, 1)⊕ su(1, 1) equipped with the complex structure (Z,Z), and
ι2 is tight for su(1, 1) ⊕ su(1, 1) equipped with the complex structure
(Z,−Z).
We first consider the case k, l both odd or both even. Composing
ρ◦ιi we get a representation of su(1, 1) that decomposes into irreducible
representations of highest weights k+ l, k+ l− 2, ..., |k− l|, see [H1, p.
332]. All of these are of even highest weight hence ρ is nontight by
Theorems 6.1 and 5.3.
Now consider the case of l = 2p− 1 odd and k = 2q even. We have
that (r, s) = (p(q + 1) + pq, pq + p(q + 1)) = (2pq + p, 2pq + p) = (r, r).
Depending on the choice of complex structure on su(1, 1)⊕ su(1, 1) we
have two different diagonal discs ι1 and ι2. We will now choose a natural
basis for W in terms of the bases {fj}, {hi} defined in the previous
subsection. This basis is chosen such that ρ◦ ι1(Z) and ρ◦ ι2(Z) can be
expressed by tensor products of Ak, Bk, Cl, Dl, the matrices defined in
the proof of Theorem 6.1, with appropriately sized identity matrices.
Let
{ei+pj} := {fj ⊗ hi|i = 1, ..., p , j = 0, ..., q},
{ei+pj−p} := {fj ⊗ hi|i = p+ 1, ..., 2p , j = q + 1, ..., 2q},
{ei+pj+2pq} := {fj ⊗ hi|i = p+ 1, ..., 2p , j = 0, ..., q},
{ei+pj+p+pq} := {fj ⊗ hi|i = 1, ..., p , j = q + 1, ..., 2q}.
We have that the first 2pq+ p vectors are positive and the last 2pq+ q
are negative. With this choice of basis we get the following matrix
description
ρ ◦ ι1(Z) = i
2
diag(Ak ⊗ Ip + Iq+1 ⊗ Cl, Bk ⊗ Ip + Iq ⊗Dl,
Ak ⊗ Ip + Iq+1 ⊗Dl, Bk ⊗ Ip + Iq ⊗ Cl).
Recall that for matrices X, Y ∈ su(r, r) we have 〈X, Y 〉 = 4rtr(XY ).
We get
1
4r
〈ρ ◦ ι1(Z), Zsu(r,r)〉 = 1
4
(tr(Ak)p+ tr(Cl)(q + 1) + tr(Bk)p+ tr(Dl)q −
tr(Ak)p− tr(Dl)(q + 1)− tr(Bk)p− tr(Cl)q)
=
1
4
(tr(Cl)− tr(Dl)) = 1
4
(p− (−p)) = p
2
.
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For the other choice of complex structure we have the matrix de-
scription
ρ ◦ ι2(Z) = i
2
diag(Ak ⊗ Ip + Iq+1 ⊗−Cl, Bk ⊗ Ip + Iq ⊗−Dl,
Ak ⊗ Ip + Iq+1 ⊗−Dl, Bk ⊗ Ip + Iq ⊗−Cl)
Thus
1
4r
〈ρ ◦ ι2(Z), Zsu(r,r)〉 = 1
4
(tr(Ak)p− tr(Cl)(q + 1) + tr(Bk)p− tr(Dl)q
−tr(Ak)p+ tr(Dl)(q + 1)− tr(Bk)p+ tr(Cl)q)
= −1
4
(tr(Cl)− tr(Dl)) = −p
2
.
We have
1
4r
〈d2(Z), Zsu(r,r)〉 = 1
4r
〈Zsu(r,r), Zsu(r,r)〉 = p
2
(2q + 1).
From Corollary 5.2 we have that ρ is tight if and only if p
2
= p
2
(2q + 1)
or equivalently k = 2q = 0.

6.3. Representations of sp(4,R). For sp(4,C) we have the root sys-
tem A = {±α1,±α2,±(α1 +α2),±(2α1 +α2)}. We differ from the no-
tation in [H2] and [I] and let α2 denote the longer noncompact simple
root. We have the fundamental weights ω1 =
2α1+α2
2
and ω2 = α1 +α2.
From [S, p. 451] we know that only the irreducible representation of
highest weight (1, 0) corresponds to a holomorphic map.
Theorem 6.3. Let ρ : sp(4,R) → su(p, q) be an irreducible complex
representation. If it is tight then it is (anti-) holomorphic.
Proof. From [H2, p. 10] we know that there are two tight regular sub-
algebras of sp(4,R). The first is g(α1 + α2) ' su(1, 1) and the second
is g({α2, 2α1 + α2}) = g(α2)⊕ g(2α1 + α2) ' su(1, 1)⊕ su(1, 1)
We divide the representations ρ into two types, the first type are
the representations with highest weight (0, l), the second type is the
remaining ones, with highest weight (k, l) where k 6= 0. We exclude
the case (k, l) = (1, 0) which is tight and (anti-) holomorphic.
To see that a representation of the first type is nontight we restrict it
to the tightly embedded regular subalgebra g(α1 +α2). We then move
over to the complexification of the algebras and the representation. We
have ρC(Hα1+α2)v0,l = l(α1 +α2)(Hα1+α2)v0,l = 2lv0,l. So we know that
ρC branches into at least one representation of g(α1 + α2)
C with even
highest weight. This means that ρ is nontight by Theorems 6.1 and
5.3.
To see that a representation of the second type is nontight we con-
sider the restriction to the regular subalgebra g(2α1 + α2). Again
we move over to the complexifications and we have ρC(H2α1+α2)vk,l =
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(k 2α1+α2
2
+ l(α1 +α2))(H2α1+α2)vk,l = (k+ l)vk,l. We also have a weight
ωk,l−1 which when restricted to the subalgebra becomes k+l−1. One of
these numbers is even. If it is k+ l we know that it is even and nonzero,
if it k+l−1 we know that it is nonzero since (k, l) = (0, 1) is of the first
type and (1, 0) excluded. This means that when we branch ρ to the sub-
algebra g(α1)⊕ g(α1 + 2α2) there will appear even j:s in the decompo-
sition ρ|g(α1)⊕g(α1+2α2) =
∑
(i,j)∈I ρi  ρj : su(1, 1)⊕ su(1, 1)→ su(p, q).
This means that ρ is nontight by Theorems 6.2 and 5.3. 
6.4. Representations of sp(4,R)⊕ su(1, 1).
Theorem 6.4. Let ρ = ρi,j  ρk : sp(4,R) ⊕ su(1, 1) → su(p, q) be an
irreducible complex representation. Then ρ is tight if and only if
(i, j, k) =
{
(1, 0, 0) or
(0, 0, k) with k odd.
In particular, this means that there are no irreducible tight represen-
tations ρ : sp(4,R) ⊕ su(1, 1) → su(p, q) that are both injective and
nonholomorphic.
Proof. By our previous analysis of representations of sp(4,R) we know
that if (i, j) is not equal to (1, 0) or (0, 0) then either
(1) there exists a diagonal disc d : su(1, 1) → sp(4,R) such that
ρi,j ◦ d =
∑
ρl with some l even and nonzero or
(2) there exists a tight and holomorphic embedding f : su(1, 1) ⊕
su(1, 1) → sp(4,R) such that ρi,j ◦ f =
∑
ρl  ρm with some l
even and nonzero.
In the first case we consider the composition
(ρi,jρk)◦(d⊕Id) : su(1, 1)⊕su(1, 1)→ sp(4,R)⊕su(1, 1)→ su(p, q).
We get (ρi,j ρk) ◦ (d⊕ Id) =
∑
ρl ρk with some l even and nonzero.
Hence some ρl  ρk is nontight by Theorem 6.2. This implies that ρ is
nontight by Theorem 5.3.
In the second case we begin by defining
h : su(1, 1)⊕ su(1, 1)→ sp(4,R)⊕ su(1, 1), (X, Y ) 7→ (f(X, Y ), Y ).
This a tight and holomorphic embedding. We have
ρ ◦ h(X, Y ) = ρi,j  ρk(f(X, Y ), Y ) = (
∑
l,m
ρl  ρm) ρk(X, Y, Y )
=
∑
l,m
ρl  (ρm ⊗ ρk)(X, Y ).
However, ρm⊗ρk is not irreducible and can thus be written as
∑
n∈Im,k ρn.
We thus get
ρ ◦ h =
∑
l,m
ρl  (ρm ⊗ ρk) =
∑
l,m
∑
n∈Im,k
ρl  ρn.
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Since some l is even and nonzero, we know by Theorems 6.2 and 5.3
that ρ is nontight. That the map is tight for the remaining cases
(i, j, k) = (1, 0, 0) and (0, 0, odd) follows from the classification in [H2]
and [BIW2]. 
6.5. Representations of su(2, 1). Let su(2, 1)C = sl(3,C) = h +∑
α∈A gα be a root space decomposition of sl(3,C). HereA = {±α1,±α2,±(α1+
α2)} where α1 is chosen as the noncompact simple root. The funda-
mental weights are ω1 =
2α1+α2
3
and ω2 =
α1+2α2
3
. The Weyl group
of sl(3,C) consists of six elements. These send a weight ωk,l to ωk,l,
ω−k−l,l, ωl,−k−l, ω−k,k+l, ωk+l,−l and ω−l,−k respectively.
We recall from [S, p. 447] that the only irreducible representations
of su(2, 1) that are (anti-) holomorphic have highest weight (1, 0) and
(0, 1). From [H2, p. 8] we know that there is a tight regular subalgebra
g(α1) ∼= su(1, 1).
Theorem 6.5. Let ρ : su(2, 1) → su(p, q) be an irreducible complex
representation. If ρ is tight then it is (anti-) holomorphic.
Proof. Let ρk,l be an irreducible representation of su(2, 1) with k +
l ≥ 2. We restrict this representation to g(α1). We now look at the
complexifications ρCk,l and ρ
C
k,l|gC(α1) to see which weights appear. We
divide our analysis of the branching into two cases.
In the first we assume that either k = 0 or l = 0. Along the line
between the weights ωk,l and ω−l,−k are the weights ωk,l−n(α1 +α2) =
ωk,l − n(ω1 + ω2) = ωk−n,l−n for n = 1, ..., k + l. Since k + l ≥ 2 we
have in particular that the weights ωk−1,l−1 and ωk−2,l−2 appear in the
representation ρCk,l. Assume l = 0, we have that ωk,l(Hα1) = k and
ωk−1,l−1(Hα1) = k−1. One of these integers must be even and nonzero
since k > 1. If instead k = 0 we have ωk−2,l−2(Hα1) = −2. This means
that ρ|g(α1) contains irreducible representations of even highest weight.
Hence ρ is nontight by Theorems 6.1 and 5.3.
We now consider the case k 6= 0, l 6= 0. Along the line between the
weights ωk,l and ωk+l,−l are the weights ωk,l − nα2 = ωk,l − n(2ω2 −
ω1) = ωk+n,l−2n for n = 1, ..., l. Since l ≥ 1 we have in particular that
the weight ωk+1,l−2 appear in the representation ρCk,l. We have that
ωk,l(Hα1) = k and ωk+1,l−2(Hα1) = k+ 1 and that one of these integers
must be even and nonzero since k ≥ 1. Again this implies that ρ is
nontight by Theorems 6.1 and 5.3. 
Although it was not needed here the curious reader can find an ex-
plicit construction of the irreducible representations of su(2, 1) in the
appendix as part of the proof of Lemma 4.2.
7. Proof of Main Theorem
Before proving Theorem 1.1 we recall the following two theorems
that are consequences of the classification in [H2].
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Theorem 7.1. Let g be a simple Hermitian Lie algebra, g 6= su(1, 1).
Then there exists a tight, injective and holomorphic homomorphism
from either sp(4,R), sp(4,R)⊕ su(1, 1) or su(2, 1) into g.
Proof. We start with the case g = sp(2m,R). We can assume that
m ≥ 2, since if m = 1 we have sp(2,R) ' su(1, 1). If m = 2 the
identity homomorphism will suffice. For m = 3 we see in [H2, p. 10]
that sp(6,R) contains a tight regular subalgebra sp(4,R)⊕su(1, 1). For
m > 3 sp(2m,R) contains a tight regular subalgebra sp(2(m− 2),R)⊕
sp(4,R) [H2, p. 10]. Denote the inclusion of this subalgebra by ι. If
m = 2k is even we have by induction on k a tight and holomorphic
embedding ρk−1 : sp(4,R) → sp(4(k − 1),R). Define ρk : sp(4,R) →
sp(4(k − 1),R) ⊕ sp(4,R) → sp(4k,R) by ρk(X) = ι(ρk−1(X), X). If
m = 2k + 1 is odd we have by induction on k a tight and holomorphic
embedding ρk−1 : sp(4,R) ⊕ su(1, 1) → sp(4(k − 1) + 2,R). Define
ρk : sp(4,R)⊕ su(1, 1)→ sp(4(k− 1) + 2,R)⊕ sp(4,R)→ sp(4k+ 2,R)
by ρk(X, Y ) = ι(ρk−1(X, Y ), X). That the composition of these maps
is tight follows from Lemmas 3.5 and 3.6.
If g 6= sp(2m,R) and of rank at least two we can see in [H2, p. 8-
12] that in each case there is a tight regular subalgebra of g isomor-
phic to su(n, n) with n ≥ 2. Compose this inclusion with the tight
and holomorphic map sp(2n,R) → su(n, n) [H2, p. 14]. Then fur-
ther compose with the tight and holomorphic inclusion of sp(4,R) or
sp(4,R)⊕ su(1, 1) into sp(2n,R) as described above. The composition
of them all then yields the desired result.
The remaining case is when g is of rank one and not isomorphic to
su(1, 1). This means that g ' su(m, 1) and from [H2, p. 9] we know
that it contains su(2, 1) as a tight regular subalgebra. 
Theorem 7.2 ([H2, p. 14-15]). Let g be a classical simple Hermitian
Lie algebra of tube type. Then there exists a tight and holomorphic
homomorphism ρ : g→ su(n, n) for some n.
Every Hermitian Lie algebra g contains maximal (with respect to
inclusion) subalgebras gT of tube type which are holomorphically em-
bedded and of the same rank as g. The inclusion gT ⊂ g is tight and
gT is unique up to equivalence. Tube type subalgebras are important
as we see in the following structure theorem from [BIW2, Theorem 9].
Theorem 7.3. If g′ is of tube type and ρ : g′ → g is a tight homomor-
phism then there is a maximal tube type subalgebra gT ⊂ g such that
ρ(g′) ⊂ gT .
We now have the tools we need to prove Theorem 1.1. We will do
this through a series of lemmas.
Lemma 7.4. Let ρ : g → su(p, q) be a homomorphism between simple
Hermitian Lie algebras, where g 6= su(1, 1). If ρ is tight then it is
(anti-) holomorphic.
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Proof. Assume that ρ is tight and nonholomorphic. By Theorem 7.1
there exists a tight and holomorphic embedding ι : g′ → g, where g′ =
su(2, 1), sp(4,R) or sp(4,R) ⊕ su(1, 1). We can decompose ρ ◦ ι into
irreducible representations and factor it using Theorem 4.3 to get the
following commutative diagram.
g
ρ // su(r, s)
g′
ι
OO
(ρ1,...,ρn)
// ⊕su(ri, si)
ι′
OO
Here ι′ is a holomorphic embedding. If ρ is tight and nonholomorphic,
we have by Lemma 3.8 that ρ ◦ ι = ι′ ◦ (ρ1, ..., ρn) is tight, and by
Lemma 5.4 it is nonholomorphic when restricted to any simple factor
of g′. By Lemma 3.10 and 3.11 tightness of ι′ ◦ (ρ1, ..., ρn) implies that
either all ρi are tight and positive or all ρi are tight and negative.
If g′ = su(2, 1) or sp(4,R), this implies that either all ρi are tight
and holomorphic or all ρi are tight and antiholomorphic by Theorem
6.5 or 6.3. This contradicts that ι′ ◦ (ρ1, ..., ρn) is nonholomorphic.
If g′ = sp(4,R)⊕su(1, 1), tightness implies that all ρi are of the form
ρ0,0ρodd and ρ1,0ρ0. For both of these types of ρi we have that ri = si.
By Lemma 4.4 the equivalence class of representations of ρ1,0  ρ0
contains both holomorphic and antiholomorphic homomorphisms. If
all ρi are positive, respectively negative, this implies that all ρ1,0 
ρ0 are holomorphic, respectively antiholomorphic. As the ρ0,0  ρodd
representations are trivial in the sp(4,R)-factor they are always always
both holomorphic and antiholomorphic in the sp(4,R)-factor. Thus
ι′ ◦ (ρ1, ..., ρn) = ρ ◦ ι is either holomorphic or antiholomorphic in the
sp(4,R)-factor which is a contradiction. 
Lemma 7.5. Let ρ : g1 → g2 be a homomorphism between simple Lie
algebras. Assume that g2 is classical and that g1 6= su(1, 1) and of tube
type. If ρ is tight then it is (anti-) holomorphic.
Proof. Assume that ρ is tight and nonholomorphic. By Theorem 7.3
there is a subalgebra gT2 ⊂ g2 of tube type containing the image of g1.
We can thus factor ρ as ι ◦ ρ′ : g1 → gT2 → g2 where ι is the inclusion
homomorphism ι : gT2 → g2 and ρ′ is ρ with restricted codomain. Since
g2 is simple, g
T
2 is too. That ι and ι◦ρ′ are tight implies that ρ′ is tight
by Lemma 3.8. Since ι is holomorphic and ι ◦ ρ′ is nonholomorphic,
ρ′ must be nonholomorphic. By Theorem 7.2 we can find a tight and
holomorphic map η : gT2 → su(n, n) for some n. The composition η ◦
ρ′ will then be nonholomorphic and tight by Lemma 3.8. But this
contradicts Lemma 7.4, hence ρ can not be tight and nonholomorphic.

Lemma 7.6. There are no tight homomorphisms ρ : su(n, 1)→ so∗(2p)
for n ≥ 2, p ≥ 4.
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Proof. Consider the composition ρ ◦ ι : su(2, 1) → su(n, 1) → so∗(2p)
where ι is the canonical tight inclusion. Then ρ is tight if and only if ρ◦ι
is tight by Lemma 3.8. This reduces our search of tight homomorphisms
to the case n = 2.
If p is even we consider the composition ι ◦ ρ : su(2, 1)→ so∗(2p)→
so∗(2(p + 1)), where ι is the canonical tight inclusion. Then ρ is tight
if and only if ι ◦ ρ is tight. This reduces our search of tight homomor-
phisms to the case p ≥ 5 and odd.
Consider the restriction of ρ to a tightly embedded regular subalgebra
isomorphic to su(1, 1), as in the proof of Theorem 6.5. Assume that ρ is
tight. Then the image of su(1, 1) is contained in a maximal subalgebra
of so∗(2p) that is of tube type by Theorem 7.3. From [H2] we know
that this algebra is so∗(2(p − 1)). This algebra can be tightly and
holomorphically embedded in su(p − 1, p − 1). We can extend this to
a homomorphism i : so∗(2p) → su(p, p), though this extension is not
tight. We get the following commutative diagram of homomorphisms.
su(2, 1)
ρ // so∗(2p) i // su(p, p)
su(1, 1)
ι1
OO
ρ|
// so∗(2(p− 1)) i| //
ι2
OO
su(p− 1, p− 1)
ι3
OO
We have by Lemma 3.8 and commutativity of the diagram the following
equivalences:
ρ tight ⇔ ρ ◦ ι1 tight ⇔ ι2 ◦ ρ| tight ⇔ ρ| tight ⇔ i| ◦ ρ| tight
As a representation, i is just the the standard representation. So i| ◦ ρ|
decomposes into the same irreducible parts as ρ|. Since it is tight, we
have by Theorem 6.1 the decomposition into irreducible representations
i| ◦ ρ| =
∑
k odd
nkρk + n0ρ0.
Here the nk denote the multiplicities of the representations. Composing
with ι3 adds two trivial representations
ι3 ◦ i| ◦ ρ| =
∑
k odd
nkρk + (n0 + 2)ρ0.
From the proof of Theorem 6.5 we know that the only representations of
su(2, 1) that branches into odd- and zero-highest weight representations
when restricted to su(1, 1) are ρ1,0, ρ0,1 and ρ0,0. The first two both
branch into ρ1 + ρ0 and the last one to ρ0 when restricted to su(1, 1).
Thus i ◦ ρ is of the form i ◦ ρ = kρ1,0 + (n − k)ρ0,1 + lρ0,0. We get
i ◦ ρ ◦ ι1 = nρ1 + (n+ l)ρ0. Since the diagram commutes we have
nρ1 + (n+ l)ρ0 =
∑
k odd
nkρk + (n0 + 2)ρ0.
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Thus n1 = n, n0 + 2 = n + l and nk = 0 for k 6= 1, 0. Since i| ◦ ρ| is
tight we have that n1 = n = p − 1, for dimensional reasons we have
3n+ l = 2p. These equalities together give us p− 3 + l = 0. But p ≥ 5
and l is a nonnegative integer. We thus get a contradiction. Hence ρ
can not be tight. 
Proof of Theorem 1.1. Lemma 7.5 covers the case when g1 is of tube
type. It remains to show that if ρ : g1 → g2 is a tight homomorphism
where g1 is not of tube type, then ρ must be (anti-) holomorphic.
Consider first the case rank(g1) ≥ 2. We know that g1 contains
a maximal tube type subalgebra gT1 with rank(g
T
1 ) = rank(g1). The
inclusion homomorphism ι : gT1 → g1 is tight and holomorphic. If ρ
is tight and nonholomorphic the composition ρ ◦ ι will also be tight
and nonholomorphic by Lemma 3.8. But this contradicts Lemma 7.5,
hence ρ can not be tight and nonholomorphic.
Next we treat the case rank(g1) = 1 and g2 of tube type. Since g2 is
of tube type there is a tight and holomorphic homomorphism ι : g2 →
su(n, n) by Theorem 7.2. If ρ : g1 → g2 is tight and nonholomorphic
then ι ◦ ρ will also be tight and nonholomorphic by Lemma 3.8. This
contradicts Lemma 7.4, hence ρ can not be tight and nonholomorphic.
Finally, consider the case rank(g1) = 1 and g2 not of tube type. That
the rank of g1 is one implies that g1 is isomorphic to su(m, 1) for some
m ≥ 2. There are two possibilities for g2, either g2 = su(p, q) with
p > q or g2 = so
∗(2p) with p odd. The first case is covered by Lemma
7.4. Since so∗(6) ' su(3, 1) we can assume p ≥ 5 in the second case.
It is thus covered by Lemma 7.6. 
Proof of Theorem 1.2. Assume that ρ : g → e6(−14) is tight and non-
holomorphic. Let gT be a maximal tube type subalgebra of g. Denote
by ι : gT → g the tight and holomorphic inclusion homomorphism.
Since ρ is tight and nonholomorphic, ρ ◦ ι is tight and nonholomorphic
by Lemma 3.8. By Theorem 7.3 ρ ◦ ι(gT ) ⊂ eT6(−14), where eT6(−14) is a
maximal tube type subalgebra of e6(−14). Since e6(−14) is not of tube
type, eT6(−14) is a proper subalgebra and hence must be classical. Indeed,
eT6(−14) = so(2, 8) checking root multiplicities. We can thus consider ρ◦ι
as a homomorphism ρ ◦ ι : gT → eT6(−14). This homomorphism is tight
and nonholomorphic by Lemma 3.8. But this contradicts Lemma 7.5,
hence ρ can not be tight and nonholomorphic. 
8. Appendix
Proof of Lemma 4.2. We begin with the case g = su(p, q). The algebra
su(p, q) is defined as the Lie algebra of trace-free linear endomorphisms
of a complex vector space V ' Cp+q preserving a nondegenerate Her-
mitian form F of signature (p, q). Let e1, ..., ep+q denote an orthonormal
basis for (V, F ) and let n+ 1 = p+ q. The complexification of su(p, q)
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is then sl(n + 1,C). The action of su(p, q) on V extends naturally to
an action of sl(n + 1,C) on V . We call V the standard representation
of sl(n+ 1,C). Let ω1, ..., ωn denote the set of fundamental weights for
sl(n+1,C). The irreducible representations of highest weights ω1, ..., ωn
can be realised by V, V ∧ V, ..., V ∧n, [FH, p. 223]. The restrictions of
these representations to su(p, q) then carry invariant nondegenerate
Hermitian forms constructed as follows.
We extend F to V ⊗d by F (v1⊗ ...⊗vd, w1⊗ ...⊗wd) :=
∏
i F (vi, wi),
d = 1, 2, ..., n. It is clear that this extension is invariant. Next we
need to show that F is nondegenerate on V ∧d. We first show that
F (v, v) 6= 0 for v = e1 ∧ ... ∧ ed. We have
F (v, v) = F (e1 ∧ ... ∧ ed, e1 ∧ ... ∧ ed)
= F (
1
d!
∑
σ∈Sd
sgn(σ)eσ(1) ⊗ ...⊗ eσ(d), 1
d!
∑
η∈Sd
sgn(η)eη(1) ⊗ ...⊗ eη(d))
=
1
(d!)2
∑
η,σ∈Sd
sgn(σ)sgn(η)
∏
i
F (eσ(i), eη(i))
=
1
(d!)2
∑
σ∈Sd
sgn(σ)sgn(σ)
∏
i
F (eσ(i), eσ(i))
= ± 1
d!
6= 0
Suppose that F is degenerate on V ∧d, i.e. there exists a vector w ∈ V ∧d
such that F (w, u) = 0 for all u ∈ V ∧d. Using the invariance of F we
have F (Xw, u) + F (w,Xu) = F (Xw, u) = 0 for all u. Since V ∧d is
an irreducible representation we can repeat this process to get a basis
for V ∧d consisting of vectors that are orthogonal to all of V ∧d. But his
contradicts that F (v, v) 6= 0, hence F must be nondegenerate.
Next we want to construct a representation of highest weight
∑
miωi.
Let Vd = V
∧d and let vd denote the highest weight vector of Vd. Con-
sider the (reducible) representation W = V ⊗m11 ⊗ ... ⊗ V ⊗mnn and the
vector w = v⊗m11 ⊗ ...⊗v⊗mnn . The vector w is easily seen to be a weight
vector with weight
∑
miωi. Take any other weight vector of the form
w′ = w1,1 ⊗ ...⊗ w1,m1 ⊗ w2,1 ⊗ ...⊗ wn,mn ∈ W . Then
weight of(w′) =
∑
i
mi∑
k=1
weight of(wi,k) ≤
∑
i
mi∑
k=1
weight of(vi)
=
∑
i
miweight of(vi) = weight of(w)
On the other hand, any weight vector is a linear combination of weight
vectors of the above form with the same weight. Thus the weight∑
miωi is the highest one and the irreducible representation W
′ ⊂ W
of g containing w will be of highest weight
∑
miωi. We have that
F (w,w) =
∏
i F (vi, vi)
mi 6= 0. By our previous reasoning this means
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that F is an invariant nondegenerate Hermitian form on W ′. This
concludes the case g = su(p, q).
Next we treat the case g = sp(2n,R). The Lie algebra sp(2n,R) is
defined as the Lie algebra of linear endomorphisms of a real vector space
V ' R2n that preserves a nondegenerate skewsymmetric bilinear form
B. We can extend B and the action of sp(2n,R) to V C = V ⊗RC. We
construct an invariant nondegenerate Hermitian form F on V C from B
by F (v, w) := iB(v¯, w). We can extend the action of sp(2n,R) on V C to
sp(2n,C). This is the standard representation of sp(2n,C). From this
point on the construction is completely analogous to that of su(p, q)
and is omitted.
For a nonsimple g = g1 ⊕ ... ⊕ gm we have that an irreducible rep-
resentation V of g is the tensor product of irreducible representations
Vi of the gi. We can equip each Vi with a gi-invariant Hermitian form
Fi as above. We get a g-invariant form F on V = V1 ⊗ ... ⊗ Vm by
F (v1 ⊗ ...⊗ vm, w1 ⊗ ...⊗ wm) :=
∏
i Fi(vi, wi).
What remains is to show that the form F on an irreducible repre-
sentation (V, ρ) is unique up to scaling. Suppose that F1, F2 are two
invariant nondegenerate Hermitian forms on V . Fixing a basis of V we
can represent these forms using matrices as Fi(v, w) = v
∗Aiw for some
Hermitian matrices Ai. That the Fi are invariant translates to
ρ(X)∗A1 + A1ρ(X) = 0
ρ(X)∗A2 + A2ρ(X) = 0
Since the Fi are nondegenerate the matrices Ai are invertible and we
can rewrite this as
ρ(X)∗ = −A1ρ(X)A−11
ρ(X)∗ = −A2ρ(X)A−12
We thus get (A−12 A1)ρ(X) = ρ(X)(A
−1
2 A1), i.e. ρ(X) commutes with
A−12 A1 for all X ∈ g. This implies that ρ(X) leaves the generalized
eigenspaces of A−12 A1 invariant. Since ρ is irreducible, A
−1
2 A1 can
only have one generalized eigenspace. We can thus express A−12 A1 as
A−12 A1 = λI +N , where λ ∈ C and N is some nilpotent matrix. Since
ρ(X) commutes with A−12 A1 it must commute with N . This implies
that ker(N) is invariant under ρ(X). Since ρ is irreducible this means
that ker(N) is either 0 or V . Since by assumption N is a nilpotent
matrix we have that ker(N) = V which implies that N = 0. Thus
A−12 A1 = λI and A1 = λA2. Since A1 and A2 are Hermitian matrices
λ must be real. 
Proof of Theorem 4.3. Start with an arbitrary decomposition into irre-
ducible invariant subspaces U =
⊕
i∈I Ui. There are two possibilities,
either F |Ui is degenerate for all i or there exists some i such that it is
nondegenerate. In the second case we claim that U⊥i , the orthogonal
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complement of Ui, is an invariant subspace. Taking v ∈ U⊥i , we have
0 = F (ρ(X)u, v) + F (u, ρ(X)v) = F (u, ρ(X)v)
for all u ∈ Ui, since Ui is invariant. This proves the claim.
We can now take a decomposition of U⊥i into irreducible subspaces
to get a new decomposition of U = Ui⊕F
⊕
j∈I′ Vj. Here ⊕F denotes a
direct sum that is orthogonal with respect to F . Repeating this process
we get, with some reindexing, U = U1 ⊕F ...⊕F Un ⊕F
⊕
j∈I′ Vj where
all the Ui are nondegenerate and all the Vj are degenerate irreducible
subspaces.
Our next claim is that for an irreducible degenerate space Vj we
have F |Vj ≡ 0. Since F |Vj is degenerate there exists a v ∈ Vj such
that v ⊥ Vj. If dim(Vj) = 1 we are done, if not let X ∈ g be such
that ρ(X)v 6∈ Cv. We have that 0 = F (ρ(X)v, u) + F (v, ρ(X)u) =
F (ρ(X)v, u) for all u ∈ Vj, which means that ρ(X)v ⊥ Vj. Using the
fact that Vj is irreducible and repeating this process we can conclude
that Vj ⊥ Vj.
Since F is a nondegenerate form there must be some k ∈ I ′ such
that F |Vj⊕Vk 6≡ 0. We claim that F |Vj⊕Vk is nondegenerate. Assume
otherwise, then there are vectors uj ∈ Vj and uk ∈ Vk such that uj +
uk ⊥ Vj ⊕ Vk. We have 0 = F (uj + uk, u) = F (uj, u) for all u ∈ Vk
which implies uj ⊥ Vk. We have further
0 = F (ρ(X)uj, u) + F (uj, ρ(X)u) = F (ρ(X)uj, u)
for all u ∈ Vk which means that ρ(X)uj ⊥ Vk. Repeating this we get
Vj ⊥ Vk which means F |Vj⊕Vk ≡ 0 contradicting our assumption.
We are left with the case where there are two irreducible invari-
ant degenerate spaces V,W such that V ⊕ W is nondegenerate. We
claim that dim(V ) = dim(W ) =: n and that the signature of F |V⊕W
is (n, n). This follows from that the maximal dimension of a null sub-
space of a space of signature (p, q) is min(p, q). From Lemma 4.2 we
know that there exists an nondegenerate Hermitian form FV of say
signature (p, q) on V invariant under ρ(g). Take a basis {vi}ni=1 for
V orthonormal with respect to FV with the first p vectors having
positive quadratic F (vi, vi) = 1, and let {w′j}nj=1 be some choice of
basis for W . Representing F as a matrix with respect to the basis
{v1, ..., vn, w′1, ..., w′n} we have F (u1, u2) = u∗1
(
0 C
C∗ 0
)
u2 for some
invertible matrix C. Choosing a new basis {wj = C−1w′j}nj=1 for W we
can represent F with the matrix
(
0 I
I 0
)
. An arbitrary element ρ(X)
leaves the subspaces V and W invariant. This means ρ(X) is of the
form ρ(X) =
(
A 0
0 B
)
. It preserves the form F which implies that
B = −A∗. We have further that A preserves the form FV which means
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that A is of the form A =
(
K Z
Z∗ L
)
with K ∈Mp,p(C), L ∈Mq,q(C)
skewsymmetric and tr(K + L) = 0. Now consider the following basis,
let {e1, ..., e2n} = {v1 + w1, ..., vp + wp, vp+1 − wp+1, ..., vn − wn, v1 −
w1, ..., vp − wp, vp+1 + wp+1, ..., vn + wn}. With respect to this basis
we have that ρ(X) =

K Z 0 0
Z∗ L 0 0
0 0 K Z
0 0 Z∗ L
 . We see that the subspaces
spanned by {ei}ni=1 and {ej}2nj=n+1 are invariant and a quick calculation
shows that they are nondegenerate. We have now established an in-
ductive procedure of picking out orthogonal nondegenerate subspaces
out of an arbitrary decomposition. This proves the theorem. 
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