Support Vector Machines (SVM) are the classifiers which were originally designed for binary classification. The classification applications can solve multi-class problems. Decision-tree-based support vector machine which combines support vector machines and decision tree can be an effective way for solving multi-class problems. This method can decrease the training and testing time, increasing the efficiency of the system. The different ways to construct the binary trees divides the data set into two subsets from root to the leaf until every subset consists of only one class. The construction order of binary tree has great influence on the classification performance. In this paper we are studying an algorithm, Tree structured multiclass SVM, which has been used for classifying data. This paper proposes the decision tree based algorithm to construct multiclass intrusion detection system.
INTRODUCTION
Security is becoming a critical issue as the Internet applications are growing. The current security technologies are focusing on encryption, ID, firewall and access control. But all these technologies cannot assure flawless security. The system security can be enhanced by Intrusion detection. The ability of an IDS to classify a large variety of intrusions in real time with accurate results is important. The patterns of user activities and audit records are examined and the intrusions are located.
IDSs are classified, based on their functionality, as misuse detectors and anomaly detectors. Misuse detection system uses well defined patterns of attack which are matched against user behavior to detect intrusions. Usually, misuse detection is simpler than anomaly detection as it uses rule based or signature comparison methods. Anomaly detection requires storage of normal usage behavior and operates upon audit data generated by the operating system. Support vector machines(SVM) are the classifiers which were originally designed for binary classification [5] [6], can be used to classify the attacks. If binary SVMs are combined with decision trees, we can have multiclass SVMs, which can classify the four types of attacks, Probing, DoS, U2R, R2L attacks and Normal data, and can prepare five classes for anomaly detection. Our aim is to improve the training time, testing time and accuracy of IDS using the hybrid approach.
The paper is organized as follows. Section 2 describes the basic principles of SVM. Section 3 discusses the Multiclass SVM. In section 4 we will study the decision tree method to implement multiclass SVM. And the section 5 describes the proposed method to implement the IDS .
PRINCIPLES OF SUPPORT VECTOR MACHINE
Binary classification problems can be solved using SVM [4] . An SVM maps linear algorithms into non-linear space. It uses a feature called, kernel function, for this mapping. Kernel functions like polynomial, radial basis function are used to divide the feature space by constructing a hyperplane. The kernel functions can be used at the time of training of the classifiers which selects support vectors along the surface of this function. SVM classify data by using these support vectors that outline the hyperplane in the feature space.
This process will involve a quadratic programming problem, and this will get a global optimal solution. Suppose we have N training data points {(x1, y1), (x2,y2), (x3, y3), ..., (xN , yN )}, where xi € Rd and yi €{+1,−1}. Consider a hyper-plane defined by (w, b), where w is a weight vector and b is a bias. The classification of a new object x is done with
The training vectors xi occur only in the form of a dot product. For each training point, there is a Lagrangian multiplier αi. The Lagrangian multiplier values αi reflect the importance of each data point. When the maximal margin hyper-plane is found, only points that lie closest to the hyper-plane will have αi > 0 and these points are called support vectors. All other points will have αi = 0. That means only those points that lie closest to the hyperplane, give the representation of the hypothesis/classifier. These data points serve as support vectors. Their values can be used to give an independent boundary with regard to the reliability of the hypothesis/classifier.
MULTICLASS SUPPORT VECTOR MACHINE
Multiclass SVM constructs k different classes at the training phase of IDS. Some typical methods [2] [10] , for construction of multiclass SVM are one-versus-rest(OVR), one-versusone(OVO) and method based on Directed Acyclic Graph(DAG).
One-versus-Rest
It constructs k two-class SVMs. The ith SVM (i = 1, 2, . . . , k) is trained with all training patterns. The ith class patterns are labeled by 1 and the rest patterns are labeled by −1. The class of an unknown pattern x is determined by argument maxi=1,2,...,k fi(x), where fi(x) is the decision function of the ith two-class SVM. In short, a binary classifier is constructed to separate instances of class yi from the rest of the classes. The training and test phase of this method are usually very slow.
One-versus-one
It constructs all possible two-class SVM classifiers. There are k(k − 1)/2 classifiers by training each classifier on only two out of k classes. A Max Wins algorithm is used in test phase,: each classifier casts one vote for its favored class, and finally the class with most votes wins. The number of the classifiers is increased super linearly when k grows. OVO becomes slow on the problem where the number of classes is large.
Directed Acyclic Graph
The training of DAG is same as OVO. DAG uses tree-structured two-class SVMs to determine which class an unknown pattern belongs to. DAG is constructed in test phase. So the classification of DAG is usually faster than OVO.
DECISION TREE BASED SVM
Decision tree based SVM [1] is also a good way for solving multiclass problems. It combines the SVM and the decision tree approaches for preparing decision making models. Integrating different models gives better performance than the individual learning or decision making models. Integration reduces the limitations of individual model.
The problem of existence of unclassifiable regions can be resolved by decision tree based SVM for multi-classification. Our proposed system, as shown in Figure 1 , prepares five SVM models for five types of labeled data. This data include four types of attacks and normal data. The five types of patterns are then organized into a binary tree.
We are using KDD CUP'99 intrusion detection data set (TCP dump data) [8] [9], which is most commonly used for evaluation . The data has 41 attributes for each connection record plus one class label. The data set contains 24 attack types, which are categorized into four types as follows: The IDS prepares a binary decision tree of the SVMs which at the first stage partitions the data into two classes "normal and "attack". At later stages, we repeat the process for the four types of attacks.
THE PROPOSED METHOD
In [2] , the algorithm for multiclass support vector machines is used for classification of US Postal Service data set. We are proposing the algorithm for our IDS [11] , as it gives better performance results for multiclass classification.
The decision tree model in this method consists of a series of two class SVMs. The structure of the tree is determined by distance between two class patterns and the number of each class patterns. Let ni denote the number of i th class patterns xi, where i = 1, 2, . . . , k. The center point of i th class patterns is calculated using following equation: Parameter μ is the balance of distribution of five-class patterns. (4) ) n n , n n max( ) n n , n n min( '
Supposition holds, if μ' is larger than the original parameter μ, and if not, the supposition is canceled. Repeat the operation until the parameter μ is not increased (1) . Now construct a decision tree by separating the subsets and by constructing the corresponding classifiers recursively until each subset remains with only one element. Figure 3 shows the tree-structured SVM obtained using this method. Figure 3 .1 is the division of the five class patterns and Figure 3 .2 is a decision tree. An unknown pattern will start testing from the root, and will end at any of the leaves by traveling the decision tree. This leaf node will be the resulting class of the data. SVM is slow for large size problems. To solve this problem many decomposition methods can be used which decomposes a large QP problem into small sub-problems of size two. The Sequential Minimal Optimization (SMO) algorithm [7] has been used for decomposition of two class SVMs, in this algorithm. The LIBSVM is adopted to train and test every SVM.
In short, the steps of execution will be as shown in Figure 4 . 
CONCLUSION
The paper proposes the above novel multiclass SVM algorithm for implementation of Intrusion Detection System. The integration of Decision tree model and SVM model gives better results than the individual models. The final results for the proposed system are not available yet, but it seems that multiclass pattern recognition problems can be solved using the treestructured binary SVMs and the resulting intrusion detection system could be faster than other methods.
