Abstract. In-network aggregation has been proposed as one method for reducing energy consumption in sensor networks. In this paper, we explore two ideas related to further reducing energy consumption in the context of in-network aggregation. The first is by influencing the construction of the routing trees for sensor networks with the goal of reducing the size of transmitted data. To this end, we propose a group-aware network configuration method that "clusters" along the same path sensor nodes that belong to the same group. The second idea involves imposing a hierarchy of output filters on the sensor network with the goal of both reducing the size of transmitted data and minimizing the number of transmitted messages. More specifically, we propose a framework to use temporal coherency tolerances in conjunction with in-network aggregation to save energy at the sensor nodes while maintaining specified quality of data. These tolerances are based on user preferences or can be dictated by the network in cases where the network cannot support the current tolerance level. Our framework, called TiNA, works on top of existing in-network aggregation schemes. We evaluate experimentally our proposed schemes in the context of existing in-network aggregation schemes. We present experimental results measuring energy consumption, response time, and quality of data for Group-By queries. Overall, our schemes provide significant energy savings with respect to communication and a negligible drop in quality of data.
Introduction
Advances in microelectronics have brought on a new class of computing devices that combine sensing instrumentation with computation and communication capabilities, including This work is supported in part by NSF award ANI-0123705. The first author is supported in part by the Andrew Mellon Predoctoral Fellowship. This paper expands on the material presented in two workshops [31, 2] .
having mini operating systems embedded in the sensor [14] . These sensor nodes, such as the Berkeley MICA Mote [13] , are capable of collecting various measurements such as light, motion/acceleration, and temperature. Until recently, these sensor nodes were used within the confines of laboratories, factory equipment, or buildings. As they become smaller and cheaper, sensor nodes are expected to be ubiquitously deployed in the environment. This would enable them to collectively form large sensing networks over broad geographical areas.
Such large sensor networks can be used for various purposes, from monitoring endangered species [17, 23] to monitoring structural integrity of bridges [19] to patrolling borders. As such, sensor networks offer today an unprecedented level of interaction with the physical environment [6] . Within a few years, miniaturized, networked sensors have the potential to be embedded in all consumer devices, in all vehicles, or as part of continuous environmental monitoring. However, there are still many crucial problems with the deployment of such large sensor networks: limited storage, limited network bandwidth, poor internode communication, limited computational ability, and limited power of the sensor nodes. In this paper, we focus on the latter problem, i.e., reducing power consumption in sensor networks.
Several techniques have been proposed to alleviate the problem of limited power at the network level (such as energyefficient routing and clustering [9, 36, 10] ) and at the data management level (such as sampling [22] , prediction [8] , approximation [4] , power-based query optimization [22] , and datacentric storage [28] ). Another method at the data management level is in-network query processing (or aggregation). With in-network aggregation, a part of the computational work of the aggregation is performed within the sensor node before it sends the results out to the network. The reason in-network aggregation reduces power consumption is that sensor power usage is dominated by transmission costs, as has been shown in [10, 16] . This can be easily illustrated by the following simple example of a sensor network used to monitor the average or the maximum temperature in a building (e.g., in order to quickly detect a fire or adjust the air conditioning). The default way to implement this is to have each sensor send its temperature reading up the network to the base station, with intermediate nodes responsible for just routing packets. In in-network aggregation, communication among sensor nodes is structured as a (routing) tree with the base station as its root. In this scheme, each node would incorporate its own reading together with the average computed so far by its children. As such, only one packet needs to be sent per node and each intermediate node computes the new average temperature before sending information further up the network. As a result, being able to transmit less data (because of aggregation instead of having to forward all the packets) will reduce energy consumption at the sensor nodes.
In this work we explore two ideas related to further reducing energy consumption in the context of in-network aggregation:
Influencing the construction of the routing trees for sensor
networks with the goal of reducing the size of transmitted data; and 2. Imposing a hierarchy of output filters on the sensor network with the goal of both reducing the size of transmitted data and minimizing the number of transmitted messages while ensuring a specified level of quality of data (QoD).
For our first idea, we consider the semantics of the query and the properties/attributes of the sensor nodes when configuring the sensor network (in addition to traditional shortestdistance criteria). We have observed that the length of the messages sent by a node when processing Group-By queries depends on the number of groups existing in the routing subtree rooted at that node. This observation leads to the principle that reducing the number of groups considered at a sensor node (performing in-network aggregation) will reduce the size of the transmitted data and hence incur less energy cost for transmitting them. Based on this principle, our first contribution is a group-aware network configuration method that "clusters" along the same path sensor nodes that belong to the same group.
For our second idea, we exploit temporal correlation in streams of sensor readings to suppress insignificant readings that can be tolerated. Further, suppressing such readings potentially allows nodes that do not have to transmit data to switch into doze or sleep mode, powering down their antennas. Doze mode offers the maximum possible saving in energy. To this end, our second contribution is a framework, called TiNA (short for Temporal coherency-aware in-Network Aggregation). TiNA works on top of existing in-network aggregation schemes such as TAG [21] and Cougar [35] and aims to balance the reduction in energy with the loss of QoD by adhering to user-specified QoD requirements. TiNA reduces energy consumption by using temporal coherency tolerances in conjunction with in-network aggregation to save energy at each sensor node while maintaining the specified QoD. These tolerances are based on user preferences or can be dictated by the network in cases where the network cannot support the current tolerance level.
In order to specify temporal coherency tolerance, TiNA introduces a new TOLERANCE clause in the SQL expression of sensor network queries. While it is the WHERE clause that acts as an input result filter, this new TOLERANCE clause acts as a hierarchical output transmission filter. By being a transmission filter, TiNA is able to save energy for two reasons. First, at the edge nodes (i.e., the leaf nodes of the routing tree), if a new reading falls inside the given tolerance, the reading is not transmitted. Second, at the internal nodes, if aggregation eliminates values, transmitted messages have smaller size.
We have experimentally evaluated both our proposed schemes using simulation. Specifically, we have investigated the reduction in energy for group-aware network configuration for the sensor network implementations of TAG and Cougar, with and without utilizing TiNA. We have also studied the effect of TiNA on different Group-By and aggregation-type queries, as well as how TiNA is affected by the rate that data change. Additionally, we have looked at TiNA's effects on the lifetime of the sensor network.
Our results show that our method, by not sending and by decreasing the size of messages, provides large gains in power savings over previous methods of in-network aggregation while minimizing the impact on QoD. These results show that TiNA can reduce power consumption used by communication by up to 60% and extend the life of the sensor network by up to 270%. Furthermore, an additional 33% of energy used for communication can be saved by incorporating the groupaware network configuration with TiNA. Finally, our results also show that in some cases where the period to send is too short for all data to be propagated up through the network, TiNA increases the QoD compared to existing in-network aggregation methods.
The rest of this paper is organized as follows. Section 2 provides an overview of in-network aggregation. The idea of routing in sensor networks and an introduction to our new network configuration algorithm are presented in Sect. 3 . We describe TiNA, our framework for temporal in-network aggregation, in Sect. 4. In the same section, we describe how to implement TiNA on top of TAG and Cougar and in conjunction with our network configuration algorithm. Section 5 describes our simulation testbed, and then in Sect. 6 we show our experiments and results. We present related work in Sect. 7 and conclude in Sect. 8.
In-network aggregation
Directed diffusion [9, 16] is the prevailing data dissemination paradigm for sensor networks. In directed diffusion data generated by a sensor node is named using attribute-value pairs. A node requests data by sending interests for named data. Data matching the interest is then drawn towards the requesting node. Since data is self-identifying, this enables activation of application-specific caching, aggregation, and collaborative signal processing inside the network, which is collectively called in-network processing. Ad-hoc routing protocols (e.g., AODV [27] ) can be used for request and data dissemination in sensor networks. These protocols, however, are end-to-end and will not allow for in-network processing. On the contrary, in directed diffusion each sensor node is both a message source and a message sink at the same time. This enables a sensor node to seize a data packet that it is forwarding on behalf of another node, perform local, in-network processing on this packet, if applicable, and forward the newly generated packet up the path to the requesting node.
Cougar [3, 35] abstracted the named data generated by the sensor network as an append-only relational table. In this abstraction, an attribute in this table is either information about the sensor node (e.g., ID, location) or data generated by this node (e.g., temperature, light). Queries that access this relational table can be either continuous [32, 22] or event-based [22] . In the former, the query result is updated periodically for a specified interval, while in the latter the occurrence of an event triggers the data collection. Traditional ad hoc queries that might be issued to probe present or historical data are also supported.
In the rest of this paper, we will only focus on continuous queries, more specifically, on aggregate continuous queries. Aggregate queries are particularly important in sensor networks where applications are often interested in summarized and consolidated data rather than detailed data. 1 For example, queries might be posed to periodically monitor the total occupancy of an office building, the maximum temperature in a volcanic area, or the average traffic density on a major road.
Continuous queries can be expressed using an extended SQL select statement:
The first five clauses are the same as in standard SQL. We are focusing on standard SQL aggregation functions (AVG, SUM, MIN, MAX, COUNT). The two clauses in the sixth line were introduced by TAG [21] (the aggregation service for TinyDB [22] ) and Cougar [35] . The clause EPOCH DURATION i was introduced by TAG. Parameter i is the epoch interval and specifies the arrival rate of new results as required by the user. Hence, once every epoch the user expects the network to produce a new answer to the posed continuous query. The clause EVERY e was introduced by Cougar and, like EPOCH DURA-TION, specifies the interval between two consecutive results (which is called a round). In this paper, we will be using both terms interchangeably.
Communication in a sensor network can be viewed as a tree, with the root being the base station. Synchronizing the transmission between nodes on a single path to the root is crucial for efficient in-network aggregation. A sensor (parent) needs to wait until it receives data from all nodes routing through it (children) before reporting its own reading. This delay is needed so that the parent node p can combine the partial aggregates reported by its children with its own reading and then send one message representing the partial aggregation of values sampled at the subtree rooted at p. The problem of deciding how long to wait is treated differently in Cougar and TinyDB. The details of the synchronization mechanisms of these two systems are discussed in greater detail below.
Synchronization in TAG.
Synchronization in TAG is accomplished by making a parent node wait for a certain time interval before reporting its own reading. Specifically, TAG subdivides the EPOCH DURATION, specified by the user in the SQL statement, into shorter intervals called communication slots. The number of these slots is equal to the maximum depth of 1 See [12] for a discussion about more sophisticated applications.
the routing tree (d). The duration of each communication slot is (EPOCH DURATION) /d.
During a given communication slot, there will be one level of the tree sending and one level listening. In the following slot, those that were sending will go into doze mode until the next epoch, while the nodes that were receiving will now be transmitting. The cycle continues until all levels have sent their readings to their parents. When a parent receives the information, it aggregates the information of all children along with its own readings before sending the aggregate further up the tree. This synchronization scheme provides a query result every epoch duration. TAG also proposes pipelining, in which a node waits several epochs of gathering data before sending it up the tree in order to allow increased sampling rates beyond the rate allowed by the communication slot scheme. In this paper, however, when we refer to TAG we will be referring to only the basic slot-based version of synchronization in TAG.
Synchronization in Cougar.
Cougar takes a pragmatic approach to synchronization. This approach is motivated by the fact that for a long running query, the communication pattern between two sensors is consistent over short periods of time. Hence, in a certain round, if node p receives data from a node c, then p will realize it is the parent of c. Node p will add c to its waiting list and predict that it will hear from it in subsequent rounds. In the following rounds, node p will not report its reading until it hears from all the nodes on its waiting list. In order to prevent p from waiting on c indefinitely, c transmits either a reading or a notification packet during each round. The notification packet indicates that the current reading at c does not satisfy the predicate associated with the query.
Since a parent only has to wait to hear from its children, this results in messages from different parts of the tree going up the tree at different rates. To accommodate this, a parent must listen the entire time from the start of a round until it hears from all its children. This ensures it hears from every child and does not miss one by not listening from the beginning. This synchronization scheme adapts to network dynamics. Each node delivers its partial result as soon as it is available, which should also reduce response time for uncongested networks.
Energy-efficient data routing in sensor networks
The ability to route data from the various nodes of the sensor network toward a central sink point (i.e., the base station) is fundamental to the operation of sensor networks. To support the routing of data, the sensor network can be configured into some form of hierarchy, such as routing trees [9, 21] or clustering [36, 10] . The most commonly used routing scheme for in-network aggregation is in the form of a tree, where each node (child) selects a gradient [9] or parent [21] to propagate its own readings.
The sensor network constructs the routing tree along with the propagation of the query. The construction of the routing tree is initiated from the base station. We assume that a new query in our model originates at the base station, which forwards it to the nearest sensor node. This sensor node will then be in charge of disseminating the query down to all the sensor nodes in the network and to gather the results back from all the sensor nodes.
There are several ways in which the routing tree can be built. One relatively simple way is to try to create the tree in such a way that the distance between any two nodes is minimized. This can be done in a greedy manner [15] by having the first node heard from chosen as the parent. The intuition behind this choice is the assumption that if a node is heard from first, it was most likely the closest to the child. We call this protocol First-Heard-From in this paper. For simplicity we will use this protocol as a comparison basis with our new protocol Group-Aware Network Configuration, which will build on the basis laid by the First-Heard-From protocol.
It should be noted that in an environment that is lossy in nature, using the First-Heard-From protocol in general is not appropriate. As pointed out in [33] , packet-loss rate of a channel and distance are not directly related. A node that is closer may actually have a higher loss rate than a node that is further away, leading to more retransmissions and, consequently, more energy being used. In such an environment a more appropriate protocol would be the one that considers loss rates and uses this in choosing the best parent.
First-heard-from network configuration
The basic idea behind the First-Heard-From (FHF) network configuration algorithm is as follows. Starting from the root node, nodes transmit the new query. Children nodes will select as their parent the first node they hear from and continue the process by further propagating the new query to all neighboring nodes. The process terminates when all nodes have been "connected" via the routing tree.
The FHF method is formally described as follows. 1. The root sensor prepares a query message that includes the query specification. The root sensor also sets the (L s ) value in the message to its level value (i.e., L root , which is 0 initially). It then broadcasts this query message to the neighboring sensors. 2. A sensor i that receives a query message and has its level value currently equal to ∞ will set its level to the level of the node it heard from, plus one. That is, L i = L s + 1. 3. Sensor i will also set its parent value P i to Id s . It then will set Id s and L s in the query message to its own Id i and L i respectively, and broadcast the query message to its neighbors. 4. Steps 2 and 3 are repeated until every node i in the network receives a copy of the query message and is assigned a level L i and a parent P i . In cases where nodes that are adjacent are equally distant from one another, Hellerstein et al. [12] suggest that a node will uniformly and at random select from the available parents. This uniform selection will help in balancing the load among different nodes that are equally adequate as parents. However, the main weakness of this method is that it in fact creates the network in a random way (only based on network proximity). The children assign parents based on whichever node happened to broadcast the routing message first. This method as well as other similar methods that consider only the network characteristics, such as link low-loss rate, fail to consider the semantics of the query or the properties/attributes of the sensor nodes and hence cannot take any opportunities for energy savings.
Group-aware network configuration
In order to have a network configuration method that considers the semantics of the query and the properties of the sensor nodes, we look closely at how in-network aggregation works. In-network aggregation will depend on the query attributes and the aggregation function. On the one hand, the list of attributes in the Group-By clause subdivides the query result into a set of groups. The number of these groups is equal to the number of combinations of distinct values for the list of attributes. Two readings from two different sensor nodes are aggregated together only if they belong to the same group. On the other hand, the aggregation function determines the structure of the partial aggregate and the partial aggregation process. For example, consider the case where the aggregate function is SUM. In this case, the partial aggregate generated by a routing sensor node is simply the sum of all readings that are forwarded through this sensor node. However, if the aggregate function is AVERAGE, then each routing sensor node will generate a partial aggregate that consists of the sum of the readings and their count. Eventually, the root sensor node will use the sum and count to compute the average value for each group before forwarding it to the base station for further processing and dissemination.
Because aggregation combines all the readings for a particular group into one group aggregate reading, creating a routing tree that keeps members of the same group within the same path in the routing tree should help decrease the energy used. The reason is simple: by "clustering" along the same path nodes that belong to the same group, the messages sent from these nodes will contain fewer groups (i.e., be shorter, thus reducing communication costs). With this intuition in mind we introduce our Group-Aware Network Configuration method, or GaNC for short.
The way in which the GaNC algorithm constructs the routing tree is as follows.
1. The root sensor prepares a query message that includes the query specification. The root sensor also sets the (L s ) value in the message to its level value (i.e., L root , which is initially set to 0). It also sets the (G s ) to be its group ID. It then broadcasts this query message to the neighboring sensors. 2. A sensor i that receives a query message and has its level value currently equal to ∞ will set its level to the level of the node it heard from, plus one. The GaNC algorithm is built on the basis of the FHF protocol. The main difference is that a child under the GaNC method can switch to a better parent while the tree is still being built. This switch is based on a set of tie-breaker conditions that go beyond the network characteristics to introduce the semantics of aggregation. GaNC works with semantic groups that are static in nature and are based on hard-coded sensor attributes, such as floor number or location.
The goal of the group-aware network configuration algorithm is to incorporate group identity into the routing tree construction. As such, the first tie-breaker condition (for step 5 of the algorithm) is whether the child has the same group ID as the parent. As long as a child is within listening distance of multiple parent choices, a child will choose a parent that has the same group ID as itself instead of a parent from a different group. This is a choice that will allow parents and children to be in the same group as much as possible.
In the general case, a sensor node will be within listening range of multiple other nodes. Despite the savings in clustering nodes of the same group along the same path, a node that is far away will require significantly more transmission energy and as such is not a good candidate. For that reason, we introduce a distance factor, df , that will limit the maximum range for which we consider candidate sensor nodes (for coming up with a "better" parent node). Under this approach, if d i is the shortest distance seen so far (based on an estimation from signal strength), we will only consider nodes whose distance from a child node is at most df × d i , for example, for df = 1.2 we will only allow up to 20% more than the minimum distance.
Thus, the second tie breaker is the estimated distance from the child to the parent. The parent with the lowest distance will be chosen in cases when there is more than one parent to choose from (that is, in the same group as the child) or when no parents are in the same group as the child. The reason for this is that in both cases, routing through the closest parent will save transmission energy for the child.
To better illustrate the basic motivation and benefit of GaNC, we use the simple example shown in Fig. 1 . In this figure, nodes 2, 4, and 6 (the shaded ones) belong to one group, whereas nodes 1, 3, 5, and 7 belong to a different group. Let us assume that under the standard FHF network configuration (Fig. 1a) , nodes 4 and 5 pick 2 as their parent, whereas nodes 6 and 7 pick 3 as their parent. Using in-network aggregation, the message sizes from nodes 2 and 3 to the root of the network will both be 2 (i.e., contain partial aggregates from two groups). On the other hand, if we cluster along the same path nodes that belong to the same group (Fig. 1b) , we reduce the size of messages from nodes 2 and 3 in half: each message will only contain the partial aggregate from a single group. Overall, this algorithm uses more information to create a better routing tree for aggregation-type queries. The idea of using the group IDs to put children with parents should decrease energy consumption by decreasing message sizes: less groups are being sent from a single parent since its children are in the same group as itself. In addition, nodes are transmitting over shorter distances since distance is being used as a secondary tie-breaker criterion. This in general will decrease the transmission energy used, which increases exponentially with distance. These two effects should decrease the overall energy consumed by the network and make the routing tree more efficient with aggregation queries.
Temporal coherency-aware in-network aggregation
In this section, we focus on the actual in-network aggregation on top of a routing tree. Specifically, we present TiNA (short for Temporal coherency-aware in-Network Aggregation) that exploits the temporal correlation in a sequence of sensor readings to reduce energy consumption by suppressing readings that do not affect the expected quality of data as defined by the user or application.
TiNA is built as a layer that operates on top of in-network aggregation systems in order to minimize energy consumption throughout the entire sensor network. In designing TiNA we considered the different features of the existing in-network aggregation systems, namely, Cougar and TAG. As discussed above, in these systems all sensor readings are passed up the tree once per epoch or round, as defined in the query. Aggregation is done at the internal nodes while information is forwarded up the routing tree.
The contribution of TiNA comes in how it selectively decides what information to forward up the routing tree by applying a hierarchy of filters along each path of the network. To perform data filtering in a controlled, well-defined manner, TiNA introduces the TOLERANCE clause in the query specification as follows:
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Introduced by TiNA.
The tct parameter of the TOLERANCE clause is used by the user to specify the temporal coherency tolerance for the query. The tct value acts as an output filter at the readings level, suppressing readings within the range specified by tct. For example, if the user specifies tct = 10%, the sensor network will only report sensor readings that differ from the previously reported readings by more than 10%. Values for tct range from 0, which indicates that readings should be reported if any change occurs, to any positive number. This tct is the maximum change that can occur to the overall quality of data in the system using TiNA.
In this paper, we use a relative definition of tct, although a similar absolute formulation of tct is possible. However, the relative formulation of tct allows a uniform, easy-tounderstand definition of user tolerance on heterogeneous data sources, where the domain of sensed values is different from one sensor to another. This is especially important when all readings and groups in the aggregated result are equally important.
A TiNA sensor node must keep additional information in order to utilize the temporal coherency tolerance. The information kept at a certain sensor depends on its position in the routing tree (i.e., a leaf or an internal node). Leaf nodes keep only the last reported reading, which is defined as the last reading successfully sent by a sensor to its parent. Internal nodes, in addition to the last reported reading for that node, keep the last reported data it received from each child. These data can either be a simple reading reported by a leaf node or a partial result reported by an internal node.
• At a leaf node, when a new reading of value V new is available, this new value is compared against the last reported reading (say, V old ). The new value is reported iff
otherwise the value V new is suppressed.
• At an internal (i.e., parent) node, the following sequence of operations takes place when the node is listening and aggregating data: 1. It collects the data reported by its children. If a parent does not receive complete data from any of its children, it fills in the missing data using some or all of the last reported data from that child. 2. It combines the complete data for each child together to compute the partial result for the subtree rooted at this parent node. 3. The internal node then takes its own reading. If its own reading can be aggregated within a group that already exists in the partial result, then the reading is aggregated regardless of its tct value. By doing this, TiNA is taking advantage of the in-network aggregation mechanism where the aggregation at the parent will improve the accuracy of the query results without increasing the size of the partial result. 4. If including the new reading would result in creating a new group, then the reading is added only if it violates the tct value; otherwise it is suppressed in order to minimize the partial result size while still maintaining the specified tolerance. 5. Finally, the internal node takes an old partial result (one computed from all children's old data and its own old reading) and compares it against the new partial result it has created. For any tuple where the partial aggregate value has not changed, that tuple is eliminated from the final partial result. This elimination is equivalent to applying tct = 0 at the partial aggregate level, which serves as an upper level filter.
Having the last operation repeated at every parent node along all the network paths provides a hierarchy of filters on every path. Setting the tct to zero for the hierarchical filtering at intermediate nodes ensures that the partial aggregates, and eventually the final aggregates, are always within the userspecified tct.
This hierarchy of filters is important for the incremental processing of aggregate queries as it captures cases of temporal correlation that cannot be captured at the reading level by individual sensors. For example, consider the SUM aggregation function; readings from different sensors might change from one round to another; however, it is possible that the overall sum will stay the same. This can only be detected at a parent node that intercepts the stream of readings generated by these sensors and acts as an intermediate centralized stream processor. Note that this operation can provide a completely empty partial result or a partial result that is missing few groups compared to the old partial result. In both cases, this node relies on the fact that its parent stored its last reported data and it will use it to supply the missing groups, as mentioned in step 2.
Since parent nodes store the last reported reading of their children, supporting the WHERE clause and handling node failures becomes a nontrivial issue. In both cases, the parent needs to know whether the stored readings from a child are still valid. Specifically, the issue that arises when using the WHERE clause and having fault tolerance is how to determine the difference between (a) a value not meeting the conditions of the WHERE clause, (b) a value not being sent because it is inside the given tolerance range, and (c) a node dying and thus no longer being in the network. One simple way to deal with these cases is to adopt the notion of a notification packet from Cougar and expand its usage to support TiNA functionality. The notification packet is simply a packet containing a notification bit.
To handle the WHERE clause, a child uses the notification packet with the notification bit turned off as a way to invalidate stored readings at its parent. When a parent receives a notification packet from a child with a notification bit set to 0(off), it knows that the reading it has stored for that child is invalid and cannot be used in future aggregations. It will not substitute any readings for that child until the child supplies it with a new data. The notification bit could also be appended into partial data in the case of internal nodes to allow parents to know which group values to stop using as well.
To handle node failures, children are required to send heartbeat messages to their parents at regular intervals while they are suppressing values. This heartbeat is simply a notification packet with the notification bit set to 1(on). This lets the parent know the child is still alive and its reading is still valid and should be used to substitute in aggregations. If a parent does not receive a heartbeat message from a child after a certain period of time, the parent will mark the child as disconnected until it hears from the child again. This heartbeat technique will also work for mobile sensors, where a sensor might change its location in the network, thus switching parents.
In the case of parent node failures, we utilize the periodic network reconfiguration to reconnect the children back to the sensor network (through a new parent). In these cases, the children nodes must first transmit their new value regardless of the tct, as the new parent will not have any of the old state information.
In the remaining of this section, we describe how TiNA works on top of TAG and on top of Cougar. We also describe the synergy between TiNA and GaNC.
TiNA on top of TAG
TiNA works on top of TAG by taking advantage of the predefined sending and receiving communication slots in each epoch. During a given communication slot, all children would usually be sending their readings with the parents listening. In TiNA, the parents are still listening, but it may be the case that a child does not send a reading. In this case, when the communication slot expires, the parent checks to see if it heard from all its children. For each child it did not hear from, the parent takes the last reported data it has for that child and aggregates it with data from the other children. The rest of the scheme then operates as usual for TiNA.
Example execution of TiNA. Figures 2 and 3 show a comparison between two in-network aggregation schemes during one epoch. Figure 2 shows the execution of the TAG base case, whereas Fig. 3 shows the execution of TiNA on top of TAG. We assume a query gets the total light for all rooms, while grouping by floor, with the tct = 10%:
Nodes are represented as circles in the figures and the flow of data from child to parent is represented with arrows. The boxes connected to each node represent the current state at the node. The current state consists of the last reported reading, called Old, the current reading, called New, and a table representing that node's previously reported partial result. As an example, consider node 3, its Old reading is 10, its New reading is 11, and its previously reported partial result is (2, 15) . In this partial result, the value 2 is the group identifier (e.g., the x-coordinate), and 15 is the previous partial aggregate value generated by summing its own old reading (= 10) to the old reading reported by node 4 (= 5).
Tables along the connection lines represent the data being sent from child to parent. The cost number under each of these tables is the cost to send these data from child to parent. The cost is just the size of the table since it is used to illustrate relative costs. For example, a table with cost 4 is twice as big as a table with cost 2, and thus will need to send twice as much information, resulting in twice the transmission cost.
In Fig. 2 , we see a one-epoch execution of the query using TAG without TiNA. In this example, every reading is sent from child to parent. We illustrate the benefit of using TiNA on top of TAG in Fig. 3 . The setup is the same as before, but now the sensor network has employed the TiNA scheme. Savings from TiNA (parts of messages that do not need to be sent) are shown by being shaded out. Note that in the epoch demonstrated, heartbeat messages are not needed because all old values were sent in the previous epoch.
When it is time for node 4 to send, it first checks its new reading against its old reading. Since the new reading (= 6) differs by more than 10% from its old reading (= 5), it will send its new reading and replace the old one. During the next communication slot, nodes 2 and 3 check their readings against their last readings. For both nodes, the change is less than 10%. However, node 2 will suppress transmission, while node 3 will aggregate its new reading with the reading reported from node 4 since they both belong to the same group. As explained above, this operation improves the result accuracy at no extra transmission costs. In the final slot, node 1 will aggregate its own reading into the partial results it received from node 3. However, for group 2, the new partial aggregate value (= 21) happened to be equal to the one previously reported by node 1. Thus, the partial aggregate for group 2 is suppressed and node 1 will not transmit any messages for this epoch.
As shown in the example execution of TiNA above, sensor nodes save significant energy by suppressing transmission at the reading level and the partial aggregate level. These savings are propagated up the levels of the routing tree. In our example, the sum of sizes of all messages under the plain TAG approach was 10, which was reduced to 4 when using TiNA. Such a 60% decrease in the transmission cost reduces energy consumption dramatically but comes with a slight decrease in the accuracy of the results (4.0 instead of 4.1 in one of the groups).
TiNA on top of Cougar
Using TiNA on top of Cougar does not involve any change to the underlying Cougar framework. However, implementing TiNA on top of Cougar is a little different than implementing TiNA on top of TAG. In Cougar, parents wait to hear from all their children before aggregating their own reading and sending the result further up the routing tree.
Using TiNA on top of Cougar, TiNA does not suppress the notification messages of Cougar but it replaces them with those of TiNA. Thus, when a child would choose not to send a reading because the reading did not violate the given tct, it would send a heartbeat message (i.e., a TiNA notification packet with the notification bit on). This will inform the parent that the stored reading of that child is still valid and that the parent can proceed with its processing.
It should be noted that the size of the notification packet is typically one bit in addition to the header, which allows for significant savings when compared to the size of a data packet that contains a reading. These savings are even more noticeable if that heartbeat is sent instead of transmitting a partial result that consists of multiple aggregates that are all within the tct.
We illustrate how TiNA works on top of Cougar using Figs. 2 and 3 from the TAG example. Instead of each sensor sending during its given time slice (in TAG), a sensor will send once it hears from all its children (in Cougar). Furthermore, in Fig. 3 nodes 2 and 1 will transmit a heartbeat instead of sending nothing. The rest of the figure is exactly the same, with the group data that are not sent in TiNA on top of TAG, not being sent in TiNA on top of Cougar either. As long as the parent hears from the child, it can fill in any information that is necessary. Finally, note that in the case of TiNA on top of Cougar the savings would come not only from the decrease in transmission size, but also from the decrease in response time. Since a parent has to listen until it hears from all its children, by using TiNA, the time a parent hears from all its children is also decreased, thus increasing the overall savings.
TiNA with group-aware network configuration
TiNA can further improve its energy efficiency when it is deployed together with a group-aware network configuration method (GaNC). TiNA suppresses values at internal nodes based on the aggregate values of each group. The more values from a single group, the more chances that changes in these values will counteract each other and, as such, transmission of the group will be suppressed.
There is an added benefit to using GaNC that is unique to TiNA and can improve the overall quality of data. Remember that TiNA will "piggyback" new readings of an internal node regardless of the amount of change if the internal node's group was going to be transmitted because of children input. In this optimization, the energy remains the same since adding an extra item into the aggregation of a group does not increase the message size. In the case of GaNC, by clustering along the same path to the root nodes that belong to the same group we increase the probability that a parent node matches the group of its children and thus include its own reading (i.e., get a "free ride"). This is expected to increase the overall quality of data without increasing energy consumption.
Let us now illustrate how TiNA can further boost the energy savings that are gained from using GaNC. Consider, for example, a network of nodes deployed within a building keeping track of the number of people in the building, grouped by floors. Figure 4a shows a section of the tree in this building's network as it would be built using the FHF network configuration method and Fig. 4b shows the same section of the tree using GaNC instead. These trees are the same as in Fig. 1 . The nodes are shown as circles and the groups they belong to In Fig. 4a , normal TiNA execution would show a total of five messages being sent. The three messages from children to parents at the lowest level would be of size 1 (one group with value) and the messages from the second level to the top level would be of size 1 and 2. This leads to a total message size of 6. In addition, we have node 2 changing by less than the tct, so its reading is not sent unless its group is already being sent up; the remainder of the nodes are unchanged in value. Finally, nodes 5 and 7 at the lowest level change by complementary amounts (five people left that room, node 7, and moved to the other room, node 5).
If instead of the configuration in Fig. 4a we use the new configuration shown in Fig. 4b , the benefits of GaNC are more apparent. In this case, we first get the benefit that nodes 5 and 7 are routed through the same parent, so their complementary data changes cancel each other. This makes sense because the number of people on the floor did not change, they just moved their meeting to another room. This will save the transmission from node 3 to node 1. In addition, since node 2 now has a child in its own group that is sending through it, it can add its own reading into the message, thus increasing the quality of data for the query. By configuring the tree in a group-aware fashion, the total size of all messages was reduced to 4. In addition, the overall quality of data has increased because more nodes are sending more precise information. This shows that by using TiNA with GaNC, the overall energy used in the network can be decreased and the overall quality of data increased.
Evaluation testbed
In order to study the effects of the proposed TiNA framework, we created a simulation environment using CSIM [29] . Following typical sensor network simulation practices, the simulated network was configured as a grid of sensors. We assumed a lossless communication environment in which each node could transmit data to sensor nodes that were at most one hop away from it. In a grid this means it could only transmit to at most eight other nodes. When experimenting with the GaNC protocol we will only use group semantics for network config-uration (the first tiebreaker) since the distance tiebreaker (the second tiebreaker) is not applicable in such a grid setting.
We simulated a simplified version of the CSMA/CA contention-based MAC protocol, where a sender node will perform a channel sensing before initiating a transmission. If a node fails to get the medium, it goes to sleep for a random backoff period and then starts sensing the channel again. The node will only transmit its message when the channel is free. Before transmitting the message, the sender node will send a Request to Send (RTS) packet to the destination, which replies with a Clear to Send (CTS) packet. These packets are used to ensure that other nodes in the destination transmission range will seize transmission so that collision will not occur. In our CSMA/CA implementation, we do not explicitly include the extra costs for the RTS and CTS packets; however, we do study the impact of the communication protocol overhead in Sect. 6.7.
Using the simulator, we performed extensive experiments to evaluate the performance of TiNA when used on top of TAG or on top of Cougar. For fairness in comparisons, we simulated the optimized version of TAG where a child cache is used [21] . In this caching scheme, a parent stores the partial aggregates reported by its children and uses those aggregates when new ones are not available. This scheme is particularly important in the cases where communication is unreliable or the epoch duration is too short.
In the following experiments, the Group-By query is of the form described in Sect. 3.2, and the sensor network produces a result at intervals defined in the query. The objective of the query is to aggregate a measure (e.g., temperature) across different regions of the network. In the default case, the set of attributes used by the SELECT and the GROUP BY clauses is any valid combination of the sensors' X and Y coordinates, hence, attributes = {}, {X}, {Y}, or {X,Y}, for example, a query where attributes = X subdivides the sensors' readings into a number of groups equal to the number of possible values of X (i.e., the width of the grid). In the answer for this query, readings from all sensors that have the same X coordinate are aggregated together according to the aggregate function. For our experiments, we focused on the standard SQL aggregation functions SUM, AVERAGE, and MAX. We did not include the MIN function, which is similar to MAX, nor did we include COUNT, which is similar to SUM.
We summarize all the experimental parameters in Table 1 . Next, we will present the models we used for generating our synthesized data, whereas an analysis of real data is deferred to Sect. 6.4.
Random walk
One model we used for data generation is the random walk model. In this model, the domain of values was between 1 and 100 (to approximate temperature readings in Fahrenheit). A sensor reading is generated once at the beginning of each query interval. The value changes between one interval to the next with a probability known as the randomness degree (RD). Each time a sample is to be generated, a coin is tossed. If the coin value is less than RD, then a new value is generated; otherwise the sample value will be the same as before. For example, if RD = 0.0, then the value sampled by a sensor • 0
• will never change, while if RD = 0.5, then there is a 50% chance that the new value at time t is different from the value at time t+1. We used the random step size limit to restrict how much the new value can deviate from the previous value. This limit is expressed as a percentage over the domain of values.
In our case, a 5% step size limit implies that a new temperature reading can be at most 5
• less/more than the previous reading.
Sinusoidal data
In the sinusoidal data model, each sensor generates a stream of values similar to a sinusoidal signal of the form
where A is the peak amplitude, t is the current round/epoch, T is the period in terms of number of epochs, and φ is the phase. We set the value of A to 50 and we also set f (t) = f (t)+A+1 at any time t in order to retain the same domain of values provided by the random walk model. Using this model, we can control generating data streams with different properties. One such property is the temporal correlation between values sensed at different sensors at the same instance. This correlation can be controlled using the φ parameter, which enables us to set the relative direction of changes in values. This correlation is especially important for aggregate functions where the interaction between values can lead to a constructive or destructive aggregation. A destructive aggregation is when values are changing in different directions but the net results does not change significantly. A constructive aggregation is when values change in the same direction so that the net aggregate changes significantly.
Performance metrics
In our experiments we focused on three measurements: energy consumption for communication, relative error, and response time.
Energy. Energy is consumed in four main activities in sensor networks: transmitting, listening, processing, and sampling. We focused on transmission and listening power since the amount of time spent sampling is the same for all techniques. We did not include energy required for processing because it is negligible compared to that needed for communication.
As mentioned before, a sensor node will send its data to the root through its assigned parent. A parent node is one hop away from its child and one hop closer to the root than its child. So every node sends its data exactly one hop away, all of which are the same distance from one another. This allows us to assume a uniform cost of transmitting data. However, the overall energy consumed to transmit a partial result depends on the size of the partial results and the number of messages.
The values of the parameters needed to calculate the transmission cost were the same as in [13] . Specifically, we simulated sensors operating at 3V and capable of transmitting data at a rate of 40 Kbps. The transmit current draw is 0.012Amp, while the receive current is 0.0018. Hence, the cost of transmitting one bit in terms of energy consumption units (Joules) is computed as T cost = 3Volt * 0.012 Amp * 1/40, 000 Sec = 0.9 µJoules .
The cost of listening for 1 s is computed as
R cost = 3Volt * 0.0018 Amp = 0.0054 Joules .
The energy consumed during listening is independent of the number of messages received by the sensor. It only depends on the time spent by the sensor being active and listening. In TAG that time is specified by the communication slot interval. Cougar does not specify when a sensor stops listening and switches to doze mode. Hence, in our simulation, we assumed that each sensor would start listening at the beginning of each round.After a sensor receives data from all nodes on its waiting list, it will switch to doze mode.
Relative error metric. The relative error metric (REM) is a measure of how close the exact answer and the approximate answer are. The exact answer is generated if all sensors deliver their current readings within the epoch/round time. An approximate answer is one where some sensors fail to send their current reading or decide not to send it. A sensor fails to report a reading because of network congestion or short epoch interval. A sensor decides not to send a message because of the user-specified temporal coherency tolerance.
In order to compute REM, we first need to measure the error over the Group-By query. We measured this error as described in [1] . Assume a query aggregates over a measure attribute M . Let {g 1 , . . . , g n } be the set of all groups in the exact answer to the query. Finally, let m i and m i be the exact and approximate aggregate values over M in the group g i . Then, the error i in group g i is defined to be the relative error, i.e.,
The error δ over the Group-By query is defined as
Finally, the average REM (or simply REM) over time is defined as
where δ t is the query error at epoch t . We are using REM as an indication of the quality of data (QoD), where a high REM reflects a low QoD, while a low REM corresponds to a high QoD. Hence we will be using both terms interchangeably.
Response time.
The response time is a metric that applies only to Cougar. As we mentioned earlier, the Cougar synchronization method allows results to be delivered before the end of the round interval, especially in the case of a lightly loaded network. In the case of TAG, the response time is always equal to the epoch duration.
Experiments and results
Sensitivity to temporal coherency tolerance
In the first experiment, we vary the tct value and measure its effect on the relative error metric (REM), response time, and energy for TiNA versus the base cases for Cougar and TAG. The experiment uses the default values from Table 1 except for the tct, which we varied from 0 to 30%. Unless otherwise noted, the sensor network in all experiments was configured using the FHF method (as described in Sect. 3). Figure 5 shows the tradeoff between energy savings and relative error when using TiNA on top of Cougar. We have the ratio of energy required compared to that needed by plain Cougar on the X-axis and the relative error (which is 0% for Cougar) on the Y-axis. For perfect QoD, and thus no relative error (tct= 0%), TiNA on top of Cougar uses only 56% of the energy required by Cougar. For tct = 30%, TiNA on top of Cougar only uses 24% of the energy required by Cougar, whereas REM increases to 3.3%. Figure 6 shows the energy savings and corresponding reduction in response time. The ratio of energy required compared to that needed by plain Cougar is on the X-axis, whereas the ratio of response time compared to that of Cougar is on the Y-axis. Because TiNA can send notifications instead of the readings for those cases that do not violate the tct, the time needed to hear from all children decreases. This decrease in response time is directly related to the savings in energy and will increase further with higher tct values. For the case of tct = 0% (i.e., no relative error), the response time of TiNA on top of Cougar was 60% of Cougar's (while consuming only 56% of the energy required by Cougar). For the case of tct = 30%, where only 24% of Cougar's energy was used, the response time when using TiNA on top of Cougar was 27% of Cougar's. This shows that using TiNA can result in substantial savings in energy and further decrease the query response time when used on top of Cougar. Figure 7 shows the effects of TiNA on relative error and energy when used on top of TAG. In this case, TiNA on top of TAG uses between 86% (for tct = 0%) and 74.9% (for In our experiments, we have focused only on the energy consumed for communication. In order to put these energy savings due to communication in perspective of the total system savings (as mentioned in Sect. 5), we need to take into consideration the cost of performing many other actions including sampling, processing, and even dozing. These overheads depend on the type of the individual sensor nodes. Take, for example, the case of energy used for taking different kinds of readings (e.g., light, temperature, etc.) as reported in [22] . In this case, the savings provided by our scheme would depend on the kind of sensing activity. Sensing the temperature would require 90 µJoules of energy while the transmission, as reported above in the case of Cougar, would take 500 µJoules for the regular implementation of Cougar and 280 µJoules for Cougar with TiNA and tct = 0. This leads to savings of 44%; however, including 90 µJoules overhead for taking the reading, the savings drop slightly, to 37%. If instead of taking temperature readings a more costly sampling type was performed, for Fig. 9 . REM vs. epoch duration example, using a magnetometer that uses 1500 µJoules to do a reading, the savings would only be 11%.
Sensitivity to the epoch duration
In cases where a sensor is in a dense portion of the network, its data will suffer high latency due to congestion and retransmission. Recall that in TAG, the epoch is broken up into communication slots during which a given level is sending and another level is listening. If the epoch duration is short (or if the routing tree is skewed), it may happen that the communication slot is too short for all nodes at a given level to successfully transmit their readings. In this case some nodes will be able to send their data while other nodes will not be able to transmit. This will give query results of poor data quality, as the aggregation will be missing data from sensors that failed to communicate their readings. In this experiment, we test the effect of epoch size on TAG and compare it with TiNA on top of TAG. Up to now the epoch has always been large enough to allow all sensors to send in all their values during the assigned time slice. The goal of this experiment is to show to what degree TiNA can alleviate this problem by suppressing the transmission of relatively static readings in favor of the more dynamic ones, which contribute the most to the quality of the final aggregate. Figure 8 shows that when the epoch duration is increased, the amount of energy also increases in direct proportion. The reason for this is that as the epoch length increases, more sensors are able to send their readings. This behavior continues Figure 9 shows the effects on REM when we increase the epoch size. In this case, we only get 0% relative error if there is enough time for all sensors to send their data. This figure shows that, for smaller epochs, TiNA on top of TAG has a better QoD than TAG. The reason is that TiNA is "wisely" choosing to send only those values that change, allowing parents to have more information with which to produce more accurate results. While TAG also has a cache to use, it is sometimes sending data already in the cache, which means some new information cannot be sent. After a certain point, the epoch size is large enough to accommodate all nodes being able to send, and thus the relative error levels off for all schemes. Clearly, TAG will be dependent on finding the optimal epoch size for each workload, so we decided to use Cougar for the remaining experiments.
Sensitivity to degree of in-network aggregation
In this experiment we show the behavior of TiNA under different degrees of in-network aggregation. The degree of innetwork aggregation is controlled by setting the number of attributes in the Group-By clause. Figure 10 shows the energy usage for Cougar and for TiNA with various tct levels in the cases when we have no GroupBy, when we have Group-By with one attribute, and when we have Group-By with two attributes. In-network aggregation is at the maximum in the case of no Group-By, where all sensors belong to the same group and a parent is always able to aggregate its reading with the readings reported from its children. On the contrary, in-network aggregation cannot be used in the case of a Group-By query with two attributes (i.e., the X and Y coordinates). In this case, each sensor represents its own group and thus a parent and a child can never belong to the same group. Hence the performance of the network is similar to that provided by centralized query processing. Figure 10 shows that energy usage increases when the number of attributes increases. However, the rate of increase in energy usage for TiNA is less than that for Cougar. For instance, consider the performance of TiNA(0%) in the case of Fig. 11 . Energy vs. randomness degree no Group-By attributes and in the case of two Group-By attributes. In the case of no Group-By (i.e., maximal in-network aggregation), using TiNA on top of Cougar reduces the energy consumption by 20% compared to plain Cougar; this reduction is 52% for Group-By with two attributes (i.e., no in-network aggregation).
Sensitivity to variability of sensor readings
This experiment focuses on the rate at which data change and on the magnitude of change. We compared Cougar against TiNA on top of Cougar with various tct levels. Figure 11 shows the energy savings based on the rate of data change. The behavior of Cougar is not affected by the rate of data change (top line in graph). In the case of RD = 0, TiNA uses almost no power since it exploits the fact that sensor readings do not change. Actually, each node only sends once throughout its life; the rest of the time it only sends very small notification messages. At a 50% change rate, TiNA's power savings range from 44% (for tct = 0%) to 76% (for tct = 30%). In general, the less often data change, the higher the chance that readings will be the same as before and the greater the chance to save on transmission costs when using TiNA. The worst case will be when data are completely random (RD = 1), which is atypical for most applications. Even in this case, we show energy savings between 8.2 and 68%. The 8.2% energy savings for TiNA(0%) compared to Cougar occurs because TiNA exploits the few cases where, although the individual sensor readings change, some of the partial aggregates remain the same (and thus the aggregate is not transmitted). Table 2 shows the relative error for each of the different tolerance levels. This table shows the case where the randomness degree is set at 0.5, the default case for our experiments. Even as the tct increases, the relative error increases at a much slower rate. For example, in the case where tct = 30%, the increase in relative error is only 3.3%. Figure 12 shows the energy consumption based on the magnitude of change (i.e., random step size limit). The figure shows that Cougar is not affected by the magnitude of change (the same behavior shown in Fig. 11 ). It also shows that, for a fixed tct value, increasing the step size results in an increase in energy consumption. This increase in energy is due to an increase in the rate of readings violating the tct requirement between successive rounds. This also explains the decrease in relative error when the step size increases, as shown in Fig. 13 . At a step size that is relatively small compared to tct, a reading could change many times while still being within the specified tolerance level; however, these changes contribute to an increase in relative error. Increasing the step size makes the change more noticeable and hence more changes are captured by the tct filter, which leads to the shown decrease in REM, i.e., an improvement in QoD.
Random
Step Size Limit The above observation is further illustrated using Fig. 14 . In this figure we used the sinusoidal data model to generate readings as explained in Sect. 5. In this setting, all sensors generated readings that were in phase (same φ); however, we varied the sinusoidal period (T ) between runs. In other words, a sensor reading is changing all the time and the magnitude of change depends on the period. That is, a short period (i.e., 20) is equivalent to a high frequency and a significant change in value between successive readings, while a longer period (i.e., 60) is equivalent to a low-frequency sinusoidal and a small change between successive readings. The results presented in Fig. 14 show how the REM decreases by decreasing the sinusoidal period, which agrees with the results previously shown in Fig. 13 .
Real data analysis. In order to put our results in a real perspective, we analyzed some available environmental readings from [25] that had previously been used in [18] . We conducted this analysis to extract the real data variability parameters, namely, randomness degree and step size.
These data are gathered as part of the tropical atmosphere ocean project and the measurements include surface winds, sea surface temperature, upper ocean temperature and currents, air temperature, and relative humidity. Samples are taken at a resolution interval of 10 min and telemetered to shore in real time via a satellite system.
In our analysis, we processed the air temperature readings for the year 2003, which were available from 15 stations. We converted the measured temperatures to the Fahrenheit scale and assumed that a reading does not change if its integer part stays constant. We computed the variability parameters mentioned above given the default 10-min sampling rate. Moreover, we computed the same parameters when readings are sampled at longer intervals (up to 4 h). Figure 15 shows the randomness degree and average step size when readings are sampled at different rates, as well as our default settings. The figure shows that, in general, the randomness degree and average step size increase by increasing the sampling interval where the gaps are longer between successive readings. It also shows that our default experimental settings are realistic and more demanding than the real data settings. In our default settings, we set the randomness degree to 0.5 and the step size limit to 5
• (i.e., 2.5
• on average). Compared to real data sampled at 10-min intervals, our experimental setting values are 3.6 times and 2.3 times the observed randomness degree and average step size, respectively.
Alternative approximation method
In this experiment, we are comparing TiNA to an alternative approximation method, namely, sampling. Sampling can be used to reduce the number of exchanged messages and consequently the transmission energy. This can be achieved by excluding entire epochs; during an excluded epoch all sensors are idle and no result is reported by the network.
As in TiNA, sampling will provide approximated answers where there is an error between the reported aggregates and the exact ones. However, in the case of sampling, this error is unlimited, while in TiNA the error is limited by the user-specified tolerance. Moreover, in TiNA the suppression or transmission decision is guided by the previously reported state, while in sampling the decision does not consider the previous state. In order to compare TiNA to sampling, we use the sinusoidal data model (which was presented in the previous section). The sinusoidal data model has the ability to control the temporal correlation between streams of readings generated by different sources, which is important for assessing the quality of each approximation method. This can be illustrated using Figs. 16 and 17 . In both figures, the X-axis represents the maximum phase shift between any two sinusoidals generated by two different sensors. For example, in the case of 0
• , all sinusoidals are in phase, while in the case of 180
• , each sensor will use a sinusoidal where φ is randomly selected from the range [0 Figures 16 and 17 show the REM provided by TiNA and by sampling under the same level of energy consumption. To ensure that they are both using the same energy, we measured the ratio between the energy used by TiNA to that used by Cougar (or TAG) and used this ratio as the effective sampling rate. Since this cannot provide uniform sampling intervals, we used that ratio to set the probability of sampling. Hence, using sampling, the probability of the network being active during an epoch is equal to that ratio. During the excluded epochs, reported results from the most recent epoch are assumed to be reported to the user and are used to measure the error. Figure 16 compares the performance of TiNA(10%) with that of sampling. We can see that the average REM provided by TiNA is always less than that from sampling. However, the difference in error diminishes with the increase in φ. For example, consider the cases where φ = 0
• and when φ = 180
• . In the former case, the error provided by TiNA is 5% less than that of sampling, while in the latter case, the resulting error is almost equal. The reason is that when φ = 0
• all readings are either increasing or decreasing, which leads to a continuous constructive interaction (as defined in Sect. 5), where the aggregated sum is always increasing or decreasing. Hence, exempting an epoch from sampling will increase the error significantly. Conversely, when φ = 180
• , the readings generated by sensors at any point in time will span the complete sinusoidal, leading to an overall destructive interaction where the rate of change in the aggregate sum is low over time. This observation is further illustrated in Fig. 17 , where we compare TiNA(30%) to sampling. The figure shows that TiNA outperforms sampling by 13% in the case of φ = 0
• and with only 0.2% when φ = 180
• . Even though sampling provided a low overall average REM in the case of φ = 180
• , the provided individual relative errors per epoch show noticeable fluctuations. This is illustrated in Fig. 18 , where we plot the REM per epoch for TiNA(30%) and sampling at φ = 180
• . The figure shows that sampling provides a 0% REM when an epoch is included in sampling, while the error is unpredictable when the epoch is exempted. Moreover, it shows that the REM provided by TiNA will never exceed the specified tolerance (i.e., 30%). In the same experiment, we measured the maximum error over the simulation time and the standard deviation of the error. The results show that TiNA(30%) exhibits a maximum error of 21%, with a deviation of 5%, while the sampling method shows a maximum error of 196%, with a 28% standard deviation.
Sensitivity to the aggregation function
In this experiment, we test the sensitivity of TiNA and Cougar to the different aggregation functions. In Table 3 , we report the energy used by Cougar and TiNA(0%). The numbers in parentheses represent the ratio of energy required compared to that needed by plain Cougar. The table shows that TiNA uses only about half the energy for each of the different aggregation functions. It also shows that for Cougar, both MAX and SUM use the same amount of energy, whereas in TiNA, MAX has lower energy requirements. This is because in MAX, changes at the reading level have less chance of affecting the previous partial aggregate value. Hence, one reported partial aggregate for MAX can stay valid for several rounds, which leads to reduced transmission costs. Figure 19 shows the energy consumption for TiNA on top of Cougar under different aggregation functions, with various tct levels. In this figure, we see that AVG has higher energy requirements than MAX and SUM. The reason for this is that for MAX and SUM, only the max/sum of the readings needs to be sent, while for AVG, the sum of the readings and the count is reported. Figure 20 compares the REM under different levels of tct for various aggregation functions. We can observe that both AVG and SUM have the same relative error in all cases, while MAX provides a lower relative error. The former is because AVG is just the sum divided by the count, and the latter is because MAX as an aggregate is less sensitive to changes in the sensors' readings, as explained above.
Sensitivity to communication protocol overhead
One thing that can vary based on the wireless communication protocol is the size of the packet header. Because packet header size can affect the size and number of packets needed to transfer data, we wanted to make sure that making the packet header larger or smaller would not dramatically affect our results. Note that changing the header size is equivalent to accounting for the additional control packets required by the MAC protocol (e.g., CTS and RTS).
In this experiment, we allowed the packet header to vary in size from 2 bytes to 8 bytes, while using 30 bytes as the size of packets. The results for this experiment are shown in Fig. 21 . All the results given are for the savings in energy normalized to the scheme on top of which TiNA lies. This means that TAG+TiNA(0%) would be TiNA with tct = 0 normalized to the energy readings of TAG (i.e., savings using TAG+TiNA(0%) =| Energy TAG − Energy TiNA(0%) | / Energy TAG ), while Cougar+TiNA(0%) would be the same but normalized to the energy readings of Cougar.
There are two observations from Fig. 21 . First is that as the packet header size gets larger, the savings from using TiNA on top of TAG actually increase. This is evident for the case of tct = 0, where savings increased from 11.5% to 13.9% as the packet header size increased from 2 to 8 bytes. The reason for this is that as the packet header gets larger in size, the savings from sending no data (as will be done if the data do not change) also gets larger. In addition, there are cases where more packets need to be sent out as the packet header increases in size. is 28 bytes, this will require two packets to be sent in addition to the 8 bytes of overhead. With TiNA, these 28 bytes may be cut down to 22 bytes based on data staying within the tct, which allows only one packet to be sent and saves not only the 6 bytes of data but also the 8 bytes of overhead. The second observation is that the energy savings from Cougar decrease, but not by much. For example, in the case of a 2-byte packet header size and tct = 10 the energy savings were 70.7%, while with an 8-byte packet header size these savings decrease to 67.4%. The reason for this has to do with the notification packet used in TiNA on top of Cougar. Remember that the notification is only 1 bit, but the packet includes the header as well. With all else being equal, a bigger packet header will cause this notification packet to be larger and hence cause more energy to be used. This will also cause nodes to listen for a slightly longer period of time because more bytes are being transmitted. The result is the decrease in energy savings; however, this decrease pales in comparison to the savings of using TiNA on top of Cougar, showing that the packet header size does not dramatically affect the energy savings gained from using TiNA.
Scalability
In order to test the scalability of the proposed TiNA framework, we ran an experiment increasing number of sensors in the network (i.e., increasing the grid size). Figure 22 shows the effect on energy when the size of the network changes: as the size of the network increases, the amount of energy saved also increases. In the case of the 11×11 network, TiNA is showing energy savings between 43% (for tct = 0%) and 74% (for tct = 30%). However, for the largest grid size we tested (45×45), we had savings of 48% and 81% for the same tct levels. Figure 23 shows the REM for the various tct levels when the size of the network increases. The relative error actually decreases as the network increases in size. For example, for tct = 30%, the relative error decreases from 3.3% when the grid size is 11×11 to 2.6% when the grid size is 45×45. The reason for this decrease is that in TiNA, a parent will send its reading if either the reading changes or the group it is a part of is already being sent up. As the grid size increases, there is a better chance the parent's group is being sent up already and that the parent can therefore add its own reading in. This means more actual readings are being sent up the routine tree, thus decreasing the relative error, which results in an improved QoD.
Group-aware network configuration
In this set of experiments we study the behavior of the proposed group-aware network configuration algorithm (GaNC) and also examine the synergy between TiNA and GaNC. We present results of using TiNA on top of Cougar and use the FHF network configuration method as our base case. We will denote the experiments where GaNC was used by adding +GaNC to the method. For this set of experiments, the group IDs for the different nodes are assigned at random with values between 1 and N , where N is the total number of groups in a particular experiment.
Effects of group-aware network configuration
In this experiment we compare FHF with GaNC for varying tct amounts. We will show the effects of GaNC for network sizes of 15×15 and 45×45 and report both the energy savings and the quality of data. Figures 24 and 25 show the energy and relative error for the 15×15 size network and Figs. 26 and 27 show the same for the 45×45 size network. The number of groups used in this experiment was set at 10.
The first observation is that, for the most part, using GaNC decreases the amount of energy used by the sensor network. This is especially prominent in larger networks. For TiNA with tct = 0%, energy savings are 4.6% for the 15×15 grid and 29.3% for the 45×45 grid. The savings when using GaNC with plain Cougar are even higher: 7.1% for the 15×15 grid and 33.3% for the 45×45 grid.
This shows that the proposed group-aware network configuration method can reduce energy significantly even when it is not used in conjunction with the TiNA framework.
The next observation is that, regardless of the size of the network, the energy savings of GaNC over FHF decrease as the tct increases. In fact, for the 15×15 network, there is a crossover point where FHF requires slightly less energy than the GaNC method for high values of tct. This is illustrated in Fig. 24 where GaNC saves 3.8% when tct = 5% but uses 3.3% more energy when tct = 25%. This result is not surprising: as a result of using GaNC, some nodes will switch to parents that are in the same group as themselves. While this tends to decrease the number of messages a parent sends, there are cases where switching parents can cause more messages to be sent.
For example, assume that, using FHF, two children of the same group are routed through a parent of a different group. This would result in three messages being sent overall (one from each child and one from the parent further up the tree). If, however, when GaNC is used each of these children changes to be with a parent of their same group, they may end up choosing two different parents, because the parents in their same group are not close enough to be "clustered" together. In order to propagate information up the tree under this setup, four messages are needed (one from each child and one from each parent). This is a 25% increase in the total number of messages, which in turn causes an increase in the energy used in the network.
For larger networks, the positive effects of using GaNC will outweigh the negative effects (per our previous example). As the tct increases, fewer nodes are transmitting, since their value changes are not violating the specified tct. In larger networks, since there are many nodes, there will still be a lot of nodes transmitting, even under high tcts. In Fig. 26 , we can see that for the 45×45 grid, the energy savings at tct = 0% are 29.3% and they drop to down to 24.7% for tct = 25% (however, there is no crossover point in this case).
The final observation is that there is very little difference in the relative error between using GaNC versus using FHF to create the routing tree, even with the large savings in energy (from GaNC). For the 15×15 grid, the relative error has decreased in the case of GaNC. This decrease is minor, ranging from .005% for tct = 5% to .2% for tct = 25%, but it exists nonetheless. This improvement is due to the "free" ride some parent nodes may get by having a child already sending the same group as the parent and therefore be able to aggregate its own reading into the group aggregate without adding to the amount of energy used. In the case of the 45×45 grid, the relative error increases by a small amount. This increase was between 0.0001% for tct = 5% and 0.1% for tct = 25%. This small increase is explained by multiple nodes counteracting each other's changes; thus the internal node does not get the "free" ride it may have gotten with only one child changing values.
Synergy of TiNA and GaNC under varying numbers of groups
In this experiment we examine how the number of groups affects the behavior of GaNC. Figure 28 shows the results from this experiment. We compared plain Cougar, TiNA over Cougar with tct = 0%, and TiNA over Cougar with tct = 10%. We run two sets of experiments, one where FHF was used for configuring the network and one where we used GaNC instead (we denote such cases by +GaNC). The number of groups ranged from 2 to 50. We had a total of 45 × 45 = 2025 nodes. With just five groups, GaNC is expected to reduce energy consumption significantly since children nodes will be able to select parents that are in the same group as them (in other words, GaNC will have a lot of options to choose from). For all three cases, using GaNC instead of FHF saves 41% in energy for Cougar, 38% for TiNA(0%), and 37% for TiNA(10%). Using GaNC when the number of groups is 50 will not reduce energy as dramatically as with the case of 5 groups. When the number of groups is high, the chances are lower that a child can find a parent in the same group. Based on the grid configuration (which we used in our simulations), each child has a maximum of three different parents to choose from. With 50 different groups, the chance that the child is in the same group as one of those three parents is less than 1%, so the savings will be minimal.
This can be observed from Fig. 28 : for 50 groups the savings with GaNC are 12% for Cougar, 10% for TiNA(0%), and 9% for TiNA(10%). Overall, we see that when the number of groups increases, the savings with GaNC also decrease, but they are still significant even when there are 50 different groups and the chance of a node actually switching parents in an efficient way is less than 1%.
Coverage
In the last set of experiments, we compared the network coverage provided by TiNA on top of Cougar versus that provided by plain Cougar. We define the coverage of the network for time t i as the number of sensors that are still able to send their readings to the root sensor at that time. Obviously, sensors with depleted energy are not counted. However, a sensor may still be "alive", but if its parent is dead, it is no longer counted for the coverage measurement. For that reason, we rebuild the routing tree for the sensor network periodically (every five intervals in this experiment). When the routing tree is reconstructed, a child chooses its parent in the same way as when the tree was first created. Since previous parent nodes may be dead, choosing former siblings as parents is possible. Finally, in our experiment, each sensor is limited to sending 5000 bits of information before dying. Figure 29 shows our results for this experiment. We used TiNA with tct = 0%, which should maintain the same relative error as Cougar. Clearly, TiNA on top of Cougar outperforms the plain Cougar scheme, allowing sensors to stay alive significantly longer. If we define the overall coverage as the integral of coverage over the entire observation period (i.e., the area under each curve in Fig. 29 ), then using TiNA can increase the overall network coverage by 270% compared to the plain Cougar approach. Also shown in this figure are several upward bumps in the otherwise monotonically decreasing network coverage curves. A bump indicates that reconfiguration occurred, and several nodes that were previously disconnected because their parents had failed have now been given new parents that are still alive, and thus these nodes are once again connected to the network.
Related work
The idea of using different criteria to affect the building of routing trees has been examined on several fronts. One criterion could be to use link quality to decide on the best parent to use because better link quality means fewer lost packets. However, determining the quality of the link [34] is not a trivial task. Another criterion is to use application semantics to do the data routing in sensor networks. This has been presented in [37, 20] , where the goal is to use information-directed routing to minimize communication cost while maximizing information aggregation. The work in [20] showed the significant gains of applying information-directed routing in locating and tracking moving objects. The use of query semantics for efficient data routing was introduced in [22] , which proposed the use of a semantic routing tree (SRT). The basic idea that motivates the use of SRT is the fact that a given query does not apply to all nodes in the network. Hence, those nodes for which the query does not apply can be excluded from the query in order to save communication costs. As in GaNC, the work on SRT considered optimizing the routing tree for the special case of constant-valued attributes (e.g., location). However, the objective of the SRT is providing a design to minimize the number of nodes participating in a query with a predicate over that constant-valued attribute, whereas in GaNC the objective is to cluster along the same path sensor nodes that belong to the same group in order to maximize the benefit of in-network aggregation in reducing the size of messages.
Providing approximate answers to queries is an approach that was first used to provide fast results when an exact answer is not essential or when producing the exact answer is very time consuming. Sampling is one technique that was used in [11, 1] to provide such approximate answers over massive stored data. Using sampling, a posed query will be answered using summary statistics that allow producing an approximate answer and provide a fast response time. These summaries may either be generated online after the query is posed [11] or be precomputed as in [1] . Moreover, the approximate answers are often supplemented with a statistical error bound to indicate the quality of the approximation to the user.
In networked database systems, approximation remains a very attractive technique to improve the utilization of the limited resources. The work in [7] demonstrates the use of wavelet-based summarization for storing data within the sensor network for future querying. The importance of approximation in networked database systems increases when it is required to continuously process continuously generated data. In that context, end-user tolerance to temporal coherency has been used to reduce communications cost for dynamic data generated by Web servers, data streams, and sensor networks.
One approach to dynamic data reduction is to use numeric bounds and queries with explicit precision constraints. This is the approach that TiNA follows and that does not require a priori knowledge of the generated data pattern; it also allows the user to control the desired degree of precision. The former feature is especially important for cases where the changes are abrupt and unpredictable, which makes this approach attractive for a wide range of applications.
Besides TiNA, this approach has been used in [26, 5, 30, 24] . In [5] the user specifies a temporal coherency requirement for data items on a Web proxy. The work shows that combining this coherency requirement with intelligent data dissemination techniques achieves efficient and scalable utilization of Web servers and network resources. A subsequent work [30] focuses on selecting topologies and policies to reduce the number of messages in a network of repositories while taking into account the data and coherency needs of users attached to each repository.
In the context of data streams, the work in [26] proposes a technique for reducing the communication overhead resulting from rapid update streams. In this technique, users register queries with precision requirements at a central processor, which installs filters on remote data sources. These filters are dynamically adjusted to account for sources that change at different rates and magnitudes. However, this adaptive adjustment of filters is only feasible if data generated at different sources follow a certain pattern, which might not be the general case. In this paper, we address the problem of message reduction without any assumptions about the data behavior. Moreover, this technique assumes a centralized system, which is equivalent to a one-level network. In a hierarchical sensor network, where in-network aggregation is typically used to support aggregate queries, additional procedures are needed to ensure the efficient interaction between message suppression and in-network aggregation. Such procedures were discussed along with the steps describing the functionality of TiNA in Sect. 4.
The PREMON paradigm for motion detection uses the spatiotemporal correlation in sensor readings to reduce transmissions [8] . In PREMON, the base station monitors the readings of sensors, generates a prediction model for each sensor, and sends these models back to the sensors. The performance of the PREMON approach is highly dependent on the accuracy with which prediction models can be generated and the percentage of readings that can be successfully predicted by them. The APTEEN protocol [24] , like TiNA, attempts to reduce the number of transmitted readings in a sensor network. APTEEN uses filters to exploit temporal correlation in order to suppress values (using a soft threshold). However, unlike TiNA, APTEEN does not consider the semantics of the queries (specifically of aggregation queries).
To the best of our knowledge, TiNA is the first framework that exploits temporal correlation to support energyefficient, QoD-aware in-network aggregation. As explained above, TiNA allows the user to specify a temporal coherency tolerance that is satisfied by applying numeric bound filters on sensor readings and partial aggregates.
Conclusions
In this work we explored two ideas related to further reducing energy consumption in the context of in-network aggregation: (1) influencing the construction of the routing trees for sensor networks with the goal of reducing the size of transmitted data and (2) imposing a hierarchy of output filters on the sensor network with the goal of both reducing the size of transmitted data as well as minimizing the number of transmitted messages needed to ensure a specified level of quality of data. Our proposed methods provide a balance between energy efficiency and quality of aggregate data in sensor networks.
Specifically, this paper makes the following contributions:
• It proposed GaNC, a new network configuration algorithm for sensor networks, which considers the semantics of Group-By queries and the properties of the sensor nodes.
• It proposed TiNA, a framework of hierarchical output transmission filters that can reduce energy consumption while bounding the loss in the quality of aggregate data, based on user preferences. Our framework is independent of the underlying synchronization protocol used for sending and receiving data between the sensor nodes.
• It presented extensive simulation results that show clear gains for each proposed method in isolation and greater benefits when the two proposed schemes are combined.
We have shown experimentally that our schemes result in large savings in energy over typical in-network aggregation methods without significant loss in quality of data. Specifically, we showed that TiNA can reduce the energy used for communication by up to 60%. We have also shown that using GaNC in addition to TiNA can result in an additional 29% savings in energy.
We also experimentally compared TiNA to a temporal sampling method. For the same energy consumption levels, TiNA had up to 13% higher overall quality of data than sampling. However, the relative error when using sampling reached up to 196% in our experiment, while on the other hand TiNA maintained the relative error within the specified bounds (30% in this case) at all times. Therefore, such temporal sampling cannot be used to reduce energy consumption when user-specified preferences must be satisfied.
TiNA has also been shown to increase quality of data in cases where the period to transmit is too small and can increase the lifetime of the network by 270% compared to existing approaches. The TiNA scheme is particularly attractive for exploratory applications. In this case, TiNA is tuned to minimize energy consumption during the preliminary analysis and identify interesting trends in the sensor network. Once a trend is identified and higher accuracy is needed, TiNA is tuned to increase the quality of delivered data while consuming minimal energy.
In conclusion, both proposed schemes (GaNC and TiNA) work synergistically with existing in-network aggregation methods to further reduce communication energy consumption while maintaining quality of data within user-specified preferences.
