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ABSTRACT 
The problem considered is that of simultaneous reduction to simple forms of pairs 
of upper triangular Toeplitz matrices. In this context, simple matrices are those that 
are equal to, or differ only slightly from, a power of tbe upper triangular nilpotent 
Jordan block. The problem is related to that of complementary triangularization of 
pairs of matrices and (therefore) has a background in systems theory. The main 
results are concerned with existence and uniqueness of tbe reduced form. Also a 
similarity invariant for pairs of upper triangular Toeplitz matrices is obtained. The 
invariant consists of a pair involving a complex number and an integer. The results 
can be generalized to a class of matrices strictly larger than that formed by tbe upper 
triangular Toeplitz matrices. 
INTRODUCTION 
The problem discussed in this paper is that of simultaneous reduction to 
simple forms of pairs of upper triangular Toeplitz matrices. In dealing with 
this problem, we may assume that the Toeplitz matrices under consideration 
are strictly upper triangular. Otherwise substract the diagonals. 
What kind of “simple forms” do we have in mind? It is illuminating to 
have a look at single matrices first. So let A be a strictly upper triangular 
m X m Toeplitz matrix. By J we denote the upper triangular nilpotent 
m X m Jordan block. Then A can be written as 
A = aoJa + an+Ja+’ + . - *, 
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with a, # 0, (Y 2 1. When A # 0, the positive integer (Y is uniquely deter- 
mined and does not exceed m - 1. We call it the type of A. In case A = 0, 
any of the integers m, m + 1,. . . may serve as the type of A. 
The starting point for our investigations is the following observation. 
Suppose A is a strictly upper triangular m X m Toeplitz matrix of (positive) 
type (Y. Then A is similar to J”, i.e., there exists an invertible m x m matrix 
U such that V’AV = J”. In fact, A is even upper triangularly similar to ]*. 
By this we mean that V can be chosen to be upper triangular (cf. Proposition 
I.2 below). 
Now let us return to pairs of matrices. The problem that we study can be 
stated more precisely as follows: Let A and Z he strictly upper triangular 
m X m Toeplitz matrices of type CY and w, respectively. Under what condi- 
tions (on CY and w> does there exist an invertible (upper triangular) m x m 
matrix V such that V-‘AU = J” and V-‘ZU =]“, and what can be said 
when these conditions are not satisfied? 
We summarize our main results. Let 6 be the greatest common divisor of 
(Y and w. If cy + o > m + 6, there does exist an invertible upper triangular 
m X m matrix V such that 
V-‘AU= J*, v-‘zv= J”. (0.1) 
Things are more complicated when CY + w < m + S. As it seems, hardly 
anything can be done for (Y + o < m. For m < (Y + w < m + 6, the reduction 
to a simple pair (I*, J”) is generally impossible too. Yet in this case a 
far-reaching simplification can be obtained. The situation is as follows. Put 
y = m + 6 - (Y - o (so 1 Q y Q 6). Then there is a pair (t,~), consisting of a 
nonzero complex number t and a positive integer r not exceeding y, for 
which there exists an invertible upper triangular m X m matrix V such that 
V-‘AV=J”= (i I”;+ V-'ZU= : tz’;J’ z,,,_“,, 
0 0 0 
where j7 is the upper triangular nilpotent y X y Jordan block. The pair (t, T) 
is unique and serves as a similarity invariant for the pair (A, Z). The 
numbers t and T can be described explicitly in terms of the (scalar) rational 
function 
z(/qh 
s(h) = - 
a( A)k ’ 
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where h = aa-‘, k = OS-‘, and a, z are the (scalar) polynominals of degree 
at most m - 1 such that A = a(J), 2 = z(J). It may happen that t = 1 and 
T = y. In that case the reduced forms (0.1) and (0.2) coincide. 
Although at first sight this is not obvious, the problem discussed above 
has a background in systems theory. In fact, it is related to the problem of 
complementary triangularization of pairs of matrices, which itself is practi- 
cally equivalent to that of complete factorization of rational matrix functions 
(cf. [lo], [ll], [2], [4], and the references given there). 
A few words about complementary triangularization. Let A and 2 be 
m x m matrices. Then A and Z are said to admit simultaneous reduction to 
complementary triangular forms if there exists an invertible m X m matrix S 
such that S’AS is upper triangular and S-‘ZS is lower triangular. The 
problem of complementary triangularization of pairs of matrices is solved 
only for certain classes of matrices (see [l], [4], [5], and [9]; cf. also [3], and 
[7]). Among these is the class of (strictly) upper triangular Toeplitz matrices 
(see [9]). In fact the following result holds true: Let A and Z be strictly 
upper triangular m X m Toeplitz matrices of type CY and CO, respectively, 
l<ff,w<m- 1. Then A and Z admit simultaneous reduction to complemen- 
tary triangular forms if and only if (Y + w > m, (Y does not divide w, and w 
does not divide (Y. The proof of this theorem, as given in [9], uses reductions 
of the type (0.1) and (0.2). 
So far we have restricted ourselves to (strictly) upper triangular Toeplitz 
matrices. As a matter of fact, reductions and similarity invariants of pairs of 
sharply upper triangular matrices will be considered. The notion of a sharply 
upper triangular matrix is a straightforward generalization of that of an upper 
triangular Toeplitz matrix. 
There are five sections. Section 1 contains simple facts on sharply upper 
triangular matrices. In Section 2 we study matrices that intertwine pairs of 
sharply upper triangular matrices. Under certain conditions such matrices 
exhibit an upper triangular block structure. Section 3 features the basic 
reduction theorem for pairs of sharply upper triangular matrices. The first 
part of the theorem is concerned with reductions of the type (0.1); the second 
part gives a crude form of (0.2). The reduced form obtained in Section 3 is 
studied in detail in Section 4. Under the conditions imposed there it turns 
out to be unique up to similarity transformations. Two special reductions are 
discussed. One is the Jordan reduction (involving Jordan matrices); the other 
is the standard reduction. The latter has the advantage that it can be 
described explicitly in terms of the (entries of the) given matrices. It is via 
the standard reduction that the results about Toeplitz matrices are obtained 
in Section 5. Another special case considered in Section 5 is that where 
y = 1. Note that for y = 1, the far right hand side of (0.2) is the matrix 
obtained from J” by replacing the 1 at the (1, w + 1)th position with t. 
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A few remarks about notation and terminology: All matrices to be 
considered have complex entries. The n X n identity matrix is denoted by I,. 
The expression E@F indicates the direct sum of two matrices E and F, i.e., 
For (Y and o positive integers, gcd(qo) denotes the greatest common 
divisor of (Y and w. Also (Y mod p stands for the remainder of CY upon 
division by p. The symbol w stands for “end of proof.” 
1. PRELIMINARIES AND FIRST RESULTS 
Let K = (kij)yj = I be an m x m matrix. We call K sharply upper triangu- 
lar if there exists a nonnegative integer K such that 
kij = 0, j<i+K, i,j=l,..., m, (I.11 
ki,i+K # Op i=l,...,m-K. (1.2) 
For 0 Q K < m - 1, this means that K can be written in the form 
K= ; f =J”(z,wq=(Rez,)J”, ( 1 
where i is an invertible upper triangular matrix of order m - K and J is the 
upper triangular nilpotent m X m Jordan block. 
A few remarks are in order. Sharply upper triangular matrices are indeed 
upper triangular (for K is nonnegative). Upper triangular Toeplitz matrices 
are sharply upper triangular. If K is sharply upper triangular and K # 0, 
then there is precisely one integer K among 0,. . . , m - 1 such that (1.1) and 
(1.2) are satisfied. This integer is called the type of K. The m X m zero 
matrix is sharply upper triangular, and any of the integers m, m + 1,. . . may 
serve as its type. Finally, the matrix K is sharply upper triangular of type 0 if 
and only if K is upper triangular and invertible. 
Let K = (kij)yj= 1 be an m X m matrix, and let K and p be nonnegative 
integers. We say that K is sharply upper triangular of type (K,P) if K is 
SIMILARITY INVARIANTS FOR PAIRS OF MATRICES 21 
sharply upper triangular of type K, while in addition 
(i) kij=O, i=l,..., p,j=K+p+l,..., m; 
(ii) kij=O, i=p+l,..., m-K-l,j=i+~+l ,..., m; 
(iii) Ic~,~+~=~, i=p+l,..., m-k. 
For 1~ p < m - K, this means that K can be written as 
where K, is an invertible upper triangular p X p matrix and, as before, J is 
the upper triangular nilpotent m X m Jordan block. For p 3 m - K, condi- 
tions @-(iii) are empty. So in that case the only requirement is that K is 
sharply upper triangular of type K. Conversely, if K is sharply upper 
triangular of type K, then K is of type (K, p> whenever p >, m - K. Note that 
K is sharply upper triangular of type (K,O) if and only if K = J”. If K is 
sharply upper triangular of type (0, p), then K is invertible (and upper 
triangular), and K- ’ is sharply upper triangular of type (0, p> too. 
LEMMA 1.1. Let k and n be positive integers, and let T be a square 
matrix of order k + n. Then, given an n X k matrix Y,, a k X n matrix Yz, and 
a k x k matrix Y,, the matrix equution 
has a unique solution 
x11 Xl, x= x ( I 21 &2 . 
(1.3) 
(1.4) 
Here X,, is a k X k matrix, X,, is a k X n m&-ix, X,, is an n X k matrix, and 
X,, is an nxn matrix. Zf Y,=O, Y,=O, Y3=Zk, and T is sharply upper 
triangulur of type (0, p), then X is sharply upper triangular of type (0, p) too. 
Proof. Since Y, and Y, are given, the identity (1.3) determines the final 
k columns of the matrix X given by (1.4). But then the (n - k + l)th to nth 
22 
columns of the matrix 
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x22 Yl 
i I yz y3 
are known, and these determine the (n - k + 11th to nth columns of X. This 
gives the (n - 2k + I)th to (n - k)th columns of the matrix (I.5), and so on. 
(I.51 
In this way the first part of the lemma is proved. A careful inspection of the 
construction also shows that the second part of the lemma holds true. n 
PROPOSITION 1.2. Let K be a sharply upper triangular m x m matrix of 
positive type K, and let J be the upper triangular nilpotent m X m Jordan 
block. Then there exists an invertible upper triangular m x m matrix U such 
that U-‘KU= J”. Zf K is of type (K, p), then U can be chosen to be a sharply 
upper triangular matrix of type (0, p>. 
For p = 1,2,. .., the pth power of K and the pth power of J” have the 
same rank. By general matrix theory it follows that K and J” have the same 
Jordan form. Hence there exists an invertible m X m matrix S such that 
S’KS = J”. The point of Proposition 1.2 lies in the observation that S can be 
chosen in a special form. 
Proof. Suppose K is sharply upper triangular of type (~,p). The case 
K 2 m iS hiVial. SO assume K < m - 1. Write 
where T is a square matrix of order m - K. Then T is sharply upper 
triangular of type (0, p). So T is invertible, and T- ’ is sharply upper 
triangular of type (0, p> too. 
First, assume that 2~ 2 m, and put 
Then U is sharply upper triangular of type (0, p) and KU = UJ”. Since U is 
invertible, the latter identity can be rewritten as U-‘KU = J”. 
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Next assume that 2~ < m - 1, and try a matrix U of the form 
I 
x11 
u= x,, 
0 
23 
(1.7) 
where X,, is a K X K matrix, X,, is a K X(m -2~) matrix, X2, is an 
(m -~K)X K matrix, and X2, is an (m -2K)X(m -2~) matrix. With K and 
U as in (1.6) and (1.7), respectively, the identity KU = VI” comes down to 
TX 
( 1 
21 CO 
0 ’ 
(1.8) 
(1.9) 
By Lemma 1.1 (with k = K and n = m -2~1, the matrix equation (1.9) is 
uniquely solvable, and the solution 
x= Xl, x12 
i I x2, x22 
is sharply upper triangular of type (0,~). In particular X2, = 0, and (1.8) is 
trivially true. But then the matrix U given by (1.7) is sharply upper triangular 
of type (0,~) and satisfies KU = VJ”. Since U is invertible, the latter identity 
can be rewritten as U-‘KU = J”. 
This proves the second part of the proposition. The first part is an 
immediate consequence of the second (take p = m - K). n 
For an illustration of the technique developed in the proof of Proposition 
1.2, see [6, Example 4.41. 
Let K, and K, be m X m matrices. We call K, and K, similar if there 
exists an invertible m X m matrix U such that U-‘K,U = K,. Sometimes U 
can be chosen to be upper triangular. In that case we say that K, and K, are 
upper triangularly similar. For sharply upper triangular matrices of positive 
type, the two types of similarity coincide. 
PROPOSITION 1.3. Let K, and K, be nonzero sharply upper triangular 
m X m matrices of positive type K~ and K~, respectively. The following 
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statements are equivalent: 
(i) K, and K, are upper triangularly similar, 
(ii) K 1 and K, are similar, 
(iii) K~ = K~. 
Proof. Clearly (i) implies (ii). When K, and K, are similar, they have 
the same rank; hence K~ = K~. So (ii) implies (iii). The fact that (iii) implies 
(i) is immediate from Proposition 1.2. W 
2. INTERTWINING AND UPPER TRIANGULAR 
BLOCK STRUCTURE 
Let (Y and w be positive integers, let S = gcd(cu, o) be the greatest 
common divisor of a and o, and let n = (cu + w)S-‘. For j = 1,. . . , n - 1, put 
Then r,,,(l) = a6-’ and T,,,(n - 1) = w8-‘. It is easy to see that r,,,, is a 
permutation of the numbers 1,. . . , n - 1. This permutation is closely related 
to a modified version of the Euclidean division algorithm for (Y and w 
discussed in [8]. Therefore we call T,,, the Euclidean permutation associated 
with cr and w. 
EXAMPLE 2.1. Take (Y = 10 and w = 14. Then the (finite) sequence 
5,10,3,8,1,6,11,4,9,2,7 
is a listing of the values of the Euclidean permutation ri0,i4 associated with 
10 and 14. 
The Euclidean permutation T,, o does not change if (Y and o are replaced 
by pa and pw, respectively, where p is a positive integer. Also 
T,,,(j) =T,,,(n-j), j=l ,...,n-1, 
n=(a+w)c?-‘, so Top is obtained from the permutation T,,, by reading 
the latter backwards. Another useful observation is this. Let T be a permuta- 
tion of the numbers 1,. . . , n - 1. Then T = T~,~ if and only if ~(1) = a~?-’ [or 
SIMILARITY INVARIANTS FOR PAIRS OF MATRICES 25 
~(n-l)=wS-‘1 and, for j=2,..., n - 1, the difference r(j)- r( j - 1) is 
equal to CrS-’ or - wS_‘. Note in this context that for /_L E (1,. . . , n - l), at 
most one of the numbers p + cuS_’ and /L - wS_’ belongs to {l,.. .,n - 1). 
We are now ready to analyze matrices that intertwine two pairs of sharply 
upper triangular matrices. The next result will be used in Section 4. 
PROPOSITION 2.2. Let A, and A, be sharply upper triangular m X m 
matrices of type CT, 1~ a Q m - 1; let Z, and Z, be sharply upper triangular 
mXmmatricesoftypeo,1<o<m-1;andletUbeanmXmmatrixsuch 
that 
A,U = UA,, z&J= uz,. (2.1) 
Put 6 = gcd(a, 01, y = m mod S when 6 does not divide m, and y = 6 when 
S divides m. Further, write m=qS + y (=(q +l)y+ q(S-y)), U= 
<Upy>~~y+“I, where Up,, is a square matrix of order y when I_L and Y are odd, 
U,” is a (6 - y)X y matrix when t_~ is even and Y is odd, UPy is a square 
matrix of order S - y when p and v are even, and U,,, is a y X(S - y) 
matrix when t_~ is odd and v is even. Assume 
o+w<m+2S. (2.2) 
Then U has an upper triangular alternating y,S - y block structure, i.e., 
upy = 0, P>V, /.L,v=l,..., 2q+l. (2.3) 
In case y = S (6 divides m), this simply means that U is 6 X S block 
upper triangular. 
Proof. Write U = (uij>yjj=,, and introduce a subset S of N,,,_ r = 
11,. . . , m - 1) by stipulating that s E S if and only if s EN,_, and uij = 0, 
i > s, j < s. From (2.1) and the assumptions on A,, A,, Z,, and Z,, one 
obtains that S has the following properties: 
(i) (Y, o, m - a, and m - w belong to S; 
(ii) For p = (Y, - (Y, w, and - w, the set S is p-shift invariant. 
Bythelatterwemeanthat s+p~S whenever s~Sand s+p~N,,,_,. 
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We shall prove that (i) and (ii), combined with (2.2), imply that S 
contains all positive multiples of 6 not exceeding m - 1, i.e., 
kSES, k=l ,...>q. (2.4) 
From this the desired result can be deduced as follows. Put S, =(m-s 1 s E S}. 
Then (i) and (ii) are satisfied with S replaced by S,. Thus S, also contains all 
positive multiples of 6 not exceeding m - 1. In other words 
y+ktiES, k =l,...,q. (2.5) 
Observe now that (2.4) and (2.5) together amount to (2.3). 
Now let us prove (2.4). We shall distinguish three cases. 
Case 1: m>cu+w--6. Let 7 = r,,, be the Euclidean permutation 
associated with (Y and o. Then 8~(1)= (Y E S. NOW &(j)- &r(j - 1) is 
equal to (Y or -u, j=2,..., n - 1, n =(a + w)S-‘. Hence, in view of 
property (ii), ST(j) E S, j = 1,. . ., n - 1. But then S contains all positive 
multiples of 8 not exceeding (Y + w - 6. Together with the fact that S is 
a-shift invariant, this implies (2.4). 
Case 2: LY + w -26 < m Q cz + w - 6. Write ((Y + w - 6)6-l = r(x). 
From ST(~)= YES and Sr(n -l)=w~ S, we obtain that &r(j)ES, 
j=l ,...> n - 1, j # x. So S contains the numbers 6,. . . , a + w - 26, i.e., (2.4) 
is satisfied. 
Case 3: m=(u+w-26. Write 
(Cl’+ 0 - 6)6-‘= T(X), (a + W -28)8-l = T( IJ), 
and assume that x < y. Then 7(l),. ..,T(x - 1) and T(y + 1) ,..., T(n - 1) 
belong to S. Since (Y < m = (Y + w - 26, we have w - 2S > 1. Hence 
ST(Y - 1) = w -26 = m - (Y E S. But then T(X + l), . . . , ~(y - 1) belong to S 
too. This proves that S contains the integers 6,. . . , (Y + w -36, i.e., (2.4) is 
satisfied. The case when x > y can be treated similarly. n 
The condition (2.2) in Proposition 2.2 is essential. To see this, take 
A, = A, = J4 and 2, = Z, = J5, where J is the upper triangular nilpotent 
6X6 Jordan block. Details can be found in [81. 
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3. THE BASIC REDUCTION THEOREM 
In this section, we present the basic reduction theorem for pairs of 
sharply upper triangular matrices. For the sake of clarity, we distinguish two 
cases. 
THEOREM 3.1. Let A and Z be sharply upper triangular m x m matrices 
of positive type Q and o, respectively, let 6 = gcd(cw, w), and assume 
a+w>m+S. 
Then there exists an invertible upper triangular m X m matrix U such that 
U-‘AU = J”, u-‘zu= J”, (3.1) 
where J is the upper triangular nilpotent m x m Jordan block. 
THEOREM 3.2. L.et A and Z be sharply upper triangular m x m matrices 
of positive type LY and w, respectively, let S = gcd(a, w), and assume 
Put y = m + 6 -(Y-O. Then there exists an invertible upper triangular 
y x y matrix Z, and an invertible upper triangular m X m matrix U such that 
U-‘AU = J”, u-‘zu = (Z,bI,,_,)J”, (3.2) 
where J is the upper triangular nilpotent m X m Jordan block. 
The second part of (3.2) amounts to saying that U- ‘ZU is sharply upper 
triangular of type (w, y); that of (3.1) amounts to saying that U- ‘ZU is 
sharply upper triangular of type (o,O). 
Theorem 3.2 plays a crucial role in [9], where complementary triangular 
forms of pairs of sharply upper triangular matrices are studied. The integer y 
appears there as the number of different cycles in a certain directed graph 
associated with A and Z. Observe that y < 6 whenever LY + w > m, an 
assumption made in [9] and also in Sections 4 and 5 below. 
Proof of Theorems 3.1 and 3.2. Put y=max{O,m+6-a-o}. What 
we need to establish is this: There exists an invertible upper triangular y x y 
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matrix Z, and an invertible upper triangular matrix U such that (3.2) is 
satisfied. The proof involves an induction argument. 
The case m = 1 is trivial because then A = Z = 0. If max(a, o} 2 m, then 
A = 0 or Z = 0 while, in addition, y = 0. The desired result now follows from 
Proposition 1.2. So we may assume that m > 2 and (Y, w < m. 
Suppose w divides cr. Then 6 = o and y = m - LY. By Proposition 
1.2, there exists an invertible upper triangular m X m matrix S such that 
S’ZS = J”. Clearly S-‘AS is sharply upper triangular of type (a, y). Again 
applying Proposition 1.2, this time to S-‘AS, we obtain a sharply upper 
triangular m x m matrix V of type (0,-y) such that V’S’ASV = J*. Put 
U = SV. Then U’AU = J”, and U’ZU = V-‘J”‘V is sharply upper triangu- 
lar of type (0 ,r>. 
From now on, we shall assume that w does not divide (Y. In particular, 
(Y # o. We shall give the details for the case w < (Y. The situation CY < w can 
be treated similarly. 
Write m = pw + r and a = qo + r with p, q, r, and r positive integers, 
1~ r < o, and 1~ T < o. Observe that q < p. First, let us see what happens 
when q = p, i.e., (Y > po. Choose S as above, and write S - ‘AS in the form 
(3.3) 
where T is an r X r matrix. Note in this context that r = m - pw = 
Cm - a)+ T > m - (Y. Clearly T is sharply upper triangular of type r - 
(m - cx> = T. So there exists an invertible upper triangular r X r matrix W 
such that W- ‘I’W = J,‘, where J, is the upper triangular nilpotent r X r 
Jordan block. Let V be the m x m block-diagonal matrix given by 
v= Wa3I,_,cT3W@ . . . @l,_,@W, 
where W and I,_, appear p + 1 and p times, respectively. Note here that 
m = p(w - r)+(p + 1)r. One checks without difficulty that V-‘/“‘V = I”. 
Also 
so V’S’ASV = Ia. Put U = SV. Since S and V are both upper triangular, 
the same is true for U. Further, U-'AU = Ja and U-'ZU = J". The latter can 
be rephrased by saying that U-‘ZU is sharply upper triangular of type 
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(0,~). Indeed, the condition p = 9 implies that (Y + w = (p + 1)~ + T > 
m + r > m + 6, so y = 0. Here we have used that T is divisible by 6, so 
7 2 s. 
Finally, consider the case 9 < p. It is here that induction plays a role. 
Again, let S be as above and write S-‘AS in the form (3.3), with the 
understanding that T is a square matrix of order m - 9~. Note that 
m - 90 = (m - a)+ 7, so T is sharply upper triangular of type r. Observe 
also that m-qo>m-po+o=r+w>w. Let Jo be the upper triangu- 
lar nilpotent Jordan block of order m - 9~. By induction hypothesis there 
exists an invertible upper triangular matrix W of order m - 9w such that 
W-lJ,OW = Jo” and W-‘TW is sharply upper triangular of type (T, ya), 
where 
y. = max{ 0, m - 90+6,-w-7}, 
and 6, is the greatest common divisor of w and T. Now T = (Y - 9w, so 
6, = 6 and y,, = y. Hence W-‘TW is sharply upper triangular of type (7,~). 
Since W-lJ,OW = Jo”, the matrix W has a special Toeplitz-like structure. 
In fact 
(’ w,, w,, - * * * * Wl, 
0 w,, w,, . . * ’ w,, 
0 0 w,, w,, * * * W,,,_$ 
w= 
. . 
. . 
. . 
0 0 * * * 0 w,, w,, 
\ 0 0 * * * * 0 w,, 
where t=%p-q)+l, W,, is an TXT matrix, W, is an (co-r)X(w-r) 
matrix, W,, is an r X(o - r) matrix, etc. The matrices W,, and W,, are 
invertible and upper triangular. Now complete W to an m X m matrix V 
with the same Toeplitz-like structure. Then V-‘S’ZSV = V-‘J”V = 1”. 
Observe that V can be written as 
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Using this, together with (3.31, one gets 
Hence V’S’ASV is sharply upper triangular of type (a,?). 
There is one more step to be taken. By Proposition 1.2 there exists a 
sharply upper triangular matrix Y of type (0,-y) such that Y-‘V-‘S-‘ASVY = 
J”. Clearly Y-‘V-‘S-‘ZSVY = Y-‘j”Y is sharply upper triangular of type 
(w, y). Thus the matrix U = SW has the desired properties. n 
The proof of Theorems 3.1 and 3.2 was presented in the form of an 
induction argument. This was done for simplicitly of exposition. As a matter 
of fact, the reasoning is recursive and provides an algorithm for producing 
the similarity transformation U and the “reduction” 2,. For an illustration of 
this, see [6, Example 4.41. 
Under certain conditions, the reduced form (3.2) is essentially unique. 
Details will be given in the next section. 
4. SIMILARITY INVARIANTS AND SPECIAL REDUCTIONS 
Let A,, A,, Z,, and Z, be m X m matrices. The (ordered) pairs (A,, Z,) 
and (A,, Z,) are called simukzneously similar if there exists an invertible 
m X m matrix U such that U-‘A,U = A, and U-‘Z,U = Z,. Sometimes U 
can be chosen to be upper triangular. In that case we say that (A,, Z,) and 
(A 2, Z, ) are simultaneously upper triangularly similar. 
The following result is an immediate consequence of Theorem 3.1. 
COROLLARY 4.1. Let A, and A, be sharply upper triangular m X m 
matrices of positive type CY, let Z, and Z, be sharply upper triangular m X m 
matrices of positive type w, and assume that 
where 6 = gcd(cu,w). Then the puirs (A,, Z,) and (A,, Z,> are simultane- 
ously upper triangularly similar. 
When CY + w < m + 6, the situation is more complicated. To deal with 
that case, we need additional information about the y X y matrix Z, appear- 
ing in the reduced form (3.2). For the time being, we shall assume that 
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o + w > m. Under this extra assumption the matrix 2, turns out to be 
unique up to (upper triangular) similarity transformations. The details are as 
follows. 
THEOREM 4.2. Let A and Z be sharply triangular m x m matrices of 
positive type (Y and o, respectively, let S = gcd(a, w), and assume that 
m<ff+o<m+S. (4.1) 
Put y = m + S - CI - CO, and let J be the upper triangular nilpotent m X m 
Jordan block. Suppose U is an invertible (upper triangular) m X m matrix 
and Z, is a y X y matrix such that 
U-‘AU = Ja, u-‘ZU= (Z,CBl,_,)J”. (4.2) 
Then, given a y X y matrix Z,, there exists an invertible (upper triangular) 
m X m matrix U,, such that 
U, ‘AU, = J”, u;‘zu, = (Z,@Z &I” (4.3) 
if and only if Z 1 = V- ‘Z,V fbr some invertible (upper triangular) y X y 
matrix V. Ako, if U is upper triangular and V is any invertible y X y matrix 
such that Z, = V-‘Z,V, then the matrix U, satisfying (4.3) can be chosen in 
such a way that it has at most y - 1 stripes directly below the diagonal 
containing nonzero entries. 
The theorem remains true when the qualifications in parenthesis involv- 
ing upper triangularity are dropped. At the end of this section we shall 
comment on the condition a! + w 2 m. Note that Z, and Z 1 are not required 
to be upper triangular (cf. Theorem 3.2). 
Proof. Suppose U, is an invertible (upper triangular) m X m matrix 
satisfying (4.3). Put W = U- ‘U,. Then W is an invertible (upper triangular) 
m X m matrix and 
w-‘Jaw= J”, w-‘(Z,@Z,_,)J”W= (Z,CBZ,_,)J? (4.4) 
Put n = ((Y + o)S-‘. Then m = (n - 1)s + y. Observe that y = S when a 
divides m, and y = m mod 6 when LY does not divide m. Also m = ny + 
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(n - 1x8 - r), and we can write the matrix W in the form 
(4.5) 
where the sizes of the blocks are the same as those of the blocks Up” in 
Proposition 2.2. Thus WFy is a square matrix of order y when p and v are 
both odd, WFU is a (6 - y)X y matrix when I_L is even and v is odd, etc. 
Applying Proposition 2.2, we obtain that W,” = 0, p > v, II, v = 1,. . . ,2n - 1. 
Hence Wrr,. . .,W2n_1,2n--1 are invertible. These matrices are upper triangu- 
lar, provided that W is. 
Write Wj = Wsj_r,sj_,, j = 1,. ..,n. Also introduce h = cx8-’ and k = 
-‘, so gcd(h, k)= 1 and h + k = n. Decomposing J”, (Z,,@I,n_y)Jm, and 
TgBZ,_,)J” into blocks in the same fashion as W, we arrive at the 
following identities: 
wi+h = wi, i=l k ,..., , 
wj+k = wj> j=2 h. ,...> 
Thus the “only if” part of the theorem is proved once it has been established 
that W, = W,,,. 
Let T = T,,~ be the Euclidean permutation associated with h and k (see 
Section 2). For convenience, put 7(n) = n. In this way r becomes a 
permutation of the numbers 1,. . ., n, n =(a + w)6-‘. Choose x such that 
+)=k +l. Then 
wr(j+-l)= w7(j)3 j=l ,...,n-1, j#x. (4.6) 
In case x = n (i.e., h = l), it follows that Wro) = * - . = W7(“); in particular 
W, = W,,,. Suppose x # n. Then h > 2 and WTc”, = W,, = WA = Wrcl). TO- 
gether with (4.6) this gives WTcx, = W++ r). But T(X) = k + 1 and (hence) 
T(X + 1) = 1. So, as desired, W,,, = W,. 
Next, assume that V is an invertible (upper triangular) y X y matrix such 
that Z, = V-‘Z,V. Define the m X m matrix W by 
w = vez,_,cBva3 . . . cBz,_,w. 
Then W is invertible and (4.4) is satisfied. The matrix U, = Uw is invertible 
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too and meets the requirement (4.3). If V and U are upper triangular, then 
so is U,. If U is upper triangular, then, regardless of whether or not V is 
upper triangular, the n’atrix U, has at most y - 1 stripes directly below the 
main diagonal containing nonzero entries. n 
Consider the situation of Theorem 4.2. A y X y matrix Z, is called a 
reduction of the (ordered) pair (A, Z) if there exists an invertible m X m 
matrix U such that (4.2) is satisfied. In general, reductions are relatively 
small in size. Indeed, the first part of (4.1) implies that y Q 6 = gcd(a, 0). 
Combining Theorems 3.2 and 4.2, we obtain the following result on 
reductions in Jordan normal form. 
COROLLARY 4.3. Let A and Z be sharply upper triangular m X m matrices 
of positive type (Y and w, respectively, let 6 = gcd(a, 01, and assume 
m<ff+w<m+6. 
Put y = m + 6 - LY - w, and let J be the upper triangular nilpotent m X m 
Jordan block. Then there exists an invertible (upper triangular) y X y Jordan 
matrix JO and an invertible matrix S such that 
S-‘AS = J”, s-‘zs = (J,c3Z,_,)J? 
The matrix S can be chosen in such a way that it has at most y - 1 stripes 
directly below the muin diagonal containing nonzero entries. 
The y X y Jordan matrix JO is essentially unique and can be seen as a 
similarity invariant for pair (A, Z). We call it the Jordan reduction of the pair 
(A, Z). An explicit description of the eigenvalues of the Jordan (or any) 
reduction will be given later in this section. 
Besides this Jordan reduction, we introduce the standard reduction R,,, 
of the pair (A, Z). Just like the Jordan reduction, it is a similarity invariant for 
the pair (A, Z), but for the standard reduction this is true even when only 
upper triangular similarity transformations are considered. Another advan- 
tage over the Jordan reduction is that the standard reduction can be 
described explicitly in terms (of the entries) of A and Z. We shall use this in 
Section 5, where special cases are discussed. It will also enable us to give an 
explicit description of the eigenvalues of the Jordan (or any) reduction of A 
and Z. For the definition of R, z we need some preparations. 
The context is that of Theorem 4.2 and Corollary 4.3. In particular it is 
assumed that (4.1) is satisfied. Thus y = m mod 6 when 6 does not divide m, 
andy=6when6dividesm.Putn=(cu+w)S-’.Thenm=(n-l)6+y= 
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ny +(n - 11s - y), and we can write the given matrices A and Z in the 
form 
(4.7) 
where the sizes of the blocks A,, and Z,, are the same as those of the 
blocks tJ,” in Proposition 2.2. Thus A,, and Z,, are square matrices of 
order y when I_L and v are both odd, A,,. and Z,, are (6 - y) x y matrices 
when p is even and v is odd, etc. Set h = aiS_’ and k = ON-‘, so 
gcd(h,k)=l and n=h+k. Then 
A,, = 0, v<p+2h, p,v=l,..., Zn-1, (43) 
Z,, = 0, v<p+Zk, p,v=l,..., Zn-1. (4.9) 
Also the matrices A, Il+zh, p = 1,. . . ,Zk - 1, are upper triangular and invert- 
ible, and the same is’ true for Z, y +2k, /.L = 1,. . ,2h - 1. 
Let 7 = T,,, = 7h,k be the Euclidean permutation associated with (Y and 
w (see Section 2). We augment T to be a permutation of the numbers 
0,. , n - 1, n = ((Y + w)6- ‘, by stipulating that r(O) = 0. So 
I =jhmodn, j=o ,...,n-1. 
The definition of the standard reduction R,, z of the pair (A, Z) is now as 
follows. First introduce 
Rj = Aii_Zj-1,2n-2j-l> j = O,...,k -1, 
Z2n_2j_1,2n+21;_2j_1> j=k,...,n--1; 
(4.10) 
then put 
Since R 7(O) = R, = A;i_1,2n_-1 and RTc,.,,= Rk = Z,h_1,2n_-1, this can also 
be written as 
Observe that R,,, 
R& 
is invertible and upper triangular. Note also that R,,, = 
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It is illuminating to give an example involving specific values of n, h, 
and k. 
EXAMPLE 4.4. Suppose n = 5, h = 2, and k = 3, and write A and Z as 
block matrices in the way indicated above: 
A = (A,,);,” =1= 
(0 0 0 0 A, * * * * 
00000 * * * * 
0 0 0 0 0 0 A, * * 
0000 0 0 0 * * 
0 0 0 0 0 0 0 0 A, 
0000 0 0 0 0 0 
00000 0 0 0 0 
0000 0 0 0 0 0 
\o 0 0 0 0 0 0 0 0 
10 0 0 0 0 0 z, * * \ 
000000 0 * * 
0 0 0 0 0 0 0 0 z, 
Z=(Z,“);,y=l= 000000 0 0 0 0 . 
000000 0 0 0 
0000000 0 0 
0000000 0 0 
\o 0 0 0 0 0 0 0 0, 
Thus R, = Air, R, = Ail, R, = A;‘, R, = Z,, and R, = Z,. The values of 
the augmented Euclidean permutation r can be listed as 0, 2, 4, 1, 3. Hence 
R A,Z = A,'A,'Z,A,'Z 2' 
Analogously, R,,, = Z,‘A,Z;‘A,A,, which corroborates the fact that R, A 
is the inverse of R,,,. 
The next theorem shows that R,,, is indeed a reduction of the pair 
(A, Z). This is true even when only upper triangular similarity transforma- 
tions are considered. 
THEOREM 4.5. Let A and Z be sharply upper triangular m x m matrices 
of positive type cy and w, respectively, let 6 = gcd(a, w), and assume 
mScu+w<m+S. 
36 H. BART AND G. PH. A. THIJSSE 
Put y = m + 6 - (Y - w, and let J be the upper triangular nilpotent m X m 
Jordan block. Then there exists an invertible upper triangular m X m matrix U 
such that 
U-‘AU= J”, u-‘ZU= (R,.,CBI m-,>J”. 
Proof. Choose an invertible upper triangular m X m matrix W and an 
invertible upper triangular y X y matrix such that 
W-‘AW= Ja, W-‘ZW= (Z,el,_,)J”. (4.11) 
This can be done by virtue of Theorem 3.2. In view of the “if” part of 
Theorem 4.2, it suffices to show that Z, is upper triangularly similar to R,,,. 
The argument is a refinement of the proof of the “only if” part of Theo- 
rem 4.2. 
Put n =(a + 0)6-l, so m = n-y +(n - 1x8 - y), and write A, Z, and W 
in block form as in (4.7) and (4.5). From Proposition 2.2 we know that 
W,,, = 0, p > V, p,u = l,..., 2n - 1. Hence W,, ,..., W2n_-1,2n_-1 are invert- 
ible. Of course these matrices are upper triangular too. 
Write Wj = Wzj_i,sj_i, j = l,..., n. Also introduce h = aS_’ and k = 
ws-‘, so n = h + k. From (4.10, (4.8) and (4.91, we obtain 
A2i-1,2h+2i-lWh+i = w p i=l,...,k, 
Z I,2k+lWk+l = w,zO, 
Z2j-1,2k+2j-1Wk+j= wj7 j=2 >...> h. 
With li,,..., R,_, as in (4.101, these identities become 
R,‘W “-_i = W,_i, i=O ,...,k -1, 
Rn-lWk+l = w,z,, 
RjW,,+k-j = w,,-j, j=k ,...,n-2. 
Let r = r,,k be the Euclidean permutation associated with h and k. We 
augment r to a permutation of the numbers 0,. . ., n by stipulating that 
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T(O) = 0 and 7(n) = n. Choose x such that r(x) = n - 1, and assume h Z 1. 
Then x<n-2[for r(n-ll)=kl, and 
R 7(S) = K(“-s)Y&l), s=o ,...,n -2, s + x, 
R,,n- 1) = w7(l)W$ 
From this we deduce that R,,, = W,Z,Wi’, so R,,, is upper triangularly 
similar to Z, as desired. The case when h = 1 [hence 7(j) = j] is left to the 
reader. n 
COROLLARY 4.6. L.et A, and A, be sharply upper triangular m x m 
matrices of positive type (Y, let Z, and Z, be sharply upper triangular m X m 
matrices of positive type w, let 6 = gcd(a, o), and assume 
Then the pairs (A,, Z,) and (A,, Z,) are simultaneously (upper triangularly) 
similur if and only if RA,,Z, and RA,,Z, are (upper triangularly ) similar. 
This is the counterpart to Corollary 4.1. The latter is concerned with the 
case (Y + o > m + 6. Corollary 4.6 shows that, just like the Jordan reduction, 
the standard reduction is a similarity invariant. It is worth emphasizing that 
this is true even when only upper triangular similarity transformations are 
considered. 
Next, let us compute the eigenvalues of the standard (or any) reduction of 
a pair of sharply upper triangular matrices. Let A = (aij>rjti=l and Z = 
(zij)rjTti=i be sharply upper triangular matrices of positive type (Y and w, 
respectively, and put 6 = gcd(q w). Assume m Q (Y + w < m + 6, so y = 
m+i3-a-o>l. For i=l,...,y, weintroduce 
h-l 
I-I zi+jS o+i+jS 
j=O ' Zi,o+iZi+G.o+i+S...Zi+u-S,m-y+i 
ri= k-l 
n a = ai,a+iai+b,a+i+6***ai+o-6,m-y+i ’ 
j=O 
i+jS,u+i+jS 
where, as usual, h = at?-’ and k = OS-‘. Then R,,, has t-i,.. .,r,, (in this 
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order) on the diagonal. In particular, as R, z is upper triangular, the 
numbers r,,....r? 
and 2). 
are the eigenvalues of RA,i (or of any reduction of A 
It is interesting to consider the situation where rI,. . . , r,, are distinct. 
Then R, z is diagonable. In fact R, z is upper triangularly similar to 
r,@ . *. 6 ry , the y X y diagonal matrix having r i, . . , rY (in this order) on 
the diagonal. As a consequence there exists an invertible upper triangular 
m X m matrix U such that 
U-‘AU = J”, U-‘ZU= (rl@ . . . $rY@I,,z_y)Jo, 
where J is the upper triangular nilpotent m X m Jordan block. For pairs 
A, Z of the type discussed here, the y-tuple r i, . , ry serves as a similarity 
invariant. We leave the details to the reader. Analogous remarks can be made 
for the (more general) case when the standard reduction is diagonable. 
The results obtained in this section are all concerned with the situation 
where CY + w > m. As it seems, not much can be done when this inequality is 
not satisfied. Indeed, Theorem 4.2 (both the “if” and the “only if” part) and 
Corollary 4.3 fail to be true when a + w < m. Examples substantiating these 
claims are given in [S]. In the “only if” part of Theorem 4.2, the condition 
(Y + w > m may be replaced by the hypothesis that (Y divides o. For the “if” 
part of Theorem 4.2 this is not the case (cf. [B, Example 4.91). 
5. SPECIAL CASES AND EXAMPLES 
For two matrices, the properties of being similar and being upper 
triangularly similar usually do not coincide. An obvious exception is the 
scalar case (1 x 1 matrices); another is formed by the sharply upper triangular 
matrices of positive type (see Proposition 1.3). This is the background of the 
results presented in this section. 
5.1. The Toeplitz Case 
Let A and Z be upper triangular m X m Toeplitz matrices. In studying 
similarity invariants of the pair (A, Z), we may assume that A and Z are 
strictly upper triangular (otherwise substract the diagonals). In particular, A 
and Z are sharply upper triangular m X m matrices of positive type, and the 
machinery developed above applies. 
Let (Y and w be the types of A and Z, respectively, and put 6 = gcd(cu, w). 
The situation where (Y + w > m + 6 is covered by Theorem 3.1 (see also 
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Corollary 4.1). So we concentrate on the case a + w < m + 8, and we can 
represent A and Z in a unique fashion as 
A = a,J” + . . . + um_Jm--l, Z=z,JW+ *a* +z,,,_Jn-l, 
where J is the upper triangular m X m Jordan block and a,, z, # 0. In other 
words A = a(J) and Z = z(J), where a and z are the (scalar) polynomials 
a(h)=u,A”+ ... +a,_,~"'-1, z(h)=z,A"+ ... +~,,_~h”-~ 
(sometimes called the symbols of the Toeplitz matrices A and Z, respec- 
tively). 
We now associate to the pair (A, Z) a complex number t,,, and a 
positive integer rA, z not exceeding y, where, as usual, y = m + 6 - a - w. 
The definition is as follows. Put h = aa-’ and k = wS_’ [so gcd(h, k) = l], 
and introduce 
s(A) = ( z, + z,+~A + . . . + z,+~-~ 
AY-l)h 
( a, + u,+~A + . . . + a a+V-lAY-l)k ’ 
(5.1) 
Then s(A) is a (scalar) rational function. The complex number t,,, is just the 
value of s at the origin, i.e., 
.zh 
t,,, = s(0) = -g . 
a 
Further, TA x , is the smallest integer T for which 
d’s(A) 
dh’ 
+ 0, l<T<y-1, 
A=0 
provided such numbers exist, and rA x = y otherwise. With so = t, z and 
‘i- = rA,Z, we have 1 < T Q y and the Taylor expansion of s at the origin has 
the form s(A)=so+s,A’+s~+lA7+1+ .*+. 
In the definition of t,,, and rA z as given above, one may 
the (scalar) rational function 
z(A)~ (z,+a,;rA+ 0.. +z,,_lAm-l-w)k 
-= 
Us (a, + a,+lA + *.* + u,~_~A~-‘-~)~ ’ 
replace s by 
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The advantage of (5.1) is that it is the quotient of two polynominals of 
(generally) relatively low degree (cf. the remark after the next theorem). 
Observe that tz,, = TV !z and ~z A = rA z. 
Assume that in addition to ;Y + w 2 m + 6, the inequality (Y + w > m is 
satisfied. Then the standard reduction R, z of the pair (A, 2) is well defined. 
From the definition it is clear that in the situation considered here R,,, is 
again an upper triangular Toeplitz matrix. In fact, if J, is the upper 
triangular nilpotent y X y Jordan block, then 
R‘4.z = (%Z, + z,+,& + . . . + %+y-lJ;-l)h 
X(a,Z,+a,+,J,+ ... +a,.,-J-y 
where s is given by (5.1). On the diagonal of R,,, we have the complex num- 
ber t, z. Also the type of the sharply upper triangular matrix tA,ZZy - R,,Z 
is rA,z. Hence t,,ZZ, - R,,. is upper triangularly similar to the TV ,th 
’ power of J, (cf. Proposition 1.2). Thus we obtain the following result. 
THEOREM 5.1. Let A and Z be strictly upper triangular m X m Toeplitz 
matrices of type CY and w, respectively, let 8 = gcd(cu, w), and assume 
m<ff+w<m+S. 
Put y = m + S - CY - w, and let J,. be the upper triangular nilpotent y X y 
Jordan block. Also, let J be the upper triangular nilpotent m X m Jordan 
block. Then the pair (t,, z, rA, z ) is the unique pair (t, r), t a complex number, 
r a positive integer not exceeding y, for which there exists an invertible 
m X m matrix U such that 
U-‘AU= J”, u-‘zu= [(tz, +];)a3zm_,]J? 
Also, among the matrices U satisfying these identities there is one which is 
upper triangular. 
Under the hypotheses of the theorem, y does not exceed 6 = gcd(a, w), 
so in general y will be relatively small. When T* z = y, i.e. the Taylor 
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expansion of the symbol s at the origin has the form 
the expression for U-‘ZU reduces to U-‘ZU = (tZ,@Z,_,,)]“; for t = 1, the 
right hand side of the latter identity becomes 1”. 
For Toeplitz pairs the properties of being simultaneously similar and 
being simultaneously upper triangularly similar coincide. Also, the similarity 
class of a Toeplitz pair (A, Z) is completely determined by the pair (t,, z, T*, x). 
The precise result reads as follows 
COROLLARY 5.2. Let A, and A, be strictly upper triangular m x m 
Toeplitz matrices of type cr, let Z, and Z, be strictly upper triangular m x m 
Toeplitz matrices of type w, let 6 = gcd(a, w>, and assume 
m<cx+w<m+S. 
The following statements are equivalent: 
6) The pairs (A,, Z,) and (A,, Z,) are simultaneously upper triangulary 
similar. 
(ii) The pairs (A,, Z,) and (A,, Z,) are simultaneously similar. 
(iii) t,,, z, = tA2, z 2 and 'A,,Z1= 'A2,Z,* 
It is illuminating to give an example. All computations are left to the 
reader. 
EXAMPLE 5.3. In this example m = 20, cy = 8, and w = 12, so S = 4, 
y = 4, h = 2, and k = 3. Let J be the upper triangular nilpotent 20 ~20 
Jordan block, and put 
Z = 2J12 -6J13 - 8J14 +3J15 - J16 +25”. 
The standard reduction of the pair (A, Z) is the 4 X 4 matrix 
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the Jordan reduction is 
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4 1 0 0 
Jo 0 4 0 = i 
0 0 4 
0 I 1’ 0 0 0 4 
The function s associated with the pair (A, Z) is given by 
s(h) = 
(2-6h -8h2 +3A”)’ 
(l-2h + P)” . 
Clearly t,,Z = s(0) = 4. One checks without difficulty that s’(0) = 0 and 
s”(0) # 0. Hence rA,z = 2. Put 
Then (A, Z) is simultaneously upper triangularity similar to the pair (Js, Z,>. 
5.2. The Case y = 1 
Let A and Z be sharply upper triangular m X m matrices of positive 
type (Y and w, respectively, let S = gcd(cr, o), and assume m = LY + o - 6 + 1. 
Then (4.1) is satisfied and y = m + 6 - (Y - w = 1. Write A =(aij>~~,=,, 
Z = (zij>;)+ h = d-l, and k = WS - ‘. By r,, z we denote the complex 
number 
h-l 
n Zl+jc3,0+l+j6 
j=o ~l,w+l~l+G,w+l+fi...~,n-“,n, 
‘A,Z= k-l 
= 
lJa 
a I,rr+lal+S,a+l+~...anl--a.t,l 
I+jS.a+l+j6 
j=O 
(i.e., r, z = r 1 in the notation of Section 4). Note that rz A = r,b. The next 
two results now follow at once. 
PROPOSITION 5.4. Let A and Z be sharply upper triangular m X m 
matrices of positive type CY and w, respectively, let 6 = gcd(cu, 01, and 
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m=cr+o--S+1. 
Let ] be the upper triangular m x m Jordan block. Then rA,z is the unique 
complex number r for which there exists an invertible m X m matrix U such 
that 
U-‘AU = Ja, u-‘zu= ( ra3z,,_1)Jw. 
Also, among the matrices U satisfying these identities there is one that is 
upper triangular. 
Note that (r @ I, _ l)J” is the matrix obtained from J” by replacing the 1 
at the (1, w + I)th position with r. 
COROLLARY 5.5. Let A, and A, be sharply upper triangular m X m 
matrices of positive type (Y, let 2, and 2, be sharply upper triangular m x m 
matrices of positive type w, let 6 = gcd(cY, w), and assume 
m=a+w--6+1. 
The following statements are equivalent: 
(i) The pairs (A,, Z,) and (A,, Z,) are simultaneously upper triangularly 
similar. 
(ii> The pairs (A,, Z,) and (A,, Z,) are simultaneously similar. 
(iii) rA,,Z, = rA,,Z 2’ 
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