This paper features an analysis of the relationship between the DOW JONES Industrial Average Index (DJIA) and a sentiment news series using daily data obtained from the Thomson Reuters News Analytics (TRNA)1 provided by SIRCA (The Securities Industry Research Centre of the Asia Pacic). The recent growth in the availability of on-line financial news sources such as internet news and social media sources provides instantaneous access to financial news. Various commercial agencies have started developing their own filtered financial news feeds which are used by investors and traders to support their algorithmic trading strategies. Thomson Reuters News Analytics (TRNA)2 is one such data set. In this study we use the TRNA data set to construct a series of daily sentiment scores for Dow Jones Industrial Average (DJIA) stock index component companies. We use these daily DJIA market sentiment scores to study the relationship between financial news sentiment scores and the stock prices of these companies using entropy measures. The entropy and Mutual Information (MI) statistics permit an analysis of the amount of information within the sentiment series, its relationship to the DJIA and an indication of how the relationship changes over time. 2 is one such data set. In this study we use the TRNA data set to construct a series of daily sentiment scores for Dow Jones Industrial Average (DJIA) stock index component companies. We use these daily DJIA market sentiment scores to study the relationship between nancial news sentiment scores and the stock prices of these companies using entropy measures. The entropy and Mutual Information (MI)
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Introduction
The information embodied in news items is one information source that serves to inuence investor opinions. The series we use from Thomson Reuters News Analytics (TRNA) could be termed news sentiment and is produced by the application of machine learning techniques to news items. These items are calibrated into either positive, negative or neutral values per news item, with implications for the general investor. Investors' investment strategies which inuence the market and the evolution of stock prices are potentially inuenced by changes in these sentiment stimulated by the continuous ow of news items.
Academic researchers and investment practitioners are always looking for new investment tools or factors, which may help to predict moves in asset items.
Recently, the role of market news sentiment, in particular machine-driven sentiment signals, and their implication for nancial market processes, has been the focus of a great deal of attention. There is a growing body of research that argues that news items from dierent sources inuence investor sentiment, and hence asset prices, asset price volatility and risk (Tetlock, 2007 One important research question is the extent to which the availability of these machine driven series actually contribute to market information and the evolution of security prices. Baker and Wurgler (2006) demonstrated a link between investor sentiment and stock returns. Recent work by Hafez and Xie (2012) examines the eect of investor's sentiment using news based sentiment, generated from the RavenPack Sentiment Index as a proxy for market sentiment in a multi-factor model. They report a strong impact of market sentiment on stock price predictability over 6 and 12 month time horizons.
The issue of the news content of sentiment scores is the central focus of this paper. We address it by analysing the relationship between one commercially available series; the Thomson Reuters News Analytics (TRNA) series and the component stocks of a major index; the DJIA. Given that these large US stocks are likely to be amongst the most heavily traded and analysed securities in the world, the issue of the relevance of these news feeds to their prices and returns series is a central one; with implications for most investments and nancial markets.
We take the TRNA news series for the DJIA constituent stocks and aggregate them into a daily time series. This facilitates an analysis of the relationship between the two daily sets of series, TRNA news sentiment on the one hand, and DJIA constituent company returns on the other. We analyse the relationship between the two series using entropy based metrics, because these are non- The extent to which these news series have relevant information for security prices and returns is important for both investors and market regulators. If access to these particular information feeds provides a trading advantage, then the market is no longer a level playing eld for all investors. Institutions and algorithmic traders with access to these analytics have an advantage. However, this paper does not address the issue of the timing of access to news items, but the more general question of the degree to which these sentiment based series contain 'relevant information'; as revealed by entropy based metrics, as applied to the relationship between a daily average TRNA series and daily DJIA returns series.
The paper is organized as follows: Section 1 provides an introduction, Section 2 features an introduction to sentiment analysis and an overview of the TRNA data set and some preliminary statistical analysis. Section 3 discusses entropy metrics and the central research methods used in the empirical exercise undertaken in this paper. The next section 4, discusses the major results, and section 5 draws some conclusions.
Research methods and data

News Sentiment
In this paper we examine the sentiment scores provided by TRNA as a single factor using entropy based metrics to evaluate their eect on the stock prices of the DJIA component companies. We use daily DJIA market sentiment scores constructed from high frequency sentiment scores for the various stocks in DJIA. The empirical analysis includes data from the time periods of the Global Financial Crisis and other periods of market turbulence to assess the eect of nancial news sentiment on stock prices in both normal and in extreme market conditions. Recently there has been an increase in studies exploring the relationship between stock price movements and news sentiment (Tetlock, Given the sheer variety and scale of competing news sources in the electronic media, there is scope for the commercial use of sources of pre-processed news.
These are available from vendors like TRNA and Ravenpack, who construct sentiment scores which are used to provide direct indicators to traders and other nancial practitioners, of changes in news sentiment. These sources use text mining tools to electronically analyse available textual news items. The analytics engines of these sources apply pattern recognition and identication methods to analyse words and their patterns, plus the novelty and relevance of the news items, for a particular industry or sector. The type and characteristics of these news items are converted into quantiable sentiment scores.
We use sentiment indicators provided by TRNA in our empirical analysis.
Thomson Reuters was a pioneer in the implementation of a sophisticated text whether it reports a news item that is related to some previous news stories. 4 . Volume: Counts of news items related to the particular asset. The TRNA provides high frequency sentiment scores calculated for each news item reported for various stocks and commodities. These TRNA scores for 2.2
Our sample characteristics and preliminary analysis 8 the stocks traded in DJIA can be aggregated to obtain a daily market sentiment score series for the DJIA stock index components. A news item s it received at time t for a stock i is classied as a positive (+1), negative (-1) or neutral (0). I + sit is a positive classier (1) for a news item s it and I − sit is the negative (-1) classier for a news item s it . TRNA reported sentiment scores have a probability level associated with them, prob + sit , prob − sit , prob 0 sit for positive, negative and neutral sentiments, which is reported by TRNA in the Sentiment eld. Based on the probability of level of the sentiment, denoted by P sit for an individual news item s it , for a particular company, all the daily sentiments can be combined across all companies in the DJIA to obtain a daily average sentiment indicator S t . We use the following formula to obtain the average sentiment indicator S t = S i,t−1 , which is obtained by summing all the individual news items for each company that makes up the DJIA, on that particular day. The expression inside the brackets in equation (1) is the daily sentiment score for each of the individual companies that make up the DJIA. This is then summed across all constituents to get the score for that day S t .
The time period considered are t − Q, . . . , t − 1 which covers all the news stories (and respective scores) for a 24 hour (Q) period prior to t when relevant news for the companies included in DJIA were received. In our subsequent analysis, the previous days score is used in the regressions, plus various lags.
The neutral news sentiments are not included in the numerator in equation-1 but it is included in the denominator which is the sum of number of positive, negative and neutral sentiment scores (n + , n − , n 0 ) for the day, for every company in the DJIA, thereby lowering the score in case the day had a lot of neutral scores.
(This approach is also taken in Allen et al. (2014 Allen et al. ( , 2015 2.2. Our sample characteristics and preliminary analysis Table-1 The stocks with insucient data are removed from the analysis and the stocks prices for EK.N and EKDKQ.PK are combined together to get a uniform timeseries.
2.2
Our sample characteristics and preliminary analysis 9 The summary statistics in Table 3 show that our sample of Sentiment scores for the full sample is preominantly negative with a mean of -0.034532. The minimum score is -0.52787 and the maximum score is 0.28564. It appears that negative news is given more prominence than positive news on our scale running from +1 to -1. The Hurst exponent for the Sentiment score with a value of 0.925828 suggests that there is long term memory or persistence in the scores, which makes intuitive sense, given that items of news may take several days to unfold, as greater scrutiny of a story leads to more disclosure of information, and the event, classied as being positive or negative, will tend to occupy the media for several days. This is consistent with trending behaviour. The Hurst exponent for the DJIA is 0.557638 which suggests that the DJIA shows much less tendency to display memory and, as might be expected, behaves more like a random walk. The signicant Jarque-Bera test statistics for both series suggest that both are non-Gaussian.
For the one and half years of the sample we have used to capture the height of the GFC in the US market the mean Sentiment score is -0.108907. However, the standard deviation of the sentiment score is 0.106229 which is lower than the value of 0.116762 for the full sample. The Hurst exponent is higher at 0.930411, showing even stronger trending behaviour, whilst the Jarque-Bera is insignicant, suggesting the distribution cannot be distinguished from a normal one.
The results of a simple regression of the DJIA return on the Sentiment score for the two periods is shown in Table 4 . It can be seen there that the coecient on Sentiment is highly signicant in both periods with a value of 2.54408 for the whole period which rises to 6.007768 during the GFC. The adjusted R Square is higher during the period of the GFC with a value of 0.087892 as compared to 0.04685 for the whole period. The F statistics are highly signicant for both periods.
Regression analysis is based on Gaussian assumptions which may not be appropriate. In the next section we will introduce some entropy based metrics before proceeding to present the results of their application in section 4.
Entropy-based measures
One attractive feature of the entropy-based set of measures is that they are distribution free. The concept of entropy has its origins in physics in the 12 19th century and is related to the second law of thermodynamics which states that the entropy of a system cannot decrease other way than by increasing the entropy of another system. This means that the entropy of a system in isolation can only increase or remain constant over time. If the stock market is regarded as a system, then it is not an isolated system: there is a constant transfer of information between the stock market and the real economy. Thus, when information arrives from (leaves to) the real economy, then we can expect to see an increase (decrease) in the entropy of the stock market, corresponding to situations of increased (decreased) randomness.
The most frequent applications of entropy are captured in one of the two main approaches; either as Shannon Entropy in the discrete case or as Differential Entropy in the continuous time case. Shannon Entropy quanties the expected value of information contained in a realization of a discrete random variable. Shannon entropy can also be used as a measure of uncertainty, or unpredictability: for a uniform discrete distribution, when all the values of the distribution have the same probability, Shannon Entropy reaches its maximum.
The minimum value of Shannon Entropy corresponds to perfect predictability, while higher values of Shannon Entropy correspond to lower degrees of predictability. The entropy is a more general measure of uncertainty than the variance or the standard deviation, since the entropy depends on more characteristics of a distribution than does the variance and may be related to the higher moments of a distribution.
A second feature of entropy as a metrc is that whilst both the entropy and the variance reect the degree of concentration for a particular distribution, their metric is dierent. This is because the variance measures the concentration around the mean, whilst the entropy measures the diuseness of the density irrespective of the location parameter. In information theory, entropy is a measure of the uncertainty associated with a random variable. The concept as developed by Shannon (1948) in his use of entropy, was to quantify the expected value of the information contained in a message, which can be measured in units such as bits. In this context, a 'message' means a specic realization of the random vari- 
where p(x i )is the probability mass function of outcome x i . Usually logs to the base 2 are used when we are dealing with bits of information. We can also dene the joint entropy of two random variables as follows:
The joint entropy is a measure of the uncertainty associated with a joint distribution. Similarly, the conditional entropy can be defned as:
Where the conditional entropy measures the uncertainty associated with a conditional probability. Clearly, a generalised measure of uncertainty has lots of important implications across a wide number of disciplines. In the view of Jaynes (1957), thermodynamic entropy should be seen as an application of Maasoumi and Racine (2002) argue that when the empirical probability distribution is not perfectly known, then entropy constitutes an alternative measure for assessing uncertainty, predictability and also goodness-of-t. It has been suggested that entropy represents the disorder and uncertainty of a stock market index or a particular stock return series, since entropy has the ability to capture the complexity of systems without requiring rigid assumptions that may bias the results obtained.
To estimate entropy in this study we used the 'entropy package' available in the R library, as developed by Hausser and Strimmer (2009) . We draw on their account to explain how they develop their estimators: to dene the Shannon entropy, they consider a categorical random variable with alphabet size p and associated cell probabilities θ 1 , ....., θ p , with θ k > 0 and k θ k = 1. If it is assumed that p is xed and known, then in this case Shannon entropy in natural units is given by:
In practice the underlying probability mass function is unknown and therefore H and θ k need to be estimated from observed cell counts from the sample used y k ≥ 0. A commonly used estimator of entropy is the maximum likelihood estimator (ML) which is given by:
This is formed by substituting in the ML frequency estimateŝ
into equation (5), with n = p k=1 y k being the total number of counts.
Maximum Likelihood Estimation
The multinomial distribution is used to make the connection between observed counts y k and frequencies θ k .
Note that θ k > 0 otherwise the distribution is singular. By contrast there may be zero counts y k . The ML estimator of θ k maximizes the right hand side of equation (8) for xed y k , leading to the observed frequenciesθ
First order bias correction leads to:
where m > 0 is the number of cells with y k > 0. This is temed the MillerMadow estimator, see Miller (1955) .
Bayesian Estimators
Bayesian regularization of the cell counts may lead to improvements over ML estimates. The Dirichlet distribution with parameters a 1 , a 2 , ......, a p as prior, the resulting posterior distribution is also Dirichlet with mean
where A = p k=1 a k . The attening constants a k play the role of pseudo counts (compare with equation (7) 
The measure mutual information (M I) is always non-negative, symmetric, and equals zero only if X and Y are independent. In the case of normally distributed variables M I is closely related to the Pearson Correlation coecient.
The entropy representations is:
This shows that M I can be computed from the joint and marginal entropies of the two variables.
We use these methods to assess the information content of our two series:
DJIA returns and Sentiment plus the degree to which one reveals information about the other. The results are presented in the next section.
4. The results from applying entropy metrics to our basic series.
There are a number of dierent ways of generating entropy statistics. A key issue is the manner in which prior probabilities are set up. Table 4 presents some of the common methods adopted which are based on dierent choices of priors.
We used our returns series for DJIA and the Sentiment series and estimated their entropy and cross-entropy. The results are shown in Table 5 .
The results in Table 5 are intuitively challenging at rst glance. They are divided into statistics for the whole period and for a subset capturing the depths of the nancial crisis in the US which constitute a sub-sample running from July 2007 until the end of 2008. The entropy statistics for DJIA returns for the whole sample range from 2.30 to 2.38 depending upon the estimation method used, However, the entropy of a distribution depends on many more parameters of a distribution than the variance. It can be argued that because the entropy is related to higher-order moments of a distribution it better characterizes a distribution since it uses more information about the probability distribution than the variance [see Ebrahimi et al. (1999) ].
The entropy measure captures uncertainty about the behaviour of a probability distribution. Our results in Table 5 suggest that there is less uncertainty about the behaviour of the DJIA and the Sentiment series during the nancial crisis than over the period as a whole. A moment's consideration suggests why this could be the case. Our preliminary results in Table 3 revealed that the standard deviation of the Sentiment Score was lower during the GFC than for the whole sample period. The Hurst exponent for Sentiment for the GFC period was also slightly higher suggesting slightly stronger trending behaviour. The distribution for Sentiment was also indistinguishable from a Gaussian distribution for this period. This combines to suggest that in this period the Sentiment score was more predictable, which would be consistent with a lower entropy value.
There is much less dierence between the entropy scores across the two periods for the DJIA returns which record a lower entropy score in the GFC across all metrics but it usually diers by less than 0.30. This suggests the behaviour of the DJIA was marginally more predictable during the GFC. The
Hurst exponent suggests the reverse and is slightly closer to the value of a random walk at 0.531313 during the GFC than its overall value of 0.557638.
Finally, the MI statistics are consistent with the regression analysis, in that the higher value of 0.3438407 during the GFC compared to 0.2332534 is consistent with the higher adjusted R-squared in the regression during the GFC sub-sample. Though it has to be born in mind that the entropy measure captures higher moments and non-linearities in a manner that simple, linear OLS does not. 
