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Abstract
Given a dendroid X, an open selection is an open map s :C(X) → X such that s(A) ∈ A for
every A ∈ C(X). We show that a smooth fan X admits an open selection if and only if X is locally
connected.
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0. Introduction
A continuum means a nonempty compact, connected metric space. A continuum X
is hereditarily unicoherent if the intersection of any two subcontinua of X is connected.
A dendroid means a hereditarily unicoherent, arcwise connected continuum. A dendrite is
a locally connected dendroid. A simple n-od is a continuum X which is the union of n arcs
J1, . . . , Jn such that each two of them meet at a point v (called the vertex of X) and v is an
end point of each one of the arcs Ji . A simple 3-od is called a simple triod. A smooth fan
is a subcontinuum of the cone over the Cantor set.
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ered with the Hausdorff metric H .
A selection is a mapping s :C(X) → X such that s(A) ∈ A for every A ∈ C(X). In the
case that there exists a selection s :C(X) → X we say that X admits a selection. An open
selection s :C(X) → X is a selection such that for every open set U of C(X), s(U) is open
in X.
S.B. Nadler Jr and L.E. Ward Jr proved that if a continuum X admits a selection, then
X is a dendroid (see [5, Lemma 3]). On the other hand, there are many dendroids which do
not admit selections. The problem of characterizing those dendroids admitting selections
is still open. A discussion on this topic can be found in [3, Section 75].
In this paper we consider dendroids which admit open selections. We obtain a com-
plete characterization of those smooth fans admitting open selections. Our main result is:
A smooth fan X admits open selections if and only if X is locally connected.
The following problems remain open.
Problem 1. If X is a finite tree, then does X admit an open selection?
Problem 2. Can a non-locally connected dendroid admit an open selection?
Given a selection s :C(X) → X, for each p ∈ X, we have s({p}) = p. So selections can
be considered as particular retractions from C(X) onto X (identifying X with F1(X) =
{{p} ∈ C(X): p ∈ X}). Other types of open retractions defined on hyperspaces have been
considered in [4].
It is easy to show that the locally connected smooth fans are: the arc, the simple n-ods
and Fω (Fω can be defined as the unique dendrite X which is the union of a sequence of
arcs J1, J2, . . . such that each two of them meet at a point v (called the vertex of X) and
v is an end point of each one of the arcs Jn).
First we prove that the arc admits open selections, then we show that the simple triod
admits open selections, with these particular cases, we illustrate how to proceed to prove
that the simple n-ods admit open selections. Then we show the hardest part of our main
result, namely, Fω admits open selections. Finally, we show that if X is a non-locally
connected smooth fan, then X does not admit open selections.
1. Open selections for the arc, the simple triod and the simple n-ods
Given a continuum X with a metric d , a point p in X, a nonempty closed sub-
set A of X and a positive number ε, let B(ε,p) = {q ∈ X: d(p,q) < ε}, d(p,A) =
min{d(p,a): a ∈ A}, N(ε,A) = {q ∈ X: there exists a point a ∈ A such that d(q, a) < ε}
and given B ⊂ X, cl(B) denotes the closure of the subset B of X.
Definition 1. Let σ1 :C([0,1]) → [0,1] be given by σ1([a, b]) = a for every [a, b] ∈
C([0,1]).
The following proposition is easy to prove.
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Therefore the interval [0,1] admits open selections. Now we consider the simple triod
T = J1 ∪ J2 ∪ J3, where each set Ji is the convex segment in the Euclidean space R3
which joins the origin v = (0,0,0) to the unit vector ei ({e1, e2, e3} is the canonical basis
of R3). It is known that C(T ) is homeomorphic to a solid cube [0,1]3 with wings [3,
Example 5.4]. The points in the cube are identified with the elements of the set Cv(T ) =
{A ∈ C(T ): such that v ∈ A}, by using the map h :Cv(T ) → [0,1]3, given by h(A) =
(length(A ∩ J1), length(A ∩ J2), length(A ∩ J3)). In order to define an open selection
for T , in particular, we need to be able to define an open map from the cube onto the triod.
The construction of such a map cannot be made by using an elementary function. In fact,
a construction similar to those of the Lakes of Wada is necessary (see [2, pp. 143–144]).
Thus we start constructing three Tunnels of Wada, T1, T2 and T3 (or three regions) in
[0,1]3, we follow the ideas of the construction of Lakes of Wada as it is described in [2,
pp. 143–144].
Consider the cube [0,1]3 as a rocky mountain. We start with three holes in [0,1]3.
Hole 1 is B( 127 , (1,
1
2 ,
1
2 )) ∩ [0,1]3, Hole 2 is B( 127 , ( 12 ,1, 12 )) ∩ [0,1]3 and Hole 3 is
B( 127 , (
1
2 ,
1
2 ,1))∩ [0,1]3.
Once we have the three holes, we keep digging as it is done for the Lakes of Wada, we
describe how this is done.
At time t = 0, we dig a tunnel from Hole 1, which brings air to within a distance of 1 unit
of every point of the remaining mountain, in such a way that it does not intersect the
boundary of [0,1]3, and the complement is connected. At time t = 12 , we dig a tunnel from
Hole 2, which brings air to within a distance 12 of every point of the remaining mountain
in such a way that it does not intersect the boundary of [0,1]3, and the complement of the
union of both tunnels is connected. At time t = 23 , we dig a tunnel to bring air from Hole 3
within a distance 13 of every point of the remaining mountain in such a way that it does
not intersect the boundary of [0,1]3, and the complement in [0,1]3 of the three tunnels is
connected. At time t = 34 , we dig a tunnel from the end of the first tunnel to bring air to
within a distance 14 of every point of the remaining mountain, and so forth. In general at
time t = n
n+1 we dig a tunnel from the end of tunnel j + 1 where n ≡ j (mod 3) to bring air
to within a distance 1
n
of every point of the remaining mountain in such a way that it does
not intersect the boundary of [0,1]3, and the remaining mountain is connected.
Since these tunnels are open sets, at time t = 1 the remaining mountain is a continuum
T which bounds three open regions in [0,1]3. Notice that we dig the tunnels in such a way
that each one of them is dense in the continuum T (T ⊂ clR3(Ti ), for each i ∈ {1,2,3}).
We denote by T1, T2 and T3 the tunnels, by definition, the sets Ti are the components of
[0,1]3 − T . We need to ask two extra properties to the tunnels Ti , namely:
(a) as far as we dig, the tunnel is narrower,
(b) for each z = (z1, z2, z3) ∈ Ti , d(z,T ) 127zi .
Condition (b) can be obtained in the following way. Clearly for Hole i, condition (b)
is satisfied. Suppose that you have dig tunnel i to some moment t . To continue digging,
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are going to dig following α as a guide, we ask that α does not intersect the boundary of
[0,1]3. So the number δ = min{zi ∈ (0,1): (z1, z2, z3) ∈ α} is positive. Then, we dig the
tunnel around α in such a way that its width is less than δ54 . Now, it is easy to check that
condition (b) is satisfied.
Notice that with conditions (a) and (b) in each tunnel Ti , the point Pi = ( 12 , 12 , 12 )+ 12ei
is the only one satisfying that d(Pi,T ) = 127 and for every q ∈ Ti\{Pi}, d(q,T ) < 127 .
Condition (a) implies that the only local maximum of the map d(z,T ), defined on Ti , is
the point Pi .
Define σ :C(T ) → T by
σ(A) =


the point of A nearest to v if A ⊂ Ji, for some i ∈ {1,2,3},
v, if v ∈ A and h(A) ∈ T ,
27d(h(A),T )ei, if v ∈ A and h(A) ∈ Ti .
Theorem 3. σ :C(T ) → T is an open selection.
Proof. It is easy to see that σ is a well defined map.
In order to see that σ is open, let U be an open set of C(T ) and A ∈ U . We need to
show that σ(A) is an interior point of σ(U), we may assume that U is connected. The case
v /∈ A is easy. So, suppose that v ∈ A. In the case that h(A) ∈ T , given i ∈ {1,2,3}, the
density of each Ti in T implies that there exists an element Ai ∈ U ∩ Ti , Then σ(Ai) ∈
σ(U)∩ Ji −{v}. Since σ(U) is connected, σ(U) contains a simple triod. Hence, σ(A) = v
is an interior point of σ(U). Finally, we consider the case h(A) ∈ Ti for some i ∈ {1,2,3}.
In this case σ(A) ∈ Ji − {v}. By the connectedness of U , in order to see that σ(A) is an
interior point of σ(U), we only need to show that there are points of σ(U), in Ji , closer
to v than σ(A), and when σ(A) = ei , there are points of σ(U), in Ji , farther to v than
σ(A). The first part is easy since, if q ∈ T is such that d(h(A), q) = d(h(A),T ), then
every point z, different from h(A), in the convex segment joining h(A) and q satisfies
d(z,T ) < d(h(A),T ). For the second part, notice that if h(A) = Pi , then σ(A) = ei and,
if h(A) = Pi , then we observed before d(h(A),T ) is not a local maximum of the map
d(z,T ), defined on Ti . Therefore, σ is open.
Now, we see that σ is a selection. In the cases that A ⊂ Ji for some i ∈ {1,2,3} or
v ∈ A and h(A) ∈ T , it is clear that σ(A) ∈ A. So, suppose that v ∈ A and h(A) ∈ Ti . Let
h(A) = (z1, z2, z3). By property (b), d(h(A),T ) 127zi . Thus σ(A) = 27d(h(A),T )ei is
in the subarc γ of Ji that joins v and ziei . By definition of h, zi = length(A ∩ Ji). Since
v ∈ A and A is connected, γ ⊂ A. Hence, σ(A) ∈ A. Therefore, σ is a selection. This
completes the proof of the theorem. 
Clearly, the ideas in Theorem 3 can be extended to simple n-ods for each n  3, thus
we have the following theorem.
Theorem 4. For any n ∈ N, n 3, the simple n-od admits an open selection.
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The dendrite Fω can also be defined as the only locally connected smooth fan which
is not a simple k-od. So Fω can be put as the union of countable many convex segments
J1, J2, . . . in the Euclidean plane such that each two of them intersect in a point v (called
the vertex of Fω), v is an end point of each Jn and Jn has length 12n for each n ∈ N.
In this section we prove that Fω admits open selections. The idea for doing this is very
similar to the idea used for proving that the k-ods admit open selections. We consider the
set Cv(Fω) = {A ∈ C(Fω): v ∈ A} and the sets of the form C(Jn). Since Fω = Cv(Fω) ∪
C(J1) ∪ C(J2) ∪ · · · , we start by defining an open selection σv :Cv(Fω) → Fω. Let I =
[0,1]. It is easy to show that the map h :Cv(Fω) → Iω (onto the Hilbert cube) given by
h(A) = (2(lenght(A ∩ J1)),22(lenght(A ∩ J2)), . . .) is a homeomorphism, so we need to
be able to define an open map s from the Hilbert cube onto Fω such that s ◦ h is an open
selection defined on Cv(Fω). In order to do this, we first construct a countable collection of
tunnels T1, T2, . . . in the Hilbert cube in such a way that the sets T1, T2, . . . are open in Iω,
pairwise disjoint and connected. Then we define D = Iω − (⋃{Tn: n ∈ N}) and the map
s : Iω → Fω by
s(p) =
{
the point in Jn whose distance to v is d(p, Iω −D), if p ∈ Tn,
v, if p ∈ D.
To prove that s is an open map and h ◦ s an open selection, we need to ask some extra
properties to the sets T1, T2, . . . . First we need that if p ∈ D, then v is an interior point of
s(U) for each open subset U of Iω containing p. So we need that each neighborhood of
p intersects each Tn, that is, D ⊂ clIω (Tn) for each n ∈ N. This is not the only condition
for the openness of s since an open subset of Fω containing v contains infinitely many
sets Jn, so, in U we need points q of Tn for which the value d(q, Iω − D) is maximum
among all the points of Tn (and this must happen for almost every n ∈ N). Of course, to
obtain that s is open in points of Tn, we need to ask that as far as we dig Tn, the tunnel
is narrower. In order that h ◦ s becomes an open selection, we need a property similar to
property (b) in Proposition 2, namely, for each p ∈ Tn, d(p,D) εnπn(p), where πn is the
n-projection from Iω onto I and εn is a positive constant. To obtain all these properties, the
sets T1, T2, . . . need to be constructed very carefully. In Lemma 5 we construct open sets I k
which represent the successive steps for digging Tn. All the properties (a)–(p) in Lemma 5
are useful either to continue the process or to obtain that s ◦ h is an open selection.
The letter N denotes the set of positive integers. For each p ∈ Rk and for each n  k,
let πn(p) denote the n-coordinate of p. The symbol Iω denotes the Hilbert cube with the
metric
d
(
(p1,p2, . . .), (q1, q2, . . .)
)= max
{
1
n
|pn − qn|: n ∈ N
}
.
When A is a subset of Rk , int(A), bd(A) and cl(A) denote the respective interior and
closure of A in Rk .
A nice open subset of I k , is a set U ⊂ I k such that U = intI k (cl(U )), also cl(U) and
I k −U are polyhedra and k-cells.
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dk
(
(p1, . . . , pk), (q1, . . . , qk)
)= max
{
1
n
|pn − qn|: n ∈ {1, . . . , k}
}
.
Since the metric dk+1 for I k+1 is a natural extension of the metric dk for I k , we will
use only the letter d (instead of dk).
For each positive number δ, each point p ∈ Rk and each subset A of Rk , B(δ,p) denotes
the δ-ball around p, N(δ,A) =⋃{B(δ,p): p ∈ A} and d(p,A) = min{d(p,a): a ∈ A}.
Notice that, if p = (p1, . . . , pk), then B(δ,p) = [p1 − δ,p1 + δ] × [p2 − 2δ,p2 + 2δ] ×
· · · × [pk − kδ,pk + kδ].
An straight arc in Rk , is a polygonal arc such that each of its edges is parallel to one of
the canonical axis of Rk .
Given a positive number δ and subsets α, D ⊂ Rk , we say that α is δ-dense in D if for
every p ∈ D, B(δ,p)∩ α = ∅.
Lemma 5. There exist three families K = {εk ∈ (0, 12(k+1) ): k ∈ N}, L = {T (n, k) ⊂
I k: 1  n  k, k ∈ N} and M = {C(n, k) ⊂ I k: 1  n  k, k ∈ N}. Such that for every
1 n k the following conditions hold:
(a) T (n, k) is a nice open subset of I k ,
(b) C(n, k) is a nonempty compact subset of T (n, k), C(n, k)× I = C(n, k + 1),
(c) T (n, k − 1)× I ⊂ T (n, k) and T (n, k)− (T (n, k − 1)× I ) ⊂ int(I k) (if n k − 1),
(d) cl(T (n, k))∩ cl(T (m,k)) = ∅, for every m k, with m = n,
(e) the set Dk = I k −⋃{T (m,k): 1m k} is homeomorphic to I k ,
(f) for every p ∈ C(n, k), πn(p) = 1 and d(p,Dk) = εn,
(g) for every p ∈ T (n, k)−C(n, k), d(p,Dk) < εn,
(h) for every p ∈ bdI k (T (n, k)), (p,1) ∈ Dk+1,
(i) T (n, k) is 1
k
-dense in Dk ,
(j) if p ∈ Dk and πk(p) = 1, then B( 1k ,p)∩C(k, k) = ∅,(k) for every p ∈ T (n, k)−C(n, k) and for every δ > 0, there exists s ∈ B(δ,p) such that
d(p,Dk) < d(s,Dk),
(l) for every p ∈ T (n, k), d(p,Dk) εnπn(p),
(m) if p ∈ T (n, k), l  k + 1, t ∈ I , z ∈ I l−k and π1(z) = t , then d((p, z),Dl) =
d((p, t),Dk+1),
(n) the polyhedron cl(T (n, k)) has a face G which is parallel to one of the faces of I k , G ⊂
int(I k) and in the case that n k− 1, G has the additional property G∩ (cl(T (n, k−
1))× I ) = ∅,
(o) T (1,1) = ( 34 ,1] and for k  2, T (k, k)∩ (
∏k−1
n=1{0}n × [0,1]) = ∅,
(p) if a ∈ T (1,1), then d(a,D1) = d((a,0),D2).
Proof. We prove this lemma by induction on k.
For k = 1, we only need to define T (1,1), C(1,1) and ε1. Let T (1,1) = ( 34 ,1],
C(1,1) = {1} and ε1 = 14 . Clearly, conditions (a), (b), (d)–(g), (i)–(k) and (n)–(p) are sat-
isfied, conditions (c), (h) and (m) do not apply in this case. In order to prove (l), take
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and this condition holds since p  1.
Now suppose that numbers ε1, . . . , εk and sets T (n, i), C(n, i) for every 1 n i  k
have been defined in such a way that conditions (a)–(p) are satisfied. We are going to define
εk+1 and sets T (n, k + 1), C(n, k + 1) for every 1 n k + 1. Notice that condition (p)
only need to be proved for the particular case k + 1 = 2.
Given n  k, by condition (n), there exists a face Gn of the polyhedron cl(T (n, k))
which is parallel to one of the faces of I k , Gn ⊂ int(I k), and in the case that n k−1, Gn∩
(cl(T (n, k − 1))× I ) = ∅. Choose a point pn in the face Gn of the polyhedron cl(T (n, k))
such that pn does not belong to any other of the faces of cl(T (n, k)). Then the point qn =
(pn,
1
2 ) ∈ I k+1 belongs to the face Hn = Gn × I of the polyhedron cl(T (n, k))× I and
does not belong to any other of the faces of cl(T (n, k))× I .
By conditions (a) and (e), the set Dk is a polyhedron homeomorphic to I k , then it is
possible to construct a straight arc α ⊂ int(Dk) such that α is 1k+1 -dense in Dk . Define
C(k + 1, k + 1) = α × {1} ⊂ I k+1.
Choose 0 < εk+1 < 12(k+1) such that εk+1 is less than
1
3 of the minimum of the lengths
of the edges of α, also less than the minimal distance between tow edges of α and satisfies
that N(2εk+1, α) ⊂ int(Dk). Notice that the set U = I k+1 ∩N(εk+1, α×{1}) is a nice open
subset of I k+1 and (Dk × I ) − U is a (k + 1)-cell. Also, for each p ∈ C(k + 1, k + 1),
d(p, I k+1 − U) = εk+1 and for each p ∈ U − C(k + 1, k + 1) and for each δ > 0, there
exists s ∈ U ∩B(δ,p) such that d(p, I k+1 −U) < d(s, I k+1 −U) < εk+1.
Choose a face Hk+1 of the polyhedron cl(U) which is parallel to the face I k × {1} of
I k+1 and choose a point qk+1 ∈ Hk+1 such that qk+1 does not belong to any other face of
cl(U).
Notice that, for each n ∈ {1, . . . , k + 1}, the polyhedron Hn is the only face of the
polyhedron (Dk × I )−U which contains the point qn.
Since (Dk × I )−U is an (k + 1)-cell, it is possible to construct k + 1 pairwise disjoint
straight arcs α1, . . . , αk+1 such that, for each n ∈ {1, . . . , k + 1}, αn is 1k+1 -dense in (Dk ×
I ) − U , qn is an end point of αn, αn − {qn} ⊂ int((Dk × I ) − U) ⊂ int(I k+1). Since
qn ∈ int(I k+1), αn ⊂ int(I k+1). Since the face Hn of the polyhedron (Dk × I ) − U is
parallel to one of the faces of I k+1, we may ask that the edge βn of αn that contains qn is
orthogonal to Hn.
For each n ∈ {1, . . . , k + 1}, we choose a positive number δn < εn4 with the following
properties:
(1) if n k, the only face of cl(T (n, k)× I ) which is intersected by B(4δn, qn) is Hn,
(2) the only face of cl(U) which is intersected by B(4δk+1, qk+1) is Hk+1,
(3) the intersection of B(4δn, qn) with the hyperplane of Rk containing Hn is contained
in Hn,
(4) if n k, N(2δn,αn) ⊂ int((Dk × I )−U)∪ cl(T (n, k)× I ),
(5) N(2δk+1, αk+1) ⊂ int((Dk × I )−U)∪ cl(U),
(6) the only face of (Dk × I )−U which is intersected by B(5δn, qn) is Hn,
(7) if n k − 1, then B(2δn, qn)∩ cl(T (n, k − 1)× I ) = ∅,
(8) (k + 4)δn < min{εnπn(p): p ∈ αn} (remember that αn is a compact subset of
int(I k+1)),
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is βn,
(10) the sets N(4δ1, α1), . . . ,N(4δk+1, αk+1) are pairwise disjoint.
We are ready to continue digging the tunnels, we use the arcs αn as guides.
For each n ∈ {1, . . . , k + 1}, let rn be the end point of αn which is different from qn.
Consider a polyhedra Mn that is a (k + 1)-cell with the following properties:
(11) αn ⊂ Mn ⊂ N(δn,αn),
(12) as far as we advance from qn to rn, the tunnel Mn is narrower,
(13) αn − {rn, qn} ⊂ int(Mn),
(14) rn ∈ bd(Mn) and the face Jn of Mn containing rn is parallel to some face of I k+1 and
Jn ⊂ int((Dk × I )−U)∩ int(I k+1),
(15) Mn ∩ bd((Dk × I )−U) = cl(B(δn, qn))∩Hn,
(16) if n k, int(Mn ∪ (T (n, k)× I )) is a nice open subset of I k+1,
(17) int(Mk+1 ∪U) is a nice open subset of I k+1,
(18) cl(((Dk × I )−U)− (M1 ∪ · · · ∪Mk+1)) is a (k + 1)-cell.
Condition (12) for Mn (Mn is getting narrower) implies that:
(19) if n  k (respectively, n = k + 1), then the only point in which the function
d(p, I k+1 − int(Mn ∪ (T (n, k)× I )) (respectively, d(p, I k+1 − int(Mn ∪U)) defined
on Mn reaches a local maximum is qn,
By (9) the construction of Mn in B(4δn, qn) can be made using βn as guide, so we can
ask that if u ∈ Mn ∩ B(4δn, qn) and we walk a short distance toward Hn, the we obtain
points in the interior of Mn ∪ (T (n, k) × I ) (remember that βn is orthogonal to Hn). In
symbols, we can ask the following property.
(20) there exists η > 0 such that, if w ∈ (βn − {qn})∩B(η,qn) and u ∈ Mn ∩B(4δn, qn),
then u+ qn −w ∈ int(Mn ∪ (T (n, k)× I )).
A similar property can be asked for Mk+1.
(21) there exists η > 0 such that, if w ∈ (βk+1 − {qk+1}) ∩ B(η,qk+1) and u ∈ Mk+1 ∩
B(4δk+1, qk+1), then u+ qk+1 −w ∈ int(Mk+1 ∪U).
We are ready to define the sets T (n, k + 1) and C(n, k + 1) for each n ∈ {1, . . . , k + 1}.
For each n  k, let T (n, k + 1) = int((T (n, k) × I ) ∪ Mn) and C(n, k + 1) =
C(n, k) × I . Let T (k + 1, k + 1) = int(U ∪ Mk+1). Remember that we had already de-
fined C(k + 1, k + 1) = α × {1}.
We need to check that these sets satisfy conditions (a)–(p).
(a) is satisfied by conditions (16) and (17);
(b) and (c) are clear by definition and the fact that T (n, k + 1)− (T (n, k)× I ) ⊂ Mn.
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The number εk+1 was chosen in such a way that N(2εk+1, α) ⊂ int(Dk), so cl(U) ⊂
cl(N(εk+1, α ×{1}))∩ I k+1 ⊂ int(Dk)× I . Given n k, T (n, k)∩Dk = ∅. Then cl(U)∩
(cl(T (n, k)) × I ) = ∅. Therefore, the sets cl(U), cl(T (1, k)) × I, . . . , cl(T (k, k)) × I are
pairwise disjoint.
Since the sets N(4δ1, α1), . . . ,N(4δk+1, αk+1) are pairwise disjoint, property (11) im-
plies that the sets M1, . . . ,Mk+1 are pairwise disjoint.
Given n  k, by properties (4) and (11), Mn ∩ (cl(U) ∪ (cl(T (1, k)) × I ) ∪ · · · ∪
(cl(T (k, k)) × I ) ⊂ cl(T (n, k)) × I . And by properties (5) and (11), Mk+1 ∩ (cl(U) ∪
(cl(T (1, k)) × I ) ∪ · · · ∪ (cl(T (k, k)) × I ) ⊂ cl(U). Therefore, the sets cl(T (1, k +
1)), . . . , cl(T (k + 1, k + 1)) are pairwise disjoint.
Now, we prove (e). By definition Dk+1 = I k+1 −⋃{T (m,k + 1): 1  m  k + 1} =
I k+1 − [(int((T (1, k) × I ) ∪ M1) ∪ · · · ∪ int((T (k, k) × I ) ∪ Mk) ∪ int(U ∪ Mk+1)]. By
(18), we only need to show that
Dk+1 = cl
((
(Dk × I )−U
)− (M1 ∪ · · · ∪Mk+1)).
We prove this equality by checking both inclusions. Given a point (p, t) ∈ Dk+1,
with p ∈ I k and t ∈ I , if n  k, since T (n, k) × I ⊂ int((T (n, k) × I ) ∪ Mn, we ob-
tain that (p, t) /∈ T (n, k) × I . Similarly, (p, t) /∈ U . Thus (p, t) ∈ (Dk × I ) − U . If
(p, t) /∈ M1 ∪ · · · ∪ Mk+1, we are done. Suppose then that (p, t) ∈ Mn for some n ∈
{1, . . . , k + 1}. We analize the case that n  k, the other one is similar. Since Mn is
a polyhedron, Mn = cl(int(Mn)) ⊂ cl(int((T (n, k) × I ) ∪ Mn)) = cl(T (n, k + 1)). Let
W be an open neighborhood of (p, t) in Rk+1. By property (d), we may assume that
W ∩ cl(T (m,k + 1)) = ∅ for each m = n. Thus W ∩ (T (m,k) × I ) ∪ Mm) = ∅ for each
m = n with m  k and W ∩ (U ∪ Mk+1) = ∅. Since (p, t) /∈ int((T (n, k) × I ) ∪ Mn),
there exists a point (q, s) ∈ W − ((T (n, k) × I ) ∪ Mn), with q ∈ I k and s ∈ I . Hence
(q, s) ∈ ((Dk × I )−U)− (M1 ∪ · · · ∪Mk+1). Thus, (p, t) ∈ cl(((Dk × I )−U)− (M1 ∪
· · · ∪Mk+1)). We have proved that Dk+1 ⊂ cl(((Dk × I )−U)− (M1 ∪ · · · ∪Mk+1)).
The other inclusion follows from the fact that the sets(
T (1, k)× I)∪M1, . . . , (T (k, k)× I)∪Mk,U ∪Mk+1
do not intersect ((Dk × I ) − U) − (M1 ∪ · · · ∪ Mk+1). This completes the proof of the
equality and the proof of (e).
Before continuing proving properties (f)–(p), we need to show the following.
Claim 1. For each n ∈ {1, . . . , k + 1}, Hn −B(δn, qn) ⊂ Dk+1.
In order to prove Claim 1, suppose that n k, the case n = k + 1 is similar.
By property (3), Hn − B(δn, qn) ⊂ cl(Hn − cl(B(δn, qn))). Notice that Hn − cl(B(δn,
qn)) = (Gn × I ) − cl(B(δn, qn)) ⊂ bd(T (n, k) × I ) − cl(B(δn, qn)) ⊂ cl(T (n, k + 1)) −
cl(B(δn, qn)). Given a point z ∈ Hn−cl(B(δn, qn)). By (d), z /∈ T (m,k+1) for any m = n.
If z ∈ T (n, k + 1) ⊂ (T (n, k) × I ) ∪ Mn, since Hn ∩ (T (n, k) × I ) = ∅, z ∈ Mn. By (15),
z ∈ cl(B(δn, qn)) ∩ Hn, which is a contradiction. Thus z /∈ T (n, k + 1). We have proved
that z ∈ Dk+1. Therefore, Hn −B(δn, qn) ⊂ cl(Hn − cl(B(δn, qn))) ⊂ Dk+1. The claim is
proved.
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d(p,Dk) < d((p, t),Dk+1), then d((p, t), qn) δn.
In order to prove Claim 2, first observe that d(p,Dk) = d((p, s),Dk × I ) for each
s ∈ I . The equality proved on (e) for Dk+1, implies that Dk+1 ⊂ Dk × I . Thus d(p,Dk)
d((p, s),Dk+1) for each s ∈ I .
Now, suppose there exist p ∈ T (n, k) and t ∈ I such that
d(p,Dk) < d
(
(p, t),Dk+1
)
.
Let (q, r) ∈ Dk × I be such that d((p, t), (q, r)) = d((p, t),Dk × I ). Notice that
(q, r) ∈ bd(Dk × I ) ⊂ ⋃{cl(T (m,k) × I : 1  m  k}. Since the sets cl(T (1, k) ×
I ), . . . , cl(T (k, k) × I ) are compact and pairwise disjoint, (q, r) cannot belong to
cl(T (m,k) × I ) for any m = n. Thus (q, r) ∈ cl(T (n, k) × I ) ⊂ cl(T (n, k + 1)). By (d),
(q, r) /∈ T (m,k + 1) for any m = n. By the paragraph above, (q, r) /∈ Dk+1. Therefore,
(q, r) ∈ T (n, k+1) ⊂ Mn∪ (T (n, k)×I ). Since (q, r) ∈ Dk ×I , we conclude that (q, r) ∈
Mn − (T (n, k) × I ). Thus (q, r) ∈ Mn ∩ bd(T (n, k) × I ) ⊂ Mn ∩ bd((Dk × I ) − U) =
cl(B(δn, qn))∩Hn (see (15)). Therefore, d((q, r), qn) δn and (q, r) ∈ Hn.
We know that Gn is parallel to one face of I k , then Gn is contained in some
set of the form I i−1 × {t0} × I k−i . Thus Hn ⊂ I i−1 × {t0} × I k−i+1. Suppose that
p = (p1, . . . , pk). The projection of (p, t) to the hyperplane containing Hn is the point
p0 = (p1, . . . , pi−1, t0,pi+1, . . . , pn, t). We consider two cases.
Case 1. p0 /∈ cl(B(δn, qn)).
Let γ be the segment in I k+1 joining p0 and (q, r). Note that γ ⊂ I i−1 × {t0} ×
I k−i+1. It is easy to check that, for each element s ∈ γ , d((p, t),p0)  d((p, t), s) 
d((p, t), (q, r)). Since p0 /∈ cl(B(δn, qn)) and (q, r) ∈ cl(B(δn, qn)), there exists a point s
in
γ ∩ bd(B(δn, qn))⊂ (I i−1 × {t0} × I k−i+1)∩ bd(B(δn, qn))⊂ Hn −B(δn, qn)
(see (3)). By Claim 1, s ∈ Dk+1. Therefore, d((p, t),Dk+1)  d((p, t), s)  d((p, t),
(q, r)) = d((p, t),Dk × I ) < d((p, t),Dk+1). This contradiction proves that this case is
impossible.
Case 2. p0 ∈ cl(B(δn, qn)).
In this case, by (3), p0 ∈ Hn = Gn × I ⊂ Dk × I . Thus d((p, t),p0) d((p, t), (q, r)).
Since (q, r) ∈ Hn ⊂ I i−1 × {t0} × I k−i+1, d((p, t),p0) = 1i |t0 − pi |  d((p, t), (q, r)).
Therefore, d((p, t),p0) = d((p, t), (q, r)) = 1i |t0 − pi |.
We are going to show that 1
i
|t0 −pi | δn. Suppose to the contrary that 1i |t0 −pi | > δn.
Define σ as the ray which starts at qn and contains p0, if p0 = qn, and σ is any ray which
starts at qn and it is contained in the hyperplane Ri−1 × {t0} × Rk−i+1, if p0 = qn. Then
there exists a point v = (v1, . . . , vk+1) ∈ σ ∩ bd(B(δn, qn)) and there exists s ∈ [0,1] such
that p0 = sv + (1 − s)qn. Thus, for each j = i, 1j |pj − vj |  δn < 1i |t0 − pi |. Hence,
d((p, t), v) = 1
i
|t0 − pi | = d((p, t), (q, r)). By (3), v ∈ Hn − B(δn, qn) ⊂ Dk+1 (see
Claim 1). Therefore, d((p, t),Dk+1)  d((p, t), v) = d((p, t), (q, r)) = d((p, t),Dk ×
I ) < d((p, t),Dk+1). This contradiction proves that 1 |t0 − pi | δn.i
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as before, we can conclude that, for each j = i, 1
j
|pj −aj | δn. Since ai = t0, 1i |pi −ai |
δn. Therefore, d((p, t), qn) δn. And Claim 2 has been proved.
With a similar argument as the one given in Claim 2, the following can be proved.
Claim 3. If p ∈ U is such that d(p, I k+1 −U) < d(p,Dk+1), then d(p,qk+1) δk+1.
Now, we prove property (f).
Let n  k + 1 and p ∈ C(n, k + 1). We need to show that πn(p) = 1 and d(p,
Dk+1) = εn. We distinguish two cases.
Case 1. n k.
In this case, p ∈ C(n, k) × I . By hypothesis of induction, πn(p) = 1. Let p = (p0, t),
where p0 ∈ I k and t ∈ I . Since C(n, k) ⊂ T (n, k), p ∈ T (n, k) × I ⊂ T (n, k + 1). So
p0 ∈ T (n, k). Since πn(p) = 1, p /∈ int(I k+1). By (9), d(p,qn)  4δn. By Claim 2, we
conclude that d(p0,Dk) = d((p0, t),Dk+1). By hypothesis of induction d(p0,Dk) = εn.
This case is complete.
Case 2. n = k + 1.
By definition C(k+1, k+1) = α×{1}, thus πk+1(p) = 1. Hence p /∈ int(I k+1). By (9),
d(p,qn) 4δn. Since Dk+1 ⊂ I k+1 −U , d(p, I k+1 −U) d(p,Dk+1). By Claim 3, we
obtain d(p, I k+1 −U) = d(p,Dk+1). By the construction of U , we know that d(p, I k+1 −
U) = εk+1. This completes the proof of (f).
In order to show (g), take p ∈ T (n, k + 1) − C(n, k + 1). We need to show that
d(p,Dk+1) < εn. We consider two cases.
Case 1. n k.
If p ∈ Mn, by (19), d(p, I k+1 − T (n, k + 1))  d(qn, I k+1 − T (n, k + 1)). Property
(d) and the definition of Dk+1, imply that d(p, I k+1 − T (n, k + 1)) = d(p,Dk+1) and
d(qn, I
k+1 − T (n, k + 1)) = d(qn,Dk+1). Thus d(p,Dk+1)  d(qn,Dk+1). Fix a point
s ∈ bd(B(δn, qn)) ∩Hn. By Claim 1, s ∈ Dk+1. Hence d(qn,Dk+1) d(qn, s) = δn < εn.
Therefore, d(p,Dk+1) < εn.
Now suppose that p /∈ Mn. Since T (n, k + 1) ⊂ (T (n, k) × I ) ∪ Mn, we can write
p = (p0, t), where p0 ∈ T (n, k) − C(n, k) and t ∈ I . We know that d(p0,Dk) 
d((p0, t),Dk+1). If d(p0,Dk) = d((p0, t),Dk+1), by the induction hypothesis, d(p0,
Dk) < εn and we have finished. Thus we may assume that d(p0,Dk) < d((p0, t),Dk+1).
By Claim 2, d(p,qn)  δn. Taking s ∈ bd(B(δn, qn)) ∩ Hn, by Claim 1, s ∈ Dk+1 and
d(p,Dk+1) d(p, s) d(p,qn)+ d(qn, s) 2δn < εn. We have finished this case.
Case 2. n = k + 1.
It is easy to prove that d(p,Dk+1) = d(p, I k+1 − U), and by construction of U ,
d(p, I k+1 −U) < εk+1. Therefore, d(p,Dk+1) < εk+1.
In order to prove (h), take p ∈ bdI k (T (n, k)). We have to show that (p,1) ∈ Dk+1.
Since p ∈ bdI k (T (n, k)), (p,1) ∈ cl(T (n, k) × I ) ⊂ cl(T (n, k + 1)). By properties (9)
and (11), Mn ⊂ int(I k+1), so (p,1) /∈ Mn. If (p,1) ∈ T (n, k + 1) ⊂ Mn ∪ (T (n, k) × I ),
then (p,1) ∈ T (n, k)×I , and p ∈ T (n, k), which is impossible since T (n, k) is open in I k .
Therefore (p,1) ∈ cl(T (n, k + 1))− T (n, k + 1) ⊂ Dk+1.
Now, we prove (i). Let n  k + 1 and p ∈ Dk+1. We are going to prove that
B( 1 ,p)∩T (n, k+1) = ∅. By the equality for Dk+1 proved in (e), it is clear that Dk+1 ⊂k+1
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(Dk × I )−U . Thus B( 1k+1 ,p)∩ αn = ∅. By (13), αn −{rn, qn} ⊂ int(Mn) ⊂ T (n, k + 1),
thus B( 1
k+1 ,p)∩ T (n, k + 1) = ∅.
In order to prove (j), let p ∈ Dk+1 with πk+1(p) = 1, we have to show that B( 1k+1 ,p)∩
C(k + 1, k + 1) = ∅. By the equality proved in (e) for Dk+1, Dk+1 ⊂ Dk × I . Let p =
(p0,1), with p0 ∈ Dk .
The arc α was choosen in such a way that it is 1
k+1 -dense in Dk . Since p0 ∈ Dk , there ex-
ists a point q0 ∈ α such that d(p0, q0) < 1k+1 . Therefore, (q0,1) ∈ (α×{1})∩B( 1k+1 ,p) =
C(k + 1, k + 1)∩B( 1
k+1 ,p).
For proving (k), let n  k + 1, p ∈ T (n, k + 1) − C(n, k + 1) and δ > 0. We need to
show that there exists a point s ∈ B(δ,p) ∩ I k+1 such that d(p,Dk+1) < d(s,Dk+1). We
consider five cases.
Case 1. p ∈ Mn − {qn}.
Since d(p, I k+1 − int(Mn ∪ (T (n, k)× I )) = d(p, I k+1 − T (n, k + 1)) = d(p,Dk+1),
then property (19) guarantees the existence of s. Then we may assume that p /∈ Mn −{qn}.
Case 2. n k and p ∈ cl(B(δn, qn))∩ cl(T (n, k)× I ).
Taking a point in bd(B(δn, qn)) ∩ Hn ⊂ Dk+1 (by Claim 1), it can be shown that
d(p,Dk+1)  2δn. Let λ = d(p,Dk+1). Then B(λ,p) ⊂ T (n, k + 1) and cl(B(λ,p)) ⊂
cl(T (n, k)× I ) ∪Mn. Let η > 0 be as in (20). Let w ∈ βn − {qn} be such that d(w,qn) <
min{η, δ,λ, δn}. Let s = p + qn − w. Then d(s,p) < δ. Notice that, for each point z ∈
Rk+1, d(z, s) = d(z−(qn−w),p). This implies that cl(B(λ, s)) = cl(qn−w+B(λ,p)) =
qn −w + cl(B(λ,p)) ⊂ qn −w + (cl(T (n, k)× I )∪Mn).
We are going to show that cl(B(λ, s)) ⊂ int((T (n, k) × I ) ∪ Mn). Take a point
z ∈ cl(B(λ, s)) ⊂ qn − w + cl(B(λ,p)). Thus there exists a point u ∈ cl(B(λ,p)) ⊂
cl(T (n, k) × I ) ∪ Mn such that z = qn −w + u. In the case that u ∈ Mn. Since d(u,p)
λ  2δn, d(u, qn)  3δn, so property (20) guarantees that, z ∈ int((T (n, k) × I ) ∪ Mn).
In the case that u ∈ (cl(T (n, k) × I ) − Mn) ∩ cl(B(λ,p)), we have that d(u, qn)  3δn.
Therefore, u ∈ cl(T (n, k) × I ) ∩ B(4δn, q). Since βn is orthogonal to Hn and goes to the
outside part of the set cl(T (n, k) × I ), the vector qn − w points to the opposite direc-
tion. Thus u + qn − w is in T (n, k) × I (there is no possibility to arrive to other face
of cl(T (n, k) × I ) by property (1)). Thus z ∈ int((T (n, k) × I ) ∪ Mn) = T (n, k + 1).
We have shown that cl(B(λ, s)) ⊂ T (n, k + 1). Since T (n, k + 1) is open, d(s,Dk+1) =
d(s, I k+1 − T (n, k + 1)) > λ = d(p,Dk+1). This finishes the proof for this case.
Case 3. n = k + 1 and p ∈ cl(B(δn, qn))∩ cl(U).
This case is similar to case 2.
Case 4. n k and p ∈ (T (n, k)× I )− cl(B(δn, qn)).
Let p = (p0, t), with p0 ∈ T (n, k) and t ∈ I . Since p /∈ C(n, k + 1), p0 /∈ C(n, k).
Let δ0 > 0 be such that B(δ0,p) ∩ I k+1 ⊂ (T (n, k) × I ) − cl(B(δn, qn)) and δ0 < δ. By
the induction hypothesis there exists s ∈ B(δ0,p0) ∩ I k such that d(p0,Dk) < d(s,Dk).
Then (s, t) ∈ B(δ0,p) ∩ I k+1 ⊂ (T (n, k) × I ) − cl(B(δn, qn)). By Claim 2, d(p0,Dk) =
d(p,Dk+1) and d(s,Dk) = d((s, t),Dk+1). Thus d(p,Dk+1) < d((s, t),Dk+1). This case
is complete.
Case 5. n = k + 1 and p ∈ U − cl(B(δn, qn)).
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C(k + 1, k + 1), there exists s ∈ U ∩ B(δ0,p) such that d(p, I k+1 − U) < d(s, I k+1 −
U) < εk+1. So the proof for this case can be proved in similar way to case 4, using Claim 3.
This completes the proof of property (k).
Now we prove property (l). Take n k + 1 and p ∈ T (n, k + 1), we need to show that
d(p,Dk+1) εnπn(p). We consider three cases.
Case 1. p ∈ cl(B(δn, qn))∪Mn.
By property (11) and the fact that qn ∈ αn, there exists q ∈ αn such that d(p,q) δn.
This implies that 1
n
|πn(p) − πn(q)|  δn. Thus πn(q)  nδn + πn(p). By property (8),
(k+4)δn < εnπn(q). Then, (k+4)δn < εn(nδn +πn(p)). Thus 2δn < δn(nεn − (k+2))+
εnπn(p) < εnπn(p). Taking a point in bd(B(δn, qn)) ∩ Hn, by Claim 1, it follows that
d(qn,Dk+1) δn. If p ∈ cl(B(δn, qn)), d(p,Dk+1) 2δn. On the other hand, if p ∈ Mn,
property (19) implies that, d(p,Dk+1)  d(qn,Dk+1)  δn. In both cases d(p,Dk+1) 
2δn < εnπn(p).
Case 2. n k and p /∈ cl(B(δn, qn))∪Mn.
In this case p ∈ (T (n, k) × I ) − cl(B(δn, qn)), let p = (p0, t), where p0 ∈ T (n, k) and
t ∈ I . By Claim 2, d(p0,Dk) = d(p,Dk+1). By the induction hypothesis, d(p0,Dk) 
εnπn(p0) Since πn(p0) = πn(p), this case is finished.
Case 3. n = k + 1 and p /∈ cl(B(δk+1, qk+1))∪Mk+1.
In this case, p ∈ U − cl(B(δk+1, qk+1)). By Claim 3, d(p,Dk+1) = d(p, I k+1 − U).
Since U = I k+1 ∩ N(εk+1, α × {1}), U ⊂ I k × (1 − (k + 1)εk+1,1]. Let p = (p0, t),
where p0 ∈ I k and t = πk+1(p). Thus d(p, I k+1 − U)  d(p, (p0,1 − (k + 1)εk+1)) =
1
k+1 (t − 1 + (k+ 1)εk+1). Thus, to show that d(p,Dk+1) εnπn(p), it is enough to prove
that 1
k+1 (t −1+ (k+1)εk+1) tεk+1. Or equivalently, 0 (1− t)(1− (k+1)εk+1), since
this inequality holds, we have finished the analysis of this case and the proof of property (l).
Now we prove property (m). Take i  k, n i, p ∈ T (n, i), l  i+1, t ∈ I and z ∈ I l−i
with π1(z) = t . We need to show that d((p, z),Dl) = d((p, t),Di+1). If l  k, the equality
holds by the induction hypothesis. At this point, the equality does not make any sense for
l  k+2, since for those numbers l, Dl has not been defined. Thus we only need to analize
the case that l = k + 1. So, we need to show that d((p, z),Dk+1) = d((p, t),Di+1). In the
case that i = k, z = t and there is nothing to prove. So, we may assume that i < k.
Let z = (t, z2, . . . , zk+1−i ). By induction hypothesis, if i + 2 k, then
d
(
(p, t, z2),Di+2
)= d((p, t),Di+1).
Successive applications of the induction hypothesis imply that
d
(
(p, t, z2, . . . , zk−i ),Dk
)= d((p, t),Di+1).
Thus we only need to show that d((p, t, z2, . . . , zk−i ),Dk) = d((p, z),Dk+1). Let w =
(t, z2, . . . , zk−i ). Then z = (w, zk+1−i ).
From the equality shown in the proof of (e), for Dk+1, it follows that Dk+1 ⊂ Dk × I .
Thus d((p, z),Dk+1) d((p, z),Dk × I ). Notice that d((p, z),Dk × I ) = d((p,w),Dk).
Hence, d((p, z),Dk+1) d((p,w),Dk). Suppose, contrary to what we want to prove that
d((p, z),Dk+1) > d((p,w),Dk). Since p ∈ T (n, i), by property (c), (p,w) ∈ T (n, k),
so we can apply Claim 2 to obtain that d((p, z), qn)  δn. By property (7), (p, z) /∈
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plies that (p, z) ∈ T (n, i)×I k−i ⊂ T (n, k−1)×I . We have shown that d((p, z),Dk+1) =
d((p,w),Dk). Therefore, property (m) holds.
To prove property (n). Let n k + 1. By property (14), the face Jn of Mn is also a face
of the polyhedron cl(T (n, k + 1)) and Jn satisfies the required properties.
We prove property (o). We defined α and εk+1, in such a way that
N(2εk+1, α) ⊂ intDk.
Then U = I k+1 ∩N(εk+1, α ×{1}) satisfies that U ∩ (∏kn=1{0}n ×[0,1]) = ∅. By proper-
ties (9) and (11) Mk+1 ⊂ int(I k+1). Therefore T (k + 1, k + 1) = int(U ∪ Mk+1) satisfies
that T (k + 1, k + 1)∩ (∏kn=1{0}n × [0,1]) = ∅.
Finally, we prove property (p). As can be observed, this property involves only the sets
T (1,1), D1 and D2, so we only consider the particular case k + 1 = 2. By the choice of
δ2, B(4δ2, q2) does not intersect any face of I 2 (property (9)). Thus (a,0) /∈ B(4δ2, q2).
By Claim 2, d(a,D1) = d((a,0),D2).
This completes the proof of the lemma. 
Theorem 6. Let K, L and M be as in Lemma 5. For each n ∈ N, let Tn =⋃{T (n, k) ×
Iω ⊂ Iω: k  n} and Cn = ⋃{C(n, k) × Iω ⊂ Iω: k  n}. Let D = Iω − ⋃{Tn ⊂
Iω: n ∈ N}. Then, for each n ∈ N, the following properties are satisfied
(A) the sets T1, T2, . . . are pairwise disjoint open subsets of the Hilbert cube,
(B) for each p ∈ Tn, d(p,D) εnπn(p) and πn(p) > 0,
(C) D ⊂ clIω (Tn),
(D) for every p ∈ D and ε > 0, there exists m ∈ N such that, for each r  m, B(ε,p) ∩
Cr = ∅,
(E) the set of local maxima of the map f :Tn → (0, εn] given by f (p) = d(p,D) is Cn,
f does not have local minima and f (Cn) = {εn},
(F) let En = (∏jn−1{0})× [0,1] × (∏jn+1{0}). Then, E1 ∩D = [0, 34 ] × (∏j2{0}),
( 34 ,1] × (
∏
j2{0}) ⊂ T1 and for each n 2, En ⊂ D,
(G) if p ∈ E1 ∩ T1, then d(p,D) = d(π1(p),D1) = |π1(p)− 34 |.
Proof. We prove property (A). For each n ∈ N, T (n, k) is an open subset of I k . Then
T (n, k)× Iω is an open subset of Iω . Now, we prove that the sets Tn are pairwise disjoint.
Let m = n and k1, k2, k ∈ N, such that m  k1, n  k2 and k1, k2 < k. By property (c) of
Lemma 5, T (m,k1) × I k−k1 ⊂ T (m,k), and T (n, k2) × I k−k2 ⊂ T (n, k). By property (d)
of Lemma 5, cl(T (n, k))∩ cl(T (m,k)) = ∅. Thus T (m,k1)× I k−k1 and T (n, k2)× I k−k2
are disjoint. This implies that T (m,k1) × Iω and Tn = T (n, k2) × Iω are disjoint and (A)
is proved.
To continue proving this theorem we need the following claims:
Claim 1. For every k ∈ N, Dk+1 × Iω ⊂ Dk × Iω and D = limk→∞(Dk × Iω) =⋂∞
(Dk × Iω).k=1
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T (n, k)) × I . Hence Dk+1 ⊂ (⋂nk(I k − T (n, k))) × I = (I k −⋃nk T (n, k))) × I =
Dk × I . Thus Dk+1 ⊂ Dk × I . Therefore Dk+1 × Iω ⊂ Dk × Iω
By the inclusion proved in the above paragraph limk→∞(Dk × Iω) =⋂∞k=1(Dk × Iω).
To prove that D = limk→∞(Dk × Iω) take s ∈ D, notice that s /∈ T (n, k) × Iω
for any n  k. Hence (s1, . . . , sk) /∈ T (n, k) for any n  k. So (s1, . . . , sk) ∈ I k −⋃
nk T (n, k) = Dk . Therefore s ∈ Dk × Iω for every k ∈ N.
Now consider s ∈⋂∞k=1(Dk × Iω). Given any k ∈ N, s ∈ Dk × Iω. Thus (s1, . . . , sk) ∈
Dk = I k − ⋃nk T (n, k). Therefore (s1, . . . , sk) /∈ T (n, k) for any n  k, k ∈ N. This
implies that s /∈ T (n, k)× Iω for any n k. Therefore fixing an n, s /∈⋃{T (n, k)× Iω ⊂
Iω: k  n} = Tn. We conclude that s /∈ Tn for every n. So s ∈ D and the claim is proved.
Claim 2. If p ∈ Tn satisfies that p0 = (p1, . . . , pk) ∈ T (n, k), then d(p,D) = d((p0,
pk+1),Dk+1).
Let q ∈ D be such that d(p,q) = d(p,D). Since q ∈ D, q /∈ Tn. Hence q /∈ T (n, k +
1)× Iω. Therefore (q1, . . . , qk+1) /∈ T (n, k + 1).
Since (p1, . . . , pk) ∈ T (n, k), (p1, . . . , pk,pk+1) ∈ T (n, k)× I ⊂ T (n, k + 1).
By property (d) of Lemma 5
d
(
(p1, . . . , pk+1), I k+1 − T (n, k + 1)
)= d((p1, . . . , pk+1),Dk+1).
Therefore d((p1, . . . , pk+1),Dk+1)  d((p1, . . . , pk+1), (q1, . . . , qk+1))  d(p,q) =
d(p,D).
By property (m) of Lemma 5, for every m k+1, d((p0,pk+1),Dk+1) = d((p0,pk+1,
. . . , pm),Dm). Then we can choose an element zm ∈ Dm such that d((p0,pk+1),Dk+1) =
d((p0,pk+1, . . . , pm), zm). Let wm = (zm,pm+1,pm+2, . . .) ∈ Dm × Iω and let {wml }l∈N
be a subsequence of {wm}m∈N which converges to some element w ∈ Iω. By Claim 1.
w = liml→∞ wml ∈ liml→∞(Dml × Iω) = limm→∞(Dm × Iω) = D. This completes the
proof of Claim 2.
Now we prove property (B). Take p ∈ Tn. Then there exists k  n such that p ∈
T (n, k) × Iω. Thus (p1, . . . , pk) ∈ T (n, k). By Claim 2, d(p,D) = d((p1, . . . , pk+1),
Dk+1). Since (p1, . . . , pk+1) ∈ T (n, k)× I ⊂ T (n, k + 1) by property (l) of Lemma 5 we
know that d((p1, . . . , pk+1),Dk+1) εnπn(p). Therefore d(p,D) εnπn(p). Also since
D is closed and p /∈ D, we obtain that d(p,D) > 0. Therefore πn(p) > 0 and property (B)
is proved.
To prove property (C). Take p ∈ D, n ∈ N and ε > 0. By Claim 1 we know that
D = ⋂∞k=1(Dk × Iω). Let k ∈ N be such that k  n and 1k < ε. Since p ∈ Dk × Iω,
we have that (p1, . . . , pk) ∈ Dk . By property (i) of Lemma 5 B( 1k , (p1, . . . , pk)) ∩
T (n, k) = ∅. Take a point (q1, . . . , qk) ∈ T (n, k) such that d((p1, . . . , pk), (q1, . . . ,
qk)) <
1
k
. Then the point q = (q1, . . . , qk,pk+1,pk+2, . . .) ∈ T (n, k) × Iω ⊂ Tn and
d(p,q) = d((p1, . . . , pk), (q1, . . . , qk)) < 1k < ε. Therefore B(ε,p) ∩ Tn = ∅. This shows
that D ⊂ clIω (Tn) and finishes the proof of property (C).
For the proof of property (D). Take p ∈ D and ε > 0. Recall that D =⋂∞k=1(Dk × Iω).
Choose m ∈ N such that 1 < ε . Let r m+ 1 then, 1 < ε .m 3 3r 3
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T (r, r) = ∅. Choose a point (q1, . . . , qr ) ∈ B( 1r , (p1, . . . , pr)) ∩ T (r, r) and consider the
segment α that joins (p1, . . . , pr) and (q1, . . . , qr ) in I r . Since α∩T (r, r) = ∅ = α∩ (I r −
T (r, r)) there is a point (u1, . . . , ur ) ∈ α∩bdI r (T (r, r)). Thus d((p1, . . . , pr), (u1, . . . ,
ur )) <
1
r
.
Consider the point (u1, . . . , un,1) ∈ I r+1. By property (h) of Lemma 5
(u1, . . . , un,1) ∈ Dr+1
and by property ( j) of the same lemma B( 1
r+1 , (u1, . . . , un,1))∩C(r +1, r +1) = ∅. Take
a point (t1, . . . , tr+1) ∈ B( 1r+1 , (u1, . . . , ur ,1))∩C(r + 1, r + 1).
Observe that:
d
(
p, (t1, . . . , tr+1,pr+2,pr+3, . . .)
)
= d((p1, . . . , pr+1), (t1, . . . , tr+1))
 d
(
(p1, . . . , pr+1), (p1, . . . , pr ,1)
)+ d((p1, . . . , pr ,1), (u1, . . . , ur ,1))
+ d((u1, . . . , ur ,1), (t1, . . . , tr+1))
 1
r + 1 |1 − pr+1| +
1
r
+ 1
r + 1 < ε.
Thus (t1, . . . , tr+1,pr+2,pr+3, . . .) ∈ B(ε,p) ∩ (C(r + 1, r + 1) × Iω) ⊂ B(ε,p) ∩
Cr+1.
Therefore B(ε,p)∩Cr = ∅ for every r m+ 2 and property (D) is proved.
Now we prove property (E). Let f :Tn → [0,∞) given by f (p) = d(p,D). If p ∈ Tn
then, p ∈ Iω − D. Since D is closed on Iω, we have that f (p) > 0. The map f does
not have local minima since p ∈ Tn and q ∈ D are such that d(p,D) = d(p,q), then
f (r) < f (p) for every r in the segment joining p and q , r = p.
Given p ∈ Tn−Cn, there exists k ∈ N such that p ∈ T (n, k)×Iω and k  n. By Claim 2,
d(p,D) = d((p1, . . . , pk+1),Dk+1). Since p /∈ C(n, k + 1) × Iω, (p1, . . . , pk+1) /∈
C(n, k + 1). Hence (p1, . . . , pk+1) ∈ T (n, k) × I ⊂ T (n, k + 1) and (p1, . . . , pk+1) /∈
C(n, k + 1). Given δ > 0 such that B(δ, (p1, . . . , pk+1)) ⊂ T (n, k + 1). Applying
property (k) we obtain that there exists s ∈ B(δ, (p1, . . . , pk+1)) ∩ I k+1 such that
d((p1, . . . , pk+1),Dk+1) < d(s,Dk+1). Then s ∈ T (n, k + 1). Thus the point (s,pk+2,
pk+3, . . .) ∈ T (n, k + 1)× Iω ⊂ Tn. Also
d
(
(s,pk+2,pk+3, . . .),Dk+1 × Iω
)= d(s,Dk+1) > d((p1, . . . , pk+1),Dk+1).
Since D ⊂ Dk+1 × Iω ,
d
(
(s,pk+2,pk+3, . . .),D
)
 d
(
(s,pk+2,pk+3, . . .),Dk+1 × Iω
)
.
Therefore d((s,pk+2,pk+3, . . .),D) > d((p1, . . . , pk+1),Dk+1) = d(p,D). Recall
that d((s,pk+2,pk+3, . . .),p) = d(s, (p1, . . . , pk+1)) < δ. This shows that f does not
reach a local maximum at p.
Now take a point p ∈ Cn. There exists k  n such that p ∈ C(n, k)×Iω ⊂ T (n, k)×Iω.
Then, (p1, . . . , pk) ∈ C(n, k) ⊂ T (n, k). By Claim 2, d(p,D) = d((p1, . . . , pk+1),Dk+1).
Notice that (p1, . . . , pk+1) ∈ C(n, k) × I = C(n, k + 1). By property (f) of Lemma 5,
d((p1, . . . , pk+1),Dk+1) = εn. Therefore d(p,D) = εn.
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k ∈ N, such that k  n and p ∈ T (n, k) × Iω. By Claim 2, d(p,D) = d((p1, . . . , pk+1),
Dk+1). Since p /∈ Cn, p /∈ C(n, k + 1) × Iω . Therefore (p1, . . . , pk+1) /∈ C(n, k + 1). So
(p1, . . . , pk+1) ∈ T (n, k) × I ⊂ T (n, k + 1) and (p1, . . . , pk+1) /∈ C(n, k + 1). By prop-
erty (g) of Lemma 5,
d
(
(p1, . . . , pk+1),Dk+1
)
< εn.
Therefore d(p,D) < εn and property (E) is proved.
Before proving property (F), we prove the following claim.
Claim 3. For every n ∈ N, En ∩ Tn ⊂ T (n,n)× Iω.
Recall that En = (∏jn−1{0}) × [0,1] × (∏jn+1{0}). Let p = (p1,p2, . . .) ∈
En ∩ Tn. Then (p1, . . . , pn) = (0, . . . ,0,pn). Suppose, contrary to Claim 3 that (0, . . . ,0,
pn) /∈ T (n,n). Since p ∈ Tn there exists k > n such that (p1, . . . , pk) ∈ T (n, k), we
may assume that (p1, . . . , pk−1) /∈ T (n, k − 1). Since pk = 0, (p1, . . . , pk) ∈ T (n, k) −
int(I k−1). By property (c) of Lemma 5, (p1, . . . , pk) ∈ T (n, k− 1)× I . This contradiction
completes the proof of Claim 3.
In order to prove (F), take p ∈ En. Notice that for every m = n, πm(p) = 0. Thus
by property (B) p /∈ Tm for every m ∈ N − {n}. We have shown that for every n ∈ N,
En ⊂ Tn ∪D. We consider two cases.
Case 1. n = 1.
Let p ∈ E1 ∩ T1. By Claim 3, p1 ∈ T (1,1) = ( 34 ,1]. Thus T1 ∩ E1 = ( 34 ,1] ×
(
∏
j2{0}). Since E1 ⊂ T1 ∪ D and T1 ∩ D = ∅, property (B) implies that, E1 ∩ D =
[0, 34 ] × (
∏
j2{0}).
Case 2. n 2.
Take p = (p1,p2, . . .) ∈ En, then p ∈ Tn ∪ D. Suppose p ∈ En ∩ Tn. By Claim 3
(0,0, . . . ,0,pn) = (p1, . . . , pn) ∈ T (n,n). Although, by property (o) of Lemma 5, for
n  2, T (n,n) ∩ (∏n−1j=1{0} × [0,1]) = ∅. This contradiction implies that En ∩ Tn = ∅ .
Therefore En ⊂ D.
Finally, we prove property (G). Let p ∈ E1 ∩ T1. By Claim 3, π1(p) ∈ T (1,1). By
property (p) of Lemma 5 and Claim 2, |π1(p)− 34 | = d(π1(p),D1) = d((π1(p),0),D2) =
d(p,D). This completes the proof of the theorem. 
Now, we are ready to construct an open selection for dendrite Fω.
For each n ∈ N, let εn be as in Theorem 6, let en = (cos(πn ), sin(πn )) in the Euclidean
plane R2, and let Ln be the convex segment joining the origin (0,0) to the point εnen. Let
Fω =⋃{Ln: n ∈ N}.
Theorem 7. The dendrite Fω admits an open selection.
Proof. In order to define an open selection for C(Fω), first we define some particular
selections for the hyperspaces C(Ln).
Given n ∈ N, let hn : [0,1] → Ln be given by hn(t) = (tεn)en. Notice that hn defines a
homeomorphism from [0,1] onto Ln.
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[a, b] is a singleton. We consider the natural map, given by ϕ([a, b]) = (a, b), from
C([0,1]) onto the triangle T = {(a, b) ∈ R2: 0 a  b 1}. For each s ∈ [ 34 ,1], let Js be
the convex segment in R2 which joins the points (0, s) and (4s − 3,4s − 3). Notice that
Js ⊂ T and the family {Js : s ∈ [ 34 ,1]} is a continuous decomposition of T . For each point
(a, b) ∈ T , let S(a, b) be the only point in [ 34 ,1] such that (a, b) ∈ JS(a,b).
Define f :T → [0,1] by f ((a, b)) = 4S(a, b)− 3. Notice that f is an open continuous
function. Now, we prove that f has the property that, if (a, b) ∈ T , then a  f (a, b) b.
Let s = S(a, b). We may assume that a = 4s − 3. By definition, (a, b) is in the segment
joining the points (0, s) and (4s − 3,4s − 3). If 34 < s  1, then the slope of Js is given by
3s−3
4s−3  0. Hence,
b−(4s−3)
a−(4s−3)  0. This implies that either b−(4s−3) 0 and a−(4s−3) <
0 or b− (4s−3) 0 and a− (4s−3) > 0. The second case is impossible since a  b. And
the first one implies that a < 4s−3 b. Now, if s = 34 , then Js is a vertical segment joining
(0, 34 ) to (0,0). Since (a, b) ∈ Js , a = 0 = 4s − 3 b. The property has been proved.
The property proved in the last paragraph implies that the function from C([0,1]) in
[0,1] given by A → f (ϕ(A)) is an open selection.
Let σ1 :C(L1) → L1 be given by σ1(A) = h1(f (ϕ(h−11 (A)))). Clearly, σ1 is an open
selection.
Lets call v = (0,0). For each n  2, let σn :C(Ln) → Ln by σn(A) = the point of A
which is closest to v. Clearly, σn is an open selection.
Define Cv(Fω) = {A ∈ C(Fω): v ∈ A}. For any A ∈ Cv(Fω), A ∩ Ln = ∅ for every
n ∈ N. Let λ(A ∩ Ln) be the length of the arc A ∩ Ln. We define ψ :Cv(Fω) → Iω by
ψ(A) = (λ(A∩L1)
ε1
,
λ(A∩L2)
ε2
,
λ(A∩L3)
ε3
, . . .). It is easy to check that ψ is a homeomorphism.
Let {Tn: n ∈ N} and D be as in Theorem 6 Now, define σω :Cv(Fω) → Fω by,
σω(A) =
{
v, if ψ(A) ∈ D,
d(ψ(A),D)en, if ψ(A) ∈ Tn, for some n ∈ N.
We prove that σω :Cv(Fω) → Fω is an open selection.
Claim 1. σω is continuous.
By definition D = Iω −⋃{Tn ⊂ Iω: n ∈ N}. So D is closed in Iω. Since the open sets
T1, T2, . . . are pairwise disjoint, σω is continuous on each Tn. In order to see that σω is
continuous at an element A ∈ ψ−1(D), take a sequence {An}∞n=1 of elements in Cv(Fw)
such that limAn = A. Then limψ(An) = ψ(A). Thus limd(ψ(An),D) = 0. This implies
that limσω(An) = v = σω(A). Hence σω is continuous.
Claim 2. σω is open.
Let A ∈ Cv(Fω) and let U be an open subset of Cv(Fω) such that A ∈ U . We need to
show that σω(A) is an interior point of σω(U). Since ψ is a homeomorphism, ψ(U) is an
open subset of Iω containing ψ(A).
If ψ(A) ∈ Tn, for some n ∈ N, we may assume that ψ(U) is a connected subset of Tn.
Notice that σω(U) is a connected subset of Ln − {v}. By property (E) in Theorem 6, there
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exists E ∈ U such that d(ψ(A),D) < d(ψ(E),D). Thus, in this case σω(A) is an interior
point of σω(U). Now, in the case that ψ(A) ∈ Cn, σω(A) = d(ψ(A),D)en = εnen which
is the end point of Ln. Hence, in this case σω(A) is also an interior point of σω(U).
If ψ(A) ∈ D, then σω(A) = v, and we also assume that ψ(U) is connected. Thus U is
connected and σω(U) is a connected subset of Fω containing v. By property (C) in The-
orem 6, for each n ∈ N, there exists an element pn ∈ ψ(U) ∩ Tn. Let δn = d(pn,D) and
Kn be the subarc of Ln which joins v to δnen. Thus Kn is non degenerate and σω(A) =
v ∈⋃{Kn: n ∈ N} ⊂ σω(U). By property (D) in Theorem 6, there exists m ∈ N such that,
for each nm, ψ(U) ∩ Cn = ∅. Since Cn ⊂ Tn, for each nm, pn can be taken in such
a way that pn ∈ Cn. By property (E) in Theorem 6, d(pn,D) = εn. Thus εnen ∈ σω(U).
Hence Ln ⊂ σω(U). Thus, σω(A) = v ∈ (⋃{Kn: n < m}) ∪ (⋃{Ln: n  m}) ⊂ σω(U).
Therefore, σw(A) is an interior point of σω(U).
We have shown that σw is open.
Claim 3. σω(A) ∈ A for each A ∈ Cv(Fω).
In the case that ψ(A) ∈ D, by definition of σω and Cv(Fω), σω(A) = v ∈ A. So we may
assume that ψ(A) ∈ Tn for some n ∈ N. By property (B) in Theorem 6 , d(ψ(A),D) 
εnπn(ψ(A)). Recall that πn(ψ(A)) = λ(A∩Ln)εn . Then d(ψ(A),D)  λ(A ∩ Ln). Thus
σω(A) = d(ψ(A),D)en ∈ A∩Ln ⊂ A.
By Claims 1–3, σω is an open selection.
Now we are ready to define an open selection σ :C(Fω) → Fω.
σ(A) =
{
σm(A), if A ∈ C(Lm),
σω(A), if A ∈ Cv(Fω).
Claim 4. σ is a well defined continuous function.
Let A ∈ C(Lm) ∩Cv(Fω). Then A is an arc contained in Lm, and one of its end points
is v.
By definition of ψ , πm(ψ(A)) = λ(A∩Lm)εm and πk(ψ(A)) = 0 for all k = m. We consider
two cases.
Case 1. A ⊂ L1.
Then ψ(A) = ( λ(A∩L1)
ε1
,0,0, . . .).
First suppose that λ(A∩L1)
ε1
 34 . By (F) of Theorem 6, ψ(A) ∈ D. Then σω(A) = v.
On the other hand λ(A∩L1)
ε1
 34 implies λ(A ∩ L1)  34ε1. Thus h−11 (A) is an interval
of the form [0, b] with b 34 . Also ϕ([0, b]) = (0, b). Recall that, S(a, b) is the only point
in [ 34 ,1] such that (a, b) ∈ JS(a,b). Then S((0, b)) = 34 . Thus f ((0, b)) = 4S(0, b)− 3 = 0.
Hence σ1(A) = h1(f (ϕ(h−11 (A)))) = h1(0) = 0e1 = v.
This proves that, if A ⊂ L1 ∩Cv(Fω) and λ(A∩L1)ε1  34 , then σ is well defined at A.
Now suppose that λ(A∩L1)
ε1
> 34 . By property (F) of Theorem 6, ψ(A) ∈ T1 ∩E1. Then
σω(A) = d(ψ(A),D)e1. By property (G) of Theorem 6, d(ψ(A),D) = d(π1(ψ(A)),
D1) = |λ(A∩L1) − 3 |. Thus σω(A) = |λ(A∩L1) − 3 |e1.ε1 4 ε1 4
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ε1
> 34 implies λ(A ∩ L1) > 34ε1. Thus h−11 (A) is an interval
of the form [0, b] with b = λ(A∩L1)
ε1
> 34 . Also ϕ([0, b]) = (0, b). Since S(a, b) is the only
point in [ 34 ,1] such that (a, b) ∈ JS(a,b), S((0, b)) = b. Thus f ((0, b)) = 4b − 3. Hence
σ1(A) = h1(f (ϕ(h−11 (A)))) = h1(4( λ(A∩L1)ε1 ) − 3) = (4(
λ(A∩L1)
ε1
) − 3)ε1e1. In Lemma 5,
we defined ε1 = 14 . Therefore (4( λ(A∩L1)ε1 )− 3)ε1e1 = |
λ(A∩L1)
ε1
− 34 |e1. This proves that if
A ⊂ L1 ∩Cv(Fω) and λ(A∩L1)ε1 > 34 , then σ is well defined at A. This finishes the proof of
case 1.
Case 2. A ⊂ Lm, for some m 2.
In this case ψ(A) = (0, . . . ,0,pm,0,0,0, . . .), where pm = λ(A∩Lm)εm . By property (F)
of Theorem 6, ψ(A) ∈ D. Therefore σω(A) = v.
On the other hand, A is an arc contained in Lm and one of its end points is v. Therefore
σm(A) = v.
This proves that, if A ⊂ Lm ∩Cv(Fω) and m 2, then σ is well defined at A.
From cases 1 and 2 it follows that σ is a well defined map and Claim 4 is proved.
Claim 5. σ is open.
Let U be an open subset of C(Fω) and A ∈ U . We need to prove that σ(A) is in the
interior of σ(U).
We consider two cases.
Case 1. A ∈ Cv(Fω).
Let V = U ∩Cv(Fω). Then A ∈ V and V is open in Cv(Fω). Notice that σ(A) = σω(A)
and σ(V) = σω(V). By Claim 2, σω is open. Then σ(A) = σω(A) ∈ intFω(σω(V)) ⊂
intFω(σ (U)), and case 1 is proved.
Case 2. A /∈ Cv(Fω).
In this case there exists m ∈ N such that A ⊂ Lm − {v}. Thus we may assume that
U is an open set of C(Fω) such that all its elements are contained in the arc Lm − {v}.
Hence, σ(A) = σm(A) and σ(U) = σm(U). We know that σm is an open selection on Lm.
Then σm(U) is open on Lm and it is contained in Lm − {v}. Thus, σm(U) is open in Fω.
Therefore, σ(A) = σm(A) ∈ intFω(σ (U)). This proves case 2 and completes the proof of
the claim.
Claim 6. For every A ∈ C(Fω), σ(A) ∈ A.
Let A ∈ C(Fω). If A ∈ Cv(Fω), then σ(A) = σω(A) ∈ A (see Claim 3). On the other
hand if A /∈ Cv(Fω), then A ⊂ Lm for some m ∈ N. Thus σ(A) = σm(A) ∈ A, since σm is
an open selection for each m ∈ N. This finishes the proof of the claim.
Claims 4–6 show that σ :C(Fω) → Fω is an open selection and the theorem is
proved. 
Corollary 8. Let X be a locally connected smooth fan. Then X admits an open selection.
Proof. By [1] every smooth fan can be embedded in the Cantor Fan. It is easy to prove
that the only locally connected smooth fans are the interval, simple n-ods and dendrite Fω.
1234 V. Martínez-de-la-Vega / Topology and its Applications 153 (2006) 1214–1235Thus the corollary follows from Proposition 2, Theorems 3, 4 and 7 the corollary is
proved. 
3. Open selection on smooth fans
On Sections 1 and 2 we proved that locally connected fans admit open selections. In
this section we show that for non-locally connected smooth fans, this is impossible.
Definition 9. Let Y be a topological space. We say that Y is absolutely locally connected
at p if there is an open neighborhood U of p such that Y is locally connected at each point
of U .
Lemma 10. Let X be a continuum, let A,B ∈ C(X) and p ∈ X be such that X = A ∪ B ,
A ∩ B = {p} and A = {p} = B . Suppose that C ∈ C(X) i s such that C  A and C  B .
Then C(X) is absolutely locally connected at C.
Proof. Fix points s ∈ C − A and q ∈ C − B . Let ε > 0 be such that B(ε, s) ∩ A = ∅ and
B(ε, q) ∩ B = ∅. We are going to show that C(X) is locally connected at each element
D ∈ C(X) such that H(D,C) < ε. Let δ > 0 be such that δ < ε and B(δ,D) ⊂ B(ε,C)
(these balls are taken in C(X)). It is enough to show that B(δ,D) is connected. Let
E ∈ B(δ,D). Since E ∈ B(ε,C), there exists points x, y ∈ E such that d(x, s) < ε and
d(y, q) < ε. Then E  A and E  B . By the connectedness of E, p ∈ E. Thus E∩D = ∅.
Fix two order arcs α,β :C(X) → [0,1] (see [3, Theorem 14.6]) such that α(0) = E,
α(1) = E ∪ D, β(0) = D and β(1) = D ∪ E. It is easy to show that, for each t ∈ [0,1],
α(t), β(t) ∈ B(δ,D). Therefore, B(δ,D) is connected and C(X) is absolutely locally con-
nected at C. 
Lemma 11. Let X be a smooth fan with vertex v. Let A= {A ∈ C(X): v ∈ A and A− {v}
is not connected}. Then C(X) is absolutely locally connected at each element of A.
Proof. Using the results of [1], we may assume that X is contained in the cone over the
Cantor fan and v is the vertex of this cone. Given C ∈A, it is easy to check that Lemma 10
can be applied to obtain that C(X) is absolutely locally connected at C. 
Lemma 12. Let X be a non-locally connected smooth fan with vertex v. Then X is not
absolutely locally connected at v.
Proof. Let C be the cone over the Cantor set constructed by taking the usual Cantor set C
in the interval [0,1] × {0} ⊂ R2 and joining each point of C to the point ( 12 ,1). Using
the results of [1], we may assume that X ⊂ C and v = ( 12 ,1). For each p ∈ C, let Lp be
the convex segment joining p and v and let Kp = Lp ∩ X. Then C =⋃{Lp: p ∈ C} and
X =⋃{Kp: p ∈ C}.
If for each n ∈ N, the set {p ∈ C: length of Kp  1n } is finite, it can be shown that X is
locally connected, a contradiction. Therefore, there exists n ∈ N such that the set {p ∈ C:
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of Kpm  1n for each m ∈ N. We may assume that limpm = p for some p ∈ C. It is easy to
show that length of Kp  1n and X is not locally connected at the points q of Kp such that
‖v − q‖ 1
n
. Therefore X is not absolutely locally connected at v. 
Theorem 13. Let X be a non-locally connected smooth fan. Then X does not admit an
open selection.
Proof. Suppose to the contrary that there exists an open selection S :C(X) → X. Let v be
the vertex of X.
Claim 1. There exists m 3 and a simple m-od E in X such that S(E) = v.
To prove Claim 1, since X is not locally connected, X contains a simple 4-od G. Let
G = L1 ∪L2 ∪L3 ∪L4, where each Li is an arc and Li ∩Lj = {v}, if i = j . If S(G) = {v},
it is enough to put E = G. If S(G) = v, we may assume that S(G) ∈ L4 − {v}. Let K =
L1 ∪L2 ∪L3. Take an order arc α : [0,1] → C(X) such that α(0) = K and α(1) = G (see
[3, Theorem 14.6]).
Since S(α(1)) ∈ L4 − {v} and S(α(0)) ∈ L1 ∪L2 ∪L3, there exists t ∈ [0,1] such that
S(α(t)) = {v}. Let E = α(t). Clearly, E satisfies the required properties.
By Lemma 11, C(X) is absolutely locally connected at E. Thus, there exists an open
set U in C(X) such that E ∈ U ⊂ C(X) and C(X) is locally connected at each element of
U . Since S is an open selection, S(U) is open and X is locally connected at each element of
S(U). Hence, X is absolutely locally connected at v = S(E). This contradicts Lemma 12
Therefore X does not admit an open selection and the theorem is proved. 
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