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A SIMPLE PROOF OF CURVATURE ESTIMATE FOR
CONVEX SOLUTION OF k-HESSIAN EQUATION
JIANCHUN CHU
Abstract. Guan-Ren-Wang [12] established the curvature estimate of
convex hypersurface satisfying theWeingarten curvature equation σk(κ(X)) =
f(X, ν(X)). In this note, we give a simple proof of this result.
1. Introduction
Let M ⊂ Rn+1 be a closed hypersurface. We consider the following cur-
vature equation in a general form:
(1.1) σk(κ(X)) = f(X, ν(X)) for X ∈M,
where κ(X) and ν(X) are principal curvatures and unit outer normal vector
at X ∈M , and σk denotes the k-th elementary symmetric function
σk(κ) =
∑
i1<i2<···<ik
κi1κi2 · · · κik .
For 1 6 k 6 n, σk(κ) are the Weingarten curvatures of M . In particular,
σ1(κ), σ2(κ) and σn(κ) are the mean curvature, scalar curvature and Gauss
curvature, respectively.
The curvature equation (1.1) plays a significant role in geometry. Many
important geometric problem can be transformed into (1.1) with a special
form of f , including the Minkowski problem ([15, 16, 17, 6]), the problem of
prescribing general Weingarten curvature on outer normals by Alexandrov
([1, 9]), the problem of prescribing curvature measures in convex geometry
[2, 16, 11, 10]) and the prescribing curvature problem considered in [3, 22, 5].
The curvature equation (1.1) has been studied extensively. When k = 1,
equation (1.1) is quasi-linear, so the curvature estimate follows from the
classical theory of quasi-linear PDEs. When k = n, equation (1.1) is of
Monge-Ampe`re type. The desired estimate was established by Caffarelli-
Nirenberg-Spruck [4].
When 1 < k < n, if f is independent of ν, Caffarelli-Nirenberg-Spruck
[5] established the curvature estimate; if f depends only on ν, the curvature
estimate was proved by Guan-Guan [9]. In [13, 14], Ivochkina studied the
Dirichlet problem of equation (1.1) on domains in Rn and obtained the
curvature estimate under some additional assumptions on the dependence
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of f on ν. For the prescribing curvature measures problem, Guan-Lin-
Ma [11] and Guan-Li-Li [10] proved the curvature estimate for f(X, ν) =
〈X, ν〉f˜(X).
For general right-hand side f(X, ν), establishing the curvature estimate
for equation (1.1) is very important and interesting in both geometry and
PDEs. In [12], Guan-Ren-Wang solved the case k = 2 (in [21], Spruck-Xiao
gave a simplified proof). In [18, 19], Ren-Wang solved the cases k = n − 1
and k = n− 2. The other cases 2 < k < n− 2 are still open. For general k,
Guan-Ren-Wang [12] established the following curvature estimate for convex
hypersurface:
Theorem 1.1. [Guan-Ren-Wang, [12, Theorem 1.1]] Let M be a closed
convex hypersurface satisfying curvature equation (1.1) for some positive
function f ∈ C2(Γ), where Γ is an open neighborhood of the unit normal
bundle of M in Rn+1 × Sn. There exists a constant C depending only n, k,
‖M‖C1 , inf f and ‖f‖C2 such that
max
X∈M, i=1,2,··· ,n
κi(X) 6 C.
In this note, we give a simple proof of Theorem 1.1. Compared to [12],
we take a different approach. To establish the curvature estimate, the main
difficulty is how to deal with the third order terms. We apply the maximum
principle to a quantity involving the largest principal curvature κ1, instead
of the symmetric function of κ. This gives us more “good” third order terms,
and so simplifies the argument.
2. Preliminaries
For any point X0 ∈M , let {ei}
n
i=1 be a local orthonormal frame near X0
such that
hij = δijκi, κ1 > κ2 > · · · > κn at X0.
We use the following notations:
σijk =
∂σk
∂hij
, σij,pqk =
∂2σk
∂hij∂hpq
.
Then at X0, we have (see e.g. [8, 20])
σijk = σk−1(κ|i)δij
and
σij,pqk =


σk−2(κ|ip) if i = j, p = q, i 6= p;
−σk−2(κ|ip) if i = q, p = j, i 6= p;
0 otherwise,
where σs(κ|i1 · · · ir) denotes s-th elementary symmetric function with κi1 =
κi2 = · · · = κir = 0.
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Here we list some well-known formulas:
Guass formula : Xij = −hijν,
Weingarten equation : νi = hijej ,
Codazzi formula : hijp = hipj ,
Guass equation : Rijpq = hiphjq − hiqhjp,
where Rijpq is the curvature tensor of M . We also have
(2.1) hpqij = hijpq + (hmqhpj − hmjhpq)hmi + (hmqhij − hmjhiq)hmp.
3. Simple proof of Theorem 1.1
In this section, we give a simple proof of Theorem 1.1.
Simple proof of Theorem 1.1. Since M is convex, after shifting the origin of
R
n+1, we assume thatM is star-shaped with respect to the new origin. Thus
the support function u(X) = 〈X, ν(X)〉 is always positive. By assumptions,
there exists a uniform constant C > 0 such that
1
C
6 u 6 C for X ∈M.
Let κ1 be the largest principal curvature. Since M is convex, to prove The-
orem 1.1, it suffices to prove κ1 is uniformly bounded from above. Without
loss of generality, we assume that the set Ω = {κ1 > 0} is not empty. On Ω,
we consider the following quantity
Q = log κ1 −Au,
where A > 1 is a constant to be determined later. Note that Q is continuous
on Ω, and goes to −∞ on ∂Ω. Hence Q achieves a maximum at a point X0
with κ1(X0) > 0. However, the function Q may be not smooth at X0 when
the eigenspace of κ1 has dimension strictly larger than 1, i.e., κ1 = κ2 at X0.
To deal with this case, we apply the standard perturbation argument. Let g
be the first fundamental form of M and D be the corresponding Levi-Civita
connection. We choose a local orthonormal frame {ei}
n
i=1 near X0 such that
Deiej = 0, hij = δijκi, κ1 > κ2 > · · · > κn at X0.
We now apply a perturbation argument. Near X0, we define a new tensor
B by
B(V1, V2) = g(V1, V2)− g(V1, e1)g(V2, e1),
for tangent vectors V1 and V2. Let Bij = B(ei, ej). It is clear that
Bij = δijBii, B11 = 0, Bii = 1 for i > 1.
We define the matrix by h˜ij = hij − Bij, and denote its eigenvalues by
κ˜1 > κ˜2 > · · · > κ˜n. It then follows that κ1 > κ˜1 near X0 and
κ˜i =
{
κ1 if i = 1,
κi − 1 if i > 1,
at X0.
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Thus κ˜1 > κ˜2 at X0, which implies that κ˜1 is smooth at X0. We consider
the perturbed quantity Q˜ defined by
Q˜ = log κ˜1 −Au,
which still achieves a local maximum at X0. From now on, all the calcula-
tions will be carried out at X0. For any 1 6 i 6 n, since κ˜1 = κ1 at X0, we
have
(3.1) 0 = Q˜i =
κ˜1,i
κ˜1
−Aui =
κ˜1,i
κ1
−Aui
and
(3.2) 0 > σiik Q˜ii = σ
ii
k (log κ˜1)ii −Aσ
ii
k uii.
In the following lemma, we estimate each term in (3.2) and obtain an
inequality.
Lemma 3.1. At X0, we have
0 > 2
∑
p>1
σ11,ppk h
2
11p
κ1
+ 2
∑
p>1
σ11k h
2
11p
κ1(κ1 − κ˜p)
−
σpp,qqk hpp1hqq1
κ1
+ 2
∑
p>1
σppk h
2
pp1
κ1(κ1 − κ˜p)
−
σppk h
2
11p
κ21
+
(
A
C
− C
)
σiik h
2
ii − CA.
Proof. First, let us recall the first and second derivatives of κ˜1 at X0 (see
e.g. [20]):
κ˜pq1 :=
∂κ˜1
∂h˜pq
= δ1pδ1q,
κ˜pq,rs1 :=
∂2κ˜1
∂h˜pq∂h˜rs
= (1− δ1p)
δ1qδ1rδps
κ˜1 − κ˜p
+ (1− δ1r)
δ1sδ1pδqr
κ˜1 − κ˜r
.
We compute
κ˜1,i = κ˜
pq
1 h˜pqi = h˜11i,
κ˜1,ii = κ˜
pq
1 h˜pqii + κ˜
pq,rs
1 h˜pqih˜rsi = h˜11ii + 2
∑
p>1
h˜21pi
κ1 − κ˜p
,
where we used κ˜1 = κ1 at X0. Using the definition of tensor B and
(Deiej)(X0) = 0, we see that
Bij,p = 0, B11,ii = 0 at X0.
Combining this with h˜ij = hij −Bij , we obtain
h˜ijp = hijp, h˜11ii = h11ii at X0.
It then follows that
(3.3) κ˜1,i = h11i, κ˜1,ii = h11ii + 2
∑
p>1
h21pi
κ1 − κ˜p
.
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For the term σiik (log κ˜1)ii in (3.2), using (3.3) and κ˜1 = κ1 at X0, we
compute
σiik (log κ˜1)ii =
σiik κ˜1,ii
κ˜1
−
σiik κ˜
2
1,i
κ˜21
=
σiik h11ii
κ1
+ 2
∑
p>1
σiik h
2
1pi
κ1(κ1 − κ˜p)
−
σiik h
2
11i
κ21
.
(3.4)
By (2.1), we have
σiik h11ii = σ
ii
k hii11 + σ
ii
k (h
2
i1 − hiih11)hii + σ
ii
k (h11hii − h
2
i1)h11
= σiik hii11 − σ
ii
k h
2
iih11 + σ
ii
k hiih
2
11
= σiik hii11 − σ
ii
k h
2
iih11 + kfh
2
11.
(3.5)
where we used
(3.6)
∑
i
σiik hii =
∑
i
κiσk−1(κ|i) = kσk(κ) = kf.
On the other hand, differentiating (1.1) twice, we obtain
σiik hii11 > −σ
ij,pq
k hij1hpq1 +
∑
p
hp11(dνf)(ep)−Ch
2
11 − C.
Combining this with (3.5),
σiik h11ii > −σ
ij,pq
k hij1hpq1 +
∑
p
hp11(dνf)(ep)− σ
ii
k h
2
iih11 − Ch
2
11 − C.
Substituting this into (3.4),
σiik (log κ˜1)ii > −
σij,pqk hij1hpq1
κ1
+ 2
∑
p>1
σiik h
2
1pi
κ1(κ1 − κ˜p)
−
σppk h
2
11p
κ21
+
1
κ1
∑
p
hp11(dνf)(ep)− σ
ii
k h
2
ii −Ch11 − C,
(3.7)
assuming without loss of generality that κ1 > 1.
By Guass formula, Weingarten equation and Codazzi formula, we see that
uii =
∑
p
hiip〈ep,X〉 − uh
2
ii + hii.
For the term −Aσiik uii in (3.2), we compute
−Aσiik uii = −A
∑
p
σiik hiip〈ep,X〉 +Auσ
ii
k h
2
ii −Aσ
ii
k hii
> −A
∑
p
σiik hiip〈ep,X〉 +
Aσiik h
2
ii
C
−Akf,
(3.8)
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where we used u > 1C and (3.6). Differentiating (1.1), we obtain
σiik hiip = hpp(dνf)(ep) + (dXf)(ep).
Substituting this into (3.8), we have
(3.9) −Aσiik uii > −A
∑
p
hpp(dνf)(ep)〈ep,X〉+
Aσiik h
2
ii
C
− CA.
Combining (3.2), (3.7) and (3.9), we obtain
0 > F iiQ˜ii
> −
σij,pqk hij1hpq1
κ1
+ 2
∑
p>1
σiik h
2
1pi
κ1(κ1 − κ˜p)
−
σppk h
2
11p
κ21
+
1
κ1
∑
p
hp11(dνf)(ep)−A
∑
p
hpp(dνf)(ep)〈ep,X〉
+
(
A
C
− 1
)
σiik h
2
ii − Ch11 − CA.
(3.10)
Using (3.1), (3.3) and up = hpp〈ep,X〉, for 1 6 p 6 n, we have
(3.11)
h11p
κ1
−Ahpp〈ep,X〉 = 0.
Combining this with Codazzi formula, it is clear that
(3.12)
1
κ1
∑
p
hp11(dνf)(ep)−A
∑
p
hpp(dνf)(ep)〈ep,X〉 = 0.
By [7, Lemma 3.1], we have
(3.13) κ1 = h11 6 Cσ
11
k h
2
11.
Substituting (3.12) and (3.13) into (3.10),
0 > −
σij,pqk hij1hpq1
κ1
+2
∑
p>1
σiik h
2
1pi
κ1(κ1 − κ˜p)
−
σppk h
2
11p
κ21
+
(
A
C
− C
)
σiik h
2
ii −CA.
Combining this with
−
σij,pqk hij1hpq1
κ1
+ 2
∑
p>1
σiik h
2
1pi
κ1(κ1 − κ˜p)
> −
σpp,qqk hpp1hqq1
κ1
+ 2
∑
p>1
σ11,ppk h
2
11p
κ1
+ 2
∑
p>1
σ11k h
2
1p1
κ1(κ1 − κ˜p)
+ 2
∑
p>1
σppk h
2
1pp
κ1(κ1 − κ˜p)
and Codazzi formula, we obtain Lemma 3.1. 
Lemma 3.2. At X0, we have∑
p>1
σppk h
2
11p
κ21
6 2
∑
p>1
σ11,ppk h
2
11p
κ1
+ 2
∑
p>1
σ11k h
2
11p
κ1(κ1 − κ˜p)
,
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assuming without loss of generality that κ1 > 1.
Proof. We define
I = {p ∈ {2, 3, · · · , n} | κi = κ1}.
For p ∈ I, we have σppk = σ
11
k and κ1 − κ˜p = 1. Thus,
(3.14)
∑
p∈I
σppk h
2
11p
κ21
=
1
κ1
∑
p∈I
σ11k h
2
11p
κ1
6
∑
p∈I
σ11k h
2
11p
κ1(κ1 − κ˜p)
.
For p /∈ I, since κ˜p = κp − 1 and κp > 0, then
κ1 − κ˜p = κ1 − κp + 1 6 κ1 + 1 6 2κ1,
which implies
(3.15)
∑
p/∈I
σ11k h
2
11p
κ21
6 2
∑
p/∈I
σ11k h
2
11p
κ1(κ1 − κ˜p)
.
On the other hand, using 0 < κp < κ1, we have
σppk − σ
11
k
κ21
6
σppk − σ
11
k
κ1(κ1 − κp)
=
σ11,ppk
κ1
.
It then follows that
(3.16)
∑
p/∈I
(σppk − σ
11
k )h
2
11p
κ21
6
∑
p/∈I
σ11,ppk h
2
11p
κ1
.
Combining (3.15) and (3.16), we obtain
(3.17)
∑
p/∈I
σppk h
2
11p
κ21
6 2
∑
p/∈I
σ11k h
2
11p
κ1(κ1 − κ˜p)
+
∑
p/∈I
σ11,ppk h
2
11p
κ1
.
Then Lemma 3.2 follows from (3.14) and (3.17). 
The rest of the proof is very similar to [12, Theorem 1.1]. For the reader’s
convenience, we give all the details here.
Lemma 3.3. For ε, δ ∈
(
0, 1
2
)
and 1 6 l 6 k − 1, there exists a uniform
constant δ′ depending on ε and δ such that if κl > δκ1 and κl+1 6 δ
′κ1, then
(1− 2ε)
σ11k h
2
111
κ21
6 −
σpp,qqk hpp1hqq1
κ1
+ 2
∑
p>1
σppk h
2
pp1
κ1(κ1 − κ˜p)
+ Cκ1,
for some uniform constant C.
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Proof. Using [12, (2.4)] (see also [10, Lemma 3.2]), we have
−
σpp,qqk hpp1hqq1
κ1
+
(∑
p σ
pp
k hpp1
)2
κ1σk
>
σk
κ1σ
2
l


(∑
p
σppl hpp1
)2
− σlσ
pp,qq
l hpp1hqq1


>
σk
κ1σ2l

∑
p
(
σppl hpp1
)2
+
∑
p 6=q
(σppl σ
qq
l − σlσ
pp,qq
l )hpp1hqq1

 .
Differentiating (1.1), we have
∑
p
σppk hpp1 = h11(dνf)(e1) + (dXf)(e1),
which implies
(∑
p σ
pp
k hpp1
)2
κ1σk
=
(
h11(dνf)(e1) + (dXf)(e1)
)2
κ1f
6 Cκ1,
assuming without loss of generality that κ1 > 1. Thus,
−
σpp,qqk hpp1hqq1
κ1
+ Cκ1
>
σk
κ1σ2l

∑
p
(
σppl hpp1
)2
+
∑
p 6=q
(σppl σ
qq
l − σlσ
pp,qq
l )hpp1hqq1

 .(3.18)
We claim
∑
p 6=q
(σppl σ
qq
l − σlσ
pp,qq
l )hpp1hqq1
> − ε
∑
p6l
(σppl hpp1)
2 −
C
ε
∑
p>l
(σppl hpp1)
2.
(3.19)
When l = 1, we have σpp,qq1 = 0. Then the claim (3.19) follows from the
Cauchy-Schwarz inequality. When l > 1, we split the left-handed side of
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(3.19) into three terms:∑
p 6=q
(σppl σ
qq
l − σlσ
pp,qq
l )hpp1hqq1
=
∑
p 6=q;p,q6l
(σppl σ
qq
l − σlσ
pp,qq
l )hpp1hqq1
+ 2
∑
p6l; q>l
(σppl σ
qq
l − σlσ
pp,qq
l )hpp1hqq1
+
∑
p 6=q;p,q>l
(σppl σ
qq
l − σlσ
pp,qq
l )hpp1hqq1
=: T1 + T2 + T3.
(3.20)
By direct calculation and Newton’s inequality, for p 6= q, we obtain (see [12,
(4.22)])
(3.21) σppl σ
qq
l − σlσ
pp,qq
l = σ
2
l−1(κ|pq)− σl(κ|pq)σl−2(κ|pq) > 0.
Thus, for the term T1 in (3.20), we have
T1 > −
∑
p 6=q; p,q6l
σ2l−1(κ|pq)|hpp1hqq1|.
For p 6= q and p, q 6 l, since κp, κq > κl > δκ1, κl+1 6 δ
′κ1 and κi > 0 for
all i, then
σl−1(κ|pq) 6
Cκ1 · · · κl+1
κpκq
6
Cκl+1
κq
·
κ1 · · · κl
κp
6
Cδ′σppl
δ
.
Similarly, we have
σl−1(κ|pq) 6
Cδ′σqql
δ
.
Choosing δ′ sufficiently small,
σ2l−1(κ|pq) 6
(
Cδ′
δ
)2
σppl σ
qq
l 6
εσppl σ
qq
l
2
.
It then follows that
(3.22) T1 > −
ε
2
∑
p 6=q; p,q6l
|σppl hpp1| · |σ
qq
l hqq1| > −
ε
2
∑
p6l
(σppl hpp1)
2.
For the terms T2 and T3 in (3.20), using (3.21) and the Cauchy-Schwarz
inequality,
T2 + T3 > − 2
∑
p6l; q>l
σppl σ
qq
l |hpp1hqq1| −
∑
p 6=q; p,q>l
σppl σ
qq
l |hpp1hqq1|
> −
ε
2
∑
p6l
(σppl hpp1)
2 −
C
ε
∑
p>l
(σppl hpp1)
2.
(3.23)
Substituting (3.22) and (3.23) into (3.20), we obtain the claim (3.19).
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Combining (3.18) and (3.19),
(1− ε)
σk(σ
11
l )
2h2111
κ1σ2l
6 (1− ε)
σk
κ1σ2l
∑
p6l
(
σppl hpp1
)2
6 −
σpp,qqk hpp1hqq1
κ1
+
Cσk
εκ1σ2l
∑
p>l
(σppl hpp1)
2 + Cκ1.
(3.24)
Since κi > 0 for all i and κl+1 6 δ
′κ1, we have
σk
κ1σ11k
=
κ1σ
11
k + σk(κ|1)
κ1σ11k
> 1
and
κ1σ
11
l
σl
= 1−
σl(κ|1)
σl
> 1−
Cκ2 · · · κl+1
κ1 · · · κl
= 1−
Cκl+1
κ1
> 1− Cδ′.
Thus, at the expense of decreasing δ′, we obtain
(1− ε)
σk(σ
11
l )
2h2111
κ1σ2l
= (1− ε)
σ11k
κ21
·
σk
κ1σ11k
·
(
κ1σ
11
l
σl
)2
h2111
> (1− ε)(1− Cδ′)2
σ11k h
2
111
κ21
> (1− 2ε)
σ11k h
2
111
κ21
.
(3.25)
On the other hand, using κl > δκ1 and κi > 0 for all i, for p > l, we have
σppl
σl
6
Cκ1 · · · κl−1
κ1 · · · κl
6
C
κl
6
C
δκ1
.
This implies
(3.26)
Cσk
εκ1σ2l
∑
p>l
(σppl hpp1)
2 =
C
ε
∑
p>l
(
σppl
σl
)2
·
σkh
2
pp1
κ1
6
C
εδ2
∑
p>l
σkh
2
pp1
κ31
.
Since κl+1 6 δ
′κ1 and κi > 0 for all i, then for l < p 6 k,
σk
κ1
6
δ′σk
κp
6
Cδ′κ1 · · · κk
κp
6 Cδ′σppk .
For p > k,
σk
κ1
6
δ′σk
κk
6 Cκ1 · · · κk−1 6 Cδ
′σppk .
So σkκ1 6 Cδ
′σppk for p > l. It then follows that
(3.27)
C
εδ2
∑
p>l
σkh
2
pp1
κ31
6
Cδ′
εδ2
∑
p>l
σppk h
2
pp1
κ21
.
Combining (3.26) and (3.27), and using κ1 − κ˜i 6 κ1 + 1 for i > 1, at the
expense of decreasing δ′, we see that
(3.28)
Cσk
εκ1σ
2
l
∑
p>l
(σppl hpp1)
2 6
∑
p>l
σppk h
2
pp1
κ21
6 2
∑
p>1
σppk h
2
pp1
κ1(κ1 − κ˜p)
,
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assuming without loss of generality that κ1 > 1. Substituting (3.25) and
(3.28) into (3.24), we obtain
(1− 2ε)
σ11k h
2
111
κ21
6 −
σpp,qqk hpp1hqq1
κ1
+ 2
∑
p>1
σppk h
2
pp1
κ1(κ1 − κ˜p)
+ Cκ1,
as required. 
Lemma 3.4. For δ ∈
(
0, 1
2
)
and 1 6 l 6 k − 1, there exists a uniform
constant δ′ and C depending on δ such that if κl > δκ1 and κl+1 6 δ
′κ1,
then κ1 6 C.
Proof. Combining Lemma 3.1, 3.2 and 3.3, we obtain
0 > −2ε
σ11k h
2
111
κ21
+
(
A
C
− C
)
σiik h
2
ii − Cκ1 − CA.
Using (3.11), we have
−2ε
σ11k h
2
111
κ21
= −2εA2σ11k h
2
11〈e1,X〉
2 > −CεA2σ11k h
2
11.
It then follows that
0 >
(
A
C
− C − CεA2
)
σiik h
2
ii − Cκ1 −CA.
Using (3.13), we have
0 >
(
A
C0
− C0 − C0εA
2
)
κ1 − C0A,
for some uniform constant C0. Choosing A = 2C
2
0 + C0 and ε =
1
A2 , we
obtain κ1 6 C, as required. 
We now complete the proof of Theorem 1.1. Set δ1 =
1
3
, By Lemma 3.4,
there exists δ2 such that if κ2 6 δ2κ1, then κ1 6 C. If κ2 > δ2κ1, using
Lemma 3.4 again, there exists δ3 such that if κ3 6 δ3κ1, then κ1 6 C.
Repeating the above argument, we obtain κ1 6 C or κk > δkκ1. In the
latter case, since κ1 > κ2 > · · · > κk > δkκ1 and κi > 0 for all i, then
δkkκ
k
1 < κ1 · · · κk 6 σk = f 6 C,
which implies κ1 6 C, as required. 
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