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Abstract
Most supervised learning models are trained for full automation. However, their predictions are sometimes worse
than those by human experts on some specific instances. Motivated by this empirical observation, our goal is to design
classifiers that are optimized to operate under different automation levels. More specifically, we focus on convex
margin-based classifiers and first show that the problem is NP-hard. Then, we further show that, for support vector
machines, the corresponding objective function can be expressed as the difference of two functions f = g − c, where
g is monotone, non-negative and γ-weakly submodular, and c is non-negative and modular. This representation allows
a recently introduced deterministic greedy algorithm, as well as a more efficient randomized variant of the algorithm,
to enjoy approximation guarantees at solving the problem. Experiments on synthetic and real-world data from several
applications in medical diagnosis illustrate our theoretical findings and demonstrate that, under human assistance,
supervised learning models trained to operate under different automation levels can outperform those trained for full
automation as well as humans operating alone.
1 Introduction
In recent years, machine learning models have matched, or even surpassed, the average performance of human experts
at tasks for which intelligence is required [17, 28, 39, 42]. As a consequence, there is a widespread discussion on
the possibility of letting machine learning models take high-stake decisions—the promise is that the timeliness and
quality of the decisions would greatly improve. For example, in medical diagnosis, patients would not need to wait for
months to be diagnosed by a specialist. In content moderation, online publishers could moderate toxic comments before
they trigger incivility in their platforms. In software development, developers would easily find bugs in large software
projects and would not need to spend long hours in code reviews.
Unfortunately, the decisions taken by machine learning models are still worse than those by human experts on
some instances, where they make far more errors than average [36]. Motivated by this observation, there has been
a paucity of work on developing machine learning models that are optimized to operate under different automation
levels [11, 32, 36, 45]—models that are optimized to take decisions for a given fraction of the instances and leave the
remaining ones to humans1. However, most of this work has developed heuristic algorithms that do not enjoy theoretical
guarantees. One of the only exceptions is the work by De et al. [11], which has reduced the problem of ridge regression
under different automation levels to the maximization of an α-submodular function [13]. In our work, rather than
(ridge) regression, we focus on classification under human assistance and show that, for support vector machines, the
problem can be solved using algorithms with theoretical guarantees.
More specifically, we first show that, for convex margin-based classifiers, the problem of classification under human
assistance is NP-hard. This is due to its combinatorial nature—for each potential meta-decision about which instances
the classifier will decide upon, there is an optimal set of parameters for the classifier, however, the meta-decision
is also something we seek to optimize. Then, for support vector machines, we derive an alternative representation
∗ Equal contributions.
1The works by Mozannar and Sontag [32] and by Wilder et al. [45] are contemporary to ours.
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of the objective function as a difference of two functions f = g − c, where g is monotone, non-negative, and γ-
weakly submodular [4, 10] and c is non-negative and modular. Moreover, we further show that, in our problem, the
submodularity ratio γ, which characterizes how close is the function g to being submodular, can be lower bounded.
These properties allow a recently introduced deterministic greedy algorithm [21] (Algorithm 1) as well as a more
efficient randomized variant of the algorithm to enjoy nontrivial approximation guarantees.
Finally, we experiment with synthetic and real-world data from several applications in medical diagnosis. Our
experiments on synthetic data reveal that, by outsourcing samples to humans during training, the resulting support
vector machine is able to reduce the number of training samples inside or on the wrong side of the margin, among those
samples it needs to decide upon. Our experiments on real data demonstrate that, under human assistance, support vector
machines trained to operate under different automation levels outperform those trained for full automation as well as
humans operating alone. To facilitate research in this area, we are releasing an open source implementation of our
method2.
Further related work. There is a rapidly increasing line of work devoted to designing classifiers that are able to defer
decisions [1, 8, 14, 15, 29, 37, 43, 48]. However, this line of work does not consider there is a human decision maker,
with a human error model, who takes a decision whenever the classifiers defer it and the classifiers are trained to predict
the labels of all samples in the training set, as in full automation.
Our work also relates to the area of active learning [6, 7, 19, 22, 25, 38, 41, 46], where the goal is to determine
which subset of training samples one should label so that a supervised machine learning model, trained on these
samples, generalizes well across the entire feature space during test. However, there is a fundamental difference between
our work and active learning. In our work, the trained model only needs to accurately predict samples which are
close to the samples assigned to the machine during training time. In contrast, in active learning, the trained model
needs to predict well any sample during test time. Finally, our work advances the state of the art on human-machine
collaboration [16, 18, 20, 23, 27, 30, 31, 33, 34, 35, 44, 47]. However, rather than considering a setting in which the
machine and the human interact with each other as most previous work, we develop algorithms that learn to distribute
decisions between humans and machines.
2 Problem Formulation
In this section, we formally introduce the problem of designing convex margin-based classifiers that are optimized
to operate under different automation levels. Then, we show that, for convex margin-based classifiers, the problem
is NP-hard. For simplicity, we will consider binary classification, however, our ideas can be extended to m-ary
classification.
In binary classification, one needs to find a mapping function f(x) between feature vectors x ∈ Rm, with x ∼ p(x),
and class labels y ∈ {−1, 1}, with y ∼ p(y |x). To this end, one utilizes a training set D = {(xi, yi)}i∈V to construct
a mapping that works well on an unseen test set. For margin-based classifiers, finding this mapping usually reduces to
building a decision boundary defined by a set of parameters θ that separates feature vectors in the training set according
to their class labels. One typically looks for the decision boundary that achieves the greatest classification accuracy in a
test set by minimizing a convex loss function `(hθ(x), y) over a training set, i.e., θ∗ = argminθ
∑
i∈V `(hθ(xi), yi),
where hθ(xi) denotes the signed distance from the feature vector x to the decision boundary. Then, given an unseen
feature vector x from the test set, the classifier predicts f(x) = 1 if hθ∗(xi) ≥ 0 and f(x) = −1 otherwise.
In binary classification under human assistance, for every feature vector x ∈ Rm, the mapping function f(x) can
resort to either a classifier or a human expert. For margin-based classifiers, finding the mapping then reduces to picking
the subset of training samples S ⊆ V that are outsourced to human experts, with |S| ≤ n, and building a decision
boundary that separates feature vectors in the subset of training samples Sc = V\S according to their class labels.
Using the same convex loss function `(hθ(x), y) as in the standard binary classification, our goal is then to solve the
following minimization problem:
minimize
S,θ
∑
i∈V\S
`(hθ(xi), yi) +
∑
i∈S
c(xi, yi) subject to |S| ≤ n, (1)
2https://github.com/Networks-Learning/classification-under-assistance
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where c(x, y) denotes the human error per sample, which we will define more precisely in the next section. Finally,
given the solution to the above minimization problem, we would still need to decide whether to outsource an unseen
feature vector x from the test set to a human expert even if x 6= xi for all i ∈ V . To this end, we would train an
additional model pi(d |x) to decide which samples to outsource to a human using the labeled set {(xi, di)}i∈V , where
xi are the feature vectors in the training set and di = +1 if i ∈ S∗ and di = −1 otherwise.
Given the optimal set S∗, we can find the optimal parameter θ∗ = θ∗(V\S∗) in polynomial time since, by
assumption, the loss `(hθ(xi), yi) is convex. Unfortunately, the following Theorem tells us that, in general, we cannot
expect to find both S∗ and θ∗ in polynomial time (proven in Appendix A):
Theorem 1 The problem of designing margin-based classifiers under human assistance defined in Eq. 1 is NP-Hard.
In the remainder of the paper, we focus on a well-known class of convex margin-based classifiers—support vector
machines—and show that perhaps surprisingly, a simple deterministic algorithm, as well as a more efficient randomized
variant of that, enjoy nontrivial approximation guarantees.
Remarks. As long as the additional model pi(d |x) does not make mistakes on the training set, i.e., pi(d = di |x) = 1
for all i ∈ V , one can readily conclude that the samples assigned to the classifier during training are as if they were
sampled from the feature distribution p(x)pi(d = −1 |x) induced by pi. As a direct consequence, if the model pi(d |x)
is smooth with respect to x, one can further conclude that the trained margin-based classifier will work well on the
unseen samples it needs to decide upon at test time, i.e., samples from p(x)pi(d = −1 |x), as shown in Figure 3.
3 Algorithms with ApproximationGuarantees for Support VectorMachines
In this section, we show that, for support vector machines (SVMs), the optimization problem defined in Eq. 1 can be
rewritten as a maximization of the difference of two functions g − c, where g is monotone, non-negative, and γ-weakly
submodular and c is non-negative modular. Moreover, we further show that the submodularity ratio γ can be lower
bounded and, as a consequence, a recently introduced deterministic greedy algorithm [21] as well as a more efficient
randomized variant of the algorithm enjoy approximation guarantees at solving the problem.
Monotonicity and weak submodularity. For (soft margin) SVMs, we can first rewrite the minimization problem
defined in Eq. 1 as follows3:
minimize
S,w,b
∑
i∈V\S
[
λ‖w‖2 + [1− yi(w>Φ(xi) + b)]+
]︸ ︷︷ ︸
`(hw,b(xi),yi)
+
∑
i∈S
[1− yih(xi)]+︸ ︷︷ ︸
c(xi,yi)
subject to |S| ≤ n,
(2)
where Φ(·) denotes a given feature transformation, h(·) ∈ [−H,H] is a (normalized) score provided by the human
experts, and H > 0 is a given constant. Here, note that we measure both the human error and the machine error using a
hinge loss, i.e., [a]+ = max(0, a).
For any given set S, let w∗(V\S) and b∗(V\S) be the parameters that minimize the objective function above, i.e.,
w∗(V\S), b∗(V\S) = argminw,b
∑
i∈V\S [λ‖w‖2 + (1− yi(w>Φ(xi) + b))+]. Moreover, note that these parameters
can be found in polynomial time since the first two parameters in the objective function are convex. Then, we can
rewrite the above minimization problem as a set function maximization problem:
maximize
S
g(S)︷ ︸︸ ︷
a(V)− |V\S|λ‖w∗(V\S)‖2 −
∑
i∈V\S
[1− yi(w∗(V\S)>Φ(xi) + b∗(V\S))]+−
∑
i∈S
[1− yih(xi)]+︸ ︷︷ ︸
c(S)
subject to |S| ≤ n, (3)
3In Appendix E, we also consider hard margin linear SVMs, which are relevant whenever the data is linearly separable.
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We first define di↵erent components for reinforcement learning with respect to graph modeling. In the
context of reinforcement learning, we define the actions and rewards as follows:
Actions. Actions are defined as,
A = {Gi ⇠ p✓(G|Zi)pprior(Zi)}, (11)
Here Gi is a sampled graph given a latent representation Zi. Note that, we define G as G := (V, E ,Y,F).
where (V, E ,Y,F) means the set of vertices, edges, edge features and node features.
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Figure 1: Convex hulls and reduced convex hulls. Panel (a) shows the convex hulls C± of a training set whose feature
vectors are separable. Panels (b) and (c) show the convex hulls C± and reduced convex hulls C±1/s of a training s t
whose feature vectors are non separable. In all panels, cyan and orange dots represent feature vectors xi ith yi = 1
and yi = −1, respectively.
where the constant a(V) = |V|λ‖w∗(V)‖2 +∑i∈V [1−yi(w∗(V)>Φ(xi)+b∗(V))]+ ensures that the function g(S) is
non-negative and the function c(S) is clearly non-negative and modular4. Moreover, we have the following proposition,
which shows that g(S) is a monotone function (proven in Appendix B):
Proposition 2 The set function g(S), defined in Eq. 3, is monotone, i.e., g(S ∪ {j})− g(S) ≥ 0 for all S ⊆ V and
j ∈ V .
If the feature vectors in the training set are not separable according to their class labels, there exist instances of the
problem in which the function g(S) has submodularity ratio γ = 05. However, we will now identify a general class of
feature distributions for which the function g(S) has a nonzero submodularity ratio and its value can be lower bounded.
This lower bound will allow to show that a r c ntly int oduc d deterministi greedy algorithm as well as a randomized
variant enjoy approximation guarantees at solving the problem. In the remainder, we first consider linear SVMs, i.e.,
Φ(x) = x, and then nonlinear SVMs.
Let V+ and V− be the set of training samples with positive a d negative labels, respectively, C+ and C− be their
corresponding convex hulls, i.e.,
C± =
{∑
i∈V±
µixi
∣∣∣ ∑
i∈V±
µi = 1, µi ≥ 0
}
,
and ∆ be the minimum distance between them, i.e., ∆ = minx+∈C+,x−∈C− ‖x+ − x−‖2. Then, note that, whenever
the feature vectors in the training set are not separable according to their class labels, the above convex hulls overlap and
thus ∆ = 0. However, there will always exist subsets of feature vectors within these convex hulls that do not overlap, as
shown in Figures 1(a,b). To characterize these subsets, we introduce the notion of reduced convex hulls [2]:
C±1/s =
{∑
i∈V±
µixi
∣∣∣ ∑
i∈V±
µi = 1, 0 ≤ µi ≤ 1
s
}
, (4)
where s ∈ N+, with s ≤ min{|V+|, |V−|} and, similarly as before, we denote the minimum distance between them as
∆1/s = minx+∈C+
1/s
,x−∈C−
1/s
‖x+ − x−‖.
Now, consider the sequence of reduced convex hulls {(C+1/s, C−1/s)}Vmins=1 , where Vmin = min{|V+|, |V−|}, illustrated
in Figure 1(c), and note that the corresponding minimum distances, by definition, satisfy that ∆1/s ≤ ∆1/s′ for all
s′ > s. Then, we can measure to what extent feature vectors with positive and negative labels overlap using the distance
∆∗ = min
s∈{1,...,Vmin}
{∆1/s |∆1/s > 0}, (5)
4A set function f(S) is modular iff it satisfies that f(S ∪ {j})− f(S) = f(T ∪ {j})− f(T ) for all S ⊆ T ⊆ V and j ∈ V .
5A set function f(S) is γ-weakly submodular iff it satisfies that∑j∈T \S [f(S ∪ {j})− f(S)] ≥ γ[f(S ∪ T )− f(S)] for all S, T ⊆ V and j ∈ V . The
largest γ ≤ 1 such that the inequality is true is called submodularity ratio.
4
Algorithm 1: Distorted greedy algorithm [21]
Input: Ground set V , functions g and c, parameters n and γ.
Initialize: S ← ∅
for i = 0, . . . , n− 1 do
k∗ ← argmaxk∈V\S
{
(1− γ
n
)n−(i+1) [g(S ∪ {k})− g(S)]− c({k})
}
if (1− γ
n
)n−(i+1) [g(S ∪ {k∗})− g(S)]− c({k∗}) > 0 then
S ← S ∪ {k∗}
end
end
Return S
where the higher the value of s∗ = argmins {∆1/s |∆1/s > 0}, the higher the overlap between feature vectors with
positive and negative labels. Moreover, if there are no elements in the sequence with positive distance, we set ∆∗ = 0
and s∗ = 0.
Given the above, we are now ready to present and prove one of our key results, which characterizes the submodularity
ratio of the function g(S) in terms of the amount of overlap between feature vectors with positive and negative labels,
as measured by the distance ∆∗ (proven in Appendix C):
Theorem 3 Let Φ(x) = x, ρ∗ = Vmin/|V|, σ∗ = s∗/|V| and η =
(
2
√
λ+ maxi∈V ‖xi‖
)
/
√
λ. Then, the submodu-
larity ratio γ of the function g(S) satisfies that
γ ≥ γ∗ =
min
{
[∆∗σ∗]2
4λ
,
1
(η − 2)2
}
η +
η2
2
(
1
2
+
√
1
4
+
4|V|(η − 1)
η2
)
+ (η − 1) |V|
(6)
as long as the number of samples outsourced to humans n ≤ (ρ∗ − σ∗)|V|.
For nonlinear SVMs, rather than characterizing the submodularity ratio in terms of ∆∗ and s∗, we resort to the
spectral properties of the kernel matrix K = [K(xi,xj)]i,j∈V . In particular, our key result is the following Theorem
(proven in Appendix D):
Theorem 4 Let ρ∗ = Vmin/|V|, η =
(
2
√
λ+ maxi∈V
√
K(xi,xi)
)
/
√
λ, and
ζ = minimize
µ≥0,∑i∈V+ µi=1,∑i∈V− µi=1 µ
>Y >KY µ, with Y = diag({y}i∈V).
If the kernel matrix is full rank, i.e., rank(K) = |V|, then the submodularity ratio γ of the function g(S) satisfies that
γ ≥ γ∗ =
min
{
ζσ∗2
4λ
,
1
(η − 2)2
}
η +
η2
2
(
1
2
+
√
1
4
+
4|V|(η − 1)
η2
)
+ (η − 1) |V|
(7)
as long as n ≤ (ρ∗ − σ∗)|V| for some σ∗ ∈ (0, ρ∗].
In addition to the above results, for the particular case of (soft margin) SVMs without offset, i.e., b = 0 in Eq. 2, we
can derive a stronger lower bound, which does not depend on ∆∗ and s∗, by exploiting their greater stability properties.
More specifically, for any L ⊆ V\S, the marginal gain g(S ∪ L)− g(S) can be upper bounded by a smaller quantity
than in the case of SVMs with offsets and this results into a stronger lower bound. Refer to Appendix F for details.
Distorted greedy algorithm. The distorted greedy algorithm [21] proceeds iteratively and, at each iteration, it assigns
to the humans the sample (xk, yk) that provides the highest marginal distorted gain among the remaining training
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Figure 2: Linear and non linear support vector machines under human assistance trained using Algorithm 1. In each
panel, circles represent the feature vectors in the training set, filled and empty circles are assigned to humans and
machines, respectively, the solid line indicatesw∗>(V\S∗)φ(x) + b(V\S∗) = 0, and the cyan and orange dashed lines
indicate w∗>(V\S∗)φ(x) + b(V\S∗) = 1 and w∗>(V\S∗)φ(x) + b(V\S∗) = −1, respectively. For both linear and
nonlinear SVMs, we used λ = 1 and, for nonlinear SVMs, we used a quadratic kernel K(xi,xj) = (12 〈xi,xj〉)2.
samples V \ S. Algorithm 1 summarizes the algorithm, which requires the value of the submodularity ratio γ as an
input. Since we only have data dependant bounds on γ, in our experiments, we use the meta algorithm proposed in
Harshaw et al. to guess the value of the submodularity ratio γ.
Since we have shown that the objective function in Eq. 3 can be expressed as the difference of two functions g − c,
where g is monotone, non-negative and γ-weakly submodular and c is non-negative modular, it readily follows from
Theorem 3 in Harshaw et al. that the distorted greedy algorithm enjoys approximation guarantees. More specifically,
the distorted greedy algorithm is guaranteed to return a set S such that
g(S)− c(S) ≥ (1− e−γ)g(OPT)− c(OPT),
where OPT is the optimal value and γ ≤ γ∗ with γ∗ defined in Eq. 6 (linear SVMs) or Eq. 7 (nonlinear SVMs).
In addition to the distorted greedy algorithm, which needs to make O(n|V|) evaluations of the function g(·),
Harshaw et al. has also proposed a randomized variant of the algorithm, which enjoys an asymptotically faster run
time due to the use of sampling techniques and is also applicable to our problem. Instead of optimizing over the entire
ground set V at each iteration, it optimizes over a random sample Bi ⊆ V of size O( |V|n log 1 ). As a result, it only
needs to make O(|V| log( 1 )) evaluations of g(·) and it returns a set S such that
E[g(S)− c(S)] ≥ (1− e−γ − )g(OPT)− c(OPT).
In the next sections, we will demonstrate that, in addition to enjoying the above approximation guarantees, the distorted
greedy algorithm as well as its randomized variant perform better in practice than several competitive baselines.
4 Experiments on Synthetic Data
In this section, we first look into the solutions (S∗,w∗(V\S∗), b∗(V\S∗)) provided by Algorithm 1 in a variety of
synthetic examples and show that, by outsourcing samples to humans during training, the algorithm is able to reduce the
number of training samples inside or on the wrong side of the margin, among those samples the SVMs need to decide
upon. Then, we further show that, at test time, these SVMs also work well on the (unseen) samples that an additional
model pi(d |x) trained using the procedure described in Section 2 picks for them to decide upon.
Experimental setup. We generate |V| = 160 samples, in which we first draw the class labels uniformly at random
i.e., y ∼ Bernoulli(0.5), and then draw two dimensional feature vectors per label from different Gaussian distributions.
Specifically, for linear SVMs, we set p(x|y = ±1) = N (±[4, 2], [6, 1; 1, 10]); and, for nonlinear SVMs, we set p(x|y =
+1) = N ([0, 0], [14, 1; 1, 12]) and p(x|y = −1) = ∑4i=1 τiN (ϑi,Σ), where ϑ1 = [5, 5],ϑ2 = [5,−5],ϑ2 =
[−5, 5],ϑ2 = [−5,−5],Σ = [8, 1; 1, 8] and τi ∼ Multinomial(1,1/4). For the nonlinear SVM, we used a quadratic
kernel K(xi,xj) = ( 12 〈xi,xj〉)2. Then, we generate the scores provided by human experts h(x) per label by drawing
samples from two uniform distributions, i.e., h(x) ∼ Unif[−0.2, 1] if y = 1 and h(x) ∼ Unif[−1, 0.2] otherwise. In
6
each experiment, we use 75% of samples for training and 25% of samples for testing, set λ = 1 and we followed the
procedure described in Section 2 to train a multilayer perceptron pi(·|x) that decides which samples to outsource to
humans at test time.
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Figure 3: Machine misclassification error
Results. First, we look into the solutions (S∗,w∗(V\S∗), b∗(V\S∗))
provided by Algorithm 1. Figure 2 summarizes the results, which shows
that: (i) the distorted greedy algorithm outsources to humans those
samples that are more prone to be misclassified by the machine, i.e.,
{(x, y) | y[w∗>(V\S∗)φ(x) + b(V\S∗)] < 0}; and, (ii) the higher the
samples n outsourced to humans, the lower the number of training sam-
ples inside the margin, i.e., {(x, y) | |w∗>(V\S∗)φ(x) + b(V\S∗)| ≤
1}, among those samples the SVM needs to decide upon. Next, we
compare the training and test misclassification error of the SVMs on the
samples it needs to decide upon. Figure 3 shows that, as the number of
samples outsourced to humans grow, both the training and test misclas-
sification error decreases. This suggests that the SVMs also work well on the (unseen) samples picked by pi(d |x) for
them to decide upon.
5 Experiments on Real Data
In this section, we experiment with three real-world medical datasets and show that, under human assistance, support
vector machines trained using Algorithm 1 as well as its randomized variant outperform those trained for full automation
as well as humans operating alone.
Experimental setup. We experiment with three publicly available datasets [12, 26], each of them from a different
application in medical diagnosis:
(i) Messidor: It consists of |V| = 400 eye images. Each image is assigned a score by one single medical expert, on
a four point scale, which measures the severity of a retinopathy.
(ii) Stare: It consists of |V| = 373 retinal images. Each image is assigned a score by one single medical expert, on a
five point scale, which measures the severity of a retinal hemorrhage.
(iii) Aptos: It consists of |V| = 705 retinal images. Each image is given a score by one single clinician, on a five
point scale, which measures the severity of diabetic retinopathy.
Following previous work, we first generate a 1000 dimensional feature vector using Resnet [24] for each sample in the
Stare dataset and a 4096 dimensional feature vector using VGG16 [40] for each sample in the Messidor and the Aptos
datasets. Then, we use the top 50 features, as identified by PCA, as x in our experiments. Moreover, for each sample,
we set y = −1 if its severity score q corresponds to one of the two lowest grades of the associated disease and y = +1
otherwise.
For each sample, we only have access to the score q given by a single human expert. Therefore, we sample the
scores given by humans from a categorical distribution h(x) = qˆ ∼ Cat(px,q), where px,q = Dirichlet(χx,q) are
the probabilities of each potential score qˆ for a sample (x, y) and χx,q is a vector parameter that controls the human
accuracy, and then scale these scores so that h(·) ∈ [−1, 1] and compute the human error as c(x, y) = E [(1− yh(x))+].
Here, for each sample (x, y), the element of χx,q corresponding to the score qˆ = q given by the human expert has the
highest value.
Finally, for each dataset, we use 60% of samples for training and 40% of samples for testing, set the value of λ using
cross validation under full automation, and followed the procedure described in Section 2 to train a logistic regression
model pi(d |x) that decides which samples to outsource to humans at test time6.
Baseline methods. We compare the performance of the distorted greedy and stochastic greedy algorithms with four
competitive baselines:
6The logistic regression model uses just |w∗(V\S)φ(x) + b∗(V\S)| as the only single feature.
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Figure 4: Misclassification error P(y 6= yˆ) (top row) and F1 score on positive samples (bottom row) against the number
of outsourced samples n on three medical datasets. If humans predict all testing samples (No automation), we have that
P(yˆ 6= y) = 0.15, 0.14, 0.20 and F1-score = 0.87, 0.78, 0.8 for Messidor, Stare and Aptos datasets respectively.
— Triage based on algorithmic uncertainty [36]: it first trains a support vector machine for full automation, i.e., S = ∅.
Then, at test time, it outsources to humans the top n testing samples sorted in decreasing order of the classification
uncertainty of this support vector machine, defined as 1/|w∗(V)φ(x) + b∗(V)|.
— Triage based on predicted error [36]: it trains a support vector machine for full automation, i.e., S = ∅, as well as
two additional supervised models that predict the human error and the support vector machine error. Then, at test time,
it outsources to humans the top n testing samples sorted in decreasing order of the difference between the predicted
machine error and the predicted human error.
— Full automation: it trains a support vector machine for full automation and, at test time, the trained support vector
machine predicts all testing samples.
— No automation: humans predict all testing samples.
Appendix H contains additional details about the generation of human scores, the additional model pi and the
baseline algorithms.
Result. We evaluate the performance of all methods—distorted greedy, stochastic distorted greedy, algorithmic
uncertainty triage and predicted error triage—in terms of the misclassification test error P(y 6= yˆ) and F1 score
on positive test samples. Here, our F1 score is a useful metric in medical diagnosis, since it measures the ability
of a model to detect the specific disease. Moreover, since the datasets are highly imbalanced, the parameter ρ∗ =
min{|V+|, |V−|}/|V| ∈ (0.33, 0.45) and thus, to satisfy the conditions of Theorem 3, we only experiment with
n/|V| ≤ 0.2 < ρ∗. Figure 4 summarizes the results, which shows that our methods (i.e., distorted greedy and stochastic
distorted greedy algorithms) (i) outperform the triage baselines in most of the automation levels and (ii) benefit from
human assistance both in cases when humans on their own (No automation) are better than machines on their own (Full
automation) and vice versa (Panels (a) and (b) vs Panel (c)) 7.
7Here, note that we intentionally experimented with different values of χ•,• across different datasets so that the performance of the no automation baseline varies.
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6 Conclusions
In this paper, we have shown that, for support vector machines, we can solve the problem of classification under human
assistance using algorithms with approximation guarantees. Moreover, we have further shown that, under human
assistance, support vector machines trained to operate under different automation levels can provide superior empirical
performance than those trained for full automation.
Our work also opens many interesting venues for future work. For example, in our work, we have assumed that the
human error is known, however, in practice, the spectrum of human abilities spans a broad range. It would be very
interesting to develop algorithms that, over time, adapt to the particular human(s) they are dealing with. Moreover,
it would be valuable to find tighter lower bounds on the parameter γ, which better characterize the good empirical
performance. Finally, a natural next step is to extend our analysis to other convex margin-based classifiers.
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A Proof of Theorem 1
We prove that a particular instance of our problem is NP-hard. Let `(hw(xi), yi) = (1− yw>xi)2 and assume the
human error c(xi, yi) = 0 for all i ∈ V , λ = 0, d > |V|, and X = [x>1 ;x>2 ; ..;x>|V|] has full row rank |V|. Then, we
can map our problem to the NP-hard problem of robust least square regression [3], which is given by:
minimize
S,w,|S|>n
∑
i∈S
(ri −w>xi)2,
where ri ∈ R. More specifically, note that since X has full row rank then, it has a right inverse. Then, we define
w0 = X
−1
R (y−r), whereX−1R is the right inverse ofX . Therefore,w>0 xi = x>i w0 =
[
XX−1R
]
i?
(y−r) = yi−ri.
Finally, if we define a new variable w′ = w −w0, we can rewrite the optimization problem in Eq. 1 as follows:
minimize
w,V\S,|V\S|>|V|−n
(1− yiw>xi)2 = minimize
w′,V\S,|V\S|>|V|−n
(1− yiw′>xi − yiw>0 xi)2
= minimize
w′,V\S,|V\S|>|V|−n
(1− yiw′>xi − y2i + yiri)2
= minimize
w′,V\S,|V\S|>|V|−n
(yiri − yiw′>xi)2
= minimize
w′,V\S,|V\S|>|V|−n
(ri −w′>xi)2.
This concludes the proof.
B Proof of Proposition 2
Without loss of generality, assume b = 0. Then, we have:
g(S ∪ {j})− g(S) =
∑
i∈V\S
[λ ‖w∗(V\S)‖2 + (1− yiw∗(V\S)>Φ(xi))+]
−
∑
i∈V\(S∪{j})
[λ ‖w∗(V\(S ∪ {j}))‖2 + (1− yiw∗(V\(S ∪ {j})>Φ(xi))+]
= λ|V\S| ‖w∗(V\S)‖2 +
∑
i∈V\S
(1− yiw∗(V\S)>Φ(xi))+
− λ(|V\S| − 1) ‖w∗(V\S)‖2 −
∑
V\(S∪{j})
(1− yiw∗(V\S)>Φ(xi))+
+ λ(|V\S| − 1) ‖w∗(V\S)‖2 +
∑
i∈V\(S∪{j})
(1− yiw∗(V\S)>Φ(xi))+
− λ(|V\S| − 1) ‖w∗(V\(S ∪ {j}))‖2 −
∑
i∈V\(S∪{j})
(1− yiw∗(V\(S ∪ {j})>Φ(xi))+
= λ ‖w∗(V\S)‖2 + [1− yjw∗(V\S)>Φ(xj)]+
+ λ(|V\S| − 1) ‖w∗(V\S)‖2 +
∑
i∈V\(S∪{j})
(1− yiw∗(V\S)>Φ(xi))+
− λ(|V\S| − 1) ‖w∗(V\(S ∪ {j}))‖2 −
∑
i∈V\(S∪{j})
(1− yiw∗(V\(S ∪ {j})>Φ(xi))+
(i)
≥ λ ‖w∗(V\S)‖2 + (1− yjw∗(V\S)>Φ(xj))+ ≥ 0,
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where w∗(V\S) = argminw
∑
i∈V\S [λ‖w‖2 + (1− yiw>Φ(xi))+] and the inequality (i) holds because
min
w
∑
i∈V\(S∪{j})
[λ‖w‖2 + (1− yiw∗(V\S)>Φ(xi))+]
=
∑
i∈V\(S∪{j})
[λ‖w∗(V\(S ∪ {j}))‖2 + (1− yiw∗(V\(S ∪ {j}))>Φ(xi))+]
≤
∑
i∈V\(S∪{j})
[λ‖w∗(V\S)‖2 + (1− yiw∗(V\S)>Φ(xi))+].
C Proof of Theorem 3
First, we find a lower bound for g(S ∪ {j})− g(S) for every j /∈ S. Starting from Eq. 3 with Φ(x) = x, we have:
g(S ∪ {j})− g(S) ≥ λ ‖w∗(V\S)‖2 + (1− yj(w∗(V\S)>xj + b∗(S)))+ ≥ λ ‖w∗(V\S)‖2 .
Then, to bound ‖w∗(V\S)‖2, we resort to Lemma 7, which equip us with the dual formulation of our problem, i.e.,
w∗(V\S) =
∑
i∈V\S αi(V\S)yixi
2λ|V\S| and
∑
i∈V\S
αi(V\S)yi = 0,
and the following condition:
yi(w
∗(V\S)>xi + b∗(V\S)) < 1 =⇒ αi(V\S) = 1,
as well as to the fact that, due to the upper bound on |S|, V\S contains at least one positive and one negative point
since |V\S| = |V| − |S| > |V| − (|V+| − s∗) = |V−|+ s∗ and |V\S| > |V +|+ s∗. More specifically, we consider
the following two cases:
— Case (a): There is at least one instance i+ ∈ V\S with yi+ = +1 and another instance i− ∈ V\S with yi− = −1
that satisfy yi+(w∗(V\S)>xi+ + b∗(V\S)) ≥ 1 and yi−(w∗(V\S)>xi− + b∗(V\S)) ≥ 1, respectively. Then, by
adding these two inequalities, we have the following bound:
w∗(V\S)>(yi+xi+ + yi−xi−) ≥ 2 =⇒ ‖w∗(V\S)‖2 ≥ 4‖xi+ − xi−‖2
≥ 1
maxi∈V ‖xi‖2
.
— Case (b): If case (a) does not happen, then it means that either all negative samples or all positive samples are
misclassified. Without loss of generality, assume that all negative instances are miss-classified. Then, from the KKT
conditions, we have that αi(V\S) = 1 for all i ∈ (V\S) ∩ V−. Using this observation and the dual formulation of the
problem above, we have: ∑
i∈(V\S)∩V+
αi(V\S) =
∑
i∈(V\S)∩V−
αi(V\S) = |(V\S) ∩ V−|.
Then, using the above equality, we can derive the following bound:
‖w∗(V\S)‖ = 1
2λ|V\S|
∥∥∥∥∥∥
∑
i∈(V\S)∩V+
αi(V\S)xi −
∑
i∈(V\S)∩V−
αi(V\S)xi
∥∥∥∥∥∥
=
1
2λ|V\S|
∥∥∥∥∥
∑
i∈(V\S)∩V+ αi(V\S)xi∑
i∈(V\S)∩V+ αi(V\S)
−
∑
i∈(V\S)∩V− αi(V\S)xi∑
i∈(V\S)∩V− αi(V\S)
∥∥∥∥∥ · ∑
i∈(V\S)∩V−
αi(V\S)
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(i)
≥ 1
2λ|V\S|∆1/|(V\S)∩V−| · |(V\S) ∩ V
−|
(ii)
≥ 1
2λ|V\S|∆
∗ · |(V\S) ∩ V−|
(iii)
=
∆∗σ∗|V|
2λ|V\S|
≥ ∆
∗σ∗
2λ
,
where
• the inequality (i) is due to the fact that∑
i∈(V\S)∩V± αi(V\S)xi∑
i∈V\S∩V± αi(V\S)
∈ C±1/|(V\S)∩V−|
and, by definition, it holds that ‖a+ − a−‖ > ∆1/|(V\S)∩V−| for a± ∈ C±1/|(V\S)∩V−|;
• the inequality (ii) is due to |(V\S)∩V−| ≥ s∗ (Fact 4) which results in ∆1/|(V\S)∩V−| ≥ ∆1/s∗ = ∆∗ (Fact 5);
and,
• the equality (iii) is due to |S| < n < (ρ∗ − σ∗)|V| and Fact 5.
Then, if we combine the bounds from both cases, we have that:
g(S ∪ {j})− g(S) ≥ λ ‖w∗(V\S)‖2 ≥ min
{
[∆∗σ∗]2
4λ
,
λ
maxi∈V ‖xi‖2
}
.
Second, we find a lower bound for g(S ∪L)−g(S), with L ⊆ V\S . To this end, we can directly use (I) of Lemma 8
and obtain
g(S ∪ L)− g(S) ≤
(
2
√
λ+ κ
)
|L|
√
λ
+
(
2
√
λ+ κ
)2
|L|
2λ
·
1
2
+
√
1
4
+
4λ|V|(1 + κ√
λ
)
(2
√
λ+ κ)2|L|2

+ |V|(1 + κ√
λ
)
= η|L|+ η
2
2
|L| ·
(
1
2
+
√
1
4
+
4(η − 1)|V|
η2|L|2
)
+ |V|(η − 1),
where the equality follows from the definition of η. Finally, if we combine both lower bounds, we can bound the
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submodularity ratio from below as follows:
∑
j∈L [g(S ∪ {j})− g(S)]
g(S ∪ L)− g(S) ≥
|L|min
{
[∆∗σ∗]2
4λ
,
λ
maxi∈V ‖xi‖2
}
η|L|+ η
2
2
|L| ·
(
1
2
+
√
1
4
+
4(η − 1)|V|
η2|L|2
)
+ |V|(η − 1)
=
min
{
[∆∗σ∗]2
4λ
,
λ
maxi∈V ‖xi‖2
}
η +
η2
2
(
1
2
+
√
1
4
+
4|V|(η − 1)
η2|L|2
)
+ (η − 1) |V||L|
≥
min
{
[∆∗σ∗]2
4λ
,
1
(η − 2)2
}
η +
η2
2
(
1
2
+
√
1
4
+
4|V|(η − 1)
η2
)
+ (η − 1) |V|
.
D Proof of Theorem 4
First, we find a lower bound for g(S ∪ {j})− g(S) for every j /∈ S. Starting from Eq. 3, we have that:
g(S ∪ {j})− g(S) ≥ λ ‖w∗(V\S)‖2 + (1− yj(w∗(V\S)>Φ(xj) + b∗(S)))+
≥ λ ‖w∗(V\S)‖2 .
Then, to bound ‖w∗(V\S)‖2, we resort to Lemma 7, which equip us with the dual formulation of our problem, i.e.,
w∗(V\S)>Φ(x) =
∑
i∈V\S αi(V\S)yi K(x,xi)
2λ|V\S| ,
∑
i∈V\S
αi(V\S)yi = 0, andαi(V\S) = 0 ∀i ∈ S,
and the KKT conditions, i.e.,
yi(w
∗(V\S)>Φ(xi) + b∗(V\S)) < 1 =⇒ αi(V\S) = 1
as well as the fact that, due to the upper bound on |S|, V\S contains at least one positive and one negative points
since |V\S| = |V| − |S| > |V| − (|V+| − σ∗|V|) = |V−|+ σ∗|V| and |V\S| > |V+|+ σ∗|V|. More specifically, we
consider the following two cases:
— Case (a): There is at least one instance i+ ∈ V\S with yi+ = +1 and an instance i− ∈ V\S with yi− = −1,
which satisfy yi+(w∗(V\S)>Φ(xi+) + b∗(V\S)) ≥ 1 and yi−(w∗(V\S)>Φ(xi−) + b∗(V\S)) ≥ 1, respectively.
Then, by adding these two inequalities, we have the following bound:
w∗(V\S)>(yi+Φ(xi+) + yi−Φ(xi−)) ≥ 2 =⇒ ‖w∗(V\S)‖ > 1
maxi∈V
√
K(xi,xi)
.
— Case (b): If case (a) does not happen, then it means that either all negative samples or all positive samples are
miss-classified. Without loss of generality, assume that all negative instances are miss-classified. Then, from the KKT
conditions, we have that αi(V\S) = 1, for i ∈ (V\S) ∩ V−. Using this observation and the dual formulation of the
problem above, we have that: ∑
i∈(V\S)∩V+
αi(V\S) =
∑
i∈(V\S)∩V−
αi(V\S) = |(V\S) ∩ V−|.
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Then, using the above equality, we can derive the following bound:
‖w∗(V\S)‖2 = α(V\S)
>Y >KY α(V\S)
4λ2|V\S|2
=
µ(V\S)>Y >KY µ(V\S)
4λ2|V\S|2 ·
 ∑
i∈(V\S)∩V−
αi(V\S)
2
≥ ζ|(V\S) ∩ V
−|2
4λ2|V\S|2
(i)
≥ ζσ
∗2|V|2
4λ2|V\S|2 ≥
ζσ∗2
4λ2
,
where µ(V\S)i = αi(V\S)∑
i∈(V\S)∩V− αi(V\S)
and the inequality (ii) is due to Fact 4.
Finally, if we combine both lower bounds, proceed similarly as in the proof of Theorem 3 in Appendix C, and apply
Lemma 8, we obtain the required lower bound on the submodularity ratio γ.
E Hard margin linear SVMs
For hard margin linear SVMs, we can rewrite the minimization problem defined in Eq. 1 as follows:
minimize
S,w,b
|V\S|λ‖w‖2 +
∑
i∈S
[1− yih(xi)]+
subject to |S| ≤ n
yi(w
>xi + b) ≥ 1 ∀i ∈ V\S.
(8)
For any given set S , letw∗(V\S) and b∗(V\S) be the parameters that minimize the objective function above subject to
the constraints. Moreover, note that these parameters can be found in polynomial time since |V\S|λ‖w‖2 is a convex
function and yi(w>xi + b) ≥ 1 is a convex constraint. Then, we can rewrite the above minimization problem as a set
function maximization problem:
maximize
S
g(S)︷ ︸︸ ︷
λ
[|V|‖w∗(V)‖2 − |V\S|‖w∗(V\S)‖2]−∑
i∈S
[1− yih(xi)]+︸ ︷︷ ︸
c(S)
subject to |S| ≤ n. (9)
In the above, the constant term |V|‖w∗(V)‖2 ensures that the function g(S) is non-negative, it readily follows from
Proposition 2 that the function g(S) is monotone, and the function c(S) is clearly non-negative and modular.
Finally, the following proposition provides a lower bound on the submodularity ratio of g(S):
Proposition 5 The set function g(S), defined in Eq. 9, is γ-weakly submodular with γ ≥ 1/|V|.
Proof From the second part of the proof in Proposition 2, for j /∈ S we have:
g(S ∪ {j})− g(S) ≥ λ‖w∗(V\S)‖2.
Furthermore, for any L ⊆ V such that L ∩ S = ∅, we have:
g(S ∪ L)− g(S) = |V\S|λ‖w∗(V\S)‖2 − (|V\S| − |L|)λ‖w∗(V\(S ∪ L))‖2
≤ |V\S|λ‖w∗(V\S)‖2.
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From above two equations, and using the definition of weak submodularity we conclude the proof,∑
j∈L [g(S ∪ {j})− g(S)]
g(S ∪ L)− g(S) ≥
|L|
|V\S| ≥
1
|V| .
F Soft margin SVMs without offset
For a nonlinear soft margin SVMs without offset, we can rewrite the minimization problem defined in Eq. 1 as follows:
minimize
S,w,b
∑
i∈V\S
[
λ‖w‖2 + (1− yiw>Φ(xi))+
]︸ ︷︷ ︸
`(hw,b(xi),yi)
+
∑
i∈S
[1− yih(xi)]+︸ ︷︷ ︸
c(xi,yi)
subject to |S| ≤ n.
(10)
For any given set S, let w∗(V\S) be the parameter that minimizes the objective function above, i.e., w∗(V\S) =
argminw
∑
i∈V\S [λ‖w‖2 + (1 − yiw>Φ(xi))+]. Then, we can rewrite the above minimization problem as a set
function maximization problem:
maximize
S
g(S)︷ ︸︸ ︷
a(V)− |V\S|λ‖w∗(V\S)‖2 −
∑
i∈V\S
[1− yiw∗(V\S)>Φ(xi)]+
−
∑
i∈S
[1− yih(xi)]+︸ ︷︷ ︸
c(S)
subject to |S| ≤ n,
(11)
where the constant a(V) = |V|λ‖w∗(V)‖2 +∑i∈V [1 − yiw∗(V)>Φ(xi)]+ ensures that the function g(S) is non-
negative.
It readily follows from Proposition 2 that the function g(S) is monotone, and the function c(S) is clearly non-
negative and modular. Moreover, if we define the distance ∆∗ similarly as in Section 3, we can characterize the
submodularity ratio of the function g(S) in terms of the amount of overlap between feature vectors with positive and
negative labels, as measured by ∆∗, using the following Theorem:
Theorem 6 If η =
(
2
√
λ+ maxi∈V
√
K(xi,xi)
)
/
√
λ, then the submodularity ratio of the function g(S) is given by
γ ≥ γ∗ =
min
{
1
(η − 2)2 ,
1
2
}
η +
η2
2
.
Proof Starting from Eq. 11, we have the following bound:
g(S ∪ {j})− g(S) ≥ λ ‖w∗(V\S)‖2 + (1− yjw∗(V\S)>Φ(xj))+
≥ min
w
λ ‖w‖2 + (1− yjw>Φ(xj))+
≥ max
α∈[0,1]
α− α
2K(xj ,xj)
4λ
(Converting to the dual maximization problem)
≥ min
{
λ
maxi∈V K(xi,xi)
,
1
2
}
(Fact 6).
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Now, consider a set L such that S ∩ L = ∅. To bound g(S ∪ L) − g(S), we directly use (II) in Lemma 8, with
κ = maxx
√
K(x,x), which gives:
g(S ∪ L)− g(S) ≤
(
2
√
λ+ κ
)
|L|
√
λ
+
(
2
√
λ+ κ
)2
|L|
2λ
= η|L|+ η
2
2
|L|,
where the equality is obtained by plugging in the value of η. Finally, we have:
∑
j∈L[g(S ∪ {j})− g(S)]
g(S ∪ L)− g(S) ≥
|L|min
{
1
(η − 2)2 ,
1
2
}
η|L|+ η
2
2
|L|
=
min
{
1
(η − 2)2 ,
1
2
}
η +
η2
2
.
G Lemmas and Facts
Lemma 7 Given the set S, the dual of the optimization problem:
(i) For the soft margin linear SVM with offset is given by
maximize
α
α>1|V| − 1
4λ|V\S|
∑
i,j∈V
αiαjyiyjx
>
i xj (12)
subject to 0 ≤ αi ≤ 1, i ∈ V
αi = 0, i ∈ S∑
i∈V\S
αiyi = 0. (13)
Moreover, ifα∗(V\S) be the optimal solution of the above problem, we havew∗(V\S) = ∑i∈V\S αi(V\S)yixi/2λ|V\S|.
(ii) For the soft margin linear SVM without offset, is the same as above optimization problem except the absence of the
equality constraint in Eq. 13.
(iii) For the soft margin nonlinear SVM with offset is given by
maximize
α
α>1|V| − 1
4λ|V\S|
∑
i,j∈V
αiαjyiyjK(xi,xj) (14)
subject to 0 ≤ αi ≤ 1, i ∈ V
αi = 0, i ∈ S∑
i∈V\S
αiyi = 0, (15)
where 1V is a |V| dimensional vector with unit entries. Moreover, if α∗(V\S) be the optimal solution of the above
problem, we have w∗(V\S)(x) = ∑i∈V\S αi(V\S)yiK(x,xi)/2λ|V\S|.
(iv) For the soft margin nonlinear SVM without offset, is same as the above optimization problem except the absence of
the equality constraint in Eq. 15.
(v) Finally, the dual variables and the positions of the corresponding training instances, for i ∈ V\S, relate in the
following way:
yi · hw∗(V\S),b∗(V\S)(xi) > 1 =⇒ αi(V\S) = 0 (16)
yi · hw∗(V\S),b∗(V\S)(xi) < 1 =⇒ αi(V\S) = 1 (17)
yi · hw∗(V\S),b∗(V\S)(xi) = 1 =⇒ αi(V\S) ≤ 1 (18)
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Proof (i) The coefficients of different terms in the objective function is different from traditional objective function.
The proof is almost identical to [9]. However, we provide the proof for self completion. By introducing slack variables
ξj , the optimization problem of soft linear SVM with offset is equivalent to:
minimize
w,b,ξ
λ|V\S|‖w‖2 +
∑
j∈V\S
ξj
subject to yj(w>xj + b) ≥ 1− ξj , j ∈ V\S
ξj ≥ 0, j ∈ V\S.
Solving the above optimization problem is equivalent to solving its dual problem. The Lagrange dual function g is the
infimum of Lagrangian, so we have:
g(α,β) = min
w,b,ξ
∑
j∈V\S
(
λ‖w‖22 + ξj − αj(yj(w>xj + b)− 1 + ξj)− βjξj
)
, (19)
where ξ = [ξj ]j∈V\S , α = [αj ]j∈V and β = [βj ]j∈V . To find the above minimum, we differentiate the Lagrangian
w.r.t. the primal variables to get
∂g
∂w
= 2λ|V\S|w −
∑
j∈V\S
αjyixj = 0 =⇒ w∗(V\S) =
∑
j∈V\S αjyjxj
2λ|V\S| (20)
∂g
∂b
= −
∑
j∈V\S
αjyj = 0 =⇒
∑
j∈V\S
αjyj = 0 (21)
∂g
∂ξj
= 0 =⇒ αj + βj = 1 ∀j ∈ V\S. (22)
By putting these optimal values in Eq. 19, we have:
g(α,β) =
∑
j∈V\S
αj − 1
4λ|V\S|
∑
i∈V\S
∑
j∈V\S
αiαjyiyjx
>
i xj (23)
where, since βj ≥ 0, according to Eq. 22 we have αj ≤ 1. Then, the dual optimization problem would be
maximize
α
∑
j∈V\S
αj − 1
4λ|V\S|
∑
i∈V\S
∑
j∈V\S
αiαjyiyjx
>
i xj (24)
subject to 0 ≤ αi ≤ 1, i ∈ V\S∑
i∈V\S
αiyi = 0,
which is equivalent to
maximize
α
α>1|V| − 1
4λ|V\S|
∑
i,j∈V
αiαjyiyjK(xi,xj)
subject to 0 ≤ αi ≤ 1, i ∈ V
αi = 0, i ∈ S∑
i∈V\S
αiyi = 0.
Moreover, if α∗(V\S) be the solution of the above optimization problem, then we get the required expression of
w∗(V\S) using Eq. 20.
19
In case of (ii), the proof is similar to (i) except there is no presence of the differentiation in Eq. 21. The cases
(iii) and (iv) follows similar proof technique. Finally, (v) follows from KKT conditions [9]. More in detail, since
αi(yihw∗(V\S),b∗(V\S)(xi)− 1 + ξi) = 0 for all i ∈ V\S, we have:
yihw∗(V\S),b∗(V\S)(xi) > 1 =⇒ αi = 0;
and, since ξiβi = 0 ∧ αi + βi = 1 for all i ∈ V\S, we have:
ξi > 0 =⇒ αi = 1 (25)
which means,
yihw∗(V\S),b∗(V\S)(xi) < 1 =⇒ αi = 1 (26)
Lemma 8 (I) For the soft margin nonlinear SVM with offset, if at least one training sample lies on the hyperplane, i.e.,
∃(x, y) ∈ V\S such that y(w∗(V\S)>Φ(x) + b∗(V\S)) = 1, then for any L ⊆ V\S , we have that g(S ∪ L)− g(S)
is less than (
2
√
λ+ κ
)
|L|
√
λ
+
(
2
√
λ+ κ
)2
|L|
2λ
(
1
2
+
√
1
4
+
4λ|V|bmax
(2
√
λ+ κ)2|L|2
)
+ |V|bmax, (27)
where κ = maxx
√
K(x,x) and bmax = 1 + κ/
√
λ.
(II) Given L ⊆ V\S. Then, for the soft margin nonlinear SVM without offset, we have:
g(S ∪ L)− g(S) ≤
(
2
√
λ+ κ
)
|L|
√
λ
+
(
2
√
λ+ κ
)2
|L|
2λ
, (28)
where κ = maxx
√
K(x,x).
Remark. Note that the assumption that one sample lies on the hyperplane is not restrictive. In general, there
may be several optimal values of the offset b(V\S). Therefore, even if a solution (w∗(V\S), b∗(V\S)) does not
satisfy such criteria (each point is strictly on one of the sides of the hyperplane), using Lemma 9 we can shift
b∗(V\S)← b∗(V\S) + b′ to ensure this assumption, while incurring the same optimal loss.
Proof We only prove (I), the result of (II) is readily given by setting bmax = 0 in Eq. 27. Our proof leverages the
technique from [5]. We first define
∆w∗ = w∗(V\(S ∪ L))−w∗(V\S),
∆b∗ = b∗(V\(S ∪ L))− b∗(V\S),
`slack(h, y) = (1− y · h)+.
Next we define ψ = (w, b) for any w and b and therefore, we can denote
ψ∗(V\S) = (w∗(V\S), b∗(V\S))
∆ψ∗ = (∆w∗,∆b∗).
Now, we define:
RS(ψ) =
∑
i∈V\S
`slack(hw,b(xi), yi) =
∑
i∈V\S
`slack(w
>Φ(xi) + b, yi).
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Since `slack is a convex function in ψ, so RS is convex, and for t ∈ [0, 1], we have:
RS
(
ψ∗(V\S) + t∆ψ∗)−RS(ψ∗(V\S)) ≤ t (RS(ψ∗(V\(S ∪ L)))−RS(ψ∗(V\S)))
RS
(
ψ∗(V\(S ∪ L))− t∆ψ∗)−RS(ψ∗(V\(S ∪ L))) ≤ t (RS(ψ∗(V\S))−RS(ψ∗(V\(S ∪ L)))) .
Adding the above two equations, we have:
RS
(
ψ∗(V\S) + t∆ψ∗)+RS(ψ∗(V\(S ∪ L))− t∆ψ∗) ≤ RS(ψ∗(V\S))+RS(ψ∗(V\(S ∪ L))). (29)
Moreover since ψ∗(V\S) = (w∗(V\S), b∗(V\S)) is the minimum of λ|V\S| · ‖w‖2 +RS((w, b)), we have:
λ|V\S| ‖w∗(V\S)‖2 +RS
(
ψ∗(V\S))
≤ λ|V\S| · ‖w∗(V\S) + t∆w∗‖2 +RS
(
ψ∗(V\S) + t∆ψ∗), (30)
and similarly:
λ(|V\S| − |L|) ‖w∗(V\(S ∪ L))‖2 +RS∪L
(
ψ∗(V\(S ∪ L)))
≤ λ|V\S| · ‖w∗(V\(S ∪ L))− t∆w∗‖2 +RS∪L
(
ψ∗(V\(S ∪ L))− t∆ψ∗). (31)
Adding Eqs. 29, 30, 31, we have:
λ(|V\S| − |L|)
(
‖w∗(V\(S ∪ L))‖2 − ‖w∗(V\(S ∪ L))− t∆w∗‖2
)
+ λ|V\S|
(
‖w∗(V\S)‖2 − ‖w∗(V\S) + t∆w∗‖2
)
≤
(
RS∪L
(
ψ∗(V\(S ∪ L))− t∆ψ∗)−RS(ψ∗(V\(S ∪ L))− t∆ψ∗))
−
(
RS∪L
(
ψ∗(V\(S ∪ L)))−RS(ψ∗(V\(S ∪ L)))).
Therefore,
λ(|V\S| − |L|)
(
‖w∗(V\(S ∪ L))‖2 − ‖w∗(V\(S ∪ L))− t∆w∗‖2
)
+ λ|V\S|
(
‖w∗(V\S)‖2 − ‖w∗(V\S) + t∆w∗‖2
)
≤
(
RS∪L(ψ∗(V\(S ∪ L))− t∆ψ∗)−RS(ψ∗(V\(S ∪ L))− t∆ψ∗)
)
−
(
RS∪L(ψ∗(V\(S ∪ L)))−RS(ψ∗(V\(S ∪ L)))
)
=⇒
(
2tλ(|V\S| − |L|)w∗(V\(S ∪ L))>∆w∗ − t2λ(|V\S| − |L|) ‖∆w∗‖2
)
+
(
− 2tλ|V\S|w∗(V\S)>∆w∗ − λt2|V\S| · ‖∆w∗‖2
)
≤ −RL (ψ∗(V\(S ∪ L))− t∆ψ∗) +RL (ψ∗(V\(S ∪ L)))
=
∑
i∈L
(
`slack(hψ∗(V\(S∪L))(xi), yi)− `slack
(
hψ∗(V\(S∪L))(xi)− t · h∆ψ∗(xi), yi
))
(32)
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(i)
=⇒ 2tλ|V\S| · ‖∆w∗‖2 − 2tλ|L| ·w∗(V\(S ∪ L))>∆w∗ − t2λ(2|V\S| − |L|) ‖∆w∗‖2
≤
∑
i∈L
(
`slack(hψ∗(V\(S∪L))(xi), yi)− `slack
(
hψ∗(V\(S∪L))(xi)− t · h∆ψ∗(xi), yi
))
≤ t|L||h∆ψ∗(xi)|
(ii)
=⇒ 2tλ|V\S| · ‖∆w∗‖2 − 2tλ|L| ·w∗(V\(S ∪ L))>∆w∗ − t2λ(2|V\S| − |L|) ‖∆w∗‖2
≤ t|L|(|∆w∗>Φ(xi)|+ 2bmax)
(iii)
=⇒ 2tλ|V\S| · ‖∆w∗‖2 − 2tλ|L| ·w∗(V\(S ∪ L))>∆w∗ − t2λ(2|V\S| − |L|) ‖∆w∗‖2
≤ t|L|(κ ‖∆w∗‖+ 2bmax)
(33)
(iv)
=⇒ 2λ|V\S| · ‖∆w∗‖2 − 2λ|L| ·w∗(V\(S ∪ L))>∆w∗ − tλ(2|V\S| − |L|) ‖∆w∗‖2
≤ |L|(κ ‖∆w∗‖+ 2bmax)
(v)
=⇒ 2λ|V\S| · ‖∆w∗‖2 − 2
√
λ|L| · ‖∆w∗‖ − tλ(2|V\S| − |L|) ‖∆w∗‖2
≤ |L|(κ ‖∆w∗‖+ 2bmax), (34)
where
• (i) is due to that:
2tλ(|V\S| − |L|)w∗(V\(S ∪ L))>∆w∗ − 2tλ|V\S|w∗(V\S)>∆w∗
= 2tλ|V\S| · (w∗(V\(S ∪ L))−w∗(V\S))>∆w∗ − 2tλ|L| ·w∗(V\(S ∪ L))>∆w∗
= 2tλ|V\S| · ‖∆w∗‖2 − 2tλ|L| ·w∗(V\(S ∪ L))>∆w∗;
`slack(hψ∗(V\(S∪L))(xi), yi)−`slack
(
hψ∗(V\(S∪L))(xi)− t · h∆ψ∗(xi), yi
) ≤ t|h∆ψ∗(xi)| ∣∣∣∂`slack(y,p)∂p ∣∣∣
max
with
supp
∣∣∣∂`slack(y,p)∂p ∣∣∣ = 1 for hinge loss;
• (ii) is due to that |h∆ψ∗(x)| = |∆w∗>Φ(x) + ∆b∗| ≤ |∆w∗>Φ(x)|+ 2bmax, with bmax = 1 + κλ (Fact 2);
• (iii) is due to that |∆w∗>Φ(x)| ≤ ‖∆w∗‖√K(x, x) ≤ κ ‖∆w∗‖ by Cauchy-Schwartz inequality;
• (iv) is due to canceling t ≥ 0 from both sides of the inequality; and,
• (v) is due to that w∗(V\(S ∪ L))>∆w∗ ≤ ‖w∗(V\(S ∪ L))‖ ‖∆w∗‖ by Cauchy-Schwartz inequality and
‖w∗(V\(S ∪ L))‖2 ≤ 1λ by Fact 1.
Eq. 34 is valid for all t ∈ [0, 1]. Making t→ 0, we have :
2λ|V\S| · ‖∆w∗‖2 − (2
√
λ|L|+ κ|L|) ‖∆w∗‖ ≤ 2bmax
=⇒ ‖∆w∗‖ ≤ 1
2λ|V\S|
 (2√λ+ κ)|L|
2
+
√
(2
√
λ+ κ)2|L|2
4
+ 4λ|V\S|bmax
 . (35)
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We slightly modify here the first part in the proof of Proposition 2 to note that
g(S ∪ L)− g(S)
=
∑
i∈V\S
[λ ‖w∗(V\S)‖2 + `slack(hψ∗(V\S)(xi), yi)]
−
∑
i∈V\(S∪L)
[λ ‖w∗(V\(S ∪ L))‖2 + `slack(hψ∗(V\(S∪L))(xi), yi)]
= λ|V\S| ‖w∗(V\S)‖2 +
∑
i∈V\S
`slack(hψ∗(V\S)(xi), yi)
− λ(|V\S| − |L|) ‖w∗(V\S)‖2 −
∑
i∈V\(S∪L)
`slack(hψ∗(V\S)(xi), yi)
+ λ(|V\S| − |L|) ‖w∗(V\S)‖2 +
∑
i∈V\(S∪L)
`slack(hψ∗(V\S)(xi), yi)
− λ(|V\S| − |L|) ‖w∗(V\(S ∪ L))‖2 −
∑
i∈V\(S∪L)
`slack(hψ∗(V\(S∪L))(xi), yi)
= λ|L| · ‖w∗(V\S)‖2 +
∑
j∈L
`slack(hψ∗(V\S)(xj), yj)
+ λ(|V\S| − |L|) ‖w∗(V\S)‖2 +
∑
i∈V\(S∪L)
`slack(hψ∗(V\S)(xi), yi)
− λ(|V\S| − |L|) ‖w∗(V\(S ∪ L))‖2 −
∑
i∈V\(S∪L)
`slack(hψ∗(V\(S∪L))(xi), yi). (36)
Now we bound the first part of Eq. 36
λ|L| · ‖w∗(V\S)‖2 +
∑
j∈L
`slack(hψ∗(V\S)(xj), yj)
(i)
≤ |L|+ |L|(1 + κ ‖w∗(V\S)‖+ bmax)
(ii)
≤ |L|+ |L|
(
1 + κ
1√
λ
+ bmax
)
= |L|
(
2 + κ
1√
λ
+ bmax
)
, (37)
where
• inequality (i) is due to ‖w∗(V\S)‖2 ≤ 1λ and `slack(hψ∗(V\S)(xj), yj) ≤ 1 + |w∗(V\S)>Φ(xj)| + bmax ≤
1 + κ ‖w∗(V\S)‖+ bmax
• inequality (ii) is due to ‖w∗(V\S)‖2 ≤ 1λ .
Next, we bound the second part of Eq. 36 in the following.λ(|V\S| − |L|) ‖w∗(V\S)‖2 + ∑
i∈V\(S∪L)
`slack(hψ∗(V\S)(xi), yi)

−
λ(|V\S| − |L|) ‖w∗(V\(S ∪ L))‖2 + ∑
i∈V\(S∪L)
`slack(hψ∗(V\(S∪L))(xi), yi)

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≤ λ(|V\S| − |L|)(w∗(V\(S ∪ L)) +w∗(V\S))>(w∗(V\(S ∪ L))−w∗(V\S))
+
∑
i∈V\(S∪L)
(
`slack(hψ∗(V\S)(xi), yi))− `slack(hψ∗(V\(S∪L))(xi), yi)
)
(i)
≤ λ(|V\S| − |L|) ‖∆w∗‖ ‖w∗(V\(S ∪ L)) +w∗(V\S)‖+
∑
i∈V\(S∪L)
supp
∣∣∣∣∂`slack(p, y)∂p
∣∣∣∣ · |h∆ψ∗(xi)|
(ii)
≤ 2
√
λ(|V\S| − |L|) ‖∆w∗‖+ (|V\S| − |L|) · (κ ‖∆w∗‖+ bmax)
= (|V\S| − |L|)(2
√
λ+ κ) ‖∆w∗‖+ (|V\S| − |L|)bmax, (38)
where,
• inequality (i) is because:
(w∗(V\(S ∪ L)) +w∗(V\S))>(w∗(V\(S ∪ L))−w∗(V\S))
≤ ‖∆w∗‖ ‖w∗(V\(S ∪ L)) +w∗(V\S)‖ ,
by Cauchy-Schwartz inequality and,
(
`slack(hψ∗(V\S)(xi), yi))− `slack(hψ∗(V\(S∪L))(xi), yi)
) ≤ supp ∣∣∣∣∂`slack(p, y)∂p
∣∣∣∣ · |h∆ψ∗(xi)|,
by Lipschitz criterion;
• inequality (ii) is due to that ‖w∗(V\(S ∪ L)) +w∗(V\S)‖ ≤ ‖w∗(V\(S ∪ L))‖+ ‖w∗(V\S)‖ ≤ 2√
λ
from
Fact 1, the fact that supp
∣∣∣∂`slack(p,y)∂p ∣∣∣ = 1 and |h∆ψ∗(x)| ≤ |∆w∗>Φ(x)| + bmax ≤ κ ‖∆w∗‖ + bmax from
triangle inequality and Cauchy Schwartz inequality, respectively.
By adding Eqs. 37 and 38 and then replacing ‖∆w∗‖ with its value provided by Eq. 35 we have that g(S ∪ L)− g(S)
is smaller than(
2 + κ
1√
λ
)
|L|
+
(|V\S| − |L|)
2λ|V\S| · (2
√
λ+ κ) ·
 (2√λ+ κ)|L|
2
+
√
(2
√
λ+ κ)2|L|2
4
+ 4λ|V\S|bmax
+ |V\S|bmax
≤
(
2
√
λ+ κ
)
|L|
√
λ
+
(2
√
λ+ κ)2|L|
2λ
·
1
2
+
√√√√1
4
+
4λ|V\S|bmax(
2
√
λ+ κ
)2
|L|2
+ |V\S|bmax
≤
(
2
√
λ+ κ
)
|L|
√
λ
+
(
2
√
λ+ κ
)2
|L|
2λ
·
(
1
2
+
√
1
4
+
4λ|V|bmax
(2
√
λ+ κ)2|L|2
)
+ |V|bmax
Lemma 9 For soft margin SVMs with offset, if no training instance lies on the hyperplane, i.e., @(x, y) so that
y(w∗(V\S)>Φ(x) + b∗(V\S)) = 1, then one can compute a shift value b′ so that (w∗(V\S), b∗(V\S) + b′) is also
an optimal solution and it ensures that at least one instance (x, y) satisfies y(w∗(V\S)>Φ(x) + b∗(V\S) + b′) = 1.
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Proof Since there is no training instance that satisfies y(w∗(V\S)>Φ(x) + b∗(V\S)) = 1, then for each instance
either y(w∗(V\S)>Φ(x) + b∗(V\S)) > 1 or y(w∗(V\S)>Φ(x) + b∗(V\S)) < 1. First, we assume there exists at
least one (xi, yi), such that yi(w∗(V\S)>Φ(xi) + b∗(V\S)) > 1. Let us define,
ξ = min
i∈V\S
{∣∣1− yi(w∗(V\S)>Φ(xi) + b∗(V\S))∣∣}
i∗ ∈ argmin
i∈V\S
{∣∣1− yi(w∗(V\S)>Φ(xi) + b∗(V\S))∣∣} .
If we shift b∗(V\S)→ b∗(V\S)− yi∗ξ, then we have:
1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)) < 0 =⇒ 1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)− yi∗ξ) ≤ 0. (39)
1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)) > 0 =⇒ 1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)− yi∗ξ) ≥ 0. (40)
Now, we define
M3 := {i ∈ V\S | 1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)) < 0} (41)
M7 := {i ∈ V\S | 1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)) > 0} (42)
Hence, we have: ∑
i∈V\S
[1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)− yi∗ξ)]+
=
∑
i∈M3
[1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)− yi∗ξ)]+
+
∑
i∈M7
[1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)− yi∗ξ)]+
(i)
=
∑
i∈M7
(1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)− yi∗ξ))
=
∑
i∈M7
(1− yi(w∗(V\S)>Φ(xi) + b∗(V\S))− [yi∗ξ] ·
( ∑
i∈M7
yi
)
(ii)
=
∑
i∈M7
(1− yi(w∗(V\S)>Φ(xi) + b∗(V\S)), (43)
where (i) is due to Eqs. 39 and 40. To show (ii), we know from Lemma 7 that
∑
i∈V\S αi(V\S)yi = 0; αi(V\S) = 0
for i ∈ M3 ; and αi(V\S) = 1 for i ∈ M7. Since there is no (x, y) such that y(w∗(V\S)>Φ(x) + b∗(V\S)) = 1,
then we have
∑
i∈V\S7 αiyi =
∑
i∈V\S7 yi = 0.
From Eq. 43 we can see that the loss function remains unchanged, Therefore (w∗(V\S), b∗(V\S) + b′) is also an
optimal solution, where b′ = −yi∗ξ. Moreover, we have:
1− yi∗(w∗(V\S)>Φ(xi∗) + b∗(V\S)− yi∗ξ) = 1− yi∗(w∗(V\S)Φ(xi∗) + b∗(V\S))− ξ = 0,
which completes the proof.
Claim 1 For kernel SVMs without offset, we have ∀ S ⊆ V : ‖w∗(V\S)‖2 ≤ 1/λ .
Proof We have λ|V\S| ‖w∗(V\S)‖2 ≤ λ|V\S| ‖w∗(V\S)‖2+∑i∈V\S `(ψ(xi), yi) ≤ λ|V\S|.0+∑i∈V\S `(0, yi) =
|V\S|, which proves the required result.
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Claim 2 For a nonlinear soft margin SVM with offsets, if there exists at least one training instance, which satisfies
y(w∗(V\S)>Φ(x) + b∗(V\S)) = 1, then we have |b∗(V\S)| ≤ 1 + κ/√λ, where κ = maxx
√
K(x,x) ≥ 0
Proof Since y(w∗(V\S)>Φ(x) + b∗(V\S)) = 1, then b∗(V\S) = y −w∗(V\S)>Φ(x), and we have:
|b∗(V\S)| = |y −w∗(V\S)>Φ(x)|
≤ 1 + |w∗(V\S)>Φ(x)|
≤ 1 + ‖f‖H
√
K(x,x) (Fact 3)
≤ 1 + κ/
√
λ (Fact 1). (44)
Claim 3 (Cauchy-Schwartz Inequality) |f(x)| ≤ ‖f‖√K(x,x).
Claim 4 If |S| < n < min{|V+|, |V−|} − s∗ for some s∗ ∈+, then |(V\S) ∩ V±| > s∗.
Proof We have:
|(V\S) ∩ V−| = |V−\S|
= |V−| − |S ∩ V−|
≥ |V−| − |S|
≥ |V−| −min{‖V+|, |V−|}+ s∗ > s∗. (45)
Claim 5 Given C±1/s, ∆1/s are defined according to Eqs. 4 and 5, then ∆1/s1 ≥ ∆1/s2 if s1 > s2.
Proof Since 1/s1 < 1/s2, then C±1/s1 ⊆ C
±
1/s2
. Therefore, any two points in C+1/s1 and C
−
1/s1
, also are in C+1/s2 and
C−1/s2 , respectively. As a result, the minimum distance between two points in C
+
1/s2
and C−1/s2 would be smaller.
Claim 6 If g(α) = α− pα2, then maxα∈[0,1] g(α) ≥ min
{
1
4p
,
1
2
}
.
Proof Assume α∗ indicates the global maximum. Now,
dg(α)
dα
∣∣∣∣
α=α∗
= 0 iff α∗ < 1. Otherwise α∗ = 1. Hence, if
1/2p < 1, then maxα∈[0,1] g(α) = 1/4p. Otherwise, we have maxα∈[0,1] g(α) = 1− p ≥ 1/2.
H Additional Details for Experiments on Real Data
Dirichlet parameters χ•,•. Given an instance (x, y) with grade q, the values of χx,q depend only on q, which vary
across different datasets. More specifically, we set ξx,q for our datasets as follows:
• Messidor. It contains scores on four point scale. Hence, we have:
χx,q =

[3, 3, 1, 1] if q = 1
[2, 3, 2, 1] if q = 2
[0.5, 0.5, 5, 4] if q = 3
[0.1, 0.1, 4, 6] if q = 4
(46)
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• Stare: It contains scores on five point scale. Hence, we have:
χx,q =

[3, 3, 2, 1, 1] if q = 1
[2, 7, 0.5, 0.5, 0.1] if q = 2
[0.1, 0.1, 4, 3, 2] if q = 3
[1, 2, 3, 3, 1] if q = 4
[0.1, 0.1, 5, 5, 5] if q = 5
(47)
• Aptos: It contains scores on five point scale. Hence, we have:
χx,q =

[4, 2, 1, 1, 1] if q = 1
[4, 1, 1, 0.5, 0.5] if q = 2
[0.1, 0.1, 5, 4, 4] if q = 3
[0.1, 0.1, 4, 5, 4] if q = 4
[0.1, 0.1, 4, 4, 5] if q = 5
(48)
Choice of the additional model pi. For all three real datasets, we use a logistic regression model for pi, which is given
as follows:
pi(d |x) = 1
1 + exp [−ωpi · d(w∗(V\S∗)>x+ b∗(V\S∗))] (49)
where ωpi is the trainable paramater.
Implementation of Triage based on predicted errors. We first train a support vector machine for full automation,
i.e., S = ∅ as well as two additional supervised models that predict the human error and the machine error. Finally, we
sort the test samples in decreasing order of the difference between the predicted machine error and the predicted human
error and outsource top n samples to humans.
Following [36], we train two multi-layer perceptron models— one (Eh) for predicting human error and another
(Em) for predicting machine error— on {(xi, zi)}i∈V where x• are the feature and z• are the binary labels. The binary
labels z• are different for Eh and Em and are computed as follows.
For the human error model Eh, we first sample four expert scores per each sample (x, y) using the same strategy
described in Section 5, then split them into two evenly sized sets and, finally aggregate the grades in each set into single
binary labels by averaging and thresholding using the same thresholding strategy described in Section 5. We set z = 0
if these binary labels for two sets agree and z = 1 otherwise. On the other hand, for machine error model Em, we set
z = 0, if, for the sample (x, y), the label predicted by the trained machine agrees with the label predicted by human
and z = 1 otherwise.
Each of Eh and Em consists of one hidden layer with 100 units with ReLU(·) as the activation function for the
hidden layer. Moreover, we use L2 regularization and optimize using stochastic gradient descent.
Computing infrastructure. All experiments were implemented in Python 2.7 and were carried out in 2.2 GHz Intel
Core i7 processor with 8 GB of RAM.
Average run-time of each result. The average run-time of each iteration of distorted greedy algorithm is 6.91, 1.26
and 10.79 seconds for Messidor, Stare and Aptos datasets respectively. On the other hand, the average run-time of each
iteration of stochastic distorted greedy algorithm has decreased to 0.98, 0.3 and 0.97 seconds for Messidor, Stare and
Aptos datasets respectively.
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