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DIRAC AND WEYL FERMIONS - THE ONLY CAUSAL SYSTEMS
DOMENICO P. L. CASTRIGIANO∗
Abstract. Causal systems describe the localizability of relativistic quantum systems
complying with the principles of special relativity and elementary causality. At their
classification we restrict ourselves to real mass and finite spinor systems. It follows that
(up to certain not yet discarded unitarily related systems) the only irreducible causal
systems are the Dirac and the Weyl fermions. Their wave-equations are established as
a mere consequence of causal localization. — The compact localized Dirac and Weyl
wave-functions are studied in detail. One finds that, at the speed of light, the carriers
shrink in the past and expand in the future. For every direction in space there is a defi-
nite time at which the change from shrinking to expanding occurs. A late changing time
characterizes those states, which shrink to a δ-strip if boosted in the opposite direction.
Using a density result for these late-change states one shows that all Dirac and Weyl
wave-functions are subjected to Lorentz contraction. — We tackle the question whether
a causal system induces a representation of a causal logic and thus provides a localization
in proper space-time regions rather than on spacelike hyperplanes. The causal logic gen-
erated by the spacelike relation is shown to do not admit representations at all. But the
logic generated by the non-timelike relation in general does, and the necessary condition
is derived that there is a projection valued measure on every non-timelike non-spacelike
hyperplane being the high boost limit of the localization on the spacelike hyperplanes.
Dirac and Weyl systems are shown to satisfy this condition and thus to extend to all
non-timelike hyperplanes, which implies more profound properties of the causal systems.
The compact localized eigenstates of the projections to non-spacelike flat strips are late-
change states.
Keywords: Relativistic quantum systems, localization, causality, causal time evolution,
Lorentz contraction, representation of causal logic
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1. Introduction
These investigations are concerned with causal systems (W,E) (22), which describe the lo-
calizability of relativistic quantum systems following Wightman [1]. What is going beyond
the physical ideas developed by Newton, Wigner [2] and Wightman [1] is the inclusion
of special relativity and causality. So the representation W of the Poincare´ group P˜ de-
scribing the relativistic quantum system under consideration and the projection valued
measure (PM) E describing the localization of the system on every spacelike hyperplane
of Minkowski space satisfy Poincare´ covariance (i) and the causality condition (ii), namely
(i) W (g)E(∆)W (g)−1 = E(g ·∆)
(ii) E(∆) ≤ E(∆τ )
Poincare´ covariance (i) refers to every Poincare´ transformation g and every spacelike flat
region ∆. As to the causality condition (ii), τ is any spacelike hyperplane and ∆τ denotes
the region of influence of ∆ in τ (7.2). Equivalent formulations of the causality condition,
as local orthogonality E(∆)E(Γ) = 0 for spacelike separated ∆ and Γ, are given in (13).
τ
∆τ
∆
t
x
Hence the concept of a causal system is the unique one satisfying a number of minimal
physical requirements. Moreover, the postulate (i) implies no restriction for relativistic
systems which are localized according to Wightman [1], since as shown in [3] and (8) the
localization automatically and unambiguously extends to all spacelike hyperplanes in a
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Poincare´ covariant manner. What is really restrictive is the causality condition (ii). In
particular there is no causal system (W,E) if the energy H is semi-bounded (6). Since
bounded below energy is essential for the stability of the system one could infer from
this fact that localization in terms of position operators is incompatible with causality in
relativistic quantum physics [29].
We hasten to expound already at this point that this conclusion might be not defin-
itive. Indeed, in sec. 15 as in [4, sec. J], we argue that applying the localization operator
E(∆) of a causal system to a particle (or antiparticle) state does not create a pure state
but a mixed state of particle and antiparticle states, which of course have non-negative
energy. We think this feature of causal systems is fascinating as it puts first the fun-
damental interplay in nature of matter and antimatter, as summed up at the creation
of matter from energy, where inevitably matter and antimatter occur in a bookkeeping
manner.
The localization properties of the resulting particle and antiparticle states are de-
scribed by a POL (positive operator valued localization), which is the trace of the causal
system on the particle and antiparticle subspace, respectively. It is causal since it still
satisfies Poincare´ covariance (i) and the causality condition (ii). POL are studied in [4,
sec.G] and in sec. 6, 7, 8. The results are exploited for the causal electron POL T e in [4,
sec. I] and sec. 14 proving among other things that T e is separated which implies that ar-
bitrarily well localized electrons in any neighborhood of every point exist. The analogous
results are derived for the POL T χη of the four Weyl particles (93).
The existence of a causal POL T describing the localization of a positive-energy system
is not at all a trivial fact. As shown in [4, Lemma 4], the localization operators T (∆) 6= 0
for bounded regions ∆ are not local observables of a local quantum theory, included the
case of modular localization. They might not be observables at all, although their ex-
pectation values give the localization probabilities. We do not pursue these questions
here.
Proceeding in order, the first sections of this article are concerned with the basic consid-
erations on localizability, mainly in order to recapitulate and elucidate the well-known
difficulties one meets in relativistic quantum mechanics. Let us mention that the out-
standing problems maintain a vivid interest in a theory of relativistic particle localization
so that from the beginning of relativistic quantum theory up to now a vast literature is
devoted to this subject. For a selection of about fifty articles from 1930 up to 2000 see [5]
2005. For further references see [6] 2017. Also more recently, in [4] 2015 a thorough inves-
tigation of causal time evolution for massive relativistic quantum systems is presented, to
which we will refer recurrently. Some indicated parts of it are simply taken over for the
sake of completeness.
We start in sec. 2 with a brief presentation of the Wightman localization (WL) and the
particular Newton-Wigner localization (NWL). In sec. 3 Poincare´ covariance of any WL
for a relativistic system (and the associated position operator) is established, i.e., the
ingredient (i) for a causal system is ensured, and thus a widespread objection against
WL, in particular NWL, is removed. But despite of being Poincare´ covariant, NWL does
not localize frame-independently. We do not renounce to give a rigorous proof of this
property in (2) (which certainly will exist in literature). This is one of the inadequacies
of NWL. Another shortcoming, still compatible with Poincare´ covariance, is the instan-
taneous spreading to infinity of the wave-functions. On this it is worked intensively. In
essence, causal time evolution and localized state are contrasted under the premise of semi-
bounded energy. Particularly in the work of Hegerfeldt this is done in a concise manner.
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This egged us on to use Occam’s razor for a further elaboration (similar in the spirit to
[28]). The achievement in sec. 4 is an unbiased view at the notion of localized state being
rid of localization operators.
Instantaneous spreading and frame-dependent localization both violate the causality
condition (ii). The former attracts up to now much more attention, perhaps because it is
perceived to be the quintessence of acausality. However, it is not. Indeed, systems with
causal time evolution (SCT) (128), i.e., systems satisfying (i) and the causality condition
(ii) for time translations, need not be causal. The massive respectively massless SCT in
(132) and (152) do not localize frame-independently and hence are not causal. More-
over, not even causal time evolution and frame-independent localization together imply
causality as the example (153) shows.
So far this brief exposition already makes clear that the alternative to pursue maintain-
ing causality is either to suppose a semi-bounded Hamiltonian (stability) or to suppose
states localized in bounded regions. However, as already indicated, these assumptions
seemingly opposed to each other are simultaneously realized and intrinsically linked in
causal systems.
One of our main results is the classification of the causal systems (W,E). We restrict
ourselves to systems with non-negative mass squared operator and finite spinor dimen-
sion. This is justified by the fact that representations of P˜ not satisfying these spectral
conditions have not found applications so far. (Only more recently it is suggested that
the quantum fields, which are covariant with respect to the massless infinite spin repre-
sentations, could be attributed to the galactic dark matter.) Within this frame the result
obtained in sec. 21, 22, 23 is that the Dirac system for every positive mass and the two
massless right- and left-handed Weyl systems are the only irreducible causal systems.
As to this result, actually we did not yet succeed to rule out certain obviously un-
likely systems. See the details in 22.2, 23.4. At any rate the Dirac equation and the Weyl
equations are established as a mere consequence of the principle of causality in relativistic
quantum mechanics. In particular, the requirement of a causal localization determines
the right handedness of particle and antiparticle constituting a Weyl system.
The classification of the causal systems proceeds in three steps. The first one (a)
consists in determining the causal time evolutions for WL. This is the most involved part
of the classification. Then (b) one establishes all possible extensions of the representa-
tions in (a) of the little kinematical group (i.e., the Euclidean transformations plus time
translations) to representations of P˜. Moreover one applies (8) in order to define in a
Poincare´ covariant manner the localizations operators for all spacelike flat regions. Thus
one obtains the SCT. They are more general than causal systems. In the last step (c)
one has to select the causal systems among the SCT. In particular one discards all SCT
which do not localize frame-independently.
For massive systems the steps (a) and (b) are done in [4] yielding a complete and ex-
plicit description of the SCT reported in sec. 22.1. The massless SCT are also completely
classified in an analogous manner (see sec. 23.1 for step (a) and sec. 23.3 for step (b)),
although the group theoretical part is more involved. Step (c) (see sec. 22.2 and sec. 23.4)
is tedious and, as mentioned, not yet fully accomplished.
There are some causal systems for which the mass squared operator has a spectrum
containing ]−∞, 0]. They are considered to be not physically relevant for its imaginary
mass spectrum. Nevertheless we present them in sec. 19, since they induce representations
of the causal logic generated by the non-timelike relation. As far as we know, these are
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the only examples of representations of a causal logic. This topic, addressed below, is
treated in sec. 11, 12, and 18, 19, 20.
Much attention we pay to the fundamental causal systems, the Dirac system for every
positive mass in sec. 13, 14, 15 and the two Weyl systems in sec. 16, obtaining important
results. As the first act of course we verify the causality condition (ii) for these systems
(see (53), (95)).
We study in detail the free motion of the border of a compact localized (i.e., localized
in a bounded region) wave function. One finds that at any time the border moves at the
speed of light. As expected, over the long term it moves radially to infinity. In the short
term however the movement of the wave border is more complicated as parts of it may
move in the opposite direction.
To be more explicit, for every compact localized wave function ψ and any direction
in position space given by a unit vector e ∈ R3, let e(ψ) denote the maximal real number
such that the half-space {x ∈ R3 : xe ≤ e(ψ)} and the carrier {x ∈ R3 : ψ(x) 6= 0} of ψ
are disjoint up to a null set. The plane {x ∈ R3 : xe = e(ψ)} is perpendicular to e and
tangential to the carrier.
carrierxe ≤ e(ψ) xe ≥ e(ψ)
e
Now the result (62) for the evolution ψt of ψ is that there is a unique time te = te(ψ) with
e(ψt) = e(ψ) + |te| − |t− te|
for all times t ∈ R.
(t, e(ψt))
te t
e(ψte)
As long as t < te one has e(ψt) = e(ψte) − te + t. This means that, at the speed of
light, the carrier of ψt retreats in the direction e ∈ R3. At time te there is an abrupt
change of motion. For t > te the carrier advances in direction −e with light velocity as
e(ψt) = e(ψte) + te − t.
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carrier
Only then the wave function expands in direction −e as expected. Hence, despite of
this simple motion, in the short term the picture is complicated since the time of change
te depends in general on the direction e (see (65)). The carrier of the wave function
performs the changes from shrinking to expanding not isotropicly. But not later than the
time corresponding to the diameter of the carrier a simultaneous isotropic expansion of
the wave function at light speed takes place (64).
The changes of the carrier due to a boost are quite different. Let ψρe denote the wave
function ψ boosted along the direction e with rapidity ρ. Suppose that ψ is compact
localized in the half-space {x ∈ R3 : xe ≥ 0}. Then by causality e(ψρe) ≥ e−|ρ| e(ψ)
and −e(ψρe) ≤ − e|ρ| e(ψ) for e := −e. This means that the expansion of the carrier in
direction e is limited by the factor e|ρ|, whereas in direction −e it is limited by the factor
e−|ρ| thus not overcoming the barrier {x ∈ R3 : xe = 0}. Actually one finds that ψρe for
ρ ∈ R does not stay confined in any strip {x ∈ R3 : 0 ≤ xe ≤ c}. If |te| < −12e(ψ) then
ψρe is confined neither for ρ→∞ nor for ρ→ −∞. See (76).
Then there are the remarkable states satisfying |te| ≥ −12e(ψ), which we call late-
change states or, more specifically, large - te - states. If ψ is a large - te - state with ±te ≥
−1
2
e(ψ) then by (76) the carrier is shrinking in direction −e to a δ-strip at the origin by
the factor e∓ρ for±ρ ≥ 0, i.e., −e(ψρe) ≤ − e∓ρ e(ψ), or equivalently, still by (76), the time
evolution ψ±t is localized in {x ∈ R3 : 0 ≤ xe ≤ t} for some (and hence all) t ≥ −12e(ψ).
What is more, every state localized in {x ∈ R3 : xe ≥ 0} can be approximated by large -
te - states, see (78), (100). The proof of this density result involves a property of causal
systems shown in sec. 10 and an asymptotic behavior of the evolution of the probability of
localization. For the Dirac systems it is the asymptotic causality (71), which is known for
massive systems endowed with the NWL. For the massless Weyl systems one has (99)(c),
which is harder to prove.
Eventually, as a consequence one obtains in (79), (16.6) the Lorentz contraction
‖E({x ∈ R3 : −δ ≤ xe ≤ δ})ψρe‖→ 1, |ρ| → ∞
for every wave-function ψ and any δ > 0. One recalls that in classical mechanics it is
discussed whether the length contraction really exists or not. Therefore we find it is worth
attaching to (79) the rather obvious considerations about the objectiveness of the Lorentz
contraction in quantum theory.
Causality is used to define various orthocomplemented lattices of subsets of Minkowski
spacetime (see e.g. [56] 2013 and the literature cited therein), known under the general
name of causal logics. The link to quantum theory is thought to be provided attributing
to the sets of the lattice projections on the Hilbert space of states. By physical reasons
as well mathematical consequences this assignment in general cannot be required to be
a lattice homomorphism into the quantum logic as argued subsequent to (119). But it
is expected to be a normalized monotone locally orthogonal σ-orthoadditive Poincare´ co-
variant map, called a representation for short.
Most adequate from a physical point of view seems to be the lattice M in sec. 11
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of causally complete regions generated by the spacelike relation. However for structural
deficiencies M does not allow for representations, see sec. 12. Mathematically more con-
venient is the latticeM′borel in sec. 18.4 generated by the non-timelike relation [68]. And,
indeed there are representations of M′borel. Unfortunately the representations we know
so far (118) refer to unphysical systems with imaginary mass spectrum. Every represen-
tation of M′borel determines in an obvious way a causal system (119). By (125) this is
uniquely extendable as a high boost limit to a PM on every non-timelike non-spacelike
hyperplane χ, obeying Poincare´ covariance.
σ
χ
σ′′
σ′
Hence this extendability is a necessary condition for a causal system to induce a repre-
sentation of M′borel. It implies more profound properties of causal systems as e.g. the
existence of dense sets of late-change states. And, indeed, the Dirac and Weyl systems
allow for such an extension (127). The somewhat involved proof is based on the results
on group representations of the sec. 24.3 - 24.5 in the appendix. In view of these insights,
M′borel and its representations apparently have some physical relevance.
Acknowledgements: The author would like to thank Ulrich Mutze and Andreas D. Lei-
seifer for many valuable discussions.
2. Newton-Wigner Position Operator and Localization by Wightman
Two main achievements in particle localization are the position operator Xnw of Newton,
Wigner [2] from 1949 and Wightman’s formulation of localization [1] in 1962. The latter
furnishes also a rigorous mathematical frame of the first using group representation theory.
The central notion in [1], which we like to call a Wightman localization (WL), is a
projection valued measure (PM) E on the Borel sets of the Euclidean space R3 and a
representation U of the covering group ISU(2) of the group of Euclidean motions, both
acting on the Hilbert space of states H, such that (U,E) satisfies the covariance
U(g)E(∆)U(g)−1 = E(g ·∆) (2.1)
for all g ∈ ISU(2) and Borel sets ∆ ⊂ R3. Note that here a representation of a topological
group is always unitary continuous on a separable complex Hilbert space.
With every WL a Euclidean covariant position operator X = (X1, X2, X3) is associ-
ated by spectral integration
Xk :=
∫
πk dE, πk(x) := xk (2.2)
Clearly, πk(E) is the spectral measure of Xk and E is the joint spectral measure of the
three components of X . Hence E is uniquely determined by X .
For every irreducible relativistic system, which is massive or massless helicity zero,
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a WL exist. Let this system be described by the representation W of the universal
covering group P˜ = ISL(2,C) of the Poincare´ group. Then the former means that there
is a PM E which is covariant with respect to U := W |ISU(2). Any other covariant PM
E ′ is related to E, i.e., there is a unitary transformation S commuting with U such
that E ′ = SES−1. A particular representative is the Newton-Wigner localization
(NWL) Enw, which is singled out by the requirement of time inversion invariance and
by a mathematical smoothness condition. We prefer to distinguish NWL from all other
related WL by the Newton-Wigner-Pryce formula (see [10]), also called first Bakamjian-
Thomas-Foldy formula Eq. (2.3) below. The Newton-Wigner operator Xnw is the position
operator associated with Enw.
We add that Enw and hence Xnw exist also for the related antisystems with negative
energy operator H , and, plainly, for every system, which is an orthogonal integral of
the former systems, antisystems included. Such a system is massive if the mass-squared
operator
C := H2 − P 2
is positive (C > 0). Here P = (P1, P2, P3) is the linear momentum and P
2 = P 21 +P
2
2 +P
2
3 .
For massive systems the remarkable Bakamjian-Thomas-Foldy formulae Eq. (2.3),
Eq. (2.4) hold on a common core. The first
Xnw =
1
2
(H−1N +NH−1)− C−1/2(C1/2 + |H|)−1 P ×
(
J +H−1(P ×N)
)
(2.3)
may be regarded as the defining equation for the Newton-Wigner position operator as it
expresses Xnw in terms of the ten generators of the Poincare´ group P˜ = ISL(2,C), i.e.,
in addition to the Hamiltonian H and the linear momentum P = (P1, P2, P3), the angular
momentum J = (J1, J2, J3), which generates spatial rotations, and the Lorentz booster
N = (N1, N2, N3). The second
N =
1
2
(HXnw +XnwH) + (C1/2 + |H|)−1 sgn(H)P × (J −Xnw × P ) (2.4)
shows that the generators of the little kinematical group R ⊗ ISU(2), representing
time translations plus Euclidean motions, together with Xnw determine the booster and
hence the whole representation of P˜. Note that Eq. (2.4) generalizes the original formula
to not semi-bounded H , as for instance in the case of the Dirac representation.
It is characteristic for the NWL that it commutes with the three Casimir operators,
i.e., the sign of the energy, the mass-squared operator, and the Pauli-Lubanski scalar.
3. Poincare´ Covariance of Position
The principle of special relativity is automatically satisfied for a quantum system if the
Hilbert space of states of the system is the carrier space of a representation W of P˜.
This is thoroughly explained in Currie, Jordan, Sudarshan 1962 [7] and, specifically for
localization in space regions, in Amrein 1969 [8, sec. VIII]. There is also clearly pointed
out that relativistic symmetry must be distinguished frommanifest relativistic invariance.
This rather formal concept, moreover, has not found a generally accepted formulation,
above all not for the localization problem (see e.g. [7], [8], [9], [15], [12]). Xnw and Enw
are not manifest relativistic invariant, as argued e.g. in [3, sec. III] and in [10] 1997,
respectively.
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In the following for the group elements g = (a, A) = (t, b, A) ∈ P˜ we often use abbrevia-
tions as a ≡ (a, I2), b ≡ (0, b, I2), t ≡ (t, 0, I2), A ≡ (0, A). The elements in ISU(2) are
denoted by (b, B).
3.1. Poincare´ covariance of localization. By the foregoing remark it is clear that
NWL does not violate the principle of special relativity. By means of W the localization
on the particular hyperplane R3 ≡ {0} × R3 is transported to any other spacelike hyper-
plane.
Independently of this fact we will reason now following [4, sec. C] that for a relativistic
system, rather than a Euclidean covariant localization, physics requires a fully Poincare´
covariant localization. This generalization is more than a merely manifest Poincare´ co-
variant formulation of localization in the above sense. On its necessity we are in accord
with [9, sec. 7.3] (restricting the permissive view in [3, sec. I]). It is a consequence of the
physical ideas on Euclidean covariance in [1] applied to general Poincare´ transformations,
thus giving grounds for a unique extension of a WL to a Poincare´ covariant localization
in regions, i.e., Borel subsets, of spacelike hyperplanes. In Castrigiano, Mutze 1982 [3,
Theorem] existence and uniqueness of this extension is proven. The result is proven more
generally for POL in (8).
First let us briefly report the physical idea behind Euclidean covariance of the lo-
calization in [1]. Imagine an apparatus A suited for the measurement of the position of
the system in the region (i.e. Borel subset) ∆ and thus realizing the observable E(∆).
If this apparatus is shifted by b ∈ R3 then relativistic symmetry means that it realizes
the observable W (b)E(∆)W (b)−1. On the other hand, the shifted apparatus obviously
measures the position in the translated region ∆ + b and thus realizes the observable
E(∆ + b). Consequently translational covariance W (b)E(∆)W (b)−1 = E(∆ + b) must
hold. Analogously one deduces covariance under all Euclidean transformations.
If now the apparatus A is boosted by a Lorentz transformation L given by A ∈
SL(2,C) then, again by relativistic symmetry, the boosted apparatus realizes the ob-
servable W (A)E(∆)W (A)−1. Moreover, by special relativity, the boosted apparatus is
still suited for position measurement, namely in the spatial region L∆ of the space-
like hyperplane LR3 in Minkowski space R4. Here, for convenience, R3 is identified with
{0} × R3. Let E(L∆) denote the yes-no observable realized by the boosted apparatus.
So E(L∆) has to be equated with W (A)E(∆)W (A)−1. An analogous reasoning is valid
for every transformation g = (a, A) ∈ P˜.
There arises the following question of consistency. Let ∆′ ⊂ R3 be a region and let
A′ ∈ SL(2,C) such that L′∆′ = L∆. Further, let the apparatus A′ realize the observable
E(∆′). Then the apparatusA′ boosted by L′ realizes the observableW (A′)E(∆′)W (A′)−1,
which by special relativity equals the observable E(L′∆′) of position in L′∆′. Hence
physics imposes on E the condition W (A)E(∆)W (A)−1 =W (A′)E(∆′)W (A′)−1.
However, as shown in [3, Theorem] and in (8), in the final analysis it is due to Eu-
clidean covariance that E automatically satisfies this condition. This allows the claimed
unique extension of the localization to all spatial regions Γ of spacelike hyperplanes σ
such that the general Poincare´ covariance
W (g)E(Γ)W (g)−1 = E(g · Γ) (3.1)
holds. Here
g · x := a+ Λ(A)x for g = (a, A) ∈ P˜, x ∈ R4 (3.2)
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and g · Γ := {g · x : x ∈ Γ} with Λ : SL(2,C) → O(1, 3)0 the universal covering homo-
morphisms onto the proper orthochronous Lorentz group. As a consequence of covariance
Eq. (3.1), one has a WL on every spacelike hyperplane σ by mapping Γ 7→ E(Γ). In
particular, Enw is Poincare´ covariant.
3.2. Poincare´ covariance of position operator. Poincare´ covariance carries over from
the WL to the position operator associated with the WL. Indeed, let σ be a spacelike
hyperplane, choose an origin o ∈ σ and a direction n ∈ σ − o. Then, by [3, (3.1)(3.2)],
the (four-component) position operator Xσ,o for the three-dimensional Euclidean space
σ− o is given by the integral of idσ − o with respect to the WL on σ, whence the position
operator Xσ,o,n in direction n follows to be −n · Xσ,o with · the Minkowski product on
Minkowski space.1 Then the Poincare´ covariance
W (g)Xσ,o,nW (g)
−1 = Xg·σ,g·o,g·n (3.3)
holds. This yields, in particular, Poincare´ covariance of the Newton-Wigner position op-
erator Xnw. For this kind of covariance see Fleming 1965 [11, (2.6)]. One more derivation
of the Poincare´ covariance of Xnw can be found in [12] 2002.
3.3. Frame dependence of Newton-Wigner localization. Regarding NWL we are
going to show that a state ϕ, ||ϕ|| = 1, localized in a bounded region ∆, i.e., Enw(∆)ϕ = ϕ,
when boosted, is no longer localized in any bounded region ∆′. We give a rigorous proof.
Most probably any WL related to NWL localizes frame-dependently as well, but we do
not pursue this question.
Occasionally we will say that a state is compact localized if it is localized in a
bounded region.
(1) Canonical cross section. In the sequel we repeatedly will need the canonical cross
section Q(k) for k ∈ R4 with k · k > 0. It is the unique positive 2 × 2-matrix satisfying
Q(k) · (ηm, 0, 0, 0) = k, where m = √k · k, η = sgn(k0). Explicitly
Q(k) =
√
m
2(m+ |k0|)
(
I2 +
η
m
3∑
j=0
kjσj
)
(3.4)
Here σ0 = I2 and σj are the Pauli matrices.
2 Let A ∈ SL(2,C). Then R(k, A) :=
Q(k)−1AQ(A−1 · k) is called the Wigner rotation. It satisfies R(k, A) ∈ SU(2) and
R(k, B) = B for B ∈ SU(2). For p ∈ R3, ǫ(p) := √|p|2 +m2, η = +,− and pη :=
(ηǫ(p), p), one has Q(p+)−1 = Q(p−). Further useful formulae are Q(k)2 = η
m
∑3
j=0 kjσj
and AQ(k)2A∗ = Q(A · k)2, A∗Q(k)−2A = Q(A−1 · k)2. Furthermore, Q(k)4ς = −I2 +
2ǫ(k)
m
Q(k)2ς , ς = ±1. 
Let [m, j, η] denote any irreducible representation of P˜ for mass m > 0, spin j ∈ N0/2,
and sign of energy η ∈ {+,−}. In the massless case [0, s, η] spin j is replaced by helicity
s ∈ Z/2.
1 Representing Minkowski space by R4 the Minkowski product is given by a ·a′ := a0a′0−a1a′1−a2a′2−
a3a
′
3. Often we use the notation a
·2 := a · a.
2 σ1 =
(
0 1
1 0
)
, σ2 =
(
0 − i
i 0
)
, σ3 =
(
1 0
0 −1
)
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(2) Theorem. Let W be an orthogonal sum of irreducible representations [m, j, η] and
[0, 0, η] with m > 0, j ∈ N0/2, η ∈ {+,−} provided with the NWL Enw (see sec. 2).
Then ϕ and W (A)ϕ are not localized in a bounded region for every state ϕ and every
A ∈ SL(2,C) \ SU(2).
Proof. We may assume at once that W is irreducible. Consider first the massive case.
Then W acts in momentum space L2(R3,C2j+1) by(
Wmom(a, A)ϕ
)
(p) =
√
ǫ(qη)/ǫ(p) eip
η · a D(j)
(
R(pη, A)
)
ϕ(qη) (3.5)
where D(j) is the irreducible 2j + 1 dimensional unitary representation of SU(2), pη =
(ηǫ(p), p), qη = (qη0 , q
η) := A−1 · pη.
In position space representation NWL is the canonical PM given by Enw(∆)ψ = 1∆ψ.
One passes to the momentum space representation by the Fourier transformation
ϕ(p) =
(Fψ)(p) = (2π)− 32 ∫ e−ixp ψ(x) d3 x.
Assume now that ϕ and Wmom(A)ϕ are compact localized. Note that A = B′AρB
for some B,B′ ∈ SU(2) and ρ 6= 0.3 It follows that ϕ′ := Wmom(B)ϕ and Wmom(Aρ)ϕ′
are compact localized. By the Paley-Wiener Theorem each component of these functions
is the restriction of an entire function on C3. Note further that R(p, A) ∈ SU(2) is
diagonal and real for A = Aρ and p1 = p2 = 0 and equal to I2 for A = I2. One infers
R(pη, Aρ) = I2 if p1 = p2 = 0 (see also Eq. (22.5)). Therefore it follows from Eq. (3.5) that
every component of ϕ′ yields an entire function f on C such that z 7→ 4
√
u(z)2+m2
z2+m2
f(u(z))
with u(z) := z cosh(ρ)− η√z2 +m2 sinh(ρ) has an entire extension. However, for f 6= 0,
this is impossible for the singularities at z = ±im cosh(ρ).
We turn to the massless case [0, 0, η]. Then, in momentum space L2(R3,C),(
Wmom(a, A)ϕ
)
(p) =
√
|qη|/|p| eipη · a ϕ(qη) (3.6)
with pη = (η|p|, p). Proceeding as in the massive case, one gets an entire function f such
that fρ(z) :=
√
|u(z)|
|z| f(u(z)) with u(z) := αz + β|z| for α := cosh(ρ), β := −η sinh(ρ)
has an entire extension. Hence, fρ(z) =
√
α+ βf
(
(α + β)z
)
if z > 0, and fρ(z) =√
α− βf((α− β)z) if z < 0, whence √α + βf((α+ β)z) = √α− βf((α− β)z) ∀ z ∈ C.
However, for f 6= 0, this is impossible. 
The result in (2) is not inconsistent with Poincare´ covariance Eq. (3.1), as (2) concerns a
single fixed Lorentz frame. By means of W , (2) can be translated to any other Lorentz
frame. Poincare´ covariance states that if the state ϕ is localized in ∆ (bounded or
not) then the boosted state W (A)ϕ is localized in E(A · ∆), ∆ ≡ {0} × ∆. Indeed,
E(A ·∆)W (A)ϕ =W (A)E(∆)W (A)−1W (A)ϕ = W (A)ϕ because of E(∆)ϕ = ϕ.
The result in (2) is stated roughly also in the following way: Every state ϕ is lo-
calized in a bounded region with respect to one rest frame at the most. Referring to
the generalized eigenstates of the Newton-Wigner position operator it is observed in Wei-
dlich, Mitra 1963 [13, sec. 3] that “a state strictly localized in one coordinate system σ
. . . appears to be smeared out if observed from a system σ′ moving relative to σ ”. See
also e.g. [12], [16]. This is the so-called frame dependence of NWL. More precisely, let
3 Frequently we use explicitly Aρ := e
ρ σ3/2, Λ(Aρ) =

cosh(ρ) 0 0 sinh(ρ)
0 1 0 0
0 0 1 0
sinh(ρ) 0 0 cosh(ρ)
 for ρ ∈ R.
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Enw(∆)ϕ = ϕ for a bounded region ∆ of some spacelike hyperplane σ, and let σ′ be
a spacelike hyperplane different from σ with the same origin. Then Enw(Γ′)ϕ 6= ϕ for
every bounded region Γ′ ⊂ σ′. Indeed, since σ′ = A · σ for some A ∈ SL(2,C) \ SU(2),
Enw(A · Γ)ϕ = W (A)Enw(Γ)W (A−1)ϕ 6= W (A)W (A−1)ϕ = ϕ holds for all bounded
∆ ⊂ Γ ⊂ σ by (2).
Although the frame dependence of NWL is in accord with relativistic symmetry,
it is still a worrying feature. Indeed, let ϕ be localized in a bounded region. Then
Enw({|x| ≥ R})W (A)ϕ 6= 0 for all R > 0 and every however small boost Λ(A), de-
spite of Enw({|x| ≥ R0})ϕ = 0 for some R0 > 0. So imagine an electron localized in a
bounded region. Exert temporarily on it an electric force. Then any moment later there
is a non-vanishing probability to observe the electron arbitrarily far away. This is acausal.
Let us state that Newton-Wigner localization would be a satisfactory solution to local-
izability of irreducible relativistic systems, if there were not three problems. First recall
the fact that massless irreducible systems with non-zero helicity, like the photon are not
localizable according to Newton-Wigner. Then there is the frame dependence of NWL as
discussed above. The third problem already mentioned 1955 in [14, sec. 2] and studied
1963 in [13, sec. 3] regards a similar phenomenon. It is the instantaneous spreading to
infinity of wave-functions which initially vanish outside a bounded region. In Ruijsenaars
1981 [15] one finds a conscientious discussion of quantum localization and the possibility
to observe superluminal propagation with respect to Newton-Wigner position. (For more
recent engagements in this topic see e.g. [16] 2011, [6] 2017.) The latter results in a vio-
lation of causality and hence constitutes a serious objection against NWL. The following
section 4 studies in detail the phenomenon of instantaneous spreading as a consequence
of positivity of energy mainly referring to the work of Hegerfeldt.
From sec. 9 on we will be concerned with relativistic quantum systems, which imple-
ment Einstein causality. These systems are endowed with a WL for which there is no
transmission of signals faster than light. In particular instantaneous spreading and frame
dependence of localization are excluded on principle.
4. Positive Energy and Localized States
It is well-known by the work of Hegerfeldt (see [17] for a brief survey) that the phenome-
non of superluminal propagation is closely related to positivity of energy, more precisely,
to semi-boundedness of the Hamiltonian. For localized states one has the alternative,
either instantaneous spreading or confinement. The latter means that once the quantum
system is localized in a closed region (different from the whole space) it stays there all
the time. See Hegerfeldt 2001 [17, sec. 4] and [18, II. A]. Within the frame of WL this
alternative is shown in Schlieder 1971 [19, Kap. 3] (see also Jadczyk 1977 in [20, sec. 1],
Castrigiano 1984 [21, sec. I] ) using Borchers 1967 [22, III.1 Theorem].
Indeed, semi-boundedness of energy and little else already imply the above alternative.
We follow Hegerfeldt [17, sec. 4] reducing the assumptions. Let time evolution be described
by V (t) = eitH with Hamiltonian H . Let ∆0 ⊂ R3 and r0 > 0 be arbitrary but fixed
throughout this section 4. Set ∆r0 := {y ∈ R3 : ∃ x ∈ ∆0 with |y − x| ≤ r0}. Then the
assumptions are as follows:
(L1) The set of all scalar multiples of the states localized in ∆r0 is a closed subspace.
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(L2) If the state ϕ is localized in ∆0, then V (t)ϕ is localized in ∆r0 for all t ∈ [0, τ ] for
some τ > 0 depending on ϕ.
The meaning of the first assumption is obvious. The second one is a minimal requirement
regarding non-instantaneous spreading. Note that the term localized state is not and
need not be specified here. In the examples following (3) the states localized in a region
∆0 are the unit eigenvectors with eigenvalue 1 of the localization operator assigned to
∆0, which is a positive operator with spectrum contained in [0, 1], thus satisfying (L1).
Within the frame of POL with causal time evolution (7.1) the assumption (L2) is satisfied
for all Borel ∆0 and all r0 > 0.
(3) Theorem. Let the Hamiltonian be semi-bounded and let the localized states of the
quantum system satisfy the assumptions (L 1, 2). Then, if the system is localized at some
time t0 in ∆0, it stays localized in ∆r0 for all times t ∈ ]−∞,+∞ [.
Proof. Without restriction assume t0 = 0. Let ϕ be a state localized in ∆0, and denote
by Lr0 the subspace in (L1). By (L2), V (t)ϕ ∈ Lr0 for t ∈ [0, τ ]. Let χ ∈ L⊥r0. Then〈χ, V (t)ϕ〉 = 0 holds for t ∈ [0, τ ] and hence for all t, see [18, II. A] or [23, Proof of Theo-
rem]. The argument is as follows. Let without restriction H ≥ 0. Applying the spectral
theorem to H , one has F (t) := 〈χ, V (t)ϕ〉 = ∫ eitλ dm(λ) for a complex measure m with
supp(m) ⊂ [0,∞[. Therefore F has a continuous extension onto {t ∈ C : ℑ(t) ≥ 0},
which is analytic on {t ∈ C : ℑ(t) > 0}. Moreover, since F (t) = 0 for t ∈ I :=]0, τ [, by
Schwarz reflection principle, there is a further analytic extension of F onto (C \ R) ∪ I.
This is identical to zero by the principle of analytic continuation. By continuity, F = 0.
— It follows V (t)ϕ ∈ Lr0 for all t. 
Essentially Hegerfeldt’s result in [17, sec. 4] is equivalent to (3). Obviously (3) finds ap-
plication in case that localizability is described (i) by a WL, or (ii) by a supra-additive,
continuous from above, projection valued map as used by Jauch, Piron 1967 [24] for weak
localization, or (iii) by a positive operator valued measure (POM), introduced by several
authors (see e.g. Toigo 2005 [25] for a survey and sec. 6). So, if the Hamiltonian is semi-
bounded and if ∆0 is closed and (L 1, 2) holds for some rn in place of r0 with rn → 0,
then ∆0 =
⋂
n∆rn and in all three cases states localized in ∆0 obey the alternative, either
instantaneous spreading or confinement in ∆0.
Moreover, in the cases (i), (ii), confinement occurs in ∆0 (if and) only if the time
translation operators commute with the localization operator for ∆0. Indeed, by (3),
V (t)
(
E(∆0)H
) ⊂ E(∆rn)H holds for all n and for all t. Since E is continuous from above,
V (t)
(
E(∆0)H
) ⊂ E(∆0)H follows by n → ∞, and hence V (t)(E(∆0)H) = E(∆0)H for
all t. This implies V (t)E(∆0) = E(∆0)V (t) ∀ t.
According to (3), a quantum system with semi-bounded Hamiltonian without instanta-
neous spreading and without confinement does not have states, which are localized in
bounded regions. This result will now be refined exploiting translational symmetry. It
applies to massive and massless relativistic systems and also to systems with a more
general energy-momentum spectrum. Partially we follow Thaller 1992 [26, Theorem 1.6]
minimizing the assumptions.4 Lemma (5) is a version of Hegerfeldt, Ruijsenaars 1980 [18,
4 and avoiding an error in [26, Theorem 1.6] regarding the spectrum of H = λ(P ), as there the
assumptions on λ do not imply that λ−1([a, b]) is compact
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II]. Let S be a representation of the group R3 of spatial translations. To (L 1, 2) we add
the assumption
(L3) If the state ϕ is localized in ∆r0, then S(b)ϕ is localized in ∆2r0 for all |b| ≤ β for
some β > 0 depending on ϕ.
Let Eh denote the spectral measure of H and let Ep denote the joint spectral measure on
the Borel sets of R3 of the generators P = (P1, P2, P3) of the spatial translations.
(4) Definition. The spectral condition holds if there are Borel sets An ⊂ R with⋃
n∈NAn = R such that for every n and state ϕ the vector valued measure E
p(·)Eh(An)ϕ
on R3 has compact support.
Obviously the spectral condition (4) holds if there are Borel sets An ⊂ R with
⋃
n∈NAn =
R such that Ep(R3\Bn)Eh(An) = 0 for some ball Bn, n ∈ N. Hence the spectral condition
is satisfied, if H = h(P ) for some measurable semi-bounded function h : R3 → R with
|h(p)| → ∞ if |p| → ∞. Take e.g. An := [−n, n]. — A relativistic system with semi-
bounded energy H satisfies (4). Indeed, by the representation theory of P˜ it follows C ≥ 0
so that H2 ≥ H2 − C = P 2, whence H ≥ |P |.
(5) Lemma. Let the Hamiltonian be semi-bounded and let the spectral condition hold.
Let the localized states of the quantum system satisfy the assumptions (L 1, 2, 3), and (L 1)
also for 2r0. Let ϕ be a state localized in ∆0. Then S(b)ϕ is localized in ∆2r0 for all b ∈ R3.
Proof. Let ϕ be a state localized in ∆0, and denote by Lr0 the subspace of states localized
in ∆r0 according to (L1). Let χ ∈ L⊥r0. Then
∫
eiλt d〈χ,Eh(λ)ϕ〉 = 〈χ, V (t)ϕ〉 = 0 holds
for all t by (3). Fourier uniqueness theorem, valid also for complex measures,5 yields
〈χ,Eh(A)ϕ〉 = 0 for all Borel sets A ⊂ R. Hence Eh(A)ϕ is localized in ∆r0. So, by
assumption (L 3), S(b)Eh(A)ϕ is localized in ∆2r0 for all |b| ≤ β. Let χ ∈ L⊥2r0 . Then∫
e−ibp d〈χ,Ep(p)Eh(A)ϕ〉 = 〈χ, S(b)Eh(A)ϕ〉 = 0 holds for all |b| ≤ β. Obviously, due
to the spectral condition, for A = An the left hand side is entire in b ∈ C3, whence
〈χ, S(b)Eh(An)ϕ〉 = 0 holds for all b ∈ R3 and every n. It follows 〈χ, S(b)ϕ〉 = 0. Hence
S(b)ϕ is localized in ∆2r0 for all b ∈ R3. 
(6) Corollary. Suppose that for every b ∈ R3 the state S(b)ϕ in (5) is localized in ∆0+b.
Suppose further that a state cannot be localized in each of two widely separated regions.
Then ∆0 is not bounded.
Regarding the result (6) see also Hegerfeldt 1974 [27]. Obviously by (6) there is no causal
system (see (22)) in case of semi-bounded energy H . Under the premise of the relativistic
spectral condition (i.e., the joint spectrum of (H,P ) lies in the closed forward cone) this
follows also from Perez, Wilde 1977 [28, Theorem 1] and it is shown in [29, Problems with
5 Let m be a complex measure on R. By the Radon-Nikodym Theorem m = u|m| holds with a
measurable u : R → C, |u| = 1. Let f ∈ L1(R). Then, by Fubini’s theorem, ∫ e−iλt dm(λ) = 0 ∀
t implies
∫
f(t)
∫
e−iλt dm(λ) d t =
∫
fˆ(λ)u(λ) d |m|(λ) = 0. Hence |m| = 0 since the set of Fourier
transforms fˆ is dense in (C0(R), || · ||∞) and Cc(R) ⊂ C0(R).
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Position operators, Theorem] 2012 based on [28, Lemma].
In the following theorem we refer to POL with causal time evolution introduced in sec. 6.
See in particular Eq. (6.1) and Eq. (7.1). Actually, rotational covariance is not needed for
(7). Call a Borel subset ∆ ⊂ R3 essentially dense if ∆ \N = R3 for every Lebesgue
null set N .
(7) Theorem. Let localizability be described by a POL T with causal time evolution. Let
the spectral condition (4) hold. Suppose that there is a state localized in the region ∆0.
Then ∆0 is essentially dense.
Proof. Let ϕ be a state localized in ∆0, i.e., T (∆0)ϕ = ϕ. As T is translational covariant
it vanishes at Lebesgue null sets N (see (8)(a)). So one checks that the assumptions in
(5) are satisfied for ∆0 \ N in place of ∆0 and for every r0 > 0. Then from (5) we get
immediately T (A)S(b)ϕ = S(b)ϕ ∀ b ∈ R3 with A := ∆0 \N . For Γ := R3\A this implies
T (Γ)S(b)ϕ = (I − T (A))S(b)ϕ = 0. By translation covariance T (Γ − b)ϕ = 0 ∀ b ∈ R3
follows. If Γ were not empty then, since Γ is open, σ-subadditivity of T would imply the
contradiction ϕ = 0. 
See the consequence (80) of (7). The result (7) does not answer the question if there is a
state localized in an open dense set ∆, for which R3 \∆ has positive measure.
So (7) confirms that relativistic systems endowed with NWL show instantaneous spreading
of localized states rather than confinement. If a state ϕ is compact localized, then the
state V (t)ϕ evolved in time t 6= 0 is not compact localized. This can directly be verified by
Eq. (3.5), since in momentum representation, each component of the state V (t)ϕ evolved
in time is like exp
(± it√|p|2 +m2)f(p), p ∈ R3, with m ≥ 0 and f the Fourier transform
of an L2-function with compact support,6 whence the result by the Paley-Wiener Theorem.
This violation of causality holds also for the weak localization of the two-component
photon by Amrein [8], since by construction the localized states are those of a NWL. Cf.
also [30]. At last, localizability of the two-component photon described by an Euclidean
system of covariance in Castrigiano [31, 4.2.2] and Kraus [32] is not causal, too, since the
localized states are the same as those of the weak localization in [8].
5. Three Contrasting Concepts
The discussion so far shows that there are three contrasting concepts regarding relativistic
quantum systems: causality, positivity of energy (stability), and localized state. The least
likely of the three to be discarded in the literature seems to be Einstein causality. It
means that any signal, which could serve to synchronize clocks, cannot move faster than
light. It is hard to imagine a scenario where cause precede the effect, even if the detec-
tion probability of acausal events as predicted by the Newton-Wigner position operator is
smaller than 10−10
8
according to Ruijsenaars [15, sec. 3]. Another reason why to uphold
causality is the fact that in the Dirac theory it is the causal Dirac position operator which
serves for the interaction of the electron to the electromagnetic field through the minimal
6 An L2-function ϕ is said to have compact support if there is a compact set C and a null set N such
that {ϕ 6= 0} \N ⊂ C.
16 D. P. L. CASTRIGIANO
coupling rather then the Newton-Wigner one. Also in case of the massless Weyl fermions,
for which the Newton-Wigner position operator does not even exist, the causal position
operator plays the analogous role.
There is a third rather weighty argument in favor of causality. We study relativistic
quantum systems endowed with a WL for which, by definition, there is no transmission of
signals faster than light, thus implementing Einstein causality. Considering only physical
systems, viz. systems with non-negative mass-squared operator and finite spinor dimen-
sion, there are exactly three such irreducible systems, the Dirac system and the two Weyl
systems.7 This proves uniqueness and fundamental importance of the Dirac system for
massive quantum systems. In view of the recently discovered Weyl fermions (see [33], [34]
2015) this may equally hold true for the Weyl systems with regard to massless quantum
systems. One notes that the requirement of a causal localization also predicts the opposite
handedness of particle and antiparticle constituting a Weyl system. First, however, the
above classification shows the far-reaching impact of the principle of causality.
Maintaining causality two possibilities are left for relativistic quantum systems:
(C1) causality plus semi-bounded Hamiltonian and localization without localized states
in bounded regions
(C2) causality plus localized states in bounded regions and non-semi-bounded Hamilton-
ian
Sec. 6, 7, 8 are concerned with (C1) in detail. Referring to (C2), in sec. 9 causal systems
are introduced. Then in sec. 13, 14, 15 and sec. 16 the concepts developed to meet (C1)
and (C2) are illustrated by the most important Dirac system and the Weyl systems.
A further development of the theory proceeds in sec. 20. It is an important issue of
these investigations that (C1) and (C2) are not opposed to each other but that they are
simultaneously present and intrinsically linked in causal systems.
6. Positive Operator Valued Localization
Regarding (C1), in the literature there is the intensively studied concept of Euclidean
systems of covariance, henceforth called positive operator valued localization (POL). See
Neumann 1972 [35], Scutaru 1977 [36], Castrigiano, Henrichs 1980 [37], and [25] for sev-
eral other authors. POL were introduced independently by Castrigiano 1976 [31], and
Kraus 1977 [32] for the localization of massless particles with non-zero helicity and the
two-component photon, respectively. This subject is also treated in [4, sections F-H], from
which some parts of this section are taken. Sec. 7 and 8 are still concerned with POL.
Particularly important is sec. 7.2, where causality for localizable relativistic quantum sys-
tems is introduced. This is the central notion, which will determine the investigations in
the sequel.
POL are characterized by the fact that the localization observables assigned to the space
regions ∆, which for Wightman localizations are projection operators E(∆) with spectrum
in {0, 1}, are permitted to be positive operators T (∆) with extended spectrum in [0, 1].
Thus T is a positive operator valued measure (POM), which is Euclidean covariant
U(g)T (∆)U(g)−1 = T (g ·∆) (6.1)
7Actually we did not succeed as yet to rule out certain irreducible massive and massless SCT, see
(131), (152).
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Here U is the representation of ISU(2) describing the Euclidean symmetry of the system.
6.1. Interpretation of POL. POL is an unconventional concept and requires explana-
tion. So [35], [38], [32] refer to Ludwig’s reformulation of quantum theory (see Ludwig
1970, 1983 [39]), where a yes-no measurement, called an effect, is described by an operator
A with 0 ≤ A ≤ I. Being the system in the state ψ, the probability for the outcome yes is
still given by 〈ψ,Aψ〉. Following [38], [32] every single localization observable T (∆) is an
effect with 〈ψ, T (∆)ψ〉 the probability for finding the particle in ∆. Let us mention that
in this theory an observable is described by a POM on the Borel sets of R and is called a
generalized observable. The benefits for quantum physics of POM describing observables
is fully explained in Busch, Grabowski, Lahti 1997 [40]. There these observables are called
unsharp observables. According to Heinonen, Lahti, Ylinen 2004 [41], the POM obtained
by smearing out PM represent so-called fuzzy observables endowed with the interpretation
of inaccurate measurements. Fuzzy observables were launched by Ali, Emch 1974 [42],
who use the concept just for the construction of a POL for the two-component photon.
Within the frame of conventional quantum mechanics one possibility to interpret POL
is the assumption that there are described additional degrees of freedom for an elementary
particle. But about their nature the kinematic considerations give no information. One
could help out intuition imagining, as in [31], a property of the system like a substance
which is spread over space so that 〈ϕ, T (∆)ϕ〉 ∈ [0, 1] indicates the expected fraction of
the substance contained in ∆, if the system is in the state ϕ.
However, in case that the POL is the trace of the WL of a causal system, as the
POL T e of the Dirac electron or T χη of the Weyl fermions, we propose in sec. 15 an inter-
pretation of the PO-localization operators still within conventional quantum mechanics,
which attributes an important role to the negative energy states. In this case, 〈ϕ, T (∆)ϕ〉
results to be the probability of localization or spatial probability in ∆ in the state
ϕ. This interpretation will reconcile the three contrasting concepts discussed in sec. 5.
Finally, as expressed in [1], it might appear more natural from a physical point of
view to require the existence of localizations operators T (∆) only for boxes (cuboids) and
finite unions thereof and to weaken the σ-additivity of T to finite additivity. But it is
shown in (159) that this generalization is only seeming since, essentially due to transla-
tional covariance, T can anyway be extended uniquely to a POL. For the special case of
WL compare [1, Appendix I].
6.2. Poincare´ covariance of POL. The discussion of Poincare´ covariance for WL in
sec. 3.1 applies as well to POL. So there is the necessity to extend a POL for a relativistic
system to regions of spacelike hyperplanes in Minkowski space. Since this extension has
to satisfy Poincare´ covariance, it is obvious how to define this extension. But there is the
question of consistency of the definition as explained in sec. 3.1. Moreover, we will see
that the formulation of causality in sec. 7 necessitates the further extension of POL to
Lebesgue measurable sets.
Let the physical system be described by the representation W of P˜ in the separable
Hilbert space H. Let T be a POL of the system, i.e., a POM on the Borel sets of the
hyperplane ε := R3 ≡ {0} × R3, which is Euclidean covariant, i.e., W (g)T (∆)W (g)−1 =
T (g ·∆) for all g ∈ ISU(2) (see Eq. (6.1)).
Let S denote the set of all Lebesgue measurable sets of spacelike hyperplanes of
Minkowski space.
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(8) Theorem. Let T be a POL.
(a) Let ∆ ⊂ R3 be a Borel set. Then T (∆) = 0 if and only if ∆ is a Lebesgue null
set. Hence the completion of T is a POL defined for the Lebesgue measurable sets
and vanishes just at the Lebesgue null sets.
Let W be a representation of P˜ and let T be Euclidean covariant with respect to W |ISU(2).
(b) There is a unique positive-operator-valued extension of T on S, still called T , such
that Poincare´ covariance W (g)T (Γ)W (g)−1 = T (g · Γ) ∀ Γ ∈ S, g ∈ P˜ holds.
Proof. (a) Choose a total set {ϕn : n ∈ N} of unit vectors in H. Then the probability
measure µ on the Borel sets of ε defined by µ(∆) :=
∑
n 2
−n〈ϕn, T (∆)ϕn〉 has the same
null sets as T , since generally 〈ϕ, T (∆)ϕ〉 = ||√T (∆)ϕ||2 = 0 if and only if T (∆)ϕ = 0.
So µ is quasi-invariant under translations b ∈ ε, since due to translational covariance of
T (see Eq. (6.1)) one has µ(b + ∆) =
∑
n 2
−n〈U(b)−1ϕn, T (∆)U(b)−1ϕn〉 = 0 if and only
if T (∆) = 0. Hence µ is equivalent to the Lebesgue measure (see e.g. [43, § 9.1]).
The well-known completion of an ordinary measure (see e.g. [44, sec. 1.1]) is equally
available for POM. Due to the foregoing result, the completion of T , still denoted by T ,
is defined on the σ-algebra of Lebesgue measurable subsets of R3, is zero just at Lebesgue
null sets, and obviously preserves Euclidean covariance.
(b) Let Γ ∈ S. There are ∆ ⊂ ε and g ∈ P˜ with Γ = g · ∆. Note ∆ ∈ S. Set
T (Γ) := W (g)T (∆)W (g)−1. This definition of T (Γ) obviously is forced from Poincare´
covariance, and, if this definition is unambiguous, then Poincare´ covariance of T holds.
So it remains to show that T (Γ) is well-defined. To this end let ∆′ ⊂ ε and g′ ∈ P˜
also satisfy Γ = g′ · ∆′. Introduce h := g′−1g. Then h · ∆ = ∆′. It suffices to show
T (∆′) = W (h)T (∆)W (h)−1. If h · ε = ε holds, then h ∈ ISU(2). Hence h yields an
Euclidean transformation and the assertion follows from Euclidean covariance of T . Oth-
erwise, the hyperplane σ := h · ε is different from ε. Then ∆′ ⊂ ε∩ σ, which is a plane in
ε and hence a null set with respect to the Lebesgue measure on ε. Also ∆ = h−1 ·∆′ is
contained in a plane and hence a Lebesgue null set. The proof is accomplished. 
In view of (8) let us fix that henceforth a POL is defined on the σ-algebra of the Lebesgue
measurable sets. Furthermore, a Lebesgue measurable set will be called simply measur-
able or a region.
(9) Definition. Let T be a positive operator valued map on S, which is a POM on
every spacelike hyperplane. LetW be a representation of P˜ . Then T is called a Poincare´
covariant POL for W if the covariance W (g)T (Γ)W (g)−1 = T (g · Γ) ∀ Γ ∈ S, g ∈ P˜
holds.
7. Causal Time Evolution and Causal Localization
7.1. POL with causal time evolution. For every region ∆ ⊂ R3 and time t ∈ R the
region of influence is
∆t := {y ∈ R3 : ∃ x ∈ ∆ with |y − x| ≤ |t|}
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It is the set of points, which are reached from ∆ within time |t| with velocity of light
c = 1. Every event (t, x) ∈ R4 determines its region of influence {x}t ⊂ R3, which is the
closed ball with center x and radius |t|. So ∆t =
⋃
x∈∆{x}t.
Causal time evolution requires that after time t, respectively before time t, the
probability of localization in ∆t is not less than originally in ∆. Hence 〈ϕ, T (∆)ϕ〉 ≤
〈V (t)ϕ, T (∆t)V (t)ϕ〉 holds for every state ϕ, where V (t) describes the time evolution by
time t. In other words, for causal time evolution one has
V (t)T (∆)V (t)−1 ≤ T (∆t) (7.1)
(10) Definition. One calls (V, U, T ) a POL with causal time evolution, if (V, U) is a
representation of the little kinematical group, (U, T ) is a POL, and Eq. (7.1) is satisfied.8
In case of a Poincare´ covariant POL (9) we check now that Eq. (7.1) does not single out
a particular frame. Indeed, by covariance one has a POL with causal time evolution
(Vσ, Uσ, Tσ) on every spacelike hyperplane σ by Tσ(Γ) := T (Γ) for all regions Γ ⊂ σ with
Uσ(g) := W (g) for all g ∈ g0 ISU(2)g−10 and Vσ(g) := W (g) for all g ∈ {g0(t, 0, I2)g−10 :
t ∈ R}, where σ = g0 · ({0} ×R3) for some g0 ∈ P˜. Using g0 · (g−10 · Γ)t = Γg
0
(t,0,I2)g
−1
0
one
obtains the frame-independent formulation of Eq. (7.1)
W (g)T (Γ)W (g)−1 ≤ T (Γg)
for Γ ⊂ σ = g0 · ({0} ×R3) and all time translations g = g0(t, 0, I2)g−10 with respect to σ.
So the concept of POL with causal time evolution obeys the principle of special relativity.
7.2. Causal localization. Although a Poincare´ covariant POL with causal time evolu-
tion does not violate the principle of special relativity it is still a preliminary concept for
the description of causality.
LetW be a representation of P˜ describing a relativistic system and let T be a Poincare´
covariant POL (9) for W . Then Einstein causality requires more than the condition in
Eq. (7.1). Indeed, let Γ be a measurable subset of a spacelike hyperplane and let σ be any
spacelike hyperplane. Then
Γσ :=
⋃
z∈Γ
{x ∈ σ : (x− z) · (x− z) ≥ 0} (7.2)
is the region of influence of Γ in σ. It is the set of all points x in σ, which can be reached
from some point z in Γ by a signal not moving faster than light. Therefore, in particular,
the probability of localization of the system in Γσ cannot be less than originally in Γ.
Hence causality requires
T (Γ) ≤ T (Γσ) (7.3)
(11) Definition. A POL T for W is causal if it is Poincare´ covariant and satisfies
Eq. (7.3).
8 POL with causal time evolution are called causal POL in [4], whereas causal POL in sec. 7.2 are not
considered in [4].
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Let ∆ be a measurable set of a spacelike hyperplane σ, let g ∈ P˜ . Then
∆g :=
⋃
z∈g·∆
{x ∈ σ : (x− z) · (x− z) ≥ 0} (7.4)
is the region of influence in σ of g ·∆. One has
∆g =
⋃
y∈∆
{y}g, {y}g = {x ∈ σ : (x− g · y)·2 ≥ 0} (7.5)
where {y}g is the region of influence in σ of the single event g · y.
We like to mention that in Jancewicz 1977 [20] a Poincare´ covariant probability density
current, which is a 4-vector operator valued distribution, is related to what we call a
causal POL and in particular causal WL.
(12) Example. Let y ∈ R3 ≡ {0} × R3, t ≡ (t, 0, I2) for t ∈ R, and Aρ ≡ (0, Aρ) for
Aρ = e
ρ σ3/2, ρ ∈ R. Then the regions of influence in R3 of t · y and Aρ · y are
(a) {y}t the ball with center y and radius |t|.
(b) {y}Aρ the ball with center (y1, y2, cosh(ρ) y3) and radius | sinh(ρ) y3|.
Let e ∈ R3, |e| = 1, 0 ≤ a < b, and Aρe ≡ (0, Aρe) for Aρe := exp(ρ2
∑3
k=1 ekσk)
representing the boost in direction e with rapidity ρ. We consider a strip.
(c) {x ∈ R3 : a ≤ xe ≤ b}Aρe = {x ∈ R3 : a e−|ρ| ≤ xe ≤ b e|ρ|}.
Finally we treat a cylinder. Let c > 0 and let cρ := cosh(ρ), sρ := sinh(|ρ|), tρ := tanh(|ρ|).
Then
(d) {x ∈ R3 : x21 + x22 ≤ c2, a ≤ x3 ≤ b}Aρ is the solid of revolution obtained by
rotating the curve around the x3-axis, which joins the points P1 := (c, 0, e
−|ρ| a)
and P2 := (c+ tρa, 0, a/cρ) by the short segment of the circle around (c, 0, cρa) with
radius sρa, P2 and P3 := (c + tρb, 0, b/cρ) by a straight line, and finally P3 and
P4 := (c, 0, e
|ρ| b) by the short segment of the circle around (c, 0, cρb) with radius
sρb.
Proof. (a) is obvious. As to (b), Aρ · y =
(
sinh(ρ) y3, y1, y2, cosh(ρ) y3
)
, whence the
assertion by Eq. (7.5). Turn to (c). Note that Aρe = B(e)AρB(e)
−1 due to Eq. (21.9)
and that B(e) · {x : a ≤ x3 ≤ b} = {x : a ≤ xe ≤ b}. Thus the assertion reduces to
{a ≤ x3 ≤ b}Aρ = {a e−|ρ| ≤ x3 ≤ b e|ρ|}, which holds by (b) and Eq. (7.5). Also (d)
follows by (b) and Eq. (7.5) exploiting the rotational symmetry around the x3-axis. 
(13) Proposition. Let T be a Poincare´ covariant POL for W . It is causal if and only
if one of the equivalent conditions (a) – (e) holds.
(a) T (Γ) ≤ T (Γσ) for all Γ ∈ S and all spacelike hyperplanes σ
(b) T (g ·∆) ≤ T (∆g) for all ∆ ∈ S and g ∈ P˜
(c) W (g)T (∆)W (g)−1 ≤ T (∆g) for all ∆ ∈ S and g ∈ P˜
(d) 〈ϕ, T (∆)ϕ〉 ≤ 〈W (g)ϕ, T (∆g)W (g)ϕ〉 for all ∆ ∈ S, g ∈ P˜, and states ϕ
(e) T (Γ) + T (Γ′) ≤ I for all spacelike separated Γ,Γ′ ∈ S
If T is a WL E, then
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(f) E(Γ)E(Γ′) = 0 for all spacelike separated Γ,Γ′ ∈ S
is a further equivalent condition.
Proof. (a) is the definition of causal POL. — The equivalence of (a) and (b) is obvious
setting g · ∆ = Γ and ∆ = g−1 · Γ, respectively, as Γσ = ∆g holds. — (b) and (c) are
equivalent by (9). — The equivalence of (c) and (d) is obvious. — Now we show the
equivalence of (a) and (e). Assume first (a). Then T (Γ′) ≤ T (Γ′σ). Since Γ and Γ′ are
spacelike separated, Γ ∩ Γ′σ = ∅ and hence T (Γ) + T (Γ′σ) = T (Γ ∪ Γ′σ) ≤ I. This yields
(e). Conversely, for Γ and σ in (a), obviously Γ lies spacelike to σ \ Γσ. Therefore, by
(e), I ≥ T (Γ) + T (σ \ Γσ) = T (Γ) + I − T (Γσ), whence (a). — Finally we turn to the
equivalence of (e) for the WL E and (f). By (e), E(Γ) ≤ I − E(Γ′), whence the projec-
tions E(Γ) and I−E(Γ′) commute. Then E(Γ) and E(Γ′) commute. So (f) follows. The
converse implication is obvious. 
Let us comment on (13). As to (a) note that Poincare´ covariance of T (9) implies
Poincare´ covariance of causality W (h)T (Γ)W (h)−1 ≤ T ((h · Γ)h·σ) as h · Γσ =
(h · Γ)h·σ for all h ∈ P˜. — Regarding covariance for (b) use the analogous formula
h ·∆g = (h ·∆)hgh−1. — (c) extends Eq. (7.1) for causal time evolution. Indeed, recall the
frame-independent formulation of causal time evolution given in sec. 7.1. — Property (f)
is the local orthogonality, well-known from local quantum physics. — We add some ob-
vious inequalities for a causal POL T following from (13), which may be useful: T (g′g ·∆)
is less or equal to each of the four positive operators T (∆g′g), T ((∆g)g′), T ((g · ∆)g′),
T (g′ ·∆g), where ∆g′g ⊂ σ, (∆g)g′ ⊂ σ, (g ·∆)g′ ⊂ g · σ, and g′ ·∆g ⊂ g′ · σ.
According to (d) in (13) the probability of localization of the system in the region of
influence ∆g in the state W (g)ϕ is not less than that in the original region ∆ and state
ϕ. Note that ∆g is bounded if ∆ is bounded. In case of a causal WL this implies frame
independence of localization. This qualitative property means that, if the system is
localized in a bounded region with respect to some frame, this holds true with respect to
all frames. Cf. the discussion after (2). So we keep
(14) Corollary. A causal WL is frame-independent.
As mentioned, the property (c) implies causal time evolution Eq. (7.1). By (132) and
(152) there are massive, respectively massless Poincare´ covariant WL with causal time
evolution, which do not localize frame-independently. Consequently, by (14) they are not
causal. Finally, there are Poincare´ covariant frame independent WL with causal time
evolution, which are not causal, see (153). Hence the converse of (14) does not hold.
7.3. Measurability of the region of influence. For the causality condition Eq. (7.3)
it is necessary that the region of influence Γσ (7.2) is measurable. This will be shown in
(15). Let us remark that Borel measurability has been abandoned in sec. 6.2 just because
Γσ might not be a Borel set although Γ itself is Borel. Note that Γσ can be obtained from
Γ by harmless mappings as g : τ × σ → τ × R, g(y, x) := (y, (x− y)·2) and the projection
πσ. One has Γσ = πσ
(
g−1(Γ× [0,∞[ )). The problem is that the projection of a Borel set
need not be Borel. — Regarding (15) compare Leiseifer 2014 [45, chapter 2], which treats
a special case.
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(15) Lemma. Let σ, τ be two different spacelike hyperplanes. Let Γ be any subset of
τ and Γσ =
⋃
y∈Γ{x ∈ σ : (x − y)·2 ≥ 0} the region of influence of Γ in σ. Define
M(Γ, σ) :=
⋃
y∈Γ{x ∈ σ : (x− y)·2 > 0}, N(Γ, σ) := {x ∈ σ : supy∈Γ(x− y)·2 = 0}. Then
(a) M(Γ, σ) ⊂ Γσ and M(Γ, σ) is open in σ
(b) N(Γ, σ) is closed in σ and a null set of σ
(c) Γσ ⊂M(Γ, σ) ∪N(Γ, σ)
(d) Γσ is measurable
Proof. (a)M(Γ, σ) ⊂ Γσ is obvious. M(Γ, σ) is open in σ, sinceM(Γ, σ) = σ∩
⋃
y∈Γ(y+C)
with C := {z : z·2 > 0} the open double cone.
(c) Let x ∈ Γσ \ M(Γ, σ). Then there is y ∈ Γ with (x − y)·2 ≥ 0. Therefore
supy′∈Γ(x − y′)·2 ≥ 0. But supy′∈Γ(x − y′)·2 > 0 is excluded as x 6∈ M(Γ, σ). Hence
x ∈ N(Γ, σ).
(d) is an obvious consequence of (a) – (c).
(b) We show that N(Γ, σ) is closed. Let xn ∈ N(Γ, σ) with xn → x for some x ∈ R4.
Then, obviously, x ∈ σ and supy′∈Γ(x − y′)·2 ≤ 0. For every n there is yn ∈ Γ such
that − 1
n
≤ (xn − yn)·2 ≤ 0. We use now the representation τ = {y : y · eτ = ρτ} with
eτ = (1, eτ), |eτ | < 1 and ρτ ∈ R, see after (43). Hence y ∈ τ ⇔ y0 = ρτ + yeτ . Then
− 1
n
≤ (xn0 − ρτ − yneτ )2 − (xn − yn)2 ≤ 0. As |yneτ | ≤ |yn||eτ | with |eτ | < 1 this implies
that (yn)n is bounded. So there is a subsequence of (yn)n, which converges to some y ∈ Γ.
It satisfies (x− y)·2 = 0. Hence supy′∈Γ(x− y′)·2 = 0, whence x ∈ N(Γ, σ).
It remains to show that N(Γ, σ) is a null set of σ. Obviously N(Γ, σ) = N(Γ, σ).
Hence assume without restriction that Γ is closed. Then the foregoing considerations
show that for every x ∈ N(Γ, σ) there is y ∈ Γ with (x − y)·2 = 0. Moreover, due to the
covariance g ·N(Γ, σ) = N(g · Γ, g · σ), without restriction σ = {x : x0 = 0} and either (i)
τ = {y : y0 = sy3} for some s ∈]0, 1[ or (ii) τ = {y : y0 = s} for some s 6= 0.
We turn to the case (i). Let Q := {q ∈ Q3 : q3 6= 0}. For q ∈ Q let rq := s4+s |q3|
and Kq := {y ∈ R3 : |y − q| ≤ rq}. Check that R3 \ {y : y3 = 0} =
⋃
q∈QKq. Put Γq :=
Γ∩{y ∈ τ : y ∈ Kq}, and Γ0 := {y ∈ τ : y3 = 0}. We claim N(Γ, σ) ⊂
⋃
q∈Q∪{0}N(Γq, σ).
Indeed, let x ∈ N(Γ, σ). Choose y ∈ Γ with (x − y)·2 = 0. There is q ∈ Q ∪ {0} with
y ∈ Γq. Plainly supy′∈Γq(x− y′)·2 ≤ 0. Hence supy′∈Γq(x− y′)·2 = 0, whence x ∈ N(Γq, σ).
Note that N(Γ0, σ) ⊂ {x ∈ σ : x3 = 0} is a null set of σ. Hence for the following
fix q ∈ Q. Obviously it suffices to consider Γ ⊂ {y ∈ τ : |y − q| ≤ rq} and to show that
N(Γ, σ) is a null set of σ.
For y ∈ Γ one has |q3|−|y3| ≤ |q3−y3| ≤ |y−q| ≤ rq, whence |y3| ≥ |q3|−rq = 44+s |q3|
and hence |y0| = s|y3| ≥ 4rq. Further note that N(Γ, σ) is bounded and hence compact.
Indeed, every x ∈ N(Γ, σ) satisfies |sy3| = |x−y| for some y ∈ Γ, whence |x| < 2(rq+ |q|).
For a further reductional step consider U := {u ∈ R3 : (u1 − q1)2 + (u2 − q2)2 < r2q}.
Obviously {x ∈ σ : x ∈ Rq U}, where Rq ≡ (q − Rq,R) ∈ ISO(3) is any rotation
around q, provides an open cover of σ. So finitely many of these sets cover N(Γ, σ).
Then there are also finitely many Rq such that the sets {x ∈ σ : x ∈ RqH} with
H := {u ∈ R3 : (u1 − q1)2 + (u2 − q2)2 ≤ r2q , u3 − q3 ≥ 0} cover N(Γ, σ). So it suf-
fices to show that for every Rq the set S0 := {x ∈ σ : x ∈ RqH} ∩N(Γ, σ) is a null set of
σ. Recall Γ ⊂ {y ∈ τ : |y − q| ≤ rq}.
So far the reductional steps. Now put Sα := a+ S0 with a := α(0, Rqe), e := (0, 0, 1),
α ≥ 0. We show now that the sets Sα are mutually disjoint. Let 0 ≤ α ≤ α′ and let
z ∈ Sα∩Sα′ . There are x, x′ ∈ S0 such that z = a+ x = a′+ x′. As x, x′ ∈ N(Γ, σ), there are
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y, y′ ∈ Γ with (x−y)·2 = 0, (x′−y′)·2 = 0. As x′ ∈ N(Γ, σ) and y ∈ Γ one has (x′−y)·2 ≤ 0.
Use x′ = x+a−a′. Then 0 ≥ (x−y+a−a′)·2 = (x−y)·2+2(x−y)·(a−a′)+(a−a′)·2 = −2(α−
α′)(x−y)Rqe−(α−α′)2 = (α′−α)
(
2(x−y)Rqe+(x′−x)Rqe
)
= (α′−α)(x+x′−2y)Rqe.
Introduce u := R−1q x ∈ H , similarly u′, and v := R−1q y. Note |v − q| ≤ rq. Then we find
0 ≥ (α′ − α)(u + u′ − 2v)e = (α′ − α)(u3 + u′3 − 2v3). — We exploit now (x − y)·2 = 0.
Recall 4rq ≤ |y0|. So 16r2q ≤ y20 = |x− y|2 = |(u− q)− (v− q)|2 ≤ 2(|u− q|2 + |v− q|2) ≤
2r2q +2(u3− q3)2+2r2q , whence u3− q3 > 2rq. Analogously u′3− q3 > 2rq holds. Therefore,
u3 + u
′
3 − 2v3 = u3 − q3 + u′3 − q3 − 2(v3 − q3) > 2rq + 2rq − 2rq = 2rq > 0. This implies
α′ = α.
The closed sets Sα, 0 ≤ α ≤ 1 lie in a compact set of σ, which has finite measure.
By the translational invariance of the Lebesgue measure each Sα has the same measure.
Hence this measure is zero, thus accomplishing the proof for the case (i).
The proof for the case (ii) is simpler as |y0| = |s| > 0 holds independently of y. There-
fore it suffices to consider the cover of R3 by Kq := {y : |y − q| ≤ |s|/4} with q ∈ Q3. 
8. Point-Localized Sequences of States
Provided the spectral condition (4) holds, (7) shows that for a POL with causal time
evolution there cannot exist a state localized in a non-essentially dense region ∆, i.e.,
which is an eigenvector of T (∆) with eigenvalue 1. This means that in any state the
probability of localization in a closed ∆ 6= R3 is less than 1. So in [46] is introduced a
property, which is mathematically weaker than that of a localized state in ∆ but physically
equivalent to it, i.e., ||T (∆)|| = 1. Indeed, as
||T (∆)|| = sup {〈ϕ, T (∆)ϕ〉 : ||ϕ|| = 1}
norm 1 means that the system can be localized within that region ∆ by a suitable prepa-
ration, not strictly but as accurately as desired.
For obvious physical reasons one is interested in POM with ||T (B)|| = 1 for every
however small open ball B 6= ∅. In [4, sec.G] they are called separated POM. If the
POM T is separated, then obviously for every point b ∈ R3 there is a sequence (ϕn) of
states satisfying 〈
ϕn, T (B)ϕn
〉→ 1, n→∞ (8.1)
for every open ball B around b. This means that by a suitable preparation the system
can be localized around b as good as desired, thus distinguishing b from any other point.
According to [4, sec.G], any (ϕn) satisfying Eq. (8.1) is called a sequence of states lo-
calized at b.
8.1. Properties of point-localized sequences. Euclidean covariance Eq. (6.1) and
causal time evolution Eq. (7.1) of a POL T imply the following transformation properties
of point-localized sequences of states.
(16) Theorem. Let (ϕn) be localized at b. Then (U(g)ϕn) is localized at g · b for
g ∈ ISU(2). If V is a causal time evolution for T then (V (t)ϕn) for t ∈ R satisfies
〈V (t)ϕn, T (B) V (t)ϕn〉 → 1 for every ball B around b with radius greater than |t|.
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Proof. If B is a ball around g·b, then g−1·B is a ball around b and, 〈U(g)ϕn, T (B)U(g)ϕn〉 =
〈ϕn, T (g−1 ·B)ϕn〉 → 1. — Let V be causal time evolution and B a ball around b with ra-
dius r > |t|. Then (R3\B)t = R3\B′ withB′ the ball around b with radius r−|t|. Therefore
0 ≤ 1 − 〈V (t)ϕn, T (B) V (t)ϕn〉 = 〈V (t)ϕn, T (R3 \ B) V (t)ϕn〉 ≤ 〈ϕn, T ((R3 \ B)t)ϕn〉 =
〈ϕn, T (R3 \B′)ϕn〉 = 1− 〈ϕn, T (B′)ϕn〉 → 0. Hence 〈V (t)ϕn, T (B) V (t)ϕn〉 → 1. 
In (16) one cannot expect 〈V (t)ϕn, T (B) V (t)ϕn〉 → 1 for a ball B around b with radius
smaller than |t|, as {b}t = {x ∈ R3 : |x − b| ≤ |t|} is the region of influence of the event
(t, b). If T is even causal then due to causality (13)(c) one has more generally
(17) Theorem. Let T be a causal POL for W . Let (ϕn) be localized at b. Let g ∈ P˜
and put (t, b′) := g · (0, b). Then
〈W (g)ϕn, T (B)W (g)ϕn〉 → 1
for every ball B around b′ with radius greater than |t|. In particular, if (ϕn) is localized
at 0, then so is (W (A)ϕn) for A ∈ SL(2,C).
Proof. Note that g = (a, A) = (t, 0, I2)(0, b
′, I2)(0, 0, B′)(0, 0, Aρ)(0, 0, B)(0,−b, I2) as
(t, b′) = a + A · (0, b) and A = B′AρB some B,B′ ∈ SU(2) and Aρ := e ρ2σ3 , ρ ∈ R. Let
ϕ′n := W (B)W (−b)ϕn. By (16), (ϕ′n) is localized at 0. Therefore it suffices to show that
(W (Aρ)ϕn) is localized at 0 if (ϕn) is so. The result follows applying (16).
Let B be a ball around 0 with radius r > 0. First we verify that R3 \ (R3 \ B)A−1ρ
contains the ball B′ around 0 with radius r
c+|s| , c := cosh(ρ), s := sinh(ρ). Indeed,
R3 \ (R3 \ B)A−1ρ = {y ∈ R3 : |y − z| > |z0| for all (z0, z) ∈ A−1ρ · (R3 \ B)}. Here
A−1ρ · (0, x) = (−x3s, x1, x2, x3c). Consider y ∈ B′. Then for all x ∈ R3 \ B one has
|y| < |x|
c+|s| ≤ |x|
2
|z|+|z0| = |z| − |z0|, i.e., |z0| < |z| − |y|, and hence |z0| < |z − y|. — Now,
by (13)(c), 0 ≤ 1 − 〈W (Aρ)ϕn, T (B)W (Aρ)ϕn〉 = 〈W (Aρ)ϕn, T (R3 \ B)W (Aρ)ϕn〉 ≤
〈ϕn, T
(
(R3 \B)A−1ρ
)
ϕn〉 ≤ 〈ϕn, T (R3 \B′)ϕn〉 = 1− 〈ϕn, T (B′)ϕn〉 → 0. 
Finally we add
(18) Lemma. A normalized linear combination of two sequences of states localized at b
is localized at b. More generally, let (αj) ∈ ℓ1 and, for every j ∈ N, let (ϕjn) be a sequence
of states localized at b. Suppose that ϕn := cn
∑
j αjϕjn with supn |cn| <∞ is normalized
for every n. Then (ϕn) is localized at b.
Proof. Let B be a ball around b. One has to show that ||√T (R3 \B)ϕn||2 = 〈ϕn, T (R3 \
B)ϕn〉 → 0. Now, ||
√
T (R3 \B)ϕn|| ≤
∑
j |αj| |cn| ||
√
T (R3 \B)ϕjn|| ≤
∑
j |αj| c < ∞
with c := supn |cn|. By assumption c > |cn| ||
√
T (R3 \B)ϕjn|| → 0, n → ∞ for every j.
The result follows by dominated convergence. 
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8.2. Dilational covariance. Dilational covariance is a useful tool in order to show that
a POM is separated (cf. [46], [4]).
(19) Definition. A POM T is said to admit dilational covariance if there is a represen-
tation D of the group R+ of dilations satisfying DλT (∆)D
−1
λ = T (λ∆) for all λ > 0.
Plainly, since PM are special POM, (19) concerns also PM. — By [46, Lemma 3] a POM
is separated if it admits dilational covariance. Such POM seem to be good candidates for
the norm-1-property, i.e. T (∆) 6= 0 ⇒ ||T (∆)|| = 1 (cf. [41] for this property). The
following criterion (21) for separated POM generalizes [46, Lemma 3] and applies to cases
like the Dirac electron considered in sec. 13, and the Weyl particles (93).
(20) Definition. A POM T on H is said to be the trace of the PM E on a Hilbert space
K, if H is a subspace of K and T (∆)ϕ = PE(∆)ϕ ∀ ϕ ∈ H, where P is the projection in
K on H.
One easily checks that the trace of a PM is a POM. It is well known that actually every
POM is the trace of some PM (see [47, Appendix]).
(21) Theorem [4, Theorem 7]. Let the POM T be the trace of a PM E. Suppose that
E admits dilation covariance. Suppose further that Q := s- limλ→∞DλPD−1λ exists with
Q 6= 0. Let φ ∈ K with Qφ 6= 0. Then ||PD−1λ φ|| → ||Qφ|| 6= 0 and ϕλ := 1||PD−1
λ
φ||PD
−1
λ φ
satisfies
||T (B)ϕλ|| → 1, λ→∞
for every ball B around 0. In particular, ||T (B)|| = 1 and (ϕn), up to finitely many n, is
a sequence of states localized at 0.
Proof. First, ||PD−1λ φ|| = ||DλPD−1λ φ|| → ||Qφ|| 6= 0, whence PD−1λ φ 6= 0 for all large
λ > 0. — Now, put Pλ := DλPD
−1
λ . Keep in mind that Q
2 = Q. Then ||T (B)PD−1λ φ|| =
||PλE(λB)Pλφ||, and ||PλE(λB)Pλφ − Qφ|| ≤ ||PλE(λB)
(
Pλφ − Qφ
)|| + ||Pλ(E(λB) −
I
)
Qφ||+ ||(Pλ − Q)Qφ|| ≤ ||Pλφ− Qφ||+ ||(E(λB) − I)Qφ||+ ||(Pλ − Q)Qφ|| → 0 for
λ→∞, since E(λB)→ I strongly. This proves ||T (B)PD−1λ φ|| → ||Qφ||. 
For the proof of (21) the existence of the limit Q is crucial. — In (21), in case of a POL, T
is separated because of translational covariance. Moreover, by translating (ϕn) in (21) one
gets a sequence of states localized at any given point. If E in (21) is Euclidean covariant,
i.e., if E is a WL, then E automatically admits dilation covariance [46, sec. 2]. This will
be exploited for the Dirac system and the Weyl systems, see sec. 14 and (93).
8.3. Decay of spatial probability. Acording to Hegerfeldt 1985 [48] the spatial prob-
ability in any state ϕ satisfies
〈ϕ, T ({x ∈ R3 : |x| > r})ϕ〉 /∈ O(e−Kr), r →∞ (8.2)
for K > 2mc
~
, if the causal time evolution for the POL T is relativistic with mass m ≥ 0
and semi-bounded energy. So causal time evolution not only forbids localized states in
non-essentially dense regions but requires also a limited exponential decay of the spa-
tial probability. The limit is determined by the Compton wavelength λC =
h
mc
. This is
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an interesting behavior of free relativistic systems. But certainly it is not a paradox as
sometimes it is referred to in the literature, neither does it mean that “arbitrarily good
localization” [17, sec. 5] is impossible. We consider in sec. 14 the POL T e for the Dirac
electron and in (93) the POL T χη for the Weyl particles, which are causal and separated.
There are myriads of inequivalent POL for massive as well massless systems. The POL
studied for the two-component photon in [31], [32] are not causal and have states localized
in bounded regions. POL for massless irreducible systems with non-zero helicity never
have states localized in bounded regions. This is shown in [31, (2.5)] adapting the proof
in Galindo 1968 [49, sec. 3]. For the latter systems, a complete description of POL ad-
mitting dilation covariance can be given, see Castrigiano 1981 [46, Theorem].
Up to here there are two related problems concerning POL for irreducible relativistic
systems, viz., their great variety and their unknown nature. However, as we will see,
imposing causality will lead to uniqueness and furnish an interpretation of the POL.
9. Causal Systems
We turn to (C2) from sec. 5. Within this frame there is no a-priori-objection to return-
ing to PM describing localizability. In the following definition of a causal system we
resume the considerations in sec. 3.1, 6.2 and (7.2) on Poincare´ covariance and causality
of localization.
(22) Definition. Let W be a representation of P˜ describing a relativistic quantum sys-
tem. Let E be a causal WL for W according to (11). Then (W,E) is called a causal
system.9
Recall that E in (22) is a map on the set S of all measurable subsets of spacelike hyper-
planes, which is a PM on every spacelike hyperplane and which is Poincare´ covariant, viz.
W (g)E(Γ)W (g)−1 = E(g · Γ) for all Γ ∈ S, g ∈ P˜ , and which is causal, viz.
E(Γ) ≤ E(Γσ)
for all Γ ∈ S and spacelike hyperplanes σ. Recall that Γσ = {x ∈ σ : (x − z)·2 ≥
0 for some z ∈ Γ} is the region of influence in σ of Γ, see Eq. (7.2). Recall also that by
(13)(f) E is causal if and only if it is locally orthogonal, i.e.,
E(Γ)E(Γ′) = 0
for all spacelike separated Γ,Γ′ ∈ S.
The trace (20) of a causal WL on a group-invariant subspace clearly yields a causal POL.
This is worth to be stated explicitly.
(23) Lemma. Let K be a Hilbert space and H a Hilbert subspace of K. Let (W,E) be a
causal system in K. Suppose that H is invariant under W . Then the trace T of E on H
9 Let us note that Poincare´ covariant WL with causal time evolution (sec. 7.1) are called causal systems
in [4], whereas causal systems according to (22) are not considered in [4]. The present notations leave
the name causal system to the more fundamental concept.
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is a causal POL for the subrepresentation W ′of W on H.
As mentioned after (20), every POM is the trace of a PM. Similarly, every POL is the
trace of a WL (see e.g. [35], [31], [36], [37]). We do not know whether every causal POL
is the trace of a causal WL.
10. A Property of Causal Systems
Let (W,E) be a causal system (22). By causality E(∆τ )−E(∆) ≥ 0 holds for all ∆ ∈ S
and spacelike hyperplanes τ . Recall that ∆τ := {x ∈ τ : (x−z)·(x−z) ≥ 0 for some z ∈ ∆}
is the region of influence in τ of ∆. We study the particular case where ∆ is an open
spacelike half-hyperplane σ>. We write σ>τ := (σ
>)τ .
The section heading refers to the results (26) – (28) concerning E(σ>τ )−E(σ>). The
proposition (26) implies the no-go result in (51)(c) about the representability of the lattice
of causally complete regions, and (28)(f) is needed for the proof of the Lorentz contraction
of the Dirac wave-functions in (79) and of the Weyl wave-functions (16.6).
Consider a spacelike hyperplane σ and let π ⊂ σ be a plane. Let σ> denote one of the
two open half-hyperplanes constituting σ \ π.10 Let τ be a further spacelike hyperplane.
(24) Lemma. If τ contains π and if τ> is the half-hyperplane in τ \ π, which is at the
same side of π as σ>,11 then τ>σ = σ
>, σ>τ = τ
> and E(τ>) = E(σ>). In particular,
E(σ>τ )− E(σ>) = 0.
Proof. Because of Poincare´ symmetry it satisfies to check τ>σ = σ
>, σ>τ = τ
> for the
half-hyperplanes of σ := {x : x0 = 0} and τ := {x : x0 − αx3 = 0}, α ∈]0, 1[ determined
by x3 > 0.
12 So E(τ>) = E(σ>) holds by causality (13)(a) applied to σ> and τ>. 
Analogous equalities hold true for the closed half-hyperplanes σ≥, τ≥. Since the closed
and respective open half-hyperplanes differ by a Lebesgue null set only, one has also
E(σ>) = E(σ≥), E(τ>) = E(τ≥). — Note that τ = g · σ holds for some g ∈ P˜ satisfying
g · π = π. Then W (g) commutes with E(σ>) by Eq. (3.1) as E(σ>) = E(g · σ>).
10 To be explicit write σ = {x : x · eσ = ρσ} for unique eσ = (1, eσ) with |eσ| < 1 and ρσ ∈ R (cf. after
(43)). Moreover, there are unique e ∈ R3 with |e| = 1 and ρ ∈ R such that pi = {x ∈ σ : xe = ρ} and
σ> = {x ∈ σ : xe > ρ}.
11 M ⊂ R4 is said to be at the same side of pi as σ> if M ⊂ Πσ,> := {x : eσe1−e2
σ
(x · eσ − ρσ)− xe > ρ},
which means that the spatial component of every y ∈M lies in σ>. Indeed, note that eˆσ := (1−e2σ)−1/2eσ
is the direction of time referring to σ, as eˆ·2σ = 1 and eˆσ · (x − x′) = 0 for all x, x′ ∈ σ, and that y − seˆσ
lies in σ exactly for s = (1− e2σ)−1/2(y · eσ − ρσ). — Note that {y} is at the same side of pi as σ> if the
timelike line l = y+ Reσ intersects σ
>.
12 Explicitly one has σ = g · {x : x0 = 0} for g ∈ P˜ if and only if g =
(
(ρσ, 0), Q(eσ)
)
(b, B) with
arbitrary (b, B) ∈ ISU(2) and Q the canonical cross section. Put d = (d0, d) := Q(eσ)−1 · (0, e). Note
d·2 = −1, whence |d|2 = 1 + d20 > 0. Then, in addition to σ = g · {x : x0 = 0}, one has also pi = g · {x :
x0 = x3 = 0} if and only if bd = ρ, B−1 ·d = ±|d|(0, 0, 1). If (b, B) is specified in this way then one checks
Πσ,> = g · {x : x3 > 0} using d0 = (1 − e2σ)−1/2eσe, and one finds τ = g · {x : x0 − αx3 = 0} for some
|α| < 1. If necessary then replace B by B iσ2 to ensure α ≥ 0, as iσ2 acts on R4 by diag(1,−1, 1,−1).
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Now we turn to the more interesting case that σ and τ do not intersect.13
(25) Lemma. If τ does not intersect σ, and if g ∈ P˜ is any rotation satisfying g ·π = π
and g · σ> = σ \ σ≥, then(
E(σ>τ )− E(σ>)
)
+
(
E(g · σ>τ )−E(g · σ>)
)
= E(σ>τ ∩ (g · σ>τ ))
and the eigenspaces of the non-trivial projection E(σ>τ ∩ (g ·σ>τ )) are infinite dimensional.
Proof. Note E(g ·σ>) = E(σ \σ≥) = I−E(σ≥) = I−E(σ>), I−E(σ>τ ) = E(τ \σ>τ ), and
(g ·σ>τ ) ⊃ (τ \σ>τ ). As to the latter, it suffices to check that σ>τ = {x : x0 = α, x3 > −|α|}
and g · σ>τ = {x : x0 = α, x3 < |α|} for σ> = {x : x0 = 0, x3 > 0}, τ = {x : x0 = α},
α ∈ R \ {0}, and g = i σ2, which acts on R4 by diag(1,−1, 1,−1). This shows in addition
that neither (g · σ>τ ) \ (τ \ σ>τ ) = (g · σ>τ ) ∩ σ>τ nor its complement is a Lebesgue null set.
Hence the eigenspaces of E(σ>τ ∩ (g · σ>τ )) are infinite dimensional. 
Using obvious notations the formula in (25) reads more easily as(
E(σ>τ )− E(σ>)
)
+
(
E(σ<τ )−E(σ<)
)
= E(σ>τ ∩ σ<τ ) (10.1)
due to the relations g · σ> = σ< and g · σ>τ = σ<τ . Moreover, remember
E(σ<τ )− E(σ<) = W (g)
(
E(σ>τ )− E(σ>)
)
W (g)−1 (10.2)
with g from (25).
(26) Proposition. Let σ, τ be two non-intersecting spacelike hyperplanes. Then the
eigenspaces of the non-trivial projection E(σ>τ ) − E(σ>) are infinite dimensional. The
same holds true for the projection E(σ<τ )−E(σ<). Moreover, E(σ>τ )−E(σ>) and E(σ<τ )−
E(σ<) are orthogonal.
Proof. Since E(σ>τ ) ≥ E(σ>) by causality, P< := E(σ>τ ) − E(σ>) ≥ 0 is a projection.
Analogously define P>. Let g ∈ P˜ be as in (25). Due to Eq. (3.1), E(g ·σ>τ )−E(g ·σ>) =
W (g)P<W (g)−1 is a projection, too. By (25) their sum is a projection with infinite di-
mensional eigenspaces. Therefore P< andW (g)P<W (g)−1 are orthogonal and none of the
four eigenspaces is finite dimensional. It remains to note that P> = W (g)P<W (g)−1. 
σ<
τ \ σ>τ
σ>
τ \ σ<ττ
σ
13 Explicitly, σ = {x : x · e = ρσ}, τ = {x : x · e = ρτ} with e = (1, e), |e| < 1. Then σ = g · {x : x0 = 0}
and τ = g · {x : x0 = t} with t := (1 − e2σ)−1/2(ρτ − ρσ) for g =
(
(ρσ, 0), Q(e)
)
(b, B) with arbitrary
(b, B) ∈ ISU(2).
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Recall E(σ>τ ) ≥ E(σ>). Hence
E(σ>τ )− E(σ>) = E(σ>τ )E(σ<) (10.3)
as well the analogous formula, where < and > are interchanged.
We are going to characterize the ranges of these projections. Let e ∈ R4 determine
the time coordinate for the spacelike hyperplane σ. It satisfies e · e = 1, e · (x − x′) = 0
for all x, x′ ∈ σ, and e0 > 0. e is uniquely determined. Then τ = αe + σ for some
unique α ∈ R. Let τ> be determined with respect to the plane αe + π in τ such that
τ> = αe + σ>. Then σ>τ = αe + τ
>
σ . By Poincare´ symmetry it suffices to check all the
foregoing relations for σ = a + {x : x0 = 0}, σ> = a+ {x : x0 = 0, x3 > 0}, e = (1, 0, 0, 0),
and τ = a+ {x : x0 = α}, a ∈ R4. As a consequence one has
E(σ>τ ) = W (αe)E(τ
>
σ )W (αe)
−1 (10.4)
as well the formula for > replaced with <.
(27) Proposition. Let σ, τ be two non-intersecting spacelike hyperplanes. Then a state
ϕ is in the range of E(σ>τ ) − E(σ>) if and only if ϕ is localized in σ< and W (−αe)ϕ is
localized in τ>σ . The analogous statement with > replaced with < holds true, too.
Proof. By Eqs. (10.3), (10.4) ϕ is in the range of E(σ>τ ) − E(σ>) if and only if ϕ is in
the range of E(σ<) and in the range of W (αe)E(τ>σ )W (αe)
−1. The proof is easily accom-
plished. 
Recall τ = αe + σ with α ∈ R. By causality E(σ>τ ) ≤ E(σ>τ ′) if 0 ≤ α ≤ α′ or α′ ≤
α ≤ 0. Hence the strong limit P<σ := limα→∞
(
E(σ>τ ) − E(σ>)
)
= limα→∞E(σ>τ )E(σ
<)
exists. Analogously define P>σ . For the strong limits for α→ −∞ see (28)(g).
(28) Proposition. Let σ be a spacelike hyperplane. Let τ := αe + σ with α ∈ R
and e the four-vector of time with respect to σ. Recall P<σ = limα→∞E(σ
>
τ )E(σ
<) and
P>σ = limα→∞E(σ
<
τ )E(σ
>). Then
(a) the eigenspaces of P<σ and P
>
σ are infinite dimensional
(b) P<σ ≤ E(σ<), P>σ ≤ E(σ>)
(c) P<σ P
>
σ = 0
(d) P>σ =W (g)P
<
σ W (g)
−1 with g from (25).
(e) P<σ + P
>
σ = limα→∞E(σ
>
τ ∩ σ<τ ) = limα→∞W (αe)E(τ>σ ∩ τ<σ )W (αe)−1
(f) P<σ = E(σ
<) ⇔ P>σ = E(σ>) ⇔ P<σ + P>σ = I ⇔
6 ∃ state ϕ satisfying E(τ>σ ∩ τ<σ )W (αe)−1ϕ = 0 ∀ α > 0 ⇔
6 ∃ state ϕ satisfying E(τ>σ )W (αe)−1ϕ = 0 ∀ α > 0 ⇔
6 ∃ state ϕ satisfying E(τ<σ )W (αe)−1ϕ = 0 ∀ α > 0
(g) Analogously, the strong limits for α → −∞ exist and they satisfy (a) – (f) for
α < 0 and α→ −∞.
Proof. Keep the definition of P≶σ in mind. (g) is obvious. Now (a) follows from (26),
Eq. (10.3). (b) is obvious. (c) holds by (b). One has (d) due to Eq. (10.2). (e) follows
from Eqs. (10.1), (10.3), (10.4).
We turn to (f). The first two ⇔ hold by (b), (d). As W (g)E(τ>σ )W (αe)−1W (g)−1ϕ =
W (g)E(τ>σ )W (g)
−1W (αe)−1ϕ = E(τ<σ )W (αe)
−1ϕ, also the last ⇔ holds true. — As to
the forth⇔ , the direction⇒ is obvious. For the proof of the reverse direction assume the
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contrary and define ϕ< := E(σ<)ϕ, ϕ> := E(σ>)ϕ. Then ϕ = ϕ< + ϕ>, whence ϕ< 6= 0
or ϕ> 6= 0. Let Q := W (αe)−1E(σ<)W (αe). By causality I − E(τ>σ ) ≤ Q ≤ E(τ<σ ).
Therefore these three projections commute and E(τ>σ )W (αe)
−1ϕ< = E(τ>σ )QW (αe)
−1ϕ =
QE(τ>σ )W (αe)
−1ϕ = E(τ<σ )QE(τ
>
σ )W (αe)
−1ϕ = QE(τ<σ ∩ τ>σ )W (αe)−1ϕ = 0. Similarly
E(τ<σ )W (αe)
−1ϕ> = 0 holds. Hence the assertion follows, using the last ⇔ in case that
ϕ< = 0.
It remains to prove the third ⇔ of (f). The implication ⇒ is obvious by (e). As
to ⇐, suppose P<σ + P>σ < I. Let V := {ϕ :
(
I − P (α))ϕ−α → 0, α → ∞}, where
P (α) := E(τ>σ ∩ τ<σ ), ϕ−α := W (αe)−1ϕ. Check V = ran(P<σ + P>σ ). Then V ⊥ 6= {0} by
(e). Let ϕ∗ ∈ V ⊥ \ {0}. Let β > 0 and χ ∈ ranP (β). We claim χβ ∈ V . Indeed, by
causality χβ−α ∈ ranP (β + |α − β|) for α ≥ 0, whence χβ−α ∈ ranP (α) for α ≥ β and
hence χβ ∈ V . So one infers 0 = 〈ϕ∗, χβ〉 = 〈ϕ∗−β, χ〉 for all χ ∈ ranP (β), β > 0. This
means ϕ∗−β ∈ ran
(
I − P (β)) and hence P (β)ϕ∗−β = 0 for all β > 0. 
To comment on (28) consider σ = {x : x0 = 0}, σ> = {x : x0 = 0, x3 > 0}, e = (1, 0, 0, 0),
τ = {x : x0 = α}, and τ<σ = {x0 = 0, x3 < |α|}. The question raised by the last item
of (f) is whether there exists a state ϕ such that the states W (−t)ϕ evolved in time are
localized in {x0 = 0, x3 > t} for t > 0. In case of the Dirac system, (73) shows that
such a state does not exist, thus proving I = P<σ + P
>
σ by (28)(f). In case of the Weyl
systems, I = P<σ + P
>
σ holds as well. However its proof in (100) (see the comments to
(99) and (100)) requires a different method. There is an interesting alternative proof of
I = P<σ +P
>
σ for Dirac and Weyl systems. It arises from group representation theoretical
considerations leading to farther-reaching results, see (127).
11. The Lattice of Causally Complete Regions
The latticeM of causally complete regions of Minkowski space, generated and orthocom-
plemented by the spacelike relation
x ⊥ y ⇔ (x− y)·2 < 0
is well-known from local quantum physics. In view of Poincare´ covariance and local or-
thogonality (equivalent to causality by (13)) one may ask whether a causal system (W,E)
gives rise to a representation (rep) (W,F ) ofM by orthogonal projections on the space
of states. The properties to impose on F are Poincare´ covariance with respect to W , nor-
malization F (∅) = 0, F (R4) = I, monotony, local orthogonality, and σ-orthoadditivity.
It is important to point out that F is not required to be a lattice homomorphism of M
into the lattice of the projections on the Hilbert space of states.
One is tempted to think such a rep (W,F ) to be possible just because of the fact
that the energy need not be semi-bounded. But actually is does not exist, see (49) and
(51)(c).
In local quantum theory to every finite open contractible region M a von Neumann
ring R(M) is assigned. The causality principle relates the orthocomplement M⊥ to the
commutant R(M)′. So in Haag 1992 [51, III.4.2.1] it is postulated tentatively that for the
vacuum sector the assignment R actually extends to a homomorphism from M into the
lattice of von Neumann rings on a Hilbert space. Obviously, the tentative to construct a
rep F describing localization within the frame of local quantum theory may be inspired by
these considerations. But a localization operator E(∆) in general cannot be regarded to
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be an element of R(∆ˆ) by [4, Lemma 4] just because of the semi-boundedness of energy.
Before showing the mentioned no-go results we like to studyM in some detail. Many
examples at the level of exercises serve to become more familiar with M and can be
skipped. Only (45) is needed in the sequel. In particular it shows that there are maximal
spacelike sets, which are not bases. In (36) it will be proven that causally complete sets
are automatically measurable, i.e., Lebesgue measurable subsets of R4. Regarding the
definition of M we follow [51, III.4.1 The Lattice of Causally Complete Regions].
11.1. Causal completion. Let M be any subset of Minkowski space and let M⊥ denote
the causal complement of M consisting of all points, which lie spacelike to all points of
M , i.e.,
M⊥ := {x : (x− y)·2 < 0 ∀ y ∈M} (11.1)
Clearly, M ∩M⊥ = ∅, and M⊥ ⊂ L⊥ if L ⊂M . The set Mˆ := (M⊥)⊥ is called the causal
completion of M . If M = Mˆ then M is said to be causally complete.
Clearly, ∅ and R4 are causally complete. Any causal complement M⊥ is causally
complete and, equivalently, M⊥ = Mˆ⊥ holds. (Indeed, M ⊂ Mˆ implies M⊥ ⊃ Mˆ⊥ =
M⊥⊥⊥ = (M⊥)∧ ⊃ M⊥.) Therefore (Mˆ)∧ = Mˆ . For any family (Mι)ι of sets one
has
(⋃
ιMι
)⊥
=
⋂
ιM
⊥
ι , as both sides describe the set of points lying spacelike to all
Mι. This implies
(⋃
M⊥ι
)⊥
=
⋂
ι Mˆι, which proves that the intersection of any family
of causally complete sets is causally complete. Moreover,
(⋃
ιMι
)∧
=
(⋂
ιM
⊥
ι
)⊥
and(⋃
ιM
⊥
ι
)∧
=
(⋂
ι Mˆι
)⊥
follow. Finally one has
(⋃
ιMι
)∧
=
(⋃
ι Mˆι
)∧
. (Indeed, the
inclusion ⊂ holds by monotony of causal completion. Conversely, still by this monotony,(⋃
ιMι
)∧ ⊃ Mˆκ for every κ. Hence (⋃ιMι)∧ ⊃ ⋃κ Mˆκ, where ⊃ still holds for the causal
completion of the right hand side.)
Note, however, that in general (M1 ∩M2)⊥ 6= (M⊥1 ∪M⊥2 )∧. (Indeed, let M1 := {x :
x0−x3 = 0},M2 := {x : x0+x3 = 0}. ThenM⊥1 =M⊥2 = ∅ andM1∩M2 = {x0 = x3 = 0},
whence (M1 ∩M2)⊥ = {|x0| < |x3|} and (M⊥1 ∪M⊥2 )∧ = ∅.)
Moreover, in general, M1 ∪M2 is not causally complete, even if M1, M2 are causally
complete spacelike separated. (Indeed, let M1 := {x : |x0| ≤ −x3}, M2 := {x : |x0| < x3}.
Then, by (31)(b), M1 = h(≥ 0) ∩ k(≤ 0), M2 = h(< 0) ∩ k(> 0), whence M1 = M⊥2
are causally complete spacelike separated. As M1 ∪M2 contains the spacelike hyperplane
{x : x0 = 0}, (M1 ∪M2)∧ = R4 follows.)
(29) Lemma. The one-point sets {x} are causally complete.
Proof. It suffices to consider x = 0. Since {0}⊥ = {y : |y0| < |y|}, one has x ∈ {0}∧
if |x0 − y0| < |x − y| for all |y0| < |y|. Then x = 0 as otherwise y := (0, x) yields the
contradiction |x0| < 0. Now x0 = 0 follows similarly. 
(30) Example for the causal completion of a two-point set. Let s ∈ R. Then
{0, (s, 0, 0, 0)}∧ = {x : |x0 − s
2
|+ |x| ≤ | s
2
|} = {x : x0 = s
2
, |x| ≤ | s
2
|}∧
Proof. {0, (s, 0, 0, 0)}∧ = ({0}⊥ ∩ {(s, 0, 0, 0)}⊥)⊥ = ({|y0| < |y|} ∩ {|y0 − s| < |y|})⊥ =
{|y0 − s2 |+ | s2 | < |y|}⊥ = {x : |x0 − y0| < |x− y| for all y with |y0 − s2 | + | s2 | < |y|} = {x :
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|x0− s2 |+|y0− s2 | <
∣∣|y|−|x|∣∣ for all y with |y0− s2 |+| s2 | < |y|}, whence |x| ≤ | s2 | and hence
the first equality =. As to the second =, the inclusion ⊃ holds, since {x : x0 = s2 , |x| ≤ | s2 |}
is contained in the left hand side. For the inclusion ⊂ it suffices to show that {0, (s, 0, 0, 0)}
is contained in the right hand side. Anticipating (32), consider z = (1, z) with |z| ≤ 1
and note that x := s
2
z satisfies x0 =
s
2
, |x| ≤ | s
2
|. Hence the assertion holds true for 0.
Similarly the assertion is verified for (s, 0, 0, 0). 
(31) Example for some causally complete sets. Let γ ∈ R. Consider the half-spaces
h(≤ γ) := {x : x0 − x3 ≤ γ}, k(≤ γ) := {x : x0 + x3 ≤ γ} and, generally, h(∼ γ), k(∼ γ)
for ∼∈ {<, ≤, >, ≥}.
Obviously, their causal complements h⊥, k⊥ are empty and, hence, their causal com-
pletions hˆ, kˆ equal R4. For the causal complement of the intersection of two half-spaces
of the type h and k one finds
(a)
(
h(∼ γ) ∩ k(∽ δ))⊥ = ∅
if ∼ and ∽ are both in {<, ≤} or both in {>, ≥}, and
(b)
(
h(∼ γ) ∩ k(∽ δ))⊥ = h( 6∼ γ) ∩ k( 6∽ δ)
otherwise. It follows that the intersections h ∩ k in (b) are causally complete. Note
h( 6∼ γ) = R4 \ h(∼ γ), k( 6∽ δ) = R4 \ k(∽ δ).
Proof. As to (a), for every y ∈ R4 there is s ∈ R such that (y0 + s) − y3 < γ and
(y0+s)+y3 < δ. Hence x := (y0+s, y) ∈ h(< γ)∩k(< δ) and (x−y)·2 = (s, 0)·2 = s2 ≥ 0.
Therefore y 6∈ (h(< γ) ∩ k(< δ))⊥. This proves the cases ∼,∽∈ {<,≤}. The cases
∼,∽∈ {>,≥} follow analogously. — We turn to (b). Consider the case (∼,∽) = (≤, >).
Let y ∈ (h(≤ γ)∩k(> δ))⊥. This means that for every x satisfying x0−x3 ≤ γ, x0+x3 > δ
one has |y0 − x0| < |y3 − x3|, i.e., either
[
y0 − y3 < x0 − x3 and y0 + y3 > x0 + x3
]
or
[
y0 − y3 > x0 − x3 and y0 + y3 < x0 + x3
]
. Obviously this holds true if and only if
y0 − y3 > γ and y0 + y3 ≤ δ. — The other cases follow analogously. 
11.2. Set of determinacy. For any subset M of Minkowski space its set of determinacy
M˜ := {x : ∀ z 6= 0, z·2 ≥ 0 ∃ s ∈ R with x+ sz ∈M} (11.2)
consists of all points x such that every timelike or lightlike line through x meets M .
Obviously, M ⊂ M˜ . Further, ˜˜M = M˜ holds. (Indeed, let x ∈ ˜˜M . For z 6= 0, z·2 ≥ 0
there is s ∈ R with x + sz ∈ M˜ . Hence, there is s′ ∈ R with (x + sz) + s′z ∈ M , whence
x ∈ M˜ .) Clearly M˜1 ⊂ M˜2 if M1 ⊂M2.
(32) Lemma. M˜ ⊂ Mˆ .
Proof. Fix x ∈ M˜ . Note first that x 6∈ M⊥, as x + w ∈ M for some not spacelike w.
Now let y ∈ M⊥. Then z := x − y 6= 0. Obviously, it suffices to show z·2 < 0. Assume
the contrary. Then there is s ∈ R with x − sz ∈ M . This implies the contradiction
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0 > (x− sz− y)·2 = (1− s)2z·2 ≥ 0. 
Thus, by (32), one has M ⊂ M˜ = ˜˜M ⊂ Mˆ , whence M = M˜ if M = Mˆ . But M = M˜
does not imply that M is causally complete. A simple example is M := R4 \ Re for
e = (1, 0, 0, 0) with M = M˜ and Mˆ = R4. (Indeed, M = M˜ is obvious. Next note
M⊥ ⊂ Re, since generally M⊥ ∩ M = ∅, and se 6⊥ (2 + s, 0, 0, 1). Hence M⊥ = ∅,
whence Mˆ = R4.) Another example is M in (33). For the computations we anticipate
(47). Furthermore, M := P˜ for P from (45) is a particularly interesting example as P is
maximal spacelike but not a base.
(33) Example for a non causally complete set of determinacy. Let M := K∪L for K :=
{x : −1 ≤ x0−x3 ≤ 1,−3 ≤ x0+x3 ≤ −1}, L := {x : −1 ≤ x0−x3 ≤ 1, 1 ≤ x0+x3 ≤ 3}.
K,L are causally complete by (31)(b). One has M = M˜ and Mˆ = {x : −1 ≤ x0 − x3 ≤
1,−3 ≤ x0 + x3 ≤ 3}, whence {x : −1 < x0 − x3 < 1,−1 < x0 + x3 < 1} ⊂ Mˆ \ M˜ .
Proof. First compute Mˆ =M⊥⊥. As M = K ∪ L = (h(≤ 1) ∩ k(≥ −3) ∩ h(≥ −1) ∩ k(≤
−1)) ∪ (h(≤ 1) ∩ k(≥ 1) ∩ h(≥ −1) ∩ k(≤ 3)), by (47)(ii) one has M⊥ = ((h(> 1) ∩ k(<
−3))∪(h(< −1)∩k(> −1)))∩((h(> 1)∩k(< 1))∪(h(< −1)∩k(> 3))) = (h(> 1)∩k(<
−3) ∩ h(> 1) ∩ k(< 1)) ∪ (h(> 1) ∩ k(< −3) ∩ h(< −1) ∩ k(> 3)) ∪ (h(< −1) ∩ k(>
−1) ∩ h(> 1) ∩ k(< 1)) ∪ (h(< −1) ∩ k(> −1) ∩ h(< −1) ∩ k(> 3)) = (h(> 1) ∩ k(<
−3)) ∪ (h(< −1) ∩ k(> 3)), and further, M⊥⊥ = h(≤ 1) ∩ k(≥ −3) ∩ h(≥ −1) ∩ k(≤ 3)
as asserted.
We turn to M˜ . Recall M ⊂ M˜ ⊂ Mˆ . One easily checks M ∩ (k(> −1)∩ k(< 1)) = ∅
and Mˆ \M = h(≤ 1) ∩ h(≥ −1) ∩ k(> −1) ∩ k(< 1). Now, x ∈ k(> −1) ∩ k(< 1) means
−1 < x0 + x3 < 1. So the lightlike line x + R(1, 0, 0,−1) stays in k(> −1) ∩ k(< 1) and
does not meet M . This proves M˜ =M . Obviously {x : −1 < x0−x3 < 1,−1 < x0+x3 <
1} ⊂ Mˆ \ M˜ . 
11.3. The lattice M. In oder to be clear in the sequel we recall the definition (34), see
e.g. [52, sec. 11].
(34) Definition. Let (L,≤) be a partially ordered set. Then L is a lattice, resp. a
σ-complete lattice, resp. a complete lattice if every finite subset, resp. every countable
subset, resp. every subset S ⊂ L has a least upper bound ∨S and a greatest lower bound∧
S. A lattice L ismodular, if for a, b, c in L with a ≤ b one has (a∨c)∧b = a∨(c∧b). A
lattice L is bounded from below, if there is a minimal element 0 in L, and it is bounded,
if there is also a maximal element I in L.
Let L have a minimal element 0. Then P ∈ L is called an atom, if P 6= 0 and a ≤ P
implies a = P for all a ∈ L \ {0}. L is atomic, if for every a ∈ L \ {0} there is an atom
P with P ≤ a. L satisfies the covering property, if for every a, b ∈ L and atom P with
a ≤ b ≤ a ∨ P one has b ∈ {a, a ∨ P}.
A lattice L is orthocomplemented if it is bounded and if there is an order-reversing
involution ⊥: L→ L such that a∧ a⊥ = 0, a∨ a⊥ = I for a ∈ L. An orthocomplemented
lattice L is orthomodular if for a, b in L with a ≤ b one has a = (a ∨ b⊥) ∧ b (or
equivalently b = a ∨ (a⊥ ∧ b)). 
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Note that for an orthocomplemented lattice modularity implies orthomodularity. Indeed,
choose simply c := b⊥ in the modularity relation. The reverse implication in general does
not hold. For instance, the lattice of the orthogonal projections on an infinite dimensional
Hilbert space, occasionally called quantum proposition system or quantum logic, is
not modular (see [53, p. 444]) but obviously orthomodular.
Orthomodularity, also called weak modularity, is equivalent to the axiom (P)
introduced and studied in Piron 1964 [53, sec. 5]. According to [53] orthomodularity and
atomicity with the covering property constitute the fundamental properties of a quantum
proposition system. For a thorough exposition of this topic see also Jauch 1968 [54].
In [54, sec. 5.8] a further property, which we call q-modularity, is asserted to be equiv-
alent to orthomodularity. An orthocomplemented lattice L is q-modular if, for a, b, c
in L with a ≤ b and c ≤ b⊥, the equality c ∨ a = c ∨ b implies a = b. We verify the
equivalence. First assume orthomodularity. As a ≤ b ≤ c⊥ it yields (c ∨ a) ∧ c⊥ = a and
(c ∨ b) ∧ c⊥ = b. — Now assume q-modularity. Set d := (a ∨ b⊥) ∧ b. Then obviously
a ≤ d ≤ b. Hence c := b⊥ satisfies c ≤ d⊥ and c∨ a ≤ c∨ d ≤ c∨ (a∨ b⊥) = c∨ a, whence
c ∨ a = c ∨ d, and, by q-modularity, the assertion a = d.
For later use in sec. 20 we note
(35) Lemma. Let L be a σ-complete orthomodular lattice. Let an ∈ L, n ∈ N with
a1 ≥ a2 ≥ a3 ≥ . . . . Then one has the orthogonal decomposition
a1 ∧ (
∧
n
an)
⊥ =
∨
n
(an ∧ a⊥n+1)
of the left hand side.
Proof. First use the general identity (
∧
n an)
⊥ = (
∨
n a
⊥
n ). Then, by [53, The´ore`m
VIII] due to orthomodularity, a1 ∧ (
∨
n a
⊥
n ) =
∨
n(a1 ∧ a⊥n ). Obviously the proof is
accomplished showing a1 ∧ a⊥n =
∨n−1
i=1 (ai ∧ a⊥i+1) for every n ≥ 2. Hence, using in-
duction, it suffices to verify a1 ∧ a⊥n+1 = (a1 ∧ a⊥n ) ∨ (an ∧ a⊥n+1). To this end note
(a1 ∧ a⊥n ) ≤ (a1 ∧ a⊥n+1) and an ≤ a1. Therefore, applying twice orthomodularity, one has
(a1 ∧ a⊥n+1) = (a1 ∧ a⊥n )∨
(
a1 ∧ a⊥n+1 ∧ (a⊥1 ∨ an)
)
= (a1 ∧ a⊥n )∨ (a⊥n+1 ∧ an) as claimed. 
According to the above definition, the considerations so far show that the set M of
all causally complete sets endowed with set inclusion ⊂ and causal complementation ⊥
is a complete orthocomplemented lattice. The greatest lower bound
∧K for any subset
K ⊂M is given by the intersection ⋂K of all its elements. Its smallest upper bound ∨K
is
(⋃K)∧ = (⋂{M⊥ : M ∈ K})⊥.
M is atomic. Indeed, ∅ is the minimal element, and due to (29), the atoms of M
are the one-point sets. Obviously, every M ∈M \ {∅} contains an atom.
M is atomic without the covering property. For an example let L be the lightlike
line R(1, 0, 0, 1) and L′ the segment {s(1, 0, 0, 1) : s ∈ [0, 1]}. Then L ∩ {0}⊥ = ∅,
since {0}⊥ = {y : |y0| < |y|}. By (39), L and L′ are causally complete. Therefore
L∩{0}⊥ ( L′ ( L impliesM ( M ′ (M∨{0} forM := L⊥, andM ′ := L′⊥, contradicting
atomicity. — Another example is given by {0} ( {0} ∨ {(1, 0, 0, 0)} ( {0}∨ {(2, 0, 0, 0)}.
This holds true by (30).
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M is not orthomodular. For an example let L := h(< 0) ∩ k(> 2) and M := h(<
0) ∩ k(> 0). Then clearly L ⊂ M . By (31)(b), L,M ∈ M with L⊥ = h(≥ 0) ∩ k(≤ 2),
M⊥ = h(≥ 0) ∩ k(≤ 0), and L⊥ ∩M = h(≥ 0) ∩ k(≤ 2) ∩ h(< 0) ∩ k(> 0) = ∅. Hence
(L ∪M⊥)∧ = (L⊥ ∩M)⊥ = R4. Therefore (L ∨M⊥) ∧M = (L ∪M⊥)∧ ∩M = M 6= L,
and orthomodularity does not hold.14
The non-orthomodularity of M is already stated in [55, sec. 3]. See also the general
analysis in [55] following Theorem 1.
Note that a causally complete set need not be Borel. (For an example take Γ := {0} ×
(A \ Q3) with A ⊂ R3 not Borel. So Γ is not Borel, too. Let x ∈ Γ˜. Then one easily
checks {y ∈ R3 : |x− y| ≤ |x0|} ⊂ (A \Q3). This implies x0 = 0, whence x = y and hence
x ∈ Γ. This proves Γ˜ = Γ. As (46)(v) shows, Γ˜ = Γˆ holds since Γ is a subset of a spacelike
hyperplane. Therefore Γ is causally complete.) However by (36), causally complete sets
are measurable. For M ⊂ R4 let
M∨ :=
⋃
y∈M
{x : (x− y)·2 ≥ 0}
be the set of influence of M . Obviously M∨ = R4 \M⊥.
(36) Lemma. Let M ⊂ R4. Define U(M) := ⋃y∈M{x : (x− y)·2 > 0}. Then
(a) U(M) ⊂M∨ and U(M) is open
(b) M∨ \ U(M) is contained in an Fσ-null-set
(c) M∨, M⊥, Mˆ are measurable
Proof. (a) is obvious. (c) M∨ is measurable as an immediate consequence of (a), (b). The
remainder is obvious.
So we turn to (b). Put N(M) := {x : supy∈M(x − y)·2 = 0}. Obviously (i)
N(M) = N(M). — Note (ii) M∨ \ U(M) ⊂ N(M). Indeed, let x ∈ M∨ \ U(M).
Then there is y ∈ M with (x − y)·2 ≥ 0 and (x − y′)·2 ≤ 0 for all y′ ∈ M . Hence
supy′∈M(x− y′)·2 = 0, whence x ∈ N(M).
Suppose now that M is compact. Then, (iii) for every x ∈ N(M) there is y ∈ M
with (x − y)·2 = 0. Indeed, there are yn ∈ M satisfying − 1n ≤ (x − yn)·2 ≤ 0. Without
restriction yn → y ∈ M , whence the claim. — Next claim that (iv) N(M) is closed.
Indeed, let xn ∈ N(M) with xn → x0. There are yn ∈ M satisfying − 1n ≤ (xn − yn)·2 ≤ 0.
Without restriction yn → y0 ∈ M . Hence (x0 − y0)·2 = 0. Furthermore, for every y ∈ M ,
(xn − y)·2 ≤ 0, whence (x0 − y)·2 ≤ 0. Therefore x0 ∈ N(M) as claimed. — Now claim
that (v) for every a ∈ R3 the section N(M)a = {ξ ∈ R : (ξ, a) ∈ N(M)} contains at
most two points. Indeed, assume that there are α, β, γ ∈ R with α < β < γ such that
(α, a), (β, a), (γ, a) ∈ N(M). By (iii) there is y ∈M with ((β, a)−y)·2 = 0. Furthermore,(
(α, a) − y)·2 ≤ 0 and ((γ, a) − y)·2 ≤ 0 hold. Hence, one finds (β − y0)2 = |a − y|2,
(α− y0)2 ≤ |a− y|2, and (γ − y0)2 ≤ |a− y|2, whence (α− y0)2 ≤ (β − y0)2, (γ − y0)2 ≤
(β − y0)2, and further the contradiction γ + β ≤ 2y0 ≤ β + α, proving the claim. —
14 The presumed proof of orthomodularity of M in [51, Proposition 4.1.3] is not correct, since there
one infers x ∈ (L ∪M⊥)∼ ∩M from x ∈ (L ∪M⊥)∧ ∩M . Indeed, this does not hold true in general.
In the above example one has (L ∪M⊥)∧ ∩M = M and (L ∪M⊥)∼ ∩M = L with L ( M by (45) as
L = Γˆ,M = ∆⊥.
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Finally claim (vi) λ4
(
N(M)
)
= 0.15 Indeed, this is a ready consequence of (iv), (v) due
to Tonelli’s theorem by which λ4
(
N(M)
)
=
∫
R3
λ1
(
N(M)x
)
dλ3(x) =
∫
0 dλ3 = 0.
We are ready to proof (b) for general M ⊂ R4. Let Mn ⊂ M be bounded with
M = ∪nMn. ThenM∨\U(M) =
(∪nM∨n )\(∪nU(Mn)) ⊂ ∪n(M∨n \U(Mn)) ⊂ ∪nN(Mn)
by (ii), and further = ∪nN(Mn) by (i), whence the assertion by (iv), (vi). 
Summarizing the considerations so far one has
(37) Theorem. The causally complete subsets of Minkowski space are measurable and
form a complete orthocomplemented atomic lattice M without the covering property and
which is not orthomodular.
M is called the lattice of causally complete regions. The lattice M and versions of
it occasionally are addressed as relativistic causal logic. We restrict ourselves to refer
to Cegla, Jancewicz 2013 [56] and the literature cited therein for a partial overview on
the subject. More relevance than M regarding causal systems will have the lattice M′
generated by the non-timelike relation, see sec. 18, 19, 20.
11.4. Spacelike sets. A subset A of Minkowski space is said to be spacelike or causally
independent or a ⊥-set if any two different points x, y of A are spacelike separated, i.e.,
(x− y)·2 < 0. Clearly, if A is spacelike and B ⊂ A, then A \B ⊂ B⊥.
A spacelike set A is maximal if A⊥ = ∅. E.g., spacelike hyperplanes are maximal.
Every spacelike set is contained in a maximal one. More generally, if A is spacelike
contained in some set M , then there is a spacelike set A′ satisfying A ⊂ A′ ⊂ M , which
is maximal in M , i.e., there is no spacelike set B ⊂ M with A′ ( B. This holds true by
an obvious application of Zorn’s lemma.
(38) Definition. Let M1 denote the set of all those subsets of Minkowski space which
are the causal completion of a spacelike set.
Of course, M1 is interesting with regard to a possible extension of the localization E of
a causal system to causally complete regions. One observes first that M1 (M.
(39) Example. There are causally complete sets M , which are not the causal completion
of a spacelike set and, a fortiori, are not determined by a spacelike set, i.e., M 6= ∆ˆ and,
hence, M 6= ∆˜ for every spacelike ∆. Such sets are for instance (i) the lightlike lines and
(ii) segments of them, and (iii) M := {x : x0 = x3 ∈ [0, 1]}.
Proof. As to (i), let without restriction M := R(1, 0, 0, 1). First we show M = Mˆ .
Note, y ∈ M⊥ if and only if y21 + y22 > (y0 − y3)(y0 + y3 − 2s) for all s ∈ R. Hence
M⊥ = {y : y0 = y3, (y1, y2) 6= (0, 0)}. Therefore x ∈ M⊥⊥ if and only if (x1 − r)2 + (x2 −
t)2 > (x0−x3)(x0+x3−2s) for all r, t, s ∈ R with (r, t) 6= (0, 0). This implies x1 = x2 = 0
and further x0 = x3. It follows M = Mˆ . — As
(
(s, 0, 0, s) − (r, 0, 0, r))·2 = 0, every
spacelike ∆ ⊂M contains at most one point, whence ∆ˆ = ∆ 6=M .
As to (ii), let M := {(s, 0, 0, s) : s ∈ [0, 1]}. We show M = Mˆ . Note M⊥ = {y :
15 λd denotes the Lebesgue measure on Rd
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(y0 − s)2 < y21 + y22 + (y3 − s)2, s ∈ [0, 1]}. Now consider x ∈ R4 \M . This means either
x0 < x3, or x0 > x3, or x0 = x3 = r < 0, or x0 = x3 = r > 1. If x0 < x3, then x 6∈ M⊥⊥,
since y := (1, x1, x2, x3−x0+1) ∈M⊥, but (x−y)·2 = (x0−1, 0, 0, x0−1)·2 = 0. If x0 > x3,
then x 6∈ M⊥⊥, since y := (0, x1, x2, x3 − x0) ∈ M⊥, but (x − y)·2 = (x0, 0, 0, x0)·2 = 0.
If x0 = x3 = r < 0, then x 6∈ M⊥⊥, since y := (0, x1, x2, r) ∈ M⊥, but (x − y)·2 =
(r, 0, 0, 0)·2 > 0. Finally, if x0 = x3 = r > 1, then x 6∈M⊥⊥, since y := (1, x1, x2, r) ∈M⊥,
but (x− y)·2 = (r − 1, 0, 0, 0)·2 > 0. Thus M = Mˆ . — Finish the proof as in (i).
As to (iii), let Mn :=
(
h(≥ − 1
n
) ∩ k(≤ 2)) ∩ (h(≤ 0) ∩ k(≥ 0)). Then Mn = Mˆn by
(47)(ii), whence M = Mˆ , since M =
⋂
nMn. Now let A ⊂ M be spacelike. We show Aˆ (
M . If a, a′ ∈ A, a 6= a′, then (a1, a2) 6= (a′1, a′2). Hence there is f : R2 → [0, 1] such that
A ⊂ {(f(r, s), r, s, f(r, s)) : r, s ∈ R}. (Equality holds if A is maximal.) — If f = 0, then
A⊥ ⊃ {(0, r, s, 0) : r, s ∈ R}⊥ = {y : |y0| < |y3|} =
(
h(< 0)∩ k(> 0))∪ (h(> 0)∩ k(< 0)),
whence Aˆ ⊂ h(≥ 0) ∩ k(≤ 0) ∩ h(≤ 0) ∩ k(≥ 0) = {x : x0 = x3 = 0} ( M by (47)(ii).
— If f 6= 0, there is f(r0, s0) 6= 0. Then y := (t, r0, s0,−t) for t > 0 lies in A⊥. Indeed,
(f(r, s)− t)2 < (r − r0)2 + (s− s0)2 + (f(r, s) + t)2 holds, since |f(r, s)− t| ≤ f(r, s) + t
and |f(r, s)− t| = f(r, s) + t only if f(r, s) = 0, in which case (r − r0)2 + (s − s0)2 > 0.
But y 6∈M⊥, as x := (0, r0, s0, 0) ∈ M and (y− x)·2 = t2 − t2 = 0. Hence M⊥ ( A⊥. 
What is more, it turns out that
(40) Lemma. M1 is not a sublattice of M and it is not closed under causal comple-
mentation.
Proof. See (41) and (42). 
(41) Example. There are M,L ∈ M1 with M ∩ L 6∈ M1, for instance M := h(≤
0) ∩ k(≥ 0) and L := h(≥ 0) ∩ k(≤ 2).
Proof. M,L ∈ M1 by (47)(i). But M ∩ L = {x0 − x3 = 0, 0 ≤ x0 + x3 ≤ 2} = {x : x0 =
x3 ∈ [0, 1]} 6∈ M1 by (39)(iii). 
(42) Example. There is M ∈ M1 with M⊥ 6∈ M1, for instance M := {x : x0 =
x3, (x1, x2) 6= (0, 0)}.
Proof. As shown in (39)(i) one has M = {(s, 0, 0, s) : s ∈ R}⊥ and M⊥ = {(s, 0, 0, s) :
s ∈ R} 6∈ M1. It remains to show M ∈ M1.
Clearly, A := {(f(r, s), r, s, f(r, s)) : (r, s) 6= (0, 0)} with f(r, s) := sgn(r)(r2 + s2)−1
is a spacelike subset of M . It suffices to show A⊥ ⊂ M⊥. Let y ∈ A⊥. This means
(y0− y3)
(
y0 + y3− 2f(r, s)
)
< (y1− r)2 + (y2− s)2 for all (r, s) 6= (0, 0). Note (y1− r)2 +
(y2 − s)2 ≤ C := (|y1| + 1)2 + (|y2| + 1)2 for all |r| ≤ 1, |s| ≤ 1. — Assume first y0 > y3.
Then for (r, s) := (− 1
n
, 1
n
), n ∈ N one gets the contradiction (y0 − y3)(y0 + y3 + n2) ≤ C
for all n. — Now assume y0 < y3. Then for (r, s) := (
1
n
, 1
n
), n ∈ N one gets the
contradiction (y0 − y3)(y0 + y3 − n2) ≤ C for all n. — So y0 = y3 remains. Therefore
0 < (y1−r)2+(y2−s)2 for all (r, s) 6= (0, 0). This implies y1 = y2 = 0. Hence y ∈ M⊥. 
38 D. P. L. CASTRIGIANO
11.5. Bases. A familiar idea of a causal evolution is that the Cauchy data given on a
spacelike set ∆ determine by means of a hyperbolic PDE the events in ∆˜. Inspired by
this we call a spacelike set Σ a base if Σ˜ = R4. Every base Σ is maximal spacelike, since
R4 = Σ˜ ⊂ Σˆ = Σ⊥⊥, whence Σ⊥ = (R4)⊥ = ∅. Plainly, every spacelike hyperplane is a
base.
(43) Lemma. Let Σ ⊂ R4. (i) If Σ is a base, then there is ξ : R3 → R satisfying
|ξ(x)− ξ(y)| < |x − y| for all x 6= y such that Σ = {(ξ(x), x) : x ∈ R3}. (ii) Conversely,
Σ is a base if there is L ∈ [0, 1[ and ξ : R3 → R satisfying |ξ(x)− ξ(y)| ≤ L|x− y| for all
x, y such that Σ = {(ξ(x), x) : x ∈ R3}.
Proof. As to (i), for every a ∈ R3 there is ξ(a) ∈ R satisfying (0, a) + ξ(a)(1, 0) =
(ξ(a), a) ∈ Σ. Let (ξ(x), x) 6= y for x ∈ R3, y ∈ Σ. Since Σ is spacelike, |ξ(x)−y0| < |x−y|
follows. This proves also Σ = {(ξ(x), x) : x ∈ R3}.
As to (ii), assume y 6∈ Σ˜ and suppose without restriction y0 > ξ(y). Then there is
z = (1, e) with |e| ≤ 1 such that (y−Rz)∩Σ = ∅, whence y0− s > ξ(y− se) for all s ≥ 0.
By the assumption |ξ(y)− ξ(y − se)| ≤ sL|e|. In particular, ξ(y − se) ≥ ξ(y)− sL|e|. It
follows the contradiction s(1− L|e|) < y0 − ξ(y) for all s ≥ 0. 
Clearly, in (43)(i), ξ is Lipschitz continuous and Σ is a closed set. By (43)(i), σ is a
spacelike hyperplane if and only if it is the graph of ξ(x) = ρ + xe for some ρ ∈ R and
e ∈ R3 with |e| < 1. Equivalently, σ = {x : x · e = ρ} for uniquely determined ρ ∈ R and
timelike e = (1, e).
There are maximal spacelike sets which are not a base. Two examples follow.
(44) Example. The mass shell M := {(ξ(x), x) : x ∈ R3} for ξ(x) := √|x|2 +m2 with
mass m > 0 is a maximal spacelike set but not a base. One has M˜ = {y : y0 > |y|}. Note
that |ξ(x)− ξ(y)| < |x− y| for all x 6= y, cf. (43).
Proof. If x 6= y then |ξ(x)− ξ(y)| = | |x|2−|y|2|
ξ(x)+ξ(y)
< | |x|
2−|y|2|
|x|+|y| =
∣∣|x| − |y|∣∣ ≤ |x− y|. Hence, in
particular, M is spacelike. — M is maximal, since for every y 6∈M , |y0 − ξ(x)| < |y − x|
is not satisfied by x := y.
We turn to M˜ . Let y ∈ R4. If y0 ≤ |y|, then y0 + s ≤ |y| + s < ξ(y + se) =√
(|y|+ s)2 +m2 for all s choosing e = 1|y|y if y 6= 0 and any unit vector otherwise. This
proves y 6∈ M˜ . Next consider the case y0 ≥ ξ(y). Let z = (1, e) with |e| ≤ 1. Then the
function f(s) := y0 + s − ξ(y + se) has a zero for some s ∈ R by the intermediate value
theorem, since f(y0) = −ξ(y + y0e) < 0 and f(0) ≥ 0 by the assumption. Hence y ∈ M˜ .
Finally let |y| < y0 < ξ(y). In this case f has a zero, since f(0) < 0 by the assumption
and f(s¯) ≥ 0 for s¯ := 1
2
(
ξ(y)2 − y20
)
/(y0 − |y|). As to the latter, note first that s¯ > 0 by
the assumption and, hence, f(s¯) = y0 + s¯ − ξ(y + s¯e) ≥ y0 + s¯ −
√
(|y|+ s¯)2 +m2 = 0.
Hence y ∈ M˜ . 
Particularly important is
(45) Example. Let P := ∆∪Γ with ∆ := {x : x0 = 0, x3 ≤ 0}, Γ := {x : x0 = 1, x3 > 1}.
Then P is maximal spacelike, whence ∆ˆ ⊥ Γˆ, i.e., Γˆ ⊂ ∆⊥, and ∆⊥ ∩ Γ⊥ = ∅. But
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P is not a base. More precisely, P˜ = (∆ˆ ∪ Γˆ)∼ = ∆ˆ ∪ Γˆ ∪ {x : 2 − x3 < x0 = x3} = {x :
|x0| ≤ −x3} ∪ {x : 2− x3 < x0 ≤ x3} 6= Pˆ = R4. In particular, P˜ ∩∆⊥ = Γˆ.
x3
x0
1
1
∆
Γ
Proof. P is spacelike, since ∆ and Γ are spacelike and since (y − x)·2 = 1 − |y − x|2 ≤
1− |y3|2 < 0 for x ∈ ∆, y ∈ Γ. Then check ∆⊥ = h(< 0)∩ k(> 0), Γ⊥ = h(≥ 0) ∩ k(≤ 2),
whence P⊥ = ∆⊥ ∩Γ⊥ = ∅ is maximal spacelike. — We turn to P˜ . First we show A ⊂ P˜
for A := ∆ˆ ∪ Γˆ ∪ {x : 2 − x3 < x0 = x3}. Indeed, as ∆ ⊂ P it follows ∆ˆ = ∆˜ ⊂ P˜
by (46). Similarly, Γˆ ⊂ P˜ . Finally let 2 − x3 < x0 = x3. For z = (1, 0, 0, 1) one has
x−x0z = (0, x1, x2, 0) ∈ P . For any other z = (1, e) check x− (x0−1)z = (1, x− (x0−1)e)
with (x − (x0 − 1)e)3 = x0 − (x0 − 1)e3 = (x0 − 1)(1 − e3) + 1 > 1 as x0 > 1 and
e3 < 1. Therefore x − (x0 − 1)z ∈ P . Hence x ∈ P˜ . — Next we show B ∩ P˜ = ∅
for B := {x : 0 < x0 + x3 ≤ 2} ∪ {x : |x3 − 1| < |x0 − 1|}. Obviously B ∩ P = ∅.
If 0 < y0 + y3 ≤ 2 then the whole lightlike line y + R(1, 0, 0,−1) through y lies in
{0 < x0+x3 ≤ 2}. If |y3−1| < |y0−1|, then the whole timelike line y+R(y0−1, 0, 0, y3−1)
through y lies in {|x3 − 1| < |x0 − 1|} ∪ {x0 = x3 = 1}. Note {x0 = x3 = 1} ∩ P = ∅.
Thus B ∩ P˜ = ∅. — It remains to show A ∪ B = R4. Since ∆ˆ = h(≥ 0) ∩ k(≤ 0),
Γˆ = h(< 0) ∩ k(> 2) by (31)(b), one has A = (h(≥ 0) ∩ k(≤ 0)) ∪ (h(≤ 0) ∩ k(> 2)) and
B =
(
k(> 0)∩k(≤ 2))∪(h(> 0)∩k(> 2))∪(h(< 0)∩k(< 2)). So A∪B = k(> 2)∪(h(≥
0)∩k(≤ 0))∪(h(< 0)∩k(< 2))∪(k(> 0)∩k(≤ 2)) = k(> 0)∪(h(≥ 0)∩k(≤ 0))∪(h(<
0)∩k(< 2)) ⊃ k(> 0)∪(h(≥ 0)∩k(≤ 0))∪(h(< 0)∩k(≤ 0)) = k(< 0)∪k(≤ 0) = R4. 
(46) Lemma. Let A be a subset of a base Σ. Then (i) Σ\A = A⊥∩Σ, (ii) (Σ\A)⊥ = Aˆ,
(iii) (Σ \A)∧ = A⊥, (iv) A = Aˆ∩Σ, (v) Aˆ = A˜, and finally (vi) A = AˆΣ =
⋃
y∈Aˆ{x ∈ Σ :
(x− y)·2 ≥ 0} the set of influence in Σ of Aˆ.
Proof. Recall first A ⊂ Σ, A ∩ A⊥ = ∅, and Σ \ A ⊂ A⊥ as Σ is spacelike. Hence (i).
— Then obviously Aˆ ⊂ (Σ \ A)⊥. We show now (Σ \ A)⊥ ⊂ A˜. Then (ii) follows by
(32). So let x ∈ (Σ \ A)⊥. This means (x − y)·2 < 0 for all y ∈ Σ \ A. Let z 6= 0,
z·2 ≥ 0. As Σ˜ = R4 there is s ∈ R with x − sz ∈ Σ. Assume x − sz ∈ Σ \ A. Then the
contradiction 0 > (x − x + sz)·2 = s2z·2 ≥ 0 follows. Therefore x− sz ∈ A showing x ∈ A˜.
— By orthocomplementation (ii) implies (iii). — Further, (iv) equals (i) for Σ\A in place
of A because of (ii). — (v) is already shown in the proof of (ii). — Finally, as to the
less obvious inclusion ⊃ in (vi), consider x ∈ Σ \ A. This implies x ∈ A⊥ and hence, by
definition, x lies spacelike to Aˆ. 
The examples (44), (45) also show that Σ in (46)(v) in general cannot be replaced with a
maximal spacelike set.
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Contrary to M1, the set M2 of all causally complete sets of the kind Aˆ for A a subset
of a base is closed under causal complementation. This follows from (46)(iii). Moreover,
∅, R4 ∈M2. SoM2 is an orthoposet, which is not orthomodular (see the definition [52,
sec. 11, Def. 129]). Also M2 is not a sublattice of M still by (41).
11.6. Diamonds. Recall that spacelike hyperplanes are special bases. A set M of the
kind M = ∆˜ for ∆ in some spacelike hyperplane σ is called a diamond. ∆ is called a
flat base of M . If M is a diamond then, by (46)(v) and (iii), M = Mˆ = M˜ , whence M
is causally complete, and M⊥ = (σ \∆)∧ = (σ \∆)∼ is a diamond, too.
(47) Example for some diamonds and their flat bases.
(i) Let α, δ ∈ R. Then for (∼,∽) ∈ {(≥,≤), (>,<), (≤,≥), (<,>)}
(a) h(∼ α) ∩ k(∽ δ)
is a diamond with causal complement
(b) h( 6∼ α) ∩ k( 6∽ δ)
and
(c) {x : x0 = δ+α2 , x3 ∽ δ−α2 }
a flat base of it.
(ii) Let α, β, γ, δ ∈ R with α < β and γ < δ. Then for (∼,∽) ∈ {(≥,≤), (>,<)} and
(∼′,∽′) ∈ {(≤,≥), (<,>)}
(d) h(∼ α) ∩ k(∽ δ) ∩ h(∼′ β) ∩ k(∽′ γ)
is a diamond with causal complement
(e)
(
h( 6∼ α) ∩ k( 6∽ δ)) ∪ (h( 6∼′ β) ∩ k( 6∽′ γ))
and with unique flat base
(f) {x : (x0, x3) = s( δ+α2 , δ−α2 ) + (1− s)(γ+β2 , γ−β2 ), 0 ∼′ s ∽ 1}
Proof. As to the proof of (i), we treat the case (∼,∽) = (≥,≤). The other cases follow
analogously. Let y ∈ ∆⊥ for ∆ := {x : x0 = δ+α2 , x3 ≤ δ−α2 }. This means for x0 = δ+α2
and all x3 ≤ δ−α2 that |y0 − x0| < |y3 − x3| or, equivalently,
[
y0 − y3 < x0 − x3 and
y0 + y3 > x0 + x3
]
or
[
y0 − y3 > x0 − x3 and y0 + y3 < x0 + x3
]
. Obviously this holds
if and only if y0 − y3 < α and y0 + y3 > δ. So ∆⊥ = h(< α) ∩ k(> δ), cf. (b). Then, by
(31)(b), ∆ˆ = ∆⊥⊥ = h(≥ α) ∩ k(≤ δ). One infers (i). — For the proof of (ii) we proceed
analogously treating the case (∼,∽) = (≥,≤), (∼′,∽′) = (<,>) explicitly. Let y ∈ ∆⊥
for ∆ := {x : (x0, x3) = s( δ+α2 , δ−α2 ) + (1 − s)(γ+β2 , γ−β2 ), 0 < s ≤ 1}. This means that
for all (x0, x3) = s(
δ+α
2
, δ−α
2
) + (1 − s)(γ+β
2
, γ−β
2
), 0 < s ≤ 1 one has |y0 − x0| < |y3 − x3|
or, equivalently,
[
y0 − y3 < x0 − x3 and y0 + y3 > x0 + x3
]
or
[
y0 − y3 > x0 − x3
and y0 + y3 < x0 + x3
]
. Since x0 − x3 = sα + (1 − s)β, x0 + x3 = sδ + (1 − s)γ, this
holds if and only if
[
y0 − y3 < α and y0 + y3 > δ
]
or
[
y0 − y3 ≥ β and y0 + y3 ≤ γ
]
.
So ∆⊥ =
(
h(< α) ∩ k(> δ)) ∪ (h(≥ β) ∩ k(≤ γ)), cf. (e). Therefore, by (31)(b),
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∆ˆ = ∆⊥⊥ = h(≥ α)∩ k(≤ δ)∩h(< β)∩ k(> γ). Hence (ii) follows. Note that uniqueness
of the flat base follows from (48). 
(48) Lemma. Let M be a diamond. Then there is at most one flat basis ∆ of M in a
given spacelike hyperplane σ. If M has two different flat bases, then either M = R4 (and
the flat bases of M are the spacelike hyperplanes σ) or there are a spacelike 2-dimensional
plane π and a subset Λ ⊂ π such that the flat bases of M are the intersections M ∩σ with
the spacelike hyperplanes σ containing π. The intersections M ∩ σ are equal to Λ ∪ σc or
Λ ∪ (σ \ π) with σc one of the two components of σ \ π.
Proof. The first assertion holds since M ∩ σ = ∆ˆ ∩ σ = ∆. — Now, let ∆ ⊂ σ, Γ ⊂ τ
be different flat bases of M in spacelike hyperplanes σ, τ . First note that ∆ ∩ τ = Γ ∩ σ,
since otherwise, without restriction, one had x ∈ ∆ ∩ τ ∈ τ \ Γ, whence x ∈ Γ⊥, which
contradicts x ∈ Γˆ. Next, ∆ \ τ 6= ∅, since otherwise ∆,Γ ⊂ τ , whence the contradiction
∆ = Γ. In particular, τ 6= σ. Now, without restriction let σ = {0} × R3 ≡ R3. Write
τ = {x : x · η = ρ} for some η = (1, e) with e ∈ R3, |e| < 1, ρ ∈ R, and (ρ, e) 6= 0.
For x ∈ σ \ τ obviously ξ := xe + ρ 6= 0. — We claim that for every x ∈ ∆ \ τ
the whole closed ball B(x, |ξ|) around x with radius |ξ| is contained in ∆. Indeed, as
(0, x) ∈ ∆ ⊂ M = Γˆ = Γ˜, there is s ∈ R such that (0, x) + s(ξ, 0) ∈ Γ ⊂ τ . It follows
s = 1 and (ξ, x) ∈ Γ ⊂ ∆ˆ = ∆˜. Hence for every |z| ≤ 1 there is s ∈ R such that
(ξ, x) + s(1, z) is in ∆. This implies the claim. — If e = 0, then ρ 6= 0, σ ∩ τ = ∅,
so that B(x, |ρ|) ⊂ ∆ for all x ∈ ∆, whence ∆ = σ and M = R4. It remains the case
e 6= 0. Here σ \ τ = σ> ∪ σ<, where σ≷ := {x ∈ σ : ξ ≷ 0} are the components of σ \ τ ,
which are open (in σ). Accordingly, ∆ \ τ = ∆> ∪∆< with ∆≷ := ∆ ∩ σ≷. — We claim
∆> = σ> if ∆> 6= ∅. Indeed, let x ∈ ∆>. Then B(x, ξ) ⊂ ∆. For every x′ ∈ B(x, ξ) one
has ξ′ 6= 0. Therefore, by continuity, ξ′ > 0, whence B(x, ξ) ⊂ ∆>. So ∆> is open. It
remains to show that ∆> is also closed in σ>. Let x¯ be in the closure of ∆>. As x¯ ∈ σ>
one has ξ¯ > 0. There is x ∈ ∆> with |x − x¯| < 1
2
ξ¯. Then ξ = ξ¯ + (x − x¯)e > 1
2
ξ¯.
So x¯ ∈ B(x, 1
2
ξ¯) ⊂ ∆>. — Analogously ∆< = σ< if ∆< 6= ∅. Therefore, ∆ \ τ equals
σ> or σ< or σ>∪σ< = σ\τ . — Finally the result follows for Λ := ∆∩τ and π := σ∩τ . 
In particular, the above result shows that a diamond has a unique flat base if it does
not contain a spacelike half-hyperplane or, a fortiori, if it is bounded.
In general, the intersection of two diamonds is not a diamond. (For instance, let
∆ := {x0 = 0,−4 < x3 < 4} ⊂ σ := {0} × R3 and Γ := Γ1 ∪ Γ2 ⊂ τ := {2} × R3
with Γ1 := {x0 = 2,−2 < x3 < 0}, Γ2 := {x0 = 2, 0 < x3 < 4}. Then the intersection
∆ˆ ∩ Γˆ = Λˆ ∪ Γˆ1 with Λ = {(2− s, 0, 0, 3s) : 0 ≤ s ≤ 1} is not a diamond, as Λ and Γ1 do
not lie in a common spacelike hyperplane.)
12. Localization Operators for Causally Complete Regions
We turn to the question about a rep (W,F ) of the latticeM of causally complete regions
posed at the beginning of sec. 11. There is a technical reason concerning measurability
(see (49)) and also a structural reason concerning maximal spacelike sets (see (51)(c))
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why such a rep does not exist.
(49) Theorem. There is no rep (W,F ) of M.
Proof. Assume the existence of a rep (W,F ). For every subset X of R3 put Q(X) :=
F
(
({0}×X)∧). (Recall that causally complete sets are measurable (37).) Clearly Q(R3) =
I, Q(∅) = 0. Let Xn ⊂ R3 be disjoint. Then ({0} × Xn)∧ are spacelike separated and( ∪n ({0} ×Xn))∧ = ∨n({0} ×Xn)∧. Hence Q(∪nXn) = F (({0} × (∪nXn))∧) = F (( ∪n
({0} ×Xn)
)∧)
= F
(∨n ({0} ×Xn)∧) =∑n F (({0}×Xn)∧) =∑nQ(Xn). Furthermore,
for every translation b ∈ R3 one has W (b)Q(X)W (b)−1 = W (b)F (({0} ×X)∧)W (b)−1 =
F
(
(0, b) + ({0} ×X)∧) = F (({0} × (b+X))∧) = Q(b+X).
Hence Q is a translation covariant PM on the power set of R3. We are going to argue
that such a measure does not exist. Choose any section K ⊂ R3 for R3/Q3, i.e., {b+K :
b ∈ Q3} is a countable disjoint cover of R3. Therefore I = Q(R3) = ∑b∈Q3 Q(b + K).
Since Q(b + K) = W (b)Q(K)W (b)−1 it follows Q(K) 6= 0. Now for every eigenvector
ϕ = Q(K)ϕ one has W (b)ϕ = Q(b + K)W (b)ϕ and hence 〈ϕ,W (b)ϕ〉 = 0 for b ∈ Q3
since Q(K)Q(b +K) = 0. Then by continuity 0 = 〈ϕ,W (b)ϕ〉 →‖ϕ‖2 for b ∈ Q3, b→ 0,
whence the contradiction ϕ = 0. 
Note that by the proof of (49) there are even no reps of M which are merely translation
covariant rather than Poincare´ covariant.
The proof of (49) makes clear that the latticeM is too large for a covariant rep in that
all causally complete sets are measurable. However there is a more relevant obstruction
for such a rep which already becomes apparent if we restrict our focus to the special
set of diamonds with measurable flat bases. Consider first a causal system (W,E). One
observes
(50) Lemma. Let σ, τ be spacelike hyperplanes. Let M = ∆ˆ be a diamond, where ∆ is a
measurable subset of σ. Let Γ ⊂M ∩ τ be a measurable subset of τ . Then E(Γ) ≤ E(∆).
If Γˆ =M then E(∆) = E(Γ).
Proof. As Γ ⊂ ∆ˆ, obviously Γσ ⊂ ∆ˆσ. Since the latter equals ∆ by (46)(vi), one has
Γσ ⊂ ∆. Hence the result follows by causality (13)(a). 
Hence E assigns to all measurable flat bases of a diamond the same operator. Therefore
E induces by
Fe(M) := E(∆) for ∆ ∈ S with ∆ˆ = M
a map Fe on the set of diamonds with measurable flat base. Obviously it has the properties
assumed for F in (51).
(51) Theorem. Let W be a representation of P˜ and let F be an orthogonal projection-
valued map on the set of diamonds with measurable flat bases. Let F be Poincare´ co-
variant by W and suppose that F is normalized, local orthogonal, and σ-orthoadditive∑
n F (Mn) = F (∨nMn) if the diamonds Mn are mutually spacelike separated with bases
in a common spacelike hyperplane. Then (a), (b), (c) hold.
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(a) F is monotone and σ-supraorthoadditive, i.e.,
∑
n F (Mn) ≤ F (M) for mutually
spacelike separated Mn ⊂M .
(b) (W,E) with E(∆) := F (∆ˆ) for ∆ ∈ S is a causal system.
(c) F fails to be orthoadditive since there are spacelike separated M1 and M2 satisfying
M1 ∨M2 = R4 and F (M1) + F (M2) < I.
Proof. (b) Let σ be a spacelike hyperplane. Let ∆n ⊂ σ, n ∈ N be measurable and
disjoint. Put Mn := ∆ˆn. Then M
⊥
n = ∆
⊥
n = (σ \ ∆n)∧ ⊃ ∆ˆm = Mm for n 6= m by
(46)(iii). Hence the diamonds Mn are mutually spacelike separated, whence
∑
nE(∆n) =∑
n F (Mn) = F (M) forM := ∨nMn by σ-orthoadditvity of F . For ∆ :=
⋃
n∆n obviously
one has ∆ˆ = (
⋃
nMn)
∧ = M , whence E(∆) = F (∆ˆ) = F (M). This proves σ-additivity
for E. — Moreover, E(σ) = F (R4) = I and E(∅) = F (∅) = 0. — Poincare´ covariance
carries over from F to E since (g ·∆)∧ = g ·∆ˆ. — Let ∆,Γ ∈ S be spacelike separated. So
are the completions ∆ˆ and Γˆ, whence E(∆)E(Γ) = F (∆ˆ)F (Γˆ) = 0 by local orthogonality
of F . Hence E is causal by (13)(f). — Thus (W,E) is a causal system.
(a) Let M1 ⊂ M2. Let ∆i ∈ S be a base of Mi. Then, by (50), F (M1) = E(∆1) ≤
E(∆2) = F (M2). — σ-supraorthoadditivity of F is obvious as F (Mn) are mutually or-
thogonal projections ≤ F (M).
(c) Consider ∆ := {x : x0 = 0, x3 ≤ 0} and Γ := {x : x0 = 1, x3 > 1}. By
(??), M1 := ∆ˆ and M2 := Γˆ are spacelike separated and satisfy M1 ∨ M2 = R4. For
τ := {0} × R3, σ := {1} × R3, and σ> := Γ, one has F (M1) + F (M2) = E(∆) + E(Γ) =
I−(E(τ \∆)−E(Γ)) = I−(E(σ>τ )−E(σ>)) < I, since E(σ>τ )−E(σ>) > 0 by (26). 
F in (51) is by no means a restricted lattice homomorphism. For instance, {0}, {2, 0, 0, 0)},
and {0} ∨ {2, 0, 0, 0)} are diamonds by (29), (30). Clearly F ({0}) = F ({2, 0, 0, 0)}) = 0
and hence F ({0}) ∨ F ({2, 0, 0, 0)}) = 0, but by (30) F ({0} ∨ {2, 0, 0, 0)}) = E({x : x0 =
1, |x| ≤ 1}) > 0.
One feels that one should not content oneself with the no-go-result on orthoadditivity
(51)(c) for Fe. What is really behind it is revealed by a thorough analysis of the eigen-
states of E(σ>τ )−E(σ>) from (26). In (76), (77) and Eq. (16.5) for the Dirac and the Weyl
systems an intrinsic relation between time evolution and boosts is established. This rela-
tion in turn is inextricably linked with the lattice M′borel generated by the non-timelike
relation (in place of the more restrictive spacelike relation) and possible reps of M′borel.
Sec. 18, 19, 20 are concerned with this topic.
13. The Dirac System
For every mass m > 0 the Dirac system is shown to be a causal system as defined in
(22). It will turn out to be the only irreducible massive causal system with finite spinor
dimension.16 As being of fundamental importance we are going to study it in detail.
In momentum space L2(R3,C4), which is the image of position space under Fourier
transformation F , the representation W d of P˜ describing the Dirac system with mass
16 Actually we did not succeed as yet to rule out certain irreducible massive SCT, see (131).
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m > 0 is given by(
W dmom(t, b, A)ϕ
)
(p) = e− i bp
∑
η=+,−
ei tηǫ(p) πη(p)s(A)∗−1ϕ(qη) (13.1)
(see e.g. [4, Theorem 5, case n = 1]) with the Dirac Hamiltonian H(
Hmomϕ
)
(p) = h(p)ϕ(p), h(p) :=
3∑
k=1
αkpk + βm (13.2)
being the matrix multiplication operator by h. For the energy and the shell representation
of the Dirac system see (24.4).
As to the notations, β, αk denote the Dirac matrices, which in the Weyl representation
read
β =
(
0 I2
I2 0
)
, αk =
(
σk 0
0 −σk
)
with σk the Pauli matrices. So h(p)
∗ = h(p), h(p)2 = ǫ(p)2I4 with ǫ(p) =
√|p|2 +m2.
As to qη, recall pη = (ηǫ(p), p) and qη = (qη0 , q
η) = A−1 · pη from Eq. (3.5). Furthermore,
πη(p) := 1
2
(
I2 +
η
ǫ(p)
h(p)
)
for η ∈ {+,−}. The multiplication operator by πη is the or-
thogonal projection onto the subspace of positive energy (η = +) and negative energy
(η = −), respectively. Finally, in the Weyl representation one has s(A) := diag(A,A∗−1).17
In (52) we will need the formula
πη(p)s(A∗−1) =
(
ǫ(qη)/ǫ(p)
)
s(A)πη(qη) (13.3)
which is mainly a consequence of the fundamental relation A(
∑3
µ=0 pµσµ)A
∗ =
∑3
µ=0(A ·
p)µσµ with σ0 := I2 for A ∈ C2,2, p ∈ R4.
The Dirac representation W d is reducible. It is the sum of the representations of the
electron on the subspace of positive energy, and its antisystem, the positron, see appendix
24.4. Hence
W d = [m, 1
2
,+]⊕ [m, 1
2
,−]
with m > 0. Any unit vector in the carrier space of W d is called a Dirac state.
The Euclidean covariant Dirac position operator Xd is related to W d by
N =
1
2
(
XdH +HXd
)
(13.4)
In position space L2(R3,C4) the components of Xd are the multiplication operators by the
coordinate functions. So one has a WL, the Dirac localization Ed, with the localization
operators in position space given by
Ed pos(∆)ψ = 1∆ψ, ψ ∈ L2(R3,C4) (13.5)
17 Let S ∈ U(4) and let S be the unitary operator on L2(R3,C4) with (Sψ)(x) := S ψ(x). Then
S W dmom(g)S
−1
is given by the right hand side of Eq. (13.1) with respect to β′ := S β S−1, α′k :=
S αk S
−1, and s′(A) := S s(A)S−1. — Moreover, there is a formula valid for any permissible choice (cf.
[4, Lemma 2]) of the β, α’s, cf. [50, (1-44)]
s(A) =
(
a014 +
3∑
k=1
akγ5αk
)1
2
(14 + γ5) +
(
a¯014 +
3∑
k=1
a¯kγ5αk
)1
2
(14 − γ5)
where γ5 := −iα1α2α3 and A = a012 +
∑3
k=1 akσk with a0, ak ∈ C, a20 − a21 − a22 − a23 = 1.
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As known, the Dirac time evolution is causal, i.e.
W d(t)Ed(∆)W d(t)−1 ≤ Ed(∆t) (13.6)
for t ∈ R, ∆ ⊂ R3 measurable. Here we infer this by [4, Theorem 10 (b)] from the fact
that the entire matrix-valued function z 7→ ei th(z) on C3 is exponentially bounded18 by
Ct e
|t| |z| ∀ z with |z|2 = |z1|2 + |z2|2 + |z3|2 and some finite constant Ct.
Ed and Xd, in contrast to Enw and Xnw, do not commute with the sign of energy
sgn(H), since otherwise the trace of Ed on the positive energy subspace would yield a WL
with causal time evolution for the electron, which does not exist by (7). Consequently
the system (W d, Ed) is irreducible. By the same reason, Eq. (13.4) cannot be solved for
Xd, as occurs in case of the Bakamjian-Thomas-Foldy formula Eq. (2.3).
One observes that Ed admits dilational covariance as DλE
d(∆)D−1λ = E
d(λ∆), λ > 0
holds for
(Dposλ ψ)(x) := λ
− 3
2ψ( 1
λ
x) (13.7)
Finally, by (8), we extend Ed on S by Poincare´ covariance.
13.1. Dirac localization is causal. In position space L2(R3,C4) Dirac’s Hamiltonian
H is represented by Hpos = F−1HmomF =∑k αk 1i ∂k + βm.
(52) Lemma. In position space L2(R3,C4) the Dirac representation W d reads(
W dpos(g)ψ
)
(x) = s(A)
(
e− i y0H
pos
ψ
)
(y)
where g = (t, b, A) ∈ P˜, and (y0, y) := g−1 · (0, x) = A−1 · (−t, x− b).
Proof. By definition W d pos ≡ F−1W dmomF with W dmom from Eq. (13.1). Apply first
Eq. (13.3). Then
(
W dmom(g)ϕ
)
(p) = s(A)
∑
η=±1 e
i(t,b)·(ηǫ(p),p)(ǫ(qη)/ǫ(p))πη(qη)ϕ(qη). So(F−1W dmom(g)Fψ)(x) = s(A)(2π)− 32 ∑η ∫ eixp ei a·pη πη(qη)ϕ(qη) (ǫ(qη)/ǫ(p)) d3 p with a =
(t, b), ϕ := Fψ. It equals s(A)(2π)− 32 ∑η ∫ eixp ei a·pη πη(k)ϕ(k) d3 k by Lorentz-invariant
integration and renaming the integration variable qη by k. Furthermore, using y =
(y0, y) = g
−1 · (0, x) one has xp+ a · pη = −((0, x)− a) · pη = −y · qη = −y0ηǫ(qη) + yqη =
−y0ηǫ(k) + yk. Hence
∑
η e
ixp ei a·p
η
πη(k) = ei yk
∑
η e
− i y0ηǫ(k) πη(k) = ei yk e− i y0h(k).
Therefore, one concludes
(F−1W dmom(g)Fψ)(x) = s(A)(2π)− 32 ∫ ei yk e− i y0h(k) ϕ(k) d3 k =
s(A)
(F−1 exp(− i y0Hmom)ϕ)(y) = s(A)( exp(− i y0Hpos)ψ)(y) as asserted. 
More familiar than the position space wave-function ψ in (52) is the time-dependent
Dirac wave-function Ψ. The latter is the solution of the initial-value problem for the
Dirac equation
i∂tΨ = H
posΨ, Ψ(0, ·) = ψ on R3 with ψ ∈ dom(Hpos) (13.8)
18 An entire matrix-valued function f on Cd is called exponentially bounded or of exponential
type with exponent δ ≥ 0 if there is a finite constant Cδ such that ‖f(z)‖≤ Cδ eδ|z| with |z|2 =
∑d
j=1 |zj|2
for z ∈ Cd. The type τ of f is the infimum of all its exponents. If, in addition, f |R3 ∈ L2 and τ ′ > 0, τ ′ ≥ τ
then ‖f(z)‖≤ Cτ ′ eτ ′| Im z| follows (see [45, Cor. 10.10]).
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Hence ψ and Ψ are related by Ψ(t, x) =
(
e− i tH
pos
ψ
)
(x) =
(
W dpos(−t)ψ)(x). From this
relation and (52) one gets the transformation law under Poincare´ transformations for Ψ.
Indeed, let Ψg be the wave-function with initial value W
d pos(g)ψ. Then
Ψg(x) = s(A) Ψ(g
−1 · x) (13.9)
for x = (t, x), since W d(−t)W d(g) =W d(a′, A) with a′ := a− (t, 0).
(53) Theorem. (W d, Ed) is a causal system (22).
Proof. We are going to show W d(h)Ed(Γ)W d(h)−1 ≤ Ed(Γh) for h ∈ P˜ and Γ a mea-
surable subset of a spacelike hyperplane σ (see (13)(c)).
There are a subset ∆ of the hyperplane ε := {0} × R3 ≡ R3 and k ∈ P˜ such that
σ = k · ε, Γ = k ·∆. By Poincare´ covariance Eq. (3.1), the left hand side of the inequality
reads W d(hk)Ed(∆)W d(hk)−1. At the right hand side one has (k ·∆)h = k ·∆k−1hk and
hence Ed(Γh) = W
d(k)Ed(∆k−1hk)W
d(k)−1. Put g := k−1hk. Thus it suffices to show
W d(g)Ed(∆)W d(g)−1 ≤ Ed(∆g), g ∈ P˜.
For this consider any state ψ localized in ∆, i.e. Ed pos(∆)ψ = ψ. By the causal time
evolution Eq. (13.6), e− i tH
pos
ψ is localized in ∆t for any t ∈ R. Therefore and by (13.5),
according to (52),
(
W d pos(g)ψ
)
(x) = 0 if y 6∈ ∆y0 , where y = g−1 · x and x = (0, x). Now,
y 6∈ ∆y0 means |y − a| > |y0| ∀ a ∈ ∆ or equivalently (y − a)·2 < 0 ∀ a := (0, a), a ∈ ∆.
Put (z0, z) := g · (0, a). Then (y − a)·2 = (x − z)·2. Therefore W d pos(g)ψ is localized in
{x ∈ ε : (x− z)·2 ≥ 0 for some z ∈ g ·∆} = ∆g. This implies the assertion. 
In establishing (53) we avoided the use of the cumbersome Dirac propagator (see e.g. [26,
(1.87)]) but applied the position representation (52) and exploited causal time evolution
Eq. (13.6).
We like to recall the equivalent descriptions of causality given in (13). In particular,
causality is equivalent to local orthogonality, viz. Ed(Γ) Ed(Γ′) = 0 if Γ and Γ′ are space-
like separated. Moreover, by (14), Dirac localization is frame-independent.
13.2. Dirac localization and time evolution. Let R > 0 and let ψ be a Dirac state
localized in the ball BR = {x ∈ R3 : |x| ≤ R}. Let ψt denote the state W d pos(t)ψ
evolved in time t ∈ R. Fix t0 6= 0. Then, due to causality, ψt0 is localized in BR+|t0|.
This, of course, does not exclude that ψt0 actually is localized in a smaller ball Br. Here
every r >
∣∣|t0| − R∣∣ occurs. Indeed, let 0 < ρ < R and let the state χ be localized in
Bρ. Let ς denote the sign of t0. Then ψ := W
d pos
(
ς(ρ − R))χ is localized in BR, and
ψt =W
d pos
(
t + ς(ρ− R))χ is localized in Br(t) for r(t) := ρ+ |t+ ς(ρ−R)|, whence the
assertion for r = r(t0) = ρ+
∣∣|t0| −R + ρ∣∣.
In the following we first, in sec. 13.2.1, give a rather detailed description of how the
border of the wave function moves. Then in sec. 13.2.2 we will study the temporal behavior
of the probability of localization.
13.2.1. Motion of the border of the wave function. Over the long term the border of the
wave ψt moves radially to infinity with velocity of light. In the short term the movement
of the wave border is more complicated as parts of it may move in the opposite direction.
Precisely one has the results (62) and (64). The main mathematical tool is
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(54) Theorem of Plancherel and Po´lya. For the following see [57], [58]. First recall
that the P-indicator (i.e., the Po´lya-Plancherel indicator) hf of an entire function f on
Cd is
hf (λ) = sup{hf(λ, x) : x ∈ Rd}, λ ∈ Rd with hf (λ, x) = lim
r→∞
1
r
ln |f(x+ iλ r)| (13.10)
and the support function HC for a convex set C ⊂ Rd is
HC(λ) = sup{xλ : x ∈ C}, λ ∈ Rd (13.11)
A function f : Cd → C is entire and exponentially bounded (see footnote in sec. 13)
with f |Rd ∈ L2 if and only if there is g ∈ L2(Rd) vanishing outside a bounded set with
f(z) =
∫
Rd
e−iqz g(q) d q
i.e., f is the Fourier-Laplace transform of g.
Then hf = HC(g), where C(g) is the smallest convex set outside which g vanishes
almost everywhere.
Moreover, f |Rd is bounded by
∫
Rd
|g(q)| d q and, by the Riemann-Lebesgue lemma, it
vanishes at infinity. Also, for each λ one has hf (λ, x) = hf(λ) for almost all x, and
hkf = hk + hf holds for any exponentially bounded entire function k. 
The Fourier-Laplace transform of ψt localized in BR+|t| is an entire function ϕt, which is
exponentially bounded with exponent R + |t|, i.e., |ϕt(z)| ≤ C e(R+|t|)|z|, z ∈ C3. Due to
h(z)2 = (z21 + z
2
2 + z
2
3 +m
2)I4, the time evolution yields
ϕt(z) = e
i th(z) ϕ(z) = cos
(
tǫ(z)
)
ϕ(z) + i t sinc
(
tǫ(z)
)
h(z)ϕ(z) (13.12)
for every z ∈ C3. Here ǫ satisfies ǫ(z)2 = z21 + z22 + z23 +m2, and sinc(w) = sin(w)/w for
w 6= 0, sinc(0) = 1. From Eq. (13.12) one obtains
ϕt + ϕ−t = 2 cos(tǫ)ϕ, ϕt − ϕ−t = 2 i t sinc(tǫ) hϕ (13.13)
and (ϕt)kϕl = cos(tǫ)ϕkϕl + i t sinc(tǫ)(hϕ)kϕl and hence φkl = i t sinc(tǫ)χkl with φkl :=
(ϕt)kϕl−(ϕt)lϕk and χkl := (hϕ)kϕl−(hϕ)lϕk, where k, l = 1, . . . , 4 enumerate the spinor
components.
There are k, l such that χkl 6= 0. Indeed, assume χkl = 0 for all k, l. Then ϕk hϕ =
(hϕ)k ϕ and hence ǫ
2 ϕk ϕ = (hϕ)k hϕ. Then (hϕ)
2
k − ǫ2 ϕ2k = 0. Fix k, z2, z3 such that
f(ζ) := ϕk(ζ, z2, z3) is not the null function. Set g(ζ) := (hϕ)k(ζ, z2, z3). Choose the
square root µ(ζ) of ζ2 + z22 + z
2
3 such that g = µf . This, however, is impossible as g/f is
meromorphic whereas µ is not. Thus χ := χkl, φ := φkl are non-zero entire exponentially
bounded functions with exponents 2R and 2R + |t|, respectively, satisfying
φ = i t sinc(tǫ)χ (13.14)
We are going to exploit the relations Eqs. (13.13) and (13.14).
(55) Lemma. Let µ, t, u, v be real, µ ≥ 0. Then there are finite constants At > 0, Bt, Ct
independent of u, v such that
(a) At e
|tv| ≤ ∣∣ cos (t√µ2 + (u+ i v)2 )∣∣ ≤ Bt e|tv|
(b) At|u+ i v|−1 e|tv| ≤
∣∣ sinc (t√µ2 + (u+ i v)2 )∣∣ ≤ Bt|u+ i v|−1 e|tv|
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for all u and |v| > Ct.
Proof. First we show
z ∈ C, |z| ≤ 1
2
⇒ √1 + z = 1 + ζ with |ζ | ≤ 3
4
|z| (⋆)
Indeed, let f : [0, 1] → C, f(r) := (1 + rz)1/2. As f ′(r) = 1
2
(1 + rz)−1/2z one has
f(1) = 1 + ζ with ζ :=
∫ 1
0
f ′(r) d r and |ζ | ≤ 1 · 1
2
(1− 1
2
)−1/2|z|, whence (⋆).
Now assume at once t 6= 0 and let in the following |v| > √2µ. Put s(u, v) :=√
µ2 + (u+ i v)2. More precisely, s(u, v) := (u + i v)
√
1 + z for z := µ2(u + i v)−2 with
|z| = µ2(u2 + v2)−1 ≤ µ2v−2 ≤ 1
2
.
By (⋆), s(u, v) = (u+ i v)(1 + ζ) with |u+ i v| |ζ | ≤ 3
4
|u+ i v| |z| ≤ µ2|v|−1 ≤ µ. This
implies | e± i ts(u,v) | = | e± i t(u+i v)(1+ζ) | = e∓tv | e± i t(u+i v)ζ |. One concludes
e−|t|µ e−tv ≤ | ei ts(u,v) | ≤ e|t|µ e−tv, e−|t|µ etv ≤ | e− i ts(u,v) | ≤ e|t|µ etv (⋆⋆)
for all v ∈ R with |v| > √2µ.
(a) | cos(w)| = 1
2
| eiw+e− iw | ≤ 1
2
(| eiw |+ | e− iw |). For w = ts(u, v) this yields by (⋆⋆)
| cos(ts(u, v))| ≤ 1
2
(e|t|µ e−tv+e|t|µ etv) ≤ e|t|µ e|tv|. Hence the right part of the inequality
of (a) holds for Bt := e
|t|µ and C ′t =
√
2µ.
For the left part of the inequality use | cos(w)| = 1
2
| eiw+e− iw | ≥ 1
2
∣∣| eiw | − | e− iw |∣∣.
Then for w = ts(u, v) one gets by (⋆⋆) | cos(ts(u, v))| ≥ 1
2
(e−|t|µ e|tv|− e|t|µ e−|tv|) =
sinh
(|t|(|v|−µ)). Check sinh(x) ≥ 1
4
ex for x ≥ ln(2)
2
. Thus we conclude that the left part
of the inequality holds for At :=
1
4
e−|t|µ and C ′′t :=
√
2µ+ ln(2)
2
1
|t| .
(b) Check first |t s(u, v)| ≥ |t|√
2
|u+ i v|, using |√1 + z| ≥ 1√
2
for |z| ≤ 1
2
. Furthermore,
| sin(w)| = 1
2
| eiw− e− iw | ≤ 1
2
(| eiw | + | e− iw |). Hence, as for (a), the right part of the
inequality holds for Bt :=
√
2
|t| e
|t|µ and C ′t =
√
2µ.
Regarding the left part of the inequality of (b), we estimate |ts(u, v)|−1 ≥ (2
3
)1/2|t(u+
i v)|−1, as |s(u, v)| = |u+ i v| |√1 + z | ≤ (3
2
)1/2|u+ i v|. Furthermore, one has | sin(w)| =
1
2
| eiw− e− iw | ≥ 1
2
∣∣| eiw | − | e− iw |∣∣. Hence, proceeding as in (a), it follows that the left
part of the inequality holds for At := (
1
24
)1/2 1|t| e
−|t|µ and C ′′t :=
√
2µ+ ln(2)
2
1
|t| . 
We use now (55) to compute the P-indicator for cos(tǫ) and sinc(tǫ).
(56) Lemma. For t ∈ R the functions z 7→ cos (tǫ(z)) and z 7→ sinc (tǫ(z)) are bounded
on R3 and entire on C3 with exponent |t|, which is minimal. Moreover, hcos(tǫ)(λ) =
hsinc(tǫ)(λ) = |t| |λ| holds for λ ∈ R3. More precisely, |t| |λ| = limr→∞ 1r ln |f(p + iλr)|,
p ∈ R3 for f ∈ {cos(tǫ), sinc(tǫ)}. These statements are equally valid if ǫ(z)2 is replaced
with z2, i.e., if the mass m = 0.
Proof. In the following the case ǫ(z)2 = z2, i.e. m = 0, is included. We show the assertion
for sinc(tǫ). Regarding cos(tǫ) the proof is analogous. Assume at once t 6= 0.
Obviously, sinc(tǫ) is bounded on R3 and entire on C3. Also, there is an entire func-
tion s satisfying s(z2) = sinc
(
tǫ(z)
)
with z2 = z21 + z
2
2 + z
2
3 for all z ∈ C3. — Now
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|ǫ(z)|2 = |z2 + m2| ≤ |z2| + m2 = |z|2 + m2 ≤ (|z| + m)2, whence |ǫ(z)| ≤ |z| + m.
Therefore, | sin (tǫ(z))| = 1
2
| ei tǫ(z)− e− i tǫ(z) | ≤ e|t| |ǫ(z)| ≤ e|t|m e|t| |z| for all z.
If |z2| ≤ 2m2 + 1 then | sinc (tǫ(z))| = |s(z2)| ≤ C for some finite constant C. For
|z2| > 2m2 + 1 one has |ǫ(z)|2 = |z2 +m2| ≥ |z2| −m2 > m2 + 1, whence |ǫ(z)|−1 < 1.
Hence | sinc (tǫ(z))| ≤ C ′ e|t| |z| for all z, where C ′ := C + e|t|m|t| . So |t| is an exponent for
sinc(tǫ).
In order to show that |t| is minimal assume that 0 ≤ δ < |t| is an exponent for
sinc(tǫ). Let δ < δ′ < |t|. Then obviously | sin (tǫ(z))| ≤ C eδ′|z|, z ∈ C3 for some finite
constant C. Let w ∈ C. Choose ζ ∈ C with ζ2 = w2 −m2. Then w ∈ {±ǫ(0, 0, ζ)} and
|ζ | ≤ |w| + m. Hence | sin(tw)| ≤ C eδ′|ζ| ≤ C ′ eδ′|w| with C ′ := C eδ′m. Therefore also
| cos(tw)| = | sin(tw + π
2
)| ≤ C ′ epiδ
′
2|t| eδ
′|w|, whence finally | etw | ≤ C ′′ eδ′|w|, w ∈ C for some
finite constant C ′′. This implies the contradiction e(|t|−δ
′)r ≤ C ′′ for all r > 0.
We turn to the P-indicator of sinc(tǫ). Assume at once λ 6= 0. Then ǫ(p + iλr) =(
µ2 + ( pλ|λ| + i |λ|r)2
)1/2
with µ2 := m2 + p2 − ( pλ|λ|)2 ≥ 0 independent of r. Hence by (55)
there are finite constants At > 0, Bt independent of r that such At
∣∣ pλ
|λ| + i |λ| r
∣∣−1 e|t||λ|r ≤
sinc
(
tǫ(p + iλr)
) ≤ Bt∣∣ pλ|λ| + i |λ| r∣∣−1 e|t||λ|r, whence the assertion. 
(57) Definition. The unit vector e ∈ R3 and α ∈ [−∞,∞] determine the half-space
{x ∈ R3 : x e ≤ α} (which equals ∅ or R3 if α ∈ {−∞,∞}). For every ψ ∈ L2(R3,C4) let
e(ψ) ∈ [−∞,∞] denote the maximal α satisfying Ed({x ∈ R3 : x e ≤ α})ψ = 0. Similarly
for η ∈ L2(R3,C) let e(η) be the maximal α with 1{xe≤α}η = 0 up to a null set.
The meaning of e(ψ) is best elucidated by the following result. Recall Ed({x ∈ R3 : x e =
α}) = 0.
(58) Lemma. Let e := −e. Then ψ is localized in {x ∈ R3 : e(ψ) ≤ xe ≤ −e(ψ)} with
]e(ψ),−e(ψ)[ the smallest interval with this property.
Proof. By definition Ed({x ∈ R3 : x e ≤ α})ψ = 0, Ed({x ∈ R3 : x e ≤ β})ψ = 0
exactly for all α ≤ e(ψ) and β ≤ e(ψ). From this it follows Ed({x ∈ R3 : e(ψ) ≤ xe ≤
−e(ψ)})ψ = ψ, whence the assertion. 
carrier
xe ≤ e(ψ) xe ≥ −e(ψ)
e
e
Clearly, e(ψ) = minl e(ψl). — Let C(ψ) denote the smallest convex set outside which
ψ vanishes almost everywhere. Clearly, {x ∈ R3 : x e ≤ e(ψ)} ∩ C(ψ) = ∅ and {x ∈
R3 : x e ≤ α} ∩ C(ψ) is not a null set if α > e(ψ). Hence e(ψ) = inf{xe : x ∈ C(ψ)}.
These considerations are applicable as well to every component ψl of ψ. Therefore (see
Eq. (13.11))
e(ψ) = −HC(ψ)(−e), e(ψl) = −HC(ψl)(−e) (13.15)
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(59) Lemma. Let ψ be a Dirac state. Then R→ R, t 7→ e(ψt) is continuous.
Proof. Let t, t0 ∈ R. By causality e(ψt) ≥ e(ψt0) − |t − t0|. This implies limt→t0 e(ψt) ≥
e(ψt0). Furthermore, for Pt := E
d({x : x e ≤ e(ψt)}) one has 0 = Ptψt = Ptψt0 + Pt(ψt −
ψt0), whence limt→t0 Ptψt0 = 0 as ψt → ψt0 . This implies limt→t0 e(ψt) ≤ e(ψt0). Thus
continuity of t→ e(ψt) at t0 holds. 
(60) Lemma. Let ψ be a Dirac state localized in a bounded region. Then
min{e(ψt), e(ψ−t)} = e(ψ)− |t|
holds for every direction e and all times t ∈ R.
Proof. By causality e(ψt) ≥ e(ψ)− |t| for all t, whence min{e(ψt), e(ψ−t)} ≥ e(ψ)− |t|.
We prove now the reverse inequality. Recall φ = 2 cos(tǫ)ϕ for φ := ϕt + ϕ−t
from Eq. (13.13). Let θ := F−1φ|R3. Theorem (54) applies to the components of ϕ
and, due to (56), also to those of cos(tǫ)ϕ. Hence, using Eq. (13.15) and by (56),
e(θl) = −HC(θl)(−e) = −hcos(tǫ)ϕl(−e) = −hcos(tǫ)(−e) − hϕl(−e) = −|t| − HC(ψl)(−e) =
−|t|+ e(ψl). Therefore e(θ) = minl e(θl) = −|t|+minl e(ψl) = −|t| + e(ψ).
It remains to show min{e(ψt), e(ψ−t)} ≤ e(ψt + ψ−t). Let α := min{e(ψt), e(ψ−t)}
and put Eα := E
d({x ∈ R3 : x e ≤ α}). Then Eαψt = 0 and Eαψ−t = 0. Hence
Eα(ψt + ψ−t) = 0, whence the claim. 
(61) Lemma. Let ψ be a Dirac state localized in a bounded region. Then
e(ψt) ≤ −2 e(ψ)− e(ψ)− |t|
holds for all directions e and all times t. If ψ ∈ dom(Hpos) or if more generally hFψ is
bounded on R3 then the inequality holds even with < in place of ≤.
Proof. We start from Eq. (13.14) φ = i t sinc(tǫ)χ. Put here φkl := (ϕt)kϕl, χkl := (hϕ)kϕl,
whence φ = φkl − φlk and χ = χkl − χlk.
As ϕl|R3 ∈ L2 and (ϕt)k|R3 is bounded, φkl|R3 ∈ L2 so that (54) applies to φkl. Let
θ := F−1φ|R3, θkl := F−1φkl|R3. Obviously, e(θ) ≥ min{e(θkl), e(θlk)}. Using Eq. (13.15)
one gets e(θkl) = −HC(θkl)(−e) = −hφkl(−e) = −h(ϕt)k(−e)−hϕl(−e) = −HC((ψt)k)(−e)−
HC(ψl)(−e) = e((ψt)k) + e(ψl) ≥ e(ψt) + e(ψ). It follows e(θ) ≥ e(ψt) + e(ψ).
We turn to the right hand side i t sinc(tǫ)χ of Eq. (13.14). Recall i t sinc(tǫ)χkl = φkl−
cos(tǫ)ϕkϕl (see Eq. (13.12)). Note that cos(tǫ)ϕk|R3 is bounded. Hence sinc(tǫ)χkl|R3 ∈
L2. However, χkl|R3 need not be square-integrable. Therefore we consider instead χ′kl :=
sδχkl with sδ := sinc(δǫ) for δ > 0. Then φ
′ = i t sinc(tǫ)χ′ for φ′ := sδφ holds. As
hsδ(e) = δ by (56), the analogous computation for θ
′ := F−1φ′|R3 in place of θ yields
e(θ′) ≥ −δ + e(ψt) + e(ψ). Moreover, (54) applies to χ′. Let ξ′ := F−1χ′|R3 . Then again,
in the same way e(θ′) = −|t|+ e(ξ′) follows.
Next we examine −e(ξ′). Obviously −e(ξ′) ≤ max{−e(ξ′kl),−e(ξ′lk)}. By Eq. (13.15)
and (54) one has −e(ξ′kl) = HC(ξ′kl)(e) = hχ′kl(e) = hsδ(hϕ)k(e) + hϕl(e) as sδ(hϕ)k is expo-
nentially bounded. Note |(hϕ)k(z)| ≤ q(z)maxm |ϕm(z)| with q(z)2 := 4
∑4
m=1 |h(z)km|2,
where h(z)km is linear. Therefore hsδ(hϕ)k(e, x) = limr→∞
1
r
{
ln |sδ(x+i e r))|+ln |(hϕ)k(x+
i e r)|} = δ + limr→∞ 1r ln |(hϕ)k(x + i e r)|} (by (56)) ≤ δ + limr→∞ 1r{ ln |q(x + i e r)| +
ln(maxm |ϕm(x+i e r)|)
}
= δ+0+maxm limr→∞ 1r ln |ϕm(x+i e r)| = δ+maxm hϕm(e, x).
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Furthermore, maxm hϕm(e) = maxmHC(ψm)(e) = maxm{−e(ψm)} = −e(ψ). Also hϕl(e) ≤
−e(ψ). It follows −e(ξ′) ≤ δ − 2 e(ψ).
Now, using e(ξ′) < −e(ξ′), one has the chain of inequalities −δ + e(ψt) + e(ψ) ≤
e(θ′) = −|t| + e(ξ′) < −|t| − e(ξ′) ≤ −|t| + δ − 2 e(ψ) for δ > 0. The limit δ → 0 yields
the final result e(ψt) + e(ψ) ≤ −|t| + −2 e(ψ). It remains to note that if hϕ is bounded
on R3 one has χkl|R3 ∈ L2 so that e(ξ) < −e(ξ), and the chain holds even for δ = 0. 
In other words, suppose that, after or before time |t|, ψt is localized in the half-space
{x ∈ R3 : x e ≥ α}. Then, by (61), |t| ≤ −α − 2 e(ψ) − e(ψ). If ψ is localized in BR,
then obviously e(ψ) ≥ −R for every direction e. Therefore, if ψt is localized in Br, then
|t| ≤ r + 3R.
(62) Theorem. Let ψ be a Dirac state localized in a bounded region. Then there exists
a unique time te = te(ψ) ∈ R such that
e(ψt) = e(ψ) + |te| − |t− te|
for all times t ∈ R and directions e.
Proof. Since t → e(ψt) is continuous by (59) and bounded from above by (61) there is
te ∈ R with e(ψte) = supt∈R e(ψt). Fix t > 0.
Now we apply (60) to ψ′ := ψte−t/2. Then min{e(ψ′t′), e(ψ′−t′)} = e(ψ′)−|t′| for all t′ ∈
R. As e(ψ′t/2) = e(ψte) ≥ e(ψte−t) = e(ψ′−t/2) it follows e(ψte−t) = e(ψte−t/2)− t/2. For t/2
in place of t this reads e(ψte−t/2) = e(ψte−t/4)−t/4. Hence e(ψte−t) = e(ψte−t/4)−t/2−t/4.
From this one obtains in the same way e(ψte−t) = e(ψte−t/8)− t/2− t/4− t/8 and finally
e(ψte−t) = e(ψte−t/2n)−
∑n
k=1 t/2
k after n steps. Then by continuity (59) the limit n→∞
yields e(ψte−t) = e(ψte) − t. — Analogously, applying (60) to ψ′ := ψte+t/2, one obtains
e(ψte+t) = e(ψte)− t.
Thus e(ψt) = e(ψte) − |t − te| holds for all t ∈ R. In particular e(ψ) = e(ψte) − |te|,
whence the formula. Uniqueness of te is obvious as t → e(ψt) has just one maximum at
t = te. 
(63) Corollary. Let ψ be a Dirac state localized in a bounded region. Then
(a) e(ψt) ≤ −e(ψ)− |t− te|
(b) |te|+ |te| ≤ −e(ψ)− e(ψ)
(c) 2|te| < −e(ψ)− e(ψ) if te = te
(d) te(ψt) = te(ψ)− t for t ∈ R
(e) If hFψ is bounded on R3 then the inequalities in (a), (b) hold even with < in
place of ≤.
Proof. (a) By (62) and (61) one has e(ψt) = e(ψ) + |te| − |t− te| ≤ −2e(ψ)− e(ψ)− |t|.
For t = te this yields |te| ≤ −e(ψ)− e(ψ) and consequently e(ψt) ≤ −e(ψ)− |t− te|.
(b) Let s, t ∈ R and consider e(ψt+s). One the one hand, by (62), e(ψt+s) =
e(ψ) + |te| − |t+ s− te|. On the other hand, first using (61) and then applying (62), one
has e(ψt+s) ≤ −2e(ψt)− e(ψt)−|s| = −2
(
e(ψ)+ |te| − |t− te|
)− e(ψ)−|te|+ |t− te| − |s|.
Hence −2(e(ψ)+ e(ψ)) ≥ 2|te|+2|te| − 2|t− te| − |t− te|+ |s| − |t+ s− te|. For s = te− t
this yields −e(ψ)− e(ψ) ≥ |te|+ |te| − |t− te|. Then |te|+ |te| ≤ −e(ψ)− e(ψ) follows for
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t = te.
(c) By (58), 0 < −e(ψt)−e(ψt) for all t. Hence (62) yields |te|+ |te|−|t−te|−|t−te| <
−e(ψ)− e(ψ), whence |te|+ |te| − |te − te| < −e(ψ)− e(ψ). This implies (c).
(d) Let τ ∈ R, ψ′ := ψτ , and t′e := te(ψ′). Then e(ψ′t) = e(ψ′) + |t′e| − |t − t′e| and
e(ψ′) = e(ψ) + |te| + |τ − te|. As ψ′t = ψt+τ also e(ψ′t) = e(ψ) + |te| − |t + τ − te| holds.
Therefore |t+ τ − te| − |t− t′e| = |τ − te| − |t′e| for all t, whence t′e = te − τ .
(e) follows from the last part of (61). 
The formulae e(ψt) ≤ −e(ψ)−|t− te| and e(ψt) ≤ −e(ψ)−|t− te| (replacing e by e) from
(63)(a) imply
{x ∈ R3 : e(ψ) ≤ xe ≤ −e(ψ)} ∩ {x ∈ R3 : e(ψt) ≤ xe ≤ −e(ψt)} 6= ∅
for all times t ∈ R. Therefore, if ∆ is open containing {e(ψ) ≤ xe ≤ −e(ψ)} then at every
time t there is a positive probability to find the system in ∆.
As long as t < te, one has e(ψt) = e(ψte)− te + t by (62), which means the retreat at the
speed of light of the carrier of ψt in direction e. Only after time te the carrier advances in
direction −e at the speed of light as e(ψt) = e(ψte) + te − t. Only then the wave function
expands in the direction −e as expected. The abrupt change at the time te of the direction
of the motion with light velocity to the opposite direction reminds of the phenomenon of
the zitterbewegung. But this behavior is easy to understand. Let ψ′ := ψte . Then due
to homogeneity of time, i.e., the translational symmetry of time evolution, ψ′ satisfies
e(ψ′t) = e(ψ
′) − |t| by (62). So, as maximal permissible by causality, ψ′ expands in the
future as well in the past in direction −e at the speed of light. In particular the result in
(62) does not single out some direction of time. Nevertheless in the short term the picture
is complicated as the time of change te depends in general on the direction e (see (65)).
So the carrier of the wave function performs the changes from shrinking to expanding not
isotropicly. But after, respectively before, the time corresponding to the diameter of the
carrier a simultaneous isotropic expansion with light velocity of the wave function takes
place in the future respectively in the past (see (64)).
(64) Corollary. Let ψ be a Dirac state localized in BR for some R > 0. Then indepen-
dently of the direction e one has
e(ψt) = e(ψ2R) + 2R− t ∀ t ≥ 2R, e(ψt) = e(ψ−2R) + 2R + t ∀ t ≤ −2R
Proof. From (62) it follows for t ≥ 2R that e(ψt) = e(ψte) + te − t and in particular
e(ψ2R) = e(ψte) + te − 2R, whence e(ψt) = e(ψ2R) + 2R − t. Similarly, for t ≤ −2R
one has e(ψt) = e(ψte) − te + t and in particular e(ψ−2R) = e(ψte) − te − 2R, whence
e(ψt) = e(ψ−2R) + 2R + t. 
For the following construction we use the easily verifiable formulae
e
(
W (λe)ψ
)
= e(ψ) + λ, te
(
W (λe)ψ
)
= te(ψ) (13.16)
for all directions e and λ ∈ R. As to the first use translational covariance of Ed and for
the latter recall that time and space translations commute.
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(65) Construction of a Dirac state ψ with given values of te and te. Let e ∈ R3, |e| = 1
and e = −e, and let τ ∈ R \ {0} and δ > 0. Let ψ(1) be any Dirac state localized in a
bounded region. Set ψ(2) := W dpos(δe)ψ
(1)
τ . Finally, put
ψ := ψ(1) + ψ(2)
We renounce normalizing ψ. In the following we express the characteristic dates e(ψ), te,
e(ψ), te referring to ψ by the input dates e(ψ
(1)), t
(1)
e , e(ψ(1)), t
(1)
e and the parameters τ, δ.
By (62), (63) and Eq. (13.16) one has t
(2)
e = t
(1)
e − τ and t(2)e = t(1)e − τ , and
e(ψ
(1)
t ) = e(ψ
(1))+ |t(1)e |− |t− t(1)e |, e(ψ(2)t ) = e(ψ(1)t+τ )+ δ = e(ψ(1))+ |t(1)e |− |t+ τ− t(1)e |+ δ
and similarly e(ψ
(1)
t ) = e(ψ
(1))+ |t(1)e |−|t− t(1)e |, e(ψ(2)t ) = e(ψ(1))+ |t(1)e |−|t+τ − t(1)e |−δ.
Now, obviously e(ψt) = min{e(ψ(1)t ), e(ψ(2)t )} and e(ψt) = min{e(ψ(1)t ), e(ψ(2)t )}.
Hence te and te are determined by (62). Write e(ψ
(2)
t ) − e(ψ(1)t ) = d(t − t(1)e ) with
d(x) := |x| − |x+ τ |+ δ and e(ψ(2)t )− e(ψ(1)t ) = d(t− t(1)e ) with d(x) := |x| − |x+ τ | − δ.
We will distinguish the cases (i) |τ | ≤ δ, (ii) τ > δ, and (iii) −τ > δ. Note first
|τ | ≤ δ ⇔ d(t− t(1)e ) ≥ 0 ∀t ⇔ d(t− t(1)e ) ≤ 0 ∀t (⋆)
Indeed, d(t− t(1)e ) ≥ 0 is equivalent to |τ | ≤ δ as d takes its minimum −|τ | + δ at x = 0.
Similarly, d takes its maximum |τ | − δ at x = −τ .
(i) Consider the case |τ | ≤ δ. By (⋆) one has e(ψt) = e(ψ(1)t ), e(ψt) = e(ψ(2)t ), whence
te = t
(1)
e and te = t
(2)
e = t
(1)
e − τ . So one obtains the given value of te − te by choosing
τ = (t
(1)
e − t(1)e )− (te− te). By a subsequent time translation according to (63)(d) one gets
the prescribed values of te and te.
We examine the remaining cases (ii) and (iii) in order to verify that, as mentioned
before (69), the simple construction (65) does not yield a Dirac state like (69).
(ii) Now let τ > δ. Then d(x) = τ + δ > 0 for x ≤ −τ , d(x) = −2x − τ + δ for
−τ ≤ x ≤ 0, and d(x) = −τ + δ for x ≥ 0. Hence d(1
2
(−τ + δ)) = 0. One infers
te = t
(1)
e +
1
2
(−τ + δ). It follows e(ψ) = e(ψ(1)) if te ≥ 0 and e(ψ) = e(ψ(2)) if te ≤ 0. In
other words, e(ψ) = e(ψ(1)) if t
(1)
e ≥ 12(τ − δ) and e(ψ) = e(ψ(1)) + |t(1)e | − |τ − t(1)e |+ δ if
t
(1)
e ≤ 12(τ − δ).
Similarly, d(x) = τ − δ > 0 for x ≤ −τ , d(x) = −2x − τ − δ for −τ ≤ x ≤ 0, and
d(x) = −τ − δ for x ≥ 0. Hence d(1
2
(−τ − δ)) = 0. One infers te = t(1)e − 12(τ + δ). It
follows e(ψ) = e(ψ(1)) if te ≥ 0 and e(ψ) = e(ψ(2)) if te ≤ 0. In other words, e(ψ) = e(ψ(1))
if t
(1)
e ≥ 12(τ + δ) and e(ψ) = e(ψ(1)) + |t(1)e | − |τ − t(1)e | − δ if t(1)e ≤ 12(τ + δ).
(iii) Finally assume −τ > δ. Then d(x) = τ + δ < 0 for x ≤ 0, d(x) = 2x + τ + δ
for 0 ≤ x ≤ −τ , and d(x) = −τ + δ for x ≥ −τ . Hence d(1
2
(−τ − δ)) = 0. One infers
te = t
(1)
e − 12(τ + δ). It follows e(ψ) = e(ψ(2)) if te ≥ 0 and e(ψ) = e(ψ(1)) if te ≤ 0. In
other words, e(ψ) = e(ψ(1)) + |t(1)e | − |τ − t(1)e |+ δ if t(1)e ≥ 12(τ + δ) and e(ψ) = e(ψ(1)) if
t
(1)
e ≤ 12(τ + δ).
Similarly, d(x) = τ − δ < 0 for x ≤ 0, d(x) = 2x + τ − δ for 0 ≤ x ≤ −τ , and
d(x) = −τ − δ for x ≥ −τ . Hence d(1
2
(−τ + δ)) = 0. One infers te = t(1)e + 12(−τ + δ).
It follows e(ψ) = e(ψ(2)) if te ≥ 0 and e(ψ) = e(ψ(1)) if te ≤ 0. In other words, e(ψ) =
e(ψ(1)) + |t(1)e | − |τ − t(1)e | − δ if t(1)e ≥ 12(τ − δ) and e(ψ) = e(ψ(1)) if t(1)e ≤ 12(τ − δ). 
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As an example, the construction in (65) for τ := t
(1)
e − t(1)e , δ := |τ | with subsequent time
translation by te = te yields a Dirac state ψ satisfying
te = te = 0 and − e(ψ)− e(ψ) = −e(ψ(1))− e(ψ(1)) + |t(1)e − t(1)e | − |t(1)e | − |t(1)e | (13.17)
The construction does not widen the support as |t(1)e |+ |t(1)e | − |t(1)e − t(1)e | ≥ 0.
(66) Lemma. For every a, b ∈ R with a < b and |τ | < 1
2
(b− a) there is a Dirac state ψ
localized in a bounded region such that a ≤ e(ψ) < −e(ψ) ≤ b and te = te = τ .
Proof. Due to Eq. (13.16) it is no restriction to assume a = −b. Let 0 < ρ < b. By
Eq. (13.17) there is a Dirac state η localized in a finite region contained in {−ρ ≤ xe ≤ ρ}
with te(η) = te(η) = 0. Let ς denote the sign of τ . Then, by causality, ψ := ης(−b+ρ) is
localized in {−b ≤ xe ≤ b}. Moreover, te = te = ς(b − ρ) holds by (63). The assertion
follows for ρ := b− |τ |. 
Before proceeding we remind of the symmetry of
(67) Time Reversal. For the Dirac system time reversal is represented by the an-
tiunitary operator T , which in position representation Eq. (52) using the Weyl matrices
reads
T posψ = ω ψ
with ω := − iα1α3 = − diag(σ2, σ2). Note T 2 = −I. One finds (T momϕ)(p) = ωϕ(−p).
Moreover
(T posW d pos(g) T pos−1ψ)(x) = s(σ2Aσ2) ( ei y0Hpos ψ)(y) (cf. Eq. (52)). There-
fore W d(b, B) = T W d(b, B) T −1 and
W d(A−ρe) = T W d(Aρe) T −1, W d(−t) = T W d(t) T −1 (13.18)
i.e., Euclidean transformations are time-reversal invariant, boost and time direction are
reversed. Recall that Aρe = exp(
ρ
2
∑3
k=1 ekσk) represents the boost in direction e ∈ R3,
|e| = 1 with rapidity ρ.
The crucial relations for this are σ22 = I2 and −σk = σ2 σk σ2 for k = 1, 2, 3, and hence
h(−z) = ω h(z)ω for z ∈ C3.
Obviously T EdT −1 = Ed, i.e., T commutes with the Dirac localization, and T ψ is
localized in the same region as ψ for every ψ. It follows for every e
e(ψ) = e(T ψ) and te(T ψ) = −te(ψ) (13.19)
Indeed, the first formula is obvious. As (T ψ)t = T ψ−t, on the one hand one has
e
(
(T ψ)t
)
= e(ψ) + |te(T ψ)| + |t − te(T ψ)| and on the other hand e
(
(T ψ)t
)
= e(ψ−t) =
e(ψ) + |te(ψ)|+ |t+ te(ψ)| for all t, whence the second formula. 
(68) Late-change states. In (69) we construct a compact localized Dirac state ψ
satisfying ςte ≥ 12
( − e(ψ) − e(ψ)) for a given direction e and ς ∈ {+,−}. (One verifies
explicitly that it is not possible to obtain such a state by (65), except in the trivial case that
the initial state ψ(1) already satisfies this condition.) By a spatial translation according
to Eq. (13.16) one achieves e(ψ) = 0, 2 ς te ≥ −e(ψ). States satisfying e(ψ) ≥ 0, 2 ς te ≥
−e(ψ) are particularly interesting. We call them large - te - states or, less specifically,
late-change states. They are characterized in (76) by equivalent properties. Those of
them, which are localized in {x ∈ R3 : 0 ≤ xe ≤ 2α}, α > 0, form an infinite dimensional
subspace. This is proved (for ς = +) in sec. 10 (see (26), (27)) within the general frame
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of causal systems. What is more, every Dirac state localized in {x ∈ R3 : xe ≥ 0} can
be approximated by late-change states with ς = + (as well with ς = −), see (74). This
property is essential for the proof of the Lorentz contraction in (79). Moreover, for the
existence of these states there are no reps of the lattice of causally complete regions in
sec. 12, and there were no reps of the lattice generated by the non-timelike relation in
sec. 18 without these states.
(69) Lemma. Let a, b ∈ R with a < b. Let ς ∈ {+,−}. Then there is a compact localized
Dirac state ψ such that a ≤ e(ψ) < −e(ψ) ≤ b and ςte ≥ 12
(− e(ψ)− e(ψ)).
Proof. By Eq. (13.19) it suffices to consider the case ς = +. As constructed in (66), there
is a compact localized Dirac state η with a ≤ e(η) < −e(η) ≤ b and υ := te(η) > 0. By
(63), υ ≤ −e(η). Let 0 < δ < υ. Set ψ := Ed({−e(η)− δ ≤ xe ≤ −e(η)}) η, τ := te and
define η′ := η − ψ. Obviously a ≤ e(ψ) < −e(ψ) ≤ b and
−e(η) = −e(ψ), −e(η′) ≤ −e(η)− δ ≤ e(ψ) < −e(ψ)
Therefore and by (62), −e(ψτ ) = −e(ψ) − |τ | and −e(η′τ ) = −e(η′) − |υ′| + |τ − υ′| ≤
−e(η′) + |τ | ≤ e(ψ) + |τ |.
Assume |τ | < 1
2
( − e(ψ) − e(ψ)), which means e(ψ) + |τ | < −e(ψ) − |τ |. Hence
−e(η′τ ) < −e(ψτ ). By (62), −e(ψτ ) ≤ −e(ψt) for all t. Still by (62), this implies
−e(η′t) < −e(ψt) for all t. Now note ηt = η′t+ψt. One infers −e(ηt) = −e(ψt) for all t. In
particular, υ = τ . Therefore, τ > δ ≥ −e(ψ)− e(ψ). This contradicts |τ | ≤ −e(ψ)− e(ψ)
by (63).
Thus |τ | ≥ 1
2
( − e(ψ) − e(ψ)) holds. It remains to show τ ≥ 0. Assume the con-
trary. We start from −e(η′) < −e(ψ). Then by (62), for all t ≥ 0 one has −e(η′t) =
−e(η′) − |υ′| + |t − υ′| ≤ −e(η′) + t < −e(ψ) + t = −e(ψ) − |τ | + |t − τ | = −e(ψt). So
−e(η′t) < −e(ψt) for all t ≥ 0. This implies −e(ηt) = −e(ψt) for all t ≥ 0. For t = υ > 0
this means −e(η)− υ = −e(ψ) + υ. Since −e(η) = −e(ψ) it contradicts υ 6= 0. 
We do not know whether there exists a compact localized Dirac state ψ such that
|te| > 12
(− e(ψ)− e(ψ)).
13.2.2. Long term behavior of the probability of localization. Of course, the probability of
localization within the carrier of the wave function evolving in time stays at 1. Insomuch
the foregoing results on the movement of the border of the wave function yield also
an information about the time dependence of the probability of localization. However
the probability stays not equally distributed across the carrier. We will show that for
every Dirac state (not necessarily compact localized) in the long term the probability of
localization concentrates up to 1 in the spherical shell B|t| \Br for every radius r > 0.
The main mathematical tool is an application of the non-stationary phase method
as shown in [26, Theorem 1.8.] estimating Eq. (13.20) for large |x| + |t|. The part of
the result, according to which the spatial probability in Br tends to zero (see (70)), is a
corollary to [26, Corollary 1.9.] by the fact that C∞c (R3 \ {0}), the set of C∞-functions
with compact support in R3 \ {0}, is dense in L2(R3). Rather analogously we prove in
(71) the fact that asymptotically the spatial probability vanishes outside B|t|.
For the following proofs the obvious reduction to scalar-valued wave functions in
momentum representation is used. Let ψ ∈ L2(R3,C4) be a Dirac state in position
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representation and let ϕ = Fψ be its momentum representation. Regarding the time
evolution one has ϕt = e
i th ϕ, i.e., ϕt(p) = e
i th(p) ϕ(p) ∀ p. Let η ∈ {+,−} and recall
that πη(p) = 1
2
(I + η
ǫ(p)
h(p)) with ǫ(p) =
√|p|2 +m2 is the projection in C4 onto the 2-
dimensional eigenspace of h(p) with eigenvalue η ǫ(p). Then ϕη := πηϕ is the projection of
ϕ onto the positive, respectively negative, energy eigenspace. Analogously (ϕt)
η := πηϕt.
Note that (ϕt)
η = (ϕη)t = e
i tηǫ ϕη, as ei th and πη commute. One concludes (ψt)l =∑
η(ψ
η
t )l, (ψ
η
t )l :=
(F−1ϕηt )l = F−1( ei tηǫ(ϕη)l) for the l-th component of ψt, l = 1, . . . , 4.
If ϕ is also integrable, then so is ϕη and for each l one has
(ψηt (x))l = (2π)
−3/2
∫
ei(px+tηǫ(p))(ϕη(p))l d
3 p (13.20)
(70) Theorem. Let ψ be a Dirac state. Let ε > 0. Then there are v ∈ ]0, 1[ and τ > 0
such that ‖Ed(Bv|t|)ψt‖≤ ε for all |t| ≥ τ . In particular
Ed(Br)ψt → 0, |t| → ∞
holds for every radius r > 0.
Proof. Recall ϕ = Fψ and choose ϕ′ ∈ C∞c (R3 \ {0},C4) with ‖ϕ − ϕ′‖≤ ε/2. Hence
‖ ψ − ψ′ ‖≤ ε/2 for ψ′ = F−1ϕ′. Choose 0 < v < inf{ |p|
ǫ(p)
: p ∈ supp(ϕ′)}. Let
Pt := E
d(Bv|t|). Now, according to [26, Corollary 1.9.], there is a constant C1 such that
‖Ptψ′t‖≤ C1(1 + |t|)−1 for all t. Let τ := 2C1/ε. Then ‖Ptψt‖≤‖Pt(ψt − ψ′t)‖ + ‖Ptψ′t‖≤
‖ψ − ψ′‖ +C1(1 + |t|)−1 ≤ ε for |t| ≥ τ . — Now fix r > 0. Then for |t| ≥ max{τ, rv} one
has ‖Ed(Br)ψt‖≤‖Ed(Bv|t|)ψt‖≤ ǫ. 
(71) Theorem. Let ψ be a Dirac state. Then
Ed(R3 \B|t|)ψt → 0, |t| → ∞
If Fψ ∈ C∞c (R3,C4) holds then for every N > 0 there is a finite constant CN such that
‖Ed(R3 \B|t|)ψt‖≤ CN(1 + |t|)−N for all t ∈ R.
Proof. Suppose first ϕ := Fψ ∈ C∞c (R3,C4). Let K := supp(ϕ). Set γ := max{ |p|ǫ(p) :
p ∈ K}. Clearly 0 < γ < 1. For the estimation of the integral in Eq. (13.20) consider
φη(p) := (|x|+ |t|)−1(px− tηǫ(p)). Then ∇φη(p) = (|x|+ |t|)−1(x− tη
ǫ(p)
p
)
and |∇φη(p)| ≥
(|x| + |t|)−1(|x| − |t| |p|
ǫ(p)
) ≥ |x|−γ|t||x|+|t| for p ∈ K. Now suppose |x| ≥ |t|. Then |∇φη(p)| ≥
|x|−γ|x|
|x|+|x| =
1−γ
2
> 0. This implies (cf. [26, (1.209)]) for η ∈ {+,−}, l = 1, . . . , 4, and for
every N > 0 that there is a finite constant AN with∣∣(ψηt (x))l∣∣ ≤ AN(1 + |x|+ |t|)−N if |x| ≥ |t|
Hence ‖Ed(R3 \B|t|)ψt‖≤
∑
η ‖Ed(R3 \B|t|)ψηt‖ and ‖Ed(R3 \B|t|)ψηt ‖2=
∫
R3\B|t| ‖ψ
η
t (x)‖2
d x3 =
∑
l
∫
R3\B|t|
∣∣(ψηt (x))l∣∣2 dx3 ≤ 16πA2N ∫∞|t| (1 + r + |t|)−2Nr2 d r ≤ 16πA2N ∫∞|t| (1 +
r)−2N+2 d r = 16π
2N−3A
2
N(1 + |t|)−2N+3 if N > 32 . Hence ‖Ed(R3 \ B|t|)ψt‖≤ CN(1 + |t|)−N
for N > 0 and CN := (32π/N)
1
2AN+ 3
2
.
Now consider a general Dirac state ψ. Let ε > 0. Set ϕ := Fψ and choose
ϕ′ ∈ C∞c (R3,C4) with ‖ϕ − ϕ′ ‖≤ ε/2. Hence ‖ψ − ψ′ ‖≤ ε/2 for ψ′ := F−1ϕ′. Let
Pt := E
d(R3 \ B|t|). By the foregoing result there is a constant C1 such that ‖Ptψ′t‖≤
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C1(1 + |t|)−1 for all t. Let τ := 2C1/ε. Then ‖Ptψt‖≤‖PtW d pos(t)(ψ − ψ′)‖ + ‖Ptψ′t‖≤
‖ψ − ψ′‖ +C1(1 + |t|)−1 ≤ ε for |t| ≥ τ . 
(72) Asymptotic causality. The results (70), (71) hold also with respect to the
Newton-Wigner localization of Dirac states ψ. In particular one has the asymptotic
causality
Enw(R3 \B|t|)ψt → 0, |t| → ∞ (13.21)
More generally these results are valid for all massive systems [m, j, η] (m > 0, j ∈ Z/2, η =
+,−) endowed with the Newton-Wigner localization. Indeed, by (3.5) the evolution of
the state ψ in position representation is ψt(x) = (2π)
−3/2 ∫ ei(px+tηǫ(p)) (Fψ)(p) d3 p. It
equals Eq. (13.20). Hence it suffices to apply the proofs of (70) and (71).
Asymptotic causality is shown in [15, Proposition]. Note that (13.21) holds for every
state, even if the initial state ψ0 is localized far away from the origin. In [15] it is also
pointed out that (13.21) is false for the massless system [0, 0, η]. But the failure of (13.21)
must not mean an asymptotic acausal behavior. We think of the fact that for some states
of the causal Weyl systems one has lim|t|→∞ ‖Ew(R3 \B|t|)ψt‖≥ 1/2 by (99)(b). 
Let ψ be a Dirac state (not necessarily compact localized) and let e ∈ R3, |e| = 1 be a
direction. Suppose that e(ψ) is finite. This implies that ψ is localized in the half-space
{x ∈ R3 : xe > e(ψ)}. By causality ψt is localized in the half-space {x ∈ R3 : xe >
e(ψ) − |t|}. Therefore e(ψt) ≥ e(ψ) − |t|. (Clearly, we imagine that even (62) holds
for e(ψt).) The following result on e(ψt) is a trivial consequence of (71). Nevertheless,
because of its importance in view of (28)(f), we display it by
(73) Corollary. Let e be a direction. There is no Dirac state ψ such that e(ψtn) ≥ |tn|
for some sequence |tn| → ∞.
Therefore, as already announced in the comment following (28), one has P>σ = E(σ
>).
More precisely one has (74). Recall that W d(α) represents the time shift by α ∈ R and
that ψα =W
d(α)ψ.
(74) Theorem. Let ψ be a Dirac state localized in {x ∈ R3 : xe ≥ 0}. Then for α > 0
and ς ∈ {1,−1}
ψ = lim
α→∞
ψα for ψα := W d(ςα)Ed({xe ≤ α})W d(ςα)−1ψ
and ψα is localized in {x ∈ R3 : xe ≥ 0}. In the definition of ψα, xe can be replaced
with |xe|. Furthermore, (ψα)−ςα is localized in {x ∈ R3 : xe ≤ α} and ψα is localized in
{x ∈ R3 : xe ≤ 2α}. If ψ is localized in the (bounded) region ∆ then ψα is localized in the
(bounded) region ∆2α.
Proof. Recall the definition of P>σ . Then due to (73) the first part of the assertion follows
from (28)(f),(g) for σ = {0} × R3 ≡ R3. As ψ−ςα is localized in {x ∈ R3 : xe ≥ −α}
by causality, xe can be replaced with |xe|. Obviously, (ψα)−ςα is localized in {x ∈ R3 :
xe ≤ α}. So ψα is localized in {x ∈ R3 : xe ≤ 2α} by causality. Also the last part of the
assertion holds by causality. 
(75) Corollary. I = lim|α|→∞W d(α)Ed({|xe| ≤ |α|})W d(α)−1.
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The result (74) is essential in proving Lorentz contraction for Dirac wave functions in
(79). Let us announce that an alternative proof of (75) and (100) (see (127)) and farther-
reaching results are obtained in sec. 20 by group-theoretical methods.
13.3. Dirac localization and boosts. Recall that Aρe = exp(
ρ
2
∑3
k=1 ekσk) represents
the boost in direction e ∈ R3, |e| = 1 with rapidity ρ. The formula from (12)(c)
{x ∈ R3 : 0 ≤ xe ≤ b}Aρe = {x ∈ R3 : 0 ≤ xe ≤ b e|ρ|}
determines the region of influence of the boosted region {x ∈ R3 : 0 ≤ xe ≤ b}, b > 0
in R3. By causality this implies for a Dirac state ψ localized in {x ∈ R3 : 0 ≤ xe ≤ b}
that the boosted state W d pos(Aρe)ψ is localized in {x ∈ R3 : 0 ≤ xe ≤ b e|ρ|} for all ρ.
Moreover, in case that e(ψ) < 0 < −e(ψ) one has ψ = ψl + ψr, where ψl := 1{xe≥0}ψ,
ψr := 1{xe≥0}ψ are not zero. As the foregoing consideration shows, the boosted wave
functions W d pos(Aρe)ψ
l and W d pos(Aρe)ψ
r are still localized in {xe ≥ 0} and {xe ≥ 0},
respectively. So they do not interfere. Therefore for the study of the carrier of a boosted
Dirac state W d pos(Aρe)ψ it is no restriction to assume that ψ is localized in the half-space
{xe ≥ 0}.
(76) Theorem. Let e ∈ R3 with |e| = 1, α > 0, and ς ∈ {+,−}. Let ψ be a Dirac state
localized in a bounded region contained in {x ∈ R3 : 0 ≤ xe ≤ 2α}. Then the statements
(a) – (d) are equivalent.
(a) 2 ς te(ψ) ≥ − e(ψ)
(b) W dpos(Aρe)ψ is localized in {x ∈ R3 : 0 ≤ xe ≤ 2α e−ςρ} for all ς ρ ≥ 0.
(c) There is c > 0 such that W d pos(Aρe)ψ is localized in {x ∈ R3 : 0 ≤ xe ≤ c} for all
ς ρ ≥ 0.
(d) ψt for t = ςα is localized in {x ∈ R3 : xe ≤ α}.
Proof. We prove the assertion for the case ς = +. Then the case ς = − follows by
Eq. (13.18), Eq. (13.19) applying the former to T ψ. Moreover, due to rotational symme-
try it suffices to consider the special case e = (0, 0, 1), cf. the proof of (12)(c).
We start from (b). Then (c) holds trivially. We turn to (c) ⇒ (a). By Eq. (52) and
the footnote in sec. 3.3, s(eρ σ3/2)−1
(
W d(Aρ)ψ
)
(x) =
(
ei sinh(ρ)x3H
pos
ψ
)(
x1, x2, cosh(ρ)x3
)
.
Introduce t := sinh(ρ)x3. Since x3 ≥ c ⇔ t ≥ sinh(ρ) c, one has ψt
(
x1, x2, coth(ρ) t
)
= 0
for t ≥ sinh(ρ) c, ρ > 0. Fix t > 0. Then J := {coth(ρ) t : sinh(ρ) ≤ t/c, ρ > 0} =
{√1 + x−2 t : 0 < x ≤ t/c}. As {√1 + x−2 : 0 < x ≤ t/c} = [√1 + c2/t2,∞[, one
has J = [
√
c2 + t2,∞[. Hence one finds ψt(x) = 0 if x3 ≥
√
c2 + t2, t ≥ 0. In other
words, −e(ψt) ≤
√
c2 + t2 ∀ t ≥ 0. — Apply (62) to e(ψt) for t ≥ max{0, te, γ} with
γ := −e(ψ)−|te|− te. This yields t+γ ≤
√
c2 + t2 and hence t2+2tγ+γ2 ≤ t2+ c2. This
implies γ ≤ 0. As −e(ψ) > 0 it follows te > 0 and then 2 te ≥ −e(ψ). Thus (a) holds.
We show (a)⇒ (d). By (62) one has −e(ψα) = −e(ψ)−|te|+ |α− te|. Now, if te ≤ α
then −e(ψα) = −e(ψ)−2 te+α ≤ α. If te > α then also −e(ψα) = −e(ψ)−α ≤ 2α−α = α
by the assumption. Thus (d) holds.
It remains to prove (d) ⇒ (b). Since ψα is localized in {x3 ≤ α} and ψ is localized
in {0 ≤ x3}, by causality ψt = ψα+t−α is localized in {−|t| ≤ x3 ≤ α + |t − α|} for
every t. Therefore ψt(x) = 0 for t ≤ 0, x3 ≤ t or t ≥ 0, x3 ≥ α + |t − α|. This implies
that ψt
(
x1, x2, coth(ρ)t
)
= 0 if t < 0, ρ > 0 or t ≥ (1 − e−2ρ)α, ρ > 0 (since the latter
is equivalent to coth(ρ)t ≥ 2α − t, ρ > 0). Now introducing x3 := t/ sinh(ρ) one has
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ψsinh(ρ)x3
(
x1, x2, cosh(ρ)x3
)
= 0 for x3 < 0, ρ > 0 or x3 ≥ 2α e−ρ, ρ > 0. Hence (b)
follows. 
Recall that ψ satisfying (76)(a) is called a late-change state. As remarked in (68) it is
sure that late-change states really exist so that (76) is not a reasoning about the empty
set. See the further comment following (77) and the corollary (78).
Most remarkable in (76) is the equivalence (b) ⇔ (d) establishing a close relationship
between the localization of the boosted state and the state evolved in time. It gives rise
to the formula in (77).
(77) Corollary. Let e ∈ R3 with |e| = 1, α > 0, and ς ∈ {+,−}. Then, for W =
W d, E = Ed, one has
W (ςα)E({xe ≤ α})W (ςα)−1E({xe ≥ 0}) = lim
ςρ→∞
W (Aρe)E({0 ≤ xe ≤ 2α e−ςρ})W (Aρe)−1
where the limit exists since the projections decrease as ςρ increases.
Proof. Like for the proof of (76) we may restrict ourselves to the case ς = + and
e = (0, 0, 1). Then the projections on the right hand side read E(Γρ) for Γρ := Aρ · {0 ≤
x3 ≤ 2α e−ρ}. Check Γˆρ = {−2α e−2ρ ≤ x0 − x3 ≤ 0, 0 ≤ x0 + x3 ≤ 2α}. Hence
Γˆρ′ ⊂ Γˆρ for ρ < ρ′, whence E(Γρ′) ≤ E(Γρ) by (50). Therefore the limit limρ→∞E(Γρ)
exists yielding a projection Pr. Furthermore, according to Eq. (10.3), Eq. (10.4), the left
hand side, denoted by Pl, is a projection. In particular, E({x3 ≥ 0}) commutes with
W (α)E({x3 ≤ α})W (α)−1.
Suppose Plϕ = ϕ. The claim is Prϕ = ϕ. It is no restriction to assume that ϕ is com-
pact localized. Indeed, there is a compact localized ϕ′ with ‖ϕ− ϕ′‖< ε. By assumption
PrPlϕ
′ = Plϕ′ since Plϕ′ is compact localized by (74). Then ‖Prϕ− ϕ‖≤‖Prϕ− PrPlϕ′‖
+ ‖PrPlϕ′ − ϕ‖≤‖ϕ − Plϕ′‖ + ‖Plϕ′ − ϕ‖= 2 ‖Plϕ′ − Plϕ‖≤ 2ε. — Thus suppose
Plϕ = ϕ and ϕ compact localized. Then ϕ is localized in {x3 ≥ 0} and ϕ−α is localized in
{x3 ≤ α}. The latter implies by causality that ϕ is localized also in {x3 ≤ 2α}. Hence we
may apply (76)(d)⇒(b) for ς = −1. This yields E({0 ≤ x3 ≤ 2α eρ})W (Aρ)ϕ = W (Aρ)ϕ
for all −ρ ≥ 0. Therefore E(Γρ)ϕ = ϕ for all ρ > 0.
Conversely, suppose now Prϕ = ϕ. Recall E(Γρ′) ≤ E(Γρ) for ρ < ρ′. Then, ϕ is
localized in {0 ≤ x3 ≤ 2α} since ϕ = E(Γ0)ϕ, and W (Aρ)−1ϕ = W (A−ρ)ϕ is localized
in {0 ≤ x3 ≤ 2α e−ρ} since ϕ = E(Γρ)ϕ. In particular Prϕ is compact localized if so is
ϕ. Thus assume as above without restriction that ϕ is compact localized. Hence we may
apply (76)(b)⇒(d) for ς = −1. Then W (α)E({x3 ≤ α})W (α)−1ϕ = ϕ. Now recall that
ϕ is localized in {x3 ≥ 0}. Plϕ = ϕ follows. 
Applying Eq. (10.4), Eq. (10.3) to the projection Pl at the left hand side of (77) it follows
from (26) that Pl is non-trivial and has infinite dimensional eigenspaces. So, only now
we know that (the scalar multiples of) the large - te - states for te > 0 (as well for te < 0)
localized in {0 ≤ xe ≤ 2α}, α > 0 actually form an infinite dimensional subspace, namely
the range of Pl.
(78) Corollary. For every direction e the large - te - states for te > 0 (as well for te < 0)
are dense in the set of states localized in {x ∈ R3 : xe ≥ 0}.
Proof. Let the Dirac state ψ be localized in {x ∈ R3 : xe ≥ 0} and let ε > 0. Choose a
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state ψ′ localized in a bounded region contained in {xe ≥ 0} with ‖ψ − ψ′‖≤ ε/2. For
ς ∈ {1,−1} choose α > 0 according to (74) such that ‖ψ′−ψ′α‖≤ ε/2. Note that by (74)
and by (76),(d) ⇒ (a) the state ψ′α is a large - te - state. 
By (76)(a) it is clear that the cases ς = + and ς = − exclude each other. Consequently
by (76)(c), there is no Dirac state ψ localized in a bounded region such that the boosted
states W d pos(Aρe)ψ, ρ ∈ R stay confined in any strip {x ∈ R3 : a ≤ xe ≤ b}. If
|te| < 12(−e(ψ)− e(ψ)) then W d pos(Aρe)ψ is confined neither for ρ→∞ nor for ρ→ −∞.
Nevertheless, a series of numerical computations performed for the Dirac equation
in one-dimensional discrete space by Mutze 2016 [59] supports the idea that, for every
Dirac state ψ, the probability of localization of the boosted states W d pos(Aρe)ψ in a strip
{−δ ≤ xe ≤ δ} around the origin tends to 1 if the rapidity ρ tends to ∞ or −∞. We like
to call this behavior the Lorentz contraction of the Dirac wave functions, which indeed
is proven to hold true by the following
(79) Theorem. Let ψ be a Dirac state and let e ∈ R3, |e| = 1 be a direction. Then for
every δ > 0
‖Ed({x ∈ R3 : −δ ≤ xe ≤ δ})W d(Aρe)ψ‖→ 1, |ρ| → ∞
Proof. As argued at the beginning of sec. 13.3 it is no restriction to assume that ψ is local-
ized in {xe ≥ 0}. Then W d(Aρe)ψ stays localized there for all ρ. Let ε > 0. According to
(78) choose a large - te - state ψ
′ localized in {0 ≤ xe ≤ c} for c > 0 with ‖ψ−ψ′‖≤ ε. Let
Qρ := E
d
({xe > δ})W d(Aρe). Then, for all ρ ≤ ρ− := min{0, ln δc}, one has Qρψ′ = 0
and hence ‖Qρψ‖≤‖Qρψ −Qρψ′‖ + ‖Qρψ′‖≤‖ψ − ψ′‖≤ ε.
Now apply this result to T ψ with T the time reversal operator (see (67)). Accordingly
‖QρT ψ‖≤ ε for all ρ ≤ −ρ+ for some ρ+ ≥ 0. Since QρT = T −1Q−ρ by Eqs. (13.18),
(13.19), it follows ‖Qρψ‖≤ ε for ρ ≥ ρ+, thus accomplishing the proof. 
Let ψ be any Dirac state localized in the half-space {xe ≥ 0}. As shown in the proof of
(79) there is an appropriately prepared large - te - state χ
α localized in a bounded region
contained in the strip {0 ≤ xe ≤ 2α}, α > 0, which approximates ψ arbitrarily well such
that the probability of localization of ψ in the carrier of χα is almost one. Due to the
unitarity of the transformation the latter holds true also for the respective boosted states.
The particular feature of χα is that for every ρ ≥ 0 the boosted state W d pos(Aρe)χα is
localized in the strip {0 ≤ xe ≤ 2α e−ρ}. This shows a Lorentz factor eρ which for large
ρ is almost twice the classical one γ = cosh(ρ).
What happens to the carrier of χα in directions perpendicular to that of the boost? Let
c > 0 such that χα is localized in the cylinder Γ := {x ∈ R3 : 0 ≤ xe ≤ 2α, |x−(xe)e| ≤ c}
with axis Re, length 2α and radius c. Then, due to causality, W dpos(Aρe)χ
α is localized
in {0 ≤ xe ≤ 2α e−ρ} ∩ ΓAρe , which by (12)(d) is a truncated cone with axis Re, length
2α e−ρ, and radii c and c + α(1− e−2ρ) at 0 and 2α e−ρ e, respectively. Hence for ρ→∞
the carrier shrinks to the disc {x ∈ R3 : xe = 0, |x| ≤ c+ α}.
In classical mechanics it is widely discussed whether the length contraction really
exists or not. According to Einstein 1911 [60] it is a misleading question as length con-
traction does not “really” exist, in so far as it does not exist for a comoving observer;
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though it “really” exist, i.e. in such a way that it could be demonstrated in principle by
physical means by a non-comoving observer.
We turn to the question about the reality of the Lorentz contraction of a Dirac wave
function. In order to be clear let us first recall briefly some well-known general facts
(see e.g. [8, sec.VIII]). Let R denote the standard basis (e0, e1, e2, e3) of R4 as well the
reference frame related to it. The description of the physical system will refer to R in
determining the representation of its states S and observables O by unit vectors ψ and
self-adjoint operators A, respectively, in the Hilbert space of states. The outcomes of mea-
surements are the expectation values 〈ψ,Aψ〉. The state space is unique up to Hilbert
space isomorphisms ι, as ιψ and ιAι−1 yield the same expectation values as ψ and A, i.e.,
〈ιψ, (ιAι−1) ιψ〉 = 〈ψ,Aψ〉. So every ι determines another representation of the states S
and observables O of the system with ιψ and ιAι−1 denoting the same state and observ-
able, respectively, as ψ and A do. This freedom plays a decisive role in the description of
symmetries. In particular relativistic symmetry gives rise to a representation W of P˜ in
the state space.
Let R′ ≡ g−1 · R with g ∈ P˜ be any other reference frame. R′ is that frame for
which g · x denotes the same event as x for R. (Recall that g ∈ P˜ acts as the Poincare´
transformation Eq. (3.2).) Consequently a Poincare´ transformation described by h ∈ P˜
with respect to R reads h′ := ghg−1 with respect to R′. If a state S and an observable O
are described by ψ and A with respect to R, then they are described by ψ′ := W (g)ψ and
A′ := W (g)AW (g)−1 with respect to R′. In this way invariance of the expectation values
under change of the reference frame is ensured. Moreover, if a Poincare´ transformation
is represented by W (h) with respect to R, its representation is W (h′) = W (ghg−1) with
respect to R′.
Now, as to the aforementioned question, consider a state S represented by a Dirac
wave function ψ, which according to (76) is localized in {x ∈ R3 : 0 ≤ x3 ≤ 1} and
for which W d pos(Aρ)ψ is localized in {x ∈ R3 : 0 ≤ x3 ≤ e−ρ} for ρ ≥ 0. Here
R3 ≡ {0} × R3. Let δ > 0 with ‖1{x3≥δ} ψ‖≥ 1√2 and consider the observable O rep-
resented by A := Ed({x3 ≥ δ}). Fix ρ˜ > − ln(δ) and consider the boosted state S˜
described by ψ˜ := W d pos(Aρ˜)ψ. Then 〈ψ,Aψ〉 ≥ 12 and 〈ψ˜, Aψ˜〉 = 0. Hence the Lorentz
contraction of the wave function ψ definitely can be ascertained by an observer related to
R.
What about the ascertainments of an observer related to R′ ? They are the same
due to the invariance of the expectation values. Moreover, ψ˜′ = W d pos(h′)ψ′ holds for
h := Aρ˜.
Hence the conclusion is that the Lorentz contraction of the wave function ψ can be
ascertained in the same way and with the same result by any Lorentz observer.
In view of this clear result it is worth to consider the particular reference frame R′
with g = A−ρ˜. Imagine an object resting at 0 with respect to R, i.e. with world line
t 7→ t(1, 0, 0, 0). When boosted according to Aρ˜ it moves with velocity v˜ = tanh(ρ˜). Its
world line is t 7→ t cosh(ρ˜)(1, 0, 0, v˜). Hence R′ is the rest frame of this boosted object.
Now, with respect to R′ the boosted state S˜ is represented by ψ˜′ = W d pos(A−ρ˜)ψ˜ = ψ.
Accordingly one is tempted to considerR′ to be the rest frame of S. But this interpretation
seems to make sense only in the context of the history of the system. Anyway, the discern-
ing observable O is no longer represented by A but by A′ = W d pos(A−ρ˜)AW d pos(A−ρ˜)−1
so that 〈ψ,A′ψ〉 = 0. By the Poincare´ covariance of the localization one has A′ =
Ed(A−ρ˜ · {x3 ≥ δ}). Thus 〈ψ,A′ψ〉 = 0 means also that the Dirac system in the state ψ
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is localized in the spatial region A−ρ˜ · {0 ≤ x3 < δ} of the spacelike hyperplane A−ρ˜ · R3
in Minkowski space.
13.4. Dependence on mass m > 0 and the case m = 0. The results in sec. 13.2 and
sec. 13.3 are valid for every mass m > 0. They depend on the mass due to the time
evolution t 7→W dm(t) = exp(itH) with the Dirac Hamiltonian H =∑k αkPk+βm. The
superscript m is introduced here in order to remind of this dependence. It is worthwhile
to reflect a moment about the dependence on m > 0.
Dilations Dλ, λ > 0 (see Eq. (13.7)) establish the following relationship between the
time evolutions for different masses
W dλm(t) = D−1λ W
dm(λt)Dλ
The question is about the dependence of e(ψt) = e(W
dm(t)ψ) on m > 0. Using the
relation Ed(λ∆) = DλE
d(∆)D−1λ one finds e(D
pos
λ ψ) = λe(ψ) and
tλme (ψ) =
1
λ
tme (D
pos
λ ψ)
Hence the maximum of e(ψt) and its position t
m
e (ψ) may depend on m > 0. Independent
of m > 0 are min{e(ψt), e(ψ−t)}, since equal to e(ψ)− |t| by (60), and the upper bound
e(ψt) ≤ −2 e(ψ)− e(ψ)− |t| (61). This subject would merit a deeper analysis.
In view of a discussion of the causal Weyl systems in sec. 16 the question is which
results in sec. 13.2, 13.3 persist for mass zero. Indeed, for m = 0, the Dirac Hamiltonian
H becomes the orthogonal sum
⊕
χ=±H
χ of the Weyl Hamiltonians so that by (94)
and Eq. (52) the Dirac system (W dm, Ed) is reduced to the orthogonal sum of the Weyl
systems, i.e.,
(W d 0, Ed) =
⊕
χ=±
(Wwχ, Ew)
By (95) the latter is still a causal system. Note that also the time reversal operator T
(67) is the orthogonal sum of the respective operators for the Weyl systems (see before
sec. 16.1).
Therefore and since (56) holds also for ǫ(z)2 = z2, as a consequence, all results in
sec. 13.2.1 hold, by the same proofs, also for the Weyl systems.
The results in sec. 13.2.2 about the long term behavior of the probability of localiza-
tion of Dirac states are not equally valid for Weyl states. In sec. 16.2 they are replaced
with results, which are stronger or necessarily weaker than the analogous ones for Dirac
states.
However, it is important that (100) holds which is the analogous result (75) for Dirac
states. As a consequence, all results for Dirac states in sec. 13.3 equally hold true for Weyl
states.
14. Causal PO-Localization for the Electron
By (7) there is no causal WL for the electron. But the trace T e of Ed on the positive
energy subspace ofW d yields a causal POL for the Dirac electron by (23). Let P+ denote
the projection on the subspace of positive energy. Then
T e(Γ)ϕ = P+Ed(Γ)ϕ (14.1)
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for all measurable subsets Γ of spacelike hyperplanes and electron states ϕ.
14.1. Properties of T e. For the following compare [26, Corollary 1.7]. Call supp(ψ) =⋂
ψ′∈[ψ] {ψ′ 6= 0} the support of ψ. There is ψ′ ∈ [ψ] satisfying supp(ψ) = {ψ′ 6= 0}.19
(80) Corollary. Let ψ be an electron state in position space representation and let
∆ 6= R3 be closed. Then T e pos(∆)ψ 6= ψ and the support of ψ is R3.
Proof. T e pos(∆)ψ 6= ψ holds by (7). Hence Edpos(∆)ψ 6= ψ since P+posψ = ψ. On the
other hand 1{ψ′ 6=0}ψ
′ = ψ′ for every ψ′ ∈ [ψ], whence Edpos({ψ′ 6= 0})ψ = ψ. Therefore
{ψ′ 6= 0} = R3, which ends the proof. 
We show now by (21) that T e is separated. The result (81) is a particular case of [4,
Theorem 8]. In momentum space one has(
P+momϕ
)
(p) = π+(p)ϕ(p), π+(p) :=
1
2
(
I4 +
1
ǫ(p)
h(p)
)
with ǫ(p) :=
√|p|2 +m2. Since (Dmomλ ϕ)(p) = λ 32ϕ(λp), for P+λ := DλP+D−1λ one finds(
P+momλ ϕ
)
(p) = π+(λp)ϕ(p). For every p ∈ R3, the matrices π+(λp) and
π0(p) :=
1
2
(
I4 +
1
|p|
∑
k
αkpk
)
are orthogonal projection with π+(λp) → π0(p) for λ → ∞. Then
(
Qmomϕ
)
(p) :=
π0(p)ϕ(p) defines a non-zero orthogonal projection operator on L
2(R3,C4). By dominated
convergence P+λ → Q strongly as λ → ∞. Thus the premises of (21) hold true and one
has
(81) Theorem. The trace T e of Ed on the positive energy subspace is a causal separated
POL of the Dirac electron. If φ is any Dirac state with Qφ 6= 0, then P+D−1n φ 6= 0 up to
finitely many n and
ϕn :=
1
||P+D−1n φ||
P+D−1n φ
yields a sequence of electron states localized at 0.
One may imagine a point-localized sequence (ϕn) of electron states to be a progressive
preparation of the system in order to get an increasing localization around a point. Re-
garding the sequences in (81), the result in (82), which is a special case of [4, Theorem
19 Generally, let ∆ ⊂ Rd be measurable and set C := ⋂{∆ \N : N null set}, C′ := {x ∈ Rd :
λ(∆∩U) > 0 ∀U open, x ∈ U}, and C′′ := Rd \⋃{U open : λ(U ∩∆) = 0} with λ the Lebesgue measure.
Then C = C′ = C′′. Moreover, N := ∆ \ C is a null set and C = ∆ \N . — Indeed, one easily checks
C′ = C′′. If x ∈ C′ then λ(∆ ∩ U) > 0 for all open U with x ∈ U . This implies that (∆ \ N) ∩ U 6= ∅
for every null set N . Hence x ∈ ∆ \N for all N . Therefore x ∈ C. Thus C′ ⊂ C. For the proof of the
reverse inclusion consider any countable base B of Rd and put V := ⋃{U ∈ B : λ(U ∩∆) = 0}. Obviously
∆ ∩ V is a null set. Let N ⊃ ∆ ∩ V be any null set and let x ∈ ∆ \N . Then for every open U with
x ∈ U there is x′ ∈ (∆ \ V ) ∩ U . One infers λ(∆ ∩ U) > 0. Hence x ∈ C′. Thus C ⊂ C′. Finally, note
V = Rd \ C. So N := ∆ \ C is a null set. Therefore C ⊂ ∆ \N = C ∩N ⊂ C, whence the last part of
the assertion. — The question remains open whether C \∆ is a null set.
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9], shows that this process needs unlimited energy. — Let |P | denote, in momentum
representation, the multiplication operator by |p|.
(82) Lemma. Let φ be a Dirac state with Qφ 6= 0. Consider ϕn from (81). Then, for
every n, ϕn ∈ dom(H) if and only if Qφ ∈ dom(|P |). Let Qφ ∈ dom(|P |). Then
1
n
〈ϕn, Hϕn〉 → 1||Qφ||2 〈Qφ, |P |Qφ〉 > 0 for n→∞
Proof. We work in momentum representation omitting the superscript mom. — Let
p ∈ R3. One easily verifies that the positive matrices M0(p) := |p|π0(p) and Mn(p) :=
ǫ(np)
n
π+(np) satisfy
M0(p) ≤ Mn(p) +mI4, Mn(p) ≤ M0(p) +mI4
Now note that |P |Q is the matrix multiplication operator by M0. Since HP+ is the matrix
multiplication operator by ǫ(·)π+, it follows that 1
n
DnHP
+D−1n is the matrix multiplica-
tion operator by Mn. The first part of the assertion follows. — As to the second part,
1
n
〈ϕn, Hϕn〉 = 1n〈Dnϕn, DnHϕn〉 = ||P+n φ||−2
∫ ǫ(np)
n
∣∣π+(np)φ(p)∣∣2 d3 p, which by domi-
nated convergence tends to ||Qφ||−2 ∫ |p|∣∣π0(p)φ(p)∣∣2 d3 p = ||Qφ||−2〈Qφ, |P |Qφ〉. Finally,
〈Qφ, |P |Qφ〉 > 0 as |P |Qφ 6= 0. 
As to the relevance of (82) one notes that the assumption Qφ ∈ dom(|P |)\{0} is satisfied
by all φ = (I+ |P |)−1φ′ with Qφ′ 6= 0, since Q commutes with |P |. Presumably, the result
limn→∞〈ϕn, Hϕn〉 = ∞ obtained in (82) holds for every point-localized sequence (ϕn) of
electron states.
14.2. Point-localized sequences of electron states. As to the behavior of point-
localized sequences of electron states with respect to T e under Poincare´ transformations
we recall the general result (17). Certain point-localized sequences of electron states (see
Eq. (14.6) below) have already been constructed and studied in great detail in [61] 1999
and [5] 2005. The concept is further formalized in [62] 2001. Essentially this section is
taken from [4, sec. I].
For the construction of point-localized sequences of electron states we provide
h(p) = ǫ(p) y(p)−1 γ5 y(p), y(p) :=
1
2
√
ǫ(p)
ǫ(p) +m
(I4 + γ5β)
(
β +
1
ǫ(p)
h(p)
)
(14.2)
with γ5 = − iα1α2α3. Note that γ5 equals diag(I2,−I2) in the Weyl representation.
Moreover, y(p) is self-adjoint unitary, whence y(p)−1 = y(p). Hence, if c(p) ∈ C4 with
||c(p)|| = 1 and c(p) = γ5c(p), then u(p) := y(p)−1c(p) satisfies h(p)u(p) = ǫ(p)u(p) and
π+(p)u(p) = u(p).
Now, in addition, let c(p) be constant or, more generally, choose c(p), p ∈ R3 such
that c0(p) := limλ→∞ c(λp) exists and satisfies c0(λp) = c0(p) for λ > 0. Then
u(λp)→ u0(p) := 1
2
(I4 + γ5β)
(
β +
1
|p|
∑
k
αkpk
)
c0(p) (14.3)
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and
π0(p)u0(p) = u0(p), u0(λp) = u0(p), λ > 0 (14.4)
(83) Example. The formula for (ϕn) in (81) yields rather general point-localized se-
quences of electron states. Multiplying ϕn in momentum representation by e
− i bp, one
obtains a sequence localized at b. For some concrete examples in momentum representa-
tion we specialize φ := f u0 with f ∈ L2(R3), ||f ||2 = 1 and u0 : R3 → C4 measurable,
bounded, and π0(p) u0(p) = 0 not a.e. The latter guarantees Q
momφ 6= 0.
The simplest choice is u0 ∈ C4 \ {0} constant. Another useful choice is a dilation
invariant unit eigenvector u0(p) of π0(p) (cf. Eq. (14.4)). Then (81) yields, up to the
normalizing constant, the localized sequence at b
ϕ′n(p) = n
− 3
2 e− i bp f( 1
n
p) π+(p) u0(p) (14.5)
Closely related to Eq. (14.5) is the amplitude for a wave packet Eq. (14.6). Following [61,
Eq. (14)], [5, Eq. (2.1)], [62, Eq. (29)] we consider
ϕn(p) := n
− 3
2 e− i bp f( 1
n
p) u(p) (14.6)
with u(p) a unit eigenvector of π+(p). ϕn in Eq. (14.6) is already normalized. In the
corollary below it is supposed that the dilational limit u0(p) := limλ→∞ u(λp) exists.
Obviously this is the case if u(p) := y(p)−1c with y(p) in Eq. (14.2) and c ∈ C4 a unit
vector with c = γ5c, see Eq. (14.4).
(84) Corollary. The amplitude for a wave packet (ϕn) in Eq. (14.6) is a sequence of
electron states localized at b if the dilational limit u0(p) := limλ→∞ u(λp) exists.
Proof. Clearly u0(p) is a dilation invariant unit eigenvector of π0(p). So (ϕn) equals
asymptotically (ϕ′n) in Eq. (14.5), since obviously ||ϕn − ϕ′n|| = ||Dnϕn − Dnϕ′n|| → 0.
The result follows. 
Section 4 of [61] deals with a proof of a weaker result than this for Schwartz functions f
in Eq. (14.6). The choice f(p) := π−3/4 e−|p|
2/2 is discussed in detail in [61], [5], [62].
(85) Example. In view of Hegerfeldt’s result reported in sec. 8.3 it is worth verifying that
there are sequences (ϕn) of electron states localized at 0, for which the spatial probability
decays exponentially
〈ϕn, T e({|x| > r})ϕn〉 ∈ O(e−Kr), r →∞ (14.7)
for K < 2m (c = ~ = 1). For the following example, inspired by [63, sec. 2], choose in
(83) u0 ∈ C4 \ {0} constant and f := Fg with g ∈ L2(R3) \ {0} satisfying eb|·| g ∈ L2(R3),
b ∈ [0, a[ for some a > 0. E.g. g(x) :=
√
a3
π
e−a|x| and f(p) =
√
8a5
π
(
a2 + |p|2)−2. By (81)
the sequence
ϕn(p) = Cnf(
1
n
p) π+(p) u0 (14.8)
with Cn a normalizing constant, is localized at 0. The claim is that, if n ≥ ma , then ϕn
satisfies Eq. (14.7) for all K < 2m.
Proof. For the proof a result on Fourier transformation (see e.g. [64, Theorem IX.13]) is
used. By this result, f has an analytic continuation to the strip {w ∈ C3 : | Imw| < a}
such that fq ∈ L2(R3), fq(p) := f(p + i q), for q ∈ R3, |q| < a with sup|q|≤b ||fq|| <
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∞ for every b ∈ [0, a[. Then, for n ≥ m
a
, the strip of analyticity of p → f( 1
n
p) has
the half-width na ≥ m. Thus, because of the factor 1
ǫ(p)
present in π+(p), the strip of
analyticity for every component of ϕn is limited to {w ∈ C3 : | Imw| < m}. This is the
crucial point. The remaining premises in [64, Theorem IX.13]) on ϕn concerning square-
integrability are easily checked. Put ψn := F−1ϕn. It follows ec|·| ψn ∈ L2(R3) for all
c ∈ [0, m[. As a consequence 〈ϕn, T emom({|x| > r})ϕn〉 = 〈ψn, Ed pos({|x| > r})ψn〉 =∫
{|x|>r} |ψn(x)|2 d3 x =
∫
{|x|>r} e
−2c|x| | ec|x| ψn(x)|2 d3 x ≤ e−2cr
∫
{|x|>r} | ec|x| ψn(x)|2 d3 x ≤
|| ec|·| ψn||2 e−2cr. 
There are as well point-localized sequences of electron states with only power-like de-
cay of the spatial probability, as e.g., 〈ϕn, T emom({|x| > r})ϕn〉 ∈ Θ(r−5) for ϕn(p) =
Cn e
−|p|/n π+(p) u0. What is more, this example suggests, contrary to some literature,
that the exponential decay of the spatial probability is not typical. The electron wave
functions with non-exponentially decaying tails in the position representation of the Dirac
system are even predominant, at least from a mathematical point of view. The reason
is that exponential decay requires analyticity properties of the electron wave function in
momentum representation, like in the example on Eq. (14.7). This is clearly explained in
[63, sec. 2].
Summarizing, the formalism of POL yields an arbitrarily good localization obeying causal-
ity. More precisely, T e is separated so that there are sequences of electron states localized
at any point, and T e is causal in that the probability of localization in the region of influ-
ence does not decrease. Moreover, good localization is not related to the spatial decay of
the spatial probability. But generally, due to causality, massive relativistic particles have
tails of the spatial probability which do not decay faster than e−4πr/λC . The preparation of
a point-localized sequence of electron states requires unlimited energy as the expectation
values of the energy in electron states of a point-localized sequence tend to infinity.
15. Negative Energy States
Let ∆ be a closed region 6= R3. As we know the localization of an electron in ∆ is not
possible. For every electron state ψ the probability of localization 〈ψ, T e(∆)ψ〉 is less
than 1. The reason one imagines is that attempting the localization causes such a large
uncertainty in energy that pair-production occurs. Therefore, as it stands, a one-particle
theory cannot furnish a complete description. We share this view. At the same time we
think that PO-localization takes account of this situation in an effective manner. We will
argue that applying the localization operator E(∆) of a causal system to a particle state
does not create a pure state but the mixed state (15.1) of particle and antiparticle states.
As such their energies are positive for stability. Thus there is no negative energy problem.
On the other hand one recalls that these states continue to be not localized in ∆, despite
the attempt in this regard. But we will see (89) that there a particle state is created with
an increased probability of localization in ∆ with respect to the original one.
This scenario appears quite reasonable. Of course its validity has to be confirmed
at concrete situations. For instance the situation underlying the Klein paradox could
be examined as a device for the localization in a half-space. For this purpose one can
employ the thorough investigations on the former available in the literature (see [65] and
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its references). — In the following we simply write E, T for Ed, T e and P for P+. We
follow [4, sec. J].
Let the electron be in the state ϕ1, consider a region ∆ ⊂ R3, and suppose T (∆)ϕ1 6= 0.
Since ϕ1 is a state of the Dirac system, 〈ϕ1, E(∆)ϕ1〉 is the probability to get an affirmative
answer at the position measurement to the question whether the Dirac system is in the
region ∆. Recall that 〈ϕ1, T (∆)ϕ1〉 = 〈ϕ1, E(∆)ϕ1〉 as Pϕ1 = ϕ1. Hence 〈ϕ1, T (∆)ϕ1〉 is
the probability ω1 > 0 of localization in ∆ of the electron in the state ϕ1. It is also the
probability that after the measurement the Dirac system is in the state
φ1 :=‖E(∆)ϕ1‖−1 E(∆)ϕ1
This state is regarded to be a non-observable virtual superposition φ1 = Pφ1 + P¯φ1,
P¯ := I − P , of an electron and a positron state. Positrons are described by “negative
energy” states since, being antiparticles, they travel “backwards” in time. More precisely
one has
(86) Lemma. Let Om,η for m > 0, η = ± denote the mass shell {p ∈ R4 : p0 = ηǫ(p)}.
Let j ∈ N0/2. Then the antiunitary operator C : L2(Om,+,C2j+1) → L2(Om,−,C2j+1),
(CF )(p) := D(j)(i σ2)F (−p) satisfies
Um,j,− = C Um,j,+ C−1
where
(
Um,j,η(a, A)F
)
(p) = ei a·pD(j)
(
Q(p)−1AQ(A−1 · p))F (A−1 · p) is the irreducible
massive representation [m, j, η] of P˜. C is uniquely determined up to a constant phase.
Proof. Note that iσ2 =
(
0 1
−1 0
)
satisfies B = (i σ2)B (i σ2)
−1 for B ∈ SU(2). Further
recall that Um,j,η is irreducible. Then the assertion is easily verified. 
So, by (86), the representation [m, j,−] is antiunitarily equivalent to [m, j,+]. Hence, like
[m, j,+], it also represents a particle with mass m and spin j. For stability its energy
has to be positive, too.
(87) Interpretation. [m, j,+] represents a particle with positive energy, mass m > 0,
and spin j ∈ N0/2, and [m, j,−] represents its antiparticle, which has positive energy,
too, the same mass m and spin j.
At this stage one need not worry about the conservation of charge as it concerns the
compound system consisting of the Dirac system and the measuring apparatus. Accord-
ingly, after the measurement the electron state
ϕ2 :=‖Pφ1‖−1 Pφ1 =‖T (∆)ϕ1‖−1 T (∆)ϕ1
occurs with probability σ2 given by the product 〈ϕ1, T (∆)ϕ1〉 ‖Pφ1‖2=‖T (∆)ϕ1‖2.
As I−E(∆) = E(∆′) with ∆′ := R3\∆, one has at the same time the information that
there is the electron state ϕ′2 :=‖T (∆′)ϕ1‖−1 T (∆′)ϕ1 with probability σ′2 :=‖T (∆′)ϕ1‖2.
Thus the probability of the occurrence of an electron after the position measurement is
σ2 + σ
′
2 = 1− 2〈ϕ1, T (∆)T (∆′)ϕ1〉
The state φ1 also gives rise to the positron state ϕ¯2 =‖ P¯E(∆)ϕ1 ‖−1 P¯E(∆)ϕ1 with
probability σ¯2 =‖ P¯E(∆)ϕ1 ‖2. Also, there is the positron state ϕ¯′2 =‖ P¯E(∆′)ϕ1 ‖−1
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P¯E(∆′)ϕ1 with probability σ¯′2 =‖ P¯E(∆′)ϕ1 ‖2. One easily checks that σ¯2 + σ¯′2 =
2〈ϕ1, T (∆)T (∆′)ϕ1〉 = 1− σ2 − σ′2.
These considerations suggest that the influence of the apparatus represented by E(∆)
does not create eigenstates of E(∆) as being unobservable for a super-selection rule, but
a mixed state given by the density operator
W := PEPϕ1EP + PE
′Pϕ1E
′P + P¯EPϕ1EP¯ + P¯E
′Pϕ1E
′P¯ (15.1)
Here, for short, E = E(∆), E ′ = E(∆′), and Pϕ1 the projection on the subspace Cϕ1.
Clearly W ≥ 0 and, using the formula QPφQ =‖Qφ‖2‖φ‖−2 PQφ for any projection Q,
one easily verifies tr(W ) = 1. Note that the sum in Eq. (15.1) is not orthogonal.
(88) Theorem. One has 1
2
≤ σ2 + σ′2 ≤ 1. If ∆ and ∆′ contain each an open ball up to
a Lebesgue null set, then σ2 + σ
′
2 < 1.
Proof. By the Spectral Theorem there is a probability measure µ on [0, 1] such that
〈ϕ1, T (∆)kϕ1〉 =
∫
tk dµ(t) for k ≥ 0. Hence 〈ϕ1, T (∆)T (∆′)ϕ1〉 =
∫
(t − t2) dµ(t) ≤∫
1
4
dµ = 1
4
. Clearly σ2 + σ
′
2 ≤ 1. — As to the second part of the assertion, one notes
first that, due to the translational covariance, T vanishes at the Lebesgue null sets. Hence
without restriction ∆ and ∆′ have a non-empty interior. Then it follows from (7) that
the kernels of T (∆) and T (∆′) are trivial, whence the assertion. 
In conclusion, one infers that the missing probability 1− σ2− σ′2 for the occurrence of an
electron state is due to a possible positron state. As to the interpretation of this result, we
imagine that at the measurement of the position of the electron in ∆ there is a probability
not greater than 1
2
(and arbitrarily small for a good localized electron as (91) will show)
that a positron state is created by the energy released at the separation of the measuring
apparatus from the Dirac system.
We ask now if the probability of localization ω1 increases by performing repeatedly the
position measurement. One finds for n ∈ N
ωn = 〈ϕn, T (∆)ϕn〉 = 〈ϕ1, T (∆)
2n−1ϕ1〉
〈ϕ1, T (∆)2n−2ϕ1〉
where the electron state ϕn = ‖T (∆)n−1ϕ1‖−1 T (∆)n−1ϕ1 occurs with probability σn =
‖T (∆)n−1ϕ1‖2.
(89) Theorem. ωn ր ω := supm ωm and σn ց σ := infm σm. Moreover, σ > 0 if and
only if ϕ1 is not orthogonal to the kernel of I − T (∆). If σ > 0 than ω = 1.
Proof. Let µ be the measure introduced in the proof of (88). Set γk :=
∫
tk dµ(t). Then
σn = γ2n−2, ωn = γ2n−1/γ2n−2. Since tk ց 0 as k → ∞ for t ∈ [0, 1[, by dominated
convergence γk ց µ({1}) = 〈ϕ1, P1ϕ1〉, where P1 denotes the orthogonal projection onto
the kernel of I − T (∆). The assertions on (σn) follow.
Now we prove γk−1γk+1 − γkγk ≥ 0 for k ∈ N, which obviously implies monotony
ωn ≤ ωn+1 for n ∈ N. Let m := µ ⊗ µ be the product measure on [0, 1]2. Then
0 ≤ ∫ (t − s)2(st)k−1 dm(s, t) = ∫ (sk−1tk+1 + sk+1tk−1 − 2sktk) dm(s, t) = γk−1γk+1 +
γk+1γk−1 − 2γkγk. 
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We add
(90) Lemma. ω > 0, µ(]ω, 1]) = 0 and µ(]t, 1]) > 0 for t < ω.
Proof. Set µk := ρkµ with the density ρk(t) := γ
−1
k t
k. Then µk is a probability measure
on [0, 1] and ωn =
∫
t dµ2n−2(t), n ∈ N.
Let H :=
⋃{
]a, 1] : a ∈ [0, 1] ∩ Q, µ(]a, 1]) = 0}. Obviously there is b ∈ [0, 1] such
that H =]b, 1], and µ(H) = 0. One has b > 0 since otherwise µ = δ0 contradicting
T (∆)ϕ1 6= 0. The claim is ω = b.
Let 0 ≤ c < c′ < b with c′ ∈ Q. Then µk([0, c]) = γ−1k
∫
[0,c]
tk dµ(t) ≤ γ−1k ckµ([0.c]),
and γkc
−k =
∫
( t
c
)k dµ(t) ≥ ∫
]c′,1]
( t
c
)k dµ(t) ≥ ( c′
c
)kµ(]c′, 1]) → ∞ for k → ∞ since
µ(]c′, 1]) > 0 by definition of H . Hence µk([0, c])→ 0 for k →∞. Then c− c µk([0, c]) =
c µk(]c, 1]) ≤
∫
t dµk(t) =
∫
[0,c]
· · ·+∫
]c,1]
· · · ≤ c µk([0, c])+b µk(]c, 1]) = b+(c−b)µk([0, c])
implies c ≤ lim infk
∫
t dµk(t) ≤ lim supk
∫
t dµk(t) ≤ b for all c < b. Hence limn ωn =
b. 
So, indeed, according to (89) one gets the localization improved by the position measure-
ments. But, at the same time, the observation of the localized states becomes seldom
as the probabilities σn in general tend to zero. Moreover (90) shows that, depending on
the initial state ϕ1, limn ωn may be less than 1 even if ‖T (∆)‖= 1. Hence the repeated
measurement of the position in general is not suited to prepare a point-localized sequence
of states. On the other hand, as shown in the following lemma, the measurement of the
position for electron states of a point-localized sequence generates positron states only
with vanishing probability.
(91) Theorem. Let (ϕn) be a sequence of electron states localized at b ∈ R3. Let B be
any ball around b. Then E(B)ϕn 6= 0 up to finitely many n and φn := 1‖E(B)ϕn‖E(B)ϕn
yields a sequence of Dirac states with E(B)φn = φn, (I − P )φn → 0, n→∞.
Proof. Plainly, E(B)φn = φn. — As Pϕn = ϕn, ‖E(B)ϕn‖≥‖PE(B)Pϕn‖=‖T (B)ϕn‖→
1, whence Cn :=‖E(B)ϕn‖> 0 up to finitely many n. Also, Cn ‖Pφn‖=‖PE(B)Pϕn‖= ‖
T (B)ϕn‖→ 1, whence ‖Pφn‖→ 1 since Cn ≤ 1. Hence ‖(I−P )φn‖2= 1− ‖Pφn‖2→ 0. 
Hence according to (91) an arbitrarily small negative energy component may suffice to
localize the Dirac system in a bounded region. We examine more closely the decomposition
into positive energy and negative energy part of a Dirac state φ. Let us say that the spatial
probability decays fast if 〈φ,E({|x| > r})φ〉 ∈ O(e−Kr) as r →∞ for some K > 2m.
(92) Lemma. Let φ and φ′ be Dirac states with fast decaying spatial probabilities. If
Pφ = Pφ′ then φ = φ′ holds.
Proof. Check the estimate 〈φ − φ′, E({|x| > r}) (φ − φ′)〉 ≤ 2〈φ,E({|x| > r})φ〉 +
2〈φ′, E({|x| > r})φ′〉. Assume now φ 6= φ′. Let χ denote the normalized φ− φ′. Then χ
has a fast decaying spatial probability. By assumption χ is a negative energy state. This
contradicts the result by Hegerfeldt reported in sec. 8.3. 
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In particular, the compact localized Dirac states φ are uniquely determined by their pos-
itive energy components Pφ. Since, due to causality (13)(c), the dense subspace of these
states φ is invariant under W d and since the subspaces of positive and negative energy are
also invariant, W d is already determined by its action on the subspace of positive energy.
16. The Weyl Systems
We study now the prominent massless causal systems, the Weyl systems (Wwχ, Ew) :=
(W χ1 , E1), χ ∈ {+,−}. They are derived in (146). Accordingly, in momentum represen-
tation on L2(R3,C2) one has(
Wwχmom(t, b, A)ϕ
)
(p) = e− i bp
∑
η=±1
ei tη|p| πχη(p)sχ(A)∗−1ϕ(qη), Ewmom = FEcanF−1
(16.1)
where s+(A) = A, s−(A) = A∗−1, hχ(p) = χ(σ1p1 + σ2p2 + σ3p3) and πχη(p) = 12
(
I2 +
η
|p|h
χ(p)
)
. For the energy and the cone representation of the Weyl systems see (24.5).
They may turn out to be relevant for the description of the recently discovered Weyl
fermions [33], [34]. By Eq. (23.12) the Weyl representation Wwχ is the orthogonal sum
[0, χ1
2
, χ]⊕ [0, χ1
2
,−χ]
The case χ = + means a massless fermion with helicity +1
2
, which is called the right-
handed Weyl fermion as its spin points in the direction of its motion. It is accompanied
by its left-handed antiparticle. There is also a left-handed Weyl fermion accompanied by
its right-handed antiparticle in the case χ = −. We like to refer to the interpretation
(141). Note that in accordance with experimental evidence other combinations of a Weyl
fermion with its antiparticle are excluded by the requirement of a causal localization, see
(135). This is a further fact in favor of causal localization.
(93) POL for Weyl particles. Ew admits dilational covariance quite as Ed due to
Dposλ in Eq. (13.7). Since π
χη(λp) = πχη(p) for λ > 0 the projection P χη onto the state
space of the Weyl particle [0, χ/2, η] commutes with Dλ. Let T
χη denote the trace of Ew
by P χη, cf. (14.1). Obviously the results in sec. 14.1 on the electron carry over on the Weyl
particle. In particular, T χη is separated and the formula analogous to that in (81) holds,
which here results to be particularly simple, i.e., ϕn := D
−1
n ϕ (n ∈ N) for every state ϕ
in the range of P χη.
Recall that Ew extends on S by Poincare´ covariance (8). So T χη is defined on S,
and by (23), (95) T χη is causal. 
By the proof of (148) it is clear that, for a massless SCT (WE , E), the booster N satisfies
N =
1
2
{X,H}
if and only if (WE , E) is unitarily equivalent to the orthogonal sum for χ ∈ {+,−} of
multiples of (Wwχ, Ew).
Since time reversal operator T is used in the proof of some results, let us note that
for the Weyl systems it is given by T posψ = −σ2ψ (cf. (67)).
DIRAC AND WEYL FERMIONS - THE ONLY CAUSAL SYSTEMS 71
16.1. Weyl systems are causal. Compare this section with sec. 13.1. As to the nota-
tions recall (52) and put Hχpos := χ
∑
k σk
1
i
∂k, χ ∈ {+,−}.
(94) Lemma. In position space L2(R3,C2) the Weyl representation Wwχ reads(
Wwχpos(g)ψ
)
(x) = sχ(A)
(
e− i y0H
χpos
ψ
)
(y)
Proof. By definition Wwχpos ≡ F−1WwχmomF with Wwχmom from Eq. (16.1). Apply first
Eq. (23.10). Then
(
Wwχmom(g)ϕ
)
(p) = sχ(A)
∑
η=±1 e
i(t,b)·(η|p|,p)(|qη|/|p|)πχη(qη)ϕ(qη).
Now proceed as in the proof of (52). 
As in the case of the Dirac representation (52) one introduces the time-dependent wave-
function Ψ related to the position space wave-function ψ by Ψ(t, x) =
(
e− i tH
χpos
ψ
)
(x).
Then the former is the solution of the initial-value problem for the Weyl equation
i ∂tΨ = H
χposΨ, Ψ(0, ·) = ψ with ψ ∈ dom(Hχpos) (16.2)
See also [66, (5.234), (5.235)]. Under Poincare´ transformations g it transforms like Ψg(x) =
sχ(A) Ψ(g−1 · x) for x = (t, x).
(95) Corollary. (Wwχ, Ew), χ ∈ {+,−} are causal systems (22).
Proof. By (146) (Wwχ, Ew) is an SCT. Here we may infer this also by [4, Theorem 10
(b)] from the fact that z 7→ ei thχ(z) is exponentially bounded (cf. after Eq. (13.6)). The
assertion follows from (94) imitating the proof for (53). 
So causality
Wwχ(g)Ew(Γ)Wwχ(g)−1 ≤ Ew(Γg) (16.3)
(g ∈ P˜, Γ ∈ S) holds. See (13) for equivalent formulations of causality.
(96) Summary. As already checked in sec. 13.4, the results on the propagation of the
border of a Dirac wave function in sec. 13.2.1 hold equally, by the same proofs, for Weyl
wave functions. In particular, for a Weyl state ψ localized in a bounded region one has
(cf. (62))
e
(
Wwχ(t)ψ
)
= e(ψ) + |tχe | − |t− tχe | (16.4)
Furthermore, still examined in sec. 13.4, the results in sec. 13.3 regarding the effect of a
boost on the localization stay valid for the Weyl systems. The proofs are the same except
for using (100), which it is harder to prove than the analog (75) for the Dirac system.
This is due to a remarkable difference between the long term behavior of the probability of
localization of the Dirac system and the Weyl systems, compare sec. 13.2.2 with sec. 16.2.
The key result in this context is (98) providing a rather explicit description of the time
evolution of the radially symmetric Weyl wave functions. So an important result is
W (ςα)E({xe ≤ α})W (ςα)−1E({xe ≥ 0}) = lim
ςρ→∞
W (Aρe)({0 ≤ xe ≤ 2α e−ςρ})W (Aρe)−1
(16.5)
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for W = Wwχ, E = Ew (cf. (77)), which relates the effects on localization of boost and
time evolution. The left hand side tends to E({xe ≥ 0}) for α→∞, which is one of the
completeness results, see (100) and the comments on it. Hence last not least the Lorentz
contraction holds also for Weyl states ψ (cf. (79)), i.e., for every δ > 0 one has
‖Ew({x ∈ R3 : −δ ≤ xe ≤ δ})Wwχ(Aρe)ψ‖→ 1, |ρ| → ∞ (16.6)
16.2. Long term behavior of the probability of localization. Let ψt := W
wχ(t)ψ,
t ∈ R denote the (right- respectively left-handed) Weyl state ψ evolved in time. As for
the Dirac system in sec. 13.2.2 we will study the behavior of the probability of localization
for large |t|. The following result (97) is stronger than the analogous (70) for the Dirac
system. (Occasionally we will omit the superscript pos.)
(97) Theorem. Let ψ ∈ L2(R3,C2) be a Weyl state. Then for every v ∈]0, 1[
Ew(Bv|t|)ψt → 0, |t| → ∞
If Fψ ∈ C∞c (R3 \ {0},C2), then for every N > 0 there is a finite constant CN such that
‖Ew(Bv|t|)ψt‖≤ CN(1 + |t|)−N for all t ∈ R.
Proof. Suppose first ϕ := Fψ ∈ C∞c (R3 \ {0},C2). For the estimation of the integral
(ψηt (x))l = (2π)
−3/2
∫
ei(px+tηχ |p|)(ϕη(p))l d3 p (16.7)
for l = 1, 2 (cf. Eq. (13.20)) consider φηχ(p) := (|x|+ |t|)−1(px−tηχ |p|). Then ∇φηχ(p) =
(|x| + |t|)−1(x − tηχ|p| p) and |∇φηχ(p)| ≥ (|x| + |t|)−1(|t| − |x|) for p 6= 0. Now suppose
|x| ≤ v|t|. Then |∇φηχ(p)| ≥ (v|t| + |t|)−1(|t| − v|t|) = 1−v
1+v
> 0. This implies (cf. [26,
(1.209)]) for η, χ ∈ {+,−}, l = 1, 2, and for every N > 0 that there is a finite constant
AN with ∣∣(ψηt (x))l∣∣ ≤ AN (1 + |x|+ |t|)−N if |x| ≤ v|t|
Hence ‖Ew(Bv|t|)ψt ‖≤
∑
η ‖Ew(Bv|t|)ψηt ‖ and ‖Ew(Bv|t|)ψηt ‖2=
∫
Bv|t|
|ψηt (x)|2 d x3 =∑
l
∫
Bv|t|
∣∣(ψηt (x))l∣∣2 d x3 ≤ 8πA2N ∫ v|t|0 (1+r+|t|)−2Nr2 d r ≤ 8πA2N(1+|t|)−2N ∫ v|t|0 r2 d r ≤
8π
3
v3A2N (1 + |t|)−2N+3 if N > 32 . Hence ‖Ew(Bv|t|)ψt‖≤ CN(1 + |t|)−N for N > 0 and
CN := (16π/3)
1
2AN+ 3
2
.
Now consider a general Weyl state ψ. Let ε > 0. Set ϕ := Fψ and choose
ϕ′ ∈ C∞c (R3 \ {0},C2) with ‖ϕ − ϕ′ ‖≤ ε/2. Hence ‖ψ − ψ′ ‖≤ ε/2 for ψ′ := F−1ϕ′.
Let Pt := E
w(Bv|t|). By the foregoing result there is a constant C1 such that ‖Ptψ′t‖≤
C1(1 + |t|)−1 for all t. Let τ := 2C1/ε. Then ‖ Ptψt ‖≤‖ Pt(ψt − ψ′t) ‖ + ‖ Ptψ′t ‖≤
‖ψ − ψ′‖ +C1(1 + |t|)−1 ≤ ε for |t| ≥ τ . 
So roughly speaking, in the long term the Weyl fermion tends to infinity with any sub-
luminal velocity. This however does not imply that Ew(B|t|)ψt → 0 as |t| → ∞. The
result (99)(b) also shows that in general neither the other extremum Ew(R3 \B|t|)ψt → 0
occurs. This is one of the main differences between Weyl systems and Dirac system (71).
DIRAC AND WEYL FERMIONS - THE ONLY CAUSAL SYSTEMS 73
A function ψ ∈ L2(R3,Cn) is called radially symmetric if ψ(x) = g(|x|), x ∈ R3,
where g : [0,∞[→ Cn is measurable and jg with the identity map j(r) := r is square
integrable. Note that ‖ψ‖2= 4π ∫∞
0
r2|g(r)|2 d r.
(98) Theorem. Let ψ = g(| · |) be a radially symmetric Weyl state in the position
representation. Then for t ∈ R and x ∈ R3, ς ∈ {+,−} one has
ψt = A
+
t + A
−
t +Rt
with
• Aςt(x) := πχς( 1|x|x) |x|+ςt|x| g
(∣∣|x|+ ςt∣∣)
and the remainder
• Rt(x) = hχ( 1|x|x) 12|x|2
(
G
(∣∣|x|+ t∣∣)−G(∣∣|x| − t∣∣)) with G(r) := − ∫ r
0
ρg(ρ) d ρ
Furthermore, Aςt , Rt ∈ L2(R3,C2) and
(a) 〈A+t (x), A−t (x)〉 = 0
(b) 2 ‖Aςt‖2= 1− ς sgn(t) ‖Ew(B|t|)ψ‖2, in particular Aςt → 0 for ςt→∞
(c) ‖Ew(B|t|)Aςt‖2= 12 ‖Ew(B|t|)ψ‖2 if −ςt ≥ 0
(d) Rt → 0 for |t| → ∞
and finally
(e) ‖Ew(B|t|)ψt‖2→ 12 for |t| → ∞
Proof. Let S denote the Fourier-sine transformation on L2([0,∞[) given by (Sh)(s) :=√
2
π
∫∞
0
sin(rs) h(r) d r if h is integrable. Recall that S is unitary with S−1 = S. One
verifies that ϕ := Fψ is radially symmetric ϕ = f(|p|) with
jf = S(jg) (1)
Indeed, for R > 0 and B ∈ SU(2), consider (2π)3/2ϕR(p) := ∫
BR
e− i xp ψ(x) d3 x =∫
BR
e− iB·xB·p ψ(x) d3 x =
∫
BR
e− i xB·p g(|x|) d3 x. Choose B = B(p)−1 (see Eq. (21.8)) and
use spherical coordinates r = |x|, x1 = r cos(φ) sin(θ), x2 = r sin(φ) sin(θ), x3 = r cos(θ).
Then, substituting cos(θ) by the variable ξ, ϕR(p) = (2π)−3/2
∫
BR
e− i x3|p| g(|x|) d3 x =
(2π)−1/2
∫ R
0
∫ 1
−1 e
− i r|p|ξ d ξ g(r)r2 d r = 1|p|
√
2
π
∫ R
0
sin(|p|r)rg(r) d r. The limit in the mean
for R→∞ yields ϕ(p) = 1|p|(S(jg))(|p|), whence (1).
• Similarly compute ψt = F−1(ei thχ(·) ϕ). Let (2π)3/2ψRt (x) :=
∫
BR
ei px ei th
χ(p) ϕ(p) d3 p =∫
BR
ei pB·x ei th
χ(B−1·p) f(|p|) d3 p = ∫
BR
ei pB·xB−1 ei th
χ(p)Bf(|p|) d3 p by Eq. (21.7).
Note that hχ(p)2 = |p|2I2. Hence
ei th
χ(p) = cos(t|p|)I2 + i sin(t|p|) 1|p|h
χ(p)
In spherical coordinates s = |p|, p1 = s cos(φ) sin(θ), p2 = s sin(φ) sin(θ), p3 = s cos(θ) one
has
hχ(p) = χs
(
cos(φ) sin(θ)σ1 + sin(φ) sin(θ)σ2 + cos(θ)σ3
)
For B = B(x)−1 the exponent pB · x becomes p3|x| = s|x| cos(θ), which does not depend
on the variable φ. So the integrations
∫ π
0
∫ 2π
0
sin(θ) d θ dφ can be easily performed. Using
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Eq. (21.9), ψRt (x) = (2π)
−1/2 ∫ R
0
∫ 1
−1 e
i s|x|ξ ( cos(ts)I2 + i sin(ts)ξhχ( 1|x|x))f(s) d ξ s2 d s =
1
|x|
√
2
π
∫ R
0
sin(s|x|) cos(ts) sf(s) d s + hχ( 1
|x|
x) 1|x|
√
2
π
∫ R
0
cos(s|x|) sin(ts) sf(s) d s + Rrt (x),
Rrt (x) := −hχ( 1|x|x)
1
|x|2
√
2
π
∫ R
0
sin(s|x|) sin(ts)f(s) d s (2)
Next we use 2 sin(s|x|) cos(ts) = sin(s(|x| + t)) + sin(s(|x| − t)), 2 cos(s|x|) sin(ts) =
sin(s(|x| + t)) − sin(s(|x| − t)), and u = sgn(u) |u| for u ∈ R. Furthermore, the limit in
the mean of
√
2
π
∫ R
0
sin(s |u|)sf(s) d s for R→∞ is (S(jf))(|u|) = |u|g(|u|) by (1). Thus,
putting things together for u = |x| ± t, one confirms the formula for Aςt .
• As to the formula for Rt, according to (2) the claim is
(S(ft))(r) = −1
2
(
G(|r + t|)−G(|r − t|)) (3)
for ft(s) := sin(ts)f(s). Indeed, as |ft(s)| ≤ s|f(s)|, one has ft ∈ L2 and in (2) the limit
in the mean for R → ∞ exists. Moreover, jg is locally integrable as jg ∈ L2, whence G
is well-defined.
In (2) use −2 sin(sr) sin(ts) = cos(s(r+ t))−cos(s(r− t)). In proving (3) first assume
f ∈ Cc, i.e., f continuous with compact support. Then, for u ≥ 0, G(u) = −
∫ u
0
ρg(ρ) d ρ =
− ∫ u
0
(S(jf))(ρ) d ρ = − ∫ u
0
√
2
pi
∫∞
0
sin(ρs)sf(s) d s d ρ, which by Fubini’s theorem equals√
2
pi
∫∞
0
cos(su)f(s) d s − √ 2
pi
∫∞
0
f(s) d s . By this formula for G(u) with u = |r ± t|, (3)
follows.
Now consider a general f . Fix t 6= 0. Denote the right hand side of (3) by Gt(r).
Let ε > 0. Choose f ′ ∈ Cc with ‖jf − jf ′‖≤ ε1+2|t| . Then ‖Sft − Gt‖≤‖Sft − Sf ′t‖ +
‖ Sf ′t − G′t ‖ + ‖G′t − Gt ‖. As just shown, ‖ Sf ′t − G′t ‖= 0. Next, ‖ Sft − Sf ′t ‖=
‖ft−f ′t‖=‖ht(jf−jf ′)‖≤ |t| ‖jf−jf ′‖≤ ε/2 with ht(s) := sin ts/s, as |ht(s)| ≤ |t|. Finally,
G′t−Gt = 12
∫ |r+t|
|r−t|
(S(jf)−S(jf ′))(ρ) d ρ, whence ‖G′t−Gt‖≤ 12 ∫ |r+t||r−t| ‖(S(jf)−S(jf ′))(ρ)‖
d ρ ≤ 1
2
∣∣|r + t| − |r − t|∣∣1/2 ‖ S(jf) − S(jf ′) ‖≤ 1
2
(2|t|)1/2 ‖ jf − jf ′ ‖≤ ε/2. Hence
‖Sft −Gt‖≤ ε, which proves the claim.
We turn to the proof of (a) – (e).
(a) Recall that πχς(x) are projections in C2 with πχ−(x) = I2 − πχ+(x).
(b) 2
∫ |Aςt(x)|2 d3 x = ∫ ( |x|+ςt|x| )2〈(I2 + ςhχ( 1|x|x))g(∣∣|x| + ςt∣∣), g(∣∣|x| + ςt∣∣)〉d3 x =
2π
∫∞
0
∫ 1
−1(r + ςt)
2〈(I2 + ςχξσ3)g(|r + ςt|), g(|r + ςt|)〉 d ξ d r = 4π
∫∞
0
(r + ςt)2|g(|r +
ςt|)|2 d r = 4π ∫∞
ςt
r′2|g(|r′|2 d r′ <∞, whence Aςt ∈ L2 and hence also Rt ∈ L2. Moreover,
as ‖Ew(B|t|)ψ‖2= 4π
∫ |t|
0
r2|g(r)|2 d r, (b) holds.
(c) As in (b) one computes 2 ‖ Ew(B|t|)Aςt ‖2= 2
∫
B|t|
|Aςt(x)|2 d3 x = 4π
∫ |t|
0
(r +
ςt)2|g(|r+ ςt|)|2 d r = 4π ∫ 0−|t| r′2|g(|r′|)|2 d r′ =‖Ew(B|t|)ψ‖2 as |t|+ ςt = 0 by assumption.
(d) First assume f ∈ Cc. Then Rt(x) = limR→∞Rrt (x) in (2) for every x ∈ R3 \ {0}.
Since h(s) := sin(s|x|)|x| f(s) is integrable,
∫∞
0
sin(ts)h(s) d s→ 0 as |t| → ∞ by the Riemann-
Lebesgue lemma. Hence Rt(x)→ 0, |t| → ∞ for every x 6= 0.
Next use the obvious estimation
∣∣ sin(s|x|)/|x|∣∣ ≤ s if |x| ≤ 1 and ≤ 1/|x| if |x| > 1.
Therefore, as |Rt(x)| ≤ 1|x|
√
2
pi
∫∞
0
∣∣ sin(s|x|)
|x|
∣∣ ‖ f(s) ‖ d s, one has |Rt(x)| ≤ M(x) with
M(x) := C|x| if |x| ≤ 1 and M(x) ≤ C|x|2 if |x| > 1 for some finite constant C. Note∫
M(x)2 d3 x = 8πC2 <∞. So by dominated convergence ∫ |Rt(x)|2 d x3 → 0 for |t| → ∞,
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as claimed.
Now consider a general f . Let ε > 0. There exists a radially symmetric ϕ ∈ Cc with
‖ϕ−ϕ′‖≤ ε/6. Plainly f ′ ∈ Cc. Let ψ′ := F−1ϕ′. Then ‖ψ−ψ′‖≤ ε/6, whence ‖ψt−ψ′t‖≤
ε/6 for all t. As in (b) one computes ‖Aςt −A′ ςt ‖2= 2π
∫∞
ςt
r′2|g(|r′|)−g′(|r′|)|2 d r′, whence
‖Aςt −A′ ςt ‖→ 0 for ςt→∞ and ‖Aςt − A′ ςt ‖→‖ψ − ψ′‖ for ςt→ −∞.
Hence for all |t| large enough one has ‖R′t‖≤ ε/6 and ‖Aςt − A′ ςt ‖≤ ε/3. Therefore
‖Rt‖≤‖R′t‖ + ‖Rt −R′t‖=‖R′t‖ + ‖ψt −A+t −A−t − (ψ′t −A′+t −A′−t )‖≤‖R′t‖ + ‖ψ − ψ′‖ +
‖A+t −A′−t ‖ + ‖A−t −A′−t ‖≤ ε.
(e) Due to (d) and (a) one has lim|t|→∞ ‖Ew(B|t|)ψt‖2= lim|t|→∞ ‖Ew(B|t|)(A+t +
A−t )‖2= lim|t|→∞ ‖Ew(B|t|)A+t ‖2 + lim|t|→∞ ‖Ew(B|t|)A−t ‖2. Hence the assertion follows
by (b) and (c). 
(99) Corollary. Let ψ be radially symmetric around some point b ∈ R3, i.e., ψ =
g(| · −b|). Then
(a) limt→±∞ ‖Ew(B|t|)ψt‖2= 12 ± 2π
∫ 1
0
∫ |b|ξ
0
ξ r2 〈g(r), hχ( 1|b|b)g(r)〉 d r d ξ
(b) 1
4
≤ limt→±∞ ‖Ew(B|t|)ψt‖2≤ 34
(c) lim|t|→∞ ‖Ew({x ∈ R3 : |xe| ≤ |t|})ψt‖= 1
Proof. (a) In order to make easier the computation we first perform the Euclidean transfor-
mation h := (βe3, B(−b)−1), β := |b| getting Ww(h)Ew(B|t|)ψt = Ew(h · B|t|)Ww(h)ψt =
Ew(Bβ,|t|)g˜t(| · |) with Bβ,|t| := βe3 + B|t|, g˜ := B(−b)−1g, and 〈g(r), hχ( 1|b|b)g(r)〉 =
−χ〈g˜(r), σ3g˜(r)〉 by Eq. (21.9). So we have to compute ‖Ew(Bβ,|t|)ψ˜t‖2 for ψ˜ := g˜(| · |).
Henceforth we may omit the tilde.
According to (98), Ew(Bβ,|t|)ψt =
∑
ς E
w(Bβ,|t|)Aςt + E
w(Bβ,|t|)Rt with Rt → 0 for
|t| → ∞ and ‖∑ς Ew(Bβ|t|)Aςt‖2= ∑ς ‖Ew(Bβ,|t|)Aςt ‖2. Hence by (98)(b) it suffices to
compute limςt→−∞ ‖Ew(Bβ|t|)Aςt‖2.
Suppose at once |t| > β. Then a point in R3 with polar angle θ ∈ [0, π] is on the
surface of Bβ,|t| if and only if, according to the cosine rule, |t|2 = β2+r(θ)2−2r(θ)β cos(θ)
or, equivalently, r(θ) =
√
|t|2 − β2 sin2(θ)+β cos(θ). Let r˜(ξ) :=√|t|2 − β2(1− ξ2)+βξ.
It satisfies r˜
(
cos(θ)
)
= r(θ).
Now, ‖Ew(Bβ,|t|)Aςt‖2=
∫
1Bβ,|t|(x)
( |x|+ςt
|x|
)2〈
πχς( 1|x|x)g
(∣∣|x| + ςt∣∣), g(∣∣|x| + ςt∣∣)〉 d x3.
It becomes 2π
∫ 1
−1
∫∞
−∞ ht(r
′, ξ) d r′ d ξ with ht(r′, ξ) := 1[ςt,r˜(ξ)+ςt](r′)k(r′, ξ) and k(r′, ξ) :=
r′2
〈
1
2
(I2 + ςχξσ3)g(|r′|), g(|r′|)
〉
by elementary computation. Obviously
|ht(r′, ξ)| ≤ r′2|g(|r′|)|21[−1,1](ξ)
which is integrable on ]−∞.∞[×[−1, 1]. We are going to apply dominated convergence
for ςt→ −∞.
For ςt < 0 one has ςt = −|t| and hence r˜(ξ) + ςt = √|t|2 − β2(1− ξ2) + βξ −
|t| → βξ. So ht(r′, ξ) → 1]−∞,βξ](r′)k(r′, ξ). Therefore limςt→−∞ ‖ Ew(Bβ,|t|)Aςt ‖2=
2π
∫ 1
−1
∫ 0
−∞ k(r
′, ξ) d r′ d ξ + 2π
∫ 1
−1
∫ βξ
0
k(r′, ξ) d r′ d ξ. One easily does the ξ-integration
for the first summand obtaining 2π
∫ 0
−∞ r
′2 ‖g(|r′|)‖2 d r′ = 1
2
. As to the second summand
one finds
∫ 0
−1
∫ βξ
0
k(r′, ξ) d r′ d ξ =
∫ 0
−1
∫ 0
−βξ k(−r′, ξ) d r′ d ξ =
∫ 1
0
∫ βξ
0
−k(−r,−ξ) d r d ξ.
Since k(r, ξ)− k(−r,−ξ) = ςχξr2〈σ3g(r), g(r)〉, the proof of (a) is accomplished.
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(b) Estimate
∣∣ 2π ∫ 1
0
∫ |b|ξ
0
ξ r2 〈g(r), hχ( 1|b|b)g(r)〉 d r d ξ
∣∣ ≤ 2π ∫ 1
0
∫∞
0
ξ r2 |g(r)|2 d r d ξ =∫ 1
0
1
2
ξ d ξ = 1
4
, whence the assertion.
(c) Arguing as for (a), due to the Euclidean motion h = (−B(ςe)−1b, B(ςe)−1) with
ς = ± such that β := ςbe ≥ 0, it suffices to consider the case b = 0, to replace {|xe| ≤ |t|}
with Sβ,|t| := {|x3 − β| ≤ |t|}, β ≥ 0, and to show limςt→−∞ ‖Ew(Sβ,t)Aςt‖= 1.
Suppose at once |t| > β. By elementary trigonometry a point in R3 with polar angle
θ ∈ [0, π] is on the boundary of {|x3 − β| ≤ |t|} if and only if r(θ) = |t|+βcos(θ) for 0 ≤ θ < π2
and r(θ) = |t|−β
cos(π−θ) for
π
2
< θ ≤ π.
Hence, as in (a), ‖Ew(Sβ,|t|)Aςt ‖2= 2π
∫ 1
−1
∫∞
−∞ ht(r
′, ξ) d r′ d ξ with r˜(ξ) = β
ξ
+ |t||ξ| ,
ξ 6= 0. If ξ 6∈ {−1, 0, 1}, then r˜(ξ) + ςt → ∞ and ht(r′, ξ) → k(r′, ξ) for ςt →
−∞. Finally, one has 2π ∫ 1−1 ∫∞−∞ k(r′, ξ) d r′ d ξ = 2π( ∫ 1−1 d ξ)( ∫∞0 r2 ‖ g(r) ‖2 d r) +
ςχ π
( ∫ 1
−1 ξ d ξ
)( ∫∞
0
r2〈σ3g(r), g(r)〉 dr
)
= 1 + 0, thus accomplishing the proof. 
For the Weyl states ψ in (99) one has ‖Ew(R3 \B|t|)ψt‖≥ γ for large |t|, for every γ < 1/2.
So the proof of I = P>σ + P
<
σ in (75) for the Dirac system cannot be adopted to the
Weyl systems since (73) for Weyl states is not available at this stage. However, the result
for the Weyl systems analogous to (75) holds true and is derived in (100) by means of
(99)(c) due to appendix (155). As (100) shows, (99)(c) actually is valid for all Weyl states.
(100) Theorem. I = lim|α|→∞WWχ(α)EW({|xe| ≤ |α|})WWχ(α)−1.
Proof. P (α) := WWχ(α)EW({|xe| ≤ |α|})WWχ(α)−1 is an orthogonal projection. It suf-
fices to show P (α)ψ→ ψ for all elements ψ of a total set L. Indeed, given ε > 0 and a state
ψ there is ψ′ in the linear hull 〈L〉 with ‖ψ−ψ′‖≤ ε/3. Then, by assumption, ‖ψ−P (α)ψ‖≤
‖ψ−ψ′‖ + ‖ψ′−P (α)ψ′‖ + ‖P (α)ψ′−P (α)ψ‖≤ 2 ‖ψ−ψ′‖ + ‖ψ′−P (α)ψ′‖≤ ε for all |α|
large enough. — Furthermore it suffices to show ‖P (α)ψ‖→‖ψ‖ for every ψ ∈ L. Indeed,
〈(I − P (α))ψ, P (α)ψ〉 = 0, whence ‖ψ‖2=‖(I − P (α))ψ‖2 + ‖P (α)ψ‖2. By assumption
‖(I − P (α))ψ‖2=‖ψ‖2 − ‖P (α)ψ‖2→ 0. This means (I − P (α))ψ → 0 as claimed. —
Finally, ‖P (α)ψ‖=‖EW({|xe| ≤ |α|})ψ−α‖. Thus the result holds by appendix (155) and
(99)(c). 
Arguing by means of time reversal it is clear that it suffices to prove (100) for α → ∞
(or α → −∞). We like to remind of (28)(f) according to which (100) is equivalent to
I = P>σ + P
<
σ and the other similar equalities. Hence, for the Weyl systems, also the
version analogous to (74) is equivalent to (100). Therefore the density result analogous
to (78) is valid, too.
(101) Corollary. Consider finitely many directions e1, . . . , em, i.e., ej ∈ R3, |ej| = 1.
Then I = s-lim|α|→∞WWχ(α)EW({x ∈ R3 : |xe1| ≤ |α|, . . . , |xem| ≤ |α|})WWχ(α)−1.
Proof. Let P (α,m) denote the orthogonal projection on the right hand side. We pro-
ceed by induction on m. The base case m = 1 holds by (100). It follows the induc-
tive step m → m + 1. Let P (α) := WWχ(α)EW({|xem+1| ≤ |α|})WWχ(α)−1. Check
P (α,m + 1) = P (α)P (α,m) = P (α,m)P (α). Then for every state ψ, ‖P (α,m)ψ‖2=
‖P (α)P (α,m)ψ‖2 + ‖(I − P (α))P (α,m)ψ‖2, whence ‖P (α,m + 1)ψ‖2=‖P (α,m)ψ‖2
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− ‖P (α,m)(I − P (α))ψ‖2→ 1 + 0 by assumption and since ‖P (α,m)(I − P (α))ψ‖≤
‖(I − P (α))ψ‖→ 0 by (100). Since ‖(I − P (α,m + 1))ψ‖2= 1− ‖P (α,m + 1)ψ‖2, this
implies
(
I − P (α,m+ 1))ψ → 0, finishing the proof. 
For e1, e2, e3 the standard basis of R3, C|t| := {x ∈ R3 : |xe1| ≤ |t|, . . . , |xe3| ≤ |t|} is
the cube with sides parallel to the axes R3ej circumscribed about the ball B|t|. Choosing
more directions e1, . . . , em one gets a figure F|t| which is even much more closer to B|t|.
Nevertheless, by (101), lim|t|→∞ ‖Ew(F|t|)ψt‖2= 1 for every Weyl state ψ. This is remark-
able in view of the result (99)(b).
17. No Causal Spin–0 Systems
The results in sec. 22.1, 23.3 imply that there are no (massive or massless) spin–0 sys-
tems with causal time evolution. Actually, this is a rather general fact not restricted
to relativistic systems, see [4, Corollary 2]. One may ask about its relevance for the
Klein-Gordon equation
− ∂2tΨ(t, x) = −
(∇2 −m2)Ψ(t, x) (17.1)
which is a well-established relativistic wave equation for the description of a massive spin-
less particle. It is manifestly relativistic as for every solution Ψ of Eq. (17.1) and every
g ∈ P˜ the transformed wave function Ψg(x) := Ψ(g−1 · x) with x = (t, x) is still a solution.
(For a detailed discussion of Eq. (17.1) see [67]). We will show explicitly that, in contrast
to what holds for the Dirac and Weyl equations, the multiplication of Ψ by the space
variables xj , j = 1, 2, 3 and by the indicator functions 1∆ of measurable sets ∆ ⊂ R3
does not define observables as these operators turn out to be not self-adjoint. This fail-
ure is expected due to the fact that otherwise the canonical PM E(∆)Ψ := 1∆Ψ would
(as in the Dirac and Weyl cases) constitute a causal WL, which as we know does not exist.
The starting point for the discussion of Eq. (17.1) are their plane wave solutions (t, p) 7→
e− i ηǫ(p)t+i px, p ∈ R3, η ∈ {−1,+1} with ǫ(p) =√|p|2 +m2. Superposing these waves one
gets the linear space Hkg of solutions of Eq. (17.1)
Ψ(t, x) =
∑
η
∫
R3
ϕη(p) e
− i ηǫ(p)t ei px
d3 p√
2ǫ(p)
, ϕη ∈ L2(R3) (17.2)
More precisely, Ψ(t, ·) = ∑η F−1 ((2ǫ)− 12 e− i ηǫt ϕη), which is well-defined as |ϕη |√ǫ ∈ L2.
The factor (2ǫ)−
1
2 contributes to the Lorentz invariant measure d
3 p
2ǫ(p)
so that Ψg(x) =∑
η
∫
R3
(W η(g)ϕη)(p) e
− i ηǫ(p)t ei px d
3 p√
2ǫ(p)
holds. Here(
W η(a, A)ϕ
)
(p) =
√
ǫ(qη)/ǫ(p) ei p
η · a ϕ(qη) (17.3)
is the representation [m, 0, η] of P˜ on L2(R3) from Eq. (3.5). Recall that W η is unitary.
Let τ ≡ ((τ, 0), I2) ∈ P˜ denote the time translation by τ ∈ R. Then one easily checks
that consistently Ψτ (t, x) = Ψ(t− τ, x). In the following denote FΨ(t, ·) by Ψ̂t.
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(102) Lemma. The space Hkg of solutions Ψ of the Klein-Gordon equation given by
Eq. (17.2) provided with the inner product
〈Ψ,Ψ′〉 :=
∫
R3
(
ǫ(p) Ψ̂t(p) Ψ̂′t(p) +
1
ǫ(p)
∂tΨ̂t(p) ∂tΨ̂′t(p)
)
d3 p
which does not depend on time t, is a Hilbert space, on which W kg(g)Ψ := Ψg is a
representation [m, 0,+] ⊕ [m, 0,−] of P˜. In particular, the time evolution of the wave
functions determined by the Klein-Gordon equation is unitary.
Proof. Let ι : L2(R3)⊕ L2(R2) → Hkg, ι(ϕ+, ϕ−) := Ψ be the linear surjection given by
Eq. (17.2). Then, as shown, W kg ι = ι (W+⊕W−) holds. Since Ψ̂t = (2ǫ)− 12
∑
η e
− i ηǫt ϕη
and ∂tΨ̂t = − i(ǫ/2) 12
∑
η η e
− i ηǫt ϕη it follows ϕη = ei ηǫt
(
(ǫ/2)
1
2 Ψ̂t + i η(2ǫ)
− 1
2∂tΨ̂t
)
,
whence ι is also injective with ι−1Ψ = (ϕ+, ϕ−). Then 〈Ψ,Ψ′〉 := 〈ι−1Ψ, ι−1Ψ′〉 is a
inner product on Hkg making Hkg a Hilbert space and W kg unitary. It is easy to check
the above formula for 〈Ψ,Ψ′〉. 
Now, as to the posed question about the self-adjointness of the multiplication operator
(XjΨ)(t, x) = xjΨ(t, x), one easily verifies that in momentum space, which is the carrier
space of W+ ⊕W−, the latter equals
Xmomj = −
i
2
Pj
P 2 +m2I
+ i ∂pj (17.4)
revealing a non-vanishing bounded skew-adjoint part.
18. Lattice Generated by the Non-Timelike Relation
As shown in (44), (??) there are maximal spacelike sets which are not bases, i.e., for
which the sets of dependency are not the whole spacetime R4. One may feel this fact to
be an unsatisfactory property of the spacelike relation ⊥. It turns out that the weaker
orthogonality ⊥′ meaning non-equal and non-timelike, i.e.
x ⊥′ y ⇔ x 6= y and (x− y)·2 ≤ 0
generates a lattice M′, which from a mathematical point of view has a richer structure
thanM. In Cegla, Jadczyk 1977 [68, Theorem 1] it is shown that (M′,⊂,⊥′) is a complete
orthomodular lattice and, what is more, that (R4,⊥′) is a complete D-space, which means
that every ⊥′-complete setM =M∧′ is the⊥′-completion of any maximal ⊥′-set contained
inM . In [68, Corollary 1] it is also shown that every timelike line intersects every maximal
⊥′-set in R4. Hence, every maximal ⊥′-set is a ⊥′-base. More generally, as a consequence
noted in (109), for every ⊥′-set its set of ⊥′-determinacy equals its ⊥′-completion.
Therefore in addition to the well-known spacelike hyperplanes there are also the non-
timelike non-spacelike hyperplanes, which are ⊥′-bases as well. An example of such a
hyperplane is {x : x0 = x3}. The question is about their meaning. Obviously they do not
constitute a reference frame. In fact there is no direction e ∈ R4, e·e = 1 with e·(x−x′) = 0
∀ x, x′ ∈ σ, which would determine the time coordinate of the frame. One may attempt to
consider such a hyperplane to be some high boost limit of a spacelike hyperplane. This
idea is concretized in sec. 20, when localization operators are attributed to ⊥′-complete
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regions. Thereby rather interesting properties of causal systems are predicted, which are
confirmed for the Dirac and the Weyl systems.
⊥′-orthogonality, in contrast to ⊥-orthogonality, considers lightlike separated events to
be independent. This is reasonable within classical mechanics where all objects are
macroscopic and move slower than light. Let us remark that Casini 2002 [55] studies
⊥′-orthogonality on general spacetime manifolds with dimension ≥ 2 showing that the
respective lattice M′ is complete orthomodular and atomic. [55, sec. 3] proposes an in-
terpretation ofM′ in terms of propositions for classical particles. In the first instance, to
every M ⊂ R4 a proposition is attributed, namely the proposition that the particle passes
through M . But, as observed by [55, sec. 3], in general the logical opposite of the proposi-
tion attributed to M (i.e., the particle does not meet M) is not a proposition represented
by some L ⊂ R4. To be clear note first that a classical particle in Minkowski space is
described by a timelike line. Let TM denote the set of all timelike lines meeting M , which
represents the set of all particles which pass through M . The equality TM1 = TM2 means
that M1 and M2 represent the same proposition. One easily verifies TM1 ∩ TM2 = ∅ ⇔
M1 ⊥′ M2. This means that the propositions attributed toM1 and M2 exclude each other
if and only if they are ⊥′-orthogonal. Put T := TR4 . There is the following consequence.
(103) Lemma. T \ TM = TL if and only if TM = TM∧′ and TL = TM⊥′ .
Proof. T \ TM = TL implies TM ∩ TL = ∅, whence L ⊂ M⊥′ and hence T \ TM∧′ ⊂
T \ TM = TL ⊂ TM⊥′ . — Let A be a maximal ⊥′-set in M∧′ and B a maximal ⊥′-set
in M⊥
′
. Then A ∩ B = ∅ and A ∪ B is a maximal ⊥′-set. Therefore u ∈ TM⊥′ ⇔
u ∩ M⊥′ 6= ∅ ⇔ u ∩ B 6= ∅ (by (109))⇔ u ∩ A = ∅ ⇔ u ∩ M∧′ = ∅ (by (109))⇔
u ∈ R4 \ TM∧′ . This proves T \ TM∧′ = TM⊥′ , whence the assertion. 
Hence the result (103) clarifies that only the set of propositions represented by⊥′-complete
sets is negation-closed. This is one reason why consider M′ for an adequate description
of spatial-temporal localization of classical particles. But, obviously, not every reasonable
physical proposition concerning the latter belongs to M′. For instance the proposition
that the particle passes through M and passes through L for M,L ∈M′ in general does
not correspond to the conjunction M ∧′ L representing the proposition that the particle
passes through M ∩ L. (M ∧′ L is merely the maximal proposition in M′ implying M
and L.)
The question is about the relevance of ⊥′ for quantum mechanics. The concept of
a causal system does not discern ⊥- and ⊥′-orthogonality as shown in (121), despite the
fact that motions at the speed of light really occur as the motion of the border of the
Dirac and Weyl wave functions (see (64), (96)). Moreover, as already remarked above,
the respective lattices M and M′ show significant differences, and just the latter proves
to be particularly relevant for causal systems.
Before tackling the question of a possible rep ofM′borel and proving the implications
for the Dirac and Weyl systems (see sec. 19, 20) we like to study M′ in some detail. The
examples at the level of exercises mainly serve to become more familiar withM′ and can
be skipped.
18.1. ⊥′-sets and non-timelike hyperplanes. Let A be a subset of Minkowski space.
A is said to be non-timelike or ⊥′-orthogonal or a ⊥′-set, if (x−y)·2 ≤ 0 for every x, y ∈ A.
Note that every one-point set is a ⊥′-set.
80 D. P. L. CASTRIGIANO
Let M ⊂ R4 and let A ⊂ M be a ⊥′-set. Then there is a maximal ⊥′-set in M
containing A. This holds true by an obvious application of Zorn’s lemma. In particular,
every set M contains a maximal ⊥′-set in M .
By definition, a maximal ⊥′-set is a maximal ⊥′-set in R4. Any maximal ⊥′-set A
is closed. (Indeed, let xn ∈ A with xn → x for some x ∈ R4. Then, for all y ∈ A,
0 ≥ (xn − y)·2 → (x− y)·2, whence x ∈ A.) Every ⊥′-set is contained in a maximal ⊥′-set.
For the following lemma see [70, (2)].
(104) Lemma. Σ is a maximal ⊥′-set if and only if it is the graph of a unique map
ξ : R3 → R satisfying |ξ(x)− ξ(y)| ≤ |x− y|. Clearly, ξ is Lipschitz continuous.
Proof. Let Σ be a maximal ⊥′-set. Let x ∈ R3. By [68, Corollary 1] the timelike
line (0, x) + R(1, 0) intersects Σ. The intersection consists of one point only as Σ is ⊥′-
orthogonal. Hence there is a unique ξ(x) ∈ R with (ξ(x), x) ∈ Σ. Since Σ is ⊥′-orthogonal,
|ξ(x) − ξ(y)| ≤ |x − y| holds. — Conversely, obviously Σ := graph(ξ) is ⊥′-orthogonal.
Assume y ∈ Σ⊥′ . Then (ξ(y), y) ∈ Σ and |y0 − ξ(y)| ≤ |y− y| = 0, whence the contradic-
tion y = (ξ(y), y). Hence Σ is maximal. 
Plainly, every non-timelike hyperplane χ is a maximal ⊥′-set. Also, χ is a non-timelike
hyperplane if and only if it is the graph of ξ(x) := ρ + xe, x ∈ R3, for unique ρ ∈ R
and e ∈ R3 with |e| ≤ 1 or, equivalently, if χ = {x : x · e = ρ} for unique ρ ∈ R and
non-spacelike e = (1, e), and χ is non-timelike non-spacelike if and only if |e| = 1. Every
non-timelike non-spacelike hyperplane χ is given by χ = g · {x : x0 = x3} for the Poincare´
transformation g =
(
(ρ, 0), B
)
h with B ∈ SU(2) satisfying B · (0, 0, 1) = e and arbitrary
h leaving {x : x0 = x3} invariant (see (124)).
If χ is a non-timelike non-spacelike hyperplane and if σ is a spacelike hyperplane then
π := χ∩σ is a spacelike plane. Let M be a subset of one of the two open half-hyperplanes
which constitute χ \ π. Then, according to the definition in sec. 10, one determines the
open half-hyperplane σM in σ \ π such that M does not lie at the same side of π as σM .
(105) Example. Let σ, τ be two non-intersecting spacelike hyperplanes and let χ be a
non-timelike non-spacelike hyperplane. Then
σM ∪M ∪ τM
is a maximal ⊥′-set. Here M denotes the closed subset of χ between σ and τ .
σM
τM
M
Proof. We anticipate the result (106). So it suffices to show that every timelike line
l = y+ Rz, z = (1, z), |z| < 1 intersects σM ∪M ∪ τM just once.
Let σ = {x : x · e = ρσ}, τ = {x : x · e = ρτ}, χ = {x : x · eχ = ρχ} with e = (1, e),
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|e| < 1 and eχ = (1, eχ), |eχ| = 1 and assume without restriction ρσ < ρτ so that
M = {x ∈ χ : ρσ − ρχ ≤ x · (e− eχ) ≤ ρτ − ρχ}, σM = {x ∈ σ : x · (e− eχ) < ρσ − ρχ}, and
τM = {x ∈ τ : x · (e − eχ) > ρτ − ρχ}. Moreover, χ = χ1 ∪M ∪ χ2 with χ1 := {x ∈ χ :
x · (e− eχ) < ρσ − ρχ} and χ2 := {x ∈ χ : x · (e− eχ) > ρτ − ρχ}.
Now one notes l ∩ χ = {y + sz} for s := 1
z·eχ (ρχ − y · eχ) and l ∩ σ = {y + tz} for
t := 1
z·e(ρσ − y · e), due to z · eχ > 0, z · e > 0. By a short computation one finds
(y+ sz) · (e− eχ) < ρσ − ρχ ⇔ (y+ tz) · (e− eχ) < ρσ − ρχ
This proves l ∩ χ1 6= ∅ ⇔ l ∩ σM 6= ∅. Analogously l ∩ χ2 6= ∅ ⇔ l ∩ τM 6= ∅ holds. A
moment of reflection shows the proof.
Alternatively, because of Poincare´ covariance, for the proof of (105) it suffices to verify
that for e ∈ R3, |e| = 1 and α > 0
{x : x0 = 0, xe < 0} ∪ {x : 0 ≤ x0 = xe ≤ α} ∪ {x0 = α, xe > α} (18.1)
is a maximal ⊥′-set.20 
18.2. ⊥′-completion and set of ⊥′-determinacy. Let M ⊂ R4. Then M∧′ := M⊥′⊥′
denotes the ⊥′-completion of M . Moreover, M is said to be ⊥′-complete if M = M∧′ .
The set of ⊥′-determinacy of M is defined as
M∼
′
:= {x : ∀ z·2 > 0 ∃ s ∈ R with x+ sz ∈M}
It consists of all points x such that every timelike line through x meets M .
Obviously, M ⊂ M∼′ . Further, M∼′∼′ = M∼′ holds. (Indeed, let x ∈ M∼′∼′ . For z·2 > 0
there is s ∈ R with x+ sz ∈M∼′ . Hence, there is s′ ∈ R with (x+ sz) + s′z ∈ M , whence
x ∈M∼′ .) Clearly M∼′1 ⊂M∼′2 if M1 ⊂ M2.
(106) Lemma. M∼
′ ⊂M∧′.
Proof. Fix x ∈ M∼′ . Then there is a timelike w with x+w ∈M . Hence ((x+w)− x)·2 =
w·2 > 0, whence x 6∈ M⊥′ . Now let y ∈ M⊥′ . Then z := x− y 6= 0. Assume z·2 > 0. Then
there is s ∈ R with x − sz ∈ M . Clearly, s 6= 1 as y 6∈ M . It follows the contradiction
20 Let P ′ denote the set in Eq. (18.1) for e = (0, 0, 1).
(i) We show σM ∪M ∪ τM = g · P ′ for some g ∈ P˜ . Indeed, let σ, τ, χ be as in the proof of (105).
Then σ = g · {x : x0 = 0} and τ = g · {x : x0 = α} with α := (1− e2σ)−1/2(ρτ − ρσ) for g = g0 (b, B) with
g0 :=
(
(ρσ, 0), Q(e)
)
and arbitrary (b, B) ∈ ISU(2) (see the footnote in sec. 10). Now, χ′ := g−10 χ is a
non-timelike non-spacelike hyperplane and hence χ′ = {x : x · e′ = ρ′} for some e′ = (1, e′), |e′| = 1 and
ρ′ ∈ R. Specify (b, B) such that e′ = B · (0, 0, 1) and be′ = ρ′, whence χ′ = (b, B) · {x : x0 = x3}. Thus
χ = g · {x : x0 = x3}. Finally, following the definition of M , σM , and τM , one verifies the assertion.
(ii) For the sake of completeness we show that the only g ∈ P˜ leaving P ′ invariant are
g =
(
(0, a1, a2, 0), e
iϕσ3/2), a1, a2, ϕ ∈ R. Indeed, these g obviously satisfy g · P ′ = P ′. Hence
for a general g = (a, A) assume at once a = (a0, 0, 0, a3). Observe first a = g · 0 ∈ P ′. Next
check {x ∈ P ′ : x·2 = 0} = {se : s ∈ [0, α]} for e := (1, 0, 0, 1). Since A acts orthocronously,
(A · e)0 > 0. Therefore g · se ∈ P ′ for s ∈ [0, α] excludes a0 = 0 or a3 = α. It follows a = a0e and
g · se ∈M := {x : 0 ≤ x0 = x3 ≤ α}. Hence (A · e)0 = (A · e)3. Because of (A · e)·2 = 0 one has A · e = λe
with λ > 0. Then (see (124))
A · e = λe ⇔ A ∈ Aln(λ)E(2) ⇔ A = eln(λ)σ3/2 eiϕσ3/2
(
1 w
0 1
)
with ϕ ∈ R, w = u+ i v ∈ C. So A leaves M invariant and hence (A · x)0 = eρ(x0 + ux1 − vx2) ∈ [0, α] ∀
x ∈M , whence u = v = 0 and ρ = 0, thus accomplishing the proof.
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0 ≥ ((x−sz)−y)·2 = (z−sz)·2 = (1−s)2z·2 > 0. Thus z·2 ≤ 0 contrary to the assumption.
This implies x ∈M⊥′⊥′ = M∧′ . 
Thus, by (106), one has M ⊂ M∼′ = M∼′∼′ ⊂ M∧′ , whence M = M∼′ if M = M∧′ . But
M = M∼
′
does not imply that M is ⊥′-complete. A simple example is M := R4 \ Re for
e = (1, 0, 0, 0) with M = M∼
′
and M∧
′
= R4. (Indeed, M = M∼
′
is obvious. Next note
M⊥
′ ⊂ Re, since generally M⊥′ ∩M = ∅, and se 6⊥′ (2+s, 0, 0, 1) with (2+s, 0, 0, 1) ∈M .
Hence M⊥
′
= ∅, whence M∧′ = R4.)
(107) Lemma. The one-point sets are ⊥′-complete.
Proof. This is easily checked by (109). 
(108) Example for the ⊥′-completion of a two-point set. Let s ∈ R \ {0}. Then
{0, (s, 0, 0, 0)}∧′ = {x : |x| < | s
2
|, |x0 − s
2
|+ |x| ≤ | s
2
|} = {x : x0 = s
2
, |x| < | s
2
|}∧′
Proof. We proceed as for (30) and may be brief. {(t, 0, 0, 0)}⊥′ = {y : |y0 − t| ≤
|y|}\{(t, 0, 0, 0)} for every t. Hence D := {0}⊥′∩{(s, 0, 0, 0)}⊥′ = {y : |y0− s2 |+ | s2 | ≤ |y|}
and {0, (s, 0, 0, 0)}∧′ = D⊥′ = {x : |x0−y0| ≤ |x−y| ∀ y ∈ D}\D = {x : |x0− s2 |+|y0− s2 | ≤∣∣|x| − |y|∣∣ ∀ y ∈ D} \D. Hence |x| < | s
2
| for x ∈ D⊥′, whence one infers the first =. The
second = follows as for (30) applying (106). 
(109) Theorem. Let A be a ⊥′-set. Then A∼′ = A∧′.
Proof. Because of (106) it remains to show A∧
′ ⊂ A∼′ . Let B be a maximal ⊥′-set in
A⊥
′
. Then A ∪ B is a maximal ⊥′-set. Indeed, by [68, Theorem 1], B∧′ = A⊥′, whence
(A ∪ B)⊥′ = A⊥′ ∩ B⊥′ = B∧′ ∩ B⊥′ = ∅.
Now fix x ∈ A∧′ and let z·2 > 0. Then, by [68, Corollary 1], there is s ∈ R with
x + sz ∈ A ∪ B. Assume x + sz ∈ B. Then (x + sz) ⊥′ x since B⊥′ = A∧′ . This implies
s 6= 0 and the contradiction 0 ≥ ((x+sz)−x)·2 = s2z·2 > 0. Thus x+sz ∈ A as A∩B = ∅.
This proves x ∈ A∼′. 
(110) Example. Let a ∈ R4, r > 0 and ∆ := {x : x0 = a0, |x− a| < r}. Then
∆∧
′
= {x : |x0 − a0|+ |x− a| ≤ r} \ {x : x0 = a0, |x− a| = r}
Indeed, without restriction assume a = 0. Then, by (109), x ∈ ∆∧′ if and only if for every
|z| < 1 there is s ∈ R with x + s(1, z) ∈ ∆. This means that s = −x0 and |x − x0z| < r
for all |z| < 1. Then either x0 = 0 and |x| < r or x0 6= 0 and |y|+ (1− ε)|x0| < r for all
ε > 0, whence the claim.
Let M ⊂ R4 be ⊥′-complete. Then a set A ⊂ M is said to be a ⊥′-base of M if A
is a ⊥′-set with A∼′ = M . (Recall A∼′ = A∧′ by (109).) Every ⊥′-base A of M is a
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maximal ⊥′-set in M , since M = A∼′ ⊂ A∧′ = A⊥′⊥′, whence A⊥′ ∩M ⊂ M⊥′ ∩M = ∅.
Conversely, recall that by [68, Theorem 1] every maximal ⊥′-set A in M is a ⊥′-base of
M . Hence, in particular, every ⊥′-complete set has a ⊥′-base. — By definition, a set is
a ⊥′-base if it is a ⊥′-base for R4. So for A ⊂ R4 we point out
A ⊥′ -base ⇔ A maximal ⊥′-set (18.2)
(111) Lemma. Let (Mι)ι be a family in M′ such that Mι ⊥′ Mκ if ι 6= κ. Then( ∪ι Mι)∼′ = ( ∪ι Mι)∧′.
Proof. Let Aι be a ⊥′-base of Mι. Put A := ∪ιAι. Obviously A is a ⊥′-set. Hence, by
(109),
( ∪ι Mι)∼′ ⊃ ( ∪ι Aι)∼′ = A∼′ = A∧′ = ∨′ιA∧′ι = ∨′ιMι = ( ∪ι Mι)∧′ . The proof is
accomplished by (106). 
(112) Lemma. Let A be a subset of a ⊥′-base Σ. Then (i) Σ \ A = A⊥′ ∩ Σ, (ii)
(Σ \A)⊥′ = A∧′, (iii) (Σ \A)∧′ = A⊥′, (iv) A = A∧′ ∩ Σ, and finally (v) A ⊃ ⋃y∈A∧′{x ∈
Σ : (x− y)·2 > 0}.
Proof. Recall first A ⊂ Σ, A ∩ A⊥′ = ∅, and Σ \ A ⊂ A⊥′ as Σ is a ⊥′-set. Hence (i).
— Then obviously A∧
′ ⊂ (Σ \ A)⊥′. We show now (Σ \ A)⊥′ ⊂ A∼′ . Then (ii) follows
by (106). So let x ∈ (Σ \ A)⊥′ . This means (x − y)·2 ≤ 0, x 6= y for all y ∈ Σ \ A. Let
z·2 > 0. As Σ∼
′
= R4 there is s ∈ R with x − sz ∈ Σ. Assume x − sz ∈ Σ \ A. Then
s 6= 0 and the contradiction 0 ≥ (x − x + sz)·2 = s2z·2 > 0 follows. Therefore x − sz ∈ A
showing x ∈ A˜. — By orthocomplementation (ii) implies (iii). — Further, (iv) equals (i)
for Σ\A in place of A because of (ii). — Finally, as to (v), consider x ∈ Σ\A. This implies
x ∈ A⊥′ and hence, x ⊥′ A∧′ , which implies x ∈ ⋂y∈A∧′{x′ ∈ Σ : (x′−y)·2 ≤ 0} as x ∈ Σ. 
18.3. ⊥′-diamonds. A setM ⊂ R4 is called a ⊥′-diamond if there is a subset ∆ of a non-
timelike hyperplane χ with M = ∆∧
′
. ∆ is called a flat (⊥′-)base of M . By (112)(iii),
M⊥
′
= (χ \∆)∧′ is a ⊥′-diamond, too.
(113) Example for ⊥′-diamonds. Clearly, ∅ and R4 are ⊥′-diamonds. Let 0 < a ≤ b
and Γ := {x : (x0, x3) = (r a, r b) for r ∈ [0, 1] }. Then Γ⊥′ = {x : |x0| ≤ −x3} ∪ {x :
|x0− a| ≤ x3− b}, Γ∧′ = {x : a− b ≤ x0−x3 ≤ 0, 0 ≤ x0+x3 ≤ a+ b}, and (Γ \ {x : x0 =
x3 = 0})⊥′ = Γ⊥′ \ {x : x0 = a, x3 = b}, (Γ \ {x : x0 = x3 = 0})∧′ = Γ∧′ \ {x : x0 = x3 = 0}.
We verify the claim for (Γ \ {x : x0 = x3 = 0})∧′ using (109). The remaining formulae
follow similarly. So, (Γ \ {x : x0 = x3 = 0})∼′ if and only if for every z = (1, z), |z| < 1
there are s ∈ R, r ∈]0, 1] such that x0 + s = ra, x3 + sz3 = rb. Eliminating r and s
one finds the equivalent condition 0 < x3 − x0z3 ≤ b − az3 for all |z3| < 1. This means
|x0| ≤ x3, x3 > 0 and x3 − b ≤ −|x0 − a|, whence the assertion. 
For a < b the bases of the ⊥′-diamonds in (113) are spacelike. For a = b the ⊥′-diamond
Γ∧
′
coincides with is own base Γ, which is not spacelike. More generally, for ⊥′-diamonds
with non-spacelike bases see (114).
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(114) Lemma. Let χ be a non-timelike non-spacelike hyperplane. This means χ = {x :
x · e = ρ} with some ρ ∈ R and some lightlike e = (1, e) ∈ R4 with |e| = 1. Let ∆ ⊂ χ.
Then y ∈ ∆∧′ if and only if
y′ + {x : x · e = 0, (x− (xe)e)2 < λxe} ⊂ ∆ (1)
with λ := ρ− y · e and y′ := y+ 1
2
λ(1,−e) ∈ χ. In particular one has
∆ = ∆∧
′
(2)
if ∆ is bounded or, more generally, if for every y′ ∈ χ there is (ξn) with lim inf ξn = −∞,
lim sup ξn =∞ such that y′ + ξne 6∈ ∆ .
Proof. By (109) one has to determine the intersection C of χ with the interior of the
light-cone with apex y. Check z · e 6= 0. So for every timelike z one finds (y − sz) · e = ρ
with s = λ/(z · e). Check also that x = z/(z · e) for some timelike z if and only if x · e = 1
and |x| < |x0|. Hence C = y+ λ{x : x · e = 1, |x| < |x0|}, which equals the left hand side
of (1) by the substitution x = 1
λ
x′ + 1
2
(1,−e). As to (2), note that λ = 0 if and only if
y ∈ ∆. Hence, if y ∈ ∆∧′ \ ∆, then the projection of ∆ onto the space R3 ≡ {0} × R3
contains the interior of a circular paraboloid with axis e and minimum point y− 1
2
λe. 
With regards to sec. 20 the ⊥′-diamonds in (115) are particularly interesting, since they
have a spacelike flat base and a non-spacelike one as well.
Let π be a spacelike plane, let σ be any spacelike hyperplane containing π and let
σ> be one of the two open half-hyperplanes constituting σ \ π. For every non-timelike
hyperplane τ containing π let τ> denote the half-hyperplane constituting τ \ π, which
is at the same side of π as σ> (cf. (24)). There are exactly two different non-timelike
non-spacelike hyperplanes τ , denoted by χ±, which contain π.21
(115) Lemma. (τ>)∧
′
= (σ>)∧
′
and (σ>)∧
′
=
⋃
τ τ
>, (σ>)⊥
′
=
⋃
τ τ
≤. In particular,
(χ>−)
∧′ = (χ>+)
∧′ = (σ>)∧
′
.
Proof. Because of Poincare´ symmetry it suffices to check the assertion for σ = {x : x0 = 0},
π = {x : x0 = 0, x3 = 0}, σ> = {x : x0 = 0, x3 > 0}. Then, indeed, a short computa-
tion shows that the non-timelike hyperplanes containing π are τ = {x : x0 − αx3 = 0}
for α ∈ [−1, 1]. So, the non-spacelike hyperplanes are χ± = {x : x0 ∓ x3 = 0}, and
τ> = {x : x0 − αx3 = 0, x3 > 0}.
Now we compute (τ>)⊥
′
= {y : (y − x)·2 ≤ 0 ∀x ∈ τ>} \ τ> = {y : |y0 − αx3| ≤
|y3 − x3| ∀x3 > 0} \ τ>. Therefore y 6∈ (τ>)⊥′ if y3 > 0 and hence (τ>)⊥′ = {y : y3 ≤
0, |y0−αx3| ≤ x3−y3 ∀x3 > 0} = {y : y3 ≤ −|y0|} independently of α ∈ [−1, 1]. Similarly
one verifies {y : y3 ≤ −|y0|}⊥′ = {y : y3 ≥ |y0|} \ {0}. The assertion follows. 
21 Explicitly, let σ = {x : x · eσ = ρσ}, pi = {x ∈ σ : xe = ρ} with eσ = (1, eσ), |eσ| < 1, e ∈ R3, |e| = 1,
ρσ, ρ ∈ R. Then τ is a non-timelike hyperplane containing pi if and only if there is λ ∈ [λ−, λ+] with
λ± := −eσe±
√
1− e2σ + (eσe)2 such that
τ = {x : x · eτ = ρτ} with eτ = (1, eτ ), eτ := eσ + λe, ρτ := ρσ − λρ
Only for λ ∈ {λ−, λ+}, τ ≡ χ± is not spacelike. — This is easily checked using 1 ≥ |eσ + λe|2 =
e2σ + 2λeσe+ λ
2.
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18.4. The lattices M′ and M′borel. The set M′ of all ⊥′-complete subsets of R4 is a
complete orthomodular lattice (cf. [68, sec. 4]). It is atomic without the covering property
(see (107), (108)). Moreover, all its elements are measurable.
As to the proof of the latter, for M ⊂ R4 consider the set of ⊥′-influence
M∨
′
:= M ∪
⋃
y∈M
{x : (x− y)·2 > 0}
which obviously equals R4 \M⊥′ . Following (36) one has U(M) ⊂ M∨′ ⊂ M∨, whence
M∨
′
is measurable. It follows that the ⊥′-complete sets are measurable.
The above formula for M∨
′
also implies that M∨
′
is Borel if so is M . It follows that
M∧
′
is Borel if so is M (cf. [68, sec. 4]). Therefore the set
M′borel := {M ⊂ R4 :M ⊥′ -complete Borel set} (18.3)
is a sublattice of M′, which is σ-complete orthomodular atomic without the covering
property.
Furthermore, it is worth be noted that for every M ∈ M′ there is M0 ∈ M′borel,
M0 ⊂ M with λ4(M \M0) = 0. (Indeed, let M ∈ M′. Since M is measurable there is a
Borel B ⊂ R4, B ⊂M with λ4(M \B) = 0. Then M0 := B∧′ satisfies the assertion.)
Finally, by [68, Lemma 4.1], if M is ⊥′-complete and A is a maximal ⊥′-set in M ,
then M is Borel if and only if so is A.
19. A Rep of the Lattice of Borel Sets Generated by the Non-Timelike
Relation
The interest in the causal structure of spacetime continues to exist and many articles
are dedicated to this subject. However despite the common conviction that causal logics
should be relevant for quantum theory it seems that not many attempts have been made
to study a possible relationship other than the already mentioned assignment in local
quantum theory. We cite Borowiec, Cegla, Jadczyk, Jancewicz 1977-1979 [20], [69], [70],
[71], where reps of the causal logic are related to Poincare´ covariant conserved (operator)
density currents.
Let us start stating that there is no rep of the lattice M′ generated by the non-timelike
relation. This is due to the fact that all ⊥′-complete sets are measurable. It is quite the
situation concerning the lattice M of causally complete sets, and also the proof of (49)
applies quite literally.
In contrast the lattice M′borel has reps. Recall that a rep (W,F ′) of M′borel regards
a relativistic system described by the representation W of P˜ with F ′ a projection valued
normalized monotone locally orthogonal σ-orthoadditive map on M′borel being Poincare´
covariant with respect to W .
The existence of a rep ofM′borel is per se a remarkable fact. However, the reps (W,F ′)
of M′borel, which we know and are going to present, have a mass-squared operator with
spectrum ] − ∞, µ2] for every µ ≥ 0 and infinite spinor dimension so that we do not
consider them to represent a physical system (cf. the beginning of sec. 21).
The following is based on the construction of a particular representation W ′ of P˜ in
Doplicher, Regge, Singer 1968 [72].
Recall that T denotes the set of all timelike straight lines in R4. Every u ∈ T is of
the form u = x + Rv with v·2 > 0. Clearly P˜ acts transitively on T in the natural way.
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For u0 := Re, e := (1, 0, 0, 0) one has the stabilizer subgroup P˜u0 = Re × SU(2). Their
irreducible representations are equivalent to dµ,j(t, B) := eiµ tDj(B) for µ ∈ R, j ∈ N0/2.
Let d be a representation of P˜u0 acting on Hd. We build the induced representation
W ′ := dP˜ of P˜ as described in sec. 24.2. To this identify
T ≡ R3 × O1 (⊂ R6)
where O1 := {v ∈ R3 : |v| < 1} by the parametrization u = (x, v) ≡ (0, x) + R(1, v).
Endow T with the Lebesgue measure m, the restriction of λ6 to T .
Then the group action becomes a · (x, v) = (x+ a− a0v, v), B · (x, v) = (B · x,B · v),
and Aρ ·(x, v) = (y, w) with v :=
(
x1, x2, cosh(ρ)x3
)− v3
cosh(ρ)+sinh(ρ)v3
(
cosh(ρ)v1, cosh(ρ)v2,
sinh(ρ)(sinh(ρ) + cosh(ρ)v3)
)
and w := 1
cosh(ρ)+sinh(ρ)v3
(
v1, v2, sinh(ρ) + cosh(ρ)v3
)
. So a
short computation yields for g = (a, A) the pure velocity transformation Aρe := (A
∗A)1/2
and
dmg
dm
(x, v) =
(
1− tanh2(ρ))3/2(1− tanh(ρ) ev)−4 (1)
Hence m is quasi-invariant under P˜.
A Borel section for the surjection P˜ → T , g 7→ g ·u0 is given by q(u) :=
(
x− x0
v0
v, Q(v)
)
for u = x+Rv, v·2 > 0 with the canonical cross section Q. The Wigner rotation becomes
R(u, g) =
(( x0
|v0| −
(g−1 · x)0
|(A−1 · v)0|
)√
v·2 e, Q(v)−1AQ(A−1 · v)
)
(2)
We are going to study W ′ given in sec. 24.2 (2)
(W ′(g)ψ)(u) =
√
(dmg/ dm)(u) d
(
R(u, g)
)
ψ(g−1u) (3)
W ′ acts on L2(T , Hd) ≡ L2(R3,S) for S := L2(O1, Hd). (W ′, Ecan) is a canonical system
of imprimitivity on (P˜, T ), which is irreducible if d is irreducible (cf. sec. 24.2). It is triv-
ially extended to all (Lebesgue) measurable subsets of T .
Next let us determine the spectrum of the mass-squared operator C in case that
d is irreducible. To this we compute K(t, b) := F ′W ′(t, b)F ′−1, where (F ′ψ)(p, v) :=
(2π)−3/2
∫
e− i px ψ(x, v) d3 x for ψ ∈ Cc. For g = (t, b) the derivative (1) is constant = 1 and
R(u, g) becomes (t
√
1− |v|2 e, I2). Hence
(
K(t, b)ϕ
)
(p, v) = exp(− i p b) exp ( i t(p v +
µ
√
1− |v|2))ϕ(p, v). So C is the multiplication operator by γ(p, v) := (p v+µ√1− |v|2)2−
|p|2, and its spectrum equals the essential numerical range of γ. As γ is continuous the
latter is the closure of its codomain. One finds spectrum(C) = ]−∞, µ2].
Now we turn to the skillful twist in [72] regarding (W ′, Ecan). Recall
TM = {u ∈ T : u ∩M 6= ∅}
for every M ⊂ R4. The following properties of TM (up to the last) are easy to verify:
• TR4 = T , T∅ = ∅
• M1 ⊂M2 ⇒ TM1 ⊂ TM2
• ∪ιTMι = T∪ιMι
• TM1 ∩ TM2 = ∅ ⇔ M1 ⊥′ M2
• TM1 = TM2 ⇔ M∼′1 =M∼′2
• TM = TM∧′ if M is ⊥′-orthogonal
• g · TM = Tg·M ∀ g ∈ P˜
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• TM ≡
⋃
y∈M{(y − y0v, v) : v ∈ O1}
• T \ TM∧′ = TM⊥′ (see (103))
In general TM is not measurable. This holds true even if M is ⊥′-complete and hence
measurable.
(116) Example. In order to provide a ⊥′-complete M with non-measurable TM , let
Y ⊂ [0, 1]3 be any non-measurable set with respect to λ3. Obviously there is a σ-compact
C ⊂ Y satisfying λ3(C) = sup{λ3(K) : K ⊂ Y compact} <∞. Then clearly Y0 := Y \C
is still not measurable. Moreover, for every Borel set of R3 with B ⊂ Y0 one has due to
tightness λ3(B) = sup{λ3(K) : K ⊂ B compact} = 0. Now, put M := {0} × Y0 ⊂ R4.
As λ4({0} × R3) = 0, M is measurable with respect to λ4. M is even ⊥′-complete.
Indeed, let x ∈ M∼′ . Then one easily checks {y ∈ R3 : |x− y| < |x0|} ⊂ Y0. This implies
x0 = 0, whence x ∈ M . Hence M∼′ = M . By (109) M∼′ = M∧′ since M is a ⊥′-set.
Therefore M is ⊥′-complete.
The claim is that TM = Y0 ×O1 is not measurable with respect to λ6. — First let us
exclude that TM is a null set. Assume the contrary. Then there is a Borel set B of R6
with B ⊃ TM and λ6(B) = 0. So, by Tonelli’s theorem, 0 = λ6(B) =
∫
R3
λ3(Bv) dλ
3(v).
Hence λ3(Bv) = 0 for some v ∈ O1. This is a contradiction, since Bv = {y ∈ R3 : (y, v) ∈
B} ⊃ {y ∈ R3 : (y, v) ∈ TM} = Y0. — Now assume that TM is measurable. Then there is
a Borel set B of R6 with B ⊂ TM and λ6(TM \B) = 0. Clearly λ6(B) > 0 since TM is not
a null set. So, by Tonelli’s theorem, 0 < λ6(B) =
∫
R3
λ3(Bv) dλ
3(v). Hence λ3(Bv) > 0
for some v ∈ O1. This is a contradiction, since Bv = {y ∈ R3 : (y, v) ∈ B} ⊂ {y ∈ R3 :
(y, v) ∈ TM} = Y0. 
Fortunately one has
(117) Lemma. If M ⊂ R4 is Borel then TM is measurable with respect to λ6.
Proof. Consider the map f : R × R3 × O1 → R4 × O1, f(ξ, x, v) := (ξ, x + ξv, v) and
the projection πR3×O1(ξ, x, v) := (x, v). One easily verifies TM = πR3×O1
(
f−1(M × O1)
)
.
Now, if M is Borel, then so is f−1(M ×O1), whence TM is measurable by the Measurable
Projection Theorem. (More precisely, as f−1(M×O1) is Borel in the product space of the
Suslin spaces R and R3×O1, the projection TM is Suslin in R3×O1, which together with
its Lebesgue measurable sets is a complete measurable space. Since R3 × O1 is metric,
the assertion follows. See e.g. [73].) 
(118) Theorem. Recall W ′ = dP˜ (3) and put F ′(M) := Ecan(TM) for M ∈ M′borel.
Then
(a) (W ′, F ′) is a rep of M′borel.
(b) (W ′, E) is a causal system with E(∆) := Ecan(T∆), ∆ ∈ S. In particular
E(∆) = F ′(∆∧
′
) if ∆ is Borel, and
(
E(∆)ψ
)
(x) = 1∆(x)ψ(x) for ψ ∈ L2(R3,S) with
S = L2(O1, Hd), if ∆ ⊂ R3 is measurable and ∆ ≡ {0} ×∆.
(c)W ′|ISU(2) is induced by the representation D of SU(2) in S given by
(
D(B)f
)
(v) :=
d(0, B)f(B−1 · v). If d = dµ,j then the spectrum of C is ]−∞, µ] and the spinor space S
is L2(O1,C
2j+1).
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Proof. By (117) F ′ is well-defined. We use now tacitly the above list of properties of
TM . Normalization and monotony are clear. — If M1 ⊥′ M2 then TM1 ∩ TM2 = ∅,
whence F ′(M1)F ′(M2) = Ecan(TM1)Ecan(TM2) = 0. — If Mn ⊥′ Mm for n 6= m, then
TMn ∩ TMm = ∅ and hence
∑
n F
′(Mn) =
∑
nE
can(TMn) = Ecan(∪nTMn) = Ecan(T∪Mn) =
Ecan(T(∪Mn)∼′ ) = Ecan(T(∪Mn)∧′ ) = F ′
(
(∪Mn)∧′
)
= F ′(∨′Mn) using (111). — Since
W ′(g)Ecan(TM)W ′(g)−1 = Ecan(g · TM) = Ecan(Tg·M), covariance of F ′ follows.
(W ′, E) is a causal system by the following lemma (119). The spectrum of C is already
determined above. For the remainder see sec. 21.1. 
The question remains open whether the causal system (W ′, E) in (118) is irreducible if d
is irreducible.
(119) Lemma. Let (W,F ′) be a rep of M′borel. Set E(∆) := F ′(∆∧′) for Borel ∆ ∈ S.
Then E extends to all ∆ ∈ S, and (W,E) is a causal system.
Proof. Let σ be a spacelike hyperplane. Let ∆n ⊂ σ, n ∈ N be Borel and disjoint.
Then Mn := ∆
∧′
n is Borel (see sec. 18.4) and M
⊥′
n = ∆
⊥′
n = (σ \ ∆n)∧′ ⊃ ∆∧′m = Mm for
n 6= m by (112)(iii). Hence Mn ∈ M′borel are mutually orthogonal, whence
∑
nE(∆n) =∑
n F (Mn) = F (M) for M := ∨′nMn by σ-orthoadditvity of F . For ∆ :=
⋃
n∆n obvi-
ously one has ∆∧
′
= (
⋃
nMn)
∧′ = M , whence E(∆) = F (∆∧
′
) = F (M). This proves
σ-additivity for E. — Moreover, E(σ) = F (R4) = I and E(∅) = F (∅) = 0. — Poincare´
covariance carries over from F to E since (g · ∆)∧′ = g · ∆∧′ . — Now extend E to all
of S, see (8). — Spacelike separated ∆,Γ ∈ S obviously are ⊥′- orthogonal. So the
completions ∆∧
′
and Γ∧
′
are ⊥′-orthogonal, whence E(∆)E(Γ) = F (∆∧′)F (Γ∧′) = 0 by
local ⊥′-orthogonality of F . Hence E is causal by (13)(f). — Thus (W,E) is a causal
system. 
Coming back to (118), there the map F ′ on M′borel into the lattice of projections is
not a lattice homomorphism. Indeed by monotony of F ′ one has F ′(M ∧′ L) ≤ F ′(M) ∧
F ′(L) for all M,L ∈ M′borel. But equality does not hold in general. For instance,
M := {x : |x0 − 1| + |x| ≤ 1} and L := {x : |x0 + 1| + |x| ≤ 1} are ⊥′-diamonds with
TM∩L = T{0} = {0}×O1 and TM∩TL = {(x, v) : |v| ≤ 1−|x|, |x| ≤ 1}. Since λ6(TM∩L) = 0
and λ6(TM ∩ TL) = 4π2/45 > 0, one has F ′(M ∧′ L) = 0 and F ′(M) ∧ F ′(L) 6= 0.
Hence the quantum proposition F ′(M) ∧ F ′(L) meaning that the particle passes
through M and passes through L does not imply the proposition F ′(M ∧′ L) meaning
that the particle passes through M ∩ L.
Plainly this fact is in full accordance with physical intuition and thus the latter does
not require a lattice homomorphism from M′borel into the quantum proposition system.
Actually mathematics does not even allow a reasonable homomorphism. More precisely
one has
(120) Lemma. Let h be a homomorphism from M′borel into the lattice of projections
of a separable Hilbert space, i.e., h satisfies h(M ∧′ L) = h(M) ∧ h(L) and h(M ∨′ L) =
h(M) ∨ h(L) for all M,L. Then h vanishes at all bounded M ∈M′borel.
Proof. Clearly, h is monotone. (Indeed, if L ⊂M then h(L) = h(L∧′M) = h(L)∧h(M) ≤
h(M).) Since h(M) ≤ h(R4) for all M it is no restriction to assume h(R4) = I. Now
remind of the fact that h preserves orthocomplementation. (Indeed, 0 = h(∅) = h(M ∧′
M⊥
′
) = h(M)∧h(M⊥′) = h(M)h(M⊥′) and I = h(R4) = h(M∨′M⊥′) = h(M)∨h(M⊥′),
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whence h(M⊥
′
) = I−h(M) = h(M)⊥.) Next consider the atoms {a} for a = (k, a), k ∈ Z,
a ∈ R3 (see (107)). Fix k. Then they are mutually orthogonal and so are h({a}). Since
the Hilbert space is separable, h({a}) = 0 up to countable many. Therefore there are
ak ∈ R3 with |ak| < 1|k| and h({ak}) = 0 for ak := (k, ak).
Now consider the diamond Mn := {an} ∨′ {a−n} for n ∈ N (cf. [55] at the end of
sec. 3). Clearly h(Mn) = 0. Note that {(n, 0)} ∨′ {(−n, 0)} = {x : |x| < 0, |x0|+ |x| ≤ n}.
This makes clear that every bounded M is contained in some Mn. Hence h vanishes at
all bounded M ∈M′borel. 
Clearly h in (120) is locally orthogonal and orthoadditive. If h is σ-orthoadditive, then
by (123)(c) it follows h = 0.
20. Extension of Causal Localizations to Non-Timelike Hyperplanes
We do not know whether there exists a rep (W,F ′) of M′borel with non-negative mass-
squared operator and finite spinor dimension. But in (125) we derive some consequences
of a rep in general, which refer to more profound properties of causal systems. Then in
(126) these are shown to be valid for the Dirac and the Weyl systems. Hence, in addition
to its mere mathematical convenience, the non-timelike relation ⊥′ seems to have physi-
cal relevance. It draws attention to the non-timelike non-spacelike hyperplanes, of which
Poincare´ covariant localizations did not take note so long.
Of course, by physical grounds we stay at the concept of causality as described by
a causal system (W,E) defined in (22). So local orthogonality of E, which is equivalent
to causality (see (13)(f)), refers to spacelike separation rather than to non-timelike sep-
aration. However, this does not discredit ⊥′ since by (121) local orthogonality and local
⊥′-orthogonality coincide.
(121) Lemma. Let ∆,Γ ∈ S. Then
∆ ⊥ Γ⇒ ∆ ⊥′ Γ⇒ (∆ \N) ⊥ Γ for some null set N ⊂ ∆⇒ E(∆)E(Γ) = 0
Proof. The first arrow ⇒ holds obviously, the last one due to (8)(a). As to the sec-
ond arrow suppose ∆ ⊥′ Γ. Let σ be a spacelike hyperplane with ∆ ⊂ σ. Then check
N := {x ∈ ∆ : x 6⊥ Γ} ⊂ {x ∈ σ ∩ Γ⊥′ : x 6⊥ Γ} ⊂ {x ∈ σ : (x − y)·2 ≤ 0 for all y ∈
Γ, (x − y)·2 ≥ 0 for some y ∈ Γ} ⊂ {x ∈ σ : supy∈Γ(x − y)·2 = 0}, which is the null set
N(Γ, σ) in (15). 
Moreover, the analogue of (50) for ⊥′-diamonds is valid. It shows in particular that E
assigns to all measurable spacelike flat bases of a ⊥′-diamond the same operator.
(122) Lemma. Let σ, τ be spacelike hyperplanes. Consider a ⊥′-diamond M = ∆∧′ with
measurable flat base ∆ ⊂ σ. Let Γ ⊂ M ∩ τ be a measurable set. Then E(Γ) ≤ E(∆). If
Γ∧
′
= M then E(∆) = E(Γ).
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Γ
∆
τ
σ
M
Proof. By (15), M(Γ, σ) =
⋃
y∈Γ{x ∈ σ : (x − y)·2 > 0} ⊂ Γσ equals Γσ up to a null set
of σ. Recall Γ ⊂ ∆∧′ . Then, by (112)(v), M(Γ, σ) ⊂ ∆. So causality (13)(a) implies
E(Γ) ≤ E(Γσ) = E(M(Γ, σ)) ≤ E(∆). 
We turn to the announced properties of a rep F ′ of M′borel. To this end we need the
results in (123) and (124).
(123) Lemma. Let F ′ be a rep of M′borel.
(a) Let L,M ∈ M′borel with L ⊂ M . Then F ′(M ∩ L⊥′) = F ′(M) − F ′(L). In
particular, F ′ is monotone.
(b) Let Mn ∈ M′borel, n ∈ N with M1 ⊃ M2 ⊃ M3 ⊃ . . . . Then F ′(
⋂
nMn) =
limn F
′(Mn).
(c) Let Mn ∈ M′borel, n ∈ N with M1 ⊂ M2 ⊂ M3 ⊂ . . . . Then F ′(
∨
nMn) =
limn F
′(Mn).
Proof. (a) By orthomodularity on has the orthogonal decomposition M = L ∨ (M ∩
L⊥
′
). Hence orthoadditivity of F ′ yields F ′(M) = F ′(L) + F ′(M ∩ L⊥′) ≥ F ′(L). —
(b) Put M :=
⋂
nMn. Apply (35) and σ-orthoadditivity of F
′ to (Mn) as well to
(M1,M2, . . . ,Mm, ∅, ∅, . . . ) for m ∈ N. Then F ′(M1 ∩ M⊥′) =
∑
n F
′(Mn ∩ M⊥′n+1) =
limm
∑m
n=1 F
′(Mn ∩M⊥′n+1) = limm F ′(M1 ∩M⊥′m ), whence F ′(M1)−F ′(M⊥′) = F ′(M1)−
limm F
′(Mm) proving (b). — (c) follows from (b) for (M⊥
′
n ) as generally F
′(M⊥
′
) =
I − F ′(M) for M ∈M′borel. 
(124) Lemma. Let χ be the non timelike non spacelike hyperplane {x : x0 = x3} and
P˜χ := {g ∈ P˜ : g · χ ⊂ χ} the invariance subgroup. Then
P˜χ = {(a, A) ∈ P˜ : a ∈ χ, A =
(
z w
0 1/z
)
, z ∈ C \ {0}, w ∈ C}
Hence P˜χ = IST (2), i.e., the inhomogeneous group of upper triangular 2 × 2 matrices
with determinant 1. So g ∈ P˜χ if and only if
g =
(
a, eζσ3/2
)(
0,
(
1 w
0 1
))
with a ∈ χ and ζ = ρ + iϕ,w = u + i v ∈ C. The first factor (a, eζσ3/2 ) represents the
obvious part consisting in a translation a along χ, a boost Λ(eρ σ3/2) in the x3 direction,
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and a rotation Λ(eiϕσ3/2) in the x1x2 plane. Put r :=
1
2
|w|2. The second factor acts by
Λ
(( 1 w
0 1
))
=

1 + r u −v −r
u 1 0 −u
−v 0 1 v
r u −v 1− r

Proof. Write χ = {x : x · e = 0} with e := (1, 0, 0, 1). Then g = (a, A) ∈ P˜χ if and only
if χ = g · χ = {x : (g−1 · x) · e = 0} = {x : x · (A · e) = a · (A · e)}, whence equivalently
a · (A · e) = 0 and A · e = λe for some λ 6= 0, see after (104). Actually λ > 0 as A acts
orthocronously. This means a ∈ χ and A = Aln(λ)A′ with A′ ∈ SL(2,C)e = E(2). Recall
A ∈ E(2)⇔ A22 = A11, A21 = 0. The remainder follows by explicit computation. 
Now let W (α) denote the time shift by α ∈ R and recall that Aρe = exp(ρ2
∑3
k=1 ekσk)
acts as the boost in direction e ∈ R3, |e| = 1 with rapidity ρ. Let ς ∈ {1,−1}.
Let S∞ denote the set of all measurable subsets of non-timelike non-spacelike hyper-
planes.
(125) Theorem. Let (W,F ′) be a rep of M′borel. Set E(∆) := F ′(∆∧′) for Borel ∆ ∈ S
and P (∆) := F ′(∆∧
′
) for Borel ∆ ∈ S∞. Then E and P extend to all sets of S and S∞,
respectively, and
(a) (W,E) is a causal system
(b) (W,P ) is a Poincare´ covariant localization. More precisely, on every non-timelike
non-spacelike hyperplane P is a PM and W (g)P (∆)W (g)−1 = P (g ·∆) holds for
all g ∈ P˜ and ∆ ∈ S∞
There is a close relationship between E and P . Let α > 0 and e ∈ R3, |e| = 1. One has
(c) P ({0 ≤ ςx0 = xe ≤ α}) = limςρ→∞E(Aρe · {x0 = 0, 0 ≤ xe ≤ 2α e−ςρ}), where the
limit exists since the projections decrease as ςρ increases
(d) P ({0 ≤ ςx0 = xe ≤ α}) = E({x0 = ςα, xe ≤ α})E({x0 = 0, xe ≥ 0})
(e) P ({0 ≤ ςx0 = xe}) = E({x : x0 = 0, xe ≥ 0})
Proof. (a) (W,E) is a causal system by (119).
(b) Poincare´ covariance of P follows immediately from the Poincare´ covariance of F ′
since (g ·∆)∧′ = g ·∆∧′ . — As noted after (104) a non-timelike hyperplane is a maximal
⊥′-set and hence by Eq. (18.2) a ⊥′-base. Now σ-additivity of P on every non-timelike
non-spacelike hyperplane follows as the σ-additivity of E in (119). — Now extend P to
all of S∞, see (8).
(c) Obviously the sets Mρ := {−2α e−2ςρ ≤ ςx0 − xe ≤ 0, 0 ≤ ςx0 + xe ≤ 2α}, ρ ∈ R
converge to M := {0 ≤ ςx0 = xe ≤ α} for ςρ→∞, as
Mρ′ ⊂Mρ if ςρ < ςρ′ and M = ∩ρMρ
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We check Mρ = Γ
∧′
ρ for Γρ := Aρe · {x0 = 0, 0 ≤ xe ≤ 2α e−ςρ} (= {0 ≤ − sinh(ρ) x0 +
cosh(ρ) xe ≤ 2α e−ςρ}). Indeed, Γ∧′ρ = Aρe · {x0 = 0, 0 ≤ xe ≤ 2α e−ςρ}∧′ = Aρe ·
{−2α e−ςρ ≤ x0 − xe ≤ 0, 0 ≤ x0 + xe ≤ 2α e−ςρ} = {−2α e−ςρ−ρ ≤ x0 − xe ≤ 0, 0 ≤
x0 + xe ≤ 2α e−ςρ+ρ} = Mρ. — Hence Mρ is a ⊥′-diamond with the spacelike flat base
Γρ, and M = M
∧′ , cf. also (114)(2). So using (123)(b) one infers P (M) = F ′(M) =
limςρ→∞ F ′(Mρ) = limςρ→∞E(Γρ) showing (c).
ς = +
ρ > 0 Γρ
Γ0
2α xe
x0
M
(d) By Eq. (10.3) the right hand side of (d) equals I−E({x0 = ςα, xe > α})−E({x0 =
0, xe < 0}) and hence by definition = I−F ′({x0 = ςα, xe > α}∧′)−F ′({x0 = 0, xe < 0}∧′),
and further = I − F ′({ςx0 = xe > α}∧′)− F ′({ςx0 = xe < 0}∧′) due to (115), and finally
= F ′({0 ≤ ςx0 = xe ≤ α}∧′) = P ({0 ≤ ςx0 = xe ≤ α}) by orthoadditivity of F ′.
xe
x0
α
α
M
ς = +
(e) By (115) one has P ({0 ≤ ςx0 = xe}) = F ′({0 ≤ ςx0 = xe}∧′) = F ′({x : x0 =
0, xe ≥ 0}∧′) = E({x : x0 = 0, xe ≥ 0}. 
Let us comment on (125). The question is what does it mean that a state ϕ is localized
in {0 ≤ ςx0 = xe ≤ α}, i.e. P ({0 ≤ ςx0 = xe ≤ α})ϕ = ϕ. Clearly it is senseless saying
that the spatial probability of the system in {0 ≤ ςx0 = xe ≤ α} in the state ϕ is 1, since
{ςx0 = xe} is not a reference frame. In the following one recognizes ϕ to be a late-change
state in case of a Dirac or Weyl state.
According to (c), the answer is that ϕ is just a state for which the boosted state
W (Aςρe)ϕ is localized in {x0 = 0, 0 ≤ xe ≤ 2α e−ρ} for every rapidity ρ. (Recall Poincare´
covariance (8)(b).) This is particularly interesting for ρ→∞ as the region {x0 = 0, 0 ≤
xe ≤ 2α e−ρ} of localization shrinks to an arbitrarily narrow strip at the origin. This is
pure Lorentz contraction shown for Dirac and Weyl wave functions in sec. 13.3 and (96),
respectively.
Furthermore, according to (d), ϕ is just a state which is localized in {x0 = 0, xe ≥ 0}
and which at time ςα, i.e., W (ςα)ϕ, is localized in {x0 = 0, xe ≤ α}. (Note that the right
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hand side of (d) is the product of two projection which commute due to causality, and
recall Poincare´ covariance (8)(b).) The equality of the right hand sides of (c) and (d) is
shown to be valid for Dirac and Weyl states in (77) and (96), respectively. Moreover, by
Eq. (10.3), Eq. (10.4), and (26), the right hand side of (d) is a non-trivial projection with
infinite dimensional eigenspaces.
Since P ({0 ≤ ςx0 = xe}) = ∪α>0P ({0 ≤ ςx0 = xe ≤ α}) by (b), actually (e) is a
completeness property. Every state localized in {x0 = 0, x3 ≥ 0} can be approximated by
the particular states described in (c), (d). This is shown to be true for Dirac and Weyl
states in (78) and (100), respectively.
Hence to every rep (W,F ′) of M′borel there are related a causal system (W,E) and a
Poincare´ covariant localization (W,P ) on S∞ satisfying (125)(c), (d), (e). These relations,
which refer to more profound properties of causal systems, are easily elucidated by its ge-
ometrical meaning (cf. above). Now we are going to prove the existence of the localization
(W,P ) for the Dirac and the Weyl systems. It is obvious that much more efforts have to
be made towards a possible construction of a rep (W,F ′) of M′borel. But, at least, the
Dirac and the Weyl systems allow for a further Poincare´ covariant extension of E (recall
(8) for the first extension) to PM on all non-timelike hyperplanes. More precisely on has
(126).
Let χ denote the non-timelike non-spacelike hyperplane {x : x0 = x3} and recall P˜χ
in (124).
(126) Theorem. Let (W,E) be a causal system, which is the finite orthogonal sum of
Dirac and Weyl systems. Then there is a unique Poincare´ covariant localization (W,P )
on S∞ such that
P ({x ∈ χ : 0 ≤ ςx3 ≤ α}) = lim
ρ→∞
E
(
e ρ σ3/2 ·{x0 = 0, 0 ≤ ςx3 ≤ 2α e−ρ}
)
(1)
for all α > 0, ς ∈ {−1, 1}. The limit in (1) exists since the projections decrease as ρ
increases.
Proof. Obviously it is no restriction assuming that (W,E) is the Dirac system or a Weyl
system. First, in (a) and (b), we prove the existence of P . Put ∆ρ := {x0 = 0, 0 ≤ ςx3 ≤
2α e−ρ}.
(a) Let (W,E) be the Dirac system. Then Edmom = FEcanF−1, (Edmom(∆ρ)ϕ)(p) =∫
kρ(s − p3)ϕ(p1, p2, s) d s for integrable ϕ ∈ L2(R3,C4) with kρ(u) := exp( i 2α e−ρ ς u )−12π i ς u .
Hence, using Poincare´ covariance one finds according to Eq. (13.1)(
Edmom(Aρ ·∆ρ)ϕ
)
(p) =
∑
η,η′
∫
kρ(s− qη3)πη(p)s(Aρ)−1πη
′
(p1, p2, s)s(Aρ)ϕ(p1, p2, s
′) d s
with qη3 = cosh(ρ)p3 − η sinh(ρ)ǫ(p) and s′ := η′ sinh(ρ)ǫ(p1, p2, s) + cosh(ρ)s. Note that
s = cosh(ρ)s′ − η′ sinh(ρ)ǫ(p1, p2, s′). We apply Eq. (13.3) in order to move s(Aρ) to the
left and substitute the variable of integration s by s′. One finds(
Edmom(Aρ ·∆ρ)ϕ
)
(p) =
∑
η,η′
∫
kρ(s− qη3)πη(p)s(Aρ)−2πη
′
(p1, p2, s
′)ϕ(p1, p2, s′) d s′ (2)
Now it is easy to perform in (1) the limit ρ→∞. Check |kρ(u)| ≤ 1πα e−ρ and s(Aρ)−2 =
diag(e−ρ, eρ, eρ, e−ρ), whence ‖ kρ(s − qη3)s(Aρ)−2 ‖≤ απ for ρ ≥ 0. Due to dominated
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convergence one gets for every p ∈ R3
lim
ρ→∞
(
Edmom(Aρ ·∆ρ)ϕ
)
(p) =
∑
η,η′
∫
k(p, p′)πη(p)Sπη
′
(p′)ϕ(p′) d p′3 (3)
where p := (ηǫ(p), p) and p′ = (p′0, p
′) with p′1 := p1, p
′
2 := p2, p
′
0 := η
′ǫ(p′), and
k(p, p′) := exp(iας(p0−p3−p
′
0
+p′
3
))−1
iπς(p0−p3−p′0+p′3) , S := diag(0, 1, 1, 0).
The right hand side of (1) is a special case of the right hand side of (125)(c). Hence,
in particular, the limit limρ→∞Edmom(Aρ ·∆ρ)ϕ exists, whence for integrable ϕ its value
at every p ∈ R3 is given by the right hand side of (3).
One notes that k(p, p′) is just the kernel for P shell(M) in (24.3)(b). Actually the next
step is to show that the shell representation of P (M) := limρ→∞Ed(Aρ · ∆ρ) coincides
with P shell(M) in (24.3)(b). To this, according to (24.4), we have to perform several
equivalence transformations, namely P shell(M) = (Y ξZ)−1Pmom(M)(Y ξZ). We indicate
some of the intermediate steps.
Straightforward computations yield the unwieldy 4 × 4 matrices V (p) and 2 × 4
matrices Uη(p), which satisfy (Y ξZφ)(p) = V (p)
(
φ(p+), (φ(p−)
)
for p ∈ R3, pη = (ηǫ(p), p)
and ((Y ξZ)−1ϕ)(p) = Uη(p)ϕ(p) for p ∈ Om, p = (ηǫ(p), p). However, after repeated
applications of the formulae regarding the canonical cross section in (1) the relevant
expressions became clear:
Sπη(p)V (p) =
1
2ǫ(p)
( (
0 0
0 1
)
δ+,η
(
0 0
0 1
)
δ−,η(
1 0
0 0
)
δ+,η −
(
1 0
0 0
)
δ−,η
)( √
ǫ(p)− p3I2 0
0
√
ǫ(p) + p3I2
)
Uη(p)π
η′(p)S = δη,η′
√
ǫ(p)− ηp3
( (
0 0
0 1
) (
1 0
0 0
) )
Now it is easy to verify that in the shell representation the right hand side of (3) coincides
for every p ∈ Om with the right hand side of (24.3)(b). This confirms the claim.
The considerations so far show by (24.3), (24.4) that (W d|P˜χ , P ) is a covariant PM on
χ satisfying (1). Now P is extended to S∞ in a Poincare´ covariant manner. One achieves
this unique extension arguing as in (8). This concludes the proof of existence of P in the
Dirac case.
(b) Now we consider the Weyl system (Wwχ, Ew). (Here χ = ± denotes the handed-
ness (cf. after Eq. (16.1)) not to be confused with the hyperplane χ = {x0 = x3}.) One
gets quite analogously to the Dirac case
lim
ρ→∞
(
Ewmom(Aρ ·∆ρ)ϕ
)
(p) =
∑
η,η′
∫
k(p, p′)πχη(p)Sχπχη
′
(p′)ϕ(p′) d p′3 (4)
with S+ := diag(0, 1), S− := diag(1, 0).
It remains to check that the cone representation of P (M) := limρ→∞Ew(Aρ · ∆ρ)
in (4) coincides with P cone(M) in (24.3). According to (24.5), the former is P cone(M) =
(Y χξ0Z
χ)−1Pmom(M)(Y χξ0Zχ). The explicit computations just use repeatedly Eq. (21.8),
Eq. (21.9).
This concludes the proof of the existence of P . We turn to its uniqueness. Let (W,E) be
a causal system and let P , P ′ be two PM on χ which are covariant with respect to W |P˜χ
and which satisfy (1). The assertion is P = P ′.
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(c) Put R := R ∪ {−∞,∞}. For a, b ∈ R3 with ak ≤ bk, k = 1, 2, 3 define the box
〈a, b[χ:= {x ∈ χ : a1 ≤ x3 − x1 < b1, a2 ≤ x3 + x2 < b2, a3 ≤ x3 < b3}
in χ. Call a figure the union of finitely many boxes, and let Qχ denote the set of all
figures. The claim is that every figure is the union of finitely many disjoint boxes and
that Qχ is an algebra.
Indeed, it is well-known that the unions of finitely many disjoint boxes 〈a, b[:= {x ∈
R3 : ak ≤ xk < bk, k = 1, 2, 3}, a, b ∈ R3 form an algebra Q3 in R3.22 The bijective linear
map l : χ → R3, l(x) := (x3 − x1, x2 + x3, x3) (with l−1(x) = (x3, x3 − x1, x2 − x3, x3))
satisfies Qχ = l−1(Q3), 〈a, b[χ= l−1(〈a, b[ ). This confirms the claim.
(d) The claim now is P |Qχ = P ′|Qχ. Indeed, due to (1), P and P ′ coincide at the
boxes {0 ≤ x3 < α} and {−α ≤ x3 < 0}, α > 0. (Note that P and P ′ vanish at the
Lebesgue null sets {x3 = γ}, γ ∈ R.) By continuity P , P ′ are equal also at the boxes
{0 ≤ x3 < ∞}, {−∞ < x3 < 0}. Then one easily infers from additivity that P , P ′
coincide at all boxes B(α, β) := {x ∈ χ : α ≤ x3 < β}, α, β ∈ R, α ≤ β.
Next check {x ∈ χ : a1 ≤ x3 − x1 < b1} = κ · B(a1, b1) and {x ∈ χ : a2 ≤
x3 + x2 < b2} = κ′ · B(a2, b2) for κ := I2 + 12(σ1 + i σ2), κ′ := I2 + 12(i σ1 − σ2) in
ST (2), see (124). Hence 〈a, b[χ=
(
κ · B(a1, b1)
) ∩ (κ′ · B(a2, b2)) ∩ B(a3, b3). There-
fore P (〈a, b[χ) = P
(
κ · B(a1, b1)
)
P
(
κ′ · B(a2, b2)
)
P
(
B(a3, b3)
)
and hence P (〈a, b[χ) =
W (κ)P
(
B(a1, b1)
)
W (κ)−1W (κ′)P
(
B(a2, b2)
)
W (κ′)−1 P
(
B(a3, b3)
)
by ST (2)-covariance.
This equation holds equally for P ′ in place of P . Since generally P
(
B(α, β)
)
= P ′
(
B(α, β)
)
,
it follows P (〈a, b[χ) = P ′(〈a, b[χ) for all boxes, whence the claim.
(e) Now we are ready for the proof of P = P ′. For every vector ϕ, G(M) :=
〈ϕ, P (M)ϕ〉 = 〈ϕ, P ′(M)ϕ〉 defines a finite σ-additive content on Qχ. It allows a unique
extension to a measure on the σ-algebra of Borel sets of χ generated by Qχ (see e.g. [79,
5.7]). One infers that P and P ′ coincides at all Borel sets of χ, whence P = P ′ arguing
as in (8). 
(127) Corollary. P from (126) satisfies (c), (d), (e) in (125). One obtains an alternative
proof of (75) and (100).
Proof. Note B(ςe) · {x0 = x3, 0 ≤ ςx3 < α} = {0 ≤ ςx0 = xe < α}. Hence by co-
variance one infers that (c) and (1) are equivalent. So (c) holds. Therefore, due to (77)
and Eq. (16.5) also (d) holds. Hence, by (28)(b), P ({0 ≤ ςx0 = xe}) ≤ E({x : x0 =
0, xe ≥ 0}). Replacing (e, ς) by (−e,−ς) one gets P ({0 ≥ ςx0 = xe}) ≤ E({x : x0 =
0, xe ≤ 0}). The sum of the left hand sides is I. Also the sum of the right hand sides
equals I. This proves that the inequalities actually are equalities. Hence (e) holds and
I = lim|α|→∞E({x0 = α, |xe| ≤ |α|}) follows. 
As an example consider the maximal ⊥′-set σM ∪M ∪ τM from (105). One has
I = E(σM ) + P (M) + E(τM)
22 Q3 is ∩-stable since the intersection of two boxes is a box. Check that the complement of a box
R3 \ 〈a, b[ is the union of disjoint boxes. Then also the complement of a figure is the union of finitely
many disjoint boxes. Therefore Q3 is an algebra. Finally, let M = B1 ∪ · · · ∪Bn be a figure with boxes
Bi. Then M = B1 ∪ (B2 \B1) ∪ · · · ∪
(
Bn \ (B1 ∪ · · · ∪Bn−1)
)
is the union of disjoint boxes.
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Indeed, it suffices to verify this equation in the special case Eq. (18.1). This follows easily
from P ({x : 0 ≤ x0 = xe ≤ α}) = E({x : x0 = α, xe ≤ α}) − E({x : x0 = 0, xe ≤ 0}),
which holds by (125)(d) because of Eq. (10.4), Eq. (10.3). Furthermore, because of (115)
and (122), the spacelike hyperplanes σ and τ may even intersect as in the figure below.
σM
τM
M
21. Systems with Causal Time Evolution
After having studied in detail the massive and massless causal systems of fundamental
importance, i.e., in sec. 13, 14, 15 the Dirac system (W d, Ed) for every positive mass and
in sec. 16 the two Weyl systems (Wwχ, Ew), χ ∈ {+,−}, now the goal is to determine all
other causal systems. In so doing we will consider only physical systems, i.e., systems
with non-negative mass-squared operator
C = H2 − P 21 − P 22 − P 23 ≥ 0
and finite spinor dimension (sec. 21.2). Then it will turn out that the Dirac and the Weyl
systems are the only irreducible causal systems. Actually we will not succeed as yet to
rule out certain obviously unlikely irreducible massive and massless SCT, see (131), (152).
Recall that there exist causal systems (118), which do not satisfy the properties C ≥ 0
and finite spinor dimension. We start studying a preliminary object, the SCT. For this
recall the definitions in sec. 6.2 and 7.1, in particular (10).
(128) Definition. A system with causal time evolution (SCT) consists of a repre-
sentation W of P˜ and, with respect to W , a Poincare´ covariant WL E such that the time
evolution is causal, i.e.,
W (t)E(∆)W (t)−1 ≤ E(∆t)
for all measurable ∆ ⊂ R3 and all t ∈ R. An SCT is called massive if C > 0, and
massless if C = 0. If (W,E) is an SCT then any SCT, which is unitarily equivalent
to (SWS−1, E), where S is some unitary operator commuting with the representation
W |R⊗ISU(2) of the little kinematical group, is said to be unitarily related to (W,E).
Clearly, causal systems are SCT. A complete explicit description of the SCT is provided
in the following sections. The massive ones are treated in [4] and here we summarize the
relevant results in (130). The massless SCT are derived in sec. 23. The main result on
massless SCT is (149).
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21.1. Position representation. In analyzing the SCT (W,E) the imprimitivity theo-
rem by Mackey 1949, 1955 [74],[75] (see (24.2) is essential. By this theorem W |ISU(2) is
an induced representation of a representation D of SU(2) and E is the related system
of imprimitivity. D is uniquely determined up to unitary equivalence. Let D act on
the Hilbert space S. Then (W,E) is unitarily equivalent to the position representation
(W pos, Ecan) (cf. [1],[76]), which is characterized by
(W pos(b, B)ψ)(x) := D(B)ψ(B−1 · (x− b)), Ecan(∆)ψ := 1∆ψ (21.1)
on L2(R3,S) with (b, B) ∈ ISU(2) and ∆ ⊂ R3 a measurable set. Ecan is called the
canonical PM. Note that W is not determined by W |ISU(2).
The spin−j components for j ∈ N0/2 of W |ISU(2) are the eigenspaces to the eigen-
values j(j + 1) of the square of the spin vector operator S := J − X × P . The orbital
angular momentum X × P refers to the causal position operator X , which in position
representation is given by
(
Xposk ψ
)
(x) = xkψ(x).
21.2. Spinor basis. By Eq. (21.1), for x ∈ R3 the vector ψ(x) is a spinor, whence S is
called the spinor space. Its dimension is called the spinor dimension of W . Clearly it
is an invariant and characteristic for the SCT.
We shall write D as the orthogonal sum ⊕jνjD(j) of the spin components, where
νj ∈ {0, 1, 2, . . .} ∪ {∞} (21.2)
is the multiplicity of the irreducible representation D(j) for every spin j ∈ N0/2. Then
the spinor dimension is
∑
j(2j + 1)νj. The standard matrix form of D
(j) satisfies
D(j)(diag(c, c)) = diag(c2j , c2j−2, . . . , c−2j+2, c−2j) (21.3)
for c ∈ C, |c| = 1. Accordingly the standard basis for C2j+1 is denoted by (|j, s〉), where
the label s runs through the helicity values 2j, 2j − 2, . . . ,−2j + 2,−2j. In order to
obtain a basis of the spinor space S one has to take account of the multiplicities νj by an
additional index ι indicating the ι-th copy of D(j). One gets the orthogonal spinor basis
(|j, ι, s〉) with j ∈ |s|+ N0, ι = 1, 2, . . . , νj, s = 2j, 2j − 2, . . . ,−2j + 2,−2j (21.4)
From now on we will consider only SCT with finite spinor dimension. So all νj are
finite and only finitely many of them are non-zero. From a physical point of view this is
a reasonable restriction as infinite dimensional spinor theories have not found application
so far.
21.3. Momentum representation of time evolution. The Fourier transformation
F on L2(R3,S) ≃ S ⊗ L2(R3) acts as IS ⊗ FC. Then the momentum representation
Wmom := FW posF−1 satisfies(
Wmom(b, B)ϕ
)
(p) = e− i bpD(B)ϕ(B−1 · p) (21.5)
Let H be the generator of the time evolution W (t) = ei tH , t ∈ R. Since H is translational
invariant there are self-adjoint matrices h(p) acting on S such that
(Hmomϕ)(p) = h(p)ϕ(p) (21.6)
defined on its natural domain. H is rotational invariant, too. So h is rotational covariant
and h can be chosen such that h(ρ e3), ρ ≥ 0, commutes with D(B) if B is diagonal, and
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h(p) = D(B(p))h(|p|e3)D(B(p))−1, whence
h(B · p) = D(B) h(p)D(B)−1 (21.7)
for all p ∈ R3 without exception (see [4, Eq. (14)]).
Here B(p) denotes the helicity cross section satisfying B(p) ∈ SU(2) and |p|B(p) ·
e3 = p for all p ∈ R3. Explicitly
B(p) =
(
a+ −b a−
b a− a+
)
, a± :=
√
|p| ± p3
2|p| , b :=
p1 + ip2
|p1 + ip2| for (p1, p2) 6= 0 (21.8)
and B(αe3) equals I2 if α ≥ 0 and −iσ2 if α < 0. Note B(λp) = B(p) for all λ > 0 and
for |p| = 1 the important relation
B(p) σ3B(p)
−1 =
3∑
k=1
pkσk (21.9)
Analogous formulae hold for W (t), t ∈ R in place of H such that(
Wmom(t)ϕ
)
(p) = vt(p)ϕ(p), vt(p) = e
i th(p) (21.10)
21.4. Causal time evolution. As proven in [4, Theorem 1] the causal time evolution of
the SCT (W,E) implies that h is linear in momentum, i.e., for all p ∈ R3
h(p) = A1p1 + A2p2 + A3p3 +M (21.11)
where Ak, M are constant self-adjoint matrices in spinor space with ||
∑
k pkAk|| = γ|p|
for some γ ∈ [0, 1]. By rotational covariance Eq. (21.7) of h one has
D(B)
( 3∑
k=1
pkAk
)
D(B)−1 =
3∑
k=1
(B · p)kAk, D(B)MD(B)−1 = M (21.12)
Further, since the mass-squared operator C is supposed to be non-negative, by [4, Lemma
16, Lemma 1] one has
(
Cmomϕ
)
(p) = M2ϕ(p). Hence C commutes with (W,E) and the
spectrum of C is finite non-negative. This implies
(129) Lemma. Every SCT is the finite orthogonal sum of SCT with C = m2I for pair-
wise different scalars m ≥ 0. The matrices Ak, M satisfy {Ak, Aj} = 2δkjI, {Ak,M} = 0.
In particular γ = 1 follows. Further analysis will reveal the structure of the matrices Ak,
M .
22. Massive Causal Systems
In [4] massive SCT are treated in detail.23 We summarize the main results from [4] provid-
ing a complete description of the massive SCT. Then the aim is to single out the massive
causal systems. To this, in view of (14), we study the dependence of their localizations
on the frame of reference.
23 In [4] a massive SCT is called a massive causal system.
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22.1. Construction of the massive SCT. One starts from the fundamental Dirac
localization (V d, Ud, Ed) := (W d|R⊗ISU(2), Ed) (see sec. 13). By a simple construction,
which enlarges the spinor space, one gets for every positive mass m and every n ∈ N the
n-th Dirac tensor-localization
(Vn, Un, En) := (V
d, Ud, Ed)⊗ (In, U (n2− 12 ), In) (22.1)
with In the identity on C
n and U (
n
2
− 1
2
)(b, B) := D(
n
2
− 1
2
)(B). In particular, hn(p) =
hd(p)⊗ In with hd(p) =
∑3
k=1 αkpk + βm, whence the Dirac tensor-matrices are αk ⊗ In,
β⊗In. In the position representation En is the canonical PM. The time evolutions Vn are
causal. The Dirac tensor-localizations are irreducible and mutually unitarily inequivalent.
Every representation (Vn, Un) for mass m > 0 of the little kinematical group can be
extended to a representation Wn of P˜ on L2(R3,C4 × Cn). For (t, b, A) ∈ P˜ the latter is
given by(
Wmomn (t, b, A)ϕ
)
(p) := e− i bp
∑
η=±1
(
ei tηǫ(p) πη(p)s(A)∗−1 ⊗D(n2− 12 )(R(pη, A)))ϕ(qη)
(22.2)
As to the notations recall Eq. (13.1) and following. Furthermore recall the Wigner rota-
tion R(pη, A) with respect to the canonical cross section Q with the important property
R(pη, B) = B for B ∈ SU(2) (see (1)). Note thatW1 is just the Dirac representation W d.
Hence for every mass m > 0 a sequence (Wn, En) of irreducible and mutually unitarily
inequivalent massive SCT is constructed. (W1, E1) is the Dirac system (W
d, Ed) studied
in sec. 13.
From [4, sec. B,D,E] we extract
(130) Theorem. (i) Every massive SCT (W,E) is a unique orthogonal sum of finitely
many massive SCT for different masses m > 0.
(ii) If (W,E) is a massive SCT for mass m > 0, then it is unitarily related to a finite
orthogonal sum of (Wn, En) for mass m with uniquely determined multiplicities.
(iii) Finally, a massive SCT (W,E) is unitarily equivalent to an orthogonal sum of
finitely many (Wn, En) with possibly various masses if and only if the booster ofW satisfies
N =
1
2
{X,H}+ sgn(H)
C1/2 + |H|P ×
(
J −X × P − i
4
[X,H ]× [X,H ]
)
(22.3)
where X = (X1, X2, X3) denotes the causal position operator associated with E.
22.2. Determination of the massive causal systems. By (53) the Dirac localization
is causal and hence, by (14), frame-independent. In contrast, we recall, there is no Dirac
state localized by NWL in a bounded region with respect to two frames moving relative
to each other (see sec. 3.3). This may be not surprising as, with respect to NWL, the
Dirac time evolution is not causal. But, surprisingly, as shown in (132), an SCT need not
localize frame-independently.
Let (W,E) be an irreducible massive SCT. By (130)(i),(ii) it is unitarily related to a finite
orthogonal sum of (Wn, En) for some mass m > 0. So, in the position representation, E
is the canonical PM and, in the momentum representation,
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(
Wmom(t, b, A)ϕ
)
(p) = e− i bp s(p)−1
∑
η=±1
ei tηǫ(p) wη(A, p)s(qη)ϕ(qη) (22.4)
for almost all p ∈ R3. Here, wη(A, p) := πη(p)s(A)∗−1 ⊗ D′(R(pη, A)) with some fi-
nite dimensional representation D′ of ISU(2). Further, according to (128), S is some
unitary operator commuting with W |R×ISU(2) so that (Smomϕ)(p) = s(p)ϕ(p) with uni-
tary matrices s(p) acting on spinor space, satisfying rotational covariance s(B · p) =
D(B)s(p)D(B)−1 for D := (D
1
2 ⊕ D 12 ) ⊗ D′, and commuting with the projections on
the energy eigenspaces s(p)(πη(p) ⊗ I ′) = (πη(p) ⊗ I ′)s(p) with I ′ := D′(I2). Therefore
s(p) = D(B(p))s(|p|e3)D(B(p))−1, and s(re3), r ≥ 0 commutes with D(B) for B diagonal
and with (rα3 +mβ)⊗ I ′ (see Eq. (21.12) with h(p) = hd(p)⊗ I ′ in Eq. (21.11)).
(131) Theorem. Let (W,E) be an irreducible massive SCT, which localizes frame-
independently. Suppose that p 7→ s(p) (see Eq. (22.4)) has an entire extension. Then
(W,E) is unitarily related to a finite multiple of (W1, E1).
Proof. Let ϕ be localized in a bounded region. Then, by assumption, so is ϕρ :=
Wmom(Aρ)ϕ, where Aρ := e
ρ
2
σ3 , ρ 6= 0. Hence, by the Paley-Wiener Theorem, these
functions are the restriction of entire functions on C3, still denoted by ϕ and ϕρ. As
qη = (p1, p2,−ηβǫ + αp3) with α := cosh ρ, β := sinh ρ, and ǫ =
√
p21 + p
2
2 + p
2
3 +m
2,
there are entire functions φ1, φ2 such that (s(Aρ)
∗−1 ⊗ In)s(qη)ϕ(qη) = φ1(p) − ηǫφ2(p).
Furthermore, explicit computation yields
R(pη, Aρ) = d(ηp)
−1/2
(
γ(m+ ǫ)− δηp3 δη(p1 − i p2)
−δη(p1 + i p2) γ(m+ ǫ)− δηp3
)
(22.5)
with d(p) := (m+ ǫ)(m+ α ǫ− βp3) and constants γ := cosh ρ2 , δ := sinh ρ2 .
Note that each component D
(j)
kl (M) is a homogeneous polynomial of degree 2j of the
entries of M . Hence there are matrix-valued functions A(j), B(j) with polynomial entries
such that D(j)
(
R(pη, Aρ)
)
= ∆(j)(ηp)
(
A(j)(ηp)+ǫB(j)(ηp)
)
with ∆(j)(ηp) := d(ηp)−jI2j+1.
Recall that D′ is the orthogonal sum of some D(j). Accordingly we write D′
(
R(pη, Aρ)
)
=
∆′(ηp)
(
A′(ηp) + ǫB′(ηp)
)
. Hence, by Eq. (22.4), one has
2s(p)ϕρ(p) =
∑
η
((
I4 +
η
ǫ
hd(p)
)⊗∆′(ηp)(A′(ηp) + ǫB′(ηp))) (φ1(p)− ηǫφ2(p))
Now we examine the point p∗ := (im, 0, 0). There ǫ vanishes. Hence one infers∑
η
(
ηI4 ⊗ ∆′(ηp∗)A′(ηp∗)
)
ξ∗ = 0 for ξ∗ := (hd(p∗) ⊗ I ′)φ1(p∗) =
(
hd(p∗)s(A∗−1ρ ) ⊗
I ′
)
s(p∗)ϕ(p∗). Here, plainly, s(p∗) denotes the analytic continuation of s at p∗. As
∆′(ηp∗)A′(ηp∗) = D′
(
γ i ηδ
− i ηδ γ
)
, one gets equivalently
ξ∗ =
(
I4 ⊗D′
(
α i β
− i β α
))
ξ∗ (⋆)
This condition implies that D′ is a multiple of the unit representation. Indeed, assume
the contrary. Recall that ϕ(p∗) =
∫
emx1 ψ(x) d3 x for some ψ ∈ L2(R3,C4 × Cn) with
bounded support. So one may alter ψ a bit within its support to guarantee ϕ(p∗) 6= 0.
Further, note that s(p∗) is invertible, as the equation I = s(z)s(z)∗ holds true by analytic
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continuation for all z ∈ C3. Hence one may multiply ψ by a suitable constant spinor
matrix in order that ξ∗ does not satisfy Eq. (⋆). This accomplishes the proof. 
(132) Corollary. The SCT (Wn, En) for n > 1 do not localize frame-independently and
hence are not causal.
Proof. The result in (131) applies with s(p) = I4n for all p. 
We are sure that the assumption of analyticity of s in (131) can be dropped. Compare also
the analogous result (152) for massless SCT going without such an assumption. Thus, due
to (14), the higher Dirac tensor-systems (Wn, En), n > 1 are revealed to be mathematical
artefacts, interim results in determining the massive causal systems.
In the end we are sure that the only irreducible massive SCT, which are causal, are
unitarily equivalent to the Dirac systems (W d, Ed) for masses m > 0 studied in sec. 13.
23. Massless Causal Systems
The analysis of the massless causal systems proceeds analogously to that of the massive
ones. However there is an important difference arising from the matrices A1, A2, A3,M
(129). In the massive case one is dealing with the Clifford algebra with four basis elements,
which has only one irreducible representation, the 4-dimensional Dirac representation
(see [4, Lemma 2]). The massless case M = 0, however, is determined by the Clifford
algebra generated by three basis elements, which has just two inequivalent irreducible
representations, the 2-dimensional Weyl representations (see (133)).
(133) Lemma. Let A1, A2, A3 be any (respectively, self-adjoint) square matrices. Then,
they satisfy {Ak, Aj} = 2δkjI if and only if, up to (respectively, unitary) equivalence,
Ak = (σk ⊗ I ′)⊕ (−σk ⊗ I ′′)
with σk, k = 1, 2, 3 the Pauli matrices and I
′, I ′′ unit matrices, and ⊕ the direct (respec-
tively, orthogonal) sum.
Proof. The group G generated by the Clifford algebra {αk, αj} = 2δkj1, k, j = 1, 2, 3
has order 16. Its elements are 1,−1 and all words in αk which result from ±α1α2α3
by canceling at most 2 of them. There are 10 conjugacy classes, namely {1}, {−1},
{α1α2α3}, {−α1α2α3}, and {g,−g} for all other group elements g. Every representation
of G, which maps −1 to I, actually is a representation of the abelian group G/{1,−1}.
Hence there are 8 inequivalent one-dimensional representations of G. So, up to equiv-
alence, there are just two inequivalent irreducible representation ρ1, ρ2 left. Let d1 and
d2 be their dimensions. They satisfy 16 = 8 · 12 + d21 + d22, whence d1 = d2 = 2. One
easily checks that ρ1(±1) := ±I2 and ρ1(αk) := σk, k = 1, 2, 3 defines an irreducible
representation of G. Similarly does ρ2(±1) := ±I2 and ρ2(αk) := −σk, k = 1, 2, 3. Since
tr(ρ1(α1α2α3)) = 2 i 6= tr(ρ2(α1α2α3)) = −2 i, ρ1 and ρ2 are inequivalent. By the same
reason, ρ1, ρ2 are inequivalent even as representations of the Clifford algebra, known as
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Weyl representations. Finally, if one limits oneself to self-adjoint representations of the al-
gebra, which means to unitary representations of the group, equivalence becomes unitary
equivalence. Moreover, the direct sum must be replaced by an orthogonal sum. 
(134) Lemma. Let D be a finite dimensional representation of SU(2) and let A1, A2, A3
be self-adjoint matrices. They satisfy rotational covariance D(B)
(∑3
k=1 pkAk
)
D(B)−1 =∑3
k=1(B · p)kAk (cf.Eq. (21.12)) and {Ak, Aj} = 2δkjI (cf. (129)) if and only if, up to
unitary equivalence, Ak = (σk ⊗ I ′)⊕ (−σk ⊗ I ′′) and
D = (D(
1
2
) ⊗D′)⊕ (D( 12 ) ⊗D′′)
for some representations D′, D′′ of SU(2).
Proof. By Lemma (133) we may assume at once Ak = (σk ⊗ I ′)⊕ (−σk ⊗ I ′′). Recall the
relation B(
∑
k pkσk)B
∗ =
∑
k(B·p)kσk. So the representation L := (D(
1
2
)⊗I ′)⊕(D( 12 )⊗I ′′)
of SU(2) satisfies L(B)
(∑3
k=1 pkAk
)
L(B)−1 =
∑3
k=1(B ·p)kAk. This implies the “if”part
of the assertion. As to the “only if”part, note that L(B)−1D(B) commutes with Ak,
k = 1, 2, 3. Note that Ak = A
′
k ⊕ A′′k with A′k := σk ⊗ I ′ and A′′k := −σk ⊗ I ′′ determines
the primary decomposition of the representation of G (see the proof of (133)) defined by
Ak, k = 1, 2, 3. Therefore L(B)
−1D(B) = R′(B) ⊕ R′′(B) for some R′(B) and R′′(B),
which commute with A′k and A
′′
k, respectively. Hence R
′(B) = I2 ⊗D′(B) and R′′(B) =
I2⊗D′′(B) with uniquely determined matrices D′(B), D′′(B) for every B ∈ SU(2). Then
D(B) = L(B)
(
R′(B)⊕ R′′(B)) yields the formula on D. The latter implies that D′, D′′
are representations of SU(2). 
23.1. The massless WL with causal time evolution. The following results (135),
(137), and (139) are an immediate consequence of the foregoing considerations (129),
(133), (134). Recall that
(
Upos(b, B)ψ
)
(x) = D(B)ψ(B−1 · (x− b)) and Epos = Ecan, i.e.,
Epos(∆)ψ = 1∆ψ. A WL with causal time evolution (10) is called massless if C = 0.
(135) Theorem. Let (V, U, E) be a massless WL with causal time evolution of minimal
spinor dimension. Then the spinor dimension is 2 and D = D(
1
2
). Moreover, there is
χ ∈ {+,−} such that, up to unitary equivalence,
Hχpos = χ
(
σ1
1
i
∂
∂x1
+ σ2
1
i
∂
∂x2
+ σ3
1
i
∂
∂x3
)
(23.1)
The result in (135) is a derivation of the Weyl equations as a mere consequence of the
principle of causality in relativistic quantum mechanics.
(136) Definition. The massless WL with causal time evolution, for which in position
representation H is given by Eq. (23.1) and D = D(
1
2
), is called the right-handed,
respectively left-handedWeyl localization. It is denoted by (V wχ, Uw, Ew) with χ = +
and χ = −, respectively.
(137) Theorem. Let (V, U, E) be an irreducible massless WL with causal time evolution.
Then there exists and n ∈ N and χ ∈ {+,−} such that (V, U, E)
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the massless WL with causal time evolution (V χn , Un, En) given by
V χn (t) = V
wχ(t)⊗ In time translations
Un(b) = U
w(b)⊗ In space translations
Un(B) = U
w(B)⊗D(n2− 12 )(B) rotations
En(∆) = E
w(∆)⊗ In localization operators
where In is the identity on C
n.
(138) Definition. Let the massless WL with causal time evolution (V χn , Un, En), n ∈ N,
χ ∈ {+,−} be called Weyl tensor-localizations.
Note that the Weyl tensor-localizations for n = 1 are just the Weyl localizations. The
spinor space of the Weyl tensor-localizations for n is C2 ⊗ Cn ≃ C2n. Hence the spinor
dimension is 2n. As Dn ≃ D( 12 ) ⊗ D(n2− 12 ) ≃ D(n2−1) ⊕ D(n2 ), the helicity spectrum is
{−n
2
,−n
2
+ 1, . . . , n
2
} with multiplicity 1 for helicity n
2
,−n
2
and 2 else.
(139) Theorem. Every massless WL with causal time evolution is unitarily equivalent
to a finite orthogonal sum of Weyl tensor-localizations with uniquely determined multi-
plicities.
We will show that each representation (V χn , Un) of the little kinematical group can be
extended to an, up to unitary equivalence, unique representation W χn of P˜ . The following
insertion provides some facts used for this objective.
23.2. On irreducible massless representations of P˜. Let O0,η for η = ± denote the
light half-cone {p ∈ R4 \ {0} : p0 = η |p|} endowed with the Lorentz invariant measure
and let O0 := O0,+ ∪O0,− = {p ∈ R4 \ {0} : |p0| = |p|} denote the light cone.
The 1-dimensional representations (a, A) 7→ ei(ηa0−a3)(A11)2s for s ∈ Z/2 of the inho-
mogeneous little group IE(2) ⊏ P˜ (recall A ∈ E(2) if and only if A ∈ SL(2,C) with
A21 = 0, A22 = A11) induce the irreducible finite spinor dimensional massless representa-
tions of P˜ . They act on L2(O0,η) by(
U0,s,η(a, A)φ
)
(p) := ei a·p k(p, A)2s φ(A−1 · p) (23.2)
see e.g. [77, Eq. (1.1.15)]. Here
k(p, A) := H(p, A)11 =
(|p|+ ηp3)A22 − η(p1 − i p2)A12
|(|p|+ ηp3)A22 − η(p1 − i p2)A12|
(23.3)
(if the denominator 6= 0) with the Wigner rotation H(p, A) := H(p)−1AH(A−1 · p)
with respect to the helicity cross section H(p) := B
(
η p
)
Aln |p|, cf. Eq. (21.8) and
recall Aρ = e
ρ
2
σ3 . (The canonical cross section is not defined for p ∈ O0,η). Since
H(p) · (η(e0 + e3)) = p, one has H(p, A) ∈ E(2).
As expected, η denotes the sign of the energy. Indeed, the representation of |H|−1H
by U0,s,η equals ηI. We are going to clarify the significance of s. By explicit computation
one finds that for the representation U0,s,η the helicity operator |P |−1JP equals ηsI.
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(140) Lemma. U0,s,− is antiunitarily equivalent to U0,−s,+. More precisely, U0,−s,− =
CU0,s,+C−1 for the antiunitary transformation C : L2(O0,+) → L2(O0,−), (Cφ)(p) :=
φ(−p). C is uniquely determined up to a constant phase.
Proof. According to Eq. (23.3), k(−p, A) = k(p, A) holds for all p ∈ O0. Further recall
that U0,s,η is irreducible. Then the assertion is easily verified. 
We will denote by [0, s, η] any representation of P˜ , which is unitarily equivalent to U0,s,η.
Hence in view of (140) one has the following consistent
(141) Interpretation. [0, s,+] represents a massless particle with positive energy and
helicity s ∈ Z/2, and [0,−s,−] represents its antiparticle, which has positive energy,
zero mass, and helicity s, too.
For later use we cast U0,s,η into a more convenient form. By the isomorphism Xη :
L2(O0,η) → L2(R3), (Xηφ)(p) := (2|p|)− 12φ(η|p|, p) one passes to the representation
XηU
0,s,ηX−1η on L
2(R3). In the case of positive energy η = + it has already the de-
sired form (
W 0,s,+(t, b, A)ϕ
)
(p) := (|q+|/|p|) 12 ei t|p| e− i bp k(p+, A)2s ϕ(q+) (23.4)
In the case of negative energy η = − one carries out a further unitary transformation by
Xs : L
2(R3)→ L2(R3), (Xsϕ)(p) := b(p)2sϕ(p). Then XsX−U0,s,−X−1− X−1s equals(
W 0,s,−(t, b, A)ϕ
)
(p) := (|q−|/|p|) 12 e− i t|p| e− i bp (b(p)k(p−, A)b(q−) )2s ϕ(q−) (23.5)
Recall b(p) = p1+i p2|p1+i p2| for (p1, p2) 6= 0, and pη = (η|p|, p) and qη = (η|qη|, qη) = A−1 · pη.
(142) Lemma. Let s ∈ Z/2. The representations(
Ks,+(t, b, B)ϕ
)
(p) := ei t|p| e− i bp κ(p, B)2s ϕ(B−1 · p) (23.6)
and (
Ks,−(t, b, B)ϕ
)
(p) := e− i t|p| e− i bp κ(p, B)−2s ϕ(B−1 · p) (23.7)
on L2(R3) of the little kinematical group are extended by Eq. (23.4) and Eq. (23.5), re-
spectively, to representations of P˜. Here κ(p, B) := (B(p)−1BB(B−1 · p))
11
for p 6= 0.
Proof. Note that for p 6= 0 the Wigner rotation B(p)−1BB(B−1 · p) ∈ SU(2) is diagonal
as it leaves (0, 0, 1) fixed. Since Aln |p| is diagonal, too, H(p+, B) = B(p)−1BB(B−1 · p) =
diag
(
κ(p, B), κ(p, B)
)
with κ(p, B) = k(p+, B). This already shows W 0,s,+(t, b, B) =
Ks,+(t, b, B).
For the negative energy case note first that H(−p) = H(p) for all p ∈ O0. Hence
k(p−, B) = κ(−p, B). It remains to check
κ(−p, B) = b(p) κ(p, B) b(q), q := B−1 · p (1)
Indeed, diag
(
κ(−p, B), κ(−p, B) ) = B(−p)−1BB(−q) = C(p)B(p)−1BB(q)C(q)−1 =
C(p) diag
(
κ(p, B), κ(p, B)
)
C(q)−1 = diag
(
b(p) κ(p, B) b(q), b(p)κ(p, B) b(q)
)
where
C(p) := B(−p)−1B(p) =
(
0 −b(p)
b(p) 0
)
, b(p) =
p1 + ip2
|p1 + ip2| (2)

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We will need the integral decomposition of the representationsKs,η of the little kinematical
group.
(143) Lemma. There is the following set of mutually inequivalent irreducible represen-
tations of the little kinematical group: U r,s,ηR⊗ISU(2) on L
2(S2r ) with S
2
r := {p ∈ R3 : |p| = r}
for r > 0, s ∈ Z/2, and η = ±, given by(
U r,s,η
R⊗ISU(2)(t, b, B)ϕ
)
(p) = ei ηtr e− i bp κ(p, B)2ηsϕ(B−1 · p)
Then the integral decomposition Ks,η =
∫
R+
U r,s,η
R⊗ISU(2)4πr
2 d r holds.
Proof. The first part of the assertion follows from general representation theory for semi-
direct products of locally compact groups. The second part is easily verified. 
Let us add a result on covariance of the helicity cross section which we need in (145).
(144) Lemma. For all p ∈ R3 \ {0} and C = diag(γ, γ) with γ ∈ C, |γ| = 1 one has
B(C · p) = CB(p)C−1. Also, H(p, C) = B(p)−1CB(C−1 · p) = C for all p ∈ O0, implying
k(p, C) = κ(p, C) = γ.
Proof. Explicit calculation yields (C · p)1 = 12(γ2 + γ2)p1 + 12 i(γ2 − γ2)p2, (C · p)2 =
− 1
2 i
(γ2−γ2)p1+ 12(γ2+γ2)p2, (C ·p)3 = p3. Recall Eq. (21.8). One finds a±(C ·p) = a±(p)
and b(C ·p) = γ2b(p), whence the first part of assertion. — Therefore B(p)−1CB(C−1·p) =
C for all p 6= 0. Finally recall that Aln |p| is diagonal and hence commutes with C. 
23.3. Derivation of the massless SCT. As to the notations see sec. 23.2. Moreover
let
hχ(p) := χ(σ1p1 + σ2p2 + σ3p3), π
χη(p) :=
1
2
(
I2 +
η
|p|h
χ(p)
)
for χ ∈ {+,−}. Particular attention requires the rotation R0(p, A) in Eq. (23.8), which
replaces the Wigner rotation R(p, A) in Eq. (22.2) in the massive case.
(145) Lemma. Let p ∈ O0 and A ∈ SL(2,C). Set q := A−1 · p. Choose B,B′ ∈ SU(2)
and ρ ∈ R such that A = B′AρB. Set
R0(p, A) := B
′B(B′−1 · p)B(B · q)−1B (23.8)
Then R0 is well-defined, i.e. the right hand side does not depend on the particular choice
of B′, B, ρ. Furthermore,
(α) R0(p, A) ∈ SU(2)
(β) R0(p, B) = B
(γ) R0(λp, A) = R0(p, A) for all λ > 0
(δ) R0(p, A) = limm→0R(pm, A) with pm := (sgn(p0)
√|p|2 +m2, p), m > 0
(ǫ) R0(p, A)R0(q, A
′) = R0(p, AA′)
for all p ∈ O0, A,A′ ∈ SL(2,C), and B ∈ SU(2).
Proof. (α) is obvious. — If ρ = 0, i.e., A = B′B ∈ SU(2), then B(B ·q)−1 = B(B′−1 ·p)−1,
whence R0(p, A) = B
′B = A. So (β) holds.
We examine the ambiguity of the representation A = B′AρB for A ∈ SL(2,C) \
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SU(2). Note that A = (B′B)(B−1AρB) is the polar decomposition of A. This is unique.
Therefore, the eigenvalues eρ/2 and e−ρ/2 of B−1AρB determine ρ 6= 0. Moreover, as the
eigenvalues are not equal, B is unique up to a diagonal matrix C ∈ SU(2) multiplied from
the left. But when B is replaced with CB then B′ has to be replaced by B′C−1 in order
to leave unchanged B′B. Conversely, B′C−1AρCB still equals A as Aρ and C commute.
Now we show that R0 is well-defined. In view of (β) assume at once A 6∈ SU(2).
Consider the representation A = B′C−1AρCB. Then the right hand side of Eq. (23.8)
reads B′C−1B(C · B′−1 · p)B(C · B · q)−1CB, which actually does not depend on C by
(144).
(γ) holds as B(λp) = B(p) for λ > 0, p ∈ R3 \ {0}.
(δ) By definition R0(p, Aρ) = B(p)B(q)
−1 for A = Aρ. Recall α = cosh ρ, β = sinh ρ
and γ = cosh ρ
2
, δ = sinh ρ
2
. Explicit computation using Eq. (21.8) yields
R0(p, Aρ) =
(|p|(α|p| − βηp3))−1/2( γ|p| − δηp3 δη(p1 − i p2)−δη(p1 + i p2) γ|p| − δηp3
)
(23.9)
which shows (δ) for A = Aρ by Eq. (22.5). As to the general case A = B
′AρB note that
R(pm, A) = B′R(B′−1 · pm, Aρ)B by the analogous properties (β) and (ǫ) for R, which
are easy to verify for R (in place of R0). Hence R(p
m, A) → B′R0(B′−1 · pm, Aρ)B =
B′B(B′−1 · p)B(B · q)B = R0(p, A) by definition.
(ǫ) follows immediately from (δ), as R satisfies the analogous property. 
It is interesting that the limit in (145)(δ) exists whereas the limit of Q(pm) for m → 0
does not if p 6= 0. Moreover one notes R0(p, A) · q = |q||p|p as an easy consequence of
|p|B(p) · e3 = p for all p ∈ R3 \ {0}.
(146) Theorem. For every massless WL with causal time evolution there exists a rep-
resentation of P˜ extending the representation of the little kinematical group.
Let χ ∈ {+,−}. For (t, b, A) ∈ P˜ and ϕ ∈ L2(R3,C2n) put(
W χmomn (t, b, A)ϕ
)
(p) := e− i bp
∑
η=±1
(
ei tη|p| πχη(p)sχ(A)∗−1 ⊗D(n2− 12 )(R0(pη, A)))ϕ(qη)
with s+(A) := A, s−(A) := A∗−1. Then W χn is a representation of P˜, which extends
(V χn , Un). (W
χ
1 , E1), χ ∈ {+,−} is called the χ-handed Weyl system.
Proof. Due to (139) we may turn at once to the Weyl tensor-localization (V χn , Un, En).
Obviously W χmomn (B) = U
mom
n (B) for B ∈ SU(2), and ei thχ(p) πχη(p) = ei tη|p| πχη(p)
holds. Hence W χn is an extension of (V
χ
n , Un). Then, using the relation
πχη(p)sχ(A)∗−1 = (|qη|/|p|) sχ(A)πχη(qη) (23.10)
which is mainly a consequence of the fundamental relation A(
∑3
µ=0 pµσµ)A
∗ =
∑3
µ=0(A ·
p)µσµ with σ0 := I2 for A ∈ SL(2,C), p ∈ R4, and by means of the property (145)(ǫ), one
verifies the group multiplication lawW χmomn (a+A·a′, AA′) =W χmomn (a, A)W χmomn (a′, A′).
Finally one checks unitarity of W χmomn (A). 
The representation W χn of P˜ in (146) can be constructed as follows giving an insight
into its composition. By the unitary transformation (Y0ϕ)(p) := D(B(p)
−1)ϕ(p) with
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D := D(
1
2
)⊗D(n2− 12 ) we go to the energy representation Y0(V χmomn , Umomn )Y −10 of (V χn , Un).
It reads(
V χergn (t)U
erg
n (b, B)ϕ
)
(p) =
(
ei tχ|p|σ3 ⊗In
)
e− i bpD
(
κ(p, B) 0
0 κ(p, B)
)
ϕ(B−1 · p)
(23.11)
Hence (V χergn , U
erg
n ) ≃
(⊕n−1
i=0 K
χ(n
2
−i),χ) ⊕ (⊕ni=1K−χ(n2−i),−χ). Each Ks,η is extended
to P˜ by W 0,s,η according to (142). Thus one gets an extension to P˜ of (V χergn , Uergn ) by
W χergn ≃
( n−1⊕
i=0
W 0,χ(
n
2
−i),χ)⊕ ( n⊕
i=1
W 0,−χ(
n
2
−i),−χ) (23.12)
It satisfies
(
W χergn (Aρ)ϕ
)
(p) =
(√|qχ|/|p|ϕ1(qχ),√|q−χ|/|p|ϕ2(q−χ)) as k(p, Aρ) = 1
for all p ∈ O0 by Eq. (23.3) and b(p) = b(q−) for A = Aρ. By some computations
one goes back to the momentum representation obtaining W χmomn (Aρ). For general
A = B′AρB with B′, B ∈ SU(2) one obtains W χmomn (A) in (146) from W χmomn (A) =
Umomn (B
′)W χmomn (Aρ)U
mom
n (B).
(147) Lemma. Let (V, U) be a representation of the little kinematical group with C =
0 and finite helicity spectrum. Then all representations W of P˜ extending (V, U) are
unitarily equivalent.
Proof. This is an immediate consequence of the representation theory of P˜ as the mass-
squared operator C, the sign of the energy operator sgn(H), and the helicity operator
|P |−1JP are already determined by (V, U). 
(148) Theorem. Let (V, U, E) be a massless WL with causal time evolution. Let X be
the associated causal position operator (recall Eq. (2.2)). Then there is a unique represen-
tation WE of P˜ which extends (V, U) such that its booster is given by
N =
1
2
{X,H}+ sgn(H)|H| P ×
(
J −X × P − i
4
[X,H ]× [X,H ]
)
(23.13)
The representation W χn from (146) satisfies this relation. Any extension W of (V, U) to
P˜ is unitarily equivalent to WE.
Proof. Uniqueness ofWE is obvious as the representation of all generators of the Poincare´
group is set. Due to (139) it suffices to prove the existence of WE for (V
χ
n , Un) of the
Weyl tensor-localization. It is not hard to show that the booster of W χn from (146) sat-
isfies the formula for N . In particular check d
dt
R0(p
η, e
t
2
σk)|t=0 = i η|p| 12(plσm − pmσl) with
(k, l,m) a cyclic permutation of (1, 2, 3) and verify that I2 ⊗ 12d(
n
2
− 1
2
)(σ1, σ2, σ3) is given
by J −X × P − i
4
[X,H ]× [X,H ]. The last part of the assertion holds true by (147). 
The next result, which follows from (148), shows how a general massless SCT is built of
the systems (W χn , En). Recall (128).
(149) Theorem. Every massless SCT (W,E) is unitarily related to (WE, E). The latter
is unitarily equivalent to a finite orthogonal sum of the systems (W χn , En), χ ∈ {+,−},
n ∈ N with uniquely determined multiplicities.
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As to (149) note that a massless SCT (W,E) in general is not unitarily equivalent to
(WE , E). The example (151) shows that there are massless SCT (W,E) which are irre-
ducible although (WE, E) is not. In view of the result (152) we study the following special
case.
(150) Lemma. Let χ ∈ {+,−} and let (W,E) be a massless SCT unitarily related to
a finite multiple of (W χ1 , E1). Let Q be an orthogonal projection commuting with (W,E).
Then there is a unitary transformation S such that W = SWES
−1 and which commutes
with Q.
Proof. By assumption there are unitary S and U such thatW = SWES
−1 and (WE, E) =
U
(
Iν ⊗ (W χ1 , E1)
)
U−1 with multiplicity ν ∈ N and Iν the identity on Cν . Therefore it is
no restriction assuming W = S (Iν ⊗W χ1 )S−1 and E = Iν ⊗E1. Recall that S commutes
with W |K = (Iν ⊗W1)|K, where K denotes the little kinematical group R⊗ ISU(2).
As Q commutes with (W,E), it commutes with its restriction to the Euclidean group
ISU(2), which is Iν ⊗ (U1, E1). Now, (U1, E1) is the system of imprimitivities induced by
D = D
1
2 on SU(2) and therefore irreducible. Hence Q = Qν ⊗ I with Qν an orthogonal
projection matrix on Cν and I the identity on L2(R3,C2).
Recall that Q commutes with W . Hence S−1QS commutes with Iν ⊗ W χ1 . By
Eq. (23.12), Iν ⊗W χerg1 = (Iν ⊗W 0,χ/2,χ)⊕ (Iν ⊗W 0,χ/2,−χ). Recall that W 0,s,η is [0, s, η]
and, hence, irreducible and mutually inequivalent. Consequently one has Serg−1QSerg =
(Qχν ⊗ I ′)⊕ (Q−χν ⊗ I ′) = (Qχν ⊕Q−χν )⊗ I ′ with orthogonal projection matrices Qχν , Q−χν
on Cν and I ′ the identity on L2(R3,C).
Similarly, as Serg commutes with Iν ⊗W χerg1 |K = (Iν ⊗Kχ/2,χ)⊕ (Iν ⊗Kχ/2,−χ), one
infers from (143) that (Sergϕ)(p) = s(|p|)ϕ(p) with unitary matrices s(r) = sχ(r)⊕s−χ(r)
on Cν ⊕ Cν for r ≥ 0.
Therefore sχ(r)−1Qν sχ(r) = Qχν for almost all r ≥ 0, and also for −χ in place of
χ. Hence there is r0 ≥ 0 such that s(r)s(r0)−1 commutes with Qχν ⊕ Q−χν for almost
all r ≥ 0. Then (SergQ ϕ)(p) := s(|p|)s(r0)−1ϕ(p), (Serg0 ϕ)(p) := s(r0)ϕ(p) define unitary
transformations SQ, S0 such that S = SQS0. Moreover, S0 commutes with Iν ⊗ W χ1 ,
whence W = S(Iν ⊗W χ1 )S−1 = SQ(Iν ⊗W χ1 )S−1Q . Finally, SQ commutes with Q, thus
concluding the proof. 
(151) Example for an irreducible massless SCT (W,E) unitarily related to 2 (W+1 , E1).
For its construction we refer to the proof of (150). Let s±(r) := I2 cos r±i σ2 sin r for r ≥ 0,
which depends continuously on r. Choose r0 = 0. Then 0, I2 are the only projections
invariant under {s±(r)s±(0)−1 : r ≥ 0}. Hence (W,E) is irreducible by (150).
For the momentum representation Smom = Y −1h S
ergYh of S one gets (S
momϕ)(p) =
s(p)ϕ(p) with s(p) := exp(i σ2 ⊗
∑3
k=1 σkpk).
23.4. Determination of the massless causal systems. It does not suffice to exam-
ine the (W χn , En) for n ∈ N, χ ∈ {+,−}, but all irreducible massless SCT have to be
considered which are unitarily related to finite orthogonal sums of the former.
(152) Theorem. Let (W,E) be an irreducible massless SCT, which localizes frame-
independently. Then (W,E) is unitarily related to a finite multiple of (W χ1 , E1) for
some χ ∈ {+,−}. In particular, (W χn , En), χ ∈ {+,−}, n > 1 do not localize frame-
independently.
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Proof. Recall Aρ = e
ρ
2
σ3 . By (149) and (146), up to unitary equivalence, the momentum
representation of W (Aρ) reads(
Wmom(Aρ)ϕ
)
(p) = s(p)−1
∑
η=±1
wη(p)s(qη)ϕ(qη) (1)
for almost all p ∈ R3. Here, wη(p) := ⊕χ πχη(p)sχ(Aρ)∗−1 ⊗ Dχ(R0(pη, Aρ)) with some
finite dimensional representation Dχ of ISU(2), and, according to (128), there is some
unitary operator S commuting with W |R×ISU(2) so that (Smomϕ)(p) = s(p)ϕ(p) with uni-
tary matrices s(p) acting on spinor space.
Now let ϕ be localized in a bounded region. By assumption so is ϕρ :=W
mom(Aρ)ϕ.
Hence, by the Paley-Wiener Theorem, these functions are the restriction of entire func-
tions on C3, still denoted by ϕ and ϕρ. We need to exploit only their continuity, in
particular at p = 0.
Since S is rotation-invariant, one has s(p) = D(B(p))s(|p|e3)D(B(p))−1, where D :=
(D(
1
2
) ⊗ D+) ⊕ (D( 12 ) ⊗ D−). Let Iχ := Dχ(I2). As S is also time translation-invariant,
s(|p|e3) commutes with (ei t|p|σ3 ⊗I+) ⊕ (e− i t|p|σ3 ⊗I−) for all t (see the energy repre-
sentation Eq. (23.11)). Hence, equivalently, s(re3), r > 0 commutes with P
η, where
P+ := (
( 1 0
0 0
)⊗ I+)⊕ (( 0 0
0 1
)⊗ I−) and P− := I − P+.
One has D(B(p))−1wη(p)D(B(qη)) =
√|qη|/|p|P η (see the energy representation of
W χn (Aρ) after Eq. (23.12)). Let t
η(p) := s(|p|e3)−1s(|qη|e3)
√|qη|/|p|P η for p 6= 0. Clearly
tη commutes with P± and tη(p) = tη(p′) if |p| = |p′| and |qη| = |q′η|. By (1),
ϕρ(p) =
∑
η=±1
D(B(p))tη(p)D(B(qη))−1ϕ(qη) (2)
holds for almost all p ∈ R3.
(a) First we will redefine tη on some null set such that it becomes continuous on R3\Z
with Z := {0} × {0} × R.
Fix p∗ ∈ R3. One has ϕ(p) = (2π)−3/2
∫
e− i px ψ(x) d3 x for ψ := F−1ϕ with compact
support. Hence, if necessary it suffices to alter ψ a bit on its support in order to achieve
ϕ(qη∗) 6= 0 for η = ±. Choose matrices ui acting on the spinor space such that the squared
matrix φ(p) := (u1ϕ(p), u2ϕ(p), . . . , unϕ(p)), where n is the dimension of the spinor space,
is invertible at p = q+∗ and p = q
−
∗ . By continuity there is a neighborhood N(p∗) of p∗
such that φ(qη) is still invertible for all p ∈ N(p∗), η = ±.
Clearly, the functions uiψ(x) have compact support with uiϕ(p) their Fourier trans-
forms. Define the matrix φρ(p) replacing ϕ with ϕρ in φ(p). Then (2) holds for φρ(p) and
φ(qη) in place of ϕρ(p) and ϕ(q
η), respectively. Hence, as tη(p) commutes with P+ and
P−, one finds
tη(p) = P ηD(B(p))−1 φρ(p)φ(qη)−1D(B(qη)) (3)
for almost all p ∈ N(p∗).
Assume p∗ 6∈ Z. Then the right hand side of (3) is continuous on N(p∗)\Z because of
Eq. (21.8) and since qη1 = p1, q
η
2 = p2. Hence, redefining t
η by (3), one gets tη continuous
on R3 \Z and tη(p) = s(|p|e3)−1s(|qη|e3)
√|qη|/|p|P η for all p ∈ R3 \L for some Lebesgue
null set L ⊂ R3.
(b) Let p, p′ ∈ R3 \ Z and η = ±. Clearly, tη(p) still commutes with P+ and P−. We
show that tη(p) = tη(p′) still holds if |p| = |p′| and |qη| = |q′η| or, equivalently, if |p| = |p′|
and p3 = p
′
3, since q
η = (p1, p2, αp3 − βη|p|) and hence |qη| = α|p| − βηp3.
Indeed, assume the contrary. Then there are p∗, p′∗ ∈ R3\Z with |p∗| = |p′∗|, p∗3 = p′∗3,
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and tη(p∗) 6= tη(p′∗). By continuity tη(p) 6= tη(p′) holds true for all p ∈ N and p′ ∈ N ′,
where N and N ′ are some neighborhoods in R3 \ Z of p∗ and p′∗, respectively. Using
cylindrical coordinates z, r, ϕ for p ∈ R3, there is an open disc Q ⊂ R×]0,∞[ around
(z∗, r∗) and open intervals I and I ′ around ϕ∗ and ϕ′∗, respectively, such that Q× I ⊂ N
and Q × I ′ ⊂ N ′. By Tonelli’s theorem there is ϕ ∈ I and a Lebesgue null set M ⊂ Q
with (Q \M) × {ϕ} ⊂ N \ L. ϕ′ ∈ I ′ and M ′ ⊂ Q are determined analogously. Hence
there is q ∈ Q \ (M ∪M ′). Then p and p′ given by (q, ϕ) and (q, ϕ′), respectively, yield
the contradiction tη(p) = tη(p′).
(c) Consider p ∈ R3 \ Z. Then λp ∈ N(0) \ Z for all small λ > 0. So, by (3),
tη(λp) = P ηD(B(λp))−1φρ(λp)φ(λqη)D(B(λqη))→ T η(p) for λ→ 0 with
T η(p) := P ηD(B(p))−1X D(B(qη)) (4)
and X := φρ(0)φ(0)
−1 independent of p. It follows from (b) that T η(p) commutes with
P+ and P−, and that T η(p′) = T η(p) if |p′| = |p|, p′3 = p3. We will infer from (4) and
these properties that D+ and D− are multiples of D(0).
(d) Write X as a 2 × 2-block matrix according to the orthogonal sum of D with en-
tries Xχχ′, χ, χ
′ = ±. Then T+(p)++ =
(( 1 0
0 0
)
B(p)−1 ⊗D+(B(p))−1
)
X++
(
B(q+) ⊗
D+(B(q+))
)
. According to the tensor structure of the factors write X++ as a 2 × 2-
block matrix with entries Uςς′ , ς, ς
′ = ±. (The indices refer to the helicity values
s = ς 1
2
.) So, T+(p) = T+(p)P+ implies T+(p)++,+− = D+(B(p))−1
(
(a+(p)U++ +
ba−(p)U−+)(−b)a−(q+)+(a+(p)U+−+ba−(p)U−−)a+(q+)
)
D(B(q+)) = 0 using Eq. (21.8).
Equivalently, (|p|2−p23)C = (−p1+i p2)(|p|−p3)A+(p1+i p2)(|p|+p3)B with A := eρ/2 U−+,
B := e−ρ/2 U+−, and C := eρ/2 U++ − e−ρ/2 U−−. As A,B,C are independent of p, and
since the equation holds for all p ∈ R3\Z, A=B=C=0 follows. Hence U+− = U−+ = 0 and
U−− = eρ U++. Let U denote the constant matrix eρ/2 U++. Then a short computation
yields
T+(p)++ =
√
|q+|/|p|
(
D+(B(p))−1UD+(B(q+)) 0
0 0
)
(5)
Similarly one computes T+(p)+− = 0, T+(p)−+ = 0 and
T+(p)−− =
√
|q+|/|p|
(
0 0
0 D−(B(p))−1V D−(B(q+))
)
(6)
for some constant matrix V . From the definition of t+(p) it follows that U and V are
unitary. Analogous formulae hold for T−(p).
(e) Next we exploit that T η(p) = T η(p′) if p, p′ ∈ R3 \ Z with |p| = |p′|, p3 = p′3. It
implies by (5) that the matrices D+
(
B(q′+)B(q+)−1
)
and D+
(
B(p′)B(p)−1
)
are unitarily
equivalent by means of U . Hence they have the same spectrum.
Choose p, p′ such that b(p) = b(q+) = 1 (i.e., p2 = 0) and b(p′) = b(q′+) = eiϕ
for ϕ ∈ R \ {0}. Then the trace of B(p′)B(p)−1 is 2 − 2a−(p)2(1 − cosϕ). Hence its
eigenvalues are λ(p), λ(p) with |λ(p)| = 1 and ℜ(λ(p)) = 1 − a−(p)2(1 − cosϕ). There-
fore B(p′)B(p)−1 is unitarily equivalent to diag(λ(p), λ(p)) by some B ∈ SU(2). Con-
sequently, D+
(
B(p′)B(p)−1
)
is unitarily equivalent to D+
(
diag(λ(p), λ(p))
)
by D+(B).
AsD(j)
(
diag(λ(p), λ(p))
)
= diag(λ(p)2j , λ(p)2j−2, . . . , λ(p)−2j) for j ∈ N0/2, the spectrum
Σ(p) of D+
(
B(p′)B(p)−1
)
equals {λ(p)2m : m = −jf ,−jf+1, . . . , jf} for some half-integer
jf or equals {λ(p)2m : m = −jb,−jb+1, . . . , jb} for some integer jb or equals the union of
these sets. Replacing p by q+ one obtains the spectrum Σ(q+) of D+
(
B(q′+)B(q+)−1
)
.
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(f) Now we claim that D+ is a multiple of D(0). Check that λ(p) 6= 1, λ(q+) 6= 1 and
ℜ(λ(p)) 6= ℜ(λ(q+)) as ϕ 6= 0. Hence λ(p) 6= λ(q+) and λ(p) 6= λ(q+). Choose ϕ ∈ R
such that λ(p) is not a root of unity. This is possible as a−(p) 6= 0.
For the proof assume the contrary. As shown above, Σ(p) and Σ(q+) coincide. Hence,
if λ(p) ∈ Σ(p), then there are a, b ∈ Z\{0,−1} such that λ(p)2a+1 = λ(q+) and λ(q+)2b+1 =
λ(p), and the contradiction λ(p)(2a+1)(2b+1)−1 = 1 follows. If λ(p)2 ∈ Σ(p), then there are
a, b ∈ Z \ {−1, 1} such that λ(p)2a = λ(q+)2 and λ(q+)2b = λ(p)2, and the contradiction
λ(p)2ab−2 = 1 follows. This proves the claim.
Analogously one shows that D− is a multiple of D(0).
(g) By the result achieved so far, W = ν+W+1 ⊕ ν−W−1 with multiplicities νχ ∈ N0,
χ = ±. It remains to show that S decomposes accordingly. Let K denote the little
kinematical group R⊗ ISU(2). As S commutes with W |K, it suffices to show that W+1 |K
does not contain an irreducible subrepresentation which is equivalent to a subrepresen-
tation of W−1 |K. Hence we need the decomposition of W χ1 |K. By Eqs. (23.12), (23.11),
W χ1 |K ≃ Kχ/2,χ ⊕Kχ/2,−χ holds, whence the assertion by (143). 
This result (152), due to (14), definitely proves that the higher Weyl tensor-systems
(W χn , En), χ ∈ {+,−}, n > 1 are mathematical artefacts, interim results in determining
the massless causal systems.
In sec. 16.1 it is shown that the systems (W χ1 , E1), χ ∈ {+,−} are causal. The following
example concerns a massless SCT unitarily related to (W χ1 , E1), which localizes frame-
independently without being causal.
(153) Example. LetW := SW χ1 S
−1 with S := W χ1 (r) for r ≡ (r, 0, I2) with r ∈ R\{0},
and E := E1. Then obviously (W,E) is a massless SCT unitarily related to (W
χ
1 , E1). For
all h ∈ P˜ and Γ ∈ S one has W (h)E(Γ)W (h)−1 =W χ1 (rhr−1)E(Γ)W χ1 (rhr−1)−1, whence
W (h)E(Γ)W (h)−1 ≤ E(Γrhr−1) (1)
by causality of (W χ1 , E1). Then
(a) (W,E) localizes frame-independently.
(b) (W,E) is not causal.
Proof. (a) is obvious by (1). — (b) In (1) specify h = Aρ for ρ 6= 0 and, for the
moment, Γ = {0} as subset of the spacelike hyperplane {0} × R3 ≡ R3. Then Aρ · 0 = 0,
whence Γh = {0}. Furthermore, rhr−1 = (r(1−cosh ρ), 0, 0,−r sinh ρ, Aρ) and rhr−1 ·Γ =
{(r(1 − cosh ρ), 0, 0,−r sinh ρ)}, whence x ∈ Γrhr−1 ⇔ r2(cosh ρ − 1)2 − x21 − x22 − (x3 +
r sinh ρ)2 ≥ 0. For x ∈ Γrhr−1, therefore, x3 lies in the closed interval with endpoints
r(e−ρ−1) and r(1 − eρ), which are either both positive or both negative, thus excluding
x3 = 0. Hence Γh∩Γrhr−1 = ∅. By continuity this still holds true if Γ = {0} is replaced by
Γ = {y ∈ R3 : |y| < ǫ} for ǫ > 0 small enough. This implies W (h)E(Γ)W (h)−1 6≤ E(Γh)
confirming the claim. 
(154) Lemma. Let the massless causal system (W,E) be unitarily related to ν (W χ1 , E1)
for some χ ∈ {+,−} with multiplicity ν ∈ N by the unitary transformation S. Suppose
SE(B)S−1 ≤ E(B′), where B, B′ are two balls with equal radius. Then (W,E) is unitarily
equivalent to ν (W χ1 , E1).
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Proof. Without restriction W = S νW χmom1 S
−1 and E = ν Emom1 = FEcanF−1. Recall
that then (Sϕ)(p) = s(p)ϕ(p), where s : R3 → C2ν×2ν is measurable and s(p) unitary.
(a) First we show that s(p) = ei(a−a
′)p s0, where a and a
′ are the midpoints of B and B′,
respectively, and s0 is some constant. Indeed, let R denote the radius of B and B
′, let BR
be the open ball around the origin with radius R and set S ′ := W (a′)−1SW (a). Then a+
BR = B, BR = B
′−a′, whence S ′E(BR)S ′−1 =W (a′)−1SW (a)E(BR)W (a)−1S−1W (a′) =
W (a′)−1SE(B)S−1W (a′) ≤ W (a′)−1E(B′)W (a′) = E(BR). Moreover check by (146) for
n = 1 that (S ′ϕ)(p) = e− i(a−a
′)p s(p)ϕ(p). Now, following the proof of [4, Theorem 10]
for δ = 0 one infers that (S ′ϕ)(p) = s0ϕ(p) for some constant matrix s0. This shows the
assertion.
(b) Now one shows that S commutes with νW χmom1 ≡W χmom1 ⊗Iν thus concluding the
proof. Indeed, as S commutes with νW χmom1 |SU(2) one has s(B·p) = (B⊗Iν)s(p)(B−1⊗Iν),
whence ei bp s0 = (B ⊗ Iν)s0(B−1 ⊗ Iν) with b :=
(
(B−1 − I2) · (a − a′)
)
p, for almost all
p ∈ R3 and all B ∈ SU(2). This implies (B−1 − I2) · (a − a′) = 0 and hence a = a′.
So s0 commutes with B ⊗ Iν for all B ∈ SU(2). Therefore there is sν ∈ Cν×ν such that
s0 = I2 ⊗ sν , whence the assertion. 
It remains to find out those irreducible SCT unitarily related to multiples of (W χ1 , E1)
for χ ∈ {+,−} that are causal. The foregoing considerations clearly suggest that up to
unitary equivalence the only ones are the two Weyl systems (W χ1 , E1), χ ∈ {+,−} studied
in sec. 16.
24. Appendix
24.1. A total set in Lpµ(R
d,Cm) of radially symmetric functions. The Lebesgue
measure on Rd is a Radon measure. The following result is valid for any Radon measure
on Rd. As to the definition of a Radon measure on a topological Hausdorff space see e.g.
[44, 2.1.1 (9)], cf. also [78, 1.5 Definition]. A subset L of a topological vector space X is
said to be total if the linear hull 〈L〉 of L is dense in X .
(155) Theorem. Let µ be a Radon measure on Rd. Let m, d ∈ N and 1 ≤ p < ∞.
Let e1, . . . , em denote the elements of the standard basis of C
m. Then {1Bei : B ⊂
Rd closed ball, i = 1, . . . , m} is total in Lpµ(Rd,Cm).
Proof. (a) Let L be total in the topological vector space X. Let M ⊂ X with L ⊂ 〈M〉.
Then M is total in X. This is obvious as X = 〈L〉 ⊂ 〈M〉.
(b) Let also L′ be total in the topological vector space X ′. Then M := (L × {0}) ∪
({0} × L′) is total in X ×X ′. This is obvious as 〈M〉 = 〈L× L′〉 = 〈L〉 × 〈L′〉, which is
dense in X ×X ′.
Due to (b) the assertion is readily reduced to the claim that M := {1B : B ⊂
Rd closed ball} is total in Lp := Lpµ(Rd,C).
It follows from Lebesgue’s ladder that {1A : A measurable, µ(A) < ∞} is total in
Lp. As µ is finite at compact sets, for ε > 0 and A measurable with µ(A) < ∞ there is
R > 0 great enough such µ(A \ BR) < ε. Therefore even {1A : A measurable bounded}
is total in Lp. Furthermore, due to the outer regularity of µ, for ε > 0 and A mea-
surable bounded there is an open bounded U ⊃ A with µ(U \ A) < ε. Consequently,
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L := {1U : U open bounded} is total in Lp.
Thus due to (a) it remains to show that L ⊂ 〈M〉. So for U open bounded consider
the set B := {B : B ⊂ U,B closed ball}. Then according to Vitali’s covering theorem [78,
2.8 Theorem] there are countably many mutually disjoint Bi ∈ B with µ(U \
⋃
iBi) = 0.
Hence, for ε > 0 there is n ∈ N with µ(U \ V ) < εp for V := ⋃ni=1Bi. Consequently,
‖1U −
∑n
i=1 1Bi‖p=‖1U − 1V‖p=‖1U\V‖p= µ(U \ V )1/p < ε, accomplishing the proof. 
24.2. Imprimitivity Theorem. Let G be a locally compact group with countable base
acting on a locally compact space X . Let H be a separable Hilbert space. Then a system
of imprimitivity (V,E) for (G,X) on H is a representation V of G on H and a PM E on
X in H such that V (g)E(M)V (g)−1 = V (g−1M) for all g ∈ G and Borel sets M ⊂ X .
Let G act continuously and transitively on X and let x0 ∈ X be any point. Then
every system of imprimitivity (V,E) for (G,X) on H is unitarily equivalent to a canonical
system (Ug, Ecan) on L2m(X,Hu). Here
Ecan(M)ψ := 1Mψ (1)
for Borel set M ⊂ X is the canonical PM on X , and U is a representation of the stabilizer
subgroup Gx0 in x0 on the Hilbert space Hu and U
g the representation of G induced by
U , i.e.,
(Ug(g)ψ)(x) :=
√
(dmg/ dm)(x)U
(
R(x, g)
)
ψ(g−1x) (2)
where m is the up equivalence unique non trivial regular Borel measure on X , which
is quasi-invariant under G, mg(M) := m(g−1M) for Borel set M ⊂ X , dmg/ dm the
Radon-Nikodym derivative, q : X → G a Borel section with respect to the surjection
G→ X , g 7→ gx0, and the Wigner rotation R(x, g) := q(x)−1g q(g−1x).
Two canonical systems of imprimitivity for (G,X) are equivalent, respectively irre-
ducible, if and only if the corresponding representations of the stabilizer subgroup are
equivalent, respectively irreducible.
24.3. Systems of imprimitivity for (P˜χ, χ). The aim is to extend a causal WL to
non-timelike non-spacelike hyperplanes. As studied in sec. 20, a rep of the lattice of the
⊥′-complete regions (i.e., of the causal logic) would require such an extension.
By Poincare´ covariance it suffices to consider the hyperplane χ = {x : x0 = x1}. Then
by (124) the invariance subgroup P˜χ ⊂ P˜ equals
IST (2) = {(a, A) : a ∈ χ,A ∈ SL(2,C), A21 = 0}
One gets the canonical systems of imprimitivity for (P˜χ, χ) by (24.2). First note that
the Lebesgue measure λχ on χ is quasi-invariant under P˜χ. Indeed, let j : R3 → χ,
j(x) := (x3, x). Then λχ = j(λ) with λ the Lebesgue measure on R
3. Hence λ
(a,A)
χ (M) =
λ
(− j−1(A−1 · a) + j−1(A−1 ·M)) = det (j−1Λ(A−1)j)λχ(M) = |A11|−2λχ(M), where by
(124) the last equation holds since j−1Λ(e−ρσ3/2)j = diag(1, 1, e−ρ) and
j−1Λ
(( 1 w
0 1
))
j =
 1 0 00 1 0
u −v 1

In particular, dλ
(a,A)
χ / dλχ = |A11|−2 is constant. — Next we choose 0 ∈ χ to be
the fixed point. Then P˜χ → χ, (a, A) 7→ (a, A) · 0 = a is the natural surjection
and obviously q : χ → P˜χ, q(a) := (a, I2) is a Borel section of it. Moreover, ST (2)
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is the stabilizer subgroup in 0, and the Wigner rotation is R
(
x, (a, A)
)
= A. Indeed,
q(x)−1(a, A) q
(
(a, A)−1 · x) = (−x, I2)(a, A) q(−A−1 · a, A−1) · ) = (−x+ a, A) q(−A−1 · a+
A−1·x) = (−x+a, A)(−A−1·a+A−1·x, I2) =
(−x+a+A·(−A−1 ·a+A−1·x), A) = (0, A) ≡ A.
Now let U be any representation of ST (2) on the Hilbert space Hu. Then the repre-
sentation of P˜χ induced by U acting on L2(χ,Hu), here called V can, reads(
V can(a, A)ψ
)
(x) = |A11|−1U(A)ψ
(
A−1 · (x− a))
and (V can, P can), where P can denotes the canonical PM, is a system of imprimitivity.
Shell representation. Recall that Om,η for m > 0, η = ± denotes the mass shell
{p ∈ R4 : p0 = ηǫ(p)} and let Om := Om,+∪Om,− be the double shell {p·p = m2} endowed
with the Lorentz invariant measure. We shall use the shell representation (V shell, P shell),
which is equivalent to (V can, P can). The former acts on L2(Om, Hu) by
(a)
(
V shell(a, A)φ
)
(p) = ei a·p U(A)φ(A−1 · p)
The form of P shell(M), M ⊂ χ is complicated. For M := {x ∈ χ : 0 ≤ ςx3 ≤ α}, α > 0,
ς = ±1 and φ ∈ L1 ∩ L2 we get explicitly
(b)
(
P shell(M)φ
)
(p) =
√|p0 − p3|∑η′=+,− ∫ k(p, p′)√|p′0−p′3|2|p′
0
| φ(p
′) d p′3
where p′1 := p1, p
′
2 := p2, p
′
0 := η
′ǫ(p′), and k(p, p′) := exp(iας(p0−p3−p
′
0
+p′
3
))−1
iπς(p0−p3−p′0+p′3) . A similar
formula regarding P shell(M) is available if M is a Borel set with finite Lebesgue measure.
Let us sketch how to get the shell representation. Let e := (1, 0, 0, 1), consider
the bijection l : R3 → R4/Re, l(p) := (0, p) + Re and endow R4/Re with the mea-
sure l(λ), where λ is the Lebesgue measure on R3. Then ψ 7→ ϕ := F(ψ ◦ j) ◦ l−1
defines an isomorphism ι : L2(χ,Hu) → L2(R4/Re, Hu). For integrable ψ one has
ϕ(p + Re) =
(
1
2π
)3/2 ∫
ei y·p ψ(y) d3 y with y := j(y). Let Vˆ := ιV canι−1. It is easy to
verify
(
Vˆ (a, A)ϕ
)
(p+ Re) = |A11| ei a·p U(A)ϕ(A−1 · p+ Re).
Put Kη := {p+Re : sgn(p0−p3) = η} and K := K+∪K−. Then K = (R4/Re)\(χ/Re),
where χ/Re is a l(λ)-null set.
Now we pass to the double shell by the bijection k : Om → K, k(p) := p + Re.
Indeed, k|Om,η → Kη is a bijection since sgn(p0) = sgn(p0 − p3) for every p ∈ Om and
since Om,η ∩ (p + Re) = {p+ m2− p·p
2(p0−p3)e} is a one-point set (and not empty) just for every
p ∈ R4 with sgn(p0 − p3) = η. Moreover, k−1(p+ Re) = p+ m2− p·p2(p0−p3)e for every p 6∈ χ.
One claims that κ : L2(R4/Re, Hu) → L2(Om, Hu), κ(ϕ) :=
√
2|p0 − p3|ϕ ◦ k is
an isomorphism. Indeed, note first κ−1(φ) = 1√
2|p0−p3|
φ ◦ k−1. Then, on the one hand
‖ϕ‖2= ∫K ‖ϕ(·)‖2 d l(λ) = ∫R3\{p3=0} ‖ϕ ◦ l(·)‖2 dλ. On the other hand ‖κ(ϕ)‖2=∑
η
∫
R3
2(ǫ(p)− ηp3) ‖ϕ
(
(ηǫ(p), p) + Re
)‖2 d3 p
2ǫ(p)
=
∑
η
∫
R3
ǫ(p)−ηp3
ǫ(p)
‖ϕ ◦ l(T η(p)‖2 d3 p with
the coordinate transformation T η(p) := p − ηǫ(p)e3. Note T+(R3) = R × R×] −∞, 0[,
T−(R3) = R×R×]0,∞[, and the Jacobian determinant equals 1−η p3
ǫ(p)
. Hence by the sub-
stitution rule one has ‖κ(ϕ)‖2= ∫
R×R×]−∞,0[ ‖ϕ◦ l(p′)‖2 d3 p′+
∫
R×R×]−0,∞[ ‖ϕ◦ l(p′)‖2 d3 p′,
whence the claim.
Finally, one easily verifies V shell = κVˆ κ−1 as indicated in (a). Also the formula
regarding P shell(M) = κι P can(M)(κι)−1 in (b) follows by a similar computation.
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Cone representation. We will need also the cone representation (V cone, P cone)
acting on L2(O0, Hu) equivalent to (V can, P can) . Recall the light half-cone O0,η for η = ±
and the light cone O0 endowed with the Lorentz invariant measure. The above formulae
(a) and (b) for the shell representation hold literally for the equivalent cone representation
simply putting m = 0. In particular, ǫ(p) becomes |p|.
One passes to the cone replacing k by k0 : O0 \ Re → K, k0(p) := p + Re. Note
that k0|O0,η → Kη is a bijection since sgn(p0) = sgn(p0 − p3) for every p ∈ O0 \ Re and
since (O0,η \ Re) ∩ (p + Re) = {p− p·p
2(p0−p3)e} is a one-point set (and not empty) just for
every p ∈ R4 with sgn(p0 − p3) = η. Moreover, k−10 (p + Re) = p − p·p2(p0−p3)e for every
p 6∈ χ, and note that Re in a null set of O0. Then like in the shell case one shows that
κ0 : L
2(R4/Re, Hu) → L2(Om, Hu), κ0(ϕ) :=
√
2|p0 − p3|ϕ ◦ k0 is an isomorphism with
κ−10 (φ) =
1√
2|p0−p3|
φ ◦ k−10 .
Finally, one verifies V cone = κ0Vˆ κ
−1
0 and P
shell(M) = κ0ι P
can(M)(κ0ι)
−1 as claimed.
24.4. Energy and shell representation of the Dirac system and of WD|P˜χ. The
energy representation (W d erg, Ed erg) of the Dirac system is related to the momentum rep-
resentation Eq. (13.1) by the unitary self-adjoint transformation Y (= Y −1) on L2(R2,C4)
given by
(Y ϕ)(p) = Y (p)ϕ(p), Y (p) :=
(
m
2ǫ(p)
)1/2(
Q(p+) Q(p+)−1
Q(p+)−1 −Q(p+)
)
where p+ = (ǫ(p), p) and Q(p+) denotes the canonical cross section given in (1). One has
(W d erg, Ed erg) := Y −1(W dmom, Edmom)Y and
W d erg = ⊕ηW dη,
(
W d η(t, b, A)ϕη
)
(p) =
√
ǫ(qη)/ǫ(p) ei(ηtǫ(p)−bp)R(pη, A)ϕη(qη)
where W d η acts on L2(R3,C2), cf. Eq. (3.5) for j = 1/2. The computations use the
formulae regarding the canonical cross section in (1) and the identity
πη(p) =
1
2
(
I2 +
η
ǫ(p)
hd(p)
)
=
m
2ǫ(p)
(
Q(p+)2η ηI2
ηI2 Q(p
+)−2η
)
As to the shell representation consider the isomorphism ξ : L2(Om,C2)→ L2(R3,C4)
with (ξφ)(p) := 1√
2ǫ(p)
(
φ(p+), φ(p−)
)
and (ξ−1ϕ)(p) =
√
2ǫ(p)ϕη(p) with ϕ = (ϕ+, ϕ−)
and ϕη ∈ L2(R3,C2). Then (W d shell, Ed shell) := ξ−1(W d erg, Ed erg)ξ acts on L2(Om,C2)
and (
W d shell(a, A)φ
)
(p) = ei a·pR(p, A)φ(A−1 · p)
A last unitary transformation is performed in order to cast W d|P˜χ into the form V shell
in sec. 24.3, namely (W
′d shell, E
′d shell) := Z−1(W d shell, Ed shell)Z with Z : L2(Om,C2) →
L2(Om,C2)
(Zφ)(p) = Z(p)φ(p), Z(p) := (m/|p0 − p3|)1/2
(
Q(p)
(
0 0
0 1
)
+ η Q(p)−1
(
1 0
0 0
))
Check I2 = Z(p)Z(p)
∗ using (|p0 − p3|/m) I2 = Q(p)2
(
0 0
0 1
)
+
(
1 0
0 0
)
Q(p)−2. Finally
one finds
(W
′d shell(a, A)φ)(p) = ei a·pU(A)φ(A−1 · p)
for (a, A) ∈ P˜χ and U(A) := diag
(
A11
|A11| ,
A11
|A11|
)
, hence W
′d shell|P˜χ = V shell, see sec. 24.3 (a).
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24.5. Energy and cone representation of the Weyl systems and of Wwχ|P˜χ. The
energy representation (Wwχ erg, Ed erg) of the Weyl system is defined as
(Wwχ erg, Ew erg) := (Y χ)−1(Wwχmom, Ewmom)Y χ
where the momentum representation is given in Eq. (16.1) and the unitary transformation
Y χ on L2(R2,C2) reads
(Y +ϕ)(p) = B(p)
(
1 0
0 b(p)
)
ϕ(p), (Y −ϕ)(p) = B(p)
(
0 1
1 0
)(
1 0
0 b(p)
)
ϕ(p)
with B(p) from Eq. (21.8). Cf. (146) and (23.12). Note that Y χ relatively to Y −10 has an
additional unitary transformation yielding Wwχerg particularly clear. Explicitly one finds
for ϕ = (ϕ+, ϕ−) ∈ L2(R3,C2)(
Wwχ erg(t, b, A)
(
ϕ+
ϕ−
))
(p) = e− i bp
(
(|q+|/|p|)1/2 ei t|p| k(p+, A)χ ϕ+(q+)
(|q−|/|p|)1/2 e− i t|p| k(p−, A)χ ϕ−(q−)
)
For the computations use Eq. (21.9), the fact that B(ηp)−1AB(ηq) = Aln |p|H(p, A)A−1ln |q| ∈
E(2) by definition ofH(p, A), andB(−p) = C(p)−1B(p), C(p) diag(α, β) = diag(β, α)C(p)
for C(p) = −C(p)−1 in Eq. (142)(2).
One passes to the cone representation by the isomorphism ξ0 : L
2(O0)→ L2(R3,C2),
(ξ0φ)(p) :=
1√
2|p|
(
φ(p+), φ(p−)
)
, (ξ−10 ϕ)(p) =
√
2|p|ϕη(p). For (Wwχ cone, Ew cone) :=
ξ−10 (W
wχerg, Ew erg)ξ0 one finds(
Wwχ cone(a, A)φ
)
(p) = ei p·a k(p, A)χφ(A−1 · p)
(cf. Eq. (23.2)).
A last unitary transformation is performed in order to cast Wwχ|P˜χ into the form
V cone in sec. 24.3, namely (W
′wχ cone, E
′w cone) := (Zχ)−1(Wwχ cone, Ew cone)Zχ with Zχ :
L2(O0)→ L2(O0), (Zχφ)(p) := b(p)χφ(p) with b(p) := b(p). Then (W ′wχ cone(a, A)φ)(p) =
ei p·a k′(p, A)χφ(A−1 · p) with k′(p, A) := b(p)k(p, A)b(A−1 · p). Now, by the remarkable
property k′(p, A) = A11
A11
for all p ∈ O0, A ∈ ST (2) shown below one has
W
′wχ cone|P˜χ = V cone
for U(A) := diag
(
A11
|A11| ,
A11
|A11|
)χ
.
It remains to show k′(p, A) = A11/A11. Let A = CAρA′ with C = diag(γ, γ), |γ| = 1
and A′11 = 1 according to (124). Then k(p, A) = k(p, CAρ)k(q, A
′) for q = (CAρ)−1 · p.
By Eq. (23.3), k(p, CAρ) = γ. Explicit computation using the formula for Λ(A
′) in (124)
shows k(q, A′) = b(q′)b(q) for q′ := A
′−1 · q. Now the assertion follows, since q′ := A−1 · p
and since q = C−1 · p, whence b(q) = γ2b(p) by a short computation.
24.6. Extension of a positive-operator-valued content to a POM. The main result
is (156). By physical reasons we are interested in the corollary (159).
(156) Theorem. Let Q be an algebra of subsets of a set X, Qˆ the σ-algebra generated
by Q, and G a positive-operator-valued content on Q. Let m be a normalized content on
Q controlling G, i.e.,
m(Mi)→ 0 ⇔ G(Mi)→ 0
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as strong limit for every sequence (Mi)i in Q. Then there is a POM Gˆ on Qˆ extending
G if and only if m is σ-additive. The extension Gˆ is unique. Finally, if G is projection-
valued then Gˆ is a PM.
Proof. Let Gˆ be a POM extending G. By σ-additivity of Gˆ one has limiG(Mi) =
limi Gˆ(Mi) = 0 for (Mi) in Q with Mi ↓ ∅. Hence limim(Mi) = 0. Therefore m is
σ-additive (see e.g. [79, 3.2]).
Conversely, let m be σ-additive. There exists a unique extension mˆ of m on Qˆ
satisfying mˆ(∆) = inf
{∑
j m(Kj) : Kj ∈ Q,∆ ⊂
⋃
j Kj
} ∀ ∆ ∈ Qˆ (see e.g. [79, 5.2, 5.7]).
Put
C(∆) := {(Mij) :Mij ∈ Q, Mij ↓i, Mij ↑j ∪jMij ⊃ ∆, mˆ(∆) = mˆ(∩i ∪j Mij)} (1)
It follows C(∆) 6= ∅. Indeed, note first that there are Kij ∈ Q with ∆ ⊂ ∪jKij and
mˆ(∆) = inf i
(∑
j m(Kij)
)
. Then mˆ(∆) ≤ mˆ(∪jKij) ≤
∑
j m(Kij), whence mˆ(∆) =
inf i mˆ(∪jKij). Put Lij := ∪jl=1Kil and finally let Mij := ∩il=1Llj . Now verify ∪jMij =
∩il=1 ∪j Llj = ∩il=1 ∪j Klj. Then it is easy to show (Mij) ∈ C(∆). — From (1) it follows
immediately
∀ (Mij) ∈ C(∆), i, n ∈ N ∃ in, jn,i ∈ N : mˆ(∆ △Mij) ≤ 1
n
∀ i ≥ in, j ≥ jn,i (2)
Put
Gˆ(∆) := lim
i
lim
j
G(Mij) ∀∆ ∈ Qˆ, (Mij) ∈ C(∆) (3)
According to [80, 4.28 (b)] the strong limits exist and yield bounded operators. Since
0 ≤ G(Mij) ≤ I also 0 ≤ Gˆ(∆) ≤ I holds. If G(Mij) are projections then Gˆ(∆) is a
projection by [80, 4.32].
(a) First one shows that Gˆ(∆) in (3) does not depend on the choice of (Mij) ∈ C(∆).
Let (M lij) ∈ C(∆), l = 1, 2. Then (M0ij) ∈ C(∆) for M0ij := M1ij ∩M2ij. Let Gˆl(∆) :=
limi limj G(M
l
ij), l = 0, 1, 2. Obviously Gˆ
0(∆) ≤ Gˆ1(∆). Assume Gˆ0(∆) < Gˆ1(∆).
Then there exists a vector ϕ with 〈ϕ, Gˆ1(∆)ϕ〉 − 〈ϕ, Gˆ0(∆)ϕ〉 =: 2c > 0. From (3)
for Gˆl(∆), l = 0, 1 one infers that there exists i0 ∈ N and for every i ∈ N a ji ∈ N
such that 〈ϕ,G(M1ij \ M0ij)ϕ〉 ≥ c for all i ≥ i0 and j ≥ ji. This and (2) applied to
(M lij), l = 0, 1 imply that for every n ∈ N there are in, jn ∈ N such that Lln := M linjn
satisfies 〈ϕ,G(L1n \ L0n)ϕ〉 ≥ c and m(L1n \ L0n) = mˆ(∆ △ L1n △ ∆ △ L0n)24 ≤ mˆ(∆ △
L1n) + mˆ(∆ △ L
0
n) ≤ 2n contradicting the assumption that m controls G. Similarly one
shows Gˆ0(∆) = Gˆ2(∆).
(b) Obviously (a) implies Gˆ|Q = G. Hence, in particular, Gˆ(∅) = 0, Gˆ(X) = I.
(c) Now additivity of Gˆ is shown. Let ∆l ∈ Qˆ and (M lij) ∈ C(∆l) for l = 1, 2. Put
M l := ∩i ∪j M lij . Further put Lij := M1ij ∪M2ij and Kij := M1ij ∩M2ij . Keep in mind
Mij ↓i, Mij ↑j and equally for (Lij) and (Kij).
Note ∆1 ∪ ∆2 ⊂ ∩i ∪j Lij = M1 ∪ M2. As to the less trivial inclusion ⊂ of the
equality let x 6∈ M1 ∪ M2. Then for l = 1, 2 there exists il with x 6∈ ∪jM lilj. Hence
x 6∈ (∪jM lij) ∪ (∪jM lij) = ∪jLij for i ≥ i1, i2, whence x 6∈ ∩i ∪j Lij .
Note ∆1 ∩ ∆2 ⊂ ∩i ∪j Kij = M1 ∩M2. Indeed, clearly ∆1 ∩ ∆2 ⊂ M1 ∩M2. If
x ∈ M1 ∩ M2, then, for every i, x ∈ (∪jM1ij) ∩ (∪jM2ij), whence x ∈ M1ij1 ∩ M2ij2 for
some j1, j2 and hence x ∈ Kij for j ≥ j1, j2. Therefore x ∈ ∩i ∪j Kij . — Conversely, if
x 6∈M1 ∩M2, then x 6∈M l for some l. Hence x 6∈ ∩i ∪j Kij.
24 The symmetric difference △ is a commutative and associative set-theoretic operation.
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Now, by these inclusions, mˆ(∆1) + mˆ(∆2) = mˆ(∆1 ∪∆2) + mˆ(∆1 ∩ ∆2) ≤ mˆ(M1 ∪
M2) + mˆ(M1 ∩M2) = mˆ(M1) + mˆ(M2) = mˆ(∆1) + mˆ(∆2). It follows mˆ(∆1 ∪ ∆2) =
mˆ(M1 ∪M2) and mˆ(∆1 ∩∆2) = mˆ(M1 ∩M2). This shows that (Lij) ∈ C(∆1 ∪∆2) and
(Kij) ∈ C(∆1 ∩∆2).
By the last result one may perform the limits in (3) for each summand of G(Lij) +
G(Kij) = G(M
1
ij) +G(M
2
ij) thus obtaining the additivity of Gˆ.
(d) The claim is liml→∞ Gˆ(∆l) = 0 for (∆l) in Qˆ with ∆l ↓l ∅, which together with
additivity is equivalent to σ-additivity of Gˆ. Assume liml→∞ Gˆ(∆l) > 0. Then there
exists a vector ϕ with 〈ϕ, Gˆ(∆l)ϕ〉 =: 2c > 0 for all l ∈ N. Let (M lij) ∈ C(∆l). Then,
according to (3), for l there exists il and for every i a jl,i such that 〈ϕ,G(M lij)ϕ〉 ≥ c for
all i ≥ il and j ≥ jl,i. This and (2) applied to (M lij) imply that for every n ∈ N there are
ln, in, jn ∈ N such that mˆ(∆ln) ≤ 1n and such that Ln := M lninjn satisfies 〈ϕ,G(Ln)ϕ〉 ≥ c
and m(Ln) = mˆ(∆
ln △ Ln △ ∆
ln) ≤ mˆ(∆ln △ Ln) + mˆ(∆ln) ≤ 2n . This contradicts the
assumption that m controls G.
(e) It remains to show uniqueness of the extension Gˆ. For every vector ϕ, M 7→
〈ϕ,G(M)ϕ〉 is a finite σ-additive content on Q. It allows a unique extension to a measure
on Qˆ (see e.g. [79, 5.7]). Therefore this extension coincides with ∆ 7→ 〈ϕ, Gˆ(∆)ϕ〉. This
ends the proof. 
A normalized content controlling G is easily available, namely
(157) Lemma. Let the Hilbert space be separable and {ϕn : n ∈ N} a total set of unit
vectors. Then m(M) :=
∑
n 2
−n〈ϕn, G(M)ϕn〉 defines a normalized content m controlling
G in (156).
Proof. m(Mi) → 0 ⇔ G(Mi)ϕn → 0 for every n by dominated convergence, since
generally 〈ϕ,G(M)ϕ〉 =‖√G(M)ϕ‖2 and ‖G(M)ϕ‖≤‖√G(M)ϕ‖ using ‖G(M)‖≤ 1.
Hence G(Mi)ϕ→ 0 for a dense set of vectors ϕ, whence G(Mi)→ 0. 
Recall that the unions of finitely many disjoint boxes 〈a, b[:= {x ∈ Rd : ak ≤ xk < bk, k =
1, . . . , d}, a, b ∈ Rd form an algebra Qd in Rd, which generates the Borel σ-algebra of Rd
(cf. the proof of (126)).
(158) Lemma. Let m be a finite content on (Rd,Qd), which is translation quasi-
invariant, i.e., for every b ∈ Rd and every sequence (Mi)i in Qd
m(Mi)→ 0 ⇔ m(b+Mi)→ 0
Moreover, for every box B and every ǫ > 0 there is a bounded box B′ ⊂ B such that
m(B \B′) < ǫ. Then m is σ-additive.
Proof. (a) Let B := 〈a, b[∈ Qd be a non-empty box with a, b ∈ Rd. Let ǫ > 0. The claim
is that there is b′ ∈ Rd with ak < b′k < bk, k = 1, . . . , d such that for B′ := 〈a, b′[
m(B) ≤ m(B′) + ǫ
Indeed, let c ∈ Rd with ck < bk, k = 1, . . . , d and put ∆(c, b) := 〈a, b[ \〈a, c[. Ob-
viously, the result follows if infcm(∆(c, b)) = 0. Assume the contrary and a fortiori
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a = (−∞, . . . ,−∞). Then by translation quasi-invariance infcm(d+∆(c, b)) > 0 for ev-
ery d ∈ Rd. Choose d := tf , t ∈ R, f := (1, 1, . . . , 1). Then d+∆(c, b) = ∆(c+ tf, b+ tf).
Since ]0, 1[ is uncountable, there are δ > 0 and a strictly monotonic sequence (tn) in
]0, 1[ such that infcm(∆(c + tnf, b + tnf)) ≥ δ for all n. If (tn) is increasing then
∆
(
b+ 1
2
(tn+1+tn)f, b+tn+1f
)
, n ∈ N are mutually disjoint and contained in 〈a, b+f [. Each
set has content ≥ δ. Hence additivity of m implies the contradiction m(〈a, b+ f [ ) =∞.
If (tn) is decreasing then consider
(
∆(b+ 1
2
(tn+1 + tn)f, b+ tnf)
)
n
.
(b) Due to (a) and by the assumption on m it follows that generally for every non-
empty box B = 〈a, b [ and every ǫ > 0 there are a′, b′ ∈ Rd with ak ≤ a′k < b′k < bk ∀ k
and m(B) ≤ m(B′) + ǫ. Hence the closure of B′ is compact and contained in B. Now,
by a well-known compactness argument we show for m the continuity from above which
is equivalent to σ-additivity.
(c) Let (Mn)n be a decreasing sequence in Qd such that δ := limnm(Mn) > 0. One
has to show
⋂
nMn 6= ∅. Recall that the figure Mn is the union of finitely many disjoint
boxes B. Replace every B by some B′ as above forming a new figure M ′n ⊂Mn such that
m(Mn)−m(M ′n) ≤ 2−nδ
Let Ln := M
′
1∩· · ·∩M ′n. Then (Ln)n is a decreasing sequence in Qd with Ln ⊂ M ′n ⊂Mn.
In particular, Ln is compact. It suffices to show Ln 6= ∅ for every n, since then by the
finite intersection property ∅ 6= ⋂n Ln ⊂ ⋂nMn.
Assume Ln = ∅ and hence Ln = ∅ for some n. Then δ ≤ m(Mn) = m(Mn \ Ln) =
m
(⋃n
k=1(Mn \M ′k)
) ≤∑nk=1m(Mn \M ′k) ≤∑nk=1m(Mk \M ′k) ≤∑nk=1 2−kδ, which is a
contradiction. Hence the result follows. 
(159) Corollary. Let the Hilbert space be separable. Let G be a positive-operator-valued
content on (Rd,Qd), Let U(b) be unitary with U(b)G(M)U(b)−1 = G(b + M) for all
M ∈ Qd, b ∈ Rd. Moreover, let for every box B, every vector ϕ, and every ǫ > 0 exist a
bounded box B′ ⊂ B with 〈ϕ,G(B \B′)ϕ〉 ≤ ǫ.
Then there is a unique POM T on the Borel sets of Rd with G = T |Qd. If G is
projection-valued, then T is a PM. If S is a Borel-algebra homomorphism with S(Qd) ⊂ Qd
and U(S) unitary with U(S)G(M)U(S)−1 = G
(
S(M)
)
for all M ∈ Qd, then one has
U(S)T (∆)U(S)−1 = T
(
S(∆)
)
for all Borel sets ∆ ⊂ Rd.
Proof. Let m be the normalized content on Qd controlling G from (157). Then m is trans-
lation quasi-invariant. Indeed, let (Mi)i be a sequence in Qd, b ∈ Rd, then limim(Mi) =
0⇒ limiG(Mi) = 0⇒ limiG(b+Mi) = limi U(b)G(Mi)U(b)−1 = 0⇒ limim(b+Mi) = 0.
We like to apply (158). Let ǫ > 0. Let n′ ∈ N with ∑n>n′ 2−n < ǫ2 . Let B be a
box. By assumption there is a bounded box B1 ⊂ B with 〈ϕ1, G(B \ B1)ϕ1〉 ≤ ǫ2 .Then,
by monotony of G, there is a bounded box B1 ⊂ B2 ⊂ B with 〈ϕ2, G(B \ B2)ϕ2〉 ≤ ǫ2 ,
and so on. Hence there is a bounded box B′ ⊂ B such that 〈ϕn, G(B \B′)ϕn〉 ≤ ǫ2 for all
n = 1, . . . , n′. It follows m(B \B′) < ǫ. Hence m is σ-additive by (158).
Thus, by (156), there is the unique POM T as asserted, which is an PM if G is
projection-valued.
As to the last part of the assertion one has m(Mi) → 0 ⇔ m(S(Mi)) → 0 for
all (Mi) in Qd. Let ∆ ⊂ Rd be Borel, (Mij) ∈ C(∆), and (Ln) := (Minjn) such that
mˆ(∆ △ Ln) → 0 (cf. the proof of (156), in particular (1) and (2)). Therefore mˆ
(
S(∆) △
S(Ln)
)→ 0, whence easily (S(Mij)) ∈ C(S(∆)). Therefore, by (3) of the proof of (156),
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T
(
S(∆)
)
= limi limj T
(
S(Mij)
)
= limi limj U(S)T (Mij)U(S)
−1 = U(S)T (∆)U(S)−1. 
The following example shows that G in (159) need not be σ-additive without the as-
sumption that G is determinate by its values at bounded boxes. More precisely, there
is a translation-covariant non-σ-additive projection-valued content G on (Rd,Qd) in any
Hilbert space 6= {0}. Hence, in particular, [1, Theorem A5] is not generally valid.
Let Rn := {x : xi ≥ n, i = 1, . . . , d}, n ∈ N. For M ∈ Qd set G(M) := I if Rn ⊂ M
for some n and G(M) := 0 otherwise. Now let M = B1 ∪ · · · ∪ Bk with disjoint boxes
Bl. The claim is that Rn0 ⊂ M for some n0 if and only if there is just one box Bl
containing some Rm. A moment of reflection shows that this implies the additivity of
G. — As to the claim note first that at most one box may contain some Rm since the
boxes are disjoint. Now let S := {(m, . . . ,m) : m ∈ N, m ≥ n0}. As S ⊂ M there is
some Bl = 〈a, b[ such that Bl ∩ S is infinite. This implies for every i that m < bi for
infinitely many m ∈ N. Hence bi = ∞ for i = 1, . . . , d. Thus Rm ⊂ Bl for m ≥ maxi ai
proving the claim. — Now let U(b) for b ∈ Rd be any unitary operator. Since obviously
G(b + M) = 0 ⇔ G(M) = 0, translational covariance holds. — Finally, G is not σ-
additive, as e.g. the boxes Bn := 〈(n− 1, . . . , n− 1), (n, . . . , n)[, n ∈ N are disjoint, their
union is B := 〈(0, . . . , 0), (∞, . . . ,∞)[, but G(Bn) = 0, G(B) = I.
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