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Abstract
This dissertation presents an efficient and integrated approach to data analysis. 
Entropy data analysis is an evolution of ieconstructability analysis, which investigates 
the relationships between parts and wholes. The central theme of the dissertation is 
the development of a system to condense the information in a data set into a small 
number of parameters. The new system is called a fc-system. ^-system analysis goes 
beyond traditional data analysis in that it has the potentiality for changes to be made 
to a system and the impact of these changes can be evaluated, ^-system can be useful 
in designing and evaluating open and closed systems. The behavior of these systems is 
measured by the k(.) function. The fc-system is a closed system; the concept of open 
comes about when we try to reconstruct the Jfc-system starting with an empty system 
which contains no information. We add information until we are satisfied that this 
constructed system adequately reproduces the ifc-system. The dissertation will identify 
and isolate the mathematics in the fc-system algorithms that determine an open or 
closed system. It will change the algorithms to offer the option of an open or closed 
system, and then implement these changes in the fc-system algorithms for option of an 
open or closed system.
Chapter 1: Introduction
1.1 Problem and Motivations
A primary problem in descriptive mathematics is to condense the information in 
a data set into a small number of parameters. The value of these parameters resides in 
their ability to concisely characterize the data set, and their power is commonly asso­
ciated with their ability to accurately reproduce the data set. The reproduction of the 
data set from the parameters utilizes a model which is intended to capture the behavior 
of the processes underlying the generation of the data set.
In recent years, there has been a rapidly growing interest in learning and self- 
adapting machines. In many such machines, a very important problem is to determine 
what information should be processed and stored, if we cannot use all the available 
information. It is also very important to determine how much we lose if we do not 
store and use all the available information but only a part of it.
1.2 Related Work
Entropy data analysis is based on the concept of information introduced by 
Claude Shannon in communication theory, and which is considered to be the true 
measure of information. Much work in entropy data analysis can be found in Jones’s 
papers in 1985. The term "entropy" is a measure of the capacity of a system to 
undergo spontaneous change. The term ’reconstructability analysis’ has evolved as a 
generic term for all aspects of a methodology whose aim is to deal with problems 
associated with the relationship between systems perveived as wholes and their vari­
ous subsystems, can be found in Cavallo and Klir in 1981-1985. Entropy data analysis
2finds factors (variables acting alone or in combination) that describe the behavior of 
the data.
1.3 Our Approach
In order to achieve our objective, we present ^-systems analysis which is a new 
solution to the above problem which allows the parameters and the model to be 
correct in so far as the data is correct. This is done by defining a parameter space 
where the parameters are special sums of values in the data set, so each parameter as a 
sum is correct to the extent the original data is correct These parameters (sums) are 
special in that they capture (in conjunction with a maximum entropy algorithm) the set 
of all interactions comprising this data set. From this parameter space, those parame­
ters are selected which are greatest in "information" content (as defined by Shannon’s 
information theory ). A maximum entropy algorithm can be employed with the 
selected parameters to reproduce the data set.
The model in this reproduction process consists simply of the original summa­
tion equations for these parameters, wherein the original values summed are now 
treated as unknowns. Hence, the model itself is correct.
The value in ^-systems analysis lies in its ability to concisely represent a data set 
by a very small number of natural and meaningful parameters called factors. Within 
this framework, interpolation and extrapolation are also possible, and the theory has 
been extended to time series. A large scale program has been coded to carry out k- 
systems analysis, and the algorithms (maximum entropy) and code minimize any 
extraneous "information" (information not in the original data set) so that optimal
integrity of the original data set information is maintained.
fc-system analysis goes beyond traditional data analysis in that it has the potential 
for changes to be made to a system, and then the impact of these changes can be 
evaluated. Further, it allows for changes to be made in either an open or closed sys­
tem.
The proposed approach is to investigate the mathematics required to allow 
changes to be made in the behavior of a subsystem; and to evaluate the impact of 
these changes on the total system and other subsystems. This capability will then be 
included in the program that has been developed for system analysis.
1.4 Organization of the Dissertation
The remainder of this dissertation is organized as follows:
Chapter 2 introduces basic concepts related to reconstructability analysis. 
Chapter 3 discusses unbiased reconstruction, and an algorithm for unbiased recon­
struction is presented. Chapter 4 presents a greedy algorithm for reconstruction pro­
cess. An example is also presented to illustrate the concepts discussed. Chapter 5 
discusses a general function which covers g-system and ^-system mathematics, plus 
some examples. Chapter 6 discusses the issue of arbitrary data, which covers different 
problems caused by data. Chapter 7 investigates open and closed systems mathemat­
ics in terms of the ^-system model. Finally, chapter 8 consists of concluding remarks 
and further research issues.
Chapter 2: Preliminaries
2.1 Introduction
The term Reconstructability Analysis has developed as a generic term for all 
aspects of a methodology whose aim is to deal with problems associated with the rela­
tionship between systems perceived as wholes and their various subsystems (i.e. parts 
of the wholes). In this chapter, we describe problems that are studied under recon­
structability analysis (RA), a summary of main results obtained within RA, and some 
important issues associated with RA.
After a general discussion of the issues associated with whole-part relationship 
and an overview of the aims of RA, the chapter describes results obtained for two 
problems that are subjects of study in RA. One of the problems, called an 
identification problem, is concerned with inferences about an unknown overall system 
from a given set of its subsystems. A deductive inference from the given subsystems 
results in the set of all overall systems which yield those very subsystem; it is called a 
reconstruction family. The ability to identify the true overall system is measured by an 
identifiability quotient that is inversely proportional to the relative size of the recon­
struction family. A selection of one overall system from the reconstruction family 
requires an inductive inference.
The second problem, called a reconstruction problem, is concerned with the 
determination of such subsystems, as small in number as possible, from which the 
overall system can be reconstructed to an acceptable degree of approximation. The 
approximation is measured by an information distance between the given and recon­
4
structed overall systems.
22  Parts and Wholes
When a system is extremely complex in scope, then information about the 
behavior of that system as a whole becomes incomprehensible. One recourse is to 
somehow get information about the whole system by studying its parts or subsystems. 
But which ones? We need rules to tells us how a highly complex system can be bro­
ken down into manageable chunks without losing the essence of the whole. A perfect 
example of this phenomenon is the development of computer software. If a large com­
plex program is not broken up into subprocedures, the code becomes unintelligible 
and impossible to update. This was one of the major problem in early computer pro­
gramming; the programmer could not decipher the code written in the past and neither 
could anyone else. Yet, programs cannot be arbitrarily divided into subprocedures 
without producing a bigger mess than before. Today, structured programming teaches 
us to divide large programs into logical subprocedures by considerations of task, 
information requirements, and ease of future modifications. Unfortunately, however, 
most of our systems are not divisible via programming criteria. Clear methods are 
required that allow us to subdivide any complex system into smaller, more under­
standable parts in a way that retains information about their operations as a whole.
However, discovering how to divide a complex system into subsystems without 
losing important features is not a trivial problem. In any given science, there are 
objects of that science which cannot be studied in isolation because of complex 
interactions with other objects in their environment. If the effects of these interactions
are not considered, then vital information about the behavior of the total system may 
be lost For example, ethology, the study of the behavior of animals in their natural 
habitat, arose because scientists recognized that models based on the behavior of 
animals in the unnatural setting of the laboratory were vastly misleading. As a result, 
ethologists are aware that studying animals under laboratory conditions results in the 
loss of important information about their behavior, because the interaction between 
instinct and environment is an essential factor. In cases like these, methods are needed 
to combine various separate parts together to form the total system.
When several separate systems are combined together they can produce complex 
behaviors because the existing properties and parts have combined in new ways. 
Sometimes this is because of features of the parts that produce interference patterns. 
So, even if one is able to predict and explain the behavior of a part of a system on the 
basis of laws, this does not mean one can predict the behavior of the entire system on 
the basis of that information alone. In this case one would be unable to break up the 
system at all without losing massive amounts of information about the whole. In phy­
sics, the problem of being unable to predict complex interactive behavior of many 
subsystems from the laws and behavior governing a single subsystem is called the 
many-bodied problem.
Another problem is determining the extent of the parts and which combination 
can give us the largest amount of information about the characteristics of the whole. 
What we decide to be whole and what are to be its parts is a function of where we 
decide to focus our attention. Goguen and Varela explain this phenomenon [GoV79].
7For some systems, wholeness does not seem to be a matter of arbitrary conceptu­
alization. Some systems seem so tightly cohesive; that one cannot break them up into 
parts without destroying the essence of the whole. Is there a measure of wholeness for 
any given system; and if so, what are its characteristics? Several theories have been 
suggested concerning this question. One theory is that the degree of wholeness is 
related to emergent properties that can appear when certain parts are combined. Life is 
often cited as an emergent property of this kind. Another view claims that the 
difficulty of reducing a given system to its constituent parts is a measure of its whole­
ness. Other theories point to the strength of the interconnections between parts or to 
the complexity and degree of randomness or unpredictability present in a system.
However, many of these criteria may change as better tools and methods are 
developed to handle greater complexity. We need to be able to deal with both the parts 
and wholes of systems as our needs and motivations dictate, as well stated by Suppes 
[Sup83].
Thus, we require the development of methods that not only allow us to determine 
how to break up complex systems into smaller systems with minimal information loss, 
but will also tell us when such a procedure is not desirable. Furthermore, we would 
want such methods to allow us to merge new systems together to model the complex 
behaviors of wholes which cannot be studied in isolation. We need a technique which 
tell us the best subsystems to study in order to get information about the total system 
in the most efficient way. Reconstructability analysis is concerned with these prob­
lems.
2 3  Reconstructability Analysis
Reconstructability Analysis (RA) is an organized collection of ideas, concepts, 
principles and methods whose primaiy purpose is to provide systems investigators 
with a convenient framework and methodological tools for discussing and dealing 
with the various questions associated with a key problem area of system inquiries-the 
relationship between wholes and parts or, more specifically, between overall systems 
and their various subsystems.
RA emerged from ideas formulated by Klir in 1976 [Kli76]. These ideas grew 
primarily from some work of Ashby. In the mid-1960s, Ashby suggests the concept of 
cylindrance for many-dimensional relations on finite sets and developed an algorithm 
to determine whether a given relation of dimension n can be reconstructed from all its 
projections on a particular dimension k < n . The reconstruction, if possible, is accom­
plished by the set intersection of extensions (cylinders) of all the k -dimensional pro­
jections of the given relation [Ash64, Ash65]. Later, Ashby and Madden discuss the 
inverse problem, i.e. the problem of identifying an unknown relation among n nomi­
nal scale variables from relations among subsets of k of these variables (*<•«) 
[MaA72].
Since the initial inception of RA in 1976, many conceptual, mathematical and 
computational results have been obtained, which have made it possible to develop 
computer software for dealing with the various issues of the system and subsystem 
relationships. RA has been tested by extensive simulation experiments, and its appli­
cability has been explored in many areas, including computer performance evaluation, 
ecological modelling, agriculture, medicine, and science research [Bro81, Cav79,
CoU79, Hig82, Kli85, K1U77, Uyt78, Uyt82, UyG81, Wan80].
RA is based upon principles of information theory. They are formulated, for the 
most part, within classical set theory and probability theory, but attempts have 
recently been made to extend the formulation to the more general framework of fuzzy 
set theory [DuP80]. Thus far, RA has been extended only to one area of fuzzy set 
theory, which is referred to as possibility theory [DuP80, Zad78].
The primary purpose of fuzzy set theory is to capture the nature of human rea­
soning. It is based on the notion that people do not reason in two-valued logic, but use 
vagueness and imprecision in thinking and decision making.
The most fundamental concept in RA is the concept of a system. The concept of 
a system means different things in different contexts; a system can mean a method or 
way of doing something, a theory, or that which a theory is about [Mar75]. In RA, the 
term ’system* is viewed as some kind of characterization of the constraints associated 
with a set of variables. In this characterization, the concept of fuzzy measures is 
essential [DuP80], particularly some special classes of fuzzy measures such as proba­
bility and possibility measures.
Formally, a system is defined in RA as the sextuple
F (2.1)
where V = (v, |»elVB} (JV„ = {1,2,...,«}) is a set of variables', N subscripted by a posi­
tive integer denotes the set of positive integers from 1 through the value of the sub­
script; W is a family of finite state sets; s : V -*W is an onto assignment function by 
which one state set from W is assigned to each variable in V ;
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A = i(v j)x  s(Vj)x "  xs(v„)
is the set of all overall states (n-tuples) defined for the variable; Q is a set of real 
numbers which includes 0, usually the set [0,1]; f  :A -*Q is a function by which the 
constraint of the variables is characterized (e.g., a probability or possibility distribu­
tion function). When some of the variables are declared as input variables, function /  
characterizes a conditional constraint in which states of the input variables represent 
the conditions.
RA deals with sets
S= {kF = ( kV; kW; ks't *A; kQ \*/) |*  e Nq} (2.2)
of systems kF defined by the form (2.1). Such sets are referred to as structure sys­
tems. In general, the sets *V (k e Nt ) in (2.2) may overlap in any arbitrary way. Sys­
tems kF that are contained in S are usually called elements of the structure system. It 
is assumed that all elements of a structure system are compatible in the sense that con­
straints among their variables are characterized by the same type of measures.
If elements kF of a structure system defined by (2.2) are subsystems of a system 
given by (2.1), then kV c  V for all * e Nt ; consequently, states in sets kA are appropri­
ate substates of those in A , and functions */, defined on these substates, are appropri­
ate projections of / .
Let us define the concepts of a substate and a projection in RA. For each overall 
state (n-tuple) a=(a, | i e N„)e A of a system defined by (2.1) and for each state 
P = (Py l y e /  cA fJ  associated with variables in set kV = \ j  e J  c N J ,  p is called a
substate of a  if and only if P; = ay for all y e / .  Let P < a  denote that P is a substate
11
of a.
In most papers on RA, \ f  i  kv] denotes the projection o f /  which involves only 
variables in set kV cV . It is a function
[f I  kV]:Xs{Vj)->Q
such that
If  I  kV]  (P) = a ({/ (a) | a>p}),
where a is an aggregation function required by the measure used. For probabilistic 
systems,
\f I  *y]<P)= Z/<a); (2.3)
a>f)
for possibilistic systems,
If A *V](P) = max/(o). (2.4)
Now we discuss two problems associated with RA. The first problem is to derive 
from the subsystem kF as much as knowledge as possible regarding the unknown 
overall system/7. This problem is the identification problem.
The second problem is based on the assumption that an overall system is given. 
The aim is to determine which sets of subsystems are adequate for reconstructing the 
given overall system, to an acceptable degree of approximation, only from the 
knowledge embedded in the subsystems. This problem is the reconstruction problem.
12
2.4 Identification Problem
The identification problem in RA is the problem of identifying specified proper­
ties of an unknown overall system from the knowledge of corresponding properties of 
some given set of its subsystems. The identification problem is concerned with infer­
ences from a given structure system of the form (2.2) about an unknown overall sys­
tem of the form (2.1). One aim of the identification problem is to determine which 
subsystems do adequately represent the overall system.
2.5 Reconstruction Families
The identification problem in the context of RA has been motivated by the reali­
zation that, for any given structure system S of the form (2.2), there exists a class of
hypothetical overall systems of the form (2.1). Each of them, for example system F,
is compatible with the given structure system in the sense that for each kF € S , F and 
kF have a system-subsystem relationship. This means that for each k e Nq,F  satisfies 
the following conditions:
(i) kV c V
(ii) kW c  W such that ks is onto
(iii) *s : kV - ) kW such that *5(v,) = s(v4)
(vi) kA =Xf(v;), where vf e kV
(v) kQ=Q
(vi) kf = [ f  I
This class of hypothetical overall systems of S is called a reconstruction family of S. 
Determining the reconstruction family of a given structure system is a part of the
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identification problem. The formulation was developed for two types of systems- 
probabilistic and possibilistic systems.
For probabilistic systems, the reconstruction family is completely described by 
the solution of the set of simultaneous linear algebraic equations
*/<*P> = £  / (« )  (2.5)
for all k e Nq and all *p e kA ; these equations express the fact that the given marginal
probability distributions (*/(*P)l *P e kA ) in the structure system (* e Nq) are projec­
tions of an unknown overall probability distribution (f(a) | a e A). a>  *p means that p 
is a substate of a. They are usually underdetermined and are always constrained by 
the inequalities
/(a ) a 0 (2.6)
for all unknowns /  (a), a  e  A.
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Example 1. Consider a simple probabilistic structure system with three vari­
ables vjiVjjVj, each with two states, 0 and 1; the system has two elements whose proba­
bility distribution functions are specified by the following tables:
Vi V2 ’/ ( ’P )
0 0 0 . 2
0 1 0 . 5
1 0 0 . 2
1 1 0 . 1
V 2 v 3 2/ ( 2p )
0 0 0 . 1
0 1 0 . 3
1 0 0 . 0
1 1 0 . 6
The overall system has an unknown probability distribution of the following form:
vi v2 Vj /(a )
0 0 0 Po
0 0 1 Pi
0 1 0 P2
0 1 1 P2
1 0 0 Pa
1 0 1 Ps
1 1 0 P&
1 1 1 Pi
Symbols po»Pi Pi denote the unknown overall probabilities. There are eight equa­




/»2 + />3 = 0.5 (ii)
P4+P5 = 0.2 (iii)
p6+p7 = 0.1 (iv)
Po+P4=0.1 (v)
Pi +pj = 0.3 (vi)
Pi+P6 = 0.0 (vii)
Pi +Pt = 0.6 (viii)
From (v«) and the required inequalities that each of the unknowns be nonnegative, we 
obtainp2=p6 = o. From this partial result, (ii'),(iv), and the required inequalities (2.6), 
we obtain p3 = 0.5 and p7 = 0.1. It remains to determine p0> pu p4, and p3 from equations
( i), (ii*)► (v) and (vi). One of these equations is redundant because it can be derived
from the others. For example, when we add (i) and (iii) and substitute for Pi + ps from
(vi), we obtain (v). That means that we have three linearly independent equations for 
four unknowns. When one of the unknowns is chosen as a free parameter, the remain­
ing unknowns are uniquely determined by its values. Using, for example, equation 
(i), (v), (iii) andp0 as the free parameter, we obtain
Pi = 0.2-p 0 (ix)
p4=0.1-po 00
Pj — 0.2 —p4 = 0.1 +Po (xi)
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Due to <2.6) and (x),p0 is bounded by the inequalities
0Spos0.1
The reconstruction family is then defined by the following range of probability distri­
bution functions / :
V 1 v2 v 3 / ( O )
0 0 0 p0e [ 0 , 0 . 1 ]
0 0 1 p 1 = 0 . 2 - p 0
0 1 0 p2 = 0
0 1 1 p 3  = 0.5
1 0 0 •s
j
* i
i 0 1 o
1 0 1 pj = 0 .1+ p 0
1 1 0 P e  =  0
1 1 1 p 7= 0.1
For more complex structure systems, reconstruction families may be character­
ized by several free parameters. The matrix method was developed for the solution, 
and is described in [CaK81].
For possibilistic systems, the simultaneous equations have the form
max/(0t)= 7(*0> (2.7)
for all k e Nq and *p e *A, and are constrained by (2.6). This problem was solved by 
converting it to a special form of fuzzy relation equations [HiK84, HKP84]. It was 
proved that each reconstruction family can be fully described in terms of the max­
imum solution.
2.6 Reconstruction Problem
The aim of the reconstruction problem is to determine from among all relevant
17
structure systems those which allow us to reconstruct a given overall system to an 
acceptable degree of approximation. Thus, in this problem, we already have the 
overall system and we want to find a way to break it into smaller parts while retaining 
as much information as possible.
Why is it desirable to represent overall systems by collections of their subsys­
tems? There are several reasons. One of them is concerned with observation or meas­
urement: it is often impossible or, at least, impractical to observe (measure) simultane­
ously all variables that are relevant for inquiry. Another reason is concerned with 
complexity and manageability of the system under consideration.
One aspect of systems manageability is the size of computer memory required to 
store the system. Consider, for example, n variables, each of which has k states. When 
dealing with the overall system of these variables, nk" memory cells, each of which 
can store any one of k states, must be made available for storing states of the system. 
On the other hand, when a structure system consisting of all subsystems with two vari­
ables is used, the number of memory cells that are needed for the same purpose is 
k3n(n -  l). This number grows with increasing values of k and « at a considerably 
lower rate than that of nk*. If we only store states of the subsystems that are needed to 
form a linearly independent set of equations (2.5) in the method proposed by Jones 
[Jon82], the structure system will be even more advantageous when compared with 
the overall system.
Chapter 3: Unbiased Reconstruction
3.1 Introduction
This chapter is concerned with the development of algorithms in the field of 
reconstructability analysis. Given a structure system, select an overall system from its 
reconstruction family that is based on all, but no more information than is contained in 
the structure system. Such an overall system is called an unbiased reconstruction, it is 
a system that is reconstructed from the structure system without any bias, i.e., by 
employing all information available without using any additional information. By 
contributing a methodology directly to this new field, computational techniques are 
provided for the variety of phenomena commonly thought of as general systems. 
However, reconstructability analysis goes beyond these common systems.
Given an overall system B defined with probabilistic behavior function f  and a 
subsystem, say *B, then kf m ust satisfy the condition that
*/<P)= 2 / (  a)
a>p
where P e * A, a  e  A, and a>p denotes that p is a substate of a . Thus, any subsys­
tem of B defines a set of linear algebraic equations whose solutions are probabilities 
of aggregate states a s  A. We also note that
2 / ( a )  = l.
aa A
Given a structure system S={ *B}, each solution to a set of equations so defined, 
which also satisfies the constraint that each solution probability is greater than or
18
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equal to 0. Thus, a probabilistic behavior function /:A —>[0,1] uniquely represents a 
member of Rs , the reconstruction family of S. The member of the reconstruction fam­
ily which is the maximum entropy solution is referred to as the unbiased reconstruc­
tion.
It is desirable to accomplish as much as possible with as few states as possible. 
Only limited information on subsystems may be available. Even when subsystem 
information is accessible, it may be costly in to obtain or maintain. This chapter shows 
how to identify independent information; and how to use independent information in 
the reconstruction hypothesis and unbiased reconstruction.
To illustrate a general kind of reconstruction family, let a structure system be 
given with three elements, each containing two of three variables v„ v2, v3. Let v5 and 
v2 each take states from the set {0,1} and let v3 take states from the set {0,1,2}. The 
behavior functions */, 2/» V are given in Table 3.1
Vl v2 V o V2 V3 V(.) V| V3 V o
0 0 0.25 0 0 0.17 0 0 0.11
0 1 0.18 0 1 0.16 0 1 0.14
1 0 0.20 0 2 0.12 0 2 0.18
1 1 0.37 1 0 0.14 1 0 0.20
1 1 0.18 1 1 0.20
1 2 0.23 1 2 0.17
TABLE 3.1: Elements of the Structure System
The Cavallo and Klir algorithm for an unbiased reconstruction is applicable to this 
information as presented above. However, with the methodology here, the same 
unbiased reconstruction can be obtained from Table 3.2.
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v, v2 V(.) V2 v3 s/(.) vl v3 VO
1 1 0.37 1 0 0.14 0 1 0.14
1 1 0.18 0 2 0.18
1 2 0.23 1 0 0.20
1 1 0.20
1 2 0.17
TABLE 3.2: Subelements of the Structure System
The above states represent independent information, and it is important to be able to 
work with independent or limited information for many reasons.
Space considerations is one reason. Besides space, we may save time in comput­
ing reconstruction families and unbiased reconstructions. By identifying independent 
states, we need only collect information on these states.
This chapter generalizes the Cavallo and Klir algorithm to be applicable for any 
set of substates of a system. Then we show that the unbiased reconstruction is the 
same for nonindependent set of states as for an equivalent independent set of states. 
Finally, we show how to generate independent sets of states.
3.2 Unbiased Reconstruction Algorithm
This section shows how to obtain an unbiased reconstruction for probability 
functions. It requires a complete set of substates for a structure system, this algorithm 
works for an arbitrary collection of substates. Thus, limited or minimal information 
can be used to obtain an unbiased reconstruction. We proceed in two stages: first we 
partition the states into disjoint sets; then we apply a basic unbiased reconstruction 
process.
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Let {pi}, i=l,2 n, be an arbitrary collection of substates of an overall system.
We partition {p;} into disjoint sets CuC2,...,Cm.
A) First, to form Cj do the following.
1) Let p! e  Cx; i<-2.
2) If there exists no a  > pf such that a  > Py for some Py e  Cu then let p, e  Cx.
3) i+1, if i<,n go to [2]; else C x formed.
B) C2 is formed in a similar manner from the p, not placed in Ct.
C) Form C3,...,Cm similarly until no p; remain.
Here, the designation of pj, p2, etc. from the set is arbitrary. For this reason, a partition 
is not unique. Now, we need add one member to each C, to complete them, but first 
we make an observation.
Associating the appropriate ‘/w ith  a substate pf, the equation
£ / ( « ) =  7  (P.)
must hold. Each C, defines a set of such equations. We add one equation to the set for 
each Ct. This equation is
E / ( a ) = l - I 27 (& >
where £ 2  is summation over the p, of Ct, and *f(.) depends on the particular p<. £ j is
summation over a  such that a>p; for some py€ C, is not true. The right hand side of
this equation may represent the probability of some substate of the system.
Consider the set of equations consisting of all equations for all the Ct. We write 
them as
' Z f i / =ai for aH«(,
j
where a, is the probability of a state of C, and the are the appropriate left hand 
sides for this equation. For instance, let us write a set of equations for our example 
using independent states given in the second table.
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Ct:
f  (110)+/(111)+/(112) = 4/(11)
/(001) + / (Oil) = 6f  (01)
/ ( 002)+ / ( 012) = 6/ ( 02)
/  (000)+/(010) + /(100)+ /(101) +/(102) = 1 -  • /  (02) -  *f (11) -  6f  (01)
C2I
/  (100) + / ( 110) = 6/  (10)
/(011)+ /(lll) = s/( l l )
/  (012) +/(112) = 5f  (12)
/  (000) + /  (010) + /  (001) + /  (101) + / ( 002) + /  (102) = 1 -  6/  (10) -  s/  (11) -  s/  (12)
C3:
/ ( 010) + / ( 110) = 5/ ( 10)
/  (101) +/(111) = 6f  (11)
/  (102) + /  (112) = 6f  (12)
/  (000) +/(100) + /  (002) + /  (001) + /  (011) +/ (012) = 1 -  5/(10) -  6f  (11) -  6/(l2)
The /  y and are easily identified for these equations. These equations can be 
viewed as those of a reconstruction hypothesis. The algorithm is an iterative scheme 
for solving the equations. It begins by initializing an estimate of to a flat distribu­
tion. Flat distribution is a system in which all variable effects have been assumed 
equal. Then using the latest values o f/ij, it simultaneously scales the left hand ele­
ments of an equation to satisfy the right hand side. The equations are cycled through 
repeatedly until convergence.
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3 3  Reconstruction Process
Given a consistent reconstruction hypothesis in the form
^  far all alt
i
let’s represent an approximation to /^  by/ij and
4 = Z /y
where is an approximation to a, .
Now we obtain an unbiased reconstruction/^ by the following steps.
1) Initialize/jj to a flat distribution. (All variables envolved have the same effect 
on the system.)
2) For all i:
. Oj
*** fa  =fij — for every J-
3) Convergence test:
|new f i j  -  old / y | < e for every i , j .
If not converged, go to (2); else stop.
It must be proved that the algorithm converges to a distribution which conforms 
to the reconstruction hypothesis, and that the converged distribution is the unbiased 
reconstruction. If we simply substitute the sets Cu C2, Cm for the marginals p u 




A set of states is independent if the equations relating them to the overall system 
are linearly independent Two sets of states are equivalent if the probabilities of the 
states of one set can be inferred from the probabilities of the states of the other set. 
Given a set of states, the reconstruction family consists of all overall systems con­
sistent with the states. Equivalent state sets clearly have the same reconstruction fam­
ily. Now the unbiased reconstruction is the member of the reconstruction family 
which maximizes entropy which is unique. Hence, the unbiased reconstruction is the
same for the non-independent set of states as for an equivalent independent set of
states. To achieve an unbiased reconstruction, it suffices to work with independent 
states.
Let p be a substate. Then a e  A is the null extension of p, written p', if a  > p ( p is 
substate of a  ) and every variable of a which does not occur in p has the value zero. 
Independent states can be generated by a following procedure.
PROCEDURE: To generate independent substates of a system into a set D, do the fol­
lowing.
1) Let Pi e D where pj is any substate, i <— 2.
2) Let p; e  D if p,- is such that P' * P', for j=i-1, i-2,...,l.
3)i«—i + 1. If more independent states are desired go to [2]; else stop.
The substates of D are independent and can be shown by demonstrating that the 
equations for the reconstruction hypothesis can be written in triangular form. First,
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we order the substates of D. Let ft, be a state where n of the variables involved in the 
state are nonzero. And let ft, have m such variables. Then r<s implies n <, m is our 
ordering criterion.
Now the equations of the reconstruction hypothesis can be written
Mq = w
where w is the vector of values */(P;)» for */(•) appropriate to p( J in order of the ft,. 
This orders w, and also order q, the unknown values of the overall behavior function. 
Let qi be defined on the null extension of ft, for all p,-e£>. That is, q, is defined on ft' 
where is defined on ft(. Any remaining q elements may have any order. It is clear 
that M must be an upper triangular matrix.
The whole process can be demonstrated for the overall system behavior function 
/ ( v i , v 2, v 3)  where v ,  =  0  or 1, v 2 =  0  or 1 ,  and v 3 =  0 ,  1 ,  or 2 .  Let lV =  { v , } ,  2V =  { v 2 } ,  
3V =  { v 3} ,  V  =  { v i , v 2} ,  SV =  { v 2, v 3} ,  V  = { v j , v 3} .  Suppose we take (v1=i,v3=2) as the 
first state and denote it by 6(l,2). We may select our second state from those whose 
null extension is not ( 1 , 0 , 2 ) .  Let us take ’(l). Next we may select any state whose null 
extension is not ( 1 , 0 , 2 ) ,  ( 1 , 0 , 0 ) ,  or ( 1 , 1 , 0 ) ,  so we might take 2(1). By continuing the 
process, we obtain D = { 6(l^),I(l),4(l,l),2(l),6(l,I),<(0,l)}. These states are indepen­
dent. Now we can show this by forming the equations of the reconstruction 
hypothesis.
The states in an ordered form are D = { 1(i), 2(l), 6<0,i), 4(l,i), 6(i,i), 6(l,2)}, and the 
corresponding order for q is {/(100)/(010)/(001)/(110)J‘(101)/(102)}. The equations 
are presented the following.
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1 0  0 1 
0 1 0  1 
0 0 1 0  
0 0 0 1 
0 0 0 0 
0 0 0 0
1 1 ... .] >(100)' ' ‘/(I)'
0 0 .... /(010) V(i)
1 0 .... /(001) 7 (  oi)
0 0 .... /(110) 7(11)
1 0 .... /(101) 7 ( ii)
0 1 .... /  (102) 7(12)
Chapter 4: The Greedy Algorithm
4.1 Introduction
In this chapter we present a new algorithm for the reconstruction problem. The 
reconstruction problem investigates the ways in which parts can be reasonably con­
sidered to be adequate representations of the overall system. Substates are considered 
for the reconstruction, and the overall system need not necessarily be known to 
proceed. A recent generalization of reconstructability methodology makes this 
approach possible.
First, we state the general reconstruction problem. The algorithm is then 
presented, and example is given.
4.2 General Reconstruction Problem
We are concerned with probabilistic reconstructability analysis. If we have com­
plete knowledge of the overall system state probabilities, then we have knowledge of 
all substate probabilities, and we may proceed directly. If only limited knowledge of 
the system is available, then we must take an intermediate step. First, we compute the 
unbiased reconstruction for this limited information. This unbiased reconstruction 
contains all the information in the given knowledge, with no extraneous knowledge. 
We may now proceed as in the first case using this unbiased reconstruction.
Generally, the problem may be stated as follows. Given an overall system B with 
known probabilistic behavior function /  and also known behavior functions */ for the 
set of all substates {£}, determine a subset of {p} of given size or whose unbiased 
reconstruction is within acceptable tolerance of / t o  represent the system. We want to
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represent the system as accurately as possible with as little information as possible. 
We now present a greedy algorithm for the reconstruction problem.
4.3 Reconstruction Algorithm
A set of substates are independent if they have different null extensions. Null 
extension is defined as if p is a substate, then aeA (a is a state belongs to set of states 
A) is the null extension of p, written P', if ot>p (p is substate and is subset of a) and 
every variable of a  which does not occure in p has the value zero. Null extensions can 
be used to partition the substates of a system into disjoint equivalence classes. Two 
substates, Pi and p;, are said to be equivalent if P'( = p'y, where P' and P'7 are null 
extensions of p, and p}.
Let us use the example shown in Table 4.1.
V1 v2 Vj / ( • )
0  0  0 0 . 0 7 9
0  0  1 0 . 0 8 8
0  0  2 0 . 0 8 3
0  1 0 0 . 0 3 1
0  1 1 0 . 0 5 2
0  1 2 0 . 0 9 7
1 0  0 0 . 0 9 1
1 0  1 0 . 0 7 2
1 0  2 0 . 0 3 7
1 1 0 0 . 1 0 9
1 1 1 0 . 1 2 8
1 1 2 0 . 1 3 3
TABLE 4.1: Elements of The Structure System
We denote the substate (vj = 0, v2 = 1) by 12(0i), the substate (v3 = 2) by 3(2), etc. 
Then, the equivalence classes for the above example system are given by
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E l  =  {  ‘ ( l ) .  12( 1 0 ) ,  ,3 ( 1 0 »
E2 = { 2(1), 12(01), “ (10)}
£ 3  = { 30). 13(01), i3(01)}
E* -  { 3(2), 13{02), m(02)}
£ 5 = { 12(H)}
£« = { l3(H)}
£ 7 = {«(11)}
Es = { 13(12)}
E9 = { m{12)}
The algorithm for selecting substates for the reconstruction is an iterative process 
which adds substates one by one to the reconstruction set. The algorithm maintain an 
independent set by never using more than one member of a class. Also, no informa­
tion is lost by using only one member of a class, since the remaining elements 
represent redundant information in the reconstruction set.
Let p,- 6 Ej be one arbitrary chosen substate of equivalence class £, for i=l,2,..jfc. 
The algorithm works with the set E = {Pi,p2,...p*}. Let f tj denote an approximation of 
the overall system behavior function / ijt. Let D represent the set of substates for the 
reconstruction. Let U(D)~* f ti represent the computation of the unbiased reconstruc­
tion for the substates of D yielding fy .  Let y(.) be a choice function for substates. That 
is, y(P) measures the desirability of (3 for inclusion in the reconstruction set D. The 
larger the value of y(P), the more desirable is p.
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Now we give the general form of the algorithm.
ALGORITHM: Given knowledge of an overall behavior function f u and hence all 
*/ for substates, and the set E (set of substates), determine the reconstruction set 
D c.E as follows:
1) Initialization: initialize f i} to a flat distribution.
Flat distribution means that all variable values have the same effect on system. 
Let D be initially empty.
2) Selection of one 3 to add to D :
P = arg max y(p) (y(.) makes use of current f ;j)
L etD -D + {p};E =E - {p} (remove Pfrom £)
3) Compute unbiased reconstruction for new D :U(D)-*fij
4) Stopping rule:
Size limit for number of members in D exceeded? 
or
If i )m ft) I < e? (Where the norm is information distance.)
Yes, stop.
No, go to (2).
The choice function y(.) is critical to the algorithm and we now derive it. For a 
choice function, we want to add to D that p € E that brings about the greatest
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improvement in f u (fi} is the current approximation to / y). We note that by including 
the information */(P)» we also include the information 1 - */(p) in the unbiased recon­
struction. We consider the effect of operating on / y with our knowledge about (3 at a 
step of the unbiased reconstruction algorithm.
Let
or
At = / ,a --V ( p»
' v d -*/(»>




which is positive and decreases as / y approaches f tJ. Expanding the algorithm and 
making a substitution for / y gives
I  ~ £ / i)l°fify _  S i  / y l° g /y  “ 2 a /
Where the sums are over appropriate terms. Now expanding the second and third log­
arithms
/ - J W o t f * - S / i / l ° « 4  - S i
The first two terms are simply I,  and taking the third and fourth sums
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So, improves the most when that P e E is added that maximizes
k b -  v ® i» i4 £ g u < i  -  v o ) ) b . (;-: k/ / ^
We need to mention that */(P) is computed from the known overall behavior function, 
and */(P) is computed from/y.
4.4 Examples
We use the previous overall behavior function / ( v ltv2,v3) in Table 4.1 for our 
example. Let’s take
E = { I2(10), I2(ll), 13(01), 13(02), “ (12), 23(11), 23(10)}.
The algorithm results the state selected, the unbiased reconstruction, and the 
measure of closeness of the unbiased reconstruction to the true distribution of each 
iteration. The states selected were shown in Table 4.3.










TABLE 4.3 : Selected States
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The sequence of unbiased reconstructions are shown in Table 4.4.
Iteration 1 2 3 4 5 6 7 8 9
/(000) 0.070 0.073 0.076 0.085 0.088 0.086 0.083 0.081 0.079
/(001) 0.070 0.073 0.076 0.085 0.088 0.086 0.083 0.088 0.088
/  (002) 0.070 0.073 0.076 0.085 0.088 0.086 0.083 0.081 0.083
/(010) 0.070 0.048 0.045 0.034 0.032 0.033 0.032 0.032 0.031
/(Oil) 0.070 0.073 0.076 0.044 0.049 0.050 0.050 0.052 0.052
/(012) 0.070 0.073 0.076 0.085 0.088 0.097 0.097 0.097 0.097
/(100) 0.070 0.073 0.076 0.085 0.088 0.086 0.092 0.092 0.091
/(101) 0.070 0.073 0.076 0.085 0.069 0.070 0.070 0.072 0.072
/  (102) 0.070 0.073 0.055 0.042 0.039 0.037 0.037 0.037 0.037
/(1 10) 0.123 0.092 0.095 0.106 0.108 0.107 0.108 0.108 0.109
/(111) 0.123 0.139 0.160 0.136 0.131 0.130 0.130 0.128 0.128
/ ( I 12) 0.123 0.139 0.115 0.128 0.131 0.133 0.133 0.133 0.133
Closeness 0.055 0.040 0.031 0.006 0.002 0.001 0.000 0.000 0.000
TABLE 4.4 : Sequence of Unbiased Reconstructions
36
Let us contrast this result with a poor choice of states. To get a poor choice of 
states at step (2) of the algorithm we take
P = arg min 7(p) where P e  E
Now the states selected will be as shown in Table 4.5.










TABLE 4.5 : Selected States
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Now the new sequence of unbiased reconstructions are shown in Table 4.6.
Iteration 1 2 3 4 5 6 7 8 9
/(000) 0.083 0.081 0.078 0.083 0.077 0.085 0.085 0.104 0.079
/<001) 0.083 0.081 0.078 0.083 0.077 0.066 0.066 0.075 0.088
/(002) 0.083 0.081 0.090 0.090 0.090 0.090 0.062 0.071 0.083
/(010) 0.083 0.081 0.078 0.070 0.070 0.070 0.070 0.070 0.031
/(Oil) 0.083 0.090 0.090 0.090 0.079 0.074 0.074 0.065 0.052
/  (012) 0.083 0.081 0.090 0.090 0.090 0.090 0.118 0.109 0.097
/(100) 0.083 0.081 0.078 0.083 0.077 0.085 0.085 0.066 0.091
/(101) 0.083 0.081 0.078 0.083 0.099 0.094 0.094 0.085 0.072
/(102) 0.085 0.085 0.085 0.085 0.085 0.085 0.058 0.049 0.037
/(1 10) 0.083 0.081 0.078 0.070 0.070 0.070 0.070 0.070 0.109
/(111) 0.083 0.090 0.090 0.090 0.101 0.106 0.106 0.115 0.128
/(1 12) 0.085 0.085 0.085 0.085 0.085 0.085 0.112 0.121 0.133
Closeness 0.106 0.105 0.103 0.101 0.096 0.093 0.068 0.056 0.000
TABLE 4.6 : Sequence of Unbiased Reconstructions
Note that with this second case, all nine states had to be added to improve the close­
ness we had in the first case with only one state.
Chapter 5: General Function
5.1 Introduction
Reconstructability analysis (RA) has provided a powerful framework for the 
study of relationships between parts and wholes in systems. Methodology has been 
developed per RA when dealing with probabilistic or possibilistic behavior functions. 
In this chapter, we consider the RA framework for more general systems problems. In 
particular, those problems are considered which involve a more general system func­
tion and not necessarily a "behavior" function.
This chapter extends aspects of reconstructability analysis to general functions 
which need not be behavior functions. We refer to a system with such a function as a 
g-system.
First, a g-system is transformed to a dimensionless form. A mathematical struc­
ture is then induced via a type of isomorphism onto this system. Absolutely no restric­
tions are placed on the units or mathematical structure of the g-system. We refer to the 
system induced from the g-system as a Klir system, or Jfc-system. These systems are 
named in honor of the reconstructability analysis founder, George Klir.
A fc-system is isomorphic to a g-system. There is no information present in the 
^-system which is not present in the g-system; all of the information in the g-system is 
present in the fc-system; and we can convert from one system to the other.
We begin by defining a g-system. Then we transform this g-system to a dimen­
sionless system. Next, we induce a type of isomorphism to obtain a fc-system which 




A system is associated with a finite set of variables {v, } which take values from 
finite discrete set { 0 , 1 , 2 , . Each subset of the variables identifies one subsystem 
of the system. States {a} and substates {{3} of the system are determined by particular 
value assignments to the variables.
Associated with the overall system is a behavior function /(.) which we now 
characterize. If A is the set of all aggregate states of the system, and R* is a set of 
positive real numbers, then f-,A-*R* is a function which represents information asso­
ciated with system states.
We define a set of functions { mf  (.)}, one for each subsystem, such that
7 ( P ) e j ; / ( a ) .
e>p
We are not adding mathematical structure which is not present in the original system. 
These functions actually exist for the original system, and they neither supplement nor 
detract from original system information or structure.
We now define a parameter:
X m  2/(a). 
aaA
Now, we can define a g-system.
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DEFINITION: A g-system is a tuple:
(x, {v,}, {a} , (p } ,/ ( .) ,  { "/(•)}),
where
(1) x is a parameter;
(2) {v,} is a set of variables;
(3) {a} is a set of states;
(4) {0} is a set of substates;
(5) /(.) is a function on {a};
(6) { "/(.)} arc functions on {($}.
We make some observations about the equations (defined by { "/(.)} and x) of 
the g-system. If we select a linearly independent subset of these equations, then with 
only a few values o f/(.), the system is completely determined. This is true regardless 
of the arbitrary nonlinear structure of the system.
5.3 ^-system
The function /(.) is a measure of some type of information on system states, and 
commonly has some type of units associated with it (e.g., temperature in degrees cen­
tigrade). Let us remove such units from the system and accomplish the first part of our 
transformation by the following normalization:
k(a)  e / ( a ) / T  Va.
where
t - 2 / (  a)
a
Obviously,




and 6(.) is dimensionless (No unit is associated with variables).
Next, we define the functions "Ac.) for each subsystem of the original g-system
as
m*(P)= X *<“>-o»f)
Now we can define a 6-system.
DEFINITION: A 6-system is a tuple:
(t, {v,}, {a}, {£}, 6(.), { "*(.)}),
where
(1) x is a transformation factor;
(2) {v ,} is a set of variables;
(3) {a} is a set of overall states;
(4) (P) is a set of substates;
(3) 6(.) is a function on {a};
(6) {***(.)} are functions on {p}.
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Given a g-system, if the ^-system is constructed as above, the two systems are 
clearly isomorphic in the following sense. They both contain the same system infor­
mation. System information can be mapped from one system to the other. Any subset 
of information in one system has an equivalent content in the other system. Our 
analysis of a ^-system will not modify information and never introduce new informa­
tion of any kind.
5.4 ^-system Equations
Consider a dimensionless function *(V]V2v3) of a fc-system. The function
'"*(VlV3) = £ * ( v IV2V3)
V*
represents the only equations of the ^-system involving v, and v3. The total set of k- 
system equations, together with a few values of *(.), completely determine the system, 
and this is a true representation for any system. Thus, we are accurate in claiming that 
mfc(V]V3) truly captures that "behavior" of the system apportionable to (v^). The fc- 
System equations represent the system truly and exactly in terms of behaviors appor­
tionable to subsystems. However, this is not the most refined level for examining the 
system.
Substates are the "atoms" of a system. Let p be a substate for (v,v3); then, similar 
to the above function
m*(P)= E  *(a)
a>p
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truly captures that "behavior" of the system apportionable to p. In different systems, 
different substates dominate in determining system behavior, and we are interested in 
interweaving substates to explicate the overall system and bare its structure.
5.5 Analysis of ^ -system
A fc-system is not a probabilistic system. It is a dimensionless system with pro­
perties sufficiently parallel to a probabilistic system that RA can be invoked. For RA, 
a fc-system and a probabilistic system are isomorphic. The full power of RA can be 
brought to bear on k-systems-independent information, unbiased reconstruction, etc. 
The substate approach allows the greatest freedom in discovering system structure 
[Jon86]. We briefly describe some important results in this area.
Let p be a substate. Then, an overall state a  is the null extension of p, written p', 
if a  > p and every variable of a  which does not occur in P has a value of zero. A set of 
substates is said to be independent if the equations relating them to the overall system 
states are linearly independent. A sufficient condition that a set of substates be 
independent is that they have different null extensions. It suffices to use independent 
information in reconstructability analysis.
Let D be a collection of substates with different null extensions. The reconstruc­
tion hypothesis for D can be written in triangular form [Jon84]. In this form, the 
reconstruction family is easily obtained.
A very effective and efficient algorithm is presented for computing the unbiased 
reconstruction form an arbitrary set of substates in chapter 3. Given an arbitrary set of 
substates with corresponding dimensionless information, the process of inferring as
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much as possible about the overall system is referred to as an identification problem 
[CaK81]. This involves computation of the reconstruction family or its relative size 
(identifiability quotient), and computation of the unbiased reconstruction. The 
unbiased reconstruction is the member of the reconstruction family which implies no 
more constraints than which exist in the state set.
Given an overall system with appropriate dimensionless information, the prob­
lem of determining from among all relevant substates those which allow us to recon­
struct the overall system to an acceptable degree of approximation is referred to as a 
reconstruction problem. A very effective and efficient algorithm exists for this general 
problem, the greedy algorithm presented above.
5.6 &<system Applications
The most obvious use of ^-systems is to store g-system information in minimal 
form (a use of the reconstruction problem). In this case, we would be given the g- 
system function /(.); and we would induce the ^-system. Then, using the reconstruc­
tion algorithm, we would obtain a reconstruction set. The reconstruction set is the 
minimal information form for reconstructing the Jk-system to a desired degree of 
approximation. Since we know t, we can run the reconstruction algorithm to approxi­
mately reproduce the g-system to a desired tolerance. We emphasize that this 
approach never introduces information or mathematical structure that was not present 
in the original problem.
If we induce a fc-system for a given g-system and apply the reconstruction algo­
rithm, can we claim the system dynamics revealed for the ^-system accurately reflect
system dynamics for the g-system? For example, does a set of substates controlling 
overall behavior in the k-system also control state information in the g-system? In a 
very real sense, the answer is yes. There is an isomorphism between the two systems, 
both contain the same information, and we cannot discover any kind of structure by 
RA in the fc-system framework which does not have the same content in the g-system 
framework.
The identification problem occurs for a g-system when incomplete knowledge is 
present in the form of sums of state values. In particular, we must know t .  When such 




/ 1 = Vjii/i (v27t/(v3+l)) + (v2+2)v’ + v 3^2+177+2.7
and
/ 2 = 2vj v2 + 5v2v3 + yvj+vj + 1
We take v , = 0  or 1, v 2= 0  or 1 ,  and v 3= 0 , l ,  or 2 ;  and we get the following system, which 
is represented in Table 5.1
v l v 2 V3 /,(■) AC)
0 0 0 3.7 1.0
0 0 1 6.1 2.0
0 0 2 9.5 2.4
0 1 0 3.7 2.0
0 1 1 7.1* 7.4
0 1 2 14.5 12.7
1 0 0 3.7 1.0
1 0 1 6.4 2.0
1 0 2 10.2 2.4
1 1 0 3.7 4.0
1 1 1 8.4 9.4
1 1 2 16.0 14.7
TABLE 5.1: Elements of System 
The k-System is constructed directly from such /  (.) functions. First, we compute
i  = £ / ( “>■
a
In the above case t (=93.1 and t2=61.1. Next, we obtain the *(.) functions:
*(a)=/(a)/T Va,
47
and then, for each nonempty subset of variables, we compute the function **(.), using
m*(P>= £  *«*).a>fl
In this example, the analysis proceeds by partitioning the substates into 
equivalence classes. Two substates are in the same equivalence class if they have the 
same null extension. Next, we select one member of each class arbitrarily, and call the 
group the set E. In this example, we take
E = { 12(tO), 12(11), 13(11), 13(01), i3(12), I3(02), 23(12), “ (ll), I2(01)}.
The set E is input to the reconstruction algorithm. The reconstruction algorithm builds 
a reconstruction set of substates from E using knowledge of the k-system. From this 
reconstruction set, the k(.) function is reproduced by the unbiased reconstruction algo­
rithm, represented in chapter 3. The /(.) function is determined by
/ ( a )  = Tit (a) Vol
Six substates essentially reproduced this system as shown in Table 5.2.
V] v2 v3 U .) f iQ
0 0 0 3.7 1.6
0 0 1 5.9 2.1
0 0 2 9.4 2.4
0 1 0 3.7 2.1
0 1 1 7.3 7.3
0 1 2 14.6 12.7
1 0 0 3.7 1.6
1 0 1 6.6 1.6
1 0 2 10.2 1.6
1 1 0 3.7 3.8
I 1 1 8.2 9.5
1 1 2 15.9 14.7
TABLE 5.2: Reproduction System
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More substates can be included if more accuracy is desired, or fewer can be employed 
if this accuracy is not necessary. The substates used for / t(.) in order of importance 
are:
{ ” (12), 13(12), I3(02), ” (11), 13(11), ,3(01)}
The system is essentially determined by the structure system {(vj v3),(v2 v3)}. The 
substates used for / 2(.) in order of importance are:
{ ” (12), ” (li), 12( i l ) ,  13(02), 13(01), ia(0l)>
The important thing to note is that we are representing twelve extremely compli­
cated multivariate points with only six parameters.
Now, consider the functions
f  2 =  v ? v 3 / ( v 2 +  l ) 3 +  ( 1  +  V j ) ( 2  +  v 3 ) | « w ( 3 v 2/ 1 . 2 3 )  |
/ 4 =  2 ( v j  +  1)<,',+1) + ( v 3 +  7 ) ( v 2 + 3 ) - v 1v 2/ ( v 3 +  1) + v2 
where each v{ = 0,1, or 2. These yield the system which is shown in Table 5.3.
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Vl v2 v3 / 3(.) /4<-)
0 0 0 2.0 23.0
0 0 1 3.0 26.0
0 0 2 4.0 29.0
0 1 0 3.1 31.0
0 1 1 4.6 35.0
0 1 2 6.1 39.0
0 2 0 1.0 39.0
0 2 1 1.5 44.0
0 2 2 2.0 49.0
1 0 0 2.0 29.0
1 0 1 4.0 32.0
1 0 2 12.0 35.0
1 1 0 3.1 44.0
1 1 1 4.7 48.5
1 1 2 7.1 52.7
1 2 0 1.0 67.0
1 2 1 1.5 73.0
1 2 2 2.3 78.0
2 0 0 2.0 39.0
2 0 1 7.0 42.0
2 0 2 36.0 45.0
2 1 0 3.1 81.0
2 1 1 5.1 86.0
2 1 2 10.1 90.3
2 2 0 1.0 195.0
2 2 1 1.6 202.0
2 2 2 3.2 207.7
TABLE 5.3 System Elements
This g-system was transformed into a fc-system, and the independent substates
{ 12<01), I2(02), I2(10), 12<12), 12(20), 12(2l), I2{22), 13<01), 13(02), 13(11), I3(12),
13(21), "(22), “ (11), ” (12), ” (21), “ (22)}
were input to the reconstruction algorithm. Results are shown in Table 5.4 for eight 











0 0 0 2.6 27.7 2.1 20.9 1.4 20.0
0 0 1 2.6 27.7 2.1 25.1 2.5 25.2
0 0 2 5.0 27.7 4.5 28.0 5.3 29.0
0 1 0 2.6 35.3 2.7 29.9 3.7 30,1
0 1 1 4.8 35.3 5.2 35.9 4.9 35.9
0 1 2 5.0 35.3 5.9 40.0 5.2 39.8
0 2 0 1.1 44.1 0.9 37.3 1.1 38.2
0 2 1 1.1 44.1 1.7 44.8 1.6 44.7
0 2 2 2.2 44.1 1.9 50.0 1.7 49.3
1 0 0 2.6 27.7 3.3 31.0 2.0 28.3
1 0 1 2.6 27.7 3.3 31.0 4.0 32.5
1 0 2 9.2 32.2 11.5 34.9 12.1 36.2
1 1 0 2.6 46.3 2.1 46.8 3.1 45,0
1 1 1 4.8 46.3 3.9 46.8 4.7 48.8
1 1 2 9.2 53.8 7.3 52.7 7.1 52.5
1 2 0 0.8 68.6 0.7 69.4 0.9 67.7
1 2 1 0.8 68.6 1.4 69.4 1.5 72.0
1 2 2 3.0 79.7 2.6 78.1 2.3 77.0
2 0 0 6.4 42.3 5.3 41.4 2.8 38.3
2 0 1 6.4 42.3 7.0 41.4 7.4 42.7
2 0 2 32.2 42.3 32.8 44.0 34.7 45.9
2 1 0 2.6 85.8 2.1 84.0 2.4 81.8
2 1 1 4.8 85.8 5.2 84.0 4.8 86.3
2 1 2 13.1 85.8 13.0 89.3 11.2 89.3
2 2 0 0.8 202.1 0.6 198.0 0.7 195.5
2 2 1 0.8 202.1 1.5 198.0 1.5 202.3
2 2 2 4.1 202.1 3.7 210.4 3.5 208.5
TABLE 5.4: Different Substates Resuls
We see that eight states depicts the character of these functions veiy well, and 
twelve substates essentially captures them. Examination of the order in which sub­
states are important reveals that the dominant character of / 4(.) is determined by the 
structure system {(v^j)}, and the dominant character of / 3(.) is determined by the 
structure system {(viv^vjvj)}.
In these instances, we have twenty-seven extremely complicated multivariate 
points, and we can capture their character with eight parameters, and represent them 
very well with twelve parameters.
Chapter 6: Arbitrary Data
6.1 Introduction
It has been mentioned previously that Reconstructability Analysis (RA) can 
theoretically be applied to any general system regardless of the nature of the function 
used to describe system behavior. Introducing a dimensionless system called a Klir 
system which capitalizes on methodology of RA. A Klir system is not a real world 
system, it is not a fuzzy system, it is more abstract than either. Although the Klir sys­
tem is isomorphic to both the real world system and the fuzzy system methodology. 
The Klir system itself has no units, no interpretation for its function values; it is 
dimensionless. The Klir system exists to study structure. In employing the Klir sys­
tem on real world data, one must resolve problems using real world data. This chapter 
treats the resolution of such problems.
6.2 Data Problems
Generally, we have a finite set of variables {vf} which take values from finite sets 
{ r u . r a w h e r e  rfi € R. Each nonempty subset of the variables identifies one 
subsystem of the system. States {a} and substates {(}} of the system are determined 
by particular value assignments to the variables. If A is the set of all aggregate states 
of the system, and R is a set of real numbers, then /  -A -*R is a system function which 
represents information associated with system states. The system information may be 
displayed in a table relating each function value with a state. RA is applied to study 
the structure of such a system.
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The above description of a general system differs from the description of general 
functions in previous chapters. First, previously each variable vi=0,l,2,...,m1. This 
represents no loss of generality, since variable values are used to label states and sub­
states. Second, previously /  -A-*R+ (R+ s  positive reals). Again, this represents no loss 
of generality, since any function can be translated from R to R* without changing sys­
tem structure.
An example of system information is displayed in Table 6.1.
V1 V2 *3 /(-)
0 0 0 3.7
0 0 1 6.1
0 0 2 9.5
0 1 0 3.7
0 1 1 7.1
0 1 2 14.5
1 0 0 3.7
1 0 1 6.4
1 0 2 10.2
1 1 0 3.7
1 1 1 8.4
1 1 2 16.0
TABLE 6.1: System Information
The analysis of the general function can be applied to study the structure of such 
a system; however, in practice, the data might not be so cleanly defined. For example, 
the entries for the states (Oil) and (101) might be missing. That is, we have "missing 
data" for the system. On the other hand, we might have two entries for (012), say 14.5 
and 12.3. We refer to this as a "state contradiction". Finally, the data might appear as 
shown in Table 6.2.
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V l v 2 V 3 / ( • )
7 . 2 3 . 1 9 . 4 3 . 7
6 . 9 2 . 9 6 . 2 6 . 1
6 . 7 2 . 7 7 . 1 9 . 5
7 . 1 9 . 2 9 . 2 3 . 7
6 . 9 8 . 9 5 . 9 7 . 1
7 . 5 8 . 6 6 . 9 1 4 . 5
2 . 8 3 . 3 9 . 3 3 . 7
3 . 1 2 . 9 5 . 7 6 . 4
3 . 2 3 . 0 7 . 0 1 0 . 2
2 . 7 8 . 7 9 . 2 3 . 7
2 . 9 8 . 9 6 . 3 8 . 4
2 . 7 9 . 2 7 . 1 1 6 . 0
TABLE 6.2: Data Sample
It is necessaty for RA that values of variables be repeated in the table. In Table
6.2 repetition is slight. We refer to this problem as "data scattering".
The three problems of missing data, state contradictions, and data scattering 
appear to be distinct problems; however, we shall see they are interrelated. Data 
scattering and state contradictions are important problems that must be solved; how­
ever, they are not difficult, and they yield to classical methodology. On the other hand, 
resolving missing data is not so straightforward. For these reasons, we outline solu­
tions for data scattering and state contradictions, but concentrate in some detail on 
missing data.
6.3 Data Scattering
We can observe in Table 6.2 that v ,  can be approximated as taking on the values 
{ 7 , 3 } ,  v 2 can be approximated as taking on the values { 3 , 9 } ,  and v 3 can be approxi­
mated as taking on the values { 9 , 6 , 7 } .  Thus, we can construct Table 6 . 1  as a good
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approximation to Table 6.2.
The method of solution is: Group clusters of variable values into a single 
category. Ousters themselves can be further combined, and this can be advantageous 
in two respects. First, this reduces the number of values a variable can take; hence, 
computation time is reduced. This can be important in large systems where variables 
take many values. Second, combining clusters tends to reduce the amount of missing 
data.
There are two disadvantages to combining clusters. First, more state contradic­
tions occur, but these are usually easily and effectively handled. More seriously, there 
is a loss of system resolution. This can effect the sharpness with which decisions 
about the system can be made.
6.4 State Contradictions
A state contradiction occurs when multiple values occur for the same state. It 
occurs because system resolution is not fine enough either a finer mesh in the vari­
ables or new variables or both would remove the contradictions.
6.5 Missing Data
In a very real sense, RA can be only be as good as the data it is given. RA never 
introduces new information or structure into a problem. Therefore, RA itself cannot 
fill in missing data; however, it is possible to proceed with missing data. If the subse­
quent analysis is unsatisfactory, reducing the resolution of the system by data scatter­
ing techniques may give better results.
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Suppose some of our data is missing. We define the g-system for such data as 
consisting only of states for which function values are known. The other states are g- 
System nonexistent This means that they are not considered at all.
We proceed by computing the transformation factor
t=  Z  / ( “>a known
Then we compute the k function as
* (a) = /  (a)/t, a  known, 
and we get a corresponding fc-system. For this fc-system
Z  K«x)=l.
a known
But this does not mean * (a) = 0 for a  unknown- such a  do not exist in the ^-system. It 
is critical to the RA algorithm to treat unknown a  as nonexistent, and not merely as 
zeroing the fc-system function.
RA proceeds for the fc-system by forming equivalence classes for substates. At 
this point, it is necessary to relabel the states to squeeze the utmost information from 
our analysis. The purpose is to avoid to lose more equivalent classes. Let the origi­
nally unknown states constitute a set called X. For each variable, count the number of 
times each of its values occurs in the states of X. Then for each variable, reassign that 
value that has maximum count as 0. Recall that in RA, variable values merely serve as 
labels. Make this reassignment for all states of the ^-system.
The set of equivalence classes E  is formed by taking one arbitrary member of 
each equivalence class. E  is then input to the reconstruction algorithm. The
reconstruction algorithm and unbiased reconstruction are modified so that they do not 
consider nonexistent states. No equation of the ^-system (set E) as constructed will 
introduce a nonexistent state into computations of the algorithms, so no modification 
is necessary in regard to the basic equations. The initialization to a flat distribution 
must be modified so that nonexistent states are not included. The unit normalization 
equation must not include nonexistent states.
Finally, the reproduced system will not contain nonexistent states, nor will the 
substates controlling system behavior (the reconstruction set) contain information 
relevant for nonexistent states.
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6.6 Example
Let use hypothetical data on an ecological system to illustrate the handling of 
missing data. The data are given in Table 6.3
Humidity Leaf Area Disease Yield Loss
60 4 0 0.0
60 4 10 1.0
60 4 20 8.0
60 5 0 0.0
60 5 20 8.0
60 6 0 0.0
60 6 20 8.0
50 4 0 2.0
50 4 20 12.2
50 5 0 1.5
50 5 20 11.7
50 6 0 1.0
50 6 10 2.8
50 6 20 11.2
40 4 0 5.0
40 4 20 16.5
40 5 0 3.0
40 5 10 5.1
40 5 20 14.5
40 6 0 1.0
40 6 10 3.1
40 6 20 12.5
TABLE 6.3: Ecological System’s Data
In this example, the states (60,5,10), (60,6,10), (50,4,10), (50,5,10), and (40,4,10) are 
missing, and these constitute the set X.
First, we find X = 120.1, and we compute
4 ( a ) = / ( a ) / x ,  a  k n o w n .
Next, we relabel states. Variable v, (Humidity) takes the value 60 twice, the value 50
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twice, and the value 40 once in X; so we take label 60 and relabel it 0. Arbitrarily, we 
relabel 50 as 1 and 40 as 2. Variable v 2 (Leaf Area) takes the value 5 twice, the value 
6 once, and the value 4 twice; so we take label 4 and relabel it 0. Arbitrarily, we rela­
bel 5 as 1 and 6  as 2. Variable v 3 takes the value 10 four times and its other values do 
not occur in X, so we relabel 10 as 0. Arbitrarily, we relabel 0 as 1 and 20 as 2. The 
system with the new labeling is given in Table 6.4.
Vl V2 V3 *(.) /(•)
0 0 1 0.0 0.0
0 0 0 0.008 1.0
0 0 2 0.067 8.0
0 1 1 0.0 0.0
0 1 2 0.067 8.0
0 2 1 0.0 0.0
0 2 2 0.067 8.0
1 0 1 0.017 2.0
1 0 2 0.102 12.2
1 1 1 0.012 1.5
1 1 2 0.097 11.7
1 2 1 0.008 1.0
1 2 0 0.023 2.8
1 2 2 0.093 11.2
2 0 1 0.042 5.0
2 0 2 0.137 16.5
2 1 1 0.025 3.0
2 1 0 0.042 5.1
2 1 2 0.121 14.5
2 2 1 0.008 1.0
2 2 0 0.026 3.1
2 2 2 0.104 12.5
TABLE 6.4: New Labeling System
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The equivalence classes for this fc-system are
£ o = { 1J<00)} £ 7 = { 13<ll)}
E i = { 3(1>, M(01), I3(0I)}£8 = { J3(I2)}
E2 = {  \2 ), 23(02), ,3(02)}£9 = { i2(12)}
£3 = { 23(H)} £ , o = { 13(21)}
£ 4 = { I3(21)} £„ = { 13(22)}
£5 = { ” (21)} £ i2 = { 12(21)}
£ e= { 23<22)} £ i3 = { I2(22)}
Five equivalence classes are nonexistent for this system. This is the minimum number 
for five missing states in a system. More classes would be missing if we had not rela­
beled the states.
According to our discussion on a general function in Chapter 5, we may arbi­
trarily pick one member from each equivalence class and encompass the information 
of the subsystems totally. We take
{ 12(00), 13(01), 23(Q2), “ ( ll) . “ (12), 23<21), 23{22), l3( ll) , 13(12), 12(12), 13(21), I3(22), l2{21), 12(22)} 
as set£.
The reconstruction algorithm currently picks states for the reconstruction set 
from the set £ . So it is important with larger systems to include a large number of sub­
states in £  which involve few combinations of the variables. One might choose the 
smallest combination from each class for the set £ . This will make it easier to see the
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important low order combinations in the reconstruction output. If this is not done, one 
must scan the output to see what low order combinations are being sequentially 
repeated in neighboring high order combinations of the output.
The set E is input to the reconstruction algorithm. Results for the set E are shown 
in Table 6,5. The reconstructed system is shown as each state is added to the recon­
struction set.
Vl v2 *3 13(22) 13(12) “ (21) “ (11) “ (02) ” (12) “ (22) ,3<21)
0 0 1 4.03 2.60 3.05 3.52 3.39 3.10 1.58 1.07
0 0 0 4.03 2.60 3.05 3.52 3.39 3.10 1.58 1.07
0 0 2 4.03 2.60 3.05 3.52 4.68 5.40 8.64 8.64
0 1 1 4.03 2.60 3.05 1.48 1.48 1.48 1.48 0.70
0 1 2 4.03 2.60 3.05 3.52 3.39 5.03 8.05 8.05
0 2 1 4.03 2.60 0.64 0.64 0.64 0.64 0.64 0.30
0 2 2 4.03 2.60 3.05 3.52 3.39 3.10 7.45 7.45
1 0 1 4.03 2.60 3.05 3.52 3.39 3.10 1.58 1.07
1 0 2 4.03 11.69 11.69 11.69 14.32 14.00 12.55 12.55
1 1 1 4.03 2.60 3.05 1.48 1.48 1.48 1.48 .70
1 1 2 4.03 11.69 11.69 11.69 10.37 13.04 11.69 11.69
1 2 1 4.03 2.60 0.64 0.64 0.64 0.64 0.64 0.30
1 2 0 4.03 2.60 3.05 3.52 3.39 3.10 1.58 1.07
1 2 2 4.03 11.69 11.69 11.69 10.37 8.03 10.83 10.83
2 0 1 4.03 2.60 3.05 3,52 3.39 3,10 1.58 4.65
2 0 2 14.49 14.49 14.49 14.49 17.75 17.36 15.56 15.56
2 1 1 4.03 2.60 3.05 1.48 1.48 1.48 1.48 3.04
2 1 0 4.03 2.60 3.05 3.52 3.39 3.10 1.58 1.07
2 1 2 14.49 14.49 14.49 14.49 12.86 16.16 14.49 14.49
2 2 1 4.03 2.60 0.64 0.64 0.64 0.64 0.64 1.32
2 2 0 4.03 2.60 3.05 3.52 3.39 3.10 1.58 1.07
2 2 2 14.49 14.49 14.49 14.49 12.86 9.96 13.42 13.42
TABLE 6.5: Reconstructed System
As we see from the last column, this system is essentially reproduced with eight 
states. These eight states control the behavior of the system. Now we examine the
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dynamics of this system. We discuss the system in terms of variables v x, v 2,  and v 3; 
however, the remarks can obviously be interpreted in terms of humidity, leaf area, and 
disease.
The first state chosen was 13(22), and in terms of information content, it is the 
most important substate. This combination results in drastic yield loss as we see in 
column two under 13(22). Comparing column two and column nine, we see that this 
drastic loss is mediated only slightly by the interaction of other substates.
The next state chosen was I3(12) and it is second in information content. Looking 
at column three, we see it is a bad case for yield loss, although not as quantitatively 
bad as t3{22). Also, it is only slightly mediated by other substates in the system. We 
note that both of these first two states involved v 3 =  2 ,  indicating that this value of v 3 is 
in itself a major contributer to yield loss.
The third most important substate in unraveling system behavior is 23(2i), and 
column four depicts its action on the system. Whereas the first two states were driv­
ing up yield loss, we see from column four that 23(2 1 ) is driving down yield loss.
The next state added is “ (ll), and it also is driving down yield loss, though not 
as strong as 23(2i). Since 23(2i) and 23(li) involve v 3 = 1, we see this value of v 3 is driv­
ing down yield loss.
The dominant influences on this system are contained in these four states. The 
next four states accomplish some refining, but it is relatively minor compared to the 
first four states.
Chapter 7 : Open and Closed Systems
7.1 Introduction
In this chapter we present the closed system mathematics for finding the impor­
tant factors. Also, the open system mathematics for finding the important factors will 
be discussed. Examples of open and closed system computations are given.
7.2 Closed System Mathematics
In this section, all characteristics of closed system will be presented. The con­
cept of a closed system in terms of the fc-system will be discussed. The greedy algo­
rithm and unbiased reconstruction for closed system will be presented. Also, the algo­
rithm to determine the set of important factors in a closed system will be presented.
7.2.1 Mapping to the /t-system
We first introduce some terminology. In the language of reconstructability 
analysis, we are concerned with a system with a finite set of variables v; which take 
either discrete or continuous values. In the case of a continuous variable, we cluster 
the values into a discrete set of categories. Also, a system has a behavior which is 
described by a real valued system function /(.). Each nonempty subset of the vari­
ables identifies one subsystem of the system, and states a  and substates p of the system 
are determined by particular value assignments to the variables (states and substates 
are referred to as factors.)
In practice, the system function may not be "complete" (/(a) is unknown for cer­
tain a  as discussed in chapter 6). In order to analyze this system using the maximum
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entropy algorithms observed in the next section, we assign the mean of the known 
function values to each such unknown function value. This is referred to as the 
"entropy fill," and results in minimizing the information added to the subsequent 
*-system, where the/(.) function has been transformed to a (0,1) function.
We define a function */(•) for each subsystem as follows.
m/(P) = L /C  a) over a>p.
That is, we sum the system function over all states a  for which p is a substate. We 
further define
x = £ /  (a) over all a.
The tuple (x , {v, } , {a} , (P) , / ( . ) ,{  "/(•)}) constitutes what is called the £ -system. 
This is transformed into a Klir system or *-system denoted ( x , {v, } , {a} , (PJ , *(.), 
{ "*(.)}) by the transformations
k(a) = /(a) / x for every a,
and
m*(P) = £ * (a ) over a > p.
This transformation accomplishes a dimensionless (0,1) system, which can be 
analyzed by entropy mathematics. Such an analysis yields structural information 
which is isomorphic under this simple mapping to the original g-system.
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7.2.2 Important Factors
At this point we have values for all A(a), and hence all mA(p). We proceed by 
"forgetting" all A (a). Using only our knowledge of *"*0), the substates, we determine, 
one by one, which of the substates to add to the set of important substates, until this 
set adequately explains the behavior of Jfc(ot) for the total system. Let k(a) denote a 
current approximation to A (a), and let "A*(P) be an approximate value derived from the 
appropriate A (a). The substates or factors that most influence the system’s behavior are 
found one by one in order of importance by the following procedure which operates 
on the A-system.
A) Initialize A*(.) to a flat distribution - in terms of a (0,1) function, all values 
receive the same weight.
B) Select the next p:
P = arg max £i(P) over P not yet selected; where
£2(.) is a selection function defined subsequent to this algorithm.
C) Compute a new A'(.):
**(•) = M-((P I all P selected})
where |A(.) is defined subsequent to this algorithm.
D) Is A*(.) sufficiently close to A(.)? i.e., is
100* [1 -  (£  A(cc)* log(A (a)fk (a)) / £  A (a)* log(k(a)/kf  (a)))] ;> 8 
where A*(a) is the approximation to the true A (a), A/ (a) is a flat distribution, 5 is a
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prescribed tolerance, and all logarithms are to the base two. The above formula is 
referred to as the system accuracy, and represents a measure of information distance 
as opposed to the relative error measure from numerical analysis.
If Measure satisfied, stop, 
else go to step B.
Now, we define £}(.). Let
which represent the amount of information covered by "’)fc(P) about m/fc(P), 
then
ft(P)=/["*<p), "*'<p)]+/[(i- "*(p)),(i- "*(p))].
This formula picks the p that will add the most information to the system being recon­
structed. We define |X(.) to be the unbiased reconstruction or maximum entropy 
approximation of k(.) from the selected substates, and it is computed as follows. Asso­
ciated with each selected p is an equation
(“) o v e ra > P.
so that the selected set of P from a set of linear equations wherein we now assume the 
*(a) are unknown. We rewrite this set of linear equations as
Zj kij = a, for all a, -  "Jfc(P)
and we solve them by the following iterative technique:
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1) Initialize *(.) to a flat distribution
2) For all i :
new s=*y(a,/a') for every j: where a\ is derived from the current estimate of 
kij and at is a true value.
3) Convergence test:
| new ktj - old ifcy | ^  6 for all ij 
If satisfied, stop.
If not satisfied, go to 2.
This completes the algorithms that are employed to determine the set of important 
system factors in a closed system.
7.2.3 Unbiased Reconstruction
This section shows how to obtain an unbiased reconstruction in a closed system. 
We partition the states into disjoint sets, then we apply a basic unbiased reconstruction 
process.
Let {p.}> *=1.2 a, be an arbitrary collection of substates of an overall system.
We then partition {&} into disjoint sets, ClfC2....,Cm .
A) First, to form C, do the following:
lJL etP jeC ,; i<-2.
2) If thee exists no a>p( such that copy for some PyeCI} then let p, € Ct.
3) i<—i+1, if i<n go to [2]; else C{ formed.
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8 ) C2 is formed in a similarly manner from the ft not placed in Ct.
C) Form C3, • • ■ ,Cm similarly until no p( remain.
Now, the following equation must hold.
X * (  a) = **0,-)
a>a
Each C, defines a set of such equations. We add one equation to the set for each C, in 
closed system. This equation is
Zi *(«> = i - 2 2 “*0.0
where X2 is over the P; of Ct, and mk(.) depends on the particular p( . £ 1  is over a  such 
that a>p, for some p/ eC, is not true. The right hand side of this equation represent the 
probability of some substate of the system.
Now, given a consistent reconstruction hypothesis in the form
2 /v=fl, for all a, ,
J
we obtain an unbiased reconstruction / y by the following steps. We assume an 
approximation to f u by f i} and we let
fu
1) Initialize f (i to a flat distribution.
2) For alii:
Aj - f i j  -7 - for every j.
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3) Apply the convergence test:
if |new f i} - old/,7| < e for every it j.
then stop
else go to step 2.
7.2.4 Greedy Algorithm
Given knowledge of an *(•) function and hence all "*(,) for substates, and the set 
E (set of substates), we need to determine the reconstruction setD < z £  as follows.
1) Initialize *(.) to a flat distribution: and let D be initially empty.
2) Selection of one (3 to add to D :
P = arg max y  (P) (%) makes use of the current ki})
Let peD;E =E-D  (remove P from£)
3) Compute unbiased reconstruction for new D : U(D )-*ki}
4) Stopping rule:
Size limit for number of members in D exceeded? 
or
| k(j - k tj | < e ?
Yes, stop.
No, go to (2).
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The selection of function %) is critical to algorithm and it need to be derived. We 
have a current approximation ku to ki}. For a choice function t(.), we want to add 
to D that pe£ that brings about the greatest improvement in We note that by 
including the information ”Jfc(0) in closed system, we also include the informa­




" " (1 -  "*"#))
as appropriate for the particular ktj. Now consider the well known measure of close­
ness of ku to ki}
which is positive and decreases as approach kir Expanding the logarithm and mak­
ing a substitution for ktJ gives
r = 2 4  togk„ - 2 ,4 ,y toe4  I  I% jj»
where the sums are over appropriate terms. Now expanding the second and third loga­
rithms
tog tog 4 - 2 , * ,  tog -^ 4 ®  - 1 , k„ tog
The first two terms are definition of I, and taking the third and fourth sums
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T. f -  - m  -  ”*»»  .<«
So improves the most when that 3 e E is added that maximizes the following func­
tion.
tfP) = "*(p) log + (1 _ « * (P)) log
"*(3) ( i - " * ( p ) )
It need to be mentioned that m/fc(3) is computed from the known overall behavior func­
tion, and "*"(3) is computed from £i}.
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7.3 Open System Mathematics
In this section the open system will be discussed. The concept of open comes 
about when we try to reconstruct the system starting with an empty system which 
contains no information. An greedy algorithm will be applied to the empty system to 
construct the set of factors. Also, a new unbiased reconstruction algorithm for an open 
system will be presented and the proof will be shown that the procedure still con­
verges.
7.3.1 Mapping to the fc-system
The function f(.) is a measure of some type of information on system states, and 
commonly has some type of units associated with it. After removing such units from 
the system, we define a function " /  (.) for each subsystem as follows.
m/(P) = £ / ( « )  over a  > p.
That is, we sum the system function over all states a  for which P is a substate. We 
further define
x = £ /(a )  over all a.
The tuple (x , {v,} , {a} , (PJ , / ( ,) ,  { */(.)}) constitutes what is called the g-system. 
This is transformed into a Klir system or k-system denoted ( t , {v,} , {a} , (P) , *(.), 
{ "*(•)}) by the transformations
k{a) = / (a) / x for every a,
and
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"* (P) = L  * (a) over a  > p.
This transformation accomplishes a dimensionless (0,1) system, which can be 
analyzed by entropy mathematics. Such an analysis yields structural information 
which is isomorphic under this simple mapping to the original g -system.
7.3.2 Open System Concept
The concept of open comes about when we try to reconstruct the ^-system start­
ing with an empty system which contains no information. We add information until 
we are satisfied that this constructed system adequately reproduces the fc-system. The 
added information may or may not include information sufficient for closure.
The greedy algorithm, as originally formulated, incorrectly included information 
for closure from the onset, and so did the original unbiased reconstruction algorithm. 
Both algorithms must be shown to work without initial closure of the system. Closure 
is treated as information that might be added to a system, not as information that is 
inherently in a system.
Let us explain what we mean by information. A ^-system contains equations, 
while the empty system contains no equations. A factor is added to the empty system 
by taking its associated equation, adding this equation to the empty system, and doing 
an unbiased reconstruction with this equation. Similarly, other equations for factors 
may be added, and an unbiased reconstruction performed. The unbiased reconstruc­
tion approximates the k(.) function. The information distance, as measured by infor­
mation theory, between k(.) and its approximation, is an information theoretic measure
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of how close the two distributions are. If thie distance is computed before adding an 
equation, and then after adding the equation, then the difference between these two 
computations represents the information in the added factor.
7.3.3 New Unbiased Reconstruction
In this section we will show that the unbiased reconstruction algorithm works 
without partition {p; } into disjoint sets Cj, C2i..., Cm.
Given a consistent reconstruction hypothesis in the form
JLfii =<*i for all ,
J
we obtain an unbiased reconstruction f  u below. We represent an approximation to f i} 
by fij and we let
4 = 2 ; fij
1) Initialize f u to a flat distribution.
2) For alii:
new f i j  — f i j  ~~  for every j.
3) Apply the convergence test by:
I new f if -  old f l} | < e for every i ,  j.
If not converged, go to (2); else stop.
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Also each step of the iteration procedure in unbiased reconstruction yields an 
improved approximation, and that the procedure will converge. Proof follows as:
Let’s take
kj(a)
W ^ >  = 2*y(a)log-j^  
as a measure of the closeness of *}(a) to a). This function is positive and decreases 
as the approximation, kj (a), improves.
Where
"MP)
Expanding the logarithm and making a substitution for (a) gives
,kl{a) - 1,(a) = X ty “) log kj (a) -  X k) (a) log *;_i(a)---- 1----
**,-i(P)
Expanding the second logarithm gives
= 2  M a> l0S M a> -  X M a> log y^-i(ct) -  X kj(a) log "*,<p) + X *><a) log 
The first two terms are the definition of lkl(a) _ so
1 *,<<*)-*>) = 7 " X  "VP> log m*,(P) + X  "*/<P> log *^-l(P)
But, in general
X *(“) log*(a) ar X *(a)log*(a)
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Applying this general results to the above sums yields
t  k,(a)-£,(a) 5  I k,(a ) - f ;.,(a)
proving that the approximation improves at each step and finally converges.
7.3.4 The Greedy Algorithm in An Open System
Given knowledge of an k(.) function, and hence all "*(.) for substates, and the set 
E (set of substates), we need to determine the reconstruction set D <zE as follows.
1) Initialize *(.) to a flat distribution; and let D be initially empty.
2) Selection of one (5 to add to D :
P = arg max y  (P) Cy(.) makes use of current ki})
Let peD;E = E - D  (remove P from E)
3) Compute unbiased reconstruction for new D :U(D)-*ki}
4) Stopping rule:
Size limit for number of members in D exceeded? 
or
| kij-Jcij | < e ?
Yes, stop.
No, go to (2).
The selection of function %) is critical to algorithm and it needs to be derived. We
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have a current approximation to ki}. For a choice function y(.), we want to add to D 
that pe£ that brings about the greatest improvement in We note that by including 






,y y ( i - " i f ( P) )
as appropriate for the particular ku. Now consider the well known measure of close­
ness of ki} to ktJ
kij
which is positive and decrease as ku approach Jfcy. Expanding the logarithm and mak­
ing a substitution for ktj gives
/ -  2  4  log 4 - 2 .  4  log 4  -  2 , % log 4
Where the sums are over appropriate terms. Now expanding the second and third log­
arithms
'"=24 **4 - 2 4  '<*4 - 2 .4  mg ^ - 2 . 4  log
The first two terms are definition of / ,  and taking the third and fourth sums 
/  = / -  *Jfe(P) log -  (i -  «"*(p» log
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So ictj improves the most when that p e E is added that maximizes the following func­
tion:
tfP) = "*(P> log + (l -  "* (P »  log ^
*(P) (1 -  m*(P))
Note that "*(p) is computed from the known overall behavior function; and m*(P) is 
computed from ktj.
7.4 Meaning of Open and Closed System
Closed System: The bahavior balance in a closed system is always preserved. If 
system behavior is decreased in one factor, it will be increased in certain others fac­
tors.
Open System: No preservation of the behavior balance is considered. A 
decrease (increase) in one factor is not balanced out in other factors. An open system 
is defined as a system which exchanges matter with its environment, presenting import 
and export, building-up and breaking-down of its material components. The theory of 
the open system is relatively new and leaves many problems unsolved.
The closed system implies a balance is maintained in behavior. Behavior is 
measured by the k(.) function and its marginals. A change in one or more k(.) values 
must change other k(.) values (and some marginal values) in a closed system, which is 
not true in an open system. The properties of open and closed represent our state of 
knowledge of a system. We view all systems as potentially closed - they are closed 
when we have knowledge of the mechanisms to balance system behavior.
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7.5 Examples of Open and Closed System
Examples for both an open and a closed system demonstrate the difference 
between the two systems. A closed system starts with more information present than 
an open system; however, this information is built into the system by virtue of the par­
titions and unit sum, and it is not visible as a set of factors. The information that the 
algorithms display to the user is in the form of factors; therefore, when closed system 
computations are done, factors must be found that supply the information built into 
the closed system. Hence, the user gets a more informative display of factors.
A closed system would be more desirable than an open system only if the user 
wanted the capability to reproduce the system from the smallest number of factors. 
An open system is more desirable if a complete display of information present in the 
system is desired.
Let us apply both the closed and open system algoritm to the given data as presented 
in Table 7.1.
Crude Oil Crude Oil Gasoline Gasoline
Crude Oil Vapor ASTM End Yield
Gravity Pressure 10% Point Point Per cent of
API PSIA F. F. Crude Oil
Y, X2 *3 Y
38.4 6 .1 2 2 0 235 6.9
40.3 4.8 231 307 14.4
40.0 6 .1 217 2 1 2 7.4
31.8 0 . 2 316 365 8.5
40.8 3.5 2 1 0 218 8 . 0
41.3 1 .8 267 235 2 . 8
38.1 1 .2 274 285 5.0
50.8 8 . 6 190 205 1 2 . 2
32.2 5.2 236 267 1 0 . 0
38.4 6 .1 2 2 0 300 15.2
40.3 4.8 231 367 26.8
32.2 2.4 284 351 14.0
31.8 0 . 2 316 379 14.7
41.3 1 .8 267 275 6.4
38.1 1 .2 274 365 17.6
50.88 8 . 6 190 275 22.3
32.2 5.2 236 360 24.8
38.4 6 .1 2 2 0 365 26.0
40.3 4.8 231 395 34.9
40.0 6 .1 217 272 18.2
32.2 2.4 284 424 23.2
31.8 0 . 2 316 428 18.0
40.8 3.5 2 1 0 273 13.1
41.3 1 .8 267 358 16.1
38.1 1 .2 274 444 32.1
50.8 8 . 6 190 345 34.7
32.2 5.2 236 402 31.7
38.4 6 .1 2 2 0 410 33.6
40.0 6 .1 217 340 30.4
40.8 3.5 2 1 0 347 26.6
41.3 1 .8 267 416 27.8
50.8 8 . 6 190 407 45.7
TABLE 7.1: Crude Oil Properties and Actual Gasoline Yields
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The clustered values for all variables follow as:
CLUSTER MAP FOR GRAVITY 
VALUES: 31.80 TO 35.98 ARE REPRESENTED BY CLUSTER VALUE: 32.05 
VALUES: 35.98 TO 45.35 ARE REPRESENTED BY CLUSTER VALUE: 39.91 
VALUES: 45.35 TO 50.80 ARE REPRESENTED BY CLUSTER VALUE: 50.80
CLUSTER MAP FOR PRESSURE 
VALUES: .20 TO 3.77 ARE REPRESENTED BY CLUSTER VALUE: 1.82
VALUES: 3.77 TO 7.17 ARE REPRESENTED BY CLUSTER VALUE: 5.73 
VALUES: 7.17 TO 8.60 ARE REPRESENTED BY CLUSTER VALUE: 8.60
CLUSTER MAP FOR ASTM 
VALUES: 190.00 TO 243.63 ARE REPRESENTED BY CLUSTER VALUE: 214.25 
VALUES: 243.63 TO 294.50 ARE REPRESENTED BY CLUSTER VALUE: 273.00 
VALUES: 294.50 TO 316.00 ARE REPRESENTED BY CLUSTER VALUE: 316.00
CLUSTER MAP FOR END 
VALUES: 205.00 TO 312.16 ARE REPRESENTED BY CLUSTER VALUE; 264.24 
VALUES: 312.16 TO 389.98 ARE REPRESENTED BY CLUSTER VALUE: 360.08 
VALUES: 389.98 TO 444.00 ARE REPRESENTED BY CLUSTER VALUE: 419.88
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TABLE 7.2: Controlling Factors in Closed System
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TABLE 7.3: Controlling Factors in Open System
According to this example, the order of controling factors for an open and closed sys­
tem is different. Factors in the open system are more informative and descriptive.
Chapter 8: Conclusions
8.1 Concluding Remarks
This dissertation presents a new approach to analyzing both open and closed sys­
tem. We show that the behavior balance of both open and closed systems is measured 
by the *(.) function and its marginals. A change in one or more k(.) values must 
change other *(.) values (and some marginal values) in a closed system, which is not 
true in an open system.
We demonstrate that the properties of open and closed represent the state of 
knowledge of a system. We view all systems as potentially closed. They are closed 
when we have knowledge of the mechanisms in order to balance behavior.
The greedy algorithm and unbiased reconstruction algorithm have been shown to 
work without initial closure of the system. Closure must be treated as information that 
might be added to a system, not as information that is inherently in a system.
The mathematics for analysis of open and closed systems have been presented. 
Examples of computations for open and closed systems have been demonstrated. The 
open system concept allows a more complete picture of factor information.
A closed system would be more desirable than an open system only if the user 
wanted the capability to reproduce the system from the smallest number of factors. An 





Future research might capitalize on the open system concept to investigate how 
changes made in a subsystem affect the overall behavior of the system. One area of 
further research is the study of the computational complexities involved. Study of 
various properties which will allow the design of more efficient algorithms, eventu­
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