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While the nature of physics is to understand matter, the nature of neuroscience is
perhaps to understand brain. With the advent of neural data collecting hardware,
from single electrode tip to electrode array, there is a need to analyze these huge
amount of neural data. The analysis of these data will require new developments
in the inferential and statistical tools. This thesis attempts to develop a new set of
statistical mixture models and methods and apply them to the neural data analysis.
The problem we are trying to solve is called neural spike sorting in literature.
There are three basic objectives of spike sorting. The rst is to estimate the number
of neurons which contribute to the recorded neural data. The second is to identify
the spikes, i.e. the little curves in the recorded neural data, with the neurons.
The third is to nd the characteristic spike shape of each neuron. Spike sorting
can not be formulated in standard terms of multivariate clustering. Because a
spike can originate from simultaneous activity of multiple neurons, and is called
an overlapped spike. These overlapped spikes do not belong to any of the available
clusters. Therefore new model can be developed.
This thesis attempts to sort spikes either when there are no overlapped spikes
or when there are, while providing a new set of statistical mixture models and
SUMMARY vi
methods. To estimate the number of neurons, we extend the current statistical
mixture models to allow a contamination class of mixture components, and extend
the current statistical mixture methods to estimate the number of mixture compo-
nents, i.e. the number of neurons. To estimate the characteristic shape and identify
the spikes with the neurons, we extend the current statistical mixture models and
methods to allow a sparse set of mixture components which model the overlapped
spikes. Lastly we also develop a multivariate extension of Lewicki (1994) to sort
spikes from multiple electrode tips.
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1Chapter1
Introduction
In electrophysiological experiments to record neural signals, the ring of the neu-
rons usually shows up as a voltage waveform on the electrode tip. This short-
duration waveform, called a neural spike, is commonly modeled as a spike shape
contaminated with noise. If a spike involves a single neuron ring, the spike is
called an isolated spike. Otherwise, the spike involves multiple neuron rings, the
spike is called an overlapped spike. Sometimes an overlapped spike is easy to spot
by eye. For example two close peaks in one spike may be the evidence that multi-
ple neurons involved. Figure 1.1 illustrates a number of isolated spikes from four
neurons, which are aligned, i.e. the peaks are along the same vertical line. It is
spike detection algorithm that aligns spikes properly for later clustering. The sta-
tistical methods in this thesis assume the spikes have been properly aligned, thus
are essentially clustering algorithms.
Most algorithms available so far do not consider overlapped spikes, or consider
them as rare outliers. The principle component analysis method (Lewicki (1998))
and the wavelet method (Quian (2004)) are in this category. Other algorithms go
further to decompose overlapped spikes. For example, the algorithm in Lewicki
(1994) uses search tree to decompose overlapped spikes and Bayesian clustering to
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Figure 1.1: four clusters of sample spikes, each cluster from a distinct neuron
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Figure 1.2: a sample recording of an electrode
sort the spikes. This thesis provides another way to cluster the spikes without a
priori knowledge of the number of clusters (each cluster is a kind of spikes) and
with considerations for overlapped spikes.
1.1 The Statistical and Neuroscience Problem
The potential value of neuroscience research could never be overemphasized. Many
believe it would be the next wave in twenty-rst century science. In fact, an
important aspect of neuroscience, the understanding of the brain would make the
understanding of ourselves to the next level, including the understanding of the
brain's seemingly simple ability to do arithmetic.
As statisticians, we can make contributions to this wave by developing sta-
tistical algorithms which neuroscientists use to analyze brain activities. We can
categorize the methods to analyze brain activities into two kinds, intrusive and non-
intrusive. Intrusive methods do some surgeries on the brain, while non-intrusive
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methods do not. One very popular method, functional Magnetic Resonance Imag-
ing (fMRI), is a non-intrusive method which only measures haemodynamic response
related to neural activities. Another popular method, Electroencephalography
(EEG), is also a non-intrusive method which only measures electrical activities
along the scalp. These two non-intrusive methods are both working from a macro
perspective in the sense that they measure the collective activities of regions of
brain. To work from a micro perspective, we need to observe the activities of in-
dividual neurons. Usually this requires insertion of electrode tips into the brain.
This thesis is a collection of statistical algorithms dealing with the signal analysis
of data obtained from those electrode tips.
The rest of this section will present a simple illustration of what the neuro-
science problem is and what statistical model people normally use to describe this
neuroscience problem.
Let us look at the exemplar data neuroscientists collect from an electrode shown
in Figure 1.2. The data are a univariate time series of voltage measurements on an
electrode tip. Usually the measurements are taken with regular (xed) intervals.
But for visual convenience we draw this time series as a curve as in Figure 1.2.
When there are no neural ring activities near the electrode tip, i.e., the neurons
are silent, the voltage measurements are random noise only. When some neurons
re, the voltage measurements show a little curve signal embedded in the noise.
These little curves with noise are also called action potentials, or neural spikes,
or simply spikes. The neuroscience problem, which is called spike sorting, is to
determine the number of neurons that have red during the recording of the time
series, assign the spikes to the associated neurons, and estimate the characteristic
curve without noise associated with individual neuron. In order to do this, there
are another two ancillary problems. To get spikes from the time series, we need to
know when there is a spike, when there is none. This is called detection of spikes.
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To compare spikes obtained, we also need to align them (perhaps according to their
peaks) so that we can analyze visually or algorithmically. This is called alignment
of spikes.
In summary, there are dierent neurons each of which, upon ring, gives a
distinct shape to its spikes. Our goal is to nd out the number of neurons, the
shape of the spikes from each neuron, and the assignment of spikes to the neurons.
So far, we have described the neuroscience problem in laymen words. Now
we start to look at from a more technical perspective. Many would be keen to
nd that multivariate clustering algorithms apply naturally to this neuroscience
problem. To determine the number of neurons is just to determine the number of
clusters. To identify the spikes with the neurons is just classication. To estimate
the characteristic curve of a neuron, i.e. spike shape of a neuron, is perhaps to
calculate the multivariate mean of a cluster. But there are at least two things that
make this neuroscience problem challenging. One is to determine the number of
clusters. This is a well known non-simple problem. In the next section, we will see
what is in the literature to determine the number of clusters, while in the section
after the next we will preview what we oer to solve this problem. Another is
overlapping spikes. In Figure 1.2 we observe a spike could be falling into none
of the standard clusters associated with single neurons when several neurons re
in a short time span (see the spike with label 3). On the one hand, they could
be perceived as outliers in the clustering settings. On the other hand, they could
be the superposition of several spike shapes with a certain order and time latency
conguration.
If we go even more technical, we can look at the statistical modeling of this
clustering problem. Naturally we can apply statistical mixture model to do the
clustering. Compared with clustering, many notions are unchanged except names.
Each cluster becomes a mixture component. The number of clusters becomes the
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number of mixture components. The characteristic of a cluster becomes the mean
of a mixture component. The change is that we have an explicit statistical model
for spikes from a mixture component, and an explicit mixture modeling of the
classications of the spikes. For example, the sequence of noise in a spike could be
modeled by i.i.d. Gaussian random variables.
1.2 Literature Review
In this thesis we shall develop some new mixture models and methods and apply
these models and methods to the neuroscience problem, i.e. spike sorting. It
is important to look at the state-of-the-art developments in mixture models and
methods and neural spike sorting.
1.2.1 Review of mixture models and methods
The number of mixture components is also called the order of mixture. As the
order of mixture increases, the number of parameters increases, and maximum
likelihood increases to innity. Therefore we can not estimate the order of mixture
by maximizing the regular likelihood. This is a well-known problem in application
of maximum likelihood to model selection. Akaike (1974) proposed inserting a
penalty term related to the number of parameters to the likelihood. By properly
choosing the penalty term, the penalized maximum likelihood does not increase
monotonically as model complexity increases, thus providing a chance to select the
right model by maximizing the penalized likelihood.
However, it is dicult to use penalized maximum likelihood method to estimate
the order of mixture. The asymptotic distribution of maximum likelihood statistic
was not known in general as a result of non-identiability when using an overes-
timated order in mixture. Here are two examples. First, Ghosh and Sen (1985)
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and later Self and Lieng (1987) gave asymptotic behavior of likelihood ratio under
the separative condition of parameter values which avoids the non-identiability
problem. Second, Dacunha-Castelle and Gassiat (1995) gave penalized likelihood
techniques which can be used to estimate the order of nite mixture when the model
is dominated and the parameters are bounded. But these techniques require the
computation of maximum likelihood estimates of the parameters, consistent ones
of which are not possible when using an overestimated order. This is also due to
non-identiability.
Likelihood method combined with certain penalty idea can lead to meaning-
ful estimator of the order of mixture. However, this meaningful estimator may
not translate to statistically justied consistent estimator. For example, Sahani
(1999) applied the idea of deterministic annealing to EM framework to obtain the
maximum likelihood estimator of nite mixture. Not only that, he also found an
estimator of the order of mixture from an optimization point of view, that is, his
estimator is not guaranteed to be consistent statistically.
Nevertheless, it is possible to use penalized maximum likelihood to estimate the
mixing distribution. Ridol and Idier (1999,2000) chose penalty term based on a
Bayesian conjugate prior, but the asymptotic property of the penalized maximum
likelihood estimator of the mixing distribution was not discussed. Ciuperca, Ridol
and Idier (2003) provided a proof of strong consistency of penalized maximum like-
lihood estimator of the mixing distribution. But their proof was for the case when
the order of mixture is known. Chen and Khalili (2008) designed a penalty term
and established the consistency of the penalized maximum likelihood estimator of
the mixing distribution and the order of mixture.
Another idea is to replace the likelihood by other contrast functions. For ex-
ample Ranneby (1984) gave a method using Kullback distance. There are many
clustering methods with other distance functions, bibliography of which can be
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found in Bozdogan (1994). The penalty term is either experimental or heuristic
choice. For example Bock (1994) and Rissanen and Ristad (1994) used stochastic
complexity as the criterion.
Nonparametric method has also been applied. For example, Izenman and Som-
mer (1988) estimated the order of mixture based on the number of modes in dis-
tribution, and Roeder (1994) developed a graphical technique.
The method that is closely related to what we have done is the moment matrix
method. Although in many other problems moment method is not as good as
likelihood method in eciency, it is well-tted to estimate the order of mixture,
or even the parameters of mixture. Lindsay (1989) provided consistent estimators
for the parameters of univariate mixture when the order of univariate mixture is
known. It also provided one sided hypothesis test of the order of mixture with
simple null hypothesis. Later Lindsay and Basak (1993) extended this method
to multivariate mixture. Furthermore, Dacunha-Castelle and Gassiat (1997) used
the determinants of moment matrices and a penalty term to estimate the order
of mixture without estimating the mixture parameters. Their method is not only
consistent but also has exponential convergence rate.
We may estimate the number of mixture components via hypothesis testing,
i.e. testing the hypothesis, the number of mixture components equals to k, versus,
the number of mixture components equals to k+1. But the traditional likelihood-
ratio statistic does not have a normal limit distribution. Chen (1994) studies a
revised likelihood-ratio statistic which has a normal limit distribution assuming
the means of mixture components are known. As a result, he constructs a test
with approximately correct signicance level and the test is consistent.
When the means are unknown, we can estimate the number of mixture com-
ponents consistently as in Henna (1985) or Lindsay (1989). Furthermore, Lindsay
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(1989) used moment method to estimate all parameters of univariate mixture con-
sistently. An extension to estimate parameters of multivariate mixture given the
order of mixture was obtained in Lindsay and Basak (1993).
When the order of mixture is known, EM algorithm can be used to estimate
parameters of nite Gaussian mixture consistently. Bayesian nite mixture can also
be applied. Both guarantee the convergence of estimator to the true parameter
value.
1.2.2 Review of neural spike sorting
For an recent review of spike sorting, the readers could refer to Lewicki (1998). For
an overview of the role of spike sorting in multiple neural spike train analysis, the
readers could refer to Nature Neuroscience paper Brown, Kass and Mitra (2004).
In the analysis of a spike train, Brown, Kass and Mitra (2004) note three goals:
(i) identify each spike as \signal" (versus pure noise), (ii) determine the number of
neurons being recorded, and (iii) assign each spike to the neuron(s) that produced
it. (i), (ii) and (iii) are collectively termed spike sorting.
The rst step of spike sorting is to extract spikes from the long period recording
for later comparison, i.e. spike detection and alignment. Usually the exceeding of
the measurement at a time point in the recording above a predetermined voltage
threshold (e.g. a three-sigma threshold with respect to the noise level) hints that a
spike occurs, thus a detection of spike. Sometimes the whole recording is not stored,
only the spikes (a short duration around the threshold) are stored. This is usually
true when a large number of electrode tips, e.g. electrode array, are being used as
the requirement of data storage is enormous. For multiple electrode tips recording,
it is possible to improve the above detection method. For example, Musial et al.
(2002) proposed that a linear combination of the data from multiple electrode tips
can improve the signal-to-noise ratio, thus providing a better detection method.
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The way to put them together is to align their peaks. It is probably the best way
to put them together because the peaks have higher signal-to-noise ratio and the
probability of misalignment of the underling spike shapes of those spikes is generally
smaller. However, there is no satisfactory alignment method for overlapped spikes
because the peak of the spike shapes can not be determined from the peak of
overlapped spike. A possible alternative to the peak alignment method could be
using the weight point of an overlapped spike as the alignment point. But it is
unclear how to integrate these overlapped spikes with peak aligned isolated spikes.
The second step of spike sorting is an optional dimension reduction. When we
do not use dimension reduction, all the measurements in the waveform of spikes
are being used for clustering. This is associated with template method mentioned
in Lewicki (1994). Since the dimension is very high in this case, it is dicult to
do clustering. The alternative is to use dimension reduction. This is associated
with feature space method mentioned in Lewicki (1994). A primitive feature space
method is to use certain visual features of spikes, e.g. the positive heights, negative
heights, width etc. A second feature space method is to use a subset of wavelet
coecients. For example, Quiroga et al. (2004) used Kolmogorov-Smirnov test to
select the subset of wavelet coecients, Laubach (2004) used discriminant pursuit
to select the wavelet coecients, and Letelier and Weber (2000) selected those
wavelet coecients with bigger standard deviation. Another popular feature space
method is principal component analysis which reduces the dimension as in Lewicki
(1998).
The third step of spike sorting is a clustering algorithm to partition the spikes
into clusters each of which is associated with a distinct neuron.
First we may use clustering algorithms without statistical models. For example,
we may use hierarchical clustering: rst group the spikes into a great number of
initial clusters, and then progressively aggregate the clusters into a \minimal"
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number of clusters. The \minimal" number is dened by a stopping criterion. Fee
et al. (1996) and Lewicki (1994) used this hierarchical clustering. The stopping
criterion in Fee et al. (1996) is based on the similarity of the spike shapes of the
clusters, the spike arrival time and refractory period. The stopping criterion in
Lewicki (1994) is based on Bayesian model selection using nite Gaussian mixture
model. Snider and Bonds (1998) used a hierarchical clustering algorithm that
decides whether to combine clusters by doing a hypothesis test after a 2D projection
of the spikes. However, whether or not these hierarchical clustering algorithms
converge to the true number of neurons is unknown. Other clustering methods
were also applied. K-means clustering was used in Atiya (1992). Fuzzy k-means
clustering was used in Zouridakis and Tam (2000). The clustering algorithm for
wavelet methods is special because it is no longer true that the points closer are
more likelihood to belong to the same cluster. For example, Quiroga et al. (2004)
made use of a super-paramagnetic clustering which does not limit the shape of
clusters.
Second, we may use clustering algorithms based on statistical models, usually
mixture models. Most applications of mixture model to spike sorting used Gaussian
distribution to describe a cluster or mixture component. These are Gaussian, or
normal mixture model. When the number of neurons is given, the straight-forward
way to estimate the spike shapes is the maximum likelihood method. When the
number of neurons is unknown, penalized maximum likelihood method can be used
to estimate the number of neurons. Lewicki (1994) used Bayesian nite normal
mixture and found an algorithm to compute the most probable estimate of the
spike shapes. Shoham et al. (2003) used mixture of t-distribution to lessen the
eect of outliers on estimation in Gaussian mixture. It used a penalty term based
on minimum message length criterion to form a penalized maximum likelihood
method to estimate the number of neurons. But no theoretical convergence to the
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true number of neurons was proven. Other approaches use various Markov chain
Monte Carlo methods providing both the way to estimate the number of neurons
and the way to assign spikes to neurons (see Nguyen, Frank and Brown (2003),
Wood and Black (2004)). However, these MCMC techniques are computationally
very intensive and have yet to be widely tested (see Brown, Kass and Mitra (2004)).
Besides estimating the number of neurons, we also need to estimate the char-
acteristic spike shape of each neuron. Many non-statistical clustering algorithm
use the sample mean of each cluster as the estimated spike shape, e.g. k-means
clustering. Although this is heuristically appealing, the exact interpretation of the
sample mean is not possible without an explicit statistical model. On the other
hand, statistical clustering algorithms including nite mixture methods use the es-
timate of the parameters in the model to determine the characteristic spike shapes.
For example, Lewicki (1994) used continuous piece-wise linear spline to model the
spike shape, and nite Gaussian mixture to model random noise and the uncer-
tainty that a spike could be from one of a set of neurons. The parameters of the
splines represent the characteristic spike shapes of the neurons.
A critical problem in spike sorting is the clustering of overlapped spikes. An
overlapped spike is composed of multiple individual spikes overlapped together.
The clustering algorithm could either ignore overlapped spikes or have to decom-
pose them into individual spikes in order to cluster them correctly. Some algorithms
searched the complete space of temporal combination of individual spikes to choose
the correct decomposition, e.g. Atiya (1992), Zhang et al. (2004). Lewicki (1994)
construct a probability model for the occurring time of individual spikes to reduce
the search space to a manageable extent.
There are also some algorithms that do not belong to any of the categories
mentioned here. For example, a recent trend is the application of Independent
Component Analysis to spike sorting, e.g. Lee et al. (2000), Takahashi et al.
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(2003).
1.3 Preview of Our Work
We may apply clustering algorithms to spike sorting. Some clustering algorithms,
e.g. Zhang et al. (2004), do not assume the statistical structure of the data,
thus providing no theoretical way to assess the accuracy. On the other hand, we
may also apply statistical models including nite mixture to spike sorting, which
have theoretical justication about the estimation when the model assumptions
are veried. In this thesis we develop statistical mixture models with an eye on its
application to spike sorting.
In Chapter 2, we extend the estimation of the order of univariate mixture in
Dacunha-Castelle and Gassiat (1997) to the multivariate case. They suggested
to linearly map multivariate mixture data to univariate and use determinants in
the contrast function. We extend the univariate moment matrix to a multivariate
moment matrix, thus avoid the linear mapping. Instead of determinants we use
eigenvalues in the contrast function. We do not use determinants because they no
longer provide a good \contrast" for estimation. Lindsay (1989) suggested the idea
of using the smallest eigenvalues for univariate moment matrices of increasing size.
We found that by using the eigenvalues of a single multivariate moment matrix we
could get better simulation results.
In Chapter 3, we reconsider the estimation of the order of nite mixture by
using determinants. We found that we can estimate the order of nite mixture
even when there are contaminations in the nite mixture provided the proportion
of contamination is reasonably and non-asymptotically small and the distribution
of outliers satises a mild condition. This idea of modeling overlapped spikes as
extra mixture components has been mentioned in Ventura (2009). We devised
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three estimators of the order of nite mixture. The rst estimator is based on mo-
ment matrices, giving polynomial convergence rate. The second estimator is based
on a class of \complex moment" matrices, Toeplitz matrices, giving exponential
convergence rate. These two estimators assume the noise is Gaussian. The third
estimator does not need the noise to be Gaussian, still giving exponential conver-
gence rate. This idea of allowing contaminations in mixture model was originally
suggested by Sahani (1999). In Sahani (1999) the distribution of contaminations
is assumed to be uniform. In our work the distribution of contaminations is only
required to satisfy a mild condition.
In Chapter 3, we also provide a method to estimate the spike shapes given
the number of neurons. The data could have both isolated spikes and overlapped
spikes. Although there is a requirement that overlapped spikes are at most of order
2, that is, at most two spikes overlap together, the method could be easily extended
to overlapped spikes of any order. But for higher order the required computational
time on a current computer workstation is impractical. Our method makes use
of EM algorithm on an extended nite mixture model which denes a mixture
component for overlapped spike shape of every possible latency. It is similar in
complexity of computational time to exhaustive search but it does not need to
know the priori that a spike is an overlapped spike.
In Chapter 4, we extend the Bayesian approach in Lewicki (1994) to accommo-
date multi-channel data. These multi-channel data, the simultaneous recordings
on multiple electrode tips, could be obtained from recording technology like twisted
pair, tetrode or electrode array. They open the opportunity to discriminate the
spikes from dierent neurons easier and more accurately. The extension is trivial
technically but signicant for the application in spike sorting.





A measured spike is a nite sequence of voltage measurements on the electrode tip
during a subinterval of the recording period. Usually, the duration of subinterval is
xed for all spikes for the convenience of analysis. A spike can be an isolated spike
when the number of neurons which are detected as red during this subinterval is
only one, or an overlapped spike when the number is more than one. Throughout
this chapter we will focus on the analysis of isolated spikes, so we use spike as a
short for isolated spike.
Assume we have n0 number of spikes recorded, with the nth spike being rep-
resented as a real vector sn = (sn1; : : : ; snd0) where d0 is the length of the nite
sequence of measurements of a spike. sn; n = 1; : : : ; n0 can be stacked as a n0 by
d0 matrix with s
n at the nth row
s = (snd) for n = 1; : : : ; n0 and d = 1; : : : ; d0:
Assume we have 0 number of distinct spike shapes, and each spike shape is corre-
sponding to a distinct neuron. Then the th spike shape can be represented as a
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real vector  = (1; : : : ; d0) with the same length as of a spike. 
 ;  = 1; : : : ; 0
can be stacked as a 0 by d0 matrix with 
 at the th row
U = (d) for  = 1; : : : ; 0 and d = 1; : : : ; d0:
 can also be written as a function of time (:) with d = 1; : : : ; d0 as the time
variable. A spike can be modeled as a spike shape plus noise
S = + "; (2.1)
where  has a discrete distribution with non-zero probability mass  at point 
 ,
and " is a random noise vector with d0-variate normal distribution Nd0(0; 
2
0I), and
 and " are independent. The normality of noise is validated in Lewicki (1994).
In practice the raw data is a nite sequence of measurements of the voltage
at the electrode tip during the period of recording which is much longer than the
subinterval of a spike. We need to use a detection method to extract the spikes. A
common way is to detect the peak and then get a window of measurements extend-
ing from a certain time prior to the peak, to a certain time after the peak. This
results in the alignment of the spikes as all the peaks appear the same time relative
to the corresponding window. Some approximation is used here as a consequence
of discretization. The true spike is a continuous waveform, and the true peak may
lie between the two consecutive measurements. This is something we may improve
in the future work.
The purpose of spike sorting is to estimate 0, the number of distinct neurons
and 1; : : : ; 0 , the spike shapes of the neurons. This process may be regarded
as clustering. Therefore many clustering methods are applicable to these spikes.
However, many of them require the user to estimate the number of clusters in the
data, or the number of components of the nite multivariate normal mixture. Here
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we propose a multivariate extension of moment matrix method to determine the
number of clusters, or in the terminology of nite mixture, the number of mixture
components, or in the context of isolated spike analysis, the number of neurons.
2.2 Estimation of the Number of Neurons
As we can see from (2.1), the problem ts well into a nite mixture of multivariate
normal distributions. Each mixture component is corresponding to a distinct neu-
ron. Thus the number of mixture components is exactly the number of neurons. In
Dacunha-Castelle and Gassiat (1997) the determinant of a Toeplitz matrix is used
to construct a contrast function which is used to dene estimator of the number of
mixture components. However, the method is limited to univariate nite mixture.
Here we extend the method to nite mixture of multivariate normal distribution.
The moment matrix we use here is no longer Toeplitz. The determinant in contrast
function is replaced by dierence of nearby eigenvalues (nearby in the sense of a
decreasing sequence of eigenvalues). The proof of convergence rate property of
univariate nite mixture can be adapted to prove the convergence rate property of
the estimator of the number of neurons for isolated spikes data. Actually, the proof
can be further adapted to prove the convergence rate property of the estimator of
the number of neurons for isolated and overlapped spikes data.
For a xed positive integer p, consider a set of integer vectors
Mp = f(m1;m2; : : : ;md0) :
d0X
d=1
md  p;md nonnegative integerg;
jMpj, the cardinality of Mp, is 0@ d0 + p
p
1A :
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Dene a one-to-one map from M = f1; 2; : : : ; jMpjg to Mp with j 2M mapped to
(m1(j); : : : ;md0(j)).

















Recall that a random spike
S = (S1; : : : ; Sd0)
is a random spike shape
 = (1; : : : ; d0)





S = + ":
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Let p+1(E(	p())) be the p + 1 largest eigenvalue of matrix E(	p()), similarly
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p+1( \E	p()) be the p + 1 largest eigenvalue of matrix \E	p(). Notice both
E	p() and \E	p() are Hermitian matrices, hence their eigenvalues are real num-
bers.
Lemma 2.1. When p  0, rank(E(	p())) = 0  p; When p < 0,
rank(E(	p())) > p.
Proof. Dene jMpj dimensional row vector
b = (ei
Pd0
d=1md(1)d ; : : : ; ei
Pd0
d=1md(jMpj)d);



























T b = BTdiag(1; : : : ; 0)B;
where BT is the conjugate transpose of matrix B. Since 1; : : : ; 0 are all pos-
itive, rank(E(	p())) = rank(B). Consider a linear equation system with c =
(c1; : : : ; c0) as variables,
cB = 0:
Let the dimension of the solution space of the above linear equation system be q,
then rank(B) = 0   q. Therefore our main objective is to nd the range of q.
For arbitrary constant vector w = (w1; : : : ; wd0), (
Pd0
d=1wde
id)p is a p-degree
d0-variate polynomial of e
id ; d = 1; : : : ; d0. Furthermore, this polynomial can be
expanded to the form of summation of product terms. Notice every one of these
product terms appears in the vector b since b enumerates all the unique p-degree
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0-variate product terms. Thus (
Pd0
d=1wde
id)p is a linear combination of the
elements of the vector b . Hence there exists a constant row vector ap (depending







We observe that some elements of ap may be zero since not all p-degree 0-variate
product terms appear in the polynomial (
Pd0
d=1wde
id)p. Suppose c = (c1; : : : ; c0)
is a solution of the linear equation system
cB = 0;
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we have
cC = 0:
Thus the solution space of cB = 0 is a subspace of the solution space of cC = 0.
Hence the dimension of the solution space of cB = 0 is less than or equal to




i1d)1; : : : ; (
Pd0
d=1wde
i0d)1 are distinct under the conditions that
 ;  = 1; : : : ; 0 are distinct and every element of the matrix
U = (d) for  = 1; : : : ; 0 and d = 1; : : : ; d0
is in [ ;+). Notice under these conditions, the rank of C is obvious since it
is a Vandermonde matrix. When p < 0, rank(C) = p + 1, thus the dimension
of solution space of cC = 0 is 0   p   1, hence the dimension of solution space
of cB = 0 is less than or equal to 0   p   1, that is, q  0   p   1, therefore
rank(B) = 0   q  p+ 1 or rank(B) > p. Similarly, when p  0, rank(C) = 0,
thus the dimension of solution space of cC = 0 is zero, hence the dimension of
solution space of cB = 0 is zero, that is q = 0, therefore rank(B) = 0.
Corollary 2.1. Assume p0 > p; When p  0, p+1(E(	p0())) = 0; When p < 0,
p+1(E(	p0())) > 0.
Proof. Use the above theorem and the property that the eigenvalues of E(	p0())
are all non-negative.
Lemma 2.2. (Theorem 3.8.1 of Tyrtyshnikov (1997)) Assume that A is a n1n1
square matrix with complex entries, and A is diagonalizable
P 1AP = diag(1; : : : ; n1);
where P is a nonsingular n1n1 square matrix with complex entries, and 1; : : : ; n1
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are the eigenvalues of A. Let F be an arbitrary n1n1 square matrix with complex
entries, (A) be the spectrum of a matrix A, that is, the set of eigenvalues of A.
Then, if  2 (A+ F ), we have
min
1in1
j  ij  kP 1kopkPkopkFkop;





where kxk2 (x is a vector) is the Euclidean 2-norm of x, that is, if x = (x1; : : : ; xn1),
we have
kxk2  (xxT ) 12 :
Theorem 2.1. Dene the contrast function
Kn0(p;
b20) = jp+1( \E	p0())j+ A(p)l(n0);
where p0 > 0 (p0 serves as an upper bound for p), p+1() denotes the (p + 1)-th
largest eigenvalue, and A(p) is a positive strictly increasing function and l(n0) >
0; limn0!1 l(n0) = 0; limn0!1 n
1=2
0 l(n0) = +1, b20 is a second moment estimator
of the noise variance 20 using only the data in the silent region (in a recording the
spikes are separated by noise only durations called silent region), Y1; : : : ; Yn0, that
is b20 = Pn0i=1 Y 2in0 ;
where n0 is the size of silent region data and assumed to satisfy the condition
lim infn0!1(n
0=n0) > 0. b0 is dened as the integer p in the range 1; : : : ; p0 which
minimizes Kn0(p;
b20) (in the case of ties, choose the smallest p). Then there exists
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a positive constant r0 such that, for suciently large n0
P (b0 6= 0)  exp( r0n0l2(n0)):
REMARK. The term \contrast function" is borrowed from Dacunha-Castelle and
Gassiat (1997). It means that the relative big or small value of the function contains
information for the estimation of the parameter 0.
Proof. From the denition of b0,
P (b0 6= 0)  0 1X
p=1
P (Kn0(p;
b20)  Kn0(0; b20)) + P (b0 > 0): (2.2)
For any p < 0 we have
P (Kn0(p;
b20) < Kn0(0; b20))
= P (jp+1(T^ n0
p0;c20)j
< l(n0)(A(0)  A(p)) + j0+1(T^ n0
p0;c20)j):







b20)  Kn0(0; b20)) (2.3)
= P (jp+1(T^ n0




























































Now, for any positive integer n0,
P (b0 > 0) (2.4)
 P (9p > 0; Kn0(p; b20) < Kn0(0; b20))
 P (9p > 0; jp+1(T^ n0
p0;c20)j < l(n0)(A(0)  A(p)) + j0+1(T^ n0p0;c20)j)
 P (9p > 0; l(n0)(A(0)  A(p)) + j0+1(T^ np0;c20)j  0)
 P (9p > 0; j0+1(T^ n0
p0;c20)j  l(n0)(A(p)  A(0)) > l(n0)(A(0 + 1)  A(0)))
 P (j0+1(T^ n0
p0;c20)j  l(n0)(A(0 + 1)  A(0))):
Dene n = max1p0 1 np. It follows from (2.2), (2.3) and (2.4) that for n0  n,


















p0;c20)j  l(n0)(A(0 + 1)  A(0))):
Given any small positive constant 0, we dene a set (or a condition)
C = fj b20   20j  0;max j \E	p0(S)  E	p0(S)j  0g;
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where max is to take the maximum over all elements of a matrix. Then we have













p0;c20)j  l(n0)(A(0 + 1)  A(0)); C)
+20P (C
c);
where Cc is the complement of C. If C holds for suciently small 0, T^ n0
p0;c20 can be
written as Tp0;20 plus a small enough perturbation, such that the eigenvalues of the
two matrices can be paired, that is
min
1ijTp0 j
jj( \E	p0())  i(E	p0())j = jj( \E	p0())  j(E	p0())j:
Now in Lemma 2.2, let A + F = \E	p0() and A = E	p0(), and P is dened
accordingly. Then, for i = 1; : : : ; jTp0j, under condition C,
ji( \E	p0())  i(E	p0())j  kP 1kopkPkopkFkop:
Since all norms in Cqp0 are equivalent, there exists a constant c2 such that kFkop 
c2kFk`1 where kFk`1 is the l1 norm of vectorized matrix F , that is, if F = (ljk),




k jljkj. Thus under condition C,
jp+1(T^ n0
p0;c20)  p+1(Tp0;20)j (2.6)
= jp+1( \E	p0())  p+1(E	p0())j
 kP 1kopkPkopk \E	p0()  E	p0()kop
 kP 1kopkPkopc2k \E	p0()  E	p0()k`1
= kP 1kopkPkopc2





































n); b20)  (Q(	p0); 20)k`1 ;
where Cp0 = kP 1kopkPkopc2c3, k  k`1 is the l1 norm in Cqp0+1 or Cqp0 , Q is the
underlying distribution of S, and Q(	p0) = EQ(	p0(S)). In other words, if we
denote by Fp the function p+1(fp0(:; :)), there exists a constant Cp0 , such that










n); b20) (Q(	p0); 20)k`1 ;
(2.7)
Let qp0 be the number of elements in matrix 	p0 , that is, jTp0j2, and let  p0;k be the







n); b20)  (Q(	p0); 20)k`1  w;C) (2.8)














n) Q( p0;k)j  w
qp0 + 1









n)) Q(Re( p0;k))j  wp
2(qp0 + 1)
)









n)) Q(Im( p0;k))j  wp
2(qp0 + 1)
)










n) Q( p0;k)j  0) + P (j b20   20j  0): (2.9)
Let Xn = Re( p0;k(s
n))   Q(Re( p0;k)), and 2Re;k = E(X2n). Then fXng is a
sequence of independent and identically-distributed random variables. Observe
that j p0;k(sn)j = 1, hence jXnj  2, that is, the condition of the Bernstein's













Similarly, let 2Im;k = E[(Im( p0;k(s












Recall b20 = 1n0 Pn0i=1 Y 2i . Since Y 2i is not bounded, we resort to another Bernstein's
inequality (equation (7) of Bennett (1962)). The following condition needs to be
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veried before the application of the Bernstein's inequality,




k 2k! for k  2; W being constant,
where 23 = E[(Y
2
i   EY 2i )2] = 240. In fact, for k = 2, we have
E(jY 2i   EY 2i j2) = 240 = 40W 02!:
For integer k  3,
E(jY 2i   EY 2i jk)
 E(jmax(jYij2; EY 2i )jk)
= E(max(jYij2k; (EY 2i )k))









Thus, let W = 820, the condition for the Bernstein inequality holds. Therefore,
P (j b20   20j  w) (2.12)
























































































































p0;c20)j  l(n0)(A(0 + 1)  A(0)); C) (2.15)



























































Now combine (2.5),(2.13)-(2.16), we have for n0  n









































n) Q( p0;k)j  0) + P (j b20   20j  0)




































































































































































































Therefore there exists a positive constant r0 such that
expf n0l(n0)2r0g:
dominates all the terms in (2.17) for suciently large n0.
The estimator constructed in Theorem 2.1 should work well for suciently large
sample size n0, however its small sample performance is limited due to the large
dimension and randomness of the matrix \E	p0(). The estimator constructed in
Theorem 2.2 has much better small sample performance after assuming the dis-
tinctness of positive eigenvalues of the matrix E	p0(). This additional assumption
is less appealing theoretically, but true in most practical situations.
Theorem 2.2. Dene the contrast function
Kn0(p;
b20) = 0p+1( \E	p0()) + A(p)l(n0);
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where
0p( \E	p0()) = p( \E	p0())  p+1( \E	p0());
p0 > 0 (p0 serves as an upper bound for p), all the positive eigenvalues of E	p0()
are distinct, and A(p) is a positive strictly increasing function and
l(n0) > 0; lim
n0!1




0 l(n0) = +1
, b20 is a second moment estimator of the noise variance 20 using only the data in
the silent region, Y1; : : : ; Yn0, that is
b20 = Pn0i=1 Y 2in0 ;
where n0 is the size of silent region data and assumed to satisfy the condition
lim infn0!1(n
0=n0) > 0. b0 is dened as the integer p in the range 1; : : : ; p0 which
minimizes Kn0(p;
b20). Then there exists a positive constant r0 such that, for su-
ciently large n0
P (b0 6= 0)  exp( r0n0l2(n0)):
Proof. From the denition of b0,
P (b0 6= 0)  0 1X
p=1
P (Kn0(p;
b20)  Kn0(0; b20)) + P (b0 > 0): (2.18)
For any p < 0 we have
P (Kn0(p;
b20)  Kn0(0; b20)) = P (0p+1(T^ n0
p0;c20)
 l(n0)(A(0)  A(p)) + 00+1(T^ n0p0;c20)):
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b20)  Kn0(0; b20)) (2.19)
= P (0p+1(T^
n0
































































Now, for any positive integer n0,
P (b0 > 0) (2.20)
 P (9p > 0; Kn0(p; b20) < Kn0(0; b20))
 P (9p > 0; 0p+1(T^ n0p0;c20) < l(n0)(A(0)  A(p)) + 00+1(T^ n0p0;c20))
 P (9p > 0; l(n0)(A(0)  A(p)) + 00+1(T^ np0;c20)  0)
 P (9p > 0; 00+1(T^ n0p0;c20)  l(n0)(A(p)  A(0)) > l(n0)(A(0 + 1)  A(0)))
 P (00+1(T^ n0p0;c20)  l(n0)(A(0 + 1)  A(0))):
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Dene n = max1p0 1 np. It follows from (2.18), (2.19) and (2.20) that for
n0  n,




















p0;c20)  l(n0)(A(0 + 1)  A(0))):
Given any small positive constant 0, we dene a set (or a condition)
C = fj b20   20j  0;max j \E	p0(S)  E	p0(S)j  0g;
where max is to take the maximum over all elements of a matrix. Then we have
















p0;c20)  l(n0)(A(0 + 1)  A(0)); C)
+20P (C
c);
where Cc is the complement of C. If C holds for suciently small 0, T^ n0
p0;c20 can be
written as Tp0;20 plus a small enough perturbation, such that the eigenvalues of the
two matrices can be paired, that is
min
1ijTp0 j
jj( \E	p0())  i(E	p0())j = jj( \E	p0())  j(E	p0())j:
Now in Lemma 2.2, let A + F = \E	p0() and A = E	p0(), and P is dened
CHAPTER 2. ISOLATED SPIKE ANALYSIS 37
accordingly. Then, for i = 1; : : : ; jTp0j, under condition C,
ji( \E	p0())  i(E	p0())j  kP 1kopkPkopkFkop:
Since all norms in Cqp0 are equivalent, there exists a constant c2 such that kFkop 





k jljkj. Thus under condition C,
j0p+1(T^ n0
p0;c20)  0p+1(Tp0;20)j (2.22)
= j[0p+1(T^ n0p0;c20)  0p+2(T^ n0p0;c20)]  [0p+1(Tp0;20)  0p+2(Tp0;20)]j
= j[0p+1( \E	p0())  0p+2( \E	p0())]  [0p+1(E	p0())  0p+2(E	p0())]j
 j0p+1( \E	p0())  0p+1(E	p0())j+ j0p+2( \E	p0())  0p+2(E	p0())j
 2kP 1kopkPkopk \E	p0()  E	p0()kop






































n); b20)  (Q(	p0); 20)k`1 ;
where Cp0 = 2kP 1kopkPkopc2c3, k  k`1 is the l1 norm in Cqp0+1 or Cqp0 , Q is
the underlying distribution of S, and Q(	p0) = EQ(	p0(S)). In other words, if
we denote by Fp the function 
0
p+1(fp0(:; :)), there exists a constant Cp0 , such that
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n); b20) (Q(	p0); 20)k`1 ;
(2.23)
Let qp0 be the number of elements in matrix 	p0 , that is, jMp0j2, and let  p0;k be the







n); b20)  (Q(	p0); 20)k`1  w;C) (2.24)














n) Q( p0;k)j  w
qp0 + 1




















n)) Q(Im( p0;k))j  wp
2(qp0 + 1)
)










n) Q( p0;k)j  0) + P (j b20   20j  0): (2.25)
Let Xn = Re( p0;k(s
n))   Q(Re( p0;k)), and 2Re;k = E(X2n). Then fXng is a
sequence of independent and identically-distributed random variables. Observe
that j p0;k(sn)j = 1, hence jXnj  2, that is, the condition of the Bernstein's
inequality (equation (8) of Bennett (1962)) holds. Thus, apply the Bernstein's













Similarly, let 2Im;k = E[(Im( p0;k(s












Recall b20 = 1n0 Pn0i=1 Y 2i . Since Y 2i is not bounded, we resort to another Bernstein's
inequality (equation (7) of Bennett (1962)). The following condition needs to be
veried before the application of the Bernstein's inequality,




k 2k! for k  2; W being constant,
where 23 = E[(Y
2
i   EY 2i )2] = 240. In fact, for k = 2, we have
E(jY 2i   EY 2i j2) = 240 = 40W 02!:
For integer k  3,
E(jY 2i   EY 2i jk)
 E(jmax(jYij2; EY 2i )jk)
= E(max(jYij2k; (EY 2i )k))
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Thus, let W = 820, the condition for the Bernstein inequality holds. Therefore,
P (j b20   20j  w) (2.28)
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Now combine (2.21),(2.29)-(2.32), we have for n0  n
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Therefore there exists a positive constant r0 such that
expf n0l(n0)2r0g:
dominates all the terms in (2.33) for suciently large n0.
2.3 Estimation of the Spike Shapes




















The pseudo-likelihood here is not likelihood since it has not only constant parame-
ters but also an estimate. Then the theoretical estimators of constant parameters,
b1; : : : ; cb0 ; b1; : : : ; c b0 ; b20; (2.35)
are dened to maximize the pseudo-likelihood with the parameters subjected to
the following condition, which eliminates the identiability problem of nite mul-
tivariate normal mixture.
Condition 2.1. 1; : : : ;  b0 are in ascending order from the rst dimension to the
d0th dimension, 8 2 f1; : : : ; b0g;   1; kk  1, 8i 6= j; i; j 2 f1; : : : ; b0g; ki 
jk  2, and 3  20  4.
When b0 = 0, the pseudo-likelihood becomes the likelihood of a standard nite
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Recall sn is the n-th isolated spike,  is the spike shape of the -th neuron,  is the
probability for a spike to come from the -th neuron, and 20 is the noise variance.
We call the neurons, the 1st neuron, up to the 0-th neuron because we pick up an
arbitrary but xed order for the neurons that have red during the recording. Since
this is a parametric statistical model, the parameters can be estimated by MLE,
maximum likelihood estimator. The constraints on the parameters of pseudo-
likelihood are inherited to the parameters of the likelihood, that is, 1; : : : ; 0 are in
ascending order from the rst dimension to the d0th dimension, the noise variance
20, 8 2 f1; : : : ; 0g;   1; kk  1, 8i 6= j; i; j 2 f1; : : : ; 0gki   jk  2,
and 3  20  4, thus identiability problem is avoided.
The constraints on the true parameter space are inherited to the maximum
likelihood estimators, that is, b1; : : : ; c b0 are in ascending order from the rst
dimension to the d0-th dimension,
P b0
=1 b = 1;8; b  1; kck  1, 8i 6=
j; kbi   bjk  2, and 3  b20  4. When b0 < 0, let [ b0+1 = : : : = c0 = 0,
[ b0+1 = : : : = c0 = 0.
It is well known that Expectation-Maximization algorithm (see Dempster et al.
(1977)) may be used to compute the MLE of standard nite multivariate normal
mixture model. sn; n = 1; : : : ; n0 are incomplete data. Let the hidden random
variables to be the indicators Zn; ;  = 1; : : : ; 0 (in short Z
n), with Zn; = 1 if the
spike sn comes from the th neuron, Zn; = 0 o.w.
The Expectation-step is























n   )(sn   )T )
n0d0
:
The derivation of the E-step and the M-step is as follows:
E(Zn; j sn)
= p(Zn; = 1 j sn)
=




p(sn j Zn; = 1)p(Zn; = 1)P0
=1 p(s








































p(Zn; = 1 j sn) ln
h
p(sn j Zn; = 1)p(Zn; = 1)
i
:




p(Zn; = 1) = 1:
Add a Lagrange multiplier



















To nd the maximum, let @L
@



















































The starting values of the parameters for this EM algorithm can be computed
from a k-means clustering method.
It is well-known that the Expectation-Maximization algorithm may converge
to a local maximum instead of the maximum likelihood estimates. So even whenb0 = 0, we may still have chance to get a wrong estimation. However, we will only
investigate the properties of the theoretical estimators.
When b0 6= 0, the parameter estimates produced by maximizing the pseudo-
likelihood are invalid. So are those produced by Expectation-Maximization algo-
rithm. Fortunately, these happen only in exponentially small probability as the
sample size n0 goes to innity as stated in Theorem 2.1 and 2.2. In addition,
the estimates are bounded since we have put restrictions on the parameters of the
pseudo-likelihood.
2.4 Convergence Rate
Theorem 2.3. With a restricted parameter space dened in Condition 2.1, the
theoretical estimators in (2.35) have the following convergence rate
E(cd   d)2  1
n0
;  2 f1; : : : ;min(b0; 0)g; d 2 f1; : : : ; d0g:
E( b   )2  1
n0
;  2 f1; : : : ;min(b0; 0)g:
E( b20   20)2  1n0 :
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Proof. When b0 = 0, the theoretical estimators in (2.35) (pool together as ^) are
just the m.l.e. of the multivariate normal mixture with one sample density
















 = (1; : : : ; (d0+1)0) = (0; 1; : : : ; 0 1; 11; : : : ; 1d0 ; : : : ; 01; : : : ; 0d0):
Fisher information matrix for one observation becomes
I() = (Iij());
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The regularity conditions (Cox and Hinkley (1974)) for asymptotic normality of
m.l.e. are: (a) the parameter space has nite dimension, is closed and compact,
and the true parameter value is interior to the parameter space; (b) the probability
distributions dened by any two dierent values of  are distinct (identiability);
(c) the rst three derivatives of the log likelihood with respect to  exist in the
neighborhood of the true parameter value almost surely. Further, in such a neigh-
borhood, n 10 times the absolute value of the third derivative is bounded above by
a function of data, whose expectation exists; (d) the following identity holds for
the total information I:(), which is nite and positive denite in the neighborhood
of the true parameter value:
EfU:()UT: ()g = Ef 
@
@
UT: ()g = I:();
where U:() is the ecient score for all the observations. (a) and (b) are satised
as a result of Condition 2.1, (c) is satised since the log likelihood is analytic and












is bounded, and f has an exponential tail.
Under these regularity conditions, the asymptotic normality of m.l.e. follows:
p
n0(^   )  N(0; I() 1);
in which I() is the Fisher information matrix for one observation.
Now consider one of the theoretical estimators in (2.35), letM = max(1;1; 4),
E(cd   d)2
CHAPTER 2. ISOLATED SPIKE ANALYSIS 51
= E[(cd   d)2jb0 = 0]P (b0 = 0) + E[(cd   d)2jb0 6= 0]P (b0 6= 0)




The convergence rates of the other theoretical estimators can be derived similarly.
2.5 Simulations
Although the theory in Section 2 of this chapter allows any positive integer value of
d0, i.e. the number of dimension of an observation, the implementation only allows
a small value of d0. Because as d0 increases, the memory storage required by the
key matrix E(	p()) soon exceeds what a typical computer workstation provides.
Therefore, we set d0 = 6. As a result, we will only use a portion of the full length
of spike shapes. In our simulation, the full length of an exemplar spike shape is
80, and we use the 10-th, 20-th, 30-th, 40-th, 50-th, 60-th points of exemplar spike
shapes, as the s. There are 4 exemplar spike shapes, the positive peak heights of
which are 0:1348898; 0:6384527; 0:3691696; 0:2047252. We choose the penalty term
as
A(p)l(n0) = 2:215048  10 4  p  log(n0)  n 1=80 :
The constant coecient 2:21504810 4 is chosen by computational investigations.
The number of accurate estimation of  out of 100 replicates are shown for various
congurations of the number of neurons 0, the noise level 0 and the number of
spikes n0 in Table 2.1, Table 2.2,Table 2.3,Table 2.4.
The basic trend is that the larger the sample size and the smaller the noise level,
the better the accuracy of estimation. Let us pay attention to the congurations of
parameter that are meaningful for spike sorting. When 0  3, and 0 = 0:03; 0:04,
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Table 2.1: frequency of accurate estimation of 0 = 1
0 n=20 n=60 n=100 n=200 n=300 n=400 n=500
0.01 60 99 100 100 100 100 100
0.02 36 88 100 100 100 100 100
0.03 23 64 83 99 99 100 100
0.04 10 33 53 74 78 78 92
0.05 3 20 31 39 56 55 62
0.06 2 3 19 34 35 38 41
Table 2.2: frequency of accurate estimation of 0 = 2
0 n=20 n=60 n=100 n=200 n=300 n=400 n=500
0.01 30 45 58 92 98 99 100
0.02 19 31 41 78 93 96 99
0.03 5 29 42 69 90 97 99
0.04 3 11 26 48 72 84 91
0.05 0 5 15 31 52 61 59
0.06 1 4 5 22 25 37 48
Table 2.3: frequency of accurate estimation of 0 = 3
0 n=20 n=60 n=100 n=200 n=300 n=400 n=500
0.01 31 75 94 100 100 100 100
0.02 13 43 76 96 100 100 100
0.03 8 22 57 92 99 99 99
0.04 2 16 26 50 75 82 90
0.05 1 13 21 44 50 56 69
0.06 1 8 10 29 32 27 39
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Table 2.4: frequency of accurate estimation of 0 = 4
0 n=20 n=60 n=100 n=200 n=300 n=400 n=500
0.01 32 84 100 100 100 100 100
0.02 25 55 86 99 100 100 100
0.03 11 43 53 61 65 61 61
0.04 10 40 36 37 22 19 16
0.05 10 20 34 34 36 38 36
0.06 5 17 19 39 30 38 35
that is, the signal-to-noise ratio is about 2-3, we need more than 500 spikes in order
to achieve more than 90% accuracy of estimation of . Furthermore, when 0 = 4
and 0 = 0:03; 0:04, even with 500 spikes, we did not achieve 90% accuracy. A
probable interpretation of this low accuracy is that, as 0 gets larger, the contrast
of eigenvalues becomes weaker, therefore the lower accuracy.
A probable improvement is to use eigenvalues of univariate moment matrix. A
preliminary study shows the discriminating ability is much better.
After estimating the number of neurons, we can use standard EM algorithm
to estimate the spike shapes. A practical issue is the initialization of parameters
when starting the algorithm. A common solution is as following. When start, use
equal mass for each mixture component and randomly selected 4 spikes from the
sample data as the mean vectors. Repeat this random starting a number of times,
then choose the one which best ts the data. Since this is standard method, we do
not present out simulation results here.
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Chapter3
Isolated and Overlapped Spike Analysis
3.1 Estimation of the Number of Neurons Using
Determinants
3.1.1 The statistical modeling of the data
Let 0 be the number of neurons that generated the waveforms (spikes) in the
electrophysiological data. For the simplicity of referring to individual neurons, we
pick an arbitrary order for the 0 neurons, the rst neuron to the 0-th neuron.
Let the spike of the i-th neuron be a continuous function i : R! R plus a noise
process. The denoised spike i, called the spike shape of the i-th neuron, has a
unique maximum, and is zero outside a bounded interval. To ensure that i is well
dened, we align i(t); t 2 R, via a translation with respect to time t such that
i(t) achieves its maximum at t = 0. Spikes that are generated by one (and only
one) neuron are called isolated spikes.
There is a possibility that two or more neurons (synchronously) spike within
a very short time of one another, such that the spike detection algorithm can not
separate the waveform into individual isolated spikes. The resulted spike would be
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a superposition of two or more overlapping spikes of this group of neurons. More
precisely, suppose we translate the resulted spike such that it achieves its maximum
the earliest at time 0, and the group of neurons comprises neuron i1; : : : ; iq and
ij-th neuron spikes at time 





ij(: ij) plus a noise process. The support supp(i1;:::;iq
i1 ;:::;iq
) is in an interval.
In practice, the spikes are commonly recorded on a regular grid and not continu-
ously with respect to time. Thus instead of observing i(t); 
i1;:::;iq
i1 ;:::;iq
(t);8t 2 [ 1; 1]
(since support are bounded for both isolated spikes and overlapped spikes, without
loss of generality, we may assume support are a subset of [ 1; 1]), we observe a
denoised isolated spike associated with the i-th neuron as a vector of length d
~i =

i( 1); i( 1 + 2
d




for some xed positive even integer d and a denoised overlapped spike generated













); : : : ; 
i1;:::;iq
i1 ;:::;iq









We shall assume that Condition 3.1 below holds.
Condition 3.1. ~j 6= ~k whenever 1  j 6= k  0.
Proposition 3.1. Suppose Condition 3.1 holds. Let A denote a set of vectors in
Rd satisfying




(ii) if B  A and card(B) = d, then the vectors in B are linearly independent.
Then there exists  2 A such that T ~j 6= T ~k whenever 1  j 6= k  0.
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dimensional hyperplanes such that if  lies in one of these hyperplanes then T ~j =
T ~k for some 1  j 6= k  0. From the denition of the set A, we conclude that






hyperplanes. Hence we have the conclusion of Proposition 3.1.
The remainder of this section assumes, without loss of generality, that the
vector  in Proposition 3.1 is unitary, that is, T = 1. Projecting the vectors











Next we observe that spikes are recorded with error or noise. Thus instead of
having i, we have a projected isolated spike generated by neuron i as
si = i + "i;











where the "i's, "
i1;:::;iq
i1 ;:::;iq
's are i.i.d. N(0; 20) and 
2
0 > 0 is a constant. Finally we




For 1  i  0, let i be the probability that a spike is an isolated spike
generated by the i-th neuron. For 1  i1 < : : : < iq  0, let i1;:::;iq be the
probability that a spike is an overlapped spike generated by neurons i1; : : : ; iq.
i1; : : : ; iq are all distinct due to the refractory period of a neuron (i.e. after a
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neuron spikes, there is a short time interval in which it will not be able to spike
again). Then we have
0X
i=1








This leads us to the following extended Gaussian mixture model: if S 2 R
















(i) ;20 denotes the probability density function of normal distribution, N(; 
2
0).
(ii) Gi1;:::;iq denotes a cumulative distribution function of the projected over-
lapped spike shape  generated by neurons i1; : : : ; iq. This cumulative distribution
function depends on the joint distribution of the distances between the spike peaks.
Note these distances are random because of the dynamic process of neural rings,
thus have a joint distribution.
In what follows, we shall assume Condition 3.2 below holds.
Condition 3.2. Let i and G
j;k be as in (3.1). Then i > 0; i = 1; : : : ; 0. Fur-
thermore, if overlap > 0, then [0q=2 [1i1<:::<iq0 supp(Gi1;:::;iq) is an innite set,
in other words, the number of mixture components is innite.
When sorting isolated spikes in chapter 2 (overlap = 0), the number of mixture
components is the same as the number of neurons. Thus we may estimate the
number of neurons by estimating the number of mixture components. However,
in this chapter, overlap  0, thus the number of mixture components is greater or
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equal to the number of neurons, 0. We need to design new methods to estimate
0.
In the following subsections, we propose two dierent but similar methods to
estimate 0 without rst estimating the other unknown model parameters in (3.1),
under the assumption that overlap is greater or equal to zero, but small.
3.1.2 A method using determinant of moment matrix











i1;:::;iq();8 2 R; (3.2)
We consider the moment matrix
Mp =
0BBBBBBBBB@
1 E(1) E(2) : : : E(p)
E(1) E(2) E(3) : : : E(p+1)






E(p) E(p+1) E(p+2) : : : E(2p)
1CCCCCCCCCA
;8p = 0; 1; : : : : (3.3)
We note thatMp is a positive semi-denite matrix which implies that its eigenvalues
are all non-negative. Let ; 1; : : : ; p; p+1 be an i.i.d. sequence of random variables.






(j   k)2]: (3.4)
Condition 3.3. There exists a (known) constant  such that 0 < . For 1 
i  0, supp(i) is bounded and i(t) is continuous.
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REMARK 1. Condition 3.3 implies that all projected spike shapes i; 
i1;:::;iq
i1 ;:::;iq
are bounded. We may assume the bound is .
For mathematical convenience, we dene jM 1j = 1 and
p;n0 =
(jMpj _ n0)(jMp 2j _ n0)
(jMp 1j _ n0)2
; 8p = 1; 2; : : : ; ; (3.5)
where n0 is a constant (depending only on sample size n0) such that n0 ! 0 as
n0 !1.
REMARK 2. p;n0 can be thought of as a \regularized" version of jMpjjMp 2j=jMp 1j2.
The latter was studied in detail by Lindsay (1989).
Lemma 3.1. Let Mp be as in (3.3). Suppose Condition 3.2 and 3.3 hold.
(a) If 0 = 1, then overlap = 0, jM0j = 1 and jMpj = 0; p = 1; : : : ; .


































where ~1; ~2; : : : is an i.i.d. sequence of random variables with cumulative distribu-
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Proof. (a) It follows directly from (3.4).
(b) Suppose 0  2. Let
Zl =
8<: 1 if l is an isolated spike without noise;0 if l is an overlapped spike without noise:











































CASE 1. For p = 0; : : : ; 0   1, consider the summand in the last equation of

















































































CASE 2. For p = 0; : : : ; 
, consider the summand in the equation (3.6).


















































































p  0 + 1



















p  0 + 1


















































> 0; 8p = 0; : : : ; ;
where the ~j's are as in Lemma 3.1.
Proposition 3.2. Let p;n0 be as in (3.5) and suppose Conditions 3.1,3.2 and
3.3 hold. Then there exist strictly positive constants  and  (the latter constant
depends on overlap) such that for all overlap <  and 0 < n0 < 
, the following
statements are valid.
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18p = 3; : : : ; .
(b) If overlap = 0 and 0 = 2, we have 1;n0 = 12(1   2)2, 2;n0 =
n0 [12(1   2)2] 2, 3;n0 =  1n0 12(1   2)2 and p;n0 = 1 for p = 4; : : : ; .





















1i1<<ip 10 i1    ip 1
Q
j;k2fi1;:::;ip 1g:j<k(j   k)2P























(jMpj _ n0)(jMp 2j _ n0)
(jMp 1j _ n0)2
= 1;8p = 0 + 2; : : : ; :
(d) If overlap > 0 and 0 = 2,









Ef[Q2j=1Q2k=1(j   ~k)2](~1   ~2)2g
2fE[Q2j=1(j   ~1)2]g2 +O(overlap);
p;n0 =
(p  2)Ef[Q2j=1Qp 1k=1(j   ~k)2][Q1j<kp 1(~j   ~k)2]g
(p  1)fEf[Q2j=1Qp 2k=1(j   ~k)2][Q1j<kp 2(~j   ~k)2]gg2










8p = 4; : : : ; :




















1i1<<ip 10 1 : : : p 1[
Q
j;k2fi1;:::;ip 1g:j<k(j   k)2]
fP1i1<<ip0 1 : : : p[Qj;k2fi1;:::;ipg:j<k(j   k)2]g2


















2fE[Q0j=1(j   ~1)2]g2 +O(overlap)
p;n0 =
p  0

















[Ef[Q0j=1Qp 0k=1 (j   ~k)2][Q1j<kp 0(~j   ~k)2]g]2
+O(overlap);8p = 0 + 2; : : : ; :
Proof. (a) Suppose that overlap = 0 and 0 = 1. We observe from Lemma 3.1 that
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jM0j = jM 1j = 1 and Mp = 0 for p = 1; : : : ; . Hence
1;n0 =










p;n0 = 1;8p = 3; : : : ; :
(b) Suppose that overlap = 0 and 0 = 2. We observe from Lemma 3.1 that
jM0j = jM 1j = 1, jM1j = 12(1   2)2 > 0 and Mp = 0 for p = 2; : : : ; .
Consequently for all n0 < minfjM0j; jM1jg, we have
1;n0 =
(jM1j _ n0)(jM 1j _ n0)
(jM0j _ n0)2
= 12(1   2)2;
2;n0 =




12(1   2)2 ;
3;n0 =







(jMpj _ n0)(jMp 2j _ n0)
(jMp 1j _ n0)2
= 1; 8p = 4; : : : ; :
(c) Suppose that overlap = 0 and   3. We observe from Lemma 3.1 that
jM 1j = jM0j = 1,Mp > 0 for p = 0; : : : ; 0   1 and jMpj = 0 for p = 0; : : : ; .
Consequently for all 0 < n0 < minfjM0j; : : : ; jM0 1jg, we have
1;n0 =














1i1<i20 i1i2(i1   i2)2
;
p;n0 =
(jMpj _ n0)(jMp 2j _ n0)
(jMp 1j _ n0)2










1i1<<ip 10 i1    ip 1
Q
j;k2fi1;:::;ip 1g:j<k(j   k)2P





























(jMpj _ n0)(jMp 2j _ n0)
(jMp 1j _ n0)2
= 1;8p = 0 + 2; : : : ; :
(d) Suppose overlap > 0 and 0 = 2. It follows from Lemma 3.1 that there
exists a constant  > 0 such that for overlap < , we have jMpj > 0; p = 0; : : : ; .
Hence for all 0 < n0 < minfjM0j; : : : ; jMjg, we have
1;n0 =
jM1jjM 1j
































(j   ~k)2](~1   ~2)2g







Ef[Q2j=1Q2k=1(j   ~k)2](~1   ~2)2g
2fE[Q2j=1(j   ~1)2]g2 +O(overlap);





(p  2)Ef[Q2j=1Qp 1k=1(j   ~k)2][Q1j<kp 1(~j   ~k)2]g










8p = 4; : : : ; :
(e) Suppose overlap > 0 and 0  3. Again it follows from Lemma 3.1 that there
exists a constant  > 0 such that for overlap < , we have jMpj > 0; p = 0; : : : ; .




























1i1<<ip 10 1 : : : p 1[
Q
j;k2fi1;:::;ip 1g:j<k(j   k)2]
fP1i1<<ip0 1 : : : p[Qj;k2fi1;:::;ipg:j<k(j   k)2]g2




















































 1    0 [
Q
1j<k0(j   k)2]








2fE[Q0j=1(j   ~1)2]g2 +O(overlap):





1    0p 0+1overlap













1    0
p 0 1
overlap


















































[Ef[Q0j=1Qp 0k=1 (j   ~k)2][Q1j<kp 0(~j   ~k)2]g]2
+O(overlap):
This proves Proposition 3.2.
The following corollary is immediate from Proposition 3.2. This corollary gives
a contrast function for estimating the number of neurons 0.
Corollary 3.1. Let p;n0 be as in (3.5). Suppose Conditions 3.1,3.2 and 3.3 hold.




whenever 0 < n0 < overlap for some constant overlap which depends on overlap.





(p;n0   0;n0) > 0:
Let S be a random variable with density function  S(:) as in (3.1). Then
S = + " where ; " are independent random variables, "  N(0; 20) and  has the
distribution function given by (3.2). We observe that for t 2 R, we have























































k 2j);8k = 0; 1; : : :
Now let S1; S2; : : : ; Sn0 be an i.i.d sample of observations where S1 and S share the
same distribution. We further observe that there are typically sizeable regions in
the spike train where there are no spikes, the so-called \silent" regions. The data
from the \silent" regions can be used to give an independent estimate of 20. More
specically, let Y1; : : : ; Ynerror be observations from the \silent" region. Then the







Y 2i : (3.8)




( 1)l(j + k   2)!^2lnerror
2ll!(j + k   2  2l)!n0
n0X
i=1
Sj+k 2 2li ; 81  j; k  p+1: (3.9)
M^p is Hermitian matrix which implies that its eigenvalues are all real-valued and
its determinant is real-valued. We shall estimate Mp; p = 0; 1; : : : ; in (3.3) by M^p
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and estimate p;n0 in (3.5) by
^p;n0 =
(jM^pj _ n0)(jM^p 2j _ n0)
(jM^p 1j _ n0)2
;8p = 0; : : : ; : (3.10)
We assume that overlap is small. This is a non-asymptotic condition (with respect
to n) and is a rather common assumption in spike sorting (see Sahani (1999)).





Theorem 3.1. Let ^0 be as in (3.11),  be an arbitrary but xed positive integer
and n0 > 0 is a constant such that n0 ! 0, (n0 ^nerror)2n0 !1 as n0 ^nerror !
1. Suppose Conditions 3.1,3.2 and 3.3 hold and that (3.1) is satised. Then
P (^0 6= 0) = O( 1
n0(n0 ^ nerror)
);
as n0 ^ nerror !1.
Proof. We observe that
P (j^0   0j  1) = P ( min
1p:p6=0
^p;n0  ^0;n0)
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(p;n0   0;n0) = c > 0:
Theorem 3.1 now follows from (3.12) and Lemma 3.2.
Lemma 3.2. Let p;n0 and ^p;n0 be as in (3.5) and (3.10) respectively and  > 0
be an integer. Then for any constant  > 0, we have
P (j^p;n0   p;n0 j  ) = O(
1
2n0 (n0 ^ nerror)
);8p = 1; : : : ; ;
as n0 ^ nerror !1.
Proof. CASE 1. Suppose that overlap = 0. It follows from Lemma 3.1 that
jMpj > 0 for p =  1; 0; : : : ; 0   1 and jMpj = 0 for p = 0; : : : ; . For p  0, it
follows from Lemma 3.3 that
P (jM^pj  n0)
= P (jM^pj   jMpj  n0)
 P (jM^pj   jMpj  n0 ; j(M^p)j;k   (Mp)j;kj  081  j; k  p+ 1)
+P ([1j;kp+1fj(M^p)j;k   (Mp)j;kj > 0g)
= P (jM^pj   jMpj  n0 ; jjM^pj   jMpjj  Cp;0kM^p  Mpk1;
j(M^p)j;k   (Mp)j;kj  081  j; k  p+ 1)
+P ([1j;kp+1fj(M^p)j;k   (Mp)j;kj > 0g)
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as n0; nerror !1. For p = 1; : : : ; 0   1, we observe from Lemma 3.1 that
P (jM^pj < n0)
= P (jM^pj   jMpj < n0   jMpj)
 P (jjM^pj   jMpjj > jMpj   n0)
 P (jjM^pj   jMpjj > jMpj=2)
 P (jjM^pj   jMpjj  jMpj=2; j(M^p)j;k   (Mp)j;kj  081  j; k  p+ 1)
+P ([1j;kp+1fj(M^p)j;k   (Mp)j;kj > 0g)
= P (jjM^pj   jMpjj  jMpj=2; jjM^pj   jMpjj  Cp;0kM^p  Mpk1;
j(M^p)j;k   (Mp)j;kj  081  j; k  p+ 1)
+P ([1j;kp+1fj(M^p)j;k   (Mp)j;kj > 0g)
 P (kM^p  Mpk1  jMpj
2Cp;0








as n0; nerror !1. Consequently we have
P (j^p;n0   p;n0 j  )
= P

j(jM^pj _ n0)(jM^p 2j _ n0)
(jM^p 1j _ n0)2




= P (j jM^pjjM^p 2jjM^p 1j2













);8p = 1; : : : ; 0   1;
P (j^0;n0   0;n0 j  )

























P (j^0+1;n0   0+1;n0 j  )
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); 8p = 0 + 2; : : : ; ;
as n0; nerror !1.
CASE 2. Suppose overlap > 0. It follows from Lemma 3.1 that jMpj > 0 for
all p =  1; 0; : : : ; . Thus arguing as in Case 1, we have for p = 1; : : : ; ,








P (j^p;n0   p;n0j  )
= P (j jM^pjjM^p 2jjM^p 1j2














as n0; nerror !1. This proves Lemma 3.2.
Lemma 3.3. Let Mp and M^p be as in (3.3) and (3.9) respectively and 0 > 0 be a
constant. Then for any positive integer ,

















as n0; nerror !1 uniformly over 1  p < .
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Proof. First we observe that








P (j(M^p)j;k   (Mp)j;kj > 0
(p+ 1)2
): (3.13)
For 1  j; k  p+ 1, we have






(j + k   2)!




























where Cj+k = maxl=0;:::;b(j+k 2)=2c
(j+k 2)!






































































  E(Sj+k 2 2l1 )j  1


























Sj+k 2 2li   2l0 E(Sj+k 2 2l1 )j 













  E(Sj+k 2 2l1 )j  1







  E(Sj+k 2 2l1 )j > 1)

















  E(Sj+k 2 2l1 )j > 1)























  E(Sj+k 2 2l1 )j > 1): (3.15)







































































P (j^2nerror   20j > 1)
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The rst statement of Lemma 3.3 follows from (3.13),(3.14),(3.15),(3.16) and (3.17).
The proof of the second statement of the lemma is similar and is omitted.
3.1.3 A method using determinant of Toeplitz matrix
In previous subsection, we have achieved polynomial rate of convergence for the
constructed estimator of 0, the number of neurons. In this subsection, we can in
fact achieve exponential rate of convergence for another estimator of 0 by using
trigonometric moment matrix.
We consider the trigonometric moment matrix
Tp =
0BBBBBBBBB@
1 E(ei) E(ei2)    E(eip)
E(e i) 1 E(ei)    E(ei(p 1))






E(e ip) E(e i(p 1)) E(e i(p 2))    1
1CCCCCCCCCA
; 8p = 0; 1; : : : ;
(3.18)
where i =
p 1 and  is a random variable as in (3.2). In particular, (Tp)j;k =
ei(k j); 1  j; k  p+ 1. Since  is bounded, without loss of generality, we assume
    < . Now let ; 1; : : : ; p; p+1 be an i.i.d. sequence of random variables.
For mathematical convenience, we dene jT 1j = 1 and
p;n0 =
(jTpj _ n0)(jTp 2j _ n0)
(jTp 1j _ n0)2
;8p = 1; 2; : : : ; ; (3.19)
where n0 is a constant (depending only on sample size n) such that n0 ! 0 as
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n0 !1.
Lemma 3.4. Let ; Tp be as in (3.18) and ; 1; : : : ; p+1 be an i.i.d. sequence of






jeij   eik j2);8p = 0; 1; : : : (3.20)
Proof. Let W = (1; e i; : : : ; e ip)T . Then Tp = E(W W T ) where W is the con-
jugate of W . Let W1; : : : ;Wp+1 be p + 1 independent replicates of W and dene
A = (W1; : : : ;Wp+1). Then
jTpj = jE(W W T )j
= jE( W1;1W1; W2;2W2; : : : ; Wp+1;p+1Wp+1)j
= Ej( W1;1W1; W2;2W2; : : : ; Wp+1;p+1Wp+1)j
= E( W1;1    Wp+1;p+1jAj); (3.21)
where Wj;k is the k-th element of Wj. For each permutation  of f1; : : : ; p + 1g,
we write A() = (W(1); : : : ;W(p+1)). Then
jA()j =
8<: jAj if  is an even permutation, jAj if  is an even permutation.










Lemma 3.4 results from the observation that jAj is a Vandermonde determinant.
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Lemma 3.5. Let Tp be as in (3.18). Suppose Condition 3.2 and 3.3 hold.
(a) If 0 = 1, then overlap = 0, det(T0) = 1 and det(Tp) = 0; p = 1; : : : ; 
.




i1    ip+1
h Y
j;k2fi1;:::;ip+1g:j<k
jeij   eik j2
i
+O(overlap);
and for p = 0; : : : ; 
,
jTpj = 1












jeij   ei~k j2
ih Y
1j<kp 0+1
jei~j   ei~k j2
io
+O(p 0+2overlap ):
where ~1; ~2; : : : is an i.i.d. sequence of random variables with cumulative distribu-








Proof. Similar to the proof of Lemma 3.1, thus omitted.






jeij   ei~k j2
ih Y
1j<kp 0+1
jei~j   ei~k j2
io
> 0;8p = 0; : : : ; ;
where the ~j's are as in Lemma 3.5.
Proposition 3.3. Let p;n0 be as in (3.19) and suppose Conditions 3.1,3.2 and
3.3 hold. Then there exist strictly positive constants  and  (the latter constant
depends on overlap such that for all overlap <  and 0 < n0 < 
, the following
statements are valid.
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18p = 3; : : : ; .
(b) If overlap = 0 and 0 = 2, we have 1;n0 = 12jei1   ei2 j2, 2;n0 =
n0 [12jei1 ei2 j2] 2, 3;n0 =  1n0 12jei1 ei2 j2 and p;n0 = 1 for p = 4; : : : ; .









j;k2fi1;i2;i3g:j<k jeij   eik j2P





i1    ip+1 [
Y
j;k2fi1;:::;ip+1g:j<k
jeij   eik j2]g

P
1i1<<ip 10 i1    ip 1
Q
j;k2fi1;:::;ip 1g:j<k jeij   eik j2P
1i1<<ip0 i1    ip
Q
j;k2fi1;:::;ipg:j<k jeij   eik j2
;




1i1<<i0 10 i1    i0 1
Q
j;k2fi1;:::;i0 1g:j<k je
ij   eik j2
[i1    i0
Q
1j<k0 jeij   eik j2]2
;
0+1;n0 =
1    0
Q
1j<k0 jeij   eik j2
n0
;
p;n0 = 1; 8p = 0 + 2; : : : ; :
(d) If overlap > 0 and 0 = 2,




j=1 jeij   ei~1 j2]




Ef[Q2j=1Q2k=1 jeij   ei~k j2]jei~1   ei~1 j2g
2fE[Q2j=1 jeij   ei~1 j2]g2 +O(overlap);
p;n0 =
(p  2)Ef[Q2j=1Qp 1k=1 jeij   ei~k j2][Q1j<kp 1 jei~j   ei~k j2]g
(p  1)fEf[Q2j=1Qp 2k=1 jeij   ei~k j2][Q1j<kp 2 jei~j   ei~k j2]gg2






jeij   ei~k j2][
Y
1j<kp 3
jei~j   ei~k j2]g+O(overlap);
8p = 4; : : : ; :









j;k2fi1;i2;i3g:j<k jeij   eik j2]




1 : : : p+1[
Y
j;k2fi1;:::;ip+1g:j<k
jeij   eik j2]g

P
1i1<<ip 10 1 : : : p 1[
Q
j;k2fi1;:::;ip 1g:j<k jeij   eik j2]
fP1i1<<ip0 1 : : : p[Qj;k2fi1;:::;ipg:j<k jeij   eik j2]g2




j=1 jeij   ei~1 j2]
1    0 [
Q




1 : : : 0 1[
Y
j;k2fi1;:::;i0 1g:j<k
jeij   eik j2]g
+O(2overlap);
0+1;n0 =
Ef[Q0j=1Q2k=1]jei~1   ei~2 j2g
2fE[Q0j=1 jeij   ei~1 j2]g2 +O(overlap)
p;n0 =
p  0





jeij   ei~k j2][
Y
1j<kp 0+1





k=1 jeij   ei~k j2][
Q
1j<kp 0 1 jei
~j   ei~k j2]g
[Ef[Q0j=1Qp 0k=1 jeij   ei~k j2][Q1j<kp 0 jei~j   ei~k j2]g]2
+O(overlap); 8p = 0 + 2; : : : ; :
Proof. Similar to Proposition 3.2, thus omitted.
The following corollary is immediate from Proposition 3.2. This corollary gives
a contrast function for estimating the number of neurons 0.
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Corollary 3.2. Let p;n0 be as in (3.19). Suppose Conditions 3.1,3.2 and 3.3 hold.




whenever 0 < n0 < overlap for some constant overlap which depends on overlap.





(p;n0   0;n0) > 0: (3.23)
Let S be a random variable with probability density function  S(:) as in (3.1).
Then S =  + " where ; " are independent random variables, "  N(0; 20) and 
has the probability distribution function given by (3.2). We observe that for t 2 R,
we have







Now let S1; S2; : : : ; Sn0 be an i.i.d sample of observations where S1 and S share
the same distribution. We further observe that there are typically sizeable regions
in the spike train where there are no spikes, the so-called \silent" regions. The
data from the \silent" regions can be used to give an independent estimate of 20.
More specically, let Y1; : : : ; Ynerror be observations from the \silent" region. Then







Y 2i : (3.24)
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T^p is Hermitian matrix which implies that its eigenvalues are all real-valued and
its determinant is real-valued. We shall estimate Tp; p = 0; 1; : : : ; in (3.18) by T^p
and estimate p;n0 in (3.19) by
^p;n0 =
(jT^pj _ n0)(jT^p 2j _ n0)
(jT^p 1j _ n0)2
;8p = 1; : : : ; : (3.26)
We assume that overlap is small. This is a non-asymptotic condition (with respect
to n0) and is a rather common assumption in spike sorting (see Sahani (1999)).





Theorem 3.2. Let ^2 be as in (3.27), n0 > 0 is a constant such that n0 ! 0,
(n0^nerror)2n0 !1 as n0^nerror !1. Suppose Conditions 3.1,3.2 and 3.3 hold
and that (3.23) is satised. Then there exists a positive constant c such that
P (^2 6= 0) = O(e c2n0 (n0^nerror));
as n0 ^ nerror !1.
Proof. From the analyticity of the determinant as a function of the elements of the
corresponding matrix, we observe that for any positive 0 there exists a constant
C0;Tp such that
jjT^pj   jTpjj















 E(ei(k j)S1)j < 0;81  j; k  p+1 and j^2nerror 20j < 0.
CASE 1. Suppose that overlap = 0. It follows from Lemma 3.5 that jTpj > 0
for p =  1; : : : ; 0   1 and jTpj = 0 for p = 0; : : : ; . It follows from (3.28) and
Lemma 3.6 below that there exists a constant c > 0 (not depending on n0 and
nerror) such that






















(n0^nerror)); 8p = 0; : : : ; ;
P (jT^pj < n0)
= P (jT^pj   jTpj < n0   jTpj)
 P (jjT^pj   jTpjj > jTpj   n0)
= O(e c(n0^nerror));8p = 1; : : : ; 0   1;
as n0 ^ nerror !1. Consequently we have
P (j^p;n0   p;n0 j  )
= P

j(jT^pj _ n0)(jT^p 2j _ n0)
(jT^p 1j _ n0)2




= P (j jT^pjjT^p 2jjT^p 1j2
  jTpjjTp 2jjTp 1j2 j  ) +O(e
 c(n0^nerror))
= O(e c(n0^nerror));8p = 1; : : : ; 0   1; (3.29)
P (j^0;n0   0;n0 j  )
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P (j^0+1;n0   0+1;n0 j  )












(n0^nerror)); 8p = 0 + 2; : : : ; ; (3.32)
as n0 ^ nerror !1.
CASE 2. Suppose that overlap > 0. It follows from Lemma 3.5 that jTpj > 0
for p =  1; : : : ; . Thus arguing as in CASE 1, we have for p = 1; : : : ; ,
P (jT^pj < n0) = O(e c(n0^nerror));
and
P (j^p;n0   p;n0 j  )
= P (j jT^pjjT^p 2jjT^p 1j2
  jTpjjTp 2jjTp 1j2 j  ) +O(e
 c(n0^nerror))
= O(e c(n0^nerror)); (3.33)
as n; nerror !1.
We also observe that
P (j^2   0j  1)
= P ( min
1p:p6=0
^p;n0  ^0;n0)
= P ([1p:p6=0f^p;n0  ^0;n0g)






















Theorem 3.2 follows by applying (3.29),(3.30),(3.31),(3.32) and (3.33) to (3.34).
Lemma 3.6. Let 0 > 0 be a constant. Then with the notation and assumptions
























as n0 ^ nerror !1 uniformly over 1  p < .


















  E(ei(k j)S1)j > 0
(p+ 1)2 + 1
)
+P (j^2nerror   20j >
0







i=1 cos[(k   j)Si]
n0
  E(cos[(k   j)S1])j > 0p
2(p+ 1)2 + 1
)





i=1 sin[(k   j)Si]
n0
  E(sin[(k   j)S1])j > 0p
2(p+ 1)2 + 1
)
+P (j^2nerror   20j >
0




















  E(ei(k j)S1)j > n0
(p+ 1)2 + 1
)
+P (j^2nerror   20j >
n0







i=1 cos[(k   j)Si]
n0
  E(cos[(k   j)S1])j > n0p






i=1 sin[(k   j)Si]
n0
  E(sin[(k   j)S1])j > n0p
2(p+ 1)2 + 1
)
+P (j^2nerror   20j >
n0
(p+ 1)2 + 1
): (3.38)
Let Xi = cos[(k   j)Si]   Efcos[(k   j)Si]g, and 2cos;j;k = E(X2i ). Then fXig is
a sequence of independent and identically-distributed random variables. Observe
that j cos[(k   j)Sij = 1, hence jXij  2, that is, the condition of the Bernstein's




i=1 cos[(k   j)Si]
n0
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Similarly, let 2sin;j;k = E((sin[(k   j)Si]  Efsin[(k   j)Si]g)2), we have
P (j
Pn0
i=1 sin[(k   j)Si]
n0






Recall b20 = 1nerror Pnerrori=1 Y 2i . Since Y 2i is not bounded, we resort to another
Bernstein's inequality (equation (7) of Bennett (1962)). The following condition
needs to be veried before the application of the Bernstein's inequality,




k 2k! for k  2; W being constant, (3.41)
where 23 = E[(Y
2
i   EY 2i )2] = 240. In fact, for k = 2, we have
E(jY 2i   EY 2i j2) = 240 = 40W 02!:
For integer k  3,
E(jY 2i   EY 2i jk)
 E(jmax(jYij2; EY 2i )jk)
= E(max(jYij2k; (EY 2i )k))
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Thus, let W = 820, the condition for the Bernstein inequality holds. Therefore,
P (j b20   20j  w)









































Apply (3.39),(3.40),(3.42) to (3.37), we get (3.35). Apply (3.39),(3.40),(3.42) to
(3.38), we get (3.36).
3.1.4 Relaxation of the Gaussian assumption of the noise
Thus far in this chapter we have assumed that the noise " has a Gaussian distri-
bution. This is a rather common assumption in the neuroscience literature (see
Lewicki (1994)). However a number of researchers have noted that the Gaussian
assumption may be too strong (Fee, et al. (1996) and Shoham, et al. (2003)).
In particular, Shoham et al. (2003) suggested using a t-distribution in place of a
Gaussian distribution. This section relaxes the Gaussian assumption of the previ-
ous sections by using a nonparametric estimate for the characteristic function of
".
Let  be a random variable with distribution given by (3.2). Then the observed
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spike S can be decomposed as S =  + " where  and " are independent random
variable. Again " can be regarded as error or noise satisfying E(") = 0 and
E(eit") 6= 0 for all t 2 R. We observe that for each k = 1; 2; : : : ;
E(eik) = E(eikS)[E(eik")] 1:
Next let S1; : : : ; Sn0 be an i.i.d. sample of observations where S1 and S share the
same distribution. We further observe that there are typically sizeable regions in
the spike train where there are no spikes, the so-called \silent" regions. The data
from the \silent" regions can be used to give an independent estimate of E(eik").
More specically, let Y1; : : : ; Ynerror be i.i.d observations from the \silent" region
where Y1 has the same distribution as ".
Dene ~Tp to be the (p+ 1) (p+ 1) matrix such that its (j; k)-th element is











~Tp is a Hermitian matrix and its determinant is real-valued. We shall estimate
Tp; p = 0; 1; : : : in (3.18) by ~Tp and estimate p;n0 in (3.19) by
~p;n0 =
(j ~Tpj _ n0)(j ~Tp 2j _ n0)
(j ~Tp 1j _ n0)2
;8p = 1; : : : ; ;
where j ~T 1j = 1. Using Corollary 3.2 as motivation, we estimate the number of




Theorem 3.3. Let ^3 be as in (3.44), n0 > 0 is a constant such that n0 ! 0,
(n0^nerror)2n0 !1 as n0^nerror !1. Suppose Conditions 3.1,3.2 and 3.3 hold
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and that (3.23) is satised. Then
P (^3 6= 0) = O(e c2n0 (n0^nerror));
as n0 ^ nerror !1.
Proof. From the analyticity of the the determinant as a function of the elements
of the corresponding matrix, we observe that for any positive 0 there exists a
constant C0;Tp;np such that



























ei(k j)Yi   E(ei(k j)Y1)j < 0; 81  j; k  p+ 1:
CASE 1. Suppose that overlap = 0. It follows from Lemma 3.5 that jTpj > 0
for p =  1; : : : ; 0   1 and jTpj = 0 for p = 0; : : : ; . It follows from (3.46) and
Lemma 3.7 below that there exists a constant c > 0 (not depending on n and
nerror) such that







































(n0^nerror));8p = 0; : : : ; ;
P (j ~Tpj < n0)
= P (j ~Tpj   jTpj < n0   jTpj)
 P (jj ~Tpj   jTpjj > jTpj   n0)
= O(e c(n0^nerror));8p = 1; : : : ; 0   1;
as n0 ^ nerror !1. Consequently we have




~Tpj _ n0)(j ~Tp 2j _ n0)
(j ~Tp 1j _ n0)2




= P (j j
~Tpjj ~Tp 2j
j ~Tp 1j2
  jTpjjTp 2jjTp 1j2 j  ) +O(e
 c(n0^nerror))
= O(e c(n0^nerror));8p = 1; : : : ; 0   1; (3.47)
P (j~0;n0   0;n0 j  )














P (j~0+1;n0   0+1;n0 j  )








P (j~p;n0   p;n0 j  )




(n0^nerror)); 8p = 0 + 2; : : : ; ; (3.50)
as n; nerror !1.
CASE 2. Suppose that overlap > 0. It follows from Lemma 3.5 that jTpj > 0
for p =  1; : : : ; . Thus arguing as in CASE 1, we have for p = 1; : : : ; ,
P (j ~Tpj < n0) = O(e c(n0^nerror));
and
P (j~p;n0   p;n0 j  )
= P (j j
~Tpjj ~Tp 2j
j ~Tp 1j2
  jTpjjTp 2jjTp 1j2 j  ) +O(e
 c(n0^nerror))
= O(e c(n0^nerror)); (3.51)
as n; nerror !1.
We also observe that
P (j^3   0j  1)
= P ( min
1p:p6=0
~p;n0  ~0;n0)























Theorem 3.3 follows by applying (3.47),(3.48),(3.49),(3.50) and (3.51) to (3.52).
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Lemma 3.7. Let 0 > 0 be a constant. Then with the notation and assumptions









































as n0 ^ nerror !1 uniformly over 1  p < .












































i=1 cos[(k   j)Si]
n0











i=1 sin[(k   j)Si]
n0










i=1 cos[(k   j)Yi]
nerror










i=1 sin[(k   j)Yi]
nerror


















































i=1 cos[(k   j)Si]
n0










i=1 sin[(k   j)Si]
n0










i=1 cos[(k   j)Yi]
nerror










i=1 sin[(k   j)Yi]
nerror






Let Xi = cos[(k   j)Si]  Efcos[(k   j)Si]g, and 2cos;j;k;S = E(X21 ). Then fXig is
a sequence of independent and identically-distributed random variables. Observe
that j cos[(k   j)Si]j  1, hence jXij  2, that is, the condition of the Bernstein's
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i=1 cos[(k   j)Si]
n0







Similarly, let 2sin;j;k;S = E((sin[(k   j)S1]  Efsin[(k   j)S1]g)2), we have
P (j
Pn0
i=1 sin[(k   j)Si]
n0







Similarly, fYig is a sequence of independent and identically-distributed random
variables. Let 2cos;j;k;Y = E((cos[(k   j)Y1]  Efcos[(k   j)Y1]g)2), we have
P (j
Pnerror
i=1 cos[(k   j)Yi]
nerror







Similarly, let 2sin;j;k;Y = E((sin[(k   j)Y1]  Efsin[(k   j)Y1]g)2), we have
P (j
Pnerror
i=1 sin[(k   j)Yi]
nerror
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Table 3.1: percentage accuracy of estimation of 0 using determinant of moment
matrices
0 = 1 0 = 2 0 = 3
0 0 0
overlap n0 0:01 0:08 0:01 0:08 0:01 0:08
0.05
1000 100 87 100 99 39 61
10000 100 100 100 99 4 38
0.04
1000 100 89 100 98 70 68
10000 100 100 100 99 71 59
0.03
1000 100 92 100 99 67 74
10000 100 99 100 100 100 74
0.02
1000 100 97 100 99 99 66
10000 100 97 100 100 100 92
0.01
1000 100 98 100 100 100 72
10000 100 98 100 100 100 97
0.00
1000 100 100 100 100 100 77
10000 100 100 100 100 100 100
Apply (3.59), (3.60), (3.61) and (3.62) to (3.56), we have (3.53). Apply (3.59),
(3.60), (3.61) and (3.62) to (3.58), we have (3.54).
3.2 Simulations of the estimators using determi-
nants
3.2.1 Comparison of moment methods and trigonometric
moment methods
Although our estimators have polynomial rate for moment method and exponen-
tial convergence rate for trigonometric moment method respectively, nite sample
performance of them is not guaranteed to be good. This is the reason we do numer-
ical simulations in this subsection and subsequent subsection. In this subsection
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Table 3.2: percentage accuracy of estimation of 0 = 3 using determinant of mo-
ment matrices when n = 100; 000
overlap
0 0.05 0.04 0.03 0.02 0.01 0.00
0.01 0 73 100 100 100 100
0.08 20 59 100 100 100 100
Table 3.3: percentage accuracy of estimation of 0 using determinant of Toeplitz
matrices
0 = 1 0 = 2 0 = 3
0 0 0
overlap n0 0:01 0:08 0:01 0:08 0:01 0:08
0.05
1000 100 87 100 99 78 48
10000 100 100 100 100 12 47
0.04
1000 100 91 100 99 76 73
10000 100 100 100 100 90 56
0.03
1000 100 93 100 100 99 67
10000 100 98 100 100 100 69
0.02
1000 100 96 100 99 97 78
10000 100 98 100 100 100 86
0.01
1000 100 98 100 99 99 77
10000 100 100 100 99 100 99
0.00
1000 99 100 100 100 100 63
10000 100 100 100 100 100 100
Table 3.4: percentage accuracy of estimation of 0 = 3 using determinant of
Toeplitz matrices when n = 100; 000
overlap
0 0.05 0.04 0.03 0.02 0.01 0.00
0.01 0 99 100 100 100 100
0.08 16 65 99 99 100 100
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we focus on a comparison between the estimator ^1 using moment matrix and
the estimator ^2 using trigonometric moment matrix. In subsequent subsections
we will do a detail study of nite sample performance of the estimator ^2 using
trigonometric moment matrix.
First let us introduce the simulation settings. We assume 0 can be estimated
from \silent" regions of recordings, that is, regions with only noise and no signals.
Since the amount of data in these \silent" regions are enormous, we can estimate 0
extremely accurately. Therefore we plug in the true value of 0 in our simulation.
The masses of mixture components are equal excluding the overlapping component.
For example, when 0 = 4 and overlap = 0:04, the mass of each mixture component
is (1  0:04)=4 = 0:24. We use a uniform distribution over the interval [0; 0:75] to
generate samples for overlapped spikes. Note the spikes are assumed to be scalers
here. In practice a scaler of these could be the peak height of a real spike, i.e. a
time series of measurements, or a weighted summation of the values in this time
series. The means of these mixture components are 0:2; 0:6; 0:4 for 0 = 3, 0:2; 0:6
for 0 = 2, 0:2 for 0 = 1.
Next let us introduce the percentage accuracy of estimation of 0 using determi-
nant of moment matrices and determinant of Toeplitz matrices respectively under
various parameter congurations. Basically, these two methods, i.e. the one using
determinant of moment matrices and the other one using determinant of Toeplitz
matrices, are comparable in accuracy of estimation. 0 = 0:08 is corresponding
to a signal-to-noise ratio about 3. In our simulation, the accuracy of estimation
is at least 87% for 0 = 1 and 0 = 2, and mostly 100%. However, when 0 = 3,
if overlap = 0:05, the accuracy is very low even under the extreme sample size of
n0 = 100; 000. A further examination shows the violation of minimality condition
(3.7) and (3.22) leads to this low accuracy.
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3.2.2 Study of minimality condition of trigonometric mo-
ment method
There are two sides of the simulation. One side is that the parameters must sat-
isfy the minimality condition in order to get a consistent estimator. Thus we will
experiment numerically to see roughly when the parameters satisfy the minimal-
ity condition. The other side is the accuracy of the estimator for nite sample of
observations. We will show examples in which for a set of rather small sample size
the estimator could achieve surprisingly satisfactory accuracy. In certain param-
eter settings, the sample size needs to be astronomically large to have reasonable
estimation accuracy. In any case, as long as the asymptotic minimality condition
is satised, there exists a sample size to achieve arbitrary accuracy less than 100%.
To simplify the presentation we will focus on the simulation of the estimator using
determinants of trigonometric moment matrices.
Let us list the parameters in the model. Assume the contamination to the
mixing distribution is a uniform distribution on the interval [a; b], thus a; b are two
parameters. The proportion of contamination in the mixing distribution, overlap,
is another parameter. The means, 1; : : : ;  , and the corresponding weights,
1; : : : ;  are yet another set of parameters. These parameters do not involve
the observations and estimated trigonometric moment matrices. Therefore the
noise level 0 and sample size n need to be added to the model if we estimate the
trigonometric moment matrices from observations.
By varying the parameter overlap while xing the other parameters, we can
nd the region of overlap such that the minimality condition is satised. Moreover,
we can nd a largest possible  such that if overlap <  then the minimality
condition is satised. By numerical grid searching, we can nd such  with certain
precision. Use 
 to denote the parameter space generated by all the parameters
except overlap. Use ! to denote a particular conguration of parameter values in
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Table 3.5: Minimal  with precision 0.01 for subspace of parameter space 

1 : 2 : 3
min(; 1 : 2 : 3) 1:1:1 1:2:3 1:3:5
 = 1:0 0.02 0.01 0.01
 = 1:2 0.05 0.02 0.01
 = 1:5 0.47 0.10 0.05

. This  depends on !. We did the following numerical computation to reveal
the interaction between  and !. To avoid combinatorial explosion we restrict our





(a; b) = (1   0:5;  + 0:5);
 2 f1; 2; 3g; 0  1 < : : : <  < 2;
8j 6= k 2 f1; : : : ; g; jj   kj  (mod 2);
1 : : : : :  as given;
o
:
Our numerical study computes the minimal  in these subspaces of 
. The quantity
we are interested in is




The values of this quantity for dierent conguration of  and 1 : 2 : 3 are
shown in Table 3.5. We observe some general trends in the table. The larger the
separation between the 1; 2; 3, the larger the . The more equally distributed
the 1; 2; 3 are, the larger the . Larger  means larger overlap is available
to satisfy the minimality condition, and for a xed chosen overlap a better nite
sample performance is expected, and the stronger the robustness of our algorithm.
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3.2.3 Finite sample simulation of trigonometric moment
method
As mentioned before the numerical simulation in this subsection is done to show
that our estimator ^2 as in Section 3.1.3 can have good nite sample performance.
Another estimator ^3 as in Section 3.1.4 is similar, thus simulation of it is omitted.
Recall in subsection 3.2.1 the accuracy of the estimator of the scenario  = 3
could be very low for certain parameter setting. In this subsection we will show
good accuracy may be achieved for Scenario  = 3. In fact, even for   4 good
accuracy is possible to achieve. We will also discuss what parameter settings favor
the accuracy. In the simulation the sample size n is xed. Therefore the eect of a
limiting zero of the threshold "n does not show up in the computation. A feasible
solution is to use a data-dependent algorithm to determine "n.
if jT^pj > 0; 8p 2 f1; : : : ; g then
"n  min1p jT^pj
else




The motivation for the above algorithm is that "n should satisfy 0 < "n <
minfjTpj : 1  p  ; jTpj > 0g in Proposition 3.3. Also jTpj is nonnegative. Thus
if for some p we have jT^pj < 0, it must be due to noise and it is likely that p0 is
the number of neurons. By assigning jT^p0 j to "n, we are eectively setting ^2 = p0.
This increases the chance of a hit of ^2.
(i)  = 3 (i.e. there are at most 3 neurons generating the spike train).





to be the uniform distribution on [1   0:5;  + 0:5].
CHAPTER 3. ISOLATED AND OVERLAPPED SPIKE ANALYSIS 104
Table 3.6: Frequency (%) of ^1 =  with standard error in parenthesis
overlap n Scenario A,  = 1 Scenario B,  = 2 Scenario C,  = 3
0.00 200 99.4 (0.1) 97.2 (0.2) 77.9 (0.8)
500 99.5 (0.1) 98.2 (0.2) 93.7 (0.3)
1000 99.6 (0.1) 98.9 (0.1) 99.1 (0.1)
0.05 200 - 96.0 (0.2) 83.3 (0.8)
500 - 97.1 (0.2) 97.4 (0.3)
1000 - 97.8 (0.1) 99.8 (0.1)
0.10 200 - 94.5 (0.3) 87.2 (0.6)
500 - 95.5 (0.2) 97.3 (0.2)
1000 - 96.0 (0.2) 99.6 (0.1)
(iii) 0 = 1=3 which gives roughly a signal-to-noise ratio of about 3.
(iv) The sample sizes are n= 200, 500, and 1000. The contamination proportion
overlap is taken to be 0:00; 0:05; 0:10.
Scenario A. Suppose  = 1. Set 1 = 0:0. Since there are no overlapping
spikes, overlap = 0 here.
Scenario B. Suppose  = 2. Set 1 = 0:0, 2 = 1:0 and 1 : 2 = 1 : 2.
Scenario C. Suppose  = 2. Set 1 = 0:0, 2 = 1:0, 3 = 3:0 and 1 : 2 :
3 = 1 : 2 : 3.
Table 3.6 below gives a summary of the percentage of the time that ^2 = .
We will view the simulation table in a systematic way. The estimation accuracy
of ^2 depends on the parameter settings and sample size n. For the convenience of
discussion, we group these factors.
(a) The number of neurons .
(b) The means 1; : : : ;  .
(c) The probability masses 1; : : : ;  .
(d) The noise level 0 and the sample size n.
(e) The contamination proportion overlap.
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(f) The contamination interval [a; b].
Afterward we mimic factor analysis in linear regression, that is, relationship
between dependent factor and independent factors. The dependent factor is the
accuracy of ^2. The independent factors are simulation parameters. Using this
idea we list the relationship of accuracy of ^2 on groups (a)-(f) and interactions
between the groups.
(i) Dependency on . The number of neurons  should not be more than
8 because jTpj becomes innitesimal as p increases and estimation error could
overwhelm its value when p is large enough. This value 8 was implicitly used for
the order of trigonometric moment matrix in the simulation section of Dacunha-
Castelle and Gassiat (1997).
(ii) Dependency on 's. The scale of the means is critical for the minimality
condition to be easily satised. From our experience of simulations, it is better to
spread them out on the interval [0; 2]. The last column of Table 3.3 shows quite
low accuracy for  = 3. This is largely due to the small scale 's: 1 = 0:2; 2 =
0:6; 3 = 0:4 compared to interval [0; 2]. The theoretical interpretation is that
our p depends on the scale of means to the power of a factor depending on p and
therefore the contrast may not be sharp.
(iii) Dependency on 's. The more equally distributed the 's, the better our
algorithm works. We can infer this from the formulae to calculate the contrast p's.
However, from our experience of simulations, the accuracy may only deteriorate
fast when j is an order larger than another k for some 1  j; k  .
(iv) Dependency on 0 and n and the interaction of them. Generally, the higher
the noise level 0, the lower the accuracy, and the larger the sample size n, the
better the accuracy. Table 3.6 conrms this latter claim. A small 0 have an
equivalent eect on the accuracy to a large n.
(vi) Dependency on overlap. Perhaps due to the adaptive eect of thresholding
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mechanism, there is no monotone relationship between accuracy and overlap. Table
3.6 shows this non-monotone relationship. However, it is certain that for large
enough overlap the accuracy will diminish because minimality condition is not
satised. Here we have  to be at least 0:47. Therefore for any of the three overlap:
0,0.05,0.10, the minimality condition is satised.
(vii) Dependency on interaction of contamination interval [a; b] and 's. If a
subinterval of [a; b] forms a cluster region which is somewhat far away from the
set of means 1; : : : ;  , then the accuracy could be very low. This is possibly due
to the eect that the algorithm identies this subinterval as one or more distinct
mass points. Here is an example. Suppose 1 < : : : <  and [a; b] covers all the
's, and the size of either 1   a or b    is relatively larger than the sizes of
intervals [i 1; i]; i = 2; : : : ; , then the accuracy could be very low.
3.2.4 Application of majority rule to trigonometric mo-
ment method
In the theory and the simulation introduced, we have used only one dimension of
the information of a spike. For instance, we may use the height of spike peak. To
use more dimensions of information in a spike we need to denote a spike by a vector.
Usually the vector is obtained from sampling the spike waveform on a regular time
grid. In order to process the multi-dimensional information we may either resort
to a multivariate mixture model, or conceive d independent mixture where d is
the the number of dimensions. Here we use the latter for simplicity. Applying the
estimator ^2 in Section 3.1.3 to each mixture, we obtain d independent estimators
of . Then we use majority rule to combine the d independent estimators into a
composite one ^maj. The value of ^maj is the integer that appears the most frequent
in the list of d independent estimators. This idea of majority rule has been used in
some engineering literature. For example, Ji and Ma (1997) apply majority rule to
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Table 3.7: 7-dimensional spike shapes
dimension ~1 = (1;1; : : : ; 1;7)
0 ~2 = (2;1; : : : ; 2;7)0 ~3 = (3;1; : : : ; 3;7)0
1 0.7797 1.7324 2.8546
2 1.1000 1.7990 3.2301
3 1.1841 1.9842 3.4522
4 1.3489 2.0473 3.6917
5 1.2886 1.8916 3.5253
6 1.1315 1.8789 3.3851
7 0.9964 1.7385 3.2117
combine weak classiers into a stronger one, and Freund (1990) use majority rule
to combine weak learning algorithms into a stronger one for a specic game.
In this simulation we choose d to be 7. Although 7 is much smaller than the
full length of a discretized spike, it is a rather ecient value. This is because most
dimensions in the aligned spikes from dierent neurons are not distinguishable
because of the special spike shapes. Since the most prominent dierences of spikes
from dierent neurons lies around the peak, we use the 7 dimensions near the peak
of spike. The 7 dimensions near the peak from 3 spike shapes used in simulation
are shown in Table 3.7.
These 3 spike shapes are chosen from a set of estimated spike shapes by applying
the spike sorting software of Michael Lewicki to one of the real data sets provided
along with the software. This software is available at Michael Lewicki's website
http://cnl.salk.edu/~lewicki. For simulation, these spike shapes are better than
articial ones although not really realistic.
We shall gauge the performance of ^maj by the following simulation experiment.
Let there be 3 neurons with spike shapes given by 7-dimensional vectors ~i =
(i;1; : : : ; i;7)
0, i = 1; 2; 3, as in Table 3.7. For each dimension k = 1; : : : ; 7, we
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Table 3.8: Frequency (%) of ^1;k = , k = 1; : : : ; 7, with standard error in paren-
thesis
Scenario D, i.e.  = 1
overlap ^1;1 ^1;2 ^1;3 ^1;4 ^1;5 ^1;6 ^1;7
0.00 99.27 99.18 99.16 99.19 99.12 99.14 99.10
(0.08) (0.09) (0.09) (0.10) (0.08) (0.09) (0.09)
Scenario E, i.e.  = 2
overlap ^1;1 ^1;2 ^1;3 ^1;4 ^1;5 ^1;6 ^1;7
0.00 98.39 95.98 98.03 95.19 88.21 97.07 97.66
(0.12) (0.20) (0.14) (0.19) (0.31) (0.14) (0.13)
0.05 96.37 76.97 86.60 81.79 75.69 92.29 92.20
(0.20) (0.40) (0.33) (0.36) (0.43) (0.29) (0.27)
0.10 88.90 42.62 72.89 68.92 43.22 52.45 75.14
(0.36) (0.49) (0.44) (0.53) (0.47) (0.54) (0.36)
Scenario F , i.e.  = 3
overlap ^1;1 ^1;2 ^1;3 ^1;4 ^1;5 ^1;6 ^1;7
0.00 98.72 82.41 84.26 78.67 40.85 88.74 92.27
(0.12) (0.44) (0.39) (0.40) (0.51) (0.26) (0.27)
0.05 92.06 80.59 93.66 66.52 56.39 83.04 71.30
(0.31) (0.42) (0.23) (0.49) (0.50) (0.36) (0.46)
0.10 89.32 65.67 70.99 86.13 49.93 65.87 87.33
(0.30) (0.41) (0.47) (0.37) (0.46) (0.48) (0.33)








in (3.2) to be the uniform distribution on [1;k 0:8; ;k+0:8]. We assume that 0
is known and equals 0:23. This value of 0 gives a signal-to-noise ratio of about 3.
Note that the dierence of peak heights of ~1 and ~2 is about 0:7 which is about
three times the chosen 0. The sample size is n = 100 and overlap = 0:00; 0:05; 0:10.
Again as in Subsection 3.2.3, we consider 3 scenarios with  = 3.
Scenario D. Suppose  = 1. Let the spike shape of the neuron be given by
~1 and in this case, overlap = 0.
Scenario E. Suppose  = 2. Let the spike shapes of the two neurons be ~1
and ~2 and 1 : 2 = 1 : 1.
Scenario F . Suppose  = 3. Let the spike shapes be ~1, ~2, ~3 and 1 : 2 :
3 = 1 : 1 : 1.
In each of the 3 scenarios, we use the (univariate) estimator ^2 in Subsection
3.1.3 to obtain estimates of  via data from each dimension. This gives us 7
estimates of , say ^2;1; : : : ; ^2;7. The frequency where ^2;k = , k = 1; : : : ; 7, is
computed and is given by Table 3.8.
Given a overlap in Table 3.8, the ratio 1 : : : : :  in a scenario is used to





It should be noted that in Table 3.8, the  in Corollary 3.2 is calculated to be
0.06 when k = 5 and  = 2 or 3. This implies that ^1;5 is inconsistent when
overlap > 0:06 in Scenario E and F . This also results in the low accuracy of
estimation of ^1;5 in Scenario E and F .
Table 3.9 gives a summary of the percentage of the time that ^maj = . A
comparison of Tables 3.8 and 3.9 indicates that ^maj can signicantly improve (and
is also more robust to larger values of overlap) upon the performance of ^2; the
latter being based on univariate data.
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Table 3.9: Frequency (%) of ^maj =  with standard error in parenthesis
overlap Scenario D,  = 1 Scenario E,  = 2 Scenario F ,  = 3
0.00 100.00 (0.00) 99.99 (0.01) 98.23 (0.13)
0.05 - 99.68 (0.06) 96.14 (0.21)
0.10 - 86.67 (0.34) 92.41 (0.28)
3.3 Estimation of the Number of Neurons Using
Eigenvalues
In the case of data with only isolated spikes, the usual Gaussian mixture model is
used. The mean of each mixture component is a discrete sampling of the continuous
spike shape of the corresponding neuron. Since a simple EM algorithm can be used
to estimate the means of mixture components, the spike shapes of neurons are
estimated. On the other hand, when the data consist of both isolated spikes and
overlapped spikes, an extended Gaussian mixture model is to be used. The means
of some of the mixture components are corresponding to spike shapes of neurons,
but the means of the other mixture components are corresponding to overlapped
spike shapes, which are made by overlapping two or more spike shapes. Therefore,
a more complex EM algorithm is employed to estimate the spike shapes. The









where i(:) is the spike shape of the ith neuron in the form of a function, and  is
multivariate normal density. There are several implicit assumptions. The rst is
that spikes, isolated or overlapped, are all aligned, that is, the same spike shapes
underlying either in an isolated spike or in the earlier spike of an overlapped spike
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should all have the same relative position; The second is that the length of each
spike shape of a single neuron is less than d0=2, and the length of overlapped spike
shape of two neuron is less than d0; The another is that there is no overlapped
spike shape of more than two neurons; yet another assumption is that overlapping
spike can be modeled as coming from mixture components with mean \discretized"
from a class of overlapped spike shape assuming the latency between the two spike
shapes of overlapped spike shape is in f1; : : : ; d0=2g.
Although there are overlapped spikes in the data, we may still model a spike
as a spike shape plus noise
S = + ";
where  has a discrete distribution with non-zero probability mass  at point 
 for
 = 1; : : : ; 0+1, and " is a random noise vector with d0-variate normal distribution
Nd0(0; 
2
0I), and  and " are independent. However, 0+1 is no longer the number
of neurons. Assume 0 is the number of neurons. Then 
 for  = 1; : : : ; 0 are
the spike shapes of the individual neurons. and  for  = 0 + 1; : : : ; 0 + 1
are each composited by two spike shapes overlapped together. In other words, S
has a Gaussian mixture distribution with 0 + 1 mixture components, including
0 mixture components corresponding to isolated spikes, 1 mixture components
corresponding to overlapped spikes.
When analyzing isolated spikes, the number of neurons is exactly the number
of mixture components. However, when analyzing both isolated and overlapped
spikes, the number of mixture components is the sum of the number of neurons
and the number of mixture components corresponding to overlapped spikes. The
number of mixture components can be estimated by using the moment method
presented in Section 2.2. Fortunately, the algorithm in Section 2.2 can be adapted
to estimate the number of neurons.
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Before we present the theorem, we discuss the motivation of the adapted algo-








1; : : : ; e

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But this section we also consider the mixture components corresponding to over-








1; : : : ; e

0+1






where 0+ 1 is the number of neurons 0 plus the number of mixture components
corresponding to overlapping spikes. Assume 1; : : : ; 0 are the masses of mixture
components corresponding to isolated spikes, and 0+1; : : : ; 0+1 are masses of
mixture components corresponding to overlapping spikes. Let 1; : : : ; 0+1 are
the largest 0 + 1 eigenvalues of E(	p0()), in decreasing order. Notice when
0+1; : : : ; 0+1 converge to zero, 0+1; : : : ; 0+1 also converge to zero, by con-
tinuity. Therefore, considering 1; : : : ; 0+1 sequentially, the change point will be
at 0+1 when 0+1; : : : ; 0+1 are small enough.
This change point property could be utilized to design estimator of 0. The
assumption is that 0p(E	p0()) (dened below) is maximized when p = 0, which
is true when 0+1; : : : ; 0+1 is small and slowly decreasing sequentially, and
1; : : : ; 0 is relatively big and slowly decreasing sequentially. In practice as long
as 0+1; : : : ; 0+1 are small enough, the above assumption is usually satised.
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Theorem 3.4. Dene the objective function
Kn0(p;






p0 is a xed integer satisfying 0 + 2  p0  0 + 1, where 0 is the number
of mixture components corresponding to isolated spikes, and 0 + 1 is the total
number of mixture components, that is, 0 plus the number of mixture components
corresponding to overlapped spikes. b20 is a second moment estimator of the noise
variance 20 using only the data in the silent region, Y1; : : : ; Yn0, dened by
b20 = Pn0i=1 Y 2in0 ;
where n0 is the size of silent region data and assumed to satisfy the condition
lim infn0!1(n





We assume 00(E	p0()) > 
0
p(E	p0()) for any p such that 1  p  p0   2 and
p 6= 0 . b0 is dened as the integer p which maximizes Kn0(p; b20) under the
restriction 1  p  p0  2 (when there are ties, select the minimum p). Then there
exists a positive constant r0 such that, for suciently large n0
P (b0 6= 0)  exp( r0n0):
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Proof. From the denition of b0,
P (b0 6= 0)  p0 2X
p=1;p6=0
P (Kn0(p;
b20) > Kn0(0; b20)) (3.65)
For any p 6= 0 we have
P (Kn0(p;
b20) > Kn0(0; b20)) = P (0p(M^n0p0;c20) > 00(M^n0p0;c20)):
Since 0p(Mp0;20) < 
0
0









b20) > Kn0(0; b20)) (3.66)


















 P (a  1
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Apply (3.66) to (3.65), we have
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Given any small positive constant 0, we dene a set (or a condition)
C = fj b20   20j  0;max j \E	p0(S)  E	p0(S)j  0g;
where max jj is to take the maximum over the absolute values of all elements of a
matrix. Then we have
P (b0 6= 0)  p0 2X
p=1;p 6=0
h











+2(p0   3)P (Cc); (3.67)
where Cc is the complement of C. If C holds for suciently small 0, M^n0
p0;c20 can
be written as Mp0;20 plus a small enough perturbation, such that the eigenvalues
of the two matrices can be paired, that is
min
1ijMp0 j
jj( \E	p0())  i(E	p0())j = jj( \E	p0())  j(E	p0())j:
Now in Lemma 2.2, let A + F = \E	p0() and A = E	p0(), and P is dened
accordingly. Then, for i = 1; : : : ; jMp0j, under condition C,
ji( \E	p0())  i(E	p0())j  kP 1kopkPkopkFkop:
Since all norms in Cqp0 are equivalent, there exists a constant c2 such that kFkop 





k jljkj. Thus if we denote by Fp the function 0p+1(fp0(:; :)) (see (2)
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n); b20) (Q(	p0); 20)k`1 ;
(3.68)
where k  k`1 is the l1 norm in Cqp0+1, Q is the underlying distribution of S, and
Q(	p0) = EQ(	p0(S)). Let qp0 be the number of elements in matrix 	p0 , that is,
jMp0j2, and let  p0;k be the k-th element of vectorized matrix 	p0 for k = 1; : : : ; qp0 .






n); b20)  (Q(	p0); 20)k`1  w;C) (3.69)














n) Q( p0;k)j  w
qp0 + 1




















n)) Q(Im( p0;k))j  wp
2(qp0 + 1)
)










n) Q( p0;k)j  0) + P (j b20   20j  0): (3.70)
Let Xn = Re( p0;k(s
n))   Q(Re( p0;k)), and 2Re;k = E(X2n). Then fXng is a
sequence of independent and identically-distributed random variables. Observe
that j p0;k(sn)j = 1, hence jXnj  2, that is, the condition of the Bernstein's
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Similarly, let 2Im;k = E[(Im( p0;k(s












Recall b20 = 1n0 Pn0i=1 Y 2i . Since Y 2i is not bounded, we resort to another Bernstein's
inequality (equation (7) of Bennett (1962)). The following condition needs to be
veried before the application of the Bernstein's inequality,




k 2k! for k  2; W being constant, (3.73)
where 23 = E[(Y
2
i   EY 2i )2] = 240. In fact, for k = 2, we have
E(jY 2i   EY 2i j2) = 240 = 40W 02!:
For integer k  3,
E(jY 2i   EY 2i jk)
 E(jmax(jYij2; EY 2i )jk)
CHAPTER 3. ISOLATED AND OVERLAPPED SPIKE ANALYSIS 118
= E(max(jYij2k; (EY 2i )k))









Thus, let W = 820, the condition for the Bernstein inequality holds. Therefore,
P (j b20   20j  w) (3.74)
















































































































































Now combine (3.67),(3.74)-(3.77), we have for n0  n














+2(p0   3)P (Cc)


























n) Q( p0;k)j  0) +







































































































































are all positive constants. Recall lim infn0!1(n
0=n0) > 0.
Thus there exists a positive constant r1 such that for suciently large n0, and
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Therefore there exists a positive constant r0 such that
expf n0l(n0)2r0g:
dominates all the terms in (3.79) for suciently large n0.
3.4 Estimation of Spike Shapes for Data with
Overlapping Events: EMAlgorithm and Sim-
ulation
Following the extended Gaussian mixture model for isolated and overlapped spikes
in Section 3.3, we may construct an EM algorithm to get the maximum likelihood
estimators of the parameters. It is assumed that number of neurons has been
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(sn(t)  j(t)  k(t  t1))2

=(n0d0):
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where i is the probability for a spike to come isolated from the i-th neuron, and
j;k(t1) is the probability for a spike to come overlapped from the j-th neuron and
the k-th neuron with the spike from the k-th neuron coming at a latency t1 to the
spike from the j-th neuron.
Dene Zni = 1; i 2 f1; : : : ; 0g when the spike sn is an isolated spike gener-
ated by the i-th neuron, otherwise Zni = 0. Dene Z
n
j;k(t1) = 1; j 6= k; j; k 2
f1; : : : ; 0g; t1 2 f1; : : : ; d0=2g when the spike sn is an overlapped spike generated
by the j-th neuron and the k-th neuron with the spike from the k-th neuron com-
ing at a latency t1 to the spike from the j-th neuron, otherwise Z
n
j;k(t1) = 0. As a
result of these denitions, only one of these indicator random variables will be 1,
the other indicator random variables will all be 0.
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(sn(t)  j(t)  k(t  t1))2

:
Let the derivative of Q2 with respect to h(t




















0) + j(t0 + t1)  sn(t0 + t1)) = 0:











































[sn(t0)wn;h;j(t1) + sn(t0 + t1)wn;j;h(t1)]:
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Since h 2 f1; : : : ; 0g and t0 2 f1; : : : ; d0=2g, we have a system of linear equations.
Solve these equations we get the update values, ^h(t
0) for the parameters h(t0).
Finally, we maximize Q with respect to 0 given h(t
0) = ^h(t0), that is, let the











































(sn(t)  j(t)  k(t  t1))2

=(n0d0):
A common practical issue with EM algorithm is the determination of initial
values for the parameters. Since this algorithm assume 0 is known or has been
estimated, we may randomly select 0 spikes from the sample of spikes and use
them as initial values for the means of mixture component. A problem could be
that a subset of these 0 spikes are overlapped spikes hence could lead to local
maximum, or even if these 0 spikes are all isolated spikes, they could also lead to
local maximum. The solution is repeating the EM algorithm from various initial
values and choosing the one which best t the data. This will increase the chance
to converge to global maximum.
As a demonstration, we let the algorithm start from 0 isolated spikes as in Fig-
ure 3.2. The estimated spike shapes are plotted in Figure 3.3, which are compared
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Figure 3.1: true spike shapes
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Figure 3.2: initialized spike shapes
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Figure 3.3: estimated spike shapes
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with the true spike shapes that are used to generate the simulated data in Figure
3.1. We see that the estimation is very accurate visually. The simulation was con-
ducted on an IBM BladeCentre HS21 with 6 Blade Servers, totally 24 cores. The
software platform is Linux cluster with the parallel computing R package snowFT.




Bayesian Sorting of Isolated Spikes
We have been dealing with spike sorting using the so called frequentist approach.
In a frequentist approach, the parameters are usually xed and estimators are con-
structed to estimate these parameters. In the particular case of Gaussian mixture,
the means and variance of the mixture have xed values. Another common ap-
proach in statistics is the so called Bayesian approach whereby the parameters are
themselves random with certain distribution.
In this chapter we focuses on the application of Bayesian approach to spike
sorting. Our work is built on the basis of Lewicki (1994). Lewicki (1994) applied
the then state-of-the-art results in Bayesian signal analysis to spike sorting. When
the paper was wrote, spike sorting was at a primitive stage. Because most of spike
sorting data were from single electrode tip recording in which a univariate time
series are obtained. Later we will see we can analyze multiple electrode tips data
now.
Lewicki (1994) has an application-oriented motivation and a technical moti-
vation. In general the application-oriented motivation is to facilitate the analysis
of neural signals in the brain. It is generally acknowledged that the information
transmitted between neurons is completely embodied in the temporal spiking time
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of neurons. Hence the study of spiking patterns of neurons in various brain regions
are of importance to the understanding of the information processing mechanism of
the brain. For instance, Connors et al. (1990) classied neocortical neurons based
on the patterns of their single neuron ring trains. However, these single neuron
trains are not readily available in vivo experiment because an electrode detects
superimposed ring trains of a set of neurons. The particular application-oriented
motivation of Lewicki (1994) is to separate these superimposed ring trains into
individual trains in an ecient and automated way.
The technical motivation was perhaps the Bayesian interpolation method in
MacKay (1992). MacKay (1992) itself drew inspiration from Bretthorst (1990).
These two papers as the technical motivation of Lewicki (1994) share the common
signal plus noise paradigm, where the signal is a continuous waveform and the noise
is Gaussian. The dierence is that the continuous waveform signal in Bretthorst
(1990) has analytic formula, sum of decaying sinusoids, while the continuous wave-
form signal in Mackay (1992) has no analytic formula. It is natural that Lewicki
(1994) chose to adapt MacKay (1992) to the problem of spike sorting since spikes
can be modeled as a smooth waveform signal plus noise.
The challenge is that the smooth waveform signal could be a random choice of
several deterministic shapes, which is why the mixture idea was introduced into
the statistical model. Another challenge that was dealt with by Lewicki (1994)
is overlapping spikes which cause extraordinary classication problem for most
statistical mixture models. Chapter 3 provide a solution to this problem when
overlapping degree is two, that is, at most two spikes overlap. Lewicki (1994)
achieved the task using a tree data structure to store a huge number of overlapping
combinations and an ecient algorithm to retrieve the best tted combination with
respect to the noise contaminated overlapping spike.
There are two sections in this chapter. Section 4.1 presents the details of the
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original Lewicki (1994) paper. Section 4.2 shows our multi-channel data analysis
algorithm and some simulation results.
4.1 Representation of Lewicki (1994)
Since our algorithm in Section 4.2 is a modication of Lewicki (1994) and Lewicki
(1994) is dicult to understand, it is better that we represent the original Lewicki
(1994) in a detailed manner.
4.1.1 Denition of single-channel spikes
When there is only a single channel, the data of the whole recording could be
modeled as univariate time series,
TS = (TS1; TS2; : : : ; TST0):
This times series are composed of a number of spikes (short duration little curves)
separated by silent regions (noise only durations). Therefore the rst step is to
separate the time series in the recording into a number of spikes. If we consider
the true spike shape is a continuous curve, then the maximum of this curve could
have a misalignment with the sampling time corresponding to the time series. This
misalignment could cause signicant error to estimation in later stages although
many researchers ignored this complexity. Therefore, Lewicki uses a continuous
piece-wise linear function to model a spike shape,
s(t) = yj +
vj
h
(t  xj); xj  t  xj+1;
where h = xj+1 xj, j = 1; : : : ; R, and vj = yj+1 yj. R and xj's are treated known.
In practice, usually R is given, but xj's are not. However, the peak location of the
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spike shape associated with a spike can be approximated by the peak location of
an parabola interpolating the three points around the peak of the spike. Once the
peak location of the spike shape is determined, tni 's, the sampling time points of
the spike, are known assuming h is a known constant. This relationship can be
represented by a matrix form,








Y = (y1; : : : ; yR)
T ;
and Fn is a constant matrix depending on peak location of the spike shape associ-
ated with the n-th spike.
A spike is then modeled as a misaligned (i.e. peak is not at any of the sampling
time points) spike shape plus noise,
di = s(ti) + i;
where i's, the noise, are modeled as i.i.d. N(0; 
2
). Therefore, we may use vector
Dn to represent the n-th spike, where
Dn = (d1; : : : ; dI)
T :
4.1.2 Estimation of the spike shape under single neuron
model
Most probable estimate of the parameters can be obtained by choosing the param-
eters that maximize the posterior distribution inferred from data. Applying Bayes'
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rule we have
P (v j D1:N ; ; !;M) = P (D1:N j v; ;M)P (v j !;M)
P (D1:N j ; !;M) ; (4.2)
where D1:N represent the sequence of spikes,
D1:N = fD1; : : : ; DNg;
M is the model that has only one possible spike shape, i.e. one neuron, ! is
the hyperparameter for smoothness prior P (v j !;M), P (D1:N j v; ;M) is the
likelihood. Using the matrix form (4.1) and assuming noise to be i.i.d N(0; 2), we
have








(Dn   FnY )T (Dn   FnY )
o
; (4.3)
where ZD() = 1=(2
2
)
NI=2. The prior is chosen such that it reects the smooth
property of the spike shapes while not excluding legitimate spike shapes. The prior
form is









where s(m)() is the m-th derivative of s(). Once the prior and the likelihood are
dened, the posterior is dened. Here we can apply empirical Bayesian method,
the remained problem is to choose  and !. A natural choice would be the most
probable estimate of  and !. This choice can be supported by an approximation
as follows. In the exact Bayesian analysis, we need to integrate out the  and !
to get the marginal posterior
P (v j D1:N ;M) =
Z
dd!P (v j D1:N ; ; !;M)P (; ! j D1:N ;M):
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Then we can maximize this marginal posterior to obtain a most probable estimate
of the v. The approximation comes in when we observe that P (; ! j D1:N ;M) is
most likely a peak since the dimension of D1:N is much larger than the dimension
of the parameters  and !. Hence, P (v j D1:N ; ; !;M) is \at" around this
peak, and we have
P (v j D1:N ;M) =
Z
dd!P (v j D1:N ; ; !;M)P (; ! j D1:N ;M)
= P (v j D1:N ; MP ; MP! ;M)
Z
dd!P (; ! j D1:N ;M)
= P (v j D1:N ; MP ; MP! ;M): (4.4)
where superscript MP denotes the corresponding most probable estimate. The
MP and 
MP
! are obtained using the methods of MacKay (1992). The idea is to
transform v to a basis in which the Hessian of logP (v j !;M) is identity matrix.
For splines, this is the Fourier representation,





























where w = fa;bg a0, a0 is the DC level of all the spikes and ZW (!) = (22!)R=2.
Note it is not w = fa;bg   fa0g. Also in Lewicki (1994) the N spikes are pooled








s(m)(u)2du (the spline regularizer) when R!1.
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Use the orthogonal property of Fourier expansion, we have approximations that
GTnGn, F
T
n Fn and H
TH are approximately diagonal matrices
GTnGn = diag(g
1
n; : : : ; g
R
n );
F Tn Fn = diag(f
1
n; : : : ; f
R
n );





r; r = 1; : : : ; R:






































[(Y   Y ML)T (
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n=1
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where









wML = (H) 1Y ML:
Use posterior formula (4.2), we have
P (v j D1:N ; ; !;M)
/ exp
n
























I 0 = diag(
Rz }| {





















Y MP = HwMP :
Note Y MP depends on
P (w j D1:N ; ; !;M) = P (D1:N j w; ;M)P (w j !;M)













(Dn   FnY )T (Dn   FnY ) + 1
22!
wT I 0w


























logP (D1:N j ; !;M)













  logZW (!) + R
2
log 2













 NI log    N
2
log 2:
Following the line of MacKay (1992), we can use an iterative paradigm to nd MP
and MP! which maximize the log evidence logP (D1:N j ; !;M). To derive this
iterative paradigm, we dene
 =  2! ;
 =  2 ;




(Dn   FnHw)T (Dn   FnHw);
and
EW (w) = w
T I 0w:
Then we have




MP (; ))  
2
ED(w









log    NI
2
log 2: (4.6)
The iterative paradigm starts with an initialization of w with the maximum like-
lihood estimate,
w(0) = wML = H 1Y ML:
Then assume w(k) has been computed,
E
(k)






In (4.6), substitute EW (w
MP (; )) with E
(k)
W , ED(w
MP (; )) with E
(k)
D . Then
take derivative with respect to , we have
d
d




















































4.1.3 Estimation of the spike shapes for multiple neuron
model
In previous subsection we represent Lewicki's algorithm to estimate the spike shape
when there is only one neuron involved. In this subsection we will represent the
case when there are multiple neurons involved. First, let us dene some notations.
Let K to be the number of neurons. Lewicki applied a hybrid method using both
hierarchical clustering and Bayesian model selection to estimate this K, which we
will represent later. For now let us assume K to be known. We let the k-th spike
shape to be represented by Yk, analog of Y in previous subsection. Then we use
Gaussian mixture to model the uncertainty that a spike could possibly belong to
any one of K dierent mixture component. Thus the probability of a particular
spike Dn, given all spike models, M1:K , is
P (Dn j v1:K ;; ;M1:K) =
KX
k=1
kP (Dn j vk; ;Mk)
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where k is the priori probability that a spike will belong to the mixture component
(or spike model) Mk, and









(Dn   FnYk)T (Dn   FnYk)
o
:
The joint likelihood is simply the product,
L = P (D1:N j v1:K ;; ;M1:K) =
NY
n=1
P (Dn j v1:K ;; ;M1:K):
The posterior for multiple spike models is then
P (v1:K ; j D1:N ; ; !;M1:K)
=
P (D1:N j v1:K ;; ;M1:K)P (v1:K j !;M1:K)P ( jM1:K)
P (D1:N j ;!;M1:K) ;
where we use
P (v1:K j !;M1:K) =
Y
k
P (vk j !;k;Mk);
and take P ( j M1:K) to be at on the K dimensional simplex corresponding to
the constraint
P
k k = 1.














kP (Dn j vk; ;Mk)P
k kP (Dn j vk; ;Mk)
@
@vk




P (Mk j Dn;vk; )(Dn   FnYk)T @FnYk
@vk
= 0; (4.7)
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where
P (Mk j Dn;vk; ) = kP (Dn j vk; ;Mk)P
k kP (Dn j vk; ;Mk)
:
Lewicki uses a sub-sample of the data D1:N to solve this equation. The sub-sample
is chosen by selecting Dn with probability proportional to P (Mk j Dn;vk; ).
Then the MLE estimate we got by applying the method of single neuron model
in previous subsection to this chosen sub-sample is approximately the solution
to the equation (4.7). Similarly the techniques to calculate the most probable
estimate of , !;k's and vk's used in the previous subsection are applied to get
an approximation of the most probable estimate for this mixture model.
Let the dierentiation of L with respect to k to be zero, we obtain the re-






P (Mk j Dn;vk;; ):
For each spike model,  can be estimated using the methods of the previous
subsection. The mixture model estimate for  can be obtained by taking average
of the estimated 's for the K spike models.
4.1.4 Estimation of the number of spike shapes
Let us discuss the problem of choosing K, the number of spike shapes, or the
number of spike models. This K is also the number of mixture components in
mixture model. As K varies, the number of parameters in the mixture model
changes. In other words, for each value of K, there is a distinct mixture model,
thus what we need to do is to do model selection. Bayesian framework provides a
natural way to do model selection. Let Sj is a mixture model, i.e. a set of spike
models, denoted by Sj = fM (j)1:Kjg. Then the model selection is done to S1; : : : ; SJ .
CHAPTER 4. BAYESIAN SORTING OF ISOLATED SPIKES 144
From Bayes' rule, we obtain
P (Sj j D1:N ; H) = P (Sj j H)P (D1:N j Sj; H)
P (D1:N j H) ;
where H is the data and information known a priori, P (Sj j H) is the prior
probability of mixture model Sj, P (D1:N j Sj; H) is called the evidence, which
depends on the data D1:N . With equal priors for Sj's, the most probable mixture
model would be the j0-th mixture model, where P (D1:N j Sj0 ; H) is the maximum
in the sequence, P (D1:N j Sj; H); j = 1; : : : ; J .
The evidence of Sj is obtained by integrating out the parameters of the joint
probability. Following Gaussian approximation of integral and (27) of MacKay
(1992), we have
P (D1:N j Sj; H)
=
Z
P (D1:N j ;!; Sj)P (;! j Sj)dd!
P (D1:N j MP ;MP! ; Sj)
=
Z
P (D1:N j ;v1:K ; MP ;MP! ; Sj; H)P ( j Sj)P (v1:K j MP! ; Sj)ddv1:K
= P (D1:N j MP ;vMP1:K ; MP ;MP! ; Sj)P (MP j Sj)P (vMP1:K j MP! ; Sj)
(2)(KjR+Kj+1)=2
 rr logP (D1:N j ;v1:K ; ; Sj)
4 logMP! 4 log MP ;




2=k, 4 log MP =
q
2=(NI  PKjk=1 k), in which k
is the  corresponding to the k-th spike model, Mk.
4.1.5 Decomposition of overlapped spikes
In Section 3.3, we presented an EM algorithm to estimate spike shapes when there
are overlapped spikes in the analysis. That was done when the overlapping degree
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is at most two, or there are at most two neurons ring together to produce an
overlapped spike. The method could easily be extended to accommodate higher
degree of overlapping.
However, the probabilities of every possible overlapped spikes are calculated
in that EM algorithm. Thus both the needed computation time and storage in-
crease exponentially with respect to the degree of overlapping. Lewicki (1994)
used dynamic programming to store only the probable sequences of spikes that are
overlapped. Thus the size of the search space is signicantly reduced. Therefore,
the needed computation time and storage are reduced.
We skip the representation of Lewicki's method of decomposing overlapped
spikes as our extended algorithm in the next section assume the overlapped spikes
have been screened out before our extended algorithm runs.
4.2 Bayesian Clustering of Multichannel Isolated
Spikes using Smoothness Prior
For decades researchers have been using single electrode tips to collect neural spikes.
A collected neural spike is a one dimensional time series. Therefore we call these
spikes single channel spikes. Recently, with the invention of twisted pair, tetrode
and electrode arrays, researchers are able to use many more electrode tips to collect
spikes simultaneously. The result is that the ring of a single neuron can generate
signals on multiple electrode tips. Thus, a spike is a multivariate time series.
Therefore we call these spikes multi-channel spikes.
As we mentioned before, the algorithm in this section is a modication based
on the work in Lewicki (1994). The major improvement of this modied algorithm,
compared with the algorithm in Lewicki (1994), is that it can process multi-channel
data. One may propose to split the multi-channel data into several single electrode
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data and use single-channel algorithm to do the analysis. But the combination of
the analysis results into one would be dicult since a ring of neuron will generate
spikes on multiple electrode tips simultaneously and the splitting of data loses this
association of the spikes corresponding to the same ring.
A better approach would be dening a multi-channel spike including the spikes
on all electrode tips associated with the same ring. This denition of multivariate
spikes makes the extension of Lewicki (1994) to sort multi-channel data rather
straight forward. The signicance of this modied algorithm is not technical. The
signicance is its potential to be applied in more and more frequent multi-channel
data. Furthermore, to make the algorithm less complicated, we assume the peak of
a spike is on the time sampling grid, and the data provided have only isolated spikes.
These simplications also make the work manageable in one section of a chapter in
a thesis. The Bayesian analysis of isolated spikes together with overlapped spikes
could possibly be done in future work.
4.2.1 Denition of multi-channel Spikes


















where TSjt is the voltage measurement on the j-th electrode (or channel) at time t,
and T0 is the total time of recording. Note these measurements are on a sampling
grid along the time axis. A true continuous spike without noise contamination
generated by a neuron may not have the peak exact on the sampling grid. For the
simplicity of the model we assume that the peak of spike occurs exactly on the
sampling grid. Moreover, the spikes on dierent channels but associated with the
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same ring will have the peaks occurring at the same time. Therefore the peak of
a multi-channel spike will be unambiguous.
Suppose the time length of a multi-channel spike is R = R1 + R2, then a
multi-channel spike with peak occurring time t will be
S =
0BBB@





















where t   R1  1, t + R2   1  T0, and R1; R2 are xed constants. Therefore a
multi-channel spike is uniquely identied by its peak when there are no overlapped
spikes in the recording.
4.2.2 Detection of multi-channel spikes
As in the case of single-channel spike sorting, the use of a time window to dene
the duration of a spike in a recording is an important issue. Improperly located
window will make almost every spike sorting algorithm fail. A rule of thumb is
to make the time window size xed and to make relative location of the peak to
the two ends of the window the same for all multi-channel spikes. The selection of
these windows is called detection of spikes. The crucial thing for the correctness
of these windows will be the detection of the peaks of the spikes in the recording.
We propose to use wavelet thresholding as a preprocessing step to clean the
noise before detecting multi-channel spikes. The advantage is that the uctuating
pattern will be simpler after removing most of the noise, thus easier for software
implementation of detection. Note that the uctuating pattern of true spike shape
without noise contaminations is inherently simple and stable. Once the wavelet
threshold is determined, the way to remove most of the noise is straightforward.
We propose to use the algorithm in Wavelab software at the website of Department
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of Statistics of Stanford to determine the wavelet threshold.
4.2.3 Estimation of the spike shape for one neuron
We assume that a spike shape, i.e. a spike without contamination of noise, is a
multivariate continuous function of time, that is,
~s(r) = (s1(r); : : : ; sJ(r))T ; r 2 R;
where r is the relative time. Suppose R 2 N is the relative time length of a
multivariate spike, and the spike shape is sampled on the relative time points of
integer values. Then we use the matrix ~s to represent the discrete spike shape,
~s = (~s(1); ~s(2); : : : ; ~s(R)):
To construct the prior later, we use the matrix ~v to represent the rst dierence
of sequence ~s(r), that is,
~v = (~s(1); ~s(2)  ~s(1); : : : ; ~s(R)  ~s(R  1)):
Being consistent with ~s, ~v(r) represents the r-th column of ~v.
A spike is a spike shape plus random noise, therefore
~d(r) = ~s(r) + ~(r); r = 1; : : : ; R;
where ~(r) is the multivariate Gaussian noise at relative time r to the start of the




2; : : : ; (J )
2):
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Similar to the denition of spike shape, we use a matrix ~D to represent the spike,
~D = (~d(1); : : : ; ~d(R)):
Let us rst investigate a simpler case with only one spike shape. Assume the
spike shape is ~s, rst dierence of which is ~v, the number of spikes is N , and the
spikes are ~D1:N , a short for ~D1; : : : ; ~DN , then we have the likelihood as follows,
P (~Dn j ~v;;Mk) =







where ~Dn(r) is the value of ~Dn at relative time r.
The prior of the parameters ~v could be
P (~v j !;M) =






























This choice of prior would penalize the probability of \rugged" spike shapes and
prefer the \smooth" spike shapes.
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Following the methods of MacKay (1992) and Lewicki (1994), we have
P (~v j ~D1:N ;M) =
Z
dd!P (~v j ~D1:N ;;!;M)P (;! j ~D1:N ;M)
 P (~v j ~D1:N ;MP ;MP! ;M); (4.8)
where MP ;
MP
! maximize the posterior of hyperparameters, i.e. P (;! j
~D1:N ;M). The approximation (4.8) holds because with reasonable size of data
~D1:N , P (;! j ~D1:N ;M) will become a peak at location MP ;MP! . If ;!
are known, the posterior probability of the parameters ~v is,
P (~v j ~D1:N ;;!;M) = P (
~D1:N j ~v;;M)P (~v j !;M)
P (~D1:N j !;;M)
: (4.9)
Consider both (4.8) and (4.9), we see that the marginal most probable estimate of
~v can be obtained approximately after the most probable estimate of the hyper-
parameters MP ;
MP
! are calculated. Following (4.9), we have
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where the superscript j selects the j-th electrode (channel), being consistent with
previous notations. Let
~D: = (D
1(1); : : : ;D1(R); : : : ;DJ(1); : : : ;DJ(R))T :
~S = (s1(1); : : : ; s1(R); : : : ; sJ(1); : : : ; sJ(R))T :
~V = (v1(1); : : : ;v1(R); : : : ;vJ(1); : : : ;vJ(R))T :
G1 =
0BBBBBBBBB@
1 0 0 : : : 0
1 1 0 : : : 0












G1; : : : ; G1):
Then
M(~v) = (D:   S)TNdiag((1) 2IRR; : : : ; (J ) 2IRR)(D:   S)
+V Tdiag((1!) 2IRR; : : : ; (J!) 2IRR)V; (4.10)
and
S = GV:
CHAPTER 4. BAYESIAN SORTING OF ISOLATED SPIKES 152
The idea to simplify the Bayesian computation is to combine the two quadratic
forms in (4.10) into one by change of variables on ~v, so that there will be closed form
formula for the posterior. The change of variables is achieved by doing trigono-
metric Fourier transformation. For any 1  j  J , consider the j-th channel spike
shape re-scaled to the unit time duration, i.e. s0j(t) = sj(r) when t = (r   1)=R.
Doing Fourier expansion, we have

















where R is assumed to be even and m = 1. Let
wj = (wj(1); : : : ; wj(R)) = (aj0; a
j




1; : : : ; b
j
(R=2) 1):
















Then it is natural for us to use the prior for the j-th channel






Pull together all the prior for all channels, we have
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where







Let F represent the Fourier transformation matrix, we have
sj = Fwj:
Doing the change of variables on M(~v), we have
P (~D1:N j ~w;;Mk) =
exp[ Pj(Dj:   Fwj)TN(j) 2(Dj:   Fwj)=2]
ZD()



























= M(~wMP (;!)) +
X
j





(wj  wjMP (j; j!)); (4.12)
where
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Now the problem reduces to nding most probable estimate of ;!. By Bayes
theorem,
P (~w j ~D1:N ;;!;M) = P (
~D1:N j ~w;;M)P (~w j !;M)
P (~D1:N j ;!;M)
:
Hence
P (~D1:N j ;!;M) = P (
~D1:N j ~w;;M)P (~w j !;M)





Again by Bayes theorem,
P (;! j ~D1:N ;M) = P (
~D1:N j ;!;M)P (;! jM)
P (~D1:N jM)
:
Assume \at" prior on ;!, the most probable estimate of ;! can be ob-
tained by maximize P (~D1:N j ;!;M) or logP (~D1:N j ;!;M). Apply (4.14),
(4.11) and (4.12), we have
logP (~D1:N j ;!;M)
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where C is a constant. Applying (4.13) and using re-estimation, we have the
following iterated algorithm,





((j) 2)(l)  r + ((j!) 2)(l)
((j)
 2)(l+1) = (NR  (j)(l+1))=
n
(F TDj:  wjMP ((j)(l); (j!)(l)))T



















4.2.4 Estimation of the spike shapes of multiple neurons
Now let us consider that there are multiple spike shapes in a mixture model.
Suppose there are K distinct spike shapes in the experiment, it is natural to use
notation ~sk() to represent the k-th spike shape, and ~vk to represent the associated
rst dierence. Furthermore, we write ~v1:K as a short for the set of spike shapes
~v1; : : : ; ~vK . The prior is chosen such that we prefer smooth curve and penalize
\rugged" curve. A natural choice is to use the rst derivative of a continuous spike
shape, or the rst dierence of the associated discrete version. The prior of the
parameters ~vk could be
P (~vk j !;k;M) =







2; : : : ; (J!;k)
2);




















This choice of prior would penalize the probability of \rugged" spike shapes and
prefer the \smooth" spike shapes.
We start by investigating dierent forms of preference of the smoothness of spike
waveform. When !;k does not vary over k, it means our preference of smoothness
does not vary over dierent spike models. When !;k is a diagonal matrix, it means
our preferences of smoothness of dierent channels are \independent". Since the
preference is something we can choose, in the following context I would like to
assume
! = Diag(!;1; :::;!;K):
Then the joint prior representing the preference of smoothness is
P (~v1:K j !;M) =
KY
k=1
P (~vk j !;k;M):
In Lewicki (1994), the latent variables of mixture model, i.e. the classication
of observations to the mixture components, are not explicitly dealt with. The like-
lihood used is thus marginal distribution which integrates out the latent variables.
In our extension this section, we use full likelihood, which does not integrate out
the latent variables. Let cn = k denotes that the n-th spike comes from the k-th
mixture component. Let ~Dfn:cn=kg denote the spikes which come from the k-th
mixture component.
Assume the classication are c1; : : : ; cN , the hyper-parameters are ! and ,
the data of the kth spike model are ~Dfn:cn=kg, the covariance matrix of multichannel
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noise is
 = diag(;1; : : : ; ;J);
and the spike shape is ~sk or the rst dierence of it is ~sk(), i.e. ~vk. Then the
probability of the multi-channel spikes is
P (~Dfn:cn=kg j ~vk;;Mk)
=











where jfn : cn = kgj is the set size of fn : cn = kg.
The posterior for ~vk is,
P (~vk j ~Dfn:cn=kg;!;k;) =
P (~Dfn:cn=kg j ~vk;)P (~vk j !;k)

























Rearrange the posterior equation (4.17), we have
P (~Dfn:cn=kg j ;!) =
P (~Dfn:cn=kg j ~vk;)P (~vk j !;k)
P (~vk j ~Dfn:cn=kg;!;k;)
: (4.19)
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Figure 4.1: true multi-channel spike shapes
Apply (4.15),(4.16),(4.18) to the rearranged equation (4.19), we have




This splitting of data into classes which are independent gives chance to cal-
culate the most probable estimate of parameters \independently" conditioning on
the classications c1; : : : ; cN . Then the classication can be re-estimated by using
the obtained most probable estimate of parameters based on the posterior proba-
bilities of a spike coming from one of the set of mixture components (just classify
the spike to the mixture component with the maximum probability mass).
4.2.5 Simulation results
When the number of mixture components is unknown, we may use the methods
developed in Chapter 2 and 3 to estimate it. Therefore in this simulation we assume
the number of mixture components is known to be  = 4. The C programming
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language implementation of spike sorting software (see Lewicki (1994)) outputs
four estimated spike shapes when analyzing one of the dataset distributed with
the software. We use them as the four true spike shapes in channel one. Lewicki's
software can be obtained from Lewicki's website http://cnl.salk.edu/~lewicki/. The
four spike shapes in channel two are chosen to be the spike shapes in channel one
scaled by 0:7 for convenience. Figure 4.1 shows the four spike shapes in channel
one on the left panel and the four spike shapes in channel two on the right panel.
In Table 4.1 n is the number of multi-channel spikes. Since we choose to
generate the same number of multi-channel spikes from each neuron, each multi-
channel spike shape is associated with n= multi-channel spikes. The sd is the
standard deviation of noise, i.e. the noise level. These noise makes multi-channel
spikes dierent from multi-channel spike shape. The heights of the peaks of the four
spike shapes in channel one are 0:1349; 0:6385; 0:3692; 0:2047. The ones in channel
two are 0:09442; 0:4469; 0:2584; 0:1433. These height values are compared with sd
to let us have a rough idea about the signal noise ratio of simulated data. The
entries in Table 4.1 are the average number of classication errors out of n multi-
channel spikes for certain sd and n. It is an average of the number of classication
errors of 10 repetitions, therefore some entries are fractional numbers.
When sd = 0:10 and n = 100, that is, the noise level is 0.10 and the number
of multichannel spikes is 100, and the signal to noise ratio is approximately 1, the
classication error rate is averagely 3 out of 100, or 3%. The algorithm achieves
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this small error rate under signal to noise ratio approximately 1 (harsh condition
for a single random variable) because it pools all the information in the time series
together to do the clustering. With more multichannel spikes while xing the
number of clusters, we expect the error rate is even lower. The column n = 100
in Table 4.1 shows that the smaller the noise level, or the higher the signal noise
ratio, the lower the error rate.
When sd = 0:10 and n = 20, that is, the noise level is 0.10 and the number of
multichannel spike is only 20, the average classication error rate is 4.8 out of 20,
or 24%, which is quite high. The interpretation is that when signal noise ratio is
low, approximately 1 indeed, and the number of multichannel spikes in each cluster
is small, about 20=4 = 5, there are not enough data to estimate the spike shapes
well, therefore the error rate is higher. When we look at sd = 0:04 and n = 20,
that is, the signal noise ratio is higher, approximately 3 indeed, the spike shapes
are estimated well, therefore, classication error rate is low, 0 indeed. Note the 0
here means no error classication occurred in our simulation, but does not imply




In this thesis we have developed a new set of statistical mixture models and meth-
ods and applied them to analyze simulated neural data. Our work contribute to
both the statistics and the neuroscience.
On the statistics side, we have developed statistical mixture models to include
contamination mixture components and statistical mixture methods to estimate
the number of \major" mixture components of such mixture models, and we have
also developed statistical mixture models to include extra structure among the
set of means of mixture components and an EM algorithm to nd MLE of such
mixture models.
On the neuroscience side, we have attempted to sort both isolated and over-
lapped spikes using frequentist approach, and we have also attempted to sort spikes
from multiple electrode tips recording using Bayesian approach. Our frequentist
approach has the robustness that the estimators of the number of neuron have
good convergence rate regardless of the nuisance overlapped spikes. Our Bayesian
approach pools information from multiple channel thus possibly gives better accu-
racy. Also like all Bayesian approach, many times only very small size of data is
needed to achieve reasonable results.
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We have done simulations. On the one hand, the simulation results match the
prediction of our statistical theory. On the other hand, the simulation results show
potential of the application of our methods to neural spike sorting.
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