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Nonlinear solitary solutions to the Vlasov-Poisson set of equations are studied in order to in-
vestigate their stability by employing a fully-kinetic simulation approach. The study is carried
out in the ion-acoustic regime for a collisionless, electrostatic and Maxwellian electron-ion plasma.
The trapped population of electrons is modeled based on well-known Schamel distribution function.
Head-on mutual collisions of nonlinear solutions are performed in order to examine their collisional
stability. The findings include three major aspects: (I) These nonlinear solutions are found to be
divided into three categories based on their Mach numbers, i.e. stable, semi-stable and unstable.
Semi-stable solutions indicates a smooth transition from stable to unstable solutions for increasing
Mach number. (II) The stability of solutions is traced back to a condition imposed on averaged
velocities, i.e. net neutrality. It is shown that a bipolar structure is produced in the flux of elec-
trons, early in the temporal evolution. This bipolar structure acts as the seed of the net-neutrality
instability, which tips off the energy balance of nonlinear solution during collisions. As the Mach
number increases, the amplitude of bipolar structure grows and results in a stronger instability.
(III) It is established that during mutual collisions, a merging process of electron holes can happen
to a variety of degrees, based on their velocity characteristics. Specifically, the number of rotations
of electron holes around each other (in the merging phase) varies. Furthermore, it is observed that
in case of a non-integer number of rotations, two electron holes exchange their phase space cores.
I. INTRODUCTION
Electron holes have been proven to be ubiquitous in
the Earth’s magnetosphere via multiple satellite obser-
vations4,8,11,13,22,26. These space-borne experiments dis-
play the existence of electrostatic solitary waves (ESWs)
which implies holes in phase space. In 1956, Bernstein,
Greene, and Kruskal5 derived the solution of the time-
independent Vlasov-Poisson equations and proved the ex-
istence of general solutions for nonlinear plasma waves in
the electrostatic regime, which is known as BGK modes.
BGK modes include localized (solitary), shock and dou-
ble layers solutions. Their study established that trapped
population diversifies nonlinear solutions, way beyond the
limits of fluid theory predictions. A broad class of non-
linear solutions, BGK modes, can be constructed based
on the BGK approach. This method, basically, divides
the distribution function into two parts, namely free and
trapped populations. The existence of trapped popula-
tion makes the solution fundamentally nonlinear, with no
linear counterparts. Hence, even in small-amplitude limit
BGK solutions are not reduced to linear solutions6,36,37.
In the years after BGK’s seminal work, it was suggested
that two more conditions had to be added to the Vlasov-
Poisson equations in order to have physically meaningful
solutions, i.e. net-neutrality condition40 and positiveness
of distribution function33. These two conditions provide
critical limitations which make it easier to pinpoint the
physically possible solutions, among the infinite number
of BGK modes. Hence, the set of equations to be solved
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simultaneously can be listed as:
v
∂fs(x, v)
∂x
+
qs
ms
E(x, t)
∂fs(x, v)
∂v
= 0, s = i, e (1)
∂2φ(x)
∂x2
=
∑
s
− 1
0
qsns(x). (2)
In general (when the fully time-dependent system is
considered), the Vlasov equation for each species im-
ply charge conservation, which for our case of one-
dimensional spatial dependence reads ∂ρc/∂t+ ∂j/∂x =
0, where ρc =
∑
qs
∫
fsdv and j =
∑
qsnsvs which basi-
cally a sum over flux of particles (nsvs =
∫
vfsdv). For
time-independent solutions this implies j = const. How-
ever, considering cases where the constant current devi-
ates largely from zero is unphysical, as this would imply
a substantial magnetic field generation, invalidating an
analysis based purely on the Vlasov-Poisson system. The
most strict choice is to limit ourselves to j = 0, which for
a hydrogen plasma (qe = −qe) reduces to∫
vfedv =
∫
vfidv. (3)
We do not need net neutrality to hold exactly, as a small
deviation only implies a weak magnetic field that can be
neglected, but Eq. (3) must apply at last approximately.
Finally, we cannot allow for the distribution function
to be negative , i.e. we must have
fs > 0 s = i, e. (4)
Thus, the full set includes the time-independent Vlasov
equations for each species (1), Poisson equation (2), the
net-neutrality condition (3) and the positiveness of distri-
bution function (4). Since we are focusing on the solitary
ar
X
iv
:1
90
2.
07
47
2v
1 
 [n
lin
.PS
]  
20
 Fe
b 2
01
9
2(localized) solutions here, it is assumed that the electric
potential approaches zero far enough from the peak of
the solution, (φ −→ 0 when x −→∞).
Solving the above equations can be translated into
finding two functions, according to:
1. Distribution functions of each species (fi, fe): Each
should be a function of the total energy (kinetic and
potential energy) and has to be always positive.
This applies to both free and trapped populations.
It also should be continuous in the whole phase
space domain.
2. Sagdeev pseudo-potential function (S): It origi-
nates from the Poisson’s equation.
The Sagdeev pseudo-potential approach7,32 (also
known as the phase plane approach18) transforms the
Poisson’s equation into an equation of the same form as
for a particle moving in a potential.
Additionally, the flux of each species (nivi, neve)
should almost cancel out, in accordance with the net-
neutrality condition (3).
The BGK method approaches the problem by guessing
a solution for φ(x) and then finding the desired trapped
distribution function. The BGK approach has been used
to find shock solutions27,39 as well as solitary waves28,41.
The BGK approach predicts the width and potential
range that supports the nonlinear solitary solution.
In contrast, Schamel35 suggested a known trapped
distribution function as the starting point, which re-
sults in the electric potential profile (φ(x)). Specifically,
Schamel33,34 proposed a trapped distribution function
which is positive everywhere, and continuous in both ve-
locity and spatial directions:
fs(v) =

A exp
[
− (√ ξs
2
v0 +
√
ε(v)
)2]
if
v < v0 −
√
2εφ
ms
v > v0 +
√
2εφ
ms
A exp
[
− ( ξs
2
v20 + βsε(v)
)]
if
v > v0 −
√
2εφ
ms
v < v0 +
√
2εφ
ms
Here A =
√
ξs
2pin0s and ξs =
ms
Ts
are the amplitude
and normalization factor respectively. Moreover, ε(v) =
ξs
2 (v − v0)2 + φ qsTs represents the (normalized) energy of
particles. The shape of the trapped population is deter-
mined by the trapping parameter (β). It can take three
forms, e.g. hollow (β < 0), flat (β = 0) or hump (β > 0).
Other types of distribution function has been proposed
to model trapped population. For example, Smith40 sug-
gested monotonic transitions and distribution functions.
This selection leads to monotonic particle densities. More
recent studies for space plasmas have treated the trapped
distribution function by considering a kappa distribution
for the ambient plasma.2,3.
Kinetic simulation studies of BGK modes (which may
be generated for example by the Schamel approach or the
BGK approach), can be divided into two main genres,
i.e. production studies and propagation studies. There
is a large body of numerical studies about different meth-
ods of exciting solitary BGK modes (referred to here as
production studies). Interested readers might follow this
topic in review papers such as Ref.[8] and [16] and the
references within.
Both for production studies and stability studies, ions
are typically assumed to be immobile (with infinite
mass). Immobile ions result in merging (coalescence)
behavior of electron holes12,14,24,30,38. When the ion
dynamics is included in the simulation box, a splitting
process of the merged hole is reported, which suggests
that the BGK modes can be considered as solitons of the
Vlasov-Poisson set of equations16,19,42.
When it comes to the propagation studies of BGK
modes, two questions is in focus, the nonlinear disper-
sion relation (NDR) and the stability of the solutions.
The NDR refers to a relationship between the key as-
pects of the BGK modes, i.e. width, amplitude and ve-
locity. Turikov41 used the BGK approach to produce
electron holes (nonlinear solitary waves) in the simula-
tion box, by assuming two types of bell shaped functions
for the electrical potential. They found that the width
of the solitary wave increases with increasing amplitude,
unlike the KdV soliton. Concerning the stability of soli-
tary waves, they reported that for Mach numbers bigger
than two (M > 2) the electron holes decay during several
plasma periods, and this time decreases with increasing
Mach number. Other simulation studies were mostly con-
cerned with NDR rather than stability25,28.
In this study, we adopt the Schamel approach in order
to produce BGK modes. Hence, the shape of the elec-
tric potential is determined self-consistently through the
Sagdeev pseudo-potential equation. Amplitude, width
depends on the trapping parameter and velocity of non-
linear solution. In our numerical approach both electrons
and ions are described by the Vlasov equation.
The main point of inquiry for this study can be formu-
lated as follows:
Are nonlinear solutions (produced by the Schamel ap-
proach) stable against collisions?
We answer this question by temporal simulations of non-
linear solutions with different velocities. In other words,
this study explores the effect of velocity (as a major fac-
tor in the NDR) on the collisional stability of nonlinear
solutions.
Our simulation results indicate that the nonlinear solu-
tion (provided by the Schamel distribution function) can
be divided into three categories, e.g. stable, semi-stable
and unstable solutions. Stable solutions are clustered
slightly above the ion-thermal velocity (Mach number>
1). As the velocity (Mach number) increases, the solu-
tions transform from stable to unstable in a smooth tran-
sition. Hence, there exist solutions which are semi-stable.
Some fluid simulations have suggested the instability of
Sagdeev solutions. However our study stands as a the
first attempt to explore this in the fully-kinetic regime23.
Our study reveals that net-neutrality violation is a
cause of the instability of the nonlinear solutions in our
3study. In all the cases of simulations, a bipolar struc-
ture in flux of electrons is observed to form early in the
simulation, due to an initial violation of equation (3).
A larger deviation from (3) results in a stronger bipo-
lar structure and a more rapid instability. The study of
nonlinear solutions to the Vlasov-Poisson system shows
that during collisions, the electron holes merge and ex-
change trapped populations. However, the merged holes
break up due to the presence of the ion dynamic. Our
study shows that the details of the merging and break-
ing up process varies for different electron hole set-ups.
We focused on the number of rotations of the core of the
electron holes during collisions, and the exchange of the
trapped population, in order to parameterize different
behaviors. It was observed that the number of rotations
grows with the relative velocity of the electron holes. In
the case when each of the electron hole core makes half
turns during a collision (e.g. if the number of turns are
2.5 or 3.5), the electron holes exchange their cores with
each other.
II. BASIC EQUATIONS AND THE
NUMERICAL SCHEMES
The normalization of the equations and variables are
carried out with respect to the ion parameters. The spa-
tial direction (length) and time are normalized by the
ion Debye length (λDi =
√
ε0KBTi
ni0e2
) and the ion plasma
frequency (ωpi =
(
ni0e
2
miε0
) 1
2 ), respectively. The velocity,
energy, and potential are rescaled by the ion thermal ve-
locity (vthi =
√
KBTi
mi
), ion thermal energy (KBTi) and
(KBTie ), respectively. The mass and charge of the species
are normalized by the ion mass (mi) and the elementary
charge (e).
A. Initialize the nonlinear solutions
As mentioned in the introduction, we are following the
approach proposed by Schamel35. Consequently, we start
with choosing the distribution function of the trapped
population, i.e. setting the value of the trapping param-
eter (β). Note that the Schamel distribution function
guarantees positiveness and continuity of the distribution
function, unconditionally for any value of the trapping
parameter (β) in the whole phase space.
In the next step, one can determine the dependence of
the distribution function on the electric potential (f(φ)),
as implied by the Schamel distribution function. Next,
the number density dependency on the electric potential
n(φ) can be determined by integration over the velocity:
ns(φ) = n0s
∫
fs(φ) dv. (5)
Next, the Sagdeev pseudo-Potential function S(φ) should
be established by integration over φ:
S(φ) =
∫ φ
0
∑
s
ns(φ) dφ− 1 + const s = i, e (6)
Finally, the potential profile in the spatial direction φ(x)
can constructed from the Sagdeev pseudo-potential S(φ)
by integrating:
1
2
(dφ
dx
)2
+ S(φ) = 0. (7)
The constructed electric potential and the Schamel dis-
tribution function associated with it, is used then to ini-
tialize the Vlasov-Poisson simulations, i.e. following the
temporal evolution of the distribution functions. The de-
tails of this method can be found in Ref.[15].
B. The fully kinetic Vlasov-Poisson method
In order to perform fully kinetic simulations, both
species are studied numerically using the Vlasov equa-
tions:
∂fs(x, v, t)
∂t
+ v
∂fs(x, v, t)
∂x
+
qs
ms
E(x, t)
∂fs(x, v, t)
∂v
= 0, s = i, e. (8)
The Poisson’s equation provides the force (electric) field:
∂2φ(x, t)
∂x2
=
∑
qsns(x, t), s = i, e. (9)
where s = i, e represents the corresponding species. The
Vlasov and Poisson equations are coupled by density inte-
grations for each species to form a closed set of equations:
ns(x, t) = n0sNs(x, t),
Ns(x, t) =
∫
fs(x, v, t)dv. (10)
In which Ns stands for the number density. n0s(= N0sqs)
is the (normalized) unperturbed value of the charge den-
sity. The background charge density is taken to be zero,
i.e. ∑
s
n0s =
∑
s
N0sqs = 0.
Here, the Vlasov-Hybrid Simulation (VHS) method is
adopted, which is closely related to the Particle-In-Cell
(PIC) simulation method. In VHS, the distribution func-
tion in phase space of each species is sampled by enough
phase points, i.e. all the details of the trapped population
are covered1,20,21,29. At each time step, the arrangement
of phase points in phase space produces the associated
distribution function for that time step. By knowing the
4distribution function for each step, all the useful quan-
tities at the fluid level, e.g. the momentum density of
the distribution function, can be easily deduced. Quan-
tities such as kinetic energy density and entropy density
are used for monitoring the conserved quantities, i.e. the
total energy and entropy. Finally, the number density
(and thereby charge density) is used to calculate the elec-
tric field through Poisson’s equation, which in turn is fed
back to the Vlasov equation to push the phase space for
the next time step. Note that the initial value of the
distribution function associated with each of the phase
points stays intact during the simulation. This property
of the simulation method guarantees the positiveness of
the distribution function under any circumstances during
the temporal evolution20.
C. Variables and parameters
A number of parameters remain fixed through all of
our simulations. Specifically this include: the mass ra-
tio mime = 1836, ∆x = 1.0 (the grid size on the spatial
direction) and ∆vx = 0.0025 (∆vx = 0.0025/vthe) which
is the grid size in the velocity direction for ions (elec-
trons). Periodic boundary conditions are adopted in the
spatial direction. Furthermore, the input parameters for
each set of the simulations consist of two variables, the
trapping parameter (β) and the velocity of the nonlinear
solution (vp). Note that by our choice of normalization,
the ion-acoustic velocity, the electron plasma frequency
and the electron thermal velocity are vC =
√
1 + TeTi ,
ωpe =
√
mi
me
and vthe =
√
mi
me
Te
Ti
; respectively. In what
follows, we will express the velocity of solitary waves us-
ing the Mach number : M =
vp
vC
, in order to follow the
notation of many theoretical papers.
The length of the simulation box is chosen as L =
1024. The number of grid points in the simulation grid
is (Sx, Sv) = (1024, 4800) for each species. Initially there
are 16 phase points per cell in phase space, which are
chosen randomly1. Hence, the total number of phase
points for each species is Σ = 78×106. The velocity cut-
off is (-6Vths ; 6Vths): for electrons (−6Vthe , 6Vthe) with
Vthe =
√
Te/Me and ions (−6, 6).
The Vlasov equation, as a collisionless Boltzmann
equation, should conserve entropy and other forms of
Casimir invariants10 as well as the total energy. These
conservation quantities are used as a yardstick for the
simulation results. All simulation results reported here
have a deviation strictly less than one percent in total
energy and entropy.
III. RESULTS AND DISCUSSION
A. Three categories of the solutions:
In order to study the stability of the nonlinear solu-
tions, we have made a simulation for each combination
of β (trapping parameter) and M (Mach number). In
each of these simulations, two identical nonlinear solu-
tions (with opposite velocity, i.e. ±M) are positioned
on each side of the simulation box in the spatial direc-
tion. The temporal evolution of these simulations result
in symmetric mutual head-on collisions. Since periodic
boundary conditions are adopted, collisions happen re-
peatedly as long as the simulation is executed. Fig. 1
presents the results regarding the electron-ion energy ex-
change for (M,β) = (1.1, 0), (1.25,−1.25) (1.5,−2.5) and
(1.75,−2.75). The ion-acoustic speed for these simula-
tions is vC = 8. The exchange of kinetic energy between
electron and ions provides a reasonable estimator for the
stability of the solutions. For stable solutions, the ex-
change of energy is perfectly symmetrical in time. Elec-
trons gain kinetic energy from ions during the first half
of the collision, and opposite flow of energy happens in
the second half. After the collision, if the solutions are
stable, both kinetic energies return to the same level as
before the collision.
In case of (M,β) = (1.5,−2.5), the deviation from the
initial value starts to diverge after each collision. This
accumulates, and after a few number of collisions the
solution can not recover its original level of energy bal-
ance even approximately, and the initial structure is lost.
Such solutions are considered as semi-stable solutions.
As for stable solutions, they can recover their original
balance of energy after numerous collisions, for example
the case of (M,β) = (1.1, 0) and (1.25,−1.25). The case
of (M,β) = (2,−3) represents an unstable solution. Af-
ter just one collision, the energy balance is destroyed and
two electron holes merge with each other and they lose
their initial characteristics.
Therefore, we have distinguished three categories of so-
lutions which can be considered as a continuum, starting
from stable solutions up to completely unstable solutions.
On one side of this continuum, collisionally stable solu-
tions are situated slightly above the ion-acoustic speed
and survive multiple mutual head-on collisions. As Mach
number increases, solutions start to get more unstable,
i.e. they can survive a smaller number of collisions be-
fore destruction. On the other side of the continuum, for
large Mach numbers, solutions are so unstable that they
do not survive even one collision.
The conservation of energy and entropy of all these
simulations were closely monitored and the deviation
from exact conservation stood below 0.1%. The deviation
of a variable (X) is defined here as the deviation from its
initial value: ∆X = X(t)−X(0). In case of unstable non-
linear solutions, each collision creates some ion-acoustic
and Langmuir noise in the simulation box. The Lang-
muir and the ion-acoustic modes are identified by using
5(a) M = 1.1, β = 0 (b) M = 1.25, β = −1.25
(c) M = 1.5, β = −2.5 (d) M = 1.75, β = −2.75
FIG. 1: The temporal evolution of kinetic energy of electrons and ions during multiple head-on collisions are presented for four different
cases. M stands for Mach number and β represents the value of the trapping parameter. For a stable solution, the energy exchange be-
tween electrons and ions is symmetric and both species can recover their pre-collision level of kinetic energy, i.e (a) and (b). Semi-stable
solutions can survive a few collisions before destruction such as the case of (c). Unstable solutions can not survive even one collision (d).
Note that the deviation in total energy of the simulation stands strictly below 0.1% for the all the above simulations.
the Fourier transform and by checking their respective
dispersion relation.15. When high frequency noise are
produced, with a wavelength smaller than the grid spac-
ing in the spatial direction, the small scale structures can
no longer be tracked in the simulation and this causes a
small deviation in the energy conservation. Electron (due
to their light weight) reaches these level faster than the
ions, and hence, one can observe an artificial increase in
their energy level for unstable solutions. The more unsta-
ble the solution, the more prominent this effect appears
in the results. However, the kinetic energy of electrons
is in order of 105 and even in the most unstable results
reported here the deviation stands around 102 which is
around 0.1%.
Fig.2 explores the temporal evolution of the kinetic en-
ergy density (KED) of ions and electrons during head-on
mutual collision. The figure shows results for the second
collision between two nonlinear solutions with M =±1.1.
As the two nonlinear solutions collide, the electron KED
of the two solutions add up by following the superposition
principle. However, during the collision, the ion KED
stays the same as before or after the collision. This sig-
nals the duality that exists in the nature of these nonlin-
ear solutions. They can be considered as “Coupled elec-
6FIG. 2: The temporal evolution of the electron and ion kinetic energy density (KED) is shown for a few time steps including: before,
during and after the second collision in case of M = ±1.1, β = 0. The ion KED does not obey the superposition principle. The electron
KED, on the other hands, follow a simple linear superposition. In addition to the superposition of electron energies from the two holes,
a small energy exchange of electrons and ions can also be observed. During 85 < τ < 89 the total electron energy density goes above
6 (each of the holes has maximum of 3) which is due to the exchange of energy between electron and ions which is also observed in the
Fig. 1.
tron Holes with ion-acoustic Solitons (CHS)”31,42. This
theoretical framework is established when considering the
electron- and ion-dynamic separately. On one hand, in
the ion-acoustic regime and in the absence of ions’ mo-
tions, electron holes are considered as vortexes in phase
space with a nonlinear structure prone to merging. When
they merge, the electron KED adds up with little or no
signs of a nonlinear interaction. On the other hands,
considering ions without independent electron-dynamics
(electrons act as Boltzmannian fluid) one can produce
solitons, described by the KdV equation (for a weakly
nonlinear amplitude). During the collision of two soli-
tons, due to the nonlinearity, the superposition principle
does not apply, and hence, it is not a surprise that the
7ion KED of two solitons do not add up.
Detailed analysis, however, revealed that during a
short time in the middle of the merging stage and before
the start of splitting, the energy of the electron holes goes
a bit above the sum of the kinetic energy of the two elec-
tron holes. This is what can be observed in the Fig. 1 as
an symmetric exchange of energy between electrons and
ions. As the two ion-acoustic solitons collide, the extra
energy of ions is converted to electrons.
B. net-neutrality instability:
Inspired by the symmetric energy exchange between
electron and ions during collisions (in case of stable so-
lutions), we have studied the balance of energy between
electrons and ions, and the relation to the stability prop-
erties. For stable solutions, the potential energy (directly
related to the electric potential profile) should stay sta-
ble. The changes in the potential energy is directly re-
lated to the flux of species:
dφ
dt
= E
∑
s
qs
∫
vfs dv, s = i, e (11)
In order to have a stable solution, there should be no
flow of potential energy (
dφ
dt = 0). This condition (in its
strongest form) results in
(neve =)
∫
vfe dv =
∫
vfi dv(= nivi) (12)
which is called “net neutrality” condition in some of
the theoretical studies of Vlasov-Poisson equation27,35,40.
However, we found numerically that if one wants to ad-
here to the strong form of this condition, the Sagdeev
pseudo-potential will not converge. For the case of
neve = nivi, S(φ) appears as a straight line with a small
slope. Hence, for the Sagdeev pseudo-potential to con-
verge, a small deviation in the net neutrality should ex-
ist. The amplitude of this deviation depends on the de-
tails of the shape of the electric field and the potential.
However, the strongest form of deviation from the net-
neutrality condition happens when the electron average
velocity has a bipolar structure, with opposite signs on
the frontal side and the backside of the pulse.
Fig. 3 represents the profile of the flux of the electrons
and ions early in the simulations, presented in Fig. 1.
Here the nonlinear solution has a positive velocity and
hence moves to the right. One can observe that the flux of
electrons forms a bipolar structure early in the simulation
(τ ' 5). As the Mach number increases from M = 1.1
to M = 2, so is the amplitude of the bipolar structure
and the instability of the solutions (compare this with
Fig. 1). Note that the trapping parameter is selected in
order to have the same profile for the flux of ions.
C. Internal dynamics of electron holes during
collisions:
Fig. 4 shows the temporal evolution of the electron
holes during collisions for different cases of relative speed.
During the merging phase of a collision, two electron
holes rotate around the collective center of mass. Our
results show that the number of rotations depends on
the relative speed of the electron holes. The expectation
would be that as the relative speed increases, the time
span of collision decreases and hence a fewer number of
rotations can take place. However, it can be observed
that as the relative speed increases, the number of ro-
tations grow. In other words, electron holes spin faster
when their relative speed is higher.
As the Mach number increases, the instability grows
and hence the electron hole after collisions show a larger
deviation from the stable shape. In cases of (M =
1.5, β = −2.5) and (M = 1.75, β = −2.75), it can be seen
that the electron holes lose a rather large chunk of their
trapped population after the collision. The instability
originates from the bipolar structure in electron flux, that
pushes the trapped population in opposite direction on
the two ends of the electron hole. Hence, the electron hole
loses parts of the trapped population on both ends of its
domain. At the front of the electron hole (right/left side
if the electron hole propagate to right/left), the trapped
population is pushed upwards and leave the electron hole
as a stretched arms in front of it. While on the rear side,
the trapped population leaks out in the form of smaller
electron holes leaving the trapped area.
The number of rotations during the merging phase
plays a crucial role in the internal structures of the elec-
tron holes after the collision as well as during the collision
process itself. Fig. 5 shows that in case of a non-integer
number of rotations, the two electron holes exchange the
cores with each other. Fig. 6 presents the trace of cores
for the case of M = 1.1, β = 0. During collision, each
core makes 2.5 rotations and then they change their cores.
Phase shift during collision of solitons has been predicted
from a few theoretical studies of two-soliton solutions in
KdV regime. Phase shift refers to the discontinuity in the
time-line of soliton’s propagation before and after colli-
sion. This discontinuity can be observed in Fig. 6, as the
time line shifts up during collision. In other words, on a
kinetic level, the phase shift happens due to the rotations
during the collision and the time lag that it produces in
the time-line of propagations.
IV. CONCLUSIONS
In this work, nonlinear solutions for the Vlasov-Poisson
set of equations were studied using a fully kinetic sim-
ulation approach. The solutions has been provided by
modeling the trapped population based on the Schamel
approach. Simulations are carried out in a plasma con-
sisting of electrons and ions with Maxwellian distribution
8(a) M = 1.1, β = 0
(b) M = 1.25, β = −1.25
(c) M = 1.5, β = −2.5
(d) M = 1.75, β = −2.75
FIG. 3: The flux of electrons and ions along the x-direction is shown at three time steps, i.e. for initial condition (τ = 0), early in the
temporal evolution (τ = 5) and before the first collision (τ ≈ 15). Four different cases are shown, i.e. (M,β) = a (1.1, 0), b (1.25,−1.25),
c (1.5,−2.5) and d (1.75,−2.75) starting from the top. The bipolar structure develops fast in the early steps of the simulation. The
amplitude of the bipolar structure has a direct effect on the stability of the nonlinear solutions, the stronger the bipolar structure, the
more unstable the solution becomes. Note that the ions flux have almost the same amplitude for all the cases.
functions. The main point of inquiry focused on the col-
lisional stability of these solutions and its dependency on
the propagation velocity (Mach number) as a major pa-
rameter. The Mach number plays a crucial role in the
nonlinear dispersion relation (NDR) of the nonlinear so-
lutions.
The kinetic energy of the plasma constituents are pre-
sented for different cases of stability. The exchange of
energy between electron and ions provides a reliable mea-
sure of the stability. It is found that the solutions can be
divided into three categories. (I) Stable solutions which
are basically solitons of the Vlasov-Poisson equations.
These are the solutions which can survive multiple mu-
tual head-on collisions (at least nine successive collisions
are considered in our simulations). (II) Semi-stable so-
lutions which can hold their shapes for a few collisions.
(III) Unstable solutions which get destroyed during the
first collision. It is demonstrated here that the solutions
smoothly transform from stable to semi-stable and then
to unstable forms by increasing the propagation velocity,
i.e. increasing the Mach number from 1.
Details of the exchange of energy between electrons
and ions present two different natures of dynamics. Elec-
tron dynamics follows a linear superposition of kinetic
energy during the collisions. However, ions do not follow
a linear superposition principle. The combined dynamics
result in an exchange pattern of energy between electron
and ions. This exchange pattern turns out to be a reliable
criterion to determine the stability of the solutions.
Our investigation shows that there exist a violation
of the net-neutrality for the nonlinear solutions studied
here. Violation of the net-neutrality results in a break-
up of the energy balance of the nonlinear solutions. This
violation appears as a bipolar structure in the flux of elec-
9(a) M = 1.1, β = 0
(b) M = 1.25, β = −1.25
(c) M = 1.5, β = −2.5
(d) M = 1.75, β = −2.75
FIG. 4: Details of the electron phase space are presented before the collision (first column), during the merging phase (second column),
during the splitting phase (third column) and after the splitting (fourth column) of the first collision. The same four cases as presented
in Fig. 1 are shown. The number of rotations changes by increasing the relative speed of the colliding electron holes. This can be easily
observed by comparing the figures in second column with each other.
10
(a) First collision
(b) Second collision
FIG. 5: A symmetrical exchange of the cores during each collision is shown for the case of M = 1.1, β = 0. Four snapshots of the phase
space of electrons is presented including a)first collision before (τ = 10) and after (τ = 45), b) second collision, before (τ = 75) and after
(τ = 100). The cores are marked with red and blue while the rest of electron holes are shown with gray color. Note that the frame of
plots is fixed on the right-propagating hole.
FIG. 6: The trace of the cores of two nonlinear
solutions in phase space are shown for the case
of M = 1.1, β = 0, during the first collision
(20 < τ < 40). The core of the left-propagating
hole (shown by red color) rotates around the
center of collective mass a few times during the
collision. After collision, its place is exchanged
with the right-propagating hole and it moves
to the right. The core of the right-propagating
hole (shown by blue color) experience the ex-
act opposite. A phase shift occurs which can
interpreted as the time lag originating from the
rotations.
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trons. By increasing the Mach number of the solutions,
the strength of this bipolar structure grows in compar-
ison to the flux of ions. Therefore, it causes a stronger
break-up of the energy balance sooner in the nonlinear
solutions. Hence, the stability of the solutions decreases.
Furthermore, we have presented details of the electron
phase space dynamics during collisions. These details
show that the process of collision is built up of two major
steps, namely merging and splitting. During the merging
process electron holes rotate around their collective cen-
ter of mass. The number of rotations depends on their
relative speed. As the relative speed increases, the time
span of this phase of collision decreases. However, the
number of rotations increases simultaneously. Hence, dif-
ferent internal dynamics are possible. As a special case,
it is shown that the collision of electron holes can be ap-
proximately considered as an exchange of their cores with
each other. Furthermore, simulation results demonstrate
a phase shift in the hole’s propagation time-line before
and after collision. The phase shift can be interpreted as
a time lag during collision in which the rotations of holes
around their collective center of mass takes place.
Unstable solutions can be considered as a warning sign
of over-interpreting the meaning of Sagdeev solutions.
Our simulation show that despite that the solutions orig-
inate from the Sagdeev approach, not all of them are
solitons or solitary waves, i.e. stable against collisions.
Hence, the stability of the Sagdeev solution has to be
considered as a non-granted problem in itself when the
Sagdeev pseudo-potential is employed. There are many
studies in multi-species plasmas which basically are at-
tempts to find Sagdeev solutions to the set of fluid or
kinetic equations of the system. It seems that this ap-
proach has taken for granted that the Sagdeev solutions
can be considered as stable solutions.
Our simulation results shows that balance of energy
and momentum should be considered as an important
factor in the stability studies. This study also hints that
in constructing BGK solutions one should pay attention
to the flux profile. In order to construct BGK modes
which are stable against mutual collisions, initial condi-
tions should be adjusted in order to avoid the formation
of bipolar structures in the electron flux, or at least to
decrease its amplitude.
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