Abstract. This paper proposes an application of data envelopment analysis (DEA) to measure the value of customers. In order to distinguish between expectations and needs of profitable and unprofitable customers and to allocate marketing investments among them, customers are compared with each other and ranked in a customer value pyramid. To this end, we use a combination of the Banker, Charnes and Cooper (BCC) model [3] , assurance region (AR) model, and cross-efficiency evaluation. A numerical example demonstrates the application of the proposed model in an Iranian manufacturing company.
1.
Introduction. Determining the profitability of customers and ranking them is an issue that has been frequently studied in the past decades. Customers are the most important assets of companies and companies should view customer relationships as mutually beneficial exchanges [14] and opportunities that need to be managed [4] . In order to manage customer relationships, managers need to have a good relationship marketing system. Relationship marketing defines a strategy of approaching prioritized customers. In relationship marketing the effective factor in knowing and establishing long-term relationships with customers is the added value amount gained by the company. Therefore, the prioritizing of customers is one of the most important activities in relationship marketing. Prioritizing of customers and classifying them into different clusters aim at improving the performance of the marketing strategies and increasing the company's market share. As Garland [12] addresses, while companies may want to treat all customers with superior service, they find it neither practical nor profitable to meet all customers' expectations. Therefore, it is necessary to use the limited marketing resources to target those customers that generate the largest profits for the company.
After distinguishing among different types of customers, it is necessary to focus on requirements and expectations of the most profitable customers in order to retain them. Since it costs five times more to acquire a new customer than to retain an existing one [22] , customer retention is a more effective business strategy than continuously trying to acquire new customers in order to replace the defecting ones [2] . At the same time, customers that are alike those in the least profitable segments, can be avoided, or at least customer acquisition investments in those segments can be reduced [33] .
Reinartz and Kumar [25] proposed a framework for customer segmentation. Their customer segmentation concept is a 2 × 2 matrix based upon profitability and customer tenure. This produces four different types of customer classification; butterflies, true friends, strangers and barnacles. Recognizing the importance of customers' profits, Zeithaml et al. [37] worked on the customer pyramid concept. They clearly focused on the "top of the pyramid" those consumers with the highest customer lifetime value (CLV). By dividing the customer pyramid into four sections called customer profitability tiers, they identified the "best" most profitable customers, and labeled them as "Platinum" and "Gold". In contrast, those with low and very low profits, earn the value labels "Iron and Lead".
As Gönöl and Shi [13] discussed, the scenario in a typical model for customers scoring starts with research analyst developing a customer response model, e.g. estimating a multiple regression or a logit/probit equation where the left-hand side is a discrete dependent variable for purchase/nonpurchase. The independent variables are typically composed of purchase history variables, (usually characterized by the RFM triplet (recency, frequency, monetary value of the purchase amount), where recency stands for elapsed time since the last purchase, frequency refers to the number of purchases in the past or proportion of purchases over a period of time, and monetary value is the amount spent so far or average amount per purchase so far. Colombo and Jiang [7] focused on a stochastic RFM model to determine a ranking of marketing research customers in terms of their expected contribution or lifetime value. Aaker et al. [1] used a linear statistical method such as logistic regression to model response based on a test of a random sample of customers from the complete list. Fader et al. [11] presented a model that links the well-known RFM paradigm with CLV. The stochastic model used in their paper is based on the Pareto/NBD framework to capture the flow of transactions over time and a gammagamma submodel for spending per transaction. Deichmann et al. [9] investigated the use of a multiple adaptive regression splines (MARS),together with logistic regression in the context of modeling direct response. In their study they showed that the MARS model outperforms the logistic model in general. Moutinho et al. [21] predicted bank customers' responses using artificial neural networks (ANN). Kim et al. [18] proposed an approach that uses ANNs guided by genetic algorithms (GAs) to the prediction of households interested in purchasing an insurance policy for recreational vehicles (RVs). The trained model is then used to rank the potential customers in descending order of purchase probability. Huanga et al. [17] applied a learning method based on statistical learning theory, support vector machines (SVM), together with a frequently used method, backpropagation neural networks (BNN), to solve the problem of customers' credit rating prediction.
Hansen and Salamon [16] argue that often a simple logistic regression predicts better than an ANN. One major reason is that an ANN model has to be built with great care. In particular, its performance is sensitive to its complexity, determined by the number of synapses or weight parameters. If a network is more complex than the problem at hand or the available data set required, then the network learns not only the underlying function but also the noise peculiar to the finite training data set. In addition, as Ha et al. [15] state, ANN is a black box that sheds little light on what is going on inside the model. The input variables are combined in a complicated, nonlinear way to produce outputs. Those marketers who would like to understand how individual predictor variables influence the target and how they interact might be baffled by the ANN model's inability to provide any insight in that regard.
In this paper, data envelopment analysis (DEA), as a nonparametric and multiple criteria decision making tool, is used to evaluate customers' value. DEA was first introduced by Charnes, Cooper, and Rhodes (CCR) [5] and it is a linearprogramming-based methodology that uses multiple inputs and multiple outputs to calculate efficiency scores. The efficiency score for each decision making unit (DMU) is defined as a weighted sum of outputs divided by a weighted sum of inputs, where all efficiencies are restricted to a range from 0 to 1. To avoid the potential difficulty in assigning these weights among various DMUs, a DEA model computes weights that give the highest possible relative efficiency score to a DMU while keeping the efficiency scores of all DMUs less than or equal to one under the same set of weights [20] .
Wong and Wong [35] listed some of the features of DEA as below which motivated us to use it as a tool for prioritizing the customers.
• DEA is an effective tool for evaluating the relative efficiency of DMUs in the presence of multiple performance measures.
• DEA utilizes the concept of efficient frontier as a measure for performance evaluation. This ability of DEA identifies appropriate reference DMUs and includes easily interpretable efficiency parameters. These parameters are helpful in setting realistic and attainable standards or benchmarks. Therefore, it enables us to benchmark the performance of good customers. Benchmarking is a process of defining valid measures of performance comparison among DMUs. The efficient frontier used in DEA serves appropriately as an empirical standard of excellence. Hence, DEA is suitable to be regarded as the benchmarking tool.
• DEA is able to address the complexity arising from the lack of a common scale of measurement.
• In DEA, one does not need to assume a priori the existence of a particular production function for weighting and aggregating inputs or outputs.
• The objectivity stemming from DEA weighting variables during the optimization procedure frees the analysis from subjective estimates.
1.1.
Comparison of DEA with regression-type models. In this subsection, we compare DEA with regression-type models graphically and show how DEA outperforms regression-type models. Assume that there are eight customers who are supposed to be prioritized with regard to two factors: their profitability and their average payment period. It is preferred by the company to have customers with lower payment period and higher profitability. Therefore, profitability of customers is considered as an output and is shown on the vertical axis of Fig. 1 . However, average payment period is treated as an input and is shown on the horizontal axis. DEA identifies customer B as the most efficient customer and F as the most inefficient. Each point can be connected by drawing a line to the origin. The highest slope is attained by the line from the origin passing through B. This line is called the "efficient frontier". Notice that this frontier includes at least one point and all points are therefore on or below this line.
Given these data, one might be tempted to draw a statistical regression line fitted to them. The dotted line in Fig. 1 shows the regression line passing through the origin. This line, as normally determined in statistics, goes through the middle of these data points and we can define the points above it as excellent and the points below it as inferior or unsatisfactory. One can measure the degree of excellence or inferiority of these data points by the magnitude of the deviation from the thus fitted line. On the other hand, the frontier line designates the performance of the best customer B and measures the efficiency of other customers by deviations from it. There thus exists a fundamental difference between regression analysis and DEA. The former reflects "average" or "central tendency" behavior of the observations while the latter deals with best performance and evaluates all performances by deviations from the frontier line [8] . With the features and inherent characteristics of DEA discussed above, DEA is justified to be used as a prioritizing tool of customers.
The objective of this paper is to propose an assurance region-BCC (AR-BCC) DEA model that can deal with undesirable outputs. In order to have a complete ranking of customers, the proposed model is used in peer-appraisal instead of selfappraisal. Using the results of the proposed DEA model and based on the work of Zeithaml et al. [37] , a customer pyramid is constructed.
To the best of knowledge of authors, there is not any reference that uses DEA to evaluate the value of customers. Some of the contributions of this paper are listed below:
• This is the first time that DEA is used to evaluate customers' value.
• Although in business-to-business marketing, the emphasis is on relationships rather than transactions, as Yu and Cai [36] declares, in most of the studies customers are treated as black boxes, only their final response or intention to buy is being assessed, and those only in simple dichotomous terms: to response or not to response; to buy or not to buy. In our study customers are not treated as black boxes and the quality of their transactions is also considered. We focus not only on customers' decisions to buy or not to buy, but also on their performance during transaction period. That is, in addition to customers' profitability, we consider their credit, payments on due date, average payment period and purchase return, to indicate which ones are good customers and which ones are not. Therefore, the proposed model evaluates customers' value in a multiple criteria context. • Accounting managers subtract sales return of customers 2 from their gross sales revenue to obtain net sales revenue and reveal it in the income statements [30] . However, accounting managers do not take into account other costs such as energy costs, transaction costs, and other hidden costs which those customers have imposed to company. Due to the fact that these costs can be significant and there is lack of market prices for them, it is extremely difficult to estimate them. Therefore, to overcome these measurement and evaluation difficulties, purchase returns of customers is treated as undesirable output in the proposed DEA model.
• Aggressive formulation of AR-BCC model which considers undesirable outputs is developed to evaluate the peer-appraisal value of customers instead of their self-appraisal. This paper proceeds as follows. Section 2, introduces the model which analyzes customers value. Numerical example and concluding remarks are discussed in Sections 3 and 4, respectively. 2. Proposed model. In this paper, we use DEA to estimate customers' value to a company. Banker et al. [3] proposed BCC model, Model (1), as an extension of CCR model to accommodate technologies that exhibit variable returns to scale. The nomenclatures used in this paper are presented in Table 1 .
The input-oriented BCC model evaluates the relative value of customer under investigation (DMU d ) (d = 1, ..., n) by solving the following linear program.
Model (2) shows the dual (envelopment form) of Model (1)
As mentioned earlier, purchase return of customers is one of the criteria used in this paper that can be treated as an undesirable output. Seiford and Zhu [28] proposed Model (3) as an output-oriented BCC model that can treat undesirable outputs. To consider undesirable outputs in an envelopment (dual) form of BCC model, they suggested a linear monotone decreasing transformation, y Table 2 presents the data set for a simple hypothetical numerical example involving 10 DMUs, with a single input, a desirable output and an undesirable output which reveals a problem in Model (3) . Notice that this problem occurs because of the arbitrariness of the v. That is, when we translate the original data of undesirable output with different amounts of v and run Model (3), the classification of the DMUs as weak-efficient or inefficient remains, but the efficiency score of each inefficient unit is distorted. The efficiency scores defined in Model (3) with v =15 and v =20 are reported in Table 2 . It can be easily seen that the results obtained by v =15 and v=20 are different from each other which reduces the validity of the model.
As Zhu and Cook [38] discussed, the translation invariance property allows the envelopment form of many DEA models to translate inputs or outputs data without any difference between the results of translated data and original data. The envelopment form of the input (output)-oriented BCC model is translation invariant with respect only to outputs (inputs). For more details please see Theorem 1.
This theorem means that, for example, we can deal with any output variable in the input-oriented BCC model, even if all its data are translated. It should also be noted that the BCC model is variable returns to scale (VRS) model, in contrast to the CCR model, which exhibits constant returns to scale (CRS). In fact, being a VRS model is the key to satisfy translation invariance or, in other words, the convexity constraint (the sum of the intensity variables equals 1, i.e., n j=1 λ j =1) is the clue. Therefore, the strategy of Seiford and Zhu [28] to change undesirable outputs to desirable outputs has a limitation; i.e. before using any model, the translation invariance property of the model should be viewed first. Fig. 2 demonstrates lack of translation invariance property of Models (2) and (3), graphically. (2), so OR/OD=θ=2/5. This ratio is not invariant when we translate input values by deducting a unity from them. Now, efficiency frontier shifts to the left and input-oriented BCC efficiency of DMU D , DMU D after translation, becomes OR /OD =θ =1/4 which is the distance of DMU D from the efficiency frontier constructed by efficient units A and B . Since θ = θ , the input-oriented BCC model is not translation invariant with respect to inputs.
Theorem 2.1. The input-oriented BCC model is not translation invariant with respect to inputs.
Proof. Let us translate the data set (X, Y ) by introducing arbitrary constants (Φ i : i =1,. . . , m) and (Ψ r : r =1, . . . , k ) to obtain new data.
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To show that this model is not translation invariant, under this arbitrary translation, we observe that x values in the constraint
With regard to (4),
Therefore the input-oriented BCC model is not translation invariant with respect to inputs.
Notice that similar process can be done to show that the output-oriented BCC model is not translation invariant with respect to outputs. In addition, similar process can be repeated for demonstrating lack of translation invariance property of Model (3).
Korhonen and Luptacik [19] proposed a CCR model with undesirable outputs to measure the efficiency of power plants. This model treats undesirable outputs as inputs and do not suffer from the problem discussed above. We formulate the BCC version of their model as below.
Therefore, Model (6) is a BCC model which can consider undesirable outputs.
Weight restrictions.
In many applications, it may be reasonable to set the lower and upper bounds of the ratio of virtual weights of inputs and undesirable outputs as below.
Similarly, for outputs, we can impose the lower (upper) bounds on the ratio of the virtual weights of outputs r to r+1 as follows and use the assurance region model of Thompson et al (1986) ;
The Greek letters (α i , β i , φ i , ψ i , τ r , γ r ) are user specified constants to reflect value judgments the decision maker (DM) wishes to incorporate in the assessment. They may relate to the perceived importance or worth of input and output factors. Now we convert the model of Korhonen and Luptacik [19] to a new BCC model with weight restrictions.
Therefore, Model (10) is a BCC model which in addition to undesirable outputs has weight restrictions. To determine benchmarks of each inefficient DMU, the envelopment from of Model (10) is written as follow:
2.3. Using analytic hierarchy process (AHP) to determine the lower and upper bounds of weights. To determine the lower and upper bounds of weights defined in (7), (8) and (9), we use AHP technique developed by Saaty [26] as a multiple criteria decision making tool. In this technique the weights can be assigned to each criterion through a process called pairwise comparison. Comparisons can be done by verbal comparison. Decision-makers compare criteria for their relative importance using words such as Equal, Moderate, Strong, Very Strong, and Extreme. Thus, one of the questions that one may ask when using pairwise comparison is 'how important is each factor for analyzing customer value?' The answer can be 'Equal', 'Moderate', etc. The verbal responses are then quantified and translated into a score through the nine-point scale shown in Table 3 .
In a similar method, Seiford and Zhu [27] used DEA to investigate excesses and deficits in Chinese industrial productivity for the years . They used Delphi and AHP techniques for imposing weights to DEA model and used geometric mean to combine experts' individual opinions to derive weights from multiplicative pairwise comparisons. Seiford and Zhu [27] used the average of the weights, however due to the variances, these averages cannot reflect all the experts' opinions. To avoid this drawback, we determine the union of all the weights derived from the opinions of group of experts as upper and lower bounds in DEA constraints. (10) and (11) can not rank all DMUs and there may exist lack of discrimination among efficient DMUs. To overcome this problem, the cross-efficiency method introduced by Sexton et al. [29] is used. The cross-efficiency method was developed as a DEA extension tool that can be utilized to identify best performing DMUs and to rank DMUs. The main idea of cross-efficiency is to use DEA in a peer evaluation instead of a self evaluation mode.
Cross-efficiency evaluation. Efficiency scores calculated by Models
For each DMU d (d=1,...,n), in Model (10), we can obtain a set of optimal weights (multipliers) ( µ * g r , µ * b s , v * i ). Using these set of weights, the cross-efficiency for any DMU j (j=1,. . . ,n), is then calculated as:
where E dj shows the relative efficiency of DMU j with optimal weights for inputs and outputs of DMU d . One could compute the average of the efficiencies in each column to get a measure whether the DMUs associated with the column are rated by the rest of the DMUs. Good operating practices are more likely to be exhibited by relatively efficient DMUs offering high average efficiencies in their associated columns in the cross-efficiency matrix. Since Model (10) will be run n times for n DMUs, respectively, each DMU will get n efficiency scores, which construct a n × n matrix, called cross-efficiency matrix. For DMU j (j=1,. . . ,n), the average of all E dj (d= 1,. . . ,n), namely
can be used as an efficiency measure for DMU j , and will be referred to as the cross-efficiency score for DMU j . The non-uniqueness of the DEA optimal weights possibly reduces the usefulness of cross-efficiency. To overcome this problem, Doyle and Green [10] suggested the use of aggressive and benevolent cross-evaluation. A cross-efficiency is aggressive/benevolent in the sense that it selects a set of weights which not only maximize the efficiency of DMU d , but also minimize/maximize the efficiencies of all other DMUs in some sense.
At this juncture, the new model which considers AR, VRS, and undesirable outputs in the context of aggressive cross-efficiency is proposed. This model is based on the proposed Model (10) . Note that the benevolent formulation has the same set of constraints except that the objective function is maximized.
where E dd is the efficiency of DMU d obtained by Model (10). Fig. 3 depicts the above mentioned discussions graphically.
3. Numerical example. In order to illustrate the usage of the newly developed model, the evaluation of customers' value in an Iranian company (Achachi Co.) is presented. These customers are wholesalers of company. Achachi was established in 1979 and works in the field of food industry. The mission of this company is to satisfy customers' needs for different kinds of chocolate, cacao, chocolate cacao, jelly, chocolate jelly, juice powder, etc. The data set for this study consists of annual observation for the year 2008. Five criteria proposed in Table 4 have been used as measures for customers' value evaluation. Average payment period is as an input with smaller value being better; credit, profitability, and payments on due date are desirable outputs with larger values being better and purchase return is an undesirable output with smaller value being better. Table 5 depicts data set to evaluate the value of 37 customers (DMUs). As Wang et al. [34] discussed, in order to eliminate the impacts of units of measurement all inputs and outputs should be normalized. Table 6 shows the normalized inputs and outputs. The normalization of the inputs and outputs can be performed by dividing the inputs and outputs values to the summation of that particular input or output.
To find upper and lower bounds of weights and to restrict weights of proposed model, the priorities of four DMs are compared through pairwise comparison matrix using Saaty's 1-9 scale. Tables 7 to 10 show comparisons of four DMs to find upper and lower bounds of outputs' weights. Tables 11 to 14 show pairwise comparison matrices for the input and undesirable output determined by four DMs.
After inputting pairwise comparisons into Expert Choice software, the weights for inputs and outputs, with regard to each DM's opinion, were obtained. Tables  15 and 16 depict the results. Inconsistency ratios have been depicted in the last columns of Tables 15 and  16 which are within acceptable ratio of 0.1, as it is recommended by Saaty [26] .
As Sueyoshi et al. [31] describe, the concept of consistency assesses the quality of judgments made during a series of pairwise comparison. The inconsistency indices measure the degree of inconsistency in a series of pairwise comparison. It is useful to examine how the judgments are consistent with each other. If the ratio is greater than 0.1, it indicates the status of inconsistence in the pairwise judgment. In the opposite case, the pairwise comparisons are reasonable and the AHP process can continue with the synthesis of computations. Now, to incorporate the weights of inputs and outputs into the Models (10) and (14), the results of Tables 15 and 16 where the above restriction is the union of four experts' opinions on the importance of profitability of customers relative to their credit. Notice that, in order to impose this weight restriction into the Models (10) and (14) it should be divided into following two parts:
By repeating the above process for other criteria we have: Table 17 shows the results of evaluation derived by different approaches. Column 2 of this table depicts amount of customers' profitability. Note that the evaluation of customers based on their profitability is a one-dimensional comparison which does not consider other criteria introduced in Table 4 . According to this measure of customers' profitability, customer #2 is the best customer. Column 3 of this table shows the result of evaluation after running Model (10). As mentioned earlier, Model (10) not only considers profitability of customers, but also takes into account other criteria. In this evaluation each customer seeks to maximize its efficiency score by choosing a set of optimal weights for all inputs and outputs that are between the upper and lower bounds imposed by four DMs. This time the best customers are 1, 2, 15, and 33 with their efficiency scores equal to unity. Benchmarks (peer groups) of each inefficient customer are one of the most important information of DEA that can be derived by Model (11) . These benchmarks are shown in column 4. For example consider customer #3 which is an inefficient customer. Model (11) selected customer #15 as the benchmark customer for this customer. It means that the managers of the company should try to encourage customer #3 to decrease its average payment period from 15 to 5.80 and purchase returns from 2661 to 211. As well, the seller company should try to increase this customer's profitability from 43152 to 50876. By doing this, customer #3 can reach its benchmark, customer#15, and be efficient.
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As you can see, Model (10) cannot give a complete ranking of customers and there are ties among efficient customers 1, 2, 15, and 33 with a relative efficiency score of 1. To overcome this problem, cross-efficiency approach is used and the final cross-efficiency scores of customers are depicted in the last column of Table  17 . In this way, all the efficient customers are ranked. To derive the cross-efficiency matrix, Model (14) has been used. Under a cross evaluation, when the customer has chosen weighting system which all other customers have used, the efficiency score given to each customer is then used to form a cross-efficiency matrix. Once the matrix is filled, each customer has not only its own self evaluation but also the peer evaluations it has received via the other customers in the sample. The average among self and peer evaluations represents a cross-efficiency score of customer.
Optimal values derived by Model (14) and the cross-efficiency matrix are shown in Tables 18 and 19 respectively. Table 20 shows ranking results determined by profitability of customers and cross-efficiency scores.
To highlight the importance of the proposed model and its difference from the classical measure (profitability of customers), a Spearman correlation analysis between their results is shown in Table 21 . Note that the data after ranking is an ordinal scale type, so it is suitable to use the Spearman Rank-order correlation [6] . Since correlation coefficient between the results of two approaches, at significant level of 0.01, is 0.026 there is a lack of similarity between ranking results. Therefore, applying the model proposed in this paper is necessary. This difference is only due to the multiple-criteria nature of DEA, while the profitability of customers is a one-dimensional measure. Now, we use the concept of customer pyramid proposed by Zeithaml et al. [37] , and classify customers into four groups as Platinum, Gold, Iron, and Lead (please see Fig. 4 ). As Pitta et al. [23] describes, the Platinum tier represents the company's most profitable customers. They are often heavy users of a product or service and not overly price sensitive. The other valuable tier, the Gold tier is still attractive. It differs from the Platinum tier by lower but still good profitability levels. Also their commitment to the firm is lower than that of the Platinum tier. The two less attractive tiers, Iron and Lead represent much lower profit potential than others. The spending levels, loyalty, and profitability of Iron tier customers are not substantial enough for special treatment. In contrast, Lead tier customers represent losses to the company. They tend to cost more than they generate. They may demand more service than they are merit given their spending and profitability.
As Van Raaij [33] addresses, 1% of most valuable customers are labeled as Platinum and 4%, 15% and 80% of them are labeled as Gold, Iron, and Lead, respectively. As it can be seen, customer 1 is a Platinum customer and customer 15 is a Gold customer. Other customers are Iron and Lead. For instance to determine number of Iron customers, we have 15% × 37 ∼ =6, where 15% is the percentage determined by Van Raaij [33] and 37 is the total number of customers. These 6 customers were classified in the customer value pyramid after Platinum and Gold customers.
We should pay particular attention to the needs of Platinum (customer #1) and Gold customers (customer #15) relative to Iron and Lead customers. Therefore, the majority of marketing resources should be allocated to them.
4. Concluding remarks. The rapid changes in the field of economical activities and agencies' involvement in competition, forces them to apply those tools and approaches which are capable of producing more competitive advantage for them and let them protect and enhance their market share. Understanding the needs and expectations of the customers and grouping them into classes with purpose of improving the efficiency of the marketing strategies is one of these approaches. In order to allocate marketing resources among customers in an optimal way, it is necessary to classify them and find good and bad customers.
In this paper, we used DEA as a multiple-criteria decision making tool to evaluate customers instead of a single criterion such as profitability of customers. AHP has been used to find the upper and lower bounds of weights of criteria. In order to have a complete ranking of customers, the cross-efficiency score of customers is used. After identifying efficient and inefficient customers, they have been classified into four groups labeled as Platinum, Gold, Iron, and Lead. After determining different types of customers, it is necessary to focus on requirements and expectations of Platinum and Gold customers relative to Iron and Lead ones.
The problem considered in this study is at initial stage of investigation and further researches can be done based on the results of this paper.
-Similar research can be repeated in the presence of imprecise data, stochastic data, and generally speaking, evaluating the value of customers under uncertainty.
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-Developing a model that not only can rank customers, but also can optimally allocate marketing budgets among them. -Some authors such as Prahalad [24] focus on the "bottom of the pyramid (BOP)" instead of "top of the pyramid (TOP)" and describe the untapped potential of the BOP. Their perception is that individually the customers on the BOP are not profitable but together they represent massive purchasing power. Therefore, the question here is which tier of the customer value pyramid is really optimal to focus on it. valuable suggestions and comments. The authors also would like to express thanks to Ali Samavati (marketing manager of Achachi Co.) for provision of valuable data and insights for this study and to Joanna Sylwia Drobnik, CFA whose constructive comments improved the quality of this article.
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