Abstract. This paper reports extensions to the GOAL tool that enable it to become a research tool for omega automata and temporal logic. The extensions include an expanded collection of translation, simplification, and complementation algorithms, a command-line mode which makes GOAL functions accessible by programs, and utility functions for such common tasks as file format conversion, random formulae generation, and statistics collection.
Introduction
GOAL (http://goal.im.ntu.edu.tw) is a graphical interactive tool for defining and manipulating ω-automata, in particular Büchi automata, and temporal logic formulae. It was first formally introduced in [20] . Two most useful and distinctive functions of GOAL are (1) translation of quantified propositional linear temporal logic (QPTL) formulae into equivalent Büchi automata and (2) equivalence test between two Büchi automata or between a Büchi automaton and a QPTL formula. With these and other utility functions, the GOAL tool may be used for educational purposes and for supplementing automata-theoretic model checkers such as SPIN [8] . For example, the user may use GOAL to prepare a Büchi automaton diagram that is checked to be correct in that it is equivalent to another larger reference Büchi automaton or some easier-to-understand QPTL formula.
In this paper, we report extensions to GOAL that enable it to become a research tool for ω-automata and temporal logic. We have at present focused on Büchi automata and PTL (which subsumes LTL). The extensions and their usage for supporting research are described in the next section. Table 1 summarizes the major algorithms implemented in GOAL. Though the number of supported functions does not actually increase, a larger collection of algorithms are very useful for various research purposes. In addition, several utility functions have been implemented for common tasks in experimentation such as (1) collecting statistic data and (2) generating random automata and temporal formulae. These functions allow researchers to test correctness of their translation algorithm, collect comparison data, and, with GOAL's graphical interface, visually observe and manipulate automata generated from their algorithm. The extensions also enhance the original roles of GOAL as a learning/teaching tool and as a supplementary model-checking tool.
Translation
Complementation Tableau*, Inc. Tableau [9] , Temp. Tester [10] , Safra*, WAPA [18] , WAA [11] , Piterman [13] GPVW [5] , GPVW+ [5] , LTL2AUT [1] , Simplification LTL2AUT+ [19] , LTL2BA [3] , PLTL2BA [4] Simulation*, Pruning fair sets [15] Table 1 . Major algorithms in GOAL. An * indicates that the algorithm had already been implemented in earlier versions of GOAL [20] .
The Extensions for Supporting Research
In this section, we detail the extensions to GOAL and explain how they may be used for supporting research.
-Translation Algorithms: In addition to the Tableau algorithm [12] , we have now implemented eight translation algorithms. Four (Tableau, Incremental Tableau, Temporal Tester, and PLTL2BA) of the nine algorithms originally support past operators. We have extended three more (GPVW, LTL2AUT, and LTL2AUT+) to allow past operators. All these nine algorithms are further extended to support quantification on propositions.
As an illustration of usage, Table 3 summarizes the results of translating the following two equivalent formulae into generalized Büchi automata by seven algorithms:
Each formula is the negation of a formula stating that p must be triggered by q and r with q occurring strictly before r. The first formula with only future operators is taken from the Spec Patterns respository [16] .
-Complementation and Simplification Algorithms: In addition to Safra's construction, GOAL now has another three complementation algorithms, including complementation via weak alternating parity automata (WAPA) [18] , complementation via weak alternating automata (WAA) [11] , and Piterman's construction [13] . Cross-checking greatly increases our confidence in the correctness of the different complementation algorithms, which are difficult, and hence the correctness of the language containment and equivalence tests. GOAL applies simplification algorithms to the input automata before an equivalence test, and this substantially enhances the performance. Besides the simulation-based method in [15] , we have also implemented simplification heuristics based on pruning fair sets in the same work.
No. [14] and LTL2Buchi [6] may also be converted to the GOAL File Format (GFF, which is an XML file format designed to cover all ω-automata) for further processing by GOAL.
Extended
We now describe a typical use case for the above functions, namely checking correctness of a translation algorithm. This task can be performed with high confidence by comparing the results of the algorithm under test with (1) those of a large number of different translation algorithms, (2) those of a reference algorithm, or (3) a set of reference answers, consisting of pairs of formulae and their equivalent Büchi automata.
We assume a reference algorithm. To carry out the correctness checking process, generate an adequate number of random temporal formulae and then apply the following procedure repeatedly for each formula f :
1. Use the reference algorithm to generate two automata A f and A ¬f that are equivalent to f and ¬f respectively. 2. Use the algorithm under test to translate f into an automaton B. If all the emptiness tests succeed, then the algorithm should be correct. Otherwise, GOAL will produce counterexamples which can be run interactively on the automata to "see" what the problem might be. We developed our translation algorithms in this manner. GOAL helped us to find some subtle bugs and possible room for improvement.
We present an experiment that, on the one hand, evaluates the performance of GOAL and, on the other, demonstrates experimental comparative studies that may be conducted with GOAL. The experiment was run on an Intel Xeon 3.2GHz machine with 2GB of memory allocated to the Java Virtual Machine. In the experiment, we compared the four complementation algorithms implemented in GOAL without and with simplification. Note that the performance of a complementation algorithm dictates the performance of the equivalence test function it supports. We generated 300 random PTL formulae with a length of 5 and translated them into Büchi automata as inputs using the LTL2AUT algorithm. None of the 300 formulae are valid or unsatisfiable. The average size of the input automata is about 5.4. We set a timeout of 10 minutes. From this experiment, we found that (1) Safra's and Piterman's algorithms perform much better than complementation via WAPA and complementation via WAA and (2) simplification can significantly speed up the complementation task, especially complementation via WAPA and complementation via WAA.
Remarks
The extension of GOAL will continue to include a few more complementation algorithms, for example [2] . Another effort will be to include even more translation algorithms, in particular those that utilize intermediary automata with acceptance conditions on transitions such as [17] and those that do simplification while constructing automata on-the-fly [7] . The fact that Safra's and Piterman's algorithms in average work better than complementation via WAPA and complementation via WAA is also worthy of further investigation.
