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§0. Introduction 
Substitutions are maps that assign words to symbols. For example, 
consider two symbols a and b, and a map defined by 
a ->• b , 
b -»• b a . 
The image of an arbitrary word is defined as the word obtained by sub­
stituting for all symbols their corresponding images, for example 
aaaab -»· bbbbba. 
We are interested in the iterates of a substitution. Starting with the 
symbol b, iteration gives the following sequence of words: 
b -»• ba •* bab -* babba •+ babbabab -*• babbababbabba ->·... 
Note that each word in this sequence begins with the preceding word, which 
reflects by induction the same property for the first two. We may there­
fore define an infinite sequence of symbols χ = x^.X-... by requiring 
that χ begins for any η with the word obtained by applying the substitution 
η times to the symbol b. This is an example of an infinite sequence 
generated by a substitution (see Sections 2,3 for general definitions). 
Substitution generated sequences have been studied in a number of 
fields in mathematics. A first systematic study has been made by Thue 
(1906,1912), who considered combinatorial properties, giving several con­
structions for non-repetitive sequences. His results have been rediscovered 
again and again, in particular in connection with the Burnside conjecture, 
see e.g. Dejean (1972). 
Morse (1921) introduced substitution generated sequences in topological 
dynamics, and they were more generally studied by Gottschalk (1963), as a 
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чіпріе means to generate rainnal sets. More recs ntly they became an object 
of study in ergodrc theory (Keane (1968), Coven and Keane (1971), Klein 
(1972), Michel (19/4), etc.). Another new developnent is the study of 
substitutions in the context of autonata theory (tag m c h i n e s , charac-
teri7ition of recojniz ible sets of numbers, see Ccbham (1969, 1972)) and 
fornai language theory (L-systems, see Hertian and Rosenberg (1975)). 
Finally we mention that algebraic sequences over Gr (X) (identifying a 
sequence with its formal power series over Gl ) have been characterized 
by Christol, Kanae, Mendès-Ггапсе and Riuzy (1980). 
As is clear ^rom the summary above, the notion of substitution appears 
in mathematics in iiany guides. As an indication of this diversity we give 
alternatives (which are eìsily shown to be equivalent), tor defining an 
infinite sequence wl ich : ь coiuiionly called the Morse sequence. However, 
see Prouhet (1051), Thus (1906), Mahler (1927), Luwe (1929), Wiener (ІУТО), 
etc., etc. We shall denoto the Morse sequerce by m = (m ), wnore m = 0 
or 1 for η = 0,1,.. . . 
(1) Recurrence relations. 
Put m. = 0; m_ = m , m„ . = l-m for η = 1,2,... . 
0 2n η 2n+l η 
(2) Word concatenation. 
P u t W„ = 0, W, = 01 , W- = OHO and g e n e r a l l y W . - W W ' , wnere W' i s 
0 1 2 ' n + l n n η 
obtained from W by interchanging 0 and 1. Thtn W = гглл, . . .m for 
η
 1 J J
 η 0 1 2n-l 
η = 1,2 
(3) Implicit definition. 
Let a be the number of ones in the binary expansion of n. Then m = 0 if 
η η 
a is even, π = 1 if a is odd. 
η η η 
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(4) Finite automaton. 
Consider an autoraaton with two states s
n
,s and transition function б 
defined by 6(s ,0) = s , δ(ε0,1) = s., (5(s ,0) = s and 6(s.,0) = s.. 
Then m = i(6(s.,n)), with η in binary expansion, τ dolined by Tis,-,) = 0» 
TÍSj) = 1 (see Cobham (1972)). 
(5) Tag machine. 
Consider a machine with a single infinite tape, a read head R and a write 
head W. The tape passes under W and then under R (so symbols printed by W 
will be met by R later on). At each time instant if R reads 0, W prints 
01 and if R reads 1, W prints 10. Started with 0 m R, to be identified 
with the first symbol printed by W, this machine generates m (Minsky 
(1967), Cobham (1972)) . 
(6) L-system. 
Let L = (S,a,6) be the DOL-system defined by Ξ = {0,1}, a = 0 and 
6(0) = 01, 6(1) = 10. The language {6n(a) : η>0} equals the set 
{m....m : η>0} (cf. Herman and Rozenberg (1975)). 
0
 2n_1 
(7) Solution to a functional equation. 
Let M(z) = Σ .. m ζ . Then M(z) is the unique solution to 
näO η 
G(z2) = G(z) (1-ζ)~1-ζ(1-ζ)~1(1-ζ2)~1, |z| < 1, 
such that M(0) = 0 (Cobham (1968)). 
(8) Solution to an algebraic equation. 
Let M(x) = Σ .. m χ , where we now consider formal series over GF., and 
n^O η ζ 
the product of two series is their convolution product. Then M satisfies 
(1+x) 3M 2 + (l+x)2M+x = 0 
The only other solution is obtained by interchanging 0 and 1. (Baum et al. 
(1977), Christel et al. (1980)). 
9 
(9) Substitution. 
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Let S = ιΟ,ΐΚ Define θ Ξ •* S by 0(0) = 01, 9(1) = 10. Put (з ...s ) 
= θ(s )...Θ(Ξ ) e Ξ for s ...s с S , and define θ" by θ 1 = θ, 0 П + 1(s) 
= 9( П з ) , η > 1. Then 
0η(0) = n^m,...m for η = 1,2,... . 
0 1
 2η-1 
Many of these definitions can be generalized, leading to the genera­
tion of large classes of sequences. If ore is interested in the asympto­
tic properties of the sequences, description (9) appears to be best suited 
for this purpose. 
In Sections 1-6 we give the most elementary definitions and proper­
ties of substitutions. Sections 7-9 cover some facts from ergodic theory, 
and in Sections 10 and 11 we prove the basic theorems on dynamical systems 
generated by substitutions, extending the results of Gottschalk (1963), 
and Michel (1974). For Sections 1-11 we have taven an unpublished manu­
script (Dekking, Keane and Michel (1977)) consisting of seminar talks as 
our point of departure. 
In the last section we give a survey of, and commentary upon the five 
papers which constitute the second part of the present thesis. 
§1. Symbols, blocks and sequences 
Let S be a finite set with r := Card S > 2. Unless otherwise stated 
we assume that S = {0,l,...,r-l}. By 
* к 
s
 =
U k , o s 
we denote the set of all finite words over S. Here S consists of the empty 
word, denoted E. 
Elements of S are called symbols. Elements of S will be called blocks and 
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denoted by capital letters. The set S is a semigroup under juxtaposition 
(also called concatenation) , which we write as (A,B) >· AB for А,В in S . 
If A = a
n
a ...а с Ξ in a block, then we denote by 
N(A) := к 
the length of A. 
We say that a block В occurs in a block С if there exist blocks R,L 
such that 
С = LBR. 
If N(L) = ] then we say В occurs at place ] in C, if j = 0 (i.e. L = E) 
then С begins with В and if R = E then С ends with B. 
Let x< S , where I = U or Z, be an infinite sequence over S. For 
integers k,k' with к £ к' we set 
x[k,k·] .= x kx k + 1...x k,. 
We say that a block В (of length m) occurs in χ at place j if x[],3+m-l]=B. 
§2. Substitution 
A substitution on S (or on r symbols) is a map θ from S to S . Symbols 
s such that θ(s) ^ E are called propagating. If all symbols are propagating, 
θ is called null-free. 
* * 
Any substitution Θ induces a map, also denoted by 0, from Ξ to S , 
defined by 
θ (A) = А = θ (a,,) θ (a.) ...6(3..) if A = а а ...а с S*. 
О 1 k-1 О 1 k-1 
Null-free substitutions θ induce maps, once more denoted by , from S to 
S , where I = И or Ζ, defined respectively by 
θ(χ) = θχ = θ(χ )θ(χ ) ... if χ с S™, 
θ(ζ) = θζ = . ..9(ζ_1)θ(ζ0)0(ζ1) ... if ζ с S
Z
, 
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where in the latter case by convention the 0 symbol of θ ζ coincides with 
the initial symbol of θ(ζ ). If θ is not null-free, then we still extend 
the definition of θ by these equations, but only to those x,z such that 
xx...., ...ζ ζ ,ζ ζ ... contain infinitely many propagating symbols. Now 
the zeroeth symbol of θζ is the initial symbol of θ(ζ ζ . . . ) . 
If η is a positive integer, we define the substitution θ recursively 
by setting θ = θ and 
.n+1 . ,„n . 
θ s = θ (θ s) SCS. 
§3. Generating infinite sequences 
An element q of S is called a cyclic first symbol if there exists an 
integer m > 1 such that θ q begins with q. From the following lemma we see 
that such symbols always exist for null-free substitutions. 
(3.1) Lemma. Let 0 be a null-free substitution. Then θ s begins with a 
cyclic first symbol for all s f S (where г = Card S). 
Proof : For sc S define s := s, s := initial symbol of θ s, for i=l,...,r. 
Since г = Card S, we have s = s for at least one pair 0£]<k;<r, so 
s ,s .,...,s are cyclic first symbols. С 
A symbol s is called expansive if 
N(0 s) •+• => as η •* ». 
Let q be an expansive cyclic first symbol, and let θ q begin with q. By 
induction, the block θ q begins with the block θ q for each n ä l . 
Thus we may define an infinite sequence w = w" by requiring that 
(3.2)
 М
[0,Ы( Ш\)-1] = e^q m > l . 
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We call w the sequence generated by θ and q. Note that w does not depend 
on m, as long as θ q has q as its initial symbol. 
(3.3) Example. Let r = 2, 60 = 10, Θ1 = 01. Then θ20 = 0110, G21 = 1001. 
Both 0,1 are expansive cyclic first symbols, and w defined by (3.2) is 
the Morse sequence1. 
An element ρ from Ξ is called a cyclic last symbol if there exists an 
integer m S 1 such that ρ ends with p. Let p,q be respectively cyclic 
last and first symbols. Then there exists an m such that θ ρ ends with p, 
and θ q begins with q (take the product of the exponents arising in the 
definitions). If, moreover, ρ and q are expansive, then we may define a 
pq 
two-sided infinite sequence w = w by requiring that 
(3.4) w[-N(e ρ),Ν(θ q)-l] = θ (pq) η > 1. 
pq 
We call w the sequence generated by θ and pq, and we call pq a cyclic 
pair. 
(3.5) Remark. Like w , the sequence w does not depend on the choice of 
m, as long as θ ρ ends with p, and θ q begins with q. Also note that the 
sequence generated by 0 and pq equals the sequence generated by θ and pq 
for any к "* 1. 
(3.6) Example. Let r = 2, 90= 0010, Θ1 = 1. Only 0 is expansive. More­
over 0 is a cyclic first and last symbol. The sequence w has been 
studied by Chacon (1969) and Del Junco (1978). 
§4. Matrix and length of a substitution 
The matrix L(9) = L = (Í. ^ ) ^ „ of a substitution θ is defined by 
st s,t€S •' 
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Í. ^  := Ν ( з) 
st t 
where Ν (В) denotes the number of times t occurs in the block B. Note that 
I := NOs) = Г N Os) = Σ^ ^ £ . 
s ttS t tcS st 
The vector (Л ) is called the length of the substitution Θ. If Í = l for 
s s 
some integer l and all s, we say θ is of constant length SL. If not, then 
θ is said to be of non-constant length. 
We see from θ s = П( з) that 
N O n + 1 s ) = Σ „ N Os)N. O n u ) . t u< S u t 
So LO") = L n O ) := (LO))" =: u'"') . „. 
st s,t'S 
(4.1) Examples, (i) Let θ be as in (3.6) . Then L O ) = (^ !) , Ц б П ) = ( ^ ^ 1 ^ " 1 ' ) , 
and Ν(θη0) = » J O " 4 " 1 - ! ) , Ν(0η1) = 1 f or η > 1. 
(il) Let г = 3, n be defined by 0 * 0122, 1 -»• 122, 2 •+ 2. 
Then N(nn0) = (n+1)2, Nfr,11!) = 2n+l, Ν(ηη0) = 1 for η > 1 . 
(ill) Let r = 3, ζ be defined by 0 + 021, 1 >· 120, 2 ->· E. 
Then Ν(ζη0) = Ν(ςη1) = З.г""1 and Ν(ζη2) = 0 for η > 1. 
§5. Structure of non-negative matrices 
In Section 6 we shall classify the symbols se S, given a substitution 
Θ, analogous to the theory of Markov chains (Feller (1957)) or more 
generally the theory of non-negative matrices. In this section we recall some 
notions of this theory (cf. Seneta (1973)). 
An r χ r matrix L is called non-negative (L S 0) if all its entries 
are non-negative, and strictly positive (L > 0) if all its entries are 
positive. Similar conventions apply to vectors. 
For s,tc S we say that ε leads to t under L, notation s •+ t, if 
14 
(5.1) I > 0 for some 4 > 1. 
st 
Clearly, the relation "•*•" is transitive. 
The symbols s and t are said to comnunicate if 
s -»• t and t ->- s. 
A symbol s is essential if s •+ t for at least one t с S, and 
s •* t implies t •+ s. 
The matrix L is called irreducible if s >• t for all s,tc S, and L is called 
primitive if 
L > 0 for some к ä 1 . 
So L is primitive iff L is irreducible and к in (5.1) can be chosen 
independently of s,tf S. 
On the set of essential symbols "communicate" is an equivalence 
relation, and the restriction of L to an equivalence class of essential 
symbols yields an irreducible matrix. The following proposition gives a 
precise description of the relation between irreducible and primitive 
matrices. The period of a symbol s is defined as 
g.c.d. {k : Л ( к ) > 0}. 
ss 
(5.2) Proposition. (Seneta, L.1.2, Th.1.3,1.4). Let L be an irreducible 
matrix. Then all symbols have the same period d. There exists a partition 
S = S и ... us of S into disjoint sets (called cyclically noving sub­
classes) such that each S , 0 £ ι S d is an essential communicating class 
for the matrix L . Moreover, the restriction of L to S x S is primitive 
1 1 
for 0 < ι < d. 
(5.3) Remark. If L has at least one positive entry in each row, then 
essential symbols exist (Seneta, L.l.l). 
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(5.4) Remark. The following is true. 
(k) (i) s •+ t iff there is а к with 1 <k< r such that J, > 0 (cf. proof of 
st 
(3.1)) . 
к 2 
(il) L is primitive iff L > 0 for к = r -2r+2 (Seneta, Th.2.8). 
§6. Classification of symbols 
Let 0 be a substitution on S. For s,t€ S we say that s leads to t 
given Θ, if s leads to t under L = L O ) . In other words: s leads to t 
(given Θ) if there exists а к S 1 such that t occurs in θ s. 
By S = Ξ (θ) we denote the set of expansive symbols, by L the matrix 
L restricted to S x S . A symbol s с S is called S -essential if for all 
е е e e 
tes 
e 
s -»- t implies t -»• s, 
i.e., if it is essential w.r.t. the relation "-*-" under L , as will follow 
e 
from 6.1. ( m ) below. 
(6.1) Properties, (ι) S ( ) = S (θη) for η > 1. 
e e 
(il) No symbol in S \ S leads to a symbol in S . 
(in) If s e S then there exists t t S such that s ->• t. 
e e 
(iv) If S fi 0, then S -essential symbols exist. 
e e 
Proof: Properties d) and (n) are obvious. To see (in) let se Ξ and let 
6s =: t,t_. . .t, . Then 1 2 к 
N(6nt ) + . .. + N(ent ) = Ν ( θ η s) -»• ш as η ->· «, 
therefore at least one t e S . Now (iv) follows from (in) and Remark 
1 e 
(5.3) 
We call a substitution θ irreducible respectively primitive if L is 
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irreducible respectively primitive, and semi-irreducible respectively 
semi-primitive if S ^ 0 and L is irreducible respectively primitive. 
Note that by (6.1)(11) irreducibility of θ implies Ξ = S , whence θ is 
semi-irreducible. A similar statement is true for pnmitivity. 
(6.2) Example. Let r = 5, and θ be defined by 
Θ0 = 234, Θ1 = 32, Θ2 = 01, Θ3 = 10, Θ4 = E. 
Then S = {0,1,2,3} and θ is semi-irreducible but not semi-primitive. 
(6.3) Proposition. Let vr^ be a sequence generated by a semi-irreducible 
substitution η and suppose that p,q are in the same cyclically moving 
subclass of S . Then vr is generated by a semi-primitive substitution θ 
such that ew94 = τ/*1. 
Proof: Let m be such that η ρ ends in ρ and η q begins with q. Throughout 
the following we use Proposition 5.2 applied to S . If d is the period of 
ρ and q, then d divides m. Hence, not only ρ and q are in the same 
cyclically moving subclass S of S , but also all other expansive symbols 
occurring in w . So the restriction θ of η to S и S \ S is well-defined 
(cf. also (6.1) di)), and still generates vr^. 
Furthermore η |s and hence η |s , is primitive. Since by (6.1)(i) 
S (θ) = S , this means that θ is semi-primitive. Finally, the property 
6w = w ^ follows from the choice of m. С 
§7. The Shift 
Let Ω = S . We define a metric d on Ω by d(x,y) = (1 + inf{|k| : χ j¿y }) 
if χ^ у and d(x,x) = 0. The topology induced by d coincides with the 
product topology on Ω, where S is given ,the discrete topology. 
17 
The map Τ : Ω •* Ω g i v e n by 
( T x ) k = xk
+
i k £ Z 
for χ t Ω is called the shift. Clearly, Τ is a homeomorphism of Ω. The pair 
(Ω,Τ) is called the shift dynamical system, or the full shift (on r = Card S 
symbols). 
If В = b„b,...b , is a block then we define 0 1 m-1 
[ВІ := {xс Ω : x.x....χ , = В}. 
ϋ 1 m-l 
к * 
The sets Τ [в], Bf S , k£ Ζ are called cylinders (or simple cylinders) . 
They form an open and closed base for the topology on Ω. 
§8. Minimality 
A subset X of Ω is a closed invariant set if X = TX = X. A closed 
invariant set is said to be minimal if it is non-empty and if it contains 
no proper closed invariant subset. It follows, using Zorn's Lemma, that a 
non-empty closed invariant set contains at least one minimal set. 
For xe Ω let Orb(x) = {τ χ : к с Ζ} denote the orbit of x, Orb(x) the 
orbit closure of x. Simple examples of closed invariant sets are orbit 
closures, and a trivial example of a minimal set is X = {x}, where 
χ = ...sss... for some symbol s. The following well known result is true 
in a much more general situation, and can easily be proved. 
(8.1) Theorem. A non-empty subset X of Ω is minimal iff X = Orb(x) for 
all xe X. 
A point χ £ Ω is almost periodic if for any neighborhood U of x, the 
set {k e Ζ : Τ χ e и} =: V(x,U) is relatively dense, i.e., there exists an 
m S 1 such that V(x,U) +m = Z. 
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(8.2) Theorem. (Gottschalk (1946)). Let χ f Ω. Then Orb(x) is mininal iff 
χ is almost periodic. 
Since the cylinders form a base for the topology, we have 
(Θ.3) Corollary. Let χ € Ω. Then Orb(χ) is minimal iff each block В which 
occurs in χ occurs with bounded gap (i.e. {k <_ Ζ : В occurs at place к in 
x} is relatively dense). 
(8.4) Example. Let χ = ...0001000... . Then Orb(x) = Orb(x) и {...000...}, 
so Orb(x) is not minimal. 
§9. Unique ergodicity 
Let X be a non-empty closed invariant subset of Γι, and let μ be a 
probability measure on X, i.e., a probability measure on the Borei field 
of X. The measure у is called invariant if μ(Β) = μ(Τ В) for all Borei 
sets В. It is well known (see e.g. Walters (1975, Th.5.14)) that X admits 
at least one invariant probability measure. If there is only one, then X 
is called uniquely ergodic. 
(9.1) Theorem. (Oxtoby (1952)). Let X be a non-empty closed invariant sub­
set of Ω. Equivalent are 
(ι) X is uniquely ergodic 
(ii) For all f с С(X) (the space of continuous functions on X) 
— Σ f(Τ χ) converges pointwise on X to a constant. 
A point χ e Ω is strictly transitive if for each f с С(Ω) 
(*) lim - Σ f (Τ Jx) 
m 1=0 
nr*» 
exists uniformly in к e 2. 
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(9.2) Theorem. (Oxtoby (1952)). Let xe fi. Then Orb(x) is uniquely ergodic 
iff χ is strictly transitive. 
For χ to be strictly transitive it is clearly sufficient to require 
(*) only for a set of continuous functions for which the linear hull of 
all translates by Τ , η с Ζ, is dense in С(fi) . In the case of the shift on 
S , such a set is {ΐ
Γ
_-ι Be S }, where 1 denotes the indicator function 
L В J A 
of a set A. Thus we have 
(9.3) Corollary. Let χ e Ω. Then Orb(x) is uniquely ergodic iff each block 
В occurs in χ with a uniform frequency (i.e. — N (x[k+lД+т]) has a limit 
m В 
as m •+ °° uniformly in к с Ζ) . 
Before proceeding we discuss briefly the connection between unique 
ergodicity and minimality. The first property need not imply the second 
(cf. Example 8.4) nor vice versa (see e.g. Oxtoby (1952, p.134) or Keane 
(1968, Ex.7.4)). However, a non-empty uniquely ergodic closed invariant 
set X contains a unique minimal set, and is itself minimal iff the unique 
probability measure is positive on open sets (Oxtoby (1952), cf. Walters 
(1975, Th.5.6)). 
§ 10. Minimal orbit closures generated by substitutions 
Let θ be a substitution on S, and p,qe S. We call pq a recurrent pair 
for θ if 
(i) pq is a cyclic pair, 
(n) ρ and q are expansive and Ξ -essential, 
(in) there exists а к > 1 such that the block pq occurs in θ q. 
Note that ρ and q communicate. 
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(10.1) Remark. It is not hard to see, that for any n > 1, if pq is a recur­
rent pair for θ , then pq is a recurrent pair for θ. 
(10.2) Remark. If d) and (n) hold for pq, then (in) holds iff there 
3 к 
exists а к with 1 S к < r such that pq occurs in θ q. 
Proof: Let m be such that θ q begins with q. Then 1<m< r (cf. proof of 
(3. 1)). Let Ρ := {st : st occurs in θ q}. Then Ρ, с ρ с ... and Р„ = Р„ . ] 1 2 I ¿+1 
2 implies Ρ = Р for all ι г A. Since there are at most r pairs st, there 
2 к 2 3 
is such an I with Я á r . So if pq occurs in some θ q, then к ί mr £ r . D 
The next theorem generalizes a result of Gottschalk (1963). 
(10.3) Theorem. Let θ be a substitution, and let pq be a cyclic pair of 
pq 
expansive symbols. Then Orb(w ) is minimal iff pq is a recurrent pair 
for Θ. 
Proof: Choose m such that θ ρ ends with ρ, θ q begins with q. Suppose first 
that Orb(w^ ) is minimal. By (8.3) any block В occurring in w ^ occurs 
pq 
with bounded gap, thus in any sufficiently large block occurring in w . 
Now if s occurs in vr , then so does the block θ s for all η > 1 by the 
definition of \r . Then В occurs in θ s for η large enough if s is expansive. 
In particular, taking s = q and В = pq = vr [-1,0], we see that ( m ) holds. 
Furthermore taking for В any expansive symbol occurring in w ^ we see that 
all such symbols communicate. This implies that ρ and q are S -essential, 
i.e. , (n) holds. 
In order to prove the converse, suppose pq is a recurrent pair. By 
restricting θ to the S -essential communicating class of ρ and q united 
with S\S (by (6.1) (n) this restriction is well-defined) we may assume 
θ semi-irreducible. (Note that w is not changed). Because of (in) we may 
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apply (6.3) and assume that θ is semi-primitive and that θ w = \r for 
all n > 1. That is, for any n ä l , *r is made up of a sequence of blocks of 
tne form Э s. Choosing η such that q occurs in θ s for any s- S (this is 
pq 
possible by semi-primitivity) we see that q occurs in w with bounded gap. 
Then 0 q occurs with bounded gap, and from (ill) we see that pq occurs with 
bounded gap in w . Finally any block В occurring in w^ , occurs in θ (pq) 
oq 
for some η S 1, and hence В also occurs in w with bounded gap. Thus by 
(8.3) Örb(wP4) is mininal. Ü 
(10.4) Theorem. If X is any minimal orbit closure of a sequence generated 
by a substitution, then there exists a semi-primitive substitution θ on a 
set S, and a recurrent pair pq for θ such that \г = w^ and X = Orb(w^ ). 
— pg 
Moreover, if pq is any other recurrent pair for θ then Orb(w ) = X. 
Proof : The first statement is obvious from Theorem (10.3) and the second 
part of the proof of this theorem. To prove the last statement, let θ be 
semi-primitive, pq and pq recurrent pairs for Θ. Since q leads to q, q 
occurs in w^ , and by (in) pq occurs in w . But then θ (pq) occurs in w^ 
for all η S 1, which implies that w^ is an element of Orb(w ). Then 
Orb(w ) is a subset of Orb(w^ ), and by minimality these sets are equal. [] 
Note that by (6.1)(iv) and (3.1) any null-free substitution with 
S ^ ¿ι admits a cyclic pair of S -essential symbols. The next theorem shows 
that any substitution with S = Ξ admits recurrent pairs. 
(10.5) Theorem. Let θ be a substitution such that all symbols are expansive. 
If ρ is an essential cyclic last symbol, then there exists a q in S such 
that pq is a recurrent pair. Similarly if q is an essential cyclic first 
symbol, then there exist a ρ in S such that pq is a recurrent pair. 
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Proof: As before we may assume that θ is primitive and θρ ends in p, by 
restricting θ to the essential symbols that communicate with p. (Note that 
we also use (10.1)). 
Let t be any symbol. There exists а к S 1 such that for some se S the block 
к Ä 
ps occurs in θ t. This follows since for some Я we will have Ν(θ t) ä 2, 
I 
and the first symbol of 9 t leads to p, as 9 is primitive. It then follows 
r+k from (3.1) that θ t contains a block pq, where q is a cyclic first symbol. 
If m is such that t occurs in θ q, then pq occurs in 0 q. This verifies 
(in) for pq, and pq is a recurrent pair. The second assertion is proved 
similarly. С 
(10.6) Example. Let r = 2, θ defined by 0 -*- 001, 1 •+ 1. Then 0 is an 
expansive cyclic first symbol, and the one-sided sequence w is almost 
periodic. However, no expansive cyclic last symbols for θ exist. 
pq 
In the sequel we call any minimal orbit closure X = Orb(w ) of a 
sequence generated by a substitution and a cyclic pair pq a substitution 
minimal set, and the pair (X,T) a substitution minimal flow. 
511. Unique ergodicity of substitution minimal flows 
Let X = Orb (vr^) be a substitution minimal set. By (10.4) we may 
pq 
assume that 9 is semi-primitive and that 9w = w, where we put w := w . 
Our goal is to prove that X is uniquely ergodic, thus generalizing a 
result of Michel (1974). The basis of our proof is the following lemma. 
(11.1) Lemma. Let L be a primitive rχ r matrix. Then 
(a) L has a positive, simple eigenvalue λ which is larger than the absolute 
value of all other eigenvalues of L, and with λ a strictly positive right 
eigenvector u can be associated. 
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(b) If (h ) is a sequence of non-negative vectors such that 
(11.1.1) Ah <Lh +λ .g for η = 1,2,... 
and some vector g, then this sequence has a limit, and for some constant 
b> 0 
lim h = b.u . 
n-«o 
(c) If (h ) is a bounded sequence of non-negative vectors such that 
(11.1.2) X h ( n + 1 ) > Lh ( n ) for η = 1,2,... 
then this sequence has a limit, and for some constant с > 0 
lim h = c u . 
If at least one h is positive, then c> 0. 
Proof (a). Is part of the Perron-Frobemus Theorem (Seneta (1975, Th.l.D) 
(c). Follows from (b): If u is the strictly positive eigenvector given by 
(a), then there is an M such that h < M u for η = 1,2,... . Applying 
(b) to the sequence (M u - h ) (with g the null-vector) gives h -* c u 
with с := M-b 5 0. If at least one h is positive, say h , then h 
is strictly positive, if k is such that L > 0. Then for some a > 0 we have 
h(m+k) 2 a < u ^ B u t t h e n f r o m ( 1 1 Л _ 2 ) h > a.u for all η > m+k, so 
с > a > 0. 
(b). With L there is also associated a strictly positive left eigenvector 
v' such that v'u = 1 . By a well-known theorem (Seneta (Th.1.2)) we have 
(L / λ) ->· uv' as η -»· ». 
Iterating (11.1.1) we obtain (assuming, as we may, g < Mu for some M > 0 ) 
h < (L / λ) h + — — - . M.u for η > m, 
and m = 1,2,... . Since L is integral and primitive, and since r > 1, we 
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have λ > 1 (Seneta (C.I to Th.1.1)). Therefore 
. . -m 
limsup h £ "v'h " + J-[ M- u f or m = 1 , 2 , . . . 
n-K» 
Let b := limmf v'h . Then limsup h < b.u . 
m-x» n-x» 
We claim tnat lim h = b.u . 
n-x» 
Suppose not. Then there exists a ò > 0 such, that for some 0< ] < r, and 
some sequence (n ) 
(nk) 
h •+ b u - 5 ask->-œ. 
3 1 
But then 
(r,k) r-1 V limsup v'h < Σ „ ν limsup h < bv'u - δν = b - δν , 
ι=0 ι , ι η τ 
к-»» к-*» 
which contradicts the definition of b. Hence lim h =b.u with bâO. D 
For A,В f S we denote by N (B) the number of times A occurs in B. If 
В is non-empty we call N (B) /N(B) the relative frequency of A in B. 
(11.2) Theorem. Let θ be a semi-primitive substitution. For each expansive 
symbol s and each block В the relative frequencies Ν (θ s) /Ν(θ s) tend to 
В 
a limit φ (В) as n •* ·*> which does not depend on s. 
Proof: Let L be the restriction of L(6) to Ξ x Ξ . Then L is primitive. 
•— e e e e 
We fix a strictly positive vector u such that L u = Xu, where λ is the 
maximal eigenvalue of L . 
For all s £ S and n > 1 
e 
г с. л ^ N(ent) < ς
 0 Ν (es)N(e
nt) = N(en+1s) < ζ^
 c
 i N(ent)+g , 
tcS st tcS t teS st s 
e e 
where g := max {Σ^ „. „ Я Ν(θ\) : n> 1}. 
S t£S\S st 
e 
The sequence (Ν(θ ·)λ ) therefore satisfies (11.1.1) and (11.1.2). Then 
(11.1)(b) yields 
(11 .3) 1 ι ι η Ν ( θ Ξ ) λ = c u s e S , some с > 0 . 
s e 
n-w° 
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Applying (11.1) (с) to the same sequence gives c> 0. 
Now let В с S . If В does not occur m w, then the assertion of the 
theorem is true with ф(В) := 0. Suppose В occurs in w. Since Ν (Θ s) <N(6 s) , 
В 
the sequence (Ν (θ ·)λ ) is bounded, because of (11.3). Furthermore 
В 
Ν
η
(θ η + 13) > Σ^ Ν (ΘΞ)Ν (8nt) > Τ Ν. (ΘΞ)Ν (ent), 
Β tt i> t Β eco t В 
e 
so by (11.1) (с) 
lim Ν (0 s) λ = c u ε « S , soné с > 0. 
В В s e В 
η н» 
From t h i s and (11 .3) one o b t a i n s 
l i m М Г П 5) / N ( Q n s ) = c c " 1 = : φ (в) 
D О 
independent of s ε Ξ . С 
(11.4) Theorem. Substitution minimal flows are uniquely ergodic. 
Proof: Fix Be Ξ . By (9.3) it suffices to show that В occurs in w with 
uniform frequency. The essential property of w = w^ which will make the 
proof work is that (as noted at the beginning of this section) θ may be 
assumed to be semi-primitive and such that for all nil θ w = w. 
We pick any S -essential symbol, say q. Since q occurs m w with 
bounded gap, tnere exists a 6 > 0 such that for any block V occurring in 
w and containing at least one symbol q 
(11.5) N (V) > fiN(V) . 
q 
We further define the constant К by 
(11.6) К := max {М( Пз) : s e S \ S , n=l,2,...}. 
Let ε > 0 be arbitrary. By the definition of S and (11.2) we can 
find an η (which will be fixed in the remainder of the proof), such that 
(11.7) 1 /N(9ns) < efi se S , 
e 
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(11.8) !ы
о
( Пз) /Ν(θη8) - φ(Β) I < ε s t S . 
a e 
Let M := max {Ν(θ S) : st S}. Let m > 2 be such that any block V occurring 
in w of length at least m contains the symbol q. Let 
(11.9) m
n
 := (m + 2)M. 
Ü q 
Let к r Ζ be arbitrary, and let ra>m
n
. From θ w = w we deduce the 
existence of ^,π!' and blocks C,D such that 
W := w[k+l,k+m] = С П(wCk'+l,k,+m,1)D =: С П( )0, 
where N(C),N(D) < M and q occurs in V by our choice of т.. Note that 
m = N(W) = Σ „ Ν(θηΞ)Ν (V) + N (С) + N(D) . 
sc S s 
Therefore 
¡N„(W) -тф(В) I < 
ΐΝ^ίνΟ-φΙΒΙΣ ^ N(Ons)N (V) I + Г. _.„ N(Ons)N (V) + N (C) + N (D) < 1
 В s< S s ' s S\S s 
e e 
I N (W)-φ (Β) Σ N ( O n s ) N (V) I + K N ( V ) + 2 M < 
В Sfc S Ξ ' 
e 
¡Ν ÍW)-r Ν (θηΞ)Ν (V) | + Σ |Ν (θηΞ)-φ(Β)Ν(θη3) |Ν (V) + 
Β SCb Β Ξ Sf іэ Β Ξ 
e e 
+ KN(V) + 2Μ < (by (11.8)) 
|N „ W - E „ Ν (θηΞ)Ν (V) I + εΣ „ Ν(θηΞ)Ν (V) + KN(V) + 2Μ < 1
 В srS В s ' stS s 
e e 
(N(V)-l) (N(B)-1)+N(CD) + Σ „, „N„(ens)N (V) + εΝ (W) + KN (V) + 2M. 
srS\S В s 
e 
Here the term (N(V)-l) (N(B)-l) accounts for possible occurrences of В 
"across" two consecutive blocks θ s in W, the term N(CD) for occurrences 
of В in, or partially in, С or D and the third term for occurrences of В 
in the blocks θ s with non-expansive s. 
Continuing the estimation, replacing Ν (Θ s) by Ν(θ s), we find 
В 
(11.10) |н
в
(Н)-тф(В) J < (N(B) + 2K)N(V) + eN(W) + 4M. 
We now estimate N(V). We have by the choice of т., (11.5) and (11.7) 
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N(V) < & Ν (V) < e min{N(6ns) : s e S }N (V) q e q 
< ε min{N(ens) : S€S } Σ N (V) < ε N(W). 
e ses s 
e 
With (11.10) this yields 
|м
в
(И)-тф(В) I < ε(Ν(Β)+2Κ+1)Ν(ίί) + 4M. 
Hence 
ι N ЫГк+1,к+т]) 
φ(Β) I < ε(Ν(Β)+2Κ+1) + — 
m Ι m 
for all integers k, and m>m (where m^ does not depend on k), and thus 
N (w[k+l,k+m]) 
lim = φ (В) uniformly in к. [, 
(11.11) Remark. Let μ be the unique invariant probability measure on the 
substitution minimal flow (X,T) . By (9.1) — Σ, „ l
r
 -, (T x) converges 
η k=0 LBJ 
pointwise on X to a constant. By (11.2) this constant must be φ(Β), the 
relative frequency of В in W. Integrating over X we obtain by dominated 
convergence that 
μ([Β]) = φ(Β) 
* 
for all blocks В e S . 
§ 12. On five papers 
The following papers are collected in this thesis. 
[A] On repetitions of blocks in binary sequences. J. Combinatorial Theory 
Ser. A 20 (1976), 292-299. 
[B] Strongly non-repetitive sequences and progression-free sets. J. Combi­
natorial Theory Ser. A 27^  (1979), 181-185. 
[c] The spectrum of dynamical systems arising from substitutions of con­
stant length. Z. Wahrscheinlichkeitstheorie und verw. Gebiete 41 (1978), 
221-239. 
[D] Mixing properties of substitutions, (with M. Keane). Ζ. Wahrscheinlich­
keitstheorie und verw. Gebiete 42 (1978), 23-33. 
[E] Some examples of sequence entropy as an isomorphism invariant. Trans. 
Amer. Math. Soc. (1980). 
We refer the reader to the preceding sections and the papers them­
selves for an introduction to the subjects treated. We only give some 
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complements for the papers [D] and [ E ] , whose introductions are relatively 
short. We will further make a few general remarks and corrections, and 
indicate some new developments. 
The papers [A] and [в] constitute the combinatorial part of the col­
lected papers. Both deal with the construction of infinite sequences with 
strong apenodicity properties. They are of an elementary nature, self-
contained and give answers to problems posed in the literature. 
Let us call an infinite sequence on two symbols irreducible if it contains 
no identical overlapping blocks, i.e., if it contains no block of the form 
BBb, where b is the initial symbol of B. In the formulation of Theorem 4 
in [Ä] it is tacitly assumed that all blocks which occur m a one-sided 
irreducible infinite sequence, occur in some two-sided irreducible infinite 
sequence. Rather surprisingly, this is not true. The thesis of Fife (1976) 
is devoted to this phenomenon, and also contains the simple supplement 
needed for the proof of Theorem 3 in [A] (which is a corollary to Theorem 
4). Theorems 1 and 2 in [A] where independently proved (in a somewhat 
different manner) by Jon Doyle of M.I.T. (unpublished). See Prodinger and 
Urbanek (1979) for other results on the type of problems considered in [A]. 
The last three papers [C],[D] and [ E ] treat further properties of the 
substitution minimal flows introduced in Section 10. 
Paper [c] is mainly concerned with substitutions of constant length, 
and can be considered to be a direct continuation of Sections 10 and 11. 
The tower construction (Th.V.l) has been generalized in the thesis of 
Packer (1978). There it is shown (Th.7.2) that any primitive substitution 
whose matrix has an integral maximal eigenvalue, can be represented as a 
tower over a flow generated by a substitution of constant length (cf. also 
the discussion on [D, p.26]). The remark at the end of section III of [c] 
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can be extended as follows- A system (Χ(θ),Τ,μ) generated by a substitution 
of constant length has discrete spectrum iff it is almost automorphic (i.e., 
there exists a point in the structure system of (Χ(Θ),Τ) whose fjll original 
consists of one point). For a proof cf. Martin (1971, 6.11). There seems to 
be a misunderstanding on this matter (caused by an incorrect application of 
Lemma 17 in [c]) in Chapter III of Packer (1978). 
Paper Го] - written with M. Keane - is concerned with mixing properties 
of substitution minimal flows and systems. Mixing is an asymptotic indepen­
dence property. Let (Χ,Τ,μ) be a dynamical system. The weakest such property 
is ergodicity which is equivalent to 
— Σ, - μ (Τ Α η В) >· μ (Α) μ (В) as η •* » 
η k=0 
for all Borei sets A and В (Walters (1975, C.1.5)). The map Τ or the system 
(Χ,Τ,μ) is called (measure theoretically) weakly mixing respectively strongly 
mixing, if for all Borei sets A and В 
- Σ " " ] . ^(т"кАП В) - μ (А) ¿(В) | -> 0 as η - », 
η к=0 
respectively 
-к 
μ (Τ ЛПВ) -»- μ(Α)μ(3) as η > ">. 
Theorem 1 of [D] is proved by the following spectral characterization of 
weak mixing (cf. Walters (1975, Th.l.IDh Τ is weakly mixing iff Τ has 
continuous spectrum, i.e., the only eigenvalue of the unitary operator 
2 
induced by Τ on L (μ) is 1, with multiplicity one. 
In Section 2 of [D] topological counterparts of mixing are considered. Let 
Τ be a homeomorphism of a compact topological space X. If for some χ с Χ 
the orbit of χ is dense in X, then Τ is called topologically transitive (or 
topologically ergodic). This property is equivalent to (cf. Walters (1975, 
Th.5.4)) 
Τ U O V ^ 0 for some η = n(U,V) é Ζ 
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for all non-enpty craen sets U and V. The analogy with ergodicity will be­
come apparent if we mention here that erqodicity is equivalent to (cf. 
Walters (1975, Th.1.3)) 
μ (Τ АО В) > 0 for some η = η (А,В) > О 
for all Borei sets А,В such that μ(Α)μ(Β) > 0. 
The honeomorphism Τ is called topologically strongly mixing if for all 
non-empty open sets U,V 
T _ nU η V ji 0 for all η > η = η (U,V) e Ζ. 
Clearly, if Τ is topologically transitive, then Τ is topologically strongly 
mixing iff for all non-empty open sets U 
( + ) T _ nU η U ¿ 0 for all n > n = n o t u ' L z· 
This is the first observation needed to justify the beginning of the proof 
of Theorem 3 in [ D ] . The second is that it suffices, in the case of the 
shift, to require (+) for the set of cylinders, and the third is that any 
CO block occurring in the sequence w generated by the substitution η occurs 
in some η (00), and hence in η (1) = n (11100). 
The homeomorphism Τ is called topologically strongly mixing of order three 
if for all non-empty open sets U,V,W 
T~ П + Ш U n T _ nV n W ^ 0 for all n,m > n = n (U,V,W) с Ζ. 
Theorem 9 of [D] shows that this is indeed a stronger notion than topolo­
gical strong mixing (the corresponding question for measure theoretical 
strong mixing is as yet undecided). 
We mention that the proof of Theorem 2 in Го] also works (modulo trivial 
modifications) for systems generated by semi-primitive substitutions. This 
is interesting as we can now give a very simple example of a substitution 
minimal flow that is topologically strongly mixing but not measure theo­
retically. In contrast, the proof of the topological strong mixing of the 
flow considered in [D] I S rather complicated. 
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For the example, consider the flow generated by the substitution θ on 
{a,b,c} defined by 
a -»• abac, b •+ ab, с •+ с, 
and the recurrent pair ba. 
As in the proof of Theorem 3 in [D] we have to show that for every fixed η 
and for all sufficiently large t a block of the form 
П(а)С П(а) 
with length t is admissible, i.e., occars in some β a. To see this, note 
к к 
that for all k i l the block θ a ends with ас := асе...с (к times). Further-
k—1 k—1 k—1 к η к 
more, аса, hence θ (аса) = θ (а)с (a), hence ас a, hence θ (ас a) = 
=θ (a)c θ (a) is admissible for all k,n> 1, and these are the required blocks. 
A slightly more complicated substitution yiels an example of a flow which is 
topologically strongly mixing, but not topologically strongly mixing of 
order 3 (neither measure theoretically strongly mixing by the generalization 
of [D, Th.2]). 
Let η be defined by 
a •+ aabbaac, b •+ aacaabb, с -» с. 
Then the flow (Χ(η),Τ) generated by η and the recurrent pair ba is topolo­
gically strongly mixing by an argument identical to the preceding one for θ. 
To see that Τ is not topologically strongly mixing of order 3 on Χ(η), note 
that Ν(η a) = Ν(η b) =: i for all ni 1, and that the symbols a and b 
n 
ba 
always occur in pairs aa and bb in the sequence w , which implies that 
-I -21 
[Ь]пт П[а]пт П[Ь] = 0 for all nal (cf. proof of Theorem 9 in [D ] ) . 
Paper [E] is concerned with another measure of independence: entropy. 
For an introduction to this concept we refer to Billingsley (1965) and 
Walters (1975). It is easily shown that a dynamical system generated by a 
substitution has zero entropy (cf. Keane (1968), Klein (1972) and Michel 
32 
(1975)). The notion of sequence entropy h (Τ) of a transformation T, can be 
considered to be a refinement of entropy, which gives a furtner indication 
of independence in systems with zero entropy (see Pickel' (1969), Saleski 
(1977) and (1979) for the relation between mixing properties and sequence 
entropy). However, calculating h (T) for such systems is m genera] very 
difficult (among other tnings because of the lack of a Kolmogorov Sinai 
Theorem). Since its introduction by Kusnirenko in 1967 no real progress 
has been made. Paper [E] contributes to this theory by calculating h (t) 
for a special class of sequences A and the shift Τ on systems generated by 
substitutions of constant length on two symbols. 
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The following is proved (1) There exists an infinite binary sequence having 
no triple repetitions, and having no repetitions of length 4 or greater (2) Binary 
sequences having no triple repetitions and having no repetitions of length 3 or 
greater are finite. (3) Infinite binary sequences that have no identical over 
lapping blocks, have arbitrarily long identical adjacent blocks 
1. INTRODUCTION 
Let S be a finite set, the set of symbols, and let X be the set of all infinite 
sequences χ — x1X2 •·· with x t e 5 . If 5 = {0, 1} we speak of finite 
binary sequences. A block В over S of length η (notation: \ B\ - и), is 
a finite sequence В -- b1b2 ··· bn with b, e 5. AU blocks are assumed to be 
nonempty, unless stated otherwise. A block В of length η occurs (is 
contained) in a sequence χ at place к if xkxk^i ··• Хк-чі-і ~ B- If, more 
particularly, к -- 1 we say λ' starts with B. The same terminology applies 
to blocks occurring in blocks. Let block A with length m occur at place j , 
and block В at place к > j . If A — j + m, A and В are called adjacent. 
If к < j 4 m, we say that A and В overlap. 
The following three nonperiodicity properties of infinite (or finite) 
sequences χ over S have been investigated in several papers. 
(2) No adjacent identical blocks occur in x. 
(2—) Identical blocks do not overlap in x. 
(3) No three adjacent identical blocks occur in x. 
Occasionally (2) will be rephrased as: repetitions do not occur in д·, or 
χ is free from repetitions, and (3) will be reformulated similarly. Note that 
each property implies the next. The first examples of infinite sequences 
on three symbols having property (2) (non.-epetitive sequences), and 
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infinite binary sequences having property (3) and even (2-f), have been 
given by Thue [5, 6]. 
As is easy to see, any binary sequence of length at least 4 cannot have 
property (2), since repetitions unavoidably appear. Let us call an infinite 
sequence progressively repetitive, if it contains arbitrarily long repetitions 
(that is arbitrarily long adjacent identical blocks). In [1] it is proved that 
not all infinite binary sequences are progressively repetitive, and it is 
conjectured that for infinite binary sequences property (3) implies 
progressive repetitiveness. In Section 2 this conjecture is shown to be false 
by means of a counterexample. In Section 3 we show that for infinite 
binary sequences (the stronger) property (2+) implies progressive 
repetitiveness. 
2. INFINITE BINARY SEQUENCES THAT ARE FREE FROM TRIPLE REPETITIONS 
NEED NOT BE PROGRESSIVELY REPETITIVE 
An important tool in studying sequences with the properties listed in the 
the introduction is substitution. Let S and 5' be two sets of symbols. 
A substitution θ is a mapping from S into the collection of all blocks 
over S'. We apply θ to the collection of all blocks (and sequences) over 5, 
by setting Θ(Β) : = ф^ (Ь2) ••• {Ъп) for В = Ъф2 •••Ьпа block over S, 
and θ(χ) : = 0(xj) (х2) ··· for χ = J C ^ •••a sequence over 5. The mirror 
image of a block or sequence over {0, 1} is the image of this block or 
sequence under application of the substitution θ defined by 0(0) — 1 and 
0(1) = 0. 
THEOREM 1. There exists an infinite binary sequence free from triple 
repetitions and free from repetitions of length 4 or greater. 
Proof. Take any infinite nonrepetitive sequence q on three symbols 
a, b, and c. Apply the following substitution θ to q. 
0(a) := 00110101100101 
(Ь) := 001101100101101001 (1) 
0(c) := 001101101001011001. 
This gives a binary sequence χ =-- x1X2 ··· with the properties stated in the 
theorem, as will be shown below in Steps 1 through 7. 
Any of the three blocks W
a
 : - 0(a), Wb : - (Ь), and We : = 0(c), 
of lengths 14, 18, and 18, respectively, will be called a word. The following 
two properties are essential to the proof. Easily checked in (1) is 
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PROPERTY 1. If W — HT is a decomposition of a word into two 
blocks, then at least one of the blocks H and Τ determines W, i.e., all 
other words do not start with Η or all other words do not end with T. 
Note that each of the three words starts with 0011 and that this block 
does not occur at any other place in the sequence x. As a consequence 
of this and of Property 1 we have 
PROPERTY 2. If a block В in л: contains at least one block ООП, then 
there is a unique decomposition В — TW1 \ г··· WnH where ]V1, 
W2,..., lV
n
 are words, Η and Τ are no words, and some but not all of the 
blocks T, \ у\
 2 ··· Wn , Η may be empty. 
Step 1. Repetitions BB do not occur in x, if В consists entirely of 
words. 
Proof of Step 1. Let В = Wj, ··• W
n
 with words Ж,·, and set 
Wi ==: 0(0,), a, e {a, b, c}. If BB = W-, ••• W
n
W1 - Wn occurs in x, it 
follows from the construction of χ and Property 2 that a1··· α^ ••• an 
occurs in q. This contradicts the nonrepetitiveness of q. 
Step 2. Repetitions BB do not occur in x, if ! В ', > 8 and BB = 
YB'XYB'X, where X and Y are nonempty blocks such that XY = ООП. 
Proof of Step 2. In order to ease verification of some assertions, we 
shall sometimes write 1 for 11 and 0 for 00. Note that χ and the three 
words are uniquely determined over the new set of symbols. For the 
three words we obtain 
W
a
 = 0 1 0 1 0 1 0 1 0 1 
И^ = 0 1 0 1 0 1 0 1 0 1 0 1 (2) 
І
 С
 = 0 1 0 1 0 1 0 1 0 1 0 1. 
There are three possible choices for the blocks X and У. 
Case 1. X = 0, Y = 011. Suppose BB = ОПЯ'ООПЯ'О occurs in x. 
Since 0ВВ ·= ООПД'ООПД'О does not occur in χ (by Step 1), IBB = 
1011 -S'OOl \ΒΌ occurs in x. In the bold face code 0 1 B'Q 1 B' occurs in x. 
But then (check by means of (2) that 0 1 is always followed by 0) 
0 1 0 B" 0 1 0 B" occurs in x, where B' = : 05". Now 0 1 0 (see (2)) is 
always followed by 1 0. Hence, 
0 1 0 1 0 B'Q 1 0 1 0 B'" 
occurs in x, with B" = : 1 0 B'". This is in contradiction with the fact that 
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(see (2)) 0 1 0 10 does not occur in x. (Note that this line of argument is 
valid as long as | B' \ ^ 4 <> ] В | > 8). 
Case 2. X = 00, Y = 11. Suppose BB -= 115Ό0115Ό0 occurs in л:. 
Now 11 is always preceded by 0, so Ollß'OOllÄO occurs in x, which 
repetition was already considered in Case 1. 
Case 3. X = 001, Y ^ 1. Suppose BB = 15'0011Д'001 occurs in x. 
As in Case 1 (with aid of Property 1) we infer that ВВ0 = 1 Ä'OOl IB'OOiO 
occurs in x, so BO 1 B' 0 1 does. Since 0 1 is always preceded by 1 in л: 
(see (2)), this means B" 1 0 1 B" 1 0 1 occurs in x, with 5 ' = : ΰ Ί . Since 
1 0 1 is always preceded by 1 0 (see (2)), it follows that 
B'l 0 1 0 1 B"'l 0 1 0 1 
occurs in x, with B" -- : £"' 1 0. This is impossible since 10 10 1 does not 
occur in jc, as is easily checked in (2). 
Step 3. Repetitions BB do not occur in x, if В contains the block 0011. 
Proof of Step 3. With the decomposition of Property 2 we have 
BB - ГИ^ ··· WnHTW! ··· W
n
H. 
Step 1 excludes that HT is empty, so Я Г is a word or two adjacent words. 
By Step 2 we may reject the latter, i.e., HT = : W
a
 is a word. By Step 1 
we may assume that neither H nor Τ is empty. Then, by Property 1, χ 
contains at least one of the blocks 
W^W, - W^.W, - W
n
 , W, ··• W
n
W()W1 - » ^ o 
which contradicts Step 1. 
Step 4. Repetitions BB do not occur in x, if | В \ > 11. 
Proof of Step 4. If | В \ ^ 11, and BB occurs in x, then ООП must 
occur in BB. (Note that 2 x 1 1 = maximal word length -!- ¡ 0011 |). 
By Step 3, 0011 cannot occur inside B, and the other possibility is excluded 
by Step 2. 
Step 5. Repetitions BB do not occur in x, if 8 < | В \ < 10. 
Proof of Step 5. By Steps 2 and 3 we may assume that the block ООП 
does not occur in BB. This results in a very limited choice of places for BB 
to occur in x. If, for example, | В \ = 10, it would follow that 0ÄB = 
^¡,001 or 0BB = И^ООІ, but this is clearly impossible (check in (1)). The 
impossibility of the cases | В \ — 9 and | В \ = 8 can be verified by means 
of (1) without much effort. 
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Step 6. Repetitions BB do not occur m χ, if 4 < , В \ < 7. 
Proof of Step 6. Since | BB \ < 14, the repetition BB has to occur in 
W
a
Wb, WaWc, WbWa , WbWc, WcWa or WcWb. That this is impossible 
is just a matter of mechanical verification. 
Step 7. Triple repetitions do not occur in x. 
Proof of Step 7. By the preceding steps this is trivially true if the length 
of a triply repeating block is 4 or greater. It is left to the reader to check 
that 000, 111, 010101, 101010 and triple repetitions of length 3 do not occur 
in x. | 
Remark. The essential parts of the proof of Theorem 1 are Steps 1 
and 3. That the proof is rather extensive is caused by the length of the 
three words, and the length of the block 0011. It does not seem possible 
to reduce these lengths, if one requires existence of Property 1 and 2. 
In [1] an infinite binary sequence is constructed, which is free from 
repetitions of length 3 or greater. The authors note that quintuply repeated 
adjacent blocks (namely, the block 1) occur in this sequence. They wonder 
whether this is necessary. It is not hard to prove (using the methods of 
the proof of Theorem 1), that the sequence generated by a non-repetitive 
sequence over {a, b, c}, and the substitution o->-00101, b -> 001101011, 
с —*• 00111010111 is, like the sequence mentioned above, free from 
repetitions of length 3 or greater and, moreover, free from triple repetitions 
except for the triply repeated block 1. The next theorem shows that one 
cannot do better: If one requires a sequence to be free from repetitions of 
length 3 or greater, triple repetitions are due to occur. It also demonstrates 
that Theorem 1 cannot be improved. 
THEOREM 2. Binary sequences that are free from triple repetitions, and 
contain no repetitions of length 3 or greater, are finite. 
Proof. Let χ be any sequence satisfying the properties stated in the 
theorem. Since 010101 cannot appear in a solution of length greater than 5 
we may assume (mirroring if necessary) that 00 occurs in x, and therefore 
(discarding at most four symbols) that χ starts with 00. Then χ starts 
with 001, since 000 does not occur. We shall consider the two possibilities 
for the fourth symbol in Case 0 and Case 1. 
Case 0. Suppose χ = 0010.... Then χ has to start with 001010 or 
001011. 
Case 010. Suppose χ = 001010.... Below we display the uniquely 
determined first 20 symbols of such x. The second line indicates why an 
A 297 ON REPETITIONS IN BINARY SEQUENCES 
alternative is not allowed. A / indicates whether 000 οι 111 will occur, 
a Τ stands for imminent appearance of a triple repetition of length 2, 
and a digit и indicates occurrence of repetitions of length n. In the last 
case an exclamation mark indicates that this repetition is due to appear at 
the next extension. 
0 0 1 0 1 0 0 1 1 0 1 0 1 1 0 0 1 0 1 0 
Τ I 3 /4136! Tt 3 M ! 3 6 ! 
Now note that the last six symbols form the block 001010 which is also the 
starting-block. It follows that if we continue the extension, a repetition 
of the first 14 symbols of χ is due to appear. Consequently, χ is finite. 
Case 011. Suppose χ 001011. . . The first 12 symbols of χ are 
uniquely determined: 
0 0 1 0 1 1 0 0 1 0 1 0 
ί 3 /4!36! 
The last six symbols are again equal to 001010, the starting block in 
Case 010. Since we proved there that all extensions of this block are finite, 
the same is true in this case. So we are left with 
Case 1. Suppose χ = ООП ···. Then χ has to start with 001101 or 
001100. 
Case 101. Suppose χ — 001101 •··. Since 1101 is the mirror image of 
0010, it follows from Case 0 that such χ are finite. 
Case 100. Suppose χ = 001100···. Then χ -= 00110010 ·•· and 
appearance of 0010 implies finiteness of χ. | 
3. ALL INFINITE BINARY SEQUENCES THAT CONTAIN N O OVERLAPPING 
IDENTICAL BLOCKS ARE PROGRESSIVELY REPETITIVE 
For this section we need some more terminology. We consider infinite 
binary sequences as points in the space X — {0, 1}Z+. Let d be the metric 
on X defined by d(x, x) — 0 and d(x, y) — l/min{Ä:: xk φ у^ if χ Φ у, 
χ, у e X. This metric generates the topology of componentwise conver­
gence. The shift T:X-+X is defined by (Tx)k = x^ {k = 1, 2,...) for 
any sequence χ = х1хг ··· in X. The orbit of a point χ of X is the set 
{x, Tx, 7%-,...}, and its closure is called the closed orbit of x. In Lemma 1 
we give an example of a nonperiodic sequence that is progressively 
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repetitive. Let θ be the substitution defined by 0(0) = 01, 0(1) = 10. The 
Morse sequence ζ = т^2
г
 ··• ([4]) is defined by applying 0 repeatedly to 
the block 0: 
г
Л
- г , 1 : - 0 Ч О ) A ' = 1 , 2 , . . . . 
(This definition makes sense because the block ö*1"1^) starts with the 
block 04О)). 
LEMMA 1. The Morse sequence is progressively repetitive. 
Proof. Let 0 be the substitution generating the Morse sequence. Since 
02(0) = 0110 contains the repetition 11, 03(O) = 01101001 will contain the 
repetition 0(1)0(1) = 1010. Thus, for any integer к larger than 1, the 
block 0l(O)—and therefore the Morse sequence—will contain a repetition 
of length 2«-2 (namely, the block к-\ 1 ) 0«- 2( 1 )). | 
We shall now investigate inheritance of progressive repetiveness of a 
sequence to its orbit, and its closed orbit. 
LEMMA 2. I f a sequence is progressively repetitive, then every point in 
its orbit is, but not necessarily every point of its closed orbit. 
Proof. Let χ be a progressively repetitive sequence, i.e., there exists 
a sequence of blocks (B
n
)™
=1 such, that BnBn occurs in χ for every и and 
I B
n
 ' -»• 00 as η -* oo. To prove the progressive repetitiveness of all 
points in the orbit of x, it is sufficient to prove this property for Tx. 
Suppose that Tx is not progressively repetitive. Then only a finite number 
of B
n
B
n
 occur at a place further than 1. So we may assume that all B
n
B
n 
occur at place 1 in x. Since | B
n
 \ —»• oc as η —*• oo we may further assume 
that I B
n
,! I > 2 , B
n
 for η = 1,2,..., so every Β
π μ1 starts with the block 
B
n
B
n
 . Therefore Β
η
Β
π
 occurs also at place \ B
nn
\ -^ I in x, for every n. 
This contradicts the assumption about Tx. 
The following example proves the assertion concerning the closed orbit. 
Let j be a sequence that is not progressively repetitive. (Take, for example, 
the sequence л: in Theorem 1). Set Bk :— s^ ·•· sk and / : = B1BlB2B2 ••• 
BkBk ···. Then t is progressively repetitive, and л is in the closed orbit of /, 
since s -= l i m ^ Γ*(*+1)(/). I 
Lemma 2 shows that we need something extra in order to prove the next 
lemma. A sequence χ is called almost periodic if for any block В occurring 
in x, we can find a natural number L such, that В is contained in 
Xm+ixrrm •" Xm+L for а п У natural т. It follows directly from its definition 
that the Morse sequence is almost periodic [2, p. 106]. 
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LEMMA 3. Every sequence in the closed orbit of the Morse sequence is 
progressively repetitive. 
Proof. Let y - lim^^ Tl>: be an arbitrary point of the closed orbit of 
the Morse sequence z. By Lemma 1 there exists a sequence of blocks 
(Bn)n=i s u ch that B
n
B
n
 occurs in ζ for every n, and such that 1 ßn \ -> oo 
as η —»· oo. 
To prove progressive repetitiveness of y we show that B
n
B
n
 occurs in y 
for л = 1 , 2,.... Let η be fixed. Since ζ is almost periodic, we can find a 
natural number L such that B
n
B
n
 occurs in z
m+1zm+2 · · · zm+L for every 
natural m. For y large enough y^y., ••• yL ------ zki^zk¡.2 ••· zkrL , so BnB„ 
occurs in y. 
THEOREM 3. All infinite binary sequences that contain no overlapping 
identical blocks are progressively repetitive. 
Proof. The theorem follows directly by combining Lemma 3 with the 
next theorem. | 
THEOREM 4. Every infinite binary sequence that contains no overlapping 
identical blocks, is a point of the closed orbit of the Morse sequence. 
Proof. This theorem is proved in [3]. It also follows directly from 
[6, Satz 10, p. 19]. 
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By a simple method we show the existence of (1) a sequence on two symbols 
in which no four blocks occur consecutively that are permutations of each 
other, and (2) a sequence on three symbols in which no three blocks occur con­
secutively that are permutations of each other The problem of the existence of 
a sequence on four symbols in which no two blocks occur consecutively that are 
permutations of each other remains open 
1 INTRODUCTION 
Is there a sequence on four symbols in which no two adjacent segments are 
permutations of one another7 We do not know the answer to this question 
In this paper we present a method which might lead to a solution and which 
solves two closely related problems posed in [1] 
Let / be a finite set A block В over I of length m is a finite sequence 
В — b1 bm with bk e / We say that В occurs at place ρ in an infinite 
sequence χ х1хг over /, if xj;fJ)+1 ^p f m -i = B, blocks B1 , Вг, , B„ 
occur consecutively m χ, if the block В
х
В
г
 B
n
 (juxtaposition of By, 
B2, , Bn) occurs in χ 
A strongly non-repetitwe sequence χ of order η is an infinite sequence such 
that no « blocks Д, , , B
n
 occur consecutively in χ which are permutations 
of each other 
The problem of the existence of a strongly non-repetitive sequence of 
order η over a set / of cardinality r will be called the (r, /i)-problem The 
(25, 2)-problem was solved in 1968 by Evdokimov [3] Pleasants [5] drastically 
lowered the number of symbols by solving the (5, 2)-problem two years later. 
On the other hand the (2, 5)-problem was solved by Justin [4] 
It is easily checked that no solutions to the (3, 2)- and (2, 3)-problems 
exist Considering the afore mentioned results this means that the only 
remaining non-trivial cases are the (4, 2)-, (3, 3)- and (2, 4)-problems We 
shall give simple solutions to the latter two by a method which generalizes 
ideas emerging from [3] and [4], and which is, rather unexpectedly, not 
altogether strange to the solution in [5] 
B181 
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2. PRELIMINARIES 
The frequency vector of a block В is the row vector with as /th component 
the number of times that ί ε I occurs in B. Note that two blocks are permu­
tations of each other iff their frequency vectors are equal. 
In solving problems of the type encountered in the introduction, substi­
tution is an ubiquitous tool [3, 4, 5]. A substitution θ 'is a map from / to the 
set of all blocks over /. The blocks і with /' e ƒ will be called -Ыоскз. We 
shall only consider substitutions such that all 0-blocks have length at least 2. 
The matrix of a substitution θ is the matrix whose yth row is the frequency 
vector of ö/ 
Let E denote the empty block. If / e I and і = VV' is any decomposition 
of і with V' Φ E then we call V a left subblock of Θ. 
The domain of a substitution extends to blocks by setting 
(Ь1Ь2-Ьт) = Ь1 Ь2~ Ьт. 
If for some je I the block Bj starts with j then we may define an infinite 
sequence χ by repeatedly applying θ to j . We call χ a sequence generated by Θ. 
(In this formulation we suppressed j , since the properties of χ in which we 
are interested do not depend on a particular choice of./). 
In our set up we also need a finite Abelian group G (with neutral element 0) 
and a map/: I —*• G whose domain extends to the set of all blocks by defining 
ƒ (*A • · · *-) = ƒ (¿ι) + / Φυ + • · • + ƒ (*
m
), f iE) = 0. 
Given θ,/and G we cuWfd-injective, if for all η and any collection V^,..., V
n 
of left subblocks of θ the equality 
/ ( K 1 ) = - =f{Vn) 
implies either V^ = •·• = V
n
 or V[ = ••• = V'
n
 , or i>oth . 
Finally we call a subset A of an Abelian group G progression-free of order η 
if 
aeA, a + geA,..., a-\-{n — \)ga A 
implies g = 0. (This notion has been introduced for subsets of Ζ in [2]. Here 
we also find the following basic example. Take m ^ I, G = © m Z/3Z, then 
Λ = {(g\ .···, grò e С: git e {0, 1}} is a progression-free set of order 3). 
LEMMA. Let η > I, θ a substitution on a set I, G a finite Abelian group and 
fa map f: I -*• G such that 
(i) the matrix of θ is non-singular, 
(ii) for each i e I, f ( і) = 0 , 
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(iii) the set A — {g e G: g = f ( V), V any left subblock of θ} is progres­
sion free of order η f 1, 
(iv) fis θ-injective. 
Then any sequence generated by θ is strongly non-repetitive of order n. 
Proof. Let χ be a sequence generated by Θ. Let the length of B
x
 be 
minimal such that B^, В
г
,..., B
n
 occur consecutively in x, with the Bk permu­
tations of each other. Each Bk starts in some ö-block ік and Bn ends in some 
0-block 0/'
n+1. Let Fj. be the corresponding left subblock, i.e., ік = VkV'k , 
and Bk occurs at the same place as Vk in χ for 1 < к < η, Bn ends at the 
same place as K,,^ in x. We take Vk = E if Bk occurs at the same place as 
і
к
. 
It follows f rom/№) = f(B2) = - = f(Bn) and (ii) that /(К,), ДК2),..., 
/(^n+i) ' s a r i arithmetic sequence. Now (iii) implies 
пУі)=/(Ух)= - =f(Vn+l). 
By (iv) therefore, we can find a block QCj ··· C
n
 in x, with the Cfc permu­
tations of each other and each Ck composed of 0-blocks. Let Dk be defined by 
Ck = Ок. Then 0^2 ••· Dn occurs in x. Since the frequency vector of Ck 
can be obtained by multiplying the frequency vector of Dk with the matrix 
of , (i) implies that the Dk are permutations of each other. This contradicts 
the minimality of the length of Bl. 
3. RESULTS 
THEOREM 1. There exists a sequence on two symbols in which no four 
blocks occur consecutively that are permutations of each other. 
Proof. Let / -•= {a, b}, and θ be defined by 
θα = abb, 
Ь = aaab. 
The matrix (l\) of θ is non-singular. Choose G = Z/5Z and define/: I -*• G 
by 
f (a) = 1, f(b) = 2. 
Then 
(f(a)J(ab)J(abb)) = (1,3,0), 
(/(a), f(aa), f(aaa), f (aaab)) = (1, 2, 3, 0). 
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From this we immediately see that /(θα) = /( Ь) = 0, that ƒ is 0-injective 
and that 
A :=-- {g e G: g - ƒ (К), V any left subblock of θ} =•- {0, 1, 2, 3}. 
Since À is a progression-free set of order 5 in G, the theorem follows by the 
lemma of Section 2, taking for χ the sequence obtained by repeatedly 
applying θ to a. 
THEOREM 2. There exists a sequence on three symbols in which no three 
blocks occur consecutively that are permutations of each other. 
Proof. Let / = {a, b, c}, and θ be defined by 
θα = aabc, 
Ь = bbc, 
с = ace. 
Choose G = Z/7Z and define/: I —• G by 
f (a) = 1, /(h) = 2, f (с) = 3. 
As in the proof of Theorem 1 it is a simple task to check the conditions of 
the lemma of Section 2 with η = 3. 
4. ANOTHER FOUR-COLOR PROBLEM? 
Although the lemma of Section 2 yields simple solutions to the (2, 4)- and 
(3, 3)-problems, we have not been able to solve the (4, 2)-problem. The 
following observation suggests that the latter might be much more difficult 
to tackle. Pleasants' result, the solution of the (5, 2)-problem, allows a proof 
in the spirit of our lemma, with the same substitution as his, although his 
methods are quite different. Specifically, there exists a group G and a map 
ƒ: {a, b, c, d,e}->-G nearly satisfying property (iii), and fully satisfying 
properties (ii) and (iv). However the group G in this case has order 9375. 
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Summary. Minimal flows and dynamical systems arising from substitutions 
are considered. In the case of substitutions of constant length the trace relation 
of the flow is calculated and is used to determine the spectrum of the dynamical 
system. Several methods are indicated to obtain new substitutions from given 
ones, leading among other things to a description of the behaviour of powers of 
the shift homeomorphism on the system arising from any substitution. 
In the domain of topological dynamics, minimal flows play an important role as 
building blocks for more complicated flows. A large class of examples of minimal 
flows are given by those arising from substitutions. The systematic investigation of 
substitution minimal flows began with Gottschalk [5], and has been extended more 
recently by Coven and Keane [2], Martin [9, 10] and Kamae [7], the goal being 
topological and measure-theoretic classification of these objects. 
In the first part of the paper we synthesize, extend and simplify the known 
results on topological classification and give a complete spectral classification in 
the case of substitutions of constant length. An interesting side result is that if 
(Χ, Τ, μ) is a dynamical system arising from a substitution of constant length then 
T" is minimal if and only if T" is ergodic. (This implies for instance that if Τ has a 
rational eigenvalue, then the eigenfunction corresponding to this eigenvalue can be 
chosen to be continuous.) 
The second part is concerned with substitutions of non-constant length. We 
analyse the behaviour of T" in this case and display a class of flows (generated by 
substitutions of non-constant length) which are topologically isomorphic to 
constant length flows, thus reducing the structure problem (both measure-
theoretical and topological) to one that can be handled by the results of the first 
part. In general, the measure-theoretic structure of substitution dynamical systems 
of non-constant length is unknown, and seems to be difficult to determine (see [ 12]). 
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Nymegen, The Netherlands 
0044-3719/78/0041/0221/$ 03.80 
С 222 F M Dekking 
I. Definitions and Preliminaries 
1. Symbols, Blocks and Sequences 
Let ƒ be a finite alphabet with r symbols, r^2. We usually suppose that 
l = {0,l,...,r-l}. Elements of 
kg 1 
are called blocks (over /). If 
B = b0...bn_leln 
is a block we call N(B) = n the length of В and we denote by N^B) the number of 
times the symbol ie/ appears in B. It is sometimes convenient to write B(k) for the 
symbol bk. Elements of 1
L
 will be called sequences. If 
x = . . . x_
 lx0xl... 
is a sequence, then x[/c, и] denotes the block .x l.x l l+1...xn. lf(Bk)keZ is a sequence of 
blocks, then we can form in an obvious manner a sequence 
x = ...B_iÊ0Bl... 
where the dot over B0 indicates that x[0, N(B0) — l~\ = B0. 
2. Vie Space, the Topology and the Homeomorphism 
Provide Iz with the metric d defined by d(x, x) = 0a.ndd(x, y) = l/(m'm{\k\: х^Фу^} 
+1) if χφ>·. If ß is a block, the set 
[B] = {xe/Z: x[0 , iV(ß)- l ] = ß} 
is called a cylinder. Let Τ be the shift homeomorphism on / z; i.e.. if xelz then (Tx)k 
= xk + ! for all keZ. The collection of cylinders and their translates under Τ form an 
open and closed base for the topology induced by d. The orbit of χ under Τ is the set 
Orb(x) = Orb(x; T)={Tkx: keZ}. 
3. Substitutions 
A substitution 0 is a map Θ: I -> ƒ*. Many of its properties can be obtained from the 
0-mat rix 
defined by ll} = N¿0 i). The length of a substitution is the vector (l0,..., lr _ ¡), where /, 
= ^lIJ = N(0i). If all /, are equal then θ is of constant length. 
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The map θ extends to /* and Ιτ by defining 
В = Ь0 ЬІ... ЬП iiB = b0bl...bn is a block, 
Θχ = ...θ(χ_
ι
)6(χ
ο
)0(χ1)... if χ is a sequence. 
In this way we can consider the substitution 0" defined by пі = 0п 1( і) for each 
л ^ 1, and we see that 
L(0") = L(0)n. 
Throughout this paper we shall assume that /|n) = Ν(θ"i) ^ 2 for some η 2:1 and all 
iel. We call a substitution 0 primitive if Ц ) is a primitive matrix (i.e., if L(0)" is 
strictly positive for some n ^ l ) . 
4. Flows 
A pair (Χ, Γ) with X a non-empty, compact metric space and Τ a homeomorphism 
will be called a flow. A non-empty, closed T-invariant subset of X is called minimal 
if it contains no proper closed T-invariant subsets. It is well known that X is 
minimal iff ОтЪ(х) = Х for all xeA" iff all xeX are almost periodic. 
Recall that an element x e / z is almost periodic if any block Bel* which appears 
in χ occurs with bounded gap. 
5. Flows Generated by Substitutions 
With any substitution 0 we can find two symbols ρ and q and an η Ϊ: 1 such that the 
last symbol of θ"ρ is equal to ρ and the first symbol of θ"*} is equal to q ([5, 3]). We 
call pq a cyclic pair for Θ. Any cyclic pair generates a sequence w = w1"1 defined by 
w[-N(9nkp),N(0"kq)-l~i=0nkpenkq for k = 0,1,2,.... 
Among the cyclic pairs there is always at least one such that w = w'"! is almost 
periodic ([5,3]). In this case we call the minimal flow (Orb (w), T) the flow generated 
by 0 (and pq). It can be shown ([3]) that with no loss of generality (since we are only 
interested in minimal flows) we may assume 0 to be primitive. If 0 is primitive then 
all cyclic pairs pq (such that w1"1 is almost periodic) generate the same flow, which 
we denote by (Χ(θ), Τ). We shall repeatedly use the fact that in this case ^(0) 
= Χ(θ") for any η ^ 1, so that we may replace 0 by a power of 0 without changing the 
flow. 
The minimal flow (Χ(θ), Τ) will be called the substitution flow generated by 0 
(0 a primitive substitution), and we adjoin the words "o/ constant length" if 0 has 
constant length. 
Note that this flow may be finite since it can happen that the sequence generated 
by 0 is periodic. In this case we call θ periodic. A simple characterization of periodic 
substitutions of constant length is given in 2.9 (iii). 
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6. Dynamical Systems and Spectra 
A triple (Χ, Τ, μ) where (Χ, Τ) is a flow and μ a T-invariant probability measure is 
called a dynamical system. If μ is unique then (Χ, Τ, μ) is called uniquely ergodic. 
Given two flows (X, T) and ( Y, T'), a continuous map φ from X onto Y such that 
φοΤ=Τ'°φ is called a homomorphism. If φ is also one-to-one φ is called an 
isomorphism. U(X, Τ, μ) and (У, Τ', μ') are uniquely ergodic dynamical systems then 
any homomorphism is measure preserving and therefore a measure-theoretic 
homomorphism. 
The homeomorphism Τ induces a unitary operator in L2 (Χ, μ) by ƒ -> ƒ ο Τ The 
spectrum of this operator is an invariant for measure-theoretic isomorphism and is 
called the spectrum of (Χ, Τ, μ). 
7. Dynamical Systems Generated by Substitutions 
If 0 is a primitive substitution, then the flow {X{0\ T) admits a unique T-invariant 
Borei probability measure μ ([11]). We call the triple (^(0), Τ,μ) a substitution 
dynamical system, and call the spectrum of (Χ(θ), Τ,μ) the spectrum of Θ. 
II. Minimality and Ergodicity of Powers of the Shift (Constant Length) 
In the first part of this section, we shall give some definitions and simple results for 
an arbitrary minimal flow (X, T). 
Definition I. A cyclic partition of Λ" is a partition (Xu)™~¿ of X into disjoint 
subsets such that 
Xu+l = TXu for 0^u<m-l and TXm_l=X0. 
Let « ^ 1. A T-invariant partition of Χ is a partition of X whose elements are all 
closed and T-invariant. A ^-minimal partition of AT is a partition of X whose 
elements are all Тл-тіпіта1. 
Lemma 2 ([7, L. 15]). Let (X, T) be a minimal flow and η a positive integer. There 
exists a cyclic ^-minimal partition. This partition is unique up to cyclic permuta­
tions of its members. 
In the sequel the number of elements of a cyclic ^-minimal partition will be 
denoted by γ(η) for each n ^ l . The equivalence relation whose classes are the 
members of the cyclic T^minimal partition will be denoted by Λ
π
. 
Lemma 3. The function γ(·) and the relation Λ„ have the following properties 
(i) 1 5iy(n)gn and y(n) divides n. 
(ii) Л
Н
„) = ЛП and thus у(у(л)) = у (и). 
(iii) If m divides η then Л
т
=>Л
п
; moreover if y(n) = n then y(m) = m. 
(iv) If (m, n)= 1 then Л
тп
 = Л„пЛ
п
 and y{mn) = y(m)y(n). 
(v) If y(n)> 1 then there is an m> 1 dividing η with y(m) = m. 
(vi) If y(n)<n then lim ^ ^ = 0. 
fc-x η 
The Spectrum of Substitulions of Constant Length С225 
Proof Cf [7, p 296] for proofs of (iHtv). To prove (v) take m = γ(η) and use (i) and 
(и). We shall prove (vi) If- ;(n)<n then we can find a prime ρ and an a>0(by (iv)) 
such that n = pas, (p,s)=l and y(pa)<pa. We claim that y(pk',)<p'' for all k^[. 
Indeed, y(pka) = ph for some b^O (by (i)), v(P*) = >'(v(p*e) = P* (by (н)) and therefore 
b<a (by (in)) The multiphcativity of y yields now 
n
k kaf ^ {k 1)<; W 11 К - » Λ . 
Definition 4. ([5]) The trace relation Л of (Χ, 7) is defined by Λ= f] /l
n
. If we want 
to emphasize the dependence on Τ we write Λ = ΛΤ "- ' 
Lemma 5. Leí (Χ, Τ) be я mimmal fìovr Dien Λ= Ç\ Л
п
. 
η п= , (π) 
Proo/- By 3(ιι), Ί = Π ^ л = Π /!,(.)= Π '1-. 
n ^ l η > 1 π π— (η) 
We shall now turn to substitution flows (X{0). T) generated by a substitution 0 
of constant length /. Our aim is to determine Λ for any such flow. 
In the course of the proof of Lemma 7 we shall need the following combinatorial 
lemma. 
Lemma 6. Let xeIzandJ(n)={BeI*N(B) = n, В appears in x} for each n^ I. If for 
some η ΐΐ 1 
Card (./(η)) g и 
then χ υ periodic. 
Proof. [1, Th. 2 06,2.11]. 
Lemma 7. Lel (X(0\T) bea substitution flow of constant length 1. Then either у(Г) 
= l" for all n ^ 1 or Θ is periodic. 
Proof. Let 0 be a substitution of constant length / on r symbols. Let w be such that 
Ar(0) = Orb(w). We shall first establish that for all n^O there appear at most 
r + r2(y(/n)-l) different blocks of length /" in w. 
Let X
o
 = 0nX Then ΛΌ is a 7"'"-minimal set (the mapping O" :^ , T)->(X0, T'") 
is a homomorphism). Since Ow = w we have ννεΑΌ. Therefore 
^ ' " " ' H e X o ^ U t 0 " ' ] forall/ceZ. 
I E / 
Thus и is composed of overlapping blocks of the form (?"i (of length /") spaced at 
intervals >·(/") Since there are r blocks 0"! and at most r2 blocks Wiffj we obtained 
the desired result. 
Let us now suppose that 7>(/η)<Γ for some n ^ l . Since X(0") = X(0) we may 
assume n = l . By Lemma3(vi), hm>,(/")//n = 0. We can therefore find an η such 
η — TT 
that r-l-r2(y(/")- 1)<Γ. But then there are fewer than Г blocks of length Г in w, 
and w is periodic by Lemma 6. 
We shall now search for integers η relatively prime to / such that y(n) = n. 
С 226 F M Dekking 
Definition 8. (Cf [9, 4.06]) Let (^( ), Τ) be a substitution flow of constant length / 
and let w be such that ОтЪ(\ ) = Х( ) The number 
/і(о) = т а х { и ^ 1: (η, l) = l, η divides gcd{a· w
a
 = w0}} 
will be called the height of 0(ог Χ(θ)) 
Remark 9. Let 0 be a primitive substitution of constant length on r symbols. Then 
(i) l^h(0)ur. 
Let к bean integer, let Sk= {a. wa+k = wk} and gk = gcdSk The upper bound on 
h(0) follows directly from 
{ n ^ l : (n, 0 = 1, η divides g0} = { n ^ l : (n, 0 = 1. η divides gk} 
We shall show that the set on the right contains the set on the left. (The other 
inclusion is proved similarly.) 
Letg t = gcd{a1, ...,am} whcrea^S^,. .,am e Sk. Choose N such that the symbol 
w0 appears at some place, say p, in 0
N
wk. It follows from 0
л
 = that 
klN + peS0 and (k + as)lN+peS0 for s = l , . .,m 
Hence 
a
s
lNeS0-S0 ( s = l , ...m) 
and 
gcd(So-S0)|gcd{air. ,amn = l*gk. 
Therefore if (и, 0 = 1 and η divides g 0 then η divides gk. (For any set A of integers, 
gcdA divides gcd(A— A)). 
(n) We shall describe an algorithm to calculate h{0). 
Apply the following labeling procedure for those n = r, r— 1,.. ,1 such that 
( M = i . 
Let w0 = q. Label д(т) with the number m modulo η for m = 0, .., Í—1. If for 
some ι the symbol ι appears at more than one place in д and has obtained different 
labels then η φ h(0). Otherwise let L, be this unique label for each ι appearing in Oq. 
(For example· Lq=0.) Label і(т) with the number /L.+m modulo η If for somej 
the symbol; appears at more than one place in θι or Oq and has obtained different 
labels then и φ/2(0). Now continue in this manner. If at some step, a symbol; has 
obtained different labels, then η + Η(θ) On the other hand, if we can continue until 
і{т) is labeled consistently for all ι and m, then n = h(9). 
(in) It is easily seen that h(0) = r implies that θ is periodic. Combining this 
observation with [7, L. 5] we obtain that if θ is one-to-one, then θ is periodic 
iff/i(0) = r. 
If θ is not one-to-one we associate with θ a substitution η that is one-to-one by 
identifying ι and ; iff there is a positive integer к such that кі = к]. Then θ is 
periodic iff η is periodic. 
Example. The substitution defined by 0-^010, 1 ->201, 2->102 has height 2. 
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Lemma 10. /і(0) = т а х { л ^ 1 (η, /)=1 and γ(η) = η} 
Proof Let X = X(0)=Orb(w) and d = gcd{a
 а
 =
 0} 
1 If η divides d then y(n) = n 
Let r = l j Т^С о]«-!^ Then T'Y= У and Т , 'УпТ' 'У=0 if 0 g u < y < í í by 
meZ J— 1 
the definition of d Since | J Τ" Y= Χ, Y is dosed Hence (Г" Г ^ : ¿ is a cyclic T"-
u = 0 
invariant partition Since it has maximal cardinality it is a cyclic T'-minimal 
partition, so y(d) = d Therefore y(n) = n if и divides d (Lemma 3 (in)) 
2 If y(n) = n and (n, /)= 1 then η divides d 
Let /ί =εχρ(2πί/π) Then л is an eigenvalue corresponding to a continuous 
eigenfunction - we call such а л а continuous eigenvalue for short— I ƒ = £ 1г<л0, ) \ 1=0 By Lemma 11 (и) η divides any a such that w,, = w0 Hence η 
divides gcd {a w
a
 = w0} = d 
In the proof of the preceding lemma we needed the second part of the following 
lemma 
Lemma 11. Let (Χ(θ), Τ) be a substitution flow of constant length I Then 
(ι) (Χ(θ), Τ) has no continuous irrational eigenvalues 
(и) If for some positive η with (n, /) = 1 exp(2 π ι/η) is a continuous eigenvalue and 
if a is an integer such that w
a
 = w0 then η divides a 
Proof (Cf [9,4 08] ) (i) Take any continuous ƒ Φ 0 such that ƒ (Tx) = ехр(2ліа) f (χ) 
for all xeX(ö) 
Fix an αφΟ such that w
a
_1wa = w_lw0 Since e
k
w = w for all /c^l we have 
hm T" ,''w = w and therefore 
lk-.x 
f(w)= hm ДТ" ' ,'w)= hm εχρ(2πζαί*α) f(w) 
к-* со A-* oo 
Therefore alk<x = 0(mod 1) for к large enough Hence α is rational 
(n) We proceed as in (i), but now we can only conclude that lim T"'" w = x for 
к ^ а о 
some subsequence (k') of the integers and an χ such that x
m
 = w
m
 for all m ^  0 The 
latter implies that f(x)=f(w), so as in (i) we have a/''/n = 0(mod 1) for k' large 
enough Since (n, lk ) = 1 η has to divide a 
Theorem 12. Let (Χ(θ), Τ) be a substitution flow, where θ is a non-periodic 
substitution of constant length I and height h = h(e) Let Λ be the trace relation of 
(Χ(Θ),Τ) Then 
Л=Г\Л
е
.пЛ
м 
ng 1 
Proof According to Lemma 5 Λ = f] Λ
Π
 and thus by Lemma 7 and 10 
n п = у(п) 
Λ<ζ P)/l,„n/l b Let η be any other integer such that γ(η) = η Decompose и = ms 
with (m, /) = 1 and s divides lk for some к ^ 1 By Lemma3(iv) Л
п
=Л
Л 1 п/1 І Since s 
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divides Л we have by Lemma 3 (HI) that Л5=>ЛІк. We finish the proof by showing 
that m divides h = h(0) and hence A
m
=>Ah. 
Let m' be any factor of m such that (m',h)=l. Then y(m' h) = y(m')y{h) = m'i(h) 
(by Lemma 3 (iv) and (πι)). Hence by Lemma 10 m' = 1 So m and h have the same 
prime factors But a similar argument shows that any prime lactor of m cannot 
appear with a higher exponent in m than in h Therefore m divides h. 
Let Z(/) be the topological group of /-adic numbers and let τ be the 
homeomorphism of Z(/) corresponding to addition of the unit element Then 
(2(/), τ) is a minimal flow Similarly we define the minimal flow (Z
n
, τ„) where Ж„ is 
the cyclic group of order n. If (и, /)=1 the product (low (Z(/) xZ„, τ χ τ„) is a 
minimal flow. 
Theorem 13. Let (Χ(Θ),Τ) be a substitution ßow, where 0 is a non-penodic 
substitution of constant length I. Then 
(Х/Л,Тл)Мг(1)хЖ
т
,гхт„
т
). 
Proof. Theorem 13 is an immediate consequence of Theorem 12, Lemma 7 and 
Lemma 10. 
Remark Let Σ be the least closed invariant equivalence relation such that {Χ/Σ, Т
г
) 
is equicontmuous ([4]) This flow is called the structure system of (X, T). For any 
minimal flow, Σ = Λ iff all continuous eigenvalues of Τ are rational. It follows 
therefore from Lemma 11 (i) and Theorem 13 that the structure system of a non-
penodic substitution of constant length / is (Z(/) χ Ζ
Α ( β ), τ χ тШ)). This result has 
been obtained in [9, Theorem 5 09] with the restriction that 0 be one-to-one. 
We shall now dwell for a moment on the opposite case y(ri] = 1. 
Theorem 14. Let (Χ(θ), Τ) be a substitution ßow of constant length, and let и ^ 1. If 
X(0) is T'-mmimal then there exists a substitution ßow (Χ{η), t) such that 
(Х( ),ТП)МХ(П),Т). 
Proof. Let θ be a substitution of constant length /, w such that 0w = w and Χ(θ) 
= Orb(w) Let J be the collection of all blocks of length η appearing in w Let φ: 
f-* J be a bijection between a finite set f and J. We extend φ to ƒ* and Ρ by defining 
φΟο ••'*) = 0Oo) -Фік) for 'o· 'W*, 
Ф(У)= Ф(У-і)Ф(.Уо)Ф(Уі) for ye/*. 
Define a substitution η: /->ƒ' by 
η{ή = φ-ιθ{φ(ΐ)) forali Peí. 
Let р = ф~і( _
я
.. п_а4 = ф '(WQ...*>„_,). Then 
гі(я) = Ф~1{ №0 wn_ 1)) = ф- 1(w-o---w„,_1) = 4 ... 
Analogously η (ρ) ends with p. Hence pq is a cyclic pair. Let vv be the sequence 
generated by pq under η. Then w = φ ~ ' (w) so that vv is almost periodic since w is T"-
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almost periodic (Note that и is T^-almost periodic — by the T-almost periodicity of 
к— whether / " i s minimal or not) Since η is almost periodic and contains all 
symbols of f (by the /"-almost penodicity of η), η is a primitive substitution Let 
(Χ{η), t) be the substitition flow generated by η, where Γ denotes the shift on Z2 
The map φ Χ(η)^>φ(Χ{η)) is bijcctive, open and satisfies фТ=Тпф Since both 
φ(Χ(η)) and X(Q) are "/""-minimal sets with at least η in their intersection φ is an 
isomorphism φ (Χ{η), 1)^{X(()\ Τ") 
Example Let 0 be defined by 0-»Ol I 1 -> 101 Then /=3 and /j(0)=l, so by Lemma 
10 T1 is minimal J = {01, 11, 10} and if we take / = {a,^,c}, φ with φ(α) = 01, ф(Ь) 
= 11, ф(с)= 10 then η is defined by 
a->aba, b^cba, c-tccb 
Theorem 15. Let (X(0), T,^i)bea substitution s\stem of constant length and let n^. 1 
Tfwn 7" is minimal iff 7" ÍS ergoclu (\\ r t μ) 
Proof Since Τ is minimal and the results at the beginning of this section apply 
ergodicity of T" implies minimality of T" Let T" be minimal Apply Theorem 14 to 
obtain a (measure) isomorphism φ {Χ{η), Τ,μ)^>(Χ(ϋ), Τ", φ μ) Since μ is uniquely 
ergodic so is φ μ Hence φμ = μ by the T"-invariance of μ 
In the last part of this section we take a closer look at those substitutions with a 
height greater than 1 
Definition 16 Let (X, 7 ) be an arbitrary flow and n ^ 1 By the stack of height n over 
(X, T) we mean the flow (ΧχΖ„,σ) where σ is defined by σ(χ, /c) = (x, k + 1) if 
0uk<n-ianda(x,n-l) = (Ix,0) The flow (X, T) is called the baseo{(X χ Ζ
η
,σ) 
Lemma 17. Let {X(0\ T)bea substitution flow of constant length and n^. 1 such that 
/(n) = n Let X0 be a V-minimal subset of X(0) Then there exists a finite iet Îand a 
pnmitive substitution η of length I on I such that (X0, Τη)^{Χ(η), 7) and therefore 
(mn-(*(>/)xz„,<7) 
Proof Let Х(0) = ОтЬ(\\) We shall prove the lemma for the T"-minimal set ΑΌ 
which contains u Copy the proof of Theorem 14 with J being the collection of all 
blocks of length и appearing at places kn (кеЖ) in w This yields an isomorphism φ 
(Χ(η), f)-*{X0, Τ") (φ and η are defined as in the proof of Theorem 14 ) Let σ 
be the transformation of the stack with height n and base (Χ(η), f) Define 
φ Χ(0)^Χ(η)χΈ
π
 by ф(х) = (ф-1(Т-кх),к) i(xeTkX0 Then it is easily shown 
that φ is an isomorphism between (X(0),T) and (Χ(?ί)χΖ„,σ) 
Note that the substitution η is "essentially" unique 
Example Let 0 be a non-periodic substitution of constant length л 2:1 Then ¡(Г) 
= I" by Lemma 7 We see that we can take f= I and η = 0 Hence 
(ДГ(0), 7 ) ^ ( ^ ( 0 ) χ Ж ,,,σ) 
Definition 18 A substitution 0 ts pure if h(())= 1 
Lemma 19. Let {X(0), 7) (where A'(ö) = Orb(»v)) be a substitution flow of constant 
length with h = h(0)> 1 Let X0 = Orb(w, 7*) and let η be the substitution (gnen by 
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Lemma 17) buch that {X0, Th)^{X^), f) Then 
(ι) η is pure, 
(n) ATh = ÁT on X0xX0 
Proof (i) According to Lemma 17 there exist a substitution η and an isomorphism φ 
between {Χ(η), f) and (X0, Τ*). Let Υ0^Χ(η) and и ^ 1 be such that (и, 0 = 1 dna 
such that {t"Y0)lZo is a cyclic Г"-тіпіта1 partition of Χ(η). Then 
(Ти~Чф \0)fuz ¿J": I is a cyclic T^-mimmal partition of Χ{θ), so by Lemma 10 n = 1 
Hence by the same lemma rç is pure 
(и) By (i) and Theorem 12 /1T= Ç\ Л]„ and therefore 
л
І
*= Π л[:= Π Л = Π лг„плі=лг 
n i l ли 1 n>1 
on X0 χ X 0, using Lemma 3 (iv) and that X0 is an equivalence class of Л\. 
Definition 20 Let {Χ(Θ), Τ) be a substitution flow of constant length with h{0)> 1 
Then we call the substitution η (substitution flow (Χ(η), Τ)) given by Lemma 17 the 
pure base of 0(of (X(0), T)). If h(0) = 1 then the pure base of θ is equal to θ 
Example The substitution flow generated by 0->010, 1 -> 102, 2-»201 is (isomor­
phic to) a stack of height 2 with a pure base generated by 
a-*aab, b->aba. 
III. The Spectrum of Substitutions of Constant Length 
Let θ be a substitution of length / on r symbols For each n S: 1 and к with 0 ^ к < l" 
we call the set {O^ik), Θ" 1 (k), , 0"(r - l)(/c)} a co/umn of the substitution θ In this 
section we shall show that the nature of the spectrum of θ is determined by the 
presence (respectively absence) of a column consisting of one symbol in its pure 
base 
Definition 1 Let θ be a primitive substitution of length / on r symbols. If 0 is pure we 
define the column number c(0) of θ by 
c(0) = min min card{0"O(fc),0"l(/c),. ,0"(r-l)(/c)}. 
n g 1 0%k< ln 
If θ is not pure its column number is defined as the column number of its pure base. 
Remark 2. That c(0) is computable follows from the fact that 
c(Ö)=min{card{e2r-r-10(/c),.. ,Ö 2 r - r - 1 ( r - l ) ( / c )}0gfc</ 2 ' - r - 1 } . 
This is implied by the following observations. 
(i) If {i1, ..,ic} is a column of cardinality с then 
card{0!,(*), ..,0i
e
(fc)}gc for fc = 0, . . , / - 1 . 
(n) A substitution has at most 2r — r — 1 columns with a cardinality larger than 1. 
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Examples, (i) The substitution θ defined by 
0->04, 1->01, 2->34, 3->31, 4->42 
is primitive and pure and has only 2 different columns: {0, 3,4} and {1, 2,4}. Hence 
c(0) = 3. 
(ii) Let θ be the "circulant" substitution defined by 
¿-и( і+1) . . . ( і -2) ( і -1) for 1 = 0,1, . . . , r - l . 
(The symbols in this definition are to be considered modulo r.) Then θ is primitive 
(L(0)>O) and pure. The only column appearing is I, so c(0) = r. 
Now let s2il and η a substitution on r + s— 1 symbols defined by 
η(ί) = ?θ{ί) iî Ойійг-2 
f/(i) = (r + s - l ) . . . ( r + l ) r 0 ( r - l ) if r - l g i g r + s - 1 . 
Then η is primitive (Lfy2) > 0) and pure. Any column οΐη contains all symbols i with 
0 5j i ^  r — 2 plus one of the symbols r—l,r,...,r + s—l hence c(rç) = r. (This example 
provides a correct proof of Theorem 6 in [7]). 
Theorem 3. Let (X(0), T) be a substitution flow of constant length, Λ its trace relation 
and χΛ the equivalence class containing хеХ( ). Then 
i) min card(xyl) = c(0). 
хеХ( ) 
ii) If y,zexA, y + z and сата(хЛ) = с( ) then d(y,z)=l. 
Proof [7, Theorem 5]. Since however our definition of с( ) is slightly different in 
case θ is not pure we have to show that 
(*) min card(x/1 r)= min card(>vlr) 
хеХ(в) )·εΧ(η) 
if (Χ (η), î) is the pure base of (Χ(θ), Τ). 
Let X0 be a T^-minimal subset of Χ(θ). Then (1.19) (X0, Th) is isomorphic to 
(Χ{θ), 7), therefore 
min с а г а О ^ ^ т т с а ^ х Л 7 1 1 ) . 
Now (*) is implied by 1.19 (ii) and the T-invariance of Л. 
Theorem 4. Let (Χ(Θ), Τ, μ) be a substitution dynamical system of constant length. 
Then 
ц{хеХ:саіа(хЛ) = с( )} = 1. 
Proof. This theorem is a generalisation of a result obtained in the proof of Theorem 
7 in [7] and can be proved analogously. 
Let (Χ(θ), T,ß)bea substitution dynamical system of constant length. We write 
Х = Х( ). Let L2(X) = L2(X, Τ,μ) be the Hilbert space of complex-valued square 
integrable functions on X with inner product <ƒ g>=J fgdß. Let Λ be the trace 
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relation of (Χ, Τ), π: Χ-*Χ/Λ the projection homomorphism and L2(X/'Á) 
= L2(X/A, Τ
Λ
, πμ). Let D = {feL2(X): f=g°n a.e. geL2(X/A)}. It is not difficult to 
sec that 
D = {f€L?(X): ƒ constant on χΛ for a.e. xeX} 
For any fel}(X) we define a function E f on X by 
It will appear that E f is a version of the conditional expectation of/ w.r.t. Л (i.e. 
with respect to the σ-algebra generated by xÁ, xeX). 
Theorem 5. (i) D is a closed T-invanant linear subspace of L2(X). 
(ii) E is the projection on D. 
(ui) /ƒ {е01,/2еО-,...,1сте01 then f=0 a.e. 
Proof. By the definition of D (i) is obviously true. Let с=с( ), Z= {zeX: card(z/l)+c}. 
Then μ(Ζ) = 0 by Theorem 4. 
1. If ƒ is continuous then E f is continuous on X x Z . 
Let x'"', xeX^Z be such that х ( л )-+х if n - » x . It suffices to show that 
E f (х,л ') -> E f (χ) for a subsequence (η'), n'-> oo. 
Let у ("Л ) = х(п),>-,1, = х. By Theorem 3 (ii) we can choose y-^ex'" '/! such that 
d(/n'2\/»·")= I. Let (У'·2») be a subsequence of ( У 2 1 ) such that y - 2 > - > y > , 
y^'eX. Then у^'ехЛ and d(yi2), У ' ) = 1. Continuing in this way we find exactly с 
sequences ( У '•m))„*
=
 ι (where we denote any subsequence of (ri) again by (ri)) and с 
points У ' е х Л such that У'•""ex"" Л, y-m>-->y> for m= 1,2, ...,c. Therefore 
|£/(x«"'»)-£/(x)|=-
с 
Σ, / ω - Σ/(>·) 
χ/(У·-))- ς ƒ (У"") 
π = 1 m = 1 
gl ¿ ілу^')-лу»)|. 
С
 m= I 
The proof of 1. is finished since /(У ' · " 0 )-»/(У) if и'-» oo by the continuity of ƒ 
Since the continuous functions are dense in L2(X) and since fn-*f pointwise 
clearly implies £ƒ„-•£ƒ pointwise, we deduce from 1. that E f is measurable and 
integrable. 
2. ET= TE. 
The relation ET= TE is implied by the Г-invariance of Л. 
3. $Efdμ = ¡fdμ for all feL2(X). 
Let μ0 be defined by μ0(f) = ¡Efdμ. Then μ 0(1)= 1 and μ0 is T-invariant by 2. 
The unique ergodicity of μ implies μο = μ· 
4. If feL2(X), geD then E(fg) = gE(f). 
Indeed £(/g)(x) = - Σ /(y)g(v) = gW£/(x) for a.e. xeX. 
c
 уехЛ 
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5 E2 = E and E is hermitian 
Taking 1 and Ej in 4 we obtain E2 = E. Taking g = E f in 4 and appl>ing 3 we 
obtain </, £ /> = | |£/ | l2 . 
6 E is the projection on D 
By 5 £ is a projection Since range (£)<=£) a {j • EJ = ƒ} E is the projection on 
D. 
We have yet to prove (in) 
Let feL2(X) such that / e ß \ f2eD1, , fcsD\ Then by 6. 
£ fk{\) = Q for к = 1,2, .,c and x e X x Z . 
By Lemma 6 this implies that Ду) = 0 if уехЛ Hence У = 0 on X^Z. 
Lemma 6. Let z^ ,zL be complex numbers such that 
t 4, = 0 for k = 1,2, ..,c. 
m= 1 
Then z
m
 = 0 jor m= 1,2, .,c. 
Proof. Consider the r
m
 as indetermmates. Like the elementary symmetrical 
с 
functions the functions £ г^(А.= 1, , c) generate all symmetrical functions ([14, 
m_ 1 
p. 81]) This immediately implies the lemma 
Theorem 7. Let (X(0), Ί,μ) be a substitution dynamical system of constant length. 
Then (X{0), Τ,μ) has discrete spectrum if c(0)=l and partly continuous spectrum if 
t (0)>l . 
Proof By Theorem 2.13 (Χ/Λ, Τ
Λ
,μ) is isomorphic to a rotation on a compact 
topological group. Hence Lr(X/A) is spanned by the continuous eigenfunctions of 
Т
л
 This implies that the subspace D is spanned by the continuous eigenfunc­
tions of Τ 
If c(0)= 1, then D = L2(X) by Theorem 4 and {Χ(0),Τ,μ) has discrete spectrum 
Let c=c(0)>[ We shall first suppose 0 pure, ie Λ= f] Л,„. In this case 
"a ι 
Theorem 2 13 yields that D is spanned by eigenfunctions with (rational) eigenvalue 
group {e2"""" n^0,0ua<ln}, where /is the length of 0 Let Tf=/.fvnth\/.\=l 
and feL2(X), / ф 0 
Wc shall show that feD. i.e Τ has continuous spectrum on D1 It follows from 
Theorem 5 (in) (and the orthogonality of eigenfunctions) that at least one of 
ƒ f1* ,fc belongs to D. Therefore / is necessarily rational, say / = exp Ι2πι J, 
with (p, q)= 1. Decompose q = qlqj where (q^ /)= 1 and q2 divides /" for an n^ 1 If 
qi = 1 then jeD by the unicity of eigenfunctions. Therefore, suppose ç, > 1 Now 
Ту 42 = ;.« ƒ «г = exp Í2 π ζ — ) ƒ « , 
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so that our knowledge of the eigenvalue group on D enables us to conclude that 
f^eD1. Hence f2 is not constant. But 
-pil ƒ412
 = f<¡2 
so T4i is not ergodic, and therefore not minimal by Theorem 2.15. Hence >'(g1)> 1 
(see Lemma 2.2). By Lemma 2.3 (v) there is an m> 1 dividing^, with,/(m) = m. Since 
(m, I) = {qi, 0 = 1 this is a contradiction to the purity of θ (by Lemma 2.10.). 
We shall now consider the case /ι = /ι(0)>1. Let ΛΌ be a T^-minimal set, 
(Χ(η), t) the pure base of (X(0), T) i.e. there is an isomorphism 
φ:{Χ0,ΤΗ,μ0)^{Χ{η),Τ,μ), where μ0 = Η-μ\Χο. 
Let Τ/=λ/ with |;.| = 1 and feL2(X), / Φ θ . Let f0=f\XD. Then Thf0 = Xhf0: 
so 4>f0 is an eigenfunction of (Χ(η), f, μ). Since η is pure, φ/0 is constant on yAt 
for /¿-almost all )>εΧ(η). Hence f0 is constant on xATh = xAT (by Lemma 2.19(ii)) 
for ii0-almost all xeX0. This implies that ƒ is constant on χΛτ for /¿-almost 
all xeX, i.e. feD. 
Remark. By [5, 1.10] Card хЛ = 1 iff χ is a regularly almost periodic point. In this 
context Theorem 7 can be rephrased as: (X(0), Τ, μ) has discrete spectrum iff X(0) 
contains a regularly almost periodic point. 
ІУ. Minimality and Ergodicity (Non-Constant Length) 
The aim of this section is to prove the following theorem which has been proved in 
the case of a substitution of constant length (2.15). 
Theorem 1. Let (Χ(θ), Τ, μ) be a substitution dynamical system and n^l. Then T" is 
minimal iff T" is ergodic (w.r.t. μ). 
The following example shows that we cannot copy the proof of Theorem 2.14. 
Example 2. Let 0 be defined by 0->0011, 1-^001. Then T2 is minimal ([10]). If we 
take У = {00,01,10,11} then θ does not induce a substitution on J as in the proof of 
2.14.: 0(01) = 00 11 001 has odd length. (In particular cases one can get rid of this 
phenomenon by considering higher powers of 0.) 
The following notions are introduced to deal with the problem illustrated by 
Example 2. (We shall only consider the case I = {0,1} but definitions and lemmas 
are easily generalised to more symbols). 
Definition 3. A block A is called n-balanced if 
N0(A) = N1(A) = ^ (modulo«). 
An η-balanced block A is called irreducible if 
A = BC 
with В η-balanced and С arbitrary implies B = A. 
Quickly verified is 
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Lemma 4. (i) An η-balanced block has an unique decomposition in irreducible n-
balanced blocks. 
(u) If 0 is a substitution and A an η-balanced block then OA is an η-balanced block 
Lemma 5. Let B = A1A2 • Ani, where the Ak are arbitrary blocks. Then there exist m 
and к such that i^m^k^n2 and such that A
m
A
m+l...Ak is n-balanced. 
Proof Let uk = N0(A1 . Ak)(modn)and vk = N1{A1 ^ ( m o d n ) Consider the pairs 
(un, vk) fork =1,2, . . ,н 2 . If all are different then there is а к such that (uk, vk) = (0,0). 
Hence AlA2...Ak is n-balanced. If not all are different then (um l,vm_ ,) = («,,, t^) 
for an m and к with 2 ¿ m ^ / c ^ n 2 and AmAm+l . Ak is n-balanced. 
Lemma 6. Let xelz be an almost periodic sequence and n ^ 1. Then 
(ι) χ has an unique decomposition 
x= . . B _ A ß i · (Bo(0) = Xo) 
where the Bk are elements of a finite set J of irreducible n-balanced blocks. 
(π) If φ is a bijection between a finite set of symbols I and J then 
. ф-\в_1)ф-\в0)ф-\ві).. 
is an almost periodic sequence. 
Proof. Any block В appearing in χ appears with bounded gap Let s(B) be the least 
upper bound of this gap, and let s(/c) = max{s(B): N(B) = k, В appears in x}. 
Let t 1 =s( l ) , t 2 = . i!(l+f1), tk = s{tk_2 + tk_i) for /c = 3,4, . . ,n 2 . 
We shall prove (i) by showing that χ is decomposable in irreducible n-balanced 
blocks (such that one block begins with x0) whose length does not exceed t„2. 
Let Al=x0. Then /1, reappears within t¡ steps i.e. XQ^I ··· =A1Al... with 
N{A2)'ut1. Now /l2 / l i reappears within t2 steps i.e. x0x1... = A3A2Al... with 
У (/4з)^(2. Continuing in this manner for k = 4, 5, , n2 we obtain 
XQX! ..=AkAk 1...Ai... with N(Ak)^tk_i for k = 2, ...,n2. 
By Lemma 5 there exist 1 g m g к ^  η 2 such that AkAk_ l Am is n-balanced. Let A 
be the first irreducible n-balanced block in А
к
А
к
_і.. A
m
. Then N(A)^t
n
2 and 
x[0, N(A)— I] = i4. Applying the same arguments with Al =χ^Λ) we shall find the 
next irreducible n-balanced block. In this way, we obtain the unique decomposition 
of the positive part of x. Essentially the same procedure applies to the negative part 
of x, yielding (i). 
We shall call any place in χ where an irreducible n-balanced block of the 
decomposition of χ begins a J-place. (Note that 0 is a J-place by definition.) Let A 
be any n-balanced block beginning at a J-place t. To prove (и) we have to show that 
A reappears with bounded gap at J-places. 
Let A0 = A. Then A0 reappears (with a gap independent of ή ι e a block of the 
form A0D0A0 appears at place t in x. Analogously we define for k= 1,2,.. ,n
2
 — 1 
the block Ak+1 =AkDkAk, where Ak begins at place t in χ and Dk is defined by the 
first reappearance of Ak in x. 
С236 F.M. Dekking 
- Let Bl = D0AQ, Bk+l =ВкВк_і... BlDkA0 for k = 1, . . . ,и
2
 — 1. Then it is easily 
proved by induction that 
Ak = AuBkBk_1...Bl for fc=l,...,n
2
. 
By Lemma 5 there exist l ^ m ^ / с ^ и 2 such that ß tßn , , . . . ^^ , is n-balanced. 
Therefore the block 
BkBk_1... Bm = BkBk_l...Bm+lBm_lBm_2.BlDm_lA0 
appearing at J-place t + N(A0) in χ is η-balanced. But since A0 = A is n-balanced, 
the block BkBk_l... Bm+iBm_1 ...BiDm_1 is η-balanced and therefore A reappears 
at a J-place within N(BkBk_i... Bm + 1Bm_l... BlDm_1)<N(A„i) steps. As in the 
proof of (i) it follows from the almost periodicity of χ that this number does not 
depend on t. 
Proof of Theorem 1. As remarked before (cf. the proof of 2.15), ergodicity of T" 
implies minimality of T". 
Let T" be minimal and let Л'( ) = ОгЬ( ), where 9w = w. Then w is almost 
periodic. We apply Lemma 6 (i) to w and obtain a set J of irreducible n-balanced 
blocks, such that 
w = ...B_lê0Bl... (BkeJ). 
Let φ : f-* J be a bijection between J and a finite set f. We extend φ in the usual way 
to f* and ƒ*. 
Let t be the shift on Z2. The behaviour of φ with respect to the homeomor-
phisms is given by 
ф(Ту) = Т^НФУ) ye ƒ*, y0 = t, fe Λ 
Define a substitution η: /->ƒ* by 
ηΐ=φ-
1(θ(φι) for all te J. 
By Lemma 4 η is well defined. Let ρ = φ" 1(B_ ,) and q = <Д- '(ßo)· Then /?4 is a cyclic 
pair for η. Let vv = wM. Then н' = (^_ '(w), so vv is almost periodic by Lemma 6 (ii). 
Since all symbols from f appear in w this implies that η is primitive. Hence, if Χ(η) 
= Orb(w, t) then (Χ(η), Τ, μ) is an uniquely ergodic (substitution) dynamical 
system. 
We now form a tower (^S,v) on (Χ(η), Τ,μ) by assigning Ν(φΐ)/η-1 
isomorphic copies to each cylinder [ΐ]ΓιΧ[η); S and ν are the corresponding 
transformation and probability measure (cf. [6] and [13]). Since (Χ{η), Τ,μ) is 
uniquely ergodic, so is (Y, S, v). We shall finish the proof by showing that {Χ(θ), Τ") 
is a factor of (Y,S). 
The base YQ of Y and Χ(η) will not be distinguished in the sequel. Define ψ: 
Y->X(e)by 
п 
Let us verify that ф8=Тпф. 
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liyeSk{Y0n[î)), m = N(<t>î)/n and if O^kon-Ì then 
ψ (S y) = Тп{к + ' > φ (S -k -l S y) = Τ" Γ"* φ (S -" y) = Тфіу), 
if к = m— 1 then 
φ(Ξγ) = φ(Τ5 m+ly) = TSi*W(S-m-iy) 
= Tm^(S-m+ly)=Tnip(y). 
The continuity of ψ follows from that of φ, Τ and indicator functions of cylinders. 
Since (X(0), T") is minimal and since φ vv = w, φ is surjective. Hence (Χ(Θ), Τπ,ψν)Ί5 
a factor of (У, S, v) and as such uniquely ergodic. (See e.g. [8].) Therefore T" is 
ergodic with respect to μ. 
Example 7. Let θ be as in Example 2. Let w = w10. Then w decomposes in 2-balanced 
irreducible blocks from the set J = {00,11,1001}. If f= {a, b, c) then η is given by 
a^abab, b^ac, c-^accc. 
The homomorphism φ is an isomorphism in this case : (X(0), Τ2, μ) is isomorphic to 
the tower obtained from {Χ(η), Τ, μ) by doubling the cylinder [c]. 
We would like to give an example that is independent of the results of this 
section but is constructed in a similar way. 
Example 8. Let Θ be defined by 0-»01, 1 -> 10. Then w = w 0 0 is the Morse-Thue 
sequence. Let J0 = {0,01,011}. It is not difficult to see that any sequence in Χ(θ) 
= Orb(w) decomposes in a unique way into blocks belonging to J 0 . Let f = {a, b, c] 
and φ a bijection between fand J0 defined by ф(а) = 0, ф(Ь) = 01 and ф(с) = 011. 
Then as before θ induces a substitution η on Í. We find that η is defined by 
a->b, b->ca, c^cba. 
Let A = [0] η À f^l) = ([00] и [010] υ [0110])η Χ (θ). Let (A, Τ
Α
) be the flow induced 
on A (TA is the first return time to [0]). Then it is easy to see that the usual extension 
of φ is an isomorphism between (Χ{η), t) and (A, TA). It follows from Theorem 1 of 
the next section that (Χ(η), f) is isomorphic to a substitution flow of constant 
length. Calculations (and 2.13 and 3.7) show that the structure system of (Χ(η), f) is 
Ζ(2) and that (Χ(η), f, μ) has partly continuous spectrum. 
We remark that the sequence vv = &*c generated by the pair be under η is non-
repetitive i.e. if В is any block over f then BB does not appear in w (cf. [5, Ex. 4.11]). 
V. Substitutions of Non-Constant Length Isomorphic 
to Substitutions of Constant Length 
Theorem 1. Let 0 be a substitution of non-constant length (/Q,/,, ...,/
r
_ j). If 
(l0,l1,...,lr_i)isa right eigenvector of the θ-matrix, then (X(0), T) is isomorphic to a 
substitution flow generated by a substitution of constant length. 
Proof. Let X(0) = Orb(wi"1), where 0 и = wM. We shall define an isomorphism from 
{Χ(θ), Τ) to a flow {Χ(ή), Τ), where η is a substitution on a set f consisting of £ l¡ 
¡el 
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symbols а1Л where 0 ^ i < r and 0^j<l¡. To each block Oi we assign the block 
α,οα,ι .·• я,/,- ι· Since any sequence in Χ(θ) has a unique decomposition in blocks 
from the set {00, 01, ...,0{r— 1)} ([10]), this assignment extends to a continuous 
map φ from Х( ) to i 2 . Since Oi and ф( і) have the same length φ is a 
homomorphism. Define a substitution on I by 
ί/(βυ) = ψ(0/*) if 0(0) = i*. 
(For example: »/(а,о) = а,оа,і---а,і,-і)· 
The substitution η is primitive (we may assume that the 0-matrix L(9) is strictly 
positive and this implies L(rç2) strictly positive). If we take p = apl _! and q = aq0 
then pq is a cyclic pair for r/. Let w = w'1' and Χ(η) = Orb (vv; T). Since φ is obviously 
injective, and surjective by the T-minimality of Χ(η) and the fact that φ\ν = w, φ is 
an isomomorphism between (Χ(θ), Τ) and {Χ(η), f). 
So far we apparently gained nothing since η is still a substitution of non-
constant length. We shall exhibit however a substitution η' of constant length л 
(where λ is the maximal eigenvalue of L(0)) on / which generates the same sequence 
w and hence the same flow. 
Let Β
ι
 = η(α
ί0αη...αι1ί_ι) = φ(θ2ί) for all iel. We claim that / (В,) = л/,· (/ 
= 0, . . . , r - l ) . To verify this note that Ν{Β
ί
) = Ν(θ2ί) = 1[2) and that l^^/.l, since 
(/<?>)=L(/. )=;.(/.)-
(An irreducible positive matrix has only one independent positive eigenvector. 
Therefore the eigenvalue corresponding to (Ό. Ί ι ··•> 'r-1) has to be /..) 
Decompose each B, in Β^Β,οΒ^... B¡u_ ι, where N(8^) = /. (от j = 0,1,..., lt 
— 1. Define a substitution η' on f by 
4'{a.j) = B,j· 
Then ^' has constant length Я and the same cyclic pair pq generates the same vv as η 
since 
η(α
ί0...αηι_ι) = Βι = Βί0...Βίίι_ι=η'(αι0...αι1ι_ι) 
and similarly ^(α,ο . . . α
Π ι
_ 1 ) = ^' ' Ι (α, 0 . . .α,, ι _ 1 ) for all fe^l, iel. 
Example 2. See Example 4.8. 
Example 3 ([12]). Let r = 2 and θ defined by 0->01, 1 -• 1100. Then 
so that the condition of Theorem 1 is fulfilled. Here 
f = {α0ο, α 0 1 , α 1 0 , Ü! U α 1 2 , α^} = {α, b, с, d, e, f}, 
The Spectrum of Substitutions of Constant Length 
η and η' are defined by 
a-Kib 
b^cdef 
c->cdef 
d^cdef 
e->aò 
f-* ab 
a->abc 
b->def 
, c^cde 
η :
 d^fcd 
e -*efa 
f^bab 
and (Χ(θ), Τ) is isomorphic to (Χ{η'), f). 
Remark 4. We consider the case r = 2,i.e.,I = {0,1}. Let ^ > Áj be the eigenvalues of 
the 0-matrix L(ö). It follows from the Cayley-Hamilton theorem that I o 2 J is an 
eigenvector corresponding to the eigenvalue λ
ι
. This implies that 1 2 
According to Theorem 1 {Χ{θ), Τ) is topologically isomorphic to a substitution 
flow of constant length if Aj = 0- We conjecture that this condition is also necessary. 
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Mixing Properties of Substitutions 
F M. Dekking and M. Keane 
Laboratoire de Probabilités, ERA 250 du С N.R.S., Université de Rennes, 
Rennes Beaulieu, F-35042 Rennes Cedex 
Summary. Measure-theoretical and topological mixing properties of dynamical 
systems arising from substitutions are considered. It is shown that such systems 
are neither measure-theoretically strongly mixing, nor topologically strongly 
mixing of all orders. In the case of the substitution 
0 - 0 0 1 
^ 1 - 1 1 1 0 0 
it is shown that the corresponding dynamical system is measure-theoretically 
weakly but not strongly mixing, and topologically strongly mixing of order two 
but not of order three. 
Substitution minimal sets provide useful examples in topological dynamics (as 
minimal flows) and in ergodic theory (as strictly ergodic dynamical systems). In 
general, the topological and measure-theoretic structure of a substitution minimal 
set is difficult to determine. Throughout this paper, we shall be primarily concerned 
with the substitution 
0 - 0 0 1 
η :
 1 - 1 1 1 0 0 , 
its orbit closure X under the shift transformation T, and its unique invariant 
probability measure μ ([12]). For basic definitions and a coherent development of 
the theory of substitutions, we refer to [4]. 
The first part of our investigation concerns measure-theoretic mixing proper­
ties. After using an idea due to Kakutani [11] to show that the dynamical system 
(Χ, μ, Τ) is weakly mixing, we prove that no system arising from a substitution can 
be strongly mixing. Thus our particular system arising from η provides yet another 
example (and perhaps the simplest to describe) of weak but not strong mixing ([8,5, 
11, 1]). 
0044-3719/78/0042/0023/$02.20 
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The second section of our work is concerned with topological mixing. We show 
that the minimal flow (X, T) arising from η is topologically strongly mixing of order 
two, but not of order three, providing the first example of a minimal flow with these 
properties. (If minimality is not required, an example can be found in [6].) It is also 
proved that no minimal flow arising from a substitution can be topologically 
strongly mixing of all orders. 
The last paragraph contains a remark on a substitution closely related to η, 
whose corresponding dynamical system has arisen in [10] and [15], and wc 
indicate how our method applies to this case. 
§ 1. Measure-Theoretic Mixing Properties 
Throughout the paper, (Χ, μ. Τ) will be used to denote the dynamical system arising 
from the substitution 
0--001 
η
' 1-1 1 100. 
We prepare the first result by introducing a change of symbols. Writing a = 00 and b 
= 1, we see that 
η(α) = η(00) = 001001=αοαο, 
ηψ) = η(1) = 1 1 100 =bbba. 
This leads to the consideration of the substitution 
a^abab 
' b-fbbba. 
The dynamical system arising from 0 will be denoted by (У. ν,S). 
It is convenient to prove results for η by using Θ. This is possible because 
(Χ,μ, Τ) can be represented as a tower over (У, v, S) with respective heights 2 over 
the cylinder [a] and 1 over the cylinder [b] (cf. [3] Th. 4.1 and Ex. 4.8). (Here and in 
the sequel, a set {yeY: >Ό = (Ό> •••>Уп = сп} will be denoted by [c 0 . . .c n ] or by [C], 
where C = c0cl...cn is a block (finite sequence) of symbols over the alphabet 
considered, in this case {a, b}. These sets and their translates by powers of the shift 
arc called cylinders. A cylinder [C] will be non-empty if and only if the block С 
occurs in θ"a for some n; such blocks are called admissible.) 
Theorem 1. The dynamical system (Χ,μ, Τ) is weakly mixing. 
Proof. Let ƒ be an eigenfunction of Τ with eigenvalue ?.. Since Tis ergodic, we may 
assume | / | Ξ 1 = |л|, and we must show that /.= 1. By the tower representation of X 
over У, there is a function g on У of constant modulus one (obtained by restricting ƒ 
to the base of the tower) such that 
Sg = ?hg, 
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where 
, , ν Í2 for y e M 
h{y) =
 {l for,ЕЮ 
For и 2:1, set 
t - 0 
Then 
It is known [2] that the system ( У, v, S) has discrete spectrum and that its eigenvalue 
group is the group of all 4"-lh roots of unity Thus 
hm | l - ; > | | 2 = l i m | | S 4 " g - g | | 2 = 0 
π - · ОС Л — Χ) 
For each л ^ 1, consider the set A
n
 defined by 
l=.0 
We shall show that 
1) v( / l n)^v([bò]) , 
2) A1I = 4 ( 4 - 1 - l ) o n / l I l 
for each и ^ 1 It then follows from ι ([7>i>])>0 and from 
hm f | l - ; > | 2 d v = 0 
that 
and this implies easily /. = 1 
To prove 1), we use the fact [4] that the measure of [bb] is just the limit of the 
occurrence frequency of bb in (fa as m tends to infinity, and the corresponding fact 
for the measure of A
n
 Obviously any occurrence of bb in 0ma yields an occurrence 
of ö"(bb) in п + та, and hence 4" "occurrences" of A„ in this block The length of 
п + т
а being 4" times the length of β"a, 1) follows 
To see 2), note that for any yeA
n 
К(у) = 2М
а
( пЬ) + М
ь
( пЬ), 
where Ν,ί · ) denotes the number of occurrences of ι in a block. If now 
L = \
2
 2 - |
=
r N f l ( 0 a ) JVb(0a)-| 
Ll 3j Ш Ь) Nb(0b)\' 
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then 
„ Γ We) W*)] 
and an easy calculation yields 
п
_1С4 я + 2 2-r-2-\ 
L - 3 L 4 n - l 2-4" + lJ' 
Therefore 
M>') = § ( 4 n - l ) + i ( 2 - 4 " + l) = i ( 4 " + 1 - l ) 
for any yeA
n
. 
We indicate briefly the range of application of this method to substitutions. Let 
ζ be a substitution on two symbols whose matrix has relatively prime integral 
eigenvalues and such that the lengths of ζΟ and ζ 1 are also relatively prime. (If these 
conditions are not fulfilled, it can be shown that a non-constant continuous 
eigenfunction exists). In this situation, it is always possible ([3] Th. 5.1, Rem. 5.4) to 
find a substitution θ of constant length related to ζ as above, but in general θ will be 
defined on an alphabet of more than two symbols. If the dynamical system arising 
from θ has discrete spectrum, then an analogous argument shows that the system 
corresponding to С has continuous spectrum. In particular, if we consider 
substitutions ζ having the same matrix as η, we obtain 16 substitutions which are 
not obviously isomorphic. One of these is periodic, and 13 have continuous 
spectrum by the above. However, the substituion 
0-+001 
ζ
' 1 - 1 0 1 1 0 
and the coding a = 001, b = 101, c = 10 yield 
a-Kiabc 
Θ: b^bcab 
с-*сЬса 
(noting that с always follows b and is always preceded by ft), and θ is known to have 
partly continuous spectrum [3]. We do not know whether ζ has continuous 
spectrum. One other substitution of this class has an analogous behavior. 
We next prove a general result. Let С be a substitution which, for simplicity in 
the proof, we shall assume to be defined on {0,1}, and let (Ζ, π, U) be the dynamical 
system arising from ζ. We suppose that card Ζ > 1. 
Theorem 2. The dynamical system (Ζ, π, DT) is not strongly mixing. 
Proof. We may obviously restrict our attention to Ζ infinite and, interchanging 0 
and 1 if necessary, suppose that π([00])>0. Let us denote by s„ the length of CO. 
Let В be an admissible block for ζ. For each n ^ 1, we set 
D. = [ B ] n l / — [ B ] · 
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If (Ζ, π, U) were strongly mixing, we would have 
1πηπ(Ι>
Π
) = π([Β])2. 
Π— χ 
We shall show, on the contrary, that there exists a constant y > 0 independent of the 
choice of В such that 
ΗπιΐηΓπφ
Π
)^7π([β]). , 
Since the measure of [B] can be made arbitrarily small by choosing В long enough, 
the proof will be finished if we succeed in establishing (*). 
Now the measure of D„ is just the limit of the occurrence frequency of two B's at 
distance s„ in the block Cm0, as m tends to infinity. Combining this with the fact that 
such an occurrence inside of a block of the form ("OCO happens at least as often as 
В occurs in CO, we obtain 
,
n
^
v
 N B (C"0)N o o (r-"0) 
π(£>
π
)^ hm , 
m-oo s
m 
where NE{F) denotes the number of occurrences of E in F. 
Let л denote the largest eigenvalue of the matrix of ζ. Then s
n
, which is the first 
row sum of the n-th power of this matrix, is asymptotically equal to α A" for some 
positive constant a. Therefore 
NooOr-O)
 l i m ^ = я ( і : о о ] ) Я - . 
Λ S„ m-co S_ 
and 
\imin(n{D„)^n([0O]) lim Ν
Β
(ζ"0)Α-π = π([00])π([Β])α. 
Π-* oo η-* 00 
Setting 7 = απ([00]), we obtain the desired result. 
§ 2. Topological Mixing Properties 
Recall that the substitution 
0-»001 
η
' 1 - 1 1 1 0 0 
gives rise to a minimal flow denoted by (Χ, Γ). Our first goal in this paragraph is to 
prove the following theorem. The proof will consist of a series of lemmas. 
Theorem3. The minimal ßow (Χ, Τ) is topologically strongly mixing. 
Let θ and (У^  ν, S) be as in § 1. To prove the theorem, it suffices to show that for 
any fixed η and for all i" sufficiently large, a block of the form 
іГ(1)С (1) 
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and of length t' is admissible for η (ι e, appears in some ^"Ό) In terms of 0, this 
means that for any fixed n and for all sufficiently large f, there is a O-admissible 
block of the form 
B, = 0"(b)C,0"(b) 
such that 
2AiI(B1) + 4(B,) = t 
This is the content of Lemma 8 
In the following, the length of a block В w ill be denoted by N(B) = N
a
(B) + Nb(B) 
We also define the excess e(B) of В by 
e(B) = 2N
a
{B)-Nb(B) 
Its properties are 
Lemma 4. 
(i) e(AB) = e(A) + e(B), 
(и) e(0B) = e(B\ 
(m) j e d o y , yk^i)dv(y) = 0 
γ 
for all blocks A and В and all к ^ 1 
Proof (i) is immediate from the definition, (in) follows from v([a])=l -v([b])=7 
and from (i) To show (n) it suffices to remark that (2, - 1) is a right eigenvector of 
Г2 21 
the 0-matrix Ь = with eigenvalue one 
Lemma 5. For each к g 2 we can choose an admissible block Bk of length k, beginning 
in b and ending in a, such that 
lim e(Bk)= + oc 
к * зо 
Proof Suppose that Bk has been chosen for some fixed к Then 
OBk=bbbaDabab, 
and we can define 
B4k_i =bbba Daba, 
B4.k_2 = bba Daba, 
B4.k_3 = baDaba, 
B4k_4 = bbaDa 
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If e(Bk) = e, Ihen by Lemma 4 (i), (n) we have 
e(BAk_l) = e+l, 
e(Btk_2) = e + 2, 
е(В4
к
_1) = е + 3, 
e{B^k_4) = e+l 
Now set B2 = ba and В
г
 = ЬЬа, and proceed by induction 
Our next task is to investigate the possible excess values for all admissible 
blocks of a given length к If В and B' are admissible blocks of length Α., then they 
both appear in some (Fa Therefore we can proceed from В to B' by a sequence of 
admissible blocks, each block in the sequence being obtained from the preceding 
one by deleting a symbol from one end and adding a symbol to the other end This 
addition-dele^tion process either leaves the excess unchanged or changes it by 3 
Thus for given k, B, and B', necessarily e(B) = e(B') mod 3, and all values e between 
e(B) and e(B') with e = e(ß)mod3 occur as excess values of admissible blocks of 
length к Examining blocks of length one, it is now obvious that e(B) = — к mod 3 if 
В has length к 
Lemma6. Let e0^.0 Then for all к sufficientlv large and each 0^e^e0 with e = 
— kmod 3, there exists an admissible block of length к and excess e 
Proof By Lemma 4 (in), there exists for each к an admissible block В of length к 
such that e(B)^0 Our conclusion then follows from Lemma5 and the above 
remarks 
Unfortunately, Lemma 6 is not powerful enough to conclude the proof of 
Theorem 3, since we do not know whether such blocks can be chosen also to begin 
and end with a fixed symbol 
Lemma 7. Let e0^.5 Then for all sufficiently large к and each 5^e^e0 with e = 
— к mod 3, there exists an admissible block of length к and excess e which begins and 
ends in the symbol b 
Proof The idea of the proof is to take a block as in Lemma 6 and apply 03, obtaining 
an admissible block with the same excess but 64 times as long Then by deleting 
some symbols from the end and adding some symbols to the beginning of this block, 
we can obtain blocks beginning and ending in b with the desired properties 
We begin by examining 03a and 03b For each m with 1 ^ m ^ 6 3 define blocks 
L(a, m), R(a,m), L(b,m) and R(b,m) by requiring that 
N(L(a,m)) = N(L(b,m)) = m 
and 
e
:s
a = L(a,m)R{a,m), 
03b = L(b,m)R(b,m) 
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Now set 
S = {4, 5, 6, 16, 20, 21, 22, 24, 25, 26, 29, 52, 53}. 
It is easily verified that: 
1) R(a, s) and R(b, s) begin in b for each seS, 
2) e
s
 = e(R(a, s)) = e(R(b, s)) for each seS, 
3) max|e
s
 —e,—1| = 5, and 
4) any integer from —31 to +32 is a difference of two elements of S. 
Now we can describe the announced deleting and adding. Let k' be a positive 
integer, B' a block of length к' ending in the symbol; (j = a oij = b), and ι a symbol (i 
= a or i = b) such that the block 
iB' = iA'j 
is admissible. Then if A = 03A', the block 
3
іА
 3] 
is also admissible, and hence for any s,teS, the block 
C(s,t) = R(i,s)AL(j,t)b 
is admissible (since R(j, t) begins in b), and begins and ends in b. Moreover, 
JV(C(s,t)) = 64fc' + t - s + l 
and 
e(C(s,i)) = e(B') + e J - e f - l . 
It is important to note that by 2), the excess of C(s, t) does not depend on the values 
of ι and ;'. 
Next we choose k0 such that the conclusion of Lemma 6 is valid for e0 + 5 and all 
k '^ko. Co being the number of our hypothesis. Let 5^e^e0 and choose any 
fc^64fe0 with e= — kmod3. Then by 4) there exist k"^k0 and s,teS such that 
k = 64k' + t-s+l. 
Now set 
e' = e — e
s
 + e,+ l. 
By 3), 0 g e' ^  e0 + 5, so that we can apply Lemma 6 for e' and fc' to obtain an 
admissible block B' = A'j of length fc' and excess e' (e' = — k' mod 3 because e = 
— к mod 3). The block C(s, t) corresponding to B', s and t as above, where i is chosen 
so that iB' is admissible, obviously has length k, excess e, and begins and ends in b. 
Lemma 8. Let η ^ 1. Then for sufficiently large t there exists an admissible block of the 
form 
such that 
2Ν
β
(Β,) + η,(Β,)=:ί. 
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Proof. For any block B, the definition of e(S) yields 
2N
a
(B) + Nb(B) =i(4JV(B) + em-
Let 6ο = 4 Π τ 1 + 4 and choose k0 such that the conclusion of Lemma 7 holds for 
4 Л + * к 
к è /c0. Then for any ί ^  — — - + 2 we can find к ^ /CQ and 5 g e ^ 4 " + 1 + 4 such that 
3t = fc-4n+1 + e. 
Since e= —k mod 3, Lemma 7 gives us an admissible block В of length fc and excess 
e beginning and ending in b. Thus Β, = θηΒ is of the desired form, and 
4. Ank + e 
2N
a
(Bt) + Nb{Bt) = = t. 
This completes the proof of Theorem 3. It is not surprising that the proof was 
somewhat delicate, in view of the following result. 
Theorem 9. The minimal flow (X, T) is not topologically strongly mixing of order 
three. 
Proof. It is easily verified by a calculation using the matrix of η that for each я ^ 1, 
Ν(η"(00)) = Ν(ηπ(1))+1. 
Our proof leans heavily on this fact. Now set Z 0 = [0], Z, = [11], Ζ2 = 10 10], and 
ί„ = Ν(η" 1) for each η Ξι 1. It suffices to show that 
Z
o
nT-'"Z1nT-
2,
"Z2=0 
for all и ^ 1. If χ belongs to this set, then the following five inequalities hold: 
1) Xo + x,
n
, 
2) х,
п
*Х2(
л
> 
3) Xo=^X2t„ + í^ 
^) X l „ + 1 ^=X2t„+lí 
5) Χο + Χί,,+ ι-
Now decompose χ, for fixed n, into a sequence of blocks of the form ^"(00) or ^ "(1). 
The coordinate x0 occupies a certain place, say к, in one of the blocks of this 
decomposition. In each of the following six cases, we arrive at the contradiction 
indicated: 
Xo occupies place к in the first block of contradicts inequality 
Ч"(1)Ч"(1), 1), 
І Г ( 1 )
Ч
" ( 0 0 ) І Г ( 1 ) 3), 
Ч"(1)»;"(00)ч"(00) 4), 
IJ"(0 0)4"(1)Í Í"(1) 2) iffe>0 
і7"(0 0)ч"(1)»Г(00) 3), 
і;"(0 0)ч"(00) 5). 
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This clearly exhausts all possibilities except к = 0 in the fourth case. In this case our 
hypothesis implies however that ^"(1) begins with 10, which is not true. 
The idea of the proof of Theorem 9 suffices to obtain a more general statement, 
at the cost of precision. Let ζ be a substitution on two symbols which gives rise to a 
minimal flow (Z, U). We suppose that c a r d Z > 1. 
Theorem 10. There exists an integer m such that the minimal flow (Z, U) is not 
topologically strongly mixing of order m. 
Proof. If Ζ is finite, the result is obvious. Hence we may suppose with no loss of 
generality that the block 00 occurs with bounded gap in all points of Z. Since 
lim Ν(ζ"0)/Ν(ζ" 1) is finite and non-zero, there exists an integer m2:3 such that for 
η - У 
all / î ^ l , the block ("(00) occurs in all points of Ζ with a gap bounded by 
(m-3) Ν(ζη0). Now let Z
o
 = [0] and Zi =[1] , and consider for each η the set 
Ζ 0 η ^ - * " Ζ 1 η £ / -
2 5
' · Ζ 0 η · · · η Ι ' -
(
'
π
-
1 ) 5
" Ζ
ι
, 
where i is 0 if m is odd and 1 if m is even. By our choice of m, this set is empty for all 
n ^ 1, so that (Z, U) cannot be strongly mixing of order m. 
The same proof (modulo some technical difficulties) goes through for sub­
stitutions on a finite number of symbols. We do not know whether there exists 
substitutions on two symbols which are topologically strongly mixing of order 
three. 
§ 3. A Remark about the Toeplitz Sequence 
At the end of the proof of Theorem 1, it was noted that the argument applies to 
other substitutions. In this vein, it is interesting to look at 
, 0 - 0 0 1 
η
 ' 1 - 1 1 0 0 1 , 
whose matrix is the same as the matrix of η. Setting α = 00 and b= 1 as in § 1, we 
obtain 
a->abab 
' b-^bbab 
which we recognize as the Toeplitz substitution ([7, 9, 10, 13, 15]). It was first 
announced in [10] that the system given by doubling the symbol a in 0' is measure-
theoretically weakly but not strongly mixing, and in [15] it was proved that this 
system is not topologically strongly mixing. Wc remark that the system obtained by 
doubling a's in 0' is just the system corresponding to η'. (This seems to have gone 
unnoticed up to now.) Since 0' has discrete spectrum ([13]), the result announced in 
[11] follows from our work in the first paragraph. It is also quite simple to derive 
the result of [15] using the technique of our second paragraph. In fact, a calculation 
of the excess values for O'-admissible blocks of length 4" yields exactly two possible 
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values, 2 and - 1, in contrast to Lemma 5 for 0 From this follows (by using that 
blocks 'Ь necessarily occur at intervals divisible by 4) that if 
4"+ 5 
2ЛГ.(В) + ЛЬ(В) = — , 
then the block 0'(b)B0'(b) cannot occur. Thus η' is not topologically strongly 
mixing 
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SOME EXAMPLES OF SEQUENCE ENTROPY AS AN ISOMORPHISM INVARIANT 
by F.M.Dekking 
Surnnary. With certain geometrically diverging sequences A and the 
shift Τ on dynamical systems arising from sugstitutions we associate 
a Markov shift S such that the Α-entropy of Τ equals the usual 
entropy of S. We present exameples to demonstrate the following 
results. Sequence entropy can distinguish between an invertible 
ergodic transformation and its inverse. Α-entropy does not depend 
monotonically on A. The variational principle for topological 
sequence entropy need not hold. 
§ 1. Introduction• 
Let (Х,и) be a Lebesgue space with invertible μ-preserving 
00 
map T. Let A = {t } _. be a sequence of integers. Then the 
sequence entropy h (T) of Τ with respect to A is defined as 
follows ([14]): 
1 "tl " t 
hA(T,Ç) = lim sup i- H(T Ç V...V Τ "ξ), ζ € Ζ 
η-*» 
h (Τ) = sup h (Τ,ξ) 
Α
 cez Α 
where Ζ is the collection of measurable partitions of X with 
finite entropy. We also call h (Τ) the Α-entropy of T. 
Clearly sequence entropy is an isomorphism invariant of 
dynamical systems and one recovers the usual entropy h(T) of Τ 
by taking A = {0,1,2,...}. 
KuSmrenko ([14]) proved that Τ has discrete spectrum if 
and only if h (Τ) = 0 for every sequence A. On the other hand 
we have the following theorem of Newton and Krug ([13]), exten­
ding earlier work in [16]: If h(T) > 0, then h . m = K(A)h(T) 
where К(A) does not depend on T. (A simplification of their 
proof can be found in [12]). This result implies that sequence 
entropy is uninteresting as a new invariant in case Τ has posi-
кг 
tive entropy. However, little is known in case h(Τ) = 0 and Τ 
has a continuous part in its spectrum, which in some sense is 
the case where new invariants are most needed. We briefly survey 
the known results for such T. Kuänirenko showed that the {2 }-
entropy of the horocycle flow on a two-dimensional manifold of 
constant negative curvature lies between log 2 and log 64, and 
that the {2 }-entropy of the transformation (x,y) •+• (χ+α,χ+y+ß) 
equals log 2. Recently Hülse ([ 8]) extended this result, and 
determined a class of sequences such that h (T) = °°, if Τ has 
quasi-discrete spectrum. The existence of such sequences in 
case Τ has quasi-discrete spectrum follows from a theorem of 
Pickel' ([18]) stating that sup h (Τ) = log к for some positive 
A A 
integer k, or equals "». 
In the present paper we calculate the sequence entropies 
for a special class of zero-entropy transformations and a number 
of sequences. These results reveal some new properties of 
sequence entropy. Our main example shows that sequence entropy 
can distinguish between Τ and Τ (Example 8). 
We do not know the answer to the following "intermediate 
value" question. If h(T) = 0 and h (Τ) = » for some A, does 
there exist A' such that 0 < h
д
,(Τ) < »? If this holds then the 
conjecture that Τ x Τ is not isomorphic to Τ for ergodic Τ with finite 
entropy could easily (cf. the proof of Theorem 1 of [14]) be shown to be true. 
A related question is the following. Is h (Τ) >_ h (Τ) , if A is 
a subsequence of B? It follows from Newton's work that the answer 
is positive when h(T) > 0, В is strictly increasing and A = {t } 
ЕЗ 
has bounded gaps or satisfies t , ,-t •+•<». Example 7 however shows 
n+l η 
that the answer can be negative for such A and В if h(T) = 0. 
We also consider the topological analogue of sequence entro­
py. Let X be a compact metric space, Τ a continuous map on X. For 
α an open cover of X, let N(a) denote the minimal cardinality of 
any subcover of a. Let A = {t } _. be a sequence of integers. Then 
h (Τ), the topological sequence entropy of Τ with respect to A, 
is defined by 
h 0ρ(Τ,α) = lim sup — log N(T a V...V Τ ηα) 
η-χ» 
h^ p(T) = sup h^op(T,a) 
A
 aew
 A 
where W is the collection of open covers of X ([б]). 
Let M denote the collection of T-invariant Borei probabi­
lity measures, and h (Τ) the Α-entropy of Τ w.r.t. μ in M. Then 
Goodman ([б]) showed (with a restriction that can be removed 
([4])) that for any A 
h^0p(T) 1 sup h^(T) 
A
 ием
 A 
with equality m case h (Τ) > 0, where h (Τ) denotes the 
top 
usual topological entropy of T. If h (Τ) = 0, then the 
variational principle for topological sequence entropy need not 
hold. Goodman gives an example with h (Τ) = log 2, but 
и 
sup h (Τ) = 0, where Τ has discrete spectrum. We provide several 
μ€Μ 
other examples. If, for instance, Τ is the shift on the closed 
orbit of the Morse sequence (see for example [l, ρ 92]) then 
h ^ (T) = log (4+4/5) > sup hU (T) = flog 2. 
l/!
 ' рем
 iZ
 ' 
E4 
§2. Preliminaries. 
2.1. Substitution shifts 
Let X = {0,1} with shift T. Let 0 = 1 , 1 = 0. We extend 
this map - called mirroring - to blocks, i.e. finite sequences 
of zeroes and ones, and to elements of χ by component wise 
application. 
A map θ : {0,1} •+• {0,1} is called a substitution (on two 
symbols) of length x,. In this paper we only consider continuous 
substitutions ([l]). A substitution is continuous iff Θ1 is the 
mirror image of Θ0 and, moreover, θ is not finite i.e. 
Θ0 φ 00...0, Θ0 Φ 0101...010 or mirror images of these blocks. 
As we did in the case of mirroring we extend the domain of sub­
stitutions to blocks and infinite sequences, and define θ by 
θ ι = θ(θ ι) ι = 0,1 for each positive integer n. 
2 
If θ is a continuous substitution of length » then θ 0 
starts and ends m 0 and we can define an infinite sequence w 
θ 
by 
/^ г 2m 2m .
Ί л
2т.
лл
. . _ 
(1) " ^ "* · ι "^ = θ ( 0 0 ) т = 1'2'··· 
Here we used the following notation. If χ is an element of X 
then x[k,n] := χ.κ . ...x . 
Let Х„ be the closure (in the product topology on X) of the 
и 
ν 
orbit {Τ w : к £ Ζ} of w . It is well known that X is minimal 
Ь О 
under Τ and that there is a unique T-invanant Borei probability 
measure μ on Xg (see [l]). We call the dynamical system (Χ.,Τ,μ) 
- often abbreviated to T. - a substitution shift. Note that 
о ——— ——— w
 _
 = w
n
 a nd hence Τ „ = T„ for η = 2,3,... . 9" θ
 θ
η θ ' 
ES 
The strict ergodicity of Τ enables one to read many 
properties of T. from the sequence w,, or from the blocks θ 0 
or β 1 m = 1,2,... . For example, consider simple cylinders 
[b„b.. . .b ] := {x 6 X : X-^b.,x,=b., . . . ,x =b К Then such a O l n 0 0 1 1 n n 
cylinder has a non-empty intersection with X iff the block 
В = b„b,...b occurs in w. iff it occurs in some θ 0 iff it O l n θ 
occurs in some θ 1, We call such a block admissible. Furthermore, 
the μ-measure of [в] = [b-b-.-.b ] equals the relative frequency 
of В in w. and 
ö 
(2) w([B]) = l i m — N ( т0) = lim — N ( т1) 
m s т о 
m-*» i nr*= í 
where N (С) denotes the number of occurences of В in a block C. 
в 
Since θ 1 is the mirror image of θ 0 the following lemma is 
obvious. 
LEMMA 1. Let θ be a continuous substitution. A block В is ad­
missible iff its mirror image is and μ([в]) = р([в]). 
The next lemma is essential to the structure of T. (cf [l, L.53]), 
In the following form the lemma is proved in [2, L.27]). 
LEMMA 2. Let θ be a non-finite substitution of length i. For each 
positive integer m the collection of open sets {τ-'θ X. : 0<j£S, -1} 
is a partition of X.. 
LEMMA 3. Let θ be a non-finite substitution of length I and let 
N > 0. If χ € Т^ 11^. for some m > 0 and 0 < j < lm then there 
— ö — — 
exists an integer ρ such that X[0,N] = w„[p,p+N] and ρ = j modulo 
Еб 
PROOF. Since Χ = X„ we may assume m = 1. Let χ Ε Τ3ΘΧ.. By 
т
 к
і
 θ 
minimality of Τ on X
a
 we have χ = lim Τ w for some sequence 
І-ХЮ 
(k,). Therefore χ[θ,Ν] = wQ[k.,k.+N] for large i. On the other 
1. D i l 
1 1 1 
hand Τ w € TJexfl for large i, since TJ6X„ is open. By Lemma 2 
к = j modulo Í for such i. π 
Throughout this paper = denotes topological isomorphism, •* 
measure-theoretic isomorphism. (See [l] for definitions). Unique 
ergodicity of substitution shifts implies that if T. = T0. then 
Τ ÛÎ τ 
θ θ' 
For a block В = b-b....b let В" = b ...b.b. be its reversal. 0 1 η η 1 0 
If θ is a continuous substitution we define Θ" by θ~0 = (Θ0)~. 
LEMMA 4. Let θ be a continuous substitution. Then T. ~ T,,.. 
PROOF. Let φ be the reversal function on X defined by φ(χ) = x~, 
where x~ = χ . for к € Ζ. Then φ is obviously continuous, inver-
tible and φτ"1 = Τφ. It is easily checked that ( -)2т(00) = ( 2 т00)~ 
From (1) we see that φ(w.) = w . The minimality of Τ on X. and 
Τ on X.. then implies that φ is an isomorphism from (Xfl»T ) to 
(XQ-,Τ). • 
2.2. Sequence Entropy of Substitutions Shifts 
Let A = {t } be an infinite sequence of integers. From now 
on ξ will have a fixed meaning : ζ = {[0],[l]}, the time-0 par­
tition of X. Note that ζ is an open cover of X. Let 
-1 -k+1 
ξ := ξ V Τ ξ ν...ν Τ ξ. According to [б, P.2.1] and [14, 
L.2.1] we then have 
E7 
LEMMA 5. Let A be an infinite sequence of integers, Τ a subshift 
on Χ, ζ = {[0],[l]}. Then 
h^0p(T) = lim hf^CT.Ç,) and h (Τ) = lim h (Τ,ξ.). 
A , A к A , A к 
к-*» к-*» 
Given A = {t }, η a partition of Χ η will always denote the 
partition η = Τ η ν Τ η ν...V Τ η η . The first conclusion 
of Lemma 5 then can be rewritten as 
h^0p(T) = lim lim sup ^ log М(с£). 
k-x» n-*» 
Since ξ is a partition, Ν(ξ, ) equals the number of non-empty 
I . An atom of ξ atoms of ξ  is a general cylinder i.e. has the 
form 
{x £ X : x[t ,t ] = В 3, ]=!,...,n} = 
т ^ Ч в
1 ] n T" t 2 [B 2 ] П...П T" t n [B n ] 
where Β ,.,.,Β are blocks of length k. We denote this atom by 
[Β1.·Β2,...;Βη]. 
Let θ be a substitution, w = w. as defined in (1). An atom 
σ 
Лв
2 
is an integer ρ such that 
[в ;B ;...;B ] of ξ intersected with X. is non-empty iff there 
'
[ p + V p + V k - i ] = B 
3 3 = 1,...,n. 
If this is the case we say that the ζ -block (B ;...;B ) occurs 
in w, or is admissible. Let Ν, ι
 n
. (C) denote the number 
tB ; ..,Β J 
of occurences of the ξ -block (вЦ . .. ;Bn) in a block C. Since 
a general cylinder is a finite disjoint union of simple cylin­
ders, equation (2) generalizes to 
(3) pttB1;...,^11]) = lim — N,,,! „n, (θ"1!) fori=0,l, 
Εθ 
and we obtain analogously 
LEMMA 6. Let θ be a continuous substitution, A an infinite sequence 
of integers. Α ξ -block is admissible iff its mirror image is, and 
the corresponding atoms have equal measure. 
53. {1 }-Entropy for substitution shifts. 
In the sequel θ is a continuous substitution of length I, 
Θ0 = a„a, ...a„ , with a„ = 0 (this is no restriction since T„ = T^ -, U 1 £-1 0 O D 
where θ is defined by Θ0 = Θ0) and w = w is the sequence generated 
by Θ. 
Recall that ξ = {[θ],[ΐ]}. We consider A = { 1 Д Д , . . . } , thus 
-1 -5. -f n -^ 
ξ = T ξ ν Τ ξ V...V Τ ξ. Atoms are called non-empty if their 
intersection with X is non-empty. 
If [b-.-b. ; ... ;b ] is a non-empty atom of ξ then trivially 
[b
n
;b1;...;b _.] is a non-empty atom of ξ . 
BASIC PROPERTY. Let [b ;b ;...;b ] be a non-empty atom of ξ 
Then [b.;b ;...;b ] is a non-empty atom of ξ . 
n+1 
PROOF. n+1 If [Ъ
п
;Ъ.;...;Ъ ] is a non-empty atom of ξ then there 
exist integers ρ and 0 < q < I such that 
+
Ч
+^
=Ь
з 3 = 0'1 η· 
Since 9w = w, we have for any i n t e g e r s 
ГдО = a
n
a 1 . . . a . _ or 
(4) vi[sl,sl+l-\] =J 
91 = a
o
ai"-Vi 
and(recall that a. = 0) 
E 9 
(5) w = w . 
si s 
Hence, if a = 0 , then 
q 
w „i-l = w
n n
i = w n
 л
і
=
Ь . j = l,2,...,n 
P +
 (5) P (4) P^^1 3 
and if a = 1, then 
q 
V^" 1 (=)
 +
Я3
 (¡) V + q +^ - S j = 1,2 η. 
Therefore, if a = 0 then [b,;b_;...;b ], if a = 1 then 
q 1 ¿ η q 
[b.;b_;...;b ] is a non-empty atom of ξ . The claimed property 
follows in the last case from Lemma 6. 
THEOREM 1. Let θ be a continuous substitution of constant length 
t and let A = {i"}. Then 
».ί«»<τ
β
>->ί*<
ν
«. 
-1 -k+1 
PROOF. Let ξ = ς ν τ ζ ν . , . ν Τ ξ. According t o Lemma 4 
fc+co 
for any A. Since ?.,« refines ξ, , it suffices to prove (with 
A = {г11}) 
C X ' V ihrP(VÇ) for к = 2,3,... 
We first consider к = 2. Let (b-c„;b,c.;...;b с ) be the ξ. 
0 0 11 η η 2 
block corresponding to a non-empty atom of ζ , i.e. there 
exist integers ρ and 0 <^  q < 4 such that 
w „ л-і w л «1 . = b.c. j = 0,1,...,η. 
pt+q+O pl+q+lJ+1 j j J 
Case 1. 0 < q < Í.-1. 
Then c_,...,c are completely determined by the symbol c. plus 
the en-block (Ь,;Ь.;...;Ь ). For the СП-Ь1оск (с,;C_;...;c ) 1 2 η 1 2 η 
Е Ю 
equals (b.;b ;...;b ) or its mirror image,depending on whether 
a = a ,. or not. 
q q+1 
Case 2. q = Л-1. 
Then (b.c.;b,c,;...;b с ) is completely determined by an admis-0 0 1 1 η η r 1 J 
sible ξ -block. This is the С_-Ыоск (Ь.с.;...,^ с ) if a = 0, 
the ξ -block (b.c.,...,b с ) if a. . = 1 (cf. the proof of the 
¿ 1 1 η η X.-1 
basic property). The symbols b. and c. are determined by b. since 
all three symbols occur in the same Θ0 or Θ1. 
Combining these two cases we obtain 
N(C2+1) < 2.2.N(Çn) + N(Ç2> 
< 4Ν(ξη) + 4Ν(ξη"1) +...+ 4N(Ç2) + NtÇ^) 
<^  4n N(Çn). 
Therefore 
Ь Д
О Р ( Т Д 2 ) = lim sup \ log NtÇ^ 1 
<_ lim sup - log(4(n-l) Νίξ""1)) 
n-w 
Let now к > 2. Choose m such that Jlm > k. Let B 3 = b W . ..b, be 
1 2 к 
a block of length к for j = Ι,.,.,η and let (B ;B ;...;B ) be 
the ξ -block corresponding to a non-empty atom of ξ . Then there 
exist integers ρ and 0 <_ q < i, such that 
wtpZ'Vq+Z^p^+q+Ji.^+k-l] - B1· j = Ι,.,.,η . 
The ξ -block is completely determined by the first m-1 blocks 
„1 „m-1 , ^,
 r
n-m+l ., 
В ,...,B and the ξ -block 
„ m , m , η , η . . _ ^
 ftm . 
(b
№-qb^-q+l '· · · · ' V-qV-q+1
 ) l f q
 * * ^ ' 
( b ^ ; . . . ; b ^ ) i f 0 1 q 1 A m - k . 
E U 
(Actually the ξ -block (b ;...;Ь ) would suffice in the second 
case). This leads to the following bound 
N(Ç^) < (2 k) m- 1 N ( Ç ^ m + 1 ) . 
Therefore 
С
р< і*Гр< 
THEOREM 2. Let θ be a continuous substitution of length I and 
let A = U n } . Then 
V V = VV e ) · 
PROOF. As in the proof of Theorem 1 it suffices to show (with 
A = U n } ) 
V W ιντθ'ξ) f o r k = 2 ' 3 ' · · · 
Let к >_ 2 and m be arbitrary such that Ä > k. Let 
F = lAà
 ь
 , Т
3 т
Х
а 3=ilm-k+l θ 
and η = {F,X ^ F } . We shall estimate Η(ξ"|ζη ν n) for n > m. 
An atom of ξ ν η which lies in X.^F splits into at most 
и 
2 atoms of ξ, . For if [в ;B ;...;B ] is a non-empty atom 
of ξ (В-1 = b^b^...b^ for ] = l,...,n), and χ belongs to the non­
empty atom [b.;b ;...;b ] of ξ and to Τ θ X then it follows from 
Lemma 3 that the blocks В ,...,B all occur at places j modulo I 
in w. Since 0 < 3 < Ä -k, these blocks are completely determined 
by the ξ -block (b. ; Ъ . ; . . .;b ) and the block bVb b . Further­
more there are at most (2 ) possibilities for 
b2 b3--- bk b2 Ь3 •••bk · 
An atom of ξ ν η which lies in F splits into atmost 2 
E 12 
atoms of ξ , as there can be no more atoms in ξ . Estimating the 
entropy of a partition with the logarithm of the number of its 
non-empty atoms we obtain 
Η(ξ^|ςη V η) < μ(Χ
θ
ΝΡ) l o g 2 ( k - 1 ) m + μ (F) log 2 П к 
<_ (k-l)m log 2 + nky (F) log 2. 
According to standard properties of entropy 
H(ç£) lH(ç£|Çn ν η) + Η(ξη) + Η (η). 
So 
Η (ξ") <_H(Çn) + (k-l)m log 2 + nkp (F) log 2 + log 2, 
and 
Ь
А
(Т
 '
е
к
)
 - W ^ + klJ(F) log 2· 
Since Τ preserves μ and the Τ θ X are disjoint according to 
Lemma 2, we have μ(Τ:,θΐηΧ.) = i~m for τ = 0,...Дт-1. Therefore 
и 
h
K
(T
o'5i,' < hA ( Tn'?) + (k-l)14l"m log 2. 
A U к — А О 
Since we can choose m arbitrarily large we obtain the desired 
VW -W '^ w h e r e A = { я П } · D 
We now turn to the task of calculating h, £,-, (Τ ,ξ.) and 
hr
 η
,(Τ
η
,ξ). If [b ;b ;...;b ] is a non-empty atom of ξ then 
[b ;b-;...;b ] is a non-empty atom of ζ , as noted in the Basic 
Property. Conversely, if [b.;b_;...;b ] is a non-empty atom of 
ξ , then either [0;b.;...;b ] or [1;b,;...;b ] or both are non-1 n I n 
empty atoms of ξ .As we shall show below it is possible to 
decide which one of these possibilities occurs, according to an 
algorithm which does not depend on n and only on the first 
element of the atom of ξ under consideration, i.e. on b.. 
First we split some atoms into two: instead of 
E13 
-1 -ίη~ι 
ξ = Τ ξν.,.ντ ξ we consider ξ ν ξ , denoting a non-empty 
atom of this partition by 
[b0(b1;b2;...;bn)] := {x £ Xg : х0=Ь0,х1=Ь1 , χ ^ \п-1^ . 
and the corresponding ξνξ -block by 
ь
о{ъ1}ъ2.,...;ъп). 
We then fuse pairs of atoms of ξ ν ξ . Let η be the partition 
n 
whose atoms are 
(6) [b0(b1;b2;...;bn)] U [Б^ (Ь^  ;Ь^; .. . ;Г) ] 
Note that 
| l o g N(C n )-log N ( n
n
) | < l o g 2 , |н (Çn) -H (ті
п
) | <_ log 2. 
Therefore 
h ^ E } < T ,ζ) = lim sup i- log N(nn) 
ГГК" 
and 
ь
и
п } ( т '£) = 1 і ш s u pñ H ( r'n )· 
n-x» 
The following Lemma describes the announced splitting al-
gorithm. In the sequel + between symbols denotes addition mod 2. 
LEMMA 7. Let 0(b,;b-;...;b ) be an admissible Су£П -block. Then 
1 ¿ n 
0(a +a _,_, ,Ъ. ;b_;...;b ) q = 0,1,. ..,1-2 
(7) q q+i
 l
 ¿
 n 
0
<
а
і-1+Ьі'ЬГЬ2'---гЬп) 
are i admissible ÇvCn+ -blocks. Moreover any admissible ξνςη+1-
Ыоск OCc'bj.-b,; .. . ;Ь ) with с = 0 or 1 is among (7). 
PROOF. Let 0(b.¡b.;...;b ) be an admissible ξνξ -block, i.e. 
1 2 n 
there exists an integer ρ such that 
W
D -
 0
'
 w
r>
+
b)-l = bi j = l,2,...,n. 
E 14 
By definition 
ί θ )
 %
+ q % + q + l
; %
+
q
+
r - %
+
q
+
i 2 ' - - - - ' %
+ q + A n ) 4=0 4-1 
are admissible ξνξ -blocks. But it follows with (4) and (5) that 
w
» „ ^ o i = ( _ j = Ι,.,.,η and q = 0,...Д-1. 
D. if a = 
3 q 
If + between symbols denotes addition modulo 2 we can concisely 
write w. „i = b.+a , and we see that the blocks in (8) can be ip+q+JlJ ] q 
identified as 
( 9 ) і''
ь
і
+ ь 2 + ---<-ьп+ q = 0 l - 2 · 
Vi (bi '·Wl ;b2+Vl; · · · 'Wl' · 
Considering the cases a = 0 and a = 1 separatedly, mirroring 
the ζνζ -block in the latter case and using Lemma 6, we obtain 
that the blocks in (7) are admissible. The last assertion of the 
Lemma follows from the fact that any admissible ξνξ -block 
0(c;b. ;b_; . .. ;b ) is among (8) for some ρ and 0 <^  q < I, and the 
Basic Property. • 
THEOREM 3. Let θ be a continuous substitution of length Í. Then 
flog (»j+^ /S) if Θ0 = 0101...01 
I log 2 in all other cases. 
PROOF. Let α be the number of zeroes in {a^aj , a 1 +a 2 »t.a+Vl ' V l 1 ' 
β the number of zeroes in {a.+a.»a.+a»,...,a._-+a .
r
a._.+!}. Then 
0 <_ α,ί <_ I. In case 0 < a,(5 < i it follows from Lemma 7 by induction 
that any £ СП-Ыоск is admissible. (The ξνξ -blocks 0(0) = 00 and 
0(1) » 01 are admissible for any non-finite Θ). Therefore N(n ) = 2 
η 
top 
and hr.Jj-itTg) = log 2. Here we used Theorem 1. 
E 15 
It is quickly verified that the cases α = I, 6 = 0 lead to 
finite substitutions and that 8 = Л is impossible. The only case 
left is α = 0 with Θ0 = 0101. .01. Then all blocks in (7) are 
equal to 0 (1 ;0;b_,·.. . ¡b ) if b. = 0, while both 0 (0; 1 ;b»; ... ;b ) 2 η 1 ¿ η 
and 0(1 ; 1;b7;...;b ) occur if b. = 1 , It follows by induction 
that 0(b
n
;b.;...;b _.) is an admissible ξνξ -block if and only 
if no two consecutive b's are 0. This easily implies that η 
has exactly F . non-empty atoms, where F is the n Fibonacci 
number. Therefore, if Θ0 = 0101...01, then 
^JlVV = l i m s u p n l o g < F n + l ) = ^g^+b/s). • 
n-x» 
COROLLARY. Let θ be a continuous substitution of length I. Then 
.top 
h{¿2n}(Te) = log 2. 
PROOF. Immediate from T„ v-
REMARK. The reader acquainted with topological Markov chains 
(introduced as intrinsic Markov chains in [17]) will have noticed 
that in the case Θ0 = 0101...01 the non-empty atoms of η are in 
n 
one-to-one correspondence with the non-empty atoms of 
( r V T ς V...V Τ ζ ί Γ Ι Χ , where ζ is the time-0 partition of 
a shift space on two symbols with shift Τ and X the topological 
Markov-chain determined by the matrix σ 
• GO-
We now turn to measure-theoretic {t }-entropy. Given a con­
tinuous substitution of length I, we define a substitution θ of 
length I by 
E16 
θ
ά
(0) = ( a ^ a ^ í a ^ a ^ . ^ f a ^ + a ^ K a ^ + a ^ 
ed(l) = (а 0 +а 1)(а 1 +а 2)...(а ) 1_ 2 +а г_ 1)(а £_ 1 +Г 0). 
In [l] θ, is called the discrete substitution associated with Θ. d 
If θ is any substitution then we call the matrix L = L(6) = (I ) 
defined by 
Í = N ( і) і,з = 0,1 
the matrix of Θ. Note (remember a„ = 0) that Ы ,) 
0 α 
=
 í a i-a\ 
\ß i-B/' 
where α and β are as in the proof of Theorem 3. 
On {0,1} we define a probability vector ρ by 
(10) p 0 = y([00l U [11]), p 1 = u([0l] U [10]) 
= (π ) 1 
lía ί,-οΛ 
Vß Í-Bj' 
and a Markov matrix Π = Π(θ)  - by 
13 ι,:=0 
(11) Π := ί 1Ц , 
α 
LEMMA 8. Let ρ and Π be as in (10) and (11). Then 
П( т ) = Пт( ), рП = ρ and ρ 0 = ßU-a+ß)" 1. 
PROOF. It is not hard to verify that ( т)„ = ( „ ) ш for m = 1,2,.. 
α d 
Consequently Е( т ) = ί~\ ( (θ"1) ) = г _ ШЬ Ш(
 а
) = ПШ( ). 
It follows from (2) that 
П( Ш ) -> I " 1 I if m •+ »; ^ - (Io Ï) 
which implies ρΠ = ρ, and ρ = β(ΐ.-α+β) follows by direct com­
putation. • 
Let ν be the Markov measure and Τ be the Markov shift 
defined by ρ and Π ([З]) (ρ is uniquely determined by Π since Π 
is irreducible). Let ζ = {[θ],[ΐ]} and ζ = ζ ν Τ ~ ς ν . . . ν Т~ П + ζ. 
η 
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The distinction between ξ and ζ is made to indicate that atoms of 
ξ will be measured with μ, those of ζ and ζ by v. We define a 
map φ from η (with atoms (6)) to ζ by 
n n 
φ : [0(b1;b-;...;b )] U [ 1 (b". гЬІ;... ;b" ) ] •* [b b ....b^b.]. 1 ¿ n 1 Ζ n n n-1 ¿ 1 
In particular φ([θθ] U [11]) = [θ] and φ([01 ] U [10]) = [l]. We 
claim that φ is one-to-one and measure preserving between η 
and ζ , i.e. if В is an atom of ζ then φ В is an atom of η 
n n n 
such that μ(φ В) = ν(В). The proof is by induction on n. For 
n = 1 our claim is true by (10) . Let n >_ 2. Suppose 
М([0(Ь
іг
Ь,;...;Ь )] U [l(b;;F0;...;b")]) = V ([b .. .Ь,Ь. ]) i ¿ n 1 2 n n ¿ 1 
for a l l atoms [0(b. ; b . ; . . . ;b ) ] U [ 1 (ΪΓ ; b l ; . . . ;b" ) ] of η . We 1 2 n 1 2 n n 
have t o show 
р ( [ 0 ( Ь - ; Ь
і г
. . .
г
Ь ) ] U [Kbl . -bTî . . . , ·£" ] ) = vÜb . . . Ь . Ь ]) 
0 1 π 0 1 n n l O 
for Ь = 0 , 1 . Now 
víiV-.b^i) = *
ν ο
ν α
ν · · ν ι
] )
 = 
= ,
ь
^ ао(ъ
і;ъ2;...}ъп)]и[пъ11ъ2;...;ьп)], 
the l a s t e q u a l i t y by t h e induct ion h y p o t h e s i s . So we proof our 
c laim, i f we show 
(12) у Ц с М Ь - г Ь , ; . . . ; ! ) ] U [ 1 (ЕГ jbT ; . . . ;b" ) ] ) = 0 1 n 0 1 n 
1Г
Ь b \ldO{bl;b2;...;bn)] U [ 1 (bj ;b^; . . . ;ІГ )]) . 
Let m be arbitrary but large. Any ξνζ -block occurring in θ (01) 
is generated by a ξνζ -block occurring in θ (01) as in the proof of 
the Basic Property. Conversely, any ξνξ -block occurring in θ (01) 
generates i ξνζ -blocks in θ (01) as in (9). Considering this 
E 18 
equation and its mirror image and taking into account that ξνζ -
blocks and their mirror imagesoccur in pairs in θ (01) =θ 0Θ 0 
and in θ (01), we obtain the following refinement of Lemma 7: 
Suppose there occur к ξνξ -blocks 0(b.;...;b ) in θ (01). Then 
I n 
there occur exactly к ξνξ -blocks 0(a +a .;b.;...;b ) for 
q q+1 1 η 
each q = 0,1,... Д-2 separately , and к blocks 
0(a„ ,+b,;b,;...b ) in Ш + 1(01). Therefore i-1 1 1 η 
N
n
, h . . fe
m+1(oi)) = 
(number of b 0 in { a ^ ,..., V í a W a í - l + bl})2l0(b1 ; . . . ;b ) ^ ( 0 Χ ) 
1 η 
bl b0 0<»ν...;1>
η
) 
by the definition of Π in (11). Dividing both sides by i and 
letting m •+• ш yields (12) , by (3) and Lemma 6. 
The fact that φ : η -*• ζ is one-to-one and measure preser-
n η 
ving for η = 1,2,... implies immediately 
THEOREM 4. Let θ be a continuous substitution of length I with 
associated discrete substitution Θ,. Then 
d 
h
un}<V - ^ V 
where T„ is a Markov shift with transition matrix Π = I L(6 , ) . 
Π α 
EXAMPLE 1. High {£ n}-entropy is obtained when α = ί,-Β iff 
(5.-1 J, + l\ /i.+l f.-l\ 
i+i i-i) o r iJ[ U-i ι+ι)' F o r a n y o d d l a c o n t i n u o u s θ w i t h 
L(9 ) = ІП as above is easily found. In this case ρ = {h 's) and 
l 1 Л+1 
h f п^ (T.) = log 2 + h log —^ — log -j—r-, which can be 
arbitrarily close to log 2. 
EXAMPLE 2. Low U n}-entropy is obtained when 0 = 0101...01. 
î. Î.-1 
Then hr.n·. (T.) = -—τ- log I - -z—— log Í.-1, which can be arbitrarily 
close to 0. 
ЕІ9 
EXAMPLE 3. Theorems 3 and 4 provide us with many examples of 
h θ ρ(Τ) Φ h (Τ) = sup h^(Τ). For example if θ is defined by 
A A f- A 
μ
 2 
Θ0 = 01, then h °P, (Tg) = logtVlVs) and h { 2 nj (Tg) = -j log 2 
(set £=2 in Example 2). 
EXAMPLE 4. {Zn}-Entropy is not a complete invariant for TD's 
with θ of length I. It is in particular obvious that Π(θ) = Π (θ"), 
so T. cannot be distinguished from T., nor from T Q (Lemma 4). 
64. Other Sequences 
In this section we consider sequences 
(#) A = {к(1).ЛП,к(2).гП,...,к(д).4ПГ
=0 
with 1 = k(l) < k(2) <...< k(g)< I. The restriction k(l) = 1 is 
mainly for technical reasons. Recall that ξ = {[0],[l]}. The 
basic property now is : 
Let [ ^ 2 ; . . . ^ ( η + 1 ) ] = { x e x : ^ ( i U J = b g . + i , l < i < g , 
0 <_ j <_ n} 
be a non-empty atom of ξ . Then [b .,b „;...;b , ] is 
g+1 g+z g(n+l) 
a non-empty atom of ξ . The proof is a slight generalization of 
the proof of the basic property for A = {5, }. 
THEOREM 5. Let θ be a continuous substitution of length i and 
let A be as in ("). Then 
h
r
P (
v = hAOP(vç) and w = w· 
PROOF. Note that lim sup — log Ν(ζ ) = lim sup log N(Çg ) and 
. n*» . n-x» g 
lim sup — Η(ξ ) = lim sup — Η(ζ ). We can follow the proofs of 
η ση 
η-«» η-*» ^ 
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Theorem 1 and 2 with η replaced by gn everywhere, and A as in ("), 
Details are left to the reader. о 
In the calculation of h (T.,ξ) and h.(TQ,C) the following 
A b A D 
notions play an important role. Let a^ a-.-.a . be a block of 
l-l 
zeroes and ones. The autocorrelation matrix M = (m. ). . „ o f iq 1=1,q=0 
a
n
a1...a is defined by 
m. = a + a . .. , „ 1 < і < Я , 0 < q < H iq q (q+i)mod Í — — 
where + between symbols stands for addition mod 2. The cross 
l-l 
correlation matrix N = (n. ). , „of a„a....a. . is defined by iq 1=1,q=0 0 1 £-1 
Cm. if i+q < I 
n. =. _ n 
iq
 m. if i+q > I 
I iq 
i-i Given 1 = lc(l) < k(2) <...< к (g) < Л and a matrix M = (m. ) . . „, iq i=l,q=0 
we call the matrix M := (m, ,.. ). , „ the reduced matrix. 
k(i)q i=l,q=0 
As in the last section we split the atoms of ξ by ξ and 
consider η with atoms 
n 
(13) [Ь
П
(Ь.;...;Ь )] U [Ъ
Г
.[Ъ.}...;Ь')]. 
U 1 gn 0 1 gn 
Then we have 
(14) h A O P ( V e ) = ^  U m - p Ì log N(nn) 
n*a> 
h (Τ.,ξ) = - lim sup ^- H ( n ) . 
Α σ σ n n 4
 n-x» 
Let [θ(b.;...;b )] be a non-empty atom of ξνξ" . This is equi­
valent to the existence of an integer ρ such that 
(15) wp - 0' МІНІ = bgj
+
i 1 I i i g. 0 < j < n. 
For each q with 0 <^  q < Í, 
(16)
 " W ^ p + q + l '  · * · ''%+q+k (i) li1'·· ''%+q+k(g) ¿n) » Ι ^ Ό ^ Ι « ) 
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is an admissible ξνξ -block. Now equations (4) and (5) imply 
that 
% - 0' 
.' a i f q + k d ) < Í 
WJlp+q+k(i) = і q + ] í ( l ) 
w„ , , . . - , = b + a l < i < g , l < i < n . 
î . p + q + k ( i U 3 g j + i q - - ч ' - J -
Considering the cases a = 0 and a = 1 separately for q = 0,...,1-1, 
we obtain as in the last section 
LEMMA 9. Let θ be a continuous substitution of length Í and A as 
in(#).Let M and N be the reduced auto-, respectively cross cor-
relation matrices of Θ0. Let 0(Ъ.;...;Ъ ) be an admissible ξνξ gn 
gn 
block. Then, if b, = 0 
(17) 0(m. ;m„ ;...;m -b ;...;b ) д=0,...Д-1 
Iq 2q gq 1 gn 
and if b f = 1 
(1Θ) 0(Hlq;í2q;...;ñgq;bi;...;bgn) q = 0 l-l 
are admissible ξνξ -blocks. Moreover, if Otc.;...^: ;b ;.. -b ) 
1
 g l ' ' gn 
with c1 = 0 or 1 for 1 < ι <_ g is an admissible ξνξ
9 ( n + 1 )
 -block, 
then this block is among (17) or (18). 
With the columns occurring in the reduced auto- or cross 
correlation matrices M or N of Θ0 we associate non-negative integers 
s with 0 < s < 2 called states, simply by considering a column as 
the binary notation of s. Thus 
[1,2,...,2д~1)Ы =• [ s i , s 2 , . . . , s ) =•• v 0 
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is the vector of states associated with M. Analogously (1,2,...,2 )N 
=: v. is the vector of states associated with N. Let S be the set 
of states which occur in v. or v.. We partition S into two sets Sn 
and S. by 
s € S iff s = r {moà 2) . 
States in S. are called even, those in 5. odd. we illustrate this 
terminology with an example. 
EXAMPLE 5. Let Θ0 = 0011, A = {4П,3.4П} .. 
n>u 
Then the auto- and cross correlation matrices of Θ0 are 
/ 0 1 0 1 \ / 0 1 0 o\ 
M = 1 1 1 1 , N = 1 1 0 0 . The reduced matrices are 
\ 1 0 1 0/ \ 1 1 0 1/ 
Й =
 ( ? 5 ? 2 ) а П < З Й = С ίο?)'" V 0 = (2'1'2'1)' Vl = (2'3'0'2) 
and SQ U S = S = {0,2,1,3}. 
We consider S with shift Τ and time-O partition ζ = {[s]¡ч6 s} . 
-1 -n+1 We set ζ := ζ ν Τ ζ ν...ν Τ ζ. 
η 
Any admissible CvC"-block or its mirror image occurs in 
V i - ' - V i V r - A t g j - i o r a o a r - - V i V i " Ä ( g ) - r The c o l u m n s 
of M have just the same components as the ξ -blocks preceded by 0, 
or their mirror images in case they are preceded by 1, which occur 
in the former block. Analogously columns of N correspond to ξ -
blocks occurring in the latter block. We therefore have a one-to-
one correspondence between non-empty atoms of n. (see (13)) and 
states in S, or equivalently, with non-empty atoms of ζ. Moreover, 
atoms [0(b.;...;b )] U [l(b.;...;b )] with b, = 0 correspond to 1 g l g 1 
even states, those with b. = 1 to odd states. Let [0(b.;...;b )] 
1 1 gn 
E23 
be a non-empty atom of ξνξ . As in the Basic Property it follows 
thatOO^,...,^), 0(bg+i;...;b2g) 0 %(„_!, + 1* •·· % „ ) are 
admissible CvÇ"-blocks. If s ,s _.,...,s. are the corresponding 
states (note the order inversion), then we let the atom 
[0(b,;...;b )] U [l(b,;...;b )] of η correspond to the atom 1 gn 1 gn n 
[s.] Π т'Чв,] Л...П T _ n + 1[s ] of ζ . 1 2 n n 
Let σ be a matrix on SxS defined by 
(19) a
s t = J, 
I 1 if s € S and t occurs in ν for r = 0 or 1 
r r 
0 else. 
Let Τ be the topological Markov shift defined by σ ([3],[15]). 
With Lemma 9 it is easily shown by induction that the above 
defined correspondence is one-to-one between non-empty atoms of 
η and of ζ w.r.t. Τ . With the aid of Theorem 5 we obtain 
n n о 
THEOREM 6. Let θ be a continuous substitution of length Í and 
let A be as in (")'. Let Τ be the topological Markov shift de­
termined by (19). Then h^0p(T0) = -h
t o p(T ). 
Α Θ g σ 
It is well known ([3], [17]) that ht0p(T ) equals log λ, 
where λ is the largest eigenvalue of σ. The matrix σ in (19) has 
a special form: transitions only depend on whether a state is 
even or odd. Let σ be the 2x2 matrix defined by 
σ* . = Σ^-^ σ ^  , where s € S . 
rr' t€S , st r 
r ' 
Then the largest eigenvalue of σ equals λ. To prove this, note 
that λ is an eigenvalue of σ with a non-negative eigenvector. 
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Since σ is irreducible (a component of σ equals zero iff the 
corresponding component in ( .
 ft) equals zero, where a and β 
are as in the proof of Theorem 3), the uniqueness of non-negative 
eigenvectors ([5, p.63]) implies that λ is the largest eigenva­
lue of σ . This observation facilitates the calculation of 
/ο 1 1 oy 
EXAMPLE 5 continued. Here σ = ι ι η ι ' σ ' , = 1 ? ι ) ' H e n c e 
\ 1 1 0 1, 
U.aWV -4 log ( 1 + / 2 ) · 
EXAMPLE 6. (Ex.3, §7 of [9]). Let Θ0 = 001, A = {3П,2.3П}. Then 
M = n =
 ( ? S i ) - Ν = ΰ = ( ΐ Í S ) ' v o = ( 2 1 3 ) ' v i = ( 2 3o)' 
S = {0,2,1,3} and σ" = ΙΛ 2 j . Hence h ^ E ^ ^ n j (Tg) = Ь log 3. 
We turn to the calculation of measure-theoretic sequence 
entropy. Let a probability vector ρ = (ρ ) _ be defined by 
(20) p
s
 - v(B
s
) s € S, 
where В is the atom of η. corresponding to s. Let a Markov 
matrix Π = Π(Θ,Α) = (π ) be defined by 
st s,tts 
(21) π = —(number of times t occurs in ν ) if s E S for 
г = 0 or 1. 
LEMMA 10. Let ρ and Π be defined by (20) and (21). Then ρΠ = p. 
PROOF. Let Π be the Markov matrix obtained by lumping ([ll]) 
all states in S to a single state r for r = 0,1. Let ρ be the 
probability vector (Σ
 e
 ρ ,Σ
 £ ρ ). Then Π
0
 = П( ,{ЛП}
 > 0 ) and 
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ρ" = (μ([00] U [11]), μ([0ΐ] U [ΐθ])). According to Lemma 8 
ρ Π = ρ . This suffices to have pil = p. Π 
2 
Let Τ be the Markov shift on S defined by ρ and Π. As 
in the last section one shows that our one-to-one correspondence 
between η and ζ is measure preserving. One then has 
n n 
THEOREM 7. Let θ be a substitution of length I, A as in ("). 
Let Τ be the Markov shift defined by (20) and (21). Then 
W = ? h ( V · 
In our situation the formula for the entropy of Τ ([3, 
Prop.12.3]) simplifies to 
h(T
n
) =-2u([00])Ztes,Sotlog %^-2у ( [01 ] ) Σ ^ t log іт^, 
where s
n
 is any even, s any odd state. 
EXAMPLE 6 continued. Here Л = -jj. Therefore h.(T„) = h log 3. 3 Α θ 
Note that in this example h (T.) = h,(T.), i.e. the variational 
A D A a 
principle holds for this substitution shift with A = {3n,2.3n}. It 
does not hold with A = {3n}, cf. Theorem 3 and Example 1. 
EXAMPLE 7. Let Θ0 = 00001. Then 
/ θ 0 0 1 l \ / θ 0 0 1 O1 
0 0 1 0 1 0 0 1 1 0 
M =
 ο ι ο ο ι '
 N
 - 0 1 1 1 0 
\l о 0 0 1/ \ 1 1 1 1 Oy 
α = number of zeroes in first row of M = 3, β = number of zeroes 
in first row of N = 4. So by Lemma 8 2μ([00]) = BU-a+ß)" - 2/з. 
First let A = {5n}. Then M = (00011), Ñ = (00010), S = {0,1} 
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IÍ2 2\ , , , , ,
 r 2
Γ
3 
5
 И 
ì[- f log 4] = 
and Π = -ί- ί ".
 1j. Hence h, η, (Tg) = log 5 + j[-- log 3 - - log 2] + 
Now let A = {5n,3.5n}. Then 
2 4 
= log 5 - -p log 3 - — log 2 = 
= .61547... . 
- (θ 0 0 1 Λ - _ (0 0 0 1 6] 
M =
 \o ι ο ο i) ' N - \0 1 1 1 o) · 
ν = (02013), ν = (02230), S = {0,2,1,3}. The transition 
probabilities from 0 and 2 are therefore -^(2,1,1,1), and those 
from 1 and 3 =-(2,2,0,1). Hence 
h{5n,2.5n}(V = ,3{log 5 + У[- I l o9 2 ] + I1" Í log 2]} = 
= H log 5 - Ij log 2 = .61987... . 
In this example we have h,
 n, (T ) < hr_n , j-nx^ o'» although 
{5n} is a subsequence of {5n,3.5n}. 
EXAMPLE B. Let θ 0 = 0111001, θ20 = 0110001 and A = {7
n
,4.7П,6.7П}. 
Then α(θ.) = ί.-Β(θ.) so 2μ.([00]) = h for i = 1,2, where μ. is 
the T-invariant measure on Х
л
 . Furthermore, 
/ l 0 0 1 0 1 Λ A 0 0 1 ο ι o \ 
Μ(θ ) = 0 1 0 1 1 1 0 , Ν(θ ) = 0 1 0 0 0 0 1 ] , 
\ 1 1 0 0 1 0 1/ ^ 1 0 1 1 О 1 о / 
VjjlBj) = ( 5 6 0 3 6 3 5 ) , VjtSj) = ( 5 2 4 5 0 5 2 ) , 
5(6.) = {0,2,4,6,3,5}. The transition probabilities from an even 
state are yd ,0,0,2,2,2) , those from an odd state yd ,2,1,0,0,3) . 
Now for θ : 
/ l 0 1 0 0 1 l \ / l 0 1 0 0 1 o\ 
Μ(θ ) = 0 1 0 0 1 1 1 ] , Й( ) = 0 1 0 1 0 0 0 ] 
\1 1 0 1 0 0 1/ \1 0 1 0 1 1 о/ 
0( 2) = ( 5 6 1 4 2 3 7 ) , VjiSj) = ( 5 2 5 2 4 5 0 ) , 
S(6 ) = {0,2,4,6,1,3,5,7}. The transition probabilities from an 
even state are uniformly distributed over the positive states 
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those from an odd s t a t e are y d ,0,2,0,1,3,0,0) . Therefore 
т
 '"Ve ' = ^h[~ f log f " 7 l09 7 ] } " 1 ^ log 7} = Τ 1θ9 2· 
2 2 
Hence T. and T 0 are not isomorphic. However, θ = (θ~) , so it 
1 2 _1
 2 
follows by Lemma 4 that Τ. Φ Τ . 
1 1 
Example θ strengthens a result of Gottschalk ([7]) who proved 
that T.?T. if θ is the continuous substitution defined by 
θ θ 
Θ0 = 0010 . Actually one can show that Τ ^ Τ , and consequently 
Τ. ψ τΤ
1
, for this θ by calculating the {16n,11.16n,13.16n}-
θ θ 
2 2 
entropy for θ and (θ") . 
§5. The Isomorphism Problem for Substitution Shifts. 
We once more only consider systems arising from continuous 
substitutions on two symbols. In [l] the problem of topological 
classification of such systems is solved for substitutions having 
the same length. It is stated without proof that two systems 
arising from continuous substitutions are measure-theoretically 
isomorphic iff the substitutions have a common power. This would 
imply the corresponding topological result which has been proved 
in [15]. Concerning the measure-theoretical classification there 
are some results in [10] where an invariant is obtained from 
calculations on the spectral measure of Τ . If M and N are the auto 
θ 
and cross correlation matrices of Θ0, let us call Μ' := ^ (Μ+Ν) 
the a-penodic auto correlation matrix of Θ0. It is shown in [9] 
that the vector of row sums of M' is an invariant for T.'s arising 
θ 
from continuous substitutions of the same length !.. Obviously 
Μ'(θ) = Μ'(θ"), so this invariant does not distinguish between 
Τ
θ
 and τ or T^ 1. 
Ε2Θ 
Consider the collection of sequences 
{A = {k(l)S,nm,...,k(g))inm}
n>0 : m>_l, l=k(l) <...<k(g) < Л™}. 
We conjecture that the corresponding collection of sequences 
entropies is complete among Τ 's arising from substitutions 
D 
of the same length I, i.e. if T Q 9ε т. then there is an A in 
81 θ2 
this collection such that h (Τ ) ¿ h (Τ ). The essential 
A
 öl A И2 
problem is to compare two Τ 's arising from substitutions whose 
и 
lengths are different but possess the same prime factors (the 
latter is the case iff their pure point spectrum is equal, see 
[1, p.96]). We do not know an A such that the Α-entropy can be 
computed for both systems. 
Added November 1979: From [19] follows that Τ„ =; T. for Пго continuous 
1 2 2 2 
substitutions of the same length iff θ 0 = θ 0. 
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STELLINGEN 
bi3 het proefschrift Combinatorial and statistical properties of 
sequences generated by substitutions van F.M.Dekking, 20 juni 1980. 
STELLING I 
Zin (m ) gedefinieerd door m„ = 0, nu = m / m_ . = 1-m de Morse-ni. 
η 0 2n η 2n+l η 
Е
ш —л 
_ m 2 is transcendent. 
n=0 η 
Dekking M. Transcendance du nombre de Thue-Morse. C.R.Acad.Sci.Pans Sér. 
A-B 285 (1977),157-160. 
Loxton J. en van der Poorten A. Arithmetic properties of certain functions 
in several variables. J.Number Theory £ (1977),87-106. 
Mahler K. Arithmetische Eigenschaften der Losungen einer Klasse von 
Funktionalgleichungen. Math.Ann. 101 (1929),342-366. 
STELLING II 
Zi] S een eindige verzameling, θ een endomorfisme van de vrije half-
* * d 
groep S voortgebracht door S. Zi] f : S -> H een homomorfisme met 
rang{f(s) : seS"' = d, en zó, dat 
f°e = L °f b 
d 
voor een endomorfisme L van R . 
θ j 
Zij verder κ[ · ] : S -»• K(R ) een afbeelding van S in de met-lege 
compacte deelverzamelingen van К zó, dat 
KCVWJ = K[V] J (K[W] + f(v)) 
* 
voor alle V,W m e t leeg uit S . 
Indien f (s) =(=0 voor alle s e S, en de eigenwaarden van L buiten de 
eenheidscirkel liggen, dan bestaat er voor elke met-lege W uit S een 
verzameling K.(W) e К CR ) zó, dat 
σ 
L~nK[enwJ •* K
a
(W) als η -> » 
in de Hausdorff-metnek op KEK ]. De verzameling К (W) hangt m e t af van 
θ 
de keuze van K[·], en is een Jordan-kromme. 
STELLING III 
Enkele voorbeelden van krommen К (W) als in de vorige stelling zinn: 
de kromme van Koch [5], de kromme Van Julia [2J, de gegeneraliseerde 
Koch-kromme van Mandelbrot [3], de krommen van Milne [4] en de universele 
vlakke kromme van Sierpiñski. 
[l] Blumenthal L.M. en Menger K. Studies in geometry. W.H.Freeman and 
Comp. San Fransisco, 1970. 
[2І Julia G. Mémoire sur l'itération des fonctions rationnelles. Journal 
de Math. 8e série _1_ (1918) ,47-245. 
[3] Mandelbrot B.B. Fractals. Form,chance and dimension. W.H.Freeman and 
Comp. San Fransisco, 1977. 
[4] Milne S.C. Peano curves and smoothness of functions. Adv.Math. 35 
(1980), 129-157. 
Γ5] von Koch H. Une methode géométrique élémentaire pour l'étude de cer-
taines questions de la théorie des courbes planes. Acta Math. 30 
(1906),145-174. 
STELLING IV 
Zi] dim de Hausdorff dimensie. In de situatie van Stelling II geldt 
(*) dim Kn(W) < d-1 + (log(λ )-[d~l log|X |) (log|λ , | ) " 1 , 
θ —
3
 max
 ί
']=1 3 'd' 
waarin |λ | <_ '"^_ |λ | de moduli van de eigenwaarden van L zijn, 
en λ de grootste positieve eigenwaarde van de door θ op het maxi-
male abelse quotient van S geïnduceerde afbeelding. 
Voor de krommen in Stelling III, uitgezonderd de laatste, geldt Ьіц 
geschikt gekozen S, , en f, het geli]kteken in S . 
STELLING V 
Voor elk geheel getal к >^  4 dat de som is van twee kwadraten, niet beide 
oneven, bestaat er een samenhangende rep-k-figuur met viervoudige polaire 
symmetrie. 
Giles Jr. J. Superfigures replicating with polar symmetry. J.Combin.Theory 
Ser.A, 26 (1979),335-337. 
STELLING VI 
ZÍJ χ = 2211212212211... de ri] gedefinieerd door de volgende eisen: 
(ι) χ = 2, χ = 1 of 2, (ii) de rij van lengten van opeenvolgende runs 
in χ is geli]k aan χ (L3J).(Een ri] χ heeft een eerste run van lengte 
1, indien χ = χ = ... = χ =f χ , een tweede run van lengte m, indien 
Xl = Xl
+
1 = ·•· = Xl
+
m-l + Xl
+
m' ^ ' ^ 
De combinatorische en statistische structuur van χ lijkt bijzonder inge­
wikkeld te zijn. Bekend is, dat χ m e t uiteindelijk periodiek is. Het 
bewijs hiervoor in Γ4] is echter fout. 
Li] Dekking F.M. Regularity and irregularity of sequences generated by 
automata. Sem. de théorie des nombres Bordeaux 1979-1980. 
[2] Kimberling С. Problem 62Θ1 . Amer.Math.Monthly 86 (19/9),79J. 
( 3J Kolakoski W. Self generating runs. Problem 5304. Amer.иаth.Monthly 
72 (1965),674. 
[4] Ocoluk N. Solution to Prob.5304. Amer.Math.Monthly 73^  (1966),681-682. 
STELLING VII 
Zi] Χ = {e,ν} , Υ de punten van X die uiteindelijk constant zijn. 
Beschouw op X\Y de afoeelding F gedefinieerd door 
de 
. . . . _ r e indien de η run van χ lengte 1 heeft, 
( F ( x ) )
n-l " l de 
ν indien de η run van χ lengte groter dan 1 heeft. 
De rip χ uit de vorige stelling is één van de twee vaste punten van F 
(modulo de verwisseling e +• • 1, ν < -* 2). Zi] A = {χ e Χ: χ heeft géén 
runs met lengte groter dan 2;, en zij Ζ = η F n(A). 
Het dynamisch systeem (Ζ,F) is isomorf met het dynamisch systeem 
({0,1Γ,Τ), waarin Τ de shift is. Hieruit volgt onmiddellijk dat F 
voor elk natuurlijk getal ρ periodieke punten met periode ρ heeft. 
Wattel E. An ergodie function defined by an algorithm on binary represen­
tations. Internal report. Vrije Universiteit. Amsterdam,1978. 
STELLING VIII 
Zin θ een substitutie op {0,1}: θ(0) = a„a,...a , 8(1) = b„b,...b , 
U l m U 1 η 
met de eigenschap dat a = 0 en b = 1. 
Laten w = w en ν = ν de oneindige rijen zijn gegenereerd dooi her­
haald toepassen van θ op respectievelijk 0 en 1 (vgl. dit proefschrift 
§3) , en zij . 1 _ ,
 r
._, _ , , J
 & = - Card {0<k<n-l: w. =v, }. 
η η к к 
Indien б(θ) = lim á bestaat, dan heet 6(0) de coïncidentiedichtheid 
η 
n-HJO 
ал θ. Men ziet eenvoudig in dat 6(8) bestaat en gelijk is aan 0 of 
1 in het geval dat 8 constante lengte heeft (d.w.z. m=n). 
Voor 8 gedefinieerd door θ (0) = 001, θ (1) = 11001 geldt δ (θ ) = 's. 
Voor θ gedefinieerd door 8 (0) = 001, θ (1) = 11010 bestaat δ (θ ) met. 
Michel P. Coincidence values and spectra of substitutions. Z.Wahrsch.Verw. 
Gebiete 42(1978),205-227. 
STELLING IX 
Zij (X,Б,Ρ) een kansruimte, en Τ : Χ •* Χ meetbaar. Laten ξ en η 
eindige, B-meetbare partities zijn, Η(ξ) de entropie van ξ, en Η(ξ|η) 
de voorwaardelijke entropie van Ç gegeven η. Zi] tenslotte 
(1) h(T,Ç) = lim - Η(ς ν τ " ^ ν ... ν τ~ η + 1ζ) 
n 
n-Ko 
de entropie van Τ ten opzichte van ζ. 
In [Il (relaties В en В') wordt bewezen dat 
(2) h(T,Ç) = lim ΗίξΙτ"1? v...ν τ~ηξ) = lim Η(Τ~ηζ|ς V...V Τ ~ η + 1 ξ ) . 
Er geldt echter sterker 
н(с|т~Ч ν . . . ν τ" η ς) = Η(τ" ης|ξ v . . .ν τ~η + 1ξ) 
voor alle η = 1,2,.... Deze gelijkheden lelden tot een kort bewijs voor 
het bestaan van de limiet in (1) en de juistheid van (2). 
[l] Billingsley P. Ergodie theory and information. J.Wiley. New York,1965. 
STELLING X 
De afkorting van het Zeitschrift für Wahrscheinlichkeitstheorie und verwandte 
Gebiete welke men m [l] en daaraan voorafgaande jaargangen vindt, luidt 
Z.Wahrscheinlichkeitstheorie und Verw.Gebiete. Het is dan ook niet verbazing-
wekkend dat men op vele plaatsen afwijkende afkortingen tegenkomt. Het ware 
gewenst dat de afkorting Z.Wahrsch.Verw.Geblete algemeen ingang zou vinden, 
niet in het minst vanwege [2]. 
[1] Abbreviations of names of journals. Math.Rev. 54^(1977) No.7, Index. 
[2j Abbreviations of names of journals. Math.Rev. Index for 1978, Part I. 
STELLING XI 
In een land waar men bij de acceptgirokaart ter betaling van de zuiverings-
lasten een schrijven aantreft met het verzoek géén theeblaadjes door het 
toilet te spoelen, zou de overheid strenge controle moeten uitoefenen op 
het storten en verwerken van chemisch en radioactief afval. 


