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Abstract
This paper is devoted to the derivation and mathematical analysis of a wave-structure
interaction problem which can be reduced to a transmission problem for a Boussinesq
system. Initial boundary value problems and transmission problems in dimension d= 1
for 2 × 2 hyperbolic systems are well understood. However, for many applications, and
especially for the description of surface water waves, dispersive perturbations of hyperbolic
systems must be considered. We consider here a configuration where the motion of the
waves is governed by a Boussinesq system (a dispersive perturbation of the hyperbolic
nonlinear shallow water equations), and in the presence of a fixed partially immersed
obstacle. We shall insist on the differences and similarities with respect to the standard
hyperbolic case, and focus our attention on a new phenomenon, namely, the apparition
of a dispersive boundary layer. In order to obtain existence and uniform bounds on
the solutions over the relevant time scale, a control of this dispersive boundary layer
and of the oscillations in time it generates is necessary. This analysis leads to a new
notion of compatibility condition that is shown to coincide with the standard hyperbolic
compatibility conditions when the dispersive parameter is set to zero. To the authors’
knowledge, this is the first time that these phenomena (likely to play a central role in
the analysis of initial boundary value problems for dispersive perturbations of hyperbolic
systems) are exhibited.
Keywords: Wave-structure interaction, Boussinesq system, Free surface, Transmission
problem, Local well posedness, Dispersive boundary layer, Oscillations in time, Compati-
bility conditions.
1. Introduction
1.1. General setting. Free surface problems for various non-linear PDEs such as
incompressible Euler and Navier-Stokes equations or reduced long-wave systems
such as the nonlinear shallow water equations, the Boussinesq and Serre-Green-
Nagdhi equations, have been strongly studied over the last decade: well-posedness,
rigorous justification of asymptotic models, numerical simulations, etc. Recently,
free surface interactions with floating or fixed structures have been addressed for
instance in [19] where a new formulation of the water-waves problem was proposed
in order to take into account the presence of a floating body. In this formulation,
the pressure exerted by the fluid on the partially immersed body appears as the
Lagrange multiplier associated to the constraint that under the floating object, the
surface of the water coincides with the bottom of the object. This method was also
implemented in [19] when the full water waves equations are replaced by simpler
D. B is partially supported by the ANR-18-CE40-0027 Singflows and the ANR project Fraise,
and D. L is partially sypported by the ANR-18-CE40-0027 Singflows, the Del Duca Fondation,
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reduced asymptotic models such as the nonlinear shallow-water or Boussinesq equa-
tions. The resulting wave-structure models have been investigated mathematically
when the fluid model is the nonlinear shallow water equations in the case of vertical
lateral walls ([19] in the one dimensional case and [4] for two-dimensional, radially
symmetric, configurations) as well as in the more delicate case of non vertical walls
where the free dynamics of the contact points must be investigated [14]. An exten-
sion to the viscous nonlinear shallow water equations has also been recently derived
and studied in [21]. On the numerical side, a discrete implementation of the above
method was proposed in [19] while a relaxation method was implemented in [12, 13]
for one dimensional shallow water equations with a floating object and a roof. Note
finally that the resulting equations present an incompressible-compressible struc-
ture as in congestion phenomena; the interested reader is referred to [24, 11, 8, 25, 9]
for instance.
Mathematically speaking, the interactions of an immersed object with waves
described by the one-dimensional shallow water equations can be reduced to an
hyperbolic (possibly free boundary) transmission problem for which a general theory
has been developed in the wake of the study of the stability of shock waves [22,
23, 3] (see also [14] for a more specific general theory of one-dimensional free-
boundary hyperbolic problems). If we want to consider more precise models for the
propagations of the waves (e.g. Boussinesq or Serre-Green-Naghdi equations), the
situation becomes more intricate because dispersive effects must be included and
there is no general theory for transmission problems or even initial boundary value
problems associated to such models. This is the situation we address in this paper
where we consider waves described by a (dispersive) Boussinesq system interacting
with a fixed partially immersed object with vertical lateral walls. The fact that the
lateral walls are vertical simplify the analysis since the horizontal coordinates of the
contact points between the object and the surface of the water are time independent.
However, the discontinuity of the surface parametrization at the contact points
makes the derivation of the model more complicated. This derivation is postponed
to Section 2 where we show that the wave-structure interaction problem under
consideration can be reduced to the following transmission problem where ζ is the
surface elevation above the rest state, q the horizontal discharge, and where the
bottom of the object is assumed to be the graph of a function ζw above the interval
(−R,R) (see Figure 1). In dimensionless form, this system reads
(1.1)
{
∂tζ + ∂xq = 0,
(1− 13µ∂2x)∂tq + ε∂x(q2) + h∂xζ = 0
on (−∞,−R) ∪ (R,+∞);
with h = 1 + εζ and transmission conditions
JqK = 0,(1.2)
−µ
3
∂tJ∂xqK + Jζ + ε1
2
ζ2K = −α d
dt
〈q〉,(1.3)
where JqK and 〈q〉 are defined as
JqK = q(R)− q(−R) and 〈q〉 = 1
2
(
q(R) + q(−R)),
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Figure 1. A partially immersed obstacle
and α =
∫ R
−R 1/hw where hw = 1 + εζw. The system is completed by the initial
condition
(1.4) (ζ, q)|t=0 = (ζ
in, qin)
where (ζ in, qin) is given. In this system ε is the so called amplitude parameter
(the ratio of the typical amplitude of the waves over the depth at rest) and µ
the shallowness parameter (the square of the ratio of the depth over the typical
horizontal length). In the absence of floating object and in the Boussinesq regime
(i.e. when µ  1 and ε ∼ µ) the equations (1.1) are known to furnish a good
approximation to the water waves equations [18] for times of order O(1/ε).
Our main objective here is to prove the local in time well-posedness of the trans-
mission problem (1.1)–(1.4) on the same O(1/ε) time scale. To our knowledge, this
is the first time that such a result is proved for a dispersive perturbation of a hyper-
bolic system. Indeed, the theory of initial boundary value problems for hyperbolic
systems has been intensely investigated [22, 23, 3], but even in the one-dimensional
case, there are very few results for dispersive perturbation of such systems, despite
their ubiquitous nature : Boussinesq systems for water waves [18], internal waves
[6], Euler-Korteweg system for liquid-vapour mixtures [2], elastic structures [17],
etc. At best, one can find local existence results for initial boundary value prob-
lems but on an existence time which shrinks to zero as the dispersive parameter µ
goes to zero [1, 5, 27, 20], falling far below the relevant O(1/ε) time scale.
In order to reach this time scale, it is necessary to analyze and control the dis-
persive boundary layer that can be created at the boundary. In the particular case
of the transmission problem (1.1)–(1.4), it is easy to construct local in time solu-
tions (see Proposition 3.2 below). It is striking that these solutions are smooth if
the data are smooth without having to impose compatibility conditions. This is in
strong contrast with the hyperbolic case where it is well known that compatibility
conditions of order n − 1 are needed to obtain Hn regularity. In our case, the
dispersion automatically smoothes the solution by creating a dispersive boundary
layer that compensates the possible discontinuities of the derivatives at the corner
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x = t = 0. In this boundary layer of typical size O(
√
µ), the solution can behave
quite wildly and standard techniques are unable to provide the necessary bounds
to obtain an existence time independent of ε and µ (and a fortiori of order O(1/ε)).
One therefore needs to analyze precisely the dispersive boundary layer. By doing
so, it is possible to derive a new kind of compatibility conditions (that are estimates
rather than equations) that need to be imposed to control the dispersive boundary
layer. Interestingly enough, these new conditions degenerate to the standard hy-
perbolic compatibility conditions when the dispersion parameter is set to zero. We
believe that our approach, based on the analysis of the dispersive boundary layer,
is of general interest and should play a central role in the yet to develop theory of
initial boundary value problems for dispersive perturbations of hyperbolic systems.
1.2. Organization of the paper. The outline of the article is as follows: In Sec-
tion 2, we derive the transmission problem (1.1)-(1.4) from basic physical assump-
tions. In Section 3 we perform a change of variables that linearizes the transmission
conditions and we rewrite the problem as an ODE which is locally well-posed with
a blow-up criterion related to a maximal existence time T ∗ which may depend of
the small parameters ε and δ. The main objective is then to solve the system on
the relevant O(1/ε) time scale showing a uniform bound of the quantity appear-
ing in the blow-up criterion. Our main result states that this is the case provided
that some compatibility conditions are satisfied. Due to the presence of dispersive
terms in the equations, these compatibility conditions differ from the standard hy-
perbolic compatibility conditions; they are analyzed in details in Section 4. We
show in particular that if these new compatibility conditions are nonlocal, they can
be approximated and replaced by local compatibility conditions that are easier to
check. Section 5 is then dedicated to the uniform estimates of the time derivatives
which rely on L2 estimates for the linearized system and control of the commu-
tators using modified Gagliardo-Nirenberg estimates in time and space that take
into account the singularity of the multiplicative constants when the time inter-
val is small. Section 6 is then dedicated to estimates of x−derivatives. As in the
hyperbolic case, we use the equations, but this is now much trickier. Because of
the dispersive term, instead of getting explicit expressions ∂kxθ = . . . , in terms of
time derivatives and lower order x−derivatives, we are led to solve equations of the
form (1 + δ2∂2t )∂
k
xθ = . . . and thus we have to control the rapid oscillations created
by (1 + δ2∂2t ). Finally, Section 7 provides the proof of the main result, namely,
the proof of Theorem 3.1, which is based on the proof of a uniform bound of the
quantity appearing in the blow-up criterion.
1.3. Notations. - Throughout this paper, we use the following notations for the
jump and average of a function f across the floating object,
JfK = f(R)− f(−R) and 〈f〉 = 1
2
(
f(R) + f(−R)),
- We also denote
|x|R =
{
x−R if x > R,
−x−R if x < −R .
- We denote by E = E− ∪ E+ the fluid domain, where
E− = (−∞,−R) and E+ = (R,∞).
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- We denote H = H1(E) ×H2(E), and more generally Hn = Hn+1(E) ×Hn+2(E)
for all n ∈ N.
- We denote respectively by R0 and R1 the inverse of (1− δ2∂2x) on E with homo-
geneous Dirichlet and Neumann boundary data at x = ±, that is, R0f = u and
R1f = v with{
(1− δ2∂2x)u = f, on E
u|x=±R = 0
and
{
(1− δ2∂2x)v = f, on E
∂xv|x=±R = 0
.
2. Derivation of the model
2.1. Basic equations. We consider a wave-structure interaction problem consist-
ing in describing the motion of waves at the surface of a one dimensional canal
with a fixed floating obstacle. More precisely, we consider a shallow water config-
uration in which the waves are described, in dimensionless form, by the following
Boussinesq system
(2.1)
{
∂tζ + ∂xq = 0,
(1− 13µ∂2x)∂tq + ε∂x(q2) + h∂xζ = −h∂xP ,
where ζ is the surface elevation above the rest state, h = 1+εζ is the water depth, q
is the horizontal discharge (that is, the vertical integral of the horizontal component
of the velocity field in the fluid domain), and P is the value of the pressure at
the surface. The parameters ε and µ are respectively called the nonlinear and
shallowness parameters and defined as
ε =
a
H0
and µ =
H20
L2
where a is the typical amplitude of the waves, H0 the depth at rest, and L the typical
horizontal scale. The weakly nonlinear regime in which the Boussinesq system is
valid (see [18] for instance for the derivation and justification of this Boussinesq
model) is characterized by the relation
(2.2) ε ∼ µ.
In this paper, we consider a fixed, partially immersed, object with vertical lateral
walls located at x = ±R and assume that the bottom of the object can be parame-
terized by a function ζw on (−R,R). We shall refer to I = (−R,R) as the interior
domain and to E = (−∞,−R) ∪ (R,∞) as the exterior. The surface pressure is
assumed to be given by the atmospheric pressure Patm in the exterior domain, and
by the (unknown) interior pressure P i on I,
(2.3) P = Patm on E and P = P i on I.
The pressure is therefore constrained on E but not on I, while this is the reverse
for the surface elevation for which we impose
(2.4) ζ(t, x) = ζw(x) on I,
that is, the surface of the water coincides with the (fixed) bottom of the obstacle
on I.
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Finally, transmission conditions are provided at the contact points x = ±R on
the discharge and conservation of total energy is imposed,
q is continuous at x = ±R,(2.5)
There is conservation of energy for the wave-structure system;(2.6)
the latter condition is made more precise in the next section, where we show that it
yields a jump condition on the interior pressure that allows to close the equations.
2.2. Derivation of a jump condition for the interior pressure from energy
conservation. There are two different local conservation laws for the energy, one
in the exterior region, and another one for the interior region.
• Local energy conservation in the exterior region. For the Boussinesq model
(2.1) in the exterior region (i.e. with −h∂xP = 0), there is a local conser-
vation of energy,
(2.7) ∂teext + ∂xFext = 0
with
eext =
1
2
ζ2 +
ε
6
ζ3 +
1
2
q2 +
µ
6
(∂xq)
2 and Fext = q
[
ζ + ε
2
3
q2 + ε
1
2
ζ2 − µ
3
∂x∂tq
]
.
• Local energy conservation in the interior region. Let us first remark that
from the first equation of (2.1) and (2.4), one gets that ∂xq = 0 in the
interior region. There exists therefore a function of time only qi such that
q(t, x) = qi(t) on I.
The local conservation of energy reads
(2.8) ∂teint + ∂xFint = 0.
with
eint =
1
2
ζ2w +
1
2hw
q2i and Fint = qi
[
ζw + P i
]
(recall that ∂xqi = 0)
Since the object is fixed, the condition (2.6) is equivalent to saying that the total
energy Etot of the fluid should be constant, where
Etot =
∫
|x|<R
eint +
∫
|x|>R
eext.
Time differentiating and using (2.7) and (2.8), we impose therefore that
0 = −JFintK + JFextK
and using the continuity condition (2.5) on q, this yields the following jump condi-
tion for the interior pressure,
(2.9) Jζw + P iK = Jζ + ε12ζ2 − µ3 ∂x∂tqK;
setting µ = 0 in this relation, one recovers as expected the transmission condition
obtained in [21] and [4] for the nonlinear shallow water equations.
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2.3. Reformulation as a transmission problem. We show in this section that
the wave-structure interaction problem under consideration can be reduced to the
Boussinesq system (2.1) on the exterior domain E = (−∞,−R) ∪ (R,+∞),{
∂tζ + ∂xq = 0,
(1− 13µ∂2x)∂tq + ε∂x(q2) + h∂xζ = 0
on E
together with transmission conditions relating the values of ζ, q (or derivatives of
these quantities) at the contact points x = ±R. As noticed in the previous section,
one has ∂xq = 0 in the interior region and q(t, x) = qi(t) on I for some function qi
depending only on time. From this and the continuity condition (2.5), we inferJqK = 0 and qi = 〈q〉,
while the second equation of (2.1) implies that
1
hw
d
dt
〈q〉 = −∂x
(
P i + ζw
)
.
Integrating this relation on (−R,R) gives therefore
α
d
dt
〈q〉 = −JP i + ζwK with α = ∫ R
−R
1
hw
.
Combining this with (2.9) provides a second transmission condition,
α
d
dt
〈q〉 = −Jζ + ε1
2
ζ2 − µ
3
∂x∂tqK.
We have therefore reduced the problem to the following transmission problem :
(2.10)
{
∂tζ + ∂xq = 0,
(1− 13µ∂2x)∂tq + ε∂x(q2) + h∂xζ = 0
on (−∞,−R) ∪ (R,+∞);
with transmission conditions JqK = 0,(2.11)
−µ
3
d
dt
J∂xqK + Jζ + ε1
2
ζ2K = −α d
dt
〈q〉,(2.12)
where J·K and 〈·〉 are defined as in §1.3 and α = ∫ R−R 1/hw where hw = 1+εζw. The
system is completed by the initial condition
(2.13) (ζ, q)|t=0 = (ζ
in, qin).
The rest of this paper is devoted to the mathematical analysis of this transmission
problem. Note that a similar problem without the dispersive terms was considered
in [19] in the 1D case, in [4] in the 2D-radial case and in [21] with viscosity. As we
shall see, the situation here is drastically different as the dispersive boundary layer
plays a central role and requires the development of new techniques.
3. Statement of the main result and sketch of the proof
3.1. Linearization of the transmission conditions. Note that the limiting
problem δ = 0 is a hyperbolic transmission problem, and thus we expect to re-
cover the main features of such problems. In particular, the initial data must
satisfy compatibility conditions at the corners to get smooth solutions bounded on
a uniform interval. But instead of being equations, these conditions are transformed
into estimates, see below.
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We also follow the general strategy of hyperbolic problems. The main part of
the proof consists in proving uniform a priori estimates for smooth solutions. By
construction, the system has a positive definite energy, providing good L2-types
estimates. The next step is to look for estimates for tangential derivatives, that
is here, time derivatives. Then, one get estimates for the ∂x derivatives, using
the equation. The system for the time derivative is much nicer when the boundary
conditions are made linear, and this is why we introduce the new unknown θ (instead
of the elevation ζ) given by
θ = ζ + ε
1
2
ζ2 or equivalently ζ = θ + εc(θ) with c(θ) = − 2θ
2
(1 +
√
1 + 2εθ)2
.
Note that the equivalence (written above) comes from the fact that we consider
uniformly bounded quantities with respect to ε. Rewriting the problem in terms of
θ and q, one get the following nonlinear system
(3.1)
{
(1 + εc′(θ))∂tθ + ∂xq = 0,
[1− δ2∂2x]∂tq + ε∂x(q2) + ∂xθ = 0
on E
with the linear transmission conditions JqK = 0,(3.2)
−δ2∂tJ∂xqK + JθK = −α d
dt
〈q〉(3.3)
and the initial condition
(3.4) (θ, q)|t=0 = (θin, qin),
where θin = ζin+ε (ζin)2. The main objective of the paper is to prove the existence
and uniqueness of solutions of the above system written in (θ, q) on a time interval
[0, T ] such that (ε + δ2)T is small enough under some compatibility conditions on
the data. More precisely we will prove Theorem 3.1.
3.2. Reduction to an ODE. From now on, we restrict our attention to this new
system (3.1)-(3.4). As a preliminary remark, we note that for δ > 0, this system
can be seen as an o.d.e. in a suitable Hilbert space. Introduce R0 the inverse of
(1 − δ2∂2x) with Dirichlet boundary conditions on each side of E . First note that,
for initial data which satisfy JqinK = 0, the jump condition JqK = 0 is equivalent toJ∂tqK = 0. Remark next that the second equation together with the jump conditionJ∂tqK = 0 is equivalent to
(3.5) ∂tq = −R0Γ + σe− 1δ |x|R
with Γ = ∂x(θ + εq
2), and necessarily
σ =
d
dt
〈q〉.
This implies that
δ2∂tJ∂xqK = −δ2J∂xR0ΓK− 2δ d
dt
〈q〉.
and therefore the second transmission condition (2.12) with θ = ζ + εζ2/2 is equiv-
alent to
−δ2J∂xR0ΓK− 2δ d
dt
〈q〉 = JθK + α d
dt
〈q〉
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that is
(3.6)
d
dt
〈q〉 = − 1
α+ 2δ
(
δ2J∂xR0ΓK + JθK).
Remark 3.1. The fact that ddt 〈q〉, which is the coefficient of the exponentially
decaying term in (3.5), is given explicitly in terms of q and θ is crucial for the
ODE formulation of Proposition 3.1.
Hence we have proved the following result, where we recall that H = H1(E) ×
H2(E).
Proposition 3.1. For (θ, q) ∈ C1([0, T ];H) such that inf [0,T ]×E{1 + εc′(θ)} > 0
and Jq|t=0K = 0, the system (3.1)–(3.3) is equivalent to
(3.7) ∂tU = L(U) :=
( −Φ
−R(Γ, JθK)
)
.
with
(3.8) Φ =
1
1 + εc′(θ)
∂xq, Γ = ∂x(θ + εq
2).
and
(3.9) R(Γ, ρ) = R0Γ + 1
α+ 2δ
(
δ2J∂xR0ΓK + ρ)e− 1δ |x|R .
The smoothing properties of R0 imply that the mapping L is smooth from Hn =
Hn+1(E) ×Hn+2(E) to itself for n ≥ 0, so that the system (3.7) can be solved in
this space, on an interval of time which depends on δ, see Proposition 3.2 below.
Remark 3.2. In sharp contrast, the situation when δ = 0 is quite different. In
this case, the equations can be written
(3.10) ∂tU = L0(U) :=
 − 11 + εc′(θ)∂xq
−∂x(θ + εq2)

but L0 is not anymore continuous on a fixed Sobolev space. More importantly, the
boundary conditions
(3.11) JqK = 0, JθK = −α∂t〈q〉
are not propagated by the equations and, as usual for hyperbolic problems, the
initial data must satisfy compatibility conditions to generate smooth solutions.
This shows that (3.7) is a truly singular perturbation of (3.10), not only because
one passes from bounded to unbounded operators, but also because of the boundary
conditions, which are included in (3.7) and not in (3.10).
The discussion above shows that the problem is reasonably well posed, but does
not answer our objective : our goal is to solve (3.1)-(3.4) on an interval of time
independent of δ and ε, and even more, of size O(1/ε). The first step is to use
Cauchy Lipschitz theorem to prove local existence and derive a blow up criterion.
We recall that Hn = Hn+1(E)×Hn+2(E).
Proposition 3.2. For n ≥ 0, consider initial data (θin, qin) ∈ Hn satisfying JqinK =
0 and inf{1 + εc′(θin)} > 0. Then for all ε ∈ [0, 1] and δ > 0, there is T > 0 such
that the system (3.1)–(3.4) has a unique solution in C1([0, T [;Hn), which in addition
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belongs to C∞([0, T [;Hn). Moreover, if T ∗ denotes the maximal existence time and
T ∗ <∞, one has
(3.12) lim
T→T∗
∥∥θ, q, ∂xq, 1/(1 + εc′(θ))∥∥L∞([0,T ]×E) = +∞.
Proof. Let O denote the open subset of H of the U = (θ, q) such that inf{1 +
εc′(θ)} > 0. Then Φ(U) = ∂xq/(1+εc′(θ)) is a smooth mapping from O to Hn+1(E)
and Γ(U) = ∂x(θ+εq
2) is a smooth mapping from H to Hn(E). For δ > 0, R0 maps
Hn(E) to Hn+2(E), so that the right hand side L(U) of (3.7) is a smooth mapping
from O to H and the local existence of solutions of (3.7) U ∈ C∞([0, T );O) follows
for T > 0 small enough. Next, when f is smooth with f(0) = 0, one has
(3.13)
∥∥f(u)∥∥
Hk(E) ≤ C(‖u‖L∞)
∥∥u∥∥
Hk(E)
where C(.) is a continuous function on R. This implies that for U ∈ O one has∥∥Φ(U)∥∥
Hn+1(E) ≤ C(m0(U))
∥∥U∥∥Hn , ∥∥Γ(U)∥∥Hn(E) ≤ C(m0(U))∥∥U∥∥Hn ,
and therefore ∥∥L(U)∥∥Hn ≤ C(m0(U))∥∥U∥∥Hn ,
where
(3.14) m0(U) =
∥∥θ, q, ∂xq, , 1/(1 + εc′(θ))∥∥L∞(E).
and C(m) depends only on m. Thus the solution satisfies∥∥U(t)∥∥Hn ≤ e∫ t0 m0(U)(s)ds ∥∥U(0)∥∥Hn
implying that it be continued as long as m(U(t)) remains bounded. The second
part of the proposition follows. 
3.3. Compatibility conditions. Proposition 3.2 shows that in order to prove ex-
istence on a time interval [0, T ] (with T independent of δ and a fortiori of size
O(1/ε)), it is sufficient to prove a priori estimates which imply that m0(U(t)) re-
mains uniformly bounded on [0, T ]. For that, we follow the lines of the analysis
of hyperbolic equations, based on energy estimates. The L2-type estimates for
U = (θ, q) are easy, and differentiating the equations in time, one obtains uniform
estimates for Uj = (θj , qj) = (∂
j
t θ, ∂
j
t q) in terms of Uj |t=0 , provided that the com-
mutator terms can be controlled – see Proposition 5.2 below. However, such a
control is useless if one cannot prove that the energy of the initial value of the time
derivatives, namely, Uj |t=0 , is uniformly controlled in terms of standard Sobolev
norms of the initial data U|t=0 . This is the issue addressed in this section.
We therefore seek to give conditions which ensure uniform bounds for the initial
values U inj of the Uj . By (3.7), one can compute them inductively. Namely one
has, when δ > 0,
(3.15)
{
θinj+1 = −Φinj
qinj+1 = −R
(
Γinj , Jθinj K)
where
(3.16) R(Γinj , Jθinj K) = R0Γinj + 1α+ 2δ (δ2J∂xR0Γinj K + Jθinj K)e− 1δ |x|R
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and
(3.17) Φinj =
1
1 + εc′(θinj )
∂xq
in
j , Γ
in
j = ∂x(θ
in
j + ε(q
in
j )
2),
using systematically the notations fj = ∂
j
t , f
in = f|t=0, f inj = ∂
j
t f|t=0. Indeed, Φ
in
j
and Γinj are non linear functions of (θ
in
k , q
in
k ) (∂xθ
in
k , ∂xq
in
k ) for k ≤ j, so that (3.15)
defines inductively U inj for all j in Hn if U in0 ∈ Hn.
The difficulty is that the relations (3.15) do not provide a uniform control (with
respect to δ) of the space derivatives ∂kxU
in
j+1 in terms of space derivatives of the
Uj . Indeed, it follows from (3.15) and the definition (3.9) of R that
∂kxq
in
j+1 = −∂kxR0Γinj −
1
α+ 2δ
(δ2J∂xR0ΓjK + JθjK) dk
dxk
(
e−
1
δ |x|R
)
,
and it appears that both terms in the right-hand-side are of size O(δ−k) (see §4.1
for details). The only way one can expect a uniform control of ∂kxq
in
j+1 is that these
two singular terms cancel one another. This is the case provided that the following
compatibility conditions are satisfied, for some M > 0 and all δ ∈ (0, 1],
(3.18)
{∣∣Jqinj+1K∣∣ ≤Mδn−j−1/2∣∣α〈qinj+1〉+ Jθinj K− δ2J∂xqinj+1K∣∣ ≤Mδn−j−1/2 for 0 ≤ j ≤ n− 1
(roughly speaking, this means that the transmission conditions (3.2) and (3.2) are
approximately satisfied by the U inj up to j = n− 1).
Remark 3.3. Note that the (θj,k, qj,k) are given by nonlinear functionals of U
in =
(θin0 , q
in
0 ) involving R0 and space derivatives, of total order at most j. Therefore the
conditions above are assumptions bearing only on the initials data U in.
Under such conditions, it is possible to control the U inj in Sobolev spaces, as
shown in the following proposition whose proof is postponed to Section 4 for the
sake of clarity.
Proposition 3.3. Given n ∈ N and M > 0, there is a constant C such that for all
initial data (θin0 , q
in
0 ) ∈ Hn and parameters ε in [0, 1] and δ ∈ (0, 1] satisfying
(3.19) Jqin0 K = 0, ‖θin0 ‖Hn+1(E) ≤M, ‖(qin0 , δ∂xqin0 )‖Hn+1(E) ≤M,
(3.20) 1 + εc′(θin0 ) ≥M−1,
and the conditions (3.18) for j < n, one has
(3.21)
∥∥(θinj , qinj , δ∂xqinj )∥∥Hn+1−j(E) ≤ C for 0 ≤ j ≤ n+ 1.
3.4. The main theorem. This being settled, our main result is the following. We
recall that Hn = Hn+1(E)×Hn+2(E).
Theorem 3.1. Let n ≥ 5. Given M > 0, there is τ > 0 such that for all initial data
(θin0 , q
in
0 ) ∈ Hn and parameters ε ∈ [0, 1] and δ ∈ (0, 1] satisfying (3.19) and (3.20),
and the compatibility conditions (3.18), there is a unique solution U = (θ, q) ∈
C1([0, T ];Hn) of (3.1)–(3.4), with T = τ/(ε+ δ2).
Remark 3.4. Recalling that δ2 = 13µ and the assumption (2.2) of weak nonlinear-
ity, namely, ε ∼ µ, the theorem provides an existence time which is O( 1ε+δ2 ) = O( 1ε )
which is the same as for the initial value (Cauchy) problem [26, 10].
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A drawback of Theorem 3.1 is that the compatibility conditions (3.18) are not
easy to check, as the construction of the U inj involve the nonlocal operator R0
through the operator R in (3.15). For instance, it is not clear to assess wether
smooth initial data compactly supported away from the boundary satisfy the com-
patibility conditions (3.18). Taking advantage of the fact that the compatibility
conditions (3.18) are estimates rather than equations, we derive here a set of approx-
imate compatibility conditions that do not involve nonlocal operator (and therefore
much easier to check) that are sufficient to obtain the result of Theorem 3.1.
We start by noticing that the second equation in (3.15) can be equivalently
written
qinj+1 = −(1− δ2∂2x)−1Γj
where the inverse operator is associated to the boundary conditions
qinj+1 |x=±R =
1
α+ 2δ
(
δ2J∂xR0ΓjK + JθjK).
A very na¨ıve approximation of this formula is to replace the inverse by its Neumann
expansion,
qinj+1 ∼ −
∑
2l<n−j
δ2l∂2lx Γj .
Replacing the second equation in (3.15) by this approximation leads us to approx-
imate ∂jxU
in
j by the Û
in
j,k defined through the induction relation
(3.22) Û0,k = ∂
k
xU
in and

θ̂inj+1,k = −Φ̂inj,l
q̂inj+1,k = −
∑
2l<n−k−j
δ2lΓ̂j,2l+k
, j + k < n,
with Φ̂inj,k and Γ̂j,k defined as ∂
k
xΦj and ∂
k
xΓj but in terms of the Ûj,k rather than
the ∂kxUj . It is then natural to define the following approximate compatibility
conditions: for some M > 0 and all δ ∈ [0, 1],
(3.23)
{∣∣Jq̂inj+1K∣∣ ≤Mδn−j−1/2∣∣α〈q̂inj+1,0〉+ Jθ̂inj,0K− δ2Jq̂inj+1,1K∣∣ ≤Mδn−j−1/2 for 0 ≤ j ≤ n− 1.
Remark 3.5. Note that (θ̂inj , q̂
in
j ) are given by nonlinear functionals of U
in =
(θin0 , q
in
0 ) involving space derivatives, of total order at most n. Therefore the condi-
tions above are assumptions bearing only on the initials data U in. The difference
with the compatibility condition (3.18) is that they do not involve nonlocal oper-
ators and just bear on the Taylor expansion of the initial data at the boundaries
x = ±R. They are therefore much easier to check; it is for instance trivial to verify
that they are satisfied by smooth data compactly located away from the boundaries.
The fact that the approximate compatibility conditions are sufficient to keep the
results of Proposition 3.3 and Theorem 3.1 is not obvious, and the proof of the
following corollary is left to Section 4 for the sake of clarity.
Corollary 3.1. Under the same assumptions but replacing the compatibility condi-
tion (3.18) by its approximation (3.23), the results of Proposition 3.3 and Theorem
3.1 remain valid.
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Remark 3.6. Contrary to Theorem 3.1, Corollary 3.1 remains valid when δ = 0.
In this case, the transmission problem (3.1)-(3.4) is hyperbolic and the approximate
compatibility conditions (3.23) are the standard hyperbolic compatibility conditions.
3.5. Outline of the proof. The outline of the paper is as follows: Section 4 is
devoted to the derivation, analysis and approximation of the compatibility condi-
tions. In section 5 we prove a priori uniform estimates for the time derivatives
Uj = ∂
j
tU . This requires L
2 estimates for the linearized system (linear stability)
and a control of the commutators for which we use a generalization of the space-
time Gagliardo-Nirenberg estimates that makes explicit the singular dependence of
the constants when the time interval is small.
In Section 6 we prove a priori uniform estimates for spatial derivatives. As in the
hyperbolic case, we use the equations, but this is now much trickier. Because of the
dispersive term, instead of getting explicit expressions ∂kxθ = . . . in terms of time
derivatives and lower order x-derivatives, we are led to solve equations of the form
(1 + δ2∂2t )∂
k
xθ = . . .
and thus we have to control the rapid oscillations created by (1 + δ2∂2t ). Finally,
the proof of the main Theorem 3.1 and of Corollary 3.1 in done in Section 7. It is
based on a control of the blow up criterion provided by Proposition 3.2.
4. Compatible initial data
The goal of this section is to prove the uniform estimates of Proposition 3.3
under the compatibility conditions (3.18) and to show, as claimed in Corollary
3.1 that these uniform estimates remain true under the approximate compatibility
conditions (3.18).
Throughout this section δ ∈ (0, 1] and we think of it as beeing small.
4.1. Analysis of the mapping R. The key point for the derivation of the compat-
ibility conditions is the analysis of the second, nonlocal, equation in the induction
relation (3.15) that is used to construct the U inj . We are therefore led to study the
operator R defined in (3.9) :
(4.1) R : (f, ρ) 7→ R0f + 1
α+ 2δ
(
ρ+ δ2J∂xR0fK)e− 1δ |x|R .
This operator is well defined from (Hk(E) × R) to Hk(E) for k ≥ 0. We look for
estimates which make explicit the dependence on the parameter δ. When k = 0,
we note that R0 , δ∂xR0 and δ
2∂2xR0 are uniformly bounded in L
2. In particular,∣∣δ2J∂xR0fK∣∣2 ≤ ‖δ2∂xR0f‖L2‖δ2∂2xR0f‖L2 ≤ Cδ‖f‖2L2
so that, with q = R(f, ρ),
(4.2) ‖(q, δ∂xq)‖L2 ≤ C(‖f‖L2 + δ1/2|ρ|).
When k > 0, the difficulty is that ∂x and R0 do not commute and that the layer
e−
1
δ |x|R is not uniformly bounded in H1. In this section, we show that compatibility
conditions are needed in order to obtain uniform higher order Sobolev estimates on
q = R(f, ρ).
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4.1.1. Higher order estimates of R0. As previously said, the H
k-norms of R0f have
a singular dependence on δ. We make here this singular dependence explicit. Let
R1 denote the inverse of (1 − δ2∂2x) on E with homogeneous Neumann conditions
at x = ±R.
Proposition 4.1. For k > 0 and f ∈ Hk(E), one has
∂kxR0f = Rι∂
k
xf − (∓1)kδ−k(D±k f)e−
1
δ |x|R on E±
with
• ι = 0 when k is even
• ι = 1 when k is odd,
and
D±k f =
∑
l<k/2
(δ∂x)
2lf|x=±R.
Proof. For all f ∈ H1(E), the following identities hold,
∂xR0f = R1∂xf ± δ−1f|x=±Re−δ
−1|x|R on E±,
∂xR1f = R0∂xf on E±.
For the first identity, just notice that if u = R0f , then v = ∂xu− ce−δ−1|x|R solves
(1− δ2∂2x)v = ∂xf on E with boundary condition
δ2∂xv|x=±R = δ
2∂2xu|x=±R ± δc = −f|x=±R ± δc.
Thus ∂xv|x=±R = 0 and v = R1∂xf if c = ±δ−1f|x=±R . For the second identity,
if u = R1f , then v = ∂xu solves (1 − δ2∂2x)v = ∂xf with boundary condition
v|x=±R = 0, so that v = R0∂xf .
Hence, for f ∈ H2,
∂2xR0f = R0∂
2
xf − δ−2f|x=±Re−
1
δ |x|R .
Iterating these identities yields
∂2lx R0f = R0∂
2l
x f − δ−2l
(∑
l′<l
(δ2∂2x)
l′f|x=±R
)
e−
1
δ |x|R ,
∂2l+1x R0f = R1∂
2l+1
x f ± δ−2l−1
(∑
l′≤l
(δ2∂2x)
l′f|x=±R
)
e−
1
δ |x|R ,
proving the lemma. 
Thus the lack of commutation of R0 with derivatives is encoded in the trace
operators D±k . It is convenient and more symmetric to introduce
JDkfK = D+k f −D−k f, 〈Dkf〉 = 12(D+k f +D−k f).
The following corollary tells us that if q is a function of the form
(4.3) q = R0f + σe
− 1δ |x|R
(as is R(f, ρ) by (4.1)), and if q is bounded in Hk(E) then necessarily the singu-
larities of R0f (explicited in Proposition 4.1) and of the exponential layer must
compensate. Moreover, the second point of the corollary shows that the global
contribution of these singularities can be controlled by JDkfK and 〈Dkf〉 − σ.
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Corollary 4.1. For k ≥ 1, there are constants C and C ′ such that for all f ∈ Hk(E)
and σ ∈ R and δ ∈ (0, 1], the function q = R0f + σe− 1δ |x|R satisfies
(4.4) |D±k f − σ| ≤ δk−1/2C(‖f‖Hk(E±) + ‖q‖Hk(E±))
and
(4.5) ‖(q, δ∂xq)‖Hk(E) ≤ C ′‖f‖Hk(E) + C ′δ−k+1/2
(|JDkfK + |〈Dkf〉 − σ|).
Proof. Note that
∂lxe
− 1δ |x|R = (∓1)lδ−le− 1δ |x|R on E±.
Hence, for 0 < l ≤ k, one has on E±
∂lxq = Rι∂
l
xf + (∓δ)−l
(
σ −D±l (f)
)
e−
1
δ |x|R .
Thus
δ−l+1/2|σ −D±k (f)| ≤ ‖∂kxq‖L2(E±) + ‖∂kxf‖L2(E±)
since ‖Rι‖L2 7→L2 ≤ 1. Taking l = k, and noticing that
|D+k f − σ|+ |D−k f − σ| ≈ |JD±k fK|+ |〈Dkf〉 − σ|,
(4.4) follows.
Moreover, ‖δ∂xRι‖L2 7→L2 ≤ 1. Therefore, for l ≤ k
‖(∂lxq, δ∂l+1x q)‖|L2(E±) ≤ ‖f‖Hk(E±) + δ−l+1/2|σ −D±l (f)|.
Note that, for l < k, one has
|D±l (f)−D±k (f)| =
∣∣∣ ∑
l≤2l′<k
(δ∂x)
2l′f|x=±R
∣∣∣ ≤ Cδl‖f‖Hk
so that
δ−l+1/2
∣∣σ −D±l (f)∣∣ ≤ δ−l+1/2∣∣σ −D±k (f)∣∣+ Cδ1/2‖f‖Hk .
Together with (4.2) when l = 0, this implies that
‖(q, δ∂xq)‖Hk(E±) ≤ C
(
‖f‖Hk(E±) + δ−k+1/2|D±k f − σ|
)
.
and the estimate (4.5) follows. 
4.1.2. Taylor expansions of R0 and R1. In (4.1), the quantity R(f, ρ) is defined
through an equation of the form (4.3) but with a scalar σ depending itself onJδ2∂xR0fK. We are therefore led to study the Taylor expansion of terms of the
form R0f and, through Proposition 4.1, of R1f . We start with a useful preliminary
result. Introduce the non local trace operators
I±(f) = δ−1
∫
E±
e−
1
δ |y|Rf(y)dy,
from L2(E±) to R, which satisfy
|I±(f)| ≤ (2δ)−1/2‖f‖L2(E±).
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Proposition 4.2. For f ∈ L2(E±),
R1f|x=±R = I±(f)
and for f ∈ Hk(E) with k ≥ 1,
(4.6) I±(f) =
k−1∑
l=0
(±δ∂x)lf|x=±R + (±δ)kI±(∂kxf).
Proof. For f ∈ H1, since e− 1δ |y|R = ∓δ∂x(e− 1δ |y|R) one has
I±(f) = f|x=±R ± I±(δ∂xf).
Iterating this identity yields (4.6). In particular, if u satisfies u− δ2∂2xu = f , then
I±(f) = I±(u)− I±(δ2∂2xu) = u|x=±R ± δ∂xu|x=±R.
Thus if u = R1f , then u|x=±R = I±(f). 
Together with Proposition 4.1, this result can be used to obtain Taylor expan-
sions of R0f at x = ± in terms of δ.
Corollary 4.2. Suppose that f ∈ Hk(E), with k > 0. Then, for 0 ≤ l ≤ k,
(4.7) (∂lxR0f)|x=±R = δ
−lR±l,kf ± ι(±δ)k−lI±(∂kxf)
where
• when l is even then ι = 0 and
R±l,kf = −D±l f
• when l is odd then ι = 1 and
R±l,kf = ±
(
D±l f +
k−1∑
l′=l
(±δ)l′∂l′x f|x=±R
)
.
Proof. The identity (4.7) follows immediately from Proposition 4.1 when l is even.
When l is odd, one has
∂lxR0f|x=±R = ±δ−lD±l f +R1(∂lxf)|x=±R.
Since l is odd, ±δl = (±δ)l, and Proposition 4.2 implies that
±δlR1(∂lxf)|x=±R =
k−l−1∑
l′=0
(±δ)l′+l∂l+l′x f|x=±R + (±δ)kI±(∂kxf).
and (4.7) follows. 
4.1.3. Compatibility conditions for the control of R(f, ρ). From Corollary 4.2 we
get in particular,
R±1,kf = ±
(
f±|x=±R +
k−1∑
l=1
(±δ)l∂lxf|x=±R) = ±S±k f,
where
S±k f =
k−1∑
l=0
(±δ)l′∂lxf|x=±R.
Thus
δ2∂xR0f|x=±R = ±δS±k f + (±δ)kδI±(∂kxf).
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so that
(4.8)
∣∣∣Jδ2∂xR0fK− 2δ〈Skf〉∣∣∣ ≤ 2δk+1/2‖∂kxf‖L2 .
with 〈Skf〉 = 12 (S+k f+S−k f). A uniform control of q = R(f, ρ) can then be reduced
to a control on the quantities A and B defined in the statement below.
Proposition 4.3. For k ≥ 1, there is a constant C such that for all f ∈ Hk and
ρ ∈ R the function q = R(f, ρ) with R defined by (4.1) satisfies
(4.9) |A|+ |B| ≤ Cδk−1/2(‖f‖Hk(E) + ‖q‖Hk(E))
and
(4.10) ‖(q, δ∂xq)‖Hk(E) ≤ C‖f‖Hk(E) + Cδ−k+1/2
(|A|+ |B|),
where
A = JDkfK, B = α〈Dkf〉 − 2δ〈Pkf〉 − ρ
and
P±k f =
∑
2l+1<k
(±δ∂x)2l+1f|x=±R.
Proof. Apply Corollary 4.1 to f and σ with
σ =
1
α+ 2δ
(
ρ+ δ2J∂xR0fK).
Using (4.8) and noticing that S±k f −D±k f = P±k f , one has
(α+ 2δ)(〈Dkf〉 − σ) = α〈Dkf〉 − 2δ〈Pkf〉 − ρ+O(δk+1/2)‖f‖Hk
and
(4.11)
∣∣∣(α+ 2δ)(〈Dkf〉 − σ)−B∣∣∣ ≤ Cδk+1/2‖f‖Hk .
Hence (4.9) and (4.10) follow from (4.4) and (4.5) respectively. 
Remark 4.1. An important fact is that the operators D,S,P are polynomial
functions of δ, and thus smooth up to δ = 0. In particular, at δ = 0, they simplify
to
D±k f = S±k f = f|x=±R.
In addition to the estimates of the proposition above, one has a precise descrip-
tion of the Taylor expansion of q at x = ±R.
Proposition 4.4. For k ≥ 1, there is a constant C such that for all f ∈ Hk and
ρ ∈ R the Taylor expansion at x = ±R of q = R(f, ρ) with R defined by (4.1)
satisfies for l < k
(4.12)
∣∣∣∂lxq |x=±R −D±k−l∂lxf ∣∣∣
≤ Cδk−l−1/2
(
‖f‖Hk(E) + δ−k+1/2
(|A|+ |B|)) ,
Proof. Using (4.3) with σ =
(
ρ+ δ2J∂xR0fK)/(α+ 2δ), we get by using (4.7) that∣∣∣δl∂lxq |x=±R −R±l,kf − (∓1)lσ∣∣∣ ≤ Cδk−1/2‖f‖Hk .
18 D. BRESCH, D. LANNES, G. ME´TIVIER
With (4.11) one can replace σ by 〈Dkf〉 up to an error of size |B|, and next by
D±k f up to additional error of size |A|. Hence∣∣∣δl∂lxq |x=±R −R±l,kf − (∓1)lD±k f ∣∣∣ ≤ C(|A|+ |B|+ δk−1/2‖f‖Hk)
Now we use Corollary 4.2. When l is even, R±l,k = −D±l and
D±k f +R±l,kf =
∑
l≤2l′<k
(δ∂x)
2l′f|x=±R = δlD±k−l∂lxf.
When l is odd, R±l,kf = ±
(
D±l f +
∑k−1
l′=l (±δ)l
′
∂l
′
x f|x=±R
)
and
∓D±k f +R±l,kf = ∓
∑
l<2l′<k
(±δ∂x)2l′f|x=±R ±
∑
l≤l′<k
(±δ)l′∂l′x f|x=±R
= ±
∑
l≤2l′+1<k
(±δ)l′∂2l′+1x f|x=±R = δlD±k−l∂lxf.
In both case, this proves (4.12). 
According to Proposition 4.4, one can approximate 〈Dkf〉 ≈ 〈q〉 and 2δ〈Pkf〉 ≈
δ2J∂xqK. Together with Proposition 4.3, this implies the following Corollary that
motivates the compatibility conditions (3.18).
Corollary 4.3. For k ≥ 1, there is a constant C such that for all f ∈ Hk and
ρ ∈ R the function q = R(f, ρ) with R defined by (4.1) satisfies
(4.13) |A˜|+ |B˜| ≤ Cδk−1/2(‖f‖Hk(E) + ‖q‖Hk(E))
and
(4.14) ‖(q, δ∂xq)‖Hk(E) ≤ C‖f‖Hk(E) + Cδ−k+1/2
(|A˜|+ |B˜|),
where
A˜ = JqK, B˜ = α〈q〉 − 2δ2J∂xqK− ρ.
4.2. Proof of Proposition 3.3. We show here the uniform bounds of Proposition
3.3. Consider initial data (θin0 , q
in
0 ) ∈ Hn+1(E)×Hn+2(E) and parameters δ ∈ (0, 1)
and ε ∈ [0, 1] satisfyingJqin0 K = 0, ‖θin0 ‖Hn+1(E) ≤M, ‖(qin0 , δ∂xqin0 )‖Hn+1(E) ≤M,
1 + εc′(θin0 ) ≥M.
for some given M > 0. Let us also introduce the notation
U±j,k = ∂
k
xU
in
j |x=±R
which are defined through the induction relation (3.15). We also assume that the
compatibility conditions (3.18) hold, that is,
(4.15)
{∣∣Jqinj+1K∣∣ ≤Mδn−j−1/2∣∣α〈qinj+1〉+ Jθinj K− δ2J∂xqinj+1K∣∣ ≤Mδn−j−1/2 for 0 ≤ j ≤ n− 1.
We will prove by induction on j ≤ n+ 1 that there are constants Mj which depend
only on M0 = M such that
‖(θinj , qinj , δ∂xqinj )‖Hn+1−j(E) ≤Mj ,(4.16)
agreeing that the condition (4.16) is void at the final step j = n+ 1.
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When j = 0, (4.16) is our assumption. We assume that the estimates (4.25) and
(4.26) are satisfied up to the order j < n and prove them at the order j + 1.
The multiplicative properties of Sobolev spaces show that θinj+1 = −Φinj satisfies
(4.16) for some Mj+1 = C(M0, . . . ,Mj). The fact that q
in
j+1 also satisfies (4.16) is
a direct consequence of Corollary 4.3. This proves that (4.16) is satisfied for all
j ≤ n. For the case j = n+ 1, we first get as above that∥∥Φinn ,Γinn ‖L2(E) ≤ C(M0, . . . ,Mj).
This give a bound for the L2 norm of θn+1 = −Φn. Moreover, since R0 and δ2∂xR0
are uniformly bounded from L2 to L2 and H1 respectively, one has
‖qinn+1‖L2 ≤ C
(‖Γinn ‖L2 + δ1/2‖θinn ‖H1),
which proves that (4.16) is also satisfied for all j = n+ 1, and the proof of Propo-
sition 3.3 is complete.
4.3. Approximate compatibility conditions. One issue with the compatibility
conditions (3.18) is that they are nonlocal and very difficult to check. This is
the reason why we show here that it is possible to replace them by the simpler
compatibility conditions (3.23) that only involve the Taylor expansion of the initial
condition at the boundaries x = ±R. Moreover, as we shall see, as δ → 0 these new
converge to the usual compatibility conditions of the hyperbolic boundary value
problem. To explain that, we first recall briefly the analysis in the hyperbolic case.
4.3.1. Hyperbolic compatibility conditions. When δ = 0 (hyperbolic case), the in-
duction is
(4.17) θinj+1 = −Φinj , qinj+1 = −Γinj .
In this case, if U in0 ∈ Hn+1(E) × Hn+1(E), the U inj are defined in Hn+1−j(E) ×
Hn+1−j(E) only for j ≤ n+1. The compatibility conditions state that the boundary
conditions are satisfied in the sense of Taylor expansion in time. They read Jqin0 K = 0
and
(4.18) Jqinj+1K = 0, αqin,ij+1 + Jθinj K = 0, for 0 ≤ j ≤ n− 1.
The j-condition (4.18) bears only on the Taylor expansions at order j + 1 of
U in0 at x = ±R. More precisely, for k ≤ n − j, let U±j,k = ∂kxU inj |x=±R denote the
coefficients of the Taylor expansion of U inj ∈ Hn+1−j . Then, for k < n− j,
(4.19)
{
Φ±j,k = ∂
k
xΦ
in
j |x=±R = Tj,k
({U±j′,k′}j′≤j,k′≤k+1),
Γ±j,k = ∂
k
xΓ
in
j |x=±R = Gj,k
({U±j′,k′}j′≤j,k′≤k+1),
where Tj,k and Gj,k are polynomials of (1 + εc′(θ0,0))−1 and of the U±j′,k′ for j′ ≤ j
and k′ ≤ k + 1. By (4.17)
(4.20) U±j+1,k = −
(Tj,k({U±j′,k′}j′≤j,k′≤k+1)
Gj,k
({U±j′,k′}j′≤j,k′≤k+1)
)
with leading term
U±j+1,k = A
± U±j,k+1 + U±j,k, A± =
(
0 − 1
1+εc′(θ±0,0)
−1 −2εq0,0
)
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where U±j,k({U±j′,k′}j′≤j,k′≤k) is a smooth function of the coefficients U±j′,k′ with
j′ ≤ j and k′ ≤ k. Hence by induction, this implies that for 0 ≤ j < n,
(4.21) U±j+1,0 = (A
±)j+1U±0,j+1 + U˜j(U±0 , . . . , U±0,j),
where U˜j is a smooth function of its arguments (U±0 , . . . , U±0,j). Hence the compat-
ibility conditions (4.18) which read
(4.22) Jqj+1,0K = 0, α〈qj+1,0〉+ Jθj,0K = 0
are equations for {U±0,k}k≤j+1 which, thanks to (4.21), can be explicitly solved by
induction on j.
4.3.2. The dispersive case. When δ > 0 (dispersive case), the situation is quite
different since qj+1 is given by a nonlocal operator, so that the Taylor expansion
of qj+1 is not exactly a function of the sole Taylor expansions of the previous
terms. However, when the approximate compatibility conditions (3.23) are satisfied
up to order j, this remains true approximately, so that the (j + 1)-th condition is
equivalent to a condition on the Taylor expansions. Indeed, Proposition 4.4 tells us
that it is then possible to make the approximation
q±j+1,k ∼ −
∑
l<(n−k−j)/2
δ2lΓ±j,k+2l.
If we replace the nonlocal formula q±j+1,k = −∂kxR(Γinj , Jθinj K) of (3.15) by this
approximation, we are led to define a sequence Û inj,k of approximations of ∂
k
xU
in
j as
follows:
Û±0,k = U
±
0,k, k ≤ n,
and we define
(4.23)
{
Φ̂±j,k = Tj,k
({Û±j′,k′}j′≤j,k′≤k+1)
Γ̂±j,k = Gj,k
({Û±j′,k′}j′≤j,k′≤k+1) , k + j < n,
where the operators Tj,k and Gj,k are defined as in (4.19) in the hyperbolic case,
and next 
θ̂±j+1,k = −Φ̂±j,k
q̂±j+1,k = −
∑
0≤l<(n−k−j)/2
δ2lΓ̂±j,k+2l,
thus defining the Û±j,k for j+ k ≤ n. Note that are polynomials of (1 + εc′(θ0,0))−1,
the coefficients {U±0,k}k≤n and δ so that they are well defined if δ = 0 in which case
they coincide with the relation (4.20) obtained in the hyperbolic case.
We can consequently derive an approximation of the compatibility conditions (4.15),
namely, that there exists M > 0 such that
(4.24)
{∣∣Jq̂j+1,0K∣∣ ≤Mδn−j−1/2∣∣α〈q̂j+1,0〉+ Jθ̂j,0K− δ2Jq̂j+1,1K∣∣ ≤Mδn−j−1/2 for 0 ≤ j ≤ n− 1.
We now show that the results of Proposition 3.3 remain true under these approxi-
mate compatibility conditions.
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Proposition 4.5. Given M , there is a constant C such that for all initial data
(θin0 , q
in
0 ) ∈ Hn and parameters δ and ε in [0, 1] satisfying (3.19) and (3.20), and
the approximate compatibility conditions (4.24) for all j < n, one has∥∥(θinj , qinj , δ∂xqinj )∥∥Hn+1−j(E) ≤ C for 0 ≤ j ≤ n+ 1.
Remark 4.2. The conditions (4.24) are 2n explicit inequalities for the unknowns
U±0,k, which supplement the original jump condition Jq0,0K = 0 assumed in (3.19).
The functions 〈q̂j+1,0〉, Jθ̂j,0K and Jq̂j+1,1K are smooth functions of the U±0,k and δ.
When δ = 0 , one has q̂j,k = qj,k and the conditions (4.24) reduce to (4.22). In
particular, for δ small, the set of initial data satisfying (4.24) is a smooth variety.
Remark 4.3. If the initial data are supported away from the boundary x = ±R,
or more generally if their Taylor expansion at order n vanish at x = ±R, then the
conditions (4.24) are satisfied.
Proof. Following the same path as in the proof of Proposition 3.3 but controlling
in addition the size of the error U±j,k− Ûj,k, we will prove by induction on j ≤ n+ 1
that there are constants Mj which depend only on M = M0 such that
‖(θinj , qinj , δ∂xqinj )‖Hn+1−j(E) ≤Mj ,(4.25) ∣∣U±j,k − Û±j,k∣∣ ≤Mjδn−j−k+1/2 for k < n− j,(4.26)
agreeing that the condition (4.26) is void at the final step j = n+ 1.
When j = 0, (4.25) is our assumption, and (4.26) is trivial since Û±0,k = U
±
0,k.
We now assume that the estimates (4.25) and (4.26) are satisfied up to the order
j < n and prove them at the order j + 1.
The multiplicative properties of Sobolev spaces immediately imply the following
estimates ∥∥Φj ,Γj‖Hn−j(E) ≤ C(M0, . . . ,Mj)
where C(M0, . . . ,Mj) is constant which depends only on (M0, . . . ,Mj). In partic-
ular, this shows that θj+1 = −Φj satisfies (4.25) for some Mj+1 = C(M0, . . . ,Mj).
With notations as in (4.19), the Taylor expansions at x = ±R of Φj and Γj
are given by functions Tj,k and Gj,k which are polynomials of (1 + εc(θin0 ))−1 and
U±j′,k′ with j
′ ≤ j and j′ + k′ ≤ j + k + 1. The induction hypothesis (4.25)
implies that the coefficients U±j′,k′ for j
′ ≤ j and j + k ≤ n remain in a ball of
radius C(M0, . . . ,Mj), on which the derivatives of the functions Tj,k and Gj,k are
bounded. Hence comparing (4.19) and (4.23) implies that∣∣Φj,k − Φ̂j,k∣∣+ ∣∣Γj,k − Γ̂j,k∣∣
≤C(M0, . . . ,Mj) sup
j′≤j,k′≤k+1
∣∣U±j′,k′ − Û±j′,k′ ∣∣
and using the induction hypothesis (4.26), one obtains that for j + 1 + k < n,∣∣Φj,k − Φ̂j,k∣∣+ ∣∣Γj,k − Γ̂j,k∣∣ ≤ C(M0, . . . ,Mj)δn−j−k−1/2.
In particular, this shows that θj+1,k − θ̂j+1,k satisfies (4.26). By Proposition 4.4
and (4.24) we get that qj+1,k − q̂j+1,k also satisfies (4.26) and that a similar upper
bounds also holds for δ2∂xq
±
j+1 − δ2q̂±j+1,1. The compatibility condition (4.15) is
therefore a direct consequence of its approximate version (4.24). Hence, we can use
Proposition 4.3 to obtain (4.25). By induction, we have then proved that (4.25)
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holds for j ≤ n. For j = n + 1, one gets the result as in the proof of Proposition
3.3. 
4.4. An additional bound. By Proposition 4.5, we have a control of U inj in
Hn+1−j(E), and thus of the boundary values U±j,k for k + j ≤ n. The proof of
the main theorem uses an L2 energy estimate of Uj which requires and additional
control of 〈qinj 〉 = 12 (q+j,0 + q−j,0). When j ≤ n if follows form the estimate above.
However, we need to control the time derivatives up to j = n + 1, and we now
provide the needed control of 〈qinn+1〉.
By Proposition 3.2, we know that for initial data U in0 in Hn satisfying Jqin0 K = 0
and inf{1 + εc′(θin0 } > 0, there is a unique solution C ∈ C1([0, T ∗),Hn) for some
T ∗ > 0. Using the o.d.e formulation (3.7), we see that U is indeed C∞([0, T ∗),Hn),
so that the Uj are defined for all j and belong to Hn. So the quantities 〈qinj 〉 are
well defined. Moreover, by (3.6) we know that on [0, T ∗),
d
dt
〈q〉 = − 1
α+ 2δ
(
δ2J∂xR0ΓK + JθK).
Hence, for all j,
〈qj+1〉 = − 1
α+ 2δ
(
δ2J∂xR0ΓjK + JθjK).
In particular, ∣∣〈qinj+1〉∣∣ ≤ C(‖Γinj ‖L2(E) + ‖θinj ‖H1(E)).
Under the assumptions of Proposition 4.5, we have a uniform control of the U inj in
H1 for j ≤ n, and hence of the Γj in L2. Hence we have the following additional
estimate.
Proposition 4.6. Under the assumptions of Proposition 4.5, there is a constant
C such that for all j ≤ n+ 1 , ∣∣〈qinj 〉∣∣ ≤ C.
5. Uniform estimates of time derivatives
The goal of this section is to prove the a priori estimates for the ∂jtU which
are stated in Proposition 5.2 below. From the beginning, we know that there is a
conserved energy for the nonlinear system. The system obtained for time derivatives
is a linearized version of of (3.1)–(3.3), and we first prove L2 energy estimates for
it. Controlling the commutators, they will imply estimates for the time derivatives
of the solution.
Notation 1. Given ”constants” C0,m,M, . . . , we denote by C(C0,M,m, . . . ) or
γ(C0,M,m, . . . ) a function of these constants, which may change from one line to
another. It is assumed that the dependence of these functions on their arguments
is nondecreasing and that they are independent of ε and δ in [0, 1].
5.1. L2-bounds. Consider the following linearized version of (3.1)–(3.3) around
some reference state (θ, q), with non-homogeneous source terms
(5.1)
{
(1 + εc′(θ))∂tθ + ∂xq = εf,
[1− δ2∂2x]∂tq + 2εq∂xq + ∂xθ = εg
on E ,
WAVES INTERACTING WITH A PARTIALLY IMMERSED OBSTACLE 23
with transmission conditions JqK = 0,(5.2)
−δ2∂tJ∂xqK + JθK = −α∂t〈q〉.(5.3)
We derive here an a priori bound for the total energy associated to this linear
system,
EtotU (U, 〈q〉) = EextU (U) +
1
2
α〈q〉2
where 12α〈q〉2 represents the (linearized) energy of the fluid under the object (up to
terms that are constant since the solid is not moving), while EextU (U) corresponds
to the full (linearized) energy of the fluid in the exterior domain,
EextU (U) =
1
2
∫
E
(
(1 + εc′(θ))θ2 + q2 + δ2(∂xq)2
)
dx.
Proposition 5.1. Let T > 0 and assume that U ∈ W 1,∞([0, T ] × E) satisfiesJqK = 0 and that there are constants 0 < c0 ≤ C0 and m > 0 such that
(5.4) c0 ≤ 1 + εc′(θ) ≤ C0, |θ, ∂tθ, ∂xq| ≤ m on [0, T ]× E .
Then there exists γ = γ(m, 1c0 ) such that the solutions U ∈ C1([0, T ];H) of (5.1)–
(5.3) satisfy for 0 ≤ t ≤ T
EtotU
(
U(t), 〈q(t)〉) ≤ eεγt(EtotU (U|t=0 , 〈q〉|t=0)+ ε2
∫ t
0
e−εγs‖(f, g)(s)‖2L2(E)ds
)
.
Proof. Multiplying the first equation of (5.1) by θ and the second by q, one gets
∂teU + ∂xFU = εfθ + εgq + ε
2
∂t(c
′(θ))θ2 + ε(∂xq)q2
with
eU =
1
2
(1 + εc′(θ))θ2 +
1
2
q2 +
1
2
δ2(∂xq)
2 and FU = q
(
θ + εqq − δ2∂x∂tq
)
.
Integrating over E , we then get
d
dt
EextU (U)− JFU K ≤ε‖(f, g)‖L2(E)‖(θ, q)‖L2(E)
+
1
2
εmax
{
∂tc
′(θ), 2∂xq
}
‖(θ, q)‖2L2(E)
Because JqK = JqK = 0, (5.3) implies that
JFU K = 〈q〉(JθK− δ2J∂t∂xqK) = −1
2
α∂t〈q〉2.
Therefore
(5.5)
d
dt
EtotU (U, 〈q〉) ≤
ε
2
‖(f, g)‖2L2(E) +
1
2
εγ‖U‖2L2(E).
γ = max{1, ‖∂tc′(θ), 2∂xq‖L∞}
Estimating ‖U‖2L2(E) by 1c0EtotU (U, 〈q〉), the result follows from Gronwall’s lemma.

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5.2. Nonlinear estimates. In preparation for the control of the commutators
in the energy estimates for the times derivatives, we first recall some Gagliardo-
Nirenberg inequalities.
Lemma 5.1. Let θ ∈ L∞(R×E) such that ∂kt θ ∈ L2(R×E) for some k > 0. Then,
for 0 ≤ j ≤ k and p such that 2p = jk , there is a constant C such that∥∥∂jt θ∥∥Lp ≤ C∥∥θ∥∥1− 2pL∞ ∥∥∂kt θ∥∥ 2pL2 .
Combined with Ho¨lder’s estimates to interpolate between L2 and L2k/j , this
implies that for 1 ≥ 2p ≥ jk
(5.6)
∥∥∂jt θ∥∥Lp ≤ C∥∥θ∥∥1− 2pL∞ (∑
l≤k
∥∥∂ltθ∥∥L2) 2p .
Functions defined in ]−∞, T ]×E can be extended to R×E by multiple reflections
which preserve, up to numerical constants, the Lp norms of the functions and
their derivatives. Thus the estimates above remain true, with new constants C for
functions supported in ]−∞, T ]. For functions supported in [0, T ], one can proceed
similarly when T ≥ 1 using extension operators, but when T ≤ 1, one has to argue
differently because the extension operators are not uniformly bounded when T → 0.
When θ ∈ L∞([0, T ]× E) and ∂kt θ ∈ L2([0;T ]× E), one can define the trace of ∂ltθ
at t = 0 for l < k. If
(5.7) ∂ltθ|t=0 = 0, 0 ≤ l < k
the extension of θ by 0 for t < 0 belongs to L∞(] −∞, T ] × E) and ∂kt θ ∈ L2(] −
∞;T ]× E) and the estimates above are satisfied. Suppose more generally that
(5.8) ∂ltθ|t=0 ∈ H1(E) 0 ≤ l < k.
Let
θ˜ =
∑
l<k
tl
l!
∂ltθ|t=0 ∈ C∞(R, H1(E)).
Then ∂ltθ˜|t=0 = ∂
l
tθ|t=0 and ∂
l
tθ˜ ∈ C0(R × H1(E)) for l < k. Because H1 ⊂
L2 ∩ L∞ ⊂ Lp for p ≥ 2, one has∥∥∂jt θ˜∥∥Lp([0,T ]×E) ≤ CT 1pK0, K0 = ∑
l<k
‖∂ltθ|t=0‖H1(E).
The difference θ − θ˜ satisfies (5.7) and we can estimate the Lp norm of ∂lt(θ − θ˜)
using (5.6), as explained above. Adding up, this implies that∥∥∂jt θ∥∥Lp([0,T ]×E) ≤ CT 1pK0 + C(‖θ‖L∞ +K0)1− 2p (T 12K0 +∑
l≤k
‖∂ltθ‖L2)
2
p
Using this estimate when T < 1 and (5.6) when T ≥ 1, we have proved the
following estimates which are valid in both cases.
Lemma 5.2. For all T > 0, 0 ≤ j ≤ k and 1 ≥ 2p ≥ jk , there is C such that for all
θ ∈ L∞([0, T ]× E) with ∂kt θ ∈ L2([0;T ]× E) satisfying (5.8), one has∥∥∂jt θ∥∥Lp([0,T ]×E)
≤ C(K0 + ∥∥θ∥∥L∞([0,T ]×E))1− 2p (K0T 1/2 +∑
l≤k
∥∥∂ltθ∥∥L2([0,T ]×E)) 2p
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where
K0 =
∑
1≤l<k
‖∂ltθ|t=0‖H1(E).
5.3. Bounds on the time derivatives of the solution. Let U ∈ C∞([0, T ],Hn)
be a solution of the transmission problem (3.1)–(3.3). Let also Uj = (θj , qj) =
(∂jt θ, ∂
j
t q) = ∂
j
tU . Differentiating the equations in time yields
(5.9)
{
(1 + εc′(θ))∂tθj + ∂xqj = εf(j),
[1− δ2∂2x]∂tqj + 2εq∂xqj + ∂xθj = εg(j)
on E
with transmission conditions JqjK = 0,(5.10)
−δ2∂tJ∂xqjK + JθjK = −α〈qj+1〉(5.11)
and
(5.12) f(j) = −
j∑
k=1
(
k
j
)
∂kt (c
′(θ))θj+1−k and g(j) = −2
j∑
k=1
(
k
j
)
qk∂xqj−k.
The following two lemmas provide some control on the source terms f(j) and g(j).
Lemma 5.3. For 1 ≤ j ≤ n+ 1 one has for all t ∈ (0, T ]:∥∥f(j)∥∥L2([0,t]×E) ≤ C(‖θ, ∂tθ‖L∞ ,K0)(K0T 1/2 + ∑
1≤l≤j
∥∥∂ltθ∥∥L2([0,t]×E))
with K0 given by K0 =
∑
1≤l<j ‖∂ltθ|t=0‖H1(E).
Proof. Note that f(j) is a linear combination of terms
f∗ = c(ν+1)(θ)∂l1t θ . . . ∂
lν+1
t θ
with ν ≥ 1, 1 ≤ lr ≤ j and
∑
lr = j+1. We apply Lemma 5.2 to ∂tθ and k = j−1,
to estimate ∂lrt θ in L
pr with exponents pr such that
lr−1
j−1 ≤ 2pr ≤ 1 and
∑
2
pr
= 1.
Note that such a choice is possible because
∑
(lr − 1) = j+ 1− ν− 1 ≤ j− 1. This
implies that∥∥f∗∥∥L2([0,t]×E) ≤ C(‖θ‖L∞)(K0 + ∥∥∂tθ∥∥L∞)ν(K0T 1/2 + ∑
1≤l≤j
∥∥∂ltθ∥∥L2([0,T ]×E))
and adding such estimates one gets the result. 
Lemma 5.4. For 1 ≤ j ≤ n+ 1 one has for all t ∈ (0, T ]:∥∥g(j)∥∥L2([0,t]×E) ≤ C(‖θ, ∂tU‖L∞ ,K0)(K0T 1/2 + ∑
1≤l≤j
∥∥∂ltU∥∥L2([0,t]×E))
with now
(5.13) K0 =
∑
1≤l<j
‖∂ltU|t=0‖H1(E).
Proof. Using the first equation of (5.9) one can replace ∂xqj−k by f(j−k) − (1 +
εc′(θ)∂j−k−1t θ in (5.12). Using the representation of the f(j−k) given above, we see
that g(j) is a linear combinations of two types of terms: first we have
(5.14) g∗ = c∗(θ)∂kt q∂
l1
t θ . . . ∂
lν+1
t θ
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with 1 ≤ lr ≤ j − k with
∑ν+1
r=1 lr = j − k + 1 and second
(1 + εc′(θ))∂kt q∂
j−k−1
t θ
with 1 ≤ k ≤ j. The estimate follows from Lemma 5.2 applied to ∂tq and ∂tθ, the
L∞ norm of the coefficients c∗(θ) depending only on ‖θ‖L∞ . 
We can now estimate the L2 norm of Uj applying Proposition 5.1 to (5.9). Let
(5.15) E(t) =
∑
0≤j≤n+1
(∥∥∂jtU∥∥2L2(E) + δ2∥∥∂jt ∂xq∥∥2L2(E) + α|〈∂jt q〉|2).
Proposition 5.2. Let n ∈ N and T > 0, and assume that U ∈ C∞([0, T ];Hn) is a
solution of (3.1) such that there are constants 0 < c0 ≤ C0 and 0 < m such that
c0 ≤ 1 + εc′(θ) ≤ C0 and |θ, ∂tθ, ∂tq| ≤ m on [0, T ]× E .
Then there are constants C = C(C0, c0) and γ = γ(K0,m, c
−1
0 , C0) such that
E(t) ≤ eεγt(CE(0) + εγ t),
with K0 is given by (5.13) (with j = n+ 1).
Proof. By (5.5), one has
EtotU
(
Uj(t), 〈qj(t)〉
) ≤ EtotU (Uj(0), 〈q(0)〉)+ ε2
∫ t
0
‖(f(j), g(j))(s)‖2L2(E)ds
+
1
2
εγ1
∫ t
0
‖Uj(s)‖2L2(E)ds.
with γ1 depends on m and ‖∂xq‖L∞ . By the equation we can estimate
|∂xq| ≤ C0|∂tθ|,
and thus γ1 ≤ γ(m,C0). Using the lemmas above to estimate the L2 norms of f(j)
and g(j) and the inequalities
c˜0
∥∥∂jtU∥∥2L2 + δ2∥∥∂jt ∂xq∥∥2L2 ≤ 2Eext(Uj) ≤ C˜0∥∥∂jtU∥∥2L2 + δ2∥∥∂jt ∂xq∥∥2L2
with c˜0 = min{1, c0}, C˜0 = max{1, C0}, one obtains that
c˜0E(t) ≤ C˜0 E(0) + εγ(K0, C0,m)
(
t+
∫ t
0
E(s)ds
)
.
The proposition follows by Gronwall’s lemma. 
6. Estimates of x-derivatives
The next step is to prove L∞ estimates for θ and ∂tU that are required in the
statement of Proposition 5.2. They follow from H1 estimates, that is from L2
estimates of (∂xθ, ∂t∂xU). The quantity ∂xq is explicitly given by the first equation
but the control of ∂xθ is more involved because of the term ∂
2
x∂tq in the second
equation. We will derive a second order o.d.e. for ∂xθ, and get estimates from it.
It turns out that to obtain closed estimates we need to control ∂x∂
j
t θ up to j = 4.
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6.1. Estimates for q. We show here that the H1-norm (and therefore the L∞-
norm) of ∂jt q can be controlled up to j = n in terms of the energy norm, the initial
data, and the L∞ norm of θ and ∂tθ.
Lemma 6.1. Let n ∈ N and t > 0, and suppose that U ∈ C∞([0, T ];Hn) where
Hn = Hn+1×Hn+2(E) is a solution of (3.1) such that there are constants 0 < c0 ≤
C0 and 0 < m such that
c0 ≤ 1 + εc′(θ) ≤ C0
|θ, ∂tθ| ≤ m on [0, T ]× E ,
E(t) ≤M for t ∈ [0, T ]
for some positive constants m and M with E given by (5.15). Then there are
constant C1(m) and C2(m,K0) such that
‖∂xq‖L∞[0,T ]×E) ≤ C1(m)
and, for 0 ≤ j ≤ n ,∥∥∂jt q(t)∥∥2H1(E) ≤ C2(C0,K0)(M + E(0))+ C(m,K0)(1 +M)2t2,
where K0 is defined at (5.13).
Proof. The first estimate is immediate from the equation:
∂xq = −(1 + εc′(θ))∂tθ.
The L2 norm of ∂jt q is controlled by M
1/2. Thus, to prove the second inequality, it
is sufficient to prove an L2 estimate of ∂jt ∂xq. By (5.9)
∂jt ∂xq = −(1 + εc′(θ))∂j+1t θ + εf(j).
The L2-norm of the first term is of order C0M
1/2. For the second we use that
‖f(j)(t)‖2L2 ≤ 2‖f(j)(0)‖2L2 + 2t
∫ t
0
‖∂tf(j)(t)‖2L2ds.
Using Lemma 5.2 one obtains that for j ≤ n,∫ t
0
‖∂tf(j)(t)‖2L2ds ≤ C(m,K0)
( ∑
j≤n+1
∫ t
0
∥∥∂jt θ(t)∥∥2L2(E) + t)
≤ C(m,K0)(1 +M)t.
Hence ∥∥∂jt ∂xq(t)∥∥2L2(E) ≤ C0M + 2ε2‖f(j)(0)‖2L2 + C(m,K0)(1 +M)ε2t2.
Noticing that ‖f(j)(0)‖2L2 ≤ C(K0)E(0), the lemma follows. 
6.2. A linear o.d.e. for ∂xθj. In the second equation of (3.1) we use the first one
to replace ∂2x∂tq by −∂t∂x(1 + εc′(θ)∂tθ, obtaining that
∂xθ + δ
2∂t∂x
(
(1 + εc′(θ))∂tθ
)
= −∂tq + 2εq(1 + εc′(θ))∂tθ.
We reorganize this equation using that
∂x
[
(1 + εc′(θ))∂tθ
]
= (1 + εc′(θ)∂tY + εY ∂tc′(θ),
with Y = ∂xθ so that
∂t∂x
[
(1 + εc′(θ))∂tθ
]
= (1 + εc′(θ)∂2t Y + 2ε∂tc
′(θ)∂tY + ε∂2t c
′(θ)Y,
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and Y appears as a solution of the equation
(6.1) a0δ
2∂2t Y + εδ
2a1∂tY + (1 + εδa2)Y = χ+ εψ
where
(6.2) a0 = 1 + εc
′, a1 = 2∂tc′, a2 = δ∂2t c
′, c′ = c′(θ),
and
χ = −∂tq, ψ = 2q(1 + εc′(θ))∂tθ.
We differentiate (6.1) in time (alternately, on can start from (5.9)) to obtain an
equation for Yj = ∂xθj . One has
∂jt (a0∂
2
t Y ) = a0∂
2
t Yj + εj∂tc
′∂tYj +
ε
2
j(j − 1)∂2t c′Yj + ε
j∑
k=3
(j
k
)
∂kt (c
′(θ))Yj+2−k
∂jt (a1∂tY ) = a1∂tYj + 2j∂
2
t c
′Yj + 2
j∑
k=2
(j
k
)
∂k+1t c
′Yj+1−k
∂jt (a2Y ) = δ
(
∂2t c
′Yj +
j∑
k=1
(j
k
)
∂k+2t c
′Yj−k
)
.
Thus
(6.3) a0δ
2∂2t Yj + εδ
2a1,j∂tYj + (1 + εδa2,j)Yj = χj + εψ(j) + εδϕ(j)
with
(6.4) a1,j = (j + 2)∂tc
′, a2,j =
1
2
(j + 1)(j + 2)δ∂2t c
′,
χj = −∂j+1t q, ψ(j) = 2∂jt
(
q(1 + εc′)∂tθ
)
and
ϕ(j) =
j−1∑
k=0
βk,jδ∂
j+2−k
t (c
′(θ)) Yk,
where the βk,j are numerical constants of no importance.
For our purposes, we are looking at solutions which remain uniformly bounded
(with respect to δ and ε) for times of order O(ε−1). Since the ODE is singular
because of the coefficient δ2 in front of the higher order term, a direct application
of Duhamel’s formula requires that the right-hand-side is of order O(εδ) in order
for the solution to be uniformly bounded solution on the O(ε−1) time scale. A
refined study, that takes advantage of the oscillating nature of the solutions of the
homogeneous equation, is required to handle the contribution of O(ε) and even
O(1) source terms. This is shown in the next subsection.
6.3. The basic estimate for the o.d.e. We start with a simplified equation
(6.5) a0δ
2∂2t Y + Y = εδϕ+ εψ + χ
assuming that the coefficient a0 satisfies on [0, T ]× E
(6.6) 0 < c0 ≤ a0 ≤ C0, |∂ta0| ≤ εm.
We are looking for estimates of Y (t) in L2 and L∞. To avoid repetitions we
make a unique statement, using the notation B for L2(E) or C0 ∩ L∞(E).
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Lemma 6.2. Given constants c0 C0 and m, there are C = C(c
−1
0 , C0) and γ =
γ(c−10 ,m) such that for T > 0, ε, δ in (0, 1], a0 satisfying (6.6) and for ϕ ∈
L∞([0, T ];B), ψ ∈ W 1,∞([0, T ];B) and χ ∈ W 3,∞([0, T ];B), the solutions to the
o.d.e. (6.5) satisfy the following estimate for all 0 ≤ t ≤ T ,
(6.7)
‖Y (t),δ∂tY (t)‖2B
≤ Ce(ε+δ2)γt(‖(Y (0), δ∂tY (0))‖2B + ε‖ψ(0)‖2B + ‖χ(0)‖2B + s(t))
with
(6.8)
s(t) =ε
∫ t
0
‖ϕ(s), ψ(s), ∂tψ(s)‖2Bds
+ δ2
∫ t
0
(
‖∂3t χ(s)‖2B + εm‖∂2t χ(s)‖2B + ε2m2‖∂tχ(s)‖2B
)
ds
+ ‖χ(t), δ∂tχ(t), δ2∂2t χ(t)‖2B.
Proof when B = L2. The natural energy is
(6.9) I =
1
2
∫
E
(
a0(δ∂tY
)2
+ Y 2
)
dx
which satisfies
c˜0
(‖Y (t)‖2L2 + ‖δ∂tY (t)‖2L2) ≤ I(t) ≤ C˜0(‖Y (t)‖2L2 + ‖δ∂tY (t)‖2L2)
where c˜0 =
1
2 min{1, c0}, C˜0 = 12 max{1, C0}.
Multiplying the equation by ∂tY and integrating over [0, t]× E yields
(6.10)
I(t) = I(0) +
1
2
∫
[0,t]×E
(∂ta0)(δ∂tY )
2 +
∫
[0,t]×E
Φ∂tY
= I(0) + I1(t) + I2(t),
where Φ = εδϕ + εψ + χ. Because |∂ta0| ≤ εm, the first integral I1 in the right
hand side can be estimated by
(6.11) I1(t) ≤ 1
2
εc˜−10 m
∫ t
0
I(s)ds.
In order to prove the lemma, we note that Y is the sum of the three solutions
obtained first when Φ = εδϕ, second when Φ = εψ and the initial conditions vanish
and third when Φ = χ and the initial conditions vanish. We prove the estimate in
each case separately.
– Case a) : Φ = εδϕ. In this case, the second integral I2 is
I2(t) = ε
∫
[0,t]×E
ϕδ∂tY ≤ ε‖ϕ(s)‖L2([0,t]×E)‖δ∂tY ‖L2([0,t]×E)
≤ ε
2
(
‖δ∂tY ‖2L2([0,t]×E) + ‖ϕ‖2L2([0,t]×E)
)
≤ 1
2
εc˜−10
∫ t
0
I(s)ds+
1
2
ε
∫ t
0
‖ϕ‖2L2(E) ds.
Using this last estimate with (6.10) and (6.11) and Gronwall’s lemma, this implies
the estimate (6.7) with ψ = ψ = 0.
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– Case b) : Φ = εψ and Y|t=0 = ∂tY|t=0 = 0. Then
I2(t) = ε
∫
[0,t]×E
ψ∂tY = ε
∫
E
(ψY )(t)dx− ε
∫
[0,t]×E
Y ∂tψ.
The second term satisfies∣∣∣ε∫
[0,t]×E
Y ∂tψ
∣∣∣ ≤ εc˜−10 ∫ t
0
I(s)ds+
1
2
ε
∫ t
0
‖∂tψ(s)‖2L2ds.
Moreover for all κ ∈ (0, 1]∣∣∣ ∫
E
(ψY )(t)
∣∣∣ ≤ κ
2c0
I(t) +
1
2κ
‖ψ(t)‖2L2(E)
and
‖ψ(t)‖2L2(E) = ‖ψ(0)‖2L2(E) + 2
∫
[0,t]×(E)
ψ∂tψ
≤ ‖ψ(0)‖2L2(E) +
∫ t
0
(‖ψ(s)‖2L2(E) + ‖∂tψ(s)‖2L2(E))ds
Therefore
I2(t) ≤ εκ
2c˜0
I(t) + εc˜−10
∫ t
0
I(s)ds
+
ε
2κ
‖ψ(0)‖2L2 +
ε
2
(
1
κ
+ 1)
∫ t
0
(‖ψ(s)‖2L2 + ‖∂tψ(s)‖2L2)ds
We use this estimate together with (6.11) and (6.10). Choosing κ a small fraction
of c˜0 to absorb the term in I(t) from the left to the right, and using Gronwall’s
lemma, the estimate (6.7) follows.
– Case c) : Φ = χ and Y|t=0 = ∂tY|t=0 = 0. Then
(6.12) I2(t) =
∫
[0,t]×E
χ∂tY =
∫
E
(χY )(t)dx−
∫
[0,t]×E
Y ∂tχ = J1 + J2
Let us first bound J1 as follows
(6.13)
∫
E
(χY )(t)dx ≤ κ I(t) + 1
c0κ
‖χ(t)‖2L2(E).
The difference with the previous case is that there is no ε in so we have to treat
the second term differently. Using the equation, we note that
(6.14) J2 = −
∫
[0,t]×E
Y ∂tχ = −
∫
[0,t]×E
χ∂tχ+ δ
2
∫
[0,t]×E
a0∂tχ∂
2
t Y = J2,1 + J2,2
The first term is
J2,1 = −
∫
[0,t]×E
χ∂tχ =
1
2
(‖χ(0)‖2L2 − ‖χ(t))‖2L2) ≤ 12‖χ(0)‖2L2 .(6.15)
In the second term, we integrate by parts :
J2,2 =δ
2
∫
[0,t]×E
a0∂tχ∂
2
t Y
=− δ2
∫
[0,t]×E
a0∂
2
t χ∂tY − δ2
∫
[0,t]×E
∂ta0∂tχ∂tY + δ
2
∫
E
a0∂tχ∂tY (t).
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In the first integral, we integrate by parts again and get that
(6.16)
J2,2 =
[
δ2
∫
[0,t]×E
∂t(a0∂
2
t χ)Y − δ2
∫
[0,t]×E
∂ta0∂tχ∂tY
]
+
[
δ2
∫
E
(a0∂tχ∂tY )(t)− δ2
∫
E
(a0∂
2
t χY )(t)
]
=
∫
[0,t]×E
F1 +
∫
E
F2(t)
The integrals over [0, t]× E are dominated by
(6.17)
∫
[0,T ]×E
F1 ≤ δ2c˜−10
∫ t
0
I(s)ds+
1
2
δ2
∫ t
0
‖∂t(a0∂2t χ)‖2L2
+
1
2
δ2ε2m2
∫ t
0
‖∂tχ‖2L2 .
The integrals over E at time t are estimated by
(6.18)
∫
E
F2(t) ≤ C˜0
(‖δ∂tχ(t)‖L2‖δ∂tY (t)‖L2 + ‖δ2∂2t χ(t)‖L2‖Y (t)‖L2)
≤ κ
2c˜0
I(t) +
C˜20
2κ
(‖δ∂tχ(t)‖2L2 + ‖δ2∂2t χ(t)‖2L2)
We can therefore conclude using (6.12)–(6.18)
|I2(t)| ≤ ( κ
2c˜0
+ κ)I(t)+δ2c˜−10
∫ t
0
I(s)ds
+
1
2
‖χ(0)‖2L2 +
C˜0
2κ
‖(δ∂tχ(t), δ2∂2t χ(t))‖2L2 +
1
c0κ
‖χ(t)‖2L2
+ C˜0
∫ t
0
(
δ2‖∂3t χ‖2L2 + εδ2m‖∂2t χ‖2L2 + ε2δ2m2‖∂tχ‖2L2
)
.
Gathering the estimates obtained for the three cases, and choosing κ small enough,
we obtain that there is γ = γ(c−10 ,m) and C = C(c
−1
0 , C0) such that
|I(t)| ≤ 1
2
I(t)+γ(ε+ δ2)
∫ t
0
I(s)ds
+ C
(
ε‖ψ(0)‖L2 + ‖χ(0)‖2L2
)
+ C‖(χ(t), δ∂tχ(t), δ2∂2t χ(t))‖2L2
+ εC
∫ t
0
(‖ϕ‖L2 + ‖ψ(s)‖2L2 + ‖∂tψ(s)‖2L2)
+ δ2C
∫ t
0
(
‖∂3t χ‖2L2 + εm‖∂2t χ‖2L2 + ε2m2‖∂tχ‖2L2
)
.
Gronwall’s lemma implies the result. 
Proof when B = C0 ∩ L∞. The proof above applies for each fixed x ∈ E ; taking the
supremum in x instead of integrating over E therefore yields the result. 
The complete equation (6.3) reads
(6.19) a0δ
2∂2t Y + εδ
2a1∂tY + (1 + εδa2)Y = εδϕ+ εψ + χ
and can be seen as a perturbation of (6.5).
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Lemma 6.3. Given constants c0, C0 and m, there are C = C(c
−1
0 , C0), γ =
γ(c−10 , C0,m) and a smooth nondecreasing function e : R+ → R+ with e(0) = 1
such that for T > 0, ε, δ in (0, 1], a0 satisfying (6.6) and a1, a2 satisfying
(6.20) ‖a1‖L∞([0,T ]×E) ≤ m, ‖a2‖L∞([0,T ]×E) ≤ m,
and for ϕ ∈ L∞([0, T ];B), ψ ∈ W 1,∞([0, T ];B) and χ ∈ W 3,∞([0, T ];B), the solu-
tions to the o.d.e (6.19) satisfies estimate
(6.21)
‖Y (t), δ∂tY (t)‖2B
≤ Ce((ε+ δ2)γt)(‖(Y (0), δ∂tY (0))‖2B + ε‖ψ(0)‖2B + ‖χ(0)‖2B + s(t)),
with s(t) as in (6.8).
Proof. We put the perturbation εδ(a2δ∂tY + a2Y ) = εδφ on the right hand side,
and use the estimate (6.7). When B = L2, this terms contributes to the right hand
side of the estimate adding a term dominated by
εCeγ(ε+δ
2)t
∫ t
0
‖φ(s)‖2L2ds ≤ εCmeγ(ε+δ
2)t
∫ t
0
(‖δ∂tY (s)‖2L2 + ‖Y (s)‖2)ds
which is absorbed from the right to the left by Gronwall’s lemma, implying (6.21).
When B = C0 ∩ L∞, there is a similar estimate for each fixed x ∈ E , and one
concludes taking sup as in the proof of the previous lemma. 
6.4. L∞ estimate of Y = ∂xθ. We turn back to (3.1) and consider a solution
U ∈ C∞([0, T ];Hn) such that
0 < c0 ≤ 1 + εc′(θ) ≤ C0, |θ, ∂tθ, δ∂2t θ, q| ≤ m1 on [0, T ]× E ,(6.22) ∑
j≤n+1
∥∥∂jt θ(t), δ∂j+1t θ(t), ∂jt q(t)∥∥2L2(E) ≤M for t ∈ [0, T ].(6.23)
With a0 = 1 + εc
′(θ) and coefficients a1, a2 given by (6.2), the conditions (6.6)
and (6.20) are satisfied, with a constant, m = m(m1) and Lemma 6.3 can be used
to provide a bound on Y = ∂xθ.
Lemma 6.4. There are C = C(c−10 , C0) and γ = γ(c
−1
0 , C0,m1) and a nonde-
creasing function e : R+ → R+ with e(0) = 1 such that if U ∈ C∞([0, T ];Hn) is a
solution of (3.1) satisfying (6.22), then Y = ∂xθ satisfies
‖(Y (t), δ∂tY (t)‖2L∞≤Ce
(
γ(ε+ δ2)t
)(‖Y (0), δ∂tY (0)‖2L∞+(1+t(ε+δ2)c(m1))m(t))
where
(6.24) m(t) = sup
0≤s≤t
(∑
l≤2
‖∂ltθ(s)‖2L∞ +
∑
l≤4
‖∂ltq(s)‖2L∞
)
.
Proof. Recalling that Y satisfies the o.d.e (6.1), we use Lemma 6.3 with B = C0 ∩
L∞ remarking that there is no ϕ in the right and side. Then we just have to control
time derivatives of χ = −∂tq and ψ = 2q(1 + εc′(θ))∂tθ.
Note that for k ≤ 3 one has
‖∂kt χ(t)‖2L∞ = ‖∂k+1t q(t)‖2L∞ ≤ m(t).
Similarly,
‖ψ(t), ∂tψ‖2L∞ ≤ C(m1)m(t).
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and
ε‖ψ(0)‖2L∞ + ε
∫ t
0
‖ψ(s), ∂tψ(s)‖2L∞ds ≤ C(m1)(ε+ εt)m(t).
The estimate follows then using Lemma 6.3. 
6.5. L2 estimates of ∂xθj. Our goal here is to give an estimate of
(6.25) E1(t) =
∑
j≤n−3
(‖∂jt Y (t)‖2L2(E) + ‖δ∂j+1t Y (t)‖2L2(E)).
In order to use Lemma 5.2 we also introduce
(6.26) K0 =
∑
1≤l<n+1
‖∂ltU|t=0‖H1(E) and K1 =
∑
1≤l<n−3
‖∂lt∂xθ|t=0‖H1(E).
As usual, e denotes a nondecreasing function such that e(0) = 1.
Lemma 6.5. There are constants C = C(c−10 , C0), γ = γ(c
−1
0 , C0,m1,K0) and
M1 = M1(m1,K0,K1,M) where c0, C0,m1,K0,K1 are defined by (6.22), (6.26) and
a nondecreasing function e : R+ → R+ with e(0) = 1 such that if U ∈ C∞([0, T ];Hn)
is a solution of (3.1) satisfying (6.22) and (6.23), then
(6.27) E1(t) ≤ Ce
(
γ(ε+ δ2)t
)(
E1(0) + (1 + (ε+ δ
2)t)(1 + ‖Y ‖2L∞([0,t]×E))M1
)
where E1 is given by (6.25).
Proof. We apply Lemma 6.3 with B = L2 to the equation (6.3). With a0 = 1+εc′(θ)
and coefficients a1,j , a2,j given by (6.4), the conditions (6.6) and (6.20) are satisfied
for some m = m(m1) if (6.22) holds. Thus we have an estimate (6.21) for ‖∂jt Y ‖L2
with source term sj , to which contribute the three terms in the right hand side of
(6.3).
– a) The first contributor is χj = −∂j+1t q. Thus, for j + 4 ≤ n+ 1, one has∑
0≤l≤3
‖∂ltχj(t)‖2L2 ≤M.
Moreover, the integrated terms are O(δ2+m2ε2δ2)tM . Hence the total contribution
of χj satisfies
sχj (t) ≤ C(1 + (ε+ δ2)t)M.
– b) The second contributor is ψ(j) = 2∂
j
t
(
q(1 + εc′)∂tθ
)
. Expanding the deriva-
tives, we obtain a sum of terms of the form (5.14) and Lemma 5.2 implies that for
j + 2 ≤ n+ 1,
ε
∫ t
0
‖ψ(j)(s), ∂tψ(j)(s)‖2L2ds ≤ εC(m1,K0)
(
K0 +
∫ t
0
n+1∑
j=1
‖∂jtU(s)‖L2ds
)
where K0 is given by (6.26).
In addition, we note that all the terms ∂ltθ(0) for l ≤ j + 1 ≤ n belong to H1(E)
with norm at most K0. Therefore
‖ψ(j)(0)‖L2 ≤ C(K0)M.
Hence the total contribution of ψ(j) satisfies
sψj (t) ≤ C(1 +M + εtM).
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– c) The third contributor ϕ(j) is a linear combination of terms
ϕ∗ = δc(l+1)(θ)θj1 . . . θjl ∂
k
t Y
with k < j, l ≥ 1 and j1 + . . .+ jl = j + 2− k. First we use Lemma 5.2 to control
Lp norms of ∂kt Y . For k/(n− 3) ≤ 2/p ≤ 1, there holds∥∥∂kt Y ∥∥Lp([0,T ]×E)
≤ C(K1 + ∥∥Y ∥∥L∞([0,T ]×E))1− 2p (K1 + ∑
l≤n−3
∥∥∂ltY ∥∥L2([0,T ]×E)) 2p .
Let us consider two cases l ≥ 2 and then l = 1 to control terms involving θ.
Case l ≥ 2: By Lemma 5.2 applied to ∂tθ, one has for (jl − 1)/n ≤ 2/pl ≤ 1,∥∥∂jlt θ∥∥Lpl ([0,T ]×E) ≤ C(K0 +∥∥∂tθ∥∥L∞([0,T ]×E))1− 2pl (K0 + ∑
l≤n+1
∥∥∂ltθ∥∥L2([0,T ]×E)) 2pl .
Then recalling that j ≤ n− 3∑ jl − 1
n
+
k
n− 3 ≤
j − k
n
+
k
n− 3 ≤ 1
so that one can find indices pl and p such that
(jl − 1)/n ≤ 2/pl ≤ 1, k/(n− 3) ≤ 2/p ≤ 1
and
2/p+
∑
2/pl = 1.
Thus,
‖ϕ∗‖2L2([0,t]×E) ≤δ2C(K0,m1)
(
K21 +
∫ t
0
E1(s)ds
)
+ δ2C(K0,m1)
(
K1 + ‖Y ‖L∞([0,T ]×E))2
(
K20 +Mt
)
.
If l = 1, it remains terms of the form
ϕ∗ = δc(2)(θ)∂
j+2−k
t θ ∂
k
t Y.
We apply Lemma 5.2 to δ∂2t θ: for (j − k)/(n− 1) ≤ 2/p′ ≤ 1,∥∥δ∂j+2−kt θ∥∥Lp′ ([0,T ]×E) ≤ C(K0 + ∥∥δ∂2t θ∥∥L∞([0,T ]×E))1− 2p′
× (K0 + ∑
l≤n+1
∥∥δ∂ltθ∥∥L2([0,T ]×E)) 2p′ .
Remarking that
j − k
n− 1 +
k
n− 3 ≤
j
n− 3 ≤ 1,
we can choose indices p and p′ such that k/(n − 3) ≤ 2/p ≤ 1, (j − k)/(n − 1) ≤
2/pl ≤ 1, and 2/p+ 2/p′ = 1 and in this case we obtain that
‖ϕ∗‖2L2([0,t]×E) ≤C(m1)(K20 +m21)
(
K21 +
∫ t
0
E1(s)ds
)
+ C(m1)
(
K1 + ‖Y ‖L∞([0,T ]×E))2
(
K20 +Mt
)
.
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Summing up, this shows that the contribution of ϕ(j) satisfies
sϕj (t) = ε
∫ t
0
‖ϕ(j)(s)‖2L2ds ≤ εC(m1,K0)
(
K21 +
∫ t
0
E1(s)ds
)
+ εC(m1,K0)
(
K21 + ‖Y ‖2L∞([0,T ]×E))
(
1 +Mt
)
.
Adding up, we have obtained an estimate of sj(t). In sϕj appears a term
εC(m1,K0)
∫ t
0
E1(s)ds
which is absorbed to the left by Gronwall’s lemma. The other terms are all con-
trolled by the right hand side of (6.27). 
7. Proof of the main Theorem
We prove here Theorem 3.1. Using Proposition 4.5 instead of Proposition 3.3,
one easily deduces Corollary 3.1. We consider initial data (θin, qin) ∈ Hn, n ≥ 5,
satisfying for some M > 0,
(7.1)
Jqin0 K = 0, M−1 ≤ 1 + εc′(θin0 ) ≤M,
‖θin0 ‖Hn+1(E) ≤M, ‖(qin0 , δ∂xqin0 )‖Hn+1(E) ≤M,
and the compatibility condition (3.18) which we recall here for the reader’s conve-
nience,
(7.2)
{∣∣Jqinj+1K∣∣ ≤Mδn−j−1/2∣∣α〈qinj+1〉+ Jθinj K− δ2J∂xqinj+1K∣∣ ≤Mδn−j−1/2 for 0 ≤ j ≤ n− 1.
By Proposition 3.2, we know that the solution U belongs to C∞([0, T ∗[;Hn+1(E)×
Hn+2(E)) on a maximal interval of time [0, T ∗), but with T ∗ > 0, possibly small.
The following proposition shows that this maximal interval of time is at least of
order O
(
(ε+ δ2)−1
)
.
Proposition 7.1. Let n ≥ 5. Given a constant M > 0, and an initial data
(θin, qin) ∈ Hn = Hn+1(E)×Hn+2(E) satisfying (7.1) and (7.2), there is τ = τ(M)
such that T ∗ ≥ T∗ = τ/(ε + δ2). Moreover, there are constants Mk (k = 1, 2, 3)
such that for 0 ≤ t ≤ T∗ one has
E(t) ≤M1, E1(t) ≤M2, ‖U(t), ∂xU(t)‖L∞(E) ≤M3.(7.3)
where e, E1 are respectively given by (5.15) and (6.25).
Proof. We proceed in several steps.
– a) Introduce for t < T ∗
(7.4) m(t) = ‖θ, ∂tθ, δ∂2t θ, q, ∂tq‖L∞([0,t]×E).
Lemma 7.1. There is τ1 = τ1(M,m) such that if t < T
∗, εt ≤ τ1 and m(t) ≤ m,
then
1
2
M−1 ≤ 1 + εc′(θ) ≤ 2M on [0, t]× E .
Proof. By Taylor expansion, there is C(m) such that
|c′(θ)− c′(θin)| ≤ C(m)t.

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– b) Consider the energy E(t) defined in (5.15). By Proposition 4.5 and Proposition
4.6, we know that there is a constant M1(M) such that the initial energy satisfies
(7.5) max{K0,E(0)} ≤M1.
where K0 and E are respectively given by (6.26) and (5.15). Proposition 5.2 there-
fore implies the following estimate.
Lemma 7.2. There are M2 = M2(M) and τ2 = τ2(M,m) ≤ τ1 such that if t < T ∗,
εt ≤ τ2 and m(t) ≤ m, then
(7.6) sup
0≤s≤t
E(s) ≤M2
The important point is that τ2 may depend on m, but not M2.
– c) Introduce
m(t) =
∑
l≤2
‖∂ltθ‖2L∞([0,t]×E) +
∑
l≤4
‖∂ltq‖2L∞([0,t]×E).
We apply Lemma 6.4 noticing that by Proposition 4.5, ‖∂xθ(0), δ∂t∂xθ(0)‖L∞ is
controlled by M1 (choosing a larger M1 if necessary in (7.5)).
Lemma 7.3. There are C = C(M), M3 = M3(M) and τ3 = τ3(M,m) ≤ τ2 such
that if t < T ∗, (ε+ δ2)t ≤ τ3 and m(t) ≤ m, then
(7.7) ‖∂xθ(t)‖2L∞(E) ≤M3 + C(1 + τ3)m(t).
– d) We now apply Lemma 6.5 to bound the energy E1 defined at (6.25). The
initial value E1(0), as well as the constant K1 defined in (6.26) are controlled by M1
(choosing a larger M1 if necessary in (7.5)). Using the bound (7.6) and demanding
for instance that
(1 + (ε+ δ2)t c(m))M2 ≤ 2M2
one obtains that there are M4 = M4(M) and τ4 = τ4(M,m) such that if (ε+δ
2)t ≤
τ4,
E1(t) ≤M4(1 + ‖∂xθ‖2L∞([0,t]×E)).
Combining with (7.7), this implies the following lemma.
Lemma 7.4. There are M4 = M4(M) and τ4 = τ4(M,m) ≤ τ3 such that if t < T ∗,
(ε+ δ2)t ≤ τ4 and m(t) ≤ m, then
(7.8) E1(t) ≤M4
(
1 + (1 + τ3)m(t)
)
.
– e) We note now that m(t) is controlled by E1(t) and M2. Indeed, Lemma 6.1
and the Sobolev imbedding H1(E) ⊂ L∞(E) imply that∑
l≤4
‖∂ltq‖2L∞([0,t]×E) ≤ 8M2 + C(M1) + C(m,M1)ε2t2M2 ≤M5(M)
if εt ≤ τ5 and τ5(M,m) is small enough. We now use the interpolation estimate
‖ψ‖2L∞(E) ≤ C‖ψ‖L2(E)‖∂xψ‖L2(E),
which applied to ∂ltθ for l ≤ 2 ≤ n− 3, implies that∑
l≤2
‖∂ltθ‖2L∞([0,t]×E) ≤ CE(t)1/2E1(t)1/2.
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Hence we have proved that
m(t) ≤M5 + κE1(t) + C
κ
M2.
Inserting this estimate in (7.8) and choosing κ = κ(M4) small, we have proved the
following result.
Lemma 7.5. If n ≥ 5, there are constants M6 = M6(M) and τ6 = τ6(M,m) ≤ τ5
such that if t < T ∗, (ε+ δ2)t ≤ τ6 and m(t) ≤ m,
(7.9) sup
0≤s≤t
E1(t) ≤M6.
Again, the important point is that τ6 may depend on m, but not M6.
– f) To close the loop, we note that Sobolev’s imbedding theorem implies that if
n ≥ 5
(7.10) m(t) ≤ CS sup
0≤s≤t
(
E1(s) + E1(s)
) ≤ CS(M2 +M6) = M7.
– g) End of the proof. In the previous steps, we have constructed constants
M1, . . . ,M7 which depend only on M given in the assumptions. We note also
that
m(0) ≤M1.
Increasing M7 if necessary, we can assume that M7 > M1 and we now choose
m = m(M) such that
M7 < m,
For instance we can choose m = 2M7. For this m, there are τ7 ≤ . . . ≤ τ1 such that
the estimates (7.5) . . . (7.10) are satisfied for t ≤ min{T ∗, τ7/(ε + δ2)}, as long as
m(t) ≤ m, and then, by (7.10) m(t) ≤ M7 < m. Note that, given the choice of m,
τ = τ7(M,m) is a function τ(M).
Since m(0) ≤M1 ≤M7 < m, this implies by continuity of m(t) that
(7.11) m(t) ≤ m for all t ≤ min{T ∗, τ/(ε+ δ2)}.
In particular the estimates (7.5) . . . (7.9) are satisfied if t ≤ min{T ∗, τ/(ε + δ2)}.
By Lemma 6.1, we see that ‖∂xq‖L∞ is bounded on this interval. Moreover, the
H1-norm of q, and thus its L∞ norm, is bounded by E(t) and E1(t). Therefore,
there is M8(M) such that for t ≤ min{T ∗, τ/(ε+ δ2)},
(7.12)
∥∥θ(t), q(t), ∂xq(t), 1/(1 + εc′(θ(t)))∥∥L∞(E) ≤M8.
Therefore, the blow-up criterion of Proposition 3.2 implies that T ∗ > τ/(ε + δ2)
and the proof of the Proposition 7.1 is now complete. 
Theorem 3.1 is then a direct consequence of Proposition 3.2.
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