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DERIVATION OF COUPLED KPZ-BURGERS EQUATION
FROM MULTI-SPECIES ZERO-RANGE PROCESSES
C. BERNARDIN, T. FUNAKI, AND S. SETHURAMAN
ABSTRACT. We consider the fluctuation fields of multi-species weakly-asymmetric zero-
range interacting particle systems in one dimension, where the mass density of each
species is conserved. Although such fields have been studied in systems with a single
species, the multi-species setting is much less understood. Among other results, we show
that, when the system starts from stationary states, with a particular property, the scaling
limits of the multi-species fluctuation fields, seen in a characteristic traveling frame, solve
a coupled Burgers SPDE, which is a formal spatial gradient of a coupled KPZ equation.
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1. INTRODUCTION
The purpose of this article is to consider scaling limits of the empirical mass fluctua-
tion fields of weakly asymmetric multi-species zero-range processes on a sequence of tori
TN = {0,1, . . . ,N−1}, as an approximation of Z, where the mass density of each species
is conserved, starting from stationary initial conditions. Although such limits have been
worked out with respect to single species zero-range and other particle models, there ap-
pears to be little work on fluctuations for multi-component systems. In particular, in a
certain characteristic frame of reference, the single component fluctuation limit, starting
from several types of initial conditions, through a variety of techniques, has been shown
to satisfy a ‘scalar’ KPZ-Burgers equation, an object at the center of much recent study:
For instance, [1], [3], [4], [7], [8], [14], [15], [16], [17], [21], [20], [22], [23], [24], [29],
[30], [35], and reviews [6], [28], [34], and references therein. In this context, it is a natural
question to investigate the connections between the fluctuations when there is more than
one conservation law and ‘coupled’ KPZ-Burgers systems.
On the other hand, recently, in coupled driven systems with several conservation
laws, the works [33] and [38] have proposed a suite of universality classes for the scaling
limits of the associated fluctuations. In this respect, one might ask in what sense do the
fluctuations of the weakly-asymmetric systems with several species, that we study, relate
to these works.
In a nutshell, our main result, Theorem 3.4, is that, when the characteristic speed of
each component is the same, the mass fluctuation limit of the multi-species process, seen
in traveling frame with this speed, satisfies a type of martingale problem for a coupled
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KPZ-Burgers equation, shown to have unique solution in [23]. Our condition, called the
‘Frame condition (FC)’, that the characteristic speeds of all the fluctuation field compo-
nents be the same is a condition on the the density of the stationary state and as well the
rate function of the zero-range process. In particular, not every stationary state satisfies
this condition, and part of the results is to determine when this condition holds. This is
the first microscopic derivation of a singular coupled SPDE system.
The methods of the article are to develop martingale representations of the fluctua-
tion fields and to close equations by averaging nonlinear rate terms in terms of the fields
themselves through a multi-component Boltzmann-Gibbs principle. Limit points of the
scaled fields are shown to satisfy a multi-component ‘energy’ formulation, which extends
that in the ‘scalar’ case [15], [16]. Combining with the recent work [23] (see also [22] in
the ‘scalar’ setting), which shows uniqueness of solutions of the ‘energy’ framework, we
may identify the process.
Although we work on tori TN , all of our results and proofs translate straightforwardly
to systems in the infinite volume Z. However, since the uniqueness of the martingale
problem for the general coupled KPZ-Burgers equations has only been shown in finite
volume T = [0,1) [23], we have chosen to work on the discrete tori TN . We remark,
however, when the multi-component particle system is a ‘multi-color’ zero-range system,
where particles may be one of n colors but behave the same mechanistically, uniquness
criteria on Z for the associated martingale formulation is known, and we explain in this
case in Subsection 7.2 that our main result, Theorem 3.4, can be stated as an infinite
volume result on Z.
Since all components of the coupled SPDE that we derive (cf. (3.4)) have the same
drift, a regime not considered in [33] or [38], the question of which universality class its
fluctuations belong to is perhaps complementary to the discussion in these papers. In this
respect, we detail, in Section 7, in ‘multi-color’ systems, when the general SPDE reduces
to the SPDE (7.9), a certain structure in the limit equation. Moreover, with respect to
the general SPDE (3.4), we show it satisfies a ‘trilinear’ condition (6.4) in Section 6 (cf.
[12], [13]), and comment that a more varied equation structure looks possible. Some
calculations are given in Section 8 when n = 2, as well as questions for further work
when n≥ 3 in this direction.
To be complete, we also consider the mass fluctuation limits of the multi-species
process, in a fixed, unmoving frame, which satisfy linear SPDE, Theorem 3.1.
After a brief discussion of the notation used in the article, we now introduce infor-
mally the model considered, and make heuristic computations in the following subsec-
tions of the Introduction, which convey the ideas leading to our main results. In Section
2, we detailed more carefully the models studied, and in Section 3, we state the results. In
Section 4, proofs are given, relying on a multi-component ‘Boltzmann-Gibbs’ principle,
shown in Section 5. Finally, in Sections 6, 7 and 8, we show the general SPDE limit
satisfies a ‘trilinear’ condition, discuss the ‘multi-color’ reduced model, and discuss the
‘non-decoupled’ structure of the general limit SPDE.
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NOTATION
We use boldface letters to denote vectors: if a ∈ Rn, its components are denoted
by (a1, . . . ,an) or (ai)ni=1. The usual scalar product in Rn is denoted by · and the cor-
responding norm by ‖ · ‖. The L1 norm of a is denoted by |a| = |a1|+ · · ·+ |an|. The
entries of a matrix M of size p× n are denoted by Mi j, 1 ≤ i ≤ p, 1 ≤ j ≤ n, and we
write M = (Mi j)1≤i≤p,1≤ j≤n. If M is diagonal then we write M = diag((Mii)1≤i≤n). The
continuous torus [0,1) is denoted by T and the space of Rn-valued smooth functions on T
by D(T)n. If H,G : T→ Rn are Rn-valued functions, their L2-scalar product is denoted
by (H,G)L2(T)n and the corresponding norm by ‖ · ‖L2(T)n .
If Ψ := (Ψ1, . . . ,Ψp) : a ∈ Rn→ Ψ(a) ∈ Rp is a differentiable function, we denote
the jth partial derivative of Ψi by ∂a jΨi and by ∇Ψ the p×n matrix with entries given by(
∂a jΨi
)
1≤i≤p,1≤ j≤n
.
Given two real-valued functions f and g depending on the variable u ∈ Rd we will
write f (u) ≈ g(u) if there exists a constant C > 0 which does not depend on u such that
for any u, C−1 f (u)≤ g(u)≤C f (u) and f (u). g(u) if for any u, f (u)≤Cg(u). We write
f = O(g) (resp. f = o(g)) in the neighborhood of u0 if | f | . |g| in the neighborhood
of u0 (resp. limu→u0 f (u)/g(u) = 0). Sometimes it will be convenient to make precise
the dependence of the constant C on some extra parameters and this will be done by the
standard notation C(λ ) if λ is the extra parameter.
Usually, the notation Eµ denotes the expectation with respect to the probability mea-
sure µ and the notation Eµ is reserved for expectation with respect to the law Pµ of the
paths of the involved stochastic processes starting from µ . The subscript is omitted when
the context is clear.
1.1. Summary of derivations. Informally, the single component zero-range process con-
sists of a collection of particles on TN which interact infinitesimally only with those on
their own spatial location. More precisely, if there are k particles at x ∈ TN , then with
rate g(k) one of these particles jumps, moving to a location y with probability p(y− x).
In the multi-component process, there are several types of particles, say n ≥ 1. For
1 ≤ i ≤ n, when there are ki particles of type i at location x, a type i particles jumps
with rate gi(k1, . . . ,kn), moving to y again with chance p(y− x).
The weakly-asymmetric process {αNt ; t ≥ 0}= {(α1,Nt , . . . ,αn,Nt ) ; t ≥ 0} corresponds
to when the jump probability p is in the form p(1) = 1/2+ c/Nγ , p(−1) = 1/2− c/Nγ
and p(z) = 0 otherwise. Here, N is a scaling parameter, c∈R and γ > 0. We will study the
process in diffusive time scale. Accordingly, the configuration αNt : x∈TN→αNt (x)∈Zn+
specifies the number of particles of each type 1 ≤ i ≤ n at each location x ∈ TN at time
N2t for t ≥ 0. Observe that the number of particles of each type is preserved during the
time evolution. Therefore we expect that the system has a family of invariant measures in-
dexed by type particle densities. In Subsection 2.1, we discuss that the multi-component
systems possesses a family of invariant product measures νa0 , indexed by component
densities a0 = (a10, . . . ,a
n
0), when the rates (g1, . . . ,gn) satisfy a compatibility relation.
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1.1.1. Hydrodynamics. Before developing the fluctuation limits, it will be useful to con-
sider the hydrodynamics or law of mass averages of the process. We take γ = 1 such
that p(1) = 12 +
c
N and p(−1) = 12 − cN . Consider a n-dimensional valued macroscopic
empirical profile process {X Nt ; t ≥ 0}= {(X i,Nt )ni=1 ; t ≥ 0} defined for any time t ≥ 0 by
X i,Nt (u) =
N−1
∑
x=1
αN,it (x) 1[ x
N ,
x+1
N
)(u), u ∈ T.
The hydrodynamic limit for the n-species system can be stated as follows: for each
time t ≥ 0, (X Nt )N converges a to a(t, ·) where a(t, ·) = (a1(t, ·), . . . ,aN(t, ·)) and the limit
densities ai(t, ·) are the solution of the n coupled system:
∂tai = 12∆(g˜i(a))+2c∇(g˜i(a)), 1≤ i≤ n, (1.1)
where ∆ = ∂ 2u , ∇ = ∂u and g˜i is an averaged or homogenized function reflecting the mi-
croscopic jump rates defined by
g˜i(a) := Eνa [gi(α(0))] , i = 1, . . . ,n. (1.2)
One can derive the hydrodynamic equation (1.1) at least heuristically as follows.
Take a test function G ∈ D(T). Then, by Dynkin’s formula and Taylor’s expansion, we
have
E
[∫
T
X i,Nt (u)G(u)du
]
−E
[∫
T
X i,N0 (u)G(u)du
]
=
1
2N∑x
∫ t
0
E[gi(αs(x))](∆G)( xN )ds+
2c
N ∑x
∫ t
0
E[gi(αs(x))](∇G)( xN )ds + o(1).
By local ergodicity (cf. [19]), one can replace any expression like N−1∑x F( xN )E[gi(α s(x)]
by its ensemble mean
∫
T g˜i(X
i,N
s (u))F(u)du. Assuming that {X N}N converges to some
macroscopic profile a, we get that this profile satisfies a weak formulation of (1.1). This
argument can be made precise by following the ‘entropy’ method say in Chapter 5 of [27].
Remark 1.1. If γ > 1 hydrodynamic equations are still in the form (1.1) but with c = 0
while if γ < 1, it is expected that in the time scale tN1+γ it is given by a particular weak
solution of (1.1) without the diffusive term (system of conservation laws).
1.1.2. Linear fluctuations. We discuss the stationary fluctuations from the hydrodynamic
limit, again when γ = 1. For any N ≥ 1, we assume αN0
law
= νa0 at t = 0 with some
a0 ∈ [0,∞)n and consider the fluctuation field:
{YNt ; t ≥ 0}= {(Yi,Nt )ni=1 ; t ≥ 0},
Y
i,N
t (du) =
1√
N ∑x∈TN
(
α i,Nt (x)−ai0
)
δ x
N
(du), u ∈ T,
ain the sense that for any smooth function H : T→ R,
(∫
TH(u)X
i,N
t (u)du
)
N
converges in probability
to
∫
TH(u)a
i(t,u)du.
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where δz denotes the Dirac mass at z∈T. The limit in law {Yt ; t ≥ 0}= {(Yit)ni=1 ; t ≥ 0}
of {YNt ; t ≥ 0}N≥1 is a solution of the following linear SPDE:
∂tY= 12Q(a0)∆Y+2cQ(a0)∇Y+q(a0)∇W˙t , t ≥ 0, (1.3)
where W˙= {W˙i}ni=1 is a space-time Gaussian white noise with n-components and covari-
ance
E[W˙it(u)W˙ js(v)] = δ i jδ (t− s)δ (u− v),
and Q(a) and q(a) are n×n matrices such that
Q(a) =
(
Qi j(a)
)
1≤i, j≤n = (∂a j(g˜i(a)))1≤i, j≤n ,
q(a) = diag
((
qii(a)
)
1≤i≤n
)
= diag
((√
g˜i(a)
)
1≤i≤n
)
.
The limit noises in (1.3) are obtained in the following way. Let G ∈ D(T) and
MN,i(G) be the martingale term of the semi-martingale YN,i(G). Then, by Itoˆ’s formula
and Taylor’s expansion, we have
d
dt
〈Mi,N(G)〉t = 1N ∑x∈TN
gi(αNt (x))
(
∇G( xN )
)2
+o(1)
→ g˜i(a0)
∫
T
(∇G(u))2du as N→ ∞,
since αNt
law
= νa0 for all t ≥ 0. Moreover, for i 6= j, one can see the martingales MN,i and
MN, j are uncorrelated and therefore independent in the limit, cf. (4.6) below.
Heuristically, the drift term in the limit (1.3) is obtained as follows (cf. [39]). Make
the Taylor expansion in the hydrodynamic equation:
ai (= ai(t,u)) = ai0+
1√
N
Yi+ · · ·
g˜i(a) = g˜i(a0)+
1√
N
2
∑
j=1
∂a j(g˜i(a))
∣∣∣
a0
·Y j + · · · .
Insert these expansions in the hydrodynamic equation with a small noise term:
∂tai = 12∆(g˜i(a))+2c∇(g˜i(a))+
1√
N
(noise)
For example, since a0 is a constant,
∂tai =
1√
N
∂tYi+ · · · .
Multiplying both sides by
√
N, we obtain the limit SPDE (1.3). We note this type of
argument and result is well-known, following say the method in Chapter 11 of [27].
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1.1.3. Nonlinear fluctuations and coupled KPZ-Burgers equations. We now take γ = 12 ,
so that p(1) = 12 +
c√
N
, p(−1) = 12− c√N . In other words, c is replaced by c
√
N so that the
hydrodynamic equation for the ith particle looks like
∂tai = 12∆(g˜i(a))+2c
√
N∇(g˜i(a))+
1√
N
(noise). (1.4)
To cancel the diverging factor
√
N in the second term, we introduce the moving frame with
speed 2cλN
3
2 (cf. [16] p.298) at the microscopic level with suitably chosen λ := λ (a0).
Y
i,N
t :=
1√
N∑x
(α i,Nt (x)−ai0)δ x
N−
2cλN3/2t
N
(du).
The frame should have a common speed for all species 1≤ i≤ n so that a non-trivial limit
can be found.
At the macroscopic level, we expand ai(t,u) along with the center 2cλ
√
Nt of the
moving frame as
ai(t,u+2cλ
√
Nt) = ai0+
1√
N
Yit + · · · .
More precisely, make the Taylor expansion up to the second order terms:
ai = ai0+
1√
N
Yi+ · · ·
∂tai =
1√
N
∂tYi+2cλ
√
N∇ai+ · · ·
=
1√
N
∂tYi+2cλ∇Yi+ · · ·
g˜i(a) = g˜i(a0)+
1√
N
n
∑
j=1
∂a j(g˜i(a))
∣∣∣
a0
·Y j
+
1
2N
n
∑
j,k=1
∂a j∂ak(g˜i(a))
∣∣∣
a0
·Y jYk + · · · .
Noting ∇(g˜i(a0)) = 0, we insert these expansions to the hydrodynamic equation (1.4).
Then, multiplying the both sides by
√
N, we obtain:
∂tYi =12
n
∑
j=1
∂a j(g˜i(a))
∣∣∣
a0
·∆Y j
+2c
√
N
n
∑
j=1
∂a j(g˜i(a))
∣∣∣
a0
·∇Y j−2cλ
√
N∇Yi
+ c
n
∑
j,k=1
∂a j∂ak(g˜i(a))
∣∣∣
a0
·∇(Y jYk)+noise.
The second line is a diverging term. However, this line vanishes, if one can choose
a0 such that the following ‘Frame condition’ holds:
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(FC) For any i ∈ {1, . . . ,n},
λ = λ (a0) := ∂ai(g˜i(a))
∣∣∣
a0
, and ∂a j(g˜i(a))
∣∣∣
a0
= 0 if i 6= j.
In this way, we derive a coupled KPZ-Burgers equation
∂tYi = 12
n
∑
j=1
∂a j(g˜i(a))
∣∣∣
a0
·∆Y j + c
n
∑
j,k=1
∂a j∂ak(g˜i(a))
∣∣∣
a0
·∇(Y jYk) + noise. (1.5)
The noise in (1.5) turns out to be the same as in the linear fluctuations (1.3). Part of
our results will be to characterize more carefully the Frame condition on the density (FC)
on a0 in Proposition 3.3 below.
Remark 1.2. One can choose λ as
λ = λ (a0)+
λ1√
N
,
where λ (a0) is defined in the condition (FC) and λ1 ∈ R is arbitrary. Then, we have an
additional drift term −2cλ1∇Yi in the right hand side of (1.5).
We comment that if one considers λ1 = λ1(i), dependent on 1≤ i≤ n, then formally
drifts of −2cλ1(i)∇Yi are introduced. However, unless λ1(i) ≡ λ1, fixed for 1 ≤ i ≤ n,
we will not be able to derive rigorously (1.5) with the drifts −2cλ1(i)∇Yi. The difficulty
stems from having to view Yi in several different reference frames at once. One cannot
capture it seems the scaling limits of YN,it , while in the reference frame seen in Y
N, j
t with
velocity 2c
(
λ (a0)+
λ1( j)√
N
)√
N, when λ1(i) 6= λ1( j) (cf. the later proof of tightness in
Subsection 4.3 and identification of limits in Subsection 4.4).
2. MODEL
We now detail the weakly asymmetric n-species zero-range process. The config-
urations of particles with n-species on TN are denoted by α = (α i)ni=1 ∈ Ωn, where
Ω=ZTN+ is the configuration space of particles of a single species, and Z+ = {0,1,2, . . .}.
Here, α i = (α i(x))x∈TN and α
i(x) ∈ Z+ describes the number of particles of the ith
species at x ∈ TN . The jump rate of the ith species particles is given by gi(α (x)) where
α (x) = (α j(x))nj=1 ∈ Zn+. Weak asymmetry is introduced as follows. Once a jump is
going to happen, the probability of jumping to the right is p(1) = 12 +
c
Nγ and that to the
left is p(−1) = 12 − cNγ , for c ∈ R and γ > 0. The parameter γ controls the strength of the
weak-asymmetry. It should be taken as γ = 1 to show the hydrodynamic limit (1.1) and
the linear fluctuation result (1.3) in the Euler time scale, while we will fix it as γ = 12 to
derive the second-order KPZ-Burgers fluctuations (1.5) in the diffusive time-scale.
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Hence we introduce a diffusive time change t 7→ N2t for the microscopic system.
Then, the action of the generator LN of the system on functions f : Ωn→ R is defined by
LN f (α ) = N2 ∑
x∈TN
p(1)
n
∑
i=1
gi(α (x))
{
f (α x,x+1;i)− f (α )}
+N2 ∑
x∈TN
p(−1)
n
∑
i=1
gi(α (x))
{
f (α x,x−1;i)− f (α )} ,
where α x,y;i := ((αx,y;i) j)nj=1 ∈Ωn denotes the configuration of particles after one particle
of ith species in the configuration α = (α i)ni=1 jumps from x to y. That is, when α
i(x)≥ 1,
we define (αx,y;i)i(x) = α i(x)−1, (αx,y:i)i(y) = α i(y)+1 and (αx,y;i) j = α j for j 6= i.
For k = (k1, . . . ,kn) ∈ Zn+ and 1≤ j ≤ n we denote k j,± the configurationb
k j,± = (k1, . . . ,k j−1,k j±1,k j+1, . . . ,kn).
It is natural to assume that the jump rates gi satisfy the non-degeneracy condition:
(ND) gi(k) = 0⇔ ki = 0 and g∗i := inf|k|≥0
ki>0
gi(k)> 0, for i = 1, . . . ,n.
We will also impose the linear growth condition:
(LG) max1≤i, j≤n supk∈Zn+ |gi(k j,+)−gi(k)|< ∞.
Such a Lipschitz assumption is not necessary to define the process on TN since it
is then a countable state Markov chain but useful to construct the process on Z. See [2]
for the single species construction on Z say; the multi-species zero-range construction
on Z straightforwardly follows the same argument. We will denote the generator of the
infinite-volume dynamics by L. In the current paper, (LG) is used in particular to verify a
spectral gap estimate in Lemma 2.2. It also implies that gi is at most linear in its growth,
which is useful in defining some expectations.
2.1. Invariant measures and compatibility condition. To identify product invariant
measures, we will assume the jump rate (gi)ni=1 satisfies the following compatibility con-
dition:
(INV) ∀i 6= j, ∀k ∈ Zn+ such that ki > 0 and k j > 0,
gi(k)
gi(k j,−)
=
g j(k)
g j(ki,−)
.
Then we can define the following product
g!(k) =
|k|
∏`
=1
gi(`)(k`),
along any increasing path k0 = 0→ ··· → k`→ ··· → k|k| = k connecting 0 and k in Zn+
such that |k`|= ` and (k`− k`−1) j = δi(`), j for 1≤ j ≤ n, 1≤ `≤ |k|. Note that, because
of the condition (INV), g!(k) does not depend on the choice of the increasing path {k`},
and so is well-defined. See [18] or [9], p. 798 (when n = 2) for this derivation on the
torus, which extends to n≥ 2.
bIf k j = 0, k j,− is not defined.
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Under the condition (INV), the invariant measures onΩn = (Zn+)TN are product mea-
sures over TN (but the corresponding marginals are not product) with one site marginal
given by
ν¯ϕ (k) =
1
Zϕ
ϕ k
g!(k)
, (2.1)
where ϕ = (ϕ1, . . . ,ϕn) ∈ (0,∞)n is a parameter, sometimes called the fugacity, and
ϕ k = [ϕ1]k
1 · · · [ϕn]kn, Zϕ = ∑
k∈Zn+
ϕ k
g!(k)
,
In other words, ν¯ϕ is a probability measure on Ωn such that ν¯ϕ (α (x) = k) is given by the
formula (2.1) for each x ∈ TN and c {α (x)}x∈TN are independent.
Extension of the invariance of these product measures for the infinite-volume process
on Z is immediate as functions depending only on a finite number of sites are dense in the
domain of the infinite-volume generator L, defined as LN with TN replaced by Z.
The measure ν¯ϕ is well-defined for ϕ in the proper domain of Zϕ :
DomZ := {ϕ ∈ (0,∞)n ; Zϕ < ∞}.
To ensure DomZ is non-trivial in the sense that it contains a neighborhood of 0 =(0, . . . ,0),
we assume the following:
(ORI) ϕ∗ := liminf|k|→∞ g!(k)
1
|k| > 0.
We now change the parametrization of the invariant measures in terms of density a instead
of the fugacity ϕ : ϕ :=Φ(a) is chosen so that
νa := ν¯ϕ
has mean a = (a1, . . . ,an) and ai ≥ 0 for 1≤ i≤ n. That is,
ai ≡ ai(ϕ ) := Eν¯ϕ [α i(0)], i = 1, . . . ,n.
To define Φ more explicitly let us denote the map R : ϕ → a, taking fugacity to its asso-
ciated density, with the proper domain
DomR := {ϕ ∈ DomZ ; ai(ϕ )< ∞, i = 1, . . . ,n}.
By the relation (cf. (1.2)),
g˜i(R(ϕ )) = Eν¯ϕ [gi(α (0))] = ϕ
i, i = 1, . . . ,n,
we see that ϕ and a are in 1 : 1 correspondence on their proper domains. The function
Φ : a0→ ϕ appearing above is the inverse of R.
The fugacity ϕ is sometimes written in terms of the chemical potential
λ = (λ 1, . . . ,λ n) := λ (ϕ )
cWith some abuse of notation we omit the dependance on N in ν¯ϕ and use the same notation for the
marginal and the product measure. We write ν¯ϕ also for those on the infinite-volume configuration space
(ZZ+)n instead of Ωn ≡ (ZTN+ )n.
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defined by ϕ i = eλ i with λ i ∈R for 1≤ i≤ n. With some abuse of notation we write also
λ (a) instead of λ (Φ(a)).
Let also Γ(a)= cov(νa) be the covariance matrix of α (0) under νa. When the density
a belongs to (0,∞)n, the measure νa gives positive measure to all n-tuples (k1, . . . ,kn) ∈
Zn+. Then, the variance of any linear combination of (α i(0))ni=1 cannot vanish. Hence,
the matrix Γ(a) is positive-definite, symmetric and therefore invertible.
Lemma 2.1. For any ϕ ∈ Dom◦ R, that is the interior of the set DomR, we have
(∇R)(ϕ ) = Γ(R(ϕ )) diag
((
1
g˜i(R(ϕ ))
)
1≤i≤n
)
.
Accordingly, for any a ∈ Dom◦ Φ, we have
(∇Φ)(a) = diag
((
g˜i(a)
)
1≤i≤n
)
Γ(a)−1
and
(∇λ )(a) = Γ(a)−1.
Proof. This is shown in [9], p.799, or [18], (2.20) noting dλi/dϕi = 1/ϕi since ϕi =
log g˜i(a).
For the reader’s convenience, we give a derivation of the last statement as it is short.
See also (6.6) below. Consider the moment generating function M(λ ) = Eνa [eλ ·(α (0)−a)],
where the chemical potential λ = λ (z) is associated to density z. Then,
z−a = ∇λM(λ (z))/M(λ (z))
=
(
Eνa
[
(α j(0)−a j)eλ (z)·(α (0)−a)
]
/M(λ (z))
)n
j=1
.
Then, for any j ∈ {1, . . . ,n}, we have that
1 =
n
∑
r=1
∂z jλ
r(z)
{
Eνz [(α
j(0)−a j)(αr(0)−αr)]−Eνz [(α j(0)−α j)]]Eνz [(αr(0)−ar)]
}
=
n
∑
r=1
∂z jλ
r(z)Γ(z) jr =
[
Γ(z)∇λ (z)
]
j j
.
When k 6= j, we have 0 = ∑nr=1 ∂zkλ r(z)Γ(z) jr =
[
Γ(z)∇λ (z)
]
jk
.

2.2. Markov process. Under the previous conditions on the rates (gi)ni=1 and jump prob-
ability p, a process {αNt ; t ≥ 0} = {(α i,Nt )ni=1 ; t ≥ 0} may be constructed on TN or Z
with a family of invariant product measures {νa0 : a0 ∈DomΦ}. Moreover, with respect to
a fixed νa0 , the process can be associated to a Markov semigroup on L2(νa0) and Markov
generator LN with a core of L2(νa0) functions. The adjoint L∗N can be seen to be the gen-
erator with respect to reversed jump probability p∗(·) = p(−·). Moreover, the measure
νa0 is invariant with respect to the adjoint process, and is reversible when p= p∗ = s. See
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[36] for more on these details in the single species case, with the multi-species extension
being straightforward.
In the sequel, a local function is one which depends only on a finite number of occu-
pation variables (α (x))x∈Z. Define, for local f , the function,
f˜ (a) = Eνa [ f ],
when the expectation makes sense.
2.3. Spectral gap. The mixing properties of the system will play a role in the analy-
sis. For ` ≥ 1, consider the localized, ergodic process, corresponding to the symmetric
nearest-neighbor jump probability s(±1) = (p(±1) + p(∓1)) = 1/2 and s(x) = 0 for
x 6= ±1, on the interval Λ` = {x ∈ Z : |x| ≤ `} with a fixed number of k = (k1, . . . ,kn)
particles of each type, and generator
Sk,` f (α ) =
1
2 ∑|x−y|=1
x,y∈Λ`
n
∑
i=1
gi(α (x))
{
f (α x,y;i)− f (α )}.
For this Markov process, the canonical measure νk,`= νa0(·|∑x∈Λ` α (x) = k) is reversible
and invariant. Let lk,` be the spectral gap, that is, the second smallest eigenvalue of −Sk,`
(with 0 being smallest). Denote W (k, `) = l−1k,` and recall the Poincare´’s inequality
Varνk,`( f ) ≤W (k, `)Dk,`( f )
where Dk,` is the canonical Dirichlet form
Dk,`( f ) =
1
4 ∑|x−y|=1
x,y∈Λ`
n
∑
i=1
Eνk,`
[
gi(α (x))
{
f (α x,y;i)− f (α )}2].
We will suppose the following condition which guarantees sufficient mixing for our
purposes:
(SG) There is a constant C := C(a0,n) such that sup`≥2 Eνa0
[
W
(
∑x∈Λ` α (x), `
)2] ≤
C`4.
The condition (SG) is one on the rates (gi)ni=1, useful in the proof the Boltzmann-Gibbs
principle in Proposition 4.1. There is a large class of rates for which this condition holds.
Consider the following lower bound criterion:
(LB) Suppose there exists m0 ∈ Nn and ε0 > 0 so that inf1≤i≤n infm∈Zn+{gi(m+m0)−
gi(m)} ≥ ε0.
Under (LB), the domains DomR = DomΦ = [0,∞)n.
Lemma 2.2. Under assumptions (LG) and (LB), we have W (k, `) ≤ C(m0,ε0,n)`2 uni-
formly in k ∈ Zn+.
Proof. Write the variance
Varνk,`( f ) = Eνk,`[Eνk,`[ f
2(α )|α2(·), . . . ,αn(·)]]−Eνk,`[(Eνk,`[ f (α )|α2(·), . . . ,αn(·)])2]
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+Varνk,`(h(α
2, . . . ,αn)),
where h(α2, . . . ,αn) = Eνk,`[ f (α )|α2(·), . . . ,αn(·)].
With respect to the first line of the above display, by fixing α2(x)= a2(x), . . . ,αn(x)=
an(x) for x ∈ Λ`, we may consider the process governing the first type particles α1
with space inhomogeneous rate function g(α1; ·) := g1(α1,a2(·), . . . ,an(·)) and symmet-
ric nearest-neighbor jump probability. The product measure, indexed over Λ`, with mar-
ginal probability at site x with k particles, proportional to ϕk1/g(1) · · ·g(k), is invariant.
These measures are νk,a0 conditioned on α
i(x) = ai(x) for x ∈ Λ` and 2≤ i≤ n. Because
of (LB), we see that
inf
k≥1,x∈Λ`
{
g(k+ k10,a
2(x), . . .an(x))−g(k,a2(x), . . . ,an(x))
}
> ε0.
For such inhomogeneous processes, localized on Λ` with k1 particles, it is known
that the associated inverse spectral gap quantity satisfies W (k1, `) ≤ C`2 with constant
C =C(m0,ε0,n). See Theorem 2.3 and preceding discussion in [26] for a statement and
proof which extends the argument for the ‘homogeneous’ zero-range process in [31]; see
also [5] for an argument under an assumption more restrictive than (LB). Hence, we may
bound the first line in (2.2) by C`2Dk,`( f ).
The second line in (2.2) is now similarly bounded by an induction argument. Finally,
we can recover that W (k, `)≤ nC`2 in terms of a constant C =C(m0,ε0,n). 
3. RESULTS
We first define spaces needed to state the main theorems. We recall that D(T) is the
space of smooth functions. For a fixed 0< T <∞ and n≥ 1, denote by D([0,T ],D′(T)n)
and C([0,T ],D′(T)n) the function spaces of ca`dla`g and continuous maps respectively
from [0,T ] to D′(T)n. The bracket 〈·, ·〉 denotes the dual pairing between D′(T)n and
D(T)n, but also between other pairs of spaces when the context is clear. We equip these
spaces with the uniform weak topology: a sequence {ZN· }N≥1 converges to a path Z· if
for all H ∈D(T)n, we have
lim
N→∞
sup
0≤t≤T
∥∥∥ZNt (H)−Zt(H)∥∥∥= 0,
where ‖ · ‖ is the usual Euclidean norm on Rn.
Throughout the article, the initial configuration αN0 will be distributed according to
νa0 with respect to a density a0 ∈ [0,∞)n.
We now discuss two types of fluctuation results. First, we describe the so-called ‘lin-
ear’ fluctuations, before going to the ‘nonlinear’ ones, leading to coupled KPZ-Burgers
equations.
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3.1. Linear fluctuations. Let now Y¯N· := (Y¯
i,N· )ni=1 ∈ D([0,T ],D′(T)n) be the density
fluctuation field, acting on functions H = (H i)ni=1 ∈D(T)n, given by
Y¯Nt (H) =
(
1√
N ∑x∈TN
H i
( x
N
)(
α i,Nt (x)−ai0
))n
i=1
.
By the central limit theorem, for each fixed t ≥ 0, Y¯Nt converges in distribution to
W˙0 = (W˙ i0)
n
i=1, the Gaussian distribution taking values inD
′(T)n corresponding to covari-
ances, for 1≤ i, j ≤ n,
Cov
(
W˙ i0(G),W˙
j
0 (H)
)
= Γi j(a0)
∫
T
G(u)H(u)du (3.1)
where we recall that Γi j(a0) = Eνa0
[
(α i(0)− ai0)(α j(0)− a j0)
]
. Recall also we denote
the standard Rn-space-time white noise W˙t as the D′(T)n-valued Gaussian process with
covariance function given by
Cov
(
W˙it(G),W˙
j
s(H)
)
= δ i jδ (t− s)
∫
T
G(u)H(u)du
where δ i j is the standard Kronecker symbol, δ the Dirac mass at 0 and H,G ∈D(T)n are
test functions.
Theorem 3.1. Suppose γ = 1. Starting from initial measure νa0 , the sequence Y¯N· , as N ↑
∞, converges weakly in the uniform topology on D([0,T ],D′(T)n) to the unique process
Y·, solving
∂tYt = 12Q(a0)∆Yt +2cQ(a0)∇Yt +q(a0)∇W˙t , (3.2)
where, initially Y0 is distributed as W˙0, and
Q(a) =
(
Qi j(a)
)
1≤i, j≤n = (∂a j(g˜i(a)))1≤i, j≤n and
q(a) = diag
((
qii(a)
)
1≤i≤n
)
= diag
((√
g˜i(a)
)
1≤i≤n
)
.
The stochastic PDE (3.2) is a cross-diffusion system so that its well-posedness is
non-trivial. We show the well-posed and the invariance of the distribution of W˙0, though
the latter is obvious by the limiting procedure. Recall
Q(a0)≡ ∇Φ(a0) = diag((g˜i(a0))1≤i≤n)Γ(a0)−1
from Lemma 2.1. This plays a role of Einstein’s relation as it will be clear from Lemma
3.2. To simplify notation we note diag(g˜i) = diag((g˜i(a0))1≤i≤n) and Γ = Γ(a0). Then,
one can rewrite (3.2) into the stochastic PDE for Zt = Γ−
1
2Yt :
∂tZt = 12A∆Zt +2cA∇Zt +Γ
− 12 diag(
√
g˜i)∇W˙t ,
where A=Γ−
1
2 diag(g˜i)Γ−
1
2 is a symmetric matrix. However, Γ−
1
2 diag(
√
g˜i)W˙t
law
= A
1
2W˙t ,
since the covariance coincides: for H ∈D(T)n,
E
[〈
Γ−
1
2 diag(
√
g˜i)Wt , H
〉2]
= t
∥∥∥diag(√g˜i)Γ− 12 H∥∥∥2
L2(T)n
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= t(AH,H)L2(T)n
= E[〈A1/2Wt ,H〉2].
Thus, Zt satisfies the following stochastic PDE in law:
∂tZt = 12A∆Zt +2cA∇Zt +A
1
2∇W˙t .
Since A is symmetric, it is diagonalizable as Aei = µ iei with an orthonormal basis {ei}ni=1
of Rn and eigenvalues (µ i)ni=1 ∈ Rn. Set zit(x) := Zt(x) · ei, then we have n-independent
R-valued stochastic PDEs
∂tzit = 12µ
i∆zit +2cµ
i∇zit +
√
µ i∇w˙it , (3.3)
where {w˙it ≡ w˙it(x) := W˙t(x)·ei}ni=1 are n independent space-time white noises. Moreover,
since Y0 is distributed as W˙0, Z0 = Γ−1/2Y0 is distributed like a standard Rn-valued space
white-noise, say W˙0, or equivalently the {zi0}ni=1 are n independent standard R-valued
space white-noises.
It is now standard to show the next lemma. For completeness, we give the proof
below.
Lemma 3.2. The process {zt ; t ≥ 0} has the distribution of the spatial white noise W˙0
as its invariant measure. Thus, the invariant measure of {Yt ; t ≥ 0} is the distribution of
Γ
1
2W˙0, which is nothing but W˙0 whose covariance is given by (3.1).
Proof. First assume c= 0 and denote the solution of (3.3) with c= 0 by z0,it . LetA=
1
2µ
i∆
and C =
√
µ i∇ be the operators acting on D′(T). For ϕ ∈D(T), we set ϕt = etAϕ . Let
T > 0. Then, we see that the process {Mt ; t ∈ [0,T ]} defined by
Mt := exp
{√−1〈z0,it ,ϕT−t〉+ 12
∫ t
0
〈CC∗ϕT−s,ϕT−s〉ds
}
, 0≤ t ≤ T,
is a martingale. Indeed, by applying Itoˆ’s formula, we have d〈z0,it ,ϕT−t〉= 〈dwit ,C∗ϕT−t〉
and this implies dMt =
√−1Mt〈dwit ,C∗ϕT−t〉, cf. Proposition 6.1 in [11]. Thus, we
obtain E[Mt ] = E[M0] and, in particular, taking T = t, we have
E
[
e
√−1〈z0,it ,ϕ〉
]
e
1
2
∫ t
0〈CC∗ϕs,ϕs〉ds = E
[
e
√−1〈z0,i0 ,ϕt〉
]
= e
− 12‖ϕt‖2L2(T),
if z0,i0 is distributed as W˙
i
0. However, since CC
∗ =−µ i∆=−2A,∫ t
0
〈CC∗ϕs,ϕs〉ds =−
∫ t
0
〈2Ae2sAϕ,ϕ〉ds =−‖ϕt‖2L2(T)+‖ϕ‖2L2(T).
This shows that
E
[
e
√−1〈z0,it ,ϕ〉
]
= e
− 12‖ϕ‖2L2(T).
In particular, the distribution of W˙i0 is invariant for {z0,it ; t ≥ 0}. When c 6= 0, since
zit(x) = z
0,i
t (x+2cµ it) (mod 1 in x), we also have the invariance of {zit ; t ≥ 0}. 
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3.2. Nonlinear fluctuations. To probe second-order effects, we will like to absorb the
drift in (3.2), and observe the fluctuation field moving with a common velocity λ . Such
an idea will make sense when all the drifts in (3.2) are the same, that is Frame condition
(FC) holds.
Proposition 3.3. The Frame condition (FC) is equivalent for a0 to be such that
Γi j(a0) = 0 for i 6= j and g˜i(a0)Γii(a0) = λ is constant in i,
where we recall Γ(a0) is the covariance matrix Γ(a0) = cov(ν¯ϕ)
∣∣
a=a0
.
Proof. This is immediate, since (FC) is equivalent to ∇Φ(a0) = λ I and this is further
rewritten as diag
(
(g˜i(a0))1≤i≤n
)
Γ−1 = λ I by Lemma 2.1. 
We remark, as a consequence of Proposition 3.3, under the Frame condition (FC),
that the matrix Γ= cov(ν¯ϕ)
∣∣
a=a0
is diagonal.
We now consider the fluctuation field moving with a ‘characteristic’ velocity λ =
λ (a0) according to the Frame condition (FC). Define YN· ∈ D([0,T ],D′(T)n), in terms of
its action on H = (H i)ni=1 ∈D(T)n, as
YNt (H) =
(
1√
N ∑x∈TN
H i
(
x
N − 2cλ tN
2
Nγ+1
)(
α i,Nt (x)−ai0
) )n
i=1
.
In the following, we suppose that γ = 1/2 in order to get a non-trivial limit of YN· . In this
case, the asymmetry is strong enough so that a ‘quadratic’ term is recovered in the limit.
Formally, under Frame condition (FC), the limits of {YN· }N≥1 satisfy a type of (ill-posed)
KPZ-Burgers equation: For i = 1, . . . ,n,
∂tYit =
1
2
∂ai g˜i(a0)∆Y
i
t + c
n
∑
j,k=1
∂a j∂ak g˜i(a0)∇(Y
j
t Y
k
t )+
√
g˜i(a0)∇W˙it . (3.4)
Remark 3.1. Nevertheless, such an equation, as we show in Section 6, satisfies a ‘tri-
linear’ condition, and therefore, as an SPDE, can be understood in terms of the theory
developed in [13], and shown to have Rn-valued spatial white noise multiplied by Γ1/2 as
an invariant measure.
However, from the view of microscopic dynamics, to derive this equation as a scaling
limit, as in [15] and [16], we have to interpret it in the framework of ‘L2-energy’ martin-
gale formulation of (3.4). Let ι : T→ [0,∞) be given by ι(z) = (1/2)1[−1,1](z) and, for
ε > 0, let ιε(z) = (2ε)−11|z|≤ε . Let Gε : T→ [0,∞) be a smooth approximating function
in D(T) of ιε such that
‖Gε‖2L2(T) ≤ 2‖ιε‖2L2(T) = ε−1 and limε↓0 ε
−1/2‖Gε − ιε‖L2(T) = 0.
Such approximating functions can be found by convoluting ιε with smooth kernels. For
x ∈ T, let τx denote the shift so that (τxα)(z) = α(z+ x) and (τxGε)(z) = Gε(x+ z).
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With respect to a process Y· ∈C([0,T ];D′(T)n), define Aε· ∈C([0,T ],D′(T)n), for
ε > 0, by its coordinate action on H ∈D(T): For each 1≤ i≤ n and t ∈ [0,T ], we have
A
i,ε
t (H) =
n
∑
j,k=1
∂a j∂ak g˜i(a0)
∫ t
0
∫
T
(∇H)(u)Y js(τ−uGε)Y
k
s(τ−uGε)duds.
We say the process Y· ∈ D
(
[0,T ],D′(T)n
)
satisfies an L2 energy condition if, for H ∈
D(T) and 1 ≤ i ≤ n, (Ai,ε· (H))ε>0 is a ‘uniformly L2 Cauchy’ sequence, as ε ↓ 0, with
respect to the space of random trajectories equipped with the complete metric d(x·,y·) =
E[supt∈[0,T ](xt− yt)2]1/2, that is,
lim
ε1,ε2↓0
sup
1≤i≤n
E
[
sup
t∈[0,T ]
(
A
i,ε1
t (H)−Ai,ε2t (H)
)2]
= 0, (3.5)
and the limit does not depend on the specific smoothing family {Gε}. The limit process(
Ai
)n
i=1 belongs to C([0,T ],D
′(T)n) (see [40]), and is defined by the uniformly L2 Cauchy
limit
∀i ∈ {1, . . . ,n}, ∀H ∈D(T), Ait(H) := limε↓0A
i,ε
t (H).
Definition 3.1. We will say that Y· is a multi-species stationary energy solution of (3.4)
if the following holds.
(i) For each fixed t ∈ [0,T ], Yt is a spatial white noise with n-components and covari-
ance function given by (3.1).
(ii) The process Y· satisfies the L2-energy condition (3.5): For each 1 ≤ i ≤ n, there
is a process Ai· ∈C([0,T ],D′(T)) whose action on H ∈D′(T) is the uniformly L2
Cauchy limit Ai·(H). We also impose that A·(H) has zero quadratic variation.
(iii) There is a process M· ∈C([0,T ],D′(T)n), such that, for H ∈D(T) and 1 ≤ i ≤
n, Mi·(H) is a continuous martingale with respect to the filtration generated by
Y· with quadratic variation 〈Mi(H)〉t = g˜i(a0)t‖∇H‖2L2 . Also, Mi· and M
j· are
independent, when 1≤ i 6= j≤ n. Hence, for each H ∈D(T), by Levy’s theorem,
M(H) is an n-dimensional Brownian motion. Moreover, for t ∈ [0,T ] and 1≤ i≤
n,
Mit(H) = Y
i
t(H)−Yi0(H)
− 1
2
∫ t
0
∂ai g˜i(a0)Y
i
s(∆H)ds− cAit(H).
(iv) The time-reversed processes Ŷ· = YT−· and Â· = AT −AT−· satisfy, for each
1≤ i≤ n and H ∈D′(T), that
M̂it(H) = Ŷ
i
t(H)− Ŷ0(H)
− 1
2
∫ t
0
∂ai g˜i(a0) Ŷ
i
s(∆H)ds+ cÂ
i
t(H)
is a continuous martingale in the filtration generated by Ŷ·, and M̂0(H) = 0. Also,
M̂·(H) has the same quadratic and cross variation properties as M· in item (iii).
DERIVATION OF COUPLED KPZ-BURGERS EQUATION 17
Remark 3.2. We remark when the drift coefficients c∂ak∂a j g˜i(a0) vanish for all 1≤ i, j≤
n, for instance when c = 0, then (3.4) represents a well-posed stochastic heat equation
which has a unique solution. More generally, by Remark 4.13 in [23], there is a unique
process Y· satisfying the ‘multi-species energy solution’ criteria in Definition 3.1.
We now come to the main result of the article.
Theorem 3.4. Suppose γ = 1/2 and the Frame condition (FC) holds. Starting from initial
measure νa0 , the sequence {YN· ; N ≥ 1} converges with respect to the uniform topology
on D([0,T ],D′(T)n), to the unique multi-species energy solution Y· of (3.4).
Remark 3.3. Although we have worked on the tori TN , there are straightforward exten-
sions of the theorems to Z and to an infinite volume limit. In particular, Theorem 3.1 will
hold on R instead of T. Also, Theorem 3.4 will extend to a limit point characterization–
that is, the sequence {YN· } is tight with respect to the uniform topology, and any limit
point satisfies the multi-species energy solution martingale problem on R. However the
difficulty now is that it is not yet shown that there is a unique solution to this infinite vol-
ume martingale problem. If there were such a unique solution, then Theorem 3.4 would
extend straightforwardly to R.
Remark 3.4. In Section 7, we consider multicolored systems where gi(k) = g(|k|)[ki/|k|]
for 1 ≤ i ≤ n in terms of a rate g. In such systems, we show there are specifications
when the Frame condition (FC) holds with respect to a density a0 and the coefficients
(c/2)∂a j,ak g˜i(a0) do not all vanish. In this setting, the SPDE (3.4) simplifies to (7.9), and
we discuss that a unique process, even on R, can be associated to it.
4. PROOFS
The arguments for Theorems 3.1 and 3.4 adapt the ‘hydrodynamics’ scheme of [16],
with some new features, to the multi-species context, developing the stochastic differential
of Y¯N and YN into drift and martingale terms, before analyzing their limits. Since the
arguments of the two theorems are similar, to simplify the discussion, we only prove in
detail Theorem 3.4, the most involved.
In Subsection 4.1, various generator actions are computed in general. Then, in Sub-
section 4.2, a general ‘Boltzmann-Gibbs’ principle is stated which will help close equa-
tions. In Subsection 4.3, tightness of the processes in Theorem 3.4 is shown. In Subsec-
tion 4.4, we identify several features of the limit points. Finally, in Subsection 4.5, we
finish the proof of Theorem 3.4.
4.1. Stochastic differentials. For H ∈D(T), x ∈ TN , and N ≥ 1, define the scaled oper-
ators:
∆Nx H = N
2
{
H
(
x+1
N
)
+H
(
x−1
N
)
−2H
( x
N
)}
,
∇Nx H =
N
2
{
H
(
x+1
N
)
−H
(
x−1
N
)}
.
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Define, for γ = 1/2 and s≥ 0,
Hs(·) = H
(
·− 1
N
⌊2cλ sN2√
N
⌋)
and H˜s(·) = H
(
·− 1
N
2cλ sN2√
N
)
, (4.1)
functions seen in frames along N−1TN and T respectively which will be useful, where
bSc denotes the integer part of S ∈ R. Now, for H = (H i)ni=1 ∈D(T)n and s ∈ [0,T ], let
F(s,αNs ;H)≡
(
F i(s,αNs ,H)
)n
i=1
= YNs (H)
and write, for 1≤ i≤ n,
LNF i(s,αNs ;H) =
1
2
√
N ∑x∈TN
gi(αNs (x))∆
N
x H˜
i
s+ 2c ∑
x∈TN
gi(αNs (x))∇
N
x H˜
i
s.
Also,
∂sF i(s,αNs ;H) = −2cλ ∑
x∈TN
∇H˜ is
( x
N
)(
α i,Ns (x)−ai0
)
,
where ∂s acts only on the first coordinate of F i. By Dynkin’s formula, the process
{MNt (H) ; t ∈ [0,T ]} defined by
MNt (H) := F(t,α
N
t ;H)−F(0,αN0 ;H)−
∫ t
0
{
∂sF(s,αNs ;H)+LNF(s,α
N
s ;H)
}
ds
is a martingale. We write
MNt (H) = Y
N
t (H)−YN0 (H)− INt (H)−BNt (H)−KNt (H). (4.2)
Here, the ith components of the fields above, noting the Frame condition (FC) in Subsec-
tion 1.1.3, are the following:
I
i,N
t (H) =
∫ t
0
1
2
√
N ∑x∈TN
(
gi(αNs (x))− g˜i(a0)
)
∆Nx H
i
sds,
B
i,N
t (H) = 2c
∫ t
0
∑
x∈TN
(
gi(αNs (x))− g˜i(a0)
−
n
∑
j=1
∂a j g˜i(a0)(α
j,N
s (x)−a j0)
)
∇Nx H
i
sds,
K
i,N
t (H) =
∫ t
0
[ 1
2
√
N ∑x∈TN
κN,1x (H
i,s)
(
gi(αNs (x))− g˜i(a0)
)
+2c ∑
x∈TN
κN,2x (H
i,s)
(
g(αNs (x))− g˜i(a0)−
n
∑
j=1
∂a j g˜i(a0)(α
j,N
s (x)−a j0)
)]
ds.
We use the same notation MNt (H),Y
N
t (H),I
N
t (H),B
N
t (H) and K
N
t (H)for H ∈ D(T) by
replacing H i with H in these formulas. Centering constants were introduced in Ii,Nt and
B
i,N
t for free, as ∑x∆Nx H is = ∑x∇Nx H is = 0. By Taylor expansion, uniformly in x, we have
κN,1x (H
i,s) = ∆Nx
(
H˜ is−H is
)
= O(N−1),
κN,2x (H
i,s) = ∇Nx
(
H˜ is−H is
)
= O(N−1).
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Also, the process {(Mi,Nt (H))2−〈Mi,N(H)〉t ; t ∈ [0,T ]} is a martingale with quadratic
variation
〈Mi,N(H)〉t =
∫ t
0
1
N ∑x∈TN
∑
ε=±1
p(ε)gi(αNs (x))
[
N
{
H˜ is(
x+ε
N )− H˜ is( xN )
}]2
ds
where we recall that
p(ε) =
1
2
+
cε√
N
.
In addition, we have the bound, following an expansion of an exponential martingale
as in Section 3.1 of [16]:
Eνa0
[(
M
i,N
t (H)−Mi,Ns (H)
)4] ≤ C(c,a0,g,H,n){|t− s|2+ 1N3/2 |t− s|}. (4.3)
4.2. Boltzmann-Gibbs principle. Define, for ζ ∈ Ω = ZTN+ (resp. ζ ∈ Ωn) and ` ≥ 1,
that
ζ (`)(x) :=
1
2`+1 ∑y∈Λ`
ζ (x+ y)
where we recall that Λ` = {x ∈ TN : |x| ≤ `}. For h : TN → R, T > 0 and c ∈ R, define
h¯c,s : [0,T ]×TN→R by h¯c,s(x) = h¯(x−bcsc). The density a0 in the following is generic,
and need not satisfy the Frame condition (FC).
Theorem 4.1. Let `0 ≥ 1, f : Ωn→ R be a local L5(νa0) function supported on sites in
Λ`0 such that f˜ (a0) = 0 and ∇ f˜ (a0) = 0. There exists a constant C = C(a0, `0,n) such
that, for T > 0, `≥ `0 and h : TN → T,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
(
f (τxαNs )
− 1
2
n
∑
j,k=1
∂a j∂ak f˜ (a0)
{((
α j,Ns
)(`)
(x)−a j0
)((
αk,Ns
)(`)
(x)−a j0
)
− Γ jk(a0)
2`+1
}
h¯c,s(x)ds
)2]
≤ C‖ f‖2L5(νa0)
(
T `
N
( 1
N ∑x∈TN
h2(x)
)
+
T 2N2
`3
( 1
N ∑x∈TN
|h(x)|
)2)
.
On the other hand, when only f˜ (a0) = 0 is known,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
(
f (τxαNs )−
n
∑
i=1
∂ai f˜ (a0)
{(
α i,Ns
)(`)
(x)−ai0
}
h¯c,s(x)ds
)2]
≤ C‖ f‖2L5(να )
(
T `2
N
( 1
N ∑x∈TN
h2(x)
)
+
T 2N2
`2
( 1
N ∑x∈TN
|h(x)|
)2)
.
The first estimate is used for Bi,Nt (H) in (4.4) and then in the proof of Proposition
4.3, while the second is used for Ii,Nt (H). We prove this theorem in Section 5.
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4.3. Tightness. We prove tightness of the fluctuation fields, starting from the invariant
measure νa0 , using the Boltzmann-Gibbs principle.
Proposition 4.2. The sequences {YNt : t ∈ [0,T ]}N≥1, {MNt : t ∈ [0,T ]}N≥1, {INt : t ∈
[0,T ]}N≥1, {BNt : t ∈ [0,T ]}N≥1, {KNt : t ∈ [0,T ]}N≥1 and {〈MN〉t : t ∈ [0,T ]}N≥1, when
starting from invariant measure νa0 , are tight in the uniform topology on D([0,T ],D′(T)n).
Proof. By Mitoma’s criterion [32], to prove tightness of the sequences with respect to
uniform topology on D([0,T ],D′(T)n), it is enough to show, for each 1≤ i≤ n, tightness
of Yi,N· (H), Mi,N· (H), Ii,N· (H), Bi,N· (H), Ki,N· (H) and 〈Mi,N(H)〉·, with respect to the
uniform topology for all H ∈D(T). Note that all initial values vanish, except Yi,N0 (H).
Tightness of {Yi,Nt (H) ; t ∈ [0,T ]}, in view of the decomposition Yi,Nt (H)=Yi,N0 (H)+
I
i,N
t (H)+B
i,N
t (H)+K
i,N
t (H)+M
i,N
t (H), will follow from tightness of each term. The
tightness of Yi,N0 (H), given that we begin under νa0 , is immediate.
For the martingale term, we use Doob’s inequality, stationarity of νa0 , estimate (4.3),
and dividing the time interval into subintervals of size δ−1 to obtain
Pνa0
(
sup
|t−s|≤δ
0≤s,t≤T
|MNt (H)−MNs (H)|> ε
)
. 3Tε−4δ−1Eνa0
[(
MNδ (H)
)4] ≤ C(c,a0,ε,g,H,T ){δ + 1N3/2}.
Tightness now straightforwardly follows.
We now prove tightness for {Bi,Nt (H) ; t ∈ [0,T ]} through the Kolmogorov-Centsov
criterion. Let
Vi(α ) = gi(α )− g˜i(a0)−
n
∑
j=1
∂a j g˜i(a0)(α
j(0)−a j0).
Then, for H ∈D(T),
B
i,N
t (H) = 2c
∫ t
0
∑
x∈TN
(
∇Nx Hs
)
τxVi(αNs )ds.
By its form, V˜i(a0)= 0 and ∂a jV˜i(a0)= 0 for 1≤ j≤ n. Also, for 1≤ j,k≤ n, ∂a j∂akV˜i(a0)=
∂a j∂ak g˜i(a0).
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By invoking Theorem 4.1, with `0 = 1 and h(x) = ∇Nx H, and translation-invariance
of νa0 , for `≥ 1, we have
Eνa0
[(
B
i,N
t (H)
− c ∑
x∈TN
n
∑
j,k=1
∫ t
0
∂a j∂ak g˜i(a0)
{((
α j,Ns
)(`)
(x)−a j0
)((
αk,Ns
)(`)
(x)−a j0
)
− Γ j,k(a0)
2`+1
}
∇Nx Hs ds
)2]
≤ C(a0,c,gi)
{t`
N
+
t2N2
`3
}[( 1
N ∑x∈TN
(∇Nx H)
2
)
+
( 1
N ∑x∈TN
|∇Nx H|
)2]
.
(4.4)
On the other hand, noting Eνa0 [|α `(0)−a0|4]≤C`−2, the square of the L2(νa0) norm of
the integral term above is bounded by
C(a0,c,g,H)
t2N2
`2
( 1
N∑x
∣∣∇Nx H∣∣)2.
Hence, for ` > 1, we have
Eνa0
[
(Bi,Nt (H))
2] ≤ C(c,a0,g,H)[t`N + t2N2`2 ].
By stationarity we have also
Eνa0
[
(Bi,Nt (H)−Bi,Ns (H))2
] ≤ C(c,a0,g,H)[ |t− s|`N + |t− s|2N2`2 ].
Then, if ` is taken as ` = |t − s|1/3N > 1, we conclude Eνa0
[
(Bi,Nt (H)−Bi,Ns (H))2
] ≤
C(c,a0,g,H)|t− s|4/3. However, when |t− s|1/3N ≤ 1, we have that
Eνa0
[
(Bi,Nt (H)−Bi,Ns (H))2
]
≤C(c,a0,g)(t− s)2N2
( 1
N∑x
|∇Nx H|
)2
≤ C(c,a0,g,H)|t− s|4/3.
(4.5)
This shows tightness of Bi,N· (H).
Finally, the argument for Ii,N(H), 〈Mi,N(H)〉 and Ki,N(H), given their forms, are
simpler and can be done using invariance of the product measure νa0 by squaring all
terms, with a Kolmogorov-Centsov right-hand estimate of order |t− s|2, completing the
proof. 
4.4. Identification of limit points. With tightness (Proposition 4.2) in hand, we now
identify the limit points of {YNt ; t ∈ [0,T ]}N≥1 and its parts in decomposition (4.2). Let
QN be the distribution of{(
YNt ,M
N
t ,I
N
t ,B
N
t ,K
N
t ,〈MN〉t
)
; t ∈ [0,T ]
}
,
and let N′ be a subsequence where {QN′}N′ converges to a limit point Q. Let also Yt ,
Mt , It , Bt , Kt and Dt be the respective limits in distribution of the components. Since
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tightness is shown in the uniform topology on D([0,T ],D′(T)n), we have that Yt , Mt , It ,
Bt , Kt and Dt have a.s. continuous paths.
Let now Gε : T→ [0,∞) be a smooth function for 0 < ε ≤ 1 which approximates
ιε : z ∈ T→ ε−11(|z| ≤ ε) as in the definition of energy solution, see Definition 3.1 and
before it. That is, ‖Gε‖2L2(T) ≤ 2‖ιε‖2L2(T) = ε−1 and limε↓0 ε−1/2‖Gε − ιε‖L2(T) = 0.
Define, for 1≤ j,k ≤ n, and H ∈D(T),
A
j,k,ε,N
t (H) :=
∫ t
0
1
N ∑x∈TN
(∇Nx H)
[
τxY j,Ns (Gε)τxY
k,N
s (Gε)
]
ds.
Since for fixed 0< ε ≤ 1 and 0≤ t < t ′ ≤ T the map
pi· 7→
∫ t ′
t
ds
∫
du
(
∇H(u)
){
pi js (τ−uGε)pi
k
s (τ−uGε)
}
is continuous in the uniform topology on D([0,T ] ,D′(T)n), we have subsequentially in
distribution that for any time t ∈ [0,T ]
lim
N′↑∞∑j,k
∂a j∂ak g˜i(a0)A
j,k,ε,N′
t (H)
= ∑
j,k
∂a j∂ak g˜i(a0)
∫ t
0
ds
∫
du
(
∇H(u)
){
Y js(τ−uGε)Y
k
s(τ−uGε)
}
=: Ai,εt (H).
Proposition 4.3. We have, for each 1≤ i≤ n, H ∈D(T) and t ∈ [0,T ], that
limsup
N↑∞
Eνa0
[∣∣∣Bi,Nt (H)− c n∑
j,k=1
∂a j∂ak g˜i(a0)A
j,k,ε,N
t (H)
∣∣∣2]
≤ C(c,a0,g,T )
(
ε+ ε−1‖Gε − ιε‖2L2(T)
)[
‖∇H‖2L2(T)+‖∇H‖2L1(T)
]
.
Then, on the underlying common probability space, {Ai,ε· (H)}ε>0 is a uniformly L2
Cauchy sequence, as ε ↓ 0, as specified in (3.5). Therefore, the limit limε↓0Ai,ε· (H) =:
Ai·(H) ∈ C([0,T ],R), does not depend on the specific family {Gε}, and is stationary,
Ait(H)−Ais(H) d=Ait−s(H) for 0≤ s≤ t ≤ T . Also, a.s. on the underlying common prob-
ability space, for 0≤ t ≤ T , we have cAit(H) =Bit(H). Moreover, the process Ai·(H) has
zero quadratic variation.
In addition, for each 1≤ i≤ n,
lim
N↑∞
Eνa0
[∣∣∣Ii,Nt (H)− 12∑j ∂a j g˜i(a0)
∫ t
0
Y j,Ns (∆H)ds
∣∣∣2] = 0
lim
N↑∞
Eνa0
[∣∣∣〈Mi,N(H)〉t− g˜i(a0)2 t‖∇H‖2L2(T)∣∣∣2] = 0
lim
N↑∞
Eνa0
[∣∣∣Ki,Nt (H)∣∣∣2] = 0.
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Then, in L2, with respect to the underlying common probability space, we have
Kit(H) = 0, I
i
t(H) =
1
2
∂ai g˜i(a0)
∫ t
0
Yis(∆H)ds and D
i
t(H) =
g˜i(a0)
2
t‖∇H‖2L2(T).
Also, Mi·(H) is a continuous martingale with quadratic variation Di·(H). Moreover, the
cross variation between components Mi·(H) and M
j· (H) vanish for 1 ≤ i 6= j ≤ n, and
therefore, by Levy’s theorem, M· is a version of the noise in (3.4).
Proof. Suppose the limit display for Bi·(H) holds. Then, by Fatou’s lemma, valid for
weakly converging random variables through Skorohod’s representation theorem, that
Eνa0
[∣∣Bit(H)− cAit(H)∣∣2]≤ limε↓0 C(c,a0,g,H)tε = 0,
and so cAit(H) = B
i
t(H) a.s. Moreover, since by the tightness estimate (4.5) in the
proof of Proposition 4.2, we have Eνa0
[
(BIt (H)−Bis(H))2
]
. |t − s|4/3, and therefore
Eνa0
[
(Ait(H)−Ais(H))2
]
. |t− s|4/3, we conclude the process Ai·(H) has zero quadratic
variation.
We now show the limit with respect to {Bi,Nt (H)}N≥1. Note, for `= bεNc, that
∑
x∈TN
(∇Nx Hs)
((
α j,Ns
)(`)
(x)−a j0
)((
αk,Ns
)(`)
(x)−ak0
)
= ∑
x∈TN
(∇Nx Hs)
( 1
2`+1 ∑|z|≤`
(α j,Ns (z+ x)−a j0)
)( 1
2`+1 ∑|z|≤`
(αk,Ns (z+ x)−ak0)
)
=
1+O(N−1)
N ∑x∈TN
(∇Nx H)
[
τxY j,Ns (ιε)
][
τxYk,Ns (ιε)
]
.
Here, the shift by N−1bcλ sN2/(2√N)c in τxYN, js · τxYN,ks was transferred from ∇Nx Hs (cf.
(4.1)). Then, with `= bεNc, by Theorem 4.1, as in the bound (4.4), we have
limsup
N↑∞
Eνa0
[
sup
0≤t≤T
(
B
i,N
t (H)
−c∑
j,k
∂a j∂ak g˜i(a0)
∫ t
0
1
N ∑x∈TN
(∇Nx H)τx Y
j,N
s (ιε)τxY
k,N
s (ιε)ds
)2]
= limsup
N↑∞
Eνa0
[
sup
0≤t≤T
(
B
i,N
t (H)
−c∑
j,k
∂a j∂ak g˜i(a0)
∫ t
0
∑
x∈TN
(∇Nx Hs)
{(
(α j,Ns )
(`)(x)−a j0
)(
(αk,Ns )
(`)(x)−ak0
)
−Γ j,k(a0)
2`+1
}
ds
)2]
≤ limsup
N↑∞
C(c,a0,g,T )
(
ε+
1
ε3N
)[( 1
N ∑x∈TN
(
∇Nx H
)2)
+
( 1
N ∑x∈TN
∣∣∇Nx H∣∣)2].
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Here, as the sum of ∇Nx Hs on x vanishes, we introduced the centering constant (2`+
1)−1Γ j,k(a0) in the second line. Now,
Y j,Ns (ιε)Y
k,N
s (ιε)−Y j,Ns (Gε)Yk,Nu (Gε)
=
[
Y j,Ns (ιε)−Y j,Ns (Gε)
]
Yk,Ns (ιε)+Y
j,N
s (Gε)
[
Yk,Ns (ιε)−Yk,Ns (Gε)
]
.
By Schwarz inequality and stationarity of νa0 ,
limsup
N↑∞
Eνa0
[
sup
0≤t≤T
(∫ t
0
1
N ∑x∈TN
(∇Nx H)τxY
N, j
s (ιε)τxY
N,k
s (ιε)ds−A j,k,ε,Nt (H)
)2]
is less than
T 2 limsup
N↑∞
Eνa0
[(
1
N ∑x∈TN
|∇Nx H|
∣∣τxY j,N0 (ιε)τxYk,N0 (ιε)
−τxY j,N0 (Gε)τxYk,N0 (Gε)
∣∣)2]
≤ C(a0)T 2ε−1‖Gε − ιε‖2L2(T)
(
1
N ∑x∈TN
∣∣∇Nx H∣∣
)2
.
These estimates with the inequality (a+b)2≤ 2a2+2b2 finish the proof of the {Bi,N· }N≥1
limit.
The proof for the limit of {Ii,N· }N is analogous, since ∆H is uniformly continuous.
Also, the arguments for {Ki,N· }N and {〈Mi,N〉·}N and identification of limits ofKi· andDi·,
noting their forms, and that the process starts from invariant product measure νa0 , follow
by straightforward L2 calculations.
We now address the martingale convergence. By the identification given before, any
limit point of the quadratic variation sequence equalsD·(H). Also, the limit of martingale
sequence, with respect to the uniform topology, M·(H), is a continuous martingale. Now,
by the triangle inequality, Doob’s inequality and the quadratic variation bound (4.3), for
1≤ i≤ n,
Eνa0
[
sup
0≤s≤t
|Mi,Ns (H)−Mi,Ns− (H)|
]
≤ 2Eνa0
[
sup
s∈[0,t]
|Mi,Ns (H)|2
]1/2
≤ 2Eνa0
[
〈Mi,N(H)〉t
]1/2 ≤ C(c,a0,g,H,T ).
Then, by Corollary VI.6.30 of [25], (Mi,N
′
· (H),〈Mi,N′(H)〉·) converges in distribution
to (Mi·(H),〈Mi(H)〉·). Since 〈Mi,N
′
(H)〉· converges in distribution to Di·(H), we have
〈Mi(H)〉t = g˜i(a0)t‖∇H‖2L2 for 0≤ t ≤ T .
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Moreover, for i 6= j, the cross variations vanish:
d
dt
〈Mi,N(G1),M j,N(G2)〉t (4.6)
=N
(
LN(〈α i,Nt ,G1〉〈α j,Nt ,G2〉)
−〈α i,Nt ,G1〉LN〈α j,Nt ,G2〉−〈α j,Nt ,G2〉LN〈α i,Nt ,G1〉
)
= 0.
Hence, by Levy’s theorem, M· is a version of the noise desired. This finishes the proof.

4.5. Proof of Theorem 3.4: Nonlinear fluctuations. Let H ∈D(T), t ∈ [0,T ]. By the
decomposition (4.2), identification Proposition 4.3, and tightness of the constituent pro-
cesses MNt , Y
N
t , Y
N
0 , I
N
t , B
N
t and K
N
t in the uniform topology, any limit point of
(MNt ,Y
N
t ,Y
N
0 ,I
N
t ,B
N
t ,K
N
t )
is such that Yt satisfies the multi-species energy condition (3.5) where A· has zero qua-
dratic variation. Also, componentwise,
Mit(H) = Y
i
t(H)−Yi0(H)−
1
2
∂ai g˜i(a0)
∫ t
0
Yis(4H)ds− cAit(H)
is a continuous martingale with respect to the filtration generated by Y·, with quadratic
variation g˜i(a0)‖∇H‖2L2 . In addition, the cross variations between Mit and M
j
t vanish.
Moreover, Y0, as the limit of YN0 is a spatial white noise with covariance (3.1). At this
point, we have verified items (i), (ii) and (iii) of Definition 3.1 in the specification of the
multi-scale energy solution.
We now show item (iv) of Definition 3.1. The time-reversed process αˆ· = αT−·, as
noted in the Subsection 2.2, is a multi-species process with reversed jump probabilities
pˆ(·) = p(−·) with now drift −c/(2√N). Define YˆN· = YNT−·. All the analysis with respect
to the ‘forward’ process done previously applies also to YˆN· and to the objects MˆN· =MNT−·,
BN· = BNT−·, Iˆ
N· = INT−· and Kˆ
N· = KNT−·. The process Yˆ
N· will satisfy the multi-species
energy condition (3.5) with respect to a process Aˆ·. One may compute therefore for a
limit point and 1≤ i≤ n that
Mˆit(H) = Yˆ
i
t(H)− Yˆi0(H)−
1
2
∂ai g˜i(a0)
∫ t
0
Yˆis(4H)ds+ cAˆit(H).
Finally, to complete the item, we note by explicit computation that
lim
ε→0
Aˆ
i,ε
t (H) = limε→0 ∑j,k
∂a j∂ak g˜i(a0)
∫ t
0
∫
∇H(u)τ−uYˆ js(ιε)τ−uYˆ
k
s(ιε)duds
= lim
ε→0 ∑j,k
∂a j∂ak g˜i(a0)
∫ T
T−t
∫
∇H(u)τ−uY js(ιε)τ−uY
k
s(ιε)duds
= AiT (H)−AiT−t(H).
Therefore, by the unique characterization of the multi-species energy solution in Defini-
tion 3.1, stated in Remark 3.2, we finish the proof of Theorem 3.4. 
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5. PROOF OF THEOREM 4.1: BOLTZMANN-GIBBS PRINCIPLE
We adapt the proof of Theorem 3.2 in [16] and Theorem 3.1 in [37] to the multi-
species setting. For the convenience of the reader, although some of the arguments are
similar, we give the pertinent details. We first recall some preliminary notions and esti-
mates, before proving Theorem 4.1 at the end of the Subsection 5.1.
We will need an ‘equivalence of ensembles’ estimate for the zero-range invariant
measure νa0 , proved in Subsection 5.2. We remark the density a0 here is generic and need
not satisfy the Frame condition (FC).
In the following, for ζ ∈ Ω or ζ ∈ Ωn, we will abbreviate ζ (`)(0) = ζ (`) for ` ≥ 1.
Recall the covariance of α j and αk, under νa0 , is denoted by Γ j,k(a0) for 1≤ j,k ≤ n.
5.1. Proof of the Boltzmann-Gibbs principle.
Theorem 5.1 (equivalence of ensembles). Let f : Ωn → R be a local L5(νa0) function,
supported on sites in Λ`0 , such that f˜ (a0) = 0 and ∇ f˜ (a0) = 0. Then, there exists a
constant C =C(a0, `0,n) such that for `≥ `0 we have∥∥∥Eνa0[ f (α )|α i,(`) : 1≤ i≤ n]
−
n
∑
j,k=1
{
(α j,(`)−a j0)(αk,(`)−ak0)−
Γ j,k(a0)
2`+1
}
∂a j∂ak f˜ (a0)
∥∥∥
L4(νa0)
≤
C‖ f‖L5(νa0)
`3/2
.
On the other hand, when only f˜ (a0) = 0 is known,∥∥∥Eνa0 [ f (α )|α i,(`) : 1≤ i≤ n]− n∑
j=1
{
α j,(`)−a j0
}
∂a j f˜ (a0)
∥∥∥
L4(νa0)
≤
C‖ f‖L5(νa0)
`
.
Proof. The theorem is proved in Subsection 5.2. 
We now define notions of H1 and H−1 norms which will be useful. Let SN = (LN +
L∗N)/2 be the generator of the process with respect to symmetric nearest-neighbor jump
probability s(±1) = 1/2 and s(x) = 0 for x 6=±1. Define the H1,N semi-norm ‖ · ‖1,N on
local, bounded functions by
‖ f‖21,N := Eνa0
[
f (−SN) f
]
= N2Dνa0 ( f ),
where Dνa0 ( f ) is the grand-canonical Dirichlet form
Dνa0 ( f ) =
1
2
n
∑
i=1
∑
|x−y|=1
x,y∈TN
Eνa0
[
gi(α (x))
(
∇ix,y f (α )
)2]
.
Here, ∇ix,y f (α ) := f (α x,y;i)− f (α ) for 1≤ i≤ n and x,y ∈ TN .
Let H1,N be the Hilbert space consisting of the completion of functions with finite
H1,N norm modulo norm-zero functions. Note that local bounded functions are dense in
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H1,N . Let ‖ · ‖−1,N be the dual semi-norm with respect to the L2(νa0) inner-product given
by
‖ f‖−1,N := sup
{
Eνa0 [ fφ ]
‖φ‖1,N ; φ 6= 0 local, bounded s.t. ‖φ‖1,N > 0
}
.
Denote H−1,N as the Hilbert space corresponding to the completion over those functions
with finite ‖ · ‖−1,N norm modulo norm-zero functions.
We now state a multi-species form of Proposition 4.1 in [16]. Denote theΛ`-restricted
grand-canonical Dirichlet form, on local, bounded functions, by
Dνa0 ,` (φ) =
1
4
n
∑
i=1
∑
|x−y|=1
x,y∈Λ`
Eνa0
[
gi(α (x))
(
∇ix,yφ(α )
)2]
.
Recall the inverse of the spectral gap, W (k, `), defined in Subsection 2.3.
Proposition 5.2. Let r : Ωn→ R be a local L4(νa0) function, supported on sites in Λ`0 ,
for `0 ≥ 1. Suppose that Eνa0 [r |α (`0)] = 0 a.s. Then, for local, bounded functions φ , we
have ∣∣Eνa0 [r(α )φ(α )]∣∣ ≤ Eνa0[W( ∑
x∈Λ`0
α (x), `0
)2]1/4 ‖r‖L4(νa0) D1/2νa0 ,`0(φ).
Proof. Recall the notation for the canonical process in Subsection 2.3. Since
Eνa0
[
r
∣∣∣ ∑
|x|≤`0
α(x) = k
]
= Eνk,`0 [r] = 0,
the restriction rk of the function r to Gk,`0 = {α : ∑x∈Λ`0 α (x) = k} is orthogonal to con-
stant functions. Hence, rk belongs to the range of −Sk,`0 , and the equality rk = −Sk,`0u
holds for a function u on Gk,`0 . Consider the random variable k0 = ∑x∈Λ`0 α (x) and write∣∣Eνa0 [rφ ]∣∣ = ∣∣Eνa0 [Eνa0 [rφ |k0]]∣∣= ∣∣Eνa0 [Eνk0,`0 [rφ ]]∣∣= ∣∣Eνa0[Eνk0,`0 [rk0φ ]]∣∣
=
∣∣Eνa0 [Eνk0,`0 [(−Sk0,`0u)φ ]]∣∣
≤ Eνa0
[
Eνk0,`0
[
u(−Sk0,`0u)
]1/2
Eνk0,`0
[
φ(−Sk0,`0φ)
]1/2]
.
To obtain the last line, as, for any k, −Sk,G is a nonnegative symmetric operator, we used
that it has a square root. Since W (k, `0) is the reciprocal of the spectral gap for−Sk,`0 , we
have, for any k, that
Eνk,`0
[
rku
] ≤ W (k, `0) Eνk,`0[r2k].
Inputting this estimate into the previous display, we obtain∣∣Eνa0 [rφ ]∣∣ ≤ Eνa0[[W (k0, `0)]1/2 Eνk0,`0[r2k0]1/2 D1/2k0,`0(φ)].
We now use Schwarz inequality and the fact that
Eνa0
[
Dk0,`0(φ)
]
= Dνa0 ,`0(φ)
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to finish the proof. 
To simplify notation, for the rest of the section, we will drop the superscript ‘N’ and
write αN = α .
We now state a useful estimate on the variance of additive functionals, which reduces
a dynamic estimate to a static H−1,N-estimate. A proof is found in Proposition 4.3 in [37],
with a straightforward change of notation; see also Appendix 1.6 in [27] for a similar
estimate. Recall the translation τzα given by τzα (x) = α (x+ z). For c ∈ R and R ∈
L2(νa0), let r : TN ×Ω→ R be a function such that ‖r(z, ·)‖−1,N ≤ ‖R‖−1,N for each
z ∈ TN .
Proposition 5.3. Let R :Ωn→R be a mean-zero L2(νa0) function, R˜(a0) = 0. Then, there
exists a universal constant C such that
Eνa0
[
sup
0≤t≤T
(∫ t
0
r(bcsc,α s)ds
)2] ≤ CT‖R‖2−1,N .
Recall the definition of h¯c,s, for c ∈R and s ∈ [0,T ], above the statement of Theorem
4.1.
Lemma 5.4. Let f :Ωn→R be a local L4(νa0) function supported on sites inΛ`0 such that
f˜ (a0) = 0. Then, there exists a constant C =C(a0) such that, for `≥ `0, and h : TN→R,
Eνa0
 sup
0≤t≤T
(∫ t
0
∑
x∈TN
h¯c,s(x)
{
f (τxα s)−Eνa0 [ f (τxα s)|α
(`)
s (x)]
}
ds
)2
≤ CT `
3
N2
‖ f‖2L4(νa0) ∑x∈TN
h2(x).
Proof. We may write the integrand function as follows:
∑
x∈TN
h¯c,s(x)
{
f (τxα )−Eνa0 [ f (τxα )
∣∣α (`)(x)]} = r(bcsc,α )
where
r(z,α ) := ∑
x∈TN
h(x)
{
f (τz+xα s)−Eνa0 [ f (τz+xα s)
∣∣α (`)s (z+ x)]}.
By translation invariance of νa0 , we have that ‖r(z, ·)‖−1,N = ‖r‖−1,N where r(α ) =
r(0,α ). Hence, by Proposition 5.3, we need only a sufficient estimate of the H−1,N norm
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of r to finish. Using Proposition 5.2, bound the H−1,N norm as follows:
‖r‖−1,N = sup
φ
{
Eνa0 [rφ ]
‖φ‖1,N
}
= N−1 sup
φ
{
D
− 12
νa0
(φ) Eνa0
[
∑
x∈TN
h(x)
{
f (τxα )−Eνa0 [ f (τxα )|α (`)(x)]
}
φ
]}
= N−1 sup
φ
∑
x∈TN
D
− 12
νa0
(φ) Eνa0
[
h(x)
(
f (α )−Eνa0 [ f (α )|α (`)]
)
φ(τ−xα )
]
≤ N−1 sup
φ
D
− 12
νa0
(φ) ∑
x∈TN
|h(x)| Eνa0
[
W
(
∑
z∈Λ`
α (z), `
)2] 14 ‖ f‖L4(νa0) D 12νa0 ,`(φ(τ−xα )).
(5.1)
By translation-invariance of νa0 , and counting the number of repetitions,
∑
x∈TN
Dνa0 ,`(φ(τ−xα )) ≤ (2`+1)Dνa0 (φ).
Then, by the spectral gap assumption (SG) in Subsection 2.3, and 2ab = infκ>0[κa2 +
κ−1b2], we bound (5.1) by a constant times
N−1 sup
φ
D
− 12
νa0
(φ) inf
κ>0
{
κ`2‖ f‖2L4(νa0) ∑x∈TN
h2(x)+κ−1`Dνa0 (φ)
}
.
(
`3
N2
‖ f‖2L4(νa0) ∑x∈TN
h2(x)
) 1
2
. 
We actually use Lemma 5.4 only for ` = `0.The size of the box in the conditional
expectation is now doubled in the next lemma, which is used for the proof of Lemma 5.6.
Lemma 5.5. Let f : Ωn→ R be a local L5(νa0) function supported on sites in Λ`0 such
that f˜ (a0) = 0 and ∇ f˜ (a0) = 0. There exists a constant C = C(a0, `0,n) such that, for
`≥ `0, and h : TN → R,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
h¯c,s(x)
×
{
Eνa0 [ f (τxα s)|α
(`)
s (x)]−Eνa0 [ f (τxα s)|α
(2`)
s (x)]
}
ds
)2]
≤ CT‖ f‖2L5(νa0)
`
N2 ∑x∈TN
h2(x).
On the other hand, when only f˜ (a0) = 0 is known,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
h¯c,s(x)
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×
{
Eνa0 [ f (τxα s)|α
(`)
s (x)]−Eνa0 [ f (τxα s)|α
(2`)
s (x)]
}
ds
)2]
≤ CT‖ f‖2L5(νa0)
`2
N2 ∑x∈TN
h2(x).
Proof. We prove only the first statement since the second has a similar argument. Define
the sigma-field F` = σ{α (`),α c`} where α c` = {α (x) : x 6∈ Λ`} for ` ≥ 1. Since f is
supported on sites Λ`0 , and νa0 is a product measure, we have that
Eνa0
[
f (α )
∣∣α (m)]= Eνa0[ f (α )∣∣α (m),α cm]
and since F2` ⊂ F`, `≥ `0 we get that
Eνa0
[
Eνa0
[
f (α )
∣∣α (`)]∣∣α (2`)] = Eνa0 [Eνa0[ f (α )∣∣α (`),α c`]∣∣∣α (2`),α c2`]
= Eνa0
[
f (α )
∣∣α (2`),α c2`] = Eνa0[ f (α )∣∣α (2`)].
We now follow similar steps as in the proof of Lemma 5.4 to the last line, with
r(z,α ) = ∑
x∈TN
h(x)
{
Eνa0 [ f (τz+xα )|α (`)(z+ x)]−Eνa0 [ f (τz+xα )|α(2`)(z+ x)]
}
and r(α ) = r(0,α ). To finish, we claim that the following variance is bounded as∥∥∥Eνa0 [ f (α )|α (`)]−Eνa0 [ f (α )|α (2`)]∥∥∥2L4(νa0) . ‖ f‖2L5(νa0)`−2.
Indeed, by the inequality (a+b+ c)2 ≤ 3a2+3b2+3c2, the variance is bounded by
3
∥∥∥Eνa0[ f (α )− 12∑
j,k
∂a j∂ak f˜ (a0)
{
(α j,(`)−a j0)(αk,(`)−ak0)
−Γ j,k(a0)2`+1
}∣∣∣α(`)]∥∥∥2
L4(νa0)
+3
∥∥∥Eνa0[ f (α)− 12∑j,k ∂a j∂ak f˜ (a0)
{
(α j,(2`)−a j0)(αk,(2`)−ak0)
− Γ j,k(a0)
2(2`)+1
}∣∣∣α (2`)]∥∥∥2
L4(νa0)
+3
∥∥∥12∑
j,k
∂a j∂ak f˜ (a0)
{
Eνa0
[
(α j,(`)−a j0)(αk,(`)−ak0)−
Γ j,k(a0)
2`+1
∣∣∣α (`)]
+Eνa0
[
(α j,(2`)−a j0)(αk,(2`)−ak0)−
Γ j,k(a0)
2(2`)+1
∣∣∣α (2`)]}∥∥∥2
L4(νa0)
.
The first two terms are bounded by Theorem 5.1 of order O(‖ f‖2L5(νa0)`
−3). However, the
last term, by a fourth moment bound of (αq,(m)− aq0)2 with variously m = ` and m = 2`
and using that |∂a j∂ak f˜ (a0)|. ‖ f‖L2(νa0) is of order O(‖ f‖
2
L2(νa0)
`−2).
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Combining the two estimates, we obtain that the variance is of order O(‖ f‖2L5(νa0)`
−2)
as desired. Replacing now ‖ f‖2L4(νa0) in the last line of Lemma 5.4 by this variance esti-
mate, one recovers the bound in the first statement. 
The next lemma replaces `0 with `≥ `0 and Lemma 5.7 will apply for large `.
Lemma 5.6. Let f : Ωn→ R be a local L5(νa0) function supported on sites in Λ`0 such
that f˜ (a0) = 0 and ∇ f˜ (a0) = 0. Then, there exists a constant C = C(a0,α, `0,n) such
that, for `≥ `0, and h : TN → R,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
h¯c,s(x)
{
Eνa0 [ f (τxα )|α (`0)(x)]−Eνa0 [ f (τxα )|α (`)(x)]
}
ds
)2]
≤CT‖ f‖2L5(νa0)
`
N2 ∑x∈TN
h2(x).
On the other hand, when only f˜ (a0) = 0 is known,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
h¯c,s(x)
{
Eνa0 [ f (τxα )|α (`0)(x)]−Eνa0 [ f (τxα )|α (`)(x)]
}
ds
)2]
≤CT‖ f‖2L5(νa0)
`2
N2 ∑x∈TN
h2(x).
Proof. As the second statement has a similar proof, we only demonstrate the first display.
Write `= 2m+1`0+ r where 0≤ r ≤ 2m+1`0−1. Then,
Eνa0 [ f (α )|α (`0)]−Eνa0 [ f (α )|α (`)] = Eνa0 [ f (α )|α (2
m+1`0)]−Eνa0 [ f (α )|α (`)]
+
m
∑
i=0
{
Eνa0 [ f (α )|α (2
i`0)]−Eνa0 [ f (α )|α (2
i+1`0)]
}
.
Now, by Minkowski’s inequality and Lemma 5.5, we obtain that the left-side of the dis-
play in the lemma statement is bounded by a constant times{(T 2m+1`0
N2
)1/2
+
m
∑
i=0
(T 2i`0
N2
)1/2}2 ‖ f‖2L5(νa0) ∑x∈TN h2(x)
.
T `‖ f‖2L5(νa0)
N2 ∑x∈TN
h2(x),
to finish the proof. 
The last step is an ‘equivalence of ensembles’ estimate.
Lemma 5.7. Let f : Ωn→ R be a local L5(νa0) function supported on sites in Λ`0 such
that f˜ (a0) = 0 and ∇ f˜ (a0) = 0. Then, there exists a constant C =C(a0, `0,n) such that,
for `≥ `0, and h : TN → R,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
h¯c,s(x)
{
Eνa0
[
f (τxα s)|α (`)s (x)
]
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−1
2∑j,k
∂a j∂ak f˜ (a0)
(
(α j,(`)s (x)−a j0)(αk,(`)s −ak0)−
Γ j,k(a0)
2`+1
)}
ds
)2]
≤ CT 2‖ f‖2L5(νa0)
N2
`3
( 1
N ∑x∈TN
|h(x)|
)2
On the other hand, when only f˜ (a0) = 0 is known,
Eνa0
[
sup
0≤t≤T
(∫ t
0
∑
x∈TN
h¯c,s(x)
{
Eνa0 [ f (τxα s)|α
(`)
s (x)]
−∑
i
∂ai f˜ (a0)
(
α i,(`)s (x)−ai0
)}
ds
)2]
≤ CT 2‖ f‖2L5(νa0)
N2
`2
( 1
N ∑x∈TN
|h(x)|
)2
.
Proof. By squaring and using stationarity and translation-invariance of νa0 , the left-hand
side of each display is bounded by
Eνa0
[(∫ T
0
∑
x∈TN
|h¯c,s(x)||ψ(x,α s)|ds
)2] ≤ T ∫ T
0
Eνa0
[(
∑
x∈TN
|h¯c,s(x)||ψ(x,α )|
)2]
ds
where ψ(x,α ) is the expression in curly braces. Now, for each α , by Schwarz inequality,(
∑
x∈TN
|h¯c,s(x)|ψ(x,α )
)2 ≤ ( ∑
x∈TN
|h¯c,s(x)|
)
∑
x∈TN
|h¯c,s(x)|ψ2(x,α ).
Since νa0 is translation-invariant, Eνa0 [ψ
2(x,α )]=Eνa0 [ψ
2(0,α )]. Moreover,∑x |h¯c,s(x)|=
∑x |h(x)|. The desired bound now follows, noting the form of ψ(0,α ), from Theorem
5.1. 
Proof of Theorem 4.1. With the above ingredients in place, the estimate follows now by
first applying Lemma 5.4 with `= `0, and then Lemmas 5.6 and 5.7. 
5.2. Proof of Theorem 5.1: Equivalence of ensembles. We will adapt the proof of
Proposition 5.1 in [16] to the multi-species setting. We prove the first display in Theorem
5.1 as the second statement, following the same scheme, has a simpler argument. At the
expense of the constant, we need only to consider all large `> `0. To simplify expressions,
we will make averages over Λ+m = {x : 1≤ x≤m}, instead of the two-sided block Λm, but
we will keep similar notations for the averages. We recall that the density a0 is generic
and need not satisfy the Frame condition (FC).
The argument follows in several steps.
Step 1. Recall the definition of the covariance matrix Γ := Γ(z) where Γi, j(z) =
Eνz [(α i(0)− zi)(α j(0)− z j)] for 1 ≤ i, j ≤ n and z ∈ (0,∞)n ∩DomΦ
◦
. Note also the
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canonical expectation Eνz [ f (α )|α (`) = y], does not depend on z, and that we are free to
choose it as desired. Develop
Eνz [ f (α )|α (`) = y] = Eνy+a0
[
f (α )
∣∣∣ 1` ∑
x∈Λ+`
α (x)−a0 = y
]
=
Eνy+a0
[
f (α)1(1` ∑x∈Λ+` α(x)−a0 = y)
]
νy+a0
(1
` ∑x∈Λ+` α(x)−a0 = y
) .
Define for m≥ 1, θm(z) = mn/2νy+a0
(
∑x∈Λ+m(α(x)−a0− y) = z
)
, and since f is a func-
tion supported only on sites in Λ+`0 , write the last expression as
Eνy+a0
 f (α )`n/2θ`−`0(−∑x∈Λ+`0 (α (x)− y−a0))
(`− `0)n/2θ`(0)
 .
The goal will be now to expand θ`−`0(z) to recover the main terms approximating the
conditional expectation Eνa0 [ f (α )|α (`) = y] when ‖y‖ is small. We will treat the case
when ‖y‖ is bounded away from 0 afterwards in Step 8.
Step 2. To expand θm(z), let ψy : t ∈ Rn → ψy(t) = Eνy+a0 [eit ·(α (0)−a0−y)] be the
characteristic function of α (0)−a0− y under νy+a0 . Then, one can write
θm(z) =
mn/2
(2pi)n
∫
[−pi,pi]n
e−it ·zψmy (t)dt
=
1
(2pi)n
∫
[−pi√m,pi√m]n
e−it ·z/
√
mψmy (t/
√
m)dt .
By Taylor expansion,
(2pi)nθm(z) =
∫
[−pi√m,pi√m]n
ψmy (t/
√
m)dt
−
∫
[−pi√m,pi√m]n
it · z√
m
ψmy (t/
√
m)dt
− 1
2
∫
[−pi√m,pi√m]n
(t · z)2
m
ψmy (t/
√
m)dt
+O
( |z|3
m3/2
)∫
[−pi√m,pi√m]n
|t |3|ψmy (t/
√
m)|dt .
(5.2)
Step 3. Let δ > 0 be sufficiently small such that the ball with radius δ around a0
is contained in the allowable densities Dom
◦
Φ ∩ (0,∞)n. Let also 0 < ε ≤ pi and 1 =
(1,1, . . . ,1) ∈ Rn. First, for ε > 0,
sup
|y|≤δ ,ε≤|t|≤pi
|ψmy (t)|<Cm0
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where C0 < 1. To prove this, write
|ψy(t)| ≤ |νy+a0(α (0) = 0)+ eit·1νy+a0(α (0) = 1)|+ ∑
k 6=0,1
νy+a0(α (0) = k)
≤
(
A2−2νy+a0(α (0) = 0)νy+a0(α (0) = 1)[1− cos(t ·1)]
)1/2
+1−A
where A = νy+a0(α(0) = 0)+νy+a0(α(0) = 1). By continuity of νy+a0(α (0) = k) in y,
we have 0 < νy+a0(α (0) = k) < 1 for k = 0,1 uniformly for |y| ≤ δ . Hence, uniformly
over ε ≤ |t | ≤ pi and |y| ≤ δ , the right hand side of the display above is strictly bounded
by a constant C0 < 1.
Second, for 0≤ |t/√m|< ε and |y| ≤ δ ,
ψmy (t/
√
m) =
[
1− 1
2m∑j,k
t jtkΓ jk(a0+ y)+O
(
C(a0,δ )|t |3m−3/2)
]m
.
Then, by using the smoothness of y→ Γ(a0 + y), |ψmy (t/
√
m)| ≤ e−C1(δ ,ε)t ·Γ(a0)t . Here,
C1 > 0 and we recall the covariance matrix Γ(a0) is positive-definite, symmetric, and
invertible.
Last, by the classical local limit theorem, limm↑∞θm(0)= (2pi)−n/2
√
detΓ−1(a0+ y).
Step 4. We now observe, for |y| ≤ δ and m≥ 1, as a consequence of the estimates in
Step 3, that the integral in the last term in (5.2) is uniformly bounded: Split the integral
over the ranges |t/√m| < ε and |t/√m| ≥ ε and bound each part separately. Hence, the
last term in (5.2) is of order O(|z|3/m3/2).
Similarly, we split the second integral in (5.2), when |y| ≤ δ , over ranges |t/√m| ≥ ε
and |t/√m| < ε . On the first range, the restricted integral exponentially decays, and on
the range |t/√m|< ε , the integrand is almost an odd function as
ψmy (t/
√
m) =
(
1− t ·Γ(y+a0)t
2m
)m [
1+O(C(δ )|t |3m−1/2)
]
.
Then, we conclude that the second term in (5.2) is of order O(|z|/m1/2).
Step 5. Then, for |y| ≤ δ , we have
Eνa0 [ f (α )|α (`) = y] = κ0(`)Eνy+a0 [ f (α )]
+
1√
`− `0
n
∑
j=1
κ j1(`)Eνy+a0
[
f (α )
(
∑
z∈Λ+`0
α j(z)−a j0− y j
)]
+
1
`− `0
n
∑
j,k=1
κ j,k2 (`)Eνy+a0
[
f (α )
(
∑
z∈Λ+`0
α j(z)−a j0− y j
)(
∑
z∈Λ+`0
αk(z)−ak0− yk
)]
+ε f (`),
where
|ε f (`)| ≤C(a0, `0,δ ,n)‖ f‖L1(νa0+y)`
−3/2 ≤C′(a0, `0,δ ,n)‖ f‖L2(νa0)`
−3/2
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and κp := κp(`) for p = 0,1,2 are explicit expressions. Indeed, from the discussion in
Step 4, one observes
κ0(`) =
`n/2
(`− `0)n/2
θ`−`0(0)
θ`(0)
= 1+O(`−1/2),
κ j1(`) =
`n/2
θ`(0)(`− `0)n/2
1
(2pi)n
∫
[−pi√`−`0,pi
√
`−`0]n
i t jψ`−`0y
( t√
`− `0
)
dt = O(`−1/2),
κ j,k2 (`) =
−`n/2
2θ`(0)(`− `0)n/2
1
(2pi)n
∫
[−pi√`−`0,pi
√
`−`0]n
t j tkψ`−`0y
( t√
`− `0
)
dt .
When `→ ∞ we may evaluate −κ j,k2 (`) as
(2pi)n/2
(√
det Γ−1(y+a0)
)−1 1
(2pi)n
∫
Rn
t j tk e−t ·Γ(y+a0)t dt + O(`−1/2).
Since Γ=
(
Γ−1
)−1 and
(2pi)−n/2
(√
detΓ−1(y+a0)
)−1 ∫
Rn
t j tk e−t ·Γ(y+a0)t dt =
[
Γ−1(y+a0)
]
jk ,
manipulating the above display, we have
κ j,k2 (`) =−
[
Γ−1(y+a0)
]
jk +O(`
−1/2). (5.3)
Step 6. We now develop expansions of Eνy+a0 [h(α )] for a local L
2(νa0) function h
supported on coordinates in Λ+`0 . Through ‘tilting’, we have
Eνy+a0 [h(α )] = Eνa0
h(α )eλ (y+a0)·∑x∈Λ+`0 (α (x)−a0)
M`0(λ (y+a0))
 ,
where the chemical potential or ‘tilt’ λ (y+a0) is chosen to change the density to y+a0
and M(λ ) = Eνa0 [e
λ ·(α (0)−a0)]. Consider now the gradient and Hessian of Eνy+a0 [h]:
∂y jEνy+a0 [h(α )] =
n
∑
r=1
∂a jλ
r(y+a0) Eνy+a0
[
(h(α )−Eνy+a0 [h])( ∑
x∈Λ+`
(αr(x)− yr−ar0))
]
,
(5.4)
and
∂yk∂yiEνy+a0 [h(α )]
=
n
∑
r=1
∂ak∂aiλ
r(y+a0)Eνy+a0 [(h(α)−Eνy+a0 [h])( ∑
x∈Λ+`
(αr(x)− yr−ar0))]
+∑
j,r
∂aiλ
j(y+a0)∂akλ
r(y+a0)
×Eνy+a0 [(h(α)−Eνy+a0 [h])( ∑
x∈Λ+`
(α j(x)− y j−a j0))( ∑
x∈Λ+`
(αr(x)− yr−ar0))].
(5.5)
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The third partial derivatives can also be computed as in the single species case (cf.
step 6 in proof of Proposition 5.1 in [16]). Recall from Lemma 2.1 that
∇λ (y+a0) = Γ−1(y+a0).
Suppose now all partial derivatives vanish, ∂y jEνy+a0 [h(α )] = 0 for 1≤ j ≤ n. Then,
by (5.4), with
w =
(
Eνy+a0
[
(h(α )−Eνy+a0 [h])( ∑
x∈Λ+`
(αr(x)− yr−ar0))
])n
r=1
,
thought of as a row vector, we will have wΓ−1(y + a0) = 0, and so w = 0. Hence, in
this case, the formula (5.5) for the second partial derivatives ∂yk∂y jEνy+a0 [h] simplifies,
the first term vanishing.
Moreover, when h˜(a0) = 0 and ∇h˜(a0) = 0, we see by (5.4) that
∂a j h˜(a0) =
n
∑
r=1
∂a jλ
r(a0)Eνa0
[
h(α )( ∑
x∈Λ+`
(αr(x)−ar0))
]
(5.6)
and by (5.5) that
∂ak∂ai h˜(a0) =∑
j,r
∂aiλ
j(a0)∂akλ
r(a0)Eνa0
[
h(α )( ∑
x∈Λ+`
(α j(x)−a j0))( ∑
x∈Λ+`
(αr(x)−ar0))
]
.
Finally, for |y| ≤ δ , when h˜(a0) = 0 and ∇h˜(a0) = 0, we may expand around y = 0:
Eνy+a0 [h(α )]
=
1
2∑k,i
[
∑
j,r
∂aiλ
j(a0)∂akλ
r(a0)Eνa0 [h(α )
(
∑
x∈Λ+`0
α j(x)−a j0
)(
∑
x∈Λ+`0
αr(x)−ar0
)]]
yiyk
+‖y‖3r(a0,δ ,h).
When, only h˜(a0) = 0 is known,
Eνy+a0 [h(α)] =
n
∑
j=1
 n∑
r=1
∂a jλ
r(a0)Eνa0 [(h(α)−Eνa0 [h])( ∑
z∈Λ+`
(αr(z)−ar0))]
y j
+‖y‖2r(a0,δ ,h).
When possibly h˜(a0) 6= 0,
Eνy+a0 [h(α )] = Eνa0 [h(α )]+‖y‖r(a0,δ ,h).
Here, as the first, second and third partial derivatives of Eνy+a0 [h] are bounded for |y| ≤ δ ,
we may conclude that the remainders |r(a0,δ ,h)| ≤C(a0,δ )‖h‖L2(νa0).
Step 7. Consider the expansion of Eνa0 [ f (α )|α (`) = y] in Step 5 when |y| ≤ δ . With
h(α ) equal to variously f (α ), f (α )
(
∑x∈Λ+`0
(α j(x)−y j−a j0)
)
, and f (α )
(
∑x∈Λ+`0
(α j(x)−
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y j−a j0)
)(
∑x∈Λ+`0
(αk(x)− yk−ak0)
)
, we may write Eνa0 [ f (α )|α (`) = y] equal to
κ0(`)
2 ∑k,i
[
∑
j,r
∂aiλ
j ∂akλ
r Eνa0
[
f (α )
(
∑
x∈Λ+`0
(α j(x)−a j0)
)(
∑
x∈Λ+`0
(αr(x)−ar0)
)]]
yiyk
+κ0(`)‖y‖3r( f )
+
1√
`− `0
n
∑
j=1
κ j1(`)
 n∑r=1∂akλ r yr Eνa0 [ f (α )( ∑x∈Λ+`0(α
j(x)−a j0)
)(
∑
x∈Λ+`0
(αr(x)−ar0)
)]
+
n
∑
j=1
κ j1(`)√
`− `0
‖y‖2r( f )
+
1
`− `0∑j,r
κ j,r2 (`)Eνa0
[
f (α )
(
∑
x∈Λ+`0
(α j(x)−a j0)
)(
∑
x∈Λ+`0
(αr(x)−ar0)
)]
+∑
j,r
κ j,r2 (`)
`− `0 ‖y‖r( f )+ ε f (`),
where |r( f )| ≤C(a0, `0,δ )‖ f‖2L2(νa0).
To group more the above expressions, note that [Γ−1]∗ = Γ−1 as Γ is symmetric.
Then, noting Lemma 2.1 and recalling (5.3),
−κ j,r2 (`) = Γ−1jr (y+a0)+O(`−1/2)
=
(
Γ−1Γ[Γ−1]∗
)
jr (y+a0)+O(`
−1/2)
=∑
k,i
[
∂aiλ
j ∂ak λ
rΓik
]
(y+a0)+O(`−1/2).
Hence, with the assumptions f˜ (a0) = 0 and ∇ f˜ (a0) = 0, the estimates and relations
on κi for i= 0,1,2, (5.6), and Eνa0
[
[y j]2p
]
=O(`−p) so that each y j factor is O(`−1/2), and
by Taylor expansion around a0 to have −κ j,r2 (`) =∑k,i
[
∂aiλ j ∂ak λ rΓik
]
(a0)+O(`−1/2),
we can group the dominant terms to arrive at
Eνa0
[
1(‖y‖ ≤ δ )
(
Eνa0 [ f (α )|α (`) = y]−∑
i,k
{
yiyk− Γik(a0)`
}∂ai∂ak f˜ (a0)
2
)4]
≤ C‖ f‖4L2(νa0)`
−6.
Step 8. On the other hand, by say large deviations estimates, we bound
Eνa0
[
1(‖y‖> δ )
(
Eνa0 [ f (α )|α (`) = y]−∑
i,k
{
yiyk− Γik(a0)`
}∂ai∂ak f˜ (a0)
2
)4]
≤C‖ f‖4L5(νa0)O(`
−6)
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to finish the proof. 
6. TRILINEAR CONDITION
In this section, we show that the coupled KPZ-Burgers equation obtained in the limit
satisfies the so-called trilinear condition (6.4) stated below. Recall that, under the Frame
condition (FC) for the density, the equation (3.4) has the form:
∂tYi = λ2∆Y
i+ c
n
∑
j,k=1
γ ij,k∇(Y
jYk)+qi∇W˙it , 1≤ i≤ n, (6.1)
where λ = ∂ai g˜i(a)
∣∣∣
a0
, γ ij,k = ∂a j∂ak(g˜i(a))
∣∣∣
a0
and qi =
√
g˜i(a)
∣∣∣
a0
. By the change of time
and magnitude defined by Y¯it :=
√
λ
qi
Yiλ−1t , the equation (6.1) is rewritten as
∂t Y¯i = 12∆Y¯
i+ cλ 3/2
n
∑
j,k=1
q jqk
qi
γ ijk∇(Y¯
jY¯k)+∇W˙it , 1≤ i≤ n, (6.2)
in a canonical form in the sense of law.
Proposition 6.1. The coupling constants
Γij` :=
c
λ 3/2
q jq`
qi
γ ij`, (6.3)
satisfy the trilinear condition:
Γij` = Γ
i
` j = Γ
j
i`, (6.4)
for every 1≤ i, j, `≤ n.
Remark 6.1. If the coupling constants (Γij`)i, j,` satisfy the trilinear condition, the coupled
KPZ-Burgers equation has the distribution of the white noise as its invariant measure, see
[13]. One can expect that the converse would be also true, see [12].
Proof. Recall that ϕ (a) = (g˜i(a))ni=1 is defined by the relation
ai = Ri(ϕ ) =
1
Zϕ
∑
k
ki
ϕ k
g!(k)
, 1≤ i≤ n.
Consider the notation
〈 f (k)〉ν¯ϕ :=
1
Zϕ
∑
k
f (k)
ϕ k
g!(k)
.
It will be convenient now to revisit the proof of Lemma 2.1: Write
∂ϕ ja
i =
1
Zϕ
∑
k
kik j
ϕ k−δ j
g!(k)
− 1
Z2ϕ
∑
k
ki
ϕ k
g!(k) ∑k
k j
ϕ k−δ j
g!(k)
(6.5)
=
1
ϕ j
(〈kik j〉ν¯ϕ −〈ki〉ν¯ϕ 〈k j〉ν¯ϕ )
=
1
ϕ j
(
cov(ν¯ϕ )
)
i j,
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where δ j ∈ Zn+ is defined by (δ j)i = δi j for 1≤ i≤ n. Then,
∇a ≡
(
∂ϕ j a
i
)
i j
= cov(ν¯ϕ ) diag
(( 1
ϕ j
)
1≤ j≤n
)
, (6.6)
so that
∇ϕ ≡ (∂a j ϕ i)i j = (diag(g˜i)1≤i≤n) cov(ν¯ϕ )−1, (6.7)
or equivalently, as in Lemma 2.1,
∂a j g˜i = g˜i
(
cov(ν¯ϕ )−1
)
i j.
Taking a further derivative of (6.7), we have
∂a`∇ϕ = ∂a`
(
diag(g˜i)1≤i≤n
)
cov(ν¯ϕ )−1+
(
diag((g˜i)1≤i≤n)
)
∂a`
(
cov(ν¯ϕ )−1
)
.(6.8)
By (6.7) again, the first term in the right hand side of (6.8) is equal to
diag
((
g˜i
(
cov(ν¯ϕ )−1
)
i`
)
1≤i≤n
)
cov(ν¯ϕ )−1,
whose i j-component is
g˜i
(
cov(ν¯ϕ )−1
)
i`
(
cov(ν¯ϕ )−1
)
i j. (6.9)
By Proposition 3.3, when a = a0, cov(ν¯ϕ ) and therefore cov(ν¯ϕ )−1 is a diagonal matrix
and, after multiplying by q jq`qi , noting g˜i = q
2
i , (6.9) becomes
qiq jq` ·δi`δi j
(
cov(ν¯ϕ )−1
)2
ii.
This term is invariant under the permutations of i, j, `.
The final task is to show the invariance of the second term of (6.8) after multiplying
q jq`
qi
. We first note that in general for n×n non-degenerate matrix A(a) which is smooth
in a, we have
∂a`A
−1(a) =−A−1(a)[∂a`A(a)]A−1(a).
Indeed, this follows from
0 = ∂a`
(
A(a)A−1(a)
)
= ∂a`A(a) A
−1(a)+A(a) ∂a`A
−1(a).
In particular, using again (6.7), we have(
∂a` cov(ν¯ϕ )
−1)
i j =−
n
∑
p,q=1
(
cov(ν¯ϕ )−1
)
ip ∂a`
(
cov(ν¯ϕ )
)
pq
(
cov(ν¯ϕ )−1
)
q j
=−
n
∑
m,p,q=1
(
cov(ν¯ϕ )−1
)
ip ∂a`ϕ
m ∂ϕm
(
cov(ν¯ϕ )
)
pq
(
cov(ν¯ϕ )−1
)
q j
=−
n
∑
m,p,q=1
(
cov(ν¯ϕ )−1
)
ip ϕm
(
cov(ν¯ϕ )−1
)
m` ∂ϕm
(
cov(ν¯ϕ )
)
pq
(
cov(ν¯ϕ )−1
)
q j.
Here, we need to compute and have similarly to (6.5) that(
∂ϕm cov(ν¯ϕ )
)
i j
= ∂ϕm
(〈kik j〉ν¯ϕ −〈ki〉ν¯ϕ 〈k j〉ν¯ϕ )
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=
1
ϕm
(〈kik jkm〉ν¯ϕ −〈kik j〉ν¯ϕ 〈km〉ν¯ϕ )− 1ϕm (〈kikm〉ν¯ϕ −〈ki〉ν¯ϕ 〈km〉ν¯ϕ )〈k j〉ν¯ϕ
− 1
ϕm
(〈k jkm〉ν¯ϕ −〈k j〉ν¯ϕ 〈km〉ν¯ϕ )〈ki〉ν¯ϕ
=
1
ϕm
(〈kik jkm〉ν¯ϕ −〈kik j〉ν¯ϕ 〈km〉ν¯ϕ −〈k jkm〉ν¯ϕ 〈ki〉ν¯ϕ
−〈kmki〉ν¯ϕ 〈k j〉ν¯ϕ +2〈ki〉ν¯ϕ 〈k j〉ν¯ϕ 〈km〉ν¯ϕ
)
.
Note that except 1ϕm , which actually cancels with ϕ
m in the last formula, the right hand
side is invariant under the permutations of i, j,m. Since the i j-component of the second
term of (6.8) is equal to
g˜i
(
∂a` cov(ν¯ϕ )
−1)
i j
after multiplying by q jq`qi , this is invariant under the permutations of i, j, `. This completes
the proof of the trilinearity of Γ. 
7. MULTI-COLORED SYSTEMS
We now discuss the special case of multi-colored zero-range processes. Here, the
dynamics is determined as follows. Let the jump rate g : Z+ → (0,∞) of color-blind
particles be given and define the jump rates gi(k) of ith colored particles by
gi(k) = g(|k|) k
i
|k| , 1≤ i≤ n, (7.1)
where we recall |k| = k1 + · · ·+ kn for k = (k1, . . . ,kn). In other words, at time t = 0,
we paint every particle in n-different colors. They evolve due to the color-blind particles
dynamics and the evolution of colors is determined simply by choosing a particle with
equal probability when a jump is going to happen. This gives the factor k
i
|k| . The jump
rates gi(k) given by (7.1) satisfy all necessary conditions.
Now, the invariant measures are given by
νa(k) = νρ(|k|) |k|!k1! · · ·kn!
n
∏
i=1
(
ai
ρ
)ki
.
for k = (k1, . . . ,kn), a = (a1, . . . ,an), ρ = a1+ · · ·+an, and
νρ(k)≡ ν¯ϕ(ρ)(k) =
1
Zϕ(ρ)
(ϕ(ρ))k
g(k)!
is the distribution of the color-blind particles. Here the 1 : 1 correspondance ρ→ ϕ(ρ) is
similar to the correspondance described in Subsection 2.1.
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7.1. Frame condition. We show in Proposition 7.4 below that the Frame condition (FC)
holds exactly for a0 when ρ0 = a10+ . . .+a
n
0 satisfies
(∂ρϕ)(ρ0) =
ϕ(ρ0)
ρ0
. (7.2)
Since ρ(ϕ) = Z−1ϕ ∑kϕk/g(k)! and so (∂ρϕ)(ρ0) = ϕ(ρ0)/σ2(ρ0), equivalent to (7.2) is
the condition
σ2(ρ0) = ρ0 (7.3)
where σ2(ρ) is the variance of the law νρ .
In the n-color setting, the conditions given in Proposition 3.3 are read as
Γi j(a0) = 0, g˜i(a0)Γ j j(a0) = g˜ j(a0)Γii(a0), (7.4)
for every i 6= j.
We now develop a series of computations leading to Proposition 7.4. We will use the
notation 〈 f (k)〉νa = Eνa [ f (k)] in the sequel.
Lemma 7.1. We have
〈ki〉νa = ai,
〈kik j〉νa =
aia j
ρ2
〈k(k−1)〉νρ , if i 6= j,
〈[ki]2〉νa =
(ai)2
ρ2
〈k(k−1)〉νρ +ai,
g˜i(a) =
ϕ(ρ)ai
ρ
.
Proof. We have
〈ki〉νa =∑
k
νρ(k)k
ai
ρ ∑
′ (k−1)!
k1! · · ·(ki−1)! · · ·kn!
n
∏
j=1
(
a j
ρ
)k j−δi j
=
ai
ρ ∑k
kνρ(k) = ai,
where sum ∑′ is over k such that k1+ · · ·+(ki−1)+ · · ·+ kn = k−1. Also, for i 6= j,
〈kik j〉νa =∑
k
νρ(k)k(k−1)a
i
ρ
a j
ρ
×∑ ′′ (k−2)!k1! · · ·(ki−1)! · · ·(k j−1)! · · ·kn!
n
∏`
=1
(
a`
ρ
)k`−δ`i−δ` j
=
aia j
ρ2
〈k(k−1)〉νρ ,
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where the sum ∑′′ is over k such that k1+ · · ·+(ki−1)+ · · ·+(k j−1)+ · · ·+kn = k−2.
Moreover,
〈[ki]2〉νa = 〈ki(ki−1)〉νa + 〈ki〉νa
=∑
k
νρ(k)k(k−1)
(
ai
ρ
)2
+ 〈ki〉νa
=
(ai)2
ρ2
〈k(k−1)〉νρ +ai.
The last identity for g˜i(a) is obtained by noting
gi(k) = g(k)
ki
k
,
in the present setting. 
Lemma 7.2. We have
λ
dZλ
dλ
= ρZλ , (7.5)
λ 2
d2Zλ
dλ 2
= 〈k(k−1)〉νρZλ , (7.6)
where ρ and λ are related by ϕ(ρ) = 〈g(k)〉νλ = λ .
Proof. Recall
Zλ =∑
k
λ k
g(k)!
and take the derivatives in λ . 
Lemma 7.3. We have Γi j(a0) = 0 for i 6= j is equivalent to (7.2).
Proof. From Lemma 7.1, we have
Γi j(a) =
aia j
ρ2
(〈k(k−1)〉νρ −ρ2) , (7.7)
for i 6= j. On the other hand, (7.5) shows
d
dλ
logZλ =
ρ
λ
=
ρ
ϕ(ρ)
.
Since
d2
dλ 2
logZλ =
d2Zλ
dλ 2
Zλ
−
( dZλ
dλ
Zλ
)2
,
from (7.6),
〈k(k−1)〉νρ = λ 2
{
d
dλ
(
ρ
ϕ(ρ)
)
+
(
ρ
ϕ(ρ)
)2}
.
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Since
d
dλ
=
dρ
dλ
d
dρ
=
1
ϕ ′(ρ)
d
dρ
,
we have
〈k(k−1)〉νρ = ϕ(ρ)2
{
1
ϕ ′(ρ)
d
dρ
(
ρ
ϕ(ρ)
)
+
(
ρ
ϕ(ρ)
)2}
(7.8)
=
1
ϕ ′(ρ)
(
ϕ(ρ)−ρϕ ′(ρ))+ρ2,
where ′ = ddρ . Thus, from (7.7), we have
Γi j(a) =
aia j
ρ2ϕ ′(ρ)
(
ϕ(ρ)−ρϕ ′(ρ)) .
This implies the conclusion. 
Proposition 7.4. In the present setting, the conditions in Proposition 3.3 (or (7.4)) hold
for a0 if and only if (7.2) is satisfied for the corresponding ρ0.
Proof. Lemma 7.3 shows that (7.4) implies (7.2). Therefore, we need only prove that
(7.2) implies g˜i(a0)Γ j j(a0) = g˜ j(a0)Γii(a0) for i 6= j. Note that from Lemma 7.1
Γii(a) = 〈[ki]2〉νa −〈ki〉2νa
=
(ai)2
ρ2
〈k(k−1)〉νρ +ai− (ai)2.
But, if (7.2) holds, 〈k(k−1)〉νρ0 = ρ20 from (7.8). Therefore Γii(a0) = ai0. Thus we obtain
g˜i(a0)Γ j j(a0) = g˜ j(a0)Γii(a0) recalling Lemma 7.1 for g˜i. 
7.2. Multi-colored coupled KPZ-Burgers equations. We assume the condition (7.2) is
satisfied and we compute now the constants appearing in the KPZ-Burgers equation (6.1).
By the fourth item of Lemma 7.1, we have that
∂ai g˜i(a0) =
ϕ(ρ0)
ρ0 +∂ρ
(
ϕ(ρ)
ρ
)∣∣∣
ρ0
ai0 =
ϕ(ρ0)
ρ0
and
∂a j∂ak g˜i(a0) = [δki+δ ji]∂ρ
(
ϕ(ρ)
ρ
)∣∣∣
ρ0
+ ai0∂
2
ρ
(
ϕ(ρ)
ρ
)∣∣∣
ρ0
= ai0
ϕ ′′(ρ0)
ρ0 .
Hence we get
∂tYit = c1∆Y
i
t + c2a
i
0∇
(
n
∑
j=1
Y
j
t
)2
+ c3
√
ai0∇W˙
i
t , (7.9)
where c1 = 12
ϕ(ρ0)
ρ0 , c2 = c
ϕ ′′(ρ0)
ρ0 , c3 =
√
ϕ(ρ0)
ρ0 . Or, if we write at KPZ level, that is when
Yit = ∂uhit , we have
∂thit = c1∆h
i
t + c2a
i
0
(
∇
n
∑
j=1
h jt
)2
+ c3
√
ai0W˙
i
t , i = 1,2, . . . ,n. (7.10)
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One can actually decouple the coupled KPZ equation (7.10) as follows. The process H :=
∑ni=1 hi, which corresponds to the color-blind system, satisfies the scalar KPZ equation:
∂tHt = c1∆Ht + c2
( n
∑
i=1
ai0
)
(∇Ht)2+ c3W˙t , W˙t :=
n
∑
i=1
√
ai0W˙
i
t .
On the other hand, H i jt := a
j
0h
i−ai0h j are Ornstein-Uhlenbeck processes satisfying
∂tH i jt = c1∆H
i j
t + c3W˙
i j
t , W˙
i j
t :=
√
ai0a
j
0W˙
i
t−
√
a j0a
i
0W˙
j
t
Moreover, it turns out that noises {W˙t}t≥0 and {W˙i jt }t≥0 are independent, since (by mul-
tiplying by a test function)
E
[(
n
∑
k=1
√
ak0w
k
t
)(√
ai0a
j
0w
i
t−
√
a j0a
i
0w
j
t
)]
= ai0a
j
0t−a j0ai0t = 0.
Now, the uniqueness of the (stationary) energy solutions of our coupled KPZ-Burgers
equation follows from the uniqueness of (stationary) scalar-valued KPZ-Burgers equation
and Ornstein-Uhlenbeck processes, respectively, and independence of these processes.
Since, such uniqueness also holds for systems on R, as shown in [22] (see also Subsec-
tion 5.3 [13]), in this multi-color situation, we can formulate Theorem 3.4 in the infinite
volume on R, as mentioned in Remark 3.3.
Next, we show in the multi-color setting that the limit SPDE (3.4) or (6.1) is gen-
uinely nonlinear. The previous discussion shows that the nonlinearity is equivalent to the
condition c2 6= 0, namely there exist a jump rate g of color-blind particles and a density ρ0,
for which both ϕ ′′(ρ0) 6= 0 and the condition (7.2) holds. To simplify notation we write
〈·〉 instead of 〈·〉νa , where νa is the equilibrium distribution of the color-blind particles
system. By (6.8), (6.7) and computations made after (6.8) with n = 1, we have
g˜′′(a) = ϕ ′′(a) = ∂aϕ cov(ν¯ϕ)−1+ϕ ∂a cov(ν¯ϕ)−1
= ϕ
(
cov(ν¯ϕ)−1
)2−ϕ(cov(ν¯ϕ)−1)3(〈k3〉−3〈k2〉〈k〉+2〈k〉3)
=−ϕ
(
cov(ν¯ϕ)−1
)3(〈k3〉−3〈k2〉〈k〉+2〈k〉3−〈k2〉+ 〈k〉2).
Therefore, the condition ϕ ′′(ρ0) 6= 0 is equivalent to
ϕ(ρ0) 6= 0 and C(ρ0) := 〈k3〉−3〈k2〉〈k〉+2〈k〉3−〈k2〉+ 〈k〉2 6= 0. (7.11)
Thus our goal is to show that there exists a rate g and a density ρ0 such that (7.11) and the
condition (7.3), that is equivalently σ2(ρ0) = ρ0 or (7.2) or
〈k2〉−〈k〉2 = 〈k〉 (7.12)
hold.
For example, in the simplest case with g(k) = k, ν¯ϕ is a Poisson distribution and
Zϕ =
∞
∑
k=0
ϕk
k!
= eϕ ,
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〈k〉(= ρ) = 1Zϕ ϕZ
′
ϕ = ϕ,
〈k(k−1)〉= 1Zϕ ϕ
2Z′′ϕ = ϕ
2,
〈k(k−1)(k−2)〉= 1Zϕ ϕ
3Z′′′ϕ = ϕ
3,
which imply 〈k2〉= ϕ2+ϕ and 〈k3〉= ϕ3+3ϕ2+ϕ . In particular, ρ = ϕ and σ2(ρ) =
〈k2〉 − 〈k〉2 = ϕ = ρ so that the condition (7.12) holds for all ρ . On the other hand,
one easily see C(ρ) = (ϕ3+3ϕ2+ϕ)−3(ϕ2+ϕ)ϕ+2ϕ3− (ϕ2+ϕ)+ϕ2 = 0 so that
g˜′′(ρ) = 0 for all ρ . Therefore, the nonlinearity in the limit SPDE becomes trivial if we
take g(k) = k.
We believe however that (7.11) holds for generic g. To see this, let us consider a
perturbation g(k) = k(1+ h(k)) of g(k) = k with a function h on Z+ having a compact
support. Then, since g(k)! = k!H(k) with
H(k) =
1
(1+h(k))!
=
1
(1+h(k))(1+h(k−1)) · · ·(1+h(0)) ,
we see
νh(k)≡ νϕ,h(k) = 1Zϕ,h
ϕk
g(k)!
=
ϕkH(k)
Zϕ,hk!
,
where
Zϕ,h =
∞
∑
k=0
ϕkH(k)
k!
.
We denote now the expectation with respect to νh by 〈·〉h; in particular, 〈·〉0 is the average
under the Poisson distribution with parameter ϕ .
Lemma 7.5. We have
〈k〉h = c1ϕ,
〈k(k−1)〉h = c2ϕ2,
〈k(k−1)(k−2)〉h = c3ϕ3,
where
ci =
〈H(k+ i)〉0
〈H(k)〉0 , i = 1,2,3.
In particular, the condition (7.12) is equivalent to the statement that c21 = c2 or ϕ = 0.
Proof. Compared with the case of h≡ 0 (i.e., H ≡ 1), we have
Zϕ,h = Zϕ,0〈H(k)〉0,
Z′ϕ,h =
∞
∑
k=1
ϕk−1H(k)
(k−1)! = Zϕ,0〈H(k+1)〉0.
On the other hand,
Z′ϕ,h =
∞
∑
k=1
kϕk−1H(k)
k!
= ϕ−1〈k〉hZϕ,h.
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Therefore,
〈k〉h = ϕ
Z′ϕ,h
Zϕ,h
= ϕ
〈H(k+1)〉0.
〈H(k)〉0 .
The rest is similar. 
Example 7.1. Let h(0) = 1a − 1,h(1) = ab − 1,h(2) = bc − 1,h(3) = h(4) = · · · = 0 with
a,b,c 6= 0. Then, H(0) = a,H(1) = b,H(2) = H(3) = H(4) = · · ·= c. Thus,
〈H(k)〉0 = e−ϕ(a+bϕ+ c2ϕ
2+
c
3!
ϕ3+ · · ·)
= e−ϕ(a+bϕ− c− cϕ+ ceϕ),
〈H(k+1)〉0 = e−ϕ(b+ cϕ+ c2ϕ
2+ · · ·)
= e−ϕ(b− c+ ceϕ),
〈H(k+2)〉0 = 〈H(k+3)〉0 = · · ·= c,
and we set
c1 =
(b− c)+ ceϕ
(a− c)+(b− c)ϕ+ ceϕ , c2 =
ceϕ
(a− c)+(b− c)ϕ+ ceϕ .
The condition (7.12) is equivalent to “c21 = c2 or ϕ = 0” as we pointed out. On the other
hand, by Lemma 7.5 and using this relation, the condition (7.11) is: ϕ 6= 0 and
0 6= 〈k3〉−3〈k2〉〈k〉+2〈k〉3−〈k2〉+ 〈k〉2
= 〈k(k−1)(k−2)〉+2〈k(k−1)〉−3〈k(k−1)〉〈k〉−2〈k〉2+2〈k〉3
= c2ϕ3+2c2ϕ2−3c2ϕ2 · c1ϕ−2c21ϕ2+2c31ϕ3
= c21(1− c1)ϕ3.
Therefore, our condition for both (7.11) and (7.12) to hold is summarized as “c21 = c2,c1 6=
1,ϕ 6= 0”, which is realized under a proper choice of a,b,c and ϕ . Indeed, let ϕ = 1 and
then the condition c21 = c2 reduces to
(b− c)2+(b− c)ce = (a− c)ce,
which can be realized if we take a = 1/2, b = 1/4 for some c< 1/4.
8. NON-DECOUPLEABLE MODEL
We show that one can construct a model which satisfies all necessary conditions
(ND), (LG), (INV), (ORI), (SG), (LB) and the Frame condition (FC) (cf. Proposition
3.3) such that some nonlinear coupling terms appearing in the system of KPZ-Burgers
equation are non zero and remain such even after any suitable change of variables, i.e. the
KPZ-Burgers system cannot be fully decoupled.
Let us first define what means for us to have a coupled system of KPZ-Burgers equa-
tion. We consider the stochastic PDE (6.1) in a canonical form, that is, in the form (6.2)
(especially, the noise term of the form ∇W˙t) and define the coupling constants Γij` as in
(6.3). Then, noting that σW˙t remains to be an Rn-valued space-time white noise (in law)
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if σ is an orthogonal matrix, we consider the corresponding transform: Y˜t := σ Y¯t . Then
(Γij`)i, j,` is transformed as
(σ ◦Γ)ij` :=
n
∑
i′, j′,`′=1
σii′Γi
′
j′`′σ j j′σ``′.
Definition 8.1. We say that the KPZ-Burgers system (6.2) is fully decoupleable if there
exists an orthogonal matrix σ such that for any i ∈ {1, . . . ,n}, the coupling constants
(σ ◦Γ)ij` are zero for any ( j, `) 6= (i, i). Otherwise we say it cannot be fully decoupled.
We say that it is partially decoupleable if there exists an orthogonal matrix σ such
that there exists i ∈ {1, . . . ,n} for which the coupling constants (σ ◦Γ)ij` are zero for any
( j, `) 6= (i, i). Otherwise we say it cannot be partially decoupled.
Observe that a KPZ-Burgers system that can be partially decoupleable without be-
ing fully decoupleable and that if a system is not fully decoupleable then its evolution is
non-trivial. The article [13] discusses the example of [10] for which one can find a matrix
τ such that (τ ◦Γ)ij` = 0 for any i and ( j, `) 6= (i, i) but the noise term τW˙t has corre-
lated components since τ is not an orthogonal matrix. Hence, according to the previous
definition, this does not mean that this system is fully decoupleable.
A natural question is to know under which conditions a multi-species zero range
process satisfying the conditions (ND), (LG), (INV), (ORI), (SG), (LB) and the Frame
condition (FC) (cf. Proposition 3.3) gives rise to a fully decoupleable (resp. partially
decoupleable) KPZ-Burgers system. We believe that generically this is not the case but
this seems to be a non-trivial question in full generality.
In this section, we restrict however to the case n = 2, and give an example of a
multi-species zero range process which is not fully decoupleable. In fact we cannot hope
better for 2-components models since the next proposition shows that any 2-components
KPZ-Burgers system satisfying the trilinear condition (6.4) is partially decoupleable.
Proposition 8.1. Let n = 2 and consider a KPZ-Burgers system (6.2) with the coupling
constants (6.3) satisfying the trilinear condition (6.4). Then, there exists an orthogonal
matrix which partially decouples the KPZ-Burgers system.
Proof. For ψ ∈ [0,2pi] let us consider the orthogonal matrix σψ given by
σψ =
(
cosψ −sinψ
sinψ cosψ
)
.
The condition (σψ ◦Γ)112 = 0 is equivalent to
F(ψ) =cos2ψ sinψ Γ111+ sin
2ψ cosψ Γ222
+(cos3ψ−2cosψ sin2ψ) Γ211+(sin3ψ−2sinψ cos2ψ) Γ122 = 0.
The continuous function F : [0,2pi]→ R satisfies
F(0) = Γ211, F(pi) =−Γ211.
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Hence by the intermediate value theorem there exists ψ ∈ [0,2pi] such that F(ψ) = 0,
which concludes the proof. 
8.1. Perturbation of models keeping the compatibility condition (INV). The condi-
tion (INV) is equivalent to that there exists a function G : Zn+ → R such that G(0) = 0
(normalization) and
loggi(k) = G(k)−G(ki,ki−1),
see [18]. We perturb G as
Gλ (k) = G(k)− logλ (k),
with some λ = {λ (k) > 0} such that λ (0) = 1. Then, introducing the superscript λ to
signify the perturbation,
loggλi (k) = G
λ (k)−Gλ (ki,ki−1)
= loggi(k)− logλ (k)+ logλ (ki,ki−1),
and therefore
gλi (k) =
λ (ki,ki−1)
λ (k)
gi(k).
In particular, we have
gλ !(k) =∏ λ (k
i,ki−1)
λ (k)
gi(k),
where the product is taken along a path connecting 0 and k and, in fact,
gλ !(k) =
g!(k)
λ (k)
. (8.1)
Then, by (8.1), we have
Zλϕ =∑
k
ϕ k
gλ !(k)
= eϕ
1+ϕ2 + ∑
|k|≤k0
(λ (k)−1) [ϕ
1]k
1
[ϕ2]k2
k1!k2!
,
ν¯λϕ (k) =
1
Zλϕ
λ (k)
[ϕ1]k1 [ϕ2]k2
k1!k2!
,
and
Eν¯λϕ [k
1(k1−1) · · ·(k1−m+1)k2(k2−1) · · ·(k2−n+1)]
=
1
Zλϕ
∑
k=(k1,k2)
λ (k)
[ϕ1]k1 [ϕ2]k2
(k1−m)!(k2−n)! , m,n≥ 1.
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8.2. Example of a non fully decoupleable perturbation. We take n = 2 and consider a
perturbation of independent random walks (or another candidate would be the multi-color
system). Let us consider the situation that all particles of two different species perform
totally independent random walks with same speeds. In other words, we take jump rates
g1(k) = g1(k1) = k1!, g2(k) = g2(k2) = k2!
This satisfies (INV). Note that Zϕ = Zϕ1Zϕ2 = e
ϕ1eϕ
2
for ϕ = (ϕ1,ϕ2) ∈ (0,+∞)2 and
ν¯ϕ = ν¯ϕ1 ⊗ ν¯ϕ2 is a product of two Poisson measures. The Frame condition (FC) is
satisfied for all ϕ , since Γ12 = Γ21 = 0 and Γii/g˜i = ϕ i/ϕ i = 1 for i = 1,2.
We perturb this system by changing finitely many G(k)’s as Gλ (k) as we mentioned
in Section 8.1. In this way, the number of parameters for the perturbation can be taken as
many as we need and we will see that 2 will be sufficient. The perturbation is chosen as
λ (k) = 1+x (resp. 1+y) with x>−1 (resp. y>−1) if k = (1,0) (resp. k = (0,1)), and
λ (k) = 1 otherwise. We have then
Zλϕ = e
ϕ1+ϕ2 + xϕ1+ yϕ2.
A simple computation shows that
Eν¯λϕ (k
1) = 1
Zλϕ
[
ϕ1eϕ
1+ϕ2 + xϕ1
]
,
Eν¯λϕ (k
2) = 1
Zλϕ
[
ϕ2eϕ
1+ϕ2 + yϕ2
]
,
Eν¯λϕ (k
1k2) = 1
Zλϕ
ϕ1ϕ2eϕ
1+ϕ2,
Eν¯λϕ ([k
1]2) = 1
Zλϕ
[
(ϕ1+[ϕ1]2)eϕ
1+ϕ2 + xϕ1
]
,
Eν¯λϕ ([k
2]2) = 1
Zλϕ
[
(ϕ2+[ϕ2]2)eϕ
1+ϕ2 + yϕ2
]
.
Later we will also need some third moments estimates:
Eν¯λϕ ([k
1]3) = 1
Zλϕ
[
([ϕ1]3+3[ϕ1]2+ϕ1)eϕ
1+ϕ2 + xϕ1
]
,
Eν¯λϕ ([k
2]3) = 1
Zλϕ
[
([ϕ2]3+3[ϕ2]2+ϕ2)eϕ
1+ϕ2 + yϕ2
]
,
Eν¯λϕ ([k
1]2k2) = 1
Zλϕ
ϕ2ϕ1(ϕ1+1)eϕ
1+ϕ2,
Eν¯λϕ ([k
2]2k1) = 1
Zλϕ
ϕ2ϕ1(ϕ2+1)eϕ
1+ϕ2.
It follows that
cov
(
ν¯λϕ
)
=
1
[Zλϕ ]2
 N11 N12
N21 N22

with
N11 = ϕ1{e2(ϕ1+ϕ2)+ xeϕ1+ϕ2([ϕ1]2−ϕ1+1)+ yeϕ1+ϕ2(1+ϕ1)ϕ2+ xyϕ2},
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N12 = N21 = xeϕ
1+ϕ2ϕ1ϕ2(ϕ1−1)+ yeϕ1+ϕ2ϕ1ϕ2(ϕ2−1)− xyϕ1ϕ2,
N22 = ϕ2{e2(ϕ1+ϕ2)+ yeϕ1+ϕ2([ϕ2]2−ϕ2+1)+ xeϕ1+ϕ2(1+ϕ2)ϕ1+ xyϕ1}.
The Frame condition (FC) is satisfied if
x(ϕ1−1)+ y(ϕ2−1) = xye−(ϕ1+ϕ2),
x[(ϕ1−1)2−ϕ1ϕ2]+ y[ϕ1ϕ2− (ϕ2−1)2] = xy(ϕ1−ϕ2)e−(ϕ1+ϕ2).
This implies
x = y = (ϕ1+ϕ2−2)eϕ1+ϕ2
or
ϕ1+ϕ2 = 1, x(ϕ1−1)− yϕ1− e−1xy = 0.
We make the choice
ϕ1+ϕ2 = 1, x(ϕ1−1)− yϕ1− e−1xy = 0.
We can choose ϕ1 ∈ (0,1) and x>−1 arbitrarily but the condition y>−1 has to be
satisfied which gives some restrictions. Assuming this, we get then that
Zλϕ = e+ xϕ
1+ yϕ2
and
cov
(
ν¯λϕ
)
=
(
eϕ1 0
0 eϕ2
)
To simplify notations we denote by M := Mλϕ the matrix
M =
[
cov
(
ν¯λϕ
)]−1
= e−1
(
1/ϕ1 0
0 1/ϕ2
)
.
With this choice, we compute now the coupling constants Γij` by using the computa-
tions performed in the proof of Proposition 6.1, which give
Γij` = c
√
ϕ iϕ jϕ`
(ϕ iMii)3/2
{
Mi`Mi j−
2
∑
m,p,q=1
MipMq jMm`κ(kp,kq,k`)
}
where κ(X ,Y,Z) denotes the joint cumulant of the random variables X ,Y,Z under the
probability measure ν¯λϕ . We obtain
Γ111 = c
√
M11
{
1−M11κ(k1,k1,k1)
}
=
c√
eϕ1
{
1− κ(k
1,k1,k1)
eϕ1
}
,
Γ222 = c
√
M22
{
1−M22κ(k2,k2,k2)
}
=
c√
eϕ2
{
1− κ(k
2,k2,k2)
eϕ2
}
,
Γ211 =−c
ϕ1
ϕ2
M211√
M22
κ(k1,k1,k2) =−c 1
e3/2[ϕ2]1/2ϕ1
κ(k1,k1,k2),
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Γ122 =−c
ϕ2
ϕ1
M222√
M11
κ(k2,k2,k1) =−c 1
e3/2[ϕ1]1/2ϕ2
κ(k2,k2,k1).
We get the following expressions for the following moments
Eν¯λϕ (k
1) = 1
Zλϕ
[
ϕ1eϕ
1+ϕ2 + xϕ1
]
=
ϕ1(e+ x)
e+ xϕ1+ yϕ2
Eν¯λϕ (k
2) = 1
Zλϕ
[
ϕ2eϕ
1+ϕ2 + yϕ2
]
=
ϕ2(e+ y)
e+ xϕ1+ yϕ2
,
Eν¯λϕ (k
1k2) = 1
Zλϕ
ϕ1ϕ2eϕ
1+ϕ2 =
eϕ1ϕ2
e+ xϕ1+ yϕ2
Eν¯λϕ ([k
1]2) = 1
Zλϕ
[
(ϕ1+[ϕ1]2)eϕ
1+ϕ2 + xϕ1
]
=
(ϕ1+[ϕ1]2)e+ xϕ1
e+ xϕ1+ yϕ2
,
Eν¯λϕ ([k
2]2) = 1
Zλϕ
[
(ϕ2+[ϕ2]2)eϕ
1+ϕ2 + yϕ2
]
=
(ϕ2+[ϕ2]2)e+ yϕ2
e+ xϕ1+ yϕ2
Eν¯λϕ ([k
1]3) = 1
Zλϕ
[
([ϕ1]3+3[ϕ1]2+ϕ1)eϕ
1+ϕ2 + xϕ1
]
=
([ϕ1]3+3[ϕ1]2+ϕ1)e+ xϕ1
e+ xϕ1+ yϕ2
Eν¯λϕ ([k
2]3) = 1
Zλϕ
[
([ϕ2]3+3[ϕ2]2+ϕ2)eϕ
1+ϕ2 + yϕ2
]
=
([ϕ2]3+3[ϕ2]2+ϕ2)e+ yϕ2
e+ xϕ1+ yϕ2
,
Eν¯λϕ ([k
1]2k2) = 1
Zλϕ
ϕ2ϕ1(ϕ1+1)eϕ
1+ϕ2 =
ϕ2ϕ1(ϕ1+1)e
e+ xϕ1+ yϕ2
,
Eν¯λϕ ([k
2]2k1) = 1
Zλϕ
ϕ2ϕ1(ϕ2+1)eϕ
1+ϕ2 =
ϕ2ϕ1(ϕ2+1)e
e+ xϕ1+ yϕ2
.
Recall the discussion at the beginning of Section 8. Since n = 2 the system is fully
decoupleable if and only if there exists an orthogonal matrix σ such that
(σ ◦Γ)112 = (σ ◦Γ)212 = 0.
We recall that any orthogonal matrix σ is in the form
σψ =
(
cosψ −sinψ
sinψ cosψ
)
or σ˜ψ =
( −cosψ sinψ
sinψ cosψ
)
,
where ψ ∈ [0,2pi].
Therefore, the condition (σψ ◦Γ)112 = 0 is equivalent to
F(ψ) = cos2ψ sinψ Γ111+ sin
2ψ cosψ Γ222
+(cos3ψ−2cosψ sin2ψ) Γ211+(sin3ψ−2sinψ cos2ψ) Γ122 = 0.
while the condition (σ˜ψ ◦ Γ)112 = 0 is equivalent to the same condition. Similarly the
condition (σψ ◦Γ)212 = 0 is equivalent to
G(ψ) = sin2ψ cosψ Γ111− cos2ψ sinψ Γ222
+(2sinψ cos2ψ− sin3ψ) Γ211+(cos3ψ−2cosψ sin2ψ) Γ122 = 0,
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FIGURE 1. Graphs of the functions F,G when ϕ1 = 0.49, x= 3 (and there-
fore y =−0.96>−1).
while the condition (σ˜ψ ◦Γ)212 = 0 is equivalent to the same condition.
A numerical simulation (see Figure 1) shows that if we choose x = 3 and ϕ1 = 0.49,
then the functions F and G (resp. F and H) never vanish simultaneously. For these values,
we have that Γ111,Γ
2
22,Γ
2
11,Γ
1
22 are all non zero.
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