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Résumé
Ce travail de thèse est consacré dans un premier temps à l'étude des propriétés spec-
trales de localisation dynamique pour des opérateurs de Schrödinger ainsi qu'à leur clas-
siﬁcation.
Nous allons introduire trois classes de propriétés équivalentes en cherchant à établir
le lien entre elles d'une façon optimale que nous illustrerons par des contre-exemples.
Certaines de ces propriétés s'avèrent jouer un rôle crucial dans l'étude mathématique de
plusieurs phénomènes issus de la physique, notamment la quantiﬁcation de la conductance
de Hall et l'apparition des plateaux dûs aux états localisés.
Nous nous intéressons ainsi dans la seconde partie, aux conductances de Hall et de
bord pour des modèles désordonnés continus et en présence d'un mur électrique aussi
bien que magnétique. Nous expliquons comment les murs entrent en jeu pour pouvoir
déﬁnir la conductance de bord, en tenant compte de la contribution des états localisés
et la régularisation que les systèmes désordonnés requièrent. Nous établissons l'égalité de
ces deux conductances directement et non par quantiﬁcation séparée.
Mots-clés : opérateurs de Schrödinger, localisation dynamique, opérateur de Schrödinger
aléatoire, hamiltonien de Landau, eﬀet Hall quantique (EHQ), opérateur magnétique aléa-
toire, conductance de Hall, conductance de bord.
Abstract
The ﬁrst part of this thesis is devoted to the study of spectral properties of dy-
namical localization for Schrödinger operators and their classiﬁcation. We introduce three
classes of equivalent properties and investigate the relationships between them in an op-
timal way.
Moreover, some of these properties have been shown to play a crucial role in the
mathematical proof of several phenomenon of physical interest such as the quantization
of the Hall conductance and the existence of the plateaux due to localized states.
Then, we are interested in the bulk and edge Hall conductances for continuous models
in the presence of magnetic and electric walls. We explain how the walls come into play
in order to deﬁne the edge conductance, taking into account the contribution of localized
states and the regularization that a disordered media requires. We prove the equality of
these conductances by deriving one from the other, and not by separate quantization.
Keywords: Schrödinger operator, dynamical localization, random Schrödinger operator,
Landau Hamiltonian, quantum Hall eﬀect (QHE), random magnetic operatorss, Hall con-
ductance, edge conductance.
Notations. Aﬁn de faciliter la lecture de ce manuscrit, nous adopterons certaines
notations qu'on explicite ci-dessous.
On considère B(H) l'espace de Banach des opérateurs linéaires bornés sur un espace
de Hilbert H avec ‖.‖ pour norme d'opérateurs.
Pour x ∈ Rd, on pose |x| := max{|x1|, |x2|, . . . , |xd|}. Par χS, on note une fonction
caractéristique lisse d'un ensemble S. On utilise |Xu| pour désigner l'opérateur de multi-
plication par la fonction |x− u| et ΛL(x) pour une boîte ouverte centrée en x ∈ Zd et de
longueur L. La fonction caractéristique de ce dernier est notée par χx,L et nous posons
χx := χx,1.
Pour I ⊂ R un borélien, l'ensemble des fonctions boréliennes réelles et bornées sur I
est noté par Bb(I). Soit p ≥ 1, on considère les p−normes de Schatten ‖.‖p sur l'espace de
Banach Tp(H) telles que ‖A‖p := (tr(A∗A)p/2)1/p pour un opérateur A de domaine D(A).
En particulier, T1 correspond aux opérateurs de classe trace et T2 à ceux de Hilbert-
Schmidt.
Si J ⊂ R est un intervalle ouvert, on notera par C∞c,+(J) la classe des fonctions réelles
positives et inﬁniment diﬀérentiables à support compact contenu dans J .
Les constantes seront toujours des constantes ﬁnies et lorsqu'elles dépendront de cer-
tains paramètres, on notera Ca,b,... où a et b sont les paramètres de dépendance.
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Chapitre 1
Introduction générale
L'intérêt qu'Anderson porta au transport électronique dans les milieux désordonnés
[A], a donné naissance à un nombre considérable de travaux destinés à l'étude des opéra-
teurs de Schrödinger aléatoires, introduits pour décrire rigoureusement ces types de struc-
ture. Anderson ﬁt valoir qu'en présence d'impuretés, les électrons auraient tendance à se
localiser dans des régions bornées et proches de leurs positions initiales, éliminant ainsi
toute possibilité de transport et donc de courant. Le mécanisme physique de cette local-
isation revient à supprimer l'eﬀet tunnel à grande distance en raison de la décohérence
induite par le milieu aléatoire. Suite à cette découverte, Anderson s'est vu attribuer le
prix Nobel de la physique en 1977.
L'analyse du transport électronique consiste à étudier le comportement du système
étudié à travers l'évolution temporelle de paquets d'ondes. Considérons un espace de
HilbertH séparable etH : H → H un opérateur auto-adjoint de domaine D(H), décrivant
le système étudié. Dans ce travail, on s'intéresse au comportement d'un électron dans
l'espace physique de dimension d, Rd, et donc H = L2(Rd). Soit ψ ∈ D(H) un état initial
tel que ‖ψ‖ = 1. L'évolution temporelle de l'état ψ est déterminée par l'équation de
Schrödinger
{
i ∂
∂t
ψt = Hψt
ψt=0 = ψ
(1.1)
et est donnée par
ψt = e
−itHψ. (1.2)
La localisation dynamique se déﬁnit par la non-propagation des paquets d'ondes (1.2)
sous l'évolution temporelle issue de l'équation de Schrödinger (1.1). Nous formulerons
les détails de la déﬁnition mathématique de la localisation dynamique un peu plus loin,
voir (1.5). Les états présentant un tel comportement, sont appelés des états localisés. A
l'inverse, les état délocalisés sont générateurs de transport électronique, comme c'est le
cas dans les milieux périodiques modélisant des cristaux parfaits.
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Signalons que le théorème de RAGE dû à Ruelle, Amrein, Georgescu et Enss (e.g.
[CFKS]), met en évidence l'incidence que cette notion de localisation a sur la nature du
spectre et conﬁrme l'intuition physique. En eﬀet, il existe une décomposition spectrale de
l'espace physique H donnée par
H = Hac ⊕Hsc ⊕Hpp,
tel que σ(H|H•) = σ•(H) où • = {ac, sc, pp}. Le théorème de RAGE atteste que
ϕ ∈ Hpp ⇔ lim
R→∞
sup
t
∥∥χ{|x|>R} e−itHϕ∥∥ = 0,
ϕ ∈ Hc ⇔ lim
T→∞
1
T
∫ T
0
∥∥χ{|x|≤R} e−itHϕ∥∥ dt = 0 pour tout R > 0,
avec χ{|x|≤R} et χ{|x|>R} désignant les fonctions caractéristiques des régions {|x| ≤ R} et
{|x| > R} et où Hc regroupe Hac et Hsc. Ceci révèle que les éléments de Hpp concordent
avec des états physiquement bornés dans le sens où l'évolution temporelle e−itHϕ ne quitte
pas ou très peu la partie compacte {|x| ≤ R}. Alors que l'inverse se produit pour les états
de Hc, puisqu'ils ﬁnissent par quitter toute partie compacte de l'espace.
Dans le cadre des opérateurs dits d'Anderson, la localisation fut interprétée comme
la présence du spectre purement ponctuel avec une décroissance exponentielle des fonc-
tions localisées. Cependant, il est actuellement bien établi que cette forme de localisation
bâptisée, localisation d'Anderson, n'est pas suﬃsante pour s'assurer de la localisation
dynamique du système. Cette dernière exclut toute forme de transport alors que la lo-
calisation d'Anderson peut en autoriser. Précisons d'abord ce que nous entendons par
transport.
Aﬁn d'analyser le comportement dynamique, on cherche à déterminer, en moyenne,
la position d'une particule après qu'elle a évolué pendant un temps t à partir d'un état
intial ψ. Ceci se traduit par la quantité
〈PI(H)e−itHψ, |X|2PI(H)e−itHψ〉 =
∥∥|X|PI(H)e−itHψ∥∥2 , (1.3)
où |X| est l'opérateur position déﬁni par (|X|ψ)(x) = |x|ψ(x) pour ψ ∈ H et PI(H) est
la projection spectrale sur un intervalle d'énergie I. De manière générale, on considère les
moments d'ordre p
mψ,p,I(t) = 〈PI(H)e−itHψ, |X|pPI(H)e−itHψ〉. (1.4)
Partons d'un état initial ψ à support compact. Si les électrons avec des énergies dans une
fenêtre I, se déplacent balistiquement avec une vitesse moyenne υ alors mψ,2,I(t) est de
l'ordre de υt2 pour des temps t suﬃsamment grands.
Par ailleurs, si les électrons sont localisés, il est ﬁnalement assez naturel de s'attendre
à ce que le moment mψ,2,I(t) soit uniformément borné en t. Cela revient à dire qu'en ayant
6
de la localisation d'Anderson dans un tel intervalle I, mψ,p,I(t) devrait être uniformément
borné en t pour toute condition initiale ψ convenablement choisie :
sup
t
mψ,p,I(t) = sup
t
∥∥∥|X| p2PI(H)e−itHψ∥∥∥2 <∞. (1.5)
Mais c'est loin d'être le cas puisqu'il est actuellement bien établi par Simon [Si2] qu'en
présence d'un spectre purement ponctuel, le mouvement ne peut pas être balistique
lim
t→∞
mψ,2,I(t)
t2
= 0, (1.6)
pour tout état initial ψ à support compact. Et [DeRJLS2] ont construit un exemple
d'opérateur quasi-périodique ayant du spectre purement ponctuel et des fonctions propres
exponentiellement localisées et pour lequel
lim sup
t→±∞
mψ,2,I(t)
t2−δ
=∞ pour tout δ > 0,
pour une large classe de données initiales ψ à support compact. Ce résultat a été étendu
à une classe plus large d'opérateurs quasi-périodiques dans [DBF] puis dans [GKT] ainsi
qu'à des opérateurs à potentiel lacunaire.
Ce qui signiﬁe que le moment peut croître de façon arbitraire et donc s'approcher du
mouvement balistique malgré le fait que l'opérateur présente de localisation d'Anderson.
La borne (1.6) donnée par Simon est donc optimale. Il existe également des exemples
d'opérateurs avec localisation d'Anderson et un transport sous-balistique. C'est le cas du
modèle des dimères : voir [DBG] pour la localisation d'Anderson et [JSS] pour l'existence
de transport.
Si nous considérons une fonction propre φ qui décroît sous la forme
‖χxφ‖ ≤ Cφ e−σ|x−xφ|
alors nous ne pouvons qu'estimer la distance à partir de laquelle la fonction propre φ
décroît exponentiellement vite et par exemple conclure que l'on a
‖χxφ‖ ≤ 1
2
dès que |x− xφ| ≥ 1
σ
log(2Cφ).
En l'occurrence, non seulement le facteur 1
σ
, appelé la longueur de localisation, importe
mais la constante Cφ aussi. Intuitivement, si d'une fonction propre à l'autre, les constantes
7
Chapitre 1. Introduction générale
Cφ sont autorisées à grandir arbitrairement alors les fonctions propres peuvent s'étendre
à grandes échelles. Il est ainsi possible qu'un paquet d'ondes contenant une superposition
inﬁnie de fonctions propres produise du transport. Pour éviter ce phénomène et obtenir
de la localisation dynamique, il est donc nécessaire d'obtenir un meilleur contrôle sur la
décroissance exponentielle des fonctions propres.
Pour surmonter celà, il est nécessaire d'aller au-delà de la localisation d'Anderson
et de requérir un contrôle plus explicite de la constante Cφ. C'est ce que ﬁrent, dans
un premier temps, Del Rio, Jitomirskaya, Last et Simon dans [DeRJLS1, DeRJLS2]
lorsqu'ils ont soulevé la question : qu'est ce que la localisation ? Ils ont introduit un critère
nommé (SULE ), fonctions propres semi-uniformémemnt localisées (Semi-Uniformly Lo-
calized Eigenfunctions), qui décrit explicitement la constante Cφ en terme du centre de
localisation xφ autour duquel φ décroît. Un autre type de propriétés de localisation a vu
le jour plus tard dans [G, GK2] et y est intitulé (SUDEC ), décroissance sommable et uni-
forme des corrélations des fonctions propres (Summable-Uniform Decay of Eigenfunction
Correlations). Cette dernière propriété est une variante de (WULE ) introduite par [G] et
elle fournit un contrôle de la corrélation des fonctions propres entre deux sites.
Ces deux propriétés citées plus haut, entraînent bel et bien la localisation dynamique
et sont généralement équivalentes [GK2]. Il était communément admis que (SULE ) et
(SUDEC ) étaient des notions de localisation plus fortes que la (DL). Cependant, [DeRJLS2,
T] indiquèrent que davantage de précision et d'information sur la décroissance des fonc-
tions propres peuvent se déduire par le simple fait de borner les moments des paquets
d'ondes.
Dans cette thèse nous revenons sur ces propriétés qui, au cours des 20 dernières années,
ont été bien établies et longuement utilisées dans la littérature de la physique mathéma-
tique. Nous allons introduire trois catégories de propriétés équivalentes et étudierons les
relations qui existent entre elles. La première catégorie correspond à la localisation dy-
namique, la seconde à (SULE ) et (SUDEC ) pour une base de vecteurs propres, et puis la
dernière catégorie est une forme plus forte de (SULE ) et (SUDEC ) qui, cette fois-ci, seront
vériﬁées pour tous les vecteurs de l'image des projecteurs propres que l'on dénommera
(SULE+) et (SUDEC+). Autrement dit, les propriétés sont vériﬁées pour les vecteurs
propres ainsi que leurs combinaisons linéaires. Nous signalerons que cette dernière forme
de localisation entraîne une multiplicité ﬁnie tandis que ce n'est pas le cas pour les autres.
La première partie de ce travail a pour but d'étendre les résultats de [DeRJLS2] et [T]
et de présenter une classiﬁcation claire de ces critères de localisation. Nous répondons
en particulier à une question de [DeRJLS2] restée jusqu'à présent ouverte portant sur
l'équivalence de (DL) et (SULE ), et l'intervention de la multiplicité des valeurs propres.
Notre motivation provient des opérateurs aléatoires [A, GK2, BJ, GK4, RM] et des
opérateurs quasi-périodiques [G, JL], pour lesquels la localisation dynamique fut établie.
Rappelons quelques propriétés de base de la théorie des opérateurs de Schrödinger
aléatoires qui encodent les structures désordonées (e.g. [CFKS, CL]). Considérons une
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famille d'opérateurs Hω où ω parcourt Ω un certain espace de probabilité. Comme chaque
Hω correspond à une réalisation particulière ω, il est essentiel de s'assurer que les pro-
priétés spectrales de Hω ne dépendent pas de ω et qu'elles sont valables sur des ensembles
de mesure pleine. Et c'est là qu'intervient la notion d'ergodicité.
Soient (Ω,F ,P) un espace de probabilité et G un groupe additif agissant sur Ω à
travers une famille de transformation {τγ}γ∈G qui préserve la mesure et que l'on suppose
ergodique. Une famille mesurable d'opérateurs auto-adjoints {Hω}ω∈Ω est dite G-ergodique
s'il existe une famille mesurable d'opérateurs unitaires {Uγ}γ∈G telle que
Hτγ(ω) = U
∗
γHωUγ, (1.7)
pour tout γ ∈ G. On appelle (1.7) la propriété de covariance. Dans la majorité des cas,
nous prenons G = Zd et les opérateurs unitaires Uγ sont donc les translations dans H. Les
transformations τγ, pour leur part, sont données par (τγ(ω))j = ωjγ pour ω = (ωγ)γ∈Zd .
Cette propriété d'ergodicité a pour conséquence que le spectre de Hω est presque sûrement
déterministe [P]. Autrement dit, il existe un ensemble Σ ⊂ R tel que
σ(Hω) = Σ, P− p.t ω. (1.8)
D'autre part, les composantes purement ponctuelle, singulièrement continue et absolue-
ment continue de σ(Hω), bénéﬁcient de la même propriété [KuS, KM]. A savoir, il existe
des ensembles Σ• ⊂ R pour • ∈ {pp, sc, ac} tels que
σ•(Hω) = Σ• P− p.t ω. (1.9)
Le premier modèle qui nous vient à l'esprit est celui d'Anderson
Hω = −∆+ Vω sur L2(Rd) ou ℓ2(Zd), (1.10)
où Vω =
∑
γ∈Zd
ωγu(.− γ). C'est certainement l'opérateur de Schrödinger aléatoire qui a été
le plus étudié par les physiciens et mathématiciens depuis 1958. Les variables aléatoires
ω = (ωγ)γ sont indépendantes et identiquement distribuées (iid). Les fonctions u sont
appelées potentiel de site simple et sont à support compact. Ce type d'opérateurs modélise
le remplacement d'un atome par un autre comme c'est le cas des semi-conducteurs où les
impuretés sont distribuées sur le réseau Zd mais avec une amplitude aléatoire. Il s'agit
d'un désordre compositionnel. Nous pouvons généraliser (1.10) à
Hω = −∆+ Vper + Vω, (1.11)
avec Vper un opérateur borné et Z
d-périodique. Une autre variante de (1.10) est le modèle
de Poisson où les (ωγ)γ∈N sont des points d'un processus de Poisson d'intensité µ. Les
impuretés sont donc aléatoirement et uniformément distribuées dans l'espace. Cela décrit
les matières dites amorphes. Nous mentionnons également le modèle de déplacement
Vω =
∑
γ∈Zd
u(.− γ − ωγ), (1.12)
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qui, pour sa part, prend en considération des impuretés ayant la même forme mais dis-
tribuées aléatoirement. Ce qui produit une déformation spatiale du réseau.
D'autre part, le modèle d'Anderson a été étendu au cas des matrices unitaires aléatoires
de type CMV introduites par Cantero, Moral et Velázquez qui sont reliées à la théorie
des polynômes orthogonaux sur le cercle unité. Les localisation d'Anderson et dynamique
pour ces matrices sont démontrées dans [J, HJS]. Nous citons également le model de
Chalker-Coddington introduit dans la littérature physique aﬁn d'étudier la transition de
l'eﬀet Hall [ABJ1, ABJ2].
Anderson a soutenu que tous les états de l'équation de Schrödinger avec un potentiel
aléatoire et pour un désordre suﬃsement grand, devraient rester localisés. Les premières
études mathématiques de ce problème furent établies par Goldsheid, Molchanov et Pastur
[GMP]. Ils ont montré qu'en dimension 1, tous les états sont localisés aussi faible que soit le
désordre. Quant au cas des dimensions supérieures, Fröhlich et Spencer ont mis en place la
méthode de l'analyse multi-échelles (MSA) aﬁn de soulever cette question de localisation.
Cette méthode s'est vue améliorer plus tard par Germinet et Klein [GK1]. Cette méthode
a pour conséquence la localisation dynamique outre celle d'Anderson [DBG, DS]. Par
ailleurs, Aizenman, Molchanov ont développé un moyen similaire dénommé la méthode
des moments fractionnaires (FMM) [AM], étendue au cas continu par [AENSS].
Soulignons que la plupart des résultats reposent sur le fait que la fonction u garde un
signe constant ainsi que sur la régularité des variables aléatoires. Le cas de variables (ωγ)γ
suivant une loi de Bernoulli a résisté pendant longtemps à l'analyse des mathématiciens.
La preuve de la localisation d'Anderson pour ce modèle est fournie par Bourgain et Kenig
[BoK]. Plus tard, Germinet et Klein ont su étendre ce résultat et ont démontré la local-
isation dynamique pour une large classe d'opérateurs ayant une mesure de probabilité
non-dégénérée [GK4].
Dans la catégorie des modèles d'Anderson, nous incluons également les opérateurs
de Schrödinger magnétiques aléatoires. Il se trouve que de nombreux travaux ont été
destinés à l'étude de localisation pour l'hamiltonien de Landau aléatoire [CH, W, GK5].
Ils ne considèrent non seulement des perturbations par un potentiel électrique de type
Anderson. Il est également pris en compte des perturbations magnétiques aléatoires, à
savoir
Hω = (−i∇− A− Aω)2, (1.13)
où A est un vecteur potentiel générant un champ magnetique constant et Aω est de type
Anderson [GhHK, DGR2, AHK].
Par ailleurs, nous mentionnons le cas des modèles non-ergodiques
Vω =
∑
γ∈D
ωγu(.− γ), D ensemble de Delone, (1.14)
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qui ne satisfont pas la relation de covariance (1.7), [BdMSS1, BdMSS2]. Dans le travail
[RM], la localisation ainsi qu'une caractérisation de la région de localisation au sens de
[GK3] sont démontrées pour ce genre de modèles en adaptant une analyse multi-échelles
(MSA) appropriée au cas des opérateurs non ergodiques. Et dans le chapitre 2, nous nous
intéressons sur des opérateurs non nécessairement ergodiques.
Revenons maintenant sur les proprités de localisation précédemment évoquées. Outre
l'intérêt physique de vouloir contrôler l'évolution temporelle des paquets d'ondes, il s'avère
que la localisation dynamique (DL) ainsi que les propriétés (SULE ) et (SUDEC ) jouent
un rôle crucial dans l'étude mathématique de plusieurs phénomènes issus de la physique.
Nous citons notamment l'eﬀet de Hall quantique [H, Be], la formule de Mott [KLM] et
la validité de la formule de Kubo [BoGKS] ainsi que l'égalité des conductances de Hall
[EGS, Ta] et les régularisations de la conductance de bord [CG, CGH, EGS]. Ces propriétes
fournissent également des informations sur les statistiques des valeurs propres du modèle
d'Anderson, à savoir, la multiplicité ﬁnie [GK2, GK4], simplicité du spectre [KM], les
statistiques de Poisson [M, GKl1, GKl2], le comportement ergodique des valeurs propres
[Klo], statistiques des niveaux d'espacement [GKl1, GKl2].
Nous nous attardons dans ce travail sur l'eﬀet de Hall quantique (EHQ) qui est étroite-
ment lié à la notion de localisation. Illustrons ce phénomène découvert par E.H. Hall
[H]. L'expérience que ce dernier a entreprise, revient à prendre un conducteur très plat
soumis à un champ magnétique B constant et transversal au plan (Oxy) de cette sur-
face. Lorsqu'on applique un courant électrique constant
−→J dans la direction de x, les
électrons seront soumis à la force de Lorentz
−→FL ∼ −→J ∧ −→B dans la direction de y qui
est perpenduculaire au courant et au champ magnétique. Cette force aura pour eﬀet de
faire accumuler des particules chargées d'un côté de la feuille métallique. Cela crée une
diﬀérence de potentiel appelée champ électrique de Hall
−→EH . A l'équilibre, le système est
décrit par l'équation
Ne
−→E H +−→J ∧−→B = 0, (1.15)
où N est la densité des électrons et e est la charge élémentaire. La solution de (1.15) est
donnée par
−→J = σ −→EH où σ est le tenseur de conductivité dont les composantes diagonales
σ1,1 et σ2,2 sont nulles. Pour ce qui est des coeﬃcients hors diagonale, ils sont donnés par
σ1,2 = −σH et σ2,1 = σH où
σH = ν
e2
h
, (1.16)
est appelé la conductance de Hall. Le paramètre ν est le facteur de remplissage ν = ρh
eB
où ρ est la densité électrique de la plaque et h est la constante de Planck.
Cette expérience fut conduite par Dorda, Klitzing et Pepper [KDP] qui ont montré
que dès lors que la température est très basse, la conductance de Hall σH varie par palier
et que c'est un multiple entier de la constante universelle e
2
h
. Il s'agit de la découverte de
l'eﬀet Hall quantique entier (IQHE) qui a valu à Klitzing le prix Nobel de la physique en
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1985. Cette quantiﬁcation précise a fait de σH un étalon primaire pour les mesures de la
résistance électrique et a permis de redéﬁnir la constante de structure ﬁne.
La première tentative pour élucider l'apparition des plateaux a été proposée par Laugh-
lin [L] suivi de Halperin [H]. Ils ont soutenu que ce phénomène est une conséquence de
la localisation. En eﬀet, pour observer l 'eﬀet Hall quantique, la présence des impuretés
est impérative, comme le remarqua J. Bellisard [Be, BES]. Plus précisement, le désordre
aura pour conséquence d'élargir les niveaux de Landau en bandes au bord desquelles on
a de la localisation [BES, GKS1]. Le voisinage des niveaux de Landau correspond plutôt
à des états délocalisés [Ku, AG, AvSS] étant les seuls à pouvoir porter du courant.
Lorsque l'énergie de Fermi (potentiel chimique à température zero) prend des valeurs
dans les bords des bandes, la conductance demeure constante. Et dès qu'elle s'approche
des centres, on a des états diﬀusifs et la conductance fait donc un saut puis on retrouve
de nouveau une zone de localisation.
Halperin a par ailleurs démontré l'existence et la quantiﬁcation de courants de bord
dans les systèmes de Hall [H]. Plus précisement, les électrons rebondissent le long du bord
du système induisant ainsi un courant quantiﬁé à travers la conductance de bord σe. Et
il également établi un lien entre cette quantiﬁcation de bord et l'eﬀet Hall quantique en
indiquant que la conductance de bord et la conductance de Hall étaient a priori égales.
Cette propriété est au coeur de la seconde partie de cette thèse.
Pour procéder à une étude mathématique de ces quantiﬁcations, Bellisard et al. [Be,
BES] se sont intéressés à la conductance de Hall et au côté topologique que l'eﬀet Hall
quantique subsiste. Ceci relève de la géométrie non commutative. Pendant que [CG, CGH,
DGR1, KSB, KRSB2] se sont plutôt orientés vers la compréhension des courants de bord
et leur quantiﬁcation. Ces travaux développés en parallèle, ont mis au clair l'égalité des
conductances de Hall. Plus tard, Elgart, Graf et Schenker [EG, EGS] ont établi cette
égalité directement dans le cas discret. En eﬀet, [EG] ont commencé par examiner le cas où
l'énergie de Fermi se situe dans une lacune spectrale. Ensuite, [EGS] ont étendu le résultat
à une région de localisation. Soulignons que ce dernier cas nécessite une régularisation de
la conductance de bord. Ce qui est propre aux systèmes désordonnés.
Dans ce travail, nous considérons des perturbations aléatoires électriques et magné-
tiques du hamiltonien de Landau et nous déﬁnissons des opérateurs de bord associés
aux murs qu'on introduit. Le résultat principal est l'égalité des conductances de Hall et
de bord dans une zone de localisation. Ce qui nécessitera une régularisation de la con-
ductance de bord. En fait, la formulation mathématique de ces deux conductances fait
appel à des opérateurs à trace comme nous allons le voir en détail dans le chapitre 3. Les
régularisations restaurent la propriété de la classe trace qui pourrait être détruite lorsque
nous prenons en compte des énergies associées à des états localisés. Elles ont pour rôle
d'atténuer la contribution des états vivant loin du bord. Ce résultat est une extention de
[EGS] au cas continu et pour des murs magnétiques.
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Chapitre 2
Présentation des travaux de thèse : les
propriétés spectrales de la localisation
dynamique
Nous procédons à une classiﬁcation de critères de localisation dynamique et de pro-
priétés spectrales des fonctions propres, évoquée dans le chapitre précédent. Pour ce
faire, nous n'avons pas recours à un modèle spéciﬁque mais plutôt un opérateur H de
Schrödinger agissant sur un espace de Hilbert H. Nous considérons principalement les cas
particuliers de L2(Rd) ou ℓ2(Rd) mais notre analyse demeure la même dans un cadre plus
général. L'extension aux graphes sera aussi prise en considération.
2.1 Localisation dynamique
On considère un opérateur auto-adjoint H sur l'espace de Hilbert H = L2(Rd). On
écrit PE := χ{E}(H) pour le projecteur spectral de l'opérateur H sur une énergie E ∈ R.
On note σc(H) le spectre continu de H. On dira que le spectre de l'opérateur H est
purement ponctuel dans un intervalle I si et seulement si σc(H) ∩ I = ∅.
Pour décrire la dynamique du système donné parH et pour σ > 0 et ζ ∈]0, 1], on intro-
duit le moment (σ, ζ)-sous-exponentiel au temps t de l'évolution temporelle, initialement
localisée en espace près de u ∈ Zd et localisée en énergie par une fonction X ∈ Bb(I),
Mu(σ, ζ,X , t) :=
∥∥∥eσ2 |Xu|ζe−itHX (H)χu∥∥∥2
2
. (2.1.1)
On déﬁnit sa moyenne temporelle par
Mu(σ, ζ,X , T ) := 1
T
∫ T
0
Mu(σ, ζ,X , t)dt. (2.1.2)
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Le critère de localisation dynamique se traduit par la possibilité de borner ces moments
qui, en particulier, assurent la décroissance des noyaux de l'évolution temporelle.
Dans le théorème qui suit, nous généralisons le résultat principal de [T] et nous
établirons des propriétés équivalentes de la localisation dynamique. Nous traitons le cas
des opérateurs aléatoires dans la section 2.5.
Théorème 2.1.1. Soit I ⊂ σ(H) un ensemble compact. Alors les propriétés suivantes
sont équivalentes.
(i) Il existe σ > 0 et ζ ∈ (0, 1] tels que pour tout ǫ > 0 et X ∈ Bb(I), on a une constante
Cσ,ζ,ǫ,X <∞, tels que
lim inf
T→∞
sup
u∈Zd
e−ǫ|u|
ζMu(σ, ζ,X , T ) ≤ Cσ,ζ,ǫ,X . (2.1.3)
(ii) Il existe σ > 0 et ζ ∈ (0, 1] tels que pour tout ǫ > 0 et X ∈ Bb(I), on a une constante
Cσ,ζ,ǫ,X <∞, tels que pour tout u ∈ Zd,
sup
T
Mu(σ, ζ,X , T ) ≤ Cσ,ζ,ǫ,X eǫ|u|ζ . (2.1.4)
(iii) Il existe σ > 0 et ζ ∈ (0, 1] tels que pour tout ǫ > 0 et X ∈ Bb(I), on a une constante
Cσ,ζ,ǫ,X <∞, tels que pour tout u ∈ Zd,
sup
T
1
T
∫ ∞
0
e−t/TMu(σ, ζ,X , t)dt ≤ Cσ,ζ,ǫ,X eǫ|u|ζ . (2.1.5)
(iv) Il existe σ > 0 et ζ ∈ (0, 1] tels que pour tout ǫ > 0 et X ∈ Bb(I), on a une constante
Cσ,ζ,ǫ,X <∞, tels que pour tout u ∈ Zd,
sup
t
Mu(σ, ζ,X , t) ≤ Cσ,ζ,ǫ,X eǫ|u|ζ . (2.1.6)
(v) Il existe ζ ∈ (0, 1], σ > 0 tels que pour tout ǫ > 0 et tout X ∈ Bb(I), on a une
constante Cζ,σ,ǫ,X <∞, tels que
sup
t
∥∥χx e−itHX (H)χu∥∥2 ≤ Cζ,σ,ǫ,X eǫ|u|ζ e−σ|x−u|ζ , (2.1.7)
pour tout x, u ∈ Zd.
(vi) Le spectre de l'opérateur H est purement ponctuel dans I et il existe ζ ∈ (0, 1] et
σ > 0 tels que pour tout ǫ > 0 et toute fonction X ∈ Bb(I), on a une constante
Cζ,σ,ǫ,X <∞, tels que
sup
E
X (E)‖χxPEχu‖2 ≤ Cζ,σ,ǫ,X eǫ|u|
ζ
e−σ|x−u|
ζ
, (2.1.8)
pour tout x, u ∈ Zd.
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Si H satisfait une de ces propriétés, on dira que H possède la propriété de localisation
dynamique (sous-exponentielle) dans I et pour raccourcir, nous écrirons (DL) dans I.
Les critères (2.1.7) et (2.1.8) ont été introduits dans la littérature aux côtés de (SULE)
dans [DeRJLS2] et y ont été respectivement nommés (SUDL) (Semi-Uniform Dynamical
Localization) et (SULP) (Semi-Uniform Localized Projections).
La condition (2.1.3) est une forme faible de localisation dynamique qui entraîne la
présence de spectre purement ponctuel de l'opérateur H dans I, grâce au théorème de
RAGE [CFKS], comme nous le rappelons dans l'appendice (A).
Notons que le Théorème 2.1.1 nous démontre l'équivalence entre la localisation dy-
namique et la localisation dynamique en moyenne temporelle qui est à priori une forme
plus faible.
Remarque 2.1.1. Dans le cas où l'exposant ζ = 1, on parlera de la localisation dynamique
exponentielle.
En développant le moment Mu(σ, ζ,X , t) sous la forme
Mu(σ, ζ,X , t) = tr{χu eitHX (H) eσ|Xu|ζe−itHX (H)χu}
=
∑
x∈Zd
tr{χu eitHX (H) eσ|Xu|ζχx e−itHX (H)χu},
on constate qu'une majoration de la fonction eσ|y−u|
ζ
χx(y) permet d'avoir deux constantes
Cσ,ζ et C˜σ,ζ telles que d'une part nous avons
Mu(σ, ζ,X , t) ≤ Cσ,ζ
∑
x∈Zd
eσ|x−u|
ζ∥∥χx e−itHX (H)χu∥∥22,
et d'autre part,
Mu(σ, ζ,X , t) ≥ C˜σ,ζ
∑
x∈Zd
eσ|x−u|
ζ∥∥χx e−itHX (H)χu∥∥22.
Ce qui justiﬁe l'équivalence de (iv) et (v). De plus, les implications (iv) =⇒ (iii) =⇒
(ii) =⇒ (i) sont immédiates. Il est aussi aisé de voir que (v) =⇒ (vi) se déduit rapidement
de l'identité
PE = s− lim
T→∞
1
2T
∫ T
−T
eiEse−isHds. (2.1.9)
Mais, nous sommes plutôt intéressés par l'implication inverse qui constitue avec (i) =⇒
(vi) le coeur de notre démonstration. Nous cherchons à établir le lien entre les noyaux des
projecteurs spectraux et les moments sous-exponentiels en décomposant ces derniers sur
les espaces propres. On restreint le moment en moyenne temporelle (2.1.2) à un volume ﬁni,
en l'occurrence une boîte ΛL(u) de taille L, aﬁn de tirer parti de la bonne convergence en
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temps que la décomposition spectrale nous procure. Nous revenons ensuite à un volume
inﬁni et extrayons la décroissance (2.1.8). Pour ce qui est du point (vi) =⇒ (v), nous
faisons, une fois de plus, appel à une décomposition spectrale qui requiert une sommabilité
en énergie que l'on assure en sacriﬁant, en quelque sorte, un peu de décroissance spatiale.
Nous soulignons le fait que la géométrie sous-jacente de l'espace n'interfère que dans la
preuve l'implication (vi) =⇒ (v) où, justement, nous avons recours à un lemme fournissant
une majoration sur le nombre d'éléments qu'une boîte de taille L contient.
Remarque 2.1.2. Le Théorème 2.1.1 est encore valable si les propriétés sont plutôt déﬁnies
pour un certain ǫ ∈]0, σ[ au lieu de l'être pour tout ǫ > 0.
On pourrait aussi considérer des moments polynomiaux comme c'est parfois le cas.
Et dans ce cas, le Théorème 2.1.1 sera formulé avec une décroissance polynomiale dans
(2.1.7) et (2.1.8) et un facteur polynomial en u apparaît dans (2.1.3), (2.1.4), (2.1.5) et
(2.1.6).
Bien que nous ne faisons nulle hypothèse sur la nature du spectre, nous verrons dans
ce qui suit qu'une multiplicité ﬁnie donnera davantage de liens avec la décroissance des
fonctions propres.
2.2 Critères de localisation
2.2.1 SUDEC et SULE
Nous nous occupons maintenant des propriétés de décroissance des fonctions propres de
l'opérateur H et commençons tout d'abord par certaines notations. Soient I un intervalle
et E ⊂ I une collection non vide dénombrable de valeurs propres deH, dont la multiplicité
peut être inﬁnie. On pose
PE =
∑
E∈E
PE,
et on écrit HE = PEH et HE = PEH. Pour ν > d2 , on déﬁnit l'opérateur T sur H donné
par la multiplication par la fonction T (x) = 〈x〉ν pour x ∈ Rd, avec 〈x〉 :=√1 + |x|2. On
déﬁnit
αE := tr{T−1PET−1} = ‖T−1PE‖22 ≤ trPE. (2.2.1)
Pour un vecteur unitaire φ ∈ H, on désigne par Pφ le projecteur de rang un Pφ = |φ〉〈φ|
et on pose
αφ := tr{T−1Pφ T−1} = ‖T−1Pφ‖22 = ‖T−1φ‖2 ≤ 1. (2.2.2)
Si {φn}1≤n≤NE est une base orthonormale de HE telle que NE := trPE ≤ ∞ alors
NE∑
n=1
αφn = αE.
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Nous assumons, en outre, la condition de ﬁnitude suivante
αE :=
∑
E∈E
αE = tr{T−1PET−1} ≤ αI := tr{T−1PIT−1} <∞. (2.2.3)
Remarque 2.2.1. Si I est compact alors la condition (2.2.3) est remplie pour une large
variété d'opérateurs de Schrödinger [KKS, GK4].
Nous commençons par élaborer les propriétés de décroissance pour une base orthonor-
male de vecteurs propres.
Théorème 2.2.1. Soit GE = {φn}n une base orthonormale de HE et supposons (2.2.3).
Alors les propriétés suivantes sont équivalentes.
(i) Décroissance sommable et uniforme des corrélations des fonctions propres (SUDEC)
dans GE : il existe σ > 0 et ζ ∈]0, 1] tels que pour tout ǫ > 0 et φn ∈ GE et tout x, u ∈ Zd,
on a
‖χxPφnχu‖2 = ‖χxφn‖ ‖χuφn‖ ≤ Cζ,σ,ǫ αφn eǫ|u|
ζ
e−σ|x−u|
ζ
. (2.2.4)
(i') Il existe σ > 0 et ζ ∈]0, 1] tels que pour tout ǫ > 0 et φn ∈ GE et tout x, u ∈ Zd, on a
‖χxφn‖ ‖χuφn‖ ≤ Cζ,σ,ǫ eǫ|u|ζe−σ|x−u|ζ . (2.2.5)
(ii) Fontions propres semi-uniformément localisées (SULE) dans GE : il existe σ > 0 et
ζ ∈]0, 1] tels que pour tout φn ∈ GE on ait xφn ∈ Zd tel que pour tout ǫ > 0 et x ∈ Zd, on
a
‖χxφn‖ ≤ Cζ,σ,ǫ eǫ|xφn |
ζ
e−σ|x−xφn |
ζ
. (2.2.6)
(ii') Il existe σ > 0 et ζ ∈]0, 1] tels que pour tout φn ∈ GE on ait xφn ∈ Zd tel que pour
tout ǫ > 0 et x ∈ Zd, on a
‖χxφn‖ ≤ Cζ,σ,ǫ√αφn eǫ|xφn |
ζ
e−σ|x−xφn |
ζ
. (2.2.7)
De plus, il résulte de (ii) que l'on peut ordonner les centres de localisation xφn de sorte
que |xφn | ≥ Cn1/2ν.
Comme nous l'avons indiqué auparavent, la propriété (SULE) (2.2.6) a été introduite
par [DeRJLS2], alors que (SUDEC) l'a été par [G] et developpée par la suite dans [GK2].
Nous avons choisi de mentionner (i′) pour l'aspect naturel que (2.2.5) pourrait évoquer au
lecteur et sa proximité avec (2.2.6). Ce n'est pas pour autant qu'elle implique facilement la
localisation dynamique comme c'est le cas pour (i). L'utilisation de (i′) nécessite davantage
d'analyse.
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Remarque 2.2.2. Si (2.2.4) et (2.2.6) sont respectivement remplacés par
‖χxφn‖ ‖χuφn‖ ≤ Cζ′,ζ,σ,ǫ αφn eǫ|u|
ζ′
e−σ|x−u|
ζ
, (2.2.8)
et
‖χxφn‖ ≤ Cζ′,ζ,σ,ǫ eǫ|xφn |
ζ′
e−σ|x−xφn |
ζ
, (2.2.9)
avec ζ ′ > ζ, alors nous perdons l'équivalence revendiquée dans le Théorème 2.1.1 en raison
de l'absence de la quantité αφn dans (2.2.9). Néanmoins, (SUDEC) est pour sa part assez
fort pour entraîner la localisation dynamique. En réalité, cette situation n'est pas aussi
exotique qu'on pourrait le croire car c'est exactement ce qui se passe pour des opérateurs
de Schrödinger aléatoires avec une mesure singulière, y compris celle de Bernoulli [GK4].
Notre démonstration s'appuie essentiellement sur un théorème technique qui nous
permet de relier (SULE) et (SUDEC). Nous nous inspirons des travaux de [DeRJLS2, G].
2.2.2 Des versions fortes de SUDEC et SULE
Jusqu'à présent, la multiplicité des valeurs propres pouvait être arbitraire. Mais nous
allons maintenant introduire une troisième classe de propriétés qui correspond à une ver-
sion plus forte de (SUDEC) et (SULE) citées dans le Théorème 2.1.1 et qui va contraindre
la multiplicité à être ﬁnie.
Théorème 2.2.2. Supposons (2.2.3). Soit E ∈ E donnée et soit GE = {φn}n une base
orthonomale de HE. Alors les propriétés suivantes sont équivalentes.
(i) Il existe σ > 0 et ζ ∈]0, 1] tels que pour tout ǫ > 0 et φn, φm ∈ GE et pour tout
x, u ∈ Zd, on a
‖χxφn‖ ‖χuφm‖ ≤ Cζ,σ,ǫ√αφnαφm eǫ|u|
ζ
e−σ|x−u|
ζ
. (2.2.10)
(ii) Il existe σ > 0 et ζ ∈]0, 1] tels que pour tout ǫ > 0 et φ ∈ Span GE et pour tout
x, u ∈ Zd, on a
‖χxφ‖ ‖χuφ‖ ≤ Cζ,σ,ǫ αφ eǫ|u|ζe−σ|x−u|ζ . (2.2.11)
(iii) Il existe σ > 0 et ζ ∈]0, 1] tels que pour tout ǫ > 0 et φ, ψ ∈ Span GE et pour tout
x, u ∈ Zd, on a
‖χxφ‖ ‖χuψ‖ ≤ Cζ,σ,ǫ√αφ αψ eǫ|u|ζe−σ|x−u|ζ . (2.2.12)
(iv) Il existe σ > 0 et ζ ∈]0, 1] tels que pour tout ǫ > 0 et tout x, u ∈ Zd, on a
‖χxPE‖2‖χuPE‖2 ≤ Cζ,σ,ǫ αE eǫ|u|
ζ
e−σ|x−u|
ζ
. (2.2.13)
(iv') Les propriétés (i), (ii), (iii) ou (iv) sont vériﬁées avec α• = 1 pour • = φ, ψ des
vecteurs normalisés ou • = E, comme dans (2.2.5).
(v) Il existe un centre de localisation commun xE pour tous les φn ∈ GE tel qu'il existe
σ > 0 et ζ ∈]0, 1] de telle sorte que pour tout ǫ > 0 et x ∈ Zd, on a
‖χxφn‖ ≤ Cζ,σ,ǫ eǫ|xE |ζe−σ|x−xE |ζ . (2.2.14)
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(vi) Il existe un centre de localisation commun xE pour tous les φ ∈ Span GE tel qu'il
existe σ > 0 et ζ ∈]0, 1] de telle sorte que pour tout ǫ > 0 et x ∈ Zd, on a
‖χxφ‖ ≤ Cζ,σ,ǫ eǫ|xE |ζe−σ|x−xE |ζ . (2.2.15)
(vii) Il existe xE ∈ Zd et σ > 0, ζ ∈ (0, 1] tels que pour tout ǫ > 0 et x ∈ Zd, on a
‖χxPE‖2 ≤ Cζ,σ,ǫ eǫ|xE |
ζ
e−σ|x−xE |
ζ
. (2.2.16)
(vii') Les propriétés (v), (vi) ou (vii) sont vériﬁées avec un facteur supplémentaire
√
αφn
dans la partie droite de (2.2.14) et
√
αE dans celles de (2.2.15) et (2.2.16).
On désignera par (SUDEC+) l'une des propriétés (i), (ii), (iii), (iv), (iv′) et par
(SULE+) l'une des propriétés (v), (vi), (vii), (vii′).
De plus, si une de ces propriétés ci-dessus est vériﬁée alors les valeurs propres ont une
multiplicité ﬁnie avce la borne
trPE ≤ Cζ,σ αE〈xE〉2ν , (2.2.17)
et
N˜L := #{E ∈ E ; |xE| ≤ L} ≤ Cζ,σ αEL2ν pour tout L ≥ 1, (2.2.18)
où xE est comme dans (vii).
L'analyse multi-échelle (MSA) développée par Germinet et Klein pour étudier la local-
isation pour des opérateurs de Schrödinger aléatoires, fournit les formes fortes (SULE+)
et (SUDEC+), [GK1, GK2].
L'existence d'un centre commun de localisation n'est pas anodin. C'est une con-
séquence forte de ce nous avons dénommé (SULE+) et (SUDEC+).
Proposition 2.2.3. Supposons (2.2.11). Alors pour tout δ > 0, il existe une constante
Cδ telle que pour tout φ, ψ ∈ Ran PE et tout E ∈ E, les centres de localisation xφ, xψ
satisfont
|xφ − xψ| ≤ δ|xφ|+ Cδ. (2.2.19)
Remarque 2.2.4. Dans le cas où nous avons (2.2.14) avec ǫ = 0, on déduit par la Proposi-
tion 2.2.3 que la multiplicité est uniformément ﬁnie, quitte à prendre δ = 0 dans (2.2.19).
2.3 Relation entre les trois classes de propriétés
On se pose maintenant la question du lien entre ces propriétés de décroissance avec
celles de localisation dynamique citées dans le Théorème 2.1.1. Nous commençons par
noter que
‖χxPEχy‖2 ≤ ‖χxPE‖2‖χyPE‖2,
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de telle sorte que (2.2.13) implique (2.1.8). On pourrait donc se demander si une décrois-
sance rapide de ‖χxPEχy‖2 est en fait équivalente à celle de ‖χxPE‖2‖χyPE‖2. Cette
question a d'ailleurs été soulevée dans [DeRJLS2], où les auteurs ont prouvé l'équivalence
dans le cas discet ℓ2(Zd) et pour une multiplicité égale à un (trPE = 1). Dans le même
registre, les auteurs de [EGS] ont construit une base de HE possédant une propriété de
type (SUDEC) dans la mesure où trPE <∞ et |〈δy, PE δx〉| ≤ Cǫeǫ(|x|+|y|)e−σ|x−y|.
Nous cherchons à résumer les relations entre les trois catégories de propriétés décrites
respectivement dans le Théorème 2.1.1, le Théorème 2.2.1 ainsi que dans le Thoérème 2.2.2.
Nous répondons en particulier à la question de [DeRJLS2] portant sur l'équivalence entre
(DL) et (SULE) et le rôle joué par la multiplicité. Et nous rappelons que Del Rio et al.
traitaient seulement le cas d'un spectre simple [DeRJLS2].
Rappelons que les critères (SULE)/(SUDEC) caractérisent une famille de vecteurs
propres alors que la notion de localisation dynamique concerne des énergies. Pour plus de
commodité, nous adoptons la déﬁnition suivante.
Déﬁnition 2.3.1. On dit que l'opérateur H vériﬁe la propriété (SUDEC)/(SULE) dans
un intervalle I si le spectre deH dans I est purement ponctuel et vériﬁe (SUDEC)/(SULE)
pour l'ensemble E = σ(H) ∩ I.
On considère la même déﬁnition pour (SUDEC+)/(SULE+) dans I.
Théorème 2.3.1. Soit I un intervalle tel qu'on a (2.2.3). Alors
(i) On a
(SUDEC+)/(SULE+) dans I =⇒ (SUDEC)/(SULE) dans I =⇒ (DL) dans I. (2.3.1)
(ii) Si on suppose que trPE <∞ pour tout E ∈ I, on a
(SUDEC)/(SULE) dans I ⇐⇒ (DL) dans I. (2.3.2)
(iii) Il existe des opérateurs de Schrödinger
• ayant des valeurs propres inﬁniment dégénérées et qui vériﬁent (DL) mais pas
(SULE)/(SUDEC).
• avec (SULE)/(SUDEC) mais pas (SULE+)/(SUDEC+), dès que les valeurs propres
ne sont pas simples.
En fait, (SULE+)/(SUDEC+) fournit de sucroît une condition forte sur la répartition
spatiale des centres de localisation que nous précisons à travers (2.2.19) dans la Propo-
sition 2.2.3. Mais, il n'y a aucune raison pour qu'une condition si rigide sur les centres
soient généralement vériﬁées puisque des fonctions propres associées à une valeur propre
donnée peuvent vivre éloignées les unes des autres. Cependant, il est facile de voir que
(SULE)/(SUDEC) et (2.2.19) entraînent ensemble (SULE+)/(SUDEC+).
Remarque 2.3.2. Bien évidement, si la multiplicité est simple alors (SULE)/(SUDEC) et
(SULE+)/(SUDEC+) sont identiques.
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2.4 Application aux graphes
Comme nous l'avons précédement mentionné, ces résultats demeurent valables si nous
nous plaçons dans un cadre de géométrie plus général. Pour ce faire, nous considérons
un espace de Hilbert séparable H abstrait, muni d'une base {en}n∈N qu'on suppose or-
thonormale. Utilisant les notations antérieures, on déﬁnit le moment sous-exponentiel de
paramètres σ and ζ
Meu(σ, ζ,X , t) :=
∑
n≥0
eσn
ζ |〈e−itHX (H)eu, en〉H|2, (2.4.1)
où eu ∈ H est un état initial et où 〈., .〉H désigne le produit scalaire sur H. Notons que la
quantité (2.4.1) correspond à (2.1.1) où on a remplacé χu par Πeu , la projection de rang
un sur l'état eu. Et dans ce contexte, le Théorème 2.1.1 subsiste. En eﬀet, pour L > 0 et
u ∈ N, on déﬁnit la boule
BL(eu) := {en, |n− u| ≤ L},
et on note que son cardinal #BL(eu) ≤ 2L + 1 est en fait uniformément borné en u, de
sorte que le Lemme 4.1.3 est vériﬁé avec d = 1 dans l'équation (4.1.12), qui est le seul
endroit dans la preuve faisant intervenir la géométrie.
Toutefois, on perd la signiﬁcation physique des moments et de la localisation dy-
namique. De ce point de vue, il est donc plus intéressant d'examiner le cas des graphes
en tant que généralisation du réseau Zd.
Soit G un graphe de sommets v ∈ V et prenons H = ℓ2(V). On considère la base
canonique de ℓ2(V) donnée par {δv}v∈V et on dispose d'une notion naturelle de distance
d sur V déﬁnie par
d(u, v) = inf
p : u∼v
#{p(u, v)},
où p(u, v) représente un chemin du graphe G joignant u et v, et u ∼ v signiﬁe que les
sommets u et v sont reliés. Dans le cas où G est un arbre, il n'y aurait qu'un seul chemin
mais il se peut que G contienne des boucles. On déﬁnit maintenant la sphère
SL(u) = {v ∈ V; d(u, v) = L},
de centre u ∈ G et de rayon L et on note NL(u) = #SL(u).
Théorème 2.4.1. On suppose qu'il existe β ∈ [0, 1[ tel que
sup
u
NL(u) ≤ eLβ . (2.4.2)
Alors nous avons le Théorème 2.1.1 pour ζ > β.
Ainsi, le résultat s'applique aux graphes pourvu qu'ils aient une croissance modérée.
Pour illustrer ceci et à titre d'exemple, les arbres à racines considérés dans [Br], répondent
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bien à la condition de croissance (2.4.2). Et la localisation dynamique est bien établie pour
les opérateurs de Schrödinger aléatoires déﬁnis sur de genre d'arbres [Br]. L'idée consiste
à considérer des arbres étirés, ce qui leur confère des propriétés quasi-unidimentionnelle.
On pourra aussi consulter [Tau].
Nous nous tournons maintenant vers les propriétés de type (SUDEC) et (SULE). La
géométrie se manifeste à travers la condition
αH,E,α =
∑
u∈G
〈δu, T−1α PET−1α δu〉 <∞, (2.4.3)
où Tα est dans ce cas l'opérateur de multiplication par e
|u|α pour α < ζ ﬁxé. Il traduit
la croissance sous-exponentielle du volume (2.4.2) et remplace l'opérateur T qui était la
multiplication par 〈x〉ν .
Théorème 2.4.2. Supposons que les conditions (2.4.2) et (2.4.3) sont vériﬁées pour β ∈
[0, 1[ et α ∈]0, 1[ tels que β < α < ζ. Alors nous avons les Théorème 2.2.1, Théorème 2.2.2
et Théorème 2.3.1.
2.5 Localisation dynamique pour des opérateurs ergodiques
On étend les résultats de la section 2.1 au cas des hamiltonians aléatoire. Plus pré-
cisement, nous considérons un opérateur Hω, Z
d-ergodique operator avec ω = (ωγ)γ des
variables aléatoires. On adapte les même notations et les quantités précédement employées.
On consider le moment aléatoire (σ, ζ)-sous-exponentiel
Mω(σ, ζ,X , t) :=
∥∥∥eσ2 |X|ζe−itHωX (Hω)χ0∥∥∥2
2
(2.5.1)
et sa moyenne temporelle en espérance
Mω(σ, ζ,X , T ) := 1
T
∫ T
0
Mω(σ, ζ,X , t)dt. (2.5.2)
Nous établissons une version similaire en espérance du Théorème 2.1.1.
Théorème 2.5.1. Soit I ⊂ σ(H) un ensemble compact. Alors les propriétés suivantes
sont équivalentes.
(i) Il existe σ > 0, ζ ∈ (0, 1] tels que pour tout ǫ > 0 et X ∈ Bb(I), on a une constante
Cσ,ζ,ǫ,X <∞, tels que
lim inf
T→∞
E{Mω(σ, ζ,X , T )} ≤ Cσ,ζ,ǫ,X . (2.5.3)
(ii) Il existe σ > 0, ζ ∈ (0, 1] tels que pour toute X ∈ Bb(I), on a
sup
T
E{Mω(σ, ζ,X , T )} <∞. (2.5.4)
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(iii) Il existe σ > 0, ζ ∈ (0, 1] tels que pour toute X ∈ Bb(I), on a
sup
T
E
(
1
T
∫ ∞
0
e−t/TMu,ω(σ, ζ,X , t)}dt
)
<∞. (2.5.5)
(iv) Il existe σ > 0, ζ ∈ (0, 1] tels que pour toute X ∈ Bb(I),
E(sup
t
Mω(σ, ζ,X , t)) <∞. (2.5.6)
(v) Il existe ζ ∈ (0, 1], σ > 0 tels que pour toute X ∈ Bb(I), on a une constante Cζ,σ,X <
∞, tels que pour tout x ∈ Zd,
E(sup
t
∥∥χx e−itHX (H)χ0∥∥2) ≤ Cζ,σ,X e−σ|x|ζ . (2.5.7)
(vi) Le spectre de l'opérateur H est purement ponctuel dans I et il existe ζ ∈ (0, 1], σ > 0
tels que pour toute X ∈ Bb(I), on a constant Cζ,σ,ǫ,X < ∞, de sorte que pour tout
x ∈ Zd,
E(sup
k
X (Ek,ω)‖χxPk,ωχ0‖2) ≤ Cζ,σ,X e−σ|x|
ζ
. (2.5.8)
Si H satisfait une de ces propriétés, on dira que H possède la propriété de localisation
dynamique forte dans I.
Soulignons que l'ergodicité nous permet de restreindre l'étude de la dynamique près
de l'origine en prenant u = 0 dans les moments.
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Chapitre 3
Présentation des travaux de thèse : la
correspondance des conductances de
Hall
La seconde partie de cette thèse est dédiée à l'étude des conductances de Hall pour
des opérateurs de Schrödinger magnétiques aléatoires qui satisfont aux propriétés de lo-
calisation décrites dans le chapitre 2.
Pour étudier la conductivité électrique de tels systèmes, nous disposons de deux points
de vue. Si la conductance de Hall est appropriée à une vision globale du système étudié,
une analyse près du bord met en évidence l'existence de courants de bord et leur quantiﬁ-
cation par la conductance de bord. Dans ce travail, nous cherchons à réconcilier ces deux
approches en montrant que ces conductances coïncident et sont égales. Plus précisement,
pour simuler le désordre dans le système, nous considérons des perturbations aléatoires
du hamiltonien de Landau. Nous les prenons de nature électrique aussi bien que magné-
tique. On ajoute ensuite un mur conﬁnant, ce qui, du point de vue classique, revient à
restreindre le hamiltonien à un demi-plan. On le positionne avec l'aide d'un paramètre
qu'on fait tendre vers l'inﬁni, ce qui reviendra à envoyer le mure à l'inﬁni. Soulignons que
l'on considéra dans ce travail des modèles purement électriques et purement magnétiques
(mur et perturbation aléatoire). Néanmoins, nous pouvons considérer des variantes avec
un opérateur aléatoire électrique et un mur magnétique et vice-versa.
3.1 Modèles de Landau aléatoires
On déﬁnit le hamiltonien de Landau
HB = (−i∇−A0)2 avec A0(x1, x2) = B
2
(−x2, x1) (3.1.1)
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où A0 est le potentiel vecteur générant un champ magnétique de force constante B > 0.
On considère des perturbations électrique V et magnétique A de HB et on note
HB(A, V ) := (−i∇−A0 − A)2 + V.
Rappelons les conditions de Leinfelder-Simader (LS) pour un opérateur de la forme
H(A, V ) := (−i∇− A)2 + V. (3.1.2)
On dit que le potentiel magnétique A et le potentiel électrique V satisfont les conditions
de Leinfelder-Simader si
1. A ∈ L2loc(R2,R2) avec divA ∈ L2loc(R2,R).
2. V (x) = V+(x)−V−(x) où V± ≥ 0, V± ∈ L2loc(R2,R) et V− est relativement borné par
rapport à −∆ avec une borne relative < 1 telle qu'ils existent 0 ≤ α < 1 et β ≥ 0
de sorte que pour tout ψ ∈ D(∆) on ait
‖V−ψ‖ ≤ α ‖∆ψ‖+ β ‖ψ‖ .
Sous ces conditions, l'opérateur H(A, V ) déﬁni dans (3.1.2) est essentiellement auto-
adjoint sur C∞c (R2) [LS].
Dans ce travail, nous nous intéressons à des perturbations aléatoires de HB de nature
électriques aussi bien que magnétiques. Nous commençons par considérer le hamiltonien
de Landau aléatoire avec potentiel électrique
HEω = HB + Vω sur L
2(R2), (3.1.3)
avec Vω une perturbation électrique de type Anderson
Vω =
∑
γ∈Z2
ωγu(.− γ),
où ω = (ωγ)γ∈Z2 est une famille de variables aléatoires indépendantes et identiquement
distribuées (iid) et le potentiel à site simple u est une fonction positive mesurable et bornée
de R2 à support compact tels que −M1 ≤ Vω ≤ M2 et où 0 ≤ M1,M2 <∞. On suppose
que la famille (ωγ)γ a une distribution de probabilité non dégénérée µ de densité ρ bornée.
On note par (Ω,P) l'espace de probabilité sous-jacent et par E l'espérance associée.
En utilisant les translations magnétiques Uα déﬁnies par
(Uαψ)(x) = e
−iB
2
α∧xψ(x− α) pour α ∈ R2, (3.1.4)
avec α ∧ x = α1x2 − α2x1, on peut voir que Hω est un opérateur Z2-ergodique et essen-
tiellement auto-adjoint sur C∞c (R2). Ainsi, il résulte par [CL] qu'il existe un sous-ensemble
ΣE ⊂ R tel que
σ(HEω) = ΣE p.t ω ∈ Ω. (3.1.5)
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Le spectre du Landau libre HB dans (3.1.1) consiste en une suite de valeurs propres
inﬁniment dégénérées, appelées les niveaux de Landau et données par
Bn = (2n− 1)B, n = 1, 2, . . . (3.1.6)
avec la convention B0 = −∞. Et nous avons
ΣE ⊂
⋃
n≥1
[Bn −M1, Bn +M2], (3.1.7)
et il n'y a pas de chevauchement dès que la condition de gap ouvert M1 +M2 < 2B est
remplie.
On considère également des perturbations magnétiques de HB. Soit Aω un potentiel
vecteur aléatoire de la forme
Aω =
∑
γ∈Z2
ωγu(.− γ),
qui satisfait les conditions de Leinfelder-Simader [LS] presque sûrement. Les fonctions
site simple u = (u1, u2) ∈ C1(R2,R2) sont à support compact et les variables aléatoires
ω = (ωγ)γ∈Z2 sont indépendantes et identiquement distribuées (iid). On désignera encore
l'espace de probabilité par (Ω,P).
On déﬁnit l'opérateur magnétique aléatoire
HMω = (−i∇−A0 −Aω)2 sur L2(R2), (3.1.8)
qui est essentiellement auto-adjoint sur C∞c (R2). A l'instar de (3.1.5), il existe un ensemble
ΣM ⊂ R tel que
σ(HMω ) = ΣM p.t ω ∈ Ω. (3.1.9)
Le spectre ΣM est contenu dans une union d'intervalles [DGR1, Lemma 4.4]
ΣM ⊂
⋃
n≥1
Jn (3.1.10)
tel que Bn ∈ Jn(B) = [αn(B), βn(B)].
Les opérateurs HEω et H
M
ω sont bornés inférieurement presque sûrement. En prenant
• = E,M, il existe Θ• ≥ 1 [BoGKS] tel que
H•ω +Θ• ≥ 1, P− p.p. (3.1.11)
Pour alléger les notations et comme notre analyse demeure pratiquement la même pour
les deux modèles, nous allons en général omettre la mention E et M et écrire directement
Hω pour désigner H
E
ω et H
M
ω . Toutefois, nous préciserons le cas que nous traitons lorsque
nécessaire.
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3.1.1 Localisation
Pourm > 0 et ζ ∈]0, 1] donnés, on introduit le moment aléatoire (m, ζ)-sous-exponentiel
au temps t de l'évolution temporelle, initialement localisée en espace autour de l'origine
et localisée en énergie par la fonction X ∈ C∞c,+(I),
Mω(m, ζ,X , t) :=
∥∥∥em2 |X|ζe−itHωX (Hω)χ0∥∥∥2
2
. (3.1.12)
On déﬁnit sa moyenne temporelle en espérance par
M(m, ζ,X , T ) := 1
T
∫ ∞
0
e−t/T E{Mω(m, ζ,X , t)} dt. (3.1.13)
Notons que ces quantité (3.1.12) et (3.1.13) ne sont pas les mêmes que (2.1.1) et (2.1.2)
même si notre notation est similaire.
Pour une énergie E ∈ R, on considère le projecteur de Fermi P (E)ω = χ(−∞,E](Hω), qui
est la projection spectrale de Hω sur les énergies en-dessous de E.
Déﬁnition 3.1.1.
(Loc) On dit que Hω a la propriété de localisation dans un intervalle ouvert I s'il existe
m > 0, ζ ∈]0, 1] tels que pour tout X ∈ C∞c,+(I), on ait
sup
T
M(m, ζ,X , T ) <∞. (3.1.14)
On note Σloc la région de localisation dynamique
Σloc := {E ∈ R : Hω vériﬁe (3.1.14) dans un voisinage de E}. (3.1.15)
(DFP) Le projecteur de Fermi P
(E)
ω décroit sous-exponentiellement si l'énergie de Fermi
E ∈ Σloc et s'il existe m > 0, ζ ∈]0, 1] tels qu'on a
E
{∥∥χxP (E)ω χy∥∥22
}
≤ Cm,ζ,B,E e−m|x−y|ζ pour tout x, y ∈ Z2, (3.1.16)
où la constante Cm,ζ,B,E est localement bornée en E. En conséquence, nous avons
que pour tout ǫ > 0 ∥∥χxP (E)ω χy∥∥2 ≤ Cω,m,ζ,ǫ,B,E eǫ|x|ζe−m|x−y|ζ , (3.1.17)
P− p.p et pour tout x, y ∈ Z2.
L'existence de la région de localisation (3.1.15) a été prouvée dans [CH, W, GK3]
pour les modèles électriques. Elle correspond à la région de validité de l'analyse multi-
échelles (MSA), [GK1, GK2]. Pour ce qui des modèles magnétiques, ils ont été traité dans
[DGR2, GhHK].
Les propriétés (DFP) et (3.1.17) jouent un rôle important dans la déﬁnition et l'étude
de la conductance de Hall.
28
3.2. Modèles avec mur
3.1.2 Conductance de Hall
On considère la fonction lisse Λ(s) = χ(∞,− 1
2
](s) qui vaut 1 pour s ≤ −12 et 0 pour
s ≥ 1 et telle que suppΛ′ ⊂] − 1
2
, 1
2
[. On note par Λj l'opérateur de multiplication par la
fonction Λj(x) = Λ(xj) pour j = 1, 2.
Déﬁnition 3.1.2. La conductance de Hall associée à l'énergie de Fermi E est déﬁnie par
σHall(B, ω,E) := −i tr
[
P (E)ω Λ2P
(E)
ω , P
(E)
ω Λ1P
(E)
ω
]
. (3.1.18)
Soulignons que cette formule provient de la théorie de la réponse linéaire. Compte tenu
de (3.1.16), elle est bien déﬁnie dans la région Σloc, [GKS1]. De plus, l'ergodicité assure
que c'est une quantité non aléatoire telle que P− p.p
σHall(B,E) := E {σHall(B, ω,E)} = σHall(B, ω,E). (3.1.19)
Notons que les opérateurs P
(E)
ω Λ2P
(E)
ω et P
(E)
ω Λ1P
(E)
ω dans (3.1.18) ne sont pas séparé-
ment de classe trace autrement leur commutateur serait égal à zéro.
Par ailleurs, il est dorénavant connu que la conductance de Hall σHall(B,E) est con-
stante dans la zone de localisation Σloc, [BES, AG, GKS1, GKS2]. Ce qui justiﬁe justement
l'apparition des plateaux de l'EHQ puisque les états localisés ne peuvent pas transporter
de courant, empêchant par conséquent les particules de se déplacer librement à travers le
milieu.
Remark 3.1.3. Remarquons qu'on pourrait aussi déﬁnir (3.1.18) par
−i tr{P (E)ω
[[
P (E)ω ,Λ2
]
,
[
P (E)ω ,Λ1
]]}. (3.1.20)
L'opérateur
[
P
(E)
ω ,Λ2
] [
P
(E)
ω ,Λ1
]
dans (3.1.20) est moralement concentré près de l'orig-
ine. Une autre forme se joint à (3.1.20) pour déﬁnir la conductance de Hall. Elle est
donnée par
−i tr{χ0 P (E)ω
[[
P (E)ω , X2
]
,
[
P (E)ω , X1
]]
χ0}, (3.1.21)
où Xi est l'opérateur de multiplication par la coordonnée xi pour i = 1, 2.
3.2 Modèles avec mur
Nous sommes intéressés dans cette étude par les murs conﬁnants de nature magnétique
ou électrique.
29
Chapitre 3. Présentation des travaux de thèse - Partie 2
3.2.1 Mur électrique
Soit U ∈ C∞(R2) une fonction décroissante invariante dans la direction de x2 telle que
{
lim
x1→−∞
U(x1) = U− <∞
U(x1) = 0 pour x1 ≥ 0.
(3.2.1)
On prend la limite U− assez grande par rapport à la zone d'énergie dans laquelle on
travaille. L'opérateur de bord Electrique est
HEω,a = HB + Ua + Vω, (3.2.2)
où a > 0 et Ua est la multiplication par la fonction Ua(x1) = U(x1 + a) qui permet de
translater le mur. C'est un mur souple conﬁnant tel que la particule demeure emprisonnée
et conﬁnée dans la partie droite du plan, dès lors que l'énergie des particules est suﬃsement
basse.
3.2.2 Mur magnétique
Soit A = (A1,A2) un potentiel vecteur générant le champ magnétique B : R2 → R,
∇∧A(x) = B(x), pour x = (x1, x2) ∈ R2, (3.2.3)
où B est une fonction lisse décroissante et x2-invariante telle que
{
lim
x1→−∞
B(x1) = B− <∞
B(x1) = 0 pour x1 ≥ 0.
(3.2.4)
A l'instar du mur électrique, nous translatons le mur avec un paramètre a > 0,
∂A2
∂x1
(x1 + a, x2)− ∂A1
∂x2
(x1 + a, x2) = B(x1 + a) := Ba(x1). (3.2.5)
Dans ce cas, l'opérateur de bord Magnétique est
HMω,a = (−i∇−A0 −Aa −Aω)2. (3.2.6)
Signalons qu'avec AIwa = A0+Aa, on obtient le champ magnétique communément appelé
d'Iwatsuka [I] aux limites en ±∞, B +B− et B [CFKS, DGR1, E].
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Le dessin ci-contre illustre la posi-
tion du mur.
Par Hω,a, nous entendons H
E
ω,a et H
M
ω,a. Notons que les opérateurs de bord Hω,a con-
vergent vers Hω au sens de convergence forte des résolvantes. C'est ce que nous montrons
dans la section B.2 de l'appendice B.
Remark 3.2.1. Pour justiﬁer cette convergence, on considère les opérateurs
ΓMω,a = H
M
ω,a −HMω = −2Aa.(−i∇−A0 −Aω) + i divAa + |Aa|2, (3.2.7)
et
ΓEω,a = H
E
ω,a −HEω = 2iA0.∇+ |A0|2. (3.2.8)
Utilisant le fait que l'opérateur Rω,aΓω,a est uniformément borné en a et par densité des
fonctions à support compact dans H, il suﬃt de montrer cette convergence forte dans
C∞0 (R2). Cela revient à consider une fonction test φ ∈ C∞0 (R2) telle que suppφ vit assez
loin du mur de sorte que suppφ ∩ suppBa = ∅, conformément au Lemme B.2.1.
En raison de l'invariance de jauge pour les opérateurs magnétiques, on choisira une
transformation appropriée qui permet de simpliﬁer l'étude spectrale des opérateurs de la
forme (−i∇−A)2. Prenons la jauge de Landau où
A = (0,A2) et A2 = β(x1) :=
∫ x1
0
B(s)ds. (3.2.9)
La transformée de Fourier partielle par rapport à la variable x2 nous permet d'expliciter
l'écriture de H(A)
H(A) = − ∂
2
∂x1
2 + (−i
∂
∂x2
− β(x1))2. (3.2.10)
L'opérateur H(A, V ) est donc unitairement équivalent à
h(k) := − d
2
dx1
2 + (k − β(x1))2, pour k ∈ R (3.2.11)
dont le spectre est discret [E]. Par ailleurs, l'invariance dans la direction de x2 permet de
tirer proﬁt d'une transformée de Fourier partielle.
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Dans ce travail, nous considérons des modéles purement électriques et purement mag-
nétiques. Néanmoins, nous pouvons combiner un potentiel électrique aléatoire avec un
mur magnétique et vice versa, et reproduire la même analyse.
3.2.3 Conductance de bord
On commence par déﬁnir les fonctions de Heaviside régulières.
Déﬁnition 3.2.2. Soit g : R→ [0, 1] une fonction lisse et décroissante. On dit que g est
une fonction de Heaviside régulière si sa dérivée possède un support compact telle que
g(x) = 1 pour x ≤ inf supp g′ et g(x) = 0 pour x ≥ sup supp g′.
Lorsque supp g′ ⊂ I, on dira que g est une fonction de Heaviside régulière de I.
Nous déﬁnissons ensuite la conductance de bord générée près du mur positionné en −a
et pour une fenêtre spectrale I se situant dans la région de localisation du hamiltonien
sans mur Hω. Signalons que la conductance de bord est habituellement déﬁnie par
−i tr g′(Hω,a) [Hω,a,Λ2] , (3.2.12)
lorsque l'intervalle I se situe dans une lacune spectrale de Hω. Cependant pour un intérêt
physique, il est plus approprié de considérer le cas où I contient des énérgies associées à
des états localisés, c-à-d I ∩ Σloc 6= ∅. Si on coupe avec un mur, les états ayant de telles
énergies peuvent générer des courants supplémentaires que nous devons annuler. Pour
ce faire, nous avons recours à une régularisation aﬁn que (3.2.12) soit bien déﬁnie. Des
régularisations ont été parallèlement proposées dans [CG, CGH] ainsi que [EGS]. Dans
la seconde approche de [EGS], les auteurs ont fait appel à une régularisation temporelle,
dans le sens où ils ont considéré l'évolution de Λ1 sous l'action du groupe de Heinsenberg
et pris une moyenne en temps. C'est cette régularisation que nous considérons dans ce
travail.
Déﬁnition 3.2.3. Soit I un intervalle tel que I ⊂]Bn, Bn+1[ ∩ Σloc pour un certain n.
Soit g une fonction de Heaviside régulière de I. La conductance de bord régularisée de
Hω dans I est déﬁnie par
σrege,ω := lim
T→∞
lim
a→∞
1
T
∫ T
0
−i tr g′(Hω,a) [Hω,a,Λ2] Λω1,a(t)dt, (3.2.13)
quand les limites existent et où Λω1,a(t) := e
itHω,aΛ1 e
−itHω,a .
Remarque 3.2.4. Soulignons que les déﬁnitions (3.1.18) et (3.2.13) ne dépendent ni de g,
tant que suppg′ ⊂ I, ni de Λj pour j = 1, 2.
Comme l'opérateur g′(Hω,a) [Hω,a,Λ2] Λω1,a(t) est borné, nous n'avons qu'à vériﬁer que
la trace dans (3.2.13) est bien déﬁnie et que les limites existent. L'idée est que loin du
bord, la dynamique de Λω1,a(t) s'approche de celle de e
itHωΛ1e
−itHω .
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3.3 Egalité des conductances
Le résultat principal de ce chapitre consiste à établir l'égalité des conductances de Hall
et de bord dans une région de localisation et en présence d'un mur conﬁnant. Ce résultat
est une extension de [EGS] au cas continu et pour des opérateurs de Schrödinger avec
perturbations magnétiques aléatoires.
Théorème 3.3.1. Soit I un intervalle tel que I ⊂]Bn, Bn+1[ ∩ Σloc pour un certain
n ∈ N. Alors pour toute fonction g de Heaviside régulière de I et tout E ∈ suppg′, la
conductance de bord (3.2.13) est bien déﬁnie et nous avons
σrege,ω = σHall(B, ω,E) pour P− p.t ω. (3.3.1)
3.4 Stratégie de la preuve
Tout au long de cette section, on ﬁxe ω ∈ Ω et on considère l'intervalle I dans une
région de localisation de sorte que I ⊂]Bn, Bn+1[∩Σloc pour n ∈ N donné et g une fonction
de Heaviside régulière de I.
Le c÷ur de la preuve du Théorème 3.3.1 repose sur des lemmes intermédiaires que
nous allons expliciter ci-dessous.
Nous commençons par comparer les opérateurs g′(Hω,a) [Hω,a,Λ2] et [g(Hω,a),Λ2] grâce
aux formules de Helﬀer-Sjöstrand (B.3.2) et (B.3.3) mais que l'on applique à la fonction
primitive
G(x) :=
∫ ∞
x
g(s)ds.
Nous avons donc
g(Hω,a) = − 1
2π
∫
∂G˜(z)R2ω,a(z) dudv (3.4.1)
et
g′(Hω,a) =
1
π
∫
R2
∂G˜(z)R3ω,a(z) dudv, (3.4.2)
où Rω,a(z) = (Hω,a − z)−1 et z = u + iv et G˜ est une extension quasi-analytique de G
d'ordre k pour k = 1, 2, . . . . Nous utilisons ensuite l'identité de la résolvante
[
R2ω,a(z),Λj
]
= −R2ω,a(z) [Hω,a,Λj]Rω,a(z)−Rω,a(z) [Hω,a,Λj]R2ω,a(z) (3.4.3)
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pour écrire
[g(Hω,a),Λ2] Λ
ω
1,a(t) =
1
2π
∫
R2
∂G˜(z)R2ω,a(z) [Hω,a,Λ2]Rω,a(z)Λ
ω
1,a(t)dudv
+
1
2π
∫
R2
∂G˜(z)Rω,a(z) [Hω,a,Λ2]R
2
ω,a(z)Λ
ω
1,a(t)dudv. (3.4.4)
Par ailleurs, nous aﬃrmons que les opérateurs
[g(Hω,a),Λ2] Λ
ω
1,a(t) et g
′(Hω,a) [Hω,a,Λ2] Λω1,a(t)
sont à trace en vertu du Lemme 3.4.1 . De plus, en utilisant la cyclicité de la trace, nous
avons
trR3ω,a(z) [Hω,a,Λ2] Λ
ω
1,a(t) =
1
2
trR2ω,a(z) [Hω,a,Λ2] Λ
ω
1,a(t)Rω,a(z)
+
1
2
trRω,a(z) [Hω,a,Λ2] Λ
ω
1,a(t)R
2
ω,a(z). (3.4.5)
Il ne reste plus qu'à comparer (3.4.4) et (3.4.5). On en déduit un opérateur Rω,a(t) que
nous dénommons l'opérateur  reste , tel que
tr g′(Hω,a) [Hω,a,Λ2] Λω1,a(t) = tr [g(Hω,a,),Λ2] Λ
ω
1,a(t) + trRω,a(t), (3.4.6)
où
Rω,a(t) = 1
2π
∫
∂G˜(z)R2ω,a(z) [Hω,a,Λ2]Rω,a(z)
[
Hω,a,Λ
ω
1,a(t)
]
Rω,a(z)dudv
+
1
2π
∫
∂G˜(z)Rω,a(z) [Hω,a,Λ2]R
2
ω,a(z)
[
Hω,a,Λ
ω
1,a(t)
]
Rω,a(z)dudv
+
1
2π
∫
∂G˜(z)Rω,a(z) [Hω,a,Λ2]Rω,a(z)
[
Hω,a,Λ
ω
1,a(t)
]
R2ω,a(z)dudv. (3.4.7)
Nous signalons que nous avons délibérément appliqué (B.3.2) et (B.3.3) à la fonction
primitive G dans le but de gagner une résolvante de plus. Une telle puissance de résolvante
n'est pas uniquement nécessaire pour le modèle purement magnétique mais également dans
le cas électrique. La convergence forte que Rω,a doit satisfaire dans le Lemme 3.4.2, la
réclame.
Les étapes principales de notre démonstration du Théorème 3.3.1 sont établies par
l'enchaînement des lemmes qui suivent. La stratégie revient à envoyer le mur à l'inﬁni
en prenant la limite en a → +∞ des traces dans (3.4.6). Ce qui mène à analyser des
quantités associées aux hamiltoniens sans mur et à prendre la moyenne en temps.
On commence par un premier lemme qui établit la propriété classe trace des opérateurs
qu'on a manipulé jusqu'à présent.
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Lemme 3.4.1. Soit g une fonction de Heaviside régulière d'un intervalle I. Alors les
opérateurs
[g(Hω,a),Λ2] Λ1 , g
′(Hω,a) [Hω,a,Λ2] Λ1 , [g(Hω,a),Λ2] Λω1,a(t) et g
′(Hω,a) [Hω,a,Λ2] Λω1,a(t)
sont à trace. De plus, nous avons tr [g(Hω,a),Λ2] Λ1 = 0.
Le prochain lemme évalue la contribution de l'opérateur reste (3.4.7).
Lemme 3.4.2. Soit g une fonction de Heaviside d'un intervalle I. Alors
lim
T→∞
lim
a→∞
1
T
∫ T
0
trRω,a(t) dt = 0. (3.4.8)
Alors que le Lemme 3.4.2 met en évidence la non contribution deRω,a, le premier terme
de la partie droite de (3.4.6) est d'une importance considérable. Mais au lieu d'étudier
l'opérateur [g(Hω,a),Λ2] Λ
ω
1,a(t) tel qu'il est, nous allons plutôt considérer
[g(Hω,a),Λ2] (Λ
ω
1,a(t)− Λ1),
puisque l'opérateur [g(Hω,a),Λ2] Λ1 a une trace nulle d'après le Lemme 3.4.1. Ce dernier
n'aﬀecte en rien la valeur de la trace mais apporte une localisation en espace en x1.
Lemme 3.4.3. Soit g une fonction de Heaviside d'un intervalle I. Alors on a
lim
a→∞
tr [g(Hω,a),Λ2] (Λ
ω
1,a(t)− Λ1) = tr [g(Hω),Λ2] (Λω1 (t)− Λ1) (3.4.9)
uniformément en t.
Ainsi, nous pouvons nous charger des quantités obtenues qui correspondent à l'opéra-
teur Hω et évaluer leurs contributions en moyenne temporelle.
Lemme 3.4.4. Soit I un intervalle tel que I ⊂]Bn, Bn+1[∩Σloc pour un certain n ∈ N.
Soit g une fonction de Heaviside de I. Alors on a
lim
T→∞
1
T
∫ T
0
tr [g(Hω),Λ2] (Λ
ω
1 (t)− Λ1) dt =
∫
g′(E) trΠE dE, (3.4.10)
où ΠE = P
(E)
ω Λ2P
(E)⊥
ω Λ1P
(E)
ω − P (E)⊥ω Λ2P (E)ω Λ1P (E)⊥ω et P (E)⊥ω = 1− P (E)ω .
Nous tenons à mettre en exergue Λ1 qu'on a introduit dans [g(Hω,a),Λ2] Λ
ω
1,a(t) pour
la localisation spatiale en x1 que la diﬀérence Λ
ω
1,a(t) − Λ1 apporte. Ce qui permet à
l'opérateur [g(Hω),Λ2] (Λ
ω
1 (t)−Λ1), à droite de (3.4.9), d'être à trace. Mais, en considérant
une moyenne en temps, le Lemma 3.4.4 aﬃrme que nous ne conservons que la partie qui
en ﬁn de compte vient du nouveau terme associé à Λ1.
Nous revenons maintenant sur la conductance de Hall (3.1.18) qui s'avère être directe-
ment reliée à ΠE grâce à une réecriture de σHall.
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Lemme 3.4.5. Soit I un intervalle tel que nous avons I ⊂ ]Bn, Bn+1[ ∩ Σloc pour n ∈ N
donné. Alors pour tout E ∈ I, nous avons
σHall(B, ω,E) = i tr(P
(E)
ω Λ2P
(E)⊥
ω Λ1P
(E)
ω − P (E)⊥ω Λ2P (E)ω Λ1P (E)⊥ω ) = i tr ΠE. (3.4.11)
Après avoir mis en place ces lemmes préliminaires et grâce aux hypothèses sur la
fonction g et le fait que la conductance de Hall est constante dans une région de localisation
[GKS1], nous déduisons donc
σrege,ω =
∫
g′(E) σHall(B, ω,E) dE = σHall(B, ω,E), (3.4.12)
pour tout E ∈ I ⊂ ]Bn, Bn+1[ ∩ Σloc.
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This chapter is devoted of the proofs of the results in spectral properties of dynamical
localization cited in chapter 2.
These results are contained in the article Spectral properties of dynamical localization
for Schrödinger operators accepted for publication in Review of Mathematical Physics
[GT].
4.1 Dynamical localization
In this section, we prove Theorem 2.1.1, as a combination of the theorems below.
Given u ∈ Zd, we deﬁne the function
Pu(x,X ) := sup
k
X (Ek)‖χxPEkχu‖2, (4.1.1)
and its corresponding moment
Lu(σ, ζ,X ) :=
∑
x
eσ|x−u|
ζ P2u(x,X ), (4.1.2)
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for σ > 0, ζ ∈ (0, 1] and where PEk denotes the eigenprojection associated to the eigenvalue
Ek.
The role of the function Pu(x,X ) deﬁned in (4.1.1) is to describe the decay of the
eigenprojectors in terms of the subexponential moment (3.1.12) which will yield directly
(2.1.8).
Theorem 4.1.1. Suppose that H has pure point spectrum in I. Fix σ > 0 and ζ ∈ (0, 1].
There exists a constant Cσ,ζ > 0 such that
lim inf
T→∞
Mu(σ, ζ,X , T ) ≥ Cσ,ζ Lu(σ, ζ,X ), (4.1.3)
for any X ∈ Bb(I) and all u ∈ Zd. And thus, for some constant Cσ,ζ <∞,
Pu(x,X ) ≤ Cσ,ζ (lim inf
T→∞
Mu(σ, ζ,X , T )) 12 e−σ2 |x−u|ζ . (4.1.4)
Proof. If lim inf
T→∞
Mu(σ, ζ,X , T ) =∞, then the result is immediate. We thus assume that
lim inf
T→∞
Mu(σ, ζ,X , T ) <∞. We notice that
Mu(σ, ζ,X , t) ≥ Cσ,ζ
∑
x∈Zd
eσ|x−u|
ζ∥∥χx e−itHX (H)χu∥∥22. (4.1.5)
Indeed, we write
∥∥∥eσ2 |Xu|ζe−itHX (H)χu∥∥∥2
2
= tr{χu eitHX (H) eσ|Xu|ζ e−itHX (H)χu}
=
∑
x∈Zd
tr{χu eitHX (H) eσ|Xu|ζχx e−itHX (H)χu}
≥ Cσ,ζ
∑
x∈Zd
eσ|x−u|
ζ
tr{χu eitHX (H)χx e−itHX (H)χu}
= Cσ,ζ
∑
x∈Zd
eσ|x−u|
ζ∥∥χx e−itHX (H)χu∥∥22,
where we have bounded from below the function
eσ|X−u|
ζ
χu(y) = e
σ|y−u|ζχu(y).
For T > 0 and L ≥ 1, we deﬁne the ﬁnite volume time-averaged moment
MLu(σ, ζ,X , T ) :=
1
T
∫ T
0
∑
x∈ΛL(u)
eσ|x−u|
ζ∥∥χx e−itHX (H)χu∥∥22 dt.
The decomposition of the kernel over the eigenspaces allows us to write
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MLu(σ, ζ,X , T ) =
∑
k,k′
X (Ek)X (Ek′)
∑
x∈ΛL(u)
eσ|x−u|
ζ
tr{χxPEkχuPE′kχx}
(
1
T
∫ T
0
e−it(Ek−E
′
k) dt
)
. (4.1.6)
By the dominated convergence theorem, we have
lim
T→∞
MLu(σ, ζ,X , T ) =
∑
k
∑
x∈ΛL(u)
X 2(Ek)eσ|x−u|ζ‖χxPEkχu‖22,
where we have used the fact that
1
T
∫ T
0
e−it(Ek−Ek′ ) dt =
{
1 k = k′
e−iT (Ek−Ek′ )−1
−iT (Ek−Ek′ ) k 6= k
′ .
Now since
lim inf
T→∞
Mu(σ, ζ,X , T ) ≥ Cσ,ζ lim
T→∞
MLu(σ, ζ,X , T ),
and taking the limit when L→∞, we deduce that
lim inf
T→∞
Mu(σ, ζ,X , T ) ≥ Cσ,ζ
∑
k
∑
x∈Zd
X 2(Ek) eσ|x−u|ζ‖χxPEkχu‖22
≥ Cσ,ζ Lu(σ, ζ,X ). (4.1.7)
As a consequence, (4.1.4) holds.
The next statement relates (2.1.8) and (2.1.7), which are called (SULP) and (SUDL)
respectively.
Theorem 4.1.2. Suppose that H has pure point spectrum in I. Fix σ > 0 and ζ ∈ (0, 1]
and let γ ∈ (0, 1). Then
sup
t
∥∥χx e−itHX (H)χu∥∥2 ≤ Cσ,ζ,d,γ,I P1−γu (x,X ) Lγ/2u (σ, ζ,X ), (4.1.8)
for all x, u ∈ Zd and any function X ∈ Bb(I). As a consequence, we have
sup
t
∥∥χx e−itHX (H)χu∥∥2 ≤ Cσ,ζ,d,γ,I (lim infT→∞ Mu(σ, ζ,X , T )1/2e− (1−γ)2 σ|x−u|ζ . (4.1.9)
Proof. Noting that
‖χxPEkχy‖2 ≤ ‖χxPEk‖2‖χyPEk‖2,
we have
sup
t
∥∥χxe−itHX (H)χu∥∥2 ≤ ∑
k;Ek∈I
X (Ek)‖χxPEkχu‖2
≤ P1−γu (x,X )
∑
k;Ek∈I
X γ(Ek)‖χxPEk‖γ2‖χuPEk‖γ2 . (4.1.10)
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As in [T], we shall sacrify some decay in space in order to recover the summability over
k in (5.2.32). This relies on the following lemma which provides a bound on the number
of elements contained in a box of size L.
Lemma 4.1.3. Fix σ > 0 and ζ ∈ (0, 1]. For k ∈ Z and u ∈ Zd, we set
Ak(σ, ζ, u) :=
∑
x
eσ|x−u|
ζ ‖χxPEkχu‖22
‖χuPEk‖22
. (4.1.11)
Then
NL,ζ,σ,u := ♯{k ∈ Z;Ek ∈ I, Ak(σ, ζ, u) ≤ L} ≤ Cσ,ζ,d (logL)d/ζ for all L ∈ N, (4.1.12)
where Cσ,ζ,u is a positive constant uniform in u ∈ Zd.
In other terms, we can order Ak(σ, ζ, u) increasingly so that Ak(σ, ζ, u) ≥ exp(C˜σ,ζ,d kζ/d),
for some constant C˜σ,ζ,d > 0.
We come back to (4.1.10). Given σ > 0 and ζ ∈ (0, 1], one has
X 2(Ek)‖χuPEk‖22Ak(σ, ζ, u) =
∑
x
eσ|x−u|
ζX 2(Ek)‖χxPEkχu‖22 ≤ Lu(σ, ζ,X ).
Thus we have
X (Ek)‖χuPEk‖2 ≤ A−1/2k (σ, ζ, u)L1/2u (σ, ζ,X ), (4.1.13)
that we insert in the sum in (4.1.10) to obtain
sup
t
∥∥χxe−itHX (H)χu∥∥2 ≤ P1−γu (x,X )Lγ/2u (σ, ζ,X ) ∑
k;Ek∈I
‖χxPEk‖γ2A−γ/2k (σ, ζ, u).
Now we use Lemma 4.1.3 to guarantee summability in k. Together with Hölder inequality
with conjugate exponents s = 2/γ and s′ = 2
2−γ , we get
∑
k;Ek∈I
‖χxPEk‖γ2A−γ/2k (σ, ζ, u) ≤
( ∑
k;Ek∈I
‖χxPEk‖22
)γ/2( ∑
k;Ek∈I
A
−γ
2−γ
k (σ, ζ, u)
)(1−γ/2)
(4.1.14)
= Cσ,ζ,d,γ,I <∞.
Hence
sup
t
∥∥χx e−itHX (H)χu∥∥2 ≤ Cσ,ζ,d,γ,I P1−γu (x,X )Lγ/2u (σ, ζ,X ) (4.1.15)
and (4.1.8) holds. We ﬁnish with (4.1.9) which follows directly from (4.1.8) and Theo-
rem 4.1.1.
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Next we prove the technical lemma above.
Proof of Lemma 4.1.3. Setting
akx(u) :=
‖χxPkχu‖22
‖χuPk‖22
,
we have ∑
x
akx(u) =
‖χuPk‖22
‖χuPk‖22
= 1 for all u ∈ Zd and all k ∈ Z, (4.1.16)
and ∑
k, Ek∈ I
akx(u) ≤
∑
k, Ek∈ I
‖χxPk‖22 = tr(χxPIχx) ≤ 1 ∀x, u ∈ Zd, (4.1.17)
where PI denotes the projection on the interval I. For L ∈ N, we deﬁne the following set
Ju(L) := {k ∈ Z, Ek ∈ I;
∑
x/∈ ΛL(u)
akx(u) ≤ 1/2},
and consider the sum
Su(L) :=
∑
k∈Ju(L)
∑
x∈ ΛL(u)
akx(u).
We will estimate the cardinal of Ju(L) in term of the volume of the box ΛL(u). Note that
it follows from (4.1.16) that for k ∈ Ju(L) , we have∑
x∈ ΛL(u)
akx(u) =
∑
x
akx(u)−
∑
x/∈ ΛL(u)
akx(u) ≥ 1/2.
Thus Su(L) ≥ 12♯(Ju(L)). Moreover, the bound (4.1.17) yields
Su(L) ≤
∑
k, Ek∈ I
∑
x∈ ΛL(u)
akx(u) ≤
∑
x∈ ΛL(u)
1 ≤ CdLd,
and hence
♯(Ju(L)) ≤ CdLd. (4.1.18)
Now given σ > 0 and ζ ∈ (0, 1], we set
Iu(L, σ, ζ) = {k ∈ Z, Ek ∈ I; Ak(σ, ζ, u) ≤ 1
2
eσL
ζ},
and notice that
Ak(σ, ζ, u) ≥ eσLζ
∑
x/∈ ΛL(u)
akx(u),
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which involves that Iu(L, σ, ζ) ⊂ Ju(L). Taking the exponential rescaling l = eσL
ζ
2
and
using (4.1.18), we obtain
N(l) := ♯{k ∈ Z, Ek ∈ I; Ak(σ, ζ, u) ≤ l} ≤ Cσ,ζ,d (log l)d/ζ .
The set {k ∈ Z, Ak(σ, ζ, u) ≤ l} is thus ﬁnite. For any u ∈ Zd, there exists a new order
ju : k 7→ ju(k) for k ∈ Z in such a way that Aju(k)(σ, ζ, u) increases. So N(Aju(k)) =
∣∣ju(k)∣∣
and with Aju(k)(σ, ζ, u) = l, one gets
|ju(k)| ≤ Cσ,ζ,d
(
log(Aju(k)(σ, ζ, u))
)d/ζ
.
We conclude that Ak(σ, ζ, u) may be ordered in an increasing way in k in the sense that
Ak(σ, ζ, u) ≥ eC˜σ,ζ,d kζ/d ,
for a positive constant C˜σ,ζ,d which is uniform in u ∈ Zd.
We are now in position to prove Theorem 2.1.1 but ﬁrst provide a suitable version of
RAGE theorem (see Appendix A).
Proof of Theorem 2.1.1. It is clear the properties (iv) and (v) are equivalent and (iv) =⇒
(iii) =⇒ (ii) =⇒ (i). It remains to show that (i) =⇒ (vi) =⇒ (v), which is actually the
heart of Theorem 2.1.1.
It follows from Appendix A that (i) implies that the spectrum of H is pure point in
I as a consequence of Proposition A.1.1, we use Theorem 4.1.1 such that (4.1.4) shows
that (i)⇒ (vi). The implication (vi)⇒ (v) follows from (4.1.8).
4.2 SULE, SUDEC
We focus now on criterias of the decay criterias of eigenfunctions and we start with
the proof of Theorem 2.2.1. It is a consequence of the theorem below which is the main
technical result of this section.
We may omit the index n and write φ ∈ GE instead of φn ∈ GE . Similary to (2.2.6)
and (2.2.4), we consider the following deﬁnition.
Deﬁnition 4.2.1. We say that H veriﬁes (SULEf )/(SUDECf ) for some function f if the
estimates (2.2.6) and (2.2.4) are respectively replaced by
‖χxφ‖ ≤ Cζ,σ,ǫf(αφ) eǫ|xφ|
ζ
e−σ|x−xφ|
ζ
(4.2.1)
and
‖χxφ‖ ‖χuφ‖ ≤ Cζ,σ,ǫ f(αφ) eǫ|u|ζe−σ|x−u|ζ . (4.2.2)
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Theorem 4.2.2. Let GE = {φn}n≥1 be an orthonormal basis of HE . Then the following
properties are equivalent.
(i) There exists a nonnegative function such that for any ǫ > 0, f(s) ≤ Cǫ eǫs−ζ/2ν for all
0 < s ≤ 1 and for which H has (SUDECf ) on GE .
(ii) There exist σ > 0, ζ ∈ (0, 1] such that for any ǫ > 0
‖χxφ‖ ‖χuφ‖ ≤ Cσ,ζ,ǫ eǫ|u|ζe−σ|x−u|ζ , (4.2.3)
for all φ ∈ GE and all x, u ∈ Zd.
(iii) H exhibits (SUDEC) on GE .
(iv) For any nonnegative function such that for any ǫ > 0, f(s) ≥ Cǫ e−ǫs−ζ/2ν for all
0 < s ≤ 1, H has (SUDECf ) on GE .
Recall αφ ≤ 1. Obviously, we have (iv)⇒ (iii)⇒ (ii)⇒ (i). It remains to prove that
(i)⇒ (iv). This will be a consequence of the next two lemmas.
Lemma 4.2.3. Let f : R+ → R+ be a function. If there exist ζ ∈ (0, 1] and σ > 0 such
that for all ǫ > 0,
‖χxφ‖ ‖χuφ‖ ≤ Cζ,σ,ǫf(αφ) eǫ|u|ζ e−σ|x−y|ζ , (4.2.4)
for all x, u ∈ Zd and any φ ∈ GE , then there is a new constant Cζ,σ,ǫ so that for all x ∈ Zd,
we have
‖χxφ‖ ≤ Cζ,σ,ǫ 1√
αφ
f(αφ) e
ǫ|xφ|ζ e−σ|x−xφ|
ζ
, (4.2.5)
where xφ maximizes x 7→ ‖χxφ‖.
Remark 4.2.4. In particular, taking f(s) = s says that if (SUDEC) holds on GE then
(SULE) holds on GE and with the same parameters ζ and σ.
The lemma 4.2.3 states that if (SUDEC)f holds for a given function f then (SULE)g
occurs where g : s 7→ f(s)√
s
.
Proof. We set
φ˜ =
1√
αφ
φ =
φ
‖T−1φ‖ ,
and we pick xφ ∈ Zd (not unique) such that
‖χxφφ˜‖ = max
u∈Zd
‖χuφ˜‖. (4.2.6)
Since
1 = ‖T−1φ˜‖2 =
∑
u∈Zd
‖χuT−1φ˜‖2 ≤ ‖χxφφ˜‖2
∑
u∈Zd
∥∥χuT−1∥∥2 ≤ Cd‖χxφφ˜‖2, (4.2.7)
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we get
‖χxφφ˜‖ ≥ C−1/2d . (4.2.8)
It follows now from (4.2.4) that, for all x ∈ Zd,
‖χxφ‖ ≤ C1/2d
1√
αφ
‖χxφ‖‖χxφφ‖
≤ Cd,ζ,σ,ǫf(αφ)√
αφ
eǫ|xφ|
ζ
e−σ|x−xφ|
ζ
. (4.2.9)
Furthermore, we establish a control on αφ deﬁned in (2.2.2) in terms of the center of
localization xφ according to
Lemma 4.2.5. Suppose that (SULEf ) holds with some function f : R
+ → R+ such that
for all ǫ > 0,
f(s) ≤ Cǫ eǫs−ζ/2ν for all s ∈ (0, 1]. (4.2.10)
Then there exists a constant C > 0 (independent on GE), so that
αφ ≥ C〈xφ〉−2ν for all φ ∈ GE . (4.2.11)
Proof. We note that from (4.2.1) we get
∥∥χ|x−xφ|≥R φ∥∥2 ≤ C2ζ,σ,ǫf 2(αφ) e2ǫ|xφ|ζ ∑
|x−xφ|≥R
e−2σ|x−xφ|
ζ ≤ 1
9
, (4.2.12)
if we take
R ≥ Rφ := ( ǫ
σ
)1/ζ |xφ|+ (1
σ
log f(αφ) +
1
σ
log(3 Cζ,σ,ǫ))
1/ζ . (4.2.13)
Since |x− xφ| ≤ Rφ implies that |x| ≤ |xφ|+Rφ and using (4.2.12) and (4.2.13), we have
αφ =
∥∥T−1φ∥∥2 ≥ ∑
x∈ΛRφ (xφ)
∥∥χxT−1φ∥∥2 ≥ 〈|xφ|+Rφ〉−2κ ∥∥∥χΛRφ (xφ)φ
∥∥∥2
≥ 8
9
{
(1 + (
ǫ
σ
)1/ζ)|xφ|+ ( ǫ
σ
)1/ζαφ
−1/2ν + C ′ζ,σ,ǫ
}−2ν
,
for any φ ∈ GE . Thus, choosing ǫ small enough, yields (4.2.11).
We complete the proof of Theorem 4.2.2.
Proof of Theorem 4.2.2. As mentioned above, it is enough to prove that (i) implies (iv).
If there exists a function f such that for any ǫ > 0, we have
f(s) ≤ Cǫeǫs−ζ/2ν for all s ∈ (0, 1],
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and (4.2.2) holds, then the (SULE) property (4.2.1) will occur with a factor
f(αφ)√
αφ
in view
of Lemma 4.2.3. Proceeding now as in [G, Proof of Proposition A.1] and making use of
(4.2.1), we obtain
‖χxφ‖ ‖χuφ‖ ≤ 1
αφ
f(αφ)
2C2ζσ,ǫe
2ǫ|xφ|ζe−σ|x−xφ|
ζ−σ|u−xφ|ζ (4.2.14)
≤ 1
αφ
f(αφ)
2C2ζ,σ,ǫe
(2ǫ−ǫ′)|xφ|ζeǫ
′|u|ζe−(σ−ǫ
′)|x−u|ζ , (4.2.15)
for all x, u ∈ Zd and with ǫ′ < σ. We note that it follows from (4.2.11) that
1
αφ
f(αφ)
2 ≤ e−ǫ(αφ)−ζ/2νC〈xφ〉2νe3ǫ(C〈xφ〉)ζ (4.2.16)
≤ e−ǫ(αφ)−ζ/2νeC1ǫ|xφ|ζ+C2 , (4.2.17)
for some postive and ﬁnite constants C1 and C2. Taking ǫ
′ > (C1 + 2)ǫ, we conclude that
(4.2.2) follows for any function f ≥ 0 such that for any ǫ > 0, f(s) ≥ Cǫe−ǫ s−ζ/2ν for all
s ∈ (0, 1].
We return now to Theorem 2.2.1.
Proof of Theorem 2.2.1. The equivalence part of the proof is currently provided by The-
orem 4.2.2 and Lemma 4.2.3. It remains to show that the centers of localization {xφn}n
can be reordered in such a way that |xφn | increases with n. We proceed as in [DeRJLS2].
Given L > 0, we let RL := δL + Cδ as in (4.2.13) for some δ > 0 (that depends on ζ
and σ) and where we have taken f ≡ 1, it follows from (4.2.12) that
‖χxφn ,RLφn‖2 >
1
9
whenever |xφn | ≤ L, (4.2.18)
and if NL is the cardinal of the set {n, φn ∈ GE ; |xφn | ≤ L} then we conclude that
1
9
NL ≤
∑
n,|xφn |≤L
‖χxφn ,RLφn‖2 ≤ ‖χ0,L+RLPE‖22
≤ CL2ναE , (4.2.19)
for some ﬁnite constant C that depends on ζ and σ. Since NL < ∞ for all L > 0 by,
(2.2.3), we may reorder the centers of localization in increasing order in n, which yields
|xφn | ≥ CE,σ,ζ n
1
2ν .
4.3 SULE+, SUDEC+
We now turn to Theorem 2.2.2 and the strong forms of (SUDEC) and (SULE), namely
(SUDEC+) and (SULE+).
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Proposition 4.3.1. Assume (SUDEC+). For any δ > 0 there is a constant Cδ such that,
for any φ, ψ ∈ Ran PE and E ∈ E, their localization centers xφ, xψ satisfy
|xφ − xψ| ≤ δ|xφ|+ Cδ. (4.3.1)
Proof. Fix δ > 0. Without loss of generality, we may suppose that φ, ψ are orthonormal-
ized. We mainly use (4.2.13) with f ≡ 1 and ǫ > 0 small enough so that for some given
constant Cδ <∞ and for any φ ∈ Ran PE,
∥∥χ|x−xφ|≥Rφφ∥∥ ≤ 13 , for Rφ = δ|xφ|+ Cδ.
If |xφ − xψ| ≤ 2(Rφ + Rψ), then (4.3.1) follows from the deﬁnition of Rφ, Rψ. Assume
|xφ−xψ| ≥ 2(Rφ+Rψ) so that BRφ(xφ) ⊂ Rd \BRψ(xψ) and set ϕ = 1√2(φ+ψ) ∈ Ran PE.
As a consequence,
∥∥χ|x−xφ|≤Rφϕ∥∥ ≥ 1√
2
∥∥χ|x−xφ|≤Rφφ∥∥− 1√
2
∥∥χ|x−xφ|≤Rφψ∥∥
≥ 2
3
√
2
− 1√
2
∥∥χ|x−xψ |≥Rψψ∥∥
≥ 2
3
√
2
− 1
3
√
2
=
1
3
√
2
. (4.3.2)
In the same manner, we have
∥∥χ|x−xψ |≤Rψϕ∥∥ ≥ 13√2 . Having in mind that we assumed
|xφ − xψ| − (Rφ +Rψ) ≥ 12 |xφ − xψ| and applying (SUDEC) to ϕ, we get
1
18
≤ ∥∥χ|x−xφ|≤Rφϕ∥∥ ∥∥χ|x−xψ |≤Rψϕ∥∥
≤ Cζ,σ,ǫ eC
′
ζ,δǫ|xφ|ζe−σ(|xφ−xψ |−(Rφ+Rψ))
ζ
≤ Cζ,σ,ǫ eC
′
ζ,δǫ|xφ|ζe−σ(
1
2
|xφ−xψ |)ζ . (4.3.3)
The result follows.
Remark 4.3.2. Notice that (4.3.1) asserts that if (SULE) holds for all vectors in the span
of GE then the multiplicity has to be ﬁnite, since a ball of given radius can only contain
a ﬁnite number of centers of localization by Theorem 2.2.1 and (4.2.19).
Proof of Theorem 2.2.2. Since ‖χxφ‖ ≤ ‖χxPE‖2 for any φ ∈ RanPE, we immediately get
(iv)⇒ (iii)⇒ (ii), (i) and (vii)⇒ (vi)⇒ (v).
Next, we have (iv)⇔ (vii) using the same strategy as in the proof of Theorem 2.2.1.
To see that (i) ⇒ (iv), let (φn)n≥1 be an orthonormalized basis of Ran PE verifying
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(2.2.10). Then
‖χxPE‖22‖χuPE‖22 =
∑
n,m
‖χxφn‖2 ‖χuφm‖2
≤
(∑
n
αφn
)2
C2ζ,σ,ǫ e
2ǫ(|x|ζ+|u|ζ)e−2(σ−ǫ)|x−u|
ζ
= C2ζ,σ,ǫ αE
2 e2ǫ(|x|
ζ+|u|ζ)e−2(σ−ǫ)|x−u|
ζ
. (4.3.4)
Finite multiplicity follows. Indeed, there exists u ∈ Zd such that ‖χuPE‖2 6= 0 (otherwise
trPE = 0), hence for all E ∈ E , trPE =
∑
x∈Zd
‖χxPE‖22 <∞ by (4.3.4).
Next, to show that (v)⇒ (i), we write
‖χxφn‖ ‖χxφm‖ ≤ C2ζ,σ,ǫ e2ǫ|xE |
ζ
e−σ(|x−xE |
ζ+|u−xE |ζ)
≤ C2ζ,σ,ǫ e−2ǫ|xE |
ζ
e2ǫ(|x|
ζ+|u|ζ)e−(σ−2ǫ)|x−u|
ζ
,
with ǫ < σ/2. Then (i) follows since
e−2ǫ|xE |
ζ ≤ C〈xE〉−2ν ≤ √αφnαφm ,
by (4.2.11).
We thus have (iv) ⇒ (vii) ⇒ (v) ⇒ (i) ⇒ (iv), and the equivalence is proved ((iv′)
and (vii′) can be deduced from Theorem 2.2.1 and Lemma 4.2.2).
At last, we show that (ii) ⇒ (vi). We have to show that we can get (SULE) with a
common center of localization. By Lemma 4.2.3 we get a (SULE) bound for all φ ∈ GE ,
with centers of localization xφ. Let xψ be one of them, but given. By Proposition 4.3.1,
|xφ − xψ| ≤ δ|xψ|+ Cδ, and
‖χxφ‖ ≤ Cζ,σ,ǫeǫ|xφ|
ζ
e−σ|x−xψ|
ζ
+σ|xφ−xψ|ζ (4.3.5)
≤ Cζ,σ,ǫ,δeǫ|xφ|
ζ
+σδζ |xψ |ζe−σ|x−xψ|
ζ
(4.3.6)
≤ Cζ,σ,ǫ,δeǫ′|xψ|
ζ
e−σ|x−xψ|
ζ
, (4.3.7)
with ǫ′ = ǫ(1 + δ)ζ + σδζ .
The bound (2.2.17) is given by an argument similar to that in the proof of Lemma 4.2.5.
Indeed, there are ζ ∈ (0, 1], σ > 0 such that for any ǫ > 0 there is a ﬁnite constant C ′ζ,σ,ǫ
for which ∥∥χ|x−xE |≥REPE∥∥2 ≤ 12 , where RE = ( ǫσ )1/ζ |xE|+ C ′ζ,σ,ǫ. (4.3.8)
Since ∥∥χ|x−xE |≤REPE∥∥2 ≤ ∥∥∥χ|x|≤(1+ ǫσ )1/ζ |xE |+C′ζ,σ,ǫPE
∥∥∥2 , (4.3.9)
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and with ǫ small enough one gets
∥∥χ|x−xE |≤REPE∥∥2 ≤ Cζ,σ〈xE〉2ναE, (4.3.10)
and thus
trPE = ‖PE‖1 = ‖PE‖22 ≤
1
2
+ Cζ,σ〈xE〉2ναE.
Finally, the last bound (2.2.18) could be deduced from the equation (4.3.8) and in pro-
ceeding analogously to (4.2.19).
4.4 Relationships between classes of localization prop-
erties
Proof of Theorem 2.3.1. The ﬁrst implication in (i) follows immediately from (2.2.10)
applied to the case n = m. Otherwise, let {φn}n∈N be an orthonormal basis for PEH such
that (2.2.4) holds. We have
‖χxPEχu‖2 ≤
∑
n
‖χxφn‖ ‖χuφn‖
=
(∑
n
αφn
)
Cζ,σ,ǫ e
ǫ|u[ζe−σ|x−u|
ζ
= Cζ,σ,ǫ αE e
ǫ|u[ζe−σ|x−u|
ζ
,
which implies (DL) in I by Theorem 2.1.1.
We turn to (ii) and notice that the implication from the left to the right is still valid.
The novelty here is that under the hypothesis of ﬁnite multplicity, both properties become
equivalent.
Assuming that H exhibits (2.1.8) in I, we construct a family GE of orthonormalized
eigenfunctions that veriﬁes (2.2.6), namely (SULE) property. For any given E ∈ E , there
exists xE ∈ Zd which maximizes ‖χxPE‖2 since∑
x∈Zd
‖χxPE‖22 = trPE = N <∞.
Note that ‖PEχxE‖2 6= 0, otherwise we would have ‖PEχx‖2 = 0 for all x which is not
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possible since trPE 6= 0. Now, we pick a unit vector η ∈ H such that ‖PEχxEη‖ ≥
1
2
‖PEχxE‖ and set
φ1 =
PEχxEη
‖PEχxEη‖
∈ PEH = HE. (4.4.1)
We have
α1 := tr(T
−1Pφ1T
−1) =
∥∥T−1φ1∥∥2 (4.4.2)
=
∑
x∈Zd
∥∥χxT−1φ1∥∥2
≤
∑
x∈Zd
∥∥χxT−1∥∥2 ‖χxPEχxEη‖2‖PEχxEη‖2 ≤
∑
x∈Zd
∥∥χxT−1∥∥2 ‖χxPE‖2
≤ Cd ‖PEχxE‖2 ≤ 4Cd ‖PEχxEη‖2 . (4.4.3)
As
‖χxφ1‖ ≤ ‖χxPEχxE‖2‖PEχxEη‖
,
we get from (2.1.8) and (4.4.3), that
‖χxφ1‖ ≤ C˜ζ,σ,ǫ 1√
α1
eǫ|xE |
ζ
e−σ|x−xE |
ζ
. (4.4.4)
We repeat this procedure with PE,1 := PE − Pφ1 , and so on with PE,n+1 := PE,n − Pφn+1 ,
until the rank is zero. The ﬁniteness of the rank of PE, denoted by N , ensures that the
process will stop. Notice that the projectors PE,n exhibit (2.1.8). For instance ‖χxPE,1χu‖2
is a sum of two decaying quantities
‖χxPE,1χu‖2 ≤ ‖χxPEχu‖2 + ‖χxφ1‖ ‖χuφ1‖ (4.4.5)
≤ Cζ,σ,ǫ eǫ|u|ζe−σ|x−u|ζ ,
where the decay of the second term in the r.h.s of (4.4.5) results from (4.4.4). Therefore,
by induction we get N orthonormalized functions φn satisfying the (SULE)-like estimate
in the sense that
‖χxφn‖ ≤ C˜ζ,σ,ǫ 1√
αn
eǫ|xEn |
ζ
e−σ|x−xEn |
ζ
, (4.4.6)
for any n ∈ {1, . . . , N}.
Moreover, the counterexamples claimed in Theorem 2.3.1 point (iii) are given in Sec-
tion 4.6.
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Remark 4.4.1. We can get rid of α
−1/2
n from the proof of Theorem 4.2.2, in which case
only an arbitrary small fraction of the mass σ is lost.
Alternatively, at each step, one can follow [EGS, Proof of Lemma 4] and bound ‖χxφn‖
by the geometric mean of (2.1.8) and ‖χxφn‖ ≤
∥∥χxEnPE,n∥∥. In this latter case, the ﬁnal
σ is divided by 2 at each step.
4.5 Generalized eigenfunction expansion
There is a condition on the absence of the continuous part of the spectrum which
enters Deﬁnition 2.3.1 for having (SUDEC)/(SULE) or (SUDEC+)/(SULE+). But in
practice, it may not be so easy to show that the continuous spectrum is empty. One
way is to consider the generalized eigenfunctions and prove (SUDEC) for those. This
is excaltly what is done in order to prove localization for Anderson models. We brieﬂy
describe below how it works and make connection with quantities introduced in [GK2].
We follow [GK2] in the construction of a generalized eigenfunction expansion (GEE)
for H. We consider the weighted spaces H± = L2(Rd, 〈x〉±2νdx) which are dual conjugate.
The natural injections i+ : H+ → H and i− : H → H− are continuous with dense range.
We deﬁne the operators T±, T+ := T i+ and T− := i−T where T is the operator deﬁned
before as the multiplication by the function 〈x〉2ν .
We consider now the specral measure
µ(I) := tr(T−1PI(H)T−1) =
∥∥T−1PI(H)∥∥22, (4.5.1)
where PI(H) is the specral projection of the operator H on a Borel set I ⊂ R. In
particular, we have µ(I) = µ(I ∩ σ(H)) ≤ KI <∞ if I is bounded.
There exists a µ-locally integrable function P(E) : R → T1(H+,H−), the space of
trace class operators from H+ to H− such that
tr(T−1− P(E)T
−1
+ ) = 1 µ− a.e E, (4.5.2)
and
i−PI(H)i+ =
∫
I
P(E)dµ(E), (4.5.3)
for I a Borel set with I ∩ σ(H) bounded. In particular, it follows that for a bounded
Borel function X ,
i−PI(H)X (H)i+ =
∫
I
X (E)P(E)dµ(E). (4.5.4)
Remark 4.5.1. If we consider φ ∈ H+ then P(E)φ ∈ H− is a generalized eigenfunction of
H with corresponding generalized eigenvalue E.
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We recall the quantities introduced in [GK2, Section 3]. Given E ∈ R and x ∈ Zd, we
set
WE(x) :=


sup
φ∈H+,P(E)φ 6=0
‖χxP(E)φ‖
‖T−1P(E)φ‖ if P(E) 6= 0,
0 otherwise.
(4.5.5)
Proposition 4.5.2. Let I be an interval such that (2.2.3) holds. Then the following
properties are equivalent.
(i) There exist σ > 0, ζ ∈ (0, 1] such that for any ǫ > 0 we have
WE(x)WE(u) ≤ Cζ,σ,ǫ eǫ|x|ζe−σ|x−u|ζ , (4.5.6)
for any E ∈ I and all x, u ∈ Zd.
(ii) H exhibits (SUDEC+)/(SULE+) in I, as deﬁned in Deﬁnition 2.3.1.
Proof. Given x ∈ Zd and an energy E ∈ R and following the notations in [GK2], we set
WE(x) :=

 supφ∈H,PEφ 6=0
‖χxPEφ‖
‖T−1PEφ‖ if PE 6= 0,
0 otherwise,
(4.5.7)
where PE is the usual spectral projection of H on {E}.
Assume that H has pure point spectrum in I. Then WE(x) = WE(x) for any x ∈ Zd
and E ∈ I. Moreover, if (SUDEC+) holds then
WE(x)WE(u) = sup
PEφ 6=0
‖χxPEφ‖
‖T−1PEφ‖
‖χuPEφ‖
‖T−1PEφ‖
≤ Cζ,σ,ǫ eǫ|u|ζe−σ|x−u|ζ , (4.5.8)
and (i) follows.
Conversely, we suppose that (4.5.6) holds. Since in full generality WE(x) ≤ WE(x),
(4.5.6) implies (SUDEC+). To show that the spectrum is pure point it is enough to prove
that any generalized eigenfunction is summable. Let us consider φ ∈ H+ and suppose
(4.5.6). Pick u0 ∈ Zd such that χu0P(E)φ 6= 0. Applying (4.5.6) to the points x and u0
yields
‖χxP(E)φ‖ ≤ Cζ,σ,ǫ
∥∥T−1P(E)φ∥∥2 ‖χu0P(E)φ‖−1 eǫ|u0|ζe−σ|x−u0|ζ ,
which ensures the sub-exponential decay of P(E)φ.
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Remark 4.5.3. One can show directly that (4.5.6) implies (DL). Indeed, it follows from
[GK2, Lemma 2] that
‖χxP(E)χu‖2 ≤ Cd,X 〈x〉ν〈u〉νW1/2E (x)W1/2E (u),
so that
sup
t
∥∥χx e−itHX (H)χu∥∥2 ≤
∫
I
|X (E)|‖χxP(E)χu‖2 dµ(E) (4.5.9)
≤ Cd,X 〈x〉ν〈u〉ν
∫
I
W
1/2
E (x)W
1/2
E (u) dµ(E) (4.5.10)
≤ Cd,Xµ(I)〈x〉ν〈u〉ν ‖WE(x)WE(u)‖1/2L∞(I) , (4.5.11)
and (DL) holds, as well as pure point spectrum.
4.6 Counterexamples
The ﬁrst model is the free Landau Hamiltonian HB := (−i∇− A)2 on L2(R2) where
A is the vector potential A = B
2
(−x2, x1) and B > 0 is the strength of the constant
magnetic ﬁeld. It is well known that the Landau levels are inﬁnitly degenerated and that
it exhibits the property (2.1.8) and thus dynamical localization. We claim that (SUDEC)
does not occur for HB. In fact, consider for instance the eigenfunctions associated to the
ﬁrst Laudau level and whose expression is given by
ϕn(z) =
(
Bn
2π 2n n!
)1/2
zn e−
B
4
|z|2 . (4.6.1)
For n integer, we deﬁne the radial function fn(r) = r
2n e−
B
2
r2 for which the maximum is
achieved for the radius rmax = (
2n
B
)1/2. Let z1 and z2 to be aﬃxes of two opposite points
on this maximal circle. A simple computation yields
|ϕn(z1)ϕn(z2)| = n
n
2πn!
e−n ∼ 1
(2π)
3
2n
1
2
, (4.6.2)
by the Stirling's formula. Since there are no positive constants c1 and c2 (c2 depends on
B) such that 1√
n
≤ c1e−c2
√
n for all n, (SUDEC) does not hold.
Remark 4.6.1. Another way to see that HB does not has (SUDEC) can be derived from
the theory of the quantum Hall eﬀect. Indeed, if (SUDEC) would occur for a basis of
eigenvectors then the Hall conductance σH deﬁned in details in the chapter 5, would be
constant at Landau levels by [GKS1], while σH is known to have jumps.
Next, we recall how to construct a physical sample having eigenfunctions with compact
supports. The idea is borrowed from the percolation theory [KiM] and to illustrate it, let
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us consider the simplest example of lattice graph Ld composed of the vertex set Zd and
the edge set E given by all unordered pairs {x, y} of nearest-neighbour vertices x, y ∈ Zd.
We deﬁne the graph Laplacian ∆g : ℓ
2(Zd)→ ℓ2(Zd) as
∆gf(x) :=
∑
y∼x
(f(x)− f(y)) (4.6.3)
for f ∈ ℓ2(Zd) and x ∈ Zd and where y ∼ x denotes the adjacent vertices y to x.
We are interested in a realization of a random subraph. As an example, we consider
the site percolation procedure which consists on delete (resp. keep) a vertex x and its
adjacent edges with probability 1− p (resp. p), 0 ≤ p ≤ 1. We say that a site is occupied
with probability p, and empty with probability 1 − p. The probability space (Ω,P) is
given by Ω = {0, 1}Zd and endowed with the product Bernoulli measure
P =
⊗
x∈Zd
(pδ1 + (1− p)δ0),
where every possible conﬁguration is given by an element ω = (ωx)x∈Zd so that ωx ∈ {0, 1}
and the procedure discribed above corresponds respectively to the events ωx = 0 and
ωx = 1. The typical question that is raised regards the appareance of inﬁnite clusters Cx
that contains a vertex x in the subrapgh Gω for a.e ω. Let P∞(p) be the probability that
a vertex x belongs to a cluster of inﬁnite size of occupied sites. We deﬁne the critical
probability which corresponds to the percolation threshold as
pc := inf{p ;P∞ > 0}. (4.6.4)
Of interest for us is the case of non percolating phase, that is p < pc and for which
one can ﬁnd a conﬁguration ω∗ of ﬁnite clusters and where the eigenfunctions of ∆Gω∗
are compactly supported [Gr]. Consider J copies of a given ﬁnite clusters for J ≥ 2 and
set Hj := −∆|Cj . The operators Hj, j = 1, · · · , J , have the same discrete spectrum with
compactly supported eigenfunctions. The operator −∆|∪jCj = ⊕jHj for 1 ≤ j ≤ J , has
(SULE) since we obtain a basis of compactly supported eigenfunctions. But (SULE+)
and (SUDEC+) do not hold as soon as copies Ci and Cj for i 6= j, are far enough so that
Proposition 4.3.1 is violated.
4.7 Extension to graphs
We turn to the proof of Theorems 2.4.1 and 2.4.2. Theorem 2.4.1 follows immedi-
ately from the proof of Theorem 2.1.1. The main point is to notice that the technical
Lemma 4.1.3 is still valid in the case of subexponential growth, where the r.h.s of (4.1.12)
becomes eCσ,ζ,β(logL)
β/ζ
.
In view of the proof Theorem 2.2.2, the Theorem 2.4.2 can be deduced by adapting
the diﬀerent steps which involve the geometry of the space. In particular, the technical
result in Lemma 4.2.5 and Theorem 4.2.2 remain true if we take f(s) ≤ Cǫe(−ǫ log s)ζ/α in
(i) and f(s) ≥ Cǫe−(−ǫ log s)ζ/α in (iv) for s ∈ (0, 1] in which case αφ ≥ Ce−|xφ|α .
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4.8 Dynamical localization for ergodic Hamiltonians
In this part we review the ﬁrst result of the chapter 2 in the case of random Hamilto-
nians.
Proof of Theorem 4.8. The proof is similar to that of Theorem 2.1.1. Since (iv)⇒ (iii)⇒
(ii)⇒ (i), we only need to prove (i)⇒ (vi)⇒ (v). As in (4.1.1) and (4.1.2), we introduce
Pω(x,X ) := sup
k
X (Ek,ω)‖χxPk,ωχ0‖2, (4.8.1)
Lω(σ, ζ,X ) :=
∑
x∈Zd
eσ|x|
ζ P2ω(x,X ), (4.8.2)
and
L(σ, ζ,X ) :=
∑
x∈Zd
eσ|x|
ζ
E
(P2ω(x,X )) . (4.8.3)
Using the same strategies, we have
lim inf
T→∞
1
T
∫ T
0
M0,ω(σ, ζ,X , T ) ≥ Cσ,ζ
∑
k
∑
x∈Zd
X 2(Eω,k)eσ|x|ζ‖χxPω,kχ0‖22
≥ Cσ,ζ
∑
x∈Zd
eσ|x|
ζ
(
sup
k
X 2(Eω,k)‖χxPω,kχ0‖22
)
.
Taking the expectation, we obtain
E
(
lim inf
T→∞
1
T
∫ T
0
M0,ω(σ, ζ,X , T )
)
≥ Cσ,ζ
∑
x∈Zd
eσ|x|
ζ
E
(
sup
k
X (Eω,k)‖χxPω,kχ0‖2
)2
,
(4.8.4)
and the Fatou lemma yields
lim inf
T→∞
M0(σ, ζ,X , T ) ≥ Cσ,ζ L(σ, ζ,X ). (4.8.5)
Consequently, we get a similar result to (4.1.4). For the last point, we go back to
Theorem 4.1.2 and Lemma 4.1.3 that we follow for ω ﬁxed. Then for any γ ∈ (0, 1), there
exists a constant Cσ,ζ,d,γ which is uniform in ω such that
sup
t
∥∥χx e−itHωX (Hω)χ0∥∥2 ≤ Cσ,ζ,d,γ P1−γω (x,X )Lγ/2ω (σ, ζ,X ),
and hence
E
(
sup
t
∥∥χx e−itHωX (Hω)χ0∥∥2
)
≤ Cσ,ζ,d,γ E (Pω(x,X ))1−γ E(L(σ, ζ,X ))γ/2,
thanks to the Hölder inequality that we apply with conjugate exponents p = 1
1−γ and
p′ = 1/γ and to Jensen's inequality.
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In this chapter, we give the details of the proofs and intermediate steps mentionned
in chapter 3. We start by the trace class property.
5.1 Edge quantities: Proof of Lemma 3.4.1
For the reader's convenience, we recall the lemma we aim to prove in this section.
Lemma 5.1.1. Let g a switch function of an interval I such that suppg′ ⊂ I. Then the
operators
[g(Hω,a),Λ2] Λ1 , g
′(Hω,a) [Hω,a,Λ2] Λ1 , [g(Hω,a),Λ2] Λω1,a(t) et g
′(Hω,a) [Hω,a,Λ2] Λω1,a(t)
are trace class. Moreover, we have tr [g(Hω,a),Λ2] Λ1 = 0.
We ﬁrst deal with the operator [g(Hω,a),Λ2] Λ1 that we prove to be trace class with
zero trace. We start with the pure electric model and we pursue with the magnetic one.
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5.1.1 Vanishing trace
• Electric case. The assumptions on the electric potential U yields that there exists
r0 > 0 such that
Ua(x) ≥ c0, ∀x1 < −a− r0, (5.1.1)
where c0 is choosen so that c0 > sup I.
Consider the auxiliary operator
H˜Eω,a := H
E
ω,a + c0 1x1≥−r0−a ,
where 1S denotes the characteristic function of a subset S ⊂ R2. In particular, g(H˜Eω,a) = 0
since its spectrum is disjoint from I. We point out the creation of a forbidden zone where
the electrons can not penetrate when we introduce such operators H˜ω,a.
We proceed as in [CG] and we split the operator
[
g(HEω,a)− g(H˜Eω,a),Λ2
]
Λ1 in the
direction x2. For an arbitrary R > 0, we write
(IR) =
[
g(HEω,a),Λ2
]
Λ1 1|x2|≤R, (5.1.2)
(IIR) =
[
g(HEω,a),Λ2
]
Λ1 1|x2|>R. (5.1.3)
We ﬁrst treat (5.1.2) that we decompose for r > 0 as
(IR) =
[
g(HEω,a),Λ2
]
1|x2|≤R 1−r0−r−a≤x1≤0 +
[
g(HEω,a),Λ2
]
1|x2|≤R 1x1≤−r0−r−a. (5.1.4)
We set K = 1|x2|≤R 1−r0−r−a≤x1≤0 appearing in the ﬁrst term of the r.h.s of (5.1.4). We
note that
[g(Hω,a),Λ2]K = [g(Hω,a)K,Λ1] ,
sucht that it is suﬃcient to show that g(HEω,a)K is a trace class operator and then use the
cyclicity of the trace to deduce immediately that
tr
[
(g(HEω,a),Λ2
]
K = tr
[
(g(HEω,a)K,Λ2
]
= 0.
Notice that by the spectral theorem, we have
g(Hω,a) = h(Hω,a) with h(s) = χ{s≥1−Θ}g(s),
and it has compact support (g veriﬁes sup(suppg′) ≥ 1 − Θ otherwise g(Hω,a) = 0).
Since K has also a compact support and using [Si1, Theorem 4.1], we conclude that
h(Hω,a)K = g(Hω,a)K ∈ T1.
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Remark 5.1.2. One can also prove that the operator (g(HEω,a)− g(H˜Eω,a))K is trace class.
We use the Helﬀer-Sjöstrand formula (B.3.2) which suggests to control the resolvent dif-
ference Rω,a,E − R˜ω,a,E where Rω,a,E = (HEω,a − z)−1 and R˜ω,a,E = (H˜Eω,a − z)−1. Set
Wa = c0 1x1≥−r0−a. Using the resolvent identity
R˜ω,a,E(z) = Rω,a,E(z)−Rω,a,E(z) WaR˜ω,a,E(z),
we get ∥∥∥KRω,a,E(z)Wa R˜ω,a,E(z)∥∥∥
1
≤ ‖KRω,a,E(z)WaRω,a,E(z)‖1(1 + ||R˜ω,a,E(z)||)
≤ C˜| Im z|‖KRω,a,E(z)WaRω,a,E(z)‖1,
where the constant C˜ is uniform in a. Now, writing
KRω,a,E(z)WaRω,a,E(z) = KR
2
ω,a,E(M) [Hω,a,Wa]Rω,a,E(z) +KR
2
ω,a,E(z)Wa, (5.1.5)
and since KR2ω,a,E(z) belongs to T1 and both [Hω,a,Wa]Rω,a,E(z) and Wa are bounded, we
deduce that KRω,a,E(z)WaRω,a,E(z) is trace class.
Otherwise, to see that KR2ω,a,E(z) is trace class, we let M < inf σ(H
E
ω,a). Then it
follows from the resolvent identity Rω,a(z) = Rω,a(M) + (z −M)Rω,a(M)Rω,a(z) that
∥∥KR2ω,a,E(z)∥∥1 ≤ C(M)| Im z|2
∥∥KR2ω,a,E(M)∥∥1,
and since
∥∥KR2ω,a,E(M)∥∥1 < C uniformly in a (see e.g. [GK2, Lemma A.4]), the result
holds.
We turn to the second term of the r.h.s of (5.1.4), namely[
g(HEω,a),Λ2
]
1|x2|≤R 1x1≤−r0−r−a, (5.1.6)
that we treat by writing the diﬀerence operators g(HEω,a)−g(H˜Eω,a) in term of the resolvents
thanks to the Helﬀer-Sjöstrand formula (B.3.2). We have[
Rω,a,E − R˜ω,a,E,Λ2
]
= Λ2 Rω,a,E WaR˜ω,a,E −Rω,a,E WaR˜ω,a,E Λ2
= Rω,a,E [Hω,a,Λ2]Rω,a,E WaR˜ω,a,E +Rω,a,E Λ2WaR˜ω,a,E
+Rω,a,E WaR˜ω,a [Hω,a,Λ2] R˜ω,a,E −Rω,a,E WaΛ2R˜ω,a,E
= Rω,a,E WaR˜ω,a,E [Hω,a,Λ2] R˜ω,a,E +Rω,a,E [Hω,a,Λ2]Rω,a,E WaR˜ω,a,E.
We thus need to control the trace norms of
Rω,a,E
[
HEω,a,Λ2
]
Rω,a,E WaR˜ω,a,E 1|x2|≤R 1x1≤−r0−r−a, (5.1.7)
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and
Rω,a,E WaR˜ω,a,E
[
HEω,a,Λ2
]
R˜ω,a,E 1|x2|≤R 1x1≤−r0−r−a. (5.1.8)
Having in mind that the commutator operator[
HEω,a,Λ2
]
= −i(−i∇−A0).∇Λ2 − i∇Λ2.(−i∇−A0)
is localized on the support of ∇Λ2, we let χ|x2|≤1 to be a smooth characteristic function of
R× {|x2| ≤ 1} such that [Hω,a,Λ2] = [Hω,a,Λ2]χ|x2|≤1. We use unit cubes to decompose
χ|x2|≤1 as
∑
x=(x1,x2)∈Z2
|x2|≤1
χx where (χx)x∈Z2 is a smooth decomposition of unity.
We further consider
Wa = c0
∑
(y1,y2)∈(Z∩[−a−r0,∞))×Z
χy,
and
1|x2|≤R 1x1≤−r0−r−a =
∑
(z1,z2)∈(Z∩(∞,−r0−a−r])×(Z∩[−R,R])
χz.
To treat (5.1.7), we write
(5.1.7) = Rω,a,E
[
HEω,a,Λ2
]
χ|x2|≤1Rω,a,E WaR˜ω,a,E 1|x2|≤R 1x1≤−r0−r−a
=
∑
x,y,z∈S1
Rω,a,E
[
HEω,a,Λ2
]
Rω,a,E χxχyR˜ω,a,Eχz (5.1.9)
+
∑
x,y,z∈S1
Rω,a,E
[
HEω,a,Λ2
]
Rω,a,E
[
HEω,a, χx
]
Rω,a,E χyR˜ω,a,Eχz, (5.1.10)
with
S1 := {Z×(Z∩{|x2| ≤ 1})}×{(Z∩[−a−r0,∞))×Z}×{(Z∩(∞,−r0−a−r])×(Z∩[−R,R])}.
Notice that in (5.1.9), we have |y − x| ≤ 2 and using Lemma B.1.5 asserting that the
operator Rω,a
[
HEω,a,Λ2
]
Rω,a,Eχx is trace class independently of x, we obtain
‖(5.1.9)‖1 ≤
∑
x,y,z∈S1
∥∥∥Rω,a,E [HEω,a,Λ2]Rω,a,E χxχyR˜ω,a,Eχz∥∥∥
1
≤ sup
x
∥∥Rω,a,E [HEω,a,Λ2]Rω,a,E χx∥∥1 ∑
x,y,z∈S1
∥∥∥χxχyR˜ω,a,Eχz∥∥∥
≤ C
η2η˜
∑
(x1,x2)∈(Z∩[−a−r0−2,∞))×{|x2|≤1}
(z1,z2)∈(Z∩(∞,−r0−a−r])×(Z∩[−R,R])
e−cη˜(|z1−x1|+|z2−x2|)
≤ C1
η2η˜
e−cη˜r,
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where η = dist(z, σ(HEω,a)) and η˜ = dist(z, σ(H˜
E
ω,a)). Since r is arbitrary and for R ﬁxed,
it follows that the trace vanishes.
In the same manner, to estimate (5.1.10), it suﬃces to use the decay of the trace norm
of χxRω,a,E χyR˜ω,a,E χz. Since
∥∥∥χxRω,a,E χyR˜ω,a,E χz∥∥∥
1
≤ ||χxRω,a,E χy||2||χyR˜ω,a,E χz||2, (5.1.11)
together with
‖χxRω,a,E χy‖2 ≤
∥∥χxRω,a,E [HEω,a, χy]Rω,a,E∥∥2
≤ ∥∥χxRω,a,E [HEω,a, χy] χ˜y∥∥ ‖χ˜yRω,a,E‖2
≤ CR
η
e−cη|x−y|,
where we have considered |x− y| > 2 and χ˜y = 1 on the support of ∇χy. We thus obtain
‖(5.1.10)‖1 ≤
∑
x,y,z∈S1
∥∥∥Rω,a,E [HEω,a,Λ2]Rω,a,E [HEω,a, χx] χ˜xRω,a,E χyR˜ω,a,E χz∥∥∥
1
≤
∑
x,y,z∈S1
∥∥Rω,a,E [HEω,a,Λ2]Rω,a,E [HEω,a, χx]∥∥ ||χ˜xRω,a,E χy||2||χyR˜ω,a,E χz||2
≤ c1
η2η˜
∑
x,y,z∈S1
e−c2η(|y1−x1|+|y2−x2|)−c2η˜(|z1−y1|+|z2−y2|)
≤ c˜1(a+ r0)
η2η˜
e−cη˜r.
Next, we proceed similarly for (5.1.8) so that
‖(5.1.8)‖1 ≤
∑
x,y,z∈S1
∥∥∥Rω,a,E χyR˜ω,a,E [HEω,a,Λ2]χxR˜ω,a,E χz∥∥∥
1
≤
∑
x,y,z∈S1
‖Rω,a,E χy‖2||χyR˜ω,a,E
[
HEω,a,Λ2
]
χx||||χxR˜ω,a,E χz||2
≤ C
η˜2
∑
x,y,z∈S1
e−cη˜(|x1−y1|+|x2−y2|+|z1−x1|+|z2−x2|)
≤ C˜(a+ r0)
η˜2
e−cη˜r.
Hence the traces of (5.1.10) and (5.1.8) vanishe since r is arbitrarily choosen.
59
Chapter 5. Hall/Edge conductances
We deal now with the term (IIR) in (5.1.3) that we treat exactly in the same way as
(5.1.6). Indeed, following the previous steps, we have to check the trace norm of
Rω,a,E
[
HEω,a,Λ2
]
Rω,a,E WaR˜ω,a,E Λ11|x2|>R, (5.1.12)
and
Rω,a,E WaR˜ω,a,E
[
HEω,a,Λ2
]
R˜ω,a,E Λ11|x2|>R. (5.1.13)
Considering
Λ11|x2|>R =
∑
(z1,z2)∈(Z−×(Z∩[−R,R]c)
χz,
we start with (5.1.12) such that
(5.1.12) = Rω,a,E
[
HEω,a,Λ2
]
χ|x2|≤1Rω,a,E WaR˜ω,a,E Λ11|x2|>R
=
∑
x,y,z∈S2
Rω,a,E
[
HEω,a,Λ2
]
Rω,a,E χxχyR˜ω,a,Eχz (5.1.14)
+
∑
x,y,z∈S2
Rω,a,E
[
HEω,a,Λ2
]
Rω,a,E
[
HEω,a, χx
]
Rω,a,E χyR˜ω,a,Eχz, (5.1.15)
similarly to (5.1.7) where
S2 := {Z× (Z ∩ {|x2| ≤ 1})} × {(Z ∩ [−a− r0,∞))× Z} × {Z− × (Z ∩ [−R,R]c)}.
To estimate the trace norm of (5.1.14) and (5.1.15), we follow (5.1.9) and (5.1.10) and we
get
‖(5.1.14)‖1 ≤
∑
x,y,z∈S2
∥∥∥Rω,a,E [HEω,a,Λ2]Rω,a,E χxχyR˜ω,a,Eχz∥∥∥
1
≤ C
η˜2η˜
∑
(x1,x2)∈(Z∩[−a−r0−2,∞))×{|x2|≤1}
(z1,z2)∈Z−×(Z∩[−R,R]c)
e−cη˜(|z1−x1|+|z2−x2|)
≤ C1
η2η˜
ecη˜(a+r0)e−cη˜R,
and
‖(5.1.15)‖1 ≤
∑
x,y,z∈S2
∥∥∥Rω,a,E [HEω,a,Λ2]Rω,a,E [HEω,a, χx] χ˜xRω,a,E χyR˜ω,a,E χz∥∥∥
1
≤ c1
η2η˜
∑
x,y,z∈S2
e−c2η(|y1−x1|+|y2−x2|)−c2η˜(|z1−y1|+|z2−y2|)
≤ c˜1(a+ r0)
η2η˜
e−cη˜R.
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We come back to (5.1.13) and use similar procedure as for (5.1.8) so that
‖(5.1.13)‖1 ≤
∑
x,y,z∈S2
∥∥∥Rω,a,E χyR˜ω,a,E [HEω,a,Λ2]χxR˜ω,a,E χz∥∥∥
1
≤ C
η˜2
∑
x,y,z∈S2
e−cη˜(|x1−y1|+|x2−y2|+|z1−x1|+|z2−x2|)
≤ C˜(a+ r0)
η˜2
ecη˜(a+r0)e−cη˜R.
Since R is arbitrary, we thus conclude that the traces of (5.1.12) and (5.1.13) vanishe.
•Magnetic case. We are interested now on the pure magnetic model and the additional
analysis that this model requires.
Let B˜ be a new magnetic ﬁeld B˜ such that
B˜(x1, x2) ≥ b0 > sup I for all (x1, x2) ∈ R2,
and it coincides with B for x1 ≤ −r0, r0 > 0. The diﬀerence magnetic ﬁeld B˜ − B is
supported on Sr0 := {x1 ≥ −r0} × R and it follows from [DGR1, Proposition 4.2] that
there exists is a magnetic potential A˜ generating B˜ − B that vanishes on Scr0 . Let us
consider the auxiliary operator
H˜Mω,a := (−i∇−A0 −Aa − A˜a −Aω)2, (5.1.16)
where A˜a denotes A˜(x1 + a, x2). Since H˜Mω,a − B˜a is a non-negative operator, it follows
(see [E]) that
inf σ(H˜Mω,a) ≥ Ess inf
x1∈R
B˜a(x1) ≥ b0.
As a consequence, one has σ(H˜Mω,a) ∩ I = ∅ and thus g(H˜Mω,a) = 0. We follow exactly
the electric case. We let R > arbitrary and we split the operator
[
g(HMω,a),Λ2
]
Λ1 in x2−
direction such that[
g(HMω,a),Λ2
]
Λ1 =
[
g(HMω,a),Λ2
]
Λ11{|x2|≤R} +
[
g(HMω,a),Λ2
]
Λ11{|x2|>R}. (5.1.17)
In order to extract a compact part, we decompose the ﬁrst r.h.s of (5.1.17) in the x1-
direction for r > 0 arbitrary and we write it as[
g(HMω,a),Λ2
]
1{|x2|≤R}1{−r0−a−r≤x1≤0} +
[
g(HMω,a),Λ2
]
1{|x2|≤R}1{x1≤−r0−a−r}. (5.1.18)
The trace of the l.h.s of (5.1.18) is zero, following the electric case. Otherwise, to treat the
second terms in r.h.s of (5.1.18) and (5.1.17), we take advantage of the auxiliary operator
H˜ω,a,M deﬁned in (5.1.16), as we did for (5.1.6) and (5.1.2), except that the operator Wa
is replaced by the ﬁrst order operator Wa,ω given by
Wω,a := H˜Mω,a −HMω,a = −2A˜a.(−i∇−AIwa −Aω) + i div A˜a + |A˜|2. (5.1.19)
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We start by
[
g(HMω,a),Λ2
]
1{|x2|≤R}1{x1≤−r0−a−r} that leads to check the trace norm of
Rω,a,M
[
HMω,a,Λ2
]
Rω,a,MWω,aR˜ω,a,M1{|x2|≤R}1{x1≤−r0−a−r} (5.1.20)
and
Rω,a,MWω,aR˜ω,a,M
[
HMω,a,Λ2
]
Rω,a,M1{|x2|≤R}1{x1≤−r0−a−r}. (5.1.21)
Once more, we use smooth decomposition of unity and we write
Wa,ω =
∑
y1∈Z∩(∞,−r0−a−r]
y2∈Z∩[−R,R]
χzWω,a =
∑
y1∈Z∩(∞,−r0−a−r]
y2∈Z∩[R,R]
Wω,aχz.
The term in (5.1.20) is treated in the same way as (5.1.7) where we have to estimate the
trace norm of
∑
x,y,z∈S1
Rω,a,M
[
HMω,a,Λ2
]
Rω,a,M χxχyWω,aR˜ω,a,Mχz, (5.1.22)
and
∑
x,y,z∈S1
Rω,a,M
[
HMω,a,Λ2
]
Rω,a,M
[
HMω,a, χx
]
Rω,a,M χyWω,aR˜ω,a,Mχz. (5.1.23)
This follows from (5.1.9) and (5.1.10) where we use Lemma B.1.3 to obtain a decay of
the kernel of Wω,aR˜ω,a,M instead of the Combes-Thomas estimate. In particular, (5.1.21)
follows the same procedure as (5.1.8).
We now turn to the remaining term
[
g(HMω,a)− g(H˜Mω,a),Λ2
]
Λ11{|x2|>R} which is similar
to (5.1.3). This gives analogous terms to (5.1.12) and (5.1.13) where once more, the decay
of the kernel of the resolvent is replaced by that of Wω,a thanks to Lemma B.1.3.After
all, we conclude that the trace of
[
g(HMω,a),Λ2
]
Λ1 vanishes.
5.1.2 Trace class property
The operator g′(Hω,a) [Hω,a,Λ2, ] Λ1.
The trace class property of this operator follows from the previous section where we
have considered auxiliary operators H˜ω,a to take avantage of the wall. The idea consists
in using the fact g′(H˜ω,a) = 0 and to analyse the operator
(g′(Hω,a)− g′(H˜ω,a)) [Hω,a,Λ2, ] Λ1
via the formula (3.4.1).
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• Electric case. After computation and recalling that H˜Eω,a = HEω,a+Wa, we obtain six
terms
(R˜3ω,a,E −R3ω,a,E)
[
HEω,a,Λ2
]
Λ1 = (R˜
2
ω,a,EWaRω,a,ER˜ω,a,E + R˜ω,a,EWaR
2
ω,a,ER˜ω,a,E
+ R˜ω,a,EWaRω,a,ER˜
2
ω,a,E +R
2
ω,a,ER˜ω,a,EWaRω,a,E
+Rω,a,ER˜
2
ω,a,EWaRω,a,E +Rω,a,ER˜ω,a,EWaR
2
ω,a,E)
[
HEω,a,Λ2
]
Λ1.
We shall treat one term and the others holds in quite similar way. For instance, we deal
with Rω,a,ER˜
2
ω,a,EWaRω,a,E
[
HEω,a,Λ2
]
Λ1 that we write as the sum of
Rω,a,ER˜
2
ω,a,EχyRω,a,E
[
HEω,a,Λ2
]
χx (5.1.24)
over
D1 := {(x1, x2) ∈ Z− × (Z ∩ [−1, 1]), (y1, y2) ∈ (Z ∩ (∞,−a− r0])× Z}.
Thus the trace class property holds from R˜2ω,a,Eχy while the summabilty of the sum comes
from the decay of χyRω,a,E
[
HEω,a,Λ2
]
χx thanks to the Combes-Thomas estimate [CT]. In
the sense that
∥∥∥Rω,a,ER˜2ω,a,EWaRω,a,E [HEω,a,Λ2]Λ1∥∥∥
1
≤ C(a+ r0)| Im z|−4. (5.1.25)
• Magnetic case. Once more, the same arguments work for the magnetic case subject
to change Wa into Wω,a. If we consider the term Rω,a,MR˜ω,a,MWω,aR2ω,a,M
[
HMω,a,Λ2
]
Λ1,
we have to estimate the trace norm of the sum of
Rω,a,MR˜ω,a,MχyWω,aRω,a,Mχu
[
HMω,a,Λ2
]
χx (5.1.26)
over
D2 := {(x1, x2) ∈ Z− × (Z ∩ [−1, 1]), (y1, y2) ∈ (Z ∩ (∞,−a− r0])× Z u ∈ Z2},
so that
‖(5.1.26)‖1 ≤
∥∥∥Rω,a,MR˜ω,a,Mχy∥∥∥
1
‖χyWω,aRω,a,Mχu‖
∥∥χuRω,a,M [HMω,a,Λ2]χx∥∥ . (5.1.27)
Since Rω,a,MR˜ω,a,Mχy is trace class and having in mind thatWω,a is a ﬁrst order operator,
we use Lemma B.1.3 to upper bound (5.1.27) by
c1| Im z|−4 e−c2| Im z|(|u−y|+|x−u|).
The remaining operators are analog.
Now we establish the trace class property of operators depending on the time regular-
ization Λω1,a(t).
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The operator [g(Hω,a),Λ2, ] Λ
ω
1,a(t).
We substract [g(Hω,a),Λ2] Λ1 which has zero trace by the previous analysis in sec-
tion 5.1.1. Moreover, combining
Λω1,a(t)− Λ1 = i
∫ t
0
eisHω,a [Hω,a,Λ1] e
−isHω,ads, (5.1.28)
that we insert in (3.4.1) and the resolvent identity (3.4.3), we are led to analyse the trace
norm of
R2ω,a [Hω,a,Λ2]Rω,a e
isHω,a [Hω,a,Λ1] e
−isHω,a , (5.1.29)
and
Rω,a [Hω,a,Λ2]R
2
ω,a e
isHω,a [Hω,a,Λ1] e
−isHω,a . (5.1.30)
These operators are localized in space in both directions x1 and x2 in the sense that each
[Hω,a,Λj] is localized on the support of Λ
′
j because[
HMω,a,Λj
]
=
[
(−i∇− A0 − Aa − Aω)2,Λj
]
= −i(−i∇− A0 − Aa − Aω).∇Λj − i∇Λj.(−i∇− A0 − Aa − Aω)
and
[
HEω,a,Λj
]
= −i(−i∇− A0).∇Λj − i∇Λj.(−i∇− A0).
We precise that we have the same proof in the electric and magnetic cases. So we will
not specify the case we deal with in the next analysis.
To estimate the trace norm of (5.1.29), we decompose it via smooth characteristic
functions in the same spirit of the proof of Lemma 3.4.1 so that we write
(5.1.29) =
∑
x1∈Z, x2∈Z∩[−1,1]
y1∈Z∩[−1,1], y2∈Z
R2ω,a [Hω,a,Λ2]χxRω,a e
isHω,a [Hω,a,Λ1]χy e
−isHω,a . (5.1.31)
Since the operator R2ω,a [Hω,a,Λ2]χx is trace class with
∥∥R2ω,a [Hω,a,Λ2]χx∥∥1 ≤ C| Im z|2 ,
and the operator norm of χxRω,a e
isHω,a [Hω,a,Λ1]χy is upper bounded by
ec1s| Im z|−1 e−c2| Im z|(|x1−y1|+|x2−y2|),
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which follows from Lemma B.1.3, we obtain the sum (5.1.31) is ﬁnite and thus (5.1.29) is
trace class. Moreover, there exist two constants c1 and c2 such that
‖(5.1.29)‖1 ≤ c3| Im z|−3 ec1s. (5.1.32)
We turn to (5.1.30) that we expand in the following way
(5.1.30) =
∑
u1,y2∈Z, x∈Z2
u2,y1∈Z∩[−1,1]
Rω,a [Hω,a,Λ2]χuRω,aχx e
isHω,aRω,a [Hω,a,Λ1]χy e
−isHω,a .
In order to extract the decay in x1 and y2, we use commutators to push χu to the left
through the resolvent Rω,a. Let χ˜u be a smooth function such that χ˜u = 1 on supp∇χu.
Then we have
‖(5.1.30)‖1 ≤
∑
u1,y2∈Z, x∈Z2
u2,y1∈Z∩[−1,1]
∥∥Rω,a [Hω,a,Λ2]χuRω,aχx eisHω,aRω,a [Hω,a,Λ1]χy e−isHω,a∥∥1
≤
∑
u1,y2∈Z, x∈Z2
u2,y1∈Z∩[−1,1]
∥∥Rω,a [Hω,a,Λ2]Rω,aχuχx eisHω,aRω,a [Hω,a,Λ1]χy e−isHω,a∥∥1
+
∑
u1,y2∈Z, x∈Z2
u2,y1∈Z∩[−1,1]
∥∥Rω,a [Hω,a,Λ2]Rω,aχ˜u [Hω,a, χu]Rω,aχx eisHω,aRω,a [Hω,a,Λ1]χy e−isHω,a∥∥1
≤ C1| Im z|−3 ec1s
∑
x1,y2∈Z
y1∈Z∩[−1,1]
x2∈Z∩[−3,3]
e−c˜1| Im z|(|x1−y1|+|x2−y2|)
+ C2| Im z|−4 ec2s
∑
u1,y2∈Z,x∈Z2
u2,y1∈Z∩[−1,1]
e−c˜2| Im z|(|x1−u1|+|x2−u2|+|x1−y1|+|x2−y2|)
≤ C˜1| Im z|−3 ec1s + C2| Im z|−4 ec2s
∑
u1,y2∈Z
u2,y1∈Z∩[−1,1]
e−c˜2| Im z|(|u1−y1|+|u2−y2|),
where we have combined Combes-Thomas estimate [CT] and Lemma B.1.3 together with
Lemma B.1.5. Hence, the summability follows and the operator (5.1.30) is ﬁnally trace
class with
‖(5.1.30)‖1 ≤ C3 ec˜3s(| Im z|−3 + | Im z|−4). (5.1.33)
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The operator g′(Hω,a) [Hω,a,Λ2] Λω1,a(t).
We return now to the operator g′(Hω,a) [Hω,a,Λ2] Λω1,a(t). From the derivative expres-
sion (3.4.2), it follows that
g′(Hω,a) [Hω,a,Λ2] Λω1,a(t) = g
′(Hω,a) [Hω,a,Λ2] Λ1
+
i
π
∫
R2
∫ t
0
∂G˜(z)R3ω,a(z) [Hω,a,Λ2] e
isHω,a [Hω,a,Λ1] e
−isHω,ads du dv (5.1.34)
By the ﬁrst point of this section that it suﬃces to treat (5.1.34) and to estimate the trace
norm operator of
R3ω,a [Hω,a,Λ2] e
isHω,a [Hω,a,Λ1] e
−isHω,a , (5.1.35)
that we write as
R2ω,a [Hω,a,Λ2]Rω,ae
isHω,a [Hω,a,Λ1] e
−isHω,a (5.1.36)
−R3ω,a [Hω,a, [Hω,a,Λ2]]Rω,a eisHω,a [Hω,a,Λ1] e−isHω,a . (5.1.37)
Thus one has
‖(5.1.36)‖1 ≤
∑
x1,y2∈Z, x∈Z2
x2,y1∈Z∩[−1,1]
∥∥R2ω,a [Hω,a,Λ2]χx∥∥1 ∥∥χxRω,aeisHω,a [Hω,a,Λ1]χy∥∥ , (5.1.38)
and similarly
‖(5.1.37)‖1 ≤
∑
x1,y2∈Z, x∈Z2
x2,y1∈Z∩[−1,1]
∥∥R3ω,a [Hω,a, [Hω,a,Λ2]]χx∥∥1 ∥∥χxRω,a eisHω,a [Hω,a,Λ1]χy∥∥ .
(5.1.39)
The trace norms above are upper bounded by a constant c and the operator norms
operators are bounded by
ec1s| Im z|−1e−c2| Im z|(|x1−y1|+|x2−y2|),
and the trace class property holds.
Although the operator [g(Hω,a),Λ2] Λ
ω
1,a(t) is still trace class, there is no reason any-
more for its trace to vanishes since Λ2 does not commute with Λ
ω
1,a(t) as it is the case
with Λ1.
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5.2 Contributions of the Bulk quantities
We start by proving the zero contribution of the remainder term (3.4.7) that we recall
in the following lemma.
Lemma 5.2.1. Let g be a switch function of an interval I. Then
lim
T→∞
lim
a→∞
1
T
∫ T
0
trRω,a(t) dt = 0. (5.2.1)
5.2.1 Proof of Lemma 3.4.2
For convenience we set
r(1)ω,a(t) = R
2
ω,a(z) [Hω,a,Λ2]Rω,a(z)
[
Hω,a,Λ
ω
1,a(t)
]
Rω,a(z), (5.2.2)
r(2)ω,a(t) = Rω,a(z) [Hω,a,Λ2]R
2
ω,a(z)
[
Hω,a,Λ
ω
1,a(t)
]
Rω,a(z), (5.2.3)
r(3)ω,a(t) = Rω,a(z) [Hω,a,Λ2]Rω,a(z)
[
Hω,a,Λ
ω
1,a(t)
]
R2ω,a(z). (5.2.4)
We ﬁrst treat (5.2.3) and show the convergence to the bulk quantity. We write r
(2)
ω,at) as
[Rω,a,Λ2] (Hω +Θ)〈x2〉2ν(〈x2〉−2ν(Hω +Θ)−2〈x1〉−2ν)〈x1〉2ν(Hω +Θ)
[
Rω,a,Λ
ω
1,a(t)
]
.
(5.2.5)
We notice that the operators [Rω,a,Λ2] (Hω +Θ)〈x2〉2ν and 〈x1〉2ν(Hω +Θ)
[
Rω,a,Λ
ω
1,a(t)
]
are uniformly bounded in a. As the middle operator (〈x2〉−2ν(Hω +Θ)−2〈x1〉−2ν) is trace
class (see [BoGKS]), it follows from Lemma B.1.1 and Proposition B.1.2 that it suﬃces
to prove the strong convergence of the left and right operators in (5.2.5) in C∞c (R2). We
use the identity REω,a −REω = −REω,aUa REω to write[
REω,a −REω,Λ2
]
= Λ2R
E
ω,aUa R
E
ω −REω,aUa REω Λ2. (5.2.6)
Similarly, we have
RMω,a −RMω = −RMω,aΓω,a RMω ,
for the magnetic model and thus[
RMω,a −RMω ,Λ2
]
= Λ2R
M
ω,aΓω,a R
M
ω −RMω,aΓa RMω Λ2. (5.2.7)
Let ϕ ∈ C∞c (R2) be such that suppϕ ⊂ Dr1,r2 where Dr1,r2 = [−r1, r1]× [−r2, r2] for r1 < a
and r2 > 0. In particular, supp(Λ2(Hω +Θ)〈x2〉2νϕ) ⊂ Dr1,r2 and we have
∥∥RMω,a Γω,a RMω Λ2(Hω +Θ)〈x2〉2νϕ∥∥ ≤ C| Im z|2 e−c|a−r1|
∥∥Λ2(Hω +Θ)〈x2〉2νϕ∥∥
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and
∥∥Λ2 RMω,a Γω,a RMω (Hω +Θ)〈x2〉2νϕ∥∥ ≤ C| Im z|2 e−c|a−r1|
∥∥(Hω +Θ)〈x2〉2νϕ∥∥ ,
which converge to 0 as a→ +∞. Similar estimates holds for the electric model.
Next we carry on the convergence of the right side of the operator in (5.2.5) that we
will treat in a similar way. We write[
Rω,a,Λ
ω
1,a(t)
]− [Rω,Λω1 (t)] = [Rω,a −Rω,Λω1,a(t)]+ [Rω,Λω1,a(t)− Λω1 (t)] (5.2.8)
and we point out that the ﬁrst term in r.h.s of (5.2.8) is treated in the same spirit as
(5.2.7) without time-dependence. In fact[
Rω,a −Rω,Λω1,a(t)
]
=
[
Rω,a −Rω,Λω1,a(t)− Λ1
]
+ [Rω,a −Rω,Λ1] (5.2.9)
and the second term in the r.h.s of (5.2.9) looks like (5.2.7) where we have Λ1 instead of
Λ2. For the ﬁrst term of (5.2.9), we take advantage of localisation in x1 that the diﬀerence
Λω1,a(t)− Λ1 gives (see (5.1.28)) and the result holds similarly.
We come back to the second term in the r.h.s of (5.2.8), namely
〈x1〉2ν(Hω +Θ)
[
Rω,Λ
ω
1,a(t)− Λω1 (t)
]
that requires more works. In fact, we use the commutators and the ﬁrst order resolvent
identity to obtain
[Rω,Λ
ω
1 (t)] = −RωeitHω [Hω,Λ1] e−itHωRω,
and
Λω1,a(t)Rω = Λ
ω
1,a(t)Rω,a(1 + Γω,aRω)
= Rω,a Λ
ω
1,a(t)(1 + Γω,aRω) + e
−itHω,a [Rω,a,Λ1] e−itHω,a(1 + Γω,aRω).
Hence, one has[
Rω,Λ
ω
1,a(t)
]
= RωΛ
ω
1,a(t)−Rω,a Λω1,a(t)(1 + Γω,aRω)− e−itHω,a [Rω,a,Λ1] e−itHω,a(1 + Γω,aRω)
so that[
Rω,Λ
ω
1,a(t)− Λω1 (t)
]
= (Rω −Rω,a)Λω1,a(t)−Rω,aΛω1,a(t)Γω,aRω
− e−itHω,a [Rω,a,Λ1] e−itHω,a(1 + Γω,aRω)− eitHω [Rω,Λ1] e−itHω .
The strong convergence to 0 follows from the fact that Λω1,a(t) → Λω1 (t) and RωΓω,a → 0
strongly that we have established in Lemma B.2.1.
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We now deal with (5.2.2) and we push one resolvent from the left through the com-
mutator [Hω,a,Λ1], so that
r(1)ω,a(t) = Rω,a [Rω,a,Λ2]R
2
ω,a
[
Hω,a,Λ
ω
1,a(t)
]
Rω,a (5.2.10)
−R2ω,a [Hω,a, [Hω,a,Λ2]]R2ω,a
[
Hω,a,Λ
ω
1,a(t)
]
Rω,a. (5.2.11)
The ﬁrst term (5.2.10) ﬁt exactly to (5.2.2). Procceding as in (5.2.5) we get
(5.2.11) = −Rω,a [Rω,a, [Hω,a,Λ2]] (Hω +Θ)〈x2〉2ν(〈x2〉−2ν(Hω +Θ)−2〈x1〉−2ν)
〈x1〉2ν(Hω +Θ)
[
Rω,a,Λ
ω
1,a(t)
]
.
Then using the trace class property of the middle operator and Lemma B.1.1 and Propo-
sition B.1.1 with Lemma B.2.1 together with the fact that the right operator above
〈x1〉2ν(Hω + Θ)
[
Rω,a,Λ
ω
1,a(t)
]
is previousely treated in (5.2.7), we only need to prove
the strong convergence of the operator
[Rω,a, [Hω,a,Λ2]] (Hω +Θ)〈x2〉2ν ,
which is uniformly bounded in a. We calculate the diﬀerence
[Rω,a, [Hω,a,Λ2]]− [Rω, [Hω,Λ2]] = [Rω,a −Rω, [Hω,a,Λ2]] + [Rω, [Γω,a,Λ2]] , (5.2.12)
and we let ϕ ∈ C∞c (R2) with support Dr1,r2 = [−r1, r1] × [−r2, r2] for r1 < a and r2 > 0.
Then the supports of [Hω,a,Λ2] (Hω + Θ)〈x2〉2νϕ and (Hω + Θ)〈x2〉2νϕ are contained in
Dr1,r2 such that one has
‖[Rω,a −Rω, [Hω,a,Λ2]] (Hω +Θ)〈x2〉2νϕ‖
≤ ∥∥RωΓω,aRω,a [Hω,a,Λ2] (Hω +Θ)〈x2〉2νϕ∥∥+ ∥∥[Hω,a,Λ2]Rω,aΓω,aRω(Hω +Θ)〈x2〉2νϕ∥∥
≤ ‖Rω‖
∥∥Γω,aRω,a [Hω,a,Λ2] (Hω +Θ)〈x2〉2νϕ∥∥+ ‖[Hω,a,Λ2]Rω,a‖ ∥∥Γω,aRω(Hω +Θ)〈x2〉2νϕ∥∥
≤ C (| Im z|−2 e−c˜1| Im z||a−r1| + | Im z|−3/2 e−c˜2| Im z||a−r1|) ∥∥(Hω +Θ)〈x2〉2νϕ∥∥ ,
which converges to 0 as a→∞.
Consider now the remaining term [Rω, [Γω,a,Λ2]] in (5.2.12). We have
[Rω, [Γω,a,Λ2]] = RωΓω,aΛ2 −RωΛ2Γω,a − Γω,aΛ2Rω + Λ2Γω,aRω,
that we treat in the following way
∥∥Γω,aΛ2Rω(Hω +Θ)〈x2〉2ν∥∥ ≤ c3| Im z|−1e−c˜3| Im z||a−r1| ∥∥(Hω +Θ)〈x2〉2νϕ∥∥ , (5.2.13)
and∥∥Λ2Γω,aR(Hω +Θ)〈x2〉2ν∥∥ ≤ c4| Im z|−1e−c˜4| Im z||a−r1| ∥∥(Hω +Θ)〈x2〉2νϕ∥∥ , (5.2.14)
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while Rω [Γω,a,Λ2] (Hω + Θ)〈x2〉2νϕ = 0 since r1 < a. We conclude that (5.2.13) and
(5.2.14) converge to 0 as a→∞.
In a similar way, we could establish the strong convergences in a of (5.2.4) to the bulk
corresponding operators such that r
(3)
ω,a(t)→ r(3)ω (t) where we denote by r(1)ω (t), r(2)ω (t) and
r
(3)
ω (t) the analougous remainders.
After this, we estimate the time average of r
(j)
ω (t) in the trace norm for j = 1, 2, 3. We
start with r
(1)
ω (t). We consider χ{|x2|≤R} and χ{|x2|>R} smooth functions where R = T
1/2
and we write
1
T
∫ T
0
r(1)ω (t) dt =
1
T
∫ T
0
R2ω [Hω,Λ2] (χ{|x1|≤R} + χ{|x1|>R})Rω [Hω,Λ
ω
1 (t)]Rω dt.
(5.2.15)
We start with the ﬁrst term in the r.h.s of (5.2.15) whose trace norm is estimated as
1
T
∥∥R2ω [Hω,Λ2]χ{|x1|≤R}Rω (eiTHωΛ1e−iTHω − Λ1)Rω∥∥1
≤ 1
T
∥∥R2ω [Hω,Λ2]χ{|x1|≤R}∥∥1 ∥∥Rω (eiTHωΛ1e−iTHω − Λ1)Rω∥∥
≤ CR
T
| Im z|−4,
which goes to 0 as T →∞ where we have used that the operator R2ω [Hω,Λ2]Rωχ{|x1|≤R}
belongs to T1 together with
1
T
∫ T
0
[Hω,Λ
ω
1 (t)] dt =
1
T
∫ T
0
eitHω [Hω,Λ1] e
−itHωdt
=
−i
T
(eiTHωΛ1e
−iTHω − Λ1).
Concerning the second term in the r.h.s of (5.2.15), we have
∥∥∥∥R2ω [Hω,Λ2]
(
1
T
∫ T
0
χ{|x1|>R}Rωe
itHω [Hω,Λ1] e
−itHωRω dt
)∥∥∥∥
1
≤
∑
x,y∈S
∥∥∥∥ 1T
∫ T
0
R2ω [Hω,Λ2]χxRωe
itHωχy [Hω,Λ1] e
−itHωRω dt
∥∥∥∥
1
≤
∑
x,y∈S
∥∥R2ω [Hω,Λ2]χx∥∥1
(
1
T
∫ T
0
∥∥χxRωeitHωχy∥∥ dt
)∥∥[Hω,Λ1] e−itHωRω∥∥
≤ C˜| Im z|−4 T 5e−c1| Im z|R,
where
S := {(Z ∩ [−R,R]c)× (Z ∩ [−1, 1])} × {(Z ∩ [−1, 1])× Z}.
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Here, we have used the decay of the kernel χxRωe
itHωχy (see[BGK]). Since R = T
1/2, the
trace thus vanishes as T →∞.
In an analogous way we estimate the time average of r
(2)
ω (t) and r
(3)
ω (t) as in (5.2.15).
Taking G˜ of order 5, the limit (5.2.1) follows.
5.2.2 Proof of Lemma 3.4.3
After having evaluated the contribution of (3.4.7), we deal in this section with the
l.h.s of (3.4.6).
Lemma 5.2.2. Let g be a switch function of an interval I with supp g′ ⊂ I. Then
lim
a→∞
tr [g(Hω,a),Λ2] (Λ
ω
1,a(t)− Λ1) = tr [g(Hω),Λ2] (Λω1 (t)− Λ1) (5.2.16)
uniformely in t.
It follows from the previous section that the operator [g(Hω,a),Λ2] (Λ
ω
1,a(t) − Λ1) is
trace class. Concerning the convergence in trace to [g(Hω),Λ2] (Λ
ω
1 (t)−Λ1), we adopt the
same techniques used for the remainder operator Rω,a(t) in section 5.2.1. We use (3.4.1)
and we notice that is enough to analyse the operators
Rω,a [Hω,a,Λ2]R
2
ω,a(Λ
ω
1,a(t)− Λ1) (5.2.17)
and
R2ω,a [Hω,a,Λ2]Rω,a(Λ
ω
1,a(t)− Λ1). (5.2.18)
Once again, we introduce the operator (Hω+Θ)
2 inside (5.2.17) and (5.2.18). Let us start
with (5.2.17) and write it as
− [Rω,a,Λ2] (Hω +Θ)〈x2〉2ν(〈x2〉−2ν(Hω +Θ)2〈x1〉−2ν)〈x1〉2ν(Hω +Θ)Rω,a(Λω1,a(t)− Λ1).
(5.2.19)
Since the operator (〈x2〉−2ν(Hω + Θ)2〈x1〉−2ν) is trace class [BoGKS], it suﬃces thanks
to Lemma B.1.1, to prove the strong converge of the operators [Rω,a,Λ2] (Hω + Θ)〈x2〉2ν
and 〈x1〉2ν(Hω +Θ)Rω,a(Λω1,a(t)− Λ1) in C∞c (R2) because they are uniformly bounded in
a. Notice that [Rω,a,Λ2] (Hω+Θ)〈x2〉2ν has already been treated in (5.2.2). We now look
at the quantity 〈x1〉2ν(Hω +Θ)Rω,a(Λω1,a(t)− Λ1) that we write as
〈x1〉2ν(Hω +Θ)(Rω,a −Rω)(Λω1,a(t)− Λ1) + 〈x1〉2ν(Hω +Θ)Rω(Λω1,a(t)− Λ1).
Since Λω1,a → Λω1 (t) strongly, the second term converges to zero, and it is enough to show
that 〈x1〉2ν(Hω+Θ)(Rω,a−Rω) converges strongly to 0. This holds immediately from the
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fact Rω,a − Rω = −RωΓω,aRω,a. Now, take ϕ ∈ C∞c (R2) compactly supported in Dr1,r2 as
in section 5.2.1 with r1 < a, then∥∥〈x1〉2ν(Hω +Θ)RωΓω,aRω,aϕ∥∥ ≤ 〈r1〉2ν ‖(Hω +Θ)Rω‖ ‖Γω,aRω,aϕ‖
≤ Cr1| Im z|1/2 e
−c| Im z||a−r1| ‖ϕ‖ ,
which converges to 0 as a→∞.
Next we turn to (5.2.18) whose analysis will be similar to that of (5.2.2) in the sense
that one has
R2ω,a [Hω,a,Λ2]Rω,a(Λ
ω
1,a(t)− Λ1) = Rω,a [Hω,a,Λ2]R2ω,a(Λω1,a(t)− Λ1) (5.2.20)
−R2ω,a [Hω,a, [Hω,a,Λ2]]R2ω,a(Λω1,a(t)− Λ1). (5.2.21)
Since the ﬁrst term (5.2.20) ﬁt excatly to (5.2.17), we only need to check (5.2.21). We
have
(5.2.21) =Rω,a [Rω,a, [Hω,a,Λ2]] (Hω +Θ)〈x2〉2ν(〈x2〉−2ν(Hω +Θ)−2〈x1〉−2ν)
〈x1〉2ν(Hω +Θ)Rω,a(Λω1,a(t)− Λ1).
We notice that the right operator 〈x1〉2ν(Hω + Θ)Rω,a(Λω1,a(t) − Λ1) corresponds to the
right operator treated in (5.2.19) while the left one Rω,a [Rω,a, [Hω,a,Λ2]] (Hω + Θ)〈x2〉2ν
has been treated in (5.2.12).
5.2.3 Proof of Lemma 3.4.4
According to the spectral theorem and the assumption on g, we have
g(Hω) =
∫
g(E) dP (E)ω (E) = −
∫
g′(E)P (E)ω dE (5.2.22)
since g(+∞)P (+∞)ω − g(−∞)P (−∞)ω = 0. Thanks to (5.2.22) we can work with the Fermi
projection P
(E)
ω and we are left with the study of
[
P
(E)
ω ,Λ2
]
(Λω1 (t)− Λ1).
We show that the operator
[
P
(E)
ω ,Λ2
]
(Λω1 (t)−Λ1) is trace class uniformly in t. Using
the Duhamel expansion 5.1.28, it is enough that the operator[
P (E)ω ,Λ2
]
(Λω1 (t)− Λ1) eisHω [Hω,Λ1] eisHω , (5.2.23)
is trace class for 0 ≤ s ≤ t. We ﬁrst notice that[
P (E)ω ,Λ2
]
= P (E)ω
[
P (E)ω ,Λ2
]
+
[
P (E)ω ,Λ2
]
P (E)ω , (5.2.24)
and we introduce (Hω −Θ+ 1)Rω(1−Θ) inside (5.2.23) such that
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(5.2.23) = P (E)ω
[
P (E)ω ,Λ2
]
(Hω +Θ− 1)eisHωRω(1−Θ) [Hω,Λ1] eisHω (5.2.25)
+
[
P (E)ω ,Λ2
]
P (E)ω (Hω +Θ− 1)eisHωRω(1−Θ) [Hω,Λ1] eisHω . (5.2.26)
We start with the term (5.2.26) that we write as
[
P (E)ω ,Λ2
]
e|x2|
ζ
(
e−|x2|
ζ
P (E)ω (Hω +Θ− 1)e−|x1|
ζ
)
e|x1|
ζ
eisHωRω(1−Θ) [Hω,Λ1] eisHω .
(5.2.27)
Since the operator e−|x2|
ζ
P
(E)
ω (Hω + Θ − 1)e−|x1|ζ is localized in energy and space, it is
trace class. Moreover, the left and right operators in 5.2.27 are bounded by Lemma B.1.3
and Lemma B.1.4.
We come back now to (5.2.25) and use that[
P (E)ω ,Λ2
]
(Hω +Θ− 1) =
[
P (E)ω (Hω +Θ− 1),Λ2
]− P (E)ω [Hω,Λ2] ,
to write
(5.2.25) = P (E)ω
[
P (E)ω (Hω +Θ− 1),Λ2
]
eisHωRω(1−Θ) [Hω,Λ1] eisHω (5.2.28)
− P (E)ω [Hω,Λ2] eisHωRω(1−Θ) [Hω,Λ1] eisHω . (5.2.29)
We expand these terms (5.2.28) and (5.2.29) as the sums of
P (E)ω χx
[
P (E)ω (Hω +Θ− 1),Λ2
]
χy e
isHωRω(1−Θ) [Hω,Λ1]χu eisHω (5.2.30)
and
−P (E)ω (Hω +Θ− 1)χxRω(1−Θ) [Hω,Λ2]χy eisHωRω(1−Θ) [Hω,Λ1]χu eisHω (5.2.31)
respectively over Z2 × {Z× (Z ∩ [−1, 1])} × {(Z ∩ [−1, 1])× Z}. Since
sup
x
∥∥P (E)ω χx∥∥1 <∞ and sup
x
∥∥P (E)ω (Hω +Θ− 1)χx∥∥1 <∞,
we use Lemma B.1.3 to obtain an exponential decay of the kernels
χy e
isHωRω(1−Θ) [Hω,Λ1]χu and χxRω(1−Θ) [Hω,Λ2]χy,
in operator norm to deduce the summability of (5.2.30) and (5.2.31). Therefore, the
operator
[
P
(E)
ω ,Λ2
]
(Λω1 (t)− Λ1) is trace class.
Now, we consider the decomposition[
P (E)ω ,Λ2
]
=
[
P (E)ω ,Λ2
]
P (E)⊥ω +
[
P (E)ω ,Λ2
]
P (E)ω = P
(E)
ω Λ2P
(E)⊥
ω − P (E)⊥ω Λ2P (E)ω (5.2.32)
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and we write
[
P (E)ω ,Λ2
]
(Λω1 (t)− Λ1) = P (E)ω Λ2P (E)⊥ω (Λω1 (t)− Λ1)
− P (E)⊥ω Λ2P (E)ω (Λω1 (t)− Λ1). (5.2.33)
Both operators on the r.h.s of (5.2.33) are separately trace class. Hence, we can cycle the
projections P
(E)
ω and P
(E)⊥
ω around the trace of (5.2.33).
Setting
ΠE := P
(E)
ω Λ2P
(E)⊥
ω Λ1P
(E)
ω − P (E)⊥ω Λ2P (E)ω Λ1P (E)⊥ω (5.2.34)
and
ΠTE = P
(E)
ω Λ2P
(E)⊥
ω Λ
ω
1 (t)P
(E)
ω − P (E)⊥ω Λ2P (E)ω Λω1 (t)P (E)⊥ω , (5.2.35)
one gets
tr (5.2.33) = trΠE(t)− tr ΠE. (5.2.36)
We claim that the time-average of the trace of ΠE(t) vanishes as T tends to ∞. Indeed,
we have
1
T
∫ T
0
ΠE(t) dt =
1
T
∫ T
0
(P (E)ω Λ2P
(E)⊥
ω Λ
ω
1 (t)P
(E)
ω − P (E)⊥ω Λ2P (E)ω Λω1 (t)P (E)⊥ω ) dt (5.2.37)
that we can write as a sum of
∫
λ>E
µ≤E
(
1
T
∫ T
0
e−it(µ−λ)dt
)
P (E)ω Λ2P
(E)⊥
ω dPλ Λ1 dPµP
(E)
ω , (5.2.38)
and ∫
λ≤E
µ>E
(
1
T
∫ T
0
e−it(µ−λ)dt
)
P (E)⊥ω Λ2P
(E)
ω dPλ Λ1 dPµP
(E)⊥
ω . (5.2.39)
Since λ 6= µ and | eix−1
x
| ≤ 1, we have
1
T
∫ T
0
e−it(µ−λ)dt =
e−iT (µ−λ) − 1
−iT (µ− λ) → 0,
when T goes to ∞. Using the theorem of dominated convergence we ﬁnish the proof of
Lemma 3.4.4.
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5.3 Bulk-Edge equality
Proof of Lemma 3.4.5. We decompose the bulk conductance (3.1.18) as
σHall(B, ω,E) = −i tr
[
P (E)ω Λ2P
(E)
ω , P
(E)
ω Λ1P
(E)
ω
]
= −i tr(P (E)ω Λ2P (E)ω Λ1P (E)ω − P (E)ω Λ1P (E)ω Λ2P (E)ω − P (E)ω Λ2 Λ1P (E)ω + P (E)ω Λ1 Λ2P (E)ω )
= i tr(P (E)ω Λ2P
(E)⊥
ω Λ1P
(E)
ω − P (E)ω Λ1P (E)⊥ω Λ2P (E)ω ), (5.3.1)
where we have used Λ1Λ2 = Λ2Λ1. Moreover, to see that
tr(P (E)ω Λ1P
(E)⊥
ω Λ2P
(E)
ω ) = tr(P
(E)⊥
ω Λ2P
(E)
ω Λ1P
(E)⊥
ω ), (5.3.2)
we apply Proposition B.1.2 and for instance we write
P (E)ω Λ1P
(E)⊥
ω Λ2P
(E)
ω =
[
P (E)ω ,Λ1
]
P (E)⊥ω
[
Λ2, P
(E)
ω
]
, (5.3.3)
which is seen to be trace class by cyclicity and Lemma B.1.4. The same argument works
for P
(E)⊥
ω Λ2P
(E)
ω Λ1P
(E)⊥
ω . We thus get
tr(P (E)ω Λ1P
(E)⊥
ω Λ2P
(E)
ω ) = tr(P
(E)⊥
ω Λ2P
(E)
ω Λ1P
(E)⊥
ω ).
Next, using that
ΠE = P
(E)
ω Λ2P
(E)⊥
ω Λ1P
(E)
ω − P (E)⊥ω Λ2P (E)ω Λ1P (E)⊥ω , (5.3.4)
one has σHall(E) = i tr ΠE and (3.4.11) follows.
Proof of Theorem 3.3.1. Combining the fact that σHall(E) = i tr ΠE and the constancy of
Hall conductance σH in connexe intervals of localization, we conclude that
σrege,ω = −
∫
g′(E) σHall(E) dE = σHall.
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A.1 Pure point spectrum under (DL)
In this section, we show that the weak form of dynamical localization given by (2.1.3)
implies pure point spectrum, as a consequence of RAGE theorem.
Proposition A.1.1. Assume that for some function Z(u) : Zd →]0,∞[, we have
lim inf
R→∞
lim inf
T→∞
sup
u∈Zd
1
Z(u)
1
T
∫ T
0
∥∥χ|x|>Re−itHXI(H)χu∥∥ dt = 0. (A.1.1)
Then σc(H) ∩ I = ∅.
It is immediate to see that
lim inf
T→∞
sup
u∈Zd
1
Z(u)
1
T
∫ T
0
∥∥|X|p/2e−itHXI(H)χu∥∥2 dt <∞, (A.1.2)
for some p > 0, implies (A.1.1).
Proof. We pick a vector ϕ ∈ XI(H)H such that ‖ϕ‖ = 1 and we set Hc = PcH where Pc
is the projection onto the continuous component of the spectrum of H.
By the RAGE theorem (e.g. [CFKS, Theorem 5.8]), in order to prove that ϕ /∈ Hc, it is
enough to prove that for some R > 0,
lim sup
T→∞
1
T
∫ T
0
∥∥χ|x|≤Re−itHXI(H)ϕ∥∥ dt > 0. (A.1.3)
Moreover, we have
1
T
∫ T
0
∥∥χ|x|≤Re−itHXI(H)ϕ∥∥ ≥ ‖ϕ‖ − 1
T
∫ T
0
∥∥χ|x|>Re−itHXI(H)ϕ∥∥ dt. (A.1.4)
It is thus enough to ﬁnd R > 0 so that there exists a sequence (Tk)k, such that
1
Tk
∫ Tk
0
∥∥χ|x|>Re−itHXI(H)ϕ∥∥ ≤ 1
2
.
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By (A.1.1), there exists a sequence (rj)j, such that given ǫ > 0 and for j large enough,
there is a sequence (T
(j)
k )k, so that for any u ∈ Zd, we have
1
T
(j)
k
∫ T (j)k
0
∥∥χ|x|>rje−itHXI(H)χu∥∥ dt ≤ ǫZ(u). (A.1.5)
Let r0 > 0 be such that
∥∥χ|x|>r0ϕ∥∥ ≤ 14 . We pick ǫ > 0 small enough so that
ǫ
∑
|u|≤r0+1
Z(u) ≤ 1
4
,
and we select j large enough so that (A.1.5) holds true. We thus get
1
T
(j)
k
∫ T (j)k
0
∥∥χ|x|>rje−itHXI(H)ϕ∥∥ dt ≤ 14 + 1T (j)k
∫ T (j)k
0
∥∥χ|x|>rje−itHXI(H)χ|x|≤r0ϕ∥∥ dt
≤ 1
2
,
and (A.1.3) holds true.
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B.1 Technical tools
Lemma B.1.1. [Si1] Let An ∈ B such that An s−→ A and let B ∈ Tp for p > 0. Then we
have ‖AnB − AB‖p → 0.
Proof. Since
Tp = (Finite rank operators)‖.‖p
there exists a ﬁnite rank operator P such that ‖(1− P )B‖p ≤ ǫ for a given ǫ > 0. Write
‖(An − A)B‖p = ‖(An − A)(B − PB + PB)‖p
≤ ‖(An − A)P‖ ‖B‖p + ‖(An − A)‖ ‖(1− P )B‖p
≤ ǫ(‖An‖+ ‖A‖+ ‖B‖p)
where we have used that by strong convergence we have (An − A)P → 0 and the result
holds since ǫ is arbitrarily chosen.
Proposition B.1.2. [Si1]
(i) Let An
s−→ A and B be a compact operator. Then ‖AnB − AB‖ → 0.
(ii) Let A,B ∈ B. If AB,BA ∈ T1 then trAB = trBA.
(iii) Let B ∈ B and A ∈ T1. Then we have trAB = trBA.
(iv) Let An, Bn ∈ B such that An s−→ A and Bn s−→ B. Then AnBn s−→ AB.
Next, we reproduce [CG, Lemma 3] that we adapt to obtain a decay of the kernel
χx e
−itHR(z) [H,Λ2]χy in operator norm.
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Lemma B.1.3. Let χx and χy be two smooth functions. Let RA(z) be the resolvent of
the operator H(A) = (−i∇− A)2. Then there exist c > 0 and Ct such that
∥∥χx e−itH(A)RA(z) [H(A),Λ2]χy∥∥ ≤ Ct
η
e−cη(|x1−y1|+|x2−y2|) (B.1.1)
for all z /∈ σ(H(A)) and x, y ∈ Rd and where η = dist(z, σ(H)).
Proof. We follow the same procedure used in [CG, Lemma 3]. We consider the vector
potential A = (0, β(x1)) and we let χ˜j smooth functions with χ˜j = 1 on supp χj for
j = x, y. We take y2 ∈ suppΛ′2 otherwise (B.1.1) is equal to zero.
We write H(A) = (−i∇−A)2 = Π21 +Π22 where Π1 = p1 and Π2 = p2 − β(x1). Let us
estimate the decay of χx e
−itH(A)RA(z) [H,Λ2]χy for t ∈ R. Notice that
[H(A),Λ2] = −i(−i∇− A).∇Λ2 − i∇Λ2.(−i∇− A)
= −iΠ2Λ′2 − iΛ′2 Π2
= −Λ′′2 − 2iΛ′2 Π2,
and since for ϕ ∈ C∞0 (R2), we have
||χxe−itH(A)RA(z)Π2χyϕ||2 = 〈χy Π2RA(z) eitH(A)χ2x e−itH(A)RA(z)Π2χyϕ, ϕ〉,
it is enough to bound
∥∥χy Π2RA(z) eitH(A)χx∥∥. We write
||χy Π2RA(z) eitH(A)χxϕ||2 = 〈RA(z) eitH(A)χxϕ,Π2χ2y Π2RA(z) eitH(A)χxϕ〉
= 〈RA(z) eitH(A)χxϕ, χ˜y(2(p2χy) + β(x1)χy)χy Π2RA(z) eitH(A)χxϕ〉 (B.1.2)
+ 2〈RA(z) eitH(A)χxϕ, χ2y Π22RA(z) eitH(A)χ1ϕ〉, (B.1.3)
where we used
Π2χ
2
yΠ2 = (p2χ
2
y)Π2 + χ
2
yΠ
2
2 = 2(p2χy)χyΠ2 + χ
2
yβ(x1)Π2 + 2χ
2
yΠ
2
2
together with
p2χ
2
y = 2(p2χy)χy + χ
2
y p2 = χ
2
y Π2 + χ˜y(2(p2χy) + β(x1)χy)χy.
Similarly, we have
Π1χ
2
y Π1 = (Π1χ
2
y) Π1 + χ
2
y Π
2
1
and
Π1χ
2
y = 2χ˜y((p2χy)χy + χ
2
y Π1.
Hence
||χy Π1RA(z) eitH(A)χxϕ||2 = 〈RA(z) eitH(A)χxϕ,Π1χ2y Π1RA(z) eitH(A)χxϕ〉
= 〈RA(z) eitH(A)χxϕ, χ˜y(2(p2χy)χy Π2RA(z) eitH(A)χxϕ〉 (B.1.4)
+ 〈RA(z) eitH(A)χxϕ, χ2y Π22RA(z) eitH(A)χxϕ〉. (B.1.5)
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We ﬁrst estimate (B.1.2) so that
|(B.1.2)| ≤ ‖2(p2χy) + β(x1)χy‖∞
∥∥χ˜yRA(z) eitH(A)χxϕ∥∥ ∥∥χx Π2RA(z) eitH(A)χxϕ∥∥
≤ 1
2
‖2(p2χy) + β(x1)χy)‖2∞
∥∥χ˜yRA(z) eitH(A)χxϕ∥∥2 + 1
2
∥∥χy Π2RA(z) eitH(A)χxϕ∥∥2 .
In the same manner, one has
|(B.1.4)| ≤ ‖2(p1χy)‖∞
∥∥χ˜yRA(z) eitH(A)χxϕ∥∥ ∥∥χy Π1RA(z) eitH(A)χxϕ∥∥
≤ 2 ‖(p1χy)‖2∞
∥∥χ˜yRA(z) eitH(A)χxϕ∥∥2 + 1
2
∥∥χy Π1RA(z) eitH(A)χxϕ∥∥2 .
Therefore,
||χy Π1RA(z) eitH(A)χxϕ||2 + ||χy Π2RA(z) eitH(A)χx||2
≤ (‖2(p2χy) + β(x1)χy‖2∞ + 4 ‖(p1χy)‖2∞)
∥∥χ˜yRA(z) eitH(A)χxϕ∥∥2
+ 2|〈RA(z) eitH(A)χxϕ, χ2y (Π21 +Π22) RA(z) eitH(A)χxϕ〉|
≤ (4 ‖(p1χy)‖2∞ + 6 ‖(p2χy)‖2∞ + 2 ‖β(x1)χy‖2∞)
∥∥χ˜yRA(z) eitH(A)χxϕ∥∥2
+ 2
∥∥χyRA(z) eitH(A)χxϕ∥∥ ‖χyχxϕ‖+ 2|z| ∥∥χyRA(z) eitH(A)χxϕ∥∥2 ,
(B.1.6)
where we used that (Π21+Π
2
2)RA(z) = I+zRA(z). Now since the function
e−itu
u−z is analytic
for Im z 6= 0 (then it is of Gevrey class), it follows from [GK4, BGK]
∥∥χx e−itH(A)RA(z)χy∥∥ ≤ ec1t
η
e−c2η|x−y|, (B.1.7)
and the lemme holds.
The following lemma establishes the decay of the kernel operator of
[
P
(E)
ω ,Λ2
]
.
Lemma B.1.4. Assume (3.1.17). Then we have
∥∥χx [P (E)ω ,Λ2]χy∥∥2 ≤ Cω,m,ζ,ǫ,B,E eǫ|x|ζe−m2 |x1−y1|ζ−m4 |x2|ζ−m4 |y2|ζ , (B.1.8)
for all x, y ∈ Z2. Moreover, the operator [P (E)ω ,Λ1]P (E)⊥ω [P (E)ω ,Λ2] is trace class.
Proof. We recall the deﬁnition of the function Λ. We considered Λ(s) = 1 for s ≤ −1
2
and
Λ(s) = 0 for s ≥ 1 such that suppΛ′1 ⊂]− 12 , 12 [.
We expand the commutator such that we have
χx
[
P (E)ω ,Λ2
]
χy = χx P
(E)
ω Λ2χy − χx Λ2P (E)ω χy. (B.1.9)
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If x2, y2 ≥ 1 or x2, y2 ≤ −1 then we have (B.1.9) = 0. Consider now the case y2 ≤
−1, x2 ≥ 1 or y2 ≥ 1, x2 ≤ −1. where we get (B.1.9) = ±χxP (E)ω χy. Thus the decay can
be obtained by (3.1.17) and a use of
e−|x−y|
ζ ≤ e− 12 |x1−y1|ζ− 12 |x2−y2|ζ ,
and the fact that in the present case, we have |x2 − y2|ζ = (|x2|+ |y2|)ζ ≥ 12 |x1|ζ + 12 |x2|ζ .
The case of x2 = 0 or y2 = 0 yields (B.1.8) since it follows from (3.1.17) for instance for
x2 = 0 that
∥∥χxΛ2P (E)ω χy∥∥2 ≤ Cω,m,ζ,B,E eǫ|x1|ζe−m|x1−y1|ζ−m|y2|ζ . (B.1.10)
Moreover, it follows from (B.1.8) that the operator [P
(E)
ω ,Λ1]P
(E)⊥
ω [P
(E)
ω ,Λ2] is trace
class.
Lemma B.1.5. Let R be the resolvent of the operator H. Then the operators
χxR
2 [H,Λj] , R
2 [H,Λj]χx, R [H,Λ2]R χx ∈ T1.
Proof. Let M < inf σ(H). We introduce the power resolvent R2(M) and we write
χxR
2(z) [H,Λj] = χxR
3
2 (M)R2(z)(H +M)2R
1
2 (M) [H,Λj] . (B.1.11)
The trace class property follows from the fact that R2(z)(H +M)2 and R
1
2 (M) [H,Λj]
are bounded and χxR
3
2 (M) is trace class. In particular, R2(z) [H,Λj]χx is also trace class
since an operator T belongs to T1 if and only if T ∗ ∈ T1.
For the last operator, it suﬃces to see that
R [H,Λj]R χx = [H,Λj]R
2χx −R [H, [H,Λj]]R2χx, (B.1.12)
and since [H,Λj]R
1
2 is bounded as well as R [H, [H,Λj]] and both R
3
2χx and R
2χx are
trace class then the operator R [H,Λj]R χx is trace class.
B.2 Strong convergence
Lemma B.2.1. Let Hω and Hω,a be the operator deﬁned in the sections 3.1 and 3.2 with
corresponding resolvents Rω and Rω,a. Then
Rω,a
s−→ Rω, (B.2.1)
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as a→∞ and P− a.e ω. In particular, one has
Λω1,a(t)
s−→ Λω1 (t) P− a.e ω, (B.2.2)
for all t ∈ R.
Proof. We have Rω,a − Rω = −RωΓω,aRω,a and since Rω is bounded, and Γω,aRω,a is
uniformly bounded in a, it suﬃces to prove the strong convergence of Γω,aRω,a in C∞0 (R2).
Let f ∈ C∞0 (R2) such that suppf = Dr1,r2 = [−r1, r1]× [−r2, r2] with r1 > a and r2 > 0.
• Electric case. In this case, one has∥∥ΓEω,aREω,af∥∥ = ∥∥UaREω,af∥∥ ≤ c1| Im z|−1 e−c˜1| Im z||a−r1| (B.2.3)
which goes to 0 as a→ +∞ and where we have used Combes-Thomas estimate [CT, GK1].
• Magnetic case. Since the magnetic ﬁeld B is basically generated in the region Pa :=
(∞,−a) × R, it follows from [DGR1, Proposition 4.2] that we apply for this semi-plane
Pa, that the vector potential vanishes outside Pa. This means that the operator
ΓMω,a = −2Aa.(−i∇−A0 −Aω) + i divAa + |Aa|2
is supported on Pa and the strong convergence of ΓMω,aRMω,af follows similarly to (B.2.3).
The second point (B.2.2) is a consequence of (B.2.1), [RS1].
B.3 Helﬀer-Sjöstrand formula
Let
f˜(z) =
{
n∑
r=0
1
r!
f (r)(u)(iv)r
}
ρ(u, v) (B.3.1)
be the so called quasi-analytic extension of g of order n ≥ 1, with ρ(u, v) = τ( u〈v〉) for
some smooth real function τ(s) such that τ(s) = 1 for |s| ≤ 1 and τ(s) = 0 for |s| > 2. A
simple computation yields
∂f˜(u+ iv) =
1
2n!
f (n+1)(u)(iv)nρ(u, v) +
n∑
r=0
1
r!
f (r)(u)(iv)r ∂ρ(u, v).
where ∂f˜ = ∂f˜
∂z
:= ∂f˜
∂u
+ i∂f˜
∂v
. In particular, |∂zf˜(z)| = O(|v|n) when v → 0 and for any
u ∈ R.
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We recall the Helﬀer-Sjöstrand formula [D] for an operator H. We have
f(H) =
1
2π
∫
R2
∂f˜(z)R(z)dudv, (B.3.2)
and
f ′(H) = − 1
2π
∫
R2
∂f˜(z)R2(z)dudv, (B.3.3)
where R(z) = (H − z)−1, z = u + iv and f˜ is a quasi-analytic extension of f of order m
for m = 1, 2, . . . (see [D]).
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