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Abstract
One of the main motivations for training high quality
image generative models is their potential use as tools for
image manipulation. Recently, generative adversarial net-
works (GANs) have been able to generate images of remark-
able quality. Unfortunately, adversarially-trained uncondi-
tional generator networks have not been successful as im-
age priors. One of the main requirements for a network to
act as a generative image prior, is being able to generate ev-
ery possible image from the target distribution. Adversarial
learning often experiences mode-collapse, which manifests
in generators that cannot generate some modes of the tar-
get distribution. Another requirement often not satisfied is
invertibility i.e. having an efficient way of finding a valid
input latent code given a required output image.
In this work, we show that differently from earlier GANs,
the very recently proposed style-generators are quite easy
to invert. We use this important observation to propose
style generators as general purpose image priors. We show
that style generators outperform other GANs as well as
Deep Image Prior as priors for image enhancement tasks.
The latent space spanned by style-generators satisfies lin-
ear identity-pose relations. The latent space linearity, com-
bined with invertibility, allows us to animate still facial im-
ages without supervision. Extensive experiments are per-
formed to support the main contributions of this paper.
1. Introduction
Learning image generative models is a fundamental
problem for computer vision. A generative image model
maps between a canonical probability distribution (which
is typically selected to be easy to sample from) and a tar-
get image distribution. For every random variable sampled
from the probability distribution, the generative model syn-
thesizes an image. The objective for the generator is that the
set of randomly generated images will be statistically iden-
tical to the true target image distribution. For example, if the
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target distribution is the set of all faces, the optimal genera-
tive model should be able to take as input a random vector
and output a realistic looking face. A set of random faces
generated by the model, should have an identical distribu-
tion to the true distribution of faces. From the objective of
generative models, the following properties of a good gen-
erative model are implied: i) sufficiency: for each image
from the target distribution there should exist an input vec-
tor so that when passed through the generator outputs the
image ii) compactness: every input vector will generate a
realistic image i.e. no generated image will lie outside the
target image distribution.
The above properties of generative models make them
particularly suitable as image priors. An image prior is
a function that scores the likelihood that a given image
comes from the target image distribution. Given a genera-
tive model of the target distribution, if an image can be gen-
erated exactly by some vector input to the generator, then
the image comes from the target distribution. The oppo-
site should also be true, if the image cannot be generated
by the model, then it does not come from the distribution.
Even if perfect generative models are not in fact available, it
is assumed that images coming from the target distribution
should be possible to be generated with a small error.
At present, the state-of-the-art neural networks for train-
ing high-resolution image generators use adversarial train-
ing [25, 7, 1, 17, 6], which is a powerful but tricky tech-
nique. Although adversarially-trained generators have been
able to generate very realistic looking images, they suffer
from mode-dropping i.e. many valid images cannot be gen-
erated using the models. This violates the requirement that
for every target image, there exists a valid input which will
generate it. Another related issue is non-invertibility: in-
ability to efficiently find a valid latent code that reconstructs
a given image. This can occur even for fully sufficient gen-
erators, if the optimization of generator inversion is compu-
tationally hard. Lack of invertibility prevents SOTA GAN-
trained generators from being used as strong image priors.
Very recently Karras et al. [18] introduced StyleGAN,
a new generator architecture that breaks away from previ-
ous adversarial generator architectures by re-factoring the
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latent code as per-channel factors and biases that are ap-
plied directly to all layers. In previous GANs, latent code
information was only introduced at the bottom layer. In this
paper, we present the surprising result, that style-generator
are invertible even when trained using adversarial training.
The invertibility of style-generators has several impor-
tant consequences: Dramatically breaking from traditional
GAN-trained generators, StyleGAN-trained models can be
used as high-quality image priors. In extensive experiments,
we show that the StyleGAN-based priors can help achieve
success in challenging image restoration tasks and signifi-
cantly outperform previous GAN generators as well as the
generic Deep Image Prior.
An additional advantage of invertibility is being able to
use the linearity of semantic attributes in the latent code
space spanned by adversarially-trained generators. Specifi-
cally, we use the linearity and independence of identity and
pose latent codes, to transfer the pose from a video of one
person to a still image of another person. We are able to ap-
ply this technique to achieve unsupervised face reanimation
at 1024× 1024 facial resolution. The technique is training-
free and can be applied in a plug-and-play fashion to new
poses and identities. We present experimental evidence, il-
lustrating the effectiveness of our novel method.
Our paper makes the following contributions: i) Recog-
nition of the invertibility of style-based generator architec-
tures. ii) Introduction of a state-of-the-art image domain
prior. iii) An unsupervised technique for still image reani-
mation. Code for the different techniques presented in this
paper is available on our project page1.
2. Previous Work
Generative Modeling: Generative image modeling has
attracted research from the community for several decades.
An example of an early approach is using Mixtures of
Gaussian models (GMMs) for modeling natural images
[34]. Like other early approaches, the images generated by
GMMs are not of very high resolution or quality.
The advent of deep learning revolutionized generative
image models. Current deep learning-trained generative
models typically differ in their compactness and sufficiency
properties. Some are compact (every generated image
comes from target distribution) and other models are suf-
ficient (all target distribution images can be generated by
the trained model). Until now, models have not been able to
satisfy both properties even approximately.
Non-Adversarial Generative Models: Variational Au-
toencoders (VAEs) [20], introduced by Kingma and
Welling, presented a strong non-adversarial method for
training generative models. Generators trained by VAEs are
typically invertible but not compact (generations are blurry
1http://www.vision.huji.ac.il/style-image-prior
and with missing details), they typically also do not scale
up to high-resolution. Consequently, VAEs do not make
for particularly good image priors. Followups include the
Wasserstein Autoencoder [26], which has similar properties
to vanilla VAEs.
There are several other methods which are easy to invert
including: Generative invertible flows [8], and their later ex-
tention to higher resolution [19]. Such methods are however
prohibitively computationally expensive, and do not achieve
comparable quality to the most recent GANs.
Adversarial GenerativeModels: The state-of-the-art in
generative image models is achieved by Generative Adver-
sarial Networks (GANs), introduced by Goodfellow et al.
[9]. GANs train image generators by joint training with
image discriminators. At the end of training, the distribu-
tion of images synthesized by the generator is expected to
be so close to the target distribution, that no discriminator
can distinguish between them. Differently from the above,
GAN models are compact i.e. nearly every generated image
comes from the target distribution (images look realistic).
GANs however are not sufficient, they suffer from mode
dropping and can therefore only generate some parts of the
target distribution. GANs are therefore not invertible. Many
methods were proposed for improving GANs e.g. changing
the loss function (e.g. Wasserstein GAN [1]) or regularizing
the discriminator to be Lipschitz by: clipping [1], gradient
regularization [10, 21] or spectral normalization [22]. GAN
training was shown to scale to high resolutions [31] using
engineering tricks and careful hyper-parameter tuning. In
this paper, we show that StyleGAN [18] break away from
previous architectures, by satisfying the sufficiency prop-
erty.
Image Priors: Image processing often deals with poorly
specified problems that require assigning scores to alterna-
tive feasible solutions. Classical approaches for selecting
the most natural images include: smoothness and sparsity.
More recently, deep learning approaches have significantly
improved the quality of image priors. A popular prior model
is an adversarial loss [29, 16], which determines if an image
comes from the target distribution. This loss function re-
quires per-task training, which is disadvantageous if many
tasks are attempted, tasks are not known apriori or that tasks
are data poor. The Deep Image Prior (DIP) [27] was re-
cently introduced as a generic image prior. It was found to
perform well on different image processing techniques (de-
noising, debluring, super-resolution). It does not however
encode any domain knowledge, and therefore fails when-
ever such knowledge is required. GAN-trained generators
have been proposed [33] as domain specific image priors.
The lack of invertibility however significantly reduced their
effectiveness (as they often could not model test or even
train images). In this work we show that style-based archi-
tectures overcome those issues.
Animating Still Images: Still image animation has been
an active research topic for decades [3, 5]. Recently, it has
been shown that with fiducial point supervision [2, 28], fa-
cial pose can be transferred between a video and a still pho-
tograph. In this work, we show that using generator invert-
ibility and the linearity of the latent space with respect to
identity and pose, unsupervised high-resolution reanimation
can be performed.
3. Method
In this section, we will describe a method for creating
invertible representations. We will then describe how the
generative model can be used as an image prior. We will
also describe another application: animating still images.
3.1. StyleGAN
StyleGAN is a very recent architecture introduced by
Karras et al. [18]. StyleGAN borrows elements from the
fast style transfer architecture of [14]. We will review the
core elements of the StyleGAN generator.
The generator consists of two parts:
1. Mapping Network: An 8 layer fully connected map-
ping network, mapping between random multivariate
normal vectors and global latent codes. In this pa-
per, we will denote the codes sampled from the normal
distribution s. The mapping network will be denoted
M(). The latent code at the output of mapping network
M(), will be denoted z i.e. z =M(s).
2. Synthesis network: A DCGAN-like generator archi-
tecture with several crucial modifications: 1) The in-
put to the lower convolutional layer is a learned fixed
code, which we will denote c0. 2) The style code is
fed into each convolutional layer. At each layer, the
latent code z is first projected by a linear layer into a
set of per-channel factors and offsets. The factors and
biases are used to multiply the output of each channel
of the convolutional layer activations. This operation
is called Adaptive Instance Norm (AdaIN), previously
used in style transfer [14] and in MUNIT [15]. In this
paper, we denote the synthesis network as G(). The
synthesis network takes the latent code z as input and
synthesizes an image I˜ i.e. I˜ = G(z) = G(M(s)).
StyleGAN is trained using adversarial training and pro-
gressive growing. We use the exact generator trained by
the authors. For further details of StyleGAN’s adversarial
training procedure, please consult the original paper and the
official code release.
3.2. Latent Optimization
The task of latent optimization sets to invert the genera-
tor G(z) given an image. More formally:
z∗ = argmin
z
‖φ(G(z))− φ(I)‖1 (1)
Where φ() is a perceptual feature vector describing the
contents of the image.
Let us make precise the definition of compactness, suffi-
ciency and invertibility made in the introduction.
1. Compactness: For a compact generative model, for ev-
ery valid latent code z, the generated G(z) should lie
within the target image distribution T .
2. Sufficiency: For a sufficient generative model, for ev-
ery image I which comes from the target image distri-
bution T , there exists a valid latent code z, such that
G(z) = I .
3. Invertibility: For an invertible generative model, for
every image I from the target distribution T , we will
be able to find a solution to Eq. 1 within a reasonable
amount of computational effort.
We note that a generator that is invertible, is necessarily
sufficient, but the opposite is not true.
A practical algorithm that we use to invert a generative
model, first initializes the latent code with zeros and then
directly optimizes Eq. 1 over the latent code until conver-
gence. We use a learning rate of 0.001 and 1000 iterations.
3.3. Inverting Style Generators
In this work, we show that style generators are invert-
ible. There are several latent codes which we can invert
in the StyleGAN architecture: i) The latent code s which
is the input to the mapping network M(). The advantages
are that its distribution should be simple and approximately
Gaussian. The disadvantage is the large number of fully-
connected layers that must be inverted. ii) The latent code
z, which is the output of the mapping network z = M(s)
and input to the generator G(). The advantage is that it
does not require inverting the mapping network M(). iii)
Another possibility is learning a different latent code zl for
every layer l. Although the same code is used for all layers
during StyleGAN training, the attribute flipping regulariza-
tion ensures that the generator does not assume the same
latent code is applied to all layers.
In our experiments, we found that the extra degrees of
freedom afforded by learning per-layer latent codes zl pro-
vide the best performance of all methods.
3.4. Generative Models as Image Priors
In the previous sections, we described how to obtain
high-quality generative models as well as effective tech-
niques for inverting them. In this section, we describe how
generative models can be used as strong image priors.
For generators that are compact and sufficient, we can
make the following observation: if an image can be mod-
elled by the generator then it comes from the target distri-
bution, if it cannot be modelled by the generator then it does
not. Although, this prior is binary in nature, and cannot dis-
tinguish images of different likelihoods, it is already very
powerful. In practice, generators are not exactly compact or
sufficient, and are certainly not perfectly invertible. Instead,
we use the reconstruction error as the prior cost, as shown
in Eq. 2 (where φ() is a VGG perceptual loss). We use the
same implementation as in the public code release of [13].
Lprior = min
z
‖φ(G(z))− φ(I)‖1 (2)
Smaller values of the cost function, imply an image that
comes from the distribution T , whereas large values imply
out-of-distribution images. This cost therefore acts as an
image prior.
Models that are not compact will have small reconstruc-
tion costs even for images that are out-of-distribution. Mod-
els that are not sufficient or invertible will have large recon-
struction errors even for images that are in-distribution. To
act as a good prior, a generative model therefore needs to
be compact, sufficient and invertible. In the experimental
section we show that style generators satisfy the conditions
for being good generators.
3.5. Inverting Models for Disentanglement
One of the attractive properties of generative image mod-
els is the linearization of semantic attributes in latent space.
This can be observed by linear interpolations between two
latent codes, which smoothly vary semantic attributes. Such
behavior is not seen in pixel space, where linear interpo-
lation does not result in smooth variation of the semantic
attributes.
Let us assume that there exists a space in which seman-
tic attributes are fully disentangled. In this section, the at-
tributes that we consider are identity and pose. In the disen-
tangled space, each latent code is therefore expressed as:
z =
[
zid
zp
]
(3)
Where zid is the identity part and zp is the pose part.
Even if we make the (reasonable) assumption that the
learned latent space is indeed linear, we cannot assume that
it is disentangled, but rather it could be any affine transfor-
mation of this space. Let us denote this affine transforma-
tion W . We decompose W into its left and right columns:
W =
[
Wid Wp
]
(4)
The observed latent codes therefore become:
z˜ =Wz =Widzid +Wpzp = z˜id + z˜p (5)
If we take the origin of pose to be at zp = 0, then for
a sufficiently diverse set of latent code observations, the
average 〈z˜〉 = z˜id. The per-frame pose code is given by
z˜p = z˜ − 〈z˜〉. This pose vector can be used to transfer pose
to the image of any other person by addition to the target
person’s identity latent code. In practice, we find that nor-
malizing z˜p and multiplying by a constant factor yields the
best performance.
4. Experiments
We performed extensive experiments to verify our con-
tributions:
4.1. Reconstruction Experiments
We argued in Sec. 1 that image generators should be ex-
cellent image priors if only they were compact, sufficient
and invertible. Previous GAN trained generative models
have not been able to synthesize images from the evalua-
tion set and often not even images used for training. This is
due to the combination of mode-collapse and the difficulty
of inverting the latent to image transformation. They have
therefore not satisfied the invertibility and sufficiency prop-
erties, although they have typically satisfied compactness.
In this section, we perform experiments illustrating that
style-based generative models do indeed satisfy sufficiency
and invertibility.
The task that we compare in this section is reconstruction
of out-of-domain test images. More precisely, the task for
generator G(z) is to find latent code z˜ such that G(z˜) is as
similar as possible to test image I . The optimization task
becomes:
Lrec = ‖φ(G(z˜))− φ(I)‖p (6)
Where φ() is a pre-trained feature representation and p is
the order of the metric. We optimize the latent code z us-
ing VGG perceptual features as implemented in [13]. For
evaluation, we follow the LPIPS protocol, to avoid training
exactly on the testing measure. At evalution time, the fea-
ture representation φ() is taken from LPIPS [32]. The loss
metric is L1.
We compare our proposed method: latent optimization
of the StyleGAN generator, against two baselines: Progre-
sive Growing of GANs (PGGAN) [17], [30] and the gen-
erator trained by the GitHub repository of Mescheder et
al. [21]. The two baseline methods were both trained on
the CelebA-HQ dataset [17] while StyleGAN is trained on
FlickrFaces-HQ (FFHQ). The baseline GANs are selected
to represent the previous state-of-the-art face generators.
We present a qualitative comparison of the different
methods in Fig. 1. Several important observations are
apparent. We can see that non-style generators are not-
invertible that is, they perform poorly on in-distribution
Figure 1. A reconstruction of an image from CelebA-HQ. (right-
to-left PGGAN, Mescheder et al. [21], StyleGAN, Groundtruth).
Inverting StyleGAN preserves both style and identity properties in
contrast to other GAN-trained generators.
Table 1. Reconstruction Error for Different GANs (LPIPS)
PGGAN [21] StyleGAN
0.599 0.654 0.345
Table 2. Reconstruction Error for Different Optimizations (LPIPS)
Noise Global Per-Layer
0.842 0.398 0.345
reconstructions (let alone out-of-distribution reconstruc-
tion). Style-generators perform well both in and out-of-
distribution.
We compare all methods on reconstructing the first 100
images from CelebA-HQ. In this case StyleGAN is trained
out-of-distribution. A numerical comparison between the
reconstruction errors of the different generators can be ob-
served in Tab. 1. The numerical experiments confirm the
observations we made in the qualitative experiments.
To confirm that the invertibility is not simply limited to
face generative models, we performed additional qualitative
experiments on reconstruction of cat images. We used the
weights of the StyleGAN generators trained on LSUN cats
in [18]. The qualitative reconstruction results are presented
in Fig. 4. We can see that the perceptual quality of the re-
construction is very high, even on non-facial images.
As discussed in Sec. 3.3, there are alternative strategies
for latent code inversion: i) Noise: latent optimization of
the single-latent code s prior to being passed through the
mapping network M(), ii) Global: latent optimization of a
post-mapping latent code z that is replicated and inserted
into each of the convolutional layers. iii) Per-Layer: latent
optimization of a per-layer latent code zl . Note that the last
two strategies do not use the mapping network at all (even
though it was used for training the style-generator in the first
place).
In Tab. 2, we calculated the average reconstruction loss
for the first 100 images in CelebA-HQ for the three meth-
ods. It confirms that per-layer latent optimization is better
than the other methods.
4.2. Image Prior Experiments
In Sec. 4.1, we established that differently from previous
generative models, style-generators are invertible and suffi-
cient. In this section, we evaluate the effectiveness of style-
generators as priors for image processing inverse-problems.
Image Inpainting: Inpainting missing parts of an image
is a challenging and long standing task. In this evaluation,
we will concentrate on unsupervised inpainting that relies
on having a strong image prior.
In this task, the input image is multiplied by a known
binary mask m, so that only some of the true pixels are
observed. As the missing pixels can take arbitrary values,
an image prior is needed to infer the values of the missing
pixels.
Mathematically the task is written in Eq. 7, where m is
the binary mask:
Linpaint = ‖φ(mG(z˜))− φ(m I)‖1 (7)
The supposition is that given a perfect invertible image
generator, the optimal latent code z˜ will be found such that
the generated imageG(z˜) = I , i.e. that the generated image
will generate the full image, filling in the correct details.
We use a binary mask m with a square of size 64 × 64
missing pixels inserted at a random location (for each of
the 100 images a random mask was generated and used for
all compared methods). We use DIP, PGGAN, Mescheder
et al. and StyleGAN trained on FFHQ (which is out-of-
distribution) to solve this task. The images were down-
scaled to 256 × 256 resolution, as the official DIP imple-
mentation could not handle larger resolutions.
We compared the effectiveness of style-generative priors
against other generative priors:
• Deep Image Prior: This method trains a convolutional
neural network from scratch to reconstruct the target
image. In [27] the authors found that the method typ-
ically is able to synthesize images that appear be real-
istic. This approach does not use any domain knowl-
edge. Although a powerful tool, we test whether not
using any domain knowledge weakens the quality of
the prior.
• GAN-trained Generative Image Priors: We use state-
of-the-art trained generators as image priors. As dur-
ing training the generators had access to a large num-
ber of images, such models have domain knowledge.
We established in the above section that such genera-
tors are often not reversible, we therefore test their suit-
ability as image priors. Specifically we used PGGAN
[17] and Mescheder et al. [21] trained on CelebA-HQ
as baselines.
We performed experiments on the first 100 CelebA-
HQ images. Examples of inpainting performance on two
masked images can be observed in Fig. 2. DIP is not able to
complete the missing part of the face, as it requires knowl-
edge of the anatomy of human faces, which is not contained
Figure 2. Image inpainting results on two example images (From left: Corrupted, PGGAN, Mescheder et al. [22], DIP, Ours, GT). PGGAN
and [21] cannot maintain the identity, DIP does not have anatomical knowledge, whereas our method can achieve both.
Figure 3. Super-resolution results on two example images (From left: Bicubic, PGGAN, Mescheder et al. [21], DIP, Ours, GT). PGGAN
cannot maintain the identity, DIP cannot produce fine-features, our method performs well. We also provide crops showing the enhancement
that our method provides on eyes and teeth.
Table 3. Inpainting Error for Different Priors (LPIPS)
DIP PGGAN [21] StyleGAN
0.368 0.134 0.232 0.104
in the image. The GAN baselines have not been able to fit to
the image, owing to their lack of invertibility. Our method
has quite faithfully reconstructed the true clean image.
Numerical results can be observed in Tab. 3. We mea-
sure the image similarity using the perceptual loss LPIPS,
rather than using L1 or L2 losses which do not correspond
to perceptual image dissimilarities. We can observe that
DIP performs poorly on this task. Our method performs
much better than all methods owing to its invertibility.
Image Super-Resolution: Another task commonly used
to evaluate the performance of image priors is image super-
resolution. In this task, the input image is downsampled by
a factor of 8, from 1024 × 1024 to 128 × 128. We use the
different image priors to infer the missing details lost by the
downsampling operation. Mathematically the task is writ-
ten in Eq. 8, where D8() is an operation that downsamples
an image by a factor of 8:
LSR = ‖φ(D8(G(z˜)))− φ(D8(I))‖1 (8)
As above, we compared our approach against DIP, PG-
Table 4. Super-Resolution Error for Different Priors (LPIPS)
DIP PGGAN [21] StyleGAN
0.419 0.573 0.626 0.375
Figure 4. Images of cats crawled from the web (left) and their re-
constructions (right) using latent optimization of the cats Style-
GAN model.
GAN, [21] and a standard bicubic interpolation. DIP used
64 rather than 128 channels in the code release to ensure
that it fits on GPU memory at 1024× 1024 resolution.
Results on two images are in Fig. 3. We observe that
the baseline GANs have typically failed to fit to the image
distribution and have lost the identity of the low-resolution
face. This is striking as they were specifically trained on
these images. DIP hallucinated unrealistic details, whereas
StyleGAN was able to hallucinate reasonable details.
A quantitative comparison of LPIPS scores evaluated on
the first 100 images of CelebAHQ is presented in Tab. 4.
In this case we observe that our method significantly out-
performed other GANs and has also performed better than
DIP.
4.3. Application: Image Re-animation
Animating still images has been an object of fascination
for centuries. Recently, success was achieved on the task
of face reanimation, mostly by supervised methods which
make use of fiducial points [2] or action units [24]. In this
section, we show that the invertibility of generators can be
successfully utilized for unsupervised animation of images.
To illustrate the performance of our method, we transfer
facial animation from a video of Trump to a still image of
Obama. We first perform latent optimization on each image
from a video of a speech by Trump. Each source image
is encoded as a single latent code zsi . We then average all
latent codes, to obtain an approximate source identity latent
code zsid. Assuming a linear model of identity and pose,
we record the time series of the difference dzi between the
latent code of each frame and the source’s average latent
vector.
zsid =
∑
zsi
N
dzi = z
s
i − zsid (9)
We then transfer this latent pose to a still target image of
Obama. There are two possibilities for obtaining the iden-
tity vector of the still target image ztid. One possibility is
to select a canonical expressionless still image, and com-
pute its latent code. This code is the approximate identity
of the target person ztid. If there is a full video of the tar-
get person and our goal is to transfer the facial movement
from the source person to the target person, we can com-
pute the average identity vector (exactly as performed for
the source person). Regardless of the method used to es-
timate the identity latent code of the target, reanimation is
simply performed by adding the latent difference dzi to the
target identity:
zti = z
t
id + dzi (10)
To synthesize the animated target image, we pass each
latent code through the generator G, to form the new video
{G(zti)}.
In practice we find that the codes computed by latent op-
timization of different video source frames contain differ-
ences in terms of brightness and the background. To re-
duce discontinuity artifacts, we filter the sequence of latent
codes with a moving average. We find that this significantly
smooths the synthesized motion.
Several frames of motion transfer performed by our
method, are presented in Fig. 5. We can observe that motion
is transferred quite reliably between the source and target
faces without using face specific supervision.
5. Discussion
Disentanglement by style architectures: As an experi-
ment, we trained GLO with the style architecture [4], using
a perceptual loss (as implemented in [13]). We found that
the decompositional properties of the style (e.g. attribute
flipping), are also present in the GLO results. We therefore
believe that other properties such as reanimation could be
performed in the future with non-adversarial architectures
such as GLANN [12], which are easier and faster to train.
Attribute flipping: We found that using the codes ob-
tained by latent optimization for each identity, we are able to
perform attribute flipping exactly as for generated face pre-
sented in [18]. This is remarkable, as it gives us an ability
to flip attributes between real images without supervision.
Figure 5. We present reconstructions of 5 frames from a video of Trump. For each frame, we compute the pose code and added it to
Obama’s identity code. The pose transferred results are present at the bottom row.
Per-layer latent codes: Although StyleGAN is trained
with a single latent code that is shared between all layers,
we found that it is not sufficient for obtaining a good recon-
struction of even in-distribution images. Instead, we per-
formed latent optimization on the latent code input to each
layer. This suggests that better generative models may be
obtained by lifting the restriction of the global latent code
entering all layers during StyleGAN training. We leave this
investigation to future work.
Evaluation on LPIPS: We elected to evaluate on LPIPS
which is a perceptual similarity measure rather than L1 or
L2 as our method goes through a much tighter bottleneck
than DIP, which makes it easier for them to overfit to spe-
cific pixel values. To illustrate the superior quality of our
results, we evaluate on a measure that emphasized percep-
tual similarity.
Invertible GAN architectures: It has been supposed that
due to the mode-dropping experienced in GAN training, the
inversion of GAN trained generators will in general not be
feasible. Several solutions were suggested (e.g. [23]). We
have shown that StyleGAN architectures are invertible. Our
hypothesis is that the direct connection between the latent
codes and the top network layers makes the inverse opti-
mization much easier, and enables the invertibility. In the
future, we intend to investigate alternative architectures for
adding connections between the latent codes and the top
layers of the network.
Feed-forward inference: Latent optimization is effec-
tive and does not require training an encoder on a large
number of images. The main disadvantage is that is slow
at inference-time, as multiple feed-forward and backward
steps through the network are required, as well as the eval-
uation of a perceptual loss. Although not essential to illus-
trating the main contributions made by this work, training
a feed-forward encoder will make image reanimation less
compute intensive and much faster. An analogous attempt
for unsupervised domain translation can be seen in VAE-
NAM [11]. An additional advantage of a feed-forward en-
coder was demonstrated by Zhu et al. [33] that when start-
ing from a latent code inferred by an encoder and then per-
forming latent optimization yields better local optima than
either latent optimization from random initialization or the
results of encoder on its own.
6. Conclusions
In this paper, we showed that the recently introduced
StyleGAN generator architecture is invertible, differently
from previous GAN-trained models. We argued that in-
vertible generators are useful as strong image priors. The
high quality of the image prior was clearly demonstrated
on inpainting and super-resolution tasks. We also showed
that the invertibility empowers us to use the linear decom-
positional properties of the generator latent space. This was
used to transfer motion between a source video and a target
still image.
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