Background: Augmented reality (AR) technology that can combine computer-generated images with a real scene has been reported in the medical field recently. We devised the AR system for evaluation of improvements of the body surface, which is important for plastic surgery. Methods: We constructed an AR system that is easy to modify by combining existing devices and free software. We superimposed the 3-dimensional images of the body surface and the bone (obtained from VECTRA H1 and CT) onto the actual surgical field by Moverio BT-200 smart glasses and evaluated improvements of the body surface in 8 cases. Results: In all cases, the 3D image was successfully projected on the surgical field. Improvement of the display method of the 3D image made it easier to distinguish the different shapes in the 3D image and surgical field, making comparison easier. In a patient with fibrous dysplasia, the symmetrized body surface image was useful for confirming improvement of the real body surface. In a patient with complex facial fracture, the simulated bone image was useful as a reference for reduction. In a patient with an osteoma of the forehead, simultaneously displayed images of the body surface and the bone made it easier to understand these positional relationships. Conclusions: This study confirmed that AR technology is helpful for evaluation of the body surface in several clinical applications. Our findings are not only useful for body surface evaluation but also for effective utilization of AR technology in the field of plastic surgery.
INTRODUCTION
Augmented reality (AR) is a technology that combines computer-generated images on a screen with a real object or scene. 1 Because of its many advantages, including the lack of a shifting viewpoint through the use of a goggle type display device as a screen, 2 AR has recently undergone rapid development in various fields.
Basic studies of AR have been conducted since the 1960s. 3 In the medical field, after the development of the first medical navigation system in the late 1980s, 4 many studies related to this system were performed. 5, 6 As with conventional navigation systems, the purpose of this new navigation system was to grasp the deep organs or the tip of an apparatus that is not directly visible. In contrast, AR technology enables comparison between a (partially) visible organ and its corresponding simulated image. Ming et al. 7 described an AR system that projects virtual images of facial bones for guidance while the surgeon performs an osteotomy on actual facial bones.
In the present study, we have advanced these ideas further by comparing surgically induced changes or improvements with the visible body contour using AR technology.
Because the degree of improvement in the body surface by surgery can be viewed directly, judgments regarding this improvement tend to be influenced by the operator's expectations and subjectivity. AR technology will allow for more ideal comparison of surgical fields with simulated body surface images, making more objective judgment possible.
The main goal of plastic surgery, even that involving bone or soft tissue, is improvement of the body surface contour. Direct evaluation of improvements in the body surface can become a specialized application of AR technology in the field of plastic surgery.
However, no such applications in the medical field have been reported. Trials and errors appear necessary to construct a useful system. Thus, we have constructed a simple AR system based on existing devices/software (inexpensive or free if possible) and have enabled clinicians to modify the system as necessary.
In this study, we began using the AR system in the clinical setting before its development was complete. Therefore, so that the quality of the system did not affect the results of the operation, we limited the application of this system only to the final evaluation performed upon nearcompletion of the operation.
This study was approved by the Ethics Committee of Osaka Medical College. Written informed consent for use of the patients' photographs was provided by each patient or an appropriate family member.
MATERIALS AND METHODS

Patients and Purpose of AR System
In 3 patients with a zygomatic fracture, the AR system was used to evaluate the cheek shape after reduction. In 2 patients with a cleft nasal deformity, it was used to evaluate the external shape of the nose after rhinoplasty. In 1 patient with fibrous dysplasia, it was used as a reference for the degree of ostectomy and to evaluate the cheek shape after ostectomy. In 1 patient with a complex facial fracture, it was used as a reference for bone repositioning and to evaluate the shape of the forehead and midface after reduction. In 1 patient with an osteoma of the forehead, it was used as a reference for the positional relationships among the eyebrow, supraorbital foramen, and osteoma and to evaluate the shape of the forehead after tumor resection (Table 1) . Although the 3-dimensional (3D) image superimposed onto the actual surgical site was basically the body surface image, the bone image was also prepared in cases involving bone manipulation and examined to determine whether it contributed to the usefulness of the AR system. These 3D images were prepared in 2 versions, which were switchable at any time: "preoperative" and "ideal postoperative." The overall workflow is shown in Figure 1 .
Creation of 3D Images for AR System
Preoperative photographs of the patients were obtained with a VECTRA H1 (Canfield Scientific, Parsippany, N.J.). The VECTRA H1 is a hand-held 3D imaging system that can create precise and small-data 3D images of the body surface with photorealistic texture data. The digital imaging and communications in medicine (DICOM) data acquired by preoperative computed tomography was imported into 3D Slicer (http://www.slicer.org), a free and open-source software package for image analysis and scientific visualization. The software was used to create 3D images of the body surface and facial bones.
The obtained 3D images were further exported to Blender, a professional free and open-source 3D computer graphics software, and each positional relationship was adjusted.
The "ideal postoperative" 3D images were created by modifying the disease-induced asymmetry of the imported 3D images. For example, for cases of right cheek deformation, we created a symmetrical model that was reversecopied from the left (normal) side of the face (Fig. 2) .
Configuration of AR System
We adopted Moverio BT-200 smart glasses (Seiko Epson Corporation, Nagano, Japan) for the AR device, which is a commercially available binocular optical see-through head-mounted display. Because the display unit has a halfmirror, the wearer can see both a virtual image and the actual background as if they have been superimposed in the same visual field (Fig. 3) .
The 3D images processed on Blender were exported to Unity, which is a free application development software with an integrated development environment.
We used a marker-based AR technique to display the 3D images at a position corresponding to real space. Neither Unity nor Moverio has a program for marker recognition; therefore, we incorporated Vuforia, which is a free software development kit for creating AR applications.
When locating an AR marker in the real surgical field, the position of the marker should be easily recognized by the camera equipped in Moverio and avoid disturbing the surgical procedure. In cases involving the face, the midline of the forehead is suitable for this position.
By acquiring the position, direction, and scale information of the AR marker from the equipped camera, the spatial relationship between the camera and marker is established. The 3D images that show the relationship with the marker are positioned in virtual space on the program and projected on the monitor of Moverio, overlapping the real visual field.
Evaluation of Usefulness of AR System during an Operation
When performing a surgical procedure, we attached the sterilized AR marker to the surgical site, mounted Moverio, and started the AR application (Fig. 4) . We compared the superimposed 3D images with the actual surgical field from various angles in the same visual field to verify the usefulness of the system. Based on the findings obtained in each case, we improved the display method of the 3D image to establish a more useful system.
RESULTS
In all cases, the 3D body surface image and bone image were successfully projected on the surgical field. The following several problems occurred; therefore, we made improvements and conducted clinical application.
Initially it took time to recognize the marker owing to the narrow angle of view of the equipped camera, but it became recognized promptly after we got used to handling.
The display error was approximately 30-40 mm in the direction of the marker plane and ≥ 50 mm in the depth direction. The error seemed to be caused by the recog-nition accuracy of the marker. Because the display error was kept constant until the recognition of the marker was reset, we added a program to manually correct the error from case 3. Thus, it became possible to accurately compare the overlap between the surgical field and 3D image.
Until case 2, the 3D body surface image was a monochrome rendering display that could only be used to evaluate stereoscopic information. However, when compared with the surgical field, an unnatural feeling occurred and visual comparison was difficult (Fig. 5) . From case 3, the 3D body surface image attained a fine texture derived from the photograph, and a less unnatural feeling was induced when comparing the image with the actual surgical field. Furthermore, from case 5, adjustment of the transparency of the 3D model made it easier to distinguish the different shapes in the 3D model and surgical field, making comparison easier.
With these improvements, it became possible to compare the body surface contour of the surgical field with objective information of the "start" (= preoperative image) and "goal" (= ideal postoperative image), from various angles in the same field of view/stereoscopic display. With the AR system, it was possible to provide useful information as to whether sufficient procedures were performed. Three representative cases are described below.
Case 3: Female, 17 Years of Age, Fibrous Dysplasia of the Right Face
Hyperplasia was observed around the right zygomatic bone, the cheek was markedly elevated upon visual inspection, and ostectomy was performed. At the end of the procedure, by superimposing the body surface image onto the surgical field and comparing it at the angle from the bottom, we visually confirmed that the right malar eminence was smaller than that in the preoperative image and was approaching the size shown in the postoperative image. A wide range of deformities were observed across the bilateral sides of the bone and skin and centered on the forehead and nose root. We created an ideal bone reduction image by repositioning each bone fragment on Blender (Fig. 6 ). After the bone had been widely exposed with a coronary incision, it was used as a reference for the bone reduction position by superimposing the 3D bone image.
By diverting the function of manually adjusting the image display position, images were compared with the corresponding surgical field in a side-by-side manner. The capability of comparison in the same field of view/stereoscopic display was not impaired, suggesting utility different from superimposed.
Case 8: Male, 32 Years of Age, Osteoma of the Forehead
This patient had an osteoma on the anterior wall of the frontal sinus, and the supraorbital nerve was close to the tumor. By simultaneously displaying the Vectra-created 3D image of the body surface and DICOM-created bone image and maintaining these positional relationships, we obtained an understanding of the positional relationship of the eyebrows, which served as a landmark of the body surface, tumor, and supraorbital foramen (Fig. 7) . By creating a 3D image extracted only around the tumor and projecting it by shifting it slightly from the corresponding surgical field, it became easier to make a visual comparison even when the deformation was small (Fig. 8) .
DISCUSSION
Benefits of Projecting Body Surface with AR Technology
In this study, we examined whether AR technology is useful for improved evaluation of the body surface. Both the surgeon's visual observation and quantitative evalua- In all cases in this study, the body surface contour after the procedure and the ideal postoperative image almost coincided fortunately, so we did not add additional procedures after projection. However, if obvious differences are found in them, it is a valuable information for performing additional procedures.
With the development and cost reduction of 3D printing technology in recent years, many reports have described the use of 3D models for preoperative planning and reference during surgery. 8 Using AR technology, however, 3D data can be directly visualized in the surgical field without physical creation of models. Furthermore, it is possible to compare images with the corresponding surgical field in a completely overlapping state. The output of current 3D printers is practically limited to only 1 or several colors. However, because AR technology provides actual referential data in the surgical field, the operator can select the necessary data display methods even during an operation.
Effective Display Method for Comparison of Body Surface
At the beginning of this study, the body surface image was displayed with a single color, and visual information was limited only to the form. Practically, less discomfort was felt when using the 3D image with the photo-based fine texture than when using the single color 3D image, and we could concentrate on evaluation of the form. Many landmarks on the body surface can be delineated by color differences, such as the eyebrows, closed eyelids, and red lips, although their shape is somewhat continuous with the surroundings. When using a single-color display, these landmarks are considered lost.
When a large difference was observed between the actual facial surface and the superimposed simulated image, the difference could be visually recognized through the AR device. When the difference was small, however, it was difficult to recognize. In the present study, it was easier to visually confirm the difference in small deformations by shifting the image laterally rather than superimposing it onto the surgical field.
By devising a more advanced display method, such as extraction of the outline of the 3D image, it may become easier to compare the differences in small deformations even if the model is superimposed on the surgical field. This will be examined in the future (Fig. 9 ).
Previous reports have described the necessity of devising an image display method in AR systems that allows for navigation of deep organs. 9, 10 However, even for body surface evaluation, it is desirable to flexibly change the display method for each case in addition to simply superimposing the images. 
Will Quantitative Evaluation of the Body Surface using the AR System become Possible?
It is currently possible to quantitatively evaluate improvements in the body surface, even during surgery, by photographing the surgical field with a 3D imaging system. 11 However, frequent evaluation is difficult because a person other than the surgeon must perform this evaluation, and about 10-20 minutes is required. If the workflow can be semi-automated and linked with the AR system in the future, the system will be able to quantitatively evaluate changes in the body surface and project them onto the surgical field with visualization.
Registration Technology
In this study, we used fiducial markers for registration of the projected images. Although the recognition speed of the markers was good, the accuracy was low, and an average deviation of 3-4 cm occurred between the surgical field and the corresponding image. Although it was possible to manually correct the deviation, such correction should ideally be unnecessary. Possible causes of deviation include the performance of the original registration program, the resolution of the camera built into the device, the processing speed of the device, and similar factors.
Registration can also be performed using an infrared stereo camera and several optical markers, which are often used in conventional navigation systems. 5, 6, 12 Although the accuracy is high, time is required to perform the initial calibration or resetting when the marker is displaced.
Suenaga et al. 13 described a markerless registration method that involved recognizing the contour of the teeth. This would serve as an excellent method if accurate stereoscopic information of the teeth can be obtained before the operation. In other reports, the stereoscopic information of the surrounding environment was recognized and aligned using simultaneous localization and mapping technology.
14 Still other reports have described acquiring stereoscopic data of the body surface in real time, matching it with data obtained from computed tomography, and aligning it. 15 This technique may be more useful than the marker method when targeting the body surface.
The System Easy to Try and Error, and Future Prospects
Initially, the use of AR technology required the independent development of a system including both an AR device and registration program, which required a long time and was high in cost. 16 In recent years, program libraries that allow for realization of AR systems have been gradually opened to the public. Devices that respond to or are specialized for the use of AR technology are readily available for individuals or developers.
In this study, we could construct an AR system based on existing devices/free-software and changed the system based on the findings gained in each case. None of the changes were technically sophisticated (e.g., modification of the model display method); however, each change greatly affected the clinical applications of the system. Importantly, these changes can be performed by clinicians and do not require experts.
The present study showed that by simultaneously displaying the body surface image and the bone/tumor image from different inspection sources, each positional relationship could be understood intraoperatively without strict alignment with the surgical field. We obtained useful findings even not directly related to the body surface evaluation because our system can be flexibly changed for each case. In the future, by simultaneously displaying images from different inspection sources, simple navigation of deep organs may become possible using this system.
As a future prospect, if several operators can simultaneously reference and manipulate the AR system by cooperation among AR devices, communication and unity between operators will be promoted. The AR system can express stereoscopic data that are difficult to understand by language and 2D image, and various data such as anatomical charts and inspection data can be used simultaneously. This will help in teaching surgical skills to residents and providing education to medical students.
CONCLUSIONS
We devised the AR system for evaluation of improvements of the body surface, which is important for plastic surgery. Further clinical trials are needed to identify problems and continue making improvements. We constructed an AR system that is easy to modify by combining existing devices, free software, and libraries. The present study confirmed that this AR technology is helpful for evaluation of the body surface by several clinical applications. Our findings are not only useful for body surface evaluation but also for effective utilization of AR technology in the field of plastic surgery.
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