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Abstract
Let R be a commutative ring with unity (not necessarily finite). The ring
R consider as a simple graph whose vertices are the elements of R with two
distinct vertices x and y are adjacent if xy=0 in R, where 0 is the zero element
of R. In 1988 [8], Beck raised the conjecture that the chromatic number and
clique number are same in a graph associated to any commutative ring with
unity. In 1993 [2], Anderson and Naseer disproved the conjecture by giving a
counter example of the conjecture (Note that, till date this is a only one counter
example). In this paper, we find the clique number and bounds for chromatic
number of a graph associated to any finite product of commutative rings with
unity in terms of its factors (In perticular, if R is finite which is not a local
ring, we obtain the clique number and bounds for chromatic number of a graph
associated to R in terms of its local rings). As a consequence of our results, we
construct infinitely many counter examples of the above conjecture. Also, some
of the main results, proved by Beck in 1988 [8] and Anderson and Naseer in 1993
[2] are consequences of our results.
Key Words: Commutative ring with unity, Clique number, Chromatic number.
AMS Subject Classification: 13A99, 05C15.
1 Introduction
In this paper, we consider all rings to be commutative ring with unity (that is, mul-
tiplicative identity). Let R be a ring (not necessarily finite). A non-zero element x of
R is said to be zero-divisor if there exists an non zero element y of R such that xy=0.
The ring R consider as a simple graph whose vertices are the elements of R with two
distinct vertices x and y are joined by an edge if and only if xy =0. We use R to
denote both the ring as well its associated graph. The concept was introduced by Beck
in 1988 [8], where he was mainly interested in colorings. In Beck’s original definition,
it is observed that the vertex 0 is adjacent to every other vertex, but every elements
are adjacent only to 0. Retaining this original definition, the next decade brought
little progress. However, in 1999 [2], Anderson and Livingston modified and studied
the zero-divisor graph whose vertices are the nonzero zero-divisors of the commutative
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ring with unity. This yielded a number of basic results on zero-divisor graphs of com-
mutative rings, posets, semigroups, lattice and semilattice. Subsequently, research has
moved in several directions, see for example in ([1], [3]-[5], [7], [10]-[16]). In this paper,
we consider the original definition of Beck in 1988.
The chromatic number of a ring R is the minimum number of colors needed to color
the elements of R so that adjacent elements of R receive distinct colors and is denoted
by χ(R). This means, R can be partitioned into χ(R) subsets of R, say V1, . . . , Vχ(R),
such that for 1 ≤ i ≤ χ(R), xy 6= 0, for all x, y ∈ Vi (This means, each Vi is an
independent subset in R). We call Vi is the color class i, for 1 ≤ i ≤ χ(R). Note that
|Vi| need not be finite.
The clique number of a ring R is the maximum size of a subset C of R for which
xy = 0, for all x, y ∈ C and it is denoted by ω(R). That means, ω(R) is the maximum
size of a complete subgraph of R. Note that for any ring R, ω(R) ≤ χ(R). Also note
that these numbers need not be finite, see [8].
A non-zero element u of a ring R is unit in R if there exists v in R such that uv=1.
A ring R is said to be local if it has unique maximal ideal, equivalently, the set of all
non-unit elements forms an ideal in R, see [6]. A subset J of R is nilradical of R if
for every x ∈ J , there exists a positive integer n such that xn = 0 (equivalently, it is
the intersection of all prime ideals of R, see [6]). A ring R is said to be reduced if its
nilradical J = {0}. The index of nilpotency of J is the least positive integer m for
which Jm = {0}, where Jm = JJ . . . J (m-times). A ring R is Artin if it satisfies the
descending chain condition on ideals, that is, there is no infinite descending sequence
of ideals (See [6]). We recall a Structure theorem for Artin rings in [6].
Theorem 1.1 (Structure theorem for Artin rings see [6])
Every commutative Artin ring R is uniquely (up to isomorphism) a finite direct product
of Artin local ring.
Since every finite commutative ring R is Artin, R = R1 × R2 × . . . × Rn, where Ri is
finite Artin local ring.
In [8], Beck defined, a ring R is said to be coloring if χ(R) < ∞ and a ring R
is chromatic ring if R is coloring with χ(R) = ω(R). Also he raised the following
conjecture.
Conjecture 1.2 (Beck). If R is a coloring, then R is a chromatic ring, that is,
χ(R) = ω(R).
He confirmed that the conjecture for several rings see [8]. After four years latter,
1993, Anderson and Naseer [2] disproved the above conjecture by giving a counter
example as follows. They consider a local ring R = Z4[X, Y, Z]/M , where M is the
ideal generated by
{
X2−2, Y 2−2, Z2−2, Z2, 2X, 2Y, 2Z,XY,XZ, Y Z−2
}
and proved
that ω(R) = 5 and χ(R) = 6. Note that, till date, this is the only one counter example
of the Conjecture 1.2. In this paper, we provide infinitely many counter examples using
the above local ring, see in the section 4.3.
Also they have showed that many more rings supporting the Conjecture 1.2, see [2].
Further, they showed that some of the results proved by Beck (in [8]) are consequence
of their results, see [2]. In this paper, we show that these results are consequence of
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our results see the section 4.2.
We consider throughout this paper, all rings are coloring (not necessarily finite).
In the second section, we obtain the clique number of finite product of rings in
terms of its factor rings. In the third section, we obtain bounds for chromatic number
of finite product of rings in terms of its factors rings. In the forth section, some of the
results of Beck’s are consequence of our results. Also some main results of Anderson
and Naseer [2] are also consequence of our results. Furthermore, as a consequence our
results, we construct infinitely many counter examples of the Beck’s Conjecture 1.2.
2 Clique number of R.
We say that a subset A of a ring R is a clique in R if A is a complete subgraph of R
(that is, for all x, y ∈ A, xy = 0) and a clique A of R is a maximum clique of R if
ω(R) = |A|.
For 1 ≤ i ≤ n, let Ri be a ring and let Ai be a maximum clique of Ri. Define
Bi = {xi ∈ Ai : x
2
i = 0} and Ci = {xi ∈ Ai : x
2
i 6= 0}. Then Ai = Bi ∪ Ci and
Bi∩Ci = ∅. Let Ei = {Ai : Ai is a maximum clique of Ri}. Choose a maximum clique
Ai = Bi ∪ Ci of Ri (that is, Ai ∈ Ei) with |Bi| =maxAi∈Ei{|Bi| : Bi ⊂ Ai}, where
Bi = {xi ∈ Ai : x
2
i = 0} and Ci = {xi ∈ Ai : x
2
i 6= 0}.
Theorem 2.1
Let R = R1 × R2 × . . . × Rn, where Ri is a ring, for i, 1 ≤ i ≤ n. Then ω(R) =
n∏
i=1
(ω(Ri)− |Ci|) +
n∑
i=1
(ω(Ri)− |Bi|).
Proof. For, 1 ≤ i ≤ n, let Ai = Bi ∪ Ci be a maximum clique in Ri with the above
properties. Let B = B1×B2× . . .×Bn and let Si = {0}× . . .×{0}×Ci×{0}× . . .×{0},
for 1 ≤ i ≤ n. Then B ∪
(⋃
Si
)
is a clique in R and hence ω(R) ≥
n∏
i=1
(
ω(Ri)− |Ci|
)
+
n∑
i=1
(
ω(Ri)− |Bi|
)
.
Let D be a maximum clique of R. Then 0 ∈ D, where 0 = (0, 0, . . . , 0) and
|D| = ω(R).
Claim 1. For 1 ≤ i ≤ n, there is a maximum clique Ai of Ri such that {0} × . . . ×
{0} ×Ai × {0} × . . .× {0} ⊂ D.
Note that if for some i, 1 ≤ i ≤ n, with
(
R1×. . .×Ri−1×
(
Ri−{0}
)
×Ri+1×. . .×Rn
)
∩
D = ∅, then D would not be a maximum clique in R. Therefore, for each i, 1 ≤ i ≤ n,
there exists a non-zero element ti ∈ Ri such that (x1, . . . , xi−1, ti, xi+1, . . . , xn) ∈ D, for
some xj ∈ Rj , for all j 6= i.
Case 1. Ri has zero-divisors.
Let si 6= 0 ∈ Ri be a zero-divisor of Ri. Then there exists a non-zero element ri ∈ Ri
such that siri=0. Suppose if ti is not a zero-divisor of Ri, then
(
R1 × . . . × Ri−1 ×(
Ri − {0}
)
×Ri+1 × . . .×Rn
)
∩D = {(x1, . . . , ti, . . . , xn)} and hence (0, . . . , si, . . . , 0)
and (0, . . . , ri, . . . , 0) do not belong to D and they are adjacent to every elements of
D− {(x1, . . . , ti, . . . , xn)}. Therefore,
(
D− {(x1, . . . , ti, . . . , xn)}
)
∪ {(0, . . . , si, . . . , 0),
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(0, . . . , ri, . . . , 0)
}
forms a clique in R, which is a contradiction to |D| = ω(R). Thus,
ti should be a zero-divisor of Ri. Hence {0} × . . .× {0} × Ai × {0} × . . .× {0} ⊂ D,
for some maximum clique Ai of Ri containing ti, (for otherwise, D would not be a
maximum clique in R).
Case 2. Ri has no zero-divisors.
Then ti is not a zero-divisor in Ri and
(
R1× . . .×Ri−1×{ti}×Ri+1× . . .×Rn
)
∩D =
{(x1, . . . , xi−1, ti, xi+1, . . . , xn)}. In this case we replace the element (x1, . . . , xi−1, ti, xi+1,
. . . , xn) in D by (0, . . . , 0, ti, 0, . . . , 0). Then the resulting set D is also a maximum
clique in R such that {0} × . . .× {0} ×Ai × {0} × . . .× {0} ⊂ D, for some maximum
clique Ai of Ri containing ti (In this case |Ai|=2).
Hence the Claim 1. Note that if b = (b1, . . . , bn) ∈ D, then bi ∈ Ai, for 1 ≤ i ≤ n
(else Ai would not be a maximum clique in Ri by Claim 1). As we defined earlier, for
1 ≤ i ≤ n,Bi = {bi ∈ Ai : b
2
i = 0}, and Ci = {ci ∈ Ai : c
2
i 6= 0}.
Let B = B1×B2×. . .×Bn, andC =
n⋃
i=1
Si, where Si = {(0, . . . , 0, ci, 0, . . . , 0) : ci ∈ Ci}.
Then clearly, B ∪C ⊆ D. Let a = (a1, . . . , an) be a non-zero element in D.
Claim 2. If a2i 6= 0, for some i, then aj = 0, for all j 6= i, that is a ∈ C.
Clearly, ai 6= 0. Suppose for some j 6= i, aj 6= 0. Since a ∈ D and (0, . . . , 0, ai, 0, . . . , 0) 6=
a 6= 0, a = (a1, . . . , ai, . . . , an) is adjacent to (0, . . . , 0, ai, 0, . . . , 0) and hence a
2
i = 0, a
contradiction.
Claim 3. If a2i = 0 and ai 6= 0, for some i, then a
2
j = 0, for all j, 1 ≤ j ≤ n, that is
a ∈ B.
If not, there exists j 6= i with a2j 6= 0 and hence by Claim 2, we have aℓ = 0, for all
ℓ 6= j. In particular, ai = 0, a contradiction.
Therefore by Claim 2 and 3, D = B ∪ C. Since B ∩ C = ∅, |D| = |B| + |C| =
n∏
i=1
|Bi|+
n∑
i=1
|Ci| ≤
n∏
i=1
|Bi|+
n∑
i=1
|Ci| =
n∏
i=1
(ω(Ri)−|Ci|)+
n∑
i=1
(ω(Ri)−|Bi|) ≤ ω(R), because
Ei is the collection of maximum clique in Ri containing Ai and Ai, for 1 ≤ i ≤ n.
Corollary 2.2
If R is finite ring, then R = R1 × R2 × . . . × Rn, where Ri is a finite local ring and
hence ω(R) =
n∏
i=1
(ω(Ri)− |Ci|) +
n∑
i=1
(ω(Ri)− |Bi|).
3 Chromatic number of R
In [8], Beck observed that, χ(R1×R2) ≥ χ(R1)+χ(R2)− 1. In this section, we obtain
an upper bound of R1 ×R2 in terms of chromatic numbers of R1 and R2.
For any two rings R1 and R2, let U1, U2, . . . , Uk1 be a proper coloring of R1, where
k1 = χ(R1) and let V1, V2, . . . , Vk2 be a proper coloring of R2, where k2 = χ(R2).
Since 0 ∈ R1 and 0 ∈ R2, there exist largest positive integers s1, 1 ≤ s1 ≤ k1 and
s2, 1 ≤ s2 ≤ k2 such that for 1 ≤ ℓ ≤ s1, x
2
ℓ = 0 for some xℓ ∈ Uiℓ and 1 ≤ r ≤ s2, y
2
r = 0
for some yr ∈ Vjr .
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Theorem 3.1
Let R1 and R2 be any two rings with above properties, then χ(R1) + χ(R2) − 1 ≤
χ(R1 × R2) ≤ (χ(R1)− s1) + (χ(R2)− s2) + s1s2.
Proof. Without loss generality, in R1, let us assume that there is some xj ∈ Uj with
x2j=0, for 1 ≤ j ≤ s1 and there is no xj ∈ Uj with x
2
j = 0, for s1 +1 ≤ j ≤ k1. Also we
may assume that, in R2, there is some yj ∈ Vj with y
2
j = 0, for 1 ≤ j ≤ s2 and there is
no yj ∈ Vj with y
2
j = 0, for s2 + 1 ≤ j ≤ k2. We now start the coloring.
For 1 ≤ i ≤ s1 and 1 ≤ j ≤ s2, define
c(x, y) = s2(i− 1) + j, if x ∈ Ui and y ∈ Vj .
Next, for 1 ≤ i ≤ s1 and 1 ≤ j ≤ k2 − s2, define
c(x, y) = s1s2 + j, if x ∈ Ui and y ∈ Vs2+j .
Finally, for 1 ≤ i ≤ k1 − s1, define
c(x, y) = s1s2 + (k2 − s2) + i, if x ∈ Us1+i and y ∈ R2.
Clearly, the function c is a coloring of R1×R2 onto {1, 2, . . . , s1s2+(k1−s1)+(k2−s2)}.
To show c is proper. Let (x, y), (a, b) ∈ R1 × R2 such that (x, y) is adjacent to (a, b),
then xa = 0 and by = 0 and hence x ∈ Ui, a ∈ Uj , for some 1 ≤ i, j ≤ k1 and b ∈ Vi|
and y ∈ Vj| for some 1 ≤ i
|, j| ≤ k2.
Case 1. x 6= a.
Then Ui 6= Uj , otherwise Ui would not be an independent subset of R1. Note that the
coloring of the vertices in Ui×
( s2⋃
ℓ=1
Vℓ
)
are different from the coloring of the vertices in
Uj ×
( s2⋃
ℓ=1
Vℓ
)
. Also note that, for s2 ≤ ℓ ≤ k2, no two vertices in
(
Ui × Vℓ
)
∪
(
Uj × Vℓ
)
are adjacent. Further note that, for s2 ≤ ℓ1, ℓ2 ≤ k2 with ℓ1 6= ℓ2, the coloring of the
vertices in Ui × Vℓ1 are different from the coloring of the vertices in Uj × Vℓ2. Hence
c(x, y) 6= c(a, b).
Case 2. x = a.
Then x2 = 0 and Ui = Uj. Clearly y 6= b (otherwise (x, y) = (a, b)) and y ∈ Vi| and
b ∈ Vj| where i
| 6= j| and then c(x, y) 6= c(x, b).
In the similar way we can prove c(x, y) 6= c(x, b) when b = y or b 6= y. Thus c is a
proper coloring of R1 × R2. Hence χ(R1 × R2) ≤ s1s2 + (k1 − s1) + (k2 − s2).
By induction on n ≥ 3, we have,
Corollary 3.2
For 1 ≤ i ≤ n, let U i1, U
i
2, . . . , U
i
ki
be a proper coloring of Ri with ki = χ(Ri). If
for 1 ≤ i ≤ n, there is the largest positive integer si, 1 ≤ si ≤ ki such that for
1 ≤ j ≤ si, x
2
j = 0 for some xj ∈ U
i
mj
. Then
n∑
i=1
χ(Ri)−(n−1) ≤ χ(R1×R2×. . .×Rn) ≤
n∑
i=1
(χ(Ri)− si) + s1s2 . . . sn.
Suppose no x ∈ Ri with x 6= 0 and x
2 = 0 (that is, Ri is a non-zero reduced ring), for
all 1 ≤ i ≤ n, then si = 1 and we have,
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Corollary 3.3
If no x ∈ Ri with x 6= 0 and x
2 = 0, (that is, Ri is non-zero reduced ring), for 1 ≤ i ≤ n,
then χ(R1 × R2 × . . .× Rn) =
n∑
i=1
χ(Ri)− (n− 1).
Corollary 3.4
If R is finite ring, then R = R1 × R2 × . . . × Rn, where Ri is a finite local ring and
hence
n∑
i=1
χ(Ri)− (n− 1) ≤ χ(R1 ×R2 × . . .× Rn) ≤
n∑
i=1
(χ(Ri)− si) + s1s2 . . . sn.
4 Consequences
4.1 Some results of Beck’s in [8] are consequences of our re-
sults.
The following results were proved by Beck (in [8], Proposition 2.3, Theorem 5.5, The-
orem 5.6 and Theorem 5.7). These results are consequence of our results.
Corollary 4.1 ([8], Proposition 2.3)
Let p1, . . . , pk, q1, . . . , qr be different prime numbers andN = p
2n1
1 . . . p
2nk
k q
2m1+1
1 . . . q
2mr+1
r .
Then χ(ZN ) = ω(ZN) = p
n1
1 . . . p
nk
k q
m1
1 . . . q
mr
r + r.
Proof. We note that for 1 ≤ i ≤ k, Ai = Bi ∪ Ci is a maximum clique of Zp2nii
and for
k+1 ≤ j ≤ k+ r, Aj = Bj ∪ Cj is a maximum clique of Z
q
2mj+1
j
(See in the Section 2).
It is easy to see that for 1 ≤ i ≤ k, si = |Bi| = p
ni
i = χ(Zp2nii
) = ω(Z
p
2ni
i
), |Ci| = 0, and
for k + 1 ≤ j ≤ k + r, sj = |Bj | = q
mj
j = χ(Zq2mj+1j
)− 1 = ω(Z
q
2mj+1
j
)− 1, |Cj | = 1. By
Theorem 2.1 and Corollary 3.2, we have ω(ZN) = p
n1
1 . . . p
nk
k q
m1
1 . . . q
mr
r +r = χ(ZN ).
Using Theorem 3.1 and Corollary 3.2, we have the following consequence which were
proved by Beck in [8].
Corollary 4.2 ([8], Theorem 5.5)
A finite product of coloring is a coloring.
Using Corollary 4.2, Beck proved the following results.
Corollary 4.3 ([8], Theorem 5.6)
Let I be a finitely generated ideal in a coloing. Then R/Ann I is a coloring.
Corollary 4.4 ([8], Corollary 5.7)
Let R be a Noetherian ring whose nilradical is finite. Then rad(AnnI)/AnnI is finite
for any ideal.
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4.2 Some main results of Anderson and Naseer in [2] are con-
sequences of our results.
Anderson and Naseer (in [2], Theorem 3.2 and its corollary 3.3) showed the following
results.
Corollary 4.5 ([2], Theorem 3.2)
Let R1, . . .Rk, Rk+1, . . . , Rk+r be colorings. Put R = R1 × . . . Rk ×Rk+1 × . . .×Rk+r.
Let Ji be the nilradical of Ri.
(i) Suppose that the index of nilpotency for Ji is 2ni for 1 ≤ i ≤ k and 2mi − 1 for
k + 1 ≤ i ≤ k + r (ni, mi ≥ 1).
Then χ(R) ≥ ω(R) ≥ |Jn11 | . . . |J
nk
k ||J
mk+1
k+1 | . . . |J
mk+r
k+r |+ r.
(ii) Furthermore, suppose for each i, the following condition holds: For 1 ≤ i ≤
k, x, y ∈ Ri with xy = 0 implies x ∈ J
ni
i or y ∈ J
ni
i and if x /∈ J
ni+1
i , then y ∈ J
ni
i . For
k + 1 ≤ i ≤ k + r, x, y ∈ Ri with xy = 0 implies x ∈ J
mi
i or y ∈ J
mi
i .
Then χ(R) = ω(R) = |Jn11 | . . . |J
nk
k ||J
mk+1
k+1 | . . . |J
mk+r
k+r |+ r
Using the Corollary 4.5, they proved the following results.
Corollary 4.6 ([2], Corollary 3.3)
Let A be a regular Noetherian ring. Let N1, . . . , Nk, Nk+1, . . . , Nk+r be maximul ideals
of A with each residue field A/Ni finite. Consider the ring
R = A/N2n11 . . . N
2nk
k N
2mk+1−1
k+1 . . . N
2mk+r−1
k+r . Then R is a chromatic ring with χ(R) =
ω(R) = |A/N1|
α1 . . . |A/Nk|
αk |A/Nk+1|
βk+1 . . . |A/Nk+r|
βk+r+r, where αi =
2ni−1∑
ℓ=ni
(
ℓ−1+ht Ni
ht Ni−1
)
and βi =
2mi−2∑
ℓ=mi+1
(
ℓ−1+ht Ni
ht Ni−1
)
.
Corollary 4.7 ([2], Corollary 3.5)
Let R be a coloring that is a finite direct product of reduced rings, principal ideal rings,
and finite rings with index of nilpotency 2. Then χ(R) = ω(R).
The above results are consequence of the Theorem 2.1 and Corollary 3.2, because
of the following facts. In Corollary 4.5, for 1 ≤ i ≤ k, |Bi| = |J
ni
i | = si, |Ci| = 0 and,
for k + 1 ≤ j ≤ k + r, |Bj| = |J
mj
j | = sj, |Cj| = 1.
4.3 Infinitely many counter examples of rings for the conjec-
ture of Beck.
In [2], they showed that the local ring R = Z4[X, Y, Z]/M , where M is an ideal
generated by
{
X2 − 2, Y 2 − 2, Z2 − 2, Z2, 2X, 2Y, 2Z,XY,XZ, Y Z − 2
}
is a counter
example of the Conjecture 1.2. of Beck in [8]. That is, ω(R) = 5 and χ(R) = 6. Here
we construct infinitely many counter examples of the Beck’s conjecture. We now recall
a result of Beck in [8].
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Theorem 4.8 ([8], Theorem 3.8)
Let R be a non-zero reduced ring which is coloring, then R has only a finite number
of minimal prime ideals. If r is this number, then χ(R) = ω(R) = r + 1.
Consider the ring R1 = Z4[X, Y, Z]/M , where M =
〈
X2− 2, Y 2− 2, Z2− 2, Z2, 2X,
2Y, 2Z,XY,XZ, Y Z−2
〉
. For 2 ≤ i ≤ n, no x ∈ Ri with x 6= 0 and x
2 = 0 (that is, Ri is
a non-zero reduced ring). By Theorem 2.1, ω(R1× . . .×Rn) = 5+
n∑
i=2
ω(Ri)− (n− 1).
By Corollary 3.2, χ(R1 × . . . × Rn) = 6 +
n∑
i=2
χ(Ri) − (n − 1). By Theorem 4.8,
ω(Ri) = χ(Ri), for 2 ≤ i ≤ n, we have ω(R1 × . . .×Rn) < χ(R1 × . . .×Rn).
5 Concluding remark.
In section 2, we found the clique number of finite product of rings in terms of its
factor rings and in section 3, we obtained the bounds for chromatic number of finite
product of rings in terms of its factor rings. Using these results, we obtained many
consequences from [2] and [8] in sections 4.1 and 4.2. In section 4.3, we obtained
infinitely many counter examples of the Conjecture 1.2. In this counter examples, the
difference between chromatic number and clique is one, that is, χ − ω=1. We could
not find examples of rings for which the difference is arbitrarily large. So we post the
following question.
Problem. Given a positive integer k ≥ 2, does there exist a ring R for which χ(R)−
ω(R) = k?
We believe that, the chromatic number of any ring is bounded by polynomial func-
tion of the clique number.
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