Background 19 African rice, Oryza glaberrima, is an invaluable resource for rice cultivation and for the improvement of biotic and 20 abiotic resistance properties. Since its domestication in the inner Niger delta ca. 2500 years BP, African rice has 21 colonized a variety of ecologically and climatically diverse regions. However, little is known about the genetic basis of 22 quantitative traits and adaptive variation of agricultural interest for this species. 23
Flowering time 72
A genome-wide association study of flowering time based on data from the early planting dates allowed us to identify 73 1,450 SNPs statistically associated with this trait (5% FDR threshold, Table 1 ; Additional file 2; Additional file 6: Table  74 S2). Most of these SNPs were at a distance of less than 25kb from each other and were clumped into 80 genomic 75 regions containing a total of 733 annotated genes (Table 1 ; Additional file 7: Table S3 ; Additional file 8: Table S4 ). 76
Corresponding analyses performed using data from the later planting date revealed associations with a slightly larger 77 number of significant SNPs: 2,649 significant SNPs corresponding to 134 regions and 1,223 annotated genes (Table 1 ; 78 Additional file 2; Additional file 6: Table S2 ; Additional file 7: Table S3 ; Additional file 8: Table S4 ). Two hundred 79 and sixty-two genes representing 25 genomic regions were found for both planting dates. Several GWAS peaks co-80 localized with known Asian rice flowering time genes either for early or late planting (Table 2; Fig. 1 ): OsGI and 81 OsMADS51 on chromosome 1; Hd6/OsMADS14/OsPHYC and ETR2 on chromosome 3; Hd3a/RFT1 on chromosome 6; 82 and RCN1 on chromosome 11. When we compared the list of genes found in our study for flowering time with an 83 expert list based on bibliography (Additional file 9: Table S5 ), we found a five-fold significant enrichment (G test 84 associated p-value = 7e10 -4 ), showing that our GWAS approaches were effective in retrieving known genes. 85 GO term enrichment analysis performed on the complete list of genes found five significantly (p-value < 0.05) enriched 86 GO terms using classic Fisher and weighted tests, two for cellular components (Golgi apparatus and peroxisome) and 87 three for molecular functions (motor activity, carbohydrate binding and transcription factor activity) (Additional file 10: 88 Table S6 ). An additional GO term was found for biological processes (Cellular processes) with the weighted test only. 89
Panicle morphological traits 90
Using six morphological traits, all association methods led to comparable numbers of significant associations (Table 1) . 91
The CATE model produced the highest number of significant SNPs for four of the six morphological traits. A total of 92 1,010 significant SNPs was detected for at least one panicle morphological trait, except for spikelet number for which 93 no significant SNP was found (Table 1; Additional file 3; Additional file 6: Table S2 ). Ninety-seven unique genomic 94 regions associated with one or more morphological traits were defined (Table 1 ; Additional file 7: Table S3 ). Nine of 95 the 97 unique regions were associated with more than one trait: one for secondary branch number (SBN) and primary 96 branch average length (PBL) (rOg-PAN-18), three for primary branch number (PBN) and rachis length (RL) (rOg-97 PAN-25, rOg-PAN-58, rOg-PAN-92), two for PBN and secondary branch internode average length (SBintL) (rOg-98 PAN-8, rOg-PAN-56), two for RL and SbintL (rOg-PAN-78, rOg-PAN-88) and one for PBN, RL and SBintL (rOg-99 PAN-90). The 88 remaining regions were each associated with a single trait: 32 for RL, 20 for PBN, 10 for PBL, 1 for 100 primary branch internode average length (PBintL) and 25 for SBintL. Among the 97 associated regions, 858 annotated genes were identified (Table 1 ; Additional file 8: Table S4 ). GO term analysis revealed no significant enrichment of 102 gene categories in the regions of significant SNPs (Additional file 10: Table S6).  103   Some genes already known to be involved in panicle development control co-localized with genomic regions associated  104   with panicle morphological traits, examples including: ABERRANT PANICLE ORGANIZATION1 (APO1) which  105 colocalizes with the region rOg-PAN-59 identify for the SBintL trait; SHORT PANICLE1 (SP1) with the rOg-PAN-91 106 region (PBL); OsMADS1/LEAFY HULL STERILE1 (LHS1) with the rOg-PAN-22 region (RL); and 107
Ghd7.1/Hd2/OsPRR37 with the rOg-PAN-65 (RL) region (Table 2) . 108
RYMV resistance 109
Our association study of quantitative RYMV resistance detected a total of 2,199 associated SNPs (Table 1 ; Additional 110 file 4; Additional file 6: Table S2 ). These SNPs defined 257 genomic regions containing 2,248 annotated genes (Table  111 1; Additional file 7: Table S3 ; Additional file 8: Table S4 ). The EMMA model revealed a much higher number of 112 significant SNPs compared to the other models, 1,831 SNPs and 177 regions being detected only with this model. 113
Regions that were the most consistent across the different statistical methods were observed on chromosome 3 (rOg-114 RYMV-125, position 10.5Mb, Additional file 7: Table S3) Table 2 ). Analysis of GO terms (Additional file 10: Table S6 ) revealed enrichment in genes from the Golgi 120 apparatus, known to be involved in both the replication of some plant viruses and in intracellular trafficking and cell-to-121 cell movement (Pitzalis and Heinlein 2018) . 122
Environment-related variables 123
In order to study association with environmental variables, we downloaded climatic variables for 107 geolocalised 124 accessions (Cubry et al. 2018 ) from the worldclim v1.4 database (Hijmans et al. 2005 ). The first two axes of the PCA of 125 bioclimatic data (BioPC1 and BioPC2) explained 49.91% and 26.32% of the variance of all variables. BioPC1 was 126 mainly explained by bio4 (temperature seasonality) and bio17 (precipitation of driest quarter) while BioPC2 was mainly 127 explained by bio9 (mean temperature of driest quarter) and bio11 (mean temperature of coldest quarter). We evaluated 128 the statistical association of genetic polymorphisms with the first and second axes of the PCA. No significant 129 association was detected with BioPC1. BioPC2 allowed the identification of 52 SNPs (Table 1 ; Additional file 5; 6 Additional file 6: Table S2 ) and 17 regions encompassing 128 annotated genes (Additional file 7: Table S3 ; Additional 131 file 8: Table S4 ). Among the identified genes, we found a cation/proton exchanger-encoding gene (LOC_Os02g04630, 132
OsCAX4), an auxin-responsive gene (LOC_Os03g53150, OsAUX) and a MADS-box gene (LOC_Os03g11614, 133 OsMADS1) (Table 2) . GO term enrichment tests detected only one GO term as significantly over-represented, 134 GO:0005576 (Cellular Components / extracellular region) (Additional file 10: Table S5 ). 135
When considering maximum temperature variables (Tmax), 73.56% and 17.90% respectively of the variance was 136 explained by the first PCA axis (TmaxPC1) and second PCA axis (TmaxPC2). No association was found with 137 TmaxPC1, while TmaxPC2 allowed us to detect 228 regions including 1,946 annotated genes ( Table 1 ; Additional file 138 7: Table S3 and Additional file 8: Table S4 ). GO term analysis revealed several GO terms as being significantly 139 enriched, including seven terms for Biological Processes (cell differentiation, cellular protein modification process, 140 cellular component organization, embryo development, signal transduction, regulation of gene expression and response 141 to external stimulus), two terms for Cellular Components (mitochondrion and plasma membrane) and five terms for 142 Molecular Functions (receptor activity, kinase activity, nucleotide binding, translation factor activity/RNA binding and 143 transferase activity) (Additional file 10: Table S5 ). One genomic region, rOg-Tmax-36, co-localized with a known QTL 144 for seedling cold tolerance in O. sativa (Kim et al. 2014) . 145
DISCUSSION 146

Overlap of flowering time and panicle architecture genetic networks between African and Asian crop species 147
The flowering pathway is a well described pathway in Asian rice O. sativa, with several known key genes (Tsuji et al. 148 2011; Hori et al. 2016 ). Based on our expert list of known flowering genes, we were able to show that our method 149 significantly retrieved genes involved in the variability of this trait. We detected candidate regions that co-localize with 150 some previously described flowering genes. Among them, Hd3a and RFT1 are florigen genes homologous to 151 homologous to A. thaliana TFL1, showed that this gene can promote late-flowering when overexpressed in transgenic 159 plants (Nakagawa et al. 2002) . Finally the phytochrome OsPhyC gene encodes one of the three rice phytochromes and 160 has been shown to be a flowering repressor (Takano et al. 2005) . 161 A large number of additional genomic regions (Additional file 7: Table S3) The large number of significant SNPs associated with RYMV resistance may reflect the highly quantitative nature of 206 partial resistance. However 83% of significant SNPs were detected only by the EMMA method (1,831 SNPs), 207
suggesting that a high number of false positive SNPs was detected with this method. 208
The regions identified as being associated with resistance against RYMV did not overlap with QTLs of partial 209 resistance against RYMV previously identified in O. sativa (Boisnard et al. 2007 ), suggesting that different genes and 210 pathways may lead to resistance. However, two major resistance genes against RYMV, RYMV1 and RYMV3, were 211 found to be associated with quantitative resistance. RYMV1 encodes a translation initiation factor that acts as a 212 susceptibility factor through its interaction with the genome-linked protein ( RYMV2 major resistance gene to RYMV was not found to be associated with partial resistance in this study, a previous 224 analysis strongly suggested that RYMV2 might be involved in partial resistance to RYMV in the species O. sativa 225 (Orjuela et al. 2013) . 226
In addition to the above, genes encoding protein domains implicated previously in virus resistance, such as lectin 227 (Yamaji et al. 2012) or methrin-TRAF domains (Cosson et al. 2010 ), were also found to be located in or close to 228 significantly associated regions (Additional file 8: Table S4 ) and may constitute interesting candidates. Further studies 229 should be conducted on these candidate genes, as well as on the additional genomic regions identified (see Additional 230 file 7: Table S3 ) in order to describe the diversity of resistance pathways to RYMV in African rice. 231
Relationship between environment-related variables and O. glaberrima diversity 232
We did not find any significant association between the first PCA axis and either the set of bioclimatic variables or the 233 monthly average maximal temperature. This could be explained by a high correlation between the first PCA axis and 234 population genetic structure . Correcting for confounding effects did not allow us to detect 235 association at SNPs displaying allelic frequencies that correlated with such a structure. For the second PCA axis, several 236 significant associations were found and interesting genes were identified, including genes related to drought or cold 237 tolerance. Among the most interesting candidates, OsCAX4 is a salt-tolerance gene ( Several candidate regions have been identified that will require a more in-depth study in order to gather variations of 242 interest for breeding purposes (see Additional file 7: Table S3 ). This is especially true for the temperature-related 243 candidates, the latter being likely targets for genetic improvement in the context of a changing climate. 244
CONCLUSIONS 245
We report on the results of an extensive Genome Wide Association Study carried out for several traits on African rice. 246
Analysis of the well-studied character of flowering time enabled us to retrieve a significant number of previously 247 identified genes, thus validating our approach. We also carried out the first GWAS analysis to date of climate variables 248 in relation to African rice, obtaining a list of candidate regions that should be the subject of further studies in order to 249 detect functional variation linked to local adaptation and resistance or tolerance to abiotic stresses.
10
The RYMV resistance and panicle architecture traits for which we report significant associations are key agronomic 251 traits that should interest farmers and breeders. Further studies aiming at identifying adaptive polymorphisms among the 252 candidates found in this study and functional validation of candidate genes will be needed to reinforce our results. 253
254
MATERIAL AND METHODS 255
Genotypic data 256
Single nucleotide polymorphisms (SNPs) from 163 high-depth re-sequenced O. glaberrima accessions were used in this 257 study (Cubry et al. 2018) . SNPs were identified based on mapping to the Oryza sativa japonica cv. Nipponbare high 258 quality reference genome in terms of assembly and annotation (Kawahara et al. 2013 ). The bioinformatic mapping 259 pipeline, software and SNP filtering steps that were used are described in Cubry et al. (2018) . 260
SNPs with more than 5% missing data (minor fraction of total SNP set) were filtered out (Cubry et al. 2018 ). As 261 missing data can reduce the power of association studies (Browning 2008 ; Marchini and Howie 2010), we imputed the 262 remaining missing data based on a matrix factorization approach using the "impute" function from the R package LEA 263 (Frichot and François 2015) . This approach uses the results f ancestry estimation from a sparse non-negative matrix 264 factorization (sNMF) analysis to infer missing genotypes (Frichot et al. 2014 ). In sNMF, we set K to infer four clusters 265 and kept the best out of 10 runs based on a cross entropy criterion. performed to assess the dilution that best discriminated between samples. ELISA tests were finally performed at 295 dilutions of 1/1,000 for 17 dai sampling date and 1/2,500 for 20 dai sampling date. As virus content was highly 296 correlated between 17 and 20 days after infection (R 2 =0,81), the resistance level was estimated as the mean of the two 297 sampling dates. 298
Environmental variables 299
For accessions with geographical sampling coordinates, we retrieved information for 19 climate-related variables 300 (referred to here as bio) from the WORLDCLIM database at a 2.5 minute resolution (Hijmans et al. 2005) . We also 301 retrieved the average monthly maximum temperature (referred to here as Tmax). We first performed a Principal 302
Component Analysis (PCA) on each set of variables to build uncorrelated composite variables. PCA were performed 303 using R software (Frichot and François 2015) . Association studies were performed using the first two components of 304 each PCA. 305
Association studies 306
For each trial, SNPs displaying a minimal allele frequency (frequency of the minor allele) lower than 5% were filtered 307 out. We first adjusted a simple linear model (Analysis of variance, ANOVA) to associate phenotype and genotype. This 308 simple method did not take into account any putative confounding factor and allowed us to assess whether taking into 309 account relatedness and/or population structure could reduce false positive rates. Two classes of methods accounting for 310 confounding factors were used: 1) mixed models using kinship matrix and/or population structure (Yu et al. 2006 ); and 311 2) latent factor methods (Frichot et al. 2013 ). We used both mixed linear models MLM as 312 implemented in GAPIT R package (Lipka et al. 2012 ) and EMMA (Kang et al. 2008 ) as implemented in R package 313 EMMA. For EMMA, the kinship matrix was estimated using the emma.kinship function. For MLM (Q+K model), the 314 kinship (K matrix) was computed using the Van Raden method and the first three principal components of a PCA of 315 genomic data were used as the Q matrix. Finally, we used latent factor methods (Frichot et al. 2013 ) that jointly 316 estimated associations between genotype and phenotype and confounding factors. We used the R packages LFMM2 317 (Caye et al. 2019 ) and CATE (Wang et al. 2017 ) to perform these analyses. For LFMM2, we first made the estimation 318 of the confounding factors by using a subset of SNPs obtained by applying a 20% MAF filter, and we considered four 319 latent factors (Cubry et al. 2018) . We then used the resulting confounding matrix for the analysis of genotype/phenotype 320 association. For CATE, we considered all SNPs and we assumed four confounding factors in the association model. The 321 results of all analyses were graphically represented by using a QQ-plot to assess confounding factor correction and 322
Manhattan plots (R package qqman, Turner 2014). We used a false discovery rate (FDR) of 5% to select candidate 323 SNPs for each method. FDR estimation was realized using the R package qvalue (Storey et al. 2019) . 324 GWAS analysis was performed separately for each year and trial (see Additional file 1: Table S1 ). P-values obtained 325 for the same traits or the same planting data were combined across experiments using Fisher's method (Sokal and Rohlf 326 2012 Finally, for flowering traits, we established a list of known genes of particular interest from published data (Tsuji et al. 332 2011; Hori et al. 2016) . This "expert" list was then used to assess the performance of our GWAS approach to retrieve 333 these potential candidates. We used a G-test to assess enrichment of candidates in our list of identified genes. • We thank Ndomassi Tando and the IRD itrop "Plantes Santé" bioinformatic platform for providing HPC resources and 392 support for our research project. We thank Mikael Valéro for technical help in RYMV resistance evaluation. The 393 authors thank staff from INERA station at Banfora (Burkina Faso) for support for field experiment and phenotype 394 scoring, and Ha Thi Loan from LMI RICE (Vietnam) for panicle trait scoring. We also thank Dr James Tregear, IRD, 395 for his careful reading and language editing of the manuscript. 396 Table 1 . Numbers of significant SNPs, regions and genes found to be associated with the different traits. 599
Significant SNPs were detected with the different models using the Fisher combination method and based on a FDR 5% 600 threshold. The "All methods" column indicates the number of SNPs detected with at least one method. Fifty kb 601 windows around these SNPs defined independent genomic regions associated with each trait. 602
