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1 Úvod 

V poslednej dobe sa čím ďalej, tým viac objavuje a rieši problematika kvality komunikácie 
medzi uzlami siete. V skutočnosti sa  však nejedná len o kvalitu, ale celý rad schopností a spôsobov 
ako vyhovieť požiadavkám užívateľov, ktorý za danú dátovú službu platia tarif. Napríklad internet, 
predstavujúci protokol IP, ako jedna z najpoužívanejších vymožeností dnešného digitálneho veku, 
je služba bez zaistenia parametrov spojenia. Táto skutočnosť však v súčasnom modernizovanom 
svete predstavuje neistotu. Zdanlivo sa spoliehať na to, že nami poslaná správa bude naozaj 
doručená správne, je veľmi naivné. V horšom prípade, ak sa jedná o dôležitú informáciu, ktorá sa 
v sieti stratí to môže mať katastrofálne následky. Presný popis problematiky nájdete v [1]. 
V mojej bakalárskej práci sa preto budem venovať spočiatku teórii celej problematiky, ktorá mi 
bude ďalej prospešná v komplexnom riešení modelu a napokon Vás oboznámim s možným 
riešením vo virtuálnom, simulačnom prostredí programu Opnet IT Guru Academic Edition. Tento 
program bol vyvinutý v roku 1997 a ako volne šíriteľný software bol sprístupnený užívateľom 
koncom mája roku 2007. Jeho široké možnosti a množstvo rôznych modelov a nastavení, či už 
protokolov alebo simulovaných aplikácií poskytuje širokú paletu prvkov, s ktorými môže užívateľ
disponovať. Bohužial sú tu však určité obmedzenia maximálneho počtu uzlov v sieti, doba 
simulovanej prevádzky a taktiež v tejto akademickej licencii chýba aj simulácia protokolu MPLS. 
	

2 Popis a parametre QoS 

Metódy zaisťujúce návrh a implementáciu kvality služieb preto predstavujú trend vo vývoji 
počítačových sietí. Komplexný model zásad, riešení, protokolov a služieb vyjadrujúce kvalitu akosti 
služieb v oblasti telekomunikácií sa súhrne nazýva QoS (Quality of Service) [8] a je predmetom 
trvalého sledovania. Bola definovaná ITU-T v doporučení E.800 ako „celkový účinok poskytnutia 
služby, ktorý určuje stupeň uspokojenia užívateľa služby“. Jej cieľom je poskytovať užívateľom 
prvotriedne služby s definovanou kvalitou. 
Hodnotenie QoS však nie je reprezentované jedinou hodnotou, pretože jej konkrétne vyjadrenie je 
zložité. Určenie kvality služieb je finančne nákladný a časovo náročný proces. Avšak jej posúdenie 
musí byť nestranné a všeobecné. Je teda nevyhnutné sa oboznámiť s riešením otázky QoS 
v komunikačných sieťach pri digitálnych prenosoch. 
2.1 Metrika QoS v počítačových sieťach 
Medzi reprezentatívnu metriku kvality služieb v počítačových sieťach radíme: 
• koncové oneskorenie - doba medzi vyslaním paketu od zdroja a jeho doručením určenému 
príjemcovi 
• kolísanie oneskorenia tzv. jitter - rozdiel v intervaloch medzi prijatými paketmi 
• strata paketov - podiel prijatých paketov a vyslaných paketov za jednotku času 
• šírka pásma - prenosová kapacita, ktorá súvisí s priepustnosťou (objem úspešne prenesených 
dát za jednotku času) 
Jitter  (Delay Variation) [7] je pojem, ktorý označuje odchýlku nábežnej hrany od ideálneho 
časového okamžiku, v ktorom mala hrana doraziť. Rozlišujeme jitter deterministický 
a nedeterministický.                                                                                     
Deterministický vzniká reakciou obvodov na rôzne krátke, po sebe nasledujúce bitové vzorky 
a dokážeme ju odvodiť zo signálu. Požadujeme, aby bol minimálny a preto nesmie prenosový 
reťazec skreslovať tento signál. Nedeterministický je spôsobený šumom na prijímacom dátovom 
prvku a predzosilovačom. Jitter môžeme odstrániť zásobníkom v prijímacom zariadení, nesmie 




2.2 Atribúty kvality služieb 

Medzi atribúty kvality služieb v počítačových sieťach patria:
• podpora  
• prevádzkovateľnosť
• spoľahlivosť a bezpečnosť
Súčasne s hodnotením kvality poskytovanej služby je potrebné hodnotiť aj kvalitu 
telekomunikačnej siete. Tieto ukazovatele sú obsiahnuté pod názvom výkonnosť siete NP (Network
Performance) [4], ktorá spoločne s QoS korešponduje. Tvorí technickú časť kvality služieb a je 
definovaná ako schopnosť siete poskytovať komunikáciu medzi užívateľmi. Zaoberá sa 
vlastnosťami siete z pohľadu prevádzkovateľa siete a využíva sa pri plánovaní a udržbe sietí. 

Obr. 2.1 Všeobecné rozdelenie kvality služeb podľa ITU-T 

2.3 Atribúty výkonnosti siete  

Do atribútov výkonnosti siete začleňujeme:
• priepustnosť
• pohotovosť
• kvalita prenosu a spoja 
• tarifikácia 
Pri návrhu počítačových sietí sa neriešila otázka rôznych typov prevádzky a toto nie je 
premyslené ani v IP sieťach. Tu sa tento druh prenosu nazýva „Best Effort“ služba, čo znamená že 
sieť zaobchádza so všetkými datagramami rovnako a obsluhuje ich unifikovanou prioritou. Neberie 
teda ohľad na rôznorodosť prevádzky a ani nároky včasnosného doručenia. 
	

3 Architektúry kvality služieb 
Riešenie ako dosiahnuť vyššiu úroveň služby prináša niekoľko spôsobov podpory podľa IETF
(Internet Engineering Task Force). Konkrétne sa jedná o nasledujúce architektúry zabezpečujúce 
QoS v sieťach [11]: 
• Integrované služby IS (Integrated Services, IntServ) 
• Diferencované služby DS (Differentiated Services, DiffServ) 
• Prepínanie paketov podľa návestí MPLS (Multi-Protocol Label Switching) 
• Správa prenosovej kapacity v podsieťach SBM (Subnet Bandwidth Management). 
Tieto modely sú sice navrhnuté tak, aby boli schopné aj samostatnej činnosti, avšak v reálnom 
prevedení pracujú súčasne, pretože sa počas operovania vzájomne podporujú. Sú preto schopnejšie 
poskytovať parametre na úrovniach medzi koncovými stanicami (end-to-end) aj skrz vrstvy 
referenčného modelu ISO/OSI (obsahuje 7 vrstiev). 









3.1 Metódy poskytovania QoS podľa IETF 

Komisia pre technicé úlohy internetu rozlišuje všeobecne dve elementárne metódy poskytovania 
QoS: 
• Metóda rezervácie sieťových prostriedkov - tie sú vyhradené a rezervované na žiadosť
aplikácie (IntServ)
• Metóda priority - jednotlivé typy paketov sú klasifikované podľa množiny kritérií ako je napr. 
trieda služby, typ aplikácie; a následne sa priradia do kategórií s reprezentovanou prioritou. 
Podľa nej potom sieť poskytne dané služby (DiffServ) 
Uvedené metódy môžu byť aplikované mechanizmami: 
• jednotlivých dátových tokov, tzv. per flow mechanism (IntServ)
• skupiny tokov nazvaných per aggregate mechanism (DiffServ)
Výkon rôznych aplikácií je odlišný. Závisí to hlavne od oneskorenia služby, kedy budú informácie 
doručené. Boli preto zvolené skupiny, ktoré túto závislosť popisujú. Vyjadrujú akúsi zhovievavosť
času prijatia a meškanie, ktoré bude ešte tolerované, čiže dáta budú použité aj keď neprídu včas. 
3.2 Druhy aplikácií z pohľadu QoS 

Real-time aplikácie - predstavujú dáta v reálnom čase ako videosekvencia a interaktívna hlasová 
služba. Garantujú šírku pásma [14], maximálne hranice oneskorenia a tiež kontrolujú prijatie 
dátových jednotiek. 
o tolerantné - môžu prijímať určité množstvo neskoro príchodzích paketov. Nazývané aj ako 
RTT (Real-Time Tolerant). Označujú službu s riadením záťaže (Controlled Load Service) 
a ich aplikácie nazývame ako adaptívne, prehrávacie aplikácie 
o netoleratné - vyžadujú konštantné oneskorenie a označujú sa ako RTI (Real-Time 
Intolerant). Špecifikujú zaručenú QoS (Guaranteed QoS).
Pružné aplikácie - sú taktiež citlivé na oneskorenie, ale pracujú s dátami okamžite, neukladajú ich 




4 Integrované služby (IS)  
  
Architektúra IS   bola ako prvá, ktorá dokázala zaručiť kvalitu služieb a je navrhnutá pre 
poskytovanie QoS v internete. Vznikla v roku 1994 a je definovaná dokumentom RFC 2212. 
IntServ využíva metódu rezervácie sieťových prostriedkov, ktorú aplikuje na jednotlivé dátové 
toky. Na vytvorenie rezervácie prostriedkov pre daný dátový tok, musí zdrojová aplikácia určiť?
špecifikáciu dátového toku. Špecifikácia toku pozostáva z charakterizácie prevádzky (vrcholová 
rýchlosť, priemerná rýchlosť, veľkosť? rázov resp. zhlukov, tzv. burst a parametrov buketu) a 
požiadaviek služby (minimálna požadovaná šírka pásma a výkonnostné požiadavky ako 
oneskorenie, jitter, intenzita straty paketov).                                                 
4.1 Plánovač paketov (Packet Scheduler) 
Do IP smerovača prichádzajú pakety na vstupné porty po vedeniach s rôznou rýchlosťou a 
kapacitou. Pakety sú smerované na odpovedajúce výstupné porty, pričom v prípade obsadenia 
výstupného portu sa radia do fronty. Aby nedochádzalo k preťaženiu a strate paketov, musia 
výstupné vedenia mať?väčšiu prenosovú rýchlosť, teda šírku pásma alebo kapacitu. Odvtedy čo len 
jeden paket môže ísť?von zo smerovača v danom čase, je otázkou, ktorý ďalší paket za ním by mal 
ísť?von zo smerovača z množstva prichádzajúcich paketov. Z tohto dôvodu plánovanie paketov je 
určené pre plánovanie paketov vo frontách, do ktorých sa pakety radia takým spôsobom, kde pevná 
veľkosť?šírky pásma výstupného portu je spravodlivo a optimálne rozložená medzi kompetentnými 
triedami vstupných tokov, ktoré sú smerované na výstupný port. Plánovanie paketov je srdcom 
mechanizmov QoS. 
V praxi sa na zabezpečenie QoS používajú tieto nasledovné typy plánovania paketov:
• Metóda obsluhy v poradí príchodu FIFO (First in first out) 
• Metóda prioritného radenia do front PQ (Priority Queuing) 
• Metóda spravodlivého radenia do front FQ (Fair Queuing) 
• Metóda váhovej cyklickej obsluhy WRR (Weighted Round Robin) 
• Metóda váhového spravodlivého radenia do front WFQ (Weighted Fair Queuing) 
• Metóda založená na triedení prevádzky CB (Class Based WFQ) 
	

4.2 Kontrola prístupu (Admission Control) 
Potom na žiadosť? aplikácie sú podľa dostupnosti sieťových prostriedkov tieto prostriedky 
(požadovaná šírka pásma a vyrovnávacej pamäte) buď?poskytnuté; a naspäť? je zaslané pozitívne 
potvrdenie alebo neposkytnuté a späť?je zaslaná negatívna odpoveď. Túto funkciu zaisťuje blok  
kontrola prístupu. Bez jeho prítomnosti by architektúra zaručovala všetky dostupné zdroje 
všetkým triedam paketov a mohla by poskytovať?opäť?len jednotné služby typu "best effort". 

Obr. 4.1 Komponenty implementované v balíku IntServ

4.3 Klasifikátor paketov (Packet Classifier) 
Funkciu mapovania paketov do servisných tried prevádza klasifikátor paketov. Daná servisná 
trieda tvorí samostatný dátový tok a každý paket s rovnakou servisnou triedou je spracovávaný 
identicky. V sieti je triedenie založené na značkovaní polí v hlavičkách paketov.  
Existujú dva typy metód klasifikácie paketov: 
• mnohonásobným poľom MF (Multi - Field) - kombinácia hodnôt jedného alebo viacerých 
polí v záhlaví, viď 




Obr. 4.2 Klacifikácia mnohonásobným poľom MF 

4.4 Protokol RSVP (Resource reSerVation Protocol) 
Signalizačný, dynamický protokol RSVP [2] je navrhnutý pre rezerváciu sieťových 
prostriedkov v rámci modelu IntServ a jeho činnosť? je definovaná v RFC 2205. Možno ho však 
využiť?aj pre prácu s inými QoS architektúrami. Podporuje oba protokoly IPv4 a IPv6 (Internet 
Protocol version X). V RSVP je prostriedok rezervovaný v každom smere separovane. Zo všetkých 
QoS technológií je RSVP najzložitejší a je určený pre aplikácie (hosts) a sieťové prvky (smerovače, 
prepájače). 
Na rezervácii zdrojov sa podieľajú ďalšie pridružené mechanizmy, vrátane plánovacích 
charakteristík (Desired Scheduling Characteristics), profilov zdroja dátového toku, kritérií 
klasifikácie dátového toku, či rezervačných identifikátorov. 
Najdôležitejšou charakteristikou RSVP protokolu je, že umožňuje rezerváciu prenosových 
prostriedkov na strane prijímača a tiež to, že RSVP je len signalizačný protokol bez schopnosti 
smerovania paketov. Protokol RSVP má presne definovanú štruktúru rovnako ako aj jeho štruktúra 
správy RSVP prenášaná medzi vysielačom a prijímačom pri rezervácii sieťových prostriedkov. Táto 
štruktúra pozostáva zo všeobecného záhlavia dĺžky 8B, nasledovaná počtom objektov variabilnej 
dĺžky tvoriacich telo správy RSVP. Zahrňuje sedem typov RSVP správ viď &	, z ktorých pri 
rezervácii sú najdôležitejšie PATH a RESV [17], pričom sa využívajú aj ostatné správy. 








Tab. 4.1 Typy správ v protokole RSVP


4.4.1 Princíp funkcie protokolu RSVP 
Aplikácia vyžadujúca rezerváciu prenosových kapacít (špecifikovaním hornej a spodnej 
šírky pásma, s ohľadom na oneskorenie a jitter) najprv vyšle k aplikácii príjemcu dát správu PATH. 
Táto správa (paket) obsahuje informácie o charaktere vysielaných dát, t.j. obsahuje špecifikáciu 
prevádzky Tspec (Traffic Specification) a je do nej zaznamenávaná cesta medzi vysielačom 
a prijímačom dátového toku tak, že každý smerovač? s podporou RSVP zriaďuje na ceste 
downstream stav cesty "path-state", ktorý obsahuje predchádzajúcu adresu zdroja správy PATH, t.j. 
adresu najbližšieho uzla v smere upstream k odosielateľovi. Po prijatí správy PATH vyšle prijímací 
uzol (aplikácia príjemcu) správu RESV, pomocou ktorej je pre dátový tok prevádzaná rezervácia 
kapacít siete v smerovačoch na trase podľa správy PATH, a ktorá obsahuje okrem Tspec aj 
špecifikáciu žiadosti Rspec (Request Specification). 
RSpec a FilterSpec popisujú dátový tok, ktorý smerovače využívajú na identifikovanie každého 
rezervovania. 
4.4.2 PATH správa 
Táto správa je poslaná hostom, ktorý chce vytvoriť QoS rezerváciu. Správa je spracovaná 
v každom smerovači, ktorý sa nachádza na ceste k príjemcovi danej služby. Po spracovaní správy 
týmito smerovačmi je v nich uložená hodnota stavu PATH. Ten obsahuje IP adresu 
predchádzajúceho uzla, aby umožnil RESV správam nájsť rovnakú cestu naspäť k odosielateľovi. 
RSVP Header INTEGRITY SESSION RSVP HOP TIME VALUES
POLICY DATA SENDER TEMPLATE SENDER TSPEC ADSPEC
Tab. 4.2 Objekty PATH správy
4.4.3 RESV správa 
Ak k príjemcovi dorazí PATH správa, tak sa on môže podľa jej obsahu rozhodnúť, či ju 
prijíme a vytvorí pre ňu rezerváciu alebo nie. V tomto opačnom prípade vygeneruje chybovú 
správu, pre odmietnutie vysielača služby. V prípade, ak sa rozhodne službu prijať, vygeneruje 









SCOPE POLICY DATA STYLE FLOWSPEC FILTER SPEC
Tab. 4.3 Objekty RESV správy


4.4.4 Chybové správy 
• PathErr – generovaná, keď sa vyskytne chyba v posielaní PATH správy. Posiela sa 
odosielateľovi spolu s typom chyby a s IP adresou uzla, který ju detekoval 
• ResvErr – ak sa vyskytne chyba v poslaní RESV správy. Je určená pre prijímač, ktorý si 
vyžiadal rezerváciu 
4.4.5 Ostatné druhy správ 
Pokiaľ? rezerváciu prevedú všetky smerovače na trase podľa správy PATH, pošle v smere 
upstream posledný smerovač?aplikácii, ktorá o rezerváciu požiadala, potvrdenie rezervácie RESV 
CONFIRM (ResvConf). Pokiaľ?niektorý zo smerovačov nedisponuje prostriedkami pre rezerváciu 
pásma, odošle vysielacej aplikácii správu PathErr a prijímacej aplikácii správu ResvErr.  
RSVP je protokolom sieťovej vrstvy RM ISO/OSI. Vzhľadom k možným zmenám trasy 
dátového toku medzi vysielačom a prijímačom musí byť?proces rezervácie sieťových prostriedkov 
periodicky opakovaný. Ukončenie prenosu môže previesť?vysielacia i prijímacia aplikácia alebo 
ktorýkoľvek smerovač?na trase. Ukončenie je signalizované správami PathTear, ResvTear. RSVP 
protokol je schopný funkcie i cez uzly, ktoré RSVP nepodporujú. Na takýchto úsekoch siete potom 
nie je možno QoS zaručiť. 
4.4.6 Rezervačné štýly  protokolu RSVP  

Protokol RSVP podporuje tri nasledovné rezervačné štýly:
• Wildcard-Filter (WF) - rezervácia je zdieľaná všetkými vysielačmi. Je prenášaná smerom k 
všetkým vysielačom dátového toku a automaticky rozširovaná k ďalším, ktoré sa objavia. 
• Fixed-Filter (FF) - rezervácia nie je medzi vysielačmi zdieľaná, vysielače sú špecifikované 
samostatne. 
• Shared-Explicit (SE) - rezervácia je zdieľaná len vybranými vysielačmi. U SE si môže 




Obr. 4.3 Bloková schéma QoS modelu integrovaných služieb 
  
4.5 Nevýhody architektúry integrovaných služieb 
• Smerovače vo vnútri siete musia byť?schopné spracovávať?veľké množstvo dátových tokov, to 
znamená, že sú veľmi vyťažené. Navyše si každý z nich musí ukladať stavové informácie pre 
každú rezerváciu. 
• Všetky zariadenia, cez ktoré prechádzajú IP pakety dátových tokov vrátane koncových zariadení 
(PC, server) musia podporovať?rezerváciu sieťových zdrojov protokolom RSVP, 
• Orientácia RSVP protokolu na prijímač, ktorý musí byť? iniciátorom rezervácie zdrojov siete. 
RSVP zlyháva, pokiaľ?chce vysielač?ustanoviť?dátový tok s definovanou QoS. 
• Proces opakovanej rezervácie sieťových prostriedkov dodatočne zaťažuje sieť?
• Komplikovaná a obmedzená rozšíriteľnosť modelu pri použití WAN (Wide Area Network) [6]. 
Preto bol definovaný [5] ďalší model pre zaistenie QoS v komunikačných sieťach nazvaný 
Diferencované služby (Diffserv). 


5 Diferencované služby (DS) 

Architektúra diferencovaných služieb [3] je definovaná podľa RFC 2475 a je schopná určiť, pre 
ktorý prevádzkový, rovnako označený tok by sa mala zriadiť rezervácia prístupu do siete. V 
DiffServ nie sú jednotlivé toky prevádzky odlišované, ale sú zhromaždené do malého počtu tried 
prevádzky. V DiffServ šírka pásma a iné sieťové prostriedky sú pridelené k zhromaždeným triedam 
prevádzky, skôr ako sa pridelia jednotlivým tokom. Hlavný zámer DiffServ je založený na 
jednoduchej DS doméne, predtým ako na trase koniec – koniec, ktorú vytvárajú pakety. DiffServ 
len poskytuje relatívne diferenčné resp. rozdielne spracovania pre rozličné triedy prevádzky. Kvôli 
tomuto relatívnemu rozlišovaniu, architektúra diferencovaných služieb sama nemôže poskytnúť
absolútnu úroveň QoS. Na zabezpečenie nejakej úplnej úrovne QoS, musí byť potrebné riadenie 
prístupu (Admission Control) na okraji DS domény pre riadenie množstva prevádzky vstupujúcej do 
danej siete. Na rozdiel od IntServ, kde RSVP signalizácia je používaná pre rezervovanie šírky 
pásma pozdĺž vytvorenej trasy, QoS v DiffServ je poskytnutá skôr zásobovaním než rezervovaním. 
Termín DiffServ popisuje celkové zaobchádzanie s užívateľskou prevádzkou vo vnútri siete 
poskytujúcej služby. Služba DiffServ je definovaná vo forme dohody o úrovni služby SLA (Service 
Level Agreement), ktorou môže byť napr. špeciálna užívateľská aplikácia ako VoIP, TCP atď? a 
DiffServ siete poskytujúcej služby. 
Diferencované služby sú definované pomocou parametrov ako je dohoda o podmienkach prevádzky 
TCA (Traffic Conditioning Agreement), profily prevádzky (napr. parametre token bucketu), 
metriky výkonnosti (napr. priepustnosť, oneskorenie, priorita odstránenie paketov), koľko 
nezhodných paketov bude odstránených a prídavné značkovania a formovania prevádzky. Po 
stanovení definície DiffServ služby, je potom na poskytovateľovi služieb navrhnúť? jeho sieť?pre 
správne spracovanie prevádzky a predpokladaného správania užívateľa podľa SLA. 
Základné prvky pre realizáciu služieb v DiffServ sú tzv. Per Hop Behaviour (PHB). Každý 
PHB je reprezentovaný DSCP (DiffServ Code Point) [16] hodnotou a spracovaním jemu 
príslušných prijímaných paketov. Všeobecné požiadavky QoS ako kontrola, formovanie prevádzky, 




Existujú dva typy štandardných tried PHB: 
• urýchlené smerovanie EF (Expedited Forwarding) - pakety sú prenášané s nízkou stratou, 
oneskorením a jitterom, čo vyžaduje garanciu veľkej šírky pásma 
• zaistené smerovanie AF (Assured Forwarding) [12] - spoľahlivo doručuje pakety, vhodná pre 
TCP aplikácie 
  
Obr. 5.1 DS doména a jej kľúčové elementy 
 Zariadenie alebo IP uzol sa označujú ako súhlasné, ak podporujú DiffServ, vtedy ich nazývame 
DS uzlom. DS uzol umiestnený na okraji tejto domény sa nazýva medzný alebo aj hraničný a uzly 
vnútri zasa vnútorné uzly. Medzné uzly prepojujú DS doménu s inými doménami a uskutočňujú 
kontrolu prevádzky.  
DS medzný uzol môže byť pripojený ku: 
• vnútorným uzlom tej istej DS domény 
• medzným uzlom inakšej DS domény 
• uzlom NON-DS domény 
Ďalej rozlišujeme vstupný a výstupný DS medzný uzol, ktorými transportujeme dátový tok.  
 Avšak vnútorné uzly DS domény sa pripájajú buď na vnútorné alebo medzné uzly tej istej 
domény. Ak by DS doména obsahovala množstvo uzlov bez DS schopnosti, degradovala by sa jej 




5.1 DiffServ región 

Pozostáva s jedného alebo viacerých priľahlých DS domén [15], náležiacich k rozdielnym 
administratívnym autorizáciám. Všeobecne jednotlivé domény operujú s vlastnými politikami 
prideľovania. Každá môže používať vlastný DSCP kód pridelený typom prevádzky, ale vnútri 
regiónu sa musia zriadiť SLA na rozhraniach domén. 
  
Obr. 5.2 DS región s možnými typmi DS sietí 
Tri domény sú prepojené s chrbticou (hlavná sieť, tzv. network backbone) z nich dve (zelená a 
modrá) majú podporu DiffServ, teda vnútorné a medzné uzly podporujú zasielanie DSCP 
parametrov. Uzly v DS doméne používajú jednotné skupiny PHB. Nemusia byť však rovnaké 
medzi rôznymi doménami, avšak komunikácia medzi nimi sa musí zabezpečiť do zrozumiteľnej 
podoby použitím ekvivalentných PHB. 


5.1.1 Prevádzka DS regiónu 
  Ak napríklad PC1 pripojený k LAN2 v DS doméne 1 začne vysielať dáta pre PC2 zapojený 
do LAN1 v DS doméne 2, najskôr ich príjme smerovač S1. On skontroluje DSCP hodnotu v záhlaví 
paketu a načíta PHB, prislúchajúce k jej hodnote. Ak má hostiteľ dostatočné práva a jeho dáta sú 
v príslušnom funkčnom rozsahu PHB, putujú ďalej. Potom smerovač (S1) na základe svojej 
smerovacej tabuľky poskytne dáta hraničnému smerovaču (edge router) H1 na okraji svojej DS 
domény 1 (zelená), v ktorej sa nachádza. Ten blokom úpravy prevádzky zmeria všetkým 
vstupujúcim dátam parametre, popr. ich prispôsobí, aby susedná doména s nimi mohla pracovať. Až 
v ďaľšom kroku dáta postúpia k smerovaču (core router)  na hlavnej sieti (backbone). Ďalej sa dáta 
dopravia k medznému smerovaču H2, ktorý je pozične na hranici DS domény 2. Smerovač ich 
prispôsobí podľa lokálnej dohody SLA vzťaženej k hlavnej sieti. Napokon až môže poslať dáta 
smerovaču, ktorý je najbližšie od PC2. 
5.2 Úprava prevádzky 
Prvok, ktorý upravuje prevádzku smerovača je nevyhnutnou súčasťou DiffServ. V tomto bloku 
sa zaobchádza s dopravou dát vstupujúcich do DS domény. Tento proces sa vykonáva v medzných 
alebo vnútorných uzloch, ktoré predstavujú smerovače. Dáta musia byť modifikované podľa 
pravidiel určených v TCA. 
Smerovač úpravu vykonáva tak, že vstupné pakety pošle na výstup v zmysluplnom poradí, aby 
využívali sieťové zdroje čo najefektívnejšie. Zo služobného hľadiska sú prvky úpravy prevádzky 
ako jediné potrebné pre funkciu danej služby. Správa a riadenie siete sa starajú o jej bezporuchovú 
realizáciu.  





Bloky úpravy prevádzky: 
• klasifikátor (classifier) - vyberá pakety z dátového toku podľa jeho hlavičky, nazývaný aj 
triedič
• merač (meter) - porovnáva vlastnosti prúdu toku s profilom TCA a informuje značkovač
i tvarovač o stave tohto prúdu 
• značkovač (marker) - nastavuje v poli paketu DS codepoint 
• tvarovač (shapper) - zabezpečuje oneskorenie, aby zosynchronizoval tok v dátovom prúde 
• zahadzovač (dropper) - vyraďuje pakety, aby nastal súlad s dopravným profilom určeným        
v TCA 
5.3 Značenie paketov DiffServ 
Diferencované služby používajú pre označenie paketov pole typ služby ToS (Type of Service) v 
záhlaví protokolu IPv4 a pole trieda prevádzky TC (Traffic Class) v záhlaví protokolu IPv6. Keď  
smerovače pracujúce s protokolmi IPv4 a IPv6 operujú v bežnom móde bez rozlišovania DiffServ, 
polia ToS a TC sú používané tak, ako boli pôvodne určené. Avšak ak tieto smerovače podporujú 
DiffServ a pracujú ako DS uzol, polia ToS a TC sa zrušia a nahradia štruktúrou polí 
diferencovaných služieb. Teda nie je separátne zadefinované DS pole v IP záhlaví, ale tieto polia sa 
využijú na označovanie paketov DiffServ.
Priorita 3b D 1b T 1b R 1b 0 1b 0 1b
Pole ToS záhlavia protokolu IPv4 (8b)
5.4 ToS pole v záhlaví IPv4

Obr. 5.4 ToS pole v záhlaví IPv4 

Záhlavie protokolu IPv4 zahruňuje okrem iného osem bitové pole označené ako ToS. 
V bežnom smerovači, ktorý nepodporuje model DiffServ, je pole ôsmich bitov ToS definovaných 
podľa RFC 791.19 presne ako ukazuje Tab. 5.1. Prvé tri bity ToS poľa sú označené prioritou. 
	

Súbor IP prioritných bitov Typ prevádzky 
111 riadenie siete 
110 riadenie medzi sieťami
101 kritické, pohotovostné 





Tab. 5.1 IP prioritné bity 
Ďaľšie 3 bity poľa ToS (D, T, R) definujú výkonnostné charakteristiky služby generujúcej 
pakety. Posledné dva bity  (0 1b, zelené pole) reprezentujú rezerváciu pre možné využitie v 
budúcnosti. 
Nastavenie bitu D-bit T-bit R-bit 
0 bežné oneskorenie bežná priepustnosť bežná spoľahlivosť
1 nízke oneskorenie vysoká priepustnosť vysoká spoľahlivosť
Tab. 5.2 Ukazatele výkonnosti
5.4 Kódové pole DSCP 
Šesť bitov v poli DSCP poskytuje 64 permutácií DSCP hodnoty. RFC 2474 triedi 64 možných 
DSCP hodnôt do troch skupín označovaných ako „bloky“ (pool). Posledný šiesty bit DSCP bloku 1 
je pevne nastavený na nulu (standards action). Zvyšných päť bitov toho istého bloku môžu mať
hodnotu „0“ alebo „1“, z čoho vyplýva 32 hodnôt (25 = 32). Tieto hodnoty nariaďujú IETF 
štandardné a unifikované dohody, ktorú sú všeobecne uznávané. V bloku 2 sú posledné dva bity 
pevne nastavené na hodnoty „11“. Zvyšné 4 bity dovoľujú 16 kombinácií hodnôt v danom bloku. 
DSCP hodnoty bloku 3 vždy končia hodnotami „01“ a je možné odvodiť 16 rôznych hodnôt. 
Hodnoty v blokoch 2 a 3 nevyžadujú štandardné dohody a sú používané pre experimentálne 
a lokálne účely. 







1 xxxxx0 štandardné akcie 
2 xxxx11 experimentálne alebo lokálne použitie
3 xxxx01 experimentálne alebo lokálne použitie





7 zostáva rovnaká úroveň prevádzky 
6 používa rovnaký smerovací protokol
5 Express Forwarding EF 
4 Trieda 4 
3 Trieda 3 
2 Trieda 2 
1 Trieda 1 
0 Best Effort 
Tab. 5.4 Triedy pridelenia CodePointu
5.5 Token bucket 

Môžeme si ho predstaviť ako nádobu, ktorá sa pravidelne a konštantnou rýchlosťou plní 
tokenmi. Tie predstavujú poverenia, umožňujúce odosielať určité množstvo dát zo smerovača do 
siete. Rýchlosť akou sú tokeny do bucketu doplňované stanovuje dlhodobú priemernú rýchlosť
spracovania prichádzajúcich dát. Na začiatku je nádoba naplnená tokenmi. Pri príchode každého 
paketu je najskôr zistený počet tokenov v nádobe a veľkosť paketu. Toto preverenie je nevyhnutné 
k označeniu paketu. Ak je počet tokenov v nádobe väčší, alebo aspoň rovnaký ako veľkosť paketu, 
tak sa označený paket zaradí do odosielacej fronty. Zároveň je z nádoby odobraný príslušný počet 
tokenov, odpovedajúcich veľkosti paketu. Pokiaľ je ale počet tokenov menší ako je veľkosť paketu, 
paket sa zahodí alebo inak preznačí. Ak už nevstupujú do smerovača žiadne prichádzajúce pakety, 
token bucket akumuluje doplňujúce sa tokeny. Ak je token bucket úplne vyprázdnený, pakety 
v zásobníku musia čakať na príchod tokenov do bucketu. 






5.6 Nevýhody architektúry diferencovaných služieb 

• Poskytovanie QoS dátovým tokom na báze „Per Hop“ nemôže často zaručiť garanciu trvalej 
QoS na celej trase medzi koncovými uzlami. 
• Statická konfigurácia SLA medzi účastníkom a poskytovateľom siete. 
• Model DiffServ je orientovaný na vysielač. 
• Garancia QoS sa dá poskytnúť len združeným dátovým mikrotokom.


6 Architektúra technológie MPLS 

Technológia MPLS (Multi-Protocol Label Switching) [9] vznikla vzájomným prepojením 
vlastností ATM a IP sietí. Tak sa zlúčili najlepšie vlastnosti oboch typov sietí do jedinej 
technológie. Pôvodne bola navrhnutá kvôli zvýšeniu rýchlosti smerovania paketov v smerovačoch, 
avšak dnes plní aj úlohu riadenia prevádzky, spojenia  a tiež budovania VPN (Virtual Private 
Network). 
Táto technológia hlavne spolupracuje s DiffServ, čo umožňuje implementovať v IP sieťach 
nové QoS služby a zastaralé siete sa tak stávajú multiservisnými. Použitím MPLS sa skracuje čas 
rozhodovania smerovania paketov. Je to dosiahnuté prostredníctvom pridelenia značky (tzv. label), 
ktorá sa pridáva ku hlavičke každého paketu, prechádzajúceho cez MPLS sieť. Záhlavie MPLS 
paketu má veľkosť 32 bitov. Značenie a odznačenie záhlavia má na starosti hraničný smerovač, 
zvaný LER (Label Edge Router). Paket v priebehu smerovania prechádza cez vnútorné uzly, tieto 
smerovače nazývame LSR (Label Switch Router). Pomocou smerovacích protokolov sa vytvára 
medzi uzlami dátové spojenie ešte pred zahájením prenosu informácií. Táto cesta sa volá LSP 
(Label Switch Path) a každá zodpovedá určitej triede FEC (Forwarding Equivalence Class). 
Priradenie paketu do danej triedy určuje LER na vstupe MPLS siete.  
LSR po obdržaní paketu zistí, do ktorej prepájanej cesty paket patrí a v každom uzle sa mu 
pridelí preddefinovaná značka. 





6.1 Záhlavie paketu MPLS 

Značka paketu technológie MPLS obsahuje nasledovné časti: 
• pole nesúce aktuálnu hodnotu MPLS; návesť priradená k danej triede FEC 
• CoS pole, ktoré môže ovplyvniť algoritmy radenia do front a zahodenia pre pakety 
prechádzajúce sieťou 
• Stack pole obsahujúce identifikátor umiestnenia poslednej náveste; dno zásobníka
• Time-to-live doba existencie paketu MPLS; pole zaisťujúce nepreťaženie siete blúdiacimi 
paketmi



















7 Opnet IT Guru Academic Edition

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Program obsahuje hlavné časti: 
• grafické prostredie, ktoré efektívne a pohodlne zjednodušuje prácu 
• editory popisujúce symbiózu štruktúr sietí a protokolov 
Editor projektu (Project Editor): 
 Predstavuje ho grafický editor, ktorý obsahuje namodelovanú topológiu celej siete a popr. aj 
možné názvoslovie vyskytujúce sa pri jednotlivých komponentoch. Komunikačná sieť obsahuje 
uzly (node), dialógové boxy, nápovedy a taktiež jednotlivé spojenia. Takmer každému komponentu 
môžme editovať parametre podľa vlastnej potreby. Celú sieť je možné zostaviť v priebehu 
niekoľkých okamžikov, keďže prostredie umožňuje jednoduché, ale praktické funkcie uchopenia, 
posunutia a kopírovania.                        
Taktiež môžme použiť rôzne knižnice obsahujúce jednotlivé komponenty pre Ethernet, FDDI, IP, 
TCP, ATM, HTTP alebo si vytvoriť vlastné modely a protokoly.                                                                         
Obr. 7.4 Hlavné menu projektového editoru 
Obr. 7.5 Hlavné ikony projektového editoru 

Ako pozadie si môžme zvoliť mapu, ktorá orientačne slúži pre upresnenie polohy daného uzlu. 
V programu OPNET IT Guru [10] je práca uľahčená prostredníctvom pomocných informácií 
(prospešná je forma varovaní, ktorá je výhodná po simulovaní dostupná v programe na položke 
Results → Open Simulation Log), nápovied a detailov. Nie síce vždy sú tieto údaje rozpísané 




Obr. 7.6 Pomocné nápovedy a varovania 

Pri vytváraní nového projektu si môžeme zvoliť s ponúkaných vzorov. Väčšinou sa však používa 
oblasť Office, ktorú som použil aj pri modelovaní simulácie pre IntServ a DiffServ. Ak by sa nám 
stalo, že pri zhotovovaní siete, chceme model rozšíriť, môžeme pohodlne použiť jeho „zväčšenie“ 
prostredníctvom View → Set View Properties... a v novozobrazenom okne potom v časti 
Display zvolíme vyššiu hodnotu položky Resolution. 







Pri tvorbe mojej bakalárskej práce som čerpal informácie predovšetkým z uvedenej 
literatúry a internetových zdrojov, ktoré sa venujú technológiám spomínaných modelov a ich 
protokolom pre zabezpečovanie kvality služieb, predovšetkým protokolu RSVP, a modelu DiffServ. 
Zabezpečenie požadovanej kvality služieb patrí medzi najpodstatnejšie oblasti vo vývoji 
súčasných dátových sietí a internetu. Jej zaobstaranie predstavuje kľúčový faktor pre rozvoj 
komunikačných systémov. Preto je nevyhnutné bližšie sa venovať tejto problematike, o čo som sa 
samozrejme snažil vo svojej bakalárskej práci. Predovšetkým som sa usiloval zhrnúť otázky daných 
problematík do jednoho celku, o čom vypovedajú popisy mechanizmov a modelov jednotlivých 
architektúr zabezpečujúcich QoS. Konkrétnejšie sú spomínané v kapitolách 4, 5 a 6.                                                    
Architektúra IntServ spolu s protokolom RSVP poskytuje iba koncovú garanciu služieb. 
A aj to, iba za cenu účasti všetkých smerovačov, ktoré si uchovávajú informácie o pretekajúcich 
tokoch. Toto však predstavuje veľké vyťaženie na uzloch a zvýšenú pamäťovú kapacitu v nich. 
Model IntServ sa z tohto dôvodu preto používa v menších podnikových, dátových sieťach. 
Zo spomenutých technológií sa pre vytvorenie komplexnej QoS architektúry javí pozitívne 
platforma DiffServ. Keďže je tento model veľmi perspektívny a dopĺňa v mnohom IntServ uplatnil 
sa najmä v hlavných sieťach kde sa sleduje iba základná prevádzka. V súčasnosti patrí medzi 
najviac používanú službu pre zabezpečenie kvality služieb v sieti.  
Obecne je však možné, uvedené mechanizmy inštalovať do komunikačnej siete súčasne, 
kedy sa vzájomne vo svojich činnostiach podporujú. Avšak je nevyhnutné zadefinovať spôsoby ich 
spolupráce a spoločného prepojenia.    
Cieľom bakalárskej práce bolo nasimulovať prevádzku s podporou technológie QoS 
v programe OPNET IT Guru Academic Edition verzia 9.1 A. Pred vytvorením samostatnej 
simulácie v spomínanom programe, som v teoretickej časti práce rozobral rôzne problematiky 
poskytnutia QoS v sieťach. Získané teoretické poznatky som využil k návrhu a následnému 
vyhotoveniu simulačných modelov uvedených v -I2/ D a -I2/ 8 spoločne s vypracovanými 
projektami v elektronickej podobe priloženými na dátovom CD nosiči. 
V prípade IntServ sú najskôr nastavené aplikácie a k nim prislúchajúce profily, ďalej 
prevádzka medzi jednotlivými klientami a servermi. Potom je v simulačnom modeli 
nakonfigurovaná technológia integrovaných služieb, využívajúca rezervačný protokol RSVP. Tento 
model bol navrhnutý zámerne, kvôli overeniu vyčlenenia a funkčnosti rezervovaného dátového toku 
pre aplikovanú službu. 
	

Overenie výsledkov funkčnosti a správnosti nastavených objektov je realizované simuláciou 
a grafické priebehy sú priložené v -I2/ D na  D		,  D	 a  D	. Simulácia je 
uskutočnená porovnaním hlasovej prevádzky služby Voice pre obidva scenáre. 
Pre model DiffServ som postupoval podobne, až na principiálny rozdiel podstaty tejto 
technológie. Pri prevádzke sú na hraničných smerovačoch pakety klasifikované a značkované podľa 
nastavených priorít QoS. Na rozhraní vnútorného smerovača sú potom pakety rozpoznané a je im 
pridelená fronta podľa váhy danej DSCP značky. Pri tejto časti som sa však nastali tažkosti, pretože 
v IT Guru je tento proces riešený inak, jeho spôsob sa mi nepodarilo zistiť. Pri riešení problému 
som spolupracoval s autormi diel [13], [16] a uvedenou literatúrou [18] určenou pre návody do 
programu OPNET Modeler. Výsledkom bol však fakt, že v zjednodušenej, nelicencovanej a 
teda volne šíritelnej verzii, IT Guru, sa položky pre nastavovanie politiky radenia paketov do front 
nenachádzajú. Prevádzka je zjednodušená, ale rozlíšená podľa priradených DSCP hodnôt. 
Myslím si, že proces simulácie v tomto programe je vcelku intuitívny, a prostredníctvom 
vypracovania priložených návodov a projektov, poslúžia prospešne študentom a objasnia im 
prípadné nezrovnalosti v modeloch architektúr zabezpečujúcich QoS.                                                                                    
Nakoniec by som chcel poznamenať, že ma aj napriek problémom pri službe DiffServ práca 
v tomto programe zaujala a budem sa jej naďalej venovať vo vlastnom záujme. Pretože postup pri 
vytváraní projektu je vcelku dômyselný a previazanosť počas celého procesu nastavovania je 
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Příloha A  
Simulace hlasové služby Voice pro model IntServ s podporou RSVP  

Resource reSerVation Protocol (RSVP) je signalizační protokol síťové vrstvy, který poskytuje 
aplikacím rezervaci síťových prostředků pro datové toky unicast  a samozřejmě i multicast.  
Využívá přitom:   
 aplikace přenosu, které popisují charakteristiku datového provozu 
 aplikace příjmu, které popisují podmínky jeho kvality služeb (Quality of Service) 
 směrovače doručující QoS žádosti k jiným směrovačům, které se nacházejí na cestě
datového toku 
Nasledující tabulka zobrazuje příslušné specifikace použité v modelu RSVP, které jsou dostupné 
v prostředí OPNET IT Guru a taky v OPNET Modeler. 
RFC - 2205 Resource reSerVation Protokol – Version 1 – Functional Specification
RFC - 2209 RSVP Message Processing 
RFC - 2211 Specification of the Controlled-Load Network Element Service 
Tab. A.1 Doporučení spisů protokolu RSVP 
RSVP zachází logicky a nezávisle s datovým tokem od přijímače k odesílateli (dopředná) a pak 
nazpátek. Samozřejmě rezervace dat od odesílatele k přijímači (zpáteční) je nezávislá od směru 
vpřed. Od doby kdy RSVP zřídí rezervaci pro simplexní (jednosměrný, tam nebo zpět) tok, smí být 
vytvořena rezervace pro provoz v obou směrech. 
RSVP je signalizační protokol QoS typu „skop po skoku“ (hop-by-hop). To znamená, že zprávy 
RSVP jsou přenášené z jednoho uzlu na následující, napříč všech RSVP ulzů v datové síti podél 
datové trasy. 
Následující body představují posloupnost průběhu udalostí rezervace zdrojů v unicast provozu. 
1) Odesílatelův modul pro RSVP posíla pravidelně zprávy Path jakmile začne datová 
komunikace.  
2) Tato zpráva si vytvoří stav na každém směrovači, který stojí v cestě. Všechny zařízení podél 
trasy jsou uvědoměni o sousedním uzlu v datovém toku. 
3) Když je adresátovi ohlášena příchozí zpráva rozhodne se jestli rezervaci zdrojů vytvoří. 
4) Jakmile se rozhodne vyhovět, pak hostitelská aplikace vytvoří žádost rezervace sítě. 
5) RSVP protokol pak přenáší žádost Resv zprávy ke všem uzlům podél rezervné cesty. 
Rezervace je vytvořena na bázi „skok po skoku“ a každý mezilehlý uzel prověřuje 
dostatečné zdroje a usoudí zdali může být tahle žádosti ke zdroji přidělena. Když je 
rezervace úspešná, je stav pro Resv vytvořen a požadavka o rezervaci je postoupí vpřed 
k předchozímu skoku na datové cestě. 
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6) Vysílač pošle schválení se statusem potvrzení rezervace. Celý proces se opakuje, když 
nastane další akce ze strany vysílače nebo přijímače. 
Obr. A.1 Systém mechanizmu zpráv Path, Resv a ResvConf v protokolu RSVP
Vytvoření modelu IntServ v prostředí OPNET IT Guru 
Praktická část bakalářské práce obsahuje návrh modelu IntServ v simulačním prostředí 
OPNET IT Guru 9.1 Academic Edition. V simulačním modelu IntServ se převážně zaměřím na 
modelování způsobu zacházení pomocí protokolu RSVP v síťovém prostředí. Hlavním cílem 
simulace vytvořeného modelu bude právě průběh nastavování směrovačů s uživatelskými daty 
různých aplikací a profilů.  
Vytvoření simulovaného modelu můžeme rozdělit na tři skupiny objektů, představujících prvky 
potřebné k simulaci uživatelských služeb (jedna z nich „README” je pouze informativní). Na 
D je zobrazena schéma zapojení simulované sítě společně s aplikacemi a nápovědou. 
Application Config – objekt k definici jednotlivých aplikací podporovaných v simulované 
síti (např. aplikace Emailu, FTP, webového prohlížení, hlasové služby atd.) 
Profile Config – přiřadí k definovaným aplikacím jednotlivé profily (např. spuštění 
aplikace, délka trvání, počet opakování, pravděpodobnostní funkci začátku v časovém 
intervalu, atd.)  
QoS Attribute Config – objekt pro globální nastavení parametrů kvality služeb (např. 
způsob řazení do front, rezervační styl, politika procesu obnovy, atd. ) 
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Všechny objekty budeme vkládat na hlavní plochu editoru projektu pomocí ikonky Object 
Pallette dle  D, nacházející se v horní liště hlavních ikon projektového editoru, nebo 
v hlavním menu na záložce Topology → Open Object Palette.
Obr. A.2 Objekt palety 
Zde se nachází knihovna objektů pro tvorbu jednotlivých modelů simulací. Tyto objekty jsou zde 
rozděleny do příslušných položek. Pro začátek použijeme jenom utilities podle  D, která 
obsahuje dostatečný počet aplikací, profilů i jejich konfigurace. V této složce najdeme již zmíněné 
konfigurační objekty, které vložíme na plochu způsobem „drag and drop“ (táhni a pusť) nebo 
kliknutím levého myšítka pro označení a pak následného vložení (pravým myšítkem ukončíme 
volbu). 
Obr. A.3 Prvky palety z knihovny utilities 
Další objekty pro rychlé (modely objektů a uzlů se dají ještě dodatečně měnit, viz dále) vytvoření 
modelu vybereme ze složky knihovny objektů internet_toolbox, konkrétně: 
ethernet_wkstn – model klienta, 
ethernet4_slip8_gtwy – model směrovače se čtyřmi portami ethernet a osmi slip, 
PPP_DS1 – spojení s podporou Point-to-Point Protocolu (nahradila technologii SLIP). 
Vložené objekty vhodně rozmístíme, propojíme linkovou technologií PPP - vhodnou pro simulaci 
hovorového spojení. Schéma simulované sítě je na D. 
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Obr. A.4 Schéma návrhu modelu IntServ simulované sítě
Pojmenování provedeme kliknutím pravého tlačítka na objekt, znázorněném na  D
prostřednictvím ponuky Edit Attributes. Položka name slouží pro pojmenování zvolených 
aplikací a objektů. Budeme-li používat více stejných aplikací nebo uzlů použijeme pro přehlednost 
vhodné pojmenování (např. router, router_2, voice_app, voice_prof atd.). 
V naší simulované síti chceme použít jiné objekty, než jaké jsme vkládali z palety. Použijeme uzly, 
které jsou vhodné pro hlasovou komunikaci a mají nejlepší parametry pro tuto službu. Změníme je 
teda.  Nejdřív si označíme kliknutím levého tlačítka spojení, pak pravým tlačítkem vyvoláme volbu 
a označíme Select Similar Links pro zvolení všech rovnakých spojení a dále opět klikneme na 
přerušený spoj pravým tlačítkem a v zobrazeném okně Edit Attributes vyhledáme v kolonce 
model → PPP_DS0_int. Podobné změny provedeme u obou klientů, tam vyhledáme v kolonce 
model → ppp_wkstn_adv a při směrovačích model → ethernet2_slip8_gtwy_adv. 
Položka Application Definitions edituje typy a množstvo aplikací a proto jí rozklikneme u 
symbolu (...) a zvolíme Edit... . Dále pak v nověotevřeném okně do části Rows vložíme hodnotu 
2, takže budeme používat dvě řady.  Tyhle řady vhodně pojmenujeme a v části Description je 
budeme editovat.  
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V našem projektu použijeme zatím aplikaci Voice avšak můžeme si zvolit z množstva atributů: 
Custom, Database, Email, Ftp, Http, Print, Remote Login, Video Conferencing, Voice
Obr. A.5 Úprava vlastností na objektech 
Můžeme volit z několika přednastavených hodnot dané aplikace, například pro aplikaci Email
máme na výběr z těchto hodnot a to Low Load, Medium Low, High Low. 
Pokud nám některá z nabízených hodnot nebude vyhovovat, můžeme si nadefinovat vlastní 
parametry. Na  D je znázorněn příklad nastavení aplikací v objektu Application Config. 
Podrobnější informace k přednastaveným hodnotám aplikacíí a dalších možnostech jejich nastavení 
jsou uvedeny v [18]. Nesmíme však zapomenout při změnách položek a hodnot parametrů
potvrzovat okna tlačítkem OK nejlépe v každé sekci. 
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Obr. A.6 Nastavení počtu aplikací a jejich definice 

V případe kdy nastavujeme aplikaci voice_RSVP_app bude změnena hodnota položky RSVP 
Parameters u okna (Voice) Table. V této aplikaci nebude použitý Type of Service → Best 
Efoort (0) jako v prvním případe. Tady chceme použít model kvality služeb pro srovnání 
parametrů. Nastavení hodnot provedeme podle D. 
Obr. A.7 Nastavení RSVP parametrů u aplikace voice_RSVP_app
Dále přejdeme k objektu Profile Config, který slouží k definici profilu vytvořených aplikací. 
Stejným postupem se překlikáme k položce Profile Configuration, změníme hodnoty Rows
a určíme počet profilů (v našem případe bude mít každá aplikace jeden profil, ale nemusí to platit). 




Dále pak ve vytvořených profilech můžeme nastavovat v položce Applications hodnoty: 
Rows – vyjadřuje řady, resp. počet aplikací, které budou definované pod tímto profilem, 
Name – tady zvolíme aplikace již vytvořené (v korektném případe se nám jejich názvy 
automaticky v ponuce zobrazí), 
Start Time Offset (seconds) – nastavujeme čas startu aplikace (čas startu bude záviset 
na nastavení položky Start Time (seconds), kterou nadefinujeme), máme na výběr z několika 
pravděpodobnostních funkcí určujících start aplikace (např. bernoulli, poisson, uniform). 
Kvůli přehlednosti v grafech se nastavuje pevný start v konkrétny okamžik (constant), 
Duration (seconds) – doba trvání dané aplikace, 
Repeatability – počet opakování aplikace. 
V menu na úrovni položky Applications se nachází další položky které mají rovnaký význam, až 
na skutečnost, že se jedná o nastavení ve vyšší úrovni, která přislouchá celkové řady profilu. Za 
zmínku stojí položka Operation Mode, s kterou sme se doteď nesetkali a můžeme v ní nastavit: 
Serial (Random) – náhodně zvolené pořadí startu aplikací v profilu (po náhodném zvolení 
startovací aplikace následuje postupně start další, která je definována v tabulce za ní),
Serial (Ordered) – spuštění aplikace podle pozice v seznamu (postupný start), 
Simultaneous – všechny aplikace profilu jsou spouštěny najednou. 
Pŕíklady nastavení některých námi použitých profilů v simulaci jsou na D. 
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Obr. A.8 Nastavení profilů a jejich parametrů spuštění 
Dále nastavíme ke klientům příslušný profil a žádanou aplikaci. Jak už je zvykem prostřednictvím 
editace atributů budeme nastavovat hodnoty Applications: Supported 
Profiles, Applications: Destination Preference, Server Address. Podrobný postup 
nastování parametrů je uveden v [18]. 
V duplikovaném scénáři pak ještě použijeme pro klienty i servery položku Applications: RSVP 
Parameters, ve které jenom přidělíme profily jednotlivých toků, viz dále. 
Objekt směrovače ponecháme ladem, pretože IT Guru poskytuje při vkládaní uzlů a aplikací 
přednastavené hodnoty, které postačují pro odsimulování nespecifikovaných provozů.  
My konkrétně nastavíme hodnoty pro RSVP podle D. Změny však uděláme v duplikovaném 
scénáři (postup vysvětlen v kap.7), který jsi vhodně pojmenujeme. 
V novovzniklém scénáři, který je kopie původního budeme prostředky „obohacovat“ o provoz 
kvality služeb a tedy jednotlivým objektům budeme přidělovat předdefinované toky pro 
zabezpečení RSVP. Doplníme do projektu objekt QoS Attribute Config a budeme ho postupně
nastavovat, konkrétně položky RSVP Flow Specification, RSVP Profiles. 
Specifikujeme dva toky pro RSVP, jeden vstupní a druhý výstupní s příslušnou velikostí paměti 
(Bandwidth bytes/sec) a šířky pásma (Buffer Size bytes). 
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Obr. A.9 Nastavení parametrů na objektu u klienta 

Poté vytvoříme dva profily a přiřadíme jim specifikovanou politiku provozu. Definování 
rezervačního stylu, který používají aplikace při žádosti o rezervaci pro daný profil provedeme 
následovně. 
Reservation Style  
• Wild Card  vytváří jedinou rezervaci sdílení toků se všemi odesílateli, 
• Shared Explicit vytváří samostatnou rezervaci sdílení s určitými odesílateli, 
• Fixed Filter vytváří odlišnou rezervaci pro datové pakety od konkrétních 
odesílatelů, ale nesdílí je s ostatními odesílateli. 
V nastavení politiky Retry Policy pak je přidáme vytvořené toky rezervace, popř. nastavíme 
hodnoty počtu opakování a časový interval. 





Obr. A.10 Nastavení aplikace Quality of Service 
Na závěr nastavíme ještě zobrazování charakteristik. Kliknutím na prázdné místo do plochy editoru 
projektu zvolíme ponuku Choose Individual Statistic a z globální, uzlu nebo spoje statistiky si 
označíme položky, které chceme sledovat. Nás bude zaujímat Voice Packet End-to-End Delay
a Voice Packet Delay Variation. Dále pak můžeme sledovat WFQ Buffer Usage, Voice 
Called Party a Voice Calling Party. 
Protože jsme použili dva scénáře a chceme porovnat důsledek aplikované kvality služeb podle 
protokolu RSVP při hlasovém provozu odsimulujeme je oba naráz. Nejdříve oba scénáře uložíme a 
pak v hlavním menu přejdem na Scenario → Manage Scenarios... → Results změníme na
<collect> nebo <recollect> a nakonec nastavíme čas desetiminutové simulace, potvrdíme.
Proces simulace bude pochopitelně trvat dvojnásobně, cca 3 minuty (záleží od výkonnosti počítače). 
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Po odsimulovaní klikneme do plochy a zobrazíme View Results nebo jiný způsob pomocí ikony. 
Na D		 je zobrazena průměrná hodnota zpoždění paketů od počátečního uzlu ke koncovému 
uzlu, vpravo zas odchylka zpožděných paketů. 
Obr. A.11 Zobrazení charakteristik zpoždění a jeho kolísání
V námi simulované síti, která je poměrně malého rozsahu si dostatečně ozřejmíme význam funkce 
QoS jedině zvýšením provozu. Takže musíme na pozadí přidat zatížení provedeme to označením 
některých, nejlépe všech spojů v Edit Attributes si pohrajeme s položkou Background 
Utilization.  
Porovnáme hodnoty volající a volané stanice v scénáři s podporou protokolu RSVP a zjistíme podle 
vložené charakteristiky na D	 zpoždění a taky jeho odchylku. 
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Obr. A.12 Graf zpoždění a odchylka na volající a volané stanici  
Na objektu klient_2 (je v profilu více zatížen) můžeme sledovat podle  D	 využití 
vyrovnávací paměti při použití metódy WFQ na rozhraní IF0 (Inter Face port 0), které je propojeno 
se směrovačem router_2. Můžeme sledovat, že datový provoz, který je „plněn“ do paketů je 
poměrně zatížen, protože paket obsahuje velké množství dat.





Simulace aplikací FTP, Email a Voice pro model DiffServ  

V této části práce bude popsán postup při nastavení modelu diferencovaných služeb. Využijeme 
taky znalosti a funkce jednotlivých objektů s predchozí části, viz -I2/D. Postup bude ojedinělý, 
že na několik změn, které tady uvedu.  
Objekt servru a přepínače nalezneme v paletě pod knihovnou internet_toolbox s názvy
ethernet_server a ethernet16_switch. 
Po vložení základních objektů, s kterými budeme dále pracovat provedeme zapojení sítě podle 
schémy na 8	. 
Obr. B.1 Schéma zapojení sítě DS domén
Pojmenujeme všechny objekty již známým způsobem a vložíme popisek pro ulehčení práce a kvůli 
přehlednosti. Ten nalezneme v menu Topology → Open Annotation Palette. V projektu 
budeme používat pevné (přidělovat budeme ručně) značení na IP rozhraní podle adresy hosta, 
pochopitelně korektním způsobem (celkově jsou použity čtyři sítě). Do popisku je teda vložíme IP 




Na správcích aplikací a profilů zadefinujeme provoz, nejlépe vícero provozů (FTP, Email i Voice), 
aby byla síť dostatečně zatížena. Dále provedeme u klientů nastavení těchto položek. 
Application: Supported Profiles, Supported Services, Destination Preferences
a nakonec IP Host Parameters → Interface Information → Address a Subnet Mask
Pak nastavíme servery v uvedených kolonkách a přidělíme jim různé podporované profily. 
Application: Supported Services, IP Host Parameters taktéž Address, Subnet Mask 
Provedením popsaného pokročíme k hraničním směrovačům, kterým budeme nastavovat tabulku 
o kvalitě služeb dle 8. Více informací o nastavování směrovačů najdete v [13]. 
Obr. B.2 Nastavení QoS u hraničních směrovačů
Pak ještě musíme provést značkování paketů pro jednotlivé datové toky, které reprezentují již 
nastavené aplikace u profilů. Značkováním teda směrovač rozezná jednotlivý provoz (data FTP od 
paketů Emailu). Podrobná ukázka je naznačena na 8. Každé aplikaci přidělíme jednu značku, 
podle váhy důležitosti. V našem případe bude mít největší váhu aplikace Voice a přidělíme je teda 
značku DSCP s hodnotou EF. Při značení musíme dodržet pravidlo pro vstupní provoz od klientů a 




Význam jednotlivých položek v tabulce konfiguračního listu. 
Action – možnosti dvou akcí Deny (zakázat) a Permit (povolit) 
Source – adresa IP protokolu a maska podsítě zdroje paketů (klienta) 
Destination – IP adresa a maska podsítě cílového uzlu nebo podsítě (klienta) 
ToS – přiděluje typ služby k paketům poslaným od tohoto klienta (celkově 6 typů) 
Precedence – priorita povolení k rychlejšímu zpracování do fronty  (celkově 9 možností 
nejhorší služba představuje Best Effort (0) a naopak nejlepší Reserved (0) ) 
DSCP – hodnota diferencovaných služeb pole Code Point pro rychlejší zpracování (použití 
celých čísel je v intervalu od 40 do 184). Předdefinovaných možností AF11 - EF je celkový 
počet 13. 
Obr. B.3 Nastavení značkování ACL na hraničních směrovačích
Na závěr zadefinujeme politiku kvality služeb pomocí správce QoS. Všechny položky ponecháme 
v přednastavené podobě, kromě WFQ Profiles. Protože jsme označování paketů do front rešili 
prostřednictvím DSCP u konfigurace Queues Configuration zadefinujeme tyhle parametry. 
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Weight – váha jednotlivé fronty vyjadřující šířku pásma (použitá pouze pro WFQ). Pro 
vyšší honotu je frontě přidělena větší šířka pásma a menší zpoždění. Při použití Low 
Latency Queue viz níže, je tato hodnota váhy ignorována. 
Maximum Queue Size – charakterizuje ji největší možný počet paketů pro danou frontu. 
Používá se když je rozhraní přeplněné, teda když je dosaženo celkového množství paketů ve 
vyrovnávací paměti. 
Classification Scheme – definuje kriteria pro nařízené frontování. Obsahuje prakticky 
schémy ACL. 
RED Parameters – mechanizmus vyvarování zahlcení. Obsahuje možné metody 
omezování šířky pásma. Při procesu RED po překročení určité hranice roste zahazování 
paketů lineárně, WRED navíc podporuje priority. Celkově jsou použity čtyři mechanizmy 
s podporou ECN, přímé vyjádření signalizace zahlcení. 
Queue Category – určuje jestli fronta bude mít parametry Low Latency Queue, Default 
nebo jejich kombinace, celkově čtyři kategorie 
Simulace bude probíhat cca. 8 minut, protože je v síti dost velký provoz a taky požadujeme 
zobrazení vícero parametrů pro určení parametrů. Zvolíme globální statistiky u aplikací FTP, Email 
a Voice, jejichž průběhy grafů můžeme vyjádřit podle 8. 




Obr. B.5 Průběhy zpoždění mezi směrovači v doméně DS 
Na  8 je znázorněn průběh poslaných, zahozených a přijatých bitů v jednotlivých reálních 
časových intervalech na rozhraních. Můžeme si všimnout, že u vnitřního směrovače se grafy 
poslaných a přijatých bitů prokrývají.  




Pro pochopení je zobrazena na  8 směrovací tabulka hraničního směrovače označeného 
edge_router_1. Můžeme si všimnout zaznamenávaní nejbližšího dalšího skoku ve sloupci Next 
Hop. 
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