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ON PRODUCTS OF k ATOMS II
ALFRED GEROLDINGER AND DAVID J. GRYNKIEWICZ AND PINGZHI YUAN
Abstract. Let H be a Krull monoid with class group G such that every class contains a prime divisor
(for example, rings of integers in algebraic number fields or holomorphy rings in algebraic function
fields). For k ∈ N, let Uk(H) denote the set of all m ∈ N with the following property: There exist atoms
u1, . . . , uk, v1, . . . , vm ∈ H such that u1 · . . . ·uk = v1 · . . . ·vm. Furthermore, let λk(H) = minUk(H) and
ρk(H) = supUk(H). The sets Uk(H) ⊂ N are intervals which are finite if and only if G is finite. Their
minima λk(H) can be expressed in terms of ρk(H). The invariants ρk(H) depend only on the class
group G, and in the present paper they are studied with new methods from Additive Combinatorics.
1. Introduction
Let H be a (commutative and cancelative) monoid. If an element a ∈ H has a factorization a =
u1 · . . . · uk into atoms u1, . . . , uk ∈ H , then k is called the length of the factorization, and the set L(a) of
all possible lengths is called the set of lengths of a. For k ∈ N, let Uk(H) denote the set of all m ∈ N with
the following property: There exist atoms u1, . . . , uk, v1, . . . , vm ∈ H such that u1 · . . . · uk = v1 · . . . · vm.
Thus Uk(H) is the union of all sets of lengths containing k. Sets of lengths (and all invariants derived
from them, such as their unions) are the most investigated invariants in factorization theory. The sets
Uk(H) were introduced by S.T. Chapman and W.W. Smith in Dedekind domains ([14]) and since then
have been studied in settings ranging from numerical monoids over Mori domains to monoids of modules
([18, 10, 6, 24, 3]). Their suprema ρk(H) = supUk(H) and their minima λk(H) = minUk(H) have
received special attention. Indeed, the invariants ρk(H) were first studied in the 1980s for rings of
integers in algebraic number fields ([16, 36]). The supremum over all ρk(H)/k is called the elasticity of
H , whose investigation was a key topic in early factorization theory (see [1] for a survey, or to pick a few
from many, see [12, Problem 38] and [11, 2, 32, 13, 8]).
In the present paper, we focus on Krull monoids having the property that every class in the class
group contains a prime divisor. In Section 2 we present the necessary background and Proposition 2.4
gathers the present state of the art. Among others, if H is such a Krull monoid with class group G and
2 < |G| < ∞, then Uk(H) ⊂ N is a finite interval, hence Uk(H) = [λk(H), ρk(H)], and its minimum
λk(H) can be expressed in terms of ρk(H). Moreover, ρk(H) depends only on the class group G and
hence it can be studied with methods from Additive Combinatorics. This is the starting point for the
present paper. In Section 3 we discuss open problems, formulate two conjectures (Conjecture 3.3), and
outline the program of the paper. The main results are Theorems 4.1 and 5.1. The latter result is based
on the recent characterization of all minimal zero-sum sequences of maximal length in groups of rank two
(see Main Proposition 5.4).
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2. Unions of sets of lengths in Krull monoids: Background
Let N denote the set of positive integers and set N0 = N∪{0}. For real numbers a, b ∈ R, we denote by
[a, b] = {x ∈ Z | a ≤ x ≤ b} the discrete interval. By a monoid, we mean a commutative semigroup with
identity which satisfies the cancellation law (that is, if a, b, c are elements of the monoid with ab = ac,
then b = c follows). The multiplicative semigroup of non-zero elements of an integral domain is a monoid.
Let G be an abelian group, and let A, B ⊂ G be subsets. Then 〈A〉 ⊂ G is the subgroup generated by
A, −A = {−a | a ∈ A}, and A+B = {a+ b | a ∈ A, b ∈ B} is the sumset of A and B. Furthermore, A is
a generating set of G if 〈A〉 = G, and A is a basis of G if all elements of A are nonzero and G = ⊕a∈A〈a〉.
Monoids and Sets of Lengths. A monoid F is free abelian, with basis P ⊂ F and we write F = F(P ),
if every a ∈ F has a unique representation of the form
a =
∏
p∈P
pvp(a) with vp(a) ∈ N0 and vp(a) = 0 for almost all p ∈ P .
Let H be a monoid. We denote by H× the set of invertible elements of H and by q(H) a quotient
group of H . For a subset H0 ⊂ H , we denote by [H0] ⊂ H the submonoid generated by H0. Let a, b ∈ H .
We say that a divides b (and we write a | b) if there is an element c ∈ H such that b = ac. We denote by
A(H) the set of atoms (irreducible elements) of H . If a = u1 · . . . ·uk, where k ∈ N and u1, . . . , uk ∈ A(H),
then k is called the length of the factorization and L(a) = {k ∈ N | a has a factorization of length k} ⊂ N
is the set of lengths of a. For convenience, we set L(a) = {0} if a ∈ H×. Furthermore, we denote by
L(H) = {L(a) | a ∈ H} the system of sets of lengths of H .
Next we define the central concept of this paper. Let k ∈ N and suppose that H 6= H×. Then
Uk(H) =
⋃
a∈H, k∈L(a)
L(a)
is the union of all sets of lengths containing k. Thus, Uk(H) is the set of all m ∈ N such that there are
atoms u1, . . . , uk, v1, . . . , vm with u1 · . . . · uk = v1 · . . . · vm. Finally, we define
ρk(H) = sup Uk(H) and λk(H) = min Uk(H) .
Krull monoids. A monoid homomorphism ϕ : H → F is said to be a divisor homomorphism if ϕ(a) |ϕ(b)
in F implies that a | b in H for all a, b ∈ H . A monoidH is said to be a Krull monoid if one of the following
equivalent properties is satisfied (see [23, Theorem 2.4.8] or [31]):
(a) H is completely integrally closed and satisfies the ascending chain condition on divisorial ideals.
(b) H has a divisor homomorphism into a free abelian monoid.
(c) H has a divisor theory: this is a divisor homomorphism ϕ : H → F = F(P ) into a free abelian
monoid such that for each p ∈ P there is a finite set E ⊂ H with p = gcd
(
ϕ(E)
)
.
Let H be a Krull monoid. Then every non-unit has a factorization into atoms, and all sets of lengths
are finite. A divisor theory ϕ : H → F = F(P ) is essentially unique, and the class group C(H) =
q(F )/q(ϕ(H)) depends only on H . It will be written additively, and we say that every class contains a
prime divisor if, for every g ∈ C(H), there is a p ∈ P with p ∈ g.
An integral domain R is a Krull domain if and only if its multiplicative monoid R \ {0} is a Krull
monoid, and Property (a) shows that a noetherian domain is Krull if and only if it is integrally closed.
Rings of integers, holomorphy rings in algebraic function fields, and regular congruence monoids in these
domains are Krull monoids with finite class group such that every class contains a prime divisor ([23,
Section 2.11]). Monoid domains and power series domains that are Krull are discussed in [29, 33, 34].
For monoids of modules which are Krull we refer the reader to [5, 3, 17].
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Main portions of the arithmetic of a Krull monoid—in particular, all questions dealing with sets of
lengths—can be studied in the monoid of zero-sum sequences over its class group. We provide the relevant
concepts and summarize the connection in the next subsection.
Transfer homomorphisms and Zero-sum sequences. Let G be an additively written abelian group,
G0 ⊂ G a subset, and let F(G0) be the free abelian monoid with basis G0. According to the tradition of
combinatorial number theory, the elements of F(G0) are called sequences over G0. If S = g1 · . . . · gl,
where l ∈ N0 and g1, . . . , gl ∈ G0, then σ(S) = g1 + . . .+ gl is called the sum of S, and the monoid
B(G0) = {S ∈ F(G0) | σ(S) = 0} ⊂ F(G0)
is called the monoid of zero-sum sequences over G0. Since the embedding B(G0) →֒ F(G0) is a divisor
homomorphism, Property (b) shows that B(G0) is a Krull monoid. The monoid B(G) is factorial if and
only if |G| ≤ 2. If |G| ≥ 3, then B(G) is a Krull monoid with class group isomorphic to G and every class
contains precisely one prime divisor.
For every arithmetical invariant ∗(H) defined for a monoid H , it is usual to write ∗(G) instead of
∗(B(G)) (although this is an abuse of language, but there will be no danger of confusion). In particular, we
set A(G) = A(B(G)), L(G) = L(B(G)), Uk(G) = Uk(B(G)), ρk(G) = ρk(B(G)), and λk(G) = λk(B(G)).
The next two propositions reveal the universal role of monoids of zero-sum sequences.
Proposition 2.1. Let H be a Krull monoid with class group G such that every class contains a prime
divisor. Then there is a transfer homomorphism β : H → B(G). In particular, for every k ∈ N, we have
Uk(H) = Uk(G) , λk(H) = λk(G) , and ρk(H) = ρk(G) .
Proof. See [23, Theorem 3.4.10]. 
Whereas the proof of the above result is quite straightforward, there are recent deep results showing
that there are non-Krull monoids (even non-commutative rings) which allow transfer homomorphisms to
monoids of zero-sum sequences.
Proposition 2.2.
1. Let O be a holomorphy ring in a global field K, A a central simple algebra over K, and H a classical
maximal O-order of A such that every stably free left R-ideal is free. Then Uk(H) = Uk(G) for
every k ∈ N, where G is a ray class group of O and hence finite abelian.
2. Let H be a seminormal order in a holomorphy ring of a global field with principal order Ĥ such
that the natural map X(Ĥ) → X(H) is bijective and there is an isomorphism ϑ : Cv(H) → Cv(Ĥ)
between the v-class groups. Then Uk(H) = Uk(G) for every k ∈ N , where G = Cv(H) is finite
abelian.
Proof. 1. See [41, Theorem 1.1], and [4] for related results of this flavor.
2. See [24, Theorem 5.8] for a more general result in the setting of weakly Krull monoids. 
We need some more notation for sequences over abelian groups (it is consistent with [23, 26, 30]). As
before, we fix an additive abelian group G and a subset G0 ⊂ G. Let
S = g1 · . . . · gl =
∏
g∈G0
gvg(S) ∈ F(G0) ,
be a sequence over G0 (whenever we write a sequence in this way, we tacitly assume that l ∈ N0 and
g1, . . . , gl ∈ G0). We set −S = (−g1) · . . . · (−gl) and vG1(S) =
∑
g∈G1
vg(S) for a subset G1 ⊂ G0. We
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call vg(S) the multiplicity of g in S,
|S| = l =
∑
g∈G
vg(S) ∈ N0 the length of S , supp(S) = {g ∈ G | vg(S) > 0} ⊂ G the support of S ,
σ(S) =
l∑
i=1
gi the sum of S , and Σ(S) =
{∑
i∈I
gi | ∅ 6= I ⊂ [1, l]
}
the set of subsums of S .
For a sequence T ∈ F(G0), we write gcd(S, T ) ∈ F(G0) for the maximal length subsequence dividing S
and T . We write T | S to indicate that T is a subsequence of S, in which case ST−1 = T−1S denotes
the subsequence obtained from S by removing the terms from T . The sequence S is said to be
• zero-sum free if 0 /∈ Σ(S),
• a zero-sum sequence if σ(S) = 0,
• a minimal zero-sum sequence if it is a nontrivial zero-sum sequence and every proper subsequence
is zero-sum free.
Clearly, the minimal zero-sum sequences are precisely the atoms of the monoid B(G0), and they play a
central role in our investigations. Now suppose that G is finite. For n ∈ N, let Cn denote a cyclic group
with n elements. If |G| > 1, then we have
G ∼= Cn1 ⊕ . . .⊕ Cnr , and we set d
∗(G) =
r∑
i=1
(ni − 1) and D
∗(G) = d∗(G) + 1 ,
where r = r(G) ∈ N is the rank of G, n1, . . . , nr ∈ N are integers with 1 < n1 | . . . | nr and nr = exp(G)
is the exponent of G. If |G| = 1, then r(G) = 0, exp(G) = 1, and d∗(G) = 0. The Davenport constant
D(G) of G is the maximal length of a minimal zero-sum sequence over G, thus
D(G) = max
{
|U |
∣∣ U ∈ A(G)} ∈ N .
(note that A(G) is finite). In other words, D(G) is the smallest integer ℓ such that every sequence S
over G has a nontrivial zero-sum subsequence. We denote by d(G) the maximal length of a zero-sum
free sequence, and clearly we have 1 + d(G) = D(G). The next proposition gathers some facts on the
Davenport constant which we will use without further mention.
Proposition 2.3. Let G be a finite abelian group.
1. D∗(G) ≤ D(G) ≤ |G|.
2. If G is a p-group or r(G) ≤ 2, then D∗(G) = D(G).
3. D(G) = 1 if and only if |G| = 1, D(G) = 2 if and only if |G| = 2, and D(G) = 3 if and only if G
is cyclic of order |G| = 3 or isomorphic to C2 ⊕ C2.
Proof. See [23, Chapter 5]. Note that 1. is elementary and that 3. is a simple consequence of 1. and 2.
There are more groups G with D∗(G) = D(G) (beyond the ones listed in 2.), but we do not have equality
in general ([25, 40]). 
The next proposition gathers the state of the art on unions of sets of lengths.
Proposition 2.4. Let H be a Krull monoid with class group G such that every class contains a prime
divisor.
1. If |G| ≤ 2, then Uk(H) = {k} for all k ∈ N.
2. If 2 < |G| <∞, then, for all k ∈ N, we have Uk(H) = [λk(G), ρk(G)] and
λkD(G)+j(H) =

2k for j = 0
2k + 1 for j ∈ [1, ρ2k+1(G)− kD(G)]
2k + 2 for j ∈ [ρ2k+1(G)− kD(G) + 1,D(G)− 1] ,
ON PRODUCTS OF k ATOMS II 5
provided that kD(G) + j ≥ 1.
3. If G is infinite, then Uk(H) = N≥2 for all k ≥ 2.
Proof. 1. is classical, for 2. see [18, Theorem 4.1] and [22, Section 3.1], and 3. follows from [23, Theorem
7.4.1]. 
Let H be a Krull monoid with class group G such that every class contains a prime divisor, or any of
the monoids in Proposition 2.2. Then Propositions 2.1, 2.2, and 2.4 show that, for a complete description
of the sets Uk(H) of H , it remains to study the invariants ρk(G) of an associated monoid of zero-sum
sequences. This is the goal of the present paper.
3. The extremal cases in the crucial inequality
We start with a simple and well-known lemma. For convenience, we provide its short proof.
Lemma 3.1. Let G be a finite abelian group with |G| ≥ 3, and let k, l ∈ N.
1. k + l ≤ ρk(G) + ρl(G) ≤ ρk+l(G).
2. ρ2k(G) = kD(G) and
(1) 1 + kD(G) ≤ ρ2k+1(G) ≤ kD(G) +
⌊D(G)
2
⌋
.
In particular, if D(G) = 3, then ρ2k+1(G) = kD(G) + 1.
3. If ρ2k+1(G) ≥ m for some m ∈ N and l ≥ k, then ρ2l+1(G) ≥ m+ (l − k)D(G).
Proof. 1. By definition, we have ρm(G) ≥ m for each m ∈ N and hence k + l ≤ ρk(G) + ρl(G). Since
Uk(G) + Ul(G) ⊂ Uk+l(G), it follows that
ρk(G) + ρl(G) = supUk(G) + supUl(G) ≤ supUk+l(G) = ρk+l(G) .
2. A simple counting argument shows that ρk(G) ≤ kD(G)/2; furthermore, if U = g1·. . .·gD(G) ∈ A(G),
then (−U)kUk =
∏D(G)
i=1
(
(−gi)gi
)k
, whence kD(G) ≤ ρ2k(G) and thus ρ2k(G) = kD(G) (details can be
found in [22, Theorem 2.3.1]). Using this and 1., we infer that
1 + kD(G) = ρ1(G) + ρ2k(G) ≤ ρ2k+1(G) ≤
(2k + 1)D(G)
2
.
Clearly, D(G) = 3 implies that equality holds in both inequalities above.
3. By 1. and 2., it follows that
ρ2l+1(G) ≥ ρ2k+1(G) + ρ2(l−k)(G) ≥ m+ (l − k)D(G) . 
Our starting point is the crucial inequality (1). We conjecture that cyclic groups are the only groups
where equality holds on the left hand side, whereas, for all noncyclic groups, there is a k∗ ∈ N such that
equality holds on the right hand side for all k ≥ k∗. We are going to outline this in greater detail (see
Conjecture 3.3 and Corollary 3.4).
Proposition 3.2. Let G be a finite abelian group with D(G) ≥ 4.
1. If there exist U ∈ A(G) and S1, S2 ∈ F(G) such that
U = S1S2 , |U | = D(G) and Σ(S1) ∪Σ(−S2) 6= G \ {0} ,
then ρ3(G) > D(G) + 1.
2. If G is cyclic, then the property in 1. does not hold and ρ2k+1(G) = kD(G) + 1 for each k ∈ N.
3. The following conditions are equivalent :
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(a) There is a k∗ ∈ N such that ρ2k∗+1(G) = k∗D(G) +
⌊
D(G)
2
⌋
.
(b) There is a k∗ ∈ N such that
ρ2k+1(G) = kD(G) +
⌊D(G)
2
⌋
for every k ≥ k∗ .
Proof. 1. Let S1, S2, and U have the above property. Then we choose an element
g ∈ G \
(
Σ(S1) ∪ Σ(−S2) ∪ {0}
)
.
Since g /∈ Σ(S1), the sequence (−S1)g is zero-sum free and U2 = (−S1)g
(
σ(S1) − g
)
∈ A(G). Similarly,
it follows that U3 = (−S2)(−g)
(
σ(S2) + g
)
∈ A(G). Since −
(
σ(S1) − g
)
= σ(S2) + g in view of
0 = σ(U) = σ(S1) + σ(S2), the product UU2U3 has a factorization into |S1|+ |S2|+ 2 = D(G) + 2 atoms
of length 2.
2. Suppose thatG is cyclic of order |G| = n. Then [20, Theorem 5.3] implies that ρ2k+1(G) = kD(G)+1
for each k ∈ N (see [22, Theorem 5.3.1] for a slightly modified proof). Clearly, every U ∈ A(G) of length
|U | = |G| has the form U = gn for some g ∈ G with ord(g) = n. Thus there are no S1 and S2 with the
given properties.
3. (a) ⇒ (b) If l ∈ N, then Lemma 3.1 implies that
(k∗ + l)D(G) +
⌊D(G)
2
⌋
≥ ρ2(k∗+l)+1(G) ≥ ρ2k∗+1(G) + ρ2l(G)
=
(
k∗D(G) +
⌊D(G)
2
⌋)
+ lD(G) = (k∗ + l)D(G) +
⌊D(G)
2
⌋
.
(b) ⇒ (a) Obvious. 
Conjecture 3.3. Let G be a noncyclic finite abelian group with D(G) ≥ 4. Then the following two
conditions hold :
C1. There exist U ∈ A(G) and S1, S2 ∈ F(G) such that
U = S1S2 , |U | = D(G) , and Σ(S1) ∪ Σ(−S2) 6= G \ {0} .
C2. There exists some k∗ ∈ N such that
ρ2k+1(G) = kD(G) +
⌊D(G)
2
⌋
for each k ≥ k∗ .
In Proposition 3.5, we show that Conjecture C1 holds for groups G with D(G) = D∗(G). All results
of the present paper support Conjecture C2. In particular, Theorem 4.1 provides groups satisfying C2
with k∗ = 1, and Theorem 5.1 shows that C2 need not hold with k∗ = 1.
We start with some consequences of the above conjecture. The Characterization Problem is a central
topic in factorization theory for Krull monoids (we refer to [23, Sections 7.1 - 7.3] for general information,
and to [38, 37, 7, 27] for recent progress). The Characterization Problem studies the question whether or
not the system of sets of lengths of a Krull monoid, which has a prime divisor in every class, determines
the class group. Thus, if G and G′ are two finite abelian groups with D(G) ≥ 4 such that L(G) = L(G′),
does it follow that G and G′ are isomorphic? The answer is affirmative (among others) for groups of
rank at most two, and there are no counter examples so far. Corollary 3.4 offers a simple proof in case
of cyclic groups which relies only on the ρk(·)-invariants.
Corollary 3.4. Suppose that Conjecture C1 holds.
1. Let H be a Krull monoid with finite class group G such that every class contains a prime divisor
and suppose that D(G) ≥ 4. Then the following statements are equivalent :
(a) G is cyclic.
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(b) ρ2k+1(H) = kD(G) + 1 for every k ∈ N.
(c) ρ3(H) = D(G) + 1.
2. Let G be cyclic with D(G) ≥ 4. If G′ is a finite abelian group with L(G) = L(G′), then G ∼= G′.
Proof. 1. By Proposition 2.1, it suffices to consider ρk(G) for all k ∈ N. The implication (a) ⇒ (b)
follows from Proposition 3.2.2, and (b) ⇒ (c) is obvious.
(c) ⇒ (a) If G would be noncyclic, then C1 and Proposition 3.2.1 would imply that ρ3(G) > D(G)+1.
2. Suppose that L(G) = L(G′). Then
D(G) = ρ2(G) = ρ2(G
′) = D(G′) and D(G′) + 1 = D(G) + 1 = ρ3(G) = ρ3(G
′) .
Thus 1. implies that G′ is cyclic, and since |G| = D(G) = D(G′) = |G′|, G and G′ are isomorphic. 
For Conjecture C1 and for Corollary 3.4, the assumption D(G) ≥ 4 is crucial. By Proposition 2.3,
the groups C3 and C2 ⊕C2 are the only groups (up to isomorphism) whose Davenport constant is equal
to three. The group C2 ⊕ C2 does not satisfy C1, ρ3(C2 ⊕ C2) = 4 (in contrast to Corollary 3.4.1), and
L(C3) = L(C2 ⊕ C2) (see [23, Theorem 7.3.2]).
The only groups G with D(G) > D∗(G), for which the precise value of D(G) is known, are groups of
the form C42 ⊕ C2n. We verify Conjecture C1 for them too.
Proposition 3.5. Let G be a noncyclic finite abelian group with D(G) ≥ 4.
1. Let G = Cn1 ⊕ . . .⊕ Cnr where 1 < n1 | . . . |nr and suppose that there is some s ∈ [1, r − 1] such
that ns < ns+1 = . . . = nr. Then ρ3(G) ≥ D∗(G) + ns.
2. If D(G) = D∗(G), then Conjecture C1 holds.
3. If G = C42 ⊕ C2n with n ≥ 70, then Conjecture C1 holds.
Proof. Let {e1, . . . , er} be a basis of G with ord(ei) = ni for i ∈ [1, r] and n1 | . . . | nr. Set e0 =
e1 + . . .+ er−1.
1. Let
U1 = e
n1−1
1 · . . . · e
nr−1
r (e0 + er),
U2 = (−e1)
n1−1 · . . . · (−es−1)
ns−1−1(−es + er)
ns−1(−es+1)
ns+1−1 · . . . · (−er)
nr−1(−e0 − nser),
U3 = (−es)
ns−1(es − er)
ns−1(−e0 − er)(e0 + nser).
Then the Ui are each atoms, and clearly U1U2U3 is a product of
1
2
|U1U2U3| =
1
2
(2D∗(G) + 2ns) = D
∗(G) + ns
atoms of length 2. The assertion follows.
2. We consider the sequence
U = en1−11 · . . . · e
nr−1
r e0 ,
and distinguish two cases.
First, suppose that nr > 2. We set S1 = e
nr−1
r and S2 = S
−1
1 U . Then −e1 − . . .− er−1 + er /∈ Σ(S1)
and e1 + . . .+ er−1 − er /∈ Σ(S2) because −er 6= er.
Second, suppose that nr = 2. Then G is an elementary 2-group and r ≥ 3 (as d(G) ≥ 3). We set
S1 = e1e2 and S2 = e3 · . . . · ere0. Then e2 + e3 /∈ Σ(S1) ∪Σ(−S2).
3. Suppose that ord(e1) = . . . = ord(e4) = 2 and ord(e5) = 2n with n ≥ 70. If n is even, then
D(G) = D∗(G) by [15, Theorem 5.8], and the assertion follows from 2. Suppose that n is odd. Then
D(G) = D∗(G) + 1 by [15, Theorem 5.8]. By [28, Theorem 4], the sequence
U = (e1 + e5)(e2 + e5)(e3 + e5)(e4 + e5)(e0 − e1)(e0 − e2)(e0 − e3)(e0 − e4 + e5)
2n−3(−e5)
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is a minimal zero-sum sequence of length |U | = D(G). We set
S1 = (e0 − e4 + e5)
2n−3(−e5) and S2 = S
−1
1 U.
Then the element e1+ e2+ e3− 2e5 /∈ Σ(S1), and we assert that its inverse—namely e1+ e2+ e3+2e5 =
e0−e4+e5—does not lie in Σ(S2). If there would be a subsequence T of S2 with σ(T ) = e1+e2+e3+2e5,
then we would have |T | = 2. But none of the subsequences of S2 of length two has sum e1+ e2+ e3+2e5,
a contradiction. 
4. Inductive Bounds
It is the aim of this section to prove the following result which confirms Conjecture C2 (with k∗ = 1)
for the groups G having the form below and satisfying D(G) = D∗(G).
Theorem 4.1. Let H be a Krull monoid with finite class group G such that every class contains a prime
divisor. Suppose that G = Cs1n1 ⊕ . . .⊕ C
sr
nr where 1 < n1 | . . . | nr and si ≥ 2 for all i ∈ [1, r]. Then
ρ2k+1(H) ≥ D
∗(G) +
⌊D∗(G)
2
⌋
+ (k − 1)D(G) for every k ≥ 1 .
In particular, if D(G) = D∗(G), then ρ2k+1(H) = kD(G) +
⌊
D(G)
2
⌋
for every k ≥ 1.
Theorem 4.1 has the following straightforward consequences. Let n ≥ 2. It is known that D(Crn) =
D∗(Crn) for r ∈ [1, 2] and if D(C
r
n) = D
∗(Crn) holds for some r ≥ 3, then D(C
s
n) = D
∗(Csn) for all s ∈ [1, r].
The standing conjecture is that D(Crn) = D
∗(Crn) for all r ∈ N.
Corollary 4.2. Let G = Crn, where n ≥ 2 and r ≥ 1, and suppose that D(G) = D
∗(G). Then, for every
k ≥ 1, we have
ρ2k+1(G) =
{
kD(G) + 1 r = 1
kD(G) +
⌊
D(G)
2
⌋
r ≥ 2 .
Proof. For r = 1, this follows from Proposition 3.2.2. For r ≥ 2, it follows from Theorem 4.1. 
Corollary 4.3. Let G = Cs1q1 ⊕ . . . ⊕ C
sr
qr be a p-group where q1, . . . , qr are powers of a fixed prime and
s1, . . . , sr ∈ N≥2. Then
ρ2k+1(G) = kD(G) +
⌊D(G)
2
⌋
for every k ≥ 1 .
Proof. Since G is a p-group, we have D(G) = D∗(G) by Proposition 2.3, and hence the assertion follows
from Theorem 4.1. 
We start with the preparations for the proof of Theorem 4.1. Let G be a finite abelian group. The
inequality ρ3(G) ≥ ω means there are U1, U2, U3,W1, . . . ,Wρ ∈ A(G) with
(2) U1U2U3 =W1 · . . . ·Wρ and ρ ≥ ω.
For each Wi, where i ∈ [1, ρ], we may write Wi = Ti,1Ti,2Ti,3 with the Ti,j | Uj subsequences such that∏ρ
i=1 Ti,j = Uj for each j ∈ [1, 3]. There may be multiple ways to do so. If there is a way to do so with
|Ti,j | ≤ 1 for all i and j, then we say that the factorization (2) is weakly reduced. Let W ′i be the sequence
obtained from Wi = Ti,1Ti,2Ti,3 by replacing each nonempty Ti,j with the sum of its terms. Likewise, let
U ′j be the sequence obtained from Uj =
∏ρ
i=1 Ti,j by replacing each nonempty Ti,j with the sum of its
terms. The sequence X =
∏ρ
i=1 |W
′
i | ∈ F(Z) is called a spread for the factorization (2), and it depends
on the Ti,j (so a given factorization (2) may have multiple spreads). It is readily seen that if U ∈ A(G)
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is an atom and T | U is nontrivial, then the sequence UT−1σ(T ), obtained by replacing the terms from
T with their sum, is also an atom. Hence the W ′i and U
′
i are atoms with U
′
1U
′
2U
′
3 = W
′
1 · . . . · W
′
ρ a
weakly reduced factorization having |W ′i | ≤ 3 for all i. Thus, when ρ3(G) ≥ ω, we may always assume
our factorization (2) is weakly reduced. We say that ρ3(G) ≥ ω with spread X ∈ F({1, 2, 3}) if there
exists a factorization (2) having spread X , in which case, per the argument above, we may also assume
there is a weakly reduced factorization having spread X .
If 1 ∈ supp(X), then someWi, sayW1, hasW1 = T1,j for some j, implying that the zero-sum sequence
W1 = T1,j is a subsequence of Uj. As Uj is an atom, this is only possible if W1 = T1,j = Uj , which
forces all other Ti,j with i 6= 1 to be empty in view of
∏ρ
i=1 Ti,j = Uj. In particular, |W
′
i | ≤ 2 for all i
when 1 ∈ supp(X), meaning we cannot have both 1, 3 ∈ supp(X). From this, we see that we have three
mutually exclusive possibilities for a spread X :
1 ∈ supp(X) or supp(X) = {2} or 3 ∈ supp(X).
Note there is a spread X with 1 ∈ supp(X) precisely when Ws = Ut for some s ∈ [1, ρ] and t ∈ [1, 3]. If
0 ∈ supp(U1U2U3), then 1 will be a term in any spread X . If supp(X) = {2} and (2) is weakly reduced, so
that |Wi| = 2 for all i, then U1 must have a subsequence xy | U1 with −x ∈ supp(U2) and −y ∈ supp(U3),
with similar statements holding for U2 and U3. When 3 ∈ supp(X), we refer to a Wi with |W ′i | = 3 as a
traversal for the factorization (2).
Lemma 4.4. Let G = G1⊕G2 be a finite abelian group where G1, G2 ⊂ G are nontrivial subgroups with
D(G1) ≤ D(G2). Then ρ3(G) ≥ 2D(G1) + D(G2)− 2 with spread X ∈ F({2, 3}) having v3(X) = 1.
Proof. Let
V = v0 · . . . · vd(G1) ∈ A(G1) and W = w0 · . . . · wd(G2) ∈ A(G2)
be atoms with maximal lengths |V | = d(G1) + 1 = D(G1) and |W | = d(G2) + 1 = D(G2). Since G1 and
G2 are nontrivial, 0 /∈ supp(VW ). Let V
′ = v1 · . . . · vd(G1) and W
′ = w1 · . . . · wd(G1) and define
U1 = (v0 + w0)V
′W ′
d(G2)∏
i=d(G1)+1
wi = (V v
−1
0 )(Ww
−1
0 )(v0 + w0),
U2 = (−w0)(−V
′)
d(G1)∏
i=1
(vi − wi)
d(G2)∏
i=d(G1)+1
(−wi), and
U3 = (−v0)(−W
′)
d(G1)∏
i=1
(wi − vi).
It is easily seen that U1, U2, U3 ∈ A(G) are atoms with (U1(v0 +w0)−1)(U2(−w0)−1)(U3(−v0)−1) having
a factorization into atoms of length 2, evidencing that ρ3(G) ≥ 1 +
4d(G1)+2d(G2)
2 = 2D(G1) + D(G2)− 2
with (v0 + w0)(−w0)(−v0) the unique traversal. 
Lemma 4.5. Let G = G1⊕G2 be a finite abelian group where G1, G2 ⊂ G are nontrivial subgroups such
that ρ3(G1) ≥ ω1 and ρ3(G2) ≥ ω2 both hold with respective spreads X, Y ∈ F({2, 3}).
1. If v3(X) + v3(Y ) ≥ 1, then ρ3(G) ≥ ω1 + ω2 − 1 holds with spread Z ∈ F({2, 3}) having v3(Z) =
v3(X) + v3(Y )− 1.
2. If supp(X) = supp(Y ) = {2}, then ρ3(G) ≥ ω1 + ω2 − 2 holds with spread Z ∈ F({2, 3}) having
v3(Z) = 1.
Proof. For i ∈ {1, 2}, let πi : G = G1 ⊕G2 → Gi denote the canonical projection.
1. First suppose v3(X) = r ≥ 1 and v3(Y ) = s ≥ 1. Let V1, V2, V3 ∈ A(G1) and W1, W2, W3 ∈ A(G2)
be atoms having weakly reduced factorizations
V1V2V3 = X1 · . . . ·Xρ1 and W1W2W3 = Y1 · . . . · Yρ2
10 ALFRED GEROLDINGER AND DAVID J. GRYNKIEWICZ AND PINGZHI YUAN
with the Xi ∈ A(G1), the Yi ∈ A(G2), ρi ≥ ωi for i ∈ [1, 2], and Xi and Yj traversals in their respective
factorizations for i ∈ [1, r] and j ∈ [1, s]. In particular, |Xi| = |Yj | = 2 for i ≥ r + 1 and j ≥ s + 1,
X1 = a1a2a3 with ai ∈ supp(Vi) for i ∈ [1, 3], and Y1 = b1b2b3 with bi ∈ supp(Wi) for i ∈ [1, 3]. Let
V ′i = Via
−1
i and W
′
i =Wib
−1
i for i ∈ [1, 3]. Now we define
U1 = V
′
1W
′
1(a1 + b1) = (V1a
−1
1 )(W1b
−1
1 )(a1 + b1),
U2 = V
′
2W
′
2(a2 + b2) = (V2a
−1
2 )(W2b
−1
2 )(a2 + b2) and
U3 = V
′
3W
′
3(a3 + b3) = (V3a
−1
3 )(W3b
−1
3 )(a3 + b3).
It is easily observed that the Ui are atoms. Moreover, V
′
1V
′
2V
′
3 = (V1V2V3)X
−1
1 = X2 · . . . · Xρ1 and
W ′1W
′
2W
′
3 = (W1W2W3)Y
−1
1 = Y2 · . . . · Yρ2 . Thus U1U2U3 = X2 · . . . Xρ1Y2 · . . . · Yρ2W with W =
(a1+b1)(a2+b2)(a3+b3) a traversal in view of a1+a2+a3+b1+b2+b3 = σ(X1)+σ(Y1) = 0. Moreover,
X2, . . . , Xs, Y2, . . . , Yr also remain traversals in this factorization, while no Xi nor Yj with i ≥ r + 1 or
j ≥ s+ 1 can be a traversal in view of |Xi| = |Yj | = 2. Thus ρ3(G) ≥ ρ1 + ρ2 − 1 ≥ ω1 + ω2 − 1 holds
with spread Z having v3(Z) = v3(X)+ v3(Y )− 1 > 0, ensuring Z ∈ F({2, 3}) (noted before Lemma 4.4).
Next suppose that either v3(X) > 0 = v3(Y ) or v3(Y ) > 0 = v3(X), say w.l.o.g. the former, so
v3(X) = r > 0 and supp(Y ) = {2},
the latter in view of Y ∈ F({2, 3}). Let V1, V2, V3 ∈ A(G1) and W1, W2, W3 ∈ A(G2) be atoms having
weakly reduced factorizations
V1V2V3 = X1 · . . . ·Xρ1 and W1W2W3 = Y1 · . . . · Yρ2
with the Xi ∈ A(G1), the Yi ∈ A(G2), ρi ≥ ωi for i ∈ [1, 2], the Xi with i ∈ [1, r] traversals in their
factorization, and |Yi| = 2 and |Xj | = 2 for all i ∈ [1, ρ2] and j ≥ r + 1. In particular, X1 = a1a2a3
with ai ∈ supp(Vi) for i ∈ [1, 3]. Since 1 /∈ supp(XY ), we have 0 /∈ supp(V1V2V3W1W2W3) implying
|Vi|, |Wi| ≥ 2 for all i ∈ [1, 3]. Also, as discussed before Lemma 4.4, there must be a length two
subsequence xy |W1 with −x |W2 and −y | W3. Now we define
U1 = (V1a
−1
1 )(W1x
−1y−1)(x − a2)(y + a1 + a2) ,
U2 = (V2a
−1
2 )(W2(−x)
−1)(a2 − x) and
U3 = (V3a
−1
3 )(W3(−y)
−1)(a3 − y) .
Obviously, we have U2, U3 ∈ A(G) and U1 ∈ B(G). Letting S = U1(y+ a1+ a2)−1 and considering π2(S)
and π1(S) shows that S is zero-sum free, implying that U1 ∈ A(G). Since a1 + a2 + a3 = σ(X1) = 0, we
have (y + a1 + a2) + (a3 − y) = 0. Thus, since (V1a
−1
1 )(V2a
−1
2 )(V3a
−1
3 ) = (V1V2V3)X
−1
1 = X2 · . . . ·Xρ1
and since W1W2W3 has a factorization into ρ2 atoms of length 2, it is now clear that U1U2U3 has a
factorization using (ρ1 − 1) + (ρ2 − 2) + 2 ≥ ω1 + ω2 − 1 atoms, say
(3) U1U2U3 = X2 · . . . ·Xρ1Z1 · . . . · Zρ2
with |Zi| = 2 for all i. Hence ρ3(G) ≥ ρ1+ρ2−1 ≥ ω1+ω2−1. Moreover, each Xi with i ∈ [2, r] remains
a traversal for (3), while this cannot be the case for Xj with j ≥ r + 1 nor any Zi as |Xj | = |Zi| = 2 for
j ≥ s+ 1 and all i. Thus (3) has a spread Z with
v3(Z) = v3(X)− 1 = v3(X) + v3(Y )− 1.
If v3(X) ≥ 2, this shows 3 ∈ supp(Z), whence Z ∈ F({2, 3}) as discussed before Lemma 4.4. On the
other hand, if v3(X) = 1, then all atoms in the factorization (3) have length 2. Thus, since |Uj | =
|Vj | + |Wj | − 1 ≥ 3 for all j ∈ [1, 3], we see that none of these atoms of length two can equal some
Uj , meaning 1 /∈ supp(Z) for any spread Z for (3), also explained above Lemma 4.4. In this case,
supp(Z) = {2}, completing the proof of Part 1.
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2. Suppose supp(X) = supp(Y ) = {2}. Let V1, V2, V3 ∈ A(G1) be atoms such that V1V2V3 has a
weakly reduced factorization into ρ1 ≥ ω1 atoms of length 2 and let W1, W2, W3 ∈ A(G2) be atoms such
that W1W2W3 has a weakly reduced factorization into ρ2 ≥ ω2 atoms of length 2. As explained before
Lemma 4.4, we may assume there is a length 2 subsequence xy | W1 with −x | W2 and −y | W3 and a
length 2 subsequence ab | V2 with −a | V1 and −b | V3. Now we define
U1 = (V1(−a)
−1)(W1x
−1y−1)(x− a)(y) ,
U2 = (V2a
−1b−1)(W2(−x)
−1)(a− x)(b) and
U3 = (V3(−b)
−1)(W3(−y)
−1)(−b− y) .
Obviously, we have U3 ∈ A(G) and U1, U2 ∈ B(G). Letting S = U1y−1 and considering π2(S) and π1(S)
shows that S is zero-sum free, implying that U1 ∈ A(G). Likewise, letting T = U2b−1 and considering
π1(T ) and π2(T ) shows that T is zero-sum free, implying that U2 ∈ A(G). Let c1 = y, c2 = b and
c3 = −b − y. Since V1V2V3 and W1W2W3 both have factorizations into atoms of length 2, it is now
clear that (U1c
−1
1 )(U2c
−1
2 )(U3c
−1
3 ) has a factorization into (ρ1 − 2) + (ρ2 − 2) + 1 = ρ1 + ρ2 − 3 atoms of
length 2, which together with the unique traversal c1c2c3 gives a factorization of U1U2U3 into ρ1+ ρ2− 2
atoms, showing that ρ3(G) ≥ ρ1 + ρ2 − 2 ≥ ω1 + ω2 − 2 holds with spread Z having v3(Z) = 1, ensuring
Z ∈ F({2, 3}) (noted before Lemma 4.4). 
Lemma 4.6. Let G = C3n with n ≥ 2. Then ρ3(G) ≥ D
∗(G) + ⌊D
∗(G)
2 ⌋ with spread X ∈ F({2, 3}).
Moreover, v3(X) = 1 if D
∗(G) is odd, and supp(X) = {2} if D∗(G) is even.
Proof. Let {e1, e2, e3} be a basis of G and for i ∈ [1, 3], let πi : G = 〈e1〉 ⊕ 〈e2〉 ⊕ 〈e3〉 → 〈ei〉 denote the
canonical projection. Note that D∗(G) = 3n− 2 ≡ n mod 2. We handle two cases.
CASE 1: n is odd.
Then D∗(G) = 3n− 2 ≥ 7 is odd. We define
U1 = e
n−1
1 e
n−1
2 (e1 + e2 + e3)
n−1c1 with c1 = 2e1 + 2e2 + e3 ,
U2 = (−e1)
n−1en−13 (−e1 − e2 − e3)
n−1
2 (e1 − e2)
n−1
2 c2 with c2 = −e1 − e2 +
n+ 1
2
e3 and
U3 = (−e3)
n−1(−e2)
n−1(−e1 − e2 − e3)
n−1
2 (−e1 + e2)
n−1
2 c3 with c3 = −e1 − e2 +
n− 3
2
e3 .
Clearly, Ui ∈ B(G) for i ∈ [1, 3]. Considering π3(U1c
−1
1 ), π2(U2c
−1
2 ) and π1(U3c
−1
3 ), we infer that the
sequences Uic
−1
i are zero-sum free for every i ∈ [1, 3]. Therefore, we have U1, U2, U3 ∈ A(G), and it is
now easily seen that (U1c
−1
1 )(U2c
−1
2 )(U3c
−1
3 ) has a factorization into atoms of length 2, which together
with the unique traversal c1c2c3 shows that ρ3(G) ≥ 1 +
9n−9
2 = D
∗(G) + ⌊D
∗(G)
2 ⌋ holds with spread X
having v3(X) = 1, so that X ∈ F({2, 3}) as noted before Lemma 4.4.
CASE 2: n is even.
Then D∗(G) = 3n− 2 ≥ 4 is even. We define
U1 = e
n−1
1 e
n−1
2 (e1 + e2 + e3)
n−2(2e1 + e2 + e3)(e1 + 2e2 + e3) ,
U2 = (−e1)
n−1en−13 (−e1 − e2 − e3)
n/2−1(e1 − e2 + e3)
n/2−1(−2e1 − e2 − e3)(e1 − e2 + 2e3) and
U3 = (−e3)
n−1(−e2)
n−1(−e1 − e2 − e3)
n/2−1(−e1 + e2 − e3)
n/2−1(−e1 − 2e2 − e3)(−e1 + e2 − 2e3) .
Clearly, Ui ∈ B(G) for i ∈ [1, 3]. Considering π3(U1), π2(U2) and π1(U3), we infer that U1, U2, U3 ∈ A(G).
By construction, U1U2U3 has a factorization into atoms of length 2, say U1U2U3 = Z1 · . . . · Z 1
2
|U1U2U3|,
implying that ρ3(G) ≥
1
2 |U1U2U3| =
3(3n−2)
2 = D
∗(G)+⌊D
∗(G)
2 ⌋. Moreover, since |Ui| = 3n−2 > 2 = |Zj |
for all i and j, we see that 1 /∈ supp(X) in any spreadX , whence supp(X) = {2}, completing the proof. 
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Proof of Theorem 4.1. By Proposition 2.1, we have ρk(H) = ρk(G) for all k ≥ 1. By Lemma 3.1.1 and
Lemma 3.1.2, it suffices to prove the assertion for k = 1. By hypothesis, G can be written in the form
G = Ct1m1 ⊕ . . .⊕ C
tα
mα ,
where {m1, . . . ,mα} = {n1, . . . , nr} with ti ∈ {2, 3}. We proceed by induction on α to show that
ρ3(G) ≥ D∗(G) + ⌊
D
∗(G)
2 ⌋ holds with spread X ∈ F({2, 3}) with v3(X) = 1 when D
∗(G) is odd and with
supp(X) = {2} when D∗(G) is even, which will complete the proof.
Since n1 | . . . | nr with {m1, . . . ,mα} = {n1, . . . , nr}, we have
D∗(G) = d∗(Ct1m1 ) + d
∗(Ct2m2 ⊕ . . .⊕ C
tα
mα) + 1 = D
∗(K) + D∗(L)− 1,
where K = Ct1m1 and L = C
t2
m2 ⊕ . . . ⊕ C
tα
mα . If t1 = 2, then D
∗(K) = D∗(C2m1) = 2m1 − 1 is odd
and Lemma 4.4 implies that ρ3(K) = ρ3(C
2
m1 ) ≥ 3m1 − 2 = (2m1 − 1) + ⌊
2m1−1
2 ⌋ = D
∗(K) + ⌊D
∗(K)
2 ⌋
with spread X having v3(X) = 1, so that X ∈ F({2, 3}). If t1 = 3, then Lemma 4.6 implies that
ρ3(K) = ρ3(C
3
m1 ) ≥ D
∗(K) + ⌊D
∗(K)
2 ⌋ with spread X ∈ F({2, 3}). Moreover, v3(X) = 1 if D
∗(K) is odd,
and supp(X) = {2} if D∗(K) is even. This completes the base case when α = 1. Thus we may assume
α ≥ 2, in which case the induction hypothesis ensures that
ρ3(K) ≥ D
∗(K) + ⌊
D∗(K)
2
⌋ and ρ3(L) ≥ D
∗(L) + ⌊
D∗(L)
2
⌋
with respective spreads X, Y ∈ F({2, 3}).
If D∗(K) and D∗(L) are both even, then D∗(G) = D∗(K)+D∗(L)−1 is odd and supp(X) = supp(Y ) =
{2}, whence Lemma 4.5.2 yields
ρ3(G) ≥ D
∗(K) +
D∗(K)
2
+ D∗(L) +
D∗(L)
2
− 2 = D∗(G) +
D∗(G)− 1
2
with spread Z ∈ F({2, 3}) having v3(Z) = 1, as desired. If D∗(K) and D∗(L) are both odd, then
v3(X) = v3(Y ) = 1 and D
∗(G) = D∗(K) + D∗(L)− 1 is odd, whence Lemma 4.5.1 yields
ρ3(G) ≥ D
∗(K) +
D∗(K)− 1
2
+ D∗(L) +
D∗(L)− 1
2
− 1 = D∗(G) +
D∗(G)− 1
2
with spread Z ∈ F({2, 3}) having v3(Z) = v3(X) + v3(Y ) − 1 = 1, as desired. Finally, if D
∗(K) and
D∗(L) have different parities, then v3(X)+ v3(Y ) = 1, D
∗(G) = D∗(K)+D∗(L)− 1 is even, and Lemma
4.5.1 yields
ρ3(G) ≥ D
∗(K) +
D∗(K)
2
+ D∗(L) +
D∗(L)
2
−
1
2
− 1 = D∗(G) +
D∗(G)
2
with spread Z ∈ F({2, 3}) having v3(Z) = v3(X)+v3(Y )−1 = 0, forcing supp(Z) = {2}. This completes
the induction. When D∗(G) = D(G), the needed upper bound comes from Lemma 3.1.2 
5. Groups of rank two
The aim of this section is to prove the following characterization. It provides the first non-cyclic groups
G at all for which ρ2k+1(G) is strictly smaller than the upper bound kD(G) + ⌊D(G)/2⌋ for some k ∈ N.
Theorem 5.1. Let H be a Krull monoid with finite class group G such that every class contains a prime
divisor. Suppose that G = Cm ⊕ Cmn with n ≥ 1 and m ≥ 2. Then
ρ3(H) = D(G) +
⌊D(G)
2
⌋
if and only if n = 1 or m = n = 2 .
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We start with two corollaries providing examples of groups G having rank two which show that
Theorem 5.1 is sharp in two aspects. Indeed, Corollary 5.2 shows that these groups G satisfy
ρ3(G) = D(G) +
⌊D(G)
2
⌋
− 1 but ρ2k+1(G) = kD(G) +
⌊D(G)
2
⌋
for all k ≥ 2 .
After that, we deal with groups of the form G = C2 ⊕ C2n where n ≥ 3. Since for cyclic groups G we
have ρ2k+1(G) = kD(G) + 1 for all k ≥ 1, groups of the form C2 ⊕ C2n are the canonical first choice for
testing Conjecture C2. Indeed, we verify Conjecture C2 for them and show that there exists an integer
k∗ ∈ N (by Theorem 5.1 we must have k∗ > 1 for n > 2) such that
ρ2k+1(G) = kD(G) +
⌊D(G)
2
⌋
for all k ≥ k∗ .
Moreover, Corollary 5.3 provides the first example of a group where, for some odd k ∈ N, strict inequalities
hold in the crucial inequality (1).
Corollary 5.2. Let G = Cm ⊕ C2m with m ≥ 2.
1. If m = 2, then ρ2k+1(G) = kD(G) + ⌊
D(G)
2 ⌋ for every k ≥ 1.
2. If m ≥ 3, then ρ5(G) ≥ 2D(G) + (m+ 1).
3. If m ∈ {3, 4}, then
ρ3(G) = D(G) +
⌊D(G)
2
⌋
− 1 and ρ2k+1(G) = kD(G) +
⌊D(G)
2
⌋
for all k ≥ 2 .
Proof. Let {e1, e2} be a basis of G with ord(e1) = m and ord(e2) = 2m. Then D(G) = 3m− 1.
1. We define
U1 = e1e2(e1 + e2)
3 , U2 = e1(−e2)
3(e1 − e2) and U3 = e
2
2(e1 − e2)
2 .
Obviously, U1U2U3 may be written as a product of 7 which implies that ρ3(G) = D(G) + ⌊
D(G)
2 ⌋. Now
the assertion follows from Lemma 3.1.3.
2. We define
U1 = e
m−1
1 e
2m−1
2 (e1 + e2), U2 = (−e1)
m−1e2m−12 (−e1 + e2)
U3 = (e1 + e2)
m−1(−e2)
2m−1(e1 +me2) and U4 = (−e1 − e2)
2m−1(−e1 +me2)
2(e1 − e2).
Then U1, U2, U3, U4 ∈ A(G) (note we need m ≥ 3 to ensure U4 ∈ A(G)), |U1| = |U2| = |U3| = D(G) and
|U4| = 2m + 2). By construction, U1U2U23U4 has a factorization into atoms of length 2, which implies
that
ρ5(G) ≥
|U1U2U23U4|
2
= 2D(G) + (m+ 1) .
3. Proposition 3.5.1 and Theorem 5.1 imply that
D(G) +m ≤ ρ3(G) ≤ D(G) +
⌊D(G)
2
⌋
− 1 ,
which is an equality because m ∈ {3, 4}. By Lemma 3.1.3, it suffices to show that
ρ5(G) ≥ 2D(G) +
⌊D(G)
2
⌋
,
which follows from 2. above because m ∈ {3, 4} ensures
⌊
D(G)
2
⌋
= m+ 1. 
Corollary 5.3. Let G = C2 ⊕ C2n with n ≥ 3. Then
D(G) + 1 < ρ3(G) < D(G) +
⌊D(G)
2
⌋
and ρ2k+1(G) = kD(G) +
⌊D(G)
2
⌋
for every k ≥ 2n− 1 .
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Proof. We have D(G) = D∗(G) = 2n + 1. The left inequality follows from Proposition 3.5.2 and from
Proposition 3.2.1, and the right inequality follows from Theorem 5.1.
To prove the second statement, let {e1, e2} be a basis of G with ord(e1) = 2 and ord(e2) = 2n. For
i ∈ [1, n], we define
Ui = e
2n−1
2
(
e1 − (i− 1)e2
)(
e1 + ie2
)
∈ A(G) .
Let
V1 = (e1 + e2)
2n−1e2e1 ∈ A(G) .
Let W = e2(e1 + e2)(e1 − 2e2). By construction, S =
(
U22 (−U1)
2
)
· . . . ·
(
U2n(−U1)
2
)(
U1(−U2)V1
)
is
a product of 4(n − 1) + 3 = 4n − 1 atoms and SW−1 has a factorization into atoms of length 2. This
implies that
ρ2(2n−1)+1(G) ≥ 1 +
|S| − 3
2
= 1 +
(4n− 1)(2n+ 1)− 3
2
= (2n− 1)D(G) +
⌊D(G)
2
⌋
.
The result now follows from Lemma 3.1.3. 
The proof of Theorem 5.1 is based on the recent characterization of minimal zero-sum sequences of
maximal length in groups of rank two, which will be formulated in Main Proposition 5.4. The proof of
the characterization is obtained by combining the main results from [19], [21], [35], [39] with a few small
order groups handled by direct computation [9]. The version below is derived from this original in a few
short lines [7, Theorem 3.1] (apart from (e) and the fact that both parts of (d) hold when n = 2, which
we will deduce from the rest of theorem in the explanations below). It eliminates some overlap between
type I and II in the original statement.
Main Proposition 5.4. Let G = Cm ⊕ Cmn with n ≥ 1 and m ≥ 2. A sequence S over G of length
D(G) = m+mn− 1 is a minimal zero-sum sequence if and only if it has one of the following two forms :
•
S = e
ord(e1)−1
1
ord(e2)∏
i=1
(xie1 + e2),
where
(a) {e1, e2} is a basis of G,
(b) x1, . . . , xord(e2) ∈ [0, ord(e1)− 1] and x1 + . . .+ xord(e2) ≡ 1 mod ord(e1).
In this case, we say that S is of type I(a) or I(b) according to whether ord(e2) = m or ord(e2) =
mn > m.
•
S = f sm−11 f
(n−s)m+ǫ
2
m−ǫ∏
i=1
(−xif1 + f2),
where
(a) {f1, f2} is a generating set for G with ord(f2) = mn and ord(f1) > m,
(b) ǫ ∈ [1,m− 1] and s ∈ [1, n− 1],
(c) x1, . . . , xm−ǫ ∈ [1,m− 1] with x1 + . . .+ xm−ǫ = m− 1,
(d) either s = 1 or mf1 = mf2, with both holding when n = 2, and
(e) either ǫ ≥ 2 or mf1 6= mf2.
In this case, we say that S is of type II.
We gather some simple consequences of the above characterization which will be used without further
mention. Let all notation be as in the Main Proposition 5.4.
It is easy to see that | supp(S)| ≥ 3.
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When S has type II, it is always possible to find some f ′1 ∈ G such that {f
′
1, f2} is a basis for G with
ord(f ′1) = m and f1 = f
′
1 + αf2 for some α ∈ [1,mn− 1] (see [7]). In particular, since mf1 6= 0 (in view
of ord(f1) > m), we have ord(f1) = tm for some t ≥ 2 with t | n. Moreover, it is now readily checked
that, regardless of whether S has type I or II, every term of S must have its order being a multiple of m.
When S has type II, it is clear that −xif1 + f2 = −xif
′
1 + (1− αxi)f2 6= f2 in view of xi ∈ [1,m− 1],
for any i ∈ [1,m− ǫ]. Likewise, a term −xif1+f2 = −xif ′1+(1−αxi)f2 could only equal f1 = f
′
1+αf2 if
xi = m− 1 and 1−α(m− 1) = 1−αxi ≡ α mod mn, implying 1 ≡ αm mod mn, which is not possible.
Consequently, we see that a term −xif1 + f2 can never equal f1 or f2. Likewise, since ord(f1) ≥ 2m,
−xif1 + f2 = −xjf1 + f2 is only possible if xi = xj ∈ [1,m− 1].
When S has type II, the condition x1 + . . . + xm−ǫ = m − 1 with xi ∈ [1,m − 1] forces max xi ≤
(m − 1) − (m − ǫ − 1) = ǫ. Thus we always have xi ≤ ǫ. In particular, if ǫ = 1, then xi = 1 for all
i ∈ [1,m− 1].
When S has type II, then s ∈ [1, n − 1] forces n ≥ 2. Suppose n = 2. Then s = 1 and ord(f1) =
ord(f2) = 2m. Let f
′
1 ∈ G be such that {f
′
1, f2} is a basis for G with ord(f
′
1) = m. Let g = xf
′
1+yf2 ∈ G
with x, y ∈ Z. If y is odd, then mg = xmf ′1 + ymf2 = ymf2 6= 0, implying ord(g) > m and thus
ord(g) = 2m. On the other hand, if ord(g) = 2m, then 0 6= mg = ymf2, implying y is odd. Consequently,
the elements g ∈ G with ord(g) = 2m are precisely those g = xf ′1+yf2 with x, y ∈ Z and y odd, meaning
any g ∈ G with ord(g) = 2m has mg = mf2. In particular, mf1 = mf2. This explains why both
conditions of (d) always hold when n = 2.
If n > 1, then there are at most m− 1 terms of order m in S. Indeed, if S has type I(a), then all terms
of order m are contained in
∏m
i=1(xie1 + e2). However, since m
m∑
i=1
(xie1 + e2) = me1 6= 0, they cannot
all have order m, meaning there are at most m− 1 such terms. If S has type I(b), then it is clear that
all terms of the form xie1 + e2 have order mn > m, leaving at most m − 1 of order m, all equal to e1.
Finally, if S has type II, then we have ord(f1) ≥ 2m as remarked above. Thus only terms contained in∏m−ǫ
i=1 (−xif1 + f2) can have order m, meaning there are at most m− ǫ ≤ m− 1 such terms
Moreover, if S has type II and contains precisely m − 1 terms of order m, then we must have ǫ = 1
with each term from
∏m−1
i=1 (−xif1 + f2) having order m. However, since we have xi ∈ [1, ǫ] as remarked
above, this is only possible if
S = f sm−11 f
(n−s)m+1
2 (f2 − f1)
m−1 with ord(f2 − f1) = m.
In such case, {f2, f2 − f1} is also a generating set for G with ord(f2) = mn and ord(f2 − f1) = m, which
forces {f2, f2 − f1} to be a basis for G. Thus S has type I(b) (taking e1 = f2 − f1 and e2 = f2).
In particular, if S had type II with mf1 = mf2 and ǫ = 1, then S would also have type I(b). Indeed
ǫ = 1 forces xi = 1 for all i ∈ [1,m− 1] in view of xi ∈ [1, ǫ], while each −xif1 + f2 = −f1 + f2 has order
m in view of mf1 = mf2 (and the fact that every term of S has its order being a multiple of m). Thus
we would have m− 1 elements of order m, so that the above argument shows that S has type I(b). This
argument is what allows us to assume (e) in Main Proposition 5.4. In particular, if S has type II and
n = 2, then ǫ ≥ 2 and m ≥ 3 (as ǫ ∈ [2,m− 1]) .
The following lemma regarding type II sequences will be needed in the proof.
Lemma 5.5. Let G = Cm ⊕ Cmn with n ≥ 1 and m ≥ 2. Suppose S is a minimal zero-sum sequence
over G of length D(G) = m+mn− 1 that is of type II, say
S = f sm−11 f
(n−s)m+ǫ
2
m−ǫ∏
i=1
(−xif1 + f2)
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with all notation as in Main Proposition 5.4. Suppose T | S is a subsequence with |T | ≥ 2m− 1. Then T
contains a subsequence T1 | T with σ(T1) = mf2. Furthermore, if T has no proper subsequence with this
property, then T = fm−11 f
ǫ
2
∏m−ǫ
i=1 (−xif1 + f2).
Proof. Since s ∈ [1, n− 1], we conclude that n ≥ 2. If s = 1, then vf1(T ) ≤ vf1 (S) = m− 1. On the other
hand, if s > 1, then mf1 = mf2, in which case we must also have vf1(T ) ≤ m− 1 else f
m
1 | T will be a
proper subsequence whose sum is mf1 = mf2, as desired. Thus we may assume
(4) vf1(T ) = m− 1− t for some t ∈ [0,m− 1].
Likewise, we must have vf2(T ) ≤ m − 1 else f
m
2 | T will be a proper subsequence whose sum is mf2, as
desired. By re-indexing the −xif1 + f2 appropriately, we may w.l.o.g. assume
(5)
ℓ∏
i=1
(−xif1 + f2) = gcd
(
m−ǫ∏
i=1
(−xif1 + f2), T
)
, where ℓ ∈ [0,m− ǫ].
Hence, from the hypothesis |T | ≥ 2m− 1, we deduce that
(6) vf2(T ) = |T | − vf1(T )− ℓ ≥ m+ t− ℓ.
In particular, vf2(T ) ≤ m− 1 forces ℓ ≥ t+ 1 ≥ 1.
Recall that x1 + . . .+ xm−ǫ = m− 1 with xi ∈ [1,m− 1] for all i. Thus
x1 + . . .+ xℓ = m− 1− x with x :=
m−ǫ∑
i=ℓ+1
xi ≥ m− ǫ− ℓ ≥ 0.
Consequently, if t ≤ x, then the sequence fm−1−t1
∏ℓ
i=1(−xif1 + f2) contains at least ℓ disjoint subse-
quences each having sum f2 and containing precisely one term of the form −xif1 + f2, while if t ≥ x,
then the sequence fm−1−t1
∏ℓ
i=1(−xif1+ f2) contains at least ℓ−
(
(m− 1− x)− (m− 1− t)
)
= ℓ− t+x
disjoint subsequences each having sum f2 and containing precisely one term of the form −xif1 + f2. In
either case, we have
R1 · . . . · Rw | f
m−1−t
1
ℓ∏
i=1
(−xif1 + f2) with σ(Ri) = f2 for i ∈ [1, w],
where w = min{ℓ, ℓ − t + x}. Moreover, the subsequence R1 · . . . · Rw of f
m−1−t
1
∏ℓ
i=1(−xif1 + f2) will
be proper unless m− 1− t = x1 + . . .+ xℓ = m− 1− x, i.e., unless t = x.
Now, if t < x, then T1 = R1 · . . . · Rℓf
m−ℓ
2 is a proper subsequence of T (in view of (4), (5), (6) and
t 6= x) with sum σ(T1) = mf2, as desired. On the other hand, if t ≥ x, then T1 = R1 · . . . · Rℓ−tf
m−ℓ+t
2
is a subsequence of T (in view of (4), (5) and (6)) with sum σ(T1) = mf2. Moreover, it will be a proper
subsequence of T unless t = x = 0 and equality holds in (6). From x1 + . . .+ xℓ = m − 1 − x = m− 1,
we deduce that ℓ = m− ǫ in this case (recall that x1 + . . .+ xm−ǫ = m− 1 with xi ∈ [1,m− 1] for all i),
and now
T = fm−1−t1 f
m+t−ℓ
2
ℓ∏
i=1
(−xif1 + f2) = f
m−1
1 f
ǫ
2
m−ǫ∏
i=1
(−xif1 + f2),
completing the proof. 
We are now ready to proceed with the proof of Theorem 5.1.
Proof of Theorem 5.1. By Proposition 2.1, we have ρ3(H) = ρ3(G). We study ρ3(G) and recall that
D(G) = D∗(G) = m+mn− 1. If n = 1, then G = Cm⊕Cm, and the theorem follows from Corollary 4.2.
Ifm = n = 2, then G = C2⊕C4, and the theorem follows from Corollary 5.2.1. We now assume n ≥ 2 with
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m ≥ 3 when n = 2. In particular, D(G) ≥ 7. It remains to show ρ3(G) < ρ := ⌊3D(G)/2⌋ = ⌊
3m+3mn−3
2 ⌋
in this case. Assume by contradiction that there are U1, U2, U3, V1, . . . , Vρ ∈ A(G) such that
U1U2U3 = V1 · . . . · Vρ .
Without loss of generality, we may assume |U1| ≥ |U2| ≥ |U3| and |V1| ≥ . . . ≥ |Vρ|. We continue by
showing we can assume the following assertion holds true. Note that |U3| = D(G)− 1 is only possible in
Assertion A if D(G) is odd and |V1| = 2.
Assertion A. |U1| = |U2| = D(G) and D(G)− 1 ≤ |U3| ≤ D(G) with the Ui satisfying either
U1 = AB, − U2 = AC, U3 = (−B)C, |A| =
⌈
D(G)
2
⌉
and |V1| = 2 or
U1 = ABw1, − U2 = ACw2, U3 = (−B)C(w2 − w1), |A| =
D(G)− 1
2
and |V1| = 3, where
A = gcd(U1,−U2), B = gcd(U1,−U3), C = gcd(−U2, U3), |B| = |C| =
⌊
D(G)
2
⌋
and w1, w2 ∈ G.
Proof of Assertion A. We trivially have |U1U2U3| = |U1|+ |U2|+ |U3| ≤ 3D(G). Also, |Vi| ≥ 2 for each i
(as 0 cannot divide any Ui, else ρ ≤ D(G) + 1), implying
3D(G) ≥ |U1U2U3| = |V1 · . . . · Vρ| =
ρ∑
i=1
|Vi| ≥ 2ρ = 2⌊3D(G)/2⌋ ≥ 3D(G)− 1,
with equality in the latter estimate only possible when D(G) is odd. It follows that, if D(G) is even, then
|U1| = |U2| = |U3| = D(G) with |Vi| = 2 for all i, while if D(G) is odd, then either |U1| = |U2| = |U3| =
D(G) with |V1| = 3 and |Vi| = 2 for all i ≥ 2 or else |U1| = |U2| = D(G) and |U3| = D(G)−1 with |Vi| = 2
for all i.
When |Vi| = 2 for all i, then S = U1U2U3 has a factorization into length 2 atoms. Thus U1 = AB,
−U2 = AC and U3 = (−B)C for some A, B, C ∈ F(G). Since |A|+|B| = |U1| = D(G) = |U2| = |A|+|C|,
it follows that |B| = |C|. But now 2|B| = |B| + |C| = |U2| ∈ {D(G), D(G) − 1}, implying |B| = |C| =⌊
D(G)
2
⌋
and |A| = |U1| − |B| = D(G) −
⌊
D(G)
2
⌋
=
⌈
D(G)
2
⌉
. If there is some g ∈ supp(B) ∩ supp(C),
then U3 will contain both g and −g. However, since U3 is an atom, this is only possible if |U3| = 2,
contradicting that |U3| ≥ D(G) − 1 ≥ 6. Therefore we instead conclude that supp(B) ∩ supp(C) = ∅,
implying gcd(U1,−U2) = A. Similar arguments show that B = gcd(U1,−U3) and C = gcd(−U2, U3),
completing the proof of Assertion A in this case. It remains to consider the case when |V1| = 3 with
|Vi| = 2 for i ≥ 2, which is only possible when |U1| = |U2| = |U3| = D(G) is odd.
If some Ui, say w.l.o.g. U3, contains two terms from V1, say g1g2 | gcd(V1, U3), then replacing U3 by
U ′3 = U3(g1g2)
−1(g1 + g2) and replacing V1 by V
′
1 = V1(g1g2)
−1(g1 + g2) yields atoms U1, U2, U
′
3 ∈ A(G)
having a factorization U1U2U
′
3 = V
′
1V2 . . . Vρ with |U1| = |U2| = D(G), |U
′
3| = D(G)−1 and |V
′
1 | = |V2| =
. . . = |Vρ| = 2. These atoms also provide a counter-example to the theorem and satisfy the previously
handled case of Assertion A. Thus we may assume (for the purpose of proving the theorem) that this
does not occur: no length two subsequence of V1 divides any Ui. In consequence, precisely one of each of
the three terms of V1 occurs in each Ui while (U1U2U3)V
−1
1 has a factorization into length 2 atoms (in
view of |Vi| = 2 for i ≥ 2). It follows that U1 = ABw1, −U2 = ACw2 and U3 = (−B)C(w2 − w1) for
some A, B, C ∈ F(G), where V1 = w1(−w2)(w2 − w1).
Since |A| + |B| + 1 = |U1| = D(G) = |U2| = |A| + |C| + 1, it follows that |B| = |C|. But now
2|B| + 1 = |B| + |C| + 1 = |U3| = D(G) follows, implying |B| = |C| =
D(G)−1
2 =
⌊
D(G)
2
⌋
and |A| =
|U1| − |B| − 1 = D(G)−
D(G)−1
2 − 1 =
D(G)−1
2 .
Suppose there were some g ∈ supp(Bw1)∩supp(Cw2). Note w1 6= w2, else V1 would contain a length 2
zero-sum subsequence, contradicting that V1 is an atom. Consequently, if g = w1, then w1 = g ∈ supp(C),
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in which case U3 contains the two term subsequence w1(w2−w1) of V1, contrary to assumption. Likewise,
if g = w2, then w2 ∈ supp(B), in which case U3 contains the two term subsequence (−w2)(w2−w1) of V1,
once more contrary to assumption. On the other hand, if g ∈ supp(B) ∩ supp(C), then U3 will contain
both g and −g, yielding the contradiction 2 = |U3| ≥ D(G)− 1 = 6 as argued when |Vi| = 2 for all i. So
we instead conclude that supp(Bw1) ∩ supp(Cw2) = ∅, implying gcd(U1,−U2) = A. Similar arguments
show that B = gcd(U1,−U3) and C = gcd(−U2, U3), completing the proof of Assertion A. 
In view of Assertion A, we see that we can apply Main Proposition 5.4 to U1 and −U2 to characterize
the possible structures for U1 and −U2. Since the roles of U1 and U2 are symmetric, this gives us six
cases.
CASE 1: U1 and −U2 are both of type I(b), say
U1 = e
m−1
1
mn∏
i=1
(xie1 + e2) and − U2 = f
m−1
1
mn∏
i=1
(yif1 + f2),
where {e1, e2} and {f1, f2} are bases for G with ord(e1) = ord(f1) = m and ord(e2) = ord(f2) = mn > n.
Let H = 〈e1, f1〉. Since ord(e1) = ord(f1) = m, we conclude that H is isomorphic to a subgroup
of C2m. In particular, D(H) ≤ D(C
2
m) = 2m − 1. Since m, n ≥ 2 with n ≥ 3 when m = 2, we have
|B| = |C| ≥ D(G)−12 =
mn+m−2
2 > m. Likewise |A| ≥
D(G)−1
2 > m. Any element of the form xe1 + e2 or
yf1 + f2, where x, y ∈ Z, has order mn > m = ord(e1) = ord(f1) and thus cannot be equal to e1 nor
f1. Since |A| ≥ m + 1, we conclude that A must contain a term from U1 of the form xe1 + e2, which
must, by the previously mentioned order restriction, be equal to a term from −U2 of the form yf1 + f2.
Hence f2 − e2 ∈ H . But now it is clear that difference between any two terms of the form x′e1 + e2 and
y′f1 + f2, where x
′, y′ ∈ Z, must also be an element from H .
If e1 = f1, then H ∼= Cm and D(H) = D(Cm) = m. In this case, B = b1 · . . . · bℓ consists entirely
of terms of the form xe1 + e2 while C = c1 · . . . · cℓ consists entirely of terms of the form yf1 + f2,
where ℓ = |B| = |C| ≥ m + 1. Consequently, (−b1 + c1) · . . . · (−bm + cm) ∈ F(H) is a sequence of
m = D(H) terms from H , meaning (−B)C contains a nontrivial zero-sum subsequence of length at most
2m < 2ℓ = |B| + |C| ≤ |U3|. But this contradicts that U3 is an atom with (−B)C | U3. Therefore we
may now assume e1 6= f1.
In view of e1 6= f1 and the previously mentioned order restriction, neither e1 nor f1 can be a term
from A. Thus every term equal to e1 in U1 must be contained in B except possibly one such term equal
to w1. Likewise, every term equal to f1 in −U2 must be contained in C except possibly one such term
equal to w2. It follows that m− 2 ≤ ve1(B) ≤ m− 1 and m− 2 ≤ vf1(C) ≤ m− 1. Consequently, in view
of |B| = |C| ≥ m+1, there must be subsequences b1 · b2 | B and c1 · c2 | C with each term bi of the form
bi = x
′
ie1 + e2 and each term ci of the form ci = y
′
if1 + f2. Moreover, if ve1(B) = vf1(C) = m− 2, then
there exists a third term b3 from B also of the form b3 = x
′
3e1 + e2 and a third term c3 from C also of
the form c3 = y
′
3f1 + f2 so that b1 · b2 · b3 | B and c1 · c2 · c3 | C. Observe that vf1(C) < m− 1, as well as
ve1 (B) < m− 1, is only possible if U3 = (−B)C(w2 − w1).
If ve1(B) = vf1(C) = m− 1, then (−e1)
m−1fm−11 (−b1 + c1) ∈ F(H) is a sequence of terms from H of
length 2m − 1 ≥ D(H), meaning (−B)C contains a nontrivial zero-sum subsequence of length at most
2m < 2ℓ = |B|+ |C| ≤ |U3|. But this contradicts that U3 is an atom with (−B)C | U3.
If ve1(B) = vf1(C) = m− 2, then (−e1)
m−2fm−21 (−b1+ c1)(−b2 + c2)(−b3 + c3) ∈ F(H) is a sequence
of length 2m − 1 ≥ D(H), meaning (−B)C contains a nontrivial zero-sum subsequence, contradicting
that U3 is an atom since U3 = (−B)C(w2 − w1).
If ve1(B) = m− 1 and vf1(C) = m− 2, then (−e1)
m−1fm−21 (−b1+ c1)(−b2+ c2) ∈ F(H) is a sequence
of length 2m − 1 ≥ D(H), meaning (−B)C contains a nontrivial zero-sum subsequence, contradicting
that U3 is an atom since U3 = (−B)C(w2 − w1).
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If ve1(B) = m− 2 and vf1(C) = m− 1, then (−e1)
m−2fm−11 (−b1+ c1)(−b2+ c2) ∈ F(H) is a sequence
of length 2m − 1 ≥ D(H), meaning (−B)C contains a nontrivial zero-sum subsequence, contradicting
that U3 is an atom since U3 = (−B)C(w2 − w1), which completes CASE 1.
CASE 2: U1 and −U2 are both of type I(a), say
U1 = e
mn−1
1
m∏
i=1
(xie1 + e2) and − U2 = f
mn−1
1
m∏
i=1
(yif1 + f2) .
where {e1, e2} and {f1, f2} are bases forG with ord(e1) = ord(f1) = mn > m and ord(e2) = ord(f2) = m.
Since m, n ≥ 2 with n ≥ 3 when m = 2, we have mn − 1 > mn+m2 =
D(G)+1
2 ≥ |A|. If e1 = f1, then
gcd(U1,−U2) = A implies |A| ≥ ve1 (U1) = mn − 1, contrary to what we just noted. Therefore e1 6= f1.
On the other hand, since ve1(U1) = vf1(−U2) = mn− 1 >
D(G)+1
2 ≥ D(G)− |A| = |U1|− |A| = |U2|− |A|,
we must have e1, f1 ∈ supp(A). It follows that
e1 = yf1 + f2 and f1 = xe1 + e2 for some x, y ∈ Z.
Since U1 contains at most m terms not equal to e1, we deduce that ve1(A) ≥ |A| −m ≥
D(G)−1
2 −m =
1
2mn−
m
2 − 1. However, since e1 6= f1 with the highest multiplicity of a term in −U2 other than f1 being
m− 1, we have
ve1 (A) ≤ vyf1+f2(−U2) ≤ m− 1.
Hence 12mn−
m
2 − 1 ≤ ve1(A) ≤ m− 1, implying n ≤ 3.
Suppose n = 3. Then D(G) = 4m − 1 and equality must hold in all estimates used to derive n ≤ 3
above. In particular, |A| = D(G)−12 , forcing the case corresponding to |V1| = 3 in Assertion A, and all m
terms of U1 not equal to e1 must be contained in A. Arguing as in the previous paragraph, we must also
have
1
2
mn−
m
2
− 1 ≤ |A| −m ≤ vf1(A) ≤ vxe1+e2(U1) ≤ m− 1,
implying n ≤ 3. Once more, equality must hold in all these estimates, meaning all m terms of −U2 not
equal to f1 must be contained in A. Consequently,
U3 = (−B)C(w2 − w1) = (−e1)
2m−1f2m−11 (f1 − e1) = (−e1)
2m−1(xe1 + e2)
2m−1((x − 1)e1 + e2).
Since σ(U3) = 0, we see that x ≡ 1 mod 3, and now it is easily noted that (−e1)m(xe1+e2)m is a proper
zero-sum subsequence of U3, contradicting that U3 is an atom. So we may instead assume n = 2.
Since n = 2, it follows that D(G) = 3m− 1 and m ≥ 3. Recall that e1 = yf1 + f2 and f1 = xe1 + e2.
Thus, since ord(e1) = ord(f1) = 2m, we conclude that x and y are both odd, whence
(7) me1 = myf1 = mf1 = mxe1 with ord(me1) = ord(mf1) = 2.
If v−e1(−B) ≥ m and vf1(C) ≥ m, then (−e1)
mfm1 is a zero-sum subsequence of U3 (in view of (7)) of
length 2m < 3m − 2 = D(G) − 1 ≤ |U3|, contradicting that U3 is an atom. Therefore we may assume
either v−e1(−B) < m or vf1 (C) < m, say w.l.o.g. v−e1(−B) < m (the role of e1 in U1 is identical to that
of f1 in −U2).
As noted earlier, ve1 (A) ≤ m − 1. Consequently, if |V1| = 2, then v−e1(−B) = ve1 (U1) − ve1 (A) ≥
2m − 1 − (m − 1) = m, contrary to our assumption above. Thus we must have |V1| = 3, which is only
possible (in view of Assertion A) if |U3| = D(G) = 3m− 1 is odd. Thus 2 | m and m ≥ 4.
Applying the above argument when |V1| = 3, we again obtain the contradiction v−e1(U3) ≥ m unless
ve1 (A) = m− 1 and w1 = e1. It follows that there are at most |A| − ve1 (A) =
m
2 terms of A not equal to
e1. Hence, since f1 6= e1, we conclude that vf1(A) ≤
m
2 , implying
(8) vf1 (C) ≥ 2m− 1−
m
2
− 1 =
3
2
m− 2,
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with equality only possible if w2 = f1 and w2 −w1 = f1− e1 = (x− 1)e1 + e2. Since ve1(A) = m− 1 and
w1 = e1, we have
−B = (−e1)
m−1
m/2∏
i=1
(−xie1 − e2),
where we have appropriately re-indexed the terms xie1 + e2 in U1 so that the first
m
2 terms correspond
to those from B. Thus
U3 = (−e1)
m−1
m/2∏
i=1
(−xie1 − e2)
 f 32m−21 g1g2 = (−e1)m−1
m/2∏
i=1
(−xie1 − e2)
 (xe1 + e2) 32m−2g1g2
with w.l.o.g. g1 ∈ {f1, y1f1+f2} (by re-indexing the yif1+f2 appropriately) and g2 = w2−w1 = w2−e1.
If g1 = f1, let g = g1 = f1 = xe1 + e2. If g1 6= f1, the equality must hold in (8). In this case, let
g = g2 = f1 − e1 = (x− 1)e1 + e2. Regardless, we see that g = gj = ze1 + e2 for some z ∈ {x, x− 1} and
j ∈ [1, 2]. To avoid a zero-sum subsequence of
(−e1)
m−1(−x1e1 − e2)(ze1 + e2),
which would contradict that U3 is an atom, we must have x1 /∈ {z, z−1, . . . , z− (m−1)} modulo 2m. On
the other hand, in view of (7), we have σ((xe1 + e2)
m) = me1, so that to avoid a zero-sum subsequence
of
(−e1)
m−1(xe1 + e2)
m(−x1e1 − e2)(ze1 + e2),
which would contradict that U3 is an atom in view of
3
2m− 2 ≥ m, we must have x1 /∈ {m+ z,m+ z −
1, . . . ,m+ z − (m− 1)} modulo 2m. However, this leaves no possibilities left for the value of x1 modulo
2m, which is a contradiction that concludes CASE 2.
CASE 3: Either U1 is of type I(b) and −U2 is of type I(a) or else U1 is of type I(a) and −U2 is of type
I(b), say w.l.o.g. the former with
U1 = e
m−1
1
mn∏
i=1
(xie1 + e2) and − U2 = f
mn−1
1
m∏
i=1
(yif1 + f2),
where {e1, e2} and {f1, f2} are bases of G with ord(e1) = ord(f2) = m and ord(e2) = ord(f1) = mn > m.
Sincem, n ≥ 2 with n ≥ 3 whenm = 2, we have vf1(−U2) = mn−1 >
D(G)+1
2 ≥ D(G)−|A| = |U2|−|A|,
implying f1 ∈ supp(A). Consequently, since f1 cannot equal e1 due to ord(f1) = mn > m = ord(e1), it
follows that
f1 = xe1 + e2 for some x ∈ Z.
Let
(9) y = ve1(B) ∈ [0,m− 1].
Then ve1(A) = m− 1− y− ǫ, where ǫ = 1 if |V1| = 3 and w1 = e1, and ǫ = 0 otherwise. Since f1 6= e1, it
follows that vf1(A) ≤ |A| − ve1 (A) = |A| −m+ 1 + y + ǫ, implying
(10) vf1(C) ≥ mn− 1− δ − |A|+m− 1− y − ǫ ≥
1
2
mn+
1
2
m− 3− y,
where δ = 1 if |V1| = 3 and w2 = f1, and δ = 0 otherwise. Moreover, the estimate on the far right of
(10) improves by 1 unless w1 = e1 and w2 = f2, in which case w2 − w1 = (x − 1)e1 + e2 is a term of
U3. As a result, we see that U3(−B)
−1 contains at least 12mn +
1
2m − 2 − y terms from e2 + 〈e1〉, say
c1 · . . . · cs | U3(−B)−1 with
(11) s ≥
1
2
mn+
1
2
m− 2− y and ci ∈ e2 + 〈e1〉 for all i.
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On the other hand, per definition of y, we see that −B contains |B| − y ≥ 12mn+
1
2m− 1− y terms from
−e2 + 〈e1〉, say b1 · . . . · bt | −B with
(12) t ≥
1
2
mn+
1
2
m− 1− y and bi ∈ −e2 + 〈e1〉 for all i.
Now e1 ∈ 〈e1〉 and bi + ci ∈ 〈e1〉 for all i ∈ [1,min{s, t}], while D(〈e1〉) = D(Cm) = m. Moreover,
(12mn +
1
2m − 2 − y) + y > m − 1 in view of m, n ≥ 2 with n ≥ 3 when m = 2. Consequently, we
conclude from (9), (11) and (12) that U3 contains a nontrivial zero-sum subsequence of length at most
2⌈ 12mn+
1
2m− 2− y⌉+ y ≤ mn+m− 3 < D(G)− 1 ≤ |U3|, contradicting that U3 is an atom.
CASE 4: U1 and −U2 are both of type II, say
U1 = f
s1m−1
1 f
(n−s1)m+ǫ1
2
m−ǫ1∏
i=1
(−yif1 + f2) and − U2 = g
s2m−1
1 g
(n−s2)m+ǫ2
2
m−ǫ2∏
i=1
(−zig1 + g2),
where {f1, f2} and {g1, g2} are generating sets for G such that ord(f2) = ord(g2) = mn > m and
ord(f1), ord(g1) ≥ 2m, where s1, s2 ∈ [1, n− 1], ǫ1, ǫ2 ∈ [1,m− 1] and yi, zi ∈ [1,m− 1] for all i, and
where y1 + . . . + ym−ǫ1 = z1 + . . . + zm−ǫ2 = m − 1. Moreover, either s1 = 1 or mf1 = mf2 and either
s2 = 1 or mg1 = mg2.
Per the remarks after Main Proposition 5.4, let {f ′1, f2} and {g
′
1, g2} be bases for G with ord(f
′
1) =
ord(g′1) = m such that
f1 = f
′
1 + αf2 and g1 = g
′
1 + βg2
for some α, β ∈ Z. We distinguish two subcases.
CASE 4.1: n ≥ 3.
Since n ≥ 3, we have |A| ≥ |B| = |C| ≥ mn+m−22 ≥ 2m − 1. Thus v{f1, f2}(A) ≥ |A| − (m − ǫ1) ≥
|A| −m+ 1 ≥ m > m− ǫ2, implying
(13) {f1, f2} ∩ {g1, g2} 6= ∅.
Also, applying Lemma 5.5 to B | U1 and C | −U2, we conclude that there exist subsequences T1 | B and
T2 | C with σ(T1) = mf2, σ(T2) = mg2 and |T1|, |T2| ≤ 2m− 1.
Suppose mf2 = mg2, so that σ(T1) = σ(T2). Then (−T1)T2 is a zero-sum subsequence of (−B)C | U3,
which contradicts that U3 is an atom unless (−T1)T2 = (−B)C = U3 with |B| = |C| = |T1| = |T2| =
2m− 1, implying n = 3. However, in view of the equality conditions in Lemma 5.5, this is only possible
if
U3 = (−B)C = (−f1)
m−1(−f2)
ǫ1
m−ǫ1∏
i=1
(yif1 − f2) · g
m−1
1 g
ǫ2
2
m−ǫ2∏
i=1
(−zig1 + g2).
In particular, the terms −f1, −f2, g1 and g2 all occur in U3 in view of m ≥ 2 and ǫ1, ǫ2 ≥ 1. But then
(13) ensures that U3 contains a zero-sum subsequence of length 2, contradicting that U3 is an atom with
|U3| = 4m− 2 > 2. So we instead conclude that
(14) mf2 6= mg2.
If s1 > 1 and s2 > 1, then mf1 = mf2 and mg1 = mg2, which combined with (13) yields mf1 = mf2 =
mg1 = mg2, contrary to (14). Therefore we may w.l.o.g. assume
s2 = 1 and vg1(−U2) = m− 1.
Since |A| ≥ 2m− 1 > vg1 (−U2) +m− ǫ2, we conclude that g2 ∈ supp(A). Observe that
g2 6= f2,
for g2 = f2 would contradict (14). In consequence, we find that
g2 = f1 or g2 = −yf1 + f2 for some y ∈ [1,m− 1].
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This gives two further subcases.
CASE 4.1.1: g2 = −yf1 + f2 for some y ∈ [1,m− 1].
Now g2 6= f2 as already remarked. Also, g2 = −yf1+ f2 6= f1 as remarked after Main Proposition 5.4.
Thus (13) ensures that we must have
g1 = f1 or g1 = f2.
If g1 = f1, then f1 can have multiplicity at most vg1(−U2) = m − 1 in A, meaning f2 must also be
contained in A in view of |A| ≥ 2m−1. By an analogous argument, if g1 = f2, then f1 must be contained
in A. In other words, in both cases, we have
f1, f2 ∈ supp(A).
Suppose that g1 = f1. Then, as f2 ∈ supp(A) but f2 6= f1 = g1 and f2 6= g2, it follows that
f2 = −zg1 + g2 for some z ∈ [1,m− 1]. Thus
f2 = −zg1 + g2 = −zf1 + g2 = −zf1 − yf1 + f2,
implying that (z + y)f1 = 0 with z + y ∈ [2, 2m− 2]. However, since ord(f1) ≥ 2m, this is not possible.
So we instead conclude that
g1 = f2.
Now f1 ∈ supp(A) but g1 = f2 6= f1 and g2 = −yf1+ f2 6= f1 as remarked after Main Proposition 5.4.
In consequence, f1 = −zg1 + g2 for some z ∈ [1,m− 1]. Thus
f ′1 + αf2 = f1 = −zg1 + g2 = −zf2 + g2 = −zf2 − yf1 + f2 = −yf
′
1 + (1 − z − αy)f2,
which, in view of y ∈ [1,m− 1], is only possible if y = m− 1 and
α ≡ 1− z − αy ≡ 1− z − α(m− 1) mod mn.
The above congruence implies that z ≡ 1−αm mod mn, which, in view of z ∈ [1,m−1], is only possible
if z = 1 and αm ≡ 0 mod mn. Thus mf1 = m(f ′1 + αf2) = mf
′
1 + αmf2 = 0, contradicting that
ord(f1) ≥ 2m for type II.
CASE 4.1.2: g2 = f1.
If s1 > 1, then mg2 = mf1 = mf2, contrary to (14). Therefore
s1 = 1 and vf1(U1) = m− 1.
Since |A| ≥ 2m− 1 > vf1(−U2) +m− ǫ1, we conclude that f2 ∈ supp(A). As already remarked, we have
f2 6= g2. Consequently,
f2 = g1 or f2 = −zg1 + g2 for some z ∈ [1,m− 1].
Observe, however, that the roles of U1 and −U2 are now symmetric (we have the same information about
−U2 that we did about U1 before CASE 4.1.1). Thus, if f2 = −zg1 + g2 for some z ∈ [1,m − 1], then,
swapping the roles of U1 and −U2, we fall under the hypotheses of CASE 4.1.1, and the proof is complete
by those prior arguments. So, combined with the subcase hypothesis, we may instead assume
(15) f2 = g1 and f1 = g2.
Now vf1(A) ≤ m − 1 and vf2(A) = vg1 (A) ≤ m − 1 in view of s1 = s2 = 1. Consequently, since
|A| ≥ 2m− 1, we conclude from (15) that −yf1 + f2 = −zg1+ g2 = −zf2+ f1 for some y, z ∈ [1,m− 1].
Thus
0 = (1 + y)f1 − (1 + z)f2 = (1 + y)f
′
1 + (α(1 + y)− 1− z)f2,
which, in view of y ∈ [1,m− 1], is only possible if y = m− 1 and
0 ≡ α(1 + y)− 1− z ≡ αm− 1− z mod mn.
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The above congruence implies that z ≡ αm−1 mod mn, which, in view of z ∈ [1,m−1], is only possible
if z = m − 1 and αm ≡ m mod mn. Thus mg2 = mf1 = m(f ′1 + αf2) = mf2, contradicting (14) and
completing CASE 4.1.
CASE 4.2: n = 2.
Since s1, s2 ∈ [1, n− 1] = [1, 1], we conclude that s1 = s2 = 1. We also have m ≥ 3 and ǫ1, ǫ2 ≥ 2 in
view of n = 2 (the latter per (d) and (e) in Main Proposition 5.4). Now
U1 = f
m−1
1 f
m+ǫ1
2
m−ǫ1∏
i=1
(−yif1 + f2) and − U2 = g
m−1
1 g
m+ǫ2
2
m−ǫ2∏
i=1
(−zig1 + g2)
with ord(f1) = ord(f2) = ord(g1) = ord(g2) = 2m and (as remarked after Main Proposition 5.4)
(16) mf1 = mf2 = mg1 = mg2.
Observe that
3
2
m− 1 ≤ |A| ≤
3
2
m and
3
2
m− 1 ≤ |B| = |C| ≤
3
2
m−
1
2
.
If neither f2 nor g2 is a term from A, then (−f2)mgm2 will be a subsequence of U3 which is zero-sum (in
view of (16)) and has length 2m < 3m− 2 ≤ |U3|, contradicting that U3 is an atom. Therefore
(17) f2 ∈ supp(A) or g2 ∈ supp(A).
We handle several subcases.
CASE 4.2.1: f2 = g2.
We may w.l.o.g. assume ǫ1 ≤ ǫ2. Then vf2 (A) = m + ǫ1 and vf2(B) = 0. As remarked after
Main Proposition 5.4, we have yi ≤ ǫ1 and zj ≤ ǫ2 for all i and j. Also, since there are precisely
2m > 3m− 1− (32m− 1) ≥ D(G)− |B| terms of U1 of the form −xf1 + f2 with x ∈ [0,m− 1], and since
vf2 (B) = 0, it follows that
yf1 − f2 ∈ supp(−B) for some y ∈ [1, ǫ1] ⊆ [1,m− 1].
Now, since vf2(B) = 0, we have vf1(B) ≥ |B| − (m− ǫ1) ≥
m
2 − 1 + ǫ1 ≥ ǫ1. Thus (−f1)
y(yf1 − f2) is a
subsequence of −B. If f2 = g2 ∈ supp(C), then (−f1)y(yf1 − f2)f2 would be a zero-sum subsequence of
U3 of length y+2 ≤ m+1 < 3m− 2 ≤ |U3|, contradicting that U3 is an atom. Therefore we may instead
assume vg2(C) = 0. But now, repeating the prior arguments for −U2 instead of U1, we find that
−zg1 + g2 = −zg1 + f2 ∈ supp(C) for some z ∈ [1, ǫ2] ⊆ [1,m− 1]
and that vg1(C) ≥ |C| − (m− ǫ2) ≥
m
2 − 1 + ǫ2 ≥ ǫ2. Thus g
z
1(−zg1 + f2)(−f1)
y(yf1 − f2) is a zero-sum
subsequence of U3 of length z+y+2 ≤ ǫ1+ǫ2+2 ≤ 2m < 3m−2 ≤ |U3| (in view ofm ≥ 3), contradicting
that U3 is an atom and completing the subcase.
CASE 4.2.2: f2 = g1 or g2 = f1.
By symmetry, we may w.l.o.g. assume
f2 = g1.
Then vf2(A) = vg1(A) = m− 1, meaning vg1 (C) = vf2(C) = 0 and ǫ1 + 1 ≥ v−f2(−B) ≥ ǫ1.
Suppose g2 = f1. Then vf1(A) = vg2(A) = m − 1, yielding vg2 (C) = vf1 (C) ≥ ǫ2 and
3
2m ≥ |A| ≥
vf2 (A) + vf1(A) = 2m− 2, which is only possible if 3 ≤ m ≤ 4 with |A| = 2m− 2 and |V1| = 2. In this
case,
(−f2)
ǫ1f ǫ21
m−ǫ1∏
i=1
(yif1 − f2)
m−ǫ2∏
i=1
(−zif2 + f1) | U3.
Thus, if ǫ1 = ǫ2 = m− 1, then
∏m−ǫ1
i=1 (yif1 − f2)
∏m−ǫ2
i=1 (−zif2 + f1) is a proper subsequence of U3 with
sum (m−1)f1−f2− (m−1)f2+f1 = mf1−mf2 = 0 (in view of (16)), contradicting that U3 is an atom.
Therefore we may w.l.o.g. assume that ǫ1 ≤ m− 2. Hence, since ǫi ∈ [2,m− 1] for n = 2, it follows that
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m = 4 with 2 ≤ ǫ1 ≤ m−2, so that ǫ1 = 2. Consequently, since y1+y2 = m−1 = 3 with yi ∈ [1, ǫ1] = [1, 2],
we see that w.l.o.g. y1 = 1 and y2 = 2. Likewise, if ǫ2 = 2, then w.l.o.g. z1 = 1 and z2 = 2, while if
ǫ2 = 3 = m − 1, then z1 = m − 1 = 3. In the former case, (−2f2 + f1)(f1 − f2)(2f1 − f2) is a proper
zero-sum subsequence of U3 (in view of (16) and m = 4), while in the latter case, (−3f2+ f1)(2f1− f2)f1
is a proper zero-sum subsequence of U3 (again, in view of (16) and m = 4), both contradicting that U3
is an atom. So we instead conclude that
g2 6= f1.
Suppose next that f1, g2 ∈ supp(A). In view of g2 6= f1 and g1 = f2, this is only possible if
f1 = −zg1 + g2 = −zf2 + g2 and g2 = −yf1 + f2 for some y ∈ [1,m− 1] and z ∈ [1,m− 1].
Thus
f ′1 + αf2 = f1 = −zf2 + g2 = −zf2 − yf1 + f2 = −yf
′
1 + (1− z − αy)f2.
However, since y ∈ [1,m− 1], this is only possible if y = m− 1 and 1− z − αy = 1 − z − α(m − 1) ≡ α
mod 2m. Hence z ≡ 1 − αm mod 2m, which, in view of z ∈ [1,m − 1], is only possible if z = 1 with
αm ≡ 0 mod 2m, implying mf1 = mf ′1 + αmf2 = 0. Since this contradicts that ord(f1) = 2m > m, we
may now assume
f1 /∈ supp(A) or g2 /∈ supp(A).
Suppose f1 /∈ supp(A). Then A | f
m−1
2
∏m−ǫ1
i=1 (−yif1 + f2). If | supp(A)| ≥ 3, then, since g1 = f2, we
must have −yf1 + f2 = −zg1 + g2 and −y′f1 + f2 = −z′g1 + g2 for some distinct y, y′ ∈ [1,m− 1] and
distinct z, z′ ∈ [0,m− 1], implying
(y − y′)f ′1 + α(y − y
′)f2 = (y − y
′)f1 = (z − z
′)g1 = (z − z
′)f2.
Thus y ≡ y′ mod m, which, in view of y, y′ ∈ [1,m−1], forces y = y′, contrary to assumption. Therefore
we must instead have
| supp(A)| = 2.
Let −yf1 + f2 be the element of supp(A) \ {f2}, where y ∈ [1,m− 1]. Then −yf1 + f2 has multiplicity
at least v−yf1+f2(A) = |A| − vf2 (A) = |A| − (m − 1) ≥
m
2 . Consequently,
m
2 y ≤ v−yf1+f2(A)y ≤
y1+. . .+ym−ǫ1 = m−1, which together with y ∈ [1,m−1] ensures that y = 1, so that −f1+f2 ∈ supp(A).
Since −f1 + f2 ∈ supp(A) with g1 = f2, it follows that
−f1 + f2 = −zg1 + g2 = −zf2 + g2 ∈ supp(A) for some z ∈ [0, ǫ2].
If z = 0, then mg2 = −mf1 +mf2 = 0 (in view of (16)), contradicting that ord(g2) = 2m. Therefore we
must have z ∈ [1,m−1]. Then −zg1+g2 = −f1+f2 has multiplicity at least v−zg1+g2(A) = v−f1+f2(A) =
v−yf1+f2(A) ≥
m
2 . Consequently,
m
2 z ≤ v−zg1+g2(A)z ≤ z1 + . . . + zm−ǫ2 = m− 1, which together with
z ∈ [1,m− 1] ensures that z = 1. Thus
−f1 + f2 = −zg1 + g2 = −zf2 + g2 = −f2 + g2.
Hence g2 = −f1 + 2f2 and supp(A) = {f2, −f1 + f2} = {g1, −g1 + g2}.
Since f1 /∈ supp(A), we have
(18) v−f1(−B) ≥ vf1(U1)− 1 = m− 2,
with equality only possible if |V1| = 3 with w1 = f1. Since f2 = g1 with vf2(A) = vg1(A) = m − 1, we
have
v−f2(−B) ≥ vf2(U1)− 1− vf2 (A) = ǫ1 ≥ 2
(recall that ǫ2 ≥ 2 for n = 2). Since g2 = −f1 + 2f2 /∈ {−f1 + f2, f2 = g1} = supp(A), we have
v−f1+2f2(C) = vg2(C) ≥ vg2 (−U2)− 1 = m+ ǫ2 − 1 ≥ m+ 1.
Since −yf1 + f2 = −f1 + f2 ∈ supp(A), we know yk = 1 for some k ∈ [1,m − ǫ1]. If yi = 1 for all
i ∈ [1,m− ǫ1], then y1+ . . .+ym−ǫ1 = m−1 forces ǫ1 = 1, contradicting that ǫ1 ≥ 2 for n = 2. Therefore
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we may instead assume there is some yj ≥ 2 with j ∈ [1,m− ǫ1]. Then, since y1 + . . .+ ym−ǫ1 = m− 1
with at least one yk = y = 1, we conclude that 2 ≤ yj ≤ m− 2, implying
m ≥ 4.
Since supp(A) = {f2, −f1 + f2}, we must either have yjf1 − f2 ∈ supp(−B) or w1 = −yjf1 + f2. In the
former case,
(yjf1 − f2)(−f1 + 2f2)(−f1)
yj−1(−f2)
is a zero-sum subsequence of U3 of length yj +2 ≤ m < 3m− 2 ≤ |U3|, contradicting that U3 is an atom.
In the latter case, |V3| = 3 and we have strict inequality in (18), in which case
(−f1)
m−1(−f2)
2(−f1 + 2f2)
m+1
is a zero-sum subsequence of U3 having length 2m+2 < 3m− 1 = |U3| (in view of m ≥ 4), contradicting
that U3 is an atom. So we may now assume
f1 ∈ supp(A) and g2 /∈ supp(A).
Since g2 /∈ supp(A), we have A | g
m−1
1
∏m−ǫ2
i=1 (−zig1 + g2) = f
m−1
2
∏m−ǫ2
i=1 (−zif2 + g2). Thus, since
f1 ∈ supp(A), we have
f1 = −xg1 + g2 = −xf2 + g2 for some x ∈ [1,m− 1].
If supp(A) 6= {f2, f1}, then −yf1 + f2 = −zg1 + g2 for some y, z ∈ [1,m− 1]. In this case,
−yf ′1 + (1 − αy)f2 = −yf1 + f2 = −zg1 + g2 = −zf2 + (xf2 + f1) = f
′
1 + (x− z + α)f2.
Thus, since y ∈ [1,m − 1], it follows that y = m − 1 with x − z ≡ 1 − αm mod 2m. Since x − z ∈
[−(m− 2),m− 2] (in view of x, y ∈ [1,m− 1]), we conclude that x− z = 1 with αm ≡ 0 mod 2m. But
this means mf1 = mf
′
1 + αmf2 = 0, contradicting that ord(f1) = 2m. Therefore, we instead conclude
that
supp(A) = {f1, f2},
whence v−xg1+g2(A) = vf1(A) = |A| − vf2 (A) = |A| − m + 1 ≥
m
2 . Thus f1 = −xg1 + g2 = −g1 + g2
in view of m2 x ≤ v−xg1+g2(A)x ≤ z1 + . . . + zm−ǫ2 = m − 1 with x ∈ [1,m − 1]. But this implies
mf1 = −mg1 + mg2 = 0 (in view of (16)), contradicting that ord(f1) = 2m, which completes CASE
4.2.2.
CASE 4.2.3: f1 = g1
In this case, vf1(A) = vg1(A) = m − 1 and vf1(B) = vg1(C) = 0. In view of (17), we may w.l.o.g.
assume f2 ∈ supp(A). We have f2 6= f1 = g1 while we can assume f2 6= g2 else CASE 4.2.1 completes
the proof. Therefore
(19) f2 = −xg1 + g2 = −xf1 + g2 for some x ∈ [1,m− 1].
Likewise, if g2 ∈ supp(A), then g2 = −yf1 + f2 for some y ∈ [1,m− 1], implying
f2 = −xf1 + g2 = −xf1 − yf1 + f2,
in which case (x + y)f1 = 0 with x + y ∈ [2, 2m − 2], contradicting that ord(f1) = 2m. Therefore we
conclude that g2 /∈ supp(A). As a result, all elements in supp(A) \ {g1} have the form −zig1 + g2 =
−zif1 + g2 with zi ∈ [1,m− 1].
Let −zg1 + g2 ∈ supp(A) \ {g1} be arbitrary. Let us show that z ≥ x. If z = x, this is trivial, so
suppose z 6= x. Then −yf1 + f2 = −zg1 + g2 = −zf1 + g2 for some y ∈ [1,m − 1]. In this case, (19)
implies
−yf1 + f2 = −zf1 + g2 = −zf1 + (xf1 + f2),
yielding (x−z+y)f1 = 0. Consequently, since ord(f1) = 2m with x−z+y ∈ [−(m−1)+2, 2(m−1)−1] =
[−m+ 3, 2m− 3], we see that z = x+ y ≥ x+ 1, as claimed.
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All terms of A not equal to g1 = f1 have the form −zig1 + g2. There are at least |A| − vg1(A) =
|A|−m+1 ≥ m2 such terms all with zi ≥ x as shown above. Consequently,
m
2 x ≤ z1+ . . .+zm−ǫ2 = m−1,
which implies x = 1. Hence
f2 = −xf1 + g2 = −f1 + g2,
which yields mf2 = −mf1 +mg2 = 0 (in view of (16)), contradicting that ord(f2) = 2m and completing
the subcase.
CASE 4.2.4: {f1, f2} ∩ {g1, g2} = ∅.
Let
ai = v−if1+f2(A) and bi = v−ig1+g2(A) for i ∈ [1,m− 1].
Let
c =
∣∣∣∣∣gcd
(
m−ǫ2∏
i=1
(−zig1 + g2),
m−ǫ1∏
i=1
(−yif1 + f2)
)∣∣∣∣∣ .
Thus c counts the number of terms of A simultaneously equal to some −yif1 + f2 as well as some
−zjg1 + g2. In view of the hypothesis {f1, f2}∩ {g1, g2} = ∅, we see that every term of A is either equal
to some −yif1 + f2 or to some −zjg1 + g2. As a result, the inclusion-exclusion principle gives
(20)
m−1∑
i=1
ai +
m−1∑
i=1
bi − c = |A| ≥
3
2
m− 1.
Note−f1+f2 and−g1+g2 have orderm (in view of (16)), meaning {−f1+f2, −g1+g2}∩{f1, f2, g1, g2} =
∅. Consequently, if −f1+ f2 occurs in A, then it must be equal to some −zg1+ g2 with z ∈ [1,m− 1]. It
follows that c ≥ a1. Likewise, if −g1 + g2 occurs in A, then it must be equal to some −yf1 + f2, so that
c ≥ b1. Averaging these estimates, we obtain
c ≥
a1 + b1
2
.
Applying this estimate in (20) along with the pigeon-hole principle, we conclude that either
1
2
a1 +
m−1∑
i=2
ai ≥
3
4
m−
1
2
or
1
2
b1 +
m−1∑
i=2
bi ≥
3
4
m−
1
2
,
and we w.l.o.g. assume the former:
(21)
1
2
a1 +
m−1∑
i=2
ai ≥
3
4
m−
1
2
.
By definition of the ai, we have
(22) a1 +
m−1∑
i=2
2ai ≤ a1 + 2a2 + 3a3 + . . .+ (m− 1)a1 ≤ y1 + . . .+ ym−ǫ1 = m− 1.
Combining (21) and (22) yields
3
2
m− 1 ≤ 2
(
a1
2
+
m−1∑
i=2
ai
)
≤ m− 1,
which is a contradiction, concluding CASE 4.
If |U3| = D(G), then it possible to also apply Main Proposition 5.4 to U3 and (by symmetry) re-index
the Ui with i ∈ [1, 3] in any fashion. Consequently, if one of U1, U2 or U3 has the same type from among
I(a), I(b) and II, then we may w.l.o.g. re-index the Ui so that U1 and −U2 have the same type and apply
CASE 1, 2 or 4 to yield the desired conclusion (note Ui and −Ui have the same type). On the other
hand, if U1, U2 and U3 have distinct types I(a), I(b) and II, then we my re-index the Ui so that U1 has
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type I(b) and −U2 has type I(a), in which case CASE 3 completes the proof. In summary, the proof is
now complete when |U3| = D(G), so we instead assume
|U3| = D(G)− 1.
By Assertion A, this is only possible if
|V1| = 2, |A| =
D(G) + 1
2
and |B| = |C| =
D(G)− 1
2
with D(G) = mn+m− 1 odd,
which we now assume for the final two cases of the proof, where by symmetry we now assume −U2 has
type II.
CASE 5: U1 is of type I(b) and −U2 is of type II, say
U1 = e
m−1
1
mn∏
i=1
(xie1 + e2) and − U2 = f
sm−1
1 f
(n−s)m+ǫ
2
m−ǫ∏
i=1
(−yif1 + f2),
where {e1, e2} is a basis for G with ord(e2) = mn > m and ord(e1) = m, where {f1, f2} is a generating
set for G with ord(f2) = mn and ord(f1) ≥ 2m, and where y1 + . . .+ ym−ǫ = m− 1 with yi ∈ [1,m− 1],
ǫ ∈ [1,m− 1] and s ∈ [1, n− 1]. Moreover, either s = 1 or mf1 = mf2, with both holding when n = 2.
Since |A| ≥ 32m > m− 1, we must have fν ∈ supp(A) for some ν ∈ [1, 2]. Since ord(fν) ≥ 2m > m =
ord(e1), we cannot have fν = e1. Thus fν ∈ 〈e1〉 + e2. It is easily noted that any g ∈ 〈e1〉 + e2 has
ord(g) = ord(e2) = mn. Moreover, U1 will also have type I(b) using the basis {e1, g} replacing each xi
with xi − α, where g = αe1 + e2. Consequently, since fν ∈ 〈e1〉 + e2 for some ν ∈ [1, 2], we see that we
may w.l.o.g. assume
(23) f1 = e2 or f2 = e2.
CASE 5.1: n ≥ 3
Let us first show that
(24) mf2 = me2.
If s > 1, then this follows from Main Proposition 5.4 and (23). If s = 1, then |A| = mn+m2 ≥ 2m > 2m−2
(in view of n ≥ 3), whence f2 ∈ supp(A). Hence, by the argument above CASE 5.1, we may w.l.o.g.
assume f2 = e2, implying mf2 = me2 in this case as well. Thus (24) is established.
Let H = 〈me2〉. Then G/H ∼= C2m. Since n ≥ 3, we have |C| = |B| =
mn+m−2
2 ≥ 2m− 1 = D(G/H).
Let B′ | B be a subsequence with |B′| = 2m− 1 and let B′ = et1 · b1 · . . . · b2m−1−t, where ve1(B
′) = t ∈
[0,m−1]. Then we may w.l.o.g. assume bi = xie1+e2 for i ∈ [1, 2m−1−t]. Since 2m−1−t ≤ 2m−1 and
since t ≤ m− 1, it is readily seen that the only way B′ can contain a nontrivial subsequence T | B′ with
σ(T ) ∈ H = 〈me2〉 is if T contains precisely m terms from b1 · . . . · b2m−1−t, in which case σ(T ) = me2.
Consequently, since |B′| = 2m− 1 = D(G/H), we conclude that there exits a subsequence T | B′ with
σ(T ) = me2 = mf2 and |T | ≤ m+ t ≤ 2m− 1.
Moreover, T will be a proper subsequence of B unless n = 3 (so that 2m − 1 = |B| = |B′| = |T |) and
(w.l.o.g. re-indexing the xie1 + e2)
B = em−11
m∏
i=1
(xie1 + e2) with
m∑
i=1
xi ≡ 1 mod m.
Since |C| ≥ 2m − 1, Lemma 5.5 ensures that there is a subsequence R | C with σ(R) = mf2 and
|R| ≤ 2m− 1. Moreover, R will be a proper subsequence unless n = 3 and
C = fm−11 f
ǫ
2
m−ǫ∏
i=1
(−yif1 + f2).
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Now (−T )R is a nontrivial zero-sum subsequence of (−B)C = U3. Since U3 is an atom, this is only
possible if T = B and R = C. Thus n = 3 and
U3 = (−e1)
m−1
m∏
i=1
(−xie1 − e2)f
m−1
1 f
ǫ
2
m−ǫ∏
i=1
(−yif1 + f2),
where
m∑
i=1
xi ≡ 1 mod m and
m−ǫ∑
i=1
yi = m− 1. Since vf2(−U2) = (n− s)m + ǫ ≥ m+ ǫ > ǫ, we conclude
that f2 ∈ supp(A), whence (as argued before CASE 5.1) we may w.l.o.g. assume e2 = f2. As a result,
we see that (−x1e1 − e2)(−y1f1 + e2)f
y1
1 (−e1)
z , where z ∈ [0,m− 1] is the integer such that z + x1 ≡ 0
mod m, will be a zero-sum subsequence of U3 of length 2 + y1 + z ≤ 2m < 4m− 2 = |U3|, contradicting
that U3 is an atom.
CASE 5.2: n = 2.
Similar to CASE 4.2, we now have ord(e2) = ord(f2) = ord(f1) = 2m, s = 1, ǫ ≥ 2, m ≥ 4 even
(since D(G) = 3m− 1 is odd), and
(25) mf1 = mf2 = me2,
with
U1 = e
m−1
1
2m∏
i=1
(xie1 + e2) and − U2 = f
m−1
1 f
m+ǫ2
2
m−ǫ∏
i=1
(−yif1 + f2).
We handle several subcases.
CASE 5.2.1: e1 = −f1 + f2.
Let t be the number of terms from C of the form−yf1+f2 with y ∈ [1,m−1]. Then, since e1 = −f1+f2,
we see that ve1(A) ≤ m− ǫ− t, so that
(26) v−e1(−B) ≥ ǫ− 1 + t.
By (23), we have f1 = e2 or f2 = e2. In either case, the hypothesis e1 = −f1 + f2 ensures that
f1, f2 ∈ 〈e1〉 + e2. Thus there are |C| − t =
3
2m − 1 − t terms of C from 〈e1〉 + e2, say c1 · . . . · cℓ1 | C
with ci ∈ 〈e1〉+ e2 and ℓ1 =
3
2m− 1− t, and there are (by (26))
ℓ2 := |B| − v−e1 (−B) ≤
3
2
m− 1− (ǫ − 1 + t) =
3
2
m− ǫ− t ≤
3
2
m− 2− t
terms of −B from 〈e1〉 − e2, say b1 · . . . · bℓ2 | −B with bi ∈ 〈e1〉 − e2 and ℓ2 < ℓ1. Consequently,
(−e1)v−e1 (−B)(b1 + c1) · . . . · (bℓ2 + cℓ2) ∈ F(〈e1〉) is a sequence of terms from 〈e1〉 ∼= Cm of length |B| =
3
2m−1 ≥ m = D(〈e1〉). Thus the proper (in view of ℓ1 > ℓ2) subsequence (−e1)
v−e1 (−B)b1·. . .·bℓ2 ·c1·. . .·cℓ2
of (−B)C = U3 contains a nontrivial zero-sum subsequence, contradicting that U3 is an atom.
CASE 5.2.2: f2 ∈ supp(A).
In this case, we may assume
f2 = e2
per the argument before CASE 5.1.
First suppose that e1 /∈ supp(A). Then v−e1(−B) = m − 1. Since |B| =
3
2m − 1 > m − 1, there
must be some −xe1 − e2 ∈ supp(−B). If ve2(C) = vf2(C) > 0, then (−xe1 − e2)e2(−e1)
z, where
z ∈ [0,m − 1] is the integer with z + x ≡ 0 mod m, will be a zero-sum subsequence of U3 of length
z + 2 ≤ m + 1 < 3m − 2 = |U3|, contradicting that U3 is an atom. Therefore we instead assume
vf2 (C) = 0. Thus m − 1 ≥ vf1(C) ≥ |C| − (m − ǫ) =
m
2 − 1 + ǫ ≥
m
2 , implying ǫ ≤
m
2 , and there
are at least |C| − m + 1 ≥ m2 > 0 terms in C of the form −yif1 + e2 with yi ∈ [1, ǫ] ⊆ [1,
m
2 ]. Let
−yf1 + e2 ∈ supp(C) with y ∈ [1,
m
2 ] be one such term. Then f
y
1 (−yf1 + e2)(−xe1 − e2)(−e1)
z , where
z ∈ [0,m − 1] is the integer such that x + z ≡ 0 mod 0, is a zero-sum subsequence of U3 of length
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y + z + 2 ≤ 32m + 1 < 3m − 2 = |U3|, contradicting that U3 is an atom. So we instead conclude that
e1 ∈ supp(A). As a result, since ord(e1) = m < 2m = ord(f1) = ord(f2) = ord(e2), we must have
(27) e1 = −yf1 + f2 = −yf1 + e2 for some y ∈ [1, ǫ].
Furthermore, since me1 = 0, we conclude from ord(e2) = 2m that y is odd, and in view of CASE 5.2.1,
we can assume y ≥ 3.
Suppose f1 ∈ supp(A). Then f1 = xe1 + e2 for some x ∈ Z. Combining this with (27) yields
−e1+e2 = yf1 = xye1+ye2, which implies y ≡ 1 mod 2m. Hence, since y ∈ [1,m−1], we conclude that
y = 1, which is contrary to our above assumption. So we may instead assume f1 /∈ supp(A), implying
vf1(C) = m− 1.
Each term of A equal to e1 = −yf1 + f2 = −yf1 + e2 is also equal to some −yif1 + f2. Thus
3ve1(A) ≤ ve1(A)y ≤ y1 + . . .+ ym−ǫ = m− 1, implying ve1 (A) ≤
m−1
3 and
v−e1(−B) ≥
2m− 2
3
≥
m
2
.
Since vf1(C) = m−1, we find that there are precisely |C|−m+1 =
m
2 terms of C either equal to e2 = f2
or −yif1 + e2 for some i. Hence, since y1 + . . . + ym−ǫ = m − 1 = vf1(C) with the yi ∈ [1,m − 1], we
see that we can find disjoint subsequences T1 · . . . · Tm/2 | C with each Ti ∈ F(G) a subsequence having
σ(Ti) = e2. There are at least |B|−m+1 =
m
2 terms of −B of the form −xe1−e2, say b1 · . . . · bm/2 | −B
with bi ∈ 〈e1〉−e2 for all i. Now (σ(T1)+b1) · . . . ·(σ(Tm/2)+bm/2)(−e1)
m/2 ∈ F(〈e1〉) is a subsequence of
terms from 〈e1〉 of lengthm = D(〈e1〉). Consequently, the subsequence T1 ·. . .·Tm/2 ·b1 ·. . .·bm/2 ·(−e1)
m/2
of (−B)C = U3 contains a nontrivial zero-sum subsequence of length at most |T1|+ . . .+ |Tm/2|+m ≤
|C|+m = 52m− 1 < 3m− 2 = |U3|, contradicting that U3 is an atom and completing CASE 5.2.1.
CASE 5.2.3: f2 /∈ supp(A).
Since f2 /∈ supp(A), all terms of A not equal to f1 are equal to some −yif1+ f2, and there are at least
|A| −m + 1 = m2 + 1 such terms of A. If yi ≥ 2 for all these terms, then we obtain the contradiction
m + 2 = (m2 + 1)2 ≤ y1 + . . . + ym−ǫ = m − 1. Thus −f1 + f2 ∈ supp(A). If −f1 + f2 = xe1 + e2 for
some x ∈ Z, then (25) implies 0 = −mf1 +mf2 = xme1 +me2 = me2, contradicting that ord(e2) = 2m.
Therefore we instead conclude that −f1 + f2 = e1, so that CASE 5.2.1 completes the proof of CASE 5.
CASE 6: U1 is of type I(a) and −U2 is of type II, say
U1 = e
mn−1
1
m∏
i=1
(xie1 + e2) and − U2 = f
sm−1
1 f
(n−s)m+ǫ
2
m−ǫ∏
i=1
(−yif1 + f2),
where {e1, e2} is a basis for G with ord(e2) = m and ord(e1) = mn > m, where {f1, f2} is a generating
set for G with ord(f2) = mn and ord(f1) ≥ 2m, and where y1 + . . .+ ym−ǫ = m− 1 with yi ∈ [1,m− 1],
ǫ ∈ [1,m− 1] and s ∈ [1, n− 1]. Moreover, either s = 1 or mf1 = mf2, with both holding when n = 2.
CASE 6.1: n ≥ 3.
Since |A| = mn+m2 > m, we must have e1 ∈ supp(A). If e1 = −yif1 + f2 for some yi ∈ [1,m− 1], then
we obtain the contradiction |A| ≤ ve1(A)+m ≤ (m− ǫ)+m ≤ 2m− 1 <
mn+m
2 = |A| (in view of n ≥ 3).
Therefore either
(28) e1 = f1 or e1 = f2.
Suppose s = 1. If e1 = f2, then
mn+m
2 = |A| ≥ ve1(A) = (n − 1)m+ ǫ ≥ mn−m+ 1, contradicting
that n ≥ 3. If e1 = f1, then |A| ≤ ve1(A) +m ≤ vf1(−U2) +m = 2m− 1 <
mn+m
2 = |A|, again in view
of n ≥ 3, which is a contradiction. So (in view of (28)) we may instead assume s > 1, whence
(29) mf2 = mf1 = me1,
where the first equality follows from Main Proposition 5.4 and the second from (28).
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The argument is now similar to CASE 5.1. Let H = 〈me1〉. Then G/H ∼= C2m. Since n ≥ 3, we
have |C| = |B| = mn+m−22 ≥ 2m − 1 = D(G/H). Let B
′ | B be a subsequence with |B′| = 2m − 1. If
ve1 (B
′) ≥ m, then B′ will contain a subsequence T = em1 with σ(T ) = me1. If ve1(B
′) < m, then this is
only possible if
B′ = em−11
m∏
i=1
(xie1 + e2) with
m∑
i=1
xi ≡ 1 mod mn,
in which case it is easily seen that T = B′ is a subsequence of B′ with σ(T ) = me1. Since |C| ≥ 2m− 1,
Lemma 5.5 ensures that there is a subsequence R | C with σ(R) = mf2 and |R| ≤ 2m− 1. Moreover, R
will be a proper subsequence unless n = 3 and
C = fm−11 f
ǫ
2
m−ǫ∏
i=1
(−yif1 + f2).
Now (−T )R is a nontrivial zero-sum subsequence of (−B)C = U3 (in view of (29)). Since U3 is an atom,
this is only possible if T = B′ = B and R = C. Thus n = 3 and
U3 = (−e1)
m−1
m∏
i=1
(−xie1 − e2)f
m−1
1 f
ǫ
2
m−ǫ∏
i=1
(−yif1 + f2).
As a result, since vf2(−U2) = (n− s)m+ ǫ ≥ m+ ǫ > m > ǫ, we conclude that f2 ∈ supp(A). Moreover,
vf2 (A) ≥ m + ǫ − vf2(C) = m. Hence, as the only term in U1 with multiplicity at least m is e1 (recall
| supp(U1)| ≥ 3 as remarked after Main Proposition 5.4), we conclude that e1 = f2, in which case
(−e1)(f2) = (−e1)(e1) is a proper zero-sum subsequence of U3, contradicting that U3 is an atom.
CASE 6.2: n = 2.
Similar to CASE 5.2, we now have ord(e1) = ord(f2) = ord(f1) = 2m, s = 1, ǫ ≥ 2, m ≥ 4 even
(since D(G) = 3m− 1 is odd), and
(30) mf1 = mf2 = me1,
with
U1 = e
2m−1
1
m∏
i=1
(xie1 + e2) and − U2 = f
m−1
1 f
m+ǫ
2
m−ǫ∏
i=1
(−yif1 + f2).
Since |A| = 32m > m, we must have e1 ∈ supp(A). We have three possibilities for e1.
Suppose e1 = f1. Then ve1(A) = vf1(A) = m− 1, implying
v−e1(−B) = m
and vf1(C) = 0. Let T = c1 · . . . · cm | C be any length m subsequence of C. As vf1 (C) = 0, each
ci = −zif1 + f2 = −zie1 + f2 for some zi ∈ [0,m− 1] with
0 ≤ z := z1 + . . .+ zm ≤ y1 + . . .+ ym−ǫ = m− 1.
Then σ(T ) = −zf1 + mf2 = (m − z)e1 (in view of (30) and e1 = f1), in which case (−e1)m−zT is a
zero-sum subsequence of (−B)C = U3 of length m − z + |T | ≤ 2m < 3m− 2 = |U3|, contradicting that
U3 is an atom.
Suppose e1 = f2. Then ve1(A) = vf2(A) = m+ ǫ ≤ |A| =
3
2m, implying ǫ ≤
m
2 ,
v−e1(−B) = m− 1− ǫ ≥
m
2
− 1 > 0
and vf2(C) = 0. Since vf2(A) = m + ǫ, it follows that there are at most |A| − vf2(C) =
m
2 − ǫ terms of
A of the form −yif1 + f2 = −yif1 + e1, meaning there are at least m− ǫ − (
m
2 − ǫ) =
m
2 terms of C of
this form, say b1 · . . . · bℓ | C with w.l.o.g. bi = −yif1 + f2 = −yif1 + e1 for i ∈ [1, ℓ] and ℓ ≥
m
2 . If bi ≥ 2
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for all i ∈ [1, ℓ], then we obtain the contradiction m ≤ 2ℓ ≤ b1 + . . . + bℓ ≤ y1 + . . . + ym−ǫ = m − 1.
Therefore we may assume yi = 1 for some i ∈ [1, ℓ], meaning
−f1 + e1 ∈ supp(C).
Since vf2(A) = m + ǫ, there are also at most |A| − m − ǫ =
m
2 − ǫ terms of A equal to f1, whence
vf1 (C) ≥ m − 1 − (
m
2 − ǫ) =
m
2 − 1 + ǫ > 0. Hence f1(−e1)(−f1 + e1) is a zero-sum subsequence of
(−B)C = U3 of length 3 < 3m− 2 = |U3|, contradicting that U3 is an atom.
It remains to consider the case when e1 = −yf1 + f2 for some y ∈ [1,m − 1]. Moreover, in view of
(30) and ord(e1) = 2m, we must have y even, whence y ≥ 2. Thus 2ve1(A) ≤ y1 + . . .+ ym−ǫ = m− 1,
implying ve1 (A) ≤
m−1
2 . But now
3
2m = |A| ≤ ve1(A) + m ≤
m−1
2 + m, which is a proof concluding
contradiction. 
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