Haiku is a data mining system which combines the best properties of human and machine discovery. An self organising visualisation system is coupled with a genetic algorithm to provide an interactive, flexible system. Visualisation of data allows the human visual system to identify areas of interest, such as clusters, outliers or trends. A genetic algorithm based machine learning algorithm can then be used to explain the patterns identified visually. The explanations (in rule form) can be biased to be short or long; contain all the characteristics of a cluster or just those needed to predict membership; or concentrate on accuracy or on coverage of the data. This paper describes both the visualisation system and the machine learning component, with a focus on the interactive nature of the data mining process, and provides case studies to demonstrate the capabilities of the system.
Introduction
In data mining, or knowledge discovery, we are essentially faced with a mass of data that we are trying to make sense of. We are looking for something "interesting". Quite what "interesting" is hard to define -one day it is the general trend that most of the data follows that we are intrigued by -the next it is why there are a few outliers to that trend. In order for a data mining to be generically useful to us, it must therefore have some way in which we can indicate what is interesting and what is not, and for that to be dynamic and changeable.
The second issue to address is that, once we can ask the question appropriately, we need to be able to understand the answers that the system gives us. It is therefore important that the responses of the system are represented in ways that we can understand.
Thirdly, we should recognise the relative strengths of users and computers. The human visual system is exceptionally good at clustering, at recognising patterns and trends, even in the presence of noise and distortion. Computer systems are exceptionally good at crunching numbers, producing exact parameterisations and exploring large numbers of alternatives.
An ideal data mining system should, we would argue, offer the above characteristics and use the best features of both the user and the computer in producing its answers. This leads us towards a system that will be interactive, in order to be flexible and capable of focusing on current interests. It should use visualisation techniques to offer the user the opportunity to do both perceptual clustering and trend analysis, and to offer a mechanism for feeding back the results of machine-based data mining. It should have a data mining engine that is powerful, effective, and which can produce humanly-comprehensible results as well.
The Haiku system was developed with these principles in mind, and offers a symbiotic system that couples interactive 3-d dynamic visualisation technology with a novel genetic algorithm.
Visualisation
The visualisation engine used in the Haiku system provides an abstract 3-d perspective of multi-dimensional data based on the Hyper system [7, 8, 9] for force based visualisation. The visualisation consists of nodes and links, whose properties are given by the parameters of the data. Data elements affect parameters such as node size, mass, link strength and elasticity, and so on. Multiple elements can affect one parameter, or a subset of parameters can be chosen.
Many forms of data can be visualised in Haiku. Typical data for data mining consists of a number of individual "items" (representing, for example, customers) each with the same number of numerical and/or nominal attributes. This is similar to standard dimension reduction methods used for solely numerical data such as Projection Pursuit [5] and Multi Dimensional Scaling [6] , but applicable to data with a mix of nominal and numeric fields. What is required for Haiku visualisation is that a similarity can be calculated between any two items. The similarity metric should match an intuitive view of the similarity of two items. In most cases, a simple and standard distance measure performs well.
To create the visualisation, nodes are initially scattered randomly into the 3d space, with their associated links. Movement in this space is determined by a set of rules similar to the laws of physics. Links want to assume a particular length, determined by similarity between item nodes. They pull inwards until they reach that length, or push outwards if they are compressed, just as a spring does in the real world. Nodes repel each other, based on their mass. This whole approach can be seen as a force directed graph visualisation. This initial state is then allowed to evolve, and the links and nodes shuffle themselves around until they reach a low energy, steady state. The reasoning behind these choices of effects are that we want similar item nodes to be near to each other, and unrelated item nodes to be far away. The repulsive force between nodes is used to spreads them out.
The physics of the space are adjustable, but are chosen so that a steady state solution can be reached that is static -this is unlike the real world, in which a steady state exists that involves motion, such as we see in planetary orbits.
The system effectively reduces the data dimensionality to 3D. However, unlike traditional dimension reduction methods, there is no pre-defined mapping between the higher and lower dimensional spaces. Computationally, the process scales exponentially with the number of links, which is usually proportional to the number of data points. For small datasets (up to ~1000 nodes) the process can be allowed to run in real time. For larger data-sets there need to be a number of optimisations: only considering the strongest links, introducing locality of influence and so on.
Perception-Oriented Visualisation
The interface provides full 3D control of the structure, from zooming in and out, moving smoothly through the system (flyby), rotating it in 3D, and jumping to specific points, all controlled with the mouse.
Some typical structures emerge, recognisable across many datasets. These include clusters of similar items, outlying items not in any particular cluster, and internal structures within perceived clusters. For example, the data may be seen as divided into two main groups, both of which contain a number of sub-groups. Examples of data visualisation are shown in the case studies (Sections 4.1 and 4.2).
Interaction with the Data Visualisation
When features of interest are seen in the visual respresentation of the data they can be selected using the mouse. This opens up a number of possibilities:
• Data identification
The simplest of these (Data identification) is to view the identity or details of items in the feature, or export this information to a file for later use.
Another option is re-visualise the dataset without the selected data or indeed to focus in and only visualise the selected data. This can be used to exclude distorting outliers, or to concentrate on the interactions within an area of interest. Of course, we can data mine the whole dataset without doing this, the approach taken by many other systems. One of the features of the Haiku system is this interactive indication of the things that we are currently interested in, and the subsequent focussing of the knowledge discovery process on categorising/distinguishing that data.
A key feature of the system is that this user selection process takes full advantage of the abilities of our visual system: humans are exceptionally good at picking up gross features of visual representations [10] . Our abilities have evolved to work well in the presence of noise, of missing or obscured data, and we are able to pick out both simple lines and curves as well as more complex features such as spirals and undulating waves or planes. By allowing user input into the knowledge discovery process, we can effectively use a highly efficient system very quickly as well as reducing the work that the computational system has to do.
The most striking feature of the system is its ability to "explain" why features of interest exist. Typical questions when looking at a visual representation of data are: "Why are these items out on their own?", "What are the characteristics of this cluster?", "How do these two groups of items differ?". Answers to these types of question are generated by applying a machine learning component.
The interaction works as follows: First, a group or number of groups is selected. Then the option to explain the groups is selected. The user answers a small number of questions about their preferences for the explanation (short/long) (Highly accurate / characteristic) etc. The system returns a set of rules describing the features selected.
As an alternative, the classic machine learning system C4.5 [4] may be used to generate classification rules. Other data mining systems may be applied by saving the selected feature information to a csv file.
Genetic Algorithms for Data Mining
We use a genetic algorithm (GA) approach for a number of reasons. Firstly is that a GA is able to effectively explore a large search space, and modern computing power means we can take advantage of this within a reasonable timeframe. Secondly, one of the key design features is to produce a system that has humanly-comprehensible results. Rules are inherently much more understandable than decision trees or probabilistic or statistical descriptions.
Thirdly, the genetic algorithm aims to discover rules and rulesets which optimise an objective function ("fitness"), and manipulation of this allows us to explore different areas of the search space. For example, we can strongly penalise rules that give false positive in order to obtain rules that can be used to determine the class of new data examples. Alternatively, we can bias the system towards rules which indicate the typical characteristics of items in a group, whether these characteristics are shared with another group or not. In addition short rules are going to be easier to comprehend than longer ones, but longer rules reveal more information. Again, we can allow the user to choose which they would prefer by controlling the fitness function. Initially we might prefer short rules, in order to get an overview. As the Haiku system is interactive and iterative, when we have this higher level of comprehension, we can repeat the process whilst allowing the rules to become longer and hence more detailed.
We use a special type of GA that evolves rules; these produce terms to describe the underlying data of the form: where term is a class from the dataset, OP is one of the standard comparison operators (<, >, =, ≤, ≥), value is a numeric or symbolic value, and range is a numeric range. A typical rule would therefore be:
IF colour = red & texture= soft & size < 3.2 THEN fruit = strawberry
There are three situations that are of particular interest to us; classification, when the left hand side of the equation tries to predict a single class (usually known) on the right hand side; characterisation when the system tries to find rules that describe portions of the dataset; and association which detects correlations in attribute values within a portion of the dataset.
The algorithm follows fairly typical genetic algorithmic approaches in its implementation, but with specialised mutation and crossover operators, in order to explore the space effectively.
We start with a number of random rules created using values from the data. The rules population is then evolved based on how well they perform. The fittest rules are taken as the basis for the next population, with crossover creating new rules from clauses of previously successful rules. Mutation is specialised: for ranges of values it can expand or contract that range, for numbers it can increase or decrease them, for operators it can substitute them with others.
Statistically principled comparisons showed that this technique is at least as good as conventional machine learning at classification [1] , but has advantages over the more conventional approaches in that it can discover characteristics and associations too.
Feedback
The results from the GA can be fed back into the visualisation to give extra insight into their relationships with the data.. Identified clusters can be coloured, for example, or rules added and linked to the data that they classify, as in Figure 2 . In this figure, rules are the large purple, fuschia and green spheres, with the data being the smaller spheres. The white links between rules serve to keep them apart, whilst the cyan links are between the rules and the data that is covered by the rule. The visualisation has reorganised itself to show these relationships clearly. We have additionally coloured the data according to its correct classification.
A number of things are immediately apparent from this visualisation, much more easily than would the case from a textual description. On the very left of the figure, one rule, the fuschia sphere, covers exactly the same data as the other fuchsia sphere, except it also misclassifies one green data point. But the rightmost fuchsia rule, whilst correctly classifying all the fuchsia data also misclassifies much of the other data as well. On the right hand side, the purple rule does well in one sense ; it covers all its data. However it also misclassified by matching some green and fuchsia data. The green rule at the top has mixed results.
It is interesting to note that as this visualisation depends only on the relationship between knowledge (e.g. classification rule) and data, it can be applied to a very wide range of discoveries, including those made by non-symbolic systems such as neural networks.
The system is fully interactive, in that the user can now identify different characteristics and instruct the GA to describe them, and so the process continues.
This synergy of abilities between the rapid, parallel exploration of the structure space by the computer and the user's innate pattern recognition abilities and interest in different aspects of the data produces a very powerful and flexible system.
Case Study 1: Interactive Data Mining of Housing Data
The Boston Housing Data [3] is a classic, well known dataset available from the UCI Machine Learning repository [2] . Haiku was used to visualise the data and the complex clustering shown in figure 3 was revealed. Two fairly distinct groups of data are visible, which show smaller internal features such as sub-groups. The two main groups were selected using the mouse, and short, accurate, classification rules were requested from the data mining system.. These rules are shown below:
This case study illustrates the following: The interactive visual discovery approach has revealed new structure in the data by visual clustering. We have used human visual perception to determine features of interest, and application of a data mining algorithm has generated concrete information about these "soft" discoveries. Together, interactive data mining has delivered increased knowledge about a well known dataset.
Case Study 2: Applying HAIKU to telecoms data

Justification
Massive ammounts of data are generated from monitoring telecommunications switching. Even a small company may make many thousands of phone calls during a year. Telecommunications companies have a mountain of data originally collected for billing purposes. Telecoms data reflects business behaviour, so is likely to contain complex patterns. For this reason, Haiku was applied to mine this data mountain.
Data
The data considered detailed the calling number, recipient number and duration of phone calls to and from businesses in a medium sized town. Other information available included business sector and sales chanels. All identity data was anonymized.
Call patterns of high usage companies
Visualisation
A number of companies with particularly high numbers of calls were identified. These were visualised separately to identify patterns within the calls of individual company. Figure 4 shows a clustering of calls from a single company. The most immediately obvious feature is the "blue wave" to the right of the image. This has been labelled "A". Also visible are various other structures, including the two cluster labelled "B" and "C" Figure 4 visualisation of call data from one site
Discoveries
After identifying these features, we then asked the system to "explain" their characteristics. The following rules were discovered by the system, and translated into sentence form for clarity.
• All calls in group A are to directory enquiries.
• Further investigation, selecting parts of the "blue wave" showed that the wave structure was arranged by hour of day in one dimension and day of week in the other.
• Within group B, about 70% of calls are to two numbers. 90% of allcalls to these numbers fall into the group B. Almost all of the remaining 30% of calls in group B are to another two numbers.
• Most long distance ISDN calls are in group B. All but one call in the group has these properties. Most calls in the group are also charged at the same rate.
• About 80% of Group C calls are ISDN calls, and about 10% are from Payphones.
About one third occur between 21:00 and 22:59, and about one half start at 15 minutes past the hour. Most are long distance calls. About 50% of the calls are very long, lasting between 8 and 15.5 hours. For this dataset, Haiku discovers some very interesting facts about the calling patterns of a company. Notice that we can produce short, comprehensible rules that cover a significant portion of the dataset, which are intrinsically much more usable than detailed descriptions of 100% of the data. These insights can then be used by the company to optimise their phone usage, or, as for this study, to feed back to the telecoms company some concepts for marketing and billing strategies.
Conclusion
The Haiku system for information visualisation and explanation provides a useful interface for interactive data mining. By interacting with a virtual data space created dynamically from the data properties, greater insight can be gained than by using standard machine learning based data mining. It allows users to explore features visually, to direct the computer to generate explanations and to evaluate the results of their exploration, again in the visual domain. This combination of intuitive and knowledge driven exploration with the mechanical power of the learning algorithms provides a much richer environment and can lead to a deeper understanding of the domain.
