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“Bad metals” have a large linear resistivity at high-T that is universally seen in oxides close to
the Mott-Hubbard insulating phase. They also have an universal thermopower α(T ): (i) at very low
doping (lightly doped) α(T ) has a pronounced low-T peak that shifts to higher-T with doping; (ii)
at moderate doping (underdoped) α(T ) has a small low-T peak that shifts to lower-T with doping
and has a high-T sign change; and (iii) at the highest doping (overdoped) α(T ) is negative and
depends monotonically on T . Here we show that the simplified Hubbard model provides an easy
to understand description of this phenomena due to the universal form for the chemical potential
versus T for doped Mott insulators and the applicability of the Kelvin formula for the thermopower.
PACS numbers: 71.27.+a, 72.20.Pa, 72.10.Fk,
Introduction The high-temperature phases of com-
plex oxides are attracting considerable current interest,
as they exhibit a wide range of anomalous transport be-
haviors, typical of bad metals. Their resistivity is of-
ten (quasi) linear at high temperatures, continuing to in-
crease as a function of temperature beyond the minimal
metallic conductivity of the Mott-Ioffe-Regel limit [1] and
corresponding to a mean free path on the order of one
unit cell, or less. The thermopower of cobalt oxides [2–
4], vandadates [5], and ruthenates [6] is often much larger
than seen in normal metals, making them interesting for
high-temperature thermoelectric applications [7], like re-
covering waste heat. The cuprates, often thought of as
paradigmatic bad metals, have an unusual thermoelectric
response which correlates with the superconducting prop-
erties [8–10]. Their thermopower α(T ) exhibits universal
features [8–10] and is extremely sensitive to doping. Its
room temperature value, α(TRT ) is a good measure of the
number of holes δ. In the underdoped regime, α(TRT )
depends exponentially on δ, at optimal doping (highest
Tc), α(TRT ) changes sign, and in the overdoped regime,
α(TRT ) is a linear function of δ.
The defining feature of these bad metals is a large but
metallic resistivity and a thermopower which grows to
much larger values than in normal metals. Since the
mean free path inferred from the Drude formula drops
below one lattice spacing [1], it is difficult to describe
charge and heat transport in terms of quasiparticle cur-
rents, and the Fermi liquid paradigm fails. In the phase
diagram of bad metals, one often finds a nearby insulat-
ing region with a Mott-Hubbard gap in the excitation
spectrum, indicating the importance of the on-site corre-
lations. Considering the enormous difference in the struc-
tural properties of various cuprates used in the above
studies, the universal behavior of the thermopower and
linear resistivity suggest that the transport properties of
the high-temperature phase might be described by an ef-
fective band of strongly correlated electrons (similar to
the spin-1/2 Anderson model describing the Kondo ef-
fect in real materials). The solution of that model then
provides the appropriate conceptual framework for more
realistic materials modeling.
Here, the transport properties of bad metals are ex-
plained by the exact solution of the simplified Hubbard
model (spinless Falicov-Kimball model). For large cor-
relation, we find that the density of states (DOS) has a
Mott-Hubbard gap and the optical conductivity is char-
acterized by the transfer of spectral weight from the low-
energy Drude peak to the high-energy incoherent back-
ground. The resistivity is linear and the thermopower has
anomolous behavior. This is precisely what is seen in the
Hubbard model at high temperature and it is the uni-
versal features of this bad metal phase that we describe
here. Several recent papers used a single band model
to discuss the effects of strong correlation on the trans-
port properties of bad metals [11–13]. The advantage of
the simplified Hubbard model is that it admits an exact
solution that is numerically tractable at any doping.
Model and calculations The model is defined by
the Hamiltonian
H = − t
∗
√
Z
∑
ij
c†i cj + U
∑
i
wic
†
ici (1)
where the summation is over N lattice sites, c†i (ci) is the
itinerant electron creation (annihilation) operator and
wi = f
†
i fi is 1 or 0 and represents the number opera-
tor of a localized electron on site i. U is the interac-
tion strength and t∗ is the hopping scaled so that we can
properly take the infinite coordination number (Z →∞)
limit (the hopping is between nearest-neighbors only).
We work on a Bethe lattice, measure the energy with re-
spect to the zero-temperature chemical potential, µ0, and
rescale the Hamiltonian by t∗, which makes the Green’s
functions and the self energy dimensionless. Localized
electrons are distributed according to an annealed ther-
modynamic ensemble and
∑
iwi/N = w1 is their average
filling. There are Nc itinerant electrons per site and we
take Nc = w1 to describe the simplified Hubbard model
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FIG. 1. (color online) Upper panels: the real part (blue) and
the imaginary part (red) of the self energy are plotted versus
energy for U = 3 and for various dopings. The energy is mea-
sured with respect to the zero-temperature chemical potential
µ0, in units of t
∗. The inset shows the local DOS (violet) and
the transport DOS (green) at T = 0. Lower panel: the chem-
ical potential, measured with respect to its zero-temperature
value, plotted versus temperature for various dopings.
in a paramagnetic phase. We dope away from half-filling,
so w1 = 0.5− δ = Nc, where δ is the doping (or density
of holes nh). At high enough temperatures, the results
obtained for w1 = Nc provide a good approximation to
the Hubbard model (by taking the up spin electrons as
the mobile electrons and the down spin electrons as the
localized ones). The two models differ at low-T where
coherence sets into the Hubbard model creating Fermi-
liquid phases or different forms of ordered phases.
The solution is obtained by employing dynamical mean
field theory (DMFT) [14–16] in the infinite coordination
limit Z → ∞. We focus on the local retarded Green’s
function Gloc(ω), defined in the standard way, and uti-
lize the conventional DMFT algorithm to formulate the
solution [16]. On the Bethe lattice, Gloc(ω) satisfies a cu-
bic equation [17] that we solve numerically and the self
energy is then given by the expression
Σ(ω) = ω + µ−Gloc(ω)− 1
Gloc(ω)
(2)
where we set t∗ = 1.
The electrical conductivity σ, the thermopower
α, and the thermal conductivity κe are calcu-
lated by linear response theory [16]. This gives
σ(T ) = σ0L11(T ), α(T ) = (kB/e)L12/TL11, and
κe = (kB/e)
2
(σ/T )
(
L22/L11 − L212/L211
)
, where σ0 =
e2/(h¯Za) with a an effective lattice spacing and
Lmn(T ) =
∫ ∞
−∞
dω
(
−∂f(ω)
∂ω
)
ωm+n−2 Λtr(ω) . (3)
The transport function is
Λtr(ω) =
4
3π2
∫
dǫ Φ(ǫ)[Im G(ǫ, ω)]2 , (4)
where ǫ is the noninteracting band energy, Φ(ǫ) is the
noninteracting transport DOS (DOS weighted by the
square of the velocity), and G(ǫ, ω) is the dimension-
less Green’s function of conduction electrons calculated
within DMFT. Using Φ(ǫ) = (4 − ǫ2)√4− ǫ2/2π, the
transport function can be calculated exactly, with the
result [18]
Λtr(ω) =
1
3π2
Im2[Gloc(ω)]
( |Gloc(ω)|2 − 3
|Gloc(ω)|2 − 1
)
. (5)
The numerical data show that the thermopower is well
approximated by the Kelvin expression [19], αK(T ) =
−(kB/qe)(∂µ/∂T ). This expression is obtained by as-
suming that the diffusion of δn particles of charge qe, due
to the temperature difference ∆T , gives rise to an entropy
change δs and a voltage difference ∆V . In a stationary
state with zero current, the loss of the thermal energy,
δs×∆T , is balanced by the work done by the electrical
field, qeδn×∆V , such that ∆V/∆T = (1/qe)(δs/δn) and
the Kelvin expression for αK(T ) then follows from the
appropriate Maxwell relation. Unlike the Kubo formula,
which is derived by making the driving fields uniform
before they become static, the Kelvin formula is based
on equilibrium thermodynamics and the static limit is
taken first. As pointed out by Arsenault et al. [13], a
good agreement between αK(T ) and α(T ) can be taken as
an indication that transport properties are mainly deter-
mined by the equilibrium fluctuations, i.e., by the renor-
malized DOS. The effects coming from the velocity fac-
tors or relaxation time are then of secondary importance.
Results The numerical calculations are performed
for U = 3 which produces a Mott-Hubbard insulator at
half filling. In the upper panel of Fig. 1, we show, the fre-
quency dependence of the zero-temperature self energy,
the local density of states, ρ(ω) = −Im Gloc(ω)/π, and
the transport function Λtr(ω), for various concentrations
of holes. At very low doping, the slopes of Re Σ(ω) and
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FIG. 2. (color online) (a) The resistivity R(t), (b) thermopower α(T ), (c) thermal conductivity κ(T ) and (d) figure-of-merit
ZT plotted versus temperature for U = 3 and for various dopings, as indicated in the panels. The boundary between doped
insulators and bad metals is indicated by the dashed line; the boundary between the underdoped and overdoped regions is
indicated by the dashed-dotted line.
Im Σ(ω) at ω = 0 (i.e., at the chemical potential) are very
large, such that the quasiparticle cannot be defined. As
δ increases, Re Σ(0) decreases, while Im Σ(0) increases
rapidly up to a maximum. For δ > δs, both Re Σ(0)
and Im Σ(0) decrease with δ and the low-energy part
of Im Σ(ω) becomes a linear function of ω. For large
δ, Im Σ(0) becomes very small and an approximate de-
scription in terms of (dirty) quasiparticles becomes pos-
sible [20].
The temperature dependence of the chemical poten-
tial, obtained from the condition Nc =
∫
dωf(ω)ρ(ω) =
0.5 − δ, is shown in the lower panel of Fig. 1. For small
doping, the low-temperature values of µ(T ) are just be-
low the band edge of the lower Hubbard band. An in-
crease of temperature shifts µ(T ) across the band edge,
towards the center of the gap, which is typical of a doped
Mott insulator [12]. At higher doping, µ0 is closer to the
center of the Hubbard band and µ(T ) grows slowly to-
wards a maximum. However, for large enough doping,
δ > δs, µ(T ) never crosses the band edge and the model
describes an underdoped bad metal (δs ≃ 0.1 for U = 3).
A further increase of doping reduces the initial slope and
the high-temperature maximum of µ(T ), until they both
vanish at the critical doping, δ = δc, which separates the
‘underdoped’ and the ‘overdoped’ regimes (δc ≃ 0.22 for
U = 3). At δc, µ(T ) is nearly constant over an extended
temperature range and the entropy, considered as a func-
tion of doping, assumes a local maximum; the maximum
of Λtr(ω) is now close to ω = 0 and the thermopower is
negligibly small. In the overdoped regime, δ > δc, there
is a further shift of µ0 away from the center of the lower
Hubbard band and µ(T ) decreases monotonically, as in
a Fermi liquid with the same density of holes.
The local DOS and the transport function are shown in
the insets of the upper panel of Fig. 1. Doping increases
the weight of the lower Hubbard band with respect to
the upper one, and shifts the maximum of ρ(ω) away
from the maximum of Λtr(ω). For constant δ, the lo-
cal DOS and the transport function of the Bethe lattice
are temperature-independent, except for a shift given by
µ(T ).
The temperature dependence of R(T ), α(T ), κ(T ) and
the electronic figure of merit ZT at various dopings is
shown in Fig. 2. The transport functions exhibit three
different behaviors, depending on the level of doping. For
δ ≤ δs(U), the low-temperature transport is not affected
by the gap but at intermediate temperatures, when µ(T )
crosses the band edge, the asymmetry of the electron
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FIG. 3. (color online) The thermopower obtained from the
Kubo formula (full line) is compared with the Kelvin formula
(dashed line) for various dopings.
and hole states is much enhanced. This gives rise to
large maxima of R(T ) and α(T ), the break-down of the
Wiedemann-Franz law, and a large ZT . The signature
of lightly doped insulators are the pronounced peaks in
R(T ) and α(T ), and the shifts of these peaks to higher
temperatures for higher doping [12].
In the underdoped region, δ ≥ δs, transport is com-
pletely determined by the incoherent excitations in the
lower Hubbard band. The peak in R(T ) is suppressed
and the linear resistivity extends to very low temper-
atures. The thermopower has a low-temperature peak
but its height decreases rapidly with δ. Unlike in the
lightly doped Mott insulators, the peak of α(T ) in (un-
derdoped) bad metals shifts with δ to lower tempera-
tures and, at high temperatures, α(T ) changes sign. The
low-temperature peak of ZT is rapidly suppressed with
doping but at higher temperatures ZT becomes large.
In the overdoped region, δ ≥ δc, the resistivity is fur-
ther reduced but the onset of the linear region is pushed
to higher temperatures. Below the linear region, R(T )
exhibits T 2 behavior. The initial slope of α(T ) is now
negative and α(T ), like R(T ), is a monotonic function of
temperature. ZT is very small at low temperature but it
grows to large values at high temperatures. Here, Im Σ
is sufficiently small that the transport properties of bad
metals can be described in terms of ‘resilient quasiparti-
cles’ [20] or by a dirty Fermi liquid.
The comparison between the thermopower calculated
by the Kelvin and Kubo formula is shown in Fig. 3. The
semiquantitative agreement between α(T ) ≃ αK(T ) indi-
cates that the thermodynamic fluctuations are the main
cause of transport anomalies and that the steady-state
thermal transport is directly related to µ(T ). This is
at the heart of the universal features seen in the ther-
mopower, since the chemical potential is a function of
the DOS and doped Mott insulators at high temperature
share similar DOS for a wide range of different models.
It does not require quasiparticles or ‘resilient quasiparti-
cles’.
Summary We studied the transport properties of
bad metals at various dopings using the DMFT solution
of the simplified Hubbard model. Since the self-energy
functional of this model is known exactly, we found the
transport properties at arbitrary doping and obtained
the difference between overdoped bad metals, described
by resilient quasiparticles, and underdoped bad metals,
where the quasiparticle concept breaks down. We also
studied a slightly doped Mott-Hubbard insulator, which
is currently not numerically possible for the systems de-
scribed by the Hubbard or the Anderson model. In gen-
eral, we find a linear resistivity and a large thermopower,
as observed in many bad metals mentioned in the intro-
duction. These features are the result of large fluctua-
tions induced by the on-site Coulomb repulsion, which
also gives rise to the transfer of spectral weight in the
optical conductivity, described elsewhere, together with
the other dynamical properties of the model.
We find that the simplified one band Hubbard model
describes the temperature and doping dependence of
the thermoelectric response of cuprates surprisingly well.
Taking T = 0.05 as room temperature (assuming the
bandwidth D = 4 = 2 eV), we obtain the following fea-
tures: (i) the values of α(T ) at TRT =290 K increase ex-
ponentially, when δ is reduced much below δc; (ii) α(TRT )
changes sign at δc; and (iii) for δ > δc, α(TRT ) becomes a
linear function of δ. All these features are seen in exper-
iments on cuprates [8–10] which also show that δc gives
the maximum superconducting Tc. The universal nature
of the behavior is tied to the similar behavior of µ(T )
for different doped Mott insulators and the fact that the
thermopower is determined primarily by the Kelvin for-
mula in this parameter regime.
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