We give a new representation-theory based proof of the Connes-Kasparov conjecture for the K-theory of reduced C ⋆ -algebras of real reductive Lie groups. Our main tool is a natural correspondence between the tempered representation theory of such a group and that of its Cartan motion group, a semidirect product group whose unitary dual and reduced C ⋆ -algebra are much more tractable. With that tool in hand, our proof is a natural adaptation of that given by Nigel Higson's work in the complex semi-simple case.
Introduction
When G is a second countable locally compact group, there is a natural topology on the unitary dualĜ (the set of equivalence classes of unitary representations of G). It is known as the Fell topology, and defined by declaring that the closure of a subset S ⊂Ĝ is the set of equivalence classes of representations whose every matrix element is a limit, for the topology of uniform convergence of compact subsets of G, of matrix coefficients of elements of S.
The Fell topology onĜ is in general very wild, and studying the topological spacê G directly is usually difficult. An indirect, often fruitful approach is to study a suitable completion of the convolution algebra C almost orthogonal to that of Wassermann, because it succeeds in replacing most of the arsenal of representation theory by a few simple (but far-reaching) facts on the distance to the origin in G K and on Harish Chandra's elementary spherical function. Lafforgue did not neglect representation theory: he proved that the Connes-Kasparov conjecture actually implies that the discrete series can be accounted for with the help of Dirac equations on G K [18] .
Lafforgue's general framework proved flexible enough to be amenable to the extensions needed to prove that (1) is also an isomorphism when G is an arbitrary (connected 1 ) Lie group. Chabert, Etcherhoff and Nest proved that (1) is an isomorphism in 2003 [7] by using the fact that an arbitrary Lie group splits as a semidirect product of a reductive and a nilpotent group; the Mackey machine for studying group extensions enabled them to deduce the Connes-Kasparov conjecture from Lafforgue's results on the reductive case.
Lie group deformations and the Mackey analogy. In a relatively recent paper [10] , Higson offered a third proof of the Connes-Kasparov conjecture in the special case of complex semisimple Lie groups. It is based on a refomulation of the Connes-Kasparov conjecture in terms of Lie group deformations (or contractions in the historical terminology of Inonü and Wigner [12] ).⋆ r (G 0 ) and C ⋆ r (G). As Connes and Higson insisted, the validity of the Connes-Kasparov conjecture then pointed to an intruiging phenomenon occuring at the level of representation theory: in fact, the reformulation of the Connes-Kasparov conjecture in terms of G 0 echoed enthusiastic observations by G. W. Mackey [19] on a possible relationship between the representation theories of G and G 0 when G is a semisimple Lie group. Mackey had conjectured that there were deep, though surprising, analogies betweenĜ r and G 0 , and Connes and Higson's observations strongly invited to view the isomorphism (1) a simple K-theoretic reflection of these analogies.
Higson took up that idea in more detail in 2008 in the special case of complex semisimple groups; he showed that there is a natural bijection betweenĜ r and G 0 in that case, and that analyzing the analogies between C ⋆ r (G 0 ) and C ⋆ r (G) in terms of this bijection leads to a proof of the Connes-Kasparov conjecture . This way to the Connes-Kasparov isomorphism takes one through the fine structure of representation theory, but instead of using it for a direct calculation of (1) as Wassermann, Pennington and Plymen had successfully done, it expresses the Connes-Kasparov isomorphism as a relatively natural consequence of an easily stated, but actually rather subtle, fact onĜ r . An appealing feature of Higson's approach from this point of view is that only simple and quite general facts about K-theory are needed, and that no K-theory group need be written down explicitly. His results have been generalized to Lie groups with a finite number of connected components and a complex semisimple identity component in a recent paper of Skukalek [23] .
Contents of this note. The representation theory of complex semisimple groups is famous for being much simpler than that of general reductive groups: for instance, the existence of the discrete series (and with it the need for the bulk of Harish-Chandra's work) is a specific feature of the real case. Higson's analysis rests on representationtheoretic facts which, on the surface, may look quite special to the complex case; it is reasonable to wonder whether his strategy can be adapted to real reductive groups.
I have recently exhibited a bijection betweenĜ r and G 0 in the real case [1] . In the present note, I use it to prove that Higson's method can indeed be taken up to obtain a proof of the Connes-Kasparov isomorphism for real reductive Lie groups. I should warn the reader that once the results of [1] are brought into the picture, very few ideas need to be added to those in [10] to obtain the results to be described below: I am thus merely going to say how the complex-case-dependent details of Higson's work need to be adapted in order to cover to the case of real groups. As a consequence, I shall use many of the notations and lemmas in [10] .
Higson's proof uses Vogan's notion of minimal K-type for the representations of reductive groups [25, 26, 27] . It is assembled from the following four observations.
(a) When G is a complex semisimple Lie group, there is a natural bijection between the reduced duals of G and G 0 , and it is compatible with minimal K-types;
(b) To a given set of minimal K-types one can associate a subquotient of the reduced C ⋆ algebra of G and a subquotient of that of G 0 , these subquotients have the same dual (viewed as a topological space), and each is Morita-equivalent with the algebra of continuous functions (vanishing at infinity) on the common dual, (c) There is a continuous family (G t ) t∈R of groups interpolating between G and G 0 , and given a set of minimal K-types, the road from the corresponding subquotient for C ⋆ r (G t ) to the algebra of continuous functions on the common dual varies 2 smoothly with t, even at t = 0; (d) K theory is cohomological in nature, and it is homotopy-and Morita-invariant.
Point (a) is the part most obviously related to the work in [1] , and (d) does not depend on the group under consideration; what I am going to argue below is that the part of (a) related to minimal K-types is indeed true, and that in spite of the non-uniqueness of minimal K-types in the real case, the details Higson gave for (b) and (c) can be carried over to real reductive groups without any pain. What is perhaps most surprising in the results of this note is that one should meet no obstacle on the way from complex groups to real groups except those which come from the non-uniqueness of minimal K-types (and which are very easily overcome here).
This note is organized as follows. Section 2 below deals with (a) by proving the assertion about minimal K-types. Section 3 deals with (b); it follows [10] closely − because the subquotients to be defined have a slightly more complicated dual, I merely add some observations furnished by the Knapp-Zuckerman classification of tempered representations and Vogan's results on minimal K-types. Sections 4 and 5 complete the proof of the Connes-Kasparov isomorphism by showing that the results of [10] related with (c) and (d) actually hold without any substantial modification. ⋆ χ (see [1] , section 3.2). We shall need Vogan's notion of minimal K-type; let me introduce a bit of notation. If G is a reductive Lie group in Harish-Chandra's class and K is a maximal compact subgroup in it, once a maximal torus T is fixed in K and a positive root system is chosen for the pair (k C , t C ), Vogan defines a partial ordering onK: if ρ is the half-sum of positive roots with respect to the given ordering, then writingλ for the highest weight of an element λ inK and ⟨⋅, ⋅⟩ for the inner product inherited from the Killing form, the K-types can be partially ordered according to the value of λ K ∶= ⟨λ + 2ρ,λ + 2ρ⟩. 3 Vogan proved that if M is a reductive group and K M a maximal compact subgroup in M , then by considering the map which associates its minimal K M -type to an irreducible tempered representation of a reductive group M which has real infinitesimal character, one obtains a bijection onto K M . Returning to a Mackey datum (χ, µ), one can then define an irreducible tempered M χ -module with real infinitesimal character and minimal K χ -type µ, say V Mχ (µ). 4 We can then set
where ρ is the half-sum of positive roots of (g, a χ ) for the ordering used to define N χ (a realization tailored to our purposes, the "induced picture", will be recalled in section 3.2.4 below).
The starting point for [1] is that M 0 defines a bijection between the set of equivalence classes of Mackey data and the unitary dual of G 0 , while M defines a bijection between the same set and the reduced dual of G.
Remark. In [1] , I stayed within the class of linear connected reductive groups with compact center, for fear of using too large a class of reductive groups (since the geometry and Killing-form-induced curvature of G K played a key role in [1] , it was best for that space to be a riemannian symmetric space with negative curvature). However, the definition of the above map betweenĜ r and G 0 goes through if the assumption on the center is dropped. The proof that this map provides a bijection betweenĜ r andĜ 0 (which, besides Vogan's results, only uses the Knapp-Zuckerman classification of irreducible tempered representations of linear connected reductive groups with compact center) extends to groups with arbitrary center in an obvious way − one needs only factor both G and G 0 by the vector part of their center. As a consequence, what I just recalled does define a bijection betweenĜ r and G 0 when G is linear connected reductive. What I am about to say of the Connes-Kasparov isomorphism will also hold for that class of groups.
This bijection is compatible with minimal K-types
2.1. Proposition. When δ is a Mackey datum, the minimal K-types of M(δ) and those of M 0 (δ) coincide.
Let me first note that as a K-module, M 0 (χ, µ) is isomorphic with Ind Proof. The definition of induced representations shows that M (χ, µ) is isomorphic, as a K-module, with Ind
, and since α must appear with multiplicity one in Ind K Kχ V(µ) Kχ , µ 1 must appear with multiplicity one in V(µ) Kχ . Because the latter has only one minimal K χ -type, µ 1 Kχ must be greater than µ K .
If α were a minimal K-type in Ind Let then α 1 inK be a minimal K-type in Ind Kχ , and that cannot be the case because α is already a minimal K-type there.
We end up with α 1 inK and µ 1 in K χ such that
This seems to trigger an infinite recursion, because the same argument can be used with (α 1 , µ 1 instead of (α, µ); however, there are not infinitely many K-types which are strictly lower than α. Thus there cannot be any minimal K-type in M (χ, µ) which is not also a minimal K-type in Ind K Kχ (µ): that is Lemma 2.1.1.
Lemma.
Suppose M AN is a cuspidal parabolic subgroup of G, and µ 1 , µ 2 are inequivalent irreducible K ∩ M -modules. Then the representations Ind
Proof. When V(µ 1 ) and V(µ 2 ) are in the discrete series of M , this follows from Theorem 3.6 in [27] (see also Theorem 1 in the announcement [25] , and of course [26] ). In the other cases, this actually follows from the same result, but I need to give some precisions.
Let me assume that both V(µ 1 ) and V(µ 2 ) are either in the discrete series or nondegenerate limits of discrete series. Then both Ind G M AN (V(µ 1 )) and Ind G M AN (V(µ 2 )) are irreducible constituents of some representations induced from discrete series, from a larger parabolic subgroup if need be (see [15] , Theorem 8.7). If Ind
) as an irreducible constituent, it contains it with multiplicity one, and the set of minimal K-types are Ind
is the disjoint union of the sets of minimal K-types of its irreducible constituents (which are finite in number): see Theorem 15.9 in [14] . If Ind G M AN (V(µ 1 )) and Ind G M AN (V(µ 2 )) are constituents of the same representation induced from discrete series, then the lemma follows; if that is not the case we are now in a position to use Vogan's result to the two representations induced from discrete series under consideration (Vogan's disjointness-of-K-types theorem is true of reducible induced-from-discrete-series representations). Now, if V(µ 1 ), in spite of its real infinitesimal character, is neither in the discrete series of M nor a nondegenerate limit of discrete series, there is a smaller parabolic subgroup M ⋆ A ⋆ N ⋆ and a discrete series or nondegenerate limit of discrete series representation ǫ 1 of M ⋆ such that Ind
The proposition is now established. Let me record here a simple consequence of the very first steps in the proof.
Corollary.
In each irreducible representation of G 0 , every minimal K-type occurs with multiplicity one.
Proof. Induction is compatible with direct sums, so as a K-module,
withM induced from a (quite reducible) K χ -module; as we saw in Lemma 2.1.1, none of the minimal K-types of M (χ, µ) can occur inM , and the corollary follows.
2.3. Remark. C. Y. George considered the tempered dual of SL(n, R) and its Cartan motion group in his thesis [8] . In Chapter 4 there, he describes a set of conjectures which build a bijection betweenĜ r and G 0r by requiring that it preserve minimal K-types. Proposition 2.1 shows that his conjectures are true and that the bijection they define coincides with that in [1] .
3 Some distinguished subquotients of group C*-algebras
Notations on matrix coefficients
• When λ is an element in the unitary dual of a compact group K, I shall write d(λ) for the dimension of the irreducible K-modules with that equivalence class.
• Suppose V λ is an irreducible K-module with equivalence class λ, and write ⟨⋅, ⋅⟩ for a K-invariant inner product on it. When v is a nonzero vector in V λ , I set
Note : When K is connected, the highest-weight vectors cut out a privileged onedimensional subspace, and any unit highest-weight vector can be chosen for v, yielding a canonical choice for the corresponding matrix element; that is what Higson does in [10] . Because of a slight difference between the situation for real groups and that for complex groups, it will later be useful to choose the vector a bit differently and reassign the name: the rather heavy notation comes from that slight difference.
• I now take up some notations from Higson's paper. Suppose G is a connected unimodular Lie group, K is a compact subgroup, s is a smooth function on K and f is a smooth and compactly supported function on G. Choose a Haar measure on G and define two convolutions between s and f , two smooth and compactly supported functions on G, as
Now suppose K is a compact Lie group, K 1 is a closed subgroup, (V, τ ) is an irreducible representation of K with orthonormal basis {v α } and W is a K 1 -invariant irreducible subspace of V . Write e αβ for the matrix element 
(for the second equality, it is to be assumed that v α , v β and v γ lie in W ). We also note that e αβ (k) = e βα (k −1 ) for all k.
3.2 Subquotients of the reductive group's algebra 3.2.1. The definition.
Let us return to the notations of section 2.1. Define a set K ⊂ finite subsets ofK by declaring that C is in K when there is an irreducible tempered representation of G whose set of minimal K-types is C . Note that in this case, ⋅ K takes the same value on all the elements of C .
We are going to associate a subquotient of the reduced C * -algebra C 
in such a way that
• if the value of ⋅ K on C p is (strictly) smaller than that on C q , then p < q,
• if the values of ⋅ K on C p and C q agree but the number of elements in C p is (strictly) larger than that in C q , then p < q.
As soon as we choose choose an arbitrary nonzero vector v λ in an irreducible K-module with class λ for each λ, and define a matrix element p λ = p of the notational inconveniences encountered below.
A key lemma.
Recall that minimal K-types occur with multiplicity one in irreducible tempered representations of reductive Lie groups. Suppose λ is inK and π is an irreducible tempered representation of G, say on H, containing λ as a minimal K-type. Then for every vector v in the subspace of H carrying the K-type λ, p v λ defines a projection in the multiplier algebra of C[p], and the projection π(p v λ ) has rank one.
Lemma (Lemma 6.1 in [10] ). Let C be a C * -algebra and p be a projection in the multiplier algebra of C. If for every irreducible representation π of C the operator π(p) is a rank-one projection, then
• pCp is a commutative C * -algebra;
• the dualĈ is a Hausdorff locally compact space;
• The map a ↦â from pCp to C 0 (Ĉ) that is defined by
is an isomorphism of C * -algebras. I need to introduce some additional notations. Choose an family P 1 , ...P r of nonconjugate cuspidal parabolic subgroups in G, with one element for each conjugacy class of cuspidal parabolic subgroups. Write M i A i N i for the Langlands decomposition of P i , and K i for the maximal compact subgroup K ∩ M i in M i . Anticipating the need for further notation, let me take this opportunity to write M p i for exp G (m i ∩ p) and to recall that the Iwasawa map from K × (m i ∩ p) × a i × n i to G is a diffeomorphism (I use the obvious notation for the Lie algebras here). Now, define a linear ordering K i = {λ 1 , λ 2 , ...} in such a way that if λ n K i < λ m K i , then n < m. By discrete parameter, I will now mean a couple (i, n) with i in {1, ..r} and n in N. Here is the fact on the dual of C[p] which I shall use:
Lemma. Let C be an element of K . There exists a discrete parameter (i 0 , n 0 ) and a subsetâ[p] of a ⋆ i 0 which intersects every Weyl group orbit at most once, such that
• V M i 0 (µ n 0 ) is a discrete series or nondegenerate limit of discrete series representation of M i 0 ,
• Every irreducible tempered representation of G whose set of minimal K-types is C is equivalent with exactly one of the
• For every χ inâ
This identifies the dual of C[p] withâ[p]
as a set; we shall see that whenâ[p] is equipped with the topology that it inherits from Euclidean space, the identification becomes a homeomorphism.
Example. It might be useful to recall here that when G = SL(2, R), the spherical principal series representation with nonzero continuous parameter have the same minimal K-types as the (irreducible) spherical principal series representation with continuous parameter zero, but that the nonspherical principal series representation with nonzero continuous parameter have two distinct minimal K-types and the nonspherical principal series representation with continuous parameter zero is reducible. So in that caseâ[p] is either a closed half-line, an open half-line or a single point. In generalâ [p] consists of an open Weyl chamber in a subspace of a, together with part of one of its walls, and that part is itself stratified analogously until one reaches a minimal dimension (which might be zero, but might not). Note that with the topology inherited from that of the Euclidean space a ⋆ ,â[p] is Hausdorff and locally compact.
An explicit formula for the isomorphism in Lemma 3.2.2.
Suppose a discrete parameter (i 0 , n 0 ), and thus a class C = C p , are fixed, and let us start with χ inâ[p].
In the Hilbert space V n 0 for a representation σ n 0 whose equivalence class is V M i 0 (µ n 0 ), consider the K i 0 -isotypical subspace W which corresponds to the K i 0 -type µ n 0 , and choose a basis {v α } for it.
Let us choose one λ p in C p . Since p will remain fixed until the end of section 4, I will remove the subscript p from λ. let me use the notation H χ i 0 ,n 0 for a Hilbert space carrying Ind
iχ+ρ in the usual induced picture: the completion of
in the norm associated to the inner product
write π n 0 χ for the usual morphism from G to the unitary group of H
, say V , into K i 0 -invariant parts, Frobenius reciprocity says the K i 0 -type µ n 0 appears exactly once. Fix a K-equivariant identification between the corresponding K i 0 -irreducible subspace and W , writeṽ for the vector in the λ-isotypical subspace V which the identification assigns to any v in W . Now, choose an arbitrary v 0 in W (for notational "convenience", I shall assume that it is one of the v α ), and let me introduce a matrix coefficient of our irreducible K-module of type λ as p λ = p v 0 λ = k ↦ ⟨ṽ 0 , π n 0 χ (k)ṽ 0 ⟩ (so although I am suppressing the superscript again, this time I choose a vector in W rather than any nonzero element the λ-isotypical subspace: for complex groups the two choices could be made to coincide because the natural choice was the highest-weight vector which automatically did lie in W , but that is a priori not the case here). Note that the smooth function on K which we just defined actually does not depend on χ.
Henceforth I shall assume that it is this matrix element that is chosen in the definition of J[p] and C[p].
The projection π n 0 χ (p λ ) has rank one, and to make Lemma 3.2.2 explicit, I shall now imitate what Higson did in the complex case, and use the calculations he made for the Cartan motion group. A first step is to identify the range of π n 0 χ (p λ ). Define a function from K to W as
We can define a vector in the representation space H χ i 0 ,n 0 by extending ζ n 0 χ to G, setting
Lemma. The operator π(p λ ) on H χ i 0 ,n 0 agrees with the orthogonal projection on ξ n 0 χ . This is easily proved using the formula for the action of K and the inner product on the representation space, and a repeated application of the Schur-Weyl orthogonality relations. Now putf
as soon as f is a smooth and compactly supported function on G.
, and given the definition of π n 0 χ (f ), we see that
. This is a first step in making Lemma 3.2.2 explicit, and if I add thatf [p] is continuous and vanishes at infinity as a function of χ (this will be obvious from the calculation below), I can summarize this in the following analogue of Lemma 6.10 in [10] .
Proposition A. By associating to any smooth and compactly supported function f on G such that
A consequence which I already mentioned is that the assignation identifies the dual of
It will be important later on to have a completely explicit formula forf [p], so I shall now record a closed form for (3) which will be useful in section 4.2 below.
Write α 0 for the one α such that
The proof consists in expanding on (3) by simple calculations which closely follow those on page 15 of Higson's paper. We start from the fact that ⟨ξ n 0 χ , π n 0 χ (g)ξ n 0 χ ⟩ = K ⟨ξ µn 0 χ (k) , ξ µn 0 χ (g −1 k)⟩dk; after a change of variables g ← g −1 k, and inserting the necessary normalizations to have the e αβ appear, we find
in which the stars are convolutions over K. To relate this to (4) we need to have the d αβ enter the formula in place of the e αβ . We use (2) to observe that
because of our hypothesis on f this is equal to d αα 0 ⋆
To get two convolutions on the right of f instead of one on each side of f , we shorten the above formula by writing Γ n 0 αβ (m) for ⟨v α , σ(m −1 )v β ⟩, and we use the structure properties of the parabolic subgroup P i 0 , along with the fact that χ is K χ -invariant, thus K i 0 -invariant because of the last point in Lemma 3.2.3, to obtain
(between the first and second line, we used the fact that M i 0 centralizes A i 0 ; between the second and third line, we used the fact that K i 0 is contained in M i 0 , and thus leaves A i 0 invariant and normalizes N i 0 , to perform the change of variables m ← k
The lemma is now proved.
Remark. Though the calculations are very close to those Higson needed for the Cartan motion group, the presence of a noncompact part in M i 0 makes the dependence of the transformf [p] on p less simple than it was for complex groups. But we shall see that the more complicated terms will actually vanish as we perform the contraction to the Cartan motion group.
3.3 Subquotients of the Cartan motion group algebra 3.3.1. I will use the notations of sections 3.1 and 3.2 here. Define a closed ideal in the reduced C ⋆ algebra C ⋆ r (G 0 ) by setting, as before,
and a subquotient of C ⋆ r (G 0 ) by setting
As before, the dual of C We shall now use Lemma 5.8 in [10] : we extend χ to p by setting it equal to zero on the orthogonal of a χ , we setf
as soon as f is a smooth and compactly supported function on G 0 , and realize M 0 (χ, µ p,χ ) as the completion H 0 of
in the norm induced by the scalar product between restrictions to K. We write π 0 χ,µ for the G 0 -action on induced by left translation. Now, let us return to semisimple groups for a second. When the λ p -isotypical subspace V of H χ i 0 ,n 0 is viewed as a K-module, then it must contain the K χ -type µ exactly once as before because the class of π n 0 ,χ inĜ r is M(χ, µ p,χ ); as a consequence, we can obtain a unit vector ζ pχ in H 0 by copying the definition of ζ n 0 χ (the only difference is that what W stands for has changed).
The projection π 0 χ,µ (p λ ) has rank one because of Corollary 2.2. As detailed in Lemma 5.8 of [10] , it agrees with the orthogonal projection on ξ p,χ , and the condition Proposition. By associating to any smooth and compactly supported function f on G 0 such that
Deformation of the reduced C*-algebras and subquotients
This section will be very close to sections 6.2 and 6.3 of [10] ; yet, the presence of a noncompact M in the parabolic subgroups which give rise to (4) will make it necessary to follow the matrix elements ⟨v b , σ n 0 (m −1
) [v a ]⟩ through the deformation, and this will lead me to slight changes of notation. Because the setting used in [1] is appropriate for the necessary adaptation, it will be easier for me to define the deformation {G t } to make it coincide with that in [1] .
The continuous field of reduced group C ⋆ algebras
Let me recall the setting used in [1] : there I worked with a family {G t } t∈R of groups, together with an isomorphism ϕ t ∶ G t → G for each t ≠ 0. For every t ∈ R, the group G t was equal as a topological space with K ×p, and there is a natural smooth family of measures on K ×p giving a Haar measure for each group. Now let me set
There is a natural bijection
which is the identity on G 0 and sends g t ∈ G t to (ϕ t (g t ), t) ∈ G × R × . Higson recalled on pages 18-19 of [10] how G 0 ∪ (G × R × ) has a natural structure of smooth manifold; using the above bijection, we transfer this structure so that G becomes a smooth manifold, too.
We can consider the reduced C ⋆ algebra of each G t once we equip G t with the Haar measure in the family mentioned above.
Since we chose the manifold structure on G to make it diffeomorphic with the version used in Higson's paper, lemma 6.13 in [10] shows that the field {C Once we insert this, as well as the relationship between σ
Subquotients of the continuous field and their spectra

