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Abstract 
This paper presents a new framework for multivariate data analysis, based on graph theory, using intersection graphs [1]. 
We have named this approach DAIG  Data Analysis with Intersection Graphs. This new framework represents data vectors 
as paths on a graph, which has a number of advantages over the classical table representation of data. To do so, each node 
represents an atom of information, i.e. a pair of a variable and a value, associated with the set of observations for which that 
pair occurs. An edge exists between a pair of nodes whenever the intersection of their respective sets is not empty. We show 
that this representation of data as an intersection graph allows an easy and intuitive geometric interpretation of data 
observations, groups of observations, and results of multivariate data analysis techniques such as biplots, principal 
components, cluster analysis, or multidimensional scaling. These will appear as paths on the graph, relating variables, 
values and observations. This approach allows for a compact and memory efficient representation of data that contains 
many missing values or multi-valued attributes. The basic principles and advantages of this approach are presented with an 
example of its application to a simple toy problem. The main features of this methodology are illustrated with the aid 
software specifically developed for this purpose. 
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1. Introduction 
The widespread use of information technology has led to a dramatic increase in the availability of raw data, 
which in turn has driven the need to use new and more powerful multivariate data analysis techniques. One of 
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the trends is the importance given to analysis of categorical data using graph theory, as can be seen in [2] and 
[3].  
The use of graphs for multivariate data analysis is not new. In [4] random graphs are used to interpret results 
of multivariate data analysis, in particular cluster analysis. Here, nodes represent objects/observations and the 
existence of an edge between two nodes depends on the associations detected between those nodes by cluster 
analysis methods. The vast majority of graph-based data analysis techniques use this type of approach, e.g. [5, 
6]. In [7] the concept of Formal Concept Analysis is developed, based on the algebraic concept of lattice, and 
the associated graphs. Here, variables are related with objects / observations using the concept of formal 
context. In [8] Association Graphs are used to represent conditional associations among variables. In [9-11] 
graphical models are developed to represent conditional independence amongst variables using graphs. In those 
approaches, nodes correspond to variables, and edges are added to relate concepts, in [7] for example, or when 
there is conditional dependence amongst variables, in [9-11]. A different way to use graphs for data analysis is 
presented in [2], where bipartite graphs are used. In this approach some nodes are observations while others are 
variables. Another example of the use of graphs in data analysis is given in [12] where the graphs are used to 
segment images. In this approach the vertices are data elements (pixels, lines, etc), and edges are the relations 
amongst these elements. The graphs obtained are clustered with well known algorithms. More recently, [13] 
developed a graph-based semi-supervised learning algorithm but, once again, the nodes are observations and 
the edges represent relations amongst them. In none of these approaches are graphs defined using variable-
values pairs. In [22] new algorithms to detect cliques in graphs are presented. 
The computational advantages and disadvantages of using graph-based approaches to clustering have been 
discussed in [14, 15], but it must be noted that in those cases the issue is clustering the graphs themselves. That 
is not the case in this paper: graphs are not clustered, but are the means used for clustering other data. 
This paper presents a new framework for multivariate data analysis, based on graph theory that uses 
intersection graphs to store the data. We have named it DAIG: Data Analysis with Intersection Graphs, and it 
was first proposed in [16]. This approach to data analysis breaks away from the traditional table/matrix based 
representation of data, and uses intersection graphs as the basic representation. In this approach, nodes are not 
observations nor variables, but sets of observations corresponding to pairs of (variable, value). These nodes are 
named atoms. We will try to show that this approach, which is very different from previous graph-based 
approaches, can in some cases be more flexible and powerful than tables, and can make good use of the 
extensive recent work on graph theory. 
To illustrate what DAIG is, we shall use an example taken from the well known zoo dataset from the UC-
Irvine Machine Learning Repository [17], that is composed of 17 characteristics of 101 different animals. Most 
of these characteristics (15 of them) are binary: hair, feathers, eggs, milk, airborne, aquatic, predator, toothed, 
backbone, breathes, venomous, fins, tail, domestic, catsize. One of the characteristics, the type, is categorical 
(mammal, bird, fish, etc). The last characteristic is a quantitative discrete variable (number of legs) that can be 
treated as categorical since it only has a small number of distinct values. 
2. Formalization of DAIG 
The main building blocks, or atoms, for our representation of data are sets of observations corresponding to 
pairs of (variable, value). When the input data is in the form of a table with n rows and p columns, an 
observation oi  characteristics or variables Xj (j = 1...p), each with a 
particular value xij. We can thus represent the observation oi by p pairs of the form (Xj= xij), (i=1...n; j=1...p), 
called atoms. Using these atoms as nodes of a graph, and since these atoms are connected in the sense that they 
form an observation, we connect them with edges, as can be seen in figure 1.  
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Fig. 1. Tabular and data graph representation of an observation. Each node of the graph is the set of observations for which a specific 
variable has a specific value. Two nodes are connected by an edge if the corresponding sets have a non empty intersection. 
On this data graph, an observation or object is a clique, i.e., a set of nodes/atoms that are mutually 
connected. 
Let us see a practical example. Suppose we observe 3 characteristics of a chicken, and present them in the 
-clique, as seen in figure 2.  
As more observations are made, their representation can be added to the graph. There are various ways to do 
this, and, depending on what sort of data analysis is desired, we may prefer one or the other. When we have 
various observations, these will probably share some atoms, i.e., some observations will have the same values 
for the same variable. This information may be explicitly recorded by each atom (node) associating with it the 
list of the observations that contain them, as seen in figure 3. This graph is an intersection graph [1], because 
the edges correspond to non-empty intersections of the sets of observations that form the nodes. 
j, value vj)  meaning that object i 
has the value vj for variable Xj - all that has been said before applies. The only difference is that, now, each 
observation corresponds to a single atom. 
We may or may not associate weights to the edges of this intersection graph, depending on the objective. 
When necessary, those weights can be defined as a function of sets corresponding to adjacent nodes. 
Those weights may be, for example, the cardinality of the intersection of those sets. Another way of defining 
weighs may be using the function f (a,b) = | a  b|2 / |a| * |b| where a and b are the sets defining the adjacent 
nodes. This function corresponds to the proximity measure P(a|b) * P(b|a), which can be useful in many 
analysis  [16], and which we named affinity. 
Thus, depending of the objective, after adding various observations, we will have: 
 An intersection graph, where each node has an associated set of observations. This is the preferred 
representation because it retains all the information about individual observations, and thus allows all sorts 
of analysis to be performed. 
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Fig. 2. Tabular and data graph representation of chicken .The concept {Chicken} is represented by the clique {No fins, Two legs, 
Domestic}. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Data graph of a set of observations. 
 A weighted intersection graph, where ach edge has an associated weight. For example, the weight may be 
the number of co-occurrences of the atoms in the observations | a  b | or any other function as convenient 
for the objective of the study. 
 
When the input data is in the form of a table with n rows and p columns, the minimum degree of each node 
is the number of variables minus one. However, it can be less if there are missing values. Generally, the degree 
will be greater than the number of variables, since different observations will have different values for the other 
variables. Even if the graph represents a single observation, the degree of a node can be greater than the number 
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of variables minus one if there are multivalued variables, i.e., there is more than one value for a given variable. 
It must be stressed that each node/atom in this intersection graph is a simple concept. The meaning of that 
concept is represented both by intent, using the pair (Variable, value) as in (Legs, 0), or by extent, using the set 
of objects for which (Variable = value) as in {Carp, Catfish, Clam, Worm}. In both cases, the concept is the 
same (zero legged animals). What changes is the expression of its meaning, not the meaning itself. 
3. Some useful consequences and techniques 
The proposed framework leads to many useful results and allows for efficient implementations of data 
analysis techniques. One of those implementations can be seen in [16] where this framework has been used to 
suggest interpretations of concepts discovered with biplots [18, 19]. See 3.6. Each node or path in the 
intersection graph corresponds to a concept described by intent. For example, the path (Legs = 4) and (Fins = 0) 
that form this path have a non-empty intersection, that intersection is the extent (i.e. enumeration) of the 
corresponding complex concept, which in this case would be {Goat}. In this case, that path is part of a clique. 
Otherwise, when the nodes along the path have an empty intersection, as in (Fins = 1) and (Legs = 4), the 
concept has no support in the data. Let us now see some of the useful techniques and results developed for this 
framework. 
3.1. Representing tables in DAIG 
Intuitively, the construction of the data structure for DAIG is just like a chemical analysis. An observation is 
broken down into its constituting atoms. For each variable that characterizes the observation, the existing graph 
is updated by adding the label of the new observation to the node that corresponds to its value. Edges will be 
added to the other nodes that compose the observation, if necessary. The edges can always be added later by 
finding non-empty intersections of the nodes. The weights of those edges can also be computed, since they are 
a function of the cardinality of those intersections. Adding the edges as the observations are introduced has the 
advantage of reducing the computing time, since it avoids computing empty intersections. 
On this intersection graph, a complex concept with support in data is represented as a non-empty 
intersection path, and can be seen, intuitively, as a compound molecule composed of distinct atoms/nodes. 
3.2. Data objects and cliques 
As stated previously, if observations are characterized by p variables, they are p-cliques in the intersection 
graph. It must be noted that in many real problems there are missing values. In this case, if only m < p variables 
where measured for an observation, then the corresponding clique will have lower order. 
A clique in the graph may correspond to an observation, a set of observations, or no observation at all. A p-
clique corresponds to a complete specification of a data observation, and will thus correspond to single datum, 
a set of undistinguishable ones, or a non-existent object. Whether that observation exists or not can only be 
determined by computing the intersection of all the nodes involved. If an empty set is obtained, then no 
observation with all those characteristics was made, meaning that there is no support for the concept in the data. 
A m-clique (with m < p), will be a generalization, or more general concept, since some variables that 
characterize the observations are left out. It is important to note that concepts may be defined in such a way that 
{chicken, goat}, or the edges (domestic=1)  (legs=2) and (domestic=1)  (legs=4), is not a clique in the graph. 
In this case, the concept will be represented by a set of cliques. 
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3.3. Multivalued characteristics 
One of the advantages of DAIG is the ease with which it deals with multi-valued characteristics. These types 
of variables are not very common, but they do occur, and are dealt with in a rather awkward manner by the 
traditional tabular approach. An example of a possibly multi-valued variable is the nationality of a person. 
While most people have a single nationality, it is possible to have 2 or more. While this constitutes a problem 
for some representations, a DAIG will simply add the identifier of the observation to the various nodes that 
correspond to the different nationalities. The variable set will no longer be an independent set, but for most 
graph algorithms that is not important. 
3.4. Sparse datasets 
The proposed DAIG is far more efficient than the traditional table-based representation when there are many 
missing values in the data. This is a situation that is common in real data, for a number of reasons. A table 
based representation has to waste space with non-existing values, while the graph-based representation does 
not: only observed values are stored. Naturally, if desired, the missing values may be coded as special values. 
3.5. Representing k-way contingency tables in DAIG 
Another big advantage of DAIG is the ease with which multiway contingency tables can be represented. A 
cell in a p-way contingency table can be seen as the intersection of p atoms corresponding to the p variables, 
having as absolute frequency the cardinal of that intersection. 
It is then easy to see that a cell in a p-way table is represented on an intersection graph as a p-clique. This 
means that, in DAIG, a contingency table is represented by the set of p-cliques corresponding to its cells. This 
representation means that a contingency table can be visualized in a parallel coordinates graph [20] by the set 
of paths that represent its cells on the corresponding intersection graph. 
An example of this type of analysis is show in figure 4 where the 17-way contingency table of the 101 
animals of the zoo dataset was filtered to show only the edges with a weight of more than 70. The interpretation 
of this sketch is quite intuitive. If desired, the weighs of the edges can be shown or can be coded as thickness of the 
edges. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 Sketch of the data graph of the 17 characteristics of 101 animals, filtered to include only edges with more than 70 occurrences. 
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3.6. Automatic construction of multivariate results descriptions 
One important problem of multivariate data analysis, not yet fully addressed in the statistical literature, is the 
problem of automatic construction of meaningful descriptions of results. When we have multiple analysis, 
relating the different results is even more difficult. 
The results of many multivariate data analysis algorithms are sets of observations whose description is many 
times complex, and not easily conveyed to users or even researchers. For example, let us assume that a given 
clustering algorithm gives us a set of thousands of observations forming one of the clusters. It is important to 
express this set in a short and meaningful way. This can be done giving a statistical summary of the values of 
the objects that belong to that cluster. However, these kinds of expressions ignore a great deal of information, 
and many times are not very intuitive to the average user.  Using DAIG, this problem consists of identifying the 
i.e. the paths that have higher weights or cardinality of interception. 
For example, let us assume that a cluster analysis of the zoo data includes a cluster defined by the following 
set: {Porpoise, Dolphin, Sea lion, Seal, Dog fish, Tuna, Pike, Stingray, Bass, Cat Fish, Chub, Piranha, 
Herring, Haddock, Sole, Sea horse, Sea Snake, Carp }. How can we describe this set using, as descriptions, 
conjunctions of atoms of observed variables? Those conjunctions correspond to intersections of the 
corresponding atoms and, therefore, to paths in the intersection graph. The problem can be approximately 
-empty paths over the 
intersection graph. 
For the present problem a possible solution, supplied by the DAIG software would be the automatically 
generated description (Fins = 1) And (Toothed =1) having a support almost coincident with the set to describe. 
4. A computer implementation and application 
A data-analysis program has been developed using the DAIG framework. The program was originally 
developed as part of a PhD thesis [16], and improved versions [21] have been used to analyze maintenance data 
of ships. 
The main purpose of this program  that can be downloaded from http://www.isegi.unl.pt/docentes/ 
/vlobo/Projectos/projectos.htm  is to illustrate the features of this representation and to show how this 
approach enables us to easily perform some functions of multivariate data analysis.  
The main features of the software are: 
 Represent data as an intersection graph using the variables selected by the user. 
 Filter the intersection graph leaving only edges with cardinality above some threshold defined by the user. 
 Generate the graphical representation of the current intersection graph, based on an interaction with the 
WinGraphviz library from AT&T Research (www.graphviz.org/Credits.php). 
 Compute the distribution of th  
  
 Automatically construct conjunctive expressions as best fit approximations  in the sense of affinity  of the 
meaning of arbitrary concepts given by lists of individuals. 
 Construct k-way contingency tables and graphically represent them as intersection graphs. 
 
A screenshot of the opening window is presented in figure 5. From that screen the user may choose 4 
options: 1- Open a data file and convert it to DAIG; 2- Perform a statistical analysis of the data; 3- View and 
analyze the DAIG graph; and 4-View contingency tables. 
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Fig. 5 Screenshot of the opening window of the DAIG software. 
In the DAIG graph window (see figures 6 and 7) we may construct and study the intersection graph, the 
distributions of degrees, edge weights, affinity indexes, and automatically obtain conjunctive expressions as 
approximations of concepts given by lists of observations.  
Figure 6 shows that for the data set Zoo (101 rows and 17 variables) there are 43 atoms some of them are 
shown. For example, atom Fathers = 1 has a cardinal 20 and the corresponding support set are animal identified 
by numbers in the set {12, 17, 21, 22, 24, 34, 38, 42, 44, 57, 58, 59, 60, 72, 79, 80, 84, 88, 96, 101}. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Main DAIG analysis window, showing some atoms corresponding to the variables Hair, Feathers, Eggs, Milk, Airbone, Aquatic and 
Predator. 
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Figure 7 shows information about the edges with cardinal over the threshold 10. From this window we can 
plot the data intersection graph, as seen in figure 4. When plotting, it is useful to filter edges or nodes, which 
may be done dynamically with this software. In as seen in figure 4, for example, only the edges that have a 
weight of more than 70, i.e., all pairs of characteristics that co-occur in more than 70 of the 101 animals of the 
dataset are shown. 
The program was written in Borland Delphi using dynamic structures to implement the data graph, and uses 
the public domain Graphviz library to plot the graphs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 Main DAIG analysis window, some edges connecting the atoms of variables Feathers and Airborne to other atoms. 
6. Conclusion 
An alternate way of looking at data analysis was presented and explained. This approach is based on graph 
theory, representing data as an intersection graph. This provides an environment for reasoning geometrically 
about data and concepts, using common intuition. It also provides a powerful mathematical framework, since it 
allows data analysis to be made using graph theory algorithms. 
The main difference between this approach and other graph based data analysis techniques is that nodes are 
elementary concepts whose meaning is indivisible. This meaning is given by intent as a pair (Variable, value), 
or by extent as the set of observations for which that variable has that value. The intersection graph is obtained 
with these sets. A path of length k corresponds to the conjunction of the nodes (elementary concepts) that form 
it, and is thus a complex concept. Any set of observations with the same values for k variables, is represented 
by a k-clique. In particular a single observation (or datum) with p characteristics is represented by a p-clique. 
This representation has several advantages over other approaches, such as avoiding non-structural missing 
values, providing an easy representation of multivalued variables, and a geometric representation of k-way 
contingency tables. 
To test the validity of this approach, a prototype program has been developed. This software proved to be 
useful in practical situations. 
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