Abstract. Given a subset S ⊆ P, let P(S; n) be the number of permutations in the symmetric group of {1, 2, . . . , n} that have peak set S. We prove a recent conjecture due to Billey, Burdzy and Sagan, which determines the sets that maximize P(S; n), where S ranges over all subsets of {1, 2, . . . , n}.
and P(c) = #P(c). For instance, if σ = 2 6 5 1 4 3, we have pc(σ) = {2, 3, 1} and thus σ ∈ P(2, 3, 1). Note that if S = {i 1 < i 2 < · · · < i k } is a subset of [n] then P(S; n) = P(c) where c is defined as above. For instance, we have P({2, 5}; 6) = P(2, 3, 1). The size of a composition is the sum of its parts. In the sequel, we say that a composition c is maximal if P(b) ≤ P(c) for any composition b having the same size as c. The following result has been conjectured by Billey, Burdzy and Sagan. Theorem 1.1. For n ≥ 1, let C * (n) denote the set of maximal compositions of n. For ℓ ≥ 2, we have
• C * (3ℓ) = {(3 ℓ ), (4, 3 ℓ−2 , 2)}, • C * (3ℓ + 1) = {(3 s , 2, 3 t , 2) : s ≥ 1, t ≥ 0, s + t = ℓ − 1}, • C * (3ℓ + 2) = {(3 ℓ , 2)}.
Equivalently, for n ≥ 6, the sets that maximize P(S; n) are
• if n ≡ 0 (mod 3), {3, 6, 9, . . .} ∩ {1, 2, . . . n − 1} and {4, 7, 10, . . .} ∩ {1, 2, . . . n − 1},
• if n ≡ 1 (mod 3), {3, 6, 9, . . . , 3s, 3s + 2, 3s + 5, . . .} ∩ {1, 2, . . . n − 1} with 1 ≤ s ≤ ⌊ n 3 ⌋ − 1, • if n ≡ 2 (mod 3), {3, 6, 9, . . .} ∩ {1, 2, . . . n − 1}.
In the above theorem, exponent just indicates iteration. For instance, (3 2 , 4) is for (3, 3, 4) . We will also determine the cardinality of P(c) when c is a maximal composition. The expressions obtained are extremely simple. 1−ℓ n!, • if n ≡ 2 (mod 3), P(c) = 3 −ℓ n!.
Our proof of Theorem 1.1 is essentially based on some comparison lemmas presented in Section 2 and a counting formula for the number P(c) which is efficient when c contains only short patterns of elements distinct from 3. In Section 3, we show that a maximal composition can not have a part greater than 4. In Section 4, we provide further patterns that a maximal composition must avoid. In Section 5, we preset our counting formula from which we deduce Theorem 1.2. Finally, the proof of Theorem 1.1 is completed in Section 6.
Comparison Lemmas
In this section, we provide some comparison lemmas. We first set up some additional terminology. The concatenation of two compositions c 1 and c 2 is denoted by c 1 ⊕ c 2 . For instance, (4, 3, 2) ⊕ (2, 3) = (4, 3, 2, 2, 3). We assume the existence of an empty (with 0 part) composition ǫ such that c⊕ǫ = ǫ⊕c = c. We say that a composition c is admissible if P(c) = ∅. It is not hard to prove the following result. Given a composition c = (c 1 , c 2 , . . . , c k ), we set r ′ c = c if k = 1 and
Considering the reverse of a permutation, we obtain the following result. If x = (x 1 , x 2 , . . . , x k ) and y = (y 1 , y 2 , . . . , y k ) are two sequences of the same length, we write x < y if x i ≤ y i for 1 ≤ i ≤ k and x = y. Proposition 2.3. Let c be a composition of an integer n ≥ 1. Suppose that there exists a composition c ′ of n such that
and there are two indices u, v such that
and thus, a ⊕ c ⊕ b is not maximal.
and thus, c ⊕ b is not maximal.
To simplify the readability of the proof of the above result, we first state a preliminary lemma. In the sequel, a permutation τ = τ 1 · · · τ n of a set S ⊂ P with cardinality n is said to be order-isomorphic to a permutation σ = σ 1 · · · σ n in S n if for 1 ≤ i < j ≤ n, τ i < τ j is equivalent to σ i < σ j .
Proof. We first choose two permutations γ ∈ Ini ·,n1 (c (1) ) and β ∈ Ini ·,n3+1 r ′ (1 + c (3) ) (this choice is always possible since, as it is easily seen, Int ·,n (c) = ∅ for any composition c of n). Then set σ 1 , . . . , σ n1−1 = γ 1 , . . . , γ n1−1 (resp., σ n1+n2+n3 , σ n1+n2+n3−1 , . . . , σ n1+n2+1 = β 1 +n 1 −1, . . . , β n3 +n 1 − 1). We then set σ n1 , σ n1+1 , . . . , σ n1+n2 = τ 1 +n 1 +n 3 −1, τ 2 +n 1 +n 3 −1, . . . , τ n2+1 +n 1 +n 3 −1. It is easily checked that the permutation 3) ) and σ n1 σ n1+1 · · · σ n1+n2 is order isomorphic to τ .
Proof of Proposition 2.3.
(1) Let a and b be two compositions of positive integers r and s such that a ⊕ c ⊕ b is admissible. By our hypothesis, we can consider a family of injections
, such that φ u,v is not surjective. Then, consider the function Γ which associates to a permutation σ ∈ P(a⊕ c⊕ b) the permutation σ ′ defined by σ
r+n is the unique permutation of the set {σ r , σ r+1 , . . . , σ r+n } which is order isomorphic to φ τ1,τn+1 (τ ), where τ is the permutation of [n + 1] which is order isomorphic to σ r σ r+1 · · · σ r+n . It is easily checked that Γ is a well-defined function from P(a ⊕ c ⊕ b) to P (a ⊕ c ′ ⊕ b) which is injective but, by Lemma 2.4, not surjective.
The proof of (2) is easier than and very similar to the proof of (1), and so is left to the reader.
A simple but important consequence of the above result is given in the next section. 
The above result is an immediate consequence of Proposition 2.3 and the two following lemmas.
Proof. (1) Suppose 2 ≤ a ≤ n − 1. A permutation σ in S n is in Int n,a (n) if and only it writes σ = n w 1 1 w 2 a where w 1 is decreasing and w 2 is increasing. There are 2 a−2 choices for w 1 and each choice of w 1 determines uniquely w 2 . The second assertion is left to the reader.
(2a) Clearly, for n ≥ 2, Ini 1,n (n) = {1 2 · · · n}. If b < n and σ ∈ S n with σ 1 = 1 and σ n = b, then σ has at least one peak (the index i such that σ i = n) and thus pc(σ) = (n), whence
, the greatest integer p such that σ 1 < σ 2 < · · · < σ p is less than n − 1 since σ i = 1 for some index i such that 2 ≤ i ≤ n − 1. This implies that p is a peak of σ and thus pc(σ) = (n). Consequently,
Proof. (1a) Clearly, Int n,n−1 (3, n−3) = Int n−1,n (3, n−3). A permutation σ in S n is in Int n,n−1 (3, n−3) if and only it writes σ = n x k w 1 ℓ w 2 n − 1 where w 1 is decreasing and w 2 is increasing, 1 ≤ x < k, 1 ≤ ℓ ≤ k ≤ n − 2 and all the letters of w 1 and w 2 are greater than ℓ. It is easily checked that for each
, then we have σ 3 = n − 1. We classify the permutations σ in Int n,n−1 (3, n − 3) according to the value of σ 2 . If a < k ≤ n − 2, then there are 2 a−2 choices for the permutations σ in Int n,a (3, n − 3) with σ 2 = k. If 1 ≤ k < a and a ≥ 3 (resp., a = 2), then there are 2 a−3 (resp., 0) choices.
(1c) Suppose 2 ≤ a ≤ n − 2. We classify the permutations σ in Int a,n (3, n − 3) according to the value of σ n−1 . If σ n−1 = n − 1, then there are Int a,n−1 (3, n − 3) such permutations. If σ n−1 = n − 1, then σ 3 = n − 1 and there are a − 1 choices for σ 2 . For each choice of σ 2 , there are 2 n−5 corresponding permutations.
(2) It suffices to observe that {1 2 4 3 5 6 · · · n , 1 3 4 2 5 6 · · · n} ⊆ Ini 1,n (3, n − 3).
Proof of Proposition 3.1. (1) Suppose first k ≥ 2. It follows from Lemmas 3.2 and 3.3 that
• for n ≥ 6 and all a, b ∈ [n], we have Int a,b (n) ≤ Int a,b (3, n − 3), and Int 2,n (n) < Int 2,n (3, n − 3), • for n ≥ 5 and all b ∈ [n], Ini ·,b (n) ≤ Ini ·,b (3, n − 3), and Ini ·,n (n) < Ini ·,n (3, n − 3).
Consequently
(2) If k = 1, then a simple counting (see the proof of the above lemmas or [1] ) shows that P(n) = 2 n−1 and P(3, n − 3) = ( n−1 2 − 1)2 n−2 , from which we deduce that P(n) < P(3, n − 3) for n ≥ 5.
Some forbidden patterns in a maximal composition
The 3-factorization of a composition c is the (unique) factorization of c as
where k is the number of parts in c equal to 3 and the compositions c (i) (possibly empty
The purpose of this section is to prove the following result. 
for some k ≥ 1 and some sequence of compositions (x i ) i such that
Clearly, in view of Proposition 3.1 and Fact 2.1, the above result is immediate from the following lemma. from which it results that T(2, 2) < T(4), T(2, 3) < T(3, 2), T(2, 4) < T(4, 2) < T(3, 3), T(3, 4) < T(4, 3), T(4, 4) < T(3, 2, 3).
By Proposition 2.3(2), these inequalities imply that if c ∈ {(2, 2), (2, 3), (2, 4), (4, 2), (3, 4), (4, 4)}, the composition c ⊕ b is not maximal for any b = ǫ. By Fact 2.2, this can be reformulated as follows: if c ∈ {(2, 1), (3, 1), (4, 1), (2, 3), (4, 2), (4, 3)}, the composition a ⊕ c is not maximal for any a = ǫ. Thus, to conclude our proof, it just remains to check that if c ∈ {(2, 4), (4, 2)}, the composition a ⊕ c ⊕ b is not maximal for any a = ǫ and any b = ǫ. Again, by using a computer algebra system, we can explicitly compute the array [Int a,b (5, 2), Int a,b (4, 3)] 1≤a,b≤7 (see Table 1 ) from which it results that for all integers a, b we have Int a,b (5, 2) ≤ Int a,b (4, 3) and (at least) one of these inequalities is strict. By Proposition 2.3(1), this implies that a ⊕ (4, 2) ⊕ b is not maximal for any a = ǫ and any b = ǫ. By Fact 2.2, the same is true with (4, 2) replaced by (2, 4).
Before we end this section, we provide further patterns that a maximal composition must avoid. This, by Proposition 2.3(2), gives the first assertion.
We can even go further with the same method but it will be more convenient and even more simpler to use the tools presented in the next section.
A counting lemma
The purpose of this section is to provide an efficient counting formula for the number P(c) when c is a composition in which the factors of its 3-factorization have a small size. In the sequel, we let |c| denote the size of the composition c. The size of the empty composition is given by |ǫ| = 0. The following is the key result in this section.
Lemma 5.1. Let a and b two compositions. If b = ǫ, then we have
Proof. Given a composition c of a positive integer n and a finite subset F ⊂ P with cardinality #F = n, we let P(c ; F ) be the set of permutations of the set F having peak set equal to F . With this terminology, we have P(c) = P(c ; [n]). Let r and s be the sizes of the compositions a and b, and let
Note that #R a,b is equal to the right-hand side of (5.1). So, to prove (5.1), it suffices to present a bijection between R a,b and P(a ⊕ (3) ⊕ b). This is quite easy.
Consider the concatenation function Γ : R a,b → S r+s+3 defined by Γ(γ, β) = γβ. It is clear that Γ is well defined, injective and Γ(R a,b ) ⊇ P(a ⊕ (3) ⊕ b). We now check that Γ(R a,b ) ⊆ P(a ⊕ (3) ⊕ b). Suppose σ = γβ with (γβ) ∈ R a,b . To prove that σ = γβ is in P(a ⊕ (3) ⊕ b), it suffices to prove that r + 1 and r + 2 are not peaks of σ which is immediate since σ r = γ r > γ r+1 = σ r+1 (r is a peak of γ) and σ r+2 = β 1 < β 2 = σ r+3 (2 is a peak of β).
Repeated applications of Lemma 5.1 leads to the following result the proof of which is omitted.
be a sequence of compositions such that c (k) = ǫ. Then, we have
In the sequel, we will use the following formulas: P(2, 1) = 2, P(3, 1) = 8, P(4, 1) = 24, P(2, 2, 1) = 16, P(2, 2) = 8, P(2, 3) = 24, P(2, 2, 2) = 96, P(2, 4) = 64, (5.3) P(2, 2, 1) = 16, P(2, 2, 2, 1) = 272, P(2, 4, 1) = 288.
The following non maximality criterion is immediate from the above result.
, then c is not maximal.
Corollary 5.4. Suppose c is a maximal composition with at least 3 parts and with 3-factorization
Then, k ≥ 1 and the sequence of compositions (x i ) i satisfies x 0 ∈ {ǫ, (4)}, x k ∈ {ǫ, (2), (2, 2)}, and x i ∈ {ǫ, (2), (4)} for i = 1, . . . , k − 1.
Proof. By Proposition 4.1, we can assume that c = x 0 ⊕ (3) ⊕ x 1 ⊕ · · · ⊕ (3) ⊕ x k with k ≥ 1 and x 0 ∈ {ǫ, (4)}, x k ∈ {ǫ} ∪ {(2 s ) : s ≥ 1}, and
Using a computer algebra system, we obtain 
Moreover, it is easily checked that P((2) ⊕ (2, 2, 2)) < P((2) ⊕ (3, 3)). These inequalities combined with Propositions 2.3(2) and 5.3 imply that x k ∈ {ǫ, (2), (2, 2)}, and x i ∈ {ǫ, (2), (2, 2), (4)} for i = 1, . . . , k−1.
To complete our proof, it remains to prove that if c = a ⊕ ( 
This concludes the proof.
Before we end this section, we prove Theorem 1.2. It is convenient to present a slightly more general result than Proposition 5.3 which is easily derived by an appropriate specialization in Proposition 5.2 and use of the relation P(2, 1) = 2.
Corollary 5.6. For ℓ ≥ 2, s, m ≥ 1, t ≥ 0, we have (1) = ǫ, c (2) = (3) and ℓ 1 = ℓ − 1 gives
which simplifies to (5.7) by using (5.3). Similarly, specializing (5.6) at k = 2, c (1) = ǫ, c (2) = c (3) = (2), ℓ 1 = s and ℓ 2 = t gives
which simplifies to (5.10) by using (5.3). The proof of the other assertions are left to the reader.
Proof of Theorem 1.1
The purpose of this section is to complete the proof of Theorem 1.1. We shall use the following result which is a direct consequence of Proposition 5.2.
be a sequence of compositions such that c (k) = ǫ. Then, for any permutation σ ∈ S k−1 , we have
Combining Corollary 5.4 with the above result leads to the following result. Proof. By Corollary 5.4, we can suppose that c = x 0 ⊕ (3) ⊕ x 1 ⊕ · · · ⊕ (3) ⊕ x s for some s ≥ 1 and some sequence of compositions (x i ) i such that x 0 ∈ {ǫ, (4)}, x s ∈ {ǫ, (2), (2, 2)} and x i ∈ {ǫ, (2), (4)} for i = 1, . . . , s − 1.
(1) Suppose c 1 = 3 and c i = 4 for some i ≥ 2 (i.e., x 0 = ǫ and x j = (4) for some j with 1 ≤ j < s). By (6.1), we can assume that x 1 = (4) (i.e., c 2 = 4). In this case, r ′ c = (4, 2) ⊕ u for u = ǫ and thus, c is not maximal by Lemma 4.2. This contradicts our assumption. Thus c i = 4 for 2 ≤ i ≤ k.
(2) Suppose c 1 = 4 and c i = 4 for some i ≥ 2 (i.e., x 0 = x j = (4) for some j with 1 ≤ j < s). By (6.1), we can assume that x 1 = (4) (i.e., c 3 = 4). In this case, c = (4, 3, 4) ⊕ b for some b = ǫ, and thus, c is not maximal by Lemma 4.3.
(3) Suppose c 1 = c k = 3 and c has at least two parts equal to 2. By (6.1), we can assume that x 1 = x 2 = (2). In this case, c = (3, 2, 3, 2) ⊕ b for some b = ǫ, and thus, c is not maximal by Lemma 4.3.
(4) Suppose c 1 = 3, c k = 2 and c has at least three parts equal to 2. There are two cases: x s = (2, 2) and x s = (2). If x s = (2, 2) (resp., x s = (2)), by (6.1), we can assume that x s−1 = (2) (resp., x s−2 = x s−1 = (2)). In this case, c = a ⊕ (2, 3, 2, 2) (resp., c = a ⊕ (2, 3, 2, 3, 2)) for some a = ǫ. In both cases, c is not maximal by Lemma 4.3.
(5) Suppose c 1 = 4 and x j = 2 for some j with 1 ≤ j < s. By (6.1), we can assume that x 1 = (2). In this case, c = (4, 3, 2) ⊕ b for some b = ǫ, and thus, c is not maximal by Lemma 4.3.
