Abstract. The design of usable yet secure systems raises crucial questions when it comes to balancing properly security and usability. Finding the right tradeoff between these two quality attributes is not an easy endeavor. In this paper, we introduce an original design model based on a novel usability inspection method. This new method, named Security Usability Symmetry (SUS), exploits automata machines theory and introduces the concept of an advanced Multifunction Teller Machine (MTM). We demonstrate, via case study, how to use this model during the design of secure, usable interactive systems.
Introduction
Security has always been an important quality factor in many types of interactive systems including banking software such as Multifunction Teller Machines (MTM). Usability also is required in such systems. However, there is also a common (but false) belief that security is only related to the software systems functionality and that it can be designed independently from usability which only relates to the UI component. In fact, the term UI and the way usability is defined are perhaps major underlying obstacles that explain such erroneous conceptions. Indeed, it gives the impression that the UI is a thin layer sitting on top of the "real" system and that usability can be conceived independently from the other quality factors.
Usability has been defined differently in several standards [1] , [2] , [3] . Each of these standards emphasizes somewhat different sets of usability factors, such as effectiveness, efficiency, learnability, or user satisfaction. Thus, a more comprehensive model of usability should include both process-related and productrelated usability characteristics such as effectiveness, efficiency, satisfaction, security, and learnability. Moreover, Usability is a generally relative measure of whether a software product enables a particular set of users to achieve specified goals in a specified context of use [4] .
On the other hand, "Security Usability" according to [5] deals with how security information should be handled in the UI. Both usability and security can vary depending on the context of use that includes user profiles (i.e., who are the users), task characteristics, hardware (including network equipment), software, and physical or organizational environments [6] . Usability is imperative from the user's perspective (e.g., complete a task correctly without errors that could result in a security problem), from the developer's perspective (e.g., success or breakdown of a system), and from management's perspective (e.g., software with weak security support can be a major constraint to the usability of the system).
A limited amount of work has been done on the usability of security systems and in particular on the intimate relationship that exists between usability and security. The design of usable yet secure systems raises crucial questions concerning how to solve conflicts between security and usability goals. The fundamental question is therefore how to ensure usability without compromising security and vice-versa. Building an acceptable tradeoff is not an easy endeavor. We propose a novel design model named Security Usability Symmetry (SUS) inspection method and the utilization of the Quality in Use Integrated Measurement Model (QUIM) [6] as a model for usability measurement and classification of our advanced MTMs for dealing with this issue in the automata machines domain. We also show, via a case study, how to apply this model during design.
Usability and Security: How to Design a Trade-Off?
Some researchers, as well as other standards organizations, have identified other viewpoints on usability, and have included another usability characteristic, security (Table 1) . Table 1 lists some of the standards where security is included within their IEC 300 [7] It presents software as security-critical.
ISO 13407 [8] It describes human-centered design as a multidisciplinary activity incorporating human factors and ergonomic and technical knowledge with the objective of raising efficiency and effectiveness, improving human working conditions, and opposing possible unfavorable effects of use on human health, security and performance.
International Standards Organization (ISO)
ISO/IEC 9126 [2] It defines security, which is a sub-characteristic, as a set of software attributes which relates to its ability to prevent unauthorized access, whether accidental or deliberate, to programs and data. Federal Aviation Administration (FAA) [9] FAA, 1998 Security is a characteristic of the CHI, which is particularly important in an industrial context. usability model. These standards consider that good usability is a significant condition for human security in critical systems, such as medical apparatus or nuclear power stations [4] . Within our model, we adopted this perception of security.
What exactly usability specialists and software designers have to bear in mind when designing usability for secure systems? Figure 1 models the relationship between usability and security. The key characteristics of the usability problemrepresented via a usability scenario -related to security are briefly described next:
i) It is important to make sure that the users understand what they should do well enough to avoid making potentially high risk mistakes; this is especially important for security mechanisms, since if a secret is left unprotected, even for a short moment, there is no way to ensure it has not been compromised; ii) Security is a secondary goal for many users, a necessary step on the way of achieving their primary goals such as checking their account balance or their email; therefore developers should not optimistically assume that users are motivated to read manuals or look for security rules and regulations; iii) Security concepts might seem self evident to the security developer but are very unintuitive to many users; developers therefore need to put extra effort into understanding the users' mental models and be sure to use concepts the users are familiar with; iv) Feed-back is often used to prevent users from making mistakes, but this is difficult in security since the state of a security mechanism is often very complex and hard to explain to the user; v) Security is only as strong as its weakest component. Therefore users need guidance to attend all security aspects in their usage of the mechanism [10] . vi) Attackers can abuse a system that it is "too" usable but not very secure. For example, European Commission (EC) regulations were fundamentally different from usual banking practices. They forbade fees when converting national currencies to euros (fees would otherwise deter users from adopting the euro); this created a unique fraud context where money could be made by taking advantage of the EC's official rounding rules. A method to protect against such attacks is detailed in [11] . 
Automata Machines as a Tool for Modeling the Relationship
The banking industry pioneered the first wide-scale deployment of self-service automata machines or the Automated Teller Machines (ATMs). A Traditional Automated Teller Machine (ATM) is a device employed by mostly bank users to carry out financial transactions. Usually, a user inserts into the ATM a special plastic card that is encoded with information on a magnetic strip. The magnetic stripe contains an identification code that is transmitted to the bank's central computer by modem. To prevent unauthorized transactions, a personal identification number (PIN) must also be entered by the user using a keypad. The computer then permits the ATM to complete the transaction; most machines can perform limited transactions including for example receiving cash, making deposits, checking account balances, printing checks, printing statements, and other functions: dispense cash, accept deposits, transfer funds, and provide information on account balances. ATMs usually include one or more internal processors which carry out software instructions and enable operation of the machine. Presently most ATM software is proprietary to the particular machine manufacturer. As a result the software which causes one manufacturer's automated teller machine to operate will not operate another manufacturer's automated teller machine. Recently organizations have begun to develop standards related to devices commonly found in ATMs. These standards provide a generally uniform set of instructions for operating each particular type of device which is likely to be found in an ATM (e.g., WOSA-XFS or XFS standard).
As the technology has continued to evolve, a new generation of self service automata has emerged, known as a Multifunction Teller Machines (MTMs), which consists of the best-of-breed of traditional ATMs and the most advanced financial and purchase transactions offered at remote terminals and over the Internet. Where ATMs are really in disadvantage concerning key design factors in relation to MTM's? First, MTMs are conceived to optimize the perceptual and physical needs of the consumer for example features like smaller footprint and graphically enjoyable UIs capitalize on the appeal and adoption of MTMs. Second, time-saving efficiencies and high tech designs can make MTM's a fashionable option for consumers and deployers as well. And finally, the integration of the self-service with human service if needed in a way that optimizes both transactional efficiencies and the user experience.
The good old ATM cannot defeat the new Multifunction Teller Machine (MTM) in several aspects especially in the "transaction" factor. Being capable to perform up to 150 kinds of transactions ranging from straightforward cash withdrawals and deposits, to fund transfer to trading in stocks to purchasing mutual funds or to cash a check using check imaging to something as ordinary as processing the payment of electricity bills, booking air-tickets, purchasing concert tickets and making hotel reservations. A MTM is in effect the next generation of the old ATM, fully integrated cross-bank MTM network (e.g.: Multibanco in Portugal) providing numerous functionalities which are not straightforwardly associated to the management of one's own bank account, such as loading monetary value into pre-paid cards (e.g., cell phones, tolls, service and shopping payments, etc.). In short, it is really all about survival in the marketplace. Any bank or organization that does not provide intelligent self-service choices to their users will be at a competitive disadvantage in its industry, from a cost structure and a user stickiness and loyalty standpoint [12] . A MTM endows users with the capability to control their end-user experience pretty much in terms of the pace and outcome of this experience. ATMs transactions on the contrary are fundamentally static and linear. MTMs on the other hand dynamically reconfigure transactions "on the fly" to coordinate the actions of users, applications, and devices in real-time.
A Case Study: The Credit's Lyonnais French Bank
Within a Credit Lyonnais, French bank branch located at the neighboring of Paris 6 in France, the counter clerk who greeted the local clients have disappeared three years ago. The clerk was replaced by an automaton machine able to carry out 70% of current banking transactions such as money withdrawing, income statements, funds transfers, bill payments, cards orders, profile updating, automaton machine's access with mobile phone, check deposit without envelopes, and other advanced features. From now on, the clients themselves perform their banking operations on the machine.
Usability and Security Scenarios: What Scenarios Are All About?
Although the HCI literature contains plenty definitions of what a task and usability scenarios are, we would like to refine it and also introduce a new definition for a Security scenario according to below (See also Figure 1 ):
o Task Scenario. A task scenario refers to a description of the task at hand including its context of use. According to [1] , the Context of Use (CoU) analysis refers to a broad technique to determine the characteristics of the User, Tasks, and their Environments. The application of the CoU analysis mostly is used as a support to data gather requirements to build the basic components at the early development stages of the application, and also to establish if the end results which consist of effectiveness, efficiency and satisfaction. o Usability Scenario. A usability scenario details a user problem when doing a task in a certain context. Therefore a usability scenario is a problem related to a task scenario, but it should be well known meaning defined in a usability model, standard or evaluation method. o Security Scenario. A security scenario refers to a description of a task scenario which includes the use of a particular security mechanism. A Security Scenario can be tangible or intangible. A Tangible Security Scenario (TSS) includes physical infrastructure such as controlling user's access to buildings and facilities using Biometrics, or sending a silent alarm in response to a threat at a MTM, etc. An Intangible Security Scenario (ISS) includes data or other digital information, for example, a user who enter sensitive information at registration in order to purchase a concert ticket at a MTM. A Security Scenario might be (or not) a combination of TSS and ISS.
According to the Security Scenario, we classify them as indicated by the overall impact of the security risks of the security mechanisms related to the system's owner such as High Security Impact, Moderate Security Impact, and Low Security Impact.
A High Security Impact refers to the confidentiality, integrity, or availability of the security mechanisms, and it may cause severe or catastrophic loss to the owner's system (e.g., authentication credentials like private cryptographic keys, and hardware tokens); a Moderate Security Impact refers to the confidentiality, integrity, or availability of the security mechanisms, and it may cause a moderate loss to the owner's system (e.g., data on internal file shares for internal business use only); and finally a Low Security Impact refers to the impact on the confidentiality, integrity, or availability of the security mechanisms, and it may not cause any significant financial loss, legal or regulatory problems, operational disruptions, etc. to the owner's system (e.g., public cryptographic keys).
Tasks, Usability, and Security Scenarios for MTMs
In this section, we introduce a sample of Task, Usability and Security Scenarios related to our case study according to the table 2. A complete and detailed description of the tasks, security and usability scenarios can be viewed at the following Website: http://www.labunix.uqam.ca/~ha991381/TasksScenarios.pdf 
Scenario:
The card just mentioned improves user convenience since the user doesn't need to carry several cards and usually memorizing different PIN codes. However, it raises the risk if the card is lost or gets stolen, and also if the card is forgotten by the user in the reader of the MTM. Using a one purpose card is more secure, but means the user will need to carry one card for each application which is not so convenient.
Problem: Storage of Information.
Scenario: A multipurpose contactless smart card however puts more sensitive information on the card (i.e., all applications in one card are clearly less secure than one card with one application), and also requires more complex organizational coordination. The risk involved if the wrong person gets access to the card, is much higher. Moreover, contactless smart cards open the door to attacks which exploit over-the-air communication channels in an unsolicited way such as eavesdropping, interruption of operations, covert transactions, and denial of service [13] .
A Usability and Security Design Model for MTM
We propose the use of the Quality in Use Integrated Measurement (QUIM) [6] as a model for usability measurement and classification of MTMs. QUIM brings the best of breed of existing usability standards and models for evaluating usability in a single consolidated, hierarchical model of usability measurement. QUIM is hierarchical model in that it decomposes usability into factors, then into criteria, and finally into specific metrics. In this sense, QUIM follows the IEEE 1061 (1998) standard (Software Quality Metrics Methodology), which outlines methods for establishing quality requirements as well as identifying, implementing, analyzing, and validating both process and product quality metrics [14] , [15] . Also included in QUIM are some emerging usability factors, those identified only quite recently as being important considerations in some contexts. For example, the inclusion of trustfulness and accessibility as usability factors among others.
Usability Factors
The proposed model includes 9 usability factors among the 10 existing in QUIM briefly described as follows: Efficiency. The capability of the software product to enable users to expend appropriate amounts of resources in relation to the effectiveness achieved in a specified context of use; Satisfaction. The subjective response of user while using a software product (i.e., is the user satisfied?); Productivity. The level of effectiveness achieved in relation to the resources (i.e. time to complete tasks, user efforts, materials or financial cost of usage) consumed by the users and the system; Learnability. The features required for achieving particular goals can be mastered; Safety. Whether a software product limits the risk of harm to people or other resources, such as hardware or stored information; Trustfulness. The faithfulness a software product offers to its users; Accessibility. The capability of a software product to be used by persons with some type of disability (e.g., visual, hearing, psychomotor); Universality. Whether a software product accommodates a diversity of users with different cultural backgrounds (e.g., local culture is considered); and finally, Usefulness. Whether a software product enables users to solve real problems in an acceptable way.
Measurable Criteria
Each factor is broken down into measurable criteria (sub-factors). A criterion is directly measurable via at least one specific metric. Definitions of 7 of the 26 existing criteria in QUIM are presented below. These definitions all assume a particular context of use or stated conditions for an application feature. Minimal Action. Capability of the application to help users achieve their tasks in a minimum number of steps; Minimal Memory Load. Whether a user is required to keep minimal amount of information in mind in order to achieve a specified task [6] ; Operability. Amount of effort necessary to operate and control an application; Privacy. Whether users' personal information is appropriately protected; Security. Capability of the application to protect information and data so that unauthorized persons or systems cannot read or modify them and authorized persons or systems are not denied access [16] ; Load Time. Time required for the application to load (i.e., how fast it responds to the user); and finally, Resource Safety. Whether resources (including people) are handled properly without any hazard.
The relations between the 9 usability factors and the 7 usability criteria are described in Table 3 . For example, in our MTM application, the Efficiency factor is assumed to correspond to criteria such as Minimal Action, Operability, Privacy, Resource Safety, and Minimal Memory Load. That is, we hypothesize that efficiency can be measured with metrics associated with the criteria listed for this factor in the table. Looking at Table 3 from the perspective of the criteria, we hypothesize that Minimal Action, for example, is related to at six different factors, including Efficiency, Satisfaction, Learnability, and Accessibility. 
Usability Metrics
A measure or metric is basically a mapping function that assigns a number or symbol to an attribute of some entity [17] . Some metrics are basically functions that are defined in terms of a formula, but others are just simple countable data. Examples of countable metrics include the percentage of a task completed, the ratio of task successes to failures, the frequency of program help usage, the time spent dealing with program errors, and the number of on-screen UI elements. Whereas calculable metrics are the results of mathematical calculations, algorithms, or heuristics based on raw observational data or countable metrics. For example, a formula by [18] for calculating task effectiveness is TE = Quantity × Quality/100 where Quantity is the proportion of the task completed and Quality is the proportion of the goal achieved. The proportions just mentioned are the countable metrics that make up the calculable TE metric. Listed in Table 4 are calculable metrics which may be used in the MTM environment. All these metrics are detailed in QUIM model [6] . Note: For detailed information go to http://www.er.uqam.ca/nobel/d362040/quim.pdf
The Security Usability Symmetry (SUS)
We also propose a new usability and security inspection method called Security Usability Symmetry (SUS), a variant of the Heuristic Evaluation method [19] . It aims to help usability specialists and security designers to design/inspect/evaluate an interactive system to identify any usability and security user problems and check for conformance with its corresponding usability criteria and security aspects mentioned previously for Multifunction Teller Machines (MTM). These usability criteria and security aspects can be used to guide a design decision or to assess a design that has already been created. According to [19] , usability specialists were much better than those without usability expertise at finding usability problems by heuristic evaluation. Moreover, usability specialists with specific expertise (e.g., security) did much better than regular usability specialists without such expertise, especially with regard to certain usability problems that were unique to that kind of interface. Thus, SUS is developed as a security usability inspection method for evaluators who have knowledge of usability AND also computer security. In SUS, a solely usability specialist can also work in pair with a solely security specialist.
The SUS can help also to develop a MTM profile that will impact whether or how usability and security aspects will be implemented in the system. A MTM profile might present the MTM profile that is used by systems designers to determine their specific characteristics and needs.
Prior to evolving into the iterative design phase whereby a product is designed, modified, and tested repeatedly, it is critical that usability specialists and security designers understands its own specific requirements and goals for the MTM. Toward that end, we have provided the SUS that will guide you to the most suitable MTM for your organization. It focuses on the following key areas: Usability and Security requirements, Interoperability, System Application, Technology, and Resources.
The output of the SUS' inspection method. A list of usability and security problems in the interface with references to those usability principles and security aspects that were violated by the design in each case in the opinion of the evaluator is provided as the main output of the method. Rating severity of the identified usability problems. In SUS, the rating severity is based on three factors: Frequency with which the problem occurs (i.e., is it common or rare?), Consequence of the problem if it occurs (i.e., will it be easy or difficult for the users to overcome?, and finally Persistence of the problem (i.e., is it a one-time problem that users can overcome once they know about it or will users repeatedly be bothered by the problem?). Rating severity representation. The following Minor to Major rating scale may be used to rate the severity of usability problems: Minor= Minor usability problem; fixing this should be set low priority; Intermediate=Medium usability problem; important to fix as soon as possible. Major=important usability problem; it should be set high priority.
Rating severity of the identified security problems. In SUS, the rating severity is based on six aspects: Authentication (i.e., user identity proofing and verification); Confidentiality (i.e. information is not made available or disclosed to unauthorized individuals, entities or processes); Integrity (i.e., data has not been modified or destroyed in an unauthorised manner); Non-repudiation (i.e., the author of a document cannot later claim not to be the author; the "document" may be an e-mail message, or a credit-card order, or anything that might be sent over a network); Access Control (i.e., granting access to data or performing an action; an authentication method is used to check a user login, then the access control mechanism grants and revokes privileges based on predefined rules); Availability (i.e., a computer system asset must be available to authorized parties when needed). Rating severity representation. The following Low to High risk level rating scale may be used to rate the severity of security problems: Low=Minor security risk problem; fixing this should be set low priority; Medium=intermediate security problem; important to fix as soon as possible. High=important security risk problem; it should be set high priority.
The usability problems can greatly be eliminated or reduced through the severity rates where we are able to identify those problems that should be tackled and fixed. The ratings also aid in the allowance of resources for treating the UI problems. According to [19] , severity consists a combination of three elements: frequency ranges (i.e. from common problems to unusual ones), impact (i.e., establishes the ease or difficulty with which a user gets over a problem), and persistence (i.e., ranges from just one problem that might be surmount to the problem that constantly replicate itself becoming annoying to the user).
A sample of the SUS Review Check-List is presented in Table 4 . First, we specify our Usability Criterion; second, we define it, and then we present the Usability Review questions with their respective Occurrences; afterwards, the Security Review with their respective level of security Risk. A complete and detailed description of the SUS model can be viewed at: http://www.labunix.uqam.ca/~ha991381/SUSmodel.pdf 
A Concluding Remark
As highlighted in this paper, a very few research has been done on the intimate relationship between usability and security. To be able to build reliable, effective and usable security systems, we need specific guidelines that take into account the specific constraints of usability mechanisms and their potential consequences on security. In this paper, we proposed a design model -a novel usability inspection method -named Security Usability Symmetry (SUS) for dealing with this issue using automata machines more specifically our advanced Multifunction Teller Machine (MTM). We also showed via a case study how to apply this model during design.
