We study whether geographical centralization is reflected in the virtual population of microblogging platforms. A consequence of centralization is the decreased visibility and findability of content from less central locations. We propose to counteract geographical centralization in microblogging timelines by promoting geographical diversity through: 1) a characterization of imbalance in location interaction centralization over a graph of geographical interactions from user generated content; 2) geolocation of microposts using imbalance-aware content features in text classifiers, and evaluation of those classifiers according to their diversity and accuracy; 3) definition of a two-step information filtering algorithm to ensure diversity in summary timelines of events. We study our proposal through an analysis of a dataset of Twitter in Chile, in the context of the 2012 municipal political elections.
INTRODUCTION
Microblogging sites are social platforms where, worldwide, users are able to participate; there are no physical barriers. However, geography still plays an important role in the way user content is generated [1, 8, 18, 19, 25] , not always in a fair manner. When population distribution is imbalanced, it is expected that content shared on social platforms is also imbalanced, but in centralized populations, content from non-central locations may itself be driven by the central locations, further increasing the imbalance. This causes two problems: on one hand, the voice of less populated and noncentral locations is lost in a timeline flooded with content Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. from few locations. On the other hand, algorithms to classify content become biased because of the over-representation of content generated from centralized places, particularly when algorithms rely on representative documents for modeling. For instance, predicting that all content is about the centralized and most populated location will lead to high accuracy, in spite of the absence of geographical diversity.
In Chile, around 40% of its population live in its capital, Santiago, and public policy and media are biased towards the needs of the capital [23] . A common saying is "Santiago is not Chile", referring to the fact that the capital is not representative of the country, yet media outlets concentrate in Santiago and government policies are tailored towards its needs. Given the climatic, geographical and cultural diversity of Chile, centralization is a serious problem.
Motivated by the above situation, we address two research questions: Q1) When centralization is present in the physical world, is it reflected in the virtual population of microblogging platforms? Q2) How to generate geographically diverse event-specific timelines? We study both questions through a case study using a dataset from Chile focusing on the microblogging platform Twitter. On October 28, 2012, we crawled microposts, or tweets, published in the context of municipal elections held in Chile that day [24] . This event was locally relevant throughout the country, making it a good dataset for our research questions as local events have denser discussion networks than global events [25] .
Many tweets are not associated with a geographical location, so we need to geolocate their content to provide geographical meta-data. To this end, we geolocate users by querying a high precision gazetteer [10, 15, 22] . Then, to geolocate tweets we extend previous work [9] by considering content features aware of user locations. These features are based on TF-IDF (which has superior performance than topic modeling for recommendation tasks [20] ) and allow us to train classifiers with a number of features that are several orders of magnitude smaller than typical bag of words approaches. To overcome the false sense of accuracy introduced by imbalance, we consider both accuracy and diversity when evaluating, because accuracy is not enough [13] . Then, building on prior work [7, 16] we define an information filtering algorithm to generate a diverse timeline with a focus on geographical diversity that summarizes an event.
Our work makes the following contributions: 1) we show that centralization from the physical world is reflected in a spatially representative sample of the Chilean virtual population in Twitter; 2) we address population imbalance from a content perspective, while previous work has focused on a network perspective [22] ; 3) to evaluate classifiers considering accuracy and diversity, we define a D-measure based on the F-measure used in Information Retrieval [2] ; and 4) we evaluate our information filtering algorithm, and find that timelines generated with our approach ensure geographical diversity, and are more diverse than plain timelines based on popularity.
METHODOLOGY
We focus on timelines from microblogging platforms. Even though our definitions are general, we restrict ourselves to Twitter. Twitter is a microblogging platform where users publish status updates called tweets with a maximum length of 140 characters. Users can follow other users, establishing directed connections between pairs of users. When user A follows user B, tweets and re-tweets made by B will show up in A's timeline. A timeline is a list of tweets in reverse chronological order. Users can annotate tweets using hashtags, i.e. keywords that start with the hash character #. Problem Definition. We define our problem as follows: 1) given an event E (defined as a set of hashtags and special keywords) relevant to a country C, with a set of locations L, collect all tweets related to E generated in C in a tweet set TE; 2) given all users U who published tweets in TE, predict (if possible) a location from L for all users u ∈ U ; 3) considering the users UL who were geolocated, aggregate their interactions to find if geographical centralization is present; 4) aggregate the content from UL into location documents, and use these to build a location classifier P such that given an arbitrary tweet, predicts its location; 5) using the output from P applied to all tweets in TE, filter TE to produce a summary tweet set T θ , with |T θ | ≤ |TE|, which is more geographically diverse, i.e. geodiversity(T θ ) ≥ geodiversity(TE). Geolocating Users. To geolocate users we rely on the self-reported location in user profiles. Instead of querying external services using profile locations as input [15] , we build an ad-hoc gazetteer from official location names, from lists of known toponyms extracted from Wikipedia [10, 22] and from labeled user profiles. Then, to geolocate a user u, we query the gazetteer with u's self-reported location. Location Interactions. In previous work, two locations become connected if someone from location A follows someone from location B [12] . In our context this is not meaningful, because such connectivity may not convey an interaction between two users that is relevant to the event E. Hence, we consider 1-way interactions between locations through mentions and retweets [19] by building an adjacency matrix: Mi,j = mentions(Li, Lj) + retweets(Li, Lj), where mentions(Li, Lj) is the number of tweets from location Li (those tweets whose author has been geolocated to that location) that mention one or more accounts from location Lj, and retweets(Li, Lj) is the number of times that tweets from Lj have been retweeted by users from Li. Measuring Centralization. From the adjacency matrix we build an undirected graph with self-connecting edges removed, and estimate the edge weights with a normalized geometric mean of information flow:
It is likely that this matrix represents a fully connected graph. Because information does not always follow geodesic paths, and because we want to weight information paths, over this graph we estimate random-walk weighted betweenness centrality [17] . To confirm the presence of centralization, we consider the estimated centrality as the observed centrality in location interactions, which is compared to the expected centrality in location interactions. The expected centrality is the random walk betweenness centrality estimated in the interaction graph, considering edge weights as the normalized geometric mean of location populations. A considerable deviation from the expectations is a strong signal of centralization.
Document Location Representation.
Our initial assumption is that each location will have several local words and hashtags that characterize it. These hashtags, among other words like place names, people names and vernacular words, will have more weight in their corresponding documents than global, non local words. Hence, we consider that a tweet talks about a particular location if its content resembles or is similar enough to the aggregated content of that location. To build a location corpus of |L| location documents, we consider the set of geolocated users UL. Each document is the aggregation of tweets originating from those locations, leaving out replies, mentions and retweets to avoid repeated content between different documents. We represent each location document d as a vector d = [w0, w1, . . . , wn], where wi represents the vocabulary word i weighted according to its locality by using TF-IDF [2] :
Classifying Tweets using Location Similarity. To predict a location for a given document d, we build a feature vector f d containing the similarity of d with each location document from the location corpus. In this way, we consolidate all similarities in a single vector:
, where fi is the cosine similarity between the document d and the location document li:
We use the feature vectors and their corresponding author geolocations to train classifiers based on Support Vector Machines (SVM) [6] and Naive Bayes. We define that a prediction is correct if the location predicted for a tweet matches the author location. Although this approach may give false positives (a user tweets about other locations) or false negatives (a user tweets about the event from a generic point of view), this assumption is also made in previous work [5, 10] because the usage of the self-reported location in geolocation allows to assign only one location to every user, which we find acceptable when considering events where users are expected to have a single location.
Evaluating Geographical Diversity.
To find how different classifiers behave when considering geographical diversity, we define geographical diversity as the normalized Shannon entropy [11] with respect to locations:
where pi is the fraction of predictions for location i, and L is the set of locations (|L| > 1). To balance classifier accuracy and geographical diversity, based on the F-measure [2] , we define a D-measure as the harmonic mean between accuracy and geographical diversity:
where β establishes the weight given to diversity: D1 gives equal weight to accuracy and diversity, D0.5 gives more weight to accuracy, and D2 gives more weight to diversity. Filtering Information Streams. Given an event of interest E and a set of related tweets TE, we generate a summary tweet set or timeline T θ , where T θ contains s tweets. To maximize geographical diversity of T θ , we consider a greedy algorithm from prior work [7] . This algorithm generates T θ from an information entropy perspective, where entropy is estimated in terms of several features extracted from tweets. Since the complexity of those dimensions can be greater than those of geography (for instance, consider the number of hashtags in an event and the number of locations), the entropy contribution of these dimensions is higher than the entropy contribution of geography. Thus, diversity can still be optimal even in the absence geographical diversity.
To inject geographical diversity, we extend [7] by adding a sidelining step [16] when considering tweets for inclusion in T θ , that is, tweets from a location previously selected in the previous iterations of the algorithms will not be considered for a given number of turns. Additionally, for user interests to be represented, we introduce popularity into the input features, which has been established as a valuable feature for tweet recommendation [3, 4] .
For each tweet t, we consider a vector representation vt with the following features:
1. Presence of links: whether the tweet contains an URL. 2. Time bucket: n th time-window of 5 minutes since the start of E. 3. Annotated hashtags: topical information for each tweet. 4. Geography: defined as the location the tweet content is most likely to be about using our text classifiers. 5. Author's number of followers. 6. Author's hub dimension ( f ollowers f riends ). 7. Author's global tweet count. 8. Popularity: number of times the tweet has been retweeted. For a given tweet set T , with k different vector representations of its elements (k ≤ |T |), we estimate its Shannon entropy [11] :
Then, to create a summary tweet set T θ of size s, where turns is the number of times a location is not considered for addition ("it is sidelined") and t l is the predicted location for tweet t, we define the following information filtering algorithm:
1. Define a dictionary mapping sidelined where
Start by selecting a tweet t from the most popular ones from TE as initial seed in T θ . Set sidelined[t l ] = turns. 3. For all tweets in TE which are not in T θ , build a tweet set Tc, where every tweet t in Tc satisfies the following: its addition to T θ maximizes HT θ . 4. For all tweets in Tc, leave out those where sidelined[t l ] > 0, and select randomly a tweet t from the remaining most popular tweets. 
CASE STUDY: CHILE
The administrative locations of Chile are defined according to the following hierarchy: municipality → province → region → country. In our work, we consider the 15 Chilean regions, as is the level at which Chilean centralization is characterized [23] . The most populated and centralized region is Región Metropolitana (RM ). Dataset. Our dataset is composed of tweets crawled on October 28, 2012, related to the municipal elections held in Chile.
The event had a distinctive hashtag, #municipales2012, which among other related hashtags (e.g. #túdecides), keywords (e.g. vote), location and candidate names were used as queries to the Twitter Streaming API.
1 Table 1 gives an overview of the dataset after removing unrelated tweets and tweets not in Spanish. The fraction of tweets with geographical coordinates is very low (7.46%) and the fraction of tweets with hashtags is less than a third (30.96%). Virtual Population. To initialize the gazetteer, we loaded a list of 1978 toponyms from previous work [9] . Table  2 contains the number of users and tweets per location level. Only 37.41% of the participating accounts could be geolocated, although those accounts produce 54.82% of the event content, a reasonable amount to build the corpus of location documents. Figure 1 (left top) shows the number of accounts per region, showcasing the imbalance in population distribution. The mean rate of regional twitter accounts per 1000 inhabitants is 2.65, indicating that the proportion of accounts in each region is similar (see Figure 1, top right) . To explore the representativity of the sample, we estimate the Pearson product-moment correlation coefficient between virtual and physical population, and between account rate and household Internet Access Rate in Chile [14] . Because of population imbalance, we estimate the correlation of the logarithms of population, obtaining 0.95 (p < 0.01, Figure  1 bottom left) . The user and household Internet access rates correlate at 0.68 (p < 0.01, Figure 1 bottom right) . Therefore, we consider our sample spatially representative of the physical population at the regional level.
Location Interactions. As defined in Section 2, we build the adjacency matrix of 1-way interactions and its corresponding graph. We observe in Table 3 that RM produces the majority of tweets (58.87%) and receives most of the incoming interactions (73.97%). The ratio of exported/imported tweets shows an interesting pattern: the only region with a ratio below 1 is RM, suggesting the presence of centralization. Then, we estimate random walk betweenness centrality [17] considering the edge weights defined in Section 2. Table 3 shows both expected and observed centralities for all locations: RM is, indeed, the most central location (0.76 expected, 0.19 observed), having the only increased and highest difference between observed and expected centralities. Therefore, in the context of our dataset, there is centralization in location interactions.
Content Location Classifiers. After building the location corpus, we apply TF-IDF to find the most discriminating hashtags and keywords for each location. To remove noise, when building location documents we discarded hashtags and keyword appearing in less than 5 different tweets. Most of the found discriminative keywords can be categorized in: a) toponyms, like #laserena (IV) and coyhaique (XI); b) names of candidates from the corresponding region: #soria (I) and arellano (VI); and c) local adaptations of event hashtags: #municipalesmag (XII) and #municipalesfm (V). This result validates our assumptions about local vocabulary. Using the location documents and the set of tweets from the geolocated users, we build the feature vectors corresponding to each tweet. We evaluated the following classifiers using a 10-fold stratified cross-validation: SVM Linear Kernel (one versus one multiclass strategy), SVM Linear Kernel (one versus all multiclass strategy) [21] , SVM RBF Kernel and Naive Bayes. We divided the set of tweets from geolocated users in 10 groups, maintaining the proportions of users' tweets in each group, and then ran 10 iterations to evaluate the classifiers. In each iteration we trained each classifier using 9 tweet groups and tested predictions with the remaining group. In this way, each tweet was used nine times for training and one time for evaluation. We did not consider retweets and replies to avoid duplicate tweets in training and evaluation sets. Then, we estimated the geographical diversity of the set of predictions of each classifier, and calculated the D-measure at β = {0.5, 1, 2}. To evaluate results of our approach, we considered the following baselines: a) Trivial Classifier, which predicts the most common location in the dataset (RM ); b) Best Cosine Similarity, which predicts the location with the highest cosine similarity between the tweet content and the location documents, as in [9] ; and c) SVM and Naive Bayes classifiers trained with bag of words, with vocabulary size 65516. Results are reported in Table 4 .
In terms of accuracy, SVM has the best performance in both scenarios (using similarity features and bag of words), which aligns with previous work on imbalanced populations [22] . However, not all classifiers show diversity: some of them have entropy 0, which means that they are behaving in the same way as the trivial classifier. Although geographical diversity is important in our context, accuracy is needed to avoid inconsistent results. Thus, we consider D0.5, in which the best scores are for Cosine Similarity (0.60) and SVM Linear1vsA (0.58). We believe SVM Linear1vsA is a better solution, as Cosine Similarity has worse performance when considering finer location granularity [9] and SVM has proven to be robust at different levels [22] . Note that even without our features SVM Linear1vsA had a considerable amount of diversity (but still lesser than with our approach). Normalized geographical diversity for timeline sizes between 5 and 100 (top right). Jaccard similarity between generated timelines using filtering and the popularity sampling for timeline sizes between 5 and 100 (bottom right).
Temporal Geographical Diversity. Figure 2 shows tweet volume (top left) and geographical diversity (bottom left) of the dataset: from morning to afternoon, activity increased steadily as the elections were being held. At night, specific events regarding unexpected results raised the level of activity above expectation. Before this peak, geographical diversity had a mean value of 0.62; after, the mean geographical diversity was 0.55, a decay explained by the unexpected defeat of several candidates in some locations, shifting the discussion in a natural way towards fewer locations.
Filtering Algorithm. Because geographically diverse content exists, we evaluate if our information filtering algorithm produces geographically diverse summary timelines. We consider the following baselines against our Proposed Method (PM): B1) Popularity Sampling (POP): we select the s most popular tweets in terms of retweets; B2) Diversity Filtering (DIV): an implementation of [7] considering the tweet predicted location as a geographical feature. We estimate the s = 100 most popular tweets for POP, and run DIV and PM a hundred times (POP runs only once because the outcome is always the same for the same input). At every timeline size i ∈ [5, 100] we estimate: 1) the geographical diversity of POP, DIV and PM; 2) the Jaccard similarity between DIV and POP, and between PM and POP (defined as J(A, B) =
|A∪B| |A∩B|
). Our algorithm consistently shows greater geographical diversity than POP and DIV (Figure 2 top right) , indicating that our sidelining step produces the needed effect of geodiversification. The lack of geographical diversity in POP could be a consequence of centralization, as even on the imbalanced population distribution at least 41.13% of the tweet share is generated outside of RM (see Table 3 ). In terms of the similarity with POP, our method is much more similar than DIV (Figure 2 bottom right) . Because we modified the baseline algorithm from [7] to start with one the most popular tweets instead of a random selection, the initial similarity is the same as in our method. However, as the timeline size increases, the similarity to POP tends to become 0, whereas our method maintains a similarity between 0.09 and 0.12 (Figure 2 bottom right) . Hence, our method has a stronger representation of user interests than DIV.
DISCUSSION
System biases affecting how people behave should be considered in system design. In this line, we explored how systematic biases from the physical world are reflected on microblogging platforms. In the case of Chile, we confirmed that centralization happens in Twitter when the population from the physical world is centralized (Table 3) .
Then, we proposed text features for geolocation and found that similarity features help classification in biased scenarios (see Table 4 ). In this aspect, when using SVM the one vs all approach [21] is better than one vs one, as it has greater diversity with our features and it does not become overfitted when using the bag of words approach. In terms of scalability, similarity features are orders of magnitude smaller than the vocabulary size in the bag of words approaches. Moreover, a classifier trained over similarities should tolerate new vocabulary without needing re-training, as it is built over how similar a given text is to the location documents instead of word distributions.
Finally, to balance event-summary timelines from a geographical perspective we defined an information filtering algorithm based on previous work. In an off-line evaluation, our algorithm outperformed the baselines in terms of geographical diversity while still maintaining desirable properties such as information diversity and representation of user interests.
Limitations.
Critics might rightly say that other approaches could have led to better precision and higher recall than our ad-hoc gazetteer. We analyzed the representativity of the sample of geolocated users and found that it was spatially representative of the population. The focus of our work is not o identify the exact user geolocation, but to use the latter to promote diverse timelines. Our approach is thus sufficient for this work.
Future Work. It remains to be seen if centralization is stronger at other geographical levels, as well as the behavior of the similarity features when classifying tweets. Because our results need to be explained from user perspectives in qualitative terms, a long-term longitudinal study is needed to evaluate the real effect of incorporating these results (e.g. promoting geographical diversity) into microblogging platforms and their user interfaces.
