In a recent paper Gunnells, Scott and Walden have determined the complete spectrum of the Schreier graph on the symmetric group corresponding to the Young subgroup S n−2 × S 2 and generated by initial reversals. In particular they find that the first nonzero eigenvalue, or spectral gap, of the Laplacian is always 1, and report that "empirical evidence" suggests that this also holds for the corresponding Cayley graph. We provide a simple proof of this last assertion, based on the decomposition of the Laplacian of Cayley graphs, into a direct sum of irreducible representation matrices of the symmetric group.
Introduction
If G is a finite group, H is a subgroup of G and Z is a generating set of G, we can construct the Schreier graph G = X(G, H, Z) whose vertices are the left-cosets G/H, and whose edges are the pairs (gH, zgH) with gH ∈ G/H and z ∈ Z. We assume that the generating set Z is symmetric, i.e. z ∈ Z if and only if z −1 ∈ Z. In this case the graph X(G, H, Z) is undirected. If H = {1} we denote with X(G, Z) = X(G, {1}, Z) the Cayley graph of G associated to the generating set Z. If A G is the adjacency matrix of G and ∆ G the corresponding Laplacian, since G is |Z|-regular (counting loops), we have
where |Z| stands for the cardinality of the set Z. The Laplacian is symmetric and positivesemidefinite, hence its eigenvalues are real and nonnegative and can be ordered as Since Z generates G, the graph G is connected, which implies that 0 is a simple eigenvalue with constant eigenvector, while λ 2 (∆ G ) is strictly positive. The second eigenvalue of the Laplacian is also called the spectral gap of the graph G and we denote it with gap G. For regular graphs, it coincides with the difference between the two largest eigenvalues of the adjacency matrix.
In [6] the authors consider the Schreier graph X(S n , S (n−2,2) , Z n ) where S n is the symmetric group, S (n−2,2) is the Young subgroup corresponding to the partition (n − 2, 2), isomorphic to S n−2 × S 2 , and Z n := {r 1 , . . . , r n }, where r k is the permutation which reverses the order of the first k positive integers
(1.1)
In [6] the spectrum of the Laplacian was determined, and it turns out that spec ∆ X(Sn,S (n−2,2) ,Zn) ⊂ {0, 1, . . . , n} with equality if n 8. It was also proved that gap X(S n , S (n−2,2) , Z n ) = 1 for all n 3. On the other side it was shown in [10] that, if Z n is a set of reversals with
Hence, results in [6] show that condition
It is easy to see that if K is a subgroup of H, then the spectrum of X(G, H, Z) is a subset of the spectrum of X(G, K, Z). In particular the spectrum of X(G, H, Z) is a subset of the spectrum of the Cayley graph X(G, Z), thus we have gap X(G, Z) gap X(G, H, Z). By consequence we get, for what concerns the symmetric group generated by initial reversals,
Our main result confirms what in [6] was indicated as "empirical evidence". Theorem 1.1. Let Z n := {r 1 , . . . , r n } be the set of all initial reversals defined in (1.1). Then, for any n 3, we have gap X(S n , Z n ) = 1.
Our approach is based on the connection between the Laplacian of a Cayley graph for a finite group G and the irreducible representations of G. A similar approach has allowed a detailed study of the spectrum of Cayley graphs on S n generated by a set of transpositions Z, when Z, interpreted as as the edge set of a graph with n vertices, yields a complete graph [4] , or a complete multipartite graph [3] .
Cayley graphs and irreducible representations
In this section we introduce our notation and briefly recall a few basic facts about the eigenvalues of (weighted) Cayley graphs and the irreducible representations of a finite group. Details can be found for instance in [8] . Let Y be a representation of a finite group G. Y extends to a representation of the complex group algebra CG by letting Y(w) := g∈G w g Y(g), where w = g∈G w g g is an element in CG. Irr(G) stands for the set of all equivalence classes of irreducible representations of G. If [α] ∈ Irr(G) we denote with T α a specific choice in the class [α] . By Maschke's complete reducibility theorem, any representation Y is equivalent to a direct sum
where y α are suitable nonnegative integers. By consequence the spectrum of Y(w) is just the union of the spectra of those T α (w) for which y α is nonzero. 2 We define the set of all symmetric elements in CG and the set of all symmetric nonnegative elements as
If Y is a unitary representation and w is symmetric, then Y(w) is a Hermitian matrix. Since every representation of a finite group is equivalent to a unitary representation, the eigenvalues of Y(w) are real for any representation Y and for any w ∈ Sym CG. We denote with λ max (Y(w)) the largest eigenvalue of Y(w). A trivial upper bound on this quantity is found by assuming Y unitary
where A stands for the ℓ 2 operator norm of the matrix A and |w| for the ℓ 1 norm on CG.
If Z is a generating set for G we can define an element of the group algebra CG, which we denote by Z, given by Z := z∈Z z .
In the following we will consider symmetric generating sets Z, that is such that z ∈ Z iff z −1 ∈ Z. In this case Z is an element of (Sym CG) + . Conversely if w = g∈G w g g is a symmetric nonnegative element in CG, we can define the (undirected) weighted Cayley graphs X(G, w), where w g represents the weight associated to each edge (h, gh), h ∈ G. The adjacency matrix and the Laplacian of X(G, w) are closely related to the left regular representation of G. If we denote with R such a representation, it follows from the definitions that
Consider now the case in which G is the permutation group S n . There is a one-to-one correspondence between Irr(S n ) and the set of all partitions of n. A partition of n is a nonincreasing sequence of positive integers α = (α 1 , α 2 , . . . , α r ) such that r i=1 α i = n. We write α⊢n if α is a partition of n. We denote with [α] the class of irreducible representations of S n corresponding to the partition α. For simplicity we write [α 1 , . . . , α r ] instead of [(α 1 , . . . , α r )].
Since all irreducible representations appear in the decomposition of the left regular representation, it follows from (2.3) that if we let
then the spectral gap of X(S n , w) is given by gap X(S n , w) = min
where α = (n) is the one-dimensional identity representation which yields one eigenvalue equal to |w| in R(w).
We conclude this section with a remark concerning a connection between results like Theorem 1.1 and Aldous's conjecture [1] asserting that the random walk and the interchange process have the same spectral gap on any finite graph. In order to explain this connection we introduce a property, which we call property (A) which is an attribute of certain elements of the group algebra: given w ∈ (Sym CS n ) + , we say that property (A) holds for w if one of the following two equivalent statements is satisfied
The two statements are equivalent in virtue of (2.5). Aldous's conjecture, originally formulated in the framework of continuous time Markov chains, is equivalent (see [3] ) to the assertion that: if w = ℓ t ℓ is a sum of transpositions t ℓ = (i ℓ j ℓ ) ∈ S n , then w has property (A). A stronger "weighted graphs" version of this conjecture can be formulated in which w = ℓ w ℓ t ℓ is allowed to be a linear combination of transpositions with nonnegative coefficients. A weaker version of this statement, namely for bipartite graphs, was also conjectured in [5] . Several papers have appeared with proofs of Aldous's conjecture for some particular classes of graphs, and recently a beautiful general proof has been found by Caputo, Liggett and Richthammer [2] (see also this paper for references to previous work). Going back to our problem of finding the spectral gap of the Cayley graph X(S n , Z n ), where Z n is the set of initial reversals, we observe that Proposition 4.1 in [6] implies that ψ([n − 1, 1], Z n ) = 1, hence Theorem 1.1 is equivalent to the assertion that Z n has property (A).
3 Proof of Theorem 1.1
We start with a general lower bound on the spectral gap of a weighted Cayley graph X(S n , w n ) which makes use of the branching rule We have then the following lower bound on the spectral gap of X(S n , w n ).
. ., and let
Remark 3.2. Given w n = π∈Sn w n,π π ∈ (Sym CS n ) + , it is always possible to write w n as a sum of z k such that Lemma 3.1 applies. For instance one can define
even though it is not clear that this choice gives the optimal lower bound in (3.1). Remark 3.3. Consider the case in which w n = ℓ w n,ℓ t ℓ is a linear combination of transpositions t ℓ ∈ S n with w n,ℓ 0, and define the graph G wn with vertex set {1, . . . , n} and edge set given by supp w n = {t ℓ : w n,ℓ > 0}, in which each transposition t ℓ = (ij) is identified with the corresponding edge {i, j}. In the case of transpositions Lemma 3.1 is equivalent to Lemma 2 in [9] and it was more or less implicit already in [7] , where it was used to prove Aldous's conjecture for trees, meaning for all w such that G w is a tree. Using this approach, Aldous's conjecture has been proved independently in [9] and [12] for hypercubes asymptotically, i.e. in the limit when the side length of the cube tends to infinity. While the proof of Lemma 2 in [9] (or the equivalent statement in [7] ) is not hard, it is nevertheless interesting to realize that our general formulation of this result is a direct consequence of very general algebraic identities (equality (2.5) and the branching rule). Proof of Lemma 3.1. If A and B are two Hermitian n × n matrices we have
where x is the Euclidean norm. Using this fact and the trivial bound (2.2), we find Since w n−1 ∈ (Sym CS n−1 ) + , we can write
It follows from the branching rule that if α = (n) and α = (n − 1, 1), then the trivial partition (n − 1) is not contained in α − . By consequence
Since z k and w n have nonnegative components, we get
From (2.5), (3.2) and (3.3) we obtain gap X(S n , w n ) = min
min min
Hence we get the recursive inequality The two largest eigenvalues are n and n − 1, both simple. Since the eigenvalue n clearly corresponds to the identity representation [n] contained in D n , we have, for each n 3, λ max (T (n−1,1) (w n )) = n − 1 .
By consequence, ψ( [n − 1, 1], w n ) = 1 n 3 .
From Lemma 3.1, (1.2) and from (3.6) which in this case says ψ( [1, 1], w 2 ) = 2, it follows that gap(S n , w n ) = 1.
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