In the reliability analysis of repairable systems, the power law process (PLP) is most commonly used to model the failure process of a repairable system. The estimates of some important functions of the PLP parameters have played an important role in assessing systems reliability or making reliability management decisions. For the general cases where multiple identical repairable systems operate independently for different periods of time and failures for each system following the same PLP, this paper proposes a parametric bootstrap method to construct highly accurate confidence intervals on any function of the PLP parameters. The proposed method is based on the log-ratios transformation. This transformation with the nice feature of being independent of the PLP parameters is applied to the failure times of multiple systems to obtain a random sample from an exponential distribution. Based on this sample and the relationship between the parameter of the exponential distribution and the PLP parameters, the confidence intervals on the function of the PLP parameters can be easily constructed by three bootstrap confidence interval methods. Numerical experiments illustrate the rationality and validity of the proposed confidence interval method with applications to improving systems, deteriorating systems, and systems with constant failure rate, in contrast to Crow's intervals and asymptotic intervals. Summarizing the applications of the proposed method to several functions of the PLP parameters of practical interests, we provide some suggestions on the selections of the three bootstrap confidence interval methods. Finally, two real examples are presented.
I. INTRODUCTION
A repairable system is a system that, when a failure occurs, can be restored to an operating condition by any method, other than replacement of the entire system [1] . Examples of repairable systems are airplanes, automobiles, locomotives, computers and network routers, etc. In the reliability analysis of repairable systems, the stochastic processes play a key role in modeling the failure process of a repairable system. The most popular model in the literature of repairable systems, reliability growth and software reliability is the power law process (PLP) [2] , which is a nonhomogeneous Poisson process with the intensity function λ(t) = (β/θ )(t/θ ) β−1 , (θ > 0, β > 0) (1) and mean function (t) = t 0 λ(u)du = (t/θ) β . Indeed, the PLP is also referred to as the Weibull process, the Crow model, or the AMSAA (Army Material Systems Analysis Activity) model. The PLP is quite flexible to accommodate situations where repairable systems deteriorate (β > 1) or improve (β < 1) over time. Even the PLP reduces to a homogeneous Poisson process for β = 1. Let λ = θ −β , the intensity function can also be parameterized as λ(t) = λβt β−1 .
Both the above parameterizations describe the PLP in different references. The parameterization (1) is more common and will be the one used in this paper. Since Crow's seminal work on the PLP, there has been considerable work relating to the statistical analysis and inference for this model, such as adequacy of the PLP for failure data [3] - [7] , point estimation, interval estimation and tests of hypotheses for the parameters β, θ and λ(t) [2] , [8] - [13] , inference and prediction on some functions of parameters β and θ [13] - [19] , etc. Moreover, the statistical inference procedures for the PLP are well developed and existing tables can often be used. Some standards like MIL-HDBK-189 [20] , MIL-HDBK-781 [21] , and IEC-61164 [22] , provide guidance on inference procedures (including point estimation, interval estimation and tests) for the PLP.
In many applications of the PLP to reliability, some important functions of the parameters β and θ are of considerable practical interests, such as the intensity function [10] - [15] , [23] , the mean time between failures (MTBF) [7] , [13] - [15] , [24] , and the system reliability [16] , [17] , [25] (also referred to as mission reliability [2] , [15] ), etc. This is due to that the values of these functions have played an important role in assessing the reliability of repairable systems or making reliability management decisions. For example, the value of the intensity function at the truncation time (namely the time until which the failure process of a repairable system is observed) represents the rate that failures are occurring at that time. This quantity is usually referred to as the current intensity [12] , [23] . For a system experiencing reliability growth during the development stage, the estimate of the current intensity is often used to decide when sufficient testing and development have been made. For a system that is deteriorating, the estimate of the current intensity can be used to decide when to remove a system from use, or when to overhaul it. If the failure rate of the repairable system at the truncation time does not achieve a planned target value, prediction of the failure intensity at a time after the truncation time is of particular interest. This value of the intensity function is referred to as the future intensity [23] . In terms of reliability growth, the MTBF M (t) (the reciprocal of the intensity function) is an important metric since it represents the reliability status of the system at a given time t. Another important function of β and θ is the system reliability which is defined as the probability of no failures over a specified time interval [25] . For a repairable system, a high reliability over some future time interval of interest will affect decisions on replacement and maintenance policy and on the purchase of spares. Similar considerations arise when dealing with a new identical system.
Generally, point estimations of the functions of the parameters β and θ referred above can be determined directly from the point estimations of β and θ . In particular, more attentions have been paid to interval estimations on these functions. When data from a PLP were failure-or time-truncated (i.e., the data collection is stopped after a predetermined number of failures or at a predetermined time), Crow provided the demonstrated tables [14] , [20] , [21] , [26] (for the designated confidence levels of 80%, 90%, 95%, 98% and the observed number of failures ranging from 2 to 100) and asymptotic formulas [14] , [20] , [21] (for the number of failures greater than 100) to facilitate computations of the confidence intervals on the MTBF. Due to the reciprocal relationship between the MTBF and the intensity function, the confidence intervals on the intensity function can be derived from the confidence intervals on the MTBF by interval division operation. For convenience, tables available in [1] can be directly used to compute the confidence intervals on the intensity function for time-and failure-truncated data, respectively. To meet the requirement of more confidence levels for the one-sided confidence limit which is often quoted in practice, Zhou and Weng [27] recalculated the Crow's tables and provided more accuracy tables with additional confidence levels of 20%, 40%, 50% and 60%. The confidence intervals on the system reliability can also be constructed via the Crow's tables [15] .
Clearly, computations of confidence intervals on these functions have been significantly simplified by the above procedures. Note that those confidence interval procedures are developed for a single system. It is quite common in reliability environment to study multiple copies of similar systems simultaneously. In the applications of the PLP to multiple repairable systems, various assumptions about the similarity of the systems lead to different models [1] , [28] - [30] , e.g. PLP for multiple identical systems [1] , [2] , parametric empirical Bayes model for multiple PLPs with same β but different θ [29] , mixture model for multiple PLPs with two types of intensity functions [30] , etc. Therefore, statistical analyses for these models are different, and may become even more complex and difficult, especially the interval estimations on the functions of the PLP parameters of interest. For multiple PLPs, there is not much research about the interval estimations on the functions of the PLP parameters currently. When β = 1, the PLP reduces to a homogeneous Poisson process. Then, the confidence interval on the parameter θ can be easily obtained only for the case where all systems are failure truncated. Whereas for the case where some of all systems are time truncated, the approximate confidence interval on θ can be indirectly obtained by plotting the likelihood ratio statistic against an assumed value in the likelihood ratio test [1] . Hence, it is not easy to obtain the confidence interval on the function of θ . In the special case where multiple identical systems operate independently from time 0 to at least time T (> 0) and failures for each system follow the same PLP, Crow utilized the procedures for a single system to obtain the confidence intervals on the intensity function at time T by superpositioning the failure times for the these systems onto a single time line [15] . The actual operating times for some of these systems may be greater than T . Thus the failure data from some of these systems outside the period (0, T ] may not be used to estimate the confidence intervals. Moreover, when the truncation time for the time truncated case or the number of failures for the failure truncated grows to infinity, the asymptotic confidence intervals on the functions of the PLP parameters can be obtained by using the delta method [31] . Since the actual truncation time or number of failures is finite in the process of data collection, the asymptotic confidence intervals may not be reliable. This will be shown in later section. In the general case where multiple identical systems operate independently for different period of time and failures for each system follow the same PLP, how to determine the confidence intervals on the functions of the PLP parameters still needs further study.
The bootstrap method is known to be a kind of general methods for constructing confidence intervals. Considering that the failure times of each repairable system are not a random sample from any distribution, they cannot be used to bootstrap directly. However, applying some transformations to the original failure times makes it possible. Based on the total time on test (TTT) transform, Phillips [32] has provided the bootstrap confidence regions for the intensity function of the PLP when a single PLP is observed, and Gilardoni et al. [33] have provide the bootstrap confidence regions for the optimal maintenance time of preventive maintenance for repairable systems (which is a function of the intensity function of the PLP) when multiple identical PLP are observed independently. Those confidence intervals are constructed based on the nonparametric bootstrap method, in which the intensity function of the PLP is required to be estimated first by some methods like the kernel estimation [32] and nonparametric maximum likelihood estimation [33] . Based on the ratio-power transformation [1] , Somboonsavatdee and Sen [34] have studied the parametric bias-corrected percentile bootstrap confidence intervals of the PLP parameters when a repairable system is subject to multiple failure modes. In fact, the ratio-power transformation is one of the two transformations that lead to goodness-of-fit tests for the PLP. The other is the log-ratio transformation. A distinct feature of the ratio-power transformation is that it depends on the PLP parameters, in contrast to the TTT transform and the log-ratio transformation. Thus the PLP parameters must be estimated before applying the transformation. To avoid this, the log-ratio transformation will provide us another way to bootstrap and construct confidence intervals on the functions of the PLP parameters.
For the general case where multiple identical systems operate independently for different period of time and failures for each system follow the same PLP, this paper aims to propose a simple parametric bootstrap method to construct highly accurate confidence intervals on the function of the PLP parameters. Applying the log-ratio transformation with the nice feature of being independent of any parameter to the failure times of multiple systems, we can obtain a random sample from an exponential distribution. Considering the relationship between the parameter of this exponential distribution and the PLP parameters, the estimate of the function of the PLP parameters can then be transformed into the estimate of the corresponding function of the exponential distribution parameter. Based on this fact, the obtained sample from an exponential distribution can be used to construct the confidence interval on any function of the PLP parameters by three bootstrap confidence interval methods: the percentile method, the bias-corrected percentile method (BC method) and the bias-corrected and accelerated method (BCa method). For any given confidence level, the two-sided confidence intervals and the one-sided lower/upper confidence limits (UCLs/LCLs) on any function of the PLP parameters can be easily obtained from the proposed parametric bootstrap confidence interval method.
The rest of this paper is organized as follows. Section 2 gives a brief sketch of three bootstrap confidence interval methods. In Section 3, for a general case where multiple identical repairable systems operate independently for different period of time and the failure process of each system can be modeled by the same PLP, the parametric bootstrap confidence intervals method on any function of the PLP parameters are presented. In Section 4, numerical experiments are presented to illustrate the rationality and validity of the proposed confidence interval method with applications to improving systems, deteriorating systems, and systems with constant failure rate, even some suggestions are provided on the selections of the three bootstrap confidence interval methods in the proposed method, and then two real examples are given. Finally, we conclude the paper in Section 5.
II. BOOTSTRAP CONFIDENCE INTERVAL METHODS
Suppose that X = (X 1 , . . . , X n ) is a random sample from a distribution and µ is some unknown parameter of this distribution.μ =μ (X 1 , . . . , X n ) is an estimate for µ. The sampling distribution ofμ can be obtained by the following bootstrap procedures [35] : 1) Draw a bootstrap sample X * = X * 1 , . . . , X * m from the original sample X with replacement; 2) Calculate a bootstrap estimateμ * X * 1 , . . . , X * m ; 3) Repeat 1) and 2) B times to obtain bootstrap estimateŝ
. Then the bootstrap sampling distribution ofμ is estimated by the empirical distribution of these bootstrap estimates calculated over a large number of replication. Based on these bootstrap samples, the two-sided bootstrap confidence intervals on µ can be constructed by the following three methods: the percentile method [36] - [38] , the BC method [36] - [38] and the BCa method [37] - [39] .
Method 1 (Percentile Method):
A bootstrap percentile confidence interval of level 100 (1 − α) % for µ constructed by the percentile method is
where [(B + 1) α/2] is the integer part of (B + 1) α/2.
Method 2 (BC Method):
A bias-corrected bootstrap confidence interval of level 100 (1 − α) % for µ constructed by the BC method is
where
is the cumulative distribution function of the standard normal distribution, −1 (·) is the inverse function of (·), and Z α = −1 (α). The bias correction constant z 0 is estimated by
Method 3 (BCa Method): A BCa confidence interval of level 100 (1 − α) % for µ is given by
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Using the jackknife influence function [36] , [39] , a good and simple estimate for acceleration constant a is
whereμ (i) is the estimate of µ based on the reduced data set
Comparison of equations (3), (4) and (6) shows that various specified percentile values of the bootstrap distribution ofμ are used as the confidence interval endpoints. Of the three methods above, the percentile method is the most obvious way to construct a confidence interval for µ, but it does not work well in the case of small samples (especially for asymmetric distribution). Fortunately, modifications of the percentile method can be made to overcome these difficulties and even to construct better bootstrap confidence intervals. Two adjustments to the percentiles are incorporated into equation (6): z 0 adjusts the bootstrap sampling distribution for the bias of the estimate, while a adjusts for the skew of the bootstrap sampling distribution. Setting a = 0 in equation (6) yields the BC method. The BC and BCa method strike some people as complicated, but can construct the confidence intervals which are second-order accuracy (accuracy refers to the coverage errors of the bootstrap interval), compared to the slower first-order accuracy of the percentile interval [39] . Thus, the BC method and the BCa method can be used to construct highly accurate confidence intervals for the function of the PLP parameters.
In order to construct bootstrap confidence intervals, a large number B of independent bootstrap replications is required. Generally, B = 1000 or 2000 bootstrap replications are recommended in [38] and [39] . In this paper, we boost the recommendation to B = 10 4 for constructing confidence intervals.
III. CONFIDENCE INTERVAL METHOD OF THE PLP FOR DATA FROM MULTIPLE SYSTEMS
When multiple identical systems operate independently for different period of time and the failure process of each system can be modeled by the same PLP, confidence intervals on the function of the PLP parameters will be discussed in this section. Suppose that k (k ≥ 2) identical repairable systems are simultaneously put into operation. Let t ij denote the j-th failure time on the i-th system, and n i (n i ≥ 1) be the number of observed failures for system i. The total number of failures over all k systems is N = k i=1 n i . Given that the i-th system is operated independently until time T i , where T i = t in i if the i-th system is failure truncated, and T i > t in i if the i-th system is time truncated.
A. CLASSICAL STATISTICAL INFERENCE OF THE PLP FOR FAILURE DATA FROM MULTIPLE SYSTEMS
Since the failures on each system are independent, the likelihood function is
The maximum likelihood estimates (MLEs) of β and θ areβ andθ satisfyingθ
In general, equations (9) and (10) cannot be solved explicitly forβ andθ , but can be solved by some iterative procedures such as Newton's method or fixed-point iteration. In the special case when all k systems are truncated at the same time T , i.e. T i = T , i = 1, · · · , k,β andθ can be given in closed forms. Furthermore, these estimates for β and θ can be used to estimate any function of the PLP parameters of interest. The system failure intensity at time t(> 0) is then estimated bŷ
Also the achieved MTBF of the system at time t is estimated byM
Let N (t, t + d) denote the number of failures occurring in the time interval (t,
The estimate of R(d) iŝ
Conditioned on T i = T , i = 1, · · · , k, the Crow's confidence interval procedures [14] on the MTBF developed for a single system can be adapted for multiple systems by superpositioning the failure times for the k systems onto a single time line. The 100 (1 − α) % two-sided Crow confidence interval [15] on the achieved MTBF of the system at time T , i.e., M (T ), is in the form of
where values of 1 and 2 are determined from the tables if N ≤ 100 [1] , [14] , [20] , [21] , [26] , [27] and from asymptotic formulas (based on asymptotic normal distribution) if N > 100 [14] , [20] , [21] , for the designated confidence level.
Since M (T ) = 1/λ (T ), the 100 (1 − α) % two-sided Crow confidence interval on λ (T ) is in the form of
In addition, when the truncation time for the time truncated case or the number of failures for the failure truncated case grows to infinity, the delta method can be used to obtain the asymptotic distribution of the function of β and θ, denoted by δ (β, θ). Thus, the 100 (1 − α) % two-sided asymptotic confidence interval on δ (β, θ) [31] is given by
where ∇δ is the gradient of δ (β, θ), and is given by the negative inverse of the Hessian matrix of ln l (β, θ) at β ,θ .
B. BOOTSTRAP CONFIDENCE INTERVAL METHOD ON THE FUNCTIONS OF THE PLP PARAMETERS
In order to use the bootstrap confidence interval methods in Section II, we first apply the log-ratio transformation to the original failure times. In practice, all k systems would generally not operate for the same period of time. If the i-th system is failure truncated, the log-ratio transformation ln T i /t ij , (j = 1, . . . , n i − 1), can be applied to the original failure times. Conditioned on T i = t in i , the random variables ln
are distributed as n i − 1 order statistics from the exponential distribution with mean 1/β [26] . If the i-th system is time truncated, the log-ratio transformation ln T i /t ij , (j = 1, . . . , n i ), can be applied, then the random variables ln
, · · · , ln , · · · , ln
of size m i from the exponential distribution with mean 1/β. Applying the above corresponding log-ratio transformation to failure times of each system, we can therefore have a random sample ln
, · · · , ln
T i t i1
, i = 1, . . . , k of size M from the exponential distribution with mean 1/β. From this point of view, the MLEβ for β is given by the reciprocal of this sample mean.
In the reliability analysis of repairable systems, the function of β and θ of interest is often related to a given time t(> 0), such as the current intensity, the future intensity, the MTBF and the system reliability. Thus, let η (β, θ; t) denote a function of β and θ . Note that the MLEθ in equation (9) is estimated in the form of the function ofβ. Then η (β, θ; t) can also be estimated in the form of the function ofβ. Once the above log-ratio transformation is applied, the MLE of η (β, θ; t) can be transformed into the MLE of the corresponding function of the exponential distribution parameter. We can therefore employ the bootstrap confidence interval methods in Section II to develop the bootstrap confidence interval method on η (β, θ; t).
The 100 (1 − α) % two-sided bootstrap confidence intervals on η (β, θ; t) can be constructed by the following procedures:
Step 1: Rearrange the truncation times
, (i = 1, . . . , k) and N * be the total number of failure data set t ij :
Step 2: Draw a bootstrap sample X * = X * 1 , . . . , X * n * from the X with replacement, where n * have a Poisson distribution with meanˆ (t * ) = t * /θ
,β andθ are calculated by equations (9) and (10) using t ij : t ij ≤ T * (i) , i = 1, . . . , k respectively.
Step 3:
Step 4: Substituteβ =β * andθ =θ * intoη = η β ,θ ; t to obtainη * .
Step 5: Repeat steps 2∼4 B times to obtain bootstrap estimatesη
Step 6: Substitute the specified percentile values of the bootstrap distribution ofη into equations (3), (4) and (6) to obtain the two-sided percentile, BC and BCa confidence intervals on η (β, θ; t) respectively. Also, the UCL(LCL) of the 100 (1 − α) % one-sided bootstrap confidence interval can be obtained by replacing α/2 with α in the upper (lower) endpoint of the intervals in equations (3), (4) and (6) .
Moreover, even if η (β, θ; t) is unrelated to a given time t, the above procedures can also be applied to construct the confidence intervals on the function of β and θ only by setting
Step 1 and t * = T (k) in Step 2. Thus, for data generated from multiple identical repairable systems, the bootstrap confidence intervals on any function of the PLP parameters of interest can be constructed by the above proposed procedures.
IV. NUMERICAL EXPERIMENTS AND EXAMPLES A. NUMERICAL EXPERIMENTS
In this section, numerical experiments are presented to illustrate the application of the proposed bootstrap confidence interval method to improving systems (β < 1), deteriorating systems (β > 1), and systems with constant failure rate (β = 1). Suppose k = 3 and all k systems are time truncated just for the convenience of simulation. 5000 failure data sets are generated from the PLP, respectively, with 3 parameter choices: (1) β = 0.5 and θ = 30 when T (1) = 2000, T (2) = 2800 and T (3) = 3500; (2) β = 1.0 and θ = 300 when T (1) = 2500, T (2) = 3000 and T (3) = 3500; (3) β = 1.5 and θ = 420 when T (1) = 1800, T (2) = 2100 and T (3) = 2500. Each data set has been tested for the adequacy of the PLP model by the CramerVon Mises goodness of fit test [2] , [40] and tested for identical intensity function (i.e. common λ's as well as β's) by the tests in [1] and [40] . Figure 1 shows the boxplots of the numbers of failures for systems 1 to 3 and for all 3 systems. The mean values of the total number of failures for the parameter choices 1 to 3 are 28.6, 30.0 and 34.6 respectively. For each data set, we want to place the 95%, 80%, and 60% confidence intervals on the following 5 functions: the MTBF at time T (1) , the intensity at time T (1) , the current intensity at time T (3) , the future intensity at time T (3) +200, and the system reliability over the time interval T (3) , T (3) + 50 , i.e. M (T (1) ), λ T (1) , λ T (3) , λ T (3) + 200 and R (50). The true values of M (T (1) ), λ(T (1) ), λ T (3) , λ T (3) + 200 and R (50) can be calculated by the true values of β and θ .
The comparison among the confidence intervals is given in terms of two quantities: coverage percentage (CP) and mean interval length (MIL). For the two-sided confidence intervals, CP is the percent of times that intervals cover the true values in the data sets, whereas for the one-sided confidence intervals, CP is the percent of times that the one-sided UCLs (LCLs) are greater (less) than the true values in the data sets. For the two-sided confidence intervals, MIL is the mean length of the intervals, whereas for the one-sided confidence intervals, MIL is the mean of the one-sided UCLs (LCLs). Generally, higher CPs and shorter lengths are desirable, but these two things affect each other. Here, a confidence interval method which can produce highly accurate confidence intervals (in the sense that the CP is greater than and close to the nominal confidence level) is preferred. For the convenience of comparison, let CP Crow For each data set, all the data over 0, T (1) can be used to construct the two-sided intervals and one-sided LCLs on M (T (1) ) by equations (15) and (17) and by the proposed method in Section III-B with B = 10 4 bootstrap replications. The CPs and MILs (in parenthesis) of the confidence intervals on M (T (1) ) are presented in Table 1 . Similarly, the two-sided confidence intervals and one-sided UCLs on λ T (1) can be constructed for each data set by equations (16) and (17) and by the proposed method in Section III-B. The MILs and CPs of the confidence intervals on λ(T (1) ) are presented in Tables 2 and 3 .
First let us look at the Crow intervals and the three types of bootstrap intervals in Tables 1 to 3 . In Table 1 , the Crow intervals for the time-truncated data are not exact but are conservative (in the sense that the actual confidence level is slightly greater than the nominal confidence level) [15] , [20] , which is further confirmed by CP Crow . For each case of β and given confidence level, CP Crow , CP P , CP BC and CP BCa of the confidence intervals on λ(T (1) ) are exactly same as those on M (T (1) ), which has further confirmed the property of being transformation invariant of the percentile, BC and BCa intervals for any monotone transformation. Thus, only MIL Crow , MIL P , MIL BC and MIL BCa of the confidence intervals on λ(T (1) ) are listed in Table 3 . Table 1 also shows that nearly all of CP P , CP BC and CP BCa are greater than the nominal confidence levels, except for the cases where CP BC and CP BCa of one-sided intervals are slightly less than the nominal confidence levels when 1 − α = 0.60 and β = 0.5 or 1.5. For the two-sided confidence intervals on M (T (1) ), most of CP Crow are greater than CP P , CP BC and CP BCa for each case of β and given confidence level, and most of MIL Crow are greater than MIL P , MIL BC and MIL BCa . Whereas for the one-sided LCLS on M (T (1) ), CP BCa is the most closest to the nominal confidence level for each case of β and given confidence level, and MIL Crow is at least greater TABLE 1. CPs and MILs (in parenthesis) of confidence intervals on M(T (1) ).
TABLE 2. CPs and MILs (in parenthesis) of confidence intervals on λ(T (1) ).

TABLE 3. MILs of confidence intervals on λ(T (1) ).
than MIL P . Besides, for both the one-and two-sided confidence intervals on M (T (1) ), MIL P ≤ MIL BC ≤ MIL BCa holds for each case of β and given confidence level. In Table 3 , the relationship among the confidence interval lengths on λ(T (1) ) for each case of β and given confidence level is just opposite to that on M T (1) due to the reciprocal relationship VOLUME 6, 2018 FIGURE 2. CPs of the two-sided confidence intervals on λ T (3) .
FIGURE 3.
CPs of the one-sided confidence intervals on λ T (3) .
between the intensity function and the MTBF. The above comparisons among the Crow intervals and the three types of bootstrap intervals show that nearly at least one of the percentile, BC and BCa intervals in the proposed method can produce better confidence intervals (including both the oneand two-sided intervals) on M (T (1) ) and λ(T (1) ) than the Crow intervals. In these situations, the bootstrap intervals may not have the shortest lengths.
Then let us look at the asymptotic intervals in Tables 1 to 3 . We can find that CP D of the intervals on λ(T (1) ) differ from those on M (T (1) ) for each case of β and given confidence level. It means that the asymptotic confidence intervals are not transformation invariant. For each case of β and given confidence level in Tables 1 to 3 , the two-sided asymptotic intervals have the shortest MILs and the smallest CPs compared to other two-sided intervals. For those two-sided asymptotic intervals, all CP D for 1 − α = 0.95 are less than the nominal confidence levels. Whereas for the one-sided asymptotic intervals, all CP D of intervals on M T (1) are much greater than the nominal confidence levels and are greater than CP BC and CP BCa for each case of β and given confidence level, all CP D of intervals on λ(T (1) ) are less than the nominal confidence levels when 1 − α = 0.95. Those results show that the asymptotic confidence intervals given by the delta method behave poorly (especially when the nominal confidence level is high, like 0.95). This is due to that the truncation time for the time truncated case or the number of failures for the failure truncated case does not go to infinity.
Moreover, all the data over 0, T (3) for each data set can be used to construct the two-sided confidence intervals on λ T (3) , λ T (3) + 200 and R (50), the one-sided UCLs on λ T (3) and λ T (3) + 200 , and the one-sided LCLs on R T (3) + 50 by equation (17) and by the proposed method in Section 3.2 with B = In addition, it further illustrate that the delta method cannot produce accurate confidence intervals on the function of the PLP parameters especially when the nominal confidence level is high. Thus, it is not recommended to construct the asymptotic confidence intervals on the functions of the PLP parameters in this context. Based on the above discussion, it turns out that the proposed bootstrap confidence interval method can adapt to all the cases where β < 1, β = 1 and β > 1. Even no matter whether the multiple identical repairable systems VOLUME 6, 2018 FIGURE 6. CPs of the two-sided confidence intervals on R 50 . are truncated at the same time, the proposed method can be applied to construct highly accurate confidence intervals on any function of the PLP parameters of interest. Summarizing the applications of the proposed parametric bootstrap confidence interval method to the functions of the PLP parameters discussed in this paper, we offer some suggestions on the selections of the three bootstrap confidence interval methods: the percentile method can be used in the proposed method to construct the two-sided confidence intervals on the function of the PLP parameters; the BCa method can be particularly used in the proposed method to construct the one-sided confidence intervals on the function of the PLP parameters when the nominal confidence level is large (like 0.95 and 0.80), whereas the percentile method can be used in the proposed method to construct the one-sided confidence intervals on the function of the PLP parameters when the nominal confidence level is small (like 0.60).
B. REAL EXAMPLES
After the numerical experiments illustrate the rationality and validity of the proposed parametric bootstrap confidence interval method, two real examples are given in this subsection.
Example 1: The Blue Mountain supercomputer at Los Alamos National Laboratory consists of some identical SGI origin 2000 shared memory processors (SMPs). When an SMP fails, it is restarted. Consequently, each of the SMPs can be viewed as a repairable subsystem. Here, the failure times [41] of SMPs 1 and 2 are listed in Table 4 . At a 5% significance level, the Military Handbook trend test (the value of the test statistics is 137.1) [20] shows that the SMPs exhibit reliability growth, the CramerVon Mises goodness of fit test (the value of the test statistics is 0.178) [2] , [40] shows that these data can be modeled by the PLP, even the tests [2] , [40] for identical intensity function, i.e. common λ's as well as β's (the values of the test statistics are 2.163 and 1.110 respectively), show that these data follow the same PLP. Using the proposed method with B = 10 4 , we can then obtain the 95% two-sided confidence interval on the MTBF M (t) at given time t and the 95% one-sided LCL on the system reliability R(d) over T (2) , T (2) + d . Given more values of t (or d), the UCL (or LCL) curves for M (t) (or R(d)) can be obtained, which are presented in Figure 8 (or Figure 9) . Example 2: Some machining centers (MCs) which employ Mitsubishi 64m digital control system with high-speed and high-precision machining modes were used in two automotive production lines of a company and had the similar using conditions. An MC was often viewed as a repairable system [42] since it could be restored to an operational state by some maintenance actions. The failures of MCs were categorized by the function sharing, function independence and convention division principles. Here, only the failures on the hydraulic systems (HSs) are discussed. The failure data [42] of HSs in three MCs are listed in Table 5 . At a 5% significance level, the Military Handbook trend test (the value of the test statistics is 36.1) [20] shows that the HSs exhibit reliability decay, the CramerVon Mises goodness of fit test (the value of the test statistics is 0.208) [2] , [40] shows that these data can be modeled by the PLP, even the tests [2] , [40] for identical intensity function, i.e. common λ's as well as β's (the values of the test statistics are 2.349 and 0.164 respectively), show that these data follow the same PLP. Using the proposed method with B = 10 4 , we can then obtain the 95% two-sided confidence interval on the MTBF λ(t) at given time t and the 95% one-sided LCL on the system reliability R(d) over T (3) , T (3) + d . Given more values of t (or d), the UCL (or LCL) curves for λ(t) (or R(d)) can be obtained, which are presented in Figure 10 (or Figure 11) .
From these two examples, we can see that the 95% Crow interval on M (T (1) ) in Figure 8 is obviously wider than the three types of bootstrap confidence intervals on M (T (1) ), and the 95% Crow interval on λ(T (1) ) in Figure 10 is slightly wider than the percentile and BCa intervals on λ(T (1) ). The two-sided bootstrap confidence interval curves will fluctuate FIGURE 10. 95% two-sided confidence interval curves for λ(t ).
FIGURE 11. 95% one-sided LCL curves for R(d ).
between the time T (1) and T (2) in Figure 8 (or between the time T (1) and T (3) in Figure 10 ), this is due to that the failure times outside (0, T (1) ] have been added to calculate the confidence intervals. After the time T (2) in Figure 8 (or T (3) in Figure 10 ), the predictive intervals on M (t) (or λ(t)) constructed by the proposed method will naturally become wider as the time t increases. In addition, Figures 8 to 11 show that the MLE of M (T ) (or λ(t), R(d)) at a given time is always within the three types of bootstrap confidence intervals. The figures also show the difference among the three types of bootstrap confidence intervals more intuitively. Based on the selection suggestions for the three bootstrap confidence interval methods provided in Section IV-A, the 95% two-sided percentile intervals on M (T (1) ) (or λ(t), R(d)) and the 95% one-sided BCa intervals on M (T (1) ) (or λ(t), R(d)) would be preferred to provide highly accurate confidence intervals in these two real examples.
V. CONCLUSIONS
For the general cases where multiple identical repairable systems operate independently for different period of time and failures for each system follow the same PLP, confidence interval analysis on the function of the PLP parameters has been discussed in this paper. In order to construct a simple parametric bootstrap confidence interval method, we apply the log-ratio transformation with the nice feature of being independent of any parameter to the original failure times of multiple systems. Then, a random sample from an exponential distribution can be obtained. Considering the relationship between the parameter of this exponential distribution and the PLP parameters, the MLE of the function of the PLP parameters can be transformed into the MLE of the corresponding function of the exponential distribution parameter. Based on this fact and the obtained sample from an exponential distribution, we propose the parametric bootstrap confidence interval method to construct confidence intervals on the function of the PLP parameters. The proposed parametric bootstrap confidence interval method has been proven to adapt to all the cases where β < 1, β = 1 and β > 1 in the PLP. Whether or not multiple identical systems operate for the same period of time, we can use the proposed confidence interval method to construct highly accurate confidence intervals on any function of the PLP parameters of interest. The other advantage of the proposed confidence interval method is that the confidence intervals on the function of the PLP parameters can be obtained for any confidence level, e.g. a 85% two-sided confidence interval on the future intensity, a 98% one-sided LCL on the system reliability. Besides, note that the confidence interval analysis for multiple repairable systems discussed in this paper is based on the main underlying assumption of identical systems. In the applications of the PLP to multiple repairable systems, various assumptions about the similarity of the systems lead to different models and the subsequent analysis constitutes an open research area that needs to be explored further. ZHENZHOU LU received the B.S. and Ph.D. degrees in flight vehicle design from Northwestern Polytechnical University, Xi'an, China, in 1988 and 1993, respectively. From 1994 to 1996, she was a Post-Doctoral Research Associate with the Department of Engineering Mechanics, Northwestern Polytechnical University. Since 1995, she has been teaching and researching in the School of Aeronautics, Northwestern Polytechnical University, first as an Associate Professor and then, since 1998, as a Professor. Her current research interests include aircraft design, structural reliability, sensitivity analysis, and robust design. She has published two books and more than 200 journal and conference papers.
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