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In this paper we shall analyze the f(G) gravity phase space, in the case that the corresponding
dynamical system is autonomous. In order to make the dynamical system autonomous, we shall
appropriately choose the independent variables, and we shall analyze the evolution of the variables
numerically, emphasizing on the inflationary attractors. As we demonstrate, the dynamical system
has only one de Sitter fixed point, which is unstable, with the instability being traced in one of the
independent variables. This result holds true both in the presence and in the absence of matter and
radiation perfect fluids. We argue that this instability could loosely be viewed as an indication of
graceful exit in the f(G) theory of gravity.
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I. INTRODUCTION
The dark energy and the dark matter problem are two of the main unanswered problems in modern theoretical
cosmology. The dark energy refers to the late-time acceleration that our Universe is currently experiencing, which
was observed in the late 90’s, [1] and it is unarguably the most intriguing problem for current and future theoretical
research. The dark matter problem is bit older, and the most popular explanation comes from particle physics, in the
context of which, dark matter is materialized by a non-interacting particle, see for example [2], for a deep analysis of
various aspects of dark matter candidates. Both the aforementioned problems find appealing theoretical explanations
in the context of modified gravity, in it’s various aspects, see the reviews [3–6], for extensive presentations on the
subject. Also, a recently proposed theory that may successfully mimic dark matter in a geometric way, is offered by
mimetic theories of gravity [7], see [8] for a recent review.
Among the various modified gravity proposals that exist in the literature, an appealing proposal is Gauss-Bonnet
f(G) gravity, where G is the Gauss-Bonnet invariant. The latter, in four dimensions, is defined as G = R2−4RµνRµν+
RµνρσR
µνρσ, and with Rµν , Rµνρσ are the Ricci tensor and the Riemann tensor respectively. From the mathematical
form of the Gauss-Bonnet invariant, it is obvious that such a theory could contain higher derivatives, which would
render the theory not so appealing, since it would be hard to tackle with. However, although this is true in principle,
in the f(G) case, the resulting picture turns out that it is greatly simplified in four dimensions, since the theory
contains second order derivatives, hence it can be studied more easily than initially one may think. In the context
of f(G) it is possible to describe various cosmological evolutions [9], like late-time acceleration or the unification of
inflation with late-time acceleration [10–15]. Apart from the inflationary paradigm, several proposals exist for the
description of bouncing cosmologies in the context of modified f(G) gravity, see for example [16–20].
In this paper the focus is on the dynamical system corresponding to f(G) gravity. Particularly, we shall be interested
in providing an autonomous dynamical system analysis, as this was performed in Ref. [21]. In the literature there
exist various studies on the subject in the context of Einstein-Hilbert or modified gravity, see for example [22–41], and
also [42], in which an autonomous dynamical system approach was also informally used. The question that naturally
springs to mind is why we should use an autonomous dynamical system approach in the first place. The answer
to this comes from the fact that for a non-autonomous dynamical system, finding the fixed points may not suffice
or maybe one could be lead to not correct conclusions, regarding the phase space. Particularly, the stability of the
dynamical system is not guaranteed by solely using theorems like the Hartman-Grobman, which describe autonomous
dynamical systems. In order to further support our claim, let us exemplify it by using a characteristic example,
which can be found in [21, 43]: Consider the one dimensional dynamical system x˙ = −x + t, the solution of which
is, x(t) = t − 1 + e−t(x0 + 1). By looking the solution, it can easily be seen that all the solutions (for the various
initial conditions, which have impact on x0) tend to t − 1 for t → ∞. However, if the standard fixed point analysis
2of non-autonomous dynamical systems is applied in this case, it yields the result that the only fixed point is x = t,
which is not a solution to the dynamical system. In addition, by using standard non-autonomous approaches, it can
be found that the vector field is deflected from the solution x(t) = t− 1, which is not correct as we discussed earlier.
Hence, in many cases, the non-autonomous dynamical systems analysis may not suffice, so the autonomous dynamical
system analysis is compelling.
In view of the above, the purpose of this paper is to provide a dynamical system analysis of the f(G) modified
gravity theory, focusing on inflationary attractors. We shall provide the general form of the f(G) gravity autonomous
dynamical system, in the presence of cold matter and radiation, and we shall analyze in detail the dynamical system,
focusing on inflationary attractors. The time dependence of the resulting dynamical system is solely contained in the
parameter m, which is equal to m = − H¨H3 , where H is the Hubble rate. Hence, we shall assume that this parameter
takes constant-values, and therefore the dynamical system turns out to be autonomous. We shall be particularly
interested in the case m = 0, which corresponds to the de Sitter vacuum. We shall find the fixed points of the
autonomous dynamical system and we shall examine the stability. Also we shall investigate numerically the evolution
of the dynamical variables, in terms of the e-foldings number, focusing on values in the range N = [0, 60], which
are more interesting when inflationary theories are considered. As we demonstrate, in all the cases, an unstable de
Sitter attractor exists, which may reflect the possibility of having an intrinsic mechanism for the graceful exit in f(G)
theories.
Before we start our presentation, let us briefly present the geometric framework we shall use, which will be a flat
Friedmann-Robertson-Walker (FRW) metric, with line element,
ds2 = −dt2 + a(t)2
∑
i=1,2,3
(
dxi
)2
, (1)
with a(t) being the scale factor.
II. AUTONOMOUS DYNAMICAL SYSTEM OF THE f(G) GRAVITY
In this section we shall present in brief some basic features of f(G) gravity, and we shall investigate how to construct
an autonomous dynamical system by using the cosmological equations and some appropriately chosen variables.
The f(G) gravitational action is equal to [10–14]:
S =
∫
d4x
√−g
(
1
2κ2
R+ f(G) + Lmatter
)
, (2)
and upon variation with respect to the metric tensor gµν , the gravitational equations of motion are,
0 =
1
2κ2
(
−Rµν + 1
2
gµνR
)
+ T µνmatter +
1
2
gµνf(G)− 2f ′(G)RRµν (3)
+ 4f ′(G)RµρRνρ − 2f ′(G)RµρστRνρστ − 4f ′(G)RµρσνRρσ + 2 (∇µ∇νf ′(G))R
− 2gµν (∇2f ′(G))R− 4 (∇ρ∇µf ′(G))Rνρ − 4 (∇ρ∇νf ′(G))Rµρ
+ 4
(∇2f ′(G))Rµν + 4gµν (∇ρ∇σf ′(G))Rρσ − 4 (∇ρ∇σf ′(G))Rµρνσ .
It is notable that the equations of motion Eq. (3) do not contain any higher derivative terms. For the flat FRW metric
of Eq. (1), the gravitational equations take the following form,
6H2 + f(G)− Gf ′(G) + 24H3G˙f ′′(G) + ρm + ρr = 0 (4)
− 2H˙ = −8H3F˙ + 16HH˙F˙ + 8H2F¨ + 4
3
ρr + ρm ,
where the “dot” denotes differentiation with respect to the cosmic time, rhom and ρr stand for the energy density of
the baryonic matter and radiation respectively. Finally, F in Eq. (4) stands for,
F (G) = ∂f(G)
∂G . (5)
Also, for the flat FRW Universe of Eq. (1), the Gauss-Bonnet invariant G, takes the following form,
G = 24
(
H2H˙ +H4
)
. (6)
3By using the cosmological equations (4), we shall construct a dynamical system that can be rendered autonomous, if
a set of appropriately chosen variables is used, and to this end we introduce the following variables,
x1 = − F˙ (G)
F (G)H , x2 = −
f(G)
3H2
, x3 =
G
24H4
, x4 =
ρr
3H2
, x5 =
ρm
3H2
, x6 =
1
FH2
. (7)
It is more convenient for the purposes of this paper to use the e-foldings number, so by using the following differenti-
ation rule,
d
dN
=
1
H
d
dt
, (8)
and by taking the first derivative of the variables (7), in conjunction with Eqs. (4), after some algebra we obtain,
dx1
dN
=
1
4
(x3 − 1)x6 + 8x1 − (x3 − 1)x1 + 1
2
x4x6 +
3
8
x5x6 + x
2
1 , (9)
dx2
dN
= −16
x6
+
8
x6
m− 32
x6
(x3 − 1) ,
dx3
dN
= 2(x3 − 1)2 +m+ 96
24
(x3 − 1)− 4x3(x3 − 1) ,
dx4
dN
= −4x4 − 2x4(x3 − 1) ,
dx5
dN
= −3x5 − 2x5(x3 − 1) ,
dx6
dN
= x1x6 − 2(x3 − 1)x6 ,
where the parameter m stands for,
m =
H¨
H3
. (10)
The only time-dependence (N -dependence) of the dynamical system is contained on the parameter m, which we
shall assume that it is constant and particularly equal to zero. As we shall see, this case describes a quasi de
Sitter evolution, so the phase space analysis will characterize inflationary attractors. Also, since we are interested on
inflationary attractors, we shall assume that the e-foldings number takes values in the range N = [0, 60].
A useful quantity that will make clear the physical significance of the fixed points of the dynamical system, is the
effective equation of state parameter (EoS), which is defined as follows,
weff = −1− 2H˙
3H2
, (11)
so by using the definition of the parameter x3 from Eq. (7) and also the definition of the Gauss-Bonnet invariant
from Eq. (6), the EoS can be written as follows,
weff = −1− 2
3
(x3 − 1) . (12)
By having the dynamical system of Eq. (9) at hand, and also the EoS (12), in the next section we shall investigate
the inflationary phase space of f(G) gravity, and we shall analyze numerically the stability of the fixed points.
III. ANALYSIS OF THE f(G) GRAVITY INFLATIONARY PHASE SPACE
Now let us focus on the study of the dynamical system (9), and as we already discussed, the parameter m is the
only time-dependent parameter in the dynamical system. We shall assume that the value of m is zero, in which case
the general form of the scale factor that realizes the m = 0 case, has the following form,
a(t) = eH0t−Hit
2
, (13)
4which in general describes a de Sitter evolution. Notice that by fixing m, the dynamical system contains parameters
which remain general, so in the rest of this section we shall examine the impact of the value m = 0 on the dynamical
system.
Before getting into the details of the analysis, let us briefly present some standard features of dynamical systems
analysis, also found in Ref. [43]. Particularly, we shall be interested in the linearization method and the Hartman-
Grobman theorem. The latter determines the stability of the fixed points, when this is hyperbolic. Assume that the
function Φ(t) ǫ Rn is a solution to the following dynamical system,
dΦ
dt
= g(Φ(t)) , (14)
where g(Φ(t)) is a locally Lipschitz continuous map g : Rn → Rn. We denote with φ∗, the fixed points of the
dynamical system (14), and also let J (g) be the corresponding Jacobian matrix. The latter is equal to,
J =
∑
i
∑
j
[ ∂fi
∂xj
]
. (15)
The Jacobian matrix J (g) should be calculated at the fixed points, and the corresponding eigenvalues must satisfy
Re(ei) 6= 0, in order to have a concrete idea on the stability of the fixed points. Assume that the spectrum of the
eigenvalues of J (g), is σ(J (g)), then a hyperbolic fixed point satisfies Re (σ((J))) 6= 0. The Hartman theorem, when
applied for a autonomous system, indicates the certain existence of a homeomorphic map F : U → Rn, with U being
an open neighborhood of the fixed point φ∗, which satisfies F(φ∗). The flow generated by the homeomorphism , is,
dh(u)
dt
= J h(u) , (16)
which is topologically equivalent to the one appearing in (14). By applying the Hartman theorem, the dynamical
system (14), can be written in the following way,
dΦ
dt
= J (g)(Φ)
∣∣∣
Φ=φ∗
(Φ− φ∗) + S(φ∗, t) , (17)
with S(φ, t) being a smooth map [0,∞) × Rn. Hence, if the Jacobian matrix satisfies R⌉ (σ(J (g))) < 0, and in
addition, if the following holds true,
lim
Φ→φ∗
|S(φ, t)|
|Φ− φ∗| → 0 , (18)
the fixed point φ∗ of the dynamical flow
dΦ
dt = J (g)(Φ)
∣∣∣
Φ=φ∗
(Φ − φ∗), is also a fixed point of the flow (17), and
moreover, it is asymptotically stable. Hence, when a hyperbolic fixed point is met, the above statements hold true,
and in the converse case, further analysis, supported by numerical studies, are required in order to reveal the stability
of the fixed points. This is in fact our strategy, since the resulting fixed points for the f(G) gravity, are not hyperbolic.
So let us fix m = 0, and we proceed to the study of the dynamical system. For the dynamical system of Eq. (9),
the matrix J =∑i∑j
[
∂fi
∂xj
]
reads,
J =


2x1 − x3 + 9 0 x64 − x1 x62 3x68 x3−14 + x42 + 3x58
0 −2(x3 − 1) −2x2 − 32x6 0 0
32(x3−1)
x2
6
+ 16
x2
6
0 0 4− 4x3 0 0 0
0 0 −2x4 −2(x3 − 1)− 4 0 0
0 0 −2x5 0 −2(x3 − 1)− 3 0
x6 0 −2x6 0 0 x1 − 2(x3 − 1)


, (19)
5where in this case, the functions fi are,
f1 =
1
4
(x3 − 1)x6 + 8x1 − (x3 − 1)x1 + 1
2
x4x6 +
3
8
x5x6 , (20)
f2 = −16
x6
+
8
x6
m− 32
x6
(x3 − 1),
f3 = 2(x3 − 1)2 +m+ 96
24
(x3 − 1)− 4x3(x3 − 1),
f4 = −4x4 − 2x4(x3 − 1),
f5 = −3x5 − 2x5(x3 − 1),
f6 = x1x6 − 2(x3 − 1)x6 .
We can easily calculate the fixed points of the dynamical system (9), which for general m are,
φ1
∗
= (−
√
2
√
m,
6
√
2m3/2 +m2 − 30m+ 16√2√m
m2 − 128m ,
1
2
(
2−
√
2
√
m
)
, 0, 0, 4
(√
2
√
m− 16
)
) (21)
φ2
∗
= (
√
2
√
m,
−6√2m3/2 +m2 − 30m− 16√2√m
m2 − 128m ,
1
2
(√
2
√
m+ 2
)
, 0, 0,−4
(√
2
√
m+ 16
)
), .
and in the case m = 0, the fixed points coincide and we thus have only the following fixed point,
φ1
∗
= (0,∞, 1, 0, 0,−64) . (22)
The corresponding eigenvalues for the fixed point φ1
∗
are (8,−4,−3, 0, 0, 0), so it is not hyperbolic for sure, and as we
will demonstrate it is also strongly unstable. Before proceeding to the numerical analysis, let us reveal the physical
significance of the fixed point φ1
∗
, and to this end let us investigate the behavior of the EoS for the fixed point φ1
∗
. So
for x3 = 1, the EoS (12) becomes weff = −1, and in effect, the fixed point is a de Sitter fixed point.
The instability of the fixed point can be revealed only numerically, since the Hartman-Grobman theorem does not
apply in our case, due to the fact that the fixed point is not hyperbolic, so by solving numerically the dynamical system
(9) for various initial conditions, we can conclude whether the de Sitter fixed point is stable or not. We emphasize
our analysis for values of the e-foldings in the range N = (0, 60), and in Figs. 1 and 2 we plot the numerical solutions
for the dynamical system (9),by using the initial conditions x1(0) = −0.01, x2(0) = 0 and x3(0) = 2.05, x4(0) = 0,
x5(0) = 7, x6(0) = −2. As it can be seen in Fig. 1, the variable x1 tends to x1 → −8 quite fast, and also x2 → ∞,
while x3 → 1, so the de Sitter fixed point is reached, when the parameter x3 is taken into account, while x1 does not
converge to zero. From Fig. 2, it can be seen that the variables x4 and x5 tend to their de Sitter values, however the
variable x6 tends to zero around N ∼ 60. Hence it is obvious that the de Sitter fixed point φ1∗ is not eventually reached
from all the variables, and therefore it is an unstable fixed point. Now let us turn our focus on the purely vacuum
case, for which ρm = ρr = 0. Actually, the fixed point φ
1
∗
has features of a vacuum fixed point since x4 = x5 = 0, but
we shall investigate separately the two cases for clarity.
In the case that matter and radiation are excluded, the dynamical system (9), takes the following form,
dx1
dN
=
1
4
(x3 − 1)x6 + 8x1 − (x3 − 1)x1 + x21 , (23)
dx2
dN
= −16
x6
+
8
x6
m− 32
x6
(x3 − 1) ,
dx3
dN
= 2(x3 − 1)2 +m+ 96
24
(x3 − 1)− 4x3(x3 − 1) ,
dx6
dN
= x1x6 − 2(x3 − 1)x6 ,
and the corresponding matrix J =∑i∑j
[
∂fi
∂xj
]
becomes in this case,
J =


2x1 − x3 + 9 0 x64 − x1 x3−14
0 −2(x3 − 1) −2x2 − 32x6 8mx26 +
32(x3−1)
x2
6
+ 16
x2
6
0 0 4− 4x3 0
x6 0 −2x6 x1 − 2(x3 − 1)

 , (24)
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FIG. 1: The behavior of x1(N), x2(N) and x3(N) for the dynamical system (9), for the initial conditions x1(0) = −0.01,
x2(0) = 0 and x3(0) = 2.05, x4(0) = 0, x5(0) = 7, x6(0) = −2, and for m = 0.
and in this case, the functions fi are,
f1 =
1
4
(x3 − 1)x6 + 8x1 − (x3 − 1)x1 , (25)
f2 = −16
x6
+
8
x6
m− 32
x6
(x3 − 1),
f3 = 2(x3 − 1)2 +m+ 96
24
(x3 − 1)− 4x3(x3 − 1),
f6 = x1x6 − 2(x3 − 1)x6 .
The corresponding fixed point in the m = 0 case is as expected,
ϕ1
∗
= (0,∞, 1,−64) . (26)
From a physical point of view, the dynamical evolution is qualitatively the same with the scenario we described in
the non-vacuum case, due to the fact that x4 = x5 = 0. This can be verified by a numerical analysis which we omit
for brevity. Hence, the de Sitter fixed point exists in this case too, and it is unstable. In order to further support
this result, we shall present another aspect of our numerical analysis, emphasizing in the dynamical system which
corresponds to x3 = 1. In this case, the dynamical system becomes,
dx1
dN
= 8x1 + x
2
1 , (27)
dx2
dN
= −16
x6
+
8
x6
m,
dx6
dN
= x1x6 ,
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FIG. 2: The behavior of x4(N), x5(N) and x6(N) for the dynamical system (9), for the initial conditions x1(0) = −0.01,
x2(0) = 0 and x3(0) = 2.05, x4(0) = 0, x5(0) = 7, x6(0) = −2, and for m = 0.
and in Fig. 3, we present the behavior of the reduced system in terms of the variables (x1, x6). In the left plot, the
vector field flow appears, in the x1 − x6 plane, while in the right plot, the behavior of various trajectories appear
in the x1 − x6 plane. As it can be seen in this case too, the reduced system is unstable at x1 = 0, which is the
value of the variable x1 at the fixed point ϕ
1
∗
in Eq. (26). Hence, the autonomous dynamical system (9) both in the
vacuum and in the presence of radiation and matter, has a de Sitter fixed point, which is unstable. The instability
is mainly caused by the parameter x1, since it never reaches its fixed point value x1 = 0, and as it seen by the plots
in Fig. 3, the dynamical system trajectories and flow are repelled away from the value x1 = 0. This instability could
be an indicator of a graceful exit from inflation mechanism inherent in the f(G) gravity, both in the vacuum and
non-vacuum cases, however a closer analysis on this is required, which we hope to address in a future work.
IV. CONCLUSIONS
In this paper we performed a detailed numerical analysis of the f(G) gravity phase space, in the case that the
corresponding dynamical system can be formed to be an autonomous dynamical system. As we demonstrated, by
appropriately choosing the free independent variables, the dynamical system can be an autonomous dynamical system,
with the only time-dependence being contained in the parameter m. We focused on the case m = 0, which describes
a quasi-de Sitter evolution in the most general case, and we investigated how the dynamical evolution behaves in
this case. As we demonstrated, the dynamical system has a de Sitter fixed point, for which the EoS is weff = −1,
and we examined the behavior of the variables numerically. The resulting picture indicated that the fixed point is
unstable, a feature that could possibly indicate that the f(G) gravity has an inherent instability mechanism, traced
on the instability of the variable x1, which may be seen as a graceful exit from inflation mechanism. This feature
however, needs closer inspection, which we plan to do in a future work. Finally, it would be interesting to combine
the dynamical system study with the Noether symmetry approach, see for example [44] for a Gauss-Bonnet theory
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FIG. 3: 2-dimensional flow (left) and various trajectories in the x1 − x6 plane (right) for the dynamical system (27), and for
m = 0.
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