Abstract-We analyze the diversity-multiplexing tradeoff in a fading relay channel at finite signal-to-noise ratios (SNRs). In this framework, the rate adaptation policy is such that the target system data rate is a multiple of the capacity of an additive white Gaussian noise (AWGN) channel. The proportionality constant determines how aggressively the system scales the data rate and can be interpreted as a finite-SNR multiplexing gain. The diversity gain is given by the negative slope of the outage probability with respect to the SNR. Finite-SNR diversity performance is estimated using a constrained max-flow min-cut upper bound on the relay channel capacity. Moreover, the finite-SNR diversity-multiplexing tradeoff is characterized for three practical decode and forward half-duplex cooperative protocols with different amounts of broadcasting and simultaneous reception. For each configuration, system performance is computed as a function of SNR under a system-wide power constraint on the source and relay transmissions. Our analysis yields the following findings; (i) improved multiplexing performance can be achieved at any SNR by allowing the source to transmit constantly, (ii) both broadcasting and simultaneous reception are desirable in half-duplex relay cooperation for superior diversitymultiplexing performance, and (iii) the diversity-multiplexing tradeoff at finite-SNR is impacted by the power partitioning between the source and the relay terminals. Finally, we verify our analytical results by numerical simulations.
I. INTRODUCTION
C OOPERATIVE relaying has recently gained a lot of interest due to its ability to realize the performance gains of multiple-input multiple-output (MIMO) wireless systems [1] - [4] in networks consisting of single antenna devices. The diversity-multiplexing tradeoff formulation, first proposed by Zheng and Tse in the context of point-to-point [5] and multiuser [6] fading MIMO channels, is a beneficial tool to O. Oyman is with Intel Research Laboratories, Santa Clara, CA 95054 (e-mail: ozgur.oyman@intel.com).
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investigate the role of code design on extracting the available diversity gains and spatial multiplexing gains of cooperative relay systems. While such studies have been carried out in [7] , [8] , the conclusions were limited to the asymptotically high SNR setting. Recently, asymptotically high SNR results for relay aided multiple access channels have been reported [9] and relay performance has been compared to single user MIMO in [10] . While the diversity-multiplexing tradeoff is derived for asymptotically high SNR, it has been found that it partially informs finite-SNR performance in [11] , [12] . The diversity-multiplexing tradeoff over point-to-point MIMO links has been reformulated in [13] to apply for finite-SNRs by finding a new tradeoff between diversity and multiplexing at each SNR. This formulation yields greater insights into system performance at finite-SNR where asymptotic analysis is inaccurate. Additionally, the outage characteristics of relay channels have also been studied in the low SNR regime in [14] . Contributions: In this paper, we examine the basic building block of cooperative diversity systems, a simple fading relay channel where the source, relay, and destination terminals are each equipped with single antenna transceivers. Considering a Rayleigh-fading channel model and assuming a systemwide power constraint on the source and relay transmissions, we characterize the finite-SNR diversity-multiplexing tradeoff for different time division multiple access (TDMA) based cooperative protocols that vary the degree of broadcasting and simultaneous reception. Our detailed contributions can be summarized as follows:
• Using the analytical formulas in [13] , we derive estimates of the diversity and multiplexing gains of the fading relay channel at finite-SNR based on the max-flow min-cut theorem [15] .
• Assuming Gaussian codebooks at the source and relay terminals and extending the outage probability calculation technique in [2] , we obtain exact closed form expressions for the diversity and multiplexing gains at finite-SNR for two different TDMA-based cooperative protocols using the analytical formulas in [13] . Our analytical results provide useful insights to identify the role the relay nodes play with regards to the diversitymultiplexing tradeoff at finite-SNR. • We use the outage analysis technique derived in [13] to bound the finite-SNR diversity-multiplexing tradeoff for a protocol that exploits both broadcasting and simultaneous reception. These results reveal the role of the source-to-destination link on determining finite-SNR diversitymultiplexing tradeoff performance.
Relation to Previous Work:
While we characterize the finite-SNR diversity-multiplexing tradeoff for relay protocols similar to those discussed in [3] , our channel model is more general and incorporates the case in which all three links of the relay channel are fading. Additionally, we consider the case when the relay may fail to decode the message sent from the source by allowing the destination to decode the message if the channel between the source and the destination is sufficiently strong [2] , which results in increased diversity performance. This is similar to the dynamic decode-and-forward (DDF) protocol discussed in [7] for the asymptotically high SNR diversity-multiplexing tradeoff, which allows the relay not to decode the message if the channel between the source and the relay is poor. Unlike the DDF protocol, though, the protocols considered here have equal time slots for the relay to receive and to transmit. Finite-SNR diversity-multiplexing performance of the DDF protocol remains an open problem.
Considering diversity and multiplexing performance at finite-SNR is important since this represents the practical operating regime. The diversity-multiplexing tradeoff is derived with asymptotically high SNR, and unfortunately neglects constant SNR offsets such as varying the power allocated between the source and the relay terminal. In [9] it was noted that a protocol with superior asymptotic performance was not always superior at finite-SNR. The diversity-multiplexing tradeoff has been shown to partially inform finite-SNR performance to some degree, as it defines different operating regions that correspond to each of the piecewise linear segments of the diversity-multiplexing tradeoff, as discussed in [11] , [12] . Since these operating regions are derived using asymptotic SNR arguments, they only approximate the diversity at finite-SNR. Specifically, power partitioning between the source and the relay is neglected and this approximation doesn't accurately account for the transition between the asymptotic piecewise linear operating regions. The finite-SNR diversitymultiplexing tradeoff framework derived in [13] , [16] , on the other hand, describes the tradeoff between diversity and multiplexing for each SNR.
Organization of the paper: This paper is organized as follows. Section II establishes the system models. Section III discusses the finite-SNR diversity-multiplexing tradeoff for a specific class of channels. Section IV derives the finite-SNR diversity-multiplexing tradeoff using the max-flow min-cut upper bound. Section V considers the performance of halfduplex practical transmission protocols. Finally, Section VI contains the concluding remarks.
Notation. The superscripts T and H stand for transposition and conjugate transposition, respectively. E denotes the expectation operator, and I m is the m × m identity matrix. A random event E 1 occurs with probability P (E 1 ) and does not occur with probability 1 − P (E 1 ) = P (E c 1 ), where E c 1 is the complement event of E 1 . Also, E 1 ∩ E 2 is the intersection of events E 1 and E 2 such that P (E 1 ∩ E 2 ) is the probability of both events occurring simultaneously. Similarly, E 1 ∪ E 2 is the union of the two events such that P (E 1 ∪ E 2 ) is the probability of at least one of the two events occurring. Fig. 1 . A fading relay channel. S is the source node, R is the relay node, and D is the destination node.
II. SYSTEM MODELS
The relay system model will be described as follows. In Subsection II-A, we describe the relay channel and we present three different cooperative relaying schemes that differ in the degree of broadcasting and simultaneous reception. In Subsection II-B, we provide the physical-layer channel and signal models assumed in establishing the cooperative links.
A. General Setup and Protocol Descriptions
Consider a fading relay channel shown in Fig. 1 . Data is to be transmitted from the source terminal S to the destination terminal D with the assistance of the relay terminal R. All terminals are equipped with single antenna transmitters and receivers. The relay terminal R assists the source-destination communication by decoding the source transmission and forwarding the message in order to increase the reliability of decoding at the destination terminal.
We now describe three different cooperative protocols adapted from [3] , which implement varying degrees of broadcasting and simultaneous reception in the network. These three schemes are illustrated in Fig. 2 . Each of the protocols discussed is half-duplex decode and forward, since the relay node is either listening or transmitting during a time slot, but never both simultaneously, and decodes the message from the source before forwarding it on to the destination. Each time slot consists of an equal amount of time. The degree of broadcasting is given by the number of nodes simultaneously (i.e., in the same time slot) listening to the source node (i.e., 2 if both R and D listen, 1 if only R or only D listens). Furthermore, the degree of reception is said to be maximum if the destination node receives information simultaneously from both S and R.
Protocol I: In this protocol, the source terminal communicates with the relay and destination terminals over the first time slot. In the second time slot, only the relay terminal communicates with the destination terminal. This protocol realizes a maximum degree of broadcasting and exhibits no simultaneous reception. Also, this protocol allows for data reception by the source terminal from another terminal during the second time slot.
Protocol II: In this protocol, the source terminal communicates with only the relay terminal over the first time slot. In the second time slot, the source and relay terminals communicate with the destination terminal. This protocol does not implement broadcasting but realizes simultaneous reception. Also, this protocol allows for data transmission by the destination terminal to another terminal during the first time slot. Protocol III: The source terminal communicates the entire message with the relay and destination terminals during the first time slot. In the second time slot, both source and relay terminals communicate the entire message with the destination terminal. This protocol realizes maximum degrees of broadcasting and simultaneous reception.
B. Channel and Signal Models
Throughout this paper, we assume frequency-flat fading, no channel knowledge at the transmitters, perfect channel state information (CSI) at the receivers, and perfect synchronization. Perfect channel state information at the receivers implies that the S → R channel is known to the relay terminal, while the individual S → D and R → D channels are known to the destination terminal. The signals transmitted by terminal T ∈ {S, R} over the first and second time slots shall be denoted as x T ,1 and x T ,2 , respectively. Similarly, the signals received by terminal T ∈ {R, D} over the first and second time slots shall be denoted as y T ,1 and y T ,2 , respectively. The following statistical properties are assumed on the transmit signals
and
where P is the average total network transmit power over the two time slots. Additionally, α and β describe the power split between the relay and the source terminals, respectively. The additive noise at the relay and destination terminals T ∈ {R, D} over time slot i ∈ {1, 2} shall be denoted as n T ,i and is assumed to be drawn from a complex-valued white Gaussian noise process with zero mean and variance σ 2 n . Based on the system-wide power constraint in (2) across source and relay transmissions, we can define the network SNR as
The channel gains for the source-relay, source-destination, and relay-destination links are denoted by h SR , h SD , and h RD , respectively, which are independent complex-valued Gaussian random variables with zero mean and variances σ Furthermore, the channel coefficients {h SR , h SD , h RD } are assumed to be quasi-static, i.e., the channel remains constant for a fixed block duration but channels over different blocks fade independently.
The channel input-output relations are given as follows.
For the TDMA-based cooperative relaying protocols, the channel input-output relations are given as follows. For time slot 1, we have
with y D,1 = 0 for Protocol II. Similarly, for time slot 2, the relations are given as
with x S,2 = 0 for Protocol I.
log SNR Diversity Gain = -slope log P out Fig. 3 . Illustration of diversity gain at finite-SNR.
III. FINITE-SNR DIVERSITY-MULTIPLEXING TRADEOFF
In this section, we compute the finite-SNR diversitymultiplexing tradeoff of a specific class of channels whose instantaneous SNR is the weighted sum of two exponential random variables. The results of this analysis will then be used to compute the finite-SNR diversity-multiplexing tradeoff of the relay channel using the max-flow min-cut upper bound as well as the half-duplex protocols described in Section II.
While the conventional definitions of diversity and multiplexing gains of a system refer to asymptotic quantities as the SNR approaches infinity [5] , here we consider the multiplexing and diversity definitions of [13] , [16] that extend these tradeoffs to finite-SNRs. In the finite-SNR case, the multiplexing gain r is defined as the ratio of the system data rate R (in bps/Hz) to the capacity of an AWGN channel at SNR ρ and indicates how aggressively the system increases the throughput with SNR:
Additionally, diversity was defined in [16] as the negative slope of the log-log plot of outage probability versus SNR, as illustrated in Fig. 3 , for fixed multiplexing gain r and SNR ρ:
The significance of this definition is that the diversity gain at a particular SNR can be used to estimate the additional SNR required to decrease the outage probability by a specified amount for a given multiplexing gain. Next, we consider the finite-SNR diversity-multiplexing tradeoff of channels whose mutual information can be expressed as I = log 2 (1 + σ
where we assume that X 1 and X 2 are exponential random variables with mean one and that the terminals employ Gaussian codebooks for transmission. This class of channels includes fading 1 × 2 single-input multiple-output (SIMO), 2 × 1 multiple-input single-output (MISO), and two parallel channels using repetition coding and maximum ratio combining (MRC) at the receiver. These channel models [1] will be revisited when analyzing the performance of the relay channel.
To derive the finite-SNR diversity-multiplexing tradeoff for the channel described in (10), we need to compute the probability of outage and its derivative. The probability of outage for a given target data rate R is given as
where z = σ
The pdf of z depends on whether σ
We will consider the first case here, and the remaining cases are derived in Appendix I. In the first case, the pdf of z is derived in [17] and is shown below for σ
for z ≥ 0 (12) From the above pdf, the outage probability is given as follows:
(13) Note that R depends on ρ via (8):
Substitution yields the following:
Next, substitute in for σ
Finally, we can now compute
, which is given in (17) . The diversity d(r, ρ) for condition (10) can be computed by substituting (16) and (17) into (9).
IV. FINITE-SNR DIVERSITY-MULTIPLEXING TRADEOFF
VIA MAX-FLOW MIN-CUT UPPER BOUND In this section, we extend the finite-SNR diversitymultiplexing tradeoff analysis in [13] to the case of the relay channel. We first consider the max-flow min-cut upper bound on the capacity of the relay channel and then use the resulting information-theoretic expression to estimate the finite-SNR diversity-multiplexing tradeoff.
The max-flow min-cut bound was derived in [15] as an upper bound on the capacity of relay channels since the capacity of the relay channel remains an open problem. Following the max-flow min-cut analysis, the relay channel can be partitioned into two cutsets, which are shown in Fig. 4 . The minimum mutual information of these two cutsets upper bounds the mutual information of the relay channel I relay ≤ min(I 1 , I 2 ), where I 1 and I 2 are the mutual information of the transmit and receive cutsets respectively. From the mutual information of a MIMO channel [1] , [18] , [19] , the maximum mutual information of each of the two cutsets can be easily computed:
Here, Σ indicates the transmit covariance matrix for the input of the MIMO channel H. Note that we are assuming that Σ is a diagonal matrix. It has been shown that Σ = I is asymptotically optimal [5] in that no other covariance will yield an asymptotic higher diversity order, but it is not necessarily optimal at finite-SNR. The optimal covariance when outage is the metric remains an open problem. Using a diagonal transmit covariance matrix, though, makes sense given that no forward channel knowledge is present at the transmitters.
A. Transmit Cutset: SIMO
Note that the transmit cutset results in a SIMO system. The mutual information of this cutset is given as follows.
This is the same form as (10), where
Thus, we can use the results of Section III to compute P out and ∂Pout ∂ρ .
B. Receive Cutset: MISO
Note that the receive cutset results in a MISO system. The mutual information of this cutset is given as follows, assuming Σ is a diagonal matrix.
Again, we can use the results of Section III to compute P out and ∂Pout ∂ρ .
C. Combining the Cutsets
The max-flow min-cut bound consists of two outage events, due to cutset 1 and cutset 2, each with their own probability of outage P out1 and P out2 . These two probabilities of outage need to be combined to find the overall system performance.
Here, P out is lower bounded since the max-flow min-cut bound was an upper bound to the capacity. To compute the diversity order, we need to again compute
where i = argmax(P out1 , P out2 ). The diversity gain estimatê d(r, ρ) can be computed by substituting (23) and (24) into (9).
D. Asymptotic Limit as SN R → ∞
The asymptotic diversity gain, derived in Appendix II, is given by
This result agrees with the optimal tradeoff between diversity and multiplexing for the relay channel discussed in [7] .
E. Exact Cutset Combining
We can improve the combination of the cutsets in (23) by computing P ((
For the case when φ = 0 the probability is given as
. When φ = 0 the probability is given as the mutual informations are given as
and X 1 and X 2 are exponential random variables with mean one. The diversity gain estimated(r, ρ) can be computed by substituting 2 R = (1 + ρ) r and differentiating for the case when φ = 0 is shown in (30) and for the case when φ = 0 is shown in (31).
F. Performance Results
In this section, we plot the finite-SNR diversity-multiplexing tradeoff derived from the covariance constrained max-flow min-cut upper bound in Section IV-E, where the transmit covariance is constrained to be a diagonal matrix due to the lack of channel knowledge at the transmitters. First, we consider an equal power split between the relay and the source of α = β = 1/2. The finite-SNR diversity-multiplexing tradeoff for this setting is shown in Fig. 5 for various SNRs. These results indicate that in similar fashion to [13] , the attained diversity order depends on the SNR and asymptotically approachesd asymptotic (r, ρ) as the SNR is increased. Secondly, we consider the case of fixed SNR, specifically ρ = 20dB, and vary the power partition between the relay and the source. While asymptotic diversity-multiplexing analysis results in the same tradeoff indicated above, regardless of the power partition so long as α and β are both nonzero, results for a varying power partition at finite-SNR are shown in Fig. 6 . These results indicate that the tradeoff between diversity and multiplexing is relatively insensitive to the power partition for the constrained max-flow min-cut bound, since for α = 0.25, 0.5, and 0.75, the results are very similar. Finally, the corresponding performance at fixed data rate R = 1 bps/Hz is shown in Fig. 7 and shows the dependence of the outage probability on the power partition leading to the results in Fig.  6 . 
V. FINITE-SNR DIVERSITY-MULTIPLEXING TRADEOFF OF HALF-DUPLEX PROTOCOLS
In this section, we consider the finite-SNR diversitymultiplexing tradeoff of half-duplex protocols discussed in Section II-A. For Protocols I and II, we allow the destination node the opportunity to decode the message without the help of the relay node when the relay node fails to decode the message. Next, we will consider Protocol III and see that allowing the destination to listen to the source during every time slot allows this protocol to achieve a higher multiplexing gain than Protocols I and II. Finally, we compare the outage probability expressions and bounds with Monte Carlo simulations.
∂Pout(r,ρ) ∂ρ
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A. Protocol I
We begin by considering Protocol I. Note that in this protocol, the source is transmitting in only one time slot. Because of this, this protocol allows for 3dB more power during the time slot when the source is on compared to the case when the source is on during both time slots.
Similarly, the relay node is only transmitting during the second time slot.
In this protocol, we focus on the special case of a shared codebook between the relay and the source. Specifically, after receiving the message transmitted by the source in the first time slot, the relay then retransmits the same codeword in the second time slot. This constraint allows for the receiver to perform MRC to combine the received signals in time slots 1 and 2 before decoding.
To analyze Protocol I, we will first define three events: E 1 when the relay fails to decode the message, E 2 when the destination fails to decode the message with the relay helping, and E 3 when the destination fails to decode the message after the relay has failed. These events occur when the following inequalities are satisfied, which are all of the form discussed in Section III.
Since this protocol has only one of two time slots to transmit from the source to the relay, the data rate of the link in E 1 is 2R, double that of the system data rate R. Similarly, the link to the destination is effectively one time slot after MRC combining, whether or not the relay is helping, and so the data rate of the links in E 2 and E 3 are double that of the system as well. An outage occurs if both the link through the relay and the direct link fail simultaneously [2] . When the relay has decoded the message, an outage occurs when the link from both the source and the relay to the destination fails. If the relay fails to decode the message, an outage occurs when the link between the source and the destination fails. Thus, an outage event is defined by the following:
The probability of outage is equivalently given by
Next, note that E 1 and E 2 are independent. Thus,
(37) Note that E 1 and E 3 are independent, but E 2 and E 3 are not. Therefore,
Next, the probabilities P (E 1 ), P (E 3 ), and P (E 2 , E 3 ) need to be computed. First, P (E 1 ) and P (E 3 ) are SISO channels, so (62) applies. Secondly, for P (E 2 ∩ E 3 ) we realize that E 3 occurs whenever E 2 does; hence, P (E 2 ∩ E 3 ) = P (E 2 ). So, we can simply compute P (E 2 ) using results derived in Section III. The probability of outage and the derivative with respect to the SNR ρ for Protocol I is given as follows.
Results for the case of an equal power split between the source and the relay α = β = 1/2 are shown in Fig. 8 .
B. Protocol II
In the case of Protocol II, the source is active during both time slots. Because of this, the transmit power of the source is shared across the two time slots.
As in the case of Protocol I, the relay is only active during the second time slot, and so (33) applies in this case as well. Additionally, since the relay and the source know the message during the second time slot, it is possible for them to use any transmit covariance matrix Since neither the source or the relay possesses CSI, we consider the case where Σ = diag([βP, 2αP ]). Cooperation between the source and the relay can be accomplished using the Alamouti space time code [20] , where the source and the relay act as a transmit antenna in the space time coding scheme. It is also possible for the relay to decode only a portion of the total message, but this configuration is not considered here.
To analyze Protocol II, we will first define three events: E 1 when the relay fails to decode the message, E 2 when the destination fails to decode the message with the relay helping, and E 3 when the destination fails to decode the message after the relay has failed. These events occur when the following inequalities are satisfied.
Since this protocol uses the first time slot to transmit from the source to the relay and the second time slot to communicate with the destination, the data rate of the links in E 1 , E 2 , and E 3 are 2R, double that of the system data rate R. Note, that the inequalities above are of the same form as those in (34) (and Section III), except the power is scaled here relative to Protocol I due to the amount of time that the source transmitter is on. Additionally, (39) can be used to compute the system outage probability and diversity for this protocol. Performance results are shown in Fig. 9 .
C. Protocol III
Protocol III, unlike protocols I and II, allows the source to transmit to the destination during both time slots. Specifically, we allow the source to transmit the same data in both time slots, but using different codewords. While the first two protocols were limited to multiplexing gain 1/2, this will allow Protocol III to reach a multiplexing gain of 1. Additionally, we consider the case when the destination may be able to decode the message even if the relay fails. Unfortunately, due to the effective parallel channels, exact analysis is not tractable when the relay helps to forward the message. The two parallel channels come from the two time slot transmissions describing the same message but with different SNRs. Because of this, we turn to the outage probability bounding derived in [13] . Again, it is possible for the relay to decode only a portion of the total message, but this configuration is not considered here.
First, we define the following events, where E 1 and E 3 are of the form discussed in Section III, but E 2 is not due to the parallel channels.
Since this protocol has only one of two time slots to transmit from the source to the relay, the data rate of the link in E 1 is 2R, double that of the system data rate R. In this case, though, the link to the destination spans both time slots, whether the relay is helping or not, and so the data rates of the link in E 3 is equal to the system data rate. Each of the parallel channels in E 2 span one time slot, so the data rate of the link is double that of the system data rate. An outage occurs if both the link through the relay and the direct link fail simultaneously. When the relay has decoded the message, an outage occurs when the link between the source and the relay to the destination fails. If the relay fails to decode the message, an outage occurs when the link between the source and the destination fails. Thus, an outage event is defined by the following.
Note that the above equation is of the same form as (35). Following the steps (35) to (38), the probability of outage P (E out ) is given as follows, since E 1 and E 2 are independent and E 1 and E 3 are independent. Fig. 10 . Protocol III. Allowing the destination the opportunity to decode the message, even if the relay fails to decode it, and allowing the source to communicate directly with the destination during both time slots allows this protocol to achieve a multiplexing gain of one and diversity performance approaching two asymptotically for increasing ρ. α = β = 1/2.
Additionally, the derivative of the outage probability is given by (39). Finally, what remains is to compute these probabilities. First, P (E 1 ) and P (E 3 ) are SISO channels, so (62) applies. Secondly, we realize that E 3 occurs whenever E 2 does; hence, P (E 2 ) = P (E 2 ∩ E 3 ).
Next, we focus on the computation of P (E 2 ), which unfortunately cannot be computed in closed form. Instead, we turn to the bounding technique described in [13] .
Also, X 1 and X 2 are exponential random variables with mean one and the following takes into account the variance of the fading channel and the power allocation.
Next, note that since 1 + σ 2 1 X 1 < (1 + ρ) a1 , the following inequality holds.
Rearranging (45) and using (47) yields.
Where,
. Following [13] , the lower bound in (48) maximized over the exponents a 1 and a 2 for each ρ to obtain accurate diversity gains at finite-SNRs. A feasible point for this optimization is determined by the fact that each η (ρ,i) ≥ 0 for 1 ≤ i ≤ 2. This yields the following conditions.
Once the optimal a i 's are found, we can compute the outage probability and its derivative. Taking the derivative of the bound on P (E 2 ) in (48) with respect to ρ yields the following.
(50) The derivatives of η (ρ,1) and η (ρ,2) with respect to ρ are given below.
Results for the case of α = β = 1/2 are shown in Fig. 10 . Note that this protocol reaches the multiplexing gain r = 1 point in addition to asymptotically reaching 2 nd order diversity as ρ → ∞. Thus, allowing the source to communicate with the destination during every time slot allows this protocol to achieve superior multiplexing performance over Protocols I and II.
D. Protocol Comparisons and Numerical Results
In this section, we compare the finite-SNR performance of the protocols. First, we consider the finite-SNR diversitymultiplexing performance in Fig. 11 . Here, we compare the finite-SNR diversity-multiplexing tradeoff performance of a SISO system, Protocol I, Protocol III, and the constrained max-flow min-cut upper bound at SNR values of 0 and 50 dB. Comparison of analytical forms and bounds verses simulated performance. r = 0.25.
The SISO system can be represented by the power allocation
and outage event
While the SISO system and Protocol III achieve the multiplexing gain of the cutset upper bound, the SISO system is diversity suboptimal for low multiplexing gains. On the other hand, Protocols I and III achieve the diversity performance of the cutset upper bound, but Protocol I is multiplexing suboptimal. Protocol II achieves similar performance to that of Protocol I. Diversity-multiplexing curves for the SISO system and Protocol I cross at multiplexing gains near 0.3 ≤ r ≤ 0.4 for the considered SNR range. Finally, the lower bound on Protocol III achieves superior performance to that of Protocol I, but is suboptimal as compared with the cutset bound for intermediate values of the multiplexing gain. While Protocol III can achieve larger diversity gains than a SISO system at low multiplexing gain, a SISO system can achieve larger diversity gain than Protocol III for high multiplexing gain due to the power sharing of Protocol III between the source and the relay (the source is allocated all the available power in the SISO case). Next, we consider the outage probability of the cutset bound, a SISO system, and Protocols I, II, and III in Fig.  12 . The analytical results are verified through Monte Carlo simulations at a multiplexing gain of r = 0.25. First, note the superior diversity performance of all three protocols over that of the SISO system. Secondly, note the superior performance of Protocol I over that of Protocol II, as the source in Protocol II must share power over two time slots. In addition, Protocol III is superior to Protocols I and II at high SNR due to the utilization of both time slots for the source to communicate with the destination. Finally, note that the lower bound for Protocol III and for the constrained max-flow min-cut bound are very close to the simulated performance.
Finally, we consider the finite-SNR diversity-multiplexing tradeoff dependence of Protocol III on the power partition α and β = 1 − α shown in Fig. 13 at an SNR of 0 dB. Varying the power partition of Protocol III changes the performance. For low multiplexing gains r < 0.5, Protocol III has the best diversity performance with α ≈ 0.1. For higher multiplexing gains r > 0.5, Protocol III has the best diversity performance for small α, as Protocol III approaches the performance of a SISO system. Intuitively, if α is set to zero, then Protocol III becomes a SISO system. This behavior can be seen in Fig. 13 as α is decreased. Performance will also change with varying time allocation between the time slots, but is not considered here. As the system SNR increases, the finite-SNR diversitymultiplexing performance of Protocol III converges to the asymptotic performance, regardless of the power partition. We can now compare the finite-SNR diversity-multiplexing tradeoff with the outage probability shown in Fig. 14 . Here, we can confirm that different power partitions are optimal for different multiplexing gains. Specifically, α ≈ 0.1 is optimal for low multiplexing gains and small α is optimal for large multiplexing gains, as indicated in Fig. 13 .
VI. CONCLUSION
In this work, we analyzed the diversity-multiplexing tradeoff for a relay channel in the finite-SNR regime. We have derived closed form expressions on the diversity and multiplexing gains under a system-wide power constraint on the source and relay transmissions for two half-duplex cooperative relaying protocols that differ in the degree of broadcasting and simultaneous reception. An outage probability bound was then used to estimate the performance of a third protocol that combined broadcasting and simultaneous reception. Moreover, we computed an estimate on the diversity-multiplexing performance using the constrained max-flow min-cut upper bound on the relay channel capacity. Using these analytical results and Monte Carlo simulations, we have shown performance enhancements through relay cooperation at finite-SNR and quantified gains in terms of diversity and multiplexing over direct (SISO) transmissions. These performance gains yield additional insight over that of asymptotic diversitymultiplexing results that are only approximate at finite-SNR, including the diversity-multiplexing tradeoff dependence on the power partition.
APPENDIX I OUTAGE PROBABILITY DERIVATION
In this section, we revisit the derivation in Section III, except we consider the special case when σ [17] , we have the following pdf.
Using the above pdf, the outage probability is given as follows.
Substituting in for R yields the following. 
In this section, we revisit the derivation in Section III, except we consider the special case when σ 
Substituting in for R yields the following.
Next, substitute in for σ 2 = γρ.
Finally, we now compute In this section we will compute the diversity multiplexing tradeoff in the limit of high SNR for channels whose mutual information can be expressed as I = log 2 (1 + σ
where X 1 and X 2 are exponential random variables with mean one. We begin by computing the probability of outage given a target rate R = r log 2 (1 + ρ).
Here, F Y (y) is the CDF of Y = σ 2 1 X 1 + σ 2 2 X 2 , which can be written as an infinite series for any σ 2 1 and σ 2 2 as given in [21] .
where ω 1 = min(σ 
Additionally, the δ terms are now given by the following. 
Next, to evaluate the limit
we substitute x = 
