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ABSTRACT
Nelson Lee: DESIGN AND CONTROL OF SERVICE CENTERS
(Under the direction of Vidyadhar Kulkarni)
A service center is a facility with multiple heterogeneous servers providing special-
ized service to multiple types of customers. Design and control problems of service
centers arise in many practical applications such as cloud computing, data centers,
health care facilities, call centers, etc. With the motivation of reducing energy con-
sumption in data centers, this dissertation investigates the design and control prob-
lems from three different perspectives that are applicable to the service centers in
general.
The first study provides decision models to determine optimal static assignment
and routing policies, explicitly taking into account the stochastic fluctuations of de-
mand along with the autocorrelations and cross-correlations of the different traffic
streams. We consider several possible performance measures and formulate the de-
sign problem as a mixed integer nonlinear programming problem. We also develop
an efficient heuristic algorithm to enhance scalability. We observe numerically that
the optimal routing policy tries to combine the negatively correlated traffic streams,
and separate the positively correlated traffic streams.
The second study is motivated by the virtual computing labs (VCL) at UNC-
Chapel Hill and North Carolina State University that provide remote access to users
allowing them to reserve and use a virtual computer with their desired software ap-
plication set. This study proposes an energy efficient scheduling and operating policy
for such computing facilities. It is of general applicability in large scale computing
systems. Using Erlang-B model, we provide a server scheduling and operating policy
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that results in solutions that satisfy the given performance requirements with min-
imum energy consumption. We also evaluate our policy with actual data collected
from the VCL at North Carolina State University.
Finally, the third study considers the problem of optimal control of a multi-server
queue with controllable arrival and service rates. The cost structure includes customer
holding cost which is a non-decreasing convex function of the number of customers
in the system, server operating cost which is a non-decreasing convex function of the
chosen service rate, and system operating reward which is a non-decreasing concave
function of the chosen arrival rate. We formulate the problem as a continuous-
time Markov decision process, and derive structural properties of the optimal control
policies under both discounted cost and average cost criterions.
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CHAPTER 1: INTRODUCTION
A service center is a facility with multiple heterogeneous servers providing spe-
cialized services to multiple types of customers. An incoming customer of each type
requests a service requiring a random amount of time that may depend on customer
type and/or server. The arrival processes of the incoming customers of different types
form stochastic traffic streams that may be dependent on each other. The design and
control problems of service centers of our interests include:
(1) Assignment: determine which server to enable to serve which set of customer
types;
(2) Routing: determine which customer should be served by which server;
(3) Sizing: determine the number of servers of each type;
(4) Scheduling: determine when to activate and de-activate servers;
(5) Rate control: determine the arrival rates of customers and the service rates of
servers.
The objective of this kind of problems is usually to minimize the overall costs while
fulfilling the requirements for quality of service, or to maximize appropriate system
performance measure given the resource constraints.
Service center design and control problems arise in many practical applications
such as cloud computing, data centers, health care facilities, call centers, to name a
few. This thesis is primarily motivated by the data center design and control problems
arising out of our interaction with a technology company. A data center is a facility
used to house computers and associated components, such as telecommunications,
processing and storage systems (Wikipedia [69]). The number and scale of data
centers are increasing rapidly these days. A modern data center usually consists of
hundreds or thousands of servers. The energy consumption is becoming an important
issue in large-scale computing environments, both economically and ecologically.
Although no official figures of server utilization in data centers are reported, it has
been estimated that the common resource utilization is between 15 and 20 percents
(Vogels [63]). The under-utilized servers result in hardware and energy wastage.
With the motivation of reducing energy consumption in data centers, we investigate
the design and control problems from three different perspectives that are applicable
in more general settings. We consider the computers in data center as the servers
in service center. A transaction request is an incoming customer of a certain type,
who requires a specialized software application to serve. Transaction requests of each
type form a traffic stream to the data center (service center).
In the past, organizations used to host most of their services on dedicated servers,
i.e., each server could provide only one service. For example, payroll, inventory man-
agement, and sales applications may be hosted on separate servers. A major reason
to use dedicated servers is to avoid conflicts between services. However, dedicated
servers most likely do not operate at their maximum capacities. They are usually
expensive, under-utilized, and energy-consuming.
Nowadays, data center design and control have more flexibility due to technology
improvements such as server virtualization and voltage control.
Server virtualization is the technology to partition a physical server into multi-
ple virtual machines such that each of them operates like a real server with its own
operating system (IBM [35]). Virtualization breaks the one to one relationship be-
tween software applications and the operating system, and also between the operating
system and the hardware (Vogels [63]). With the improved technologies of server vir-
tualization, different operation systems and software applications can be hosted on
the same physical server without causing conflict. Server virtualization provides the
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flexibility to run multiple isolated software application sets on a shared resource, and
the benefit of server consolidation.
We investigate the benefit of server consolidation in service centers in Chapter 2,
explicitly taking into account the stochastic fluctuations of demand along with the
autocorrelations and cross-correlations of the different traffic streams. Most litera-
ture in this area assumes independent traffic streams. In reality, the traffic streams
usually have cycles and are correlated to each other, either positively or negatively.
The service center performance can be further improved if we take these factors into
consideration (Li [45]). We focus on Problems (1) and (2) together, and provide
schemes to determine an optimal static assignment and routing policy with corre-
lated traffic streams. Note that this study does not intend to minimize the system
operating cost (energy consumption), but it has potential to be extended to further
investigate how one can reduce the required number of servers while satisfying a given
quality of service requirement by taking account the correlations between different
traffic streams into design. We consider several possible performance measures and
formulate the design problem as a mixed integer nonlinear programming problem.
We also develop an efficient heuristic algorithm to enhance scalability, and compare
the different policies using the heuristic algorithms. We observe numerically that the
optimal routing policy tries to combine the negatively correlated traffic streams, and
separate the positively correlated traffic streams.
The study in Chapter 3 is motivated by the virtual computing labs (VCL) at
UNC-Chapel Hill and North Carolina State University that provide remote access to
users allowing them to reserve and use a virtual computer with their desired software
application set. We focus on Problems (3) and (4) together in Chapter 3, and propose
an energy efficient scheduling and operating policy for such a computing facilities.
It is of general applicability in large scale computing systems. Ideally, each software
application set is preloaded on a server before any user requests it so that the users
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may receive immediate service. However, this goal is unrealistic due to the large
number of application sets. Using Erlang-B model, we provide a server scheduling
and operating policy that results in solutions that satisfy the given performance
requirements with minimum energy consumption. We also evaluate our policy with
actual data collected from the VCL at North Carolina State University.
On modern servers, the frequencies of the processors, which determine the service
rates, are usually controllable via voltage control. One usually observes a linear rela-
tionship between service rates of servers and their processor frequencies, but a cubic
relationship between power consumption of servers and their processor frequencies
(Chen et al. [16], DVFS+DFS voltage and frequency scaling mechanism in Ghandi et
al. [23]). This motivates us to look at Problem (5), and study the structural proper-
ties of optimal arrival rate and service rates of multi-server queues in Chapter 4. The
cost structure we consider includes customer holding cost which is a non-decreasing
convex function of the number of customers in the system, server operating cost
which is a non-decreasing convex function of the chosen service rate, and system op-
erating reward which is a non-decreasing concave function of the chosen arrival rate.
We formulate the problem as a continuous-time Markov decision process and derive
structural properties of the optimal control policies under both discounted cost and
average cost criterions. We show that the optimal arrival rate is non-increasing in the
number of customers in the system, while the optimal service rate is non-decreasing
in the number of customers in the system.
1.1 Related Work
There is considerable literature on the design and control of service centers and
queueing systems. We only discuss the most representative ones in this section, and
will discuss closely related papers in more details and distinguish our studies with
others in each chapter. Crabill, Gross, and Magazine [18] classify a list of studies on
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design and control of queueing systems. Buzacott and Shanthikumar [15] focus on
the design of queueing systems, and covers some of sizing, assignment, and routing
problems that are of our interests. Stidham [58] also discusses design problems of
queueing system from several aspects. However, none of these papers or the references
therein consider the assignment and routing policies simultaneously with correlated
arrival traffic as we do in Chapter 2.
Green, Kolesar, and Soares [28], and Green, Kolesar, and Whitt [29] discuss
several scheduling problems of service centers with time-varying demands. Their
methods mostly focus on the applications to service systems with human agents that
are restricted with certain types of schedules. Unlike human agents, the computer
systems considered in Chapter 3 may be ready for service in only a few minutes and it
is relatively easy to change the number of servers. Hence, we propose a modification
to their methods which takes advantage of real time information.
Sobel [55], Serfozo [51], Stidham and Weber [60], and Stidham [57] have reviewed
most of the existing studies on the optimal control problems of queueing systems.
Although Serfozo [51] and Anderson [4] have studied the optimal arrival rate and
service rate control of a multi-server system, the cost structure we consider in Chapter
4, which is motivated by its application to data center operations, is different from
those in their studies.
There are many other related papers on design and control of service centers with
specific applications. We discuss some of most related ones in the following three
separate subsections based on their applications.
1.1.1 Data Center
Bichler, Setzer, and Speitkamp [12] and Speitkamp and Bichler [56] provide inte-
ger programming models to minimize overall server costs in the data centers. They
assume each type of customer can only be served by one server and consider deter-
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ministic capacity demands for each customer type. They formulate the problem as a
bin packing problem. Since the bin packing problem is NP-hard (Johnson et al. [37]),
they introduce heuristic algorithms to solve the problem. However, these studies do
not take into account the system performance requirements.
Chen et al. [16] consider a data center hosting multiple identical servers and
providing multiple services. This paper assumes the servers can be turned on/off
with adjustable service rates. The objective is to minimize the operating cost, in-
cluding power consumption cost and setup cost, while satisfying average response
time requirements. Anselmi, Amaldi, and Cremonesi [7] and Anselmi, Cremonesi,
and Amaldi [8] consider multi-tiered services in the data centers. The objective is
to minimize the number of servers used while satisfying performance requirements,
such as end-to-end response time constraints and utilization constraints. Utiliza-
tion constraints, similar to capacity demand constraints in Bichler et al. [12] and
Speitkamp and Bichler [56], are linear, while end-to-end response time constraints
are nonlinear. They assume each service tier can only be served by one server, and
different application tiers can be served by a common server. They also consider
load-balanced system, where traffic can be evenly split to multiple servers. Gandhi
et al. [23] aim to minimize mean response time of a data center given total power
consumption constraint assuming incoming traffic is evenly split to multiple servers.
However, these papers do not address the issue of determining the routing policies as
we do in Chapter 2 or the nonhomogeneous Poisson arrivals as we do in Chapter 3.
Instead of considering switching costs to turn servers on/of in multi-server queues
as in Gandhi, Harchol-Balter, and Adan [22], Adan, Kulkarni, and Van Wijk [2], and
Feinberg and Zhang [21], we assume servers are always on and consider the optimal
control problem with adjustable service rates in Chapter 4.
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1.1.2 Call Center and Contact Center
Gans, Koole, and Mandelbaum [24] have a thorough discussion on the design and
control of call centers. Wallace and Whitt [64] propose a staffing algorithm for call
centers with performance constraints. Their paper states that the call centers can
significantly decrease the number of servers if each agent has two skills instead of
one. On the other hand, the additional benefit is not significant when the number of
skills for each agent increases beyond two. They provide a heuristic algorithm and
use simulation to solve the staffing problems. Their staffing algorithm is similar to
our heuristic algorithm for finding the assignment policy in Chapter 2, but ours has
a different type of routing policy involved.
Whitt [68], Harrison and Zeevi [34], and Bassamboo, Harrison, and Zeevi [11]
approach call center problems by using multi-class stochastic fluid models. The ob-
jective in these papers is to minimize the sum of staffing cost and expected aban-
donment cost. Customer abandonment plays a key role in their models. With fluid
models, the problems or subproblems are formulated as linear programming prob-
lems. However, the same framework may not be suitable for data center problems,
because the overflow and customer abandonment are commonly seen in call centers
but are less significant in data centers.
1.1.3 Health Care System
Kwak and Lee [41] present a goal programming model to determine the schedules
of physicians and nurses in a health care system. They assume the demands of physi-
cians and nurses are known and aim to meet both skill and work force requirements,
and also to minimize total payroll cost. Jaumard, Semet, and Vovor [36] formulate
the nurse staffing and scheduling problem as a mixed integer programming problem.
They suppose the nurses have different skill levels and the demand of nurses of each
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skill level is known. The objective is to minimize the labor costs while satisfying the
demand. They further formulate the problem as a shortest path problem to improve
the solution in order to satisfy human resource requirements such as workload, off
weekends, and rotations.
On the other hand, Green [27], Yankovic and Green [71], and de Ve´ricourt and
Jennings [19] provide queueing models to determine appropriate demand levels of
resources such as physicians and nurses in a health care system. They mainly formu-
late the problems as M/M/s and M/G/s queues. The objective is to determine the
minimum number of servers needed to satisfy the performance requirements, e.g., the
probability of excessive delay.
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CHAPTER 2: OPTIMAL STATIC ASSIGNMENT AND ROUTING
POLICIES FOR SERVICE CENTERS WITH CORRELATED
TRAFFIC
2.1 Introduction
The service center we consider in this chapter has multiple servers working in
parallel, each with its own queue, and providing specialized services to customers.
An incoming customer to the system would request a service of certain type and
immediately be routed to one of the servers that is capable of handling this type of
service. To benefit from server consolidation, we assume each server may be capable
of handling multiple types of service. In this chapter, we aim to simultaneously con-
sider two kinds of decisions: the assignment policy and the routing policy, with the
objective to optimize a given performance measure, examples of which are introduced
in Sections 2.3 to 2.6. The assignment policy determines the set of service types each
server is capable of serving. Some examples of assignment policies include: decision
of what skills each agent should have in a call center or decision of what software
portfolio each computer should have in a data center. On the other hand, the routing
policy determines which server a certain type of customer is routed to upon arrival.
The formal definitions of the assignment policy and the routing policy are introduced
in Section 2.2. The routing scheme we consider in this chapter is usually called prob-
abilistic routing or random splitting (Wang and Morris [65]). It is static in the sense
that the routing probabilities do not depend on the state of the system, such as the
queue lengths. Theoretically, dynamic state-dependent routing policies using queue-
ing information may result in a better system performance. However, this study is
motivated by distributed computer systems where gathering such information and
implementing dynamic policies accordingly involves a considerable communication
overhead and typically nullifies the potential benefits of dynamic policies. Further-
more, our optimal static routing policy will depend upon major system parameters,
such as arrival rates, service rates, covariances between streams, etc. In practice, we
may monitor these parameters continuously and adjust the optimal routing policy
periodically to adapt the changes in these system parameters. We refer readers to
Borst [14], Sethuraman and Squillante [52], Guo, Lu, and Squillante [30], and the
references therein for deeper discussion of the motivation of static routing policy.
2.1.1 Related Work
Borst [14], Buzacott and Shanthikumar [15] (Section 6), and Sethuraman and
Squillante [52] provide the structures of the optimal policy and frameworks for deter-
mining an optimal routing policy with multiple classes of customers. Shanthikumar
and Xu [53] and Guo, Lu, and Squillante [30] also have similar analysis on routing
policies but with a single class of customer. Assuming a single class of customer
and the service times are known upon arrivals, Harchol-Balter, Crovella, and Murta
[33] compare several routing policies such as round-robin, random splitting, and join-
the-shortest-queue. All the above mentioned papers mostly focus on optimal routing
policies and assume either dedicated or fully flexible servers (i.e. each server can
serve any type of customers). Gurvich, Armony, and Mandelbaum [31] and Gurvich
and Whitt [32] study the sizing and routing problem of service system with multiple
types of customers and servers, but the former paper assumes fully flexible servers
and the latter one assumes the available assignments between type of customer and
server are given. Thus none of these papers consider the assignment and routing
policies simultaneously.
Note that these papers assume that each arriving customer must be immediately
and permanently routed to one of the feasible servers. It will clearly be better if we
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can postpone the routing decision until a server becomes free, if such a flexibility
was possible. Several researchers have considered such a possibility. For example,
Andrado´ttir, Ayhan, and Down [5, 6] and Tekin, Andrado´ttir, and Down [62] use the
fluid model to determine maximum system capacity or throughput under dynamic
server assignment policies and provide generalized round-robin policies that achieve
the system capacity or throughput arbitrarily close to these upper bounds for queue-
ing networks with flexible servers. However, they do not intend to optimize other
system performance measures such as mean waiting time or queue length.
Moreover, most literature in this area assumes independent traffic streams. In
reality, the traffic streams usually have cycles and are correlated to each other, either
positively or negatively. The service center performance can be further improved if we
take these factors into consideration (Li [45]). Hence, in this chapter, we consider the
optimization problems aiming to optimize a system performance measure and taking
into account both the stochastic fluctuations and the natural correlation between
traffic streams of services.
The rest of this chapter is organized as follows. We formulate the problem of
finding an optimal assignment and routing policy that minimizes the expected number
customers in the system as a mixed integer nonlinear programming problem in Section
2.2. We describe and analyze a queueing model with multiple dependent traffic
streams in Section 2.3. Since the analysis of the queueing model is computationally
hard, we provide a simple approximation to the objective function in Section 2.5.
Although the computation is now simpler, the problem remains non-convex. Finally,
in Section 2.6 we study an entirely different quadratic objective function that yields a
convex mixed integer nonlinear programming problem. This provides a third method
of deriving an assignment and routing policy. We then provide a heuristic algorithm
to solve these nonlinear mixed integer problems, and use two numerical examples to
compare the expected number of customers in the system under the three policies
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in Section 2.7. We conclude that the policy out of the third method is the quickest
to derive, and does quite well compared to the other two policies. We also observe
numerically that the optimal routing policy tries to combine the negatively correlated
traffic streams, and separate the positively correlated traffic streams.
2.2 Problem Formulation
Consider a service center having M servers with N specialized service (or cus-
tomer) types. Each server can provide service to multiple types and a given service
type can be handled by multiple servers. Without loss of generality, we assume that
an incoming customer requires exactly one type of service. (If they need more than
one, we can simply define the combination as a new type.) Let
dn,k =
 1, if server k is enabled to provide service type n,0, otherwise,
for n ∈ {1, . . . , N} and k ∈ {1, . . . ,M}. The matrix d = [dn,k] is called the assignment
matrix and describes the assignment policy.
We assume the total arrival process to the system is a Poisson Process (PP)
with a fixed rate λ. The inter-class dependence and cross-class dependence of arrival
processes are modeled by using a stochastic process {Zi, i ≥ 0}, where Zi is the service
type of the ith arriving customer. We assume {Zi, i ≥ 0} is an irreducible discrete time
Markov chain (DTMC) with state space {1, . . . , N}, transition probability matrix Θ,
and steady state distribution pi. We can introduce dependence among the arrival
processes of different types of customers by a suitable choice of Θ.
When a customer of type n arrives to the system, it is routed to server k with
probability αn,k. We assume that the waiting places for customers are with the
servers. Hence an arriving customer needs to be immediately routed to one of the
servers that can serve him. A customer of type n can be routed to server k (αn,k > 0)
only if server k is enabled to provide service type n, i.e., dn,k = 1. The policy that
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determines this routing of customers to servers is called a routing policy. The matrix
α = [αn,k] is called the routing matrix that describes the static routing policy. The
vector αk = [α1,k, . . . , αN,k]
′ is called the routing vector of server k. Each server has a
single queue with unlimited space for all classes of customers. The service discipline
is first-come-first-served (FCFS) for each server. The service times of customers of
type n at server k are iid random variables, with cumulative distribution function
(cdf) Fn,k, mean sn,k, and variance σ
2
n,k. The service rate of type n customer at
server k is µn,k = 1/sn,k. We then define sk = [s1,k, . . . , sN,k], s
2
k = [s
2
1,k, . . . , s
2
N,k],
and σ2k = [σ
2
1,k, . . . , σ
2
N,k].
Now, the arrival rate, the service time distributions, the assignment policy, and the
routing policy will determine the performance of the system. Our aim is to identify
the static assignment and routing policy that will optimize the system performance.
We first introduce the optimization model to determine the optimal assignment and
routing policy in the service centers.
First consider a given assignment policy d. A given routing policy α is called
d-feasible if it only routes a customer to a server that is enabled to serve it, that is
dn,k = 0⇒ αn,k = 0, for all n, k.
For a fixed feasible routing policy, each server can be analyzed as a single-server
queue where the inter-arrival times and the service times are modulated by αk =
[α1,k, . . . , αN,k]
′ and {Zi, i ≥ 0} (See Adan and Kulkarni [1].)
Let Lk(αk) be the expected number of customers in queue k (including any in
service), given a feasible routing policy α. The objective is to minimize the expected
total number of customers in the system in steady state. We shall show in the next
section that Lk(αk) is highly nonlinear in αk.
For a given assignment policy d, we can find an optimal feasible static routing
policy by solving the following nonlinear programming problem P (d).
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Problem P (d)
min Ψ(d, α) =
M∑
k=1
Lk(αk), (2.2.1)
s.t. α is d-feasible. (2.2.2)
Let α∗(d) be the optimal d-feasible routing policy obtained by solving P (d). Let
Ψ∗(d) = Ψ(d, α∗(d)). (2.2.3)
We next formulate the assignment and routing problem together. First note that
for a fixed n and k, any d-feasible policy with dn,k = 0 is d-feasible with dn,k = 1
(all other components being the same). Hence Ψ(d) is a decreasing function of each
component of d. Thus in the absence of any further constraints on d, it is optimal
set dn,k = 1 for all n and k, i.e., enable every server to handle each type of customer.
In practice enabling the servers has a cost. There are many ways of modeling such
a cost. We handle this in the simplest possible fashion by insisting that at most T
of the dn,k’s can be set to one, where T is a given integer satisfying N ≤ T ≤ NM .
If all assignments cost the same, this is one way of handling the budget constraint.
(Alternatively, one can limit the number of assignments on each server or each type of
service, or associate costs with setting any dn,k = 1 and include a budget constraint.)
With this, we can formulate the combined routing and assignment problem as the
following mixed integer nonlinear programming program (MINLP):
Problem P
min Ψ∗(d), (2.2.4)
s.t.
N∑
n=1
M∑
k=1
dn,k ≤ T, (2.2.5)
dn,k ∈ {0, 1}, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}. (2.2.6)
Let d∗ be the optimal assignment policy provided by solving P . Then α∗∗ = α∗(d∗)
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is the optimal routing policy. Eq. (2.2.5) guarantees that total number of all assign-
ments does not exceed the limit T .
We need to compute Lk(αk) in order to solve P (d) and P . We do that in the next
section.
2.3 Analysis of the Queueing Model
Let d be an assignment policy and α be a d-feasible policy. The incoming customer
of type n gets routed to queue at server k with probability αn,k, and has service
time distribution Fn,k(·). One can consider the customers being routed to servers
other than server k as having zero service times. Let Si,k be the service time of
the ith arriving customer (including those with zero service time) to queue k. Thus
customers arrive to queue k according to PP(λ), the type of the ith customer is Zi,
and the service time of a customer of type n is given by
Gn,k(y) = P (Si,k ≤ y|Zi = n) = 1− αn,k(1− Fn,k(y)).
Adan and Kulkarni [1] have analyzed a queueing system of this type. We restate
some of their results here.
2.3.1 Stability
Let Xn(t) be the number of requests of service type n to the system over time
(0, t], Yn,k(t) be the number of requests of service type n being routed to server k
over time (0, t], and Bk(t) be the number of requests being routing to server k over
time (0, t], i.e.,
Bk(t) =
N∑
n=1
Yn,k(t) =
N∑
n=1
Bin(αn,k, Xn(t)).
Let X(t) =
∑N
n=1Xn(t) be the total number of arrivals over (0, t]. Then we know
that
λ = lim
t→∞
E(X(t))
t
.
15
We define the arrival rate of customers of type n as
λn = lim
t→∞
E(Xn(t))
t
.
Conditioning on X(t), we get
λn = lim
t→∞
E(Xn(t))
t
= lim
t→∞
E
[
E
(∑X(t)
r=1 1{Zr=n}
∣∣∣X(t))]
t
= lim
t→∞
E (pinX(t))
t
= λpin,
(2.3.1)
and the rate at which customers arrive at queue k is given by
λk(αk) = lim
t→∞
E(Bk(t))
t
= lim
t→∞
E
(∑N
n=1 Yn,k(t)
)
t
= lim
t→∞
∑N
n=1 E[E(Bin(αn,k, Xn(t))|Xn(t))]
t
= lim
t→∞
∑N
n=1 E(αn,kXn(t))
t
= λpiαk. (2.3.2)
The expected service time of a customer arriving at queue k in steady state is given
by
sk(αk) = skdiag[pi]αk/piαk. (2.3.3)
Thus the queue at server k is stable if
λk(αk)sk(αk) = λskdiag[pi]αk < 1 (2.3.4)
We shall say the system is stable if queue k is stable for k = 1, 2, . . . ,M .
2.3.2 The Queuing Time Process
Let Wi,k be the waiting time (excluding service time) of the i
th customer joining
the queue in front of server k. Let
φin,k(z) = E(e
−zWi,k ;Zi = n), Re(z) ≥ 0, i ≥ 0. (2.3.5)
Assume stability condition holds, and define
φn,k(z) = lim
i→∞
φin,k(z). (2.3.6)
16
Define the LaplaceStieltjes transform (LST) of the service time as follows:
G˜n,k(z) =
∫ ∞
0
e−ztdGn,k(t), (2.3.7)
G˜k(z) = diag[G˜1,k(z), . . . , G˜N,k(z)]. (2.3.8)
In addition, let eN be an N-vector whose elements are all one. The main result is
given in the following theorem.
Theorem 2.3.1 (Adan and Kulkarni [1]).
The transform vector φk(z) = [φ1,k(z), . . . , φN,k(z)] satisfies
φk(z)[λG˜k(z)Θ + (z − λ)IN ] = zvk, (2.3.9)
φk(0)eN = 1, (2.3.10)
where IN is an N dimensional identity matrix. Let Γ
k
1 and Γ
k
2 be the first and second
moments of service times at server k:
Γk1 = diag[α1,ks1,k, . . . , αN,ksN,k], (2.3.11)
Γk2 = diag[α1,k(σ
2
1,k + s
2
1,k), . . . , αN,k(σ
2
N,k + s
2
N,k)]. (2.3.12)
The vector vk = [v1,k, . . . , vN,k] is given by the unique solution to the following N
linear equations:
vkan = 0, n ∈ {2, . . . , N}, (2.3.13)
vkλ
−1eN = pi(λ−1IN − Γk1)eN , (2.3.14)
where an is a non-zero vector satisfying
[λG˜k(zn)Θ + (zn − λ)IN ]an = 0, n ∈ {2, . . . , N}, (2.3.15)
and zn is the solution of z to
det(λG˜k(z)Θ + (z − λ)IN) = 0, (2.3.16)
with z1 = 0 and Re(zn) > 0 for i = 2, . . . , N .
The solution of Eq. (2.3.16) involves a nonlinear eigenvalue problem which is
computationally difficult to solve when the dimension is high.
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2.3.3 Expected Waiting Time
Define
mn,k = lim
i→∞
E(Wi,k;Zi = n), (2.3.17)
mk = [m1,k, . . . ,mN,k]. (2.3.18)
Theorem 2.3.2 (Adan and Kulkarni [1]). The vector mk satisfies the following equa-
tions:
mk(IN −Θ) = pi(Γk1Θ− λ−1IN) + vkλ−1IN , (2.3.19)
mk(λ
−1IN − Γk1)eN =
1
2
piΓk2eN , (2.3.20)
where vk is as in Theorem 2.3.1.
The expected queueing time in queue of server k is then given by mkeN . Thus,
the expected queueing time in queue plus service time of customers being routed to
server k is (
mk +
piΓk1
piαk
)
eN . (2.3.21)
2.3.4 Expected Queue Length
By Little’s law and the result from Eq. (2.3.21), we know that the expected queue
length of server k is given by
Lk(αk) = λpiαk
(
mk +
piΓk1
piαk
)
eN . (2.3.22)
This is a highly nonlinear function of αk, and difficult to compute due to necessity of
solving Eq. (2.3.16)
2.4 Optimal Assignment and Routing Policies
With the results of the previous section, we can model the routing problem for a
given assignment policy d as a nonlinear programming problem as follow:
18
Problem P (d)
min Ψ(d, α) =
M∑
k=1
(
mk +
piΓk1
piαk
)
eN , (2.4.1)
s.t.
M∑
k=1
αn,k = 1, ∀n ∈ {1, . . . , N}, (2.4.2)
αn,k ≤ dn,k, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}, (2.4.3)
λskdiag[pi]αk < 1, ∀k ∈ {1, . . . ,M}, (2.4.4)
αn,k ≥ 0, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}. (2.4.5)
Eq. (2.4.2) guarantees that the traffic of each type is routed to at least one server,
while Eq. (2.4.3) prevents the traffic of any class from being routed to a server that
is not enabled to handle it (that is, the routing policy is d-feasible). Eq. (2.4.4) is
the stability constraint.
Let α∗(d) be the optimal routing policy provided by solving P (d). Define
Ψ∗(d) = Ψ(d, α∗(d)) =
M∑
k=1
Lk(α
∗
k(d)). (2.4.6)
We can model the combined assignment and routing problem as:
Problem P
min Ψ∗(d), (2.4.7)
s.t.
N∑
n=1
M∑
k=1
dn,k ≤ T, (2.4.8)
dn,k ∈ {0, 1}, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}. (2.4.9)
Let d∗ be the optimal assignment policy obtained by solving the above nonlinear
mixed integer problem P . Then α∗∗ = α∗(d∗) is the optimal routing policy. Note
that the objective function Eq. (2.4.1) is not in a closed form since the mk’s are
obtained by the matrix analytic method as described in Sections 2.3.2 and 2.3.3.
This queueing model provides the exact expected number in the system. However,
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the calculation is complicated and makes Lk(αk) difficult to be used in the objective
function. Hence we develop an approximation for Lk in the next section.
2.5 Diffusion Approximation
In this section we introduce a diffusion approximation to estimate the expected
queue lengths when traffic intensity is high. We define L˜k(αk) as an approximation
to Lk(αk).
Define the long run variance-covariance matrix Σ = [Σn,j] as
Σn,j = lim
t→∞
Cov(Xn(t), Xj(t))
t
, n, j ∈ {1, . . . , N}. (2.5.1)
The next theorem shows how to compute this Σ.
Theorem 2.5.1. Suppose the arrival process is modulated by a DTMC {Zi, i ≥ 0}
as described in Section 2.2. Then the variance-covariance matrix Σ is given by
Σ = λ{diag[pi] + diag[pi][(Θ− eNpi)(IN −Θ + eNpi)−1]
+ [(Θ− eNpi)(IN −Θ + eNpi)−1]′diag[pi]}. (2.5.2)
Proof. By (8) from Good [26], we know that
E [Xn(t)Xj(t) |A(t) = r ] = 1{n=j}pinr + 2
(
r
2
)
pinpij
+ rpin[(Θ− eNpi)(IN −Θ + eNpi)−1]n,j
+ rpij[(Θ− eNpi)(IN −Θ + eNpi)−1]j,n +O(1), (2.5.3)
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and hence
E[Xn(t)Xj(t)] = E [E (Xn(t)Xj(t) |A(t))]
= E (A(t)) {1{n=j}pin + pin[(Θ− eNpi)(IN −Θ + eNpi)−1]n,j
+ pij[(Θ− eNpi)(IN −Θ + eNpi)−1]j,n}
+ pinpijE [A(t) (A(t)− 1)] +O(1)
= λt{1{n=j}pin + pin[(Θ− eNpi)(IN −Θ + eNpi)−1]n,j
+ pij[(Θ− eNpi)(IN −Θ + eNpi)−1]j,n}+ pinpij(λt)2 +O(1). (2.5.4)
Then we can derive Σn,j,
Σn,j = lim
t→∞
Cov[Xn(t), Xj(t)]
t
= lim
t→∞
E[Xn(t)Xj(t)]− E[Xn(t)]E[Xj(t)]
t
= λ{1{n=j}pin + pin[(Θ− eNpi)(IN −Θ + eNpi)−1]n,j
+ pij[(Θ− eNpi)(IN −Θ + eNpi)−1]j,n}, (2.5.5)
and hence
Σ = λ{diag[pi] + diag[pi][(Θ− eNpi)(IN −Θ + eNpi)−1]
+ [(Θ− eNpi)(IN −Θ + eNpi)−1]′diag[pi]}. (2.5.6)
Similar to the queuing model discussed in Section 2.3, we consider the limiting
behavior of one single server at a time. For any server k, the inter-arrival times and
service times are regulated by αk and {Zi, i ≥ 0}. However, unlike the analysis of
queueing model, we only consider the customers that are actually routed to each
server. For any given k, we define {Ui,k, i ≥ 1} to be the sequence of inter-arrival
times to server k. Clearly, this is not an iid sequence, and hence the arrival process
{Bk(t), t ≥ 0} generated by it is not a renewal process. Similarly, let {Vi,k, i ≥ 1} be
the sequence of service times at server k. It is also not an iid sequence, and hence
the queue at server k is not a GI/GI/1 queue.
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Our first step is to approximate it by a GI/GI/1 queue. To do this we construct
an iid sequence {U˜i,k, i ≥ 1} of inter-arrival times, so that the first two moments of
the arrival process {B˜k(t), t ≥ 0} generated by it match the first two moments of
{Bk(t), t ≥ 0}. The precise statement is given in the theorem below.
Theorem 2.5.2. Let {U˜i,k, i ≥ 1} be an iid sequence of non-negative random vari-
ables and {B˜k(t), t ≥ 0} be the renewal process generated by it. Suppose
E(U˜i,k) =
1
λpiαk
, (2.5.7)
Var(U˜i,k) =
α′k(Σ− λdiag[pi])αk + λpiαk
(λpiαk)3
. (2.5.8)
Then
lim
t→∞
E(B˜k(t))
t
= lim
t→∞
E(Bk(t))
t
, (2.5.9)
lim
t→∞
Var(B˜k(t))
t
= lim
t→∞
Var(Bk(t))
t
. (2.5.10)
Proof. Given that
E(U˜i,k) =
1
λpiαk
, (2.5.11)
we know that
lim
t→∞
E(B˜k(t))
t
= λpiαk (2.5.12)
by the elementary renewal theorem. This shows that Eq. (2.5.9) holds since we also
know that
lim
t→∞
E(Bk(t))
t
= λpiαk. (2.5.13)
from Eq. (2.3.2).
By Theorem 8.7 of Kulkarni [40], we know that
lim
t→∞
Var(B˜k(t))
t
=
Var(U˜i,k)
(E(U˜i,k))3
= λpiαk + α
′
k(Σ− λdiag[pi])αk. (2.5.14)
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To show that Eq. (2.5.10) holds, we check
lim
t→∞
Var(Bk(t))
t
= lim
t→∞
Var
(∑N
n=1 Yn,k(t)
)
t
= lim
t→∞
Var[
∑N
n=1 Bin(αn,k, Xn(t))]
t
= lim
t→∞
∑N
n=1 Var[Bin(αn,k, Xn(t))]
t
+ lim
t→∞
∑N
n=1
∑N
j=1,n6=j Cov[Bin(αn,k, Xn(t)),Bin(αj,k, Xj(t))]
t
= lim
t→∞
∑N
n=1 Var{E[Bin(αn,k, Xn(t))|Xn(t)]}+
∑N
n=1E{Var[Bin(αn,k, Xn(t))|Xn(t)]}
t
+ lim
t→∞
∑N
n=1
∑N
j=1,n6=j Cov{E[Bin(αn,k, Xn(t))|Xn(t), Xj(t)], E[Bin(αj,k, Xj(t))|Xn(t), Xj(t)]}
t
+ lim
t→∞
∑N
n=1
∑N
j=1,n6=j E{Cov[Bin(αn,k, Xn(t)),Bin(αj,k, Xj(t))|Xn(t), Xj(t)]}
t
=
N∑
n=1
[
α2n,k lim
t→∞
Var(Xn(t))
t
+ αn,k(1− αn,k) lim
t→∞
E(Xn(t))
t
]
+
N∑
n=1
N∑
j=1,n6=j
αn,kαj,k lim
t→∞
Cov(Xn(t), Xj(t))
t
= λpiαk + α
′
k(Σ− λdiag[pi])αk. (2.5.15)
This completes the proof.
We also construct an iid sequence {V˜i,k, i ≥ 1} of service times whose first two
moments match the first two moments of {Vi,k, i ≥ 1}. The precise statement is given
in the theorem below.
Theorem 2.5.3. Let {V˜i,k, i ≥ 1} be an iid sequence of non-negative random variables
with
E(V˜i,k) =
skdiag[pi]αk
piαk
, (2.5.16)
Var(V˜i,k) =
(σ2k + s
2
k)diag[pi]αk
piαk
−
(
skdiag[pi]αk
piαk
)2
. (2.5.17)
Then
E(V˜i,k) = lim
i→∞
E(Vi,k), (2.5.18)
Var(V˜i,k) = lim
i→∞
Var(Vi,k). (2.5.19)
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Proof. Let Zki be the type of i
th customer arriving to queue k. The expectation of
service times of queue k is given by
lim
i→∞
E(Vi,k) = lim
i→∞
E[E(Vi,k|Zki )] =
N∑
n=1
τn,kpinαn,k∑N
n=1 pinαn,k
=
τkdiag[pi]αk
piαk
, (2.5.20)
and the variance of service times of queue k is given by
lim
i→∞
Var(Vi,k) = lim
i→∞
{E[Var(Vi,k|Zki )] + Var[E(Vi,k|Zki )]}
=
N∑
n=1
σ2n,kpinαn,k∑N
n=1 pinαn,k
+
N∑
n=1
τ 2n,kpinαn,k∑N
n=1 pinαn,k
−
(
τkdiag[pi]αk
piαk
)2
,
=
(σ2k + τ
2
k )diag[pi]αk
piαk
−
(
τkdiag[pi]αk
piαk
)2
. (2.5.21)
This shows that both Eq. (2.5.18) and Eq. (2.5.19) hold.
Now we consider a GI/GI/1 queue with arrival process {B˜k(t), t ≥ 0} and service
times {V˜i,k, i ≥ 1}. From Theorems 2.5.2 and 2.5.3 we can further write down the
traffic intensity, ρk, squared coefficient of variation of the inter-arrival times, c
2
ak
, and
squared coefficient of variation of the service times, c2sk , as:
ρk = λskdiag[pi]αk, (2.5.22)
c2ak =
Var(U˜i,k)
[E(U˜i,k)]2
=
α′k(Σ− λdiag[pi])αk + λpiαk
λpiαk
, (2.5.23)
c2sk =
Var(V˜i,k)
[E(V˜i,k)]2
=
(σ2k + s
2
k)diag[pi]αkpiαk − (skdiag[pi]αk)2
(skdiag[pi]αk)2
. (2.5.24)
We then use the diffusion approximation from Whitt [67] for the expected queue
length of server k:
L˜k(αk) =
ρkc
2
ak
+ c2sk
2(1− ρk)
=
(α′k(Σ− λdiag[pi])αk + λpiαk − 1)(skdiag[pi]αk)2 + (σ2k + s2k)diag[pi]αkpiαk
2(1− λskdiag[pi]αk)(skdiag[pi]αk)2 .
(2.5.25)
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Whitt [67] shows that L˜k(αk) is a good approximation for the expected queue length
of GI/GI/1 queue, especially in heavy traffic. We use numerical examples in Sec-
tion 2.7.2 to show that this approximation works well for our study. Guo, Lu, and
Squillante [30] also derive a similar diffusion approximation for the expected queue
length and use it to obtain optimal routing policy of single class customers to multiple
servers.
Using Eq. (2.5.25) as performance measure, we model the routing problem for a
given assignment policy d as a nonlinear programming problem as follow:
Problem P˜ (d)
min Ψ˜(d, α) =
M∑
k=1
(α′k(Σ− λdiag[pi])αk + λpiαk − 1)(skdiag[pi]αk)2 + (σ2k + s2k)diag[pi]αkpiαk
2(1− λskdiag[pi]αk)(skdiag[pi]αk)2 ,
(2.5.26)
s.t.
M∑
k=1
αn,k = 1, ∀n ∈ {1, . . . , N}, (2.5.27)
αn,k ≤ dn,k, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}, (2.5.28)
λskdiag[pi]αk < 1, ∀k ∈ {1, . . . ,M}, (2.5.29)
αn,k ≥ 0, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}. (2.5.30)
As in the queueing model, let α˜∗(d) be the optimal routing policy obtained by solving
P˜ (d). Define
Ψ˜∗(d) = Ψ˜(d, α˜∗(d)) =
M∑
k=1
L˜k(α
∗
k(d)). (2.5.31)
Then we formulate the combined assignment and routing problem as:
Problem P˜
min Ψ˜∗(d), (2.5.32)
s.t.
N∑
n=1
M∑
k=1
dn,k ≤ T, (2.5.33)
dn,k ∈ {0, 1}, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}. (2.5.34)
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Let d˜∗ be the optimal assignment policy obtained by solving the above nonlinear
mixed integer problem P˜ . Then α˜∗∗ = α˜∗(d∗) is the optimal routing policy. One
advantage of this approximation is that the parameters for this model are easier to
estimate. To solve the problem P , introduced in the Section 2.4, we need to obtain
the transition probability matrix. However, to accurately estimate the transition
probability matrix, we have to observe the sequences of incoming traffic, which could
be difficult due to possible multiple arrivals with the same time stamp. On the other
hand, to solve the problem P˜ , we only need to observe the total incoming traffic in a
given time interval for each class to estimate the steady state mean arrival rates and
the variance-covariance matrix. Then we can approximate the expected queue length
using this limited information of traffic. Another advantage of the approximation is
that the approximated expected queue length L˜k(αk) can be obtained as a closed-
form expression. Compared to using a matrix analytic method to obtain the expected
queue length Lk(αk) in queueing model, using the closed form expression involving
only matrix multiplication in diffusion approximation model is obviously preferable
and much faster.
However, neither Lk(αk) nor L˜k(αk) are convex functions of αk in general, even if
we further assume that the service time distributions are the same for all classes of
customers. For example, suppose that the service time is exponentially distributed
with rate µ for all types of customers on every server. The Hessian matrix of L˜k(αk)
with respect to αk is
H˜k(αk) =
[αkλpi + (µ− λpiαk)IN ]′(Σ− λdiag[pi])[αkλpi + (µ− λpiαk)IN ]
(µ− λpiαk)3
+
2µλ2pi′pi
(µ− λpiαk)3 . (2.5.35)
Unfortunately, H˜k(αk) is not a positive-semidefinite matrix because (Σ − λdiag[pi])
may not be positive-semidefinite. This means the objective functions of P and P˜
may not be convex. The following theorem provides an analytical result for a special
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case.
Theorem 2.5.4. If traffic streams of all services are independent of each other and
can be routed to any server, i.e. dn,k = 1 for all n and k, and the service time
distributions are the same for all services, then
αn,k =
1
M
, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M} (2.5.36)
are optimal solutions to P and P˜ .
Proof. Under any static routing policy, if arrival processes of all services are indepen-
dent, then the arrival process routed to each server is a Poisson Process. Since the
service time distributions are all the same, the queueing system at each server forms
an M/G/1 queue. In the following proof, We need to show that the sum of expected
queue lengths over all servers is minimized when the traffic intensity is the same for
every server under the assumptions in the theorem.
Let λk be the arrival rate to server k and then total arrival rate λ =
∑M
k=1 λk.
Since we assume the service time distributions are all the same, we can let µ be the
service rate and C2s be the squared coefficient of variation of service times on every
server. We can further define traffic intensity of server k to be
ρk = λk/µ = λpiαk/µ,
and traffic intensity of whole system to be
ρ = λ/(Mµ).
We will show the result for queueing model here. The same argument can apply to
diffusion approximation model. Since each queue k is an M/G/1 queue, one may
write down Lk(αk), the expected queue length of queue k, by Pollaczek-Khinchin
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formula. The total expected queue length minimization problem can be written as
min
M∑
k=1
Lk(αk) =
M∑
k=1
[
ρk +
ρ2k(1 + c
2
sk
)
2(1− ρk)
]
, (2.5.37)
s.t. λ =
M∑
k=1
λk or Mρ =
M∑
k=1
ρk, (2.5.38)
0 ≤ ρk ≤ 1 ∀k ∈ {1, . . . ,M}. (2.5.39)
Taking derivatives of Lk(αk) with respect to ρk, we have
dLk(αk)
dρk
= 1 +
ρk(1 + c
2
sk
)(2− ρk)
2(1− ρk)2 , (2.5.40)
d2Lk(αk)
dρ2k
=
1 + c2sk
(1− ρk)3 > 0. (given 0 ≤ ρk < 1) (2.5.41)
Hence we know that Lk(αk) is a convex function of ρk and so is
∑M
k=1 Lk(αk). We
can integrate the constraint Mρ =
∑M
k=1 ρk into objective function and rewrite the
problem as
min
M∑
k=1
Lk(αk) =
M−1∑
k=1
[
ρk +
ρ2k(1 + c
2
sk
)
2(1− ρk)
]
+
(
Mρ−
M−1∑
k=1
ρk
)
+
(Mρ−∑M−1k=1 ρk)2(1 + c2sk)
2(1−Mρ+∑M−1k=1 ρk)
= Mρ+
M−1∑
k=1
ρ2k(1 + c
2
sk
)
2(1− ρk) +
(Mρ−∑M−1k=1 ρk)2(1 + c2sk)
2(1−Mρ+∑M−1k=1 ρk) , (2.5.42)
subject to 0 ≤ ρk ≤ 1, ∀k. Taking the first order partial derivative of objective
function with respect to ρk, ∀1 ≤ k ≤M − 1, we have
∂
∑M
k=1 Lk(αk)
∂ρk
=
(
1 + c2sk
2
)[
2ρk − ρ2k
(1− ρk)2 −
2(Mρ−∑M−1k=1 ρk)− (Mρ−∑M−1k=1 ρk)2
(1−Mρ+∑M−1k=1 ρk)2
]
.
(2.5.43)
Setting
∂
∑M
k=1 Lk(αk)
∂ρk
= 0 for all 1 ≤ k ≤M −1 and knowing that 0 ≤ ρk < 1, we have
2ρk − ρ2k
(1− ρk)2 =
2(Mρ−∑M−1k=1 ρk)− (Mρ−∑M−1k=1 ρk)2
(1−Mρ+∑M−1k=1 ρk)2 , ∀k ∈ {1, . . . ,M − 1},
(2.5.44)
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and ρ1 = · · · = ρM−1 = ρ is a solution that satisfies the equation above. Hence,
we can conclude that ρ1 = · · · = ρM = ρ is an optimal solution for queueing model
because it satisfies all constraints, have all first order partial derivatives equal to zero,
and the objective function is convex.
We may follow the same fashion to prove the result of diffusion approximation
model. The details are omitted.
If traffic streams of all services are independent of each other and can be routed to
any server, but service time distributions are not all identical, Borst [14] has shown
that Lk(αk) is convex in α and provided a framework for solving the routing problem.
Remark 2.5.1. One can show by counter example that Eq. (2.5.36) is not an optimal
solution to P or P˜ if traffic streams of some services are correlated with each other,
i.e., there are some non-zero off-diagonal entries in Σ.
2.6 Convex Quadratic Model
The performance measure introduced in the queueing model of Section 2.3 is dif-
ficult to compute. Hence, we introduced diffusion approximation model in Section
2.5. Although this produces analytically tractable performance measure, the result-
ing optimization problem remains non-convex, which makes its solution hard. This
motivates us to find an alternate performance measure that can efficiently provide a
good assignment and routing policy (which might not be optimal). Note that this
new performance measure is not meant to be a further approximation to the perfor-
mance measures of Sections 2.3 or 2.5. Its main utility is in producing a candidate
assignment and routing policy. Then we can compare performance of this policy
with those obtained in Sections 2.3 and 2.5 using the performance measure of Section
2.3. In this section, we derive a convex quadratic model that is applicable when the
service time distributions only depend on the servers but not on the customer types,
i.e., Fn,k = Fk ∀n, k and Fk is a non-negative random variable. In this case, we
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know µn,k = µk = 1/E(Fk) ∀n, k, and may interpret µk as the service rate or service
capacity of server k. Let Xn(t), Bk(t), λn, and Σn,j be as defined in Section 2.3, Eq.
(2.3.1) and Eq. (2.5.1). We further assume that the system starts in the steady state
at time t = 0. Then the total traffic being routed to server k in a unit of time is
Bk(1) =
N∑
n=1
Bin(αn,k, Xn(1)).
The service capacity of server k is µk as described earlier. Hence we can think of
µk−Bk(1) as the capacity imbalance in a unit of time. Now we define the performance
measure Qk(αk) as given below:
Qk(αk) = E [µk −Bk(1)]2 = Var[µk −Bk(1)] + {E[µk −Bk(1)]}2
= Var[Bk(1)] + {E[µk −Bk(1)]}2
= α′k(Σˆ− λdiag[pi])αk + λpiαk + (λpiαk − µk)2
= α′kΣˆαk + (λpiαk − µk)2 − α′k(λdiag[pi])αk + λpiαk, (2.6.1)
where Σˆ = [Σˆnj], with
Σˆnj = Cov(Xn(1), Xj(1)).
Note that Σˆ can be approximated by Σ if the number of arrivals in one unit of time is
large, see Eq. (2.5.3). The derivation of the above equation is similar to the proof of
Eq. (2.5.15) for Theorem 2.5.2. It can be shown that Qk(αk) is not a convex function
since (Σˆ−λdiag[pi]) may not be positive-semidefinite. To avoid this non-convex issue,
we define another version of capacity imbalance in a unit of time as µk−Bˆk(1), where
Bˆk(1) =
N∑
n=1
E[Bin(αn,k, Xn(1))|Xn(1)] =
N∑
n=1
αn,kXn(1),
the conditional expected total traffic being routed to server k in a unit of time given
the number of arrivals of each type to the system. Similar to Eq. (2.6.1), we define
the performance measure Qˆk(αk) as follows:
Qˆk(αk) = E
[
µk − Bˆk(1)
]2
. (2.6.2)
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Let
Λ = [λ1, λ2, . . . , λN ].
Theorem 2.6.1. We have
Qˆk(αk) = α
′
kΣˆαk + (Λαk − µk)2. (2.6.3)
Qˆk(αk) is a convex quadratic function of αk.
Proof. By definition, we first derive Qˆk(αk) as
Qˆk(αk) = E
[
µk − Bˆk(1)
]2
= Var[µk − Bˆk(1)] + {E[µk −Bk(1)]}2
= Var[Bˆk(1)] + {E[µk − Bˆk(1)]}2
= Var
[
N∑
n=1
Xn(1)αn,k
]
+
{
E
[
µk −
N∑
n=1
Xn(1)αn,k
]}2
= α′kΣˆαk + (Λαk − µk)2. (2.6.4)
Next, we show the convexity. The Jacobian matrix of Qˆk(αk) with respect to αk is
JQˆk(αk) = Σˆαk + 2Λ
′(Λαk − µk), (2.6.5)
and the Hessian matrix of Qˆk(αk) with respect to αk is
HQˆk(αk) = Σˆ + 2Λ
′Λ. (2.6.6)
This Hessian matrix is positive-semidefinite because Σˆ is a variance-covariance ma-
trix, which is always positive-semidefinite, and 2Λ′Λ is positive-semidefinite as well.
There are two main advantages of this objective function Qˆk(αk). First, we need to
estimate only the first and second moments of traffic streams to evaluate it. Thus, it is
easier to use than the objective function Lk(αk). Also, it uses as much information as
the objective function L˜k(αk). However, unlike L˜k(αk) or Qk(αk), Qˆk(αk) is convex.
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Note that we are not claiming that Qˆk(αk) is an approximation of Lk(αk) or L˜k(αk).
The main motivation is to provide a convex quadratic program to obtain a candidate
assignment and routing policy. Using Qˆk(αk) as performance measure, we model the
routing problem for a given assignment policy d as a convex quadratic programming
problem as follows:
Problem P q(d)
min Ψq(d, α) =
M∑
k=1
[α′kΣˆαk + (Λαk − µk)2], (2.6.7)
s.t.
M∑
k=1
αn,k = 1, ∀n ∈ {1, . . . , N},
(2.6.8)
αn,k ≤ dn,k, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M},
(2.6.9)
Λαk < µk, ∀k ∈ {1, . . . ,M},
(2.6.10)
αn,k ≥ 0, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}.
(2.6.11)
Let αq(d) be the optimal routing policy provided by solving P q(d). Define
Ψq(d) = Ψq(d, αq(d)) =
M∑
k=1
Qˆk(α
q
k(d)). (2.6.12)
As in the previous two models, we formulate the combined assignment and routing
problem as:
Problem P q
min Ψq(d), (2.6.13)
s.t.
N∑
n=1
M∑
k=1
dn,k ≤ T, (2.6.14)
dn,k ∈ {0, 1}, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}. (2.6.15)
32
P q can be solved as a mixed integer quadratic programming problem (MIQP). There
are efficient solvers available to solve this type of problems, such as CPLEX and
Gurobi. Let dq be the optimal assignment policy obtained by solving the above
mixed integer quadratic programming problem P q. Then αq∗ = αq(dq) is the optimal
routing policy.
Remark 2.6.1. One can show that the variance of Bˆk(1),
Var[Bˆk(1)] = α
′
kΣˆαk.
The folk theorem in queues says that the congestion can be reduced by reducing the
variance of the input process. Thus it would make sense to simply minimize
M∑
k=1
α′kΣˆαk.
We have numerically evaluated this objective function and found that it performs
much worse than
∑M
k=1 Qˆk. It produces policies that substantially under-perform the
policies produced . Thus somehow the term (Λαk − µk)2 plays a very discriminating
part in this problem.
Similar to queueing model and diffusion approximation model, we next consider a
further special case where all assignments are available on every server. In this case,
we have the following analytical solution to P q. Let L be a subset of {1,. . . ,M} so
that
1 + λ+ |L|µk −
∑
l∈L
µl ≥ 0, ∀k ∈ L, (2.6.16)
1 + λ+ |L|µk −
∑
l∈L
µl < 0, ∀k /∈ L. (2.6.17)
Theorem 2.6.2. Let dn,k = 1 for all n and k, and L be as defined above. Then the
optimal routing policy for P q is given by
αn,k =

1 + λ+ |L|µk −
∑
l∈L µl
(1 + λ)|L| , ∀n ∈ {1, . . . , N}, k ∈ L,
0, otherwise.
(2.6.18)
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Proof. Assuming dn,k = 1 for all n and k, P
q can be reduced to
Problem P q
′
min
M∑
k=1
Qˆk(αk) =
M∑
k=1
[α′kΣˆαk + (λpiαk − µk)2], (2.6.19)
s.t.
M∑
k=1
αn,k = 1, ∀n ∈ {1, . . . , N},
(2.6.20)
αn,k ≥ 0, ∀n ∈ {1, . . . , N}, k ∈ {1, . . . ,M}.
(2.6.21)
This is a quadratic programming problem. Let eN be an N -vector whose elements are
all ones. We rewrite the P q
′
in a standard form of quadratic programming problem,
Problem P q
′′
min
1
2
x′Hx+ c′x,
where H =

Σˆ + λ2pi′pi
. . .
Σˆ + λ2pi′pi

MN×MN
and c =

−λµ1pi′
...
−λµMpi′

MN
,
(2.6.22)
s.t. Ax ≥ b, where A = IMN and b = [0, . . . , 0]′MN , (2.6.23)
Bx = d, where B = [IN , . . . , IN ]N×MN and d = eN , (2.6.24)
x = [α1, . . . , αM ]MN ≥ 0, where αk = [α1,k, . . . , αN,k]′ for all k. (2.6.25)
We first need to show that ΣˆeN = λpi
′. By definition,
[ΣeN ]n =
N∑
j=1
Cov(Xn(1), Xj(1)) = Cov(Xn(1), X(1)). (2.6.26)
For any n,
E[Xn(1)X(1)] = E[E(Xn(1)X(1)|X(1))] = E[E(Xn(1)|X(1))X(1)] = E[pinX(1)2]
= pinVar(X(1)) + pin[E(X(1))]
2, (2.6.27)
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and
E(Xn(1))E(X(1)) = pin[E(X(1))]
2. (2.6.28)
Hence, we know that
Cov(Xn(1), X(1)) = E[Xn(1)X(1)]− E(Xn(1))E(X(1)) = pinVar(X(1)) = λpin,
(2.6.29)
⇒ ΣˆeN = λpi′. (2.6.30)
Let x0j be the j
th element of the column vector x0 ∈ RMN . Next, we show that Eq.
(2.6.18) is an optimal solution to P q in the special case, i.e.,
x0j =

1 + λ+ |L|µk −
∑
l∈L µl
(1 + λ)|L| , ∀k ∈ L, j ∈ {(k − 1)N + 1, . . . , kN},
0, otherwise,
(2.6.31)
is an optimal solution to P q
′′
. We will check that x0 is an optimal solution by showing
that there exist u0 ∈ RMN and v0 ∈ RN such that Hx0 + c = A′u0 + B′v0, Ax0 ≥ b,
u0 ≥ 0, Bx0 = d, and < Ax0− b, u0 >= 0 (Karush-Kuhn-Tucker conditions). Let u0j
be the jth element of the column vector u0 ∈ RMN . We pick
u0j =

λ(−1− λ− |L|µk +
∑
l∈L µl)pin
|L| , ∀k /∈ L, n ∈ {1, . . . , N}, j = kN −N + n,
0, otherwise.
(2.6.32)
and
v0 =
(λ+ λ2 −∑l∈L µlλ)pi′
|L| . (2.6.33)
Let us verify all the conditions.
1. Ax0 = x0 ≥ b and u0 ≥ 0 because x0 and u0 are both non-negative by the
definition of L.
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2.
Bx0 =
[∑
k/∈L
0 +
∑
k∈L
1 + λ+ |L|µk −
∑
l∈L µl
(1 + λ)|L|
]
N
=
[
(1 + λ)|L|+ |L|∑k∈L µk − |L|∑l∈L µl
(1 + λ)|L|
]
N
= eN = d. (2.6.34)
3. < Ax0 − b, u0 >=< x0, u0 >=
∑MN
j=1 x0ju0j = 0 because x0j and u0j are not
nonzero at the same time for any j.
4. Let (Hx0)k be the column vector with (k − 1)N + 1th to kN th elements of the
vector Hx0. For any k ∈ L,
(Hx0)k = (Σ + λ
2pi′pi)eN
(
1 + λ+ |L|µk −
∑
l∈L µl
(1 + λ)|L|
)
= (λpi′ + λ2pi′)
(
1 + λ+ |L|µk −
∑
l∈L µl
(1 + λ)|L|
)
=
(
λ+ λ2 + |L|µkλ−
∑
l∈L µlλ
|L|
)
pi′, (2.6.35)
(Hx0 + c)k =
(
λ+ λ2 −∑l∈L µlλ
|L|
)
pi′ = A′u0 +B′v0. (2.6.36)
For any k /∈ L,
(Hx0)k = 0, (2.6.37)
(Hx0 + c)k = λµkpi
′ = A′u0 +B′v0. (2.6.38)
From the above verification, we can conclude that x0 is an optimal solution since the
objective function is convex quadratic and there exist u0 ∈ RMN and v0 ∈ RN that
satisfy the Karush-Kuhn-Tucker conditions.
Remark 2.6.2. We describe an O(M) algorithm to find L defined above. Without
loss of generality, we assume the servers are listed in the descending order of service
rate, i.e., µ1 ≥ · · · ≥ µM .
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Algorithm 1 Finding the Set L
L← {1};
for k = 2→M do
if 1 + λ+ |L|µk −
∑
l∈L µl ≥ 0 then
L← L ∪ {k};
else
break;
end if
end for
This procedure can be justified by discussing the two possible outcomes of the
“if” statement for any k within the loop:
Case I: When the condition of “if” statement is satisfied,
1 + λ+ (|L|+ 1)µj −
∑
l∈L∪{k}
µl ≥ 1 + λ+ |L|µk −
∑
l∈L
µl ≥ 0, ∀j ∈ {k} ∪ L = {1, . . . , k − 1}.
(2.6.39)
In other words, adding new element into the set L will not nullify the existing elements
in L. Hence, we update the set L to L ∪ {k} and loop to the next.
Case II: When the condition of “if” statement is not satisfied,
1 + λ+ (|L|+ 1)µj −
∑
l∈L∪{k}
µl ≤ 1 + λ+ |L|µk −
∑
l∈L
µl < 0,∀j /∈ L = {1, . . . , k − 1}.
(2.6.40)
In other words, adding any other elements into the set L will not satisfy the condition.
Hence, we stop as soon as we get the first violation of the condition and the set L
has been determined.
2.7 Solution
There are commercial software packages available to solve our convex quadratic
model P q. For example, the well known AMPL/CPLEX is capable of solving the
mixed integer quadratic programming problem. On the other hand, for queueing
model P or diffusion approximation model P˜ , the global optimal solutions are difficult
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to obtain because the objective functions are non-convex and some decision variables
are binary. We have discussed some special cases that can be solved analytically in
previous sections. Beyond those special cases, we need to use heuristic algorithms to
solve the problem in general. We introduce one such algorithm below.
2.7.1 Heuristic Algorithm
The main goal of the heuristic algorithm is to determine the optimal static routing
and assignment policy. The assignment policy is obtained by solving the nonlinear
integer programs P or P˜ , which are difficult to solve in general. Meanwhile, determin-
ing the optimal static routing scheme for a fixed assignment policy involves solving
P (d) or P˜ (d), which are relatively easy since they involve a continuous nonlinear
optimization.
We introduce a heuristic algorithm called Backward Selection Heuristic Algo-
rithm. In this algorithm, we start by assuming all assignments are available on every
server, i.e. dn,k = 1 for all n and k, and finding the optimal static routing policy, α,
under this assumption.
We have shown in Theorem 2.5.4 that αn,k is positive for all n and k if traffic
streams are independent. However, if traffic streams are not independent, we can ex-
pect to have αn,k equal to zero for some n and k. The intuitive explanation is that the
system would benefit from routing the traffic streams with negative correlations into
common servers but suffer from routing the traffic streams with positive correlations
into common ones. Hence, if traffic streams of service type n and j are positively
correlated, usually αn,k and αj,k would not be positive at the same time. We do not
have a rigorous proof of this, but we will illustrate this idea by a numerical example
in Section 2.7.2.
Based on this initial routing policy, the second step is to remove all assignments
with optimal solution α.,. = 0, i.e. if αn,k = 0 then set dn,k = 0. In this step,
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we remove the unused assignments so that we can decrease the total number of
assignments without sacrificing system performance. Then we check whether total
number of assignments left is less than or equal to the desired number T . If yes, the
solution satisfies all constraints of the mixed integer nonlinear programming problem
and is optimal. Otherwise, further elimination of assignments is needed.
In the next step, we remove an assignment on a server that results in the smallest
increase in the objective function value. The idea of this algorithm is to behave in a
greedy fashion. We try to remove one “least important” assignment at a time until
total number of assignments left is no more than T . It may not result in an optimal
solution but can provide a good solution in a relatively short time. It is common
in the service center design problem that practitioners pursue a good solution in-
stead of an optimal solution since finding optimal solution requires too much effort.
Also, the greatly fluctuating traffic streams in service center makes an accurate de-
sign unnecessary. To find the solution, this algorithm has to run O(M2N2) nonlinear
programming problems in the worst case. It takes a long time when M and N are
large, but we can expect it takes much shorter time than solving the original problem.
Assuming to solve P , the pseudocode of the above algorithm is given in Algorithm
2. To solve the Problem P˜ , one can simply replace α∗(d) and Ψ(d) with α˜∗(d) and
Ψ˜(d) in this algorithm.
In the next subsection, we use a numerical example to illustrate the Backward Se-
lection Heuristic Algorithm by applying queueing model and diffusion approximation
model as congestion performance measures. We will also compare these two models
with convex quadratic model at the end.
Note that we do not use this algorithm to solve P q, since it is a mixed integer
quadratic program and there are standard software packages available to solve it.
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Algorithm 2 Backward Selection Heuristic Algorithm
t←MN ;
for i = 1→ N, k = 1→M do
dn,k ← 1;
end for
α← α∗(d) as defined in Problem P (d);
for i = 1→ N, k = 1→M do
if αn,k = 0 then
dn,k ← 0;
end if
end for
t←∑Nn=1∑Mk=1 dn,k
while t > T do
for i = 1→ N, k = 1→M do
if dn,k = 0 then
Ψn,k ←∞;
else
dn,k ← 0;
Ψn,k ← Ψ(d) as defined in Problem P (d);
dn,k ← 1;
end if
end for
(i, k)← arg minn,k Ψn,k;
dn,k ← 0;
t← t− 1;
end while
2.7.2 Numerical Example I
We consider an example with five servers (M = 5) and eight types of services
(N = 8). We assume that the overall arrival rate, the transition probability matrix
of the DTMC determining the customer class, and the service time distributions
are known. We can calculate the variance-covariance of arrival process needed for
diffusion approximation model from the given arrival rate and transition probability
matrix. The upper limit of the total number of assignments is T = 12.
We assume the overall customer arrival process is a Poisson Process with rate
λ = 135 and the service time is exponentially distributed with rate dependent on
server. The service rates of five servers are 5, 5, 20, 40, and 80, respectively. Let
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transition probability matrix
Θ =

.0333 .3000 .1905 .0952 .0476 .0994 .1068 .1271
.2667 .0667 .1905 .0952 .0476 .0994 .1068 .1271
.1569 .1765 .3000 .0167 .0167 .0994 .1068 .1271
.1569 .1765 .0333 .2833 .0167 .0994 .1068 .1271
.1569 .1765 .0667 .0333 .2333 .0994 .1068 .1271
.1569 .1765 .1905 .0952 .0476 .0333 .0667 .2333
.1569 .1765 .1905 .0952 .0476 .2000 .0333 .1000
.1569 .1765 .1905 .0952 .0476 .0667 .2000 .0667

.
The steady-state distribution is
pi = [ .1569 .1765 .1905 .0952 .0476 .0994 .1068 .1271 ].
This example has a special design so that eight customer types are separated into
three groups before generating transition probability matrix: a group of services
with negatively correlated traffic streams among group members, and two groups of
services with positively correlated traffic streams among group members. The traffic
streams between any two types in different groups are independent. This design can
be achieved by properly choosing the transition probability so that Θn,j = pij and
Θj,n = pin if we want the traffic stream of type n and j to be independent.
Variance-covariance matrix (Σ) and correlation coefficient matrix (R) can be ob-
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tained by Eq. (2.5.2),
Σ =

16.93 4.24 0 0 0 0 0 0
4.24 19.58 0 0 0 0 0 0
0 0 33.30 −5.56 −2.03 0 0 0
0 0 −5.56 19.43 −1.02 0 0 0
0 0 −2.03 −1.02 9.48 0 0 0
0 0 0 0 0 11.61 .91 .90
0 0 0 0 0 .91 12.31 1.20
0 0 0 0 0 .90 1.20 15.06

,
R =

1 .23 0 0 0 0 0 0
.23 1 0 0 0 0 0 0
0 0 1 −.22 −.11 0 0 0
0 0 −.22 1 −.07 0 0 0
0 0 −.11 −.07 1 0 0 0
0 0 0 0 0 1 .08 .07
0 0 0 0 0 .08 1 .09
0 0 0 0 0 .07 .09 1

.
From the correlation coefficient matrix, we observe that the arrival processes of service
1 and 2 are positive correlated with each other and independent of the rest of the
services. The arrival processes of service 3, 4, and 5 are negative correlated with each
other and independent of all the rest of the services. The arrival processes of service
6, 7, and 8 behave similarly to those of 1 and 2 but with weaker correlations.
With the above data, we can apply the heuristic algorithm. The resulting assign-
ment and routing policies using queueing model and diffusion approximation model
are presented in the next two subsections, respectively.
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Queueing Model
In the initial step of the algorithm, we assume all assignments are available on
every server and solve for the optimal routing policy. Assuming dn,k = 1 for all n and
k, the following initial routing policy matrix is obtained by solving P (d),
α∗(d) =

0 0 0 1 0
0 0 0 0 1
.080 .080 .002 .012 .826
.080 .080 .002 .012 .826
.080 .080 .002 .012 .826
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0

.
As we expected, we observe that the traffic streams with positive correlations are
routed into different servers, while the traffic streams with negative correlations are
routed into common servers.
In the next step, we remove all assignments with α., . = 0. The total number of
assignments left is 20. In terms of the total expected queue length, the system with
these 20 assignments can perform as well as the system with 40 assignments, i.e., all
assignments being enabled to provide every type of service. Since the desired total
number of assignments is T = 12, we need to proceed with the algorithm further and
remove eight more assignments.
Table 2.1 shows the removal progress using the algorithm. In this table, 1’s mean
the assignments are removed in the initial step; 2 in the fifth row and third column
means the assignment of service type 5 on server 3 is removed when we proceed with
the elimination process (the “while loop” in the Algorithm 2) for the first time; 3 in
the forth row and third column means the assignment of service type 4 on server 3
is removed when we proceed with the elimination process for the second time, etc.
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Service Server
Type 1 2 3 4 5
1 1 1 1 0 1
2 1 1 1 1 0
3 0 0 6 0 0
4 9 0 3 5 0
5 8 7 2 4 0
6 1 1 1 1 0
7 1 1 1 0 1
8 1 1 0 1 1
Table 2.1: Example I: Removal Progress of Heuristic Algorithm Using Queueing
Model
We repeat the elimination process until the number of assignments left is less than
or equal to 12. The zeros on the table mean those assignments remain on the servers
after the completion of the heuristic algorithm. Based on this table, we determine
the service assignment of the system. The assignment policy out of this heuristic
algorithm d∗h should be to enable server k to provide service type n if and only if it
is zero in the row n and column k in Table 2.1.
Along with the above assignment policy, we determine the routing policy out of
the heuristic algorithm:
α∗∗h =

0 0 0 1 0
0 0 0 0 1
.139 .080 0 .023 .758
0 .119 0 0 .881
0 0 0 0 1
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0

.
The expected queue length under this assignment and routing policy is 32.69.
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Diffusion Approximation Model
Assuming dn,k = 1 for all n and k again, another initial routing policy is obtained
by solving P˜ (d),
α˜∗(d) =

0 0 0 1 0
0 0 0 0 1
.080 .080 .002 .012 .826
.080 .080 .002 .012 .826
.080 .080 .002 .012 .826
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0

.
This initial routing policy comes out to be exactly the same as the initial routing
policy obtained by queueing model. Similar to what we did for queueing model,
we further proceed with the algorithm and use the Table 2.2 to show the removal
progress.
Service Server
Type 1 2 3 4 5
1 1 1 1 0 1
2 1 1 1 1 0
3 0 0 6 0 0
4 9 0 3 5 0
5 8 7 2 4 0
6 1 1 1 1 0
7 1 1 1 0 1
8 1 1 0 1 1
Table 2.2: Example I: Removal Progress of Heuristic Algorithm Using Diffusion Ap-
proximation Model
The assignment policy out of this heuristic algorithm d˜∗h should be to enable server
k to provide service type n if and only if it is zero in the row n and column k in Table
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2.2. Along with the above assignment policy, we determine the routing policy:
α˜∗∗h =

0 0 0 1 0
0 0 0 0 1
.139 .082 0 .023 .756
0 .115 0 0 .885
0 0 0 0 1
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0

.
The total expected queue length under this routing policy is 32.69. In this example,
both models give us the same total expected queue length with same assignment
policy and slightly different routing policy.
Convex Quadratic Model
We solve the convex quadratic model P q directly using mixed integer quadratic
programming solver CPLEX. Given T = 12, we obtain the following optimal routing
policy:
αq∗ =

0 0 0 0 1
0 0 .434 .566 0
0 0 0 .369 .631
.218 0 0 0 .782
0 0 0 0 1
0 0 0 0 1
0 0 0 1 0
0 0 .417 0 .583

.
The total expected queue length under this routing policy is 36.26.
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In order to further compare the three models: queueing model P , diffusion ap-
proximation model P˜ , and convex quadratic model P q, we perform the following
experiment. Using the same set of parameters given above, we solve P , P˜ , and P q to
find the optimal static assignment and routing policies. (We use heuristic algorithm
for P and P˜ , but mixed integer quadratic programming for P q.) Under each of these
assignment and routing policies, we compute the expected queue length as explained
in Section 2.3. We summarize the results in Table 2.3 and Figure 2.1. The total
expected queue lengths with T = 8 are not presented because they do not satisfy the
stability condition.
We have several key observations from this numerical experiment. The heuristic
algorithm provides consistent solutions between queueing model and diffusion ap-
proximation model for different number of assignments (T ). Due to the non-convex
objective functions, solving nonlinear models using the heuristic algorithm still takes
thousands of seconds, even though the diffusion approximation model only takes less
than half of the time taken by the queueing model (1,983 vs. 5,100 seconds). On the
other hand, solving the convex quadratic model only takes a few seconds. For most of
the cases, the solutions by convex quadratic model are not as good as the nonlinear
model but are in a reasonable range. When T is quite small, the convex quadratic
model even provides a better solution than nonlinear models. This is because the
heuristic algorithm is not guaranteed to produce the optimal solution.
T 9 10 11 12 13 14 15 16 17 18 19
Ψ(d∗h, α
∗∗
h ) 55.49 33.01 32.69 32.63 32.59 32.57 32.57 32.56 32.56 32.56 32.56
Ψ(d˜∗h, α˜
∗∗
h ) 55.49 33.01 32.69 32.63 32.59 32.57 32.57 32.56 32.56 32.56 32.56
Ψ(dq, αq) 44.44 36.02 35.17 36.26 36.42 36.21 36.28 37.02 38.20 37.16 37.30
T 20 21 22 23 24 25 26 27 28 29 30
Ψ(d∗h, α
∗∗
h ) 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56
Ψ(d˜∗h, α˜
∗∗
h ) 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56
Ψ(dq, αq) 37.44 37.32 37.63 37.60 37.61 37.53 37.66 37.58 37.51 37.42 37.33
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T 31 32 33 34 35 36 37 38 39 40
Ψ(d∗h, α
∗∗
h ) 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56
Ψ(d˜∗h, α˜
∗∗
h ) 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56 32.56
Ψ(dq, αq) 37.32 37.33 37.34 37.34 37.34 37.34 37.34 37.34 37.34 37.30
Table 2.3: Example I: Total Expected Queue Lengthes Under Assignment and Rout-
ing Policies Derived by Solving Queueing Model P , Diffusion Approximation model
P˜ , and Convex quadratic model P q
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Figure 2.1: Example I: Total Expected Queue Lengthes Under Assignment and Rout-
ing Policies Derived by Solving Queueing Model P , Diffusion Approximation model
P˜ , and Convex quadratic model P q
2.7.3 Numerical Example II: Virtual Computing Laboratory
We consider another example with five servers (M = 5) and eight types of services
(N = 8). Here the system parameters such as the overall arrival rate, the transition
probability matrix of the DTMC determining the customer class, and the service
time distributions are estimated from a real data set. This data set is an access
log file obtained from the Virtual Computing Lab (VCL) in the University of North
Carolina at Chapel Hill. The VCL provides access for researchers and students to a
virtual computer environment that can be used to access software applications. The
data set contains about ten thousand service requests between August and November
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2012, each with the type of service requested, the time of arrival, the time of service
beginning, and the time of departure.
We assume the overall customer arrival process is a Poisson Process with rate
λ = 73. This arrival rate is estimated by mean arrival rate between 9am and 5pm.
This specific time interval is chosen because the data show that the arrival rate is
much higher during the daytime. Obviously the overall performance of system is
mainly determined by how well the system performs during these peak hours. The
transition probability matrix of the DTMC is estimated from the sequence of service
requests:
Θ =

.3210 .3310 .0160 .1020 .0270 .0280 .0900 .0850
.1310 .6550 .0140 .0610 .0130 .0140 .0520 .0600
.1330 .3910 .1330 .0570 .0480 .0190 .1050 .1140
.2450 .3510 .0120 .1630 .0330 .0310 .0760 .0890
.1460 .4070 .0310 .1540 .0540 .0310 .0770 .1000
.2180 .3100 .0070 .0770 .0350 .1690 .0990 .0850
.2120 .3300 .0160 .0710 .0260 .0280 .2220 .0950
.1980 .3780 .0200 .0980 .0220 .0120 .1040 .1680

.
The steady-state distribution out of the above transition probability is
pi = [ .1913 .5008 .0171 .0834 .0211 .0231 .0819 .0812 ],
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and the correlation coefficient matrix (R) is
R =

1 −.21 −.02 .08 .01 .04 .04 .03
−.21 1 −.04 −.13 −.07 −.09 −.15 −.11
−.02 −.04 1 −.02 .04 −.01 .01 .02
.08 −.13 −.02 1 .06 .02 −.01 .03
.01 −.07 .04 .06 1 .03 .01 .02
.04 −.09 −.01 .02 .03 1 .03 −.01
.04 −.15 .01 −.01 .01 .03 1 .05
.03 −.11 .02 .03 .02 −.01 .05 1

.
In this example, we assume service time is exponentially distributed with rate
dependent on service type, which is estimated by mean service rate of each type from
the data. The service rate we use is
[µ1,k, µ2,k, . . . , µN,k] = [ 12 20 20 50 12 12 20 20 ] ∀k.
We round the service rates to the choices of three different rates and scale them up
proportionally for the ease of application with queueing model. This is not unrealistic
becuase the data show some similarity of service time distributions between different
service types.
We apply the heuristic algorithm with queueing model and diffusion approxima-
tion model. We do not include the convex quadratic model in the example since it
requires the service rates to be independent of service types. For queueing model,
assuming dn,k = 1 for all n and k, we obtain the following initial routing policy matrix
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by solving P (d),
α∗(d) =

.432 0 0 0 .568
.119 .304 .303 .274 0
0 .328 .331 .342 0
0 0 0 1 0
.299 0 0 0 .701
.344 .132 .132 0 .392
0 .340 .341 .320 0
0 .392 .392 .217 0

.
Similarly for diffusion approximation model, assuming dn,k = 1 for all n and k, we
obtain the following initial routing policy matrix by solving P˜ (d),
α˜∗(d) =

.500 0 0 0 .500
.049 .300 .300 .300 .049
0 .333 .334 .334 0
0 .333 .334 .333 0
.500 0 0 0 .500
.500 0 0 0 .500
0 .334 .333 .333 0
0 .333 .333 .334 0

.
Unlike in Example I, the initial routing policy matrices from two models are not
exactly the same, but they still have some similar structures. These two routing policy
matrices have lots of common zero entries, which further confirms our conjecture that
it is optimal to separate traffic streams to different servers if they are not positively
correlated. However, due to the mixed correlation structure in this example, this
effect is not as obvious as in Example I.
We then solve P and P˜ using heuristic algorithm for P and P˜ with all the pos-
sible T value. Under each of these assignment and routing policies, we compute the
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expected queue length as explained in Section 2.3. We summarize the results in Ta-
ble 2.4 and Figure 2.2. The total expected queue lengths with T = 8, 9, 10 are not
presented because they do not satisfy the stability condition.
Similar to our observations from the previous example, the solutions from two
models are not exactly the same, but the resulting expected queue lengths are quite
close to each other. In addition, solving diffusion approximation model takes only
about one third of the time that solving queueing model does (5,892 vs. 17,812
seconds).
T 11 12 13 14 15 16 17 18 19 20
Ψ(d∗h, α
∗∗
h ) 26.78 22.59 22.48 22.43 22.38 22.34 22.33 22.32 22.31 22.31
Ψ(d˜∗h, α˜
∗∗
h ) 26.78 22.59 22.54 22.46 22.41 22.35 22.36 22.35 22.34 22.36
T 21 22 23 24 25 26 27 28 29 30
Ψ(d∗h, α
∗∗
h ) 22.30 22.30 22.30 22.30 22.30 22.30 22.30 22.30 22.30 22.30
Ψ(d˜∗h, α˜
∗∗
h ) 22.36 22.37 22.36 22.36 22.36 22.36 22.36 22.36 22.36 22.36
T 31 32 33 34 35 36 37 38 39 40
Ψ(d∗h, α
∗∗
h ) 22.30 22.30 22.30 22.30 22.30 22.30 22.30 22.30 22.30 22.30
Ψ(d˜∗h, α˜
∗∗
h ) 22.36 22.36 22.36 22.36 22.36 22.36 22.36 22.36 22.36 22.36
Table 2.4: Example II: Total Expected Queue Lengthes Under Assignment and Rout-
ing Policies Derived by Solving Queueing Model P and Diffusion Approximation
model P˜
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CHAPTER 3: ENERGY EFFICIENT VIRTUAL COMPUTING
LABS
3.1 Introduction
The Virtual Computing Lab (VCL) is a cloud computing service that provides
remote access to users allowing them to reserve and use a virtual computer with their
desired set of software applications. There are usually hundreds or even thousands
of software application sets that the users may choose from. Some examples of appli-
cation set are “Matlab on Windows 7”, “Maple on Windows XP”, and “Arena and
CPLEX OPL” etc. The VCL was first developed at North Carolina State University
(NC State) and now an open-source project at the Apache Software Foundation [50].
Currently UNC-Chapel Hill and NC State both host hundreds of VCL servers for
students, faculty, and researchers. From the perspective of modeling we do not dis-
tinguish between the terms virtual computer, virtual machine, and server etc. Each
user is granted full control of the virtual computer he/she is assigned to. If two
users request the same software application set, they will need two different virtual
computers loaded with that application set. Besides the choice of application set,
each user can also choose between two reservation types: (1) now, which creates a
request to have the access as soon as possible, and (2) future, which creates a request
to have the access at a given future time. When a now reservation is made, a virtual
computer (server) with requested application set is instantly available to the user if
that application set has been preloaded on a server. Otherwise, the user needs to
wait for at least a few minutes while the requested application set is loading onto a
free virtual computer.
The demands of future reservations can almost always be satisfied with certainty
because we can almost always keep an appropriate server ready to be used at the
reserved times. On the other hand, the demands of now reservations might not be
satisfied immediately since servers with appropriate preloaded software might not be
available at the time of demand. Hence, we will focus on the framework to determine
the number of virtual computers needed to satisfy now reservations in this study.
Each application set of VCL can be considered as a virtual appliance in computer
science terminology [70]. Although this chapter is motivated by VCL application,
the methodology developed here is of general applicability in virtual appliance de-
ployment. In this study, we aim to provide an operating policy for the VCL which
determines the number of loaded/preloaded application set of each type and which
satisfies user satisfaction requirement with minimum energy consumption. The en-
ergy consumption is becoming an important issue in large-scale computing environ-
ments, both economically and ecologically. This study is also applicable to software
as a service (SaaS) in cloud computing.
3.2 Problem Formulation
In this chapter, we consider a VCL with M servers and N application sets. Each
server may be either on or off. An on server may be in one of the following three
states (1) occupied : if a user is using this server, (2) n-preloaded : if it is loaded with
application set n and no user is using the server, and (3) flexible: if it is available for
use but not occupied by a user or preloaded with any application set.
In the current operating policies at the VCLs at UNC-Chapel Hill and NC State,
all servers are always on and there are no flexible servers. When a type n user (i.e.
the user who needs application set n) arrives at the system, this user receives instant
service and immediately occupies an n-preloaded server if one is available. Otherwise,
the user is delayed and needs to wait until a k -preloaded server (k 6= n) is loaded
with application set n. After a user finishes its session, the system manager (itself
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a computer) wipes the server clean, and then reloads it with the same or another
application set.
In this chapter, we are interested in policies which allow some servers to be left
flexible or turned off without affecting user service quality. The objective is to satisfy
a given service level requirement with minimum power consumption, which is directly
related to number of on servers.
We first describe a static version of our policy. In the static policy, we keep dn
servers loaded with application set n (called the dedicated pool for application set
n, 1 ≤ n ≤ N), f servers flexible (called the flexible pool), and M − f −∑Nn=1 dn
off. When a type n arrival occurs, it is given a server from the dedicated pool for
application set n if one is available, otherwise the user is given a server from the
flexible pool. (In this case the user needs to wait a few extra minutes.) If no flexible
servers are available, the user leaves the system without service. When a type n
user finishes the service from its dedicated pool, the server is reloaded with the same
application set to keep dn a constant. Similarly, when a user finishes the service
from the flexible pool, the server is left flexible to keep f a constant. Let Pd be the
probability that a user does not receives immediate service upon arrival, and Pb be
the probability that a user leaves the system without service. Our aim is to identify
d1, . . . , dN and f so as to keep
Pd ≤ P¯d, (3.2.1)
and Pb ≤ P¯b, (3.2.2)
where P¯d and P¯b are design parameters. For example, we consider P¯d = .05 and
P¯b = .01.
From the actual data, we observe that the user arrival rates are highly time
dependent. Hence it makes more sense to adjust the values of d1, . . . , dN and f
periodically. Let dn(i), 1 ≤ n ≤ N , be the number of servers in the dedicated pool
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for application set n over the time interval [τi, τi+1), and f(i) be the number of servers
in the flexible pool over the time interval [τi, τi+1). Then
∑N
n=1 dn(i) + f(i) is the
total number of on servers during the ith time interval. Let Bn(t) be the number of
type n users who are using servers from their dedicated pool at time t, and Fn(t)
be the number of type n users who are using servers from flexible pool at time t.
Then Bn(t) + Fn(t) is the number of type n users in the system at time t, and
(dn(i)−Bn(t))+ is the number of n-preloaded servers at time t ∈ [τi, τi+1).
3.3 The Stochastic Model
In this section, we develop a simple stochastic model of the system that will
enable us to evaluate a given policy (d1, . . . , dN , f) to check if it satisfies the design
requirements in Eq. (3.2.1) and Eq. (3.2.2).
We assume that the requests for application set n forms a nonhomogeneous Pois-
son Process (NPP) with rate λn(t) that depends on the time t, that the service time
distribution of type n users has mean sn, and that the loading time distribution of
application set n has mean un.
There are many studies about determining the number of servers needed to satisfy
time-varying demands in the existing queueing literature. See Green, Kolesar, and
Whitt [29] for a useful review, Green, Kolesar, and Soares [28], and Massey and Whitt
[47].
We assume that {τi, i ≥ 1} are fixed, for example τi = i (i ≥ 1, in hours). We
consider the system over time t ∈ [τi, τi+1). First we approximate the arrival rate
over this time interval by a constant λn,i given by
λn,i =
1
τi+1 − τi
∫ τi+1
τi
λn(t)dt. (3.3.1)
Then we assume that the system is in steady state over [τi, τi+1) with this constant
arrival rate and compute the required performance measures.
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This method is referred to as the stationary independent period-by-period (SIPP)
approach in Green, Kolesar, and Soares [28], which has a thorough discussion on SIPP
and its modifications. We also introduce a different modification to SIPP that works
better for our specific application.
3.3.1 Dedicated Pool
Assuming that over the interval [τi, τi+1), we use a dedicated pool of size dn(i) for
application set n. We further define the offered load of type n over this interval as
an,i = λn,i(un + sn). (3.3.2)
Note that in the above equation the mean loading time of application set n is added to
its mean service time because the server needs to reload the application set after every
type n user finishes the service in the dedicated pool. Assuming the system achieves
steady state fast enough, the probability of type n users not receiving immediate
service over the interval [τi, τi+1) is equal to the probability of type n users being
blocked from the dedicated pool for application set n over the interval [τi, τi+1),
which is given by the well known Erlang-B formula (see, for example, Cooper [17])
Pd(dn(i), an,i) =
(an,i)
dn(i)
dn(i)!
/
dn(i)∑
k=0
(an,i)
k
k!
. (3.3.3)
Now, the probability that an arrival is of type n is λn,i/
∑N
k=1 λk,i. Hence the proba-
bility that a typical arrival not receiving immediate service is given by
λn,iPd(dn(i), an,i)∑N
n=1 λn,i
. (3.3.4)
The above equation provides an approximation of Pd based on SIPP approach. Thus
the objective here is to use as few dedicated servers as possible to satisfy the following
criterion: ∑N
n=1 λn,iPd(dn(i), an,i)∑N
n=1 λn,i
< P¯d. (3.3.5)
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In other words, we need to solve the following optimization problem for each interval
[τi, τi+1):
Problem P1
min
N∑
n=1
dn(i), (3.3.6)
s.t.
∑N
n=1 λn,iPd(dn(i), an,i)∑N
n=1 λn,i
< P¯d. (3.3.7)
Note that the Erlang-B formula in Eq. (3.3.3) is a convex function in dn(i)
(Messerli [49]). In addition, it can also be expressed recursively as follows (Cooper
[17]):
Pd(0, an,i) = 1, (3.3.8)
Pd(k, an,i) =
an,iPd(k − 1, an,i)
an,iPd(k − 1, an,i) + k , ∀k = 1, . . . , dn(i). (3.3.9)
These two properties yield the following greedy algorithm to solve P1.
Algorithm 3 Greedy Algorithm to Solve P1
for n = 1→ N do
dn(i)← 0;
Pd(dn(i), an,i)← 1;
δ(n)← λn,i[1− Pd(1, an,i)];
end for
Pd ←
∑N
n=1 λn,iPd(dn(i), an,i)/
∑N
n=1 λn,i;
while Pd ≥ P¯d do
n∗ ← arg maxn δ(n);
dn∗ ← dn∗ + 1;
Pd ← Pd − δ(n∗)/
∑N
n=1 λn,i;
δ(n∗)← λn∗,i[Pd(dn∗(i), an∗,i)− Pd(dn∗(i) + 1, an∗,i)];
end while
This solves the issue of satisfying Eq. (3.3.5). Next we discuss method of satisfying
Eq. (3.2.2) by choosing the size of the flexible pool.
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3.3.2 Flexible Pool
To determine the size of flexible pool, we need to study the arrival process to
this pool, which is the aggregate process of overflow processes from all the dedicated
pools. The overflow process from an M/M/s/s queue can be accurately approximated
by an interrupted Poisson Process (Kuczura [39]). However, each dedicated pool we
consider in Section 3.3.1 is an M/G/s/s queue over the interval [τi, τi+1). In addition,
the system we consider have hundreds of dedicated pools. The approximation of the
aggregate process of hundreds of interrupted Poisson Processes would be intractable.
Hence, we choose to simply approximate the aggregate arrival process to the flexible
pool over [τi, τi+1) by a Poisson Process. Assuming the sizes of dedicated pools
d1(i), . . . , dN(i) are fixed, the arrival rate of aggregate process to the flexible pool is
λf,i =
N∑
n=1
λn,iPd(dn(i), an,i). (3.3.10)
Similar approximation has been discussed in Koole and Talim [38] in which they
investigate a multi-skill call center problem.
The mean service time in the flexible pool is a weighted sum of the mean service
times of each type n plus the mean loading time:
sf,i =
N∑
n=1
λn,iPd(dn(i), an,i) (un + sn)
/
N∑
n=1
λn,iPd(dn(i), an,i)
=
N∑
n=1
an,iPd(dn(i), an,i)
/
N∑
n=1
λn,iPd(dn(i), an,i) . (3.3.11)
We consider the loading time as a part of the service time in the flexible pool because
once a server is assigned to a type n user, the server starts to load application set
n and is not available to serve any other user. The offered load to the flexible pool
over the interval [τi, τi+1) is given by
af,i = λf,isf,i =
N∑
n=1
an,iPd(dn(i), an,i). (3.3.12)
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Assuming the system achieves steady state fast enough, the probability of users being
blocked from the flexible pool is again given by the Erlang-B formula
Pb(f(i), af,i) =
(af,i)
f(i)
f(i)!
/
f(i)∑
k=0
(af,i)
k
k!
. (3.3.13)
The probability that a user leaves the system without service is equal to the
probability that a user is blocked from the flexible pool. Hence, to satisfy Eq. (3.2.2),
the objective here is to use as few flexible servers as possible to satisfy the following
criterion:
PdPb(f(i), af,i) < P¯b. (3.3.14)
Determining the minimum f(i) that satisfies Eq. (3.3.14) is straightforward since
Pb(m, a) is a decreasing function in m.
3.3.3 Modified SIPP Approach
Next we discuss a modification to the previous SIPP approach. Dealing with
the transition between two consecutive decision intervals is an important issue for
SIPP approach since it originally does not take into account the fact that the users
not finishing the services in one decision interval would be carried over to the next
one. Green, Kolesar, and Soares [28], and Green, Kolesar, and Whitt [29] have
addressed this issue and discussed several solutions such as a lagged SIPP, which
essentially shifts the arrival rate curve to the right by a fixed amount. However, those
methods mostly focus on the applications to service systems with human agents that
are restricted with certain types of schedules and where it is difficult to adjust the
staffing level in real time. Unlike human agents, the computer systems considered in
our study may be ready for service in only a few minutes and it is relatively easy to
change the number of servers. Hence, we propose a method which takes advantage
of real time information about the number of users in the system.
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As we will discuss in Section 3.4, typical length of service times range from 30
minutes to four hours. In the previous analysis, we assumed all decision intervals are
independent of each other but in fact many of the arrivals from the previous decision
intervals would continue to be in the system over next interval due to relatively long
service times compared to the length of decision interval.
Consider the dedicated pool for application set n over interval [τi, τi+1). Let Sn
be the representative service time of a type n user. If a user arrives at the system
during the time interval [τi − Sn, τi+1), its sojourn time in the system will overlap
[τi, τi+1). Similar to the treatment in Massey and Whitt [47], we propose to adjust
the arrival rate of type n over [τi, τi+1) to
λlagged(n,i) = E
(∫ τi+1
τi−Sn
λn(t)dt
)/
(τi+1 − τi + sn)
= E
(∫ τi
τi−Sn
λn(t)dt+
∫ τi+1
τi
λn(t)dt
)/
(τi+1 − τi + sn)
=
[
λn,i + E
(∫ τi
τi−Sn
λn(t)dt
)]/
(τi+1 − τi + sn). (3.3.15)
Since we do not assume any specific distribution of service times, the expectation in
Eq. (3.3.15),
E
(∫ τi
τi−Sn
λn(t)dt
)
, (3.3.16)
is intractable in general. However, we suggest the following three methods to estimate
the expectation in Eq. (3.3.16).
(1) The first method is to estimate the expectation by the empirical distribution
of service times.
λˆ1lagged(n,i) =
(∫ τi
τi−u
λn(t)dGn(u) + λn,i
)/
(τi+1 − τi + sn) (3.3.17)
where Gn is the empirical distribution of service times of type n users.
(2) To derive second method, we interpret the integral in Eq. (3.3.16) as the total
number of arrivals over [τi − Sn, τi), and since Sn is a representative service time, all
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these arrivals are expected to be in the system at time τi. Hence the integral can be
approximated by Bn(τi) +Fn(τi), the actual number of type n users in the system at
time τi.
λˆ2lagged(n,i) = [λn,i +Bn(τi) + Fn(τi)]/(τi+1 − τi + sn). (3.3.18)
(3) Finally, the third method is to take the expectation to service times first and
adjust the arrival rate for application set n of ith decision interval to
λˆ3lagged(n,i) =
∫ τi+1
τi−sn
λn(t)dt
/
(τi+1 − τi + sn). (3.3.19)
As a modified SIPP approach, we replace λn,i with λlagged(n,i) in Section 3.3.1 and
3.3.2, and follow the same procedures to determine (d1(i), . . . , dN(i), f(i)) that sat-
isfies Eq. (3.3.5) and Eq. (3.3.14). We will numerically compare our modified SIPP
approach with the original SIPP approach using simulation is Section 3.5.
3.4 Data
We have two data sets from the VCLs at UNC-Chapel Hill and North Carolina
State University (NC State). Both data sets contains similar types of records but,
we will use the one from NC State in the following simulation study since it contains
much more data points. The data set from NC State contains the information about
all user reservations from September 2004 to August 2011. There are about 940
thousands data points in total. Each data point represents a user service reservation
(arrival) with information includes:
1. type of reservation: now or future;
2. application set requested;
3. start time: the time that the user wanted to start the service;
4. loaded time: the time that the service was available to user;
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5. end time: the time that the service was finished.
As we mentioned in Introduction, we only consider now reservations since future
reservations may be prepared ahead of time and account for less than five percent
of all reservations. We also exclude outliers which have extremely long service times
(> 12 hrs.) or never finish the service. In the following analysis and simulation, we
use the data from August 1st, 2008 to July 31st, 2011, which contains around 595
thousand service reservations for 1643 application sets.
3.4.1 Arrival Data
For the ease of presentation, we sort the application sets by their frequencies in
descending order, i.e., set 1 was the most frequently used one. The usages varied
considerably by different application sets, where top two application sets accounted
for 18.88%, top ten application sets accounted for 42.63%, and top 400 application
sets accounted for 97.30% of total reservations. On the other hand, each of the bottom
eight hundred application sets was used no more than ten times over the three years
period we consider. Please refer to Table 3.1 and Figure 3.1 for more information. All
reservations were accommodated by around 700 to 900 servers. (The information of
servers is not given in our data set. However, the real time information about number
of online/oﬄine servers is given on NC State VCL website [50].) Since the number
of servers is less than the number of application sets, it is not possible to have every
application set preloaded. We think it is reasonable to only consider having dedicated
pools for the top 400 application sets. The demands of all the other application sets
can be accommodated by the flexible pool. In practice, one can adjust the members
of group that needs to have dedicated pools periodically.
Figure 3.2 is the histogram of aggregated hourly arrivals from August 1st, 2008
to July 31st, 2011. To provide a better idea of arrival patten in finer time scales,
we use Figure 3.3 and Figure 3.4 to show the average hourly arrivals in each hour
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Cumulative Relative Frequency (%)
Top 1 9.57
Top 2 18.88
Top 10 42.63
Top 50 71.15
Top 100 82.27
Top 200 91.66
Top 400 97.30
Top 800 99.38
Top 1643 100.00
Table 3.1: Cumulative Relative Frequency
of Arrivals from Application Sets
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Figure 3.1: Cumulative Relative Fre-
quency of Arrivals
of the week and each hour of the day respectively. We also present the same set
of graphs in individual application set level for three sets as examples. Figure 3.5
is the histogram of hourly arrivals for application set 1, Figure 3.6 is the curve of
average hourly arrivals for application set 1 in each hour of the week, and Figure 3.7
is the curve of average hourly arrivals for application set 1 in each hour of the day.
Similarly, Figure 3.8 to Figure 3.10 are the set of graphs for application set 10 and
Figure 3.11 to Figure 3.13 are the set of graphs for application set 100.
0 0.5 1 1.5 2 2.5
x 104
0
50
100
150
200
250
Time Since 08/01/2008
N
um
be
r o
f A
rri
va
ls 
/ h
r
Figure 3.2: Aggregated Ar-
rivals (Overall)
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Figure 3.3: Aggregated Ar-
rivals (Weekly Cycle)
0 5 10 15 200
10
20
30
40
Hour of the Day
A
vg
 N
um
be
r o
f A
rri
va
ls 
/ h
r
Figure 3.4: Aggregated Ar-
rivals (Daily Cycle)
The data show overdispersion relative to the Poisson distribution (the variance is
greater than the mean). This is a common situation happens in many other types of
service system as well. We also observe that there are daily, weekly, and semesterly
cycles on both aggregated and individual application set levels, and different ap-
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Figure 3.5: Arrivals of Type
1 (Overall)
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Figure 3.6: Arrivals of Type
1 (Weekly Cycle)
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Figure 3.7: Arrivals of Type
1 (Daily Cycle)
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Figure 3.8: Arrivals of Type
10 (Overall)
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Figure 3.9: Arrivals of Type
10 (Weekly Cycle)
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Figure 3.10: Arrivals of
Type 10 (Daily Cycle)
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Figure 3.11: Arrivals of
Type 100 (Overall)
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Figure 3.12: Arrivals of
Type 100 (Weekly Cycle)
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Figure 3.13: Arrivals of
Type 100 (Daily Cycle)
plication sets have different arrival patterns. However, parameter estimation and
forecasting is not the main focus of this study. Please refer to Avramidis, Deslauri-
ers, and L’Ecuyer [10], Shen and Huang [54], and other statistical literature for more
details regarding this topic. We will simply use quantile matching to estimate the
Poisson arrival rate for the purpose of simulation study in Section 3.5.2.
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3.4.2 Service Time Data
For most application sets, typical length of service times range from 30 minutes
to four hours with the average falls between one to two hours. Figure 3.14 is the
histograms of service time distributions of all types of users together. Figure 3.15,
3.16, and 3.17 are histograms of service time distributions of type 1, 10, and 100
users respectively. Since Erlang-B formula is insensitive to the distribution of service
times, we only need to estimate the mean service times to apply our approaches.
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Figure 3.14: Service Times of All Applica-
tion Sets
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Figure 3.15: Service Times of Application
Set 1
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Figure 3.16: Service Times of Application
Set 10
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Figure 3.17: Service Times of Application
Set 100
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3.5 Simulation
We conduct two set of discrete event simulation studies to validate our approaches.
In the first simulation study, we generate synthetic data assuming the arrival process
of each type of users is a nonhomogeneous Poisson process to compare standard SIPP
with our modified SIPP approach. In the second simulation study, we use the actual
date from NC State to simulate the arrival processes and the corresponding service
times to compare our modified SIPP approach with the current operating policy of
the VCL. We assume τi = i (i ≥ 1, in hours) for both simulation studies.
3.5.1 Synthetic Simulation
In this simulation study, we randomly generate the arrival process of each type
of users assuming it is a nonhomogeneous Poisson process with rate depending on
the hour of the day. To compare with the actual data simulation, we simulate a
system with the top 400 application sets using arrival rates and mean service times
estimated from the NC State data set we discussed in Section 3.4. For each type of
users, we assume the arrival rate is the same for each hour of the day and use average
hourly number of arrivals from NC State data set. We further assume the service
time distribution of each type is an exponential distribution with the same mean
service time as obtained from the data. The assumption of exponentially distributed
service times is not essential since Erlang-B model is insensitive to the distribution
of service times.
We assume the targeted global probability of delay P¯d is 5%, and the targeted
global probability of blocking P¯b is 0.1%. There are 400 dedicated pools, each with
at least one server, and one flexible pool. We simulated five replications using both
standard SIPP and modified SIPP approaches, each replication with three years of
simulation time. For SIPP approach, at the end of each simulation hour, the system
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estimates the Poisson arrival rate λn,i using hourly average number of arrivals of the
same hour from the previous 30 days, determines the the size of each pool as explained
in Section 3.3.1 and 3.3.2, and adjusts the sizes of all pools accordingly. For modified
SIPP approach, instead of estimating the arrival rate using hourly average number
at the end of each hour, the system approximates the Poisson arrival rate λlagged(n,i)
by λˆ3lagged(n,i), which is estimated by the average number of arrivals of the same time
interval as [i− sn, i+ 1) of the day from the previous 30 days.
Each curve in Figure 3.18 (or Figure 3.19) shows the percentage of delayed of
SIPP approach (or modified SIPP approach, respectively) for one replication. Com-
paring these two figures, we can see that SIPP approach provides solution that results
percentage of delayed slightly over than the targeted level of 5%, while modified SIPP
approach provides solution that results percentage of delayed below the targeted level.
At the end of simulations, the average percentage of delayed of SIPP approach over
all replications is 5.17% and the standard deviation is .03%. On the other hand,
the average percentage of delayed of modified SIPP approach over all replications is
4.82% and the standard deviation is .028%.
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Figure 3.18: Percentage of Delayed (SIPP
Model)
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Figure 3.19: Percentage of Delayed (Mod-
ified SIPP)
Each curve in Figure 3.20 (or Figure 3.21) shows the percentage of blocking of
SIPP approach (or modified SIPP approach, respectively) for one replication. At
the end of simulations, the average percentage of blocking of SIPP approach over
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all replications is .019%, and that of modified SIPP approach is .093%. From the
figures, we can observe that SIPP approach provides solution that results percentage
of blocking slightly higher than the targeted level of 0.1%, while modified SIPP ap-
proach provides solution that results percentage of blocking right below the targeted
level.
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Figure 3.20: Percentage of Blocking (SIPP
Model)
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Figure 3.21: Percentage of Blocking (Mod-
ified SIPP)
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Figure 3.22: Average number of on servers
per hour
Figure 3.22 shows the average numbers of on servers of both approaches in each
hour of the day. We can see that the curve of modified SIPP approach is smoother
and shifted to the right due to the larger time interval used to estimate the arrival
rate. The overall average numbers of on servers are 460.74 for SIPP approach and
456.67 for modified SIPP approach. From this simulation study, we suggest that
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the modified SIPP approach provides solutions that satisfy targeted probability of
delayed and targeted probability of blocking, while the SIPP provides solutions that
violate both constraints. In addition, the modified SIPP approach achieves this result
using fewer average number of servers compared to the SIPP approach.
3.5.2 Actual Data Simulation
Opposite to the previous simulation study, this one uses actual arrival processes
and the corresponding service times from NC State data set. The purpose of this
simulation is to show that how one may use our framework in practice and how it
performs under overdispersed Poisson data.
We compare the simulation of our modified SIPP approach with the simulation of
the current operating policy of VCL, which always try to keep two preloaded copies of
each of most frequently used application sets. We have briefly introduced the current
operating policy in Section 3.2, and will explain the detail at the beginning of the
following section.
Current Operating Policy
The current operating policy is similar to the OPP3 policy introduced in Boloor
et al. [13], which investigates several preloading policies for VCL using synthetic and
actual data from NC State. Since NC State VCL team donated their source code to
the Apache Software Foundation, the VCL is now an open source project with all
the codes and documents available online at https://vcl.apache.org. Unlike an
actual VCL system, our simulator assumes all servers are identical and only takes
now reservations.
The following is the details of simplified VCL model we use in our simulation.
The system maintains a popularity list L(n, i), which indicates the rank of set n
among N application sets in terms of number of reservations (arrivals) in the previous
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60 days until time i. When a type n user arrives, the system assigns it to an n-
preloaded server if one is available. Otherwise, the system assigns the user to a
k -preloaded server with k 6= n and loads application set n onto it. Note that, in the
actual VCL model, the system picks the k -preloaded server with highest specifications
(RAM etc.). However, we do not follow that rule since we assume all servers are
identical. Instead, we modify the model to pick the k -preloaded server with k =
arg max
j
(L(j, i)|R(j) > 0), where R(j) is the number of j -preloaded servers. In other
words, the system takes over a server with least popular preloaded application set k
and loads it with the needed set n. We believe this change can reduce the chance
of users not receiving immediate service because our adjustment avoids taking out
preloaded application sets with high popularity. When a user finishes the service, the
system loads application set n onto that server if there is any type n user waiting, or
otherwise with n = arg min
j
(L(j, i)|R(j) < 2).
In this simulation, we assume there are 800 on servers all the time. The simu-
lation uses actual arrival processes and the corresponding service times of top 400
application sets between August 1st, 2008 and July 31st, 2011 from NC State data
set. There were 579,365 reservations over this three years period in total. The top
curve on Figure 3.23 shows percentage of delayed from September 30th, 2008 since
we treat the first 60 days as warmup period. At the end of simulation, the per-
centage of delayed is 11.39%, which means there were about 11.39% of users over
three years simulation period that did not receive immediate service using current
operating policy. The percentage of blocking is zero using current operating policy.
Note that, based on the actual data, 19.88% of the reservations did not receive
immediate service (waiting time > 1 minute). This difference may due to the mod-
ification we make and the change of policy made by VCL team in 2009. Before the
change, the policy was to keep at most one preloaded copy of each application set
instead of two. If we assumed at most one preloaded copy of each application set is
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Figure 3.23: Percentage of Delayed (Cur-
rent Operation Policy v.s Modified SIPP)
0 0.5 1 1.5 2 2.5
x 104
0
0.5
1
1.5
2
Time (hr)
Pe
rc
en
ta
ge
 o
f B
lo
ck
in
g 
(%
)
Figure 3.24: Percentage of Blocking (Mod-
ified SIPP)
allowed in the simulation of current operating policy, the percentage of delayed at
the end of simulation would be 23.18%.
Modified SIPP approach
To simulate our modified SIPP approach, we need to estimate the Poisson arrival
rate for each hour from the actual arrival process. Due to overdispersion, using the
average of hourly arrival numbers over a period of time as the estimate for the Poisson
arrival rate does not work well in our study. Instead, we estimate the Poisson arrival
rate for each hour by matching the 90th percentile of the hourly arrival numbers in
the same hour of the previous 30 days. To be more precise, let us first define Nn,i to
be the number of type n users arrived to the system within time interval [i, i + 1).
To estimate λn,i, the arrival rate of type n users over time interval [i, i + 1), we
use the rate of Poisson distribution that matches the 90th percentile of the vector
[Nn,i−24, Nn,i−48, . . . , Nn,i−720].
Similar to the simulation of current operating policy, we simulate our modified
SIPP approach using the actual arrival processes of top 400 application sets. We
assume the targeted global probability of delay P¯d is 5%, and the targeted global
probability of blocking P¯b is 0.1%. There are 400 dedicated pools, each with at
least one server, and one flexible pool. The system approximates the lagged Poisson
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arrival rate of hour i, λlagged(n,i), by λˆ
2
lagged(n,i) in Eq. (3.3.18), which is estimated
using quantile matching technique mentioned above and the real time system states
Bn(i) and Fn(i). This lagged Poisson arrival rate is then used to determine the the
size of each pool as explained in Section 3.3.
Note that there is one more issue about the transition of two consecutive decision
intervals i and i + 1 that we need to deal with. If dn(i + 1) < dn(i) for some n, the
number of users in the dedicated pool of type n at the end of ith interval might be
more than the new size of the dedicated pool of type n, i.e., Bn(i+ 1) might be more
than dn(i+1). In this case, we choose to leave those additional (Bn(i+1)−dn(i+1))+
servers running, and keep them as additional flexible servers once the users finish the
service until the beginning of next decision interval.
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The bottom curve on Figure 3.23 shows the percentage of delayed and Figure
3.24 shows the percentage of blocking of modified SIPP approach after the 60 days
warmup period. At the end of simulation, the percentage of delayed is 8.23% and the
percentage of blocking is 1.21%, which are both higher than the targeted level mostly
due to the overdispersed Poisson arrivals. Figure 3.25 shows the total number of on
servers over time. Figure 3.26 and Figure 3.27 show the average number of servers in
each hour of the week and day respectively. They both show similar cyclical patterns
as we have seen in arrival data. The peak number of on servers is 714, while the
average number is 481.78. Even though the percentage of blocking is higher than
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that of current operating policy, it can be easily fixed in practice by adding more
servers to flexible pools or turn the off servers back to on if necessary. Compared to
the current operating policy which have 800 on servers all the time, the modified SIPP
approach achieves better user satisfaction level with much smaller average number of
on servers which would result to a much less power consumption.
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CHAPTER 4: OPTIMAL ARRIVAL RATE AND SERVICE RATE
CONTROL OF MULTI-SERVER QUEUES
4.1 Introduction
In this chapter, we study optimal control problem of a multi-server queue with
controllable arrival rate and service rates. This problem is motivated by its potential
application to data center design and control. The power consumption of a data
center mainly depends on the number of powered on servers and the CPU frequencies
(service rates) those servers are running. One way to conserve energy is by turning
off the servers. Even an energy-efficient server still consumes about half its full
power when it is idle (Fan, Weber, and Barroso [20], Lefurgy, Wang, and Ware
[44]). However, turning servers back on takes time and energy (Grandi, Harchol-
Balter, and Adan [22]). Another way to conserve energy is by voltage-frequency
scaling. On modern servers, the frequencies of the processors, which determine the
service rates, are usually controllable via voltage control. One usually observes a
linear relationship between service rates of servers and their processor frequencies,
but a cubic relationship between power consumption of servers and their processor
frequencies (Chen et al. [16], DVFS+DFS voltage and frequency scaling mechanism
in Ghandi et al. [23]). In this study, we focus on the control of arrival rate and
service rates and leave the option of turning on/off servers to future study.
We assume the arrival process to the system is a Poisson process with controllable
rate λ ∈ [0, λ¯]. There are M independent servers in the system. The service times
are exponentially distributed with controllable rate µ ∈ [0, µ¯]. Different servers are
allowed to have different service rates. The server operating cost is c(µ) per unit
of time to run a server at rate µ, where c is assumed to be a non-decreasing convex
function. The holding cost of customers is h(i) per unit of time if there are i customers
in the system, where h is a non-decreasing convex function. The system operating
reward is r(λ) per unit of time, where r is a non-decreasing concave function. One
may change the arrival rate and service rates when a new customer arrives or a service
completes. We first study the optimal arrival rate and service rate control problems
that minimize the long-run expected total discounted cost with discount factor γ > 0.
We then extend the results to the optimal control problems that minimize the long-
run average cost by taking the limit of discounted cost problems.
Next we explain how our model is different from the many other queueing control
models in the existing literature. There is considerable literature about control of
arrival and service rates in queues, but most of it focuses on the M/M/1 queues. For
example, Lippman [46], Stidham and Weber [59], and George and Harrison [25] study
monotonic optimal control policies of an M/M/1 queue with controllable service
rate. Ata and Shneorson [9], and Adusumilli and Hasenbein [3] extend George and
Harrison’s model to optimal control problems of an M/M/1 queue with controllable
arrival rate and service rate. On the other hand, Serfozo [51] studies monotonic
structures of birth-and-death processes and applies them to an M/M/s queue with
controllable arrival rate and service rate. Anderson [4] has similar results for an
M/M/s queue but with compounded Poisson arrival. However, both Serfozo [51]
and Anderson [4] implicitly assume that the server operating costs depend on the
total service rate of the system and not the individual service rate of each server.
Neither of these papers discusses how to pick the individual service rate. In addition,
Anderson’s [4] proof of Proposition 2 has a major flaw. With our cost structure, the
assumption (iv) in Theorem 3.1 of Serfozo [51] and the assumption (3) of Anderson [4]
are not satisfied. Moreover, even though Serfozo [51] shows that there is a monotone
average cost optimal policy for birth-and-death process if the union of all action spaces
is a finite set, this is not applicable to his or our M/M/s problems due to infinite
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action spaces. Thus our study extends the current state of art of the queueing control
literature, and is well motivated by the application to the design and control of data
centers.
4.2 Problem Formulation
In this section, we formulate the problem as a continuous-time Markov decision
process. Let i be the number of customers in the system. We define v(i) to be the
minimum expected total discounted cost over infinite horizon if the system starts from
the initial state i. The control action at state i is (λ, µ1, . . . , µM) where λ ∈ [0, λ¯],
and µk ∈ [0, µ¯] for k = 1, . . . , (i∧M) while µk = 0 otherwise. Any customer arrival or
departure is a decision epoch. Without loss of generality, we assume λ¯+Mµ¯+ γ = 1
and c(0) = 0. The Bellman optimality equation is given by
v(0) = min
0≤λ≤λ¯
{h(0)− r(λ) + λv(1) + (1− γ − λ)v(0)}, (4.2.1)
v(i) = min
0≤λ≤λ¯, 0≤µ1,...,µi∧M≤µ¯
{
h(i) +
M∑
k=1
c(µk)− r(λ) + λv(i+ 1)
+
M∑
k=1
µkv(i− 1) +
(
1− γ − λ−
M∑
k=1
µk
)
v(i)
}
∀i ≥ 1. (4.2.2)
It is difficult to directly derive the structural properties of optimal policies due to
the high-dimensional action spaces. Observing that the transition probabilities in
(4.2.2) only depend on the arrival rate, λ, and the total service rate,
∑M
k=1 µk, we
first find the minimum total server operating cost for given total service rate and
then reformulate the problem. Without sacrificing optimality, Theorem 4.2.1 can
help us reduce the dimensions of action spaces from (M + 1) dimensions to only two
dimensions.
Theorem 4.2.1. For any given total service rate µ =
∑M
k=1 µk, the total server
operating cost is minimized if the system uses as many servers as possible and all
busy servers are serving at a common rate µ/(i ∧M). In other words, for any given
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i, the server operating cost has the property:
min∑M
k=1 µk=µ
M∑
k=1
c(µk) = c
( µ
i ∧M
)
(i ∧M). (4.2.3)
Proof. This follows from the convexity of the cost function c.
For the ease of reading, we define
ci(µ) = c
( µ
i ∧M
)
(i ∧M).
The cost structure we consider here is different from Serfozo’s and other M/M/1
models’ because our total server operating cost depends on both total service rate
and number of busy servers while theirs only depend on the service rate. By Theorem
4.2.1, we can redefine the control action at state i as (λ, µ) ∈ Ai, where Ai = [0, λ¯]×
[0, (i ∧M)µ¯] is the action space at state i. Then we simplify the Bellman optimality
equation to
v(0) = min
(λ,µ)∈A0
{h(0)− r(λ) + λv(1) + (1− γ − λ)v(0)}, (4.2.4)
v(i) = min
(λ,µ)∈Ai
{h(i) + ci(µ)− r(λ) + λv(i+ 1) + µv(i− 1)
+ (1− γ − λ− µ)v(i)} ∀i ≥ 1. (4.2.5)
For the ease of notation, we further define
v(0;λ, µ) = h(0)− r(λ) + λv(1) + (1− γ − λ)v(0), (4.2.6)
v(i;λ, µ) = h(i) + ci(µ)− r(λ) + λv(i+ 1) + µv(i− 1)
+ (1− γ − λ− µ)v(i), (4.2.7)
which simplifies the expression of Bellman optimality equation to
v(i) = min
(λ,µ)∈Ai
v(i;λ, µ) ∀i ≥ 0. (4.2.8)
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4.3 The Discounted Cost Optimal Policy
Let (λ∗i , µ
∗
i ) be the optimal control action when there are i customers in the
system, i.e.,
(λ∗i , µ
∗
i ) = arg min
(λ,µ)∈Ai
v(i;λ, µ) ∀i ≥ 0. (4.3.1)
In other words, when there are i customers in the system, λ∗i is the optimal arrival
rate, µ∗i is the optimal total service rate, and µ
∗
i /(i ∧M) is the optimal service rate
for each busy server. We will derive structural properties of value function v and use
them to derive the monotonicity properties of the optimal control policy.
Theorem 4.3.1. The value function v(i) is non-decreasing and convex in i.
Proof. We prove this theorem by inductive argument. Let v0(i) = 0 for all i ≥ 0.
Define the sequence of function vn recursively as
vn+1(0;λ, µ) = h(0)− r(λ) + λvn(1) + (1− γ − λ)vn(0), (4.3.2)
vn+1(i;λ, µ) = h(i) + ci(µ)− r(λ) + λvn(i+ 1)
+ µvn(i− 1) + (1− γ − λ− µ)vn(i) ∀i ≥ 1, (4.3.3)
vn+1(i) = min
(λ,µ)∈Ai
vn+1(i;λ, µ). (4.3.4)
Then we know that vn converges to v as n goes to infinity. For n = 0, it is clear that
vn(i+ 1)− vn(i) ≥ 0 and vn(i+ 2)− 2vn(i+ 1) + vn(i) ≥ 0 for all i ≥ 0. Suppose this
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result holds for some n ≥ 0. Then we have, for any i ≥ 1,
vn+1(i+ 1)− vn+1(i)
= min
(λ,µ)∈Ai+1
vn+1(i+ 1;λ, µ)− min
(λ,µ)∈Ai
(i;λ, µ)
≥ vn+1(i+ 1;λ∗i+1, µ∗i+1)− vn+1
(
i;λ∗i+1,
(i ∧M)µ∗i+1
(i+ 1) ∧M
)
= [h(i+ 1)− h(i)] +
[
1− i ∧M
(i+ 1) ∧M
]
ci+1(µ
∗
i+1)
+ λ∗i+1[vn(i+ 2)− vn(i+ 1)] + [µ∗i+1vn(i) + (1− γ − λ∗i+1 − µ∗i+1)vn(i+ 1)]
−
{(
i ∧M
(i+ 1) ∧M
)
µ∗i+1vn(i− 1)
+
[
1− γ − λ∗i+1 −
(
i ∧M
(i+ 1) ∧M
)
µ∗i+1
]
vn(i)
}
= D1 +D2 +D3 +D4 +D5,
where
D1 = h(i+ 1)− h(i) ≥ 0, (∵ h is non-decreasing)
D2 =
[
1− i ∧M
(i+ 1) ∧M
]
ci+1(µ
∗
i+1) ≥ 0,
D3 = λ
∗
i+1[vn(i+ 2)− vn(i+ 1)] ≥ λ∗i+1[vn(i+ 1)− vn(i)], (∵ vn is convex)
D4 = µ
∗
i+1vn(i) + (1− γ − λ∗i+1 − µ∗i+1)vn(i+ 1),
D5 = −
{(
i ∧M
(i+ 1) ∧M
)
µ∗i+1vn(i− 1)
+
[
1− γ − λ∗i+1 −
(
i ∧M
(i+ 1) ∧M
)
µ∗i+1
]
vn(i)
}
.
To show that D4 +D5 ≥ −λ∗i+1[vn(i+ 1)− vn(i)], we need the fact that
(a+ b) min(x, y) ≤ ax+ by ≤ (a+ b) max(x, y) ∀a, b ≥ 0. (4.3.5)
We first look at D4,
D4 = µ
∗
i+1vn(i) + (1− γ − λ∗i+1 − µ∗i+1)vn(i+ 1)
≥ (µ∗i+1 + 1− γ − µ∗i+1) min(vn(i), vn(i+ 1))− λ∗i+1vn(i+ 1) (by (4.3.5))
≥ (1− γ)vn(i)− λ∗i+1vn(i+ 1). (∵ vn is non-decreasing)
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Similarly for D5,
D5 = −
{(
i ∧M
(i+ 1) ∧M
)
µ∗i+1vn(i− 1) +
[
1− γ − λ∗i+1 −
(
i ∧M
(i+ 1) ∧M
)
µ∗i+1
]
vn(i)
}
≥ −
[(
i ∧M
(i+ 1) ∧M
)
µ∗i+1 + 1− γ −
(
i ∧M
(i+ 1) ∧M
)
µ∗i+1
]
max(vn(i− 1), vn(i))
+ λ∗i+1vn(i) (by (4.3.5))
≥ −(1− γ)vn(i) + λ∗i+1vn(i). (∵ vn is non-decreasing)
Hence we know that
vn+1(i+ 1)− vn+1(i) ≥ (D1 +D2 +D3 +D4 +D5) ≥ 0 ∀i ≥ 1.
Following the same lines, it is not difficult to show that vn+1(1)−vn+1(0) ≥ 0 as well.
The proof is completed if we can further show that vn+1(i+2)−2vn+1(i+1)+vn+1(i) ≥
0. Here we need to consider three cases:
1. 0 ≤ i ≤M − 2,
2. i = M − 1,
3. i ≥M .
Case I: 0 ≤ i ≤ M − 2. We only detail the proof for 1 ≤ i ≤ M − 2. The same
argument can be easily applied to the case in which i = 0. For any 1 ≤ i ≤ M − 2,
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we have
vn+1(i+ 2)− 2vn+1(i+ 1) + vn+1(i)
= min
(λ,µ)∈Ai+2
vn+1(i+ 2;λ, µ)− min
(λ,µ)∈Ai+1
2vn+1(i+ 1;λ, µ) + min
(λ,µ)∈Ai
vn+1(i;λ, µ)
= vn+1(i+ 2;λ
∗
i+2, µ
∗
i+2)−
(
i+ 2 + i
i+ 1
)
min
(λ,µ)∈Ai+1
vn+1(i+ 1;λ, µ) + vn+1(i;λ
∗
i , µ
∗
i )
≥ vn+1(i+ 2;λ∗i+2, µ∗i+2)−
(
i+ 2
i+ 1
)
vn+1
(
i+ 1;
λ∗i+2 + λ
∗
i
2
,
(i+ 1)µ∗i+2
i+ 2
)
−
(
i
i+ 1
)
vn+1
(
i+ 1;
λ∗i+2 + λ
∗
i
2
,
(i+ 1)µ∗i
i
)
+ vn+1(i;λ
∗
i , µ
∗
i )
= [h(i+ 2)− 2h(i+ 1) + h(i)]− [r(λ∗i+2)− 2r(λ∗i+2/2 + λ∗i /2) + r(λ∗i )]
+
[
ci+2(µ
∗
i+2)− ci+2(µ∗i+2)− ci(µ∗i ) + ci(µ∗i )
]
+ λ∗i+2[vn(i+ 3)− 2vn(i+ 2) + vn(i+ 1)]− (λ∗i − λ∗i+2)[vn(i+ 2)− vn(i+ 1)]
+ [µ∗i+2vn(i+ 1)− (µ∗i+2 + µ∗i )vn(i) + µ∗i vn(i− 1)]
+ {(1− γ − λ∗i+2 − µ∗i+2)vn(i+ 2)
− [2(1− γ)− λ∗i+2 − λ∗i − µ∗i+2 − µ∗i ]vn(i+ 1) + (1− γ − λ∗i − µ∗i )vn(i)}
= J1 + J2 + J3 + J4 + J5 + J6,
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where
J1 = h(i+ 2)− 2h(i+ 1) + h(i) ≥ 0, (∵ h is convex)
J2 = −
[
r(λ∗i+2)− 2r(λ∗i+2/2 + λ∗i /2) + r(λ∗i )
] ≥ 0, (∵ r is concave)
J3 = ci+2(µ
∗
i+2)− ci+2(µ∗i+2)− ci(µ∗i ) + ci(µ∗i ) = 0,
J4 = λ
∗
i+2[vn(i+ 3)− 2vn(i+ 2) + vn(i+ 1)]− (λ∗i − λ∗i+2)[vn(i+ 2)− vn(i+ 1)]
≥ −(λ∗i − λ∗i+2)[vn(i+ 2)− vn(i+ 1)], (∵ vn is convex)
J5 = µ
∗
i+2vn(i+ 1)− (µ∗i+2 + µ∗i )vn(i) + µ∗i vn(i− 1)
≥ (µ∗i+2 − µ∗i )[vn(i+ 1)− vn(i)], (∵ vn is convex)
J6 = (1− γ − λ∗i+2 − µ∗i+2)vn(i+ 2)
− [2(1− γ)− λ∗i+2 − λ∗i − µ∗i+2 − µ∗i ]vn(i+ 1) + (1− γ − λ∗i − µ∗i )vn(i)
≥ (λ∗i − λ∗i+2)[vn(i+ 2)− vn(i+ 1)]− (µ∗i+2 − µ∗i )[vn(i+ 1)− vn(i)].
Hence we know that
vn+1(i+ 2)− 2vn+1(i+ 1) + vn+1(i) ≥ (J1 + J2 + J3 + J4 + J5 + J6)
≥ 0 ∀0 ≤ i ≤M − 2.
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Case II: i = M − 1. We have
vn+1(i+ 2)− 2vn+1(i+ 1) + vn+1(i)
≥ vn+1(i+ 2;λ∗i+2, µ∗i+2)− 2vn+1
(
i+ 1;
λ∗i+2 + λ
∗
i
2
,
µ∗i+2 + µ
∗
i
2
)
+ vn+1(i;λ
∗
i , µ
∗
i )
= [h(i+ 2)− 2h(i+ 1) + h(i)]− [r(λ∗i+2)− 2r(λ∗i+2/2 + λ∗i /2) + r(λ∗i )]
+
[
cM(µ
∗
i+2)− 2cM(µ∗i+2 + µ∗i ) + cM−1(µ∗i )
]
+ λ∗i+2[vn(i+ 3)− 2vn(i+ 2) + vn(i+ 1)]− (λ∗i − λ∗i+2)[vn(i+ 2)− vn(i+ 1)]
+ [µ∗i+2vn(i+ 1)− (µ∗i+2 + µ∗i )vn(i) + µ∗i vn(i− 1)]
+ {(1− γ − λ∗i+2 − µ∗i+2)vn(i+ 2)
− [2(1− γ)− λ∗i+2 − λ∗i − µ∗i+2 − µ∗i ]vn(i+ 1) + (1− γ − λ∗i − µ∗i )vn(i)}
= J1 + J
′
2 + J3 + J4 + J5 + J6,
where J1, J3, J4, J5, and J6 have been defined in Case I, while
J ′2 = cM(µ
∗
i+2)− 2cM(µ∗i+2 + µ∗i ) + cM−1(µ∗i ).
We got J1 + J3 + J4 + J5 + J6 ≥ 0 from Case I. To show that J ′2 ≥ 0, we use the
property of convexity,
J ′2 ≥ cM(µ∗i+2)− cM(µ∗i+2)− cM(µ∗i ) + cM−1(µ∗i ) (∵ c is convex)
= −cM(µ∗i ) + cM−1(µ∗i )
= c(0) + cM−1(µ∗i )− cM(µ∗i )
≥ cM(µ∗i + 0)− cM(µ∗i ) = 0.
Hence we know that
vn+1(i+ 2)− 2vn+1(i+ 1) + vn+1(i) ≥ (J1 + J ′2 + J3 + J4 + J5 + J6)
≥ 0, for i = M − 1.
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Case III: i ≥ M . Everything is the same as in Case II except the server operating
cost part now becomes
J ′′2 = cM(µ
∗
i+2)− 2cM(µ∗i+2 + µ∗i ) + cM(µ∗i ),
≥ cM(µ∗i+2)− cM(µ∗i+2)− cM(µ∗i ) + cM(µ∗i ) = 0. (∵ c is convex)
By induction, this completes the proof that v(i) is non-decreasing and convex in
i.
Theorem 4.3.1 is the crucial result we need to derive the monotonicity properties
of optimal control policy, which are given in the next theorem.
Theorem 4.3.2.
(i) λ∗i is non-increasing in i.
(ii) µ∗i is non-decreasing in i. In fact, µ
∗
i /(i ∧M) is non-decreasing in i.
In other words, the optimal arrival rate is non-increasing in the number of cus-
tomers in the system, while the optimal total service rate and the optimal service
rate for each busy server are both non-decreasing in the number of customers in the
system.
Proof. We define the partial order of control action (λ, µ) by saying (λa, µa) ≤ (λb, µb)
if λa ≤ λb and µa ≥ µb. Note that the action spaces have the following relation:
A0 ⊂ A1 ⊂ A2 ⊂ · · · . We prove that (λ∗i , µ∗i ) is non-increasing in i by showing
[v(i + 1;λ, µ) − v(i;λ, µ)] is non-decreasing in (λ, µ) ∈ Ai in the above partial order
by the following theorem of McGill [48].
Theorem 4.3.3 (HcGill [48]). Suppose there are two functions f1(x) and f2(x),
defined on a lattice. If
(a) [f1(x)− f2(x)] is a non-decreasing function of x,
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(b) a = arg min f1(x) and b = arg min f2(x),
then a ≤ b.
For i = 0, the result is obvious since both µa and µb must equal zero. For any
i ≥ 1, (λa, µa) ∈ Ai, (λb, µb) ∈ Ai, and (λa, µa) ≤ (λb, µb) we have
[v(i+ 1;λb, µb)− v(i;λb, µb)]− [v(i+ 1;λa, µa)− v(i;λa, µa)]
= [ci+1(µb)− ci(µb)− ci+1(µa) + ci(µa)]
+ (λb − λa)[v(i+ 2)− v(i+ 1)] + (µb − µa)[v(i)− v(i− 1)]
− (λb + µb − λa − µa)[v(i+ 1)− v(i)]
= E1 + E2,
where
E1 = ci+1(µb)− ci(µb)− ci+1(µa) + ci(µa),
E2 = (λb − λa)[v(i+ 2)− v(i+ 1)] + (µb − µa)[v(i)− v(i− 1)]
− (λb + µb − λa − µa)[v(i+ 1)− v(i)]
= (λb − λa)[v(i+ 2)− 2v(i+ 1) + v(i)]− (µb − µa)[v(i+ 1)− 2v(i) + v(i− 1)]
≥ 0. (by Theorem 4.3.1)
To show E1 ≥ 0, we consider two cases:
1. 1 ≤ i ≤M − 1.
2. i ≥M .
Case I: 1 ≤ i ≤M − 1. We have
E1 = ci+1(µb)− ci(µb)− ci+1(µa) + ci(µa).
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For any fixed i, [ci+1(µ)− ci(µ)] is a non-increasing function in µ because
∂[ci+1(µ)− ci(µ)]
∂µ
= c′
(
µ
i+ 1
)(
1
i+ 1
)
(i+ 1)− c′
(µ
i
)(1
i
)
i,
= c′
(
µ
i+ 1
)
− c′
(µ
i
)
,
≤ 0. (∵ c is a convex function and µ/(i+ 1) ≤ µ/i)
Since µa ≥ µb, we can conclude that E1 ≥ 0 for any 1 ≤ i ≤M − 1.
Case II: i ≥M . We have
E1 = cM(µb)− cM(µb)− cM(µa) + cM(µa) = 0.
Hence, we know that E1 ≥ 0 for both cases. By Theorem 4.3.3, this completes the
proof that [v(i+1;λ, µ)−v(i;λ, µ)] is non-decreasing in (λ, µ) ∈ Ai and hence (λ∗i , µ∗i )
is non-increasing in i.
We next show that µ∗i /(i∧M) is non-decreasing in i. Taking derivatives of v(i;λ, µ)
with respect to µ, we have
∂v(i;λ, µ)
∂µ
= c′
( µ
i ∧M
)( 1
i ∧M
)
(i ∧M) + v(i− 1)− v(i)
= c′
( µ
i ∧M
)
+ v(i− 1)− v(i), (4.3.6)
and
∂2v(i;λ, µ)
∂µ2
= c′′
( µ
i ∧M
)
≥ 0. (4.3.7)
For any given i ≥ 1, the function v(i;λ, µ) is convex in µ by (4.3.7). Hence, the func-
tion v(i;λ, µ) is minimized at the stationary point if there exists any. Otherwise, the
function v(i;λ, µ) is minimized at endpoints. We discuss the minimizers of v(i;λ, µ)
and v(i + 1;λ, µ) together to show the monotonicity of optimal individual service
rate. There are three cases we need to consider:
1. ∂v(i;λ∗i , µ
∗
i )/∂µ = 0 and ∂v(i+ 1;λ
∗
i+1, µ
∗
i+1)/∂µ = 0,
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2. ∂v(i+ 1;λ∗i+1, µ)/∂µ < 0 ∀(λ∗i+1, µ) ∈ Ai+1,
3. ∂v(i;λ∗i , µ)/∂µ > 0 ∀(λ∗i , µ) ∈ Ai.
Case I: ∂v(i;λ∗i , µ
∗
i )/∂µ = 0 and ∂v(i+1;λ
∗
i+1, µ
∗
i+1)/∂µ = 0. By (4.3.6) and Theorem
4.3.1, we know that
c′
(
µ∗i+1
(i+ 1) ∧M
)
= v(i+ 1)− v(i) ≥ v(i)− v(i− 1) = c′
(
µ∗i
i ∧M
)
, (∵ v is convex)
⇒ c′
(
µ∗i+1
(i+ 1) ∧M
)
≥ c′
(
µ∗i
i ∧M
)
, (∵ c is convex)
⇒ µ
∗
i+1
(i+ 1) ∧M ≥
µ∗i
i ∧M .
Case II: ∂v(i + 1;λ∗i+1, µ)/∂µ < 0 ∀(λ∗i+1, µ) ∈ Ai+1. In this case, v(i + 1;λ∗i+1, µ)
is a decreasing function of µ ∈ [0, ((i + 1) ∧M)µ¯] and hence is minimized at µ∗i+1 =
((i+ 1) ∧M)µ¯. Therefore we know that
µ∗i+1
(i+ 1) ∧M = µ¯ ≥
µ∗i
i ∧M .
Case III: ∂v(i;λ∗i , µ)/∂µ > 0 ∀(λ∗i , µ) ∈ Ai. In this case, v(i;λ∗i , µ) is an increasing
function of µ ∈ [0, (i ∧M)µ¯] and hence is minimized at µ∗i = 0. Therefore we know
that
⇒ µ
∗
i+1
(i+ 1) ∧M ≥ 0 =
µ∗i
i ∧M .
The cases are exhaustive since v(i + 1) − v(i) ≥ v(i) − v(i − 1) and the individual
service rate in both state i and i + 1 have the same domain [0, µ¯]. This completes
the proof that µ∗i /(i ∧M) is non-decreasing.
4.4 The Average Cost Optimal Policy
We next consider the average cost optimal policy. We shall use the results from
Weber and Stidham [66] that provide a set of sufficient conditions under which the
limit of the γ-discounted policies yields the average cost optimal policy. We restate
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their conditions below as a theorem, even though they do not formally write down the
theorem. Let vγ(x) be the minimum expected total discounted cost over the infinite
horizon when starting in state x and continuously discounting at rate γ.
Theorem 4.4.1 (Weber and Stidham [66]). If a general Markov decision problem
satisfies the following conditions:
(a) There exists an xγ such that vγ(xγ) ≤ vγ(x) for all x.
(b) The state space X is countable.
(c) The set of actions Ax which is available in state x is a compact metric space.
(d) Pa(x, y), the probability of transition to state y when action a is taken in state
x, is continuous in a ∈ Ax.
(e) ca(x), the one-stage cost of taking action a in state x, is nonnegative and con-
tinuous in a ∈ Ax.
(f) It is possible to go from any state x to any other state y with finite expected
cost.
(g) For each x there are only finitely many y for which Pa(x, y) > 0 for each a ∈ Ax.
(h) If there is some policy which achieves a finite average cost, say η∗, then the
number of states in which the one-stage cost can be no more than η∗ is finite.
Then
(i) The minimum average cost is η = limγ→0 γvγ(xγ).
(ii) vγ(x)− vγ(xγ) converges to a limit ζ(x) as γ tends to 0.
(iii) ζ(·) satisfies
ζ(x) = −η + inf
a∈Ax
{
ca(x) +
∑
y
Pa(x, y)ζ(y)
}
.
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One consequence of this theorem is that ζ(x) inherits all the structural properties
of vγ(x). Using this one can establish the form of average cost optimal policy. Let v
be as in (4.2.4) and (4.2.5). We write vγ instead of this v to make the dependence
on γ explicit. For this vγ we get the the following theorem.
Theorem 4.4.2. Suppose limi→∞ h(i) =∞. Then
(i) xγ = 0.
(ii) The minimum average cost is η = limγ→0 γvγ(0).
(iii) vγ(i)− vγ(0) converges to a limit ζ(i) as γ tends to 0.
(iv) ζ(·) satisfies
ζ(i) = −η + inf
(λ,µ)∈Ai
{
h(i) + ci(µ)− r(λ) +
(
λ
λ+ µ
)
ζ(i+ 1)
+
(
µ
λ+ µ
)
ζ(i− 1)
}
∀i ≥ 1.
(v) ζ(i) is non-decreasing and convex in i.
Proof. We verify the conditions in Theorem 4.4.1 one by one to show that it is
applicable to our model:
(a) The most favorable starting state is xγ = i = 0 for any discount rate γ > 0
since vγ(i) is non-decreasing in i by Theorem 4.3.1.
(b) The state space is the set of all nonnegative integers thus is countable.
(c) Ai = [0, λ¯]× [0, (i ∧M)µ¯], the action space at state i, is a compact metric set.
(d) The transition probabilities when action (λ, µ) is taken in state i are continuous
in (λ, µ) ∈ Ai.
(e) The per unit time one-stage cost of taking action (λ, µ) in state i is
h(i) + ci(µ)− r(λ) ≥ −r(λ) ≥ −r(λ¯).
We can make sure all one-stage costs are nonnegative and continuous by adding
a constant r(λ¯) to all of them.
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(f) It is possible to go from any state i to any other state j with finite expected
cost. For example, if j > i, we may choose λ = λ¯ and µ = 0 for every state
between i and j − 1. Under this policy, the expected cost to go from i to j is
j−1∑
u=i
h(u)
λ¯
<∞.
On the other hand, if j < i, we may choose λ = 0 and µ = µ¯ for every state
between i and j + 1. Under this policy, the expected cost to go from i to j is
i∑
u=j+1
h(u)
µ¯
<∞.
(g) For each i, there are at most two states, i−1 and i+1, for which the transition
probabilities are positive.
(h) Since h(i) is going to infinity, there are only finite number of states in which
the one-stage cost can be no more than a finite number.
Thus all conditions of Theorem 4.4.1 are satisfied. Theorem 4.4.2 (ii-iv) are direct
results from Theorem 4.4.1 (ii-iv) and Theorem 4.4.2 (i). Theorem 4.4.2 (iv) is derived
from the fact vγ(i) − vγ(0) is non-decreasing and convex in i for any discount rate
γ > 0 and hence ζ(i) is non-decreasing and convex.
With Theorem 4.4.2, we may follow the same lines as the proof of Theorem 4.3.2 to
show that an average cost optimal policy also has the same monotonicity properties.
To be more precise, let λ¯∗i be the optimal arrival rate in state i and µ¯
∗
i be the optimal
total service rate in state i under average cost criterion. Then we have the following
theorem.
Theorem 4.4.3.
(i) λ¯∗i is non-increasing in i.
(ii) µ¯∗i and µ¯
∗
i /(i ∧M) are non-decreasing in i.
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Notice that the additional assumption in Theorem 4.4.2 only excludes the case
that h(i) is a constant function, which is a trivial case. In this case, the holding cost
is the same no matter how many customers are in the system, and hence the average
cost optimal policy is to use maximum arrival rate and zero total service rate in every
state, and the minimum average cost is h(i)− r(λ¯).
4.5 Service Rate Control with Batch Arrivals
In this section, we consider a related optimal control problem with batch Poisson
arrivals. This is a variation of the previous optimal control problem with batch
arrivals. We assume the service rates are controllable like the previous problem but
the arrival rate is fixed at λ, with probability Pj to have a batch size of j. The
rest of the assumptions are the same as in Section 4.1 and 4.2. The control action
at state i is (µ1, . . . , µM) where µk ∈ [0, µ¯] for k = 1, . . . , (i ∧ M) while µk = 0
otherwise. Decision epoches are batch arrivals and customer departures. We first
study the optimal service rate control policies that minimize the long-run expected
total discounted cost. We essentially follow the same argument as before to show
that the optimal total service rate and the optimal individual service rate are both
non-decreasing in the system state.
Here we only briefly outline the argument. Obviously, Theorem 4.2.1 is still
valid under this setting since it only involves the control of service rates. Similarly,
we redefine the control action at state i as µ ∈ Ai = [0, (i ∧M)µ¯]. The Bellman
optimality equation is now given by
v(0) = h(0) +
∑
j
λPjv(j) + (1− γ − λ)v(0), (4.5.1)
v(i) = min
µ∈Ai
{h(i) + ci(µ) +
∑
j
λPjv(i+ j) + µv(i− 1)
+ (1− γ − λ− µ)v(i)} ∀i ≥ 1. (4.5.2)
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Theorem 4.3.1 and Theorem 4.3.2 can be proved along the same lines as we have seen
before. Due to the fixed arrival rate, the J4 and J6 parts in the proof of Theorem
4.3.1 are trivial. However, if we make the arrival rate controllable along with batch
arrivals, the J4 part will involve more terms and make our current argument invalid.
Finally, the result can be extended to average cost criterion as we have shown in
Section 4.4.
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CHAPTER 5: CONCLUSIONS AND EXTENSIONS
5.1 Conclusions
In this thesis, we categorize the design and control problems of service centers
of our interests into five types: assignment, routing, sizing, scheduling, and rate
control, and study the design and control problems of service centers from three
different perspectives. Although this thesis is mainly motivated by reducing energy
consumption in data centers, the models and frameworks we provide are applicable
to service centers and queueing systems in more general settings.
In Chapter 2, we provide schemes for determining the assignment and routing
policies for a service center. First, we formulate the problem as a mixed integer non-
linear programming problem aiming to minimize the system congestion performance
measures. Secondly, we introduce reasonable performance measures in three models:
queueing model, diffusion approximation model, and convex quadratic model. These
three models all provide solutions taking account the autocorrelations within traffic
steams and correlations between different traffic streams. The queueing model pro-
duces expected queue length as performance measure by a matrix analytic method,
which is accurate but time consuming. To improve the efficiency, we study the dif-
fusion approximation model which gives a closed form expression of approximated
expected queue length, which is easy to compute, but is non-convex. We then de-
fine a convex performance measure that is easier to optimize and yields policies that
perform near optimally. As we observed from the numerical examples, the queueing
model and diffusion approximation model take much longer time to solve but result
in solutions with better performance (smaller total expected queue lengths). When
the convex quadratic model is applicable, it provides the most efficient method of de-
riving assignment and routing policies of acceptable performance. Finally, we develop
a greedy heuristic algorithm to increase the scalability. Comparing the numerical re-
sults of the queueing model and the diffusion approximation model, we observe that
the assignment policies obtained by both models are essentially the same. Hence,
using diffusion approximation model can be more efficient without sacrificing system
performance.
In Chapter 3, we propose an energy efficient scheduling and operating policy for
virtual computing lab (VCL) that is of general applicability in large scale computing
systems. Instead of keeping all servers on as the current operating policy does, we
propose to have one dedicated pool for each software application set and one flexi-
ble pool for the overflow traffic from dedicated pools. Using stationary independent
period-by-period (SIPP) approach and Erlang-B model, we provide a server schedul-
ing and operating policy that results in solutions that satisfy the given performance
requirements with minimum energy consumption. In addition. we investigate mod-
ified SIPP approaches that are tailored to the computer systems considered in our
study. Finally, we simulate our policy with actual data collected from the VCL at
North Carolina State University. Compared with current operating policy, our policy
results in higher percentage of users receiving immediate services with much lower
average number of on servers which yields to lower power consumption.
In Chapter 4, we study the optimal arrival rate and service rate control of a multi-
server queue under both discounted cost and average cost criterions. We start the
study from the discounted cost problem and extend the results to the average cost
problem. Although different servers are allowed to operate at different service rates,
we find that the one-stage total server operating cost is minimized if the system uses
as many servers as possible and all busy servers are serving at a common service rate.
We show that the long-run expected total discounted cost is a non-decreasing and
convex function of the initial number of customers in the system. This enables us to
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further show that the optimal arrival rate is non-increasing in the number of customers
in the system, while the optimal total service rate and the optimal individual service
rate are both non-decreasing in the number of customers in the system. Using the
results from Weber and Stidham [59], we are able to demonstrate that the average
cost optimal policy also has the above monotonicity properties. Finally, in Section
4.5, we study a related optimal service rate control problem of a multi-server queue
with batch Poisson arrivals. Using the same argument as in Sections 4.1 to 4.4, we
show that the optimal total service rate and the optimal individual service rate are
both non-decreasing in the system state.
5.2 Extensions
It would be interesting to extend the results of Chapter 2 by further analyzing the
effects of the correlation structure on the optimal assignment and routing policies.
Another interesting direction is to look at how one can reduce the required number
of servers while satisfying a given quality of service requirement by taking account
the correlations between different traffic streams into design. We do not consider
correlated traffic in Chapter 3, but it will be interesting to extend those models to
incorporate correlations among demands for different software application sets into
the estimation of arrival rates. Shen and Huang [54] provide a method to estimate
arrival rates at multi-class call centers with correlated arrivals. However, their method
requires at least five arrivals on average for each decision interval, which is not the
case for many of the software application sets in the VCLs we study.
In Chapter 4 we did not study the admission control. It would be interesting to
study the structural properties of the optimal admission control problems of a multi-
server queue with controllable service rates and batch arrivals. We can also extend
this study to the optimal control problem of a multi-server queue with an option to
turn off servers. Szarkowicz and Knowles [61], Adan, Kulkarni, and Van Wijk [2],
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and Feinberg and Zhang [21] are some previous works in this direction that may be
relevant to such extensions.
98
BIBLIOGRAPHY
[1] I. Adan and V. G. Kulkarni. Single-server queue with Markov-dependent inter-
arrival and service times. Queueing Systems, 45:113–134, 2003.
[2] I. Adan, V. G. Kulkarni, and A. Van Wijk. Optimization of server farms. Work-
ing paper.
[3] K. Adusumilli and J. Hasenbein. Dynamic admission and service rate control of
a queue. Queueing Systems, 66:131–154, 2010.
[4] M. Q. Anderson. Optimal admission pricing and service rate control of an
M [x]/M/s queue with reneging. Naval Research Logistics Quarterly, 30(2):261–
270, 1983.
[5] S. Andrado´ttir, H. Ayhan, and D. G. Down. Server assignment policies for
maximizing the steady-state throughput of finite queueing systems. Management
Science, 47(10):1421–1439, 2001.
[6] S. Andrado´ttir, H. Ayhan, and D. G. Down. Dynamic server allocation for
queueing networks with flexible servers. Operations Research, 51(6):952–968,
2003.
[7] J. Anselmi, E. Amaldi, and P. Cremonesi. Service consolidation with end-to-end
response time constraints. In Proceedings of the 2008 34th Euromicro Conference
Software Engineering and Advanced Applications, SEAA ’08, pages 345–352,
Washington, DC, USA, 2008. IEEE Computer Society.
[8] J. Anselmi, P. Cremonesi, and E. Amaldi. On the consolidation of data-centers
with performance constraints. In R. Mirandola, I. Gorton, and C. Hofmeister,
editors, Architectures for Adaptive Software Systems, volume 5581 of Lecture
Notes in Computer Science, pages 163–176. Springer Berlin / Heidelberg, 2009.
[9] B. Ata and S. Shneorson. Dynamic control of an M/M/1 service system with ad-
justable arrival and service rates. Management Science, 52:1778–1791, November
2006.
[10] A. N. Avramidis, A. Deslauriers, and P. L’Ecuyer. Modeling daily arrivals to a
telephone call center. Management Science, 50(7):896–908, 2004.
[11] A. Bassamboo, J. M. Harrison, and A. Zeevi. Design and control of a large
call center: Asymptotic analysis of an LP-based method. Operations Research,
54(3):419–435, May 2006.
99
[12] M. Bichler, T. Setzer, and B. Speitkamp. Capacity planning for virtualized
servers. Presented at Workshop on Information Technologies and Systems
(WITS), Milwaukee, Wisconsin, USA, 2006.
[13] K. Boolor, A. Peeler, J. Thompson, and Y. Viniotis. Preloading policies for the
Virtual Computing Lab. 2nd International Conference on Virtual Computing
Initiative at IBM CAS, 2008.
[14] S. C. Borst. Optimal probabilistic allocation of customer types to servers. SIG-
METRICS Performance Evaluation Review, 23(1):116–125, May 1995.
[15] J. Buzacott and J. Shanthikumar. Design of manufacturing systems using queue-
ing models. Queueing Systems, 12(1):135–213, 1992.
[16] Y. Chen, A. Das, W. Qin, A. Sivasubramaniam, Q. Wang, and N. Gautam.
Managing server energy and operational costs in hosting centers. SIGMETRICS
Performance Evaluation Review, 33:303–314, June 2005.
[17] R. B. Cooper. Introduction to Queueing Theory. Macmillan New York, 1972.
[18] T. B. Crabill, D. Gross, and M. J. Magazine. A classified bibliography of research
on optimal design and control of queues. Operations Research, 25(2):219–232,
1977.
[19] F. de Ve´ricourt and O. B. Jennings. Nurse staffing in medical units: A queueing
perspective. Operations Research, 59(6):1320–1331, Nov. 2011.
[20] X. Fan, W.-D. Weber, and L. A. Barroso. Power provisioning for a warehouse-
sized computer. In Proceedings of the 34th Annual International Symposium
on Computer Architecture, ISCA ’07, pages 13–23, New York, NY, USA, 2007.
ACM.
[21] E. Feinberg and X. Zhang. Operating a cloud: Optimal switching of a parallel
queue. Working paper.
[22] A. Gandhi, M. Harchol-Balter, and I. Adan. Server farms with setup costs.
Performance Evaluation, 67(11):1123–1138, 2010.
[23] A. Gandhi, M. Harchol-Balter, R. Das, and C. Lefurgy. Optimal power allocation
in server farms. In Proceedings of the Eleventh International Joint Conference
on Measurement and Modeling of Computer Systems, SIGMETRICS ’09, pages
157–168, New York, NY, USA, 2009. ACM.
100
[24] N. Gans, G. Koole, and A. Mandelbaum. Telephone call centers: Tutorial, re-
view, and research prospects. Manufacturing & Service Operations Management,
5(2):79–141, 2003.
[25] J. M. George and J. M. Harrison. Dynamic control of a queue with adjustable
service rate. Operations Research, 49(5):720–731, 2001.
[26] I. J. Good. The frequency count of a Markov chain and the transition to con-
tinuous time. The Annals of Mathematical Statistics, 32(1):41–48, 1961.
[27] L. V. Green. Queueing analysis in healthcare. In Patient Flow: Reducing Delay
in Healthcare Delivery, volume 91 of International Series in Operations Research
& Management Science, pages 281–307. Springer US, 2006.
[28] L. V. Green, P. J. Kolesar, and J. Soares. Improving the SIPP approach
for staffing service systems that have cyclic demands. Operations Research,
49(4):549–564, 2001.
[29] L. V. Green, P. J. Kolesar, and W. Whitt. Coping with time-varying demand
when setting staffing requirements for a service system. Production and Opera-
tions Management, 16(1):13–39, 2007.
[30] X. Guo, Y. Lu, and M. S. Squillante. Optimal probabilistic routing in distributed
parallel queues. SIGMETRICS Performance Evaluation Review, 32(2):53–54,
September 2004.
[31] I. Gurvich, M. Armony, and A. Mandelbaum. Service-level differentiation in call
centers with fully flexible servers. Management Science, 54(2):279–294, February
2008.
[32] I. Gurvich and W. Whitt. Service-level differentiation in many-server service
systems via queue-ratio routing. Operations Research, 58(2):316–328, March
2010.
[33] M. Harchol-Balter, M. E. Crovella, and C. D. Murta. On choosing a task assign-
ment policy for a distributed server system. Journal of Parallel and Distributed
Computing, 59(2):204–228, 1999.
[34] J. M. Harrison and A. Zeevi. A method for staffing large call centers based
on stochastic fluid models. Manufacturing & Service Operations Management,
7(1):20–36, January 2005.
101
[35] IBM. Virtualization in education. http://www-07.ibm.com/solutions/in/
education/download/Virtualization%20in%20Education.pdf.
[36] B. Jaumard, F. Semet, and T. Vovor. A generalized linear programming model
for nurse scheduling. European Journal of Operational Research, 107(1):1–18,
1998.
[37] D. S. Johnson, A. Demers, J. D. Ullman, M. R. Garey, and R. L. Graham.
Worst-case performance bounds for simple one-dimensional packing algorithms.
SIAM Journal on Computing, 3(4):299–325, 1974.
[38] G. Koole and J. Talim. Exponential approximation of multi-skill call centers
architecture. Proceedings of QNETs, 23:1–10, 2000.
[39] A. Kuczura. The interrupted Poisson process as an overflow process. Bell System
Technical Journal, 1973.
[40] V. G. Kulkarni. Modeling and Analysis of Stochastic Systems. Chapman &
Hall/CRC, 1995.
[41] N. K. Kwak and C. Lee. A linear goal programming model for human resource
allocation in a health-care organization. Journal of Medical Systems, 21:129–140,
1997.
[42] N. Lee and V. G. Kulkarni. Optimal arrival rate and service rate control of
multi-server queues. Queueing Systems, 2013.
[43] N. Lee, V. G. Kulkarni, and Y. Hirasawa. Optimal static assignment and routing
policies for service centers with correlated traffic.
[44] C. Lefurgy, X. Wang, and M. Ware. Server-level power control. In Autonomic
Computing, 2007. ICAC ’07. Fourth International Conference on, page 4, June
2007.
[45] T.-H. Li. A statistical framework of optimal workload consolidation with appli-
cation to capacity planning for on-demand computing. Journal of the American
Statistical Association, 102(479):841–855, 2007.
[46] S. A. Lippman. Applying a new device in the optimization of exponential queuing
systems. Operations Research, 23(4):687–710, 1975.
[47] W. A. Massey and W. Whitt. An analysis of the modified offered-load ap-
102
proximation for the nonstationary Erlang loss model. The Annals of applied
probability, 4(4):1145–1160, 1994.
[48] J. T. McGill. Optimal control of queueing systems with variable number of
exponential servers. Thesis (Ph. D.), 1969.
[49] E. Messerli. Proof of a convexity property of the Erlang B formula. The Bell
System Technical Journal, 51(951):553, 1972.
[50] North Carolina State University. Virtual computing lab. http://vcl.ncsu.edu.
[51] R. Serfozo. Optimal control of random walks, birth and death processes, and
queues. Advances in Applied Probability, 13(1):61–83, 1981.
[52] J. Sethuraman and M. S. Squillante. Optimal stochastic scheduling in multiclass
parallel queues. SIGMETRICS Performance Evaluation Review, 27(1):93–102,
May 1999.
[53] J. G. Shanthikumar and S. H. Xu. Asymptotically optimal routing and service
rate allocation in a multiserver queueing system. Operations Research, 45(3):464–
469, 1997.
[54] H. Shen and J. Z. Huang. Interday forecasting and intraday updating of call
center arrivals. Manufacturing & Service Operations Management, 10(3):391–
410, 2008.
[55] M. J. Sobel. Optimal operation of queues. In Mathematical methods in queueing
theory, pages 231–261. Springer, 1974.
[56] B. Speitkamp and M. Bichler. A mathematical programming approach for server
consolidation problems in virtualized data centers. IEEE Transactions on Ser-
vices Computing, 3:266–278, 2010.
[57] S. Stidham Jr. Analysis, design, and control of queueing systems. Operations
Research, pages 197–216, 2002.
[58] S. Stidham Jr. Optimal Design of Queueing Systems. CRC Press, 2010.
[59] S. Stidham Jr. and R. R. Weber. Monotonic and insensitive optimal policies for
control of queues with undiscounted costs. Operations Research, 37(4):611–625,
1989.
103
[60] S. Stidham Jr and R. R. Weber. A survey of markov decision models for control
of networks of queues. Queueing Systems, 13(1-3):291–314, 1993.
[61] D. S. Szarkowicz and T. W. Knowles. Optimal control of an M/M/s queueing
system. Operations Research, 33(3):644–660, 1985.
[62] S. Tekin, S. Andrado´ttir, and D. Down. Dynamic server allocation for unstable
queueing networks with flexible servers. Queueing Systems, 70:45–79, 2012.
[63] W. Vogels. Beyond server consolidation. Queue, 6(1):20–26, January 2008.
[64] R. B. Wallace and W. Whitt. A staffing algorithm for call centers with skill-
based routing. Manufacturing & Service Operations Management, 7(4):276–294,
October 2005.
[65] Y.-T. Wang and R. Morris. Load sharing in distributed systems. IEEE Trans-
actions on Computers, C-34(3):204–217, March 1985.
[66] R. R. Weber and S. Stidham Jr. Optimal control of service rates in networks of
queues. Advances in Applied Probability, 19(1):202–218.
[67] W. Whitt. Refining diffusion approximations for queues. Operations Research
Letters, 1(5):165–169, 1982.
[68] W. Whitt. A multi-class fluid model for a contact center with skill-based routing.
AEU - International Journal of Electronics and Communications, 60(2):95 – 102,
2006.
[69] Wikipedia. Data center, 2013. http://en.wikipedia.org/wiki/Data_center.
[70] Wikipedia. Virtual appliance, 2013. http://en.wikipedia.org/wiki/
Virtual_appliance.
[71] N. Yankovic and L. V. Green. Identifying good nursing levels: A queuing ap-
proach. Operations Research, 59(4):942–955, July 2011.
104
