Abstract. We describe an invariant of a contact 3-manifold with convex boundary as an element of Juhász's sutured Floer homology. Our invariant generalizes the contact invariant in Heegaard Floer homology in the closed case, due to Ozsváth and Szabó.
In a pair of important papers [Ju1, Ju2] , András Juhász generalized (the hat versions of) Ozsváth and Szabó's Heegaard Floer homology [OS1, OS2] and link Floer homology [OS4] theories, and assigned a Floer homology group SFH (M, Γ) to a balanced sutured manifold (M, Γ). (A similar theory was also worked out by Lipshitz [Li2] .) An important property of this sutured Floer homology is the following: if (M, Γ)
T (M ′ , Γ ′ ) is a sutured manifold decomposition along a cutting surface T , then SFH (M ′ , Γ ′ ) is a direct summand of SFH (M, Γ).
The main result of this paper is the following:
Theorem 0.1. Let (M, Γ) be a balanced sutured manifold, and let ξ be a contact structure on M with convex boundary, whose dividing set on ∂M is Γ. Then there exists an invariant EH (M, Γ, ξ) of the contact structure which lives in SFH (−M, −Γ)/{±1}.
Here we are using Z-coefficients. Note that there is currently a ±1 ambiguity when Zcoefficients are used.
The paper is organized as follows. Section 1 is devoted to discussing the contact-topological preliminaries for obtaining a partial open book decomposition of a contact 3-manifold with convex boundary. We define the contact invariant in Section 2 and prove that it is independent of the choices made in Section 3. We discuss some basic properties of the contact class in Section 4 and compute some examples in Section 5. Finally, we explain the relationship to sutured manifold decompositions in Section 6.
Contact structure preliminaries
Let (M, Γ) be a sutured manifold. Let ξ be a contact structure on M with convex boundary so that the dividing set Γ ∂M on ∂M is isotopic to Γ. Such a contact manifold will be denoted (M, Γ, ξ).
The following theorem is the key to obtaining a partial open book decomposition, slightly generalizing the work of Giroux [Gi2] to the relative case. For more detailed expositions of Giroux's work, see [Co2, Et] . Theorem 1.1. There exists a Legendrian graph K ⊂ M whose endpoints, i.e., univalent vertices, lie on Γ ⊂ ∂M and which satisfies the following:
(1) There is a neighborhood Here | · | denotes the geometric intersection number and #(·) denotes the number of connected components. A standard contact 3-ball is a tight contact 3-ball B 3 with convex boundary and #Γ ∂B 3 = 1. We say that a handlebody H with convex boundary admits a product disk decomposition if condition (2) of Theorem 1.1 holds.
, (ii) T is a convex surface with Legendrian boundary, (iii) D i ⊂ ∂M is a convex disk with Legendrian boundary, (iv)
The next theorem is the relative version of the subdivision theorem of Giroux [Gi2] for contact cellular decompositions, which implies that on a closed manifold M any two open books corresponding to a fixed (M, ξ) become isotopic after a sequence of positive stabilizations to each. Proof. Consider the invariant neighborhood F × [0, 1] with F = F 1 = ∂M as in the first paragraph of Theorem 1.1, and take a copy F 1−δ near F . The procedure for finding a common refinement L of K and K ′ is as follows:
(1) First add Legendrian arcs to K so that K i , i ≫ 0, contains a Legendrian 1-skeleton of the protective layer F 1−δ (as in the first paragraph of Theorem 1.1). (2) Subdivide the Legendrian 1-skeleton of F 1−δ sufficiently, so that every arc of K ′ near ∂M (we assume they are all of the form {p} × [1 − δ, 1]) intersects the 1-skeleton. (3) Next add enough Legendrian arcs of the type {p} × [1 − δ, 1], where p ∈ Γ F , so that
4) Finally, apply the contact subdivision procedure of [Gi2] away from F × [1 − δ, 1]. Steps (2) and (4) involve the same procedure used in [Gi2] , namely, given a face ∆ of the contact cellular decomposition with Legendrian boundary ∂∆ ⊂ K, take a Legendrian arc c i ⊂ ∆ with endpoints on ∂∆, so that c i cuts ∆ into ∆ 1 , ∆ 2 , each of which has tb(∂∆ i ) = −1.
Next we discuss what happens in Steps (1) and (3). There are two types of arcs to attach in Step (1). The first type is an arc c i ⊂ F 1−δ from (p, 1−δ) to (q, 1−δ), p, q ∈ Γ F , which does not intersect Γ F × {1 − δ} in its interior. Figure 1 depicts this situation. In this case there is an arc d i which passes through R ± (Γ) and is isotopic to c i rel endpoints inside M − N(K i ), so that γ i = c i ∪ d i bounds a disk in M − N(K i ) and has tb(γ i ) = −1 with respect to this disk. Another way of thinking about the attachment of c i is to slide both endpoints of c i towards
, so that both endpoints of c i are then placed on Γ ∂M . Figure 2 depicts the neighborhood of c i after the isotopy. The disk D with tb(∂D) = −1 is easy to see in this diagram. Once the arcs of the first type are attached, we need to attach arcs c i ⊂ F 1−δ of the second type in order to complete the Legendrian 1-skeleton of F 1−δ . These c i connect interior points of arcs of the first type and do not intersect Γ F × {1 − δ}. This is given in Figure 3 . The top endpoint of c i in Figure 3 can be moved to the left and the bottom endpoint can be moved to the right, both along Γ ∂(M −N (K i )) , so that both endpoints now lie on Γ ∂M . The result is the same situation as given in Figure 2 .
Next we consider Step (3), which is depicted in Figure 4 . In the figure, the face F 1 = ∂M is in the back, and the thickening of the Legendrian 1-skeleton of F 1−δ is to the front. The thickening of the arc c i is the cylinder to the left emanating from Γ ∂M . Step (1) of the subdivision process. Attaching an arc of the second type. The face F 1 = ∂M is in the back.
Definition of the contact class
We briefly recall Juhász' sutured Floer homology theory [Ju1, Ju2] . A compatible Heegaard splitting for a sutured manifold (M, Γ) consists of a Heegaard surface Σ (not necessarily connected) with nonempty boundary, together with two sets of pairwise disjoint simple closed curves that do not intersect ∂Σ, the α-curves α 1 , . . . , α r and the β-curves β 1 , . . . , β r . Then M is obtained from Σ × [−1, 1] by gluing compressing disks along α i × {−1} and along β i × {1}, and thickening. We take the suture Γ to be ∂Σ × {0}.
Let T α = α 1 ×· · ·×α r and T β = β 1 ×· · ·×β r , viewed in Sym r (Σ). Then let CF (Σ, α, β) be the free Z-module generated by the points x = (x 1 , . . . , x r ) in T α ∩ T β . The suture Γ plays the role of the basepoint in sutured Floer homology. Denote by M x,y the 0-dimensional (after quotienting by the natural R-action) moduli space of holomorphic maps u from the unit disk Step (3) of the subdivision process. The blue arc is c i and the green arc is d i .
where µ(x, y) is the relative Maslov index of the pair and #(M x,y ) is a signed count of points in M x,y . The homology SFH (M, Γ) of this complex is shown to be independent of the various choices made in the definition. In particular, it is independent of the choice of a "weakly admissible" Heegaard decomposition.
Interlude on orientation conventions. The convention for (M, Γ) (consistent with that of Ozsváth-Szabó and Juhász) is as follows: The Heegaard surface Σ is an oriented surface whose oriented boundary is Γ. The suture/dividing set Γ is also defined as the boundary of R + (Γ) (= minus the boundary of R − (Γ)). If Σ splits M into two compression bodies H 1 and H 2 , and ∂H 1 = Σ, ∂H 2 = −Σ, then the boundaries of the compressing disks for H 1 are the α i and the boundaries of the compressing disks for H 2 are the β i . Then SFH (M, Γ) is the Floer homology SFH (Σ, α, β), in that order. We will now describe SFH (M, −Γ), SFH (−M, Γ), and SFH (−M, −Γ), using the same data (Σ, α, β). The reader is warned that the Σ, α, β that appear in this interlude will be different from the Σ, α, β that appear subsequently. SFH (M, −Γ): If we keep the same orientation for M and switch the orientation of Σ, then we must switch α and β. Hence SFH (M, −Γ) = SFH (−Σ, β, α). Also R ± (Γ) = R ∓ (−Γ).
SFH (−M, Γ): If we switch the orientation of M, then ∂H 1 = −Σ and ∂H 2 = Σ. Since the orientation of Γ is unchanged, the orientation of Σ is unchanged.
SFH (−M, −Γ) = SFH (−Σ, α, β), from the above considerations.
Given (M, Γ, ξ), the decomposition of M into M − N(K) and N(K) from Theorem 1.1 gives us a partial open book decomposition (S, R + (Γ), h), which we now describe. (The terminology partial open book decomposition is used because M can be constructed from a page S and a partially-defined monodromy map h : P = S − R + (Γ) → S.) The tubular portion T of −∂N(K) is split by the dividing set into positive and negative regions, with respect to the orientation of −∂N(K) or ∂(M − N(K)). Let P be the positive region. Next, if D i ⊂ ∂N(K) are the attaching disks of N(K), then consider R + (Γ) − ∪ i D i ; from now on this subsurface of ∂M will be called R + (Γ). Then the page S is obtained from the closure R + (Γ) of R + (Γ) by attaching the positive region P . Let ∼ be an equivalence relation on S × [−1, 1] given by (x, t) ∼ (x, t ′ ), where x ∈ ∂S and t, t
corresponding to the meridians of N(K). The suture Γ on ∂M is ∂(R + (Γ)) × {1} -we emphasize that this Γ is no longer quite the same as the dividing set Γ ∂M . Also observe that ∂D
One set of compressing disks is {D β i } and the other set {D α i } gives a disk decomposition of M − N(K). Let h be the monodromy map -it is obtained by first pushing P across N(K) to T − P ⊂ ∂(M − N(K)), and then following it with an identification of M − N(K) with
Suppose that S is obtained by successively attaching r 1-handles to the union of R + (Γ) and the previously attached 1-handles. Let a i , i = 1, . . . , r, be properly embedded arcs in P = S − R + (Γ) with endpoints on A = ∂P − Γ, so that S − ∪ i a i deformation retracts onto R + (Γ). A collection {a 1 , . . . , a r } of such arcs is called a basis for (S, R + (Γ)). In fact, {a 1 , . . . , a r } is a basis for H 1 (P, A). Next let b i be an arc which is isotopic to a i by a small isotopy so that the following hold:
(1) The endpoints of a i are isotoped along ∂S, in the direction given by the boundary orientation of S. The contact class is basically the EH class which was defined in [HKM2] . The only difference is that we are not using a full basis for S and that the contact class sits in SFH (−M, −Γ)/{±1}. Let T α = α 1 × · · · × α r and T β = β 1 × · · · × β r , viewed in Sym r (Σ). Let CF (Σ, β, α) be the chain group generated by the points in T β ∩ T α . Let x i be the intersection point (a i ∩ b i ) × {1} lying in S × {1}. Then x = (x 1 , . . . , x r ) is a cycle in CF (Σ, β, α) due to the placement of Γ, and its class in SFH (−M, −Γ) will be written as EH (S, h, {a 1 , . . . , a r }). Figures 5 and 6 depict the situation described above. Once the invariance is established, the contact class will be written as EH (M, Γ, ξ). As usual, there is a ±1 indeterminacy, which we sometimes suppress.
Outline of Proof. We need to prove that EH (S, h, {a 1 , . . . , a r }) is (i) independent of the choice of basis {a 1 , . . . , a r }, (ii) invariant under stabilization, and (iii) only depends on the isotopy class of h. The dependence only on the isotopy class of h is identical to the proof given in [HKM2] , and will be omitted. The proof of the independence of choice of basis is similar to that of [HKM2] , and we highlight only the differences in Section 3.1.
We define a positive stabilization in the relative case as follows: Let c be a properly embedded arc in S; in particular, it can pass through R + (Γ). Attach a 1-handle to S at the endpoints of c to obtain S ′ , and let γ be a closed curve obtained by gluing c and a core of the 1-handle. Then a positive stabilization of (S,
where R γ is a positive Dehn twist about γ. We emphasize that the order of composing R γ and h is important, since we are not allowed a global conjugation of S when we only have a partial open book.
Every two partial open book decompositions representing the same contact structure ξ become isotopic after performing a sequence of positive stabilizations to each. The proof follows from Theorem 1.2: Let us consider the case when c 0 is attached to Recall that the monodromy map h sends P × {1} to S × {−1}. Since the drilling takes place in the region S × [−1, 1], after h is applied, the new monodromy map is R γ • h.
The invariance under stabilization in the closed case can be argued as follows, once we establish the independence of choice of basis: Suppose the stabilization occurs along the properly embedded arc c in S. Take a basis {a 1 , . . . , a r } for S so that all the a i are disjoint from c. The arc c may be separating or nonseparating (even boundary-parallel), but there is a suitable basis in either case. Then take the basis {a 0 , a 1 , . . . , a r } for S ′ , where a 0 is the cocore of the 1-handle attached onto S. Then β 0 and α 0 intersect exactly once, and β 0 is disjoint from the other α i by construction. Although there is a natural chain isomorphism between CF (β, α) and CF (β ∪{β 0 }, α∪{α 0 }), where α = {α 1 , . . . , α r } and β = {β 1 , . . . , β r }, it is not clear that the identification is consistent with the stabilization and handleslide maps in [OS1] . In Lemma 3.5 we prove that EH (S, h, {a 1 , . . . , a r }) is indeed mapped to
. . , a r }) under the stabilization and handleslide maps in [OS1] . (Notice that this proof of invariance could have been used in [HKM2] without appealing to the equivalence with the Ozsváth-Szabó contact invariant. This was pointed out to the authors by András Stipsicz.)
Now, if R + (Γ) is not a homotopically trivial disk, then it is not always possible to find a basis {a 1 , . . . , a r } which is disjoint from the arc of stabilization c. This difficulty is dealt with in Section 3.2.
3.1. Change of basis. Let {a 1 , a 2 , . . . , a r } be a basis for (S, R + (Γ)). After possibly reordering the a i 's, suppose a 1 and a 2 are adjacent arcs on A = ∂P − Γ, i.e., there is an arc τ ⊂ A with endpoints on a 1 and a 2 such that τ does not intersect any a i in int(τ ). Define a 1 + a 2 as the isotopy class of a 1 ∪ τ ∪ a 2 , relative to the endpoints. Then the modification {a 1 , a 2 , . . . , a r } → {a 1 + a 2 , a 2 , . . . , a r } is called an arc slide.
Proof. Same as that of Lemma 3.4 of [HKM2] .
Let {a 1 , . . . , a r } and {b 1 , . . . , b r } be two bases for (S, R + (Γ)). Assume that the two bases intersect transversely and efficiently, i.e., each pair of arcs a i , b j realizes the minimum number of intersections in its isotopy class, where the endpoints of the arcs are allowed to move in A. In particular, there are no bigons consisting of a subarc of a i and a subarc of b j , and no triangles consisting of a subarc of a i , a subarc of b j , and a subarc of A.
Lemma 3.3. Suppose that each component of P intersects Γ along at least two arcs. Then there is a sequence of arc slides which takes {a 1 , . . . , a r } to {b 1 , . . . , b r }.
Here P is the closure of P . The condition of the lemma is easily satisfied by performing a trivial stabilization along a boundary-parallel arc. Moreover, a trivial stabilization is easily seen to preserve the EH class. so that c −1 does not appear on ∂Q. Otherwise, Q glues up to a component of P whose closure intersects Γ along one arc. Suppose (
Proof. Consider a connected component
We will apply a sequence of arc slides to
. After possibly reordering the arcs, there is a subarc b 0 1 ⊂ b 1 in Q with endpoints on a 1 and τ 1 on ∂Q. The subarc b 0 1 separates Q into two regions Q 1 and Q 2 , only one of which (say Q 1 ) has γ as a boundary arc. If c = a 1 , then we can slide c around the boundary of Q 2 to obtain a ′ 1 which has fewer intersections with b 1 . If a 1 and a −1 1 both occur on ∂Q, then we have a problem if Q 1 has γ as a boundary arc and Q 2 has a −1 1 as a boundary arc. To maneuver around this problem, move c via a sequence of arc slides so that the resulting c ′ is parallel to γ (and protects it). Then we can slide a 1 around the boundary of ∂Q 1 as in [HKM2] .
, as before. Let b 1 be an arc in Q which is not parallel to any a i or a −1 i . The arc b 1 cuts Q into two components Q 1 and Q 2 , where Q 1 has γ as a boundary arc. We claim that there is some a i on ∂Q 2 so that a −1 i is not on ∂Q 2 . Otherwise, the arcs on ∂Q 2 will be paired up and b 1 will cut off a subsurface of S whose closure does not intersect Γ. Moreover, we may also assume that a i is not parallel to any b j . Now, apply a sequence of arc slides to a i so that it becomes parallel to b 1 .
Stabilization.
A properly embedded arc c in S that intersects Γ efficiently is said to have complexity n if there are n subarcs of c in P , both of whose endpoints are on Γ. Let (S ′ , h ′ ) be a positive stabilization of a partial open book decomposition (S, h) along a properly embedded arc c ⊂ S that intersects Γ efficiently. Then (S ′ , h ′ ) is a stabilization of (S, h) of complexity n if c has complexity n.
The following lemma gives the fundamental property of arcs of complexity zero:
. An arc c has complexity zero if and only if there is a basis for (S, R + (Γ)) which is disjoint from c.
Proof. If an arc c has complexity > 0, then there is a subarc c 0 ⊂ c in P , both of whose endpoints are on Γ. It is impossible to find a basis that does not intersect c 0 , since the pair (c 0 , ∂c 0 ) is homotopically nontrivial in (P , Γ).
On the other hand, suppose the complexity is zero. Then there are at most two subarcs of c ∩ P . If c lies in R + (Γ), then it does not intersect any basis of (S, R + (Γ)). If c is entirely contained in P , then it is easy to see that there is a basis which avoids c. (There are two cases, depending on whether c cuts off a subsurface of P whose boundary does not intersect Γ.) Let c i be a subarc of c ∩ P . Depending on c, there may be two such, i.e., i = 1, 2, or only one such, i.e., i = 1. In either case, for each c i , one of its endpoints is on Γ and the other on ∂P − Γ. If c i is a trivial subarc, i.e., forms a triangle in P , together with an arc of Γ and an arc of ∂P − Γ, then c i does not obstruct the formation of a basis and can in fact be isotoped out of P . Therefore assume that c i is nontrivial. Let τ 1 , γ, τ 2 be subarcs of ∂P in counterclockwise order, where γ ⊂ Γ contains an endpoint of c 1 , and τ i are subarcs of ∂P − Γ. Also let τ be the component of ∂P − Γ with the other endpoint of c 1 . Then take the first arc a of the basis to be parallel to c 1 , with endpoints on either τ and τ 1 or τ and τ 2 . We have a choice of either of these unless c 2 also has an endpoint on γ, in which case only one of these will work (and not intersect c 2 ). The nontriviality of c 1 implies that a is neither boundary-parallel, i.e., cuts off a disk in P , nor parallel to Γ. If the arc a cuts off a subsurface of P whose boundary does not intersect Γ, then we must replace it with disjoint, nonseparating arcs a 1 , . . . , a 2g , where g is the genus of the cut-off surface. Once we cut P along a or a 1 , . . . , a 2g , then c 1 becomes trivial in the cut-open surface, and can be ignored. We apply the same technique to c 2 , if necessary, and the rest of the basis can be found without difficulty. 
Since the coefficients come in pairs, e.g., a + b and −(a + b), if any of a + b, b + c, a − c does not vanish, then the triply-periodic domain has both positive and negative coefficients. Hence, if any of α i , β i and γ i is used for some i > 0, then we are done. Otherwise, we may assume that none of α i , β i and γ i is used in the periodic domain, for any i > 0. This allows us to assume that only α 0 , β 0 and γ 0 are used for the boundary of the periodic domain. Once all the α i , β i , γ i , i > 0, are ignored, the D 4 region of the left-hand diagram becomes connected to Γ, and we can apply the same procedure.
We now tensor x = (x 0 , . . . , x r ) ∈ CF (β, α) with the top generator Θ ∈ CF (γ, β). We claim that we obtain
, as depicted in Figure 8 . As in the proof of the weak admissibility, we start with the vicinity of right-hand side, i.e., Proof. Let (Σ, β, α) be a compatible Heegaard splitting for (M, Γ) corresponding to some basis for (S, h). (Similarly define (Σ,
is a stabilization of (S, h) of complexity zero. Then the map Φ :
, defined as a composition of handleslide maps and stabilization maps, sends EH (S, h) → EH (S ′ , h ′ ) by Lemma 3.5 and the invariance under basis change. Assume inductively that stabilizations of complexity at most n − 1 take EH classes to EH classes. Then, by Proposition 3.6 (we are using the same notation as the proposition), the map
by Theorem 2.1 of [OS5] , which states that the maps Φ ij do not depend on the particular sequence of handleslides, stabilizations, and isotopies chosen. This implies that Φ 01 maps EH (S, h) → EH (S ′ , h ′ ).
Properties of the contact class
In this section we collect some basic properties of the contact class EH (M, Γ, ξ). Most of the properties are analogs of properties of the contact class that are well-known in the case when M is closed. The theorem which does not have an analog in the closed case (for obvious reasons) is the restriction theorem (Theorem 4.5).
Consider a partial open book decomposition (S, h) for (M, Γ, ξ). The notion of a rightveering (S, h) can be defined in the same way as in [HKM1] : If for every x ∈ ∂P − Γ and every properly embedded arc a ⊂ P which begins at x and has both endpoints on ∂P − Γ, h(a) is to the right of a, then we say (S, h) is right-veering. Proof. The first assertion is proved in the same way as the analogous statement in [HKM1] .
For the second assertion, note that Example 1 of Section 5 gives a partial open book decomposition of a neighborhood of an overtwisted disk with a left-veering arc. Attach the neighborhood of a Legendrian arc a which connects the boundary of the overtwisted disk to Γ ⊂ ∂M, and then complete it to a partial open book for (M, Γ). The left-veering arc from Example 1 survives to give a left-veering arc.
Proposition 4.2. If (M, Γ, ξ) admits a partial open book decomposition (S, h) which is not right-veering, then EH
Proof. Same as that of [HKM2] .
By combining Propositions 4.1 and 4.2, we obtain the following:
The next proposition describes the effect of Legendrian surgery on the contact invariant.
Proof. We can easily extend L to a Legendrian skeleton K as given in Theorem 1.1. Hence there is a partial open book decomposition (S, R + (Γ), h) so that L ⊂ P . Take a basis {a 1 , . . . , a r } so that a 1 intersects L once and a i ∩ L = ∅ for i > 1. Push the a i off to obtain b i and c i , as drawn in Figure 12 .
Here γ is the curve h(L) on the page S. Figure 12 .
Let x ∈ T β ∩T α , x ′ ∈ T γ ∩T β and x ′′ ∈ T γ ∩T α be the unique r-tuples which are on S ×{1}. As Baldwin observed in [Ba] , there is a comultiplication CF (γ, α) → CF (γ, β) ⊗ CF (β, α) which takes x ′′ to x ′ ⊗ x. We are assuming that [x] = 0. Also, [x ′ ] = 0 is immediate from the fact that β 1 and γ 1 intersect only at x ′ 1 , due to our choice of basis. Therefore, we have [
In [H2] , the first author exhibited a tight contact structure on a handlebody which became overtwisted after Legendrian surgery. By Proposition 4.4, its contact invariant must vanish. 
Indeed, both handlebodies are easily seen to be product disk decomposable. The page T for (M, ξ) can be obtained from (S, R + (Γ), h) by successively attaching 1-handles, subject to the condition that none of the handles be attached along ∂P , where P = S − R + (Γ). The monodromy map g : T → T extends h : P → S.
Let {a 1 , . . . , a r , a ′ 1 , . . . , a ′ s } be a basis for T which extends a basis {a 1 , . . . , a r } for (S, R + (Γ)). For such an extension to exist, T − P must be connected. This is possible if M − N is connected -simply take suitable stabilizations to connect up the components of T − P . If M − N is disconnected, we apply a standard contact connected sum inside M − N to connect up disjoint components of M − N. This has the effect of attaching 1-handles to T away from P and extending the monodromy map by the identity. The contact manifold (M, ξ) has been modified, but it is easy to see that the contact class of the connected sum is nonzero if and only if the original contact class is nonzero.
Let x be the generator of EH (N, Γ, ξ| N ) with respect to {a 1 , . . . , a r } and (x, x ′ ) be the generator of EH (M, ξ) with respect to {a 1 , . . . , a r , a
. Indeed, each of the intersection points of x ′ must map to itself via the constant map -this uses up all the intersection points of x ′ . We then erase all the α i and β i corresponding to x ′ , and are left with the Heegaard diagram for (S, R + (Γ)).
Comparison with other invariants. We now make some remarks on the relationship to the contact invariant in the closed case and to Legendrian knot invariants. L) . We also only have one invariant, rather than two.
Examples
In this section we calculate a few basic examples. Figure 13 shows the arc a on P . The arc a is isotoped through the fibration N(K) (rel endpoints) and then through the fibration M − N(K) (rel endpoints). The resulting arc on S × {1} is h(a).
Next consider the right-hand diagram of Figure 13 , which shows a page S of the partial open book decomposition. The region R + (Γ) ⊂ S has two connected components -an annulus and a disk -the red curves denote their boundary Γ. The region P is the 1-handle which connects the annulus and the disk. The blue arc is the arc a × {−1} and the green arc represents h(b) × {−1}, both viewed as sitting on S × {−1}. The unique intersection point x between a × {1} and b × {1} is now viewed as two points on S × {−1}, both labeled x. (This way, all of the holomorphic disk counting can be done on S × {−1}.) Now, CF (β, α) is generated by two points x, y. (This is because h(a) is to the left of a at one of its endpoints.) It is easy to see that ∂y = x, so SFH (−M, −Γ) = 0 and EH (M, Γ, ξ) = 0.
Example 2: A [0, 1]-invariant neighborhood M of a convex surface F , none of whose components F − Γ F are disks. Figure 14 depicts the case when F is a torus with two parallel dividing curves. Let γ 1 and γ 2 be the two components of Γ F . Then take K = {p 1 , p 2 } ×[0, 1], where p i ∈ γ i , i = 1, 2. It is not hard to see that M − N(K) is product disk decomposable. The page S is obtained from R + (Γ), which is a disjoint union of two annuli, by attaching two bands as in Figure 14 . Hence P consists of two connected components, one with a cocore a 1 and the other with a cocore a 2 . The black arcs on the left-hand diagram of Figure 14 [−1, 1]) .) Label the intersections α 1 ∩ β by x 1 , x 2 , x 3 = x 1 , α 2 ∩ β by y 1 , . . . , y 5 = y 1 , and α 3 ∩ β by z 1 , . . . , z 5 = z 1 , all in clockwise order. Starting with α 1 ∩ β, we find that the only valid 3-tuples are (x i , y j , z k ), where i, j, k = 1, 2. There are regions of Σ − ∪ i α i − ∪ i β j which do not intersect Γ -all such regions are quadrilaterals, but use the same α i or β i twice, so are not valid. Hence there are no holomorphic disks, and the boundary map is the zero map. Therefore,
The two ∂-parallel tight contact structures use up the first and last Z summands, and the others have EH classes that live in the remaining Z 3 ⊕ Z 3 . We leave it as an exercise to verify that the EH classes of the remaining tight contact structures are nonzero. There are 4 + 2 tight contact structures ξ i , i = 1, . . . , 6, corresponding to each Z 3 summand, but we expect the EH classes to distinguish them -this means that we believe the EH (ξ i ) are linearly dependent. [H1] ). Write T i = T 2 × {i}, i = 0, 1, and take an oriented identification T 2 ≃ R 2 /Z 2 . Normalize so that #Γ T i = 2, Γ T i are linear, and slope(Γ T 1 ) = 0, slope(Γ T 0 ) = ∞. A basic slice can be obtained from the convex torus T 0 by attaching a single bypass along a linear arc of slope −1 < s < 0 and thickening. Pick a point p on the connected component of Γ T 0 which contains the endpoints of the bypass arc of attachment, as indicated in Figure 16 . Then we let K be p times an interval. It is not hard to see that M − N(K) is product disk decomposable. The page S is a thrice-punctured sphere obtained from R + (Γ), a disjoint union of two annuli, by adding a 1-handle to connect the two annuli. If a ⊂ P is the cocore of the 1-handle, then we compute that h is a positive Dehn twist about the connected component of ∂S which contains the endpoints of a. See Example 5: Attaching a bypass. Consider the contact structure (M, Γ, ξ). Let D be a bypass which is attached to M from the exterior, along a Legendrian arc of attachment
is the resulting contact 3-manifold with convex boundary, then we express the monodromy map (
. Assume without loss of generality that c does not intersect the neighborhood N(K) of the Legendrian skeleton K for M. Let p 1 , p 2 be the endpoints of c on Γ and let c ± = c ∩ R ± (Γ). Next let ∂D = c ∪ d, where c and d intersect only at their endpoints p 1 , p 2 . The key observation is that a bypass attachment corresponds to two handle attachments: a 1-handle N(d) attached at p 1 and p 2 , followed by a canceling 2-handle. Then (M −N(K))∪N(d) is product disk decomposable and gives a fibration structure S ′ ×[−1, 1]. Let a be the arc in P ′ given in Figure 18 . Then, after isotoping it through the 2-handle, a is isotopic rel endpoints to a ′ ∪ a ′′ , where a ′ lies in the positive region and a ′′ lies in the negative region of
All the other arcs of P ′ , i.e., those that were in P , are unaffected. Summarizing, S ′ is obtained from S by attaching a 1-handle from p 1 to p 2 as in Figure 19 , the new P ′ is the union of P and a neighborhood of the arc a, h ′ (a) = a ′ ∪ a ′′′ , and h ′ = h on P . . See Figure 21 . Doing a similar calculation as before, we obtain Figure 22 . The monodromy h ′′ is Figure 21 . The left-hand diagram is T 1 with a bypass arc from the front. After attaching the bypass we get T 2 on the right-hand side, with the corresponding "anti-bypass" to the back, in dashed lines. The solid lines give the bypass attached from the front to give T 3 .
, where γ 1 , γ 2 , γ 3 are parallel to the two boundary components in the middle and δ 1 , δ 2 are the core curves of the middle vertical annuli. Let {a 1 , a 2 , a 3 } be the basis, ordered from left to right in Figure 22 . (The arcs are on S ′′ × {−1}, where S ′′ is the page. The α-curves are α i = ∂(a i × [−1, 1]).) To determine whether EH = 0, we apply the Sarkar-Wang algorithm [SW] (also see [Pl] ) to isotop β i so that the only regions of Σ − ∪ i α i − ∪ i β i which do not intersect the suture are quadrilaterals. (Such a diagram we call combinatorial.) Let G (in black) be the trivalent graph in the bottom diagram of Figure 22 . By isotoping β 3 across G, the Heegaard diagram becomes combinatorial. Now label the intersections α 1 ∩ β as x 1 , . . . , x 14 , x 15 = x 1 from top to bottom, α 2 ∩ β as y 1 , . . . , y 9 , y 10 = y 1 from left to right, and α 3 ∩ β as z 1 , . . . , z 4 = z 1 from left to right. Observe that each intersection of the graph with α i corresponds to two consecutive intersections with the new β 3 .
We now directly prove that EH = 0. If c 1 c 2 c 3 c 4 is a quadrilateral which avoids the suture, and ∂(c 1 , c 3 , y) = (c 2 , c 4 , y) + . . . (for some y), then we say that c 1 , c 3 are the "from" corners of the quadrilateral and c 2 , c 4 are the "to" corners of the quadrilateral. One readily calculates that the only quadrilateral where the "to" corners are in {x 1 , y 1 , z 1 } is y 1 y 2 z 1 z 2 . Now,
where the second term comes from a bigon. Next, the only quadrilateral where the "to" corners are in {x 1 , y 3 , z 2 } is x 1 x 2 y 3 y 4 . We compute that ∂(x 2 , y 4 , z 2 ) = (x 1 , y 3 , z 2 ) + (x 3 , y 4 , z 2 ).
Continuing, the only quadrilateral with "to" corners in {x 3 , y 4 , z 2 } is x 3 x 4 z 3 z 2 . We have ∂(x 4 , y 4 , z 3 ) = (x 3 , y 4 , z 2 ) + (x 7 , y 1 , z 3 ).
There is nothing else with "to" corners in {x 7 , y 1 , z 3 }. Hence EH = 0. annulus to be vertical and parallel to the previous annuli which were successively attached, starting with S.) Then the monodromy h
, where γ 1 , γ 2 , γ 3 , γ 4 are parallel to the three boundary components in the middle and δ 1 , δ 2 , δ 3 are the core curves of the middle vertical annuli. One can probably directly show that EH (M ′′′ , Γ ′′′ , ξ ′′′ ) = 0 with some patience, but instead we invoke Theorem 4.5 and observe that (M ′′′ , ξ ′′′ ) can be embedded in the unique Stein fillable contact structure on T 3 , which has nonvanishing contact invariant. 
Relationship with sutured manifold decompositions
is well-groomed if for every component R of ∂M − Γ, T ∩ R is a union of parallel oriented nonseparating simple closed curves if R is nonplanar and arcs if R is planar. According to [HKM3] , to each well-groomed sutured manifold decomposition there is a corresponding convex decomposition (M, Γ)
, where T is a convex surface with Legendrian boundary and Γ T is a dividing set which is ∂-parallel, i.e., each component of Γ T cuts off a half-disk which intersects no other component of Γ T .
In [Ju2] , Juhász proved the following theorem: In this section we give an alternate proof from the contact-topological perspective. We remark that our proof does not require the use of the Sarkar-Wang algorithm. In particular, our proof will imply the following:
Proof. The "if" direction is given by Theorem 4.5. The "only if" direction follows from Theorem 6.2.
The corollary is a gluing theorem for tight contact structures which are glued along a ∂-parallel dividing set, and does not require any universally tight condition which was needed for its predecessors, e.g., Colin's gluing theorem [Co1] .
Proof. Let T be a convex surface with Legendrian boundary and Γ T be its dividing set, which we assume is ∂-parallel. Let (M, Γ, ξ) be a contact structure obtained from (M ′ , Γ ′ , ξ ′ ) by gluing along (T, Γ T ). Suppose without loss of generality that T is oriented so that the disks cut off by the ∂-parallel arcs are negative regions of T − Γ T . Let L ⊂ T be a Legendrian skeleton of the positive region, with endpoints on Γ. We observe that there exist compressing disks 
Next we extend L to a Legendrian skeleton K for (M, Γ, ξ), which satisfies the conditions of Theorem 1.1. Before doing this, it would be convenient to "protect" T and L as follows. Since T is convex, there exists a [−1, 1]-invariant neighborhood T × [−1, 1] of T = T 0 . Let T −ε , T 0 and T ε be parallel copies of T 0 , where T t = T × {t}. Then take parallel Legendrian graphs L iε , i = −1, 0, 1, on T iε , and thicken to obtain N(L iε ). Here L = L 0 . Now, apply the technique of Theorem 1.1 to extend L −ε ∪ L 0 ∪ L ε to K. We may assume that the extension does not intersect the region between T −ε and T ε and is disjoint from
(This is because we can use the compressing disks D i , together with their translates corresponding to T ±ε .) Let (S, R + (Γ), h) be the partial open book decomposition of (M, Γ, ξ) corresponding to the decomposition into N(K) and M − N(K). The three connected components of S − R + (Γ) corresponding to L iε will be called Q iε . (Of course there may be other connected components.) If a is a properly embedded arc on Q = Q 0 (with endpoints away from Γ), let a iε be the corresponding copy on Q iε . Then h(a) is a concatenation a ′ a ε a ′′ , where a ′ and a ′′ are arcs which switch levels Q ↔ Q ε as given in Figure 24 . The proof that h(a) is indeed as described is similar to the computation of Example 3 in Section 5. Next, a page of the partial open book decomposition ( intersects T . The same also holds for any y i ∈ α j 1 ∩ β j 2 , since h(b j 2 ) ∩ Q is contained in the shaded region. On the other hand, the gradient flow line for any intersection point of α j 1 and β
does not enter Q × {1} or the shaded region due to the "protection" afforded by the Q iε . (The only β ′ j 2 that enter Q × {−1} come from Q −ε . In that case we see in Figure 26 that they are represented by the green arcs outside the shaded region.) Therefore, in order to maximize c 1 (s y ), T , the intersection point on α i must lie on β j . This forces α i to be paired with β j and α ′ i to be paired with β ′ j . Still assuming that Q has no genus, consider y as in the above claim. The only β i which intersects α 1 is β 1 , and their sole intersection is x 1 . Hence x 1 occurs in y -this uses up α 1 and β 1 . Next, the only β i besides β 1 which intersects α 2 is β 2 . Continuing in this manner, {x 1 , . . . , x k−1 } ⊂ y. Hence, the inclusion Case 2: Q has genus. In general, Q has genus g and there are k attaching arcs along Γ. For a general picture, we can think of Figure 24 with added handles. The basis for Q can be chosen to consist of the same arcs a 1 , . . . , a k−1 parallel to γ 1 , . . . , γ k−1 as in Figure 24 , plus additional arcs a k+2j−2 , a k+2j−1 , with one pair for each handle j = 1, . . . , g. These additional , respectively. This is due to the protective layer between T −ε and T ε . See Figure 27 . We can represent T as before, as the union of (the shaded region) × {−1} and Q × {1}, and prove the analogous Claim by using this description of T to show that the α j 1 and β j 2 must be paired to maximize the first Chern class on T . Hence we only consider y = (y 1 , . . . , y m , y . As before, if k > 1, then we argue that the only β i which intersects α 1 is β 1 , the only β i besides β 1 which intersects α 2 is β 2 , etc., and that {x 1 , . . . , x k−1 } ⊂ y.
Since the subset {x 1 , . . . , x k−1 } has no effect on what follows, we assume that k = 1. Moreover, for simplicity, we assume that g = 1. (The higher genus case is not much more difficult.) Consider the pair of curves α 1 , α 2 (corresponding to the handle) and the corresponding β curves. Let x 1 , v 1 be the intersection points of α 1 ∩ β 1 , v 2 be the intersection point of α 1 ∩ β 2 , w 1 , w 3 be the intersection points of α 2 ∩ β 1 , and x 2 , w 2 be the intersection points of α 2 ∩ β 2 . See Figure 28 . Hence the summand W ⊂ CF (β, α) corresponding to the generators which evaluate maximally on T is generated by (y 1 , y 2 , y ′ ), where (y 1 , y 2 ) is one of (x 1 , x 2 ), (x 1 , w 2 ), (v 1 , x 2 ), (v 1 , w 2 ), (v 2 , w 1 ), (v 2 , w 3 ), and y ′ is of the type (y Figure 27 . As a consequence, all the regions in Q×{−1} besides the regions with black dots and the regions 1, 2, and 3, have multiplicity zero. Now, regions 1, 2, and 3 have α ′ j curves on the boundary. Hence, if the multiplicity is nonzero, the image of u must extend across those curves, in the end engulfing the red-dotted regions in Q ε × {−1}. Therefore, the multiplicities of regions 1, 2, and 3 are forced to be zero.
The following are the only possible holomorphic disks:
(1) quadrilaterals in Q × {−1} (the regions with black dots in Figure 27 ); (2) holomorphic disks from y ′ to y ′′ that do not enter Q × {−1}.
The quadrilaterals give rise to boundary maps: 
