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I always knew C++ templates were the work of the Devil,
and now I’m sure. :-)
 Cliff Click
Whatever language you write in, your task as a
programmer is to do the best you can with the tools at
hand. A good programmer can overcome a poor language
or a clumsy operating system, but even a great
programming environment will not rescue a bad
programmer.
 Kernighan and Pike
After the game the king and the pawn go in the same box.
 Italian proverb
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Resumo
Sistemas computacionais de alto desempenho exercem hoje um papel fundamental na pesquisa
cient·ca e na ind·ustria de tecnologia. Simulac‚ oes em larga escala, tais como as utilizadas para
estudar as causas e os efeitos do aquecimento global, e aplicac‚ oes de processamento intensivo,
como por exemplo o seq¤uenciamento de DNA, dependem do processamento e armazenamento
distribu·do de informac‚ oes fornecidos por supercomputadores.
Atualmente agregados de PCs, supercomputadores constru·dos atrav·es da interconexao de
computadores pessoais convencionais, apresentam desempenho compar·avel ao de arquiteturas
como processadores massivamente paralelos e computadores vetoriais, conquistando um lugar
de destaque na ·area de computac‚ ao de alto desempenho e sendo considerados a melhor opc‚ ao em
infra-estrutura computacional quando leva-se em considerac‚ ao a relac‚ ao custo/desempenho.
O trabalho de pesquisa descrito nessa dissertac‚ ao consiste no desenvolvimento de um sistema
de comunicac‚ ao extens·vel e congur·avel, projetado para o dom·nio de agregados de PCs dedi-
cados. Esse sistema de comunicac‚ ao ·e constitu·do por um conjunto de protocolos leves e um
framework meta-programado respons·avel por prover mecanismos que permitem selecionar, con-
gurar e combinar esses protocolos de acordo com os requisitos da aplicac‚ ao. Esse paradigma
oferece diversas vantagens, incluindo a habilidade de criar novos protocolos de comunicac‚ ao sob
demanda e permitir que aplicac‚ oes experimentem diferentes congurac‚ oes de protocolo, coletando
m·etricas para identicar a melhor congurac‚ ao para as suas necessidades.
Palavras-chave: metaprogramac‚ ao, sistemas operacionais orientados a aplicac‚ ao, protocolos de
comunicac‚ ao leves.
Keywords: metaprogramming, application-oriented operating systems, lightweight communica-
tion protocols.
Abstract
Today, high-performance computing can be considered ubiquitous in research centers and the
high-tech industry. Large scale simulations, like the ones used to study the causes and effects
of global warming, and processing-intensive applications, such as DNA sequencing, rely in the
distributed processing and storage provided by supercomputers. Besides, a wide range of applica-
tions that are present in our daily activities, such as Internet portals and search engines, use high-
performance computers to enable high-availability environments and to implement load-balancing
solutions.
The recent availability of high-performance commodity processors and communication
networks has triggered the development of clusters of PCs, supercomputers composed by intercon-
nected personal computers that can achieve processing performance comparable with specialized
architectures, such as massively parallel processors and vector computers. Clusters of PCs are now
more widely used than any other type of parallel computer because of their low cost, exibility and
accessibility.
This thesis describes in detail the architecture of a congurable and extensible communica-
tion system designed for dedicated clusters. This communication system is composed of a set of
lightweight communication protocols and a meta-programmed framework used to select, congure
and combine these protocols according to the requirements dictated by the application. This para-
digm offers a number of potential advantages, including the ability to combine protocols without
the use of layering and the possibility of allowing that applications experiment with different com-
munication protocols, collecting metrics in order to identify the best one for their needs. Moreover,
to structure communication software in such a modular fashion enhances maintainability and ex-
tensibility, and permits that new communication protocols and services be developed on demand.
Keywords: metaprogramming, application-oriented operating systems, lightweight communica-
tion protocols.
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Capı´tulo 1
Introduc¸a˜o
O termo computador j·a foi utilizado pela ind·ustria e centros de pesquisa para designar os pro-
ssionais que efetuavam os c·alculos atualmente resolvidos, a taxa de milhoes por segundo, pelos
computadores modernos. Na d·ecada de 20 a expressao m·aquina computadora passou a ser empre-
gada para referir-se a qualquer m·aquina que desempenhasse o papel de um computador humano.
Entre as d·ecadas de 40 e 50, com o advento dos computadores eletr onicos, a expressao m·aquina
computadora foi substitu·da pelo termo computador, que no in·cio era acompanhado por adjeti-
vos como digital ou eletronico. O f·sico Michio Kaku, em seu livro Visoes do Futuro [1], arma
que o termo computador vai cair em desuso a medida que os PCs de hoje evolu·rem, tornando-
se m·aquinas com prop·ositos mais espec·cos. Kaku preve que em alguns anos os computadores
estarao tao integrados ao nosso ambiente quanto o papel, outra maravilha tecnol ·ogica da huma-
nidade. Chamar o conjunto de computadores que manipularemos no nosso dia-a-dia pelo termo
mais gen·erico computador vai ser tao inapropriado quanto chamar uma nota scal, um livro e uma
bloco de anotac‚ oes pelo termo mais gen·erico papel.
A denic‚ ao do termo supercomputador tamb·em j·a mudou diversas vezes. No nal da d·ecada
de 80, o governo americano deniu um supercomputador como sendo um sistema computacional
capaz de realizar mais do que 100 milhoes de operac‚ oes de ponto utuante por segundo. Atu-
almente essa denic‚ ao ·e claramente obsoleta tendo em vista que PCs modernos sao capazes de
realizar aproximadamente 5 bilhoes de operac‚ oes de ponto utuante por segundo. De maneira
mais geral, podemos denir supercomputadores como sistemas computacionais pelo menos uma
ordem de magnitude mais r·apidos do que o mais r·apido dos PCs vendido comercialmente. O
termo supercomputac‚ ao, cunhado pelo jornal New York World na d·ecada de 20, ainda hoje ·e uti-
lizado para denotar as v·arias atividades relacionadas ao projeto, desenvolvimento e utilizac‚ ao de
2supercomputadores.
Tradicionalmente, o termo computac‚ ao de alto desempenho (High-Performance Computing
ou simplesmente HPC), tem sido associado ao termo supercomputac‚ ao. Entretanto, com o r·apido
desenvolvimento das tecnologias relacionadas a computac‚ ao de alto desempenho observado na
·ultima d·ecada, a associac‚ ao estabelecida entre infra-estruturas computacionais de alto desempe-
nho e supercomputadores tornou-se obsoleta. Atualmente, o estado da arte em computac‚ ao de
alto desempenho consiste em infra-estruturas compostas por computadores de alta capacidade,
geogracamente dispersos, interconectados por redes de comunicac‚ ao extremamente r·apidas e es-
cal·aveis. Esses computadores compartilham entre si ciclos de processamento, espac‚o de armaze-
namento, equipamentos dedicados a colher os dados a serem analisados, tais como aceleradores de
part·culas ou telesc·opios espaciais, e at·e mesmo os pr·oprios conjuntos de dados, que comumente
chegam a ordem dos petabytes.
Sistemas computacionais de alto desempenho exercem um papel fundamental na maneira como
a pesquisa cient·ca ·e conduzida em diversas ·areas, tais como bioengenharia, nanotecnologia e me-
teorologia. De fato, uma das mais recentes contribuic‚ oes da ciencia da computac‚ ao para pesqui-
sadores de outros campos ·e a ciencia computacional, que, apoiada em ambientes de computac‚ ao
de alto desempenho, busca compreender o funcionamento de sistemas naturais atrav·es do uso e a
an·alise de modelos matem·aticos. O cientista computacional, que se junta aos tradicionais teoristas
e experimentalistas, utiliza a infra-estrutura computacional dispon·vel como uma ferramenta para
construir e processar modelos matem·aticos que simulam o comportamento de sistemas complexos,
variando de gal·axias a mol·eculas.
1.1 Software de Propo´sito Geral em Computac¸a˜o sobre Agre-
gados
No mesmo ritmo em que novas tecnologias em infra-estrutura computacional promovem
mudanc‚as na maneira como a pesquisa cient·ca ·e conduzida, elas tamb·em promovem mudanc‚as
na maneira como sao projetados os ambientes de software que fazem a intermediac‚ ao entre as
aplicac‚ oes e o hardware. Nos ·ultimos anos, cientistas da computac‚ ao tem presenciado uma ver-
dadeira revoluc‚ ao na ·area de software b·asico, desencadeada pela constatac‚ ao de que os requisitos
das aplicac‚ oes e ambientes de hardware modernos invalidam algumas das premissas que guiaram
o desenvolvimento de sistemas operacionais e sistemas de comunicac‚ ao amplamente difundidos.
3A computac‚ ao sobre agregados de PCs, a classe de sistemas computacionais de alto desempenho
que mais cresceu nos ·ultimos anos [2], ·e um dos dom·nios onde esse problema teve um impacto
consider·avel.
Agregados de PCs tem se destacado bastante na ·area de computac‚ ao de alto desempenho, sendo
considerados a melhor opc‚ ao em infra-estrutura computacional quando leva-se em considerac‚ ao a
relac‚ ao custo/desempenho. Agregados sao sistemas de computac‚ ao paralelos compostos por uma
colec‚ ao de nodos de processamento interligados por uma rede de comunicac‚ ao de alto desem-
penho, no qual cada um dos nodos ·e um sistema completo, capaz de operar independentemente
dos outros. Agregados podem ser montados utilizando-se nodos de processamentos e redes de
comunicac‚ ao dispon·veis comercialmente, o que torna o sistema computacional mais acess·vel e
permite que as inovac‚ oes tecnol·ogicas implementadas pelos fabricantes de processadores e redes
de comunicac‚ ao sejam rapidamente incorporadas. Os primeiros agregados de PCs, que surgiram
a cerca de doze anos, utilizavam esse mesmo conceito de empregar componentes pr·e-fabricados
tamb·em para o ambiente de software. Essa classe de agregados recebeu a denominac‚ ao de Beowulf
e popularizou a adoc‚ ao do sistema operacional de prop·osito geral Linux nos nodos de processa-
mento dos agregados. Agregados de PCs Linux ainda hoje desempenham um importante papel
na ·area de computac‚ ao de alto desempenho e no setor comercial, sendo considerados o sistema
computacional paralelo mais amplamente difundido.
O principal problema com a estrat·egia de utilizar software de prop·osito geral em computac‚ ao
sobre agregados ·e que os sistemas operacionais de prop·osito geral, tais como o Unix, o Linux e
o Windows, foram projetados sem levar em considerac‚ ao os requisitos espec·cos das aplicac‚ oes
e do ambiente de hardware paralelos, o que afeta o desempenho, a usabilidade e a escalabilidade
do sistema computacional. Al·em disso, os sistemas de comunicac‚ ao disponibilizados por esses
sistemas operacionais nao foram projetados de maneira a tirar proveito das recentes inovac‚ oes tec-
nol·ogicas implementadas pelos fabricantes de redes. Implementac‚ oes tradicionais de sistemas de
comunicac‚ ao colocam todo o processamento relacionado aos servic‚os de comunicac‚ ao no n·ucleo
do sistema operacional e, como conseq¤uencia, o caminho cr·tico durante o envio e recebimento de
mensagens inclui operac‚ oes caras, tais como trocas de contexto, desencadeadas por chamadas de
sistemas, e tratamento de interrupc‚ oes.
De maneira a prover software de comunicac‚ ao com desempenho pr·oximo ao limite imposto
pelas modernas tecnologias de rede, cientistas da computac‚ ao tiveram que tirar o sistema opera-
cional do caminho com os sistemas de comunicac‚ ao em n·vel de usu·ario (ULC), que permitem
que protocolos leves acessem diretamente as funcionalidades disponibilizadas pelo hardware de
4comunicac‚ ao de maneira otimizada. Como conseq¤uencia, sistemas de comunicac‚ ao modernos
tem abandonado a cl·assica arquitetura em camadas e que guiou o desenvolvimento de protoco-
los bastante difundidos como os protocolos da arquitetura TCP/IP em favor de arquiteturas mais
ex·veis que empregam protocolos leves. O principal problema com arquiteturas de comunicac‚ ao
convencionais ·e que nao existe um ·unico protocolo que seja ·otimo para todas as aplicac‚ oes pois
cada aplicac‚ ao tem um conjunto espec·co de requisitos relacionados a comunicac‚ ao. Ao inv·es
de projetar um ·unico protocolo que atenda as necessidades de uma ampla gama de aplicac‚ oes,
parece ser mais fact·vel desenvolver um componente que permita a selec‚ ao, congurac‚ ao e
combinac‚ ao de protocolos leves previamente implementados. Esse paradigma oferece diversas
vantagens, incluindo a habilidade de criar novos servic‚os de comunicac‚ ao sob demanda e permitir
que aplicac‚ oes experimentem diferentes congurac‚ oes de protocolo de comunicac‚ ao, coletando
m·etricas para identicar a melhor congurac‚ ao para as suas necessidades.
1.2 O Sistema de Comunicac¸a˜o Proposto
Nos pr·oximas cap·tulos discutiremos a arquitetura de um sistema de comunicac‚ ao especiali-
zado e congur·avel, constitu·do por um framework meta-programado, respons·avel por prover me-
canismos que permitem selecionar, congurar e combinar protocolos de comunicac‚ ao de acordo
com os requisitos da aplicac‚ ao, e um n·ucleo de comunicac‚ ao sobre o qual os protocolos sao pro-
jetados. A premissa b·asica desse sistema de comunicac‚ ao ·e que seja poss·vel manter a modu-
laridade dos protocolos leves, aumentando a reusabilidade, e mesmo assim suportar t ·ecnicas de
implementac‚ ao de alto desempenho utilizando um mecanismo de composic‚ ao expl·cito no lugar
do encapsulamento em camadas.
O sistema de comunicac‚ ao descrito a seguir foi desenvolvido dentro do contexto do projeto
SNOW [3], que tem por objetivo criar um ambiente de software orientado a aplicac‚ ao para supor-
tar computac‚ ao de alto desempenho sobre agregados de PCs dedicados de forma eciente. Dois
artigos foram publicados ao longo do desenvolvimento do trabalho descrito nessa dissertac‚ ao. Em
[4] a arquitetura do sistema de comunicac‚ ao ·e apresentada, juntamente com os detalhes referentes
a implementac‚ ao de um n·ucleo b·asico de comunicac‚ ao para a tecnologia de rede Myrinet. Em [5]
a arquitetura do framework meta-programado do sistema de comunicac‚ ao ·e descrita em detalhes.
O restante dessa dissertac‚ ao est·a dividido como descrito a seguir. O cap·tulo 2 apresenta uma
descric‚ ao do sistema de programac‚ ao paralela SNOW e da ·area para a qual SNOW foi projetado:
computac‚ ao de alto desempenho sobre agregados de PCs dedicados. Os cap·tulos 3 e 4 descrevem
5as decisoes de projeto relacionadas ao sistema de comunicac‚ ao empregado pelo SNOW e apresen-
tam os detalhes de uma implementac‚ ao para a tecnologia de rede Myrinet, utilizada como estudo
de caso. O cap·tulo 5 conclui essa dissertac‚ ao e discorre a respeito de trabalhos futuros.
Capı´tulo 2
Computac¸a˜o de Alto Desempenho sobre
Agregados de PCs
A tecnologia de miniaturizac‚ ao de componentes eletronicos permite que mais transistores se-
jam empilhados na mesma ·area de uma placa de sil·cio, o que implica em processadores mais
r·apidos e mem·orias com mais capacidade. Apesar de os fabricantes de processadores, guiados
pela lei de Moore [6], terem mantido uma impressionante taxa de crescimento no desempenho
dos componentes que produzem, existe um limite f·sico para a miniaturizac‚ ao de componentes
eletronicos.
O paralelismo, que em conjunto com a tecnologia de miniaturizac‚ ao ·e o principal respons·avel
pelo aumento consider·avel no desempenho dos sistemas computacionais, consiste na divisao do
total de processamento a ser efetuado entre um conjunto de unidades b·asicas com o objetivo de di-
minuir o tempo total gasto com processamento, aumentando o desempenho do sistema computaci-
onal. Ao contr·ario da tecnologia de miniaturizac‚ ao, nao existe um limite f·sico para o paralelismo,
o que vem intensicando a pesquisa em volta do tema e consagrando arquiteturas paralelas como
a principal tendencia na ·area de computac‚ ao de alto desempenho.
Um exemplo de paralelismo e tamb·em uma t·ecnica comum utilizada no projeto de unidades
l·ogico-aritm·eticas em processadores modernos ·e a utilizac‚ ao de diversos somadores, um para cada
bit da palavra na arquitetura, com o objetivo de possibilitar que uma operac‚ ao de soma possa ser
efetuada em um ·unico ciclo de rel·ogio. O pipelining, outra t·ecnica que atualmente ·e consenso no
projeto de processadores, emprega o paralelismo em n·vel de instruc‚ ao com o objetivo de aumen-
tar o n·umero de instruc‚ oes executadas a cada unidade de tempo. Al·em de empregar paralelismo
dentro dos processadores, sistemas computacionais modernos comumente utilizam diversos pro-
7cessadores trabalhando em paralelo com o objetivo de aumentar o desempenho. De fato, a grande
maioria dos sistemas computacionais de alto desempenho ·e constitu·da de sistemas paralelos que
chegam a dividir o processamento a ser executado entre milhares de processadores. A gura 2.1
apresenta a distribuic‚ ao dos 500 sistemas computacionais de alto desempenho mais ecientes do
mundo de acordo com o n·umero de processadores que esses sistemas utilizam.
Figura 2.1: Distribuic¸a˜o dos 500 supercomputadores mais eficientes do mundo de acordo com o nu´mero de
processadores utilizado [2].
2.1 Paradigmas de Programac¸a˜o Paralela
Devido ao trabalho desenvolvido pelos projetistas de hardware, que criaram conjuntos de
instruc‚ oes que escondem o paralelismo empregado nos processadores modernos provendo um mo-
delo de programac‚ ao seq¤uencial, e pelos desenvolvedores de compiladores, que tem se esforc‚ado
para criar compiladores capazes de re-arranjar o c·odigo compilado com o objetivo de aproveitar
melhor o paralelismo em n·vel de instruc‚ ao, hoje somos capazes de desfrutar do paralelismo embu-
tido nos processadores modernos sem mudar a maneira como escrevemos nossos programas. Por
outro lado, para tirar proveito do paralelismo entre processadores os engenheiros de software se
veem obrigados a desenvolver c·odigo explicitamente paralelo, pois ainda nao existem linguagens
que nos permitam expressar paralelismo de forma transparente ou compiladores capazes de explo-
rar paralelismo de alta granularidade, empregando m·ultiplos processadores de forma eciente.
Com o objetivo de facilitar a vida dos desenvolvedores, diversos paradigmas de programac‚ ao
paralela foram propostos, dentre os quais podemos destacar:
• Memo´ria compartilhada: Diversos processos compartilham o mesmo espac‚o de
enderec‚amento e comunicam-se entre si atrav·es de estruturas de dados localizadas na
mem·oria compartilhada. Esse modelo de programac‚ ao prove baixa latencia e alta largura
de banda na comunicac‚ ao entre processos e ·e suportado em hardware por arquiteturas SMP
8(symmetric multiprocessors). Dentre os projetos que disponibilizam ferramentas para esse
paradigma podemos destacar o Shrimp, Posix Threads (Pthreads) e OpenMP, que vem de-
nindo uma API padrao para o paradigma de mem·oria compartilhada.
• Troca de mensagens: No paradigma de troca de mensagens, os processos comunicam-se
entre si atrav·es do envio e recebimento de mensagens. Implementac‚ oes desse paradigma, tais
como a Message Passing Interface (MPI) e a Parallel Virtual Machine (PVM), comumente
oferecem diversos m·etodos diferentes para o envio e o recebimento de mensagens, como
por exemplo o envio e recebimento ponto-a-ponto e o envio e recebimento multiponto, al ·em
de operac‚ oes coletivas. O MPI ·e considerado o padrao de facto para esse paradigma de
programac‚ ao paralela.
• Paralelismo de dados: Empregar o paralelismo de dados consiste em manipular simulta-
neamente v·arios subconjuntos de estruturas de dados quaisquer, tais como vetores e ma-
trizes. Esse paradigma de programac‚ ao paralela ·e suportado em hardware por supercom-
putadores vetoriais e pode ser empregado por qualquer tipo de computador paralelo desde
que as operac‚ oes aplicadas a um determinado subconjunto nao dependam do resultado das
operac‚ oes aplicadas a outros subconjuntos. Um programa que utiliza o paradigma de pa-
ralelismo de dados ·e essencialmente um programa seq¤uencial onde o programador ou o
compilador determina que estruturas de repetic‚ ao podem ser executadas em paralelo e como
os dados devem ser distribu·dos entre os processadores. Paralelismo de dados tem sido im-
plementado com High-Performance Fortran (HPF) e Bulk Synchronous Parallel (BSP).
• Objetos compartilhados: Nesse paradigma, processos podem compartilhar dados desde
que esses dados estejam armazenados em objetos e sejam acessados atrav·es da invocac‚ ao
de m·etodos desses objetos. Apesar desse paradigma nao ser tao difundido quanto os outros,
ele vem recebendo bastante atenc‚ ao dos pesquisadores da ·area de programac‚ ao paralela.
Objetos compartilhados sao geralmente implementados utilizando linguagens de alto n·vel
como Java.
2.2 Organizac¸a˜o da Memo´ria
Um aspecto a ser considerado quando um paradigma de programac‚ ao ·e escolhido para um sis-
tema paralelo ·e a organizac‚ ao da mem·oria do sistema. Sistemas paralelos podem ser divididos, de
9acordo com a organizac‚ ao de mem·oria que empregam, em dois tipos: sistemas de mem·oria com-
partilhada e sistemas de mem·oria distribu·da. Sistemas de mem·oria compartilhada disponibilizam
um mesmo espac‚o de enderec‚amento de mem·oria para todos os processadores do sistema, e esses
processadores tem acesso aos mesmos conjuntos de dados e instruc‚ oes localizados na mem·oria
compartilhada. Nos sistemas de mem·oria distribu·da, cada processador tem uma mem·oria local
exclusiva que nao pode ser acessada por nenhum dos outros processadores do sistema e, con-
seq¤uentemente, cada processador tem os seus pr·oprios conjuntos de dados e instruc‚ oes. O termo
Multicomputador ·e utilizado por diversos autores para se referir a esse tipo de sistema, j·a que cada
bloco funcional de um sistema de mem·oria distribu·da ·e um computador completo, com processa-
dor e mem·oria. ·E importante observar que a diferenc‚a entre essas duas organizac‚ oes de mem·oria
·e caracterizada pela maneira que o subsistema de mem·oria do processador interpreta um enderec‚o
de mem·oria. Ou seja, a diferenc‚a est·a na estrutura da mem·oria virtual do sistema. Fisicamente,
ambos os sistemas de mem·oria sao particionados em componentes que podem ser acessados inde-
pendentemente.
A organizac‚ ao da mem·oria ·e extremamente importante pois determina como as diferentes
partes de uma aplicac‚ ao paralela vao se comunicar e inuencia diretamente a maneira como o
sistema ·e programado. Em um ambiente de mem·oria compartilhada uma estrutura localizada
na mem·oria pode ser utilizada para viabilizar a comunicac‚ ao entre os processadores do sistema.
Al·em disso, sistemas de mem·oria compartilhada possibilitam que abstrac‚ oes projetadas para via-
bilizar a comunicac‚ ao e sincronizac‚ ao de processos paralelos em sistemas operacionais, tais como
sem·aforos e monitores, sejam adaptadas e utilizadas para coordenar a comunicac‚ ao entre proces-
sadores, tornando a curva de aprendizado relacionada ao desenvolvimento de aplicac‚ oes paralelas
para esse tipo de sistema menos acentuada. Uma das principais desvantagens dessa organizac‚ ao
de mem·oria ·e o problema de coerencia de cache. J·a que todos os processadores acessam os mes-
mos dados na mem·oria compartilhada, ·e necess·ario empregar mecanismos que invalidem as c·opias
desses dados na mem·oria cache dos processadores para que nao haja o risco de um processador
utilizar dados desatualizados [7].
Em um ambiente de mem·oria distribu·da, c·opias das estruturas de dados compartilhadas de-
vem ser criadas nas mem·orias locais de cada processador e essas c·opias sao atualizadas atrav·es
de trocas de mensagens entre os processadores. Existem diversas vantagens relacionadas a essa
organizac‚ ao de mem·oria: primeiro, cada processador pode utilizar toda a banda dispon·vel para
acessar a sua mem·oria local, sem interferencia de outros processadores; segundo, como nao existe
um barramento compartilhado entre os processadores do sistema, tamb·em nao existe um limite
10
para o n·umero de processadores no sistema - o tamanho do sistema computacional ·e limitado ape-
nas pela rede utilizada para interconectar os processadores; terceiro, o problema de coerencia de
cache nao existe nesse tipo de sistema pois cada processador acessa apenas a sua mem·oria local.
A maior desvantagem desse tipo de sistema paralelo ·e que a comunicac‚ ao entre processadores se
torna mais dif·cil, requerendo que mensagens sejam trocadas entre os processadores do sistema
toda vez que um processador requer dados de um outro processador. Essa caracter·stica introduz
duas fontes de atraso: o tempo necess·ario para construir as mensagens a serem trocadas e o fato
de que o processador do nodo receptor deve ser interrompido de maneira a lidar com as mensa-
gens recebidas. Al·em disso, sem·aforos, monitores e outras t·ecnicas de programac‚ ao concorrente
nao sao diretamente aplic·aveis em m·aquinas com mem·oria distribu·da. Entretanto, essas t·ecnicas
podem ser implementadas atrav·es de camadas de software que utilizam troca de mensagens para
prover um ambiente de programac‚ ao similar ao de sistemas de mem·oria compartilhada.
Todos os quatro paradigmas de programac‚ ao mencionados anteriormente foram implementa-
dos nos dois tipos de hardware paralelo. A tabela 2.1 apresenta as diferentes implementac‚ oes de
paradigmas de programac‚ ao paralela para sistemas de mem·oria compartilhada e distribu·da [8].
Paradigma de programac¸a˜o Memo´ria compartilhada Memo´ria distribuı´da
Mem·oria compartilhada Pthreads Shasta, Tempest e Tread-
Marks
Troca de mensagens MPI MPI e PVM
Paralelismo de dados OpenMP HPF
Objetos compartilhados Java Orca, CRL e Java/RMI
Tabela 2.1: Implementac¸o˜es de paradigmas de programac¸a˜o paralela para sistemas de memo´ria comparti-
lhada e distribuı´da.
2.3 Sistemas Computacionais de Alto Desempenho
Tres tipos de arquitetura dominam o cen·ario atual da computac‚ ao de alto desempenho: multi-
processadores, multicomputadores e processadores vetoriais. Sistemas computacionais que utili-
zam processadores vetoriais, tais como os diversos supercomputadores desenvolvidos ao longo dos
anos pela empresa que hoje ·e conhecida como Cray Inc., podem executar diversas operac‚ oes ma-
tem·aticas simultaneamente em estruturas de dados como matrizes e vetores, acelerando a execuc‚ ao
de simulac‚ oes complexas e transformac‚ oes em gr·acos 3D. Supercomputadores baseados em pro-
cessadores vetoriais foram a arquitetura dominante na ·area de computac‚ ao de alto desempenho
11
entre o nal da d·ecada de 70 e o in·cio da d·ecada de 90. Entretanto, devido a complexidade re-
lacionada ao projeto e implementac‚ ao de aplicac‚ oes sobre processadores vetoriais, ao alto custo
associado ao desenvolvimento de supercomputadores que utilizam essa arquitetura e ao aumento
quase exponencial no desempenho de processadores escalares, computadores vetoriais perderam
sua hegemonia para arquiteturas que empregam diversos processadores escalares trabalhando em
paralelo. Hoje diversos dos conceitos e t·ecnicas de implementac‚ ao explorados por processadores
vetoriais sao utilizados nas unidades de processamento de gr·acos, ou Graphics Processing Units
(GPU), presentes em adaptadores de v·deo modernos. Al·em disso, processadores de prop·osito
espec·co como o Cell, desenvolvido pela IBM, Toshiba e Sony para ser utilizado na pr ·oxima
gerac‚ ao de video-games, utilizam processadores vetoriais para acelerar a execuc‚ ao de aplicac‚ oes
em certos dom·nios.
Multiprocessadores sao sistemas computacionais paralelos onde os v·arios processadores do
sistema compartilham um mesmo espac‚o de enderec‚amento. Sistemas multiprocessados utilizam
ambientes de hardware de mem·oria compartilhada, onde tecnologias de interconexao dedicadas
sao utilizadas para interligar todos os processadores a mem·oria principal do sistema, ou camadas
de software que emulam um espac‚o de enderec‚amento compartilhado em um ambiente onde a
mem·oria ·e distribu·da entre os processadores do sistema. Arquiteturas SMP, onde dois ou mais
processadores conectados a mesma mem·oria principal trabalham em conjunto sob a coordenac‚ ao
do sistema operacional, sao o exemplo mais tradicional de multiprocessador e vem se tornando
cada vez mais comuns em PCs modernos. Na arquitetura ccNUMA (do ingles Cache Coherent
Non-Uniform Memory Access) a mem·oria f·sica ·e distribu·da, permitindo que cada processador
possa acessar a sua pr·opria mem·oria de maneira eciente, mas a mem·oria l·ogica ·e compartilhada,
possibilitando que estruturas de dados sejam compartilhadas entre os diversos processadores do
sistema e que um processador possa acessar a mem·oria de outros processadores. Mecanismos de
coerencia de cache, implementados em hardware ou software, sao utilizados para garantir que as
estruturas de dados compartilhadas pelos processadores estejam sempre atualizadas.
Multicomputadores sao sistemas paralelos de mem·oria distribu·da compostos de uma colec‚ ao
de nodos de processamento interligados por uma rede de comunicac‚ ao de alta velocidade, onde
cada um dos nodos de processamento ·e um sistema completo, com mem·oria e processador, ca-
paz de operar independentemente dos outros. Dentre as diferentes arquiteturas de multicomputa-
dor podemos destacar os processadores massivamente paralelos (MPPs) e os agregados de PCs.
MPPs sao sistema computacionais que empregam processadores, rede de interconexao e ambientes
de software especializados. Em contrapartida, agregados sao geralmente montados utilizando-se
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ambientes de software, nodos de processamentos e redes de comunicac‚ ao dispon·veis comercial-
mente, o que torna o sistema computacional mais acess·vel e permite que as inovac‚ oes tecnol·ogicas
implementadas pelos fabricantes de processadores e redes de comunicac‚ ao sejam rapidamente
incorporadas. Apesar de a maioria dos agregados de PCs modernos utilizarem processadores
SMP nos seus nodos de processamento, agregados sao considerados sistemas computacionais de
mem·oria distribu·da pois a quantidade de nodos em um agregado ·e muito maior do que a quanti-
dade de processadores em um nodo.
Assim como os agregados de PCs, constelac‚ oes sao arquiteturas paralelas que utilizam tanto
o paradigma de mem·oria distribu·da quanto o paradigma de mem·oria compartilhada. Entretanto,
devido ao fato de disponibilizarem mais processadores em um ·unico nodo do que o total de nodos
que compoe o sistema computacional, constelac‚ oes geralmente sao classicadas como sistemas
de mem·oria compartilhada. A distinc‚ ao entre agregados e constelac‚ oes, apesar de muitas vezes
ignorada, ·e importante e pode ter um s·erio impacto na maneira que o sistema ·e programado. Por
exemplo, ·e prov·avel que um agregado seja programado quase que exclusivamente com um sistema
de troca de mensagens, como por exemplo o MPI, enquanto uma constelac‚ ao provavelmente seria
programada, pelo menos em parte, com OpenMP utilizando um modelo com v·arias threads de
processamento.
·E importante observar que nao existe um padrao ocial para as terminologias utilizadas para
designar as diferentes arquiteturas de sistemas computacionais de alto desempenho [9]. De fato, os
termos MPP, agregados de PCs e constelac‚ oes sao muitas vezes utilizados como sinonimos apesar
das diferenc‚as gritantes entre essas arquiteturas [10]. A gura 2.2 apresenta a distribuic‚ ao dos
500 supercomputadores mais ecientes do mundo em 2005 de acordo com a sua arquitetura. A
terminologia apresentada no gr·aco foi denida pelos autores do levantamento [2].
Figura 2.2: Distribuic¸a˜o dos 500 supercomputadores mais eficientes do mundo de acordo com a sua arqui-
tetura [2].
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2.3.1 Ambientes de Software Especializados para Agregados de PCs
Os primeiros agregados de PCs, que surgiram h·a cerca de dez anos, utilizavam o conceito de
empregar componentes pr·e-fabricados tanto para o ambiente de hardware quanto para o ambiente
de software do sistema computacional. Essa classe de agregados recebeu a denominac‚ ao de Be-
owulf e popularizou a adoc‚ ao do sistema operacional de prop·osito geral Linux como o sistema
de suporte em tempo de execuc‚ ao utilizado pelos nodos de processamento dos agregados de PCs.
Agregados de PCs Linux ainda hoje desempenham um importante papel na ·area de computac‚ ao de
alto desempenho e no setor comercial, sendo considerados o sistema computacional paralelo mais
amplamente difundido.
O problema com a estrat·egia de utilizar software de prop·osito geral em computac‚ ao sobre agre-
gados ·e que os sistemas operacionais de prop·osito geral, tais como o Unix/Linux e o Windows,
foram projetados sem levar em considerac‚ ao os requisitos espec·cos das aplicac‚ oes e do ambiente
de hardware paralelos, o que afeta o desempenho, a usabilidade, a escalabilidade e a adaptabili-
dade do sistema computacional. O grande n·umero de projetos de pesquisa na ·area de computac‚ ao
paralela sobre agregados de PCs que propoe camadas middleware sobre o sistema operacional,
destacando-se entre eles as implementac‚ oes de soluc‚ oes para troca de mensagens (message pas-
sing) [11, 12, 13] e para simulac‚ ao de ambientes de mem·oria compartilhada distribu·da (distributed
shared memory) [14], serve como fundamento a suposic‚ ao de que ambientes de software comuns
nao sao adequados para suportar computac‚ ao de alto desempenho sobre agregados. Se os sistemas
operacionais de prop·osito geral utilizados pela maioria dos agregados em funcionamento fossem
capazes de atender as necessidades das aplicac‚ oes paralelas, ou ao menos disponibilizassem ar-
quiteturas extens·veis que possibilitassem a adic‚ ao dos servic‚os requeridos por essas aplicac‚ oes de
forma eciente, muitos desses projetos nao seriam necess·arios.
Apesar da maioria dos grupos que realizam computac‚ ao sobre agregados ainda insistir em uti-
lizar software de prop·osito geral existem diversos projetos de pesquisa que tem por objetivo prover
ambientes de software espec·cos para agregados de PCs [15, 16]. A utilizac‚ ao de ambientes de
software especializados na ·area de computac‚ ao de alto desempenho sobre agregados de PCs, es-
pecialmente no que se refere aos sistemas operacionais utilizados pelos nodos de processamento
dos agregados, permite que os recursos de hardware sejam utilizados mais ecientemente. Sis-
temas operacionais de prop·osito geral geralmente implementam em seu n·ucleo servic‚os que sao
imprescind·veis em um computador pessoal, tais como escalonamento, gerenciamento complexo
da mem·oria do sistema e multiplexac‚ ao/protec‚ ao para os componentes de hardware, mas que nao
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fazem sentido em um ambiente especializado como os nodos de processamento de um agregado de
PC. Esses servic‚os poderiam tranquilamente ser deixados de fora do sistema operacional aumen-
tando o desempenho dos nodos de processamento do agregado e conseq¤uentemente contribuindo
com um aumento no desempenho nal das aplicac‚ ao paralelas. Projetos de pesquisa tais como o
PEACE [17] e o CHOICES [18] utilizam sistemas operacionais especializados que adaptam-se aos
requisitos das aplicac‚ oes e ambiente de hardware paralelos com o objetivo de aumentar o desem-
penho nal do sistema computacional.
2.3.2 Sistemas de Comunicac¸a˜o Especializados para Agregados de PC
Um dos principais problemas relacionados a utilizac‚ ao de sistemas operacionais de prop·osito
geral no dom·nio de computac‚ ao de alto desempenho sobre agregados de PCs est·a relacionado com
os sistemas de comunicac‚ ao disponibilizados por esses sistemas operacionais. Esses sistemas de
comunicac‚ ao nao foram projetados de maneira a tirar proveito das recentes inovac‚ oes tecnol·ogicas
implementadas pelos fabricantes de redes, respons·aveis pela transic‚ ao do gargalo relacionado ao
desempenho de comunicac‚ ao do ambiente de hardware para o ambiente de software. Sistemas de
comunicac‚ ao tradicionais, como por exemplo o Internet Sockets/TCP, colocam todo o processa-
mento relacionado aos servic‚os de comunicac‚ ao no n·ucleo do sistema operacional. Como resul-
tado, o caminho cr·tico durante o envio e recebimento de mensagens inclui operac‚ oes caras, tais
como trocas de contexto, desencadeadas por chamadas de sistemas, e tratamento de interrupc‚ oes,
al·em de um excessivo n·umero de c·opias.
Devido ao fato de que o desempenho de um agregado de PCs depende de mecanismos ecientes
de comunicac‚ ao entre seus nodos de processamento, cientistas da computac‚ ao tiveram que tirar o
sistema operacional do caminho com o objetivo de aumentar o desempenho da comunicac‚ ao em
agregados que utilizam ambientes de software de prop·osito geral. Os sistemas de comunicac‚ ao em
n·vel de usu·ario (User-Level Communication ou ULC) [19, 20, 21] sao amplamente empregados
na ·area de computac‚ ao de alto desempenho sobre agregados de PCs, o que pode ser considerado
a mais signicativa evidencia de que a utilizac‚ ao de software de prop·osito geral nao ·e tao efetiva
quanto a utilizac‚ ao de hardware de prop·osito geral nessa ·area.
Sistemas ULC sao sistemas de comunicac‚ ao que permitem que a interface de rede seja aces-
sada diretamente pela aplicac‚ ao, sem a intervenc‚ ao do sistema operacional. Tecnologias de rede
modernas provem taxas de transmissao que chegam a ordem dos gigabits por segundo e latencia
na ordem dos microsegundos, o que faz com que as chamadas de sistema utilizadas por sistemas
15
de comunicac‚ ao tradicionais no envio e recebimento de mensagens sejam mais dispendiosas do
que a transferencia de mensagens em si. Sistemas ULC geralmente utilizam o sistema operacional
apenas na etapa de inicializac‚ ao do sistema, onde a interface de rede ·e inicializada e mapeada no
espac‚o de enderec‚amento da aplicac‚ ao e onde buffers especiais utilizados durante a comunicac‚ ao
sao alocados no espac‚o de enderec‚amento do sistema operacional. Al·em disso, algums sistemas
ULC utilizam o sistema operacional durante o processo de comunicac‚ ao para efetuar tarefas como
traduc‚ ao de enderec‚os l·ogicos para enderec‚os f·sicos e o tratamento de interrupc‚ oes, utilizadas por
alguns sistemas ULC para lidar com mensagens recebidas pela rede.
Sistemas ULC geralmente implementam um ou mais protocolos leves sobre o hardware de
comunicac‚ ao no lugar da cl·assica arquitetura em camadas que guiou o desenvolvimento de proto-
colos bastante difundidos como o Protocolo Internet (TCP/IP). O principal problema com arqui-
teturas de comunicac‚ ao convencionais ·e que nao existe um ·unico protocolo que seja ·otimo para
todas as aplicac‚ oes, pois cada aplicac‚ ao tem um conjunto espec·co de requisitos relacionados
a comunicac‚ ao. Os sistemas ULC permitem que as aplicac‚ oes acessem protocolos leves direta-
mente mas na maioria dos casos camadas middleware que encapsulam esses protocolos e provem
interfaces padrao, tais como PVM e MPI, sao utilizadas.
A principal vantagem relacionada a utilizac‚ ao de protocolos leves ·e a exibilidade e adaptabi-
lidade que um sistema de comunicac‚ ao baseado nesse tipo de protocolo apresenta [22]. Ao inv·es
de projetar um conjunto xo de protocolos que atenda as necessidades de uma ampla gama de
aplicac‚ oes, componentes que permitem selecionar, congurar e combinar protocolos leves pre-
viamente implementados sao utilizados. Esse paradigma oferece diversas vantagens, incluindo
a habilidade de criar novos servic‚os de comunicac‚ ao sob demanda e permitir que aplicac‚ oes ex-
perimentem com diferentes congurac‚ oes de protocolo de comunicac‚ ao, coletando m·etricas para
identicar a melhor congurac‚ ao para as suas necessidades.
2.3.3 O Projeto SNOW
O desenvolvimento de aplicac‚ oes paralelas nao ·e uma tarefa trivial. Al·em da complexidade
referente ao projeto e implementac‚ ao de qualquer aplicac‚ ao, o desenvolvedor de aplicac‚ oes para-
lelas tem que lidar com fatores inerentes aos ambientes paralelos, tais como sincronizac‚ ao e a maior
susceptibilidade a falhas relacionadas ao hardware. Ambientes de programac‚ ao paralela suportam
ao menos um dos paradigmas de programac‚ ao paralela existentes e tem como objetivo facilitar
a implementac‚ ao, depurac‚ ao e execuc‚ ao de aplicac‚ oes paralelas. Esses ambientes normalmente
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disponibilizam linguagens de programac‚ ao paralela, bibliotecas de func‚ oes, depuradores, anali-
sadores de desempenho e ferramentas para gerenciar os recursos do sistema computacional, que
provem soluc‚ oes para o escalonamento, a alocac‚ ao e o monitoramento de recursos de hardware e
software, tais como tempo de processamento, espac‚o de armazenamento e canais de comunicac‚ ao.
Devido a popularizac‚ ao dos agregados de PCs no cen·ario de computac‚ ao de alto desempenho,
diversos grupos de pesquisa tem se dedicado a projetar ambientes de programac‚ ao paralela para
essa plataforma. O fato de que a maioria dos agregados de PCs dispon·veis atualmente utiliza um
sistema operacional de prop·osito geral faz com que a maioria dos ambientes de programac‚ ao proje-
tados para esse tipo de arquitetura paralela sejam implementados como camadas middleware entre
o sistema operacional e as aplicac‚ oes. A principal vantagem em utilizar camadas middleware ·e
que as funcionalidades projetadas especicamente para aplicac‚ oes paralelas sao mantidas isoladas
do sistema operacional, facilitando a portabilidade dessas implementac‚ oes entre diversos sistemas
operacionais. Entretanto, camadas middleware sao respons·aveis por um impacto indesej·avel no
desempenho dos agregados, o que tem motivado diversos grupos de pesquisa a propor ambientes
de programac‚ ao paralela onde at·e mesmo o sistema operacional ·e projetado conforme os requisitos
das aplicac‚ oes e hardware paralelos.
O projeto SNOW, desenvolvido em parceria pela Universidade Federal de Santa Catarina
(UFSC), Universidade Federal do Rio Grande do Sul (UFRGS) e o instituto de pesquisa
Fraunhofer-FIRST na Alemanha, tem por objetivo desenvolver um ambiente de programac‚ ao que
possa suportar computac‚ ao paralela em agregados de PCs dedicados de forma eciente. Este am-
biente inclui um sistema operacional especializado e minimalista, contendo apenas as abstrac‚ oes e
servic‚os necess·arios para atender aos requisitos da aplicac‚ ao paralela em questao, que ·e gerado es-
pecicamente para cada aplicac‚ ao de acordo com os seus requisitos. Al·em disso, o sistema tamb·em
disponibiliza uma linguagem de programac‚ ao paralela baseada em C++ e ferramentas visuais de
gerenciamento para os recursos de hardware e software dispon·veis no sistema computacional.
Com o intuito de permitir que as aplicac‚ oes existentes sejam executadas no ambiente proposto, o
SNOW foi projetado de maneira a ser compat·vel com as interfaces padrao adotadas pela comuni-
dade de computac‚ ao paralela, como POSIX e MPI. Al·em disso, o ambiente de programac‚ ao pa-
ralela SNOW prove um sistema de comunicac‚ ao congur·avel e extens·vel, projetado de maneira a
permitir que as aplicac‚ oes paralelas possam contar com um ambiente de software de comunicac‚ ao
especializado. As pr·oximas sec‚ oes descrevem os componentes que fazem parte do ambiente de
programac‚ ao paralela SNOW.
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2.3.3.1 O Sistema Operacional EPOS
Sistemas operacionais congur·aveis sao um tema recorrente entre os pesquisadores de sistemas
operacionais [23]. O EPOS ·e um sistema operacional baseado em componentes que prove um con-
junto de mecanismos meta-programados e ferramentas de congurac‚ ao est·atica capazes de gerar
automaticamente um sistema operacional especializado para determinadas classes de aplicac‚ oes.
O sistema operacional EPOS foi desenvolvido de acordo com a metodologia de Projeto de Sistemas
Orientado a Aplicac‚ ao (AOSD) [24], uma metodologia que dene diretivas para a implementac‚ ao
de sistemas operacionais orientados a aplicac‚ ao. O sistema foi utilizado dentro do escopo do pro-
jeto SNOW com o objetivo de prover as aplicac‚ oes paralelas um ambiente de suporte em tempo de
execuc‚ ao minimalista e de alto desempenho.
O sistema operacional EPOS, acronimo para Embedded Parallel Operating System ou Sistema
Operacional Embarcado e Paralelo, foi desenvolvido com o objetivo de embutir o sistema operacio-
nal em aplicac‚ oes paralelas, disponibilizando uma camada de abstrac‚ ao espec·ca para o hardware
em uso e o conjunto de servic‚os necess·arios para a execuc‚ ao da aplicac‚ ao. O EPOS consiste em
um conjunto de componentes de software, fruto de uma extensa e detalhada an·alise do dom·nio
de computac‚ ao de alto desempenho, e um conjunto de ferramentas que permitem que esses com-
ponentes sejam combinados e congurados. A gura 2.3 apresenta diagrama relativo ao processo
de an·alise de dom·nio proposto pela metodologia AOSD, utilizado para gerar os componentes de
software que constituem o sistema operacional EPOS.
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Figura 2.3: Processo de ana´lise de domı´nio proposto pela metodologia AOSD [24].
Os componentes que constituem o EPOS sao chamados de Abstrac‚oes Independentes
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de Cen·ario e consistem em classes que implementam abstrac‚ oes plaus·veis em um sistema
de suporte em tempo de execuc‚ ao qualquer, tais como escalonamento, comunicac‚ ao entre pro-
cessos e sistema de arquivos. A principal caracter·stica das Abstrac‚oes Independentes
de Cen·ario ·e que os fatores relacionados a cen·arios espec·cos de aplicac‚ ao para esses com-
ponentes sao abstra·dos dos componentes e fatorados com t·ecnicas de Programac‚ ao Orientada a
Aspectos. Essa caracter·stica promove a reusabilidade desses componentes pois a mesma abstrac‚ ao
pode ser utilizada em uma variedade de cen·arios diferentes.
No EPOS, caracter·sticas de determinados cen·arios de utilizac‚ ao do sistema operacional
sao projetados como aspectos que sao aplicados as Abstrac‚oes Independentes de
Cen·ario. Adaptadores de Cen·ario sao agentes que encapsulam as Abstrac‚oes
Independentes de Cen·ario de maneira a intermediar suas interac‚ oes com componentes
dependentes de cen·ario. Adaptadores de Cen·ario funcionam de maneira similar aos we-
avers da AOP, mas ao contr·ario de uma ferramenta separada ou um pr·e-compilador, sao imple-
mentados atrav·es da utilizac‚ ao de template metaprogramming, o suporte que a linguagem C++
disponibiliza para metaprogramac‚ ao.
Congurac‚ ao ·e um fator muito importante no projeto do EPOS pois o principal objetivo do
sistema operacional ·e prover um ambiente de suporte em tempo de execuc‚ ao especializado para
cada aplicac‚ ao. EPOS utiliza um Reposit·orio de Configurac‚ao com informac‚ oes so-
bre cada uma das Abstrac‚oes Independentes de Cen·ario do sistema, atrav·es de clas-
ses Trait Template. Cada um desses reposit ·orios cont·em o conjunto de Caracter·sticas
Configur·aveis dispon·veis para a abstrac‚ ao correspondente.
Abstrac‚oes Independentes de Cen·ario sao organizadas em fam·lias que dis-
ponibilizam Interfaces Infladas: interfaces hipot·eticas que agregam o conjunto de
m·etodos disponibilizados por uma fam·lia de abstrac‚ oes. Aplicac‚ oes sao projetadas de acordo
com as Interfaces Infladas disponibilizadas pelo sistema e submetidas a ferramenta
Analyzer, que determina quais fam·lias de abstrac‚ oes foram utilizadas pela aplicac‚ ao. A
selec‚ ao e congurac‚ ao dos membros espec·cos de cada fam·lia a serem utilizados ·e delegada
ao Configurator, ferramenta autom·atica de congurac‚ ao que leva em considerac‚ ao as fun-
cionalidades disponibilizadas por cada membro da fam·lia, seu custo e tamb·em as informac‚ oes
contidas no Reposit·orio de Configurac‚ao com o objetivo de escolher o membro que
melhor satisfaz os requisitos da aplicac‚ ao no cen·ario atual. A ferramenta Generator trabalha
em conjunto com o compilador para gerar uma nova instancia de sistema operacional espec·co
para a aplicac‚ ao em questao. A gura 2.4 apresenta o processo de gerac‚ ao do EPOS.
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Figura 2.4: Processo de gerac¸a˜o do EPOS [24].
A heterogeneidade dos ambientes de hardware nos quais o EPOS pode ser utilizado ·e abs-
tra·da atrav·es dos Mediadores de Hardware [25], componentes projetados de acordo com
um contrato de interface pr·e-estabelecido entre o sistema operacional e os componentes de hard-
ware. Assim como as Abstrac‚oes Independentes de Cen·ario, os Mediadores
de Hardware tamb·em sao organizados em fam·lias e selecionados pelas ferramentas de
congurac‚ ao autom·atica do sistema operacional de acordo com as abstrac‚ oes utilizadas pela
aplicac‚ ao.
A arquitetura em componentes do EPOS associada aos mecanismos automatizados de
congurac‚ ao e gerac‚ ao disponibilizados pelo sistema permite que instancias especializadas de sis-
temas operacionais sejam geradas, baseado nos requisitos da aplicac‚ ao a ser suportada. Um sistema
operacional minimalista ·e gerado e todas as abstrac‚ oes que nao sao utilizadas pela aplicac‚ ao sao
deixadas de fora, contribuindo com o desempenho e diminuindo o tamanho do sistema.
2.3.3.2 Sistema de Comunicac¸a˜o
Um dos principais objetivos do projeto SNOW foi o estudo de soluc‚ oes inovativas para o pro-
jeto e implementac‚ ao de sistemas de comunicac‚ ao para agregados de PCs. De maneira a permitir
que instancias especializadas do sistema de comunicac‚ ao sejam utilizadas para atender especi-
camente os requisitos da aplicac‚ ao em questao e com o objetivo de facilitar a integrac‚ ao com o
sistema operacional EPOS, o sistema de comunicac‚ ao desenvolvido para o SNOW foi projetado
de acordo com as diretivas da metodologia de Projeto de Sistemas Orientado a Aplicac‚ ao. Nos
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pr·oximos cap·tulos as decisoes de projeto e implementac‚ ao referentes ao sistema de comunicac‚ ao
desenvolvido para o SNOW serao discutidas. O cap·tulo 3 descreve em detalhes a arquitetura do
sistema de comunicac‚ ao e o cap·tulo 4 apresenta uma implementac‚ ao desse sistema para a tecno-
logia de rede Myrinet.
2.3.3.3 Interfaces Padronizadas
A maioria dos agregados de PCs dispon·veis atualmente utiliza redes Ethernet para interconec-
tar os seus nodos de processamento. Entretanto, a utilizac‚ ao de tecnologias de rede mais modernas,
com menor latencia e maior largura de banda (Myrinet, SCI, QsNet e Inniband, entre outras) tem
se tornado cada vez mais comum. Embora todas as tecnologias de rede disponibilizem funci-
onalidades similares, tais como o envio e recebimento de mensagens ponto-a-ponto, cada uma
delas possue as suas pr·oprias peculiaridades e disponibiliza interfaces de programac‚ ao espec·cas.
Padroes como o MPI, padrao de facto para o paradigma de programac‚ ao paralela Troca de Men-
sagens, permitem que aplicac‚ oes paralelas possam ser utilizadas sobre diferentes tecnologias de
rede, desde que haja uma implementac‚ ao do padrao para a tecnologia de rede alvo.
As diferenc‚as entre a API que os sistemas operacionais disponibilizam para os programadores ·e
um problema que nao est·a restrito ao cen·ario de computac‚ ao de alto desempenho sobre agregados.
Com o objetivo de solucionar esse problema o instituto IEEE deniu o POSIX, uma s·erie de
padroes utilizados por desenvolvedores de sistemas operacionais e aplicac‚ oes com o objetivo de
promover a portabilidade. O POSIX (do ingles Portable Operating System Interface ou interface
port·avel para sistemas operacionais) dene interfaces padronizadas para diversos componentes de
um sistema operacional, tais como threads, shell e I/O.
De maneira a permitir que as aplicac‚ oes paralelas existentes possam ser suportadas pelo SNOW,
as interfaces padrao adotadas pela comunidade de computac‚ ao paralela sao suportadas pelo sis-
tema. O EPOS suporta o padrao POSIX nativamente e uma implementac‚ ao de MPI para o EPOS
[26] foi desenvolvida dentro do contexto do projeto SNOW. O padrao MPI foi implementado como
um conjunto de aspectos de cen·arios que leva o sistema de comunicac‚ ao do EPOS a se comportar
de acordo com os servic‚os previstos no padrao.
Suporte a outros padroes utilizados pela comunidade envolvida com computac‚ ao de alto de-
sempenho, tais como o PVM e o VIA, dever·a ser desenvolvido no futuro para que uma quantidade
maior de aplicac‚ oes paralelas possa ser suportada pelo SNOW.
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2.3.3.4 Ferramentas de Gerenciamento
Apesar dos esforc‚os de diversos grupos de pesquisas, o desenvolvimento de ferramentas de
gerenciamento para os recursos de hardware e software de agregados de PCs ainda est·a em sua
infancia e um padrao para esse tipo de ferramenta ainda nao emergiu [27]. O SNOW utiliza o sis-
tema CODINE [28] associado a outras ferramentas desenvolvidas dentro do contexto do projeto de
maneira a prover soluc‚ oes para a alocac‚ ao e o monitoramento de recursos de hardware e software
do sistema computacional.
O CODINE (do ingles COmputing in DIstributed Networked Environments ou computac‚ ao
em ambientes distribu·dos interconectados) ·e um sistema de gerenciamento de tarefas que permite
que os processadores que constituem um sistema computacional paralelo possam ser tratados como
uma ·unica m·aquina, para a qual o usu·ario pode submeter tarefas. O CODINE distribui essas tarefas
de forma balanceada entre os recursos do sistema computacional. O sistema pode ser controlado
atrav·es de uma interface gr·aca ou linha de comando.
2.3.3.5 Linguagem de Programac¸a˜o Paralela
A linguagem de programac‚ ao paralela adotada pelo SNOW ·e o DPC++ (Data Parallel C++)
[29], uma linguagem orientada a objetos baseada em C++ desenvolvida com o objetivo de supor-
tar programac‚ ao distribu·da. A DPC++ propoe um modelo de programac‚ ao distribu·do adequado
ao paradigma de orientac‚ ao a objetos, proporcionando, atrav·es da explorac‚ ao eciente do parale-
lismo de dados, um ambiente de desenvolvimento que une os recursos da programac‚ ao orientada
a objetos aos benef·cios do processamento distribu·do.
Capı´tulo 3
O Sistema de Comunicac¸a˜o Proposto
A utilizac‚ ao de ambientes de programac‚ ao paralela geralmente implica em um aumento consi-
der·avel no tr·afego de mensagens do sistema computacional. Al·em dos dados a serem processados
e dos resultados referentes ao processamento desses dados, o ambiente de programac‚ ao paralela
necessita que mensagens de controle sejam trocadas com os nodos de processamento com o obje-
tivo de avaliar fatores como a disponibilidade de recursos de hardware e o andamento das tarefas de
processamento. Como conseq¤uencia, o desempenho de um ambiente de programac‚ ao paralela est·a
intimamente relacionado a eciencia dos mecanismos de comunicac‚ ao empregados pelo sistema
computacional, especialmente no que se refere aos ambientes de programac‚ ao para agregados de
PCs.
Um dos fatores que tem um impacto consider·avel no desempenho de sistemas de comunicac‚ ao
tradicionais ·e a sua natureza monol·tica. Com o objetivo de esconder a complexidade das dife-
rentes redes f·sicas, sistemas de comunicac‚ ao tradicionais geralmente provem aos seus usu·arios
um conjunto xo de servic‚os e uma interface xa de acesso a esses servic‚os. Embora uma in-
terface xa de acesso aos servic‚os de um sistema de comunicac‚ ao seja um restric‚ ao necess·aria e
at·e mesmo ben·eca, diferentes aplicac‚ oes necessitam de diferentes combinac‚ oes de servic‚os de
comunicac‚ ao. Para algumas aplicac‚ oes, o conjunto de servic‚os providos por um determinado sis-
tema de comunicac‚ ao pode ser insuciente, problema comum que geralmente ·e contornado atrav·es
da utilizac‚ ao de camadas middleware que disponibilizam os servic‚os necess·arios mas degradam o
desempenho do sistema.
De fato, dois dos principais requisitos referentes ao projeto de sistemas de comunicac‚ ao mo-
dernos sao a extensibilidade e a congurabilidade. Sistemas de comunicac‚ ao extens·veis permitem
que novos servic‚os requisitados por uma determinada aplicac‚ ao sejam implementados de maneira
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eciente diretamente dentro do sistema de comunicac‚ ao, dispensando a utilizac‚ ao de camadas
middleware. A congurabilidade pode melhorar o desempenho da comunicac‚ ao permitindo que
servic‚os nao utilizados sejam desligados e outros aspectos relacionados a comunicac‚ ao, tais como
unidade m·axima de transmissao (MTU), tamanho dos buffers utilizados durante o envio e recebi-
mento de mensagens e at·e mesmo o algoritmo de comunicac‚ ao em si, sejam adaptados de acordo
com requisitos particulares.
O sistema de comunicac‚ ao proposto para o ambiente de programac‚ ao paralela SNOW ·e um
sistema extens·vel e congur·avel projetado especicamente para o dom·nio de computac‚ ao de alto
desempenho sobre agregados computacionais dedicados. Com o objetivo de prover software de
comunicac‚ ao especializado e de alto desempenho, esse sistema de comunicac‚ ao associa t·ecnicas de
projeto e implementac‚ ao consagradas por diversos sistemas ULC a um suporte meta-programado
respons·avel por gerar congurac‚ oes de protocolo especializadas de acordo com os requisitos das
aplicac‚ oes e as caracter·sticas da rede [5]. Ao inv·es de implementar um protocolo de comunicac‚ ao
monol·tico o sistema de comunicac‚ ao discutido nesse cap·tulo disponibiliza um conjunto de proto-
colos leves que podem ser utilizados, individualmente ou em conjunto, para atender aos requisitos
espec·cos das aplicac‚ oes e permite que novos protocolos sejam facilmente criados e adicionados
ao sistema sob demanda.
3.1 Arquitetura do Sistema de Comunicac¸a˜o
A arquitetura do sistema de comunicac‚ ao proposto para o ambiente de programac‚ ao paralela
SNOW possibilita que implementac‚ oes especializadas, e geralmente mais ecientes, sejam utili-
zadas para interagir com o hardware de rede enquanto servic‚os de comunicac‚ ao podem ser im-
plementados de maneira gen·erica. As entidades que compoem o sistema sao divididas em tres
tipos:
Nu´cleo Ba´sico: Uma abstrac‚ ao que implementa um algoritmo de comunicac‚ ao minimalista para
uma determinada tecnologia de rede. O N·ucleo B·asico dene Pontos de Ac‚ao
onde as Estrat·egias de Comunicac‚ao ativas sao invocadas em tempo de execuc‚ ao
com o objetivo de prover os servic‚os de comunicac‚ ao que elas implementam. N·ucleos
B·asicos sao dependentes da tecnologia de rede em uso, pois cada tecnologia de rede possui
recursos espec·cos que podem ser utilizados para aumentar o desempenho da comunicac‚ ao.
Estrate´gias de Comunicac¸a˜o: Componentes auto-contidos que implementam desde pequenas
24
modicac‚ oes no algoritmo de comunicac‚ ao at·e protocolos leves completos. Estrat·egias
de Comunicac‚ao podem ser gen·ericas, isto ·e, independentes da tecnologia de rede
f·sica sendo utilizada, ou especializadas, projetadas especicamente para uma determinada
tecnologia de rede. Estrat·egias de Comunicac‚ao gen·ericas podem combinar-se
com qualquer N·ucleo B·asico do sistema e Estrat·egias especializadas combinam-
se apenas com o N·ucleo B·asico correspondente.
Framework Meta-Programado: Respons·avel por disponibilizar mecanismos que permitem
selecionar, congurar e combinar diferentes Estrat·egias de Comunicac‚ao em
tempo de compilac‚ ao e por suportar as interac‚ oes entre o N·ucleo B·asico em
uso e as Estrat·egias de Comunicac‚ao ativas. Al·em disso, o Framework
Meta-Programado tamb·em implementa o reposit·orio de congurac‚ ao est·atica para o
sistema de comunicac‚ ao.
As pr·oximas sec‚ oes descrevem em detalhes as caracter·sticas dessas entidades e a gura 3.1
ilustra a interac‚ ao entre elas. A interac‚ ao entre os N·ucleos B·asicos e as Estrat·egias de
Comunicac‚ao foi inspirada nas id·eias de fatorac‚ ao de aspectos ortogonais ao dom·nio popu-
larizada pela Programac‚ ao Orientada a Aspectos (AOP), onde abstrac‚ oes podem agir em pontos
pr·e-denidos de uma determinada classe com o objetivo de adicionar funcionalidades ou mudar o
seu comportamento. Os Pontos de Ac‚ao denidos pelos N·ucleos B·asicos em seus al-
goritmos, que servem de interface entre as Estrat·egias de Comunicac‚ao e os N·ucleos
B·asicos, podem ser comparados com pointcuts, os pontos denidos para a aplicac‚ ao de aspectos
em uma determinada classe na AOP.
3.1.1 N·ucleo B·asico
Um N·ucleo B·asico de comunicac‚ ao consiste em uma implementac‚ ao minimalista de um
algoritmo de comunicac‚ ao para uma determinada tecnologia de rede f·sica. O principal objetivo
do N·ucleo B·asico ·e suportar os protocolos leves implementados pelas Estrat·egias de
Comunicac‚ao, contribuindo com a modularidade e portabilidade do sistema e conseq ¤uentemente
facilitando o processo de combinac‚ ao das Estrat·egias de Comunicac‚ao. De fato, se cada
uma dessas Estrat·egias re-implementasse todo o algoritmo de comunicac‚ ao seria imposs·vel
combin·a-las sem aumentar a complexidade, e possivelmente diminuir o desempenho, do sistema
como um todo.
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Figura 3.1: Interac¸a˜o entre as entidades que compo˜e o sistema de comunicac¸a˜o.
De maneira a facilitar o desenvolvimento das Estrat·egias de Comunicac‚ao, o
N·ucleo B·asico projetado para uma determinada tecnologia de rede deve ser extremamente
simples e altamente congur·avel. S·o o que ·e estritamente necess·ario para efetuar trocas de mensa-
gens entre dois nodos da rede ·e implementado no N·ucleo B·asico e at·e mesmo servic‚os b·asicos
como fragmentac‚ ao devem ser projetados como Estrat·egias de Comunicac‚ao para que
aplicac‚ oes que nao necessitam desses servic‚os possam deslig·a-los. Um N·ucleo B·asico
deve ser congur·avel pois determinadas Estrat·egias de Comunicac‚ao vao alterar carac-
ter·sticas do seu algoritmo com o objetivo de prover os servic‚os que implementam. Al·em disso, um
N·ucleo B·asico de comunicac‚ ao congur·avel permite que as aplicac‚ oes possam denir fatores
como MTU e tamanho dos buffers utilizados durante o envio e recebimento de mensagens.
Com o objetivo de prover as aplicac‚ oes um sistema de comunicac‚ ao de alto desempenho, o
N·ucleo B·asico deve ser o mais otimizado poss·vel. Essa ·e a principal motivac‚ ao por tr·as da
correlac‚ ao de um-para-um entre os N·ucleos B·asicos de comunicac‚ ao dispon·veis e as tecno-
logias de rede suportadas pelo sistema de comunicac‚ ao. Para cada tecnologia de rede suportada
um N·ucleo B·asico de comunicac‚ ao deve ser desenvolvido, utilizando as funcionalidades dis-
ponibilizadas especicamente por essa tecnologia de rede para extrair o m·aximo de desempenho
do hardware de comunicac‚ ao.
Uma outra responsabilidade importante do N·ucleo B·asico de comunicac‚ ao ·e denir a in-
terface de acesso ao sistema de comunicac‚ ao. Apesar de o sistema de comunicac‚ ao ser con-
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gur·avel, sua interface de acesso deve permanecer xa para facilitar a utilizac‚ ao e a interoperabili-
dade do sistema. Al·em disso, o N·ucleo B·asico ·e respons·avel por denir Pontos de Ac‚ao,
pontos no algoritmo de comunicac‚ ao onde os protocolos implementados pelas Estrat·egias
de Comunicac‚ao vao poder agir de maneira a prover os seus servic‚os. ·E importante obser-
var que os Pontos de Ac‚ao, assim como a implementac‚ ao do N·ucleo B·asico, vao va-
riar de acordo com a tecnologia de rede utilizada. Entretanto, Pontos de Ac‚ao relativamente
gen·ericos podem ser propostos:
Inicializac¸a˜o: Permite que as Estrat·egias de Comunicac‚ao ativas possam congurar-se
durante a etapa de inicializac‚ ao do N·ucleo B·asico.
Antes do envio: Agindo nesse ponto, uma determinada Estrat·egia pode por exemplo re-
implementar o algoritmo de envio da arquitetura b·asica de comunicac‚ ao.
Permitir envio: Esse Ponto de Ac‚ao pode ser utilizado para inviabilizar o envio de uma men-
sagem, caso exista algum problema com a criac‚ ao do quadro (frame) por exemplo.
Apo´s o envio: Uma Estrat·egia de Comunicac‚ao que prove entrega segura pode agir
nesse ponto com o objetivo de esperar por uma conrmac‚ ao do receptor e ativar o meca-
nismo de re-envio caso a conrmac‚ ao nao chegue.
Antes do recebimento: Pode ser utilizado para re-implementar o algoritmo de recebimento da
arquitetura b·asica ou para garantir que haja espac‚o nos buffers utilizados para o recebimento
de mensagens antes de iniciar o recebimento em um protocolo de controle de uxo.
Permitir recebimento: Utilizado para inviabilizar o recebimento de mensagens caso exista algum
problema, tal como espac‚o insuciente nos buffers de recebimento de mensagens.
Apo´s o recebimento: Na implementac‚ ao do servic‚o de entrega segura, esse Ponto de Ac‚ao
seria utilizado pela Estrat·egia de Comunicac‚ao para enviar uma conrmac‚ ao de
recebimento.
Finalizac¸a˜o: Permite que as Estrat·egias de Comunicac‚ao preparem-se para nalizar
sua execuc‚ ao, liberando toda a mem·oria alocada por exemplo.
Conforme mencionado anteriormente, a interac‚ ao entre N·ucleos B·asicos e
Estrat·egias de Comunicac‚ao foi inspirada em conceitos utilizados na Programac‚ ao
Orientada a Aspectos. De fato, os Pontos de Ac‚ao denidos pelos N·ucleos B·asicos em
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seus algoritmos sao bastante similares aos pointcuts utilizados por aspectos na AOP para interagir
com a classe alvo. A principal diferenc‚a entre os dois conceitos ·e o fato de os pointcuts da AOP
serem dendos atrav·es da utilizac‚ ao de uma linguagem especializada na pr·opria declarac‚ ao do
aspecto, de forma transparente para a classe na qual os aspectos vao agir, enquanto os Pontos
de Ac‚ao sao denidos explicitamente pelos N·ucleos B·asicos nos pontos de congurac‚ ao
presentes em seus algoritmos de comunicac‚ ao. Al·em disso, na maioria das linguagens que
suportam aspectos os pointcuts s·o podem ser denidos antes, depois ou ao redor (antes e depois)
de m·etodos de uma determinada classe. Os Pontos de Ac‚ao por outro lado podem ser
declarados por um determinado N·ucleo B·asico em qualquer parte de seu algoritmo de
comunicac‚ ao.
A gura 3.2 apresenta o uxograma correspondente ao algoritmo de comunicac‚ ao de um
N·ucleo B·asico hipot·etico. O N·ucleo B·asico passa por uma etapa de inicializac‚ ao e em
seguida ca em um estado de espera at·e que requisic‚ oes de envio ou recebimento de quadros sejam
efetuadas ou at·e que o sistema seja nalizado. O algoritmo de envio consiste em montar um quadro
com as informac‚ oes dispon·veis e em seguida copi·a-lo para a interface de rede, que se encarrega
de envi·a-lo. No recebimento, as informac‚ oes presentes no cabec‚alho do quadro sao analisadas e,
dependendo dos valores dos campos do cabec‚alho, o quadro ·e copiado para o buffer da aplicac‚ ao.
C·rculos sao utilizados no uxograma para representar os Pontos de Ac‚ao denidos por esse
N·ucleo B·asico em determinados pontos de seu algoritmo de comunicac‚ ao. Al·em disso, os
Pontos de Ac‚ao gen·ericos discutidos anteriormente estao indicados na gura.
3.1.2 Estrat·egias de Comunicac‚ao
Como mencionado anteriormente, Estrat·egias de Comunicac‚ao sao componentes
auto-contidos que implementam desde pequenas modicac‚ oes no algoritmo de comunicac‚ ao pro-
vido pelo N·ucleo B·asico em uso at·e protocolos leves completos. O termo auto-contido ·e utili-
zado para indicar que uma determinada Estrat·egias de Comunicac‚ao ·e respons·avel pela
implementac‚ ao completa de um determinado servic‚o de comunicac‚ ao, denindo os algoritmos a
serem utilizados tanto no envio quanto no recebimento de quadros.
O servic‚o implementado por uma determinada Estrat·egia de Comunicac‚ao deve ser
projetado de acordo com os Pontos de Ac‚ao que os N·ucleos B·asicos provem. A
decomposic‚ ao de servic‚os de comunicac‚ ao complexos em Estrat·egias exige mais esforc‚o
do que um projeto monol·tico, entretanto, conforme demonstrado pelas diversas aplicac‚ oes e tra-
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Figura 3.2: Fluxograma correspondente ao algoritmo de comunicac¸a˜o de um Nu´cleo Ba´sico hi-
pote´tico.
balhos de pesquisa que utilizam a metodologia de Programac‚ ao Orientada a Aspectos, algoritmos
complexos podem ser expressados atrav·es de abstrac‚ oes ortogonais a outras abstrac‚ oes do sistema.
Assim como os aspectos na AOP agem sobre m·etodos espalhados pelas diversas classes de um sis-
tema, as Estrat·egias de Comunicac‚ao vao agir nos Pontos de Ac‚ao denidos pelos
N·ucleos B·asicos, geralmente localizados antes e depois de eventos importantes no algoritmo
de comunicac‚ ao.
Estrat·egias de Comunicac‚ao podem ser restritas a um determinado N·ucleo
B·asico pois nem todos os N·ucleos B·asicos provem os mesmos Pontos de Ac‚ao. Se
uma determinada estrat·egia implementa algoritmos que agem em Pontos de Ac‚ao disponibi-
lizados apenas por um determinado N·ucleo B·asico, essa estrat·egia nao poder·a combinar-se
com outros N·ucleo B·asicos pois parte de sua implementac‚ ao estar·a inacess·vel. A denic‚ ao
de Pontos de Ac‚ao gen·ericos e a utilizac‚ ao de uma interface comum para os N·ucleos
B·asicos facilita a interoperabilidade entre Estrat·egias de Comunicac‚ao e N·ucleos
B·asicos, possibilitando que uma mesma implementac‚ ao para um determinado servic‚o de
comunicac‚ ao possa ser reutilizada em protocolos para diversas tecnologias de rede.
Cada Estrat·egia de Comunicac‚ao dene tres conjuntos de informac‚ oes necess·arias
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para prover um determinado servic‚o: a implementac‚ ao dos algoritmos relacionados ao servic‚o de
comunicac‚ ao, os atributos necess·arios para o armazenamento do estado referente a esses algorit-
mos e, al·em disso, todas as informac‚ oes que a Estrat·egia deseja adicionar ao cabec‚alho dos
quadros trocados por instancias do sistema de comunicac‚ ao. Essas informac‚ oes permitem que os
algoritmos no nodo emissor e no nodo receptor troquem informac‚ oes de controle entre si durante
a comunicac‚ ao.
3.1.3 Framework
O funcionamento do sistema de comunicac‚ ao ·e dividido em duas etapas distintas: funciona-
mento em tempo de compilac‚ ao e funcionamento em tempo de execuc‚ ao. Em tempo de compilac‚ ao
as Estrat·egias de Comunicac‚ao ativas sao agrupadas por um componente que percorre
o reposit·orio de congurac‚ ao e gera o Protocolo Composto, o protocolo de comunicac‚ ao
especializado a ser utilizado dinamicamente. O diagrama de ferrovias 3.3 ilustra o processo de
gerac‚ ao de uma instancia do sistema de comunicac‚ ao. Em tempo de execuc‚ ao o sistema de
comunicac‚ ao ·e constitu·do por apenas duas entidades: o N·ucleo B·asico correspondente a
tecnologia de rede em uso e o Protocolo Composto. O N·ucleo B·asico faz chamadas
a m·etodos do Protocolo Composto que por sua vez utiliza as implementac‚ oes disponibili-
zadas pelas Estrat·egias de Comunicac‚ao ativas com o objetivo de prover os diferentes
servic‚os de comunicac‚ ao que essas Estrat·egias implementam. Diferentes combinac‚ oes de
Estrat·egias podem ser utilizadas para congurar o processo de comunicac‚ ao.
Figura 3.3: Gerac¸a˜o de uma instancia do sistema de comunicac¸a˜o.
O Protocolo Composto tem acesso aos m·etodos e, conseq¤uentemente, ao estado do
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N·ucleo B·asico. A relac‚ ao entre o N·ucleo B·asico e o Protocolo Composto pode ser
vista como uma dupla agregac‚ ao, onde cada entidade possui uma referencia a outra. Em lingua-
gens que suportam essa construc‚ ao, as duas classes podem ser declaradas como friends ou package
protected, o que permite que o protocolo acesse os m·etodos protegidos do N·ucleo B·asico sem
quebra de encapsulamento. A gura 3.4 apresenta o diagrama de classes referente ao sistema de
comunicac‚ ao em tempo de execuc‚ ao.
Figura 3.4: Diagrama de classes referente ao sistema de comunicac¸a˜o em tempo de execuc¸a˜o.
O N·ucleo B·asico e o Protocolo Composto implementam uma variac‚ ao do padrao
de projeto Strategy [30], cuja estrutura est·a exemplicada na gura 3.5. O Strategy permite que
diferentes membros de uma fam·lia de algoritmos que implementa uma determinada funciona-
lidade possam ser utilizados em um dado contexto, modicando o contexto de acordo com as
suas implementac‚ oes. O sistema de comunicac‚ ao utiliza diferentes congurac‚ oes de Protocolo
Composto, variando de acordo com as Estrat·egias de Comunicac‚ao ativas, para modi-
car o comportamento do algoritmo de comunicac‚ ao do N·ucleo B·asico.
Figura 3.5: Diagrama de classes - Strategy [30].
A principal diferenc‚a entre a implementac‚ ao tradicional do Strategy e a implementac‚ ao uti-
lizada no sistema de comunicac‚ ao ·e o fato de as diferentes congurac‚ oes para o Protocolo
Composto serem geradas estaticamente por componentes meta-programados do Framework
31
do sistema de comunicac‚ ao. O fato de o Protocolo Composto ser gerado estatica-
mente apresenta a desvantagem de impossibilitar que o protocolo seja recongurado dina-
micamente. Entretanto, o Framework projetado para suportar a interac‚ ao entre N·ucleos
B·asicos e Estrat·egias de Comunicac‚ao pode ser facilmente estendido para suportar
uma implementac‚ ao tradicional do Strategy em conjunto com a implementac‚ ao est·atica. Nesse
cen·ario, o Protocolo Composto gerado em tempo de compilac‚ ao seria apenas a congurac‚ ao
inicial do sistema e poderia ser substitu·do por outras congurac‚ oes criadas dinamicamente.
Entretanto, por se tratar de um dom·nio onde os requisitos da aplicac‚ ao sao conhecidos antes
da gerac‚ ao do sistema operacional e com o objetivo de otimizar ao m·aximo a implementac‚ ao do
sistema de comunicac‚ ao, apenas a congurac‚ ao est·atica foi utilizada. Implementac‚ oes dinamicas
do Strategy utilizam polimorsmo que muitas vezes ·e menos eciente do que uma implementac‚ ao
nao-polim·orca. De fato, chamadas a m·etodos virtuais em C++, utilizadas na implementac‚ ao
de polimorsmo, podem ser at·e duas vezes mais dispendiosas do que chamadas a m·etodos nao
virtuais e at·e tres vezes mais caras do que atribuic‚ oes simples [31].
A combinac‚ ao de Estrat·egias tamb·em ·e executada em tempo de compilac‚ ao pelos compo-
nentes meta-programados do sistema de comunicac‚ ao. O Framework do sistema de comunicac‚ ao
agrupa o conjunto de Estrat·egias de Comunicac‚ao ativas em um componente que foi
projetado como uma variac‚ ao do padrao de projeto Composite, cuja estrutura geral pode ser ob-
servada na gura 3.6. O padrao de projeto Composite ·e utilizado para lidar com um conjunto de
objetos que implementam uma mesma interface como se fossem um s·o, agrupando o conjunto
de objetos em uma lista e utilizando-os para prover a soma de suas funcionalidades. Quando um
dos m·etodos do Composite ·e chamado, o Composite percorre os objetos adicionados a sua lista
chamando os m·etodos equivalentes.
Usualmente novos elementos podem ser adicionados ou removidos do Composite em tempo de
execuc‚ ao mas em diversas situac‚ oes o Composite ·e o resultado do processo de gerac‚ ao de um com-
ponente e nao vai ser alterado em tempo de execuc‚ ao. Com o objetivo de otimizar o desempenho do
Composite utilizado para agrupar as Estrat·egias, o Framework Meta-Programado do
sistema de comunicac‚ ao tira proveito de caracter·sticas especiais da linguagem de programac‚ ao
C++ para gerar parte do Protocolo Composto em tempo de compilac‚ ao, utilizando os
algoritmos disponibilizados pelas Estrat·egias de Comunicac‚ao ativas. Durante o
processo de gerac‚ ao do sistema os m·etodos do Protocolo Composto sao preenchidos
com as implementac‚ oes das estrat·egias ativas, evitando o atraso relacionado as chamadas de
m·etodos, geralmente virtuais, e ao percorrimento da lista utilizada para armazenar os obje-
32
Figura 3.6: Diagrama de classes - Composite [30].
tos nas implementac‚ oes dinamicas do Composite. ·E importante observar que quando uma
Estrat·egias ·e desativada ela nao vai adicionar nenhum atraso ao processo de comunicac‚ ao
pois desativar uma Estrat·egias signica instruir o Framework Meta-Programado do
sistema que o c·odigo para essa Estrat·egias nao seja gerado.
Assim como no caso do Strategy, a implementac‚ ao dinamica do Composite apresentaria a
vantagem de ser mais ex·vel. Entretanto, pelos mesmos motivos mencionado anteriormente,
o sistema de comunicac‚ ao disponibiliza apenas a implementac‚ ao est·atica mas permite que a
implementac‚ ao dinamica possa ser facilmente adicionada ao Framework.
3.2 Framework Meta-Programado do Sistema de
Comunicac¸a˜o
Metaprogramac‚ ao ·e uma tecnologia chave para o desenvolvimento de sistemas adapt·aveis
baseados em componentes. Metaprogramac‚ ao est·atica com templates C++ ·e uma forma de
metaprogramac‚ ao limitada ao processo de compilac‚ ao: o mecanismo de templates combinado
com algumas outras caracter·sticas da linguagem C++ permite a criac‚ ao de componentes que sao
resolvidos pelo compilador da linguagem. Esses componentes estaticamente meta-programados
podem ser utilizados para manipular as caracter·sticas dos componentes dinamicos do sistema e
esse ·e o princ·pio b·asico de funcionamento do sistema de comunicac‚ ao descrito nesse cap·tulo. O
Framework Meta-Programado utilizado pelo sistema de comunicac‚ ao utiliza componentes
meta-programados em conjunto com outras funcionalidades da linguagem C++ com o objetivo de
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prover mecanismos que permitem selecionar, congurar e combinar diferentes Estrat·egias
de Comunicac‚ao de maneira eciente.
Al·em disso, o reposit·orio de congurac‚ ao do sistema de comunicac‚ ao tamb·em foi implemen-
tado atrav·es da utilizac‚ ao de um recurso disponibilizado pela linguagem C++: classes template
trait. Classes trait, amplamente utilizadas para armazenar chaves de congurac‚ ao na Standard
Template Library (STL), podem ser vistas como pequenos componentes cujo prop ·osito ·e agrupar
informac‚ ao utilizada por outros componentes [31]. O princ·pio de funcionamento de um repo-
sit·orio de congurac‚ ao implementado atrav·es de classes trait ·e relativamente simples. Uma classe
trait com informac‚ oes de congurac‚ ao gerais para o sistema ·e implementada como uma classe
parametrizada. Para cada componente no sistema uma especializac‚ ao dessa classe com chaves
de congurac‚ ao espec·cas para esse componente ·e projetada. Para acessar sua congurac‚ ao,
um determinado componente passa o seu tipo como parametro de classe para o reposit·orio de
congurac‚ ao com o objetivo de identicar a classe trait respons·avel por armazenar as suas chaves
de congurac‚ ao.
Programac‚ ao Gerativa ·e uma t·ecnica que combina engenharia de dom·nio e metaprogramac‚ ao
com o objetivo de automatizar a criac‚ ao de componentes de software [32]. Alguns dos com-
ponentes tradicionais de Programac‚ ao Gerativa, mais especicamente a lista encadeada meta-
programada (NODE) e as estruturas de repetic‚ ao e gerac‚ ao de c·odigo (EFOR) e condic‚ ao (IF),
foram utilizados durante a implementac‚ ao do Framework Meta-Programado do sistema de
comunicac‚ ao. Sunder e Musser [33] utilizam t·ecnicas de meta-programac‚ ao similares as utilizadas
no desenvolvimento do componente descrito nessa sec‚ ao para implementar suporte a programac‚ ao
orientada a aspectos. Al·em dos mecanismos fornecidos pela linguagem C++, o projeto tamb·em
utilizou a biblioteca Boost, um framework meta-programado extens·vel que implementa funciona-
lidades equivalentes as da STL em tempo de compilac‚ ao.
3.2.1 Estrutura das Estrat·egias de Comunicac‚ao
O principal objetivo do Framework Meta-Programado disponibilizado pelo sistema
de comunicac‚ ao ·e suportar o desenvolvimento de novas Estrat·egias de Comunicac‚ao
e prover mecanismos que permitem combin·a-las em um ·unico componente, o Protocolo
Composto a ser utilizado em conjunto com um N·ucleo B·asico em tempo de execuc‚ ao. Fa-
zendo uma analogia entre a gerac‚ ao do Protocolo Composto e a construc‚ ao de uma casa, as
Estrat·egias de Comunicac‚ao poderiam ser vistas como os tijolos utilizados para cons-
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truir as paredes da casa e o Framework Meta-Programado como o respons·avel por denir o
lugar onde cada tijolo vai ser colocado e por xar esses tijolos em seus devidos lugares. A gura
3.7 exemplica a implementac‚ ao de uma Estrat·egia de Comunicac‚ao.
template < bool active >
class Example_Strategy: public Strategies_Interface
{
protected:
int attribute_1; // (1) Atributos necessa´rios para o funcionamento dos
// algoritmos referentes ao servic¸o de comunicac¸a˜o
public:
struct Header
{
field_1; // (2) Informac¸o˜es que esta Estrate´gia precisa adicionar
field 1; // ao cabec¸alho dos quadros durante a comunicac¸a˜o
};
template < class T >
static void init (T & context)
{
// (3) Co´digo para a inicializac¸a˜o da Estrate´gia
}
template < class T >
static void allow_send (T & context)
{
// (3) Co´digo que implementa o servic¸o de comunicac¸a˜o
}
template < class T >
static void allow_receive (T & context)
{
// (3) Co´digo que implementa o servic¸o de comunicac¸a˜o
}
};
template < >
class Example_Strategy < false >: public Strategy_Interface
{
public:
struct Header { // Vazio };
};
Figura 3.7: Exemplo de Estrate´gia de Comunicac¸a˜o.
·E importante observar que as classes utilizadas para denir as Estrat·egias de
Comunicac‚ao nao vao ser utilizadas da maneira convencional, ou seja, nao vao ser instanciadas
pelo sistema de comunicac‚ ao, e por isso apresentam algumas caracter·sticas especiais. Al·em disso,
os m·etodos denidos para uma determinada Estrat·egia de Comunicac‚ao sao est·aticos
(palavra chave static na declarac‚ ao do m·etodo) e inline (o corpo do m·etodo acompanha a
sua declarac‚ ao). Al·em disso, todos os m·etodos sao declarados como template (template <
class T >) e recebem como parametro uma referencia ao contexto relativo a chamada desse
m·etodo (T & context). Duas outras caracter·stica que chamam a atenc‚ ao no exemplo sao o
fato de a classe que representa a Estrat·egia de Comunicac‚ao receber um parametro de
classe que indica se a Estrat·egia est·a ou nao ativa (template < bool active >) e o
fato de uma especializac‚ ao da classe template existir para o caso de o parametro active possuir
35
o valor false. Al·em disso, todas as Estrat·egias de Comunicac‚ao sao especializac‚ oes
da classe Strategies Interface. Todas essas convenc‚ oes sao necess·aria para que o pro-
cesso de combinac‚ ao das Estrat·egias de Comunicac‚ao ativas seja desempenhado pelo
Framework Meta-Programado do sistema com a ajuda do compilador C++.
Devido ao fato de nao serem utilizadas atrav·es de instanciac‚ ao, as Estrat·egias
de Comunicac‚ao nao podem armazenar informac‚ oes relativas ao estado de seus algorit-
mos. Entretanto, a implementac‚ ao da maioria dos servic‚os de comunicac‚ ao vai necessi-
tar que informac‚ oes referentes ao estado dos algoritmos associados a esse servic‚o sejam ar-
mazenadas em algum lugar. A sec‚ ao 3.2.2 apresenta os mecanismos implementados pelo
Framework Meta-Programado do sistema de comunicac‚ ao respons·aveis pela combinac‚ ao
das Estrat·egias de Comunicac‚ao, esclarece a motivac‚ ao por tr·as das convenc‚ oes ado-
tadas para a denic‚ ao dessas Estrat·egia e explica como o estado de cada Estrat·egia
·e armazenado em tempo de execuc‚ ao. A ·unica responsabilidade das Estrat·egias de
Comunicac‚ao em relac‚ ao ao armazenamento de informac‚ oes referentes ao estado de seus algo-
ritmos ·e denir os atributos a serem utilizados para armazenar essas informac‚ oes (1) e acess·a-los
atrav·es de uma referencia recebida pelo protocolo composto.
No exemplo discutido anteriormente, dois campos vao ser adicionados ao cabec‚alho de cada
quadro durante a comunicac‚ ao com o objetivo de controlar o funcionamento dos algoritmos imple-
mentados pela Estrat·egia de Comunicac‚ao (2). Al·em disso, o servic‚o de comunicac‚ ao
implementado pela Estrat·egia deve ser projetado de acordo com os Pontos de Ac‚ao que
os N·ucleos B·asicos provem (3).
3.2.1.1 Criac¸a˜o de Estrate´gias de Comunicac¸a˜o
De maneira a simplicar o desenvolvimento de novas Estrat·egias de Comunicac‚ao,
o Framework Meta-Programado do sistema de comunicac‚ ao prove uma classe que serve
como interface para essas Estrat·egias. A classe Strategies Interface dene um con-
junto de m·etodos vazios que correspondem aos Pontos de Ac‚ao denidos pelo conjunto de
N·ucleos B·asicos suportados pelo sistema de comunicac‚ ao. Ou seja, sempre que um de-
terminado N·ucleo B·asico denir um novo Ponto de Ac‚ao, mesmo que esse Ponto de
Ac‚ao seja projetado especicamente para esse N·ucleo B·asico, um novo m·etodo vazio deve
ser adicionado a interface das Estrat·egias de Comunicac‚ao.
Diferente das implementac‚ oes tradicionais de interfaces em C++, classes geralmente chama-
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das de puramente abstratas, nas quais todos os m·etodos sao puramente virtuais, os m·etodos
da interface das Estrat·egias de Comunicac‚ao consistem em blocos vazios inline de-
clarados como m·etodos est·aticos. Essa ·e uma caracter·stica essencial para o funcionamento
do Framework Meta-Programado do sistema de comunicac‚ ao. Al·em de dicultar a
implementac‚ ao do Framework, declarar os m·etodos dessa interface como virtuais acarretaria
em atrasos desnecess·arios no funcionamento dinamico do sistema de comunicac‚ ao j·a que todas as
Estrat·egias de Comunicac‚ao vao ser resolvidas e combinadas estaticamente em tempo
de compilac‚ ao.
class Strategies_Interface
{
public:
template < class T >
static void init (T & context) { // Vazio }
template < class T >
static void before_receive (T & context) { // Vazio }
template < class T >
static void allow_receive (T & context) { // Vazio }
template < class T >
static void receive_completed (T & context) { // Vazio }
template < class T >
static void after_receive (T & context) { // Vazio }
template < class T >
static void before_send (T & context) { // Vazio }
template < class T >
static void allow_send (T & context) { // Vazio }
template < class T >
static void send_completed (T & context) { // Vazio }
template < class T >
static void after_send (T & context) { // Vazio }
template < class T >
static void finalize (T & context) { // Vazio }
};
Figura 3.8: Interface das Estrate´gias de Comunicac¸a˜o.
Conforme discutido na sec‚ ao anterior, todas as Estrat·egias de Comunicac‚ao decla-
ram uma heranc‚a p·ublica a interface das estrat·egias e redenem os m·etodos correspondentes aos
Pontos de Ac‚ao nos quais essas Estrat·egias vao agir. Todos os m·etodos nao redenidos
por uma determinada Estrat·egia sao herdados da interface, ou seja, todas as Estrat·egias
de Comunicac‚ao possuem m·etodos correspondentes a todos os Pontos de Ac‚ao denidos
pelo conjunto de N·ucleos B·asicos suportados pelos sistema de comunicac‚ ao. Entretanto,
a grande maioria desses m·etodos vai consistir em implementac‚ oes vazias herdadas da interface
das Estrat·egias. A gura 3.8 exemplica uma implementac‚ ao dessa interface, com m·etodos
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correspondentes aos Pontos de Ac‚ao gen·ericos denidos na sec‚ ao 3.1.1.
3.2.2 O Configurador de Protocolos e o Protocolo Composto
Como mencionado anteriormente, em tempo de execuc‚ ao o N·ucleo B·asico e o
Protocolo Composto implementam uma variac‚ ao do padrao de projeto strategy. A prin-
cipal diferenc‚a entre o mecanismo utilizado nesse sistema de comunicac‚ ao e a implementac‚ ao
tradicional do strategy ·e que o Framework Meta-Programado do sistema de comunicac‚ ao
gera o Protocolo Composto em tempo de compilac‚ ao, combinando as Estrat·egias de
Comunicac‚ao de acordo com as informac‚ oes contidas no reposit·orio de congurac‚ ao.
A combinac‚ ao das Estrat·egias ·e fruto da interac‚ ao entre duas classes do Framework
Meta-Programado: o Configurador de Protocolos e o Protocolo Composto.
O Configurador de Protocolos ·e um componente meta-programado respons·avel por
inicializar uma nova congurac‚ ao de Protocolo Composto para um determinado N·ucleo
B·asico de acordo com as informac‚ oes lidas do reposit·orio de congurac‚ ao. O Protocolo
Composto ·e uma classe meta-programada que ·e literalmente escrita pelo compilador C++
em tempo de compilac‚ ao, de acordo com os parametros fornecidos pelo Configurador de
Protocolos. Em tempo de compilac‚ ao o Configurador de Protocolos percorre
o reposit·orio de congurac‚ ao referente ao N·ucleo B·asico em questao e determina quais
Estrat·egias de Comunicac‚ao foram ativadas. As classes referentes as Estrat·egias
de Comunicac‚ao ativas sao utilizadas para inicializar uma nova congurac‚ ao de Protocolo
Composto que vai ser utilizada em tempo de execuc‚ ao. Todo o processo de selec‚ ao, congurac‚ ao
e combinac‚ ao est·atica de Estrat·egias de Comunicac‚ao est·a sumarizada na gura 3.9.
O Configurador de Protocolos estabelece o v·nculo entre um determinado N·ucleo
B·asico e as Estrat·egias de Comunicac‚ao que podem combinar-se com ele. Devido ao
fato de que Estrat·egias de Comunicac‚ao podem ser projetadas especicamente para um
determinado n·ucleo b·asico, um Configurador de Protocolos deve ser disponibilizado
para cada N·ucleo B·asico presente no sistema de comunicac‚ ao. Portanto, cada vez que um
novo N·ucleo B·asico ·e adicionado ao sistema de comunicac‚ ao um novo Configurador de
Protocolos espec·co para esse N·ucleo B·asico deve ser criado. Como a implementac‚ ao
de conguradores de protocolos ·e relativamente simples (gura 3.10) e a estrutura geral da
classe ·e a mesma para todos os N·ucleo B·asicos, variando apenas as Estrat·egias de
Comunicac‚ao que sao utilizadas, o fato de um novo congurador ter que ser criado para cada
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Figura 3.9: Selec¸a˜o, configurac¸a˜o e combinac¸a˜o de Estrate´gias em tempo de compilac¸a˜o.
N·ucleo B·asico nao chega a ser um problema. A complexidade relacionada a criac‚ ao dessa
classe ·e insignicante se comparada com a complexidade relacionada a denic‚ ao e implementac‚ ao
dos algoritmos referentes as Estrat·egias de Comunicac‚ao e ao N·ucleo B·asico.
Um Configurador de Protocolos recebe como parametro de classe o tipo referente
ao N·ucleo B·asico correspondente a esse congurador (1). Essa informac‚ ao ·e utilizada para
denir o reposit·orio de congurac‚ ao a ser utilizado (3) e tamb·em para inicializar o Protocolo
Composto (4), que precisa saber qual N·ucleo B·asico vai ser utilizado em tempo de execuc‚ ao.
template < class Baseline > // (1)
struct Protocol_Configurator
{
typedef Composite_Protocol <
// (2)
Node < Multicast_Strategy <Traits < Baseline >::MULTICAST>, // (3)
Node < Fragment_Strategy < Traits < Baseline >::FRAGMENT >,
Node < Flow_Control_Strategy < Traits < Baseline >::FLOW_CONTROL >,
Node < Reliable_Delivery_Strategy < Traits < Baseline >::RELIABLE_DELIVERY >
> > > >, Baseline // (4)
> Protocol;
};
Figura 3.10: Exemplo de Configurador de Protocolos.
Em tempo de compilac‚ ao, o Configurador de Protocolos cria uma lista encadeada
meta-programada onde os elementos de cada nodo sao as classes referentes as Estrat·egias
de Comunicac‚ao que podem combinar-se com o N·ucleo B·asico em uso (2). A ordem em
que essas classes sao adicionadas a lista encadeada ·e um fator importante pois dene a ordem de
ativac‚ ao das Estrat·egias de Comunicac‚ao em tempo de execuc‚ ao. Existem situac‚ oes
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onde a ativac‚ ao de um conjunto de Estrat·egias de Comunicac‚ao em uma ordem ar-
bitr·aria pode prejudicar o desempenho ou at·e mesmo inviabilizar completamente o processo de
comunicac‚ ao e por esse motivo a ordem de ativac‚ ao das Estrat·egias deve ser denida com
cuidado, levando-se em considerac‚ ao os algoritmos das Estrat·egias de Comunicac‚ao a
serem combinadas.
·E importante observar que a classe que o Configurador de Protocolos seleciona
para cada Estrat·egia de Comunicac‚ao depende da chave boleana correspondente a essa
Estrat·egia no reposit·orio de congurac‚ ao (3). Se a chave for denida com o valor verdadeiro,
indicando que essa determinada Estrat·egia est·a ativa, a implementac‚ ao real da Estrat·egia
·e adicionada a lista encadeada. Se a chave estiver denida com o valor falso, a implementac‚ ao
vazia que essa Estrat·egia de Comunicac‚ao dene ·e adicionada a lista encadeada. Se
a chave ou qualquer uma das classes utilizadas pelo Configurador de Protocolos nao
existir, um erro de compilac‚ ao ·e lanc‚ado.
Fica claro com a explicac‚ ao do funcionamento do Configurador de Protocolos
porque todas as classes referentes a Estrat·egias de Comunicac‚ao devem denir uma
especializac‚ ao para o caso de seu parametro de classe possuir o valor falso, conforme discutido
na sec‚ ao 3.2.1. Essa especializac‚ ao consiste em uma classe vazia, onde todos os m·etodos sao blo-
cos inline vazios herdados da interface das Estrat·egias, nenhum atributo ·e denido e nenhum
campo ·e adicionado ao cabec‚alho dos quadros. Essas classes vao ser adicionadas a lista encadeada
no lugar das Estrat·egias que nao foram ativadas, de maneira que nenhum c·odigo referente a
uma Estrat·egia que nao tenha sido ativada esteja presente no Protocolo Composto em
tempo de execuc‚ ao.
A classe Protocolo Composto aceita como parametros de classe uma lista con-
tendo as Estrat·egias de Comunicac‚ao ativas e o tipo referente ao N·ucleo B·asico
em uso (gura 3.11), ambos os parametros sao fornecidos pelo Configurador de
Protocolos. A lista de Estrat·egias de Comunicac‚ao vai ser utilizada pelo
Protocolo Composto para acessar os m·etodos, atributos e campos de cabec‚alho deni-
dos por essas Estrat·egias. O tipo referente ao N·ucleo B·asico ·e necess·ario pois existe
apenas uma classe Protocolo Composto para todas as combinac‚ oes de N·ucleo B·asico
e Estrat·egias de Comunicac‚ao poss·veis e essa classe precisa saber qual N·ucleo
B·asico est·a sendo utilizado.
Conforme pode ser observado na gura, o Protocolo Composto declara uma heranc‚a
p·ublica ao tipo RESULT denido pela classe Merge Strategies, uma classe parametrizada
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template < class List, class Baseline_Architecture >
class Composite_Protocol: public Merge_Strategies < List >::RESULT // (1)
Figura 3.11: Declarac¸a˜o da classe Protocolo Composto.
que recebe a lista encadeada de Estrat·egias de Comunicac‚ao como parametro (1). Essa
classe cria uma cadeia de heranc‚a entre todas as Estrat·egias de Comunicac‚ao presentes
na lista encadeada e associa ao tipo RESULT essa cadeia de heranc‚a. Ou seja, o Protocolo
Composto ·e uma sub-classe de todas as Estrat·egias de Comunicac‚ao denidas pelo
Configurador de Protocolos e conseq¤uentemente herda todos os atributos denidos por
essas Estrat·egias. Isso ·e necess·ario para que o estado do algoritmo das Estrat·egias de
Comunicac‚ao possa ser salvo em tempo de execuc‚ ao: as Estrat·egias em si nao tem estado,
mas denem atributos que sao herdados pelo Protocolo Composto que existe em tempo de
execuc‚ ao e portanto pode armazenar informac‚ oes referentes ao estado do algoritmos implemen-
tados por essas Estrat·egias. A gura 3.12 apresenta a implementac‚ ao da classe Merge -
Strategies. Note que essa classe utiliza os mecanismos de recursao e especializac‚ ao de tem-
plates para implementar uma cadeia de heranc‚a entre as classes na lista passada como parametro.
struct Empty_Class
{
};
struct _Empty_Class
{
};
template < int from, int to, class Class_List >
struct _Merge_Strategies
{
struct RESULT: public IF < Less::Compare < from, to >::RESULT,
typename Get < Class_List, from >::RESULT,
Empty_Class >::RESULT,
public IF < Less::Compare < from, to >::RESULT,
typename _Merge_Strategies < from + 1, to, Class_List >::RESULT,
_Empty_Class >::RESULT { };
};
template < class Class_List >
struct Merge_Strategies
{
struct RESULT: public IF < Less::Compare < 0, Length < Class_List >::RESULT >::RESULT,
typename Get < Class_List, 0 >::RESULT,
Empty_Class >::RESULT,
public IF < Less::Compare < 0, Length < Class_List >::RESULT >::RESULT,
typename _Merge_Strategies <
1, Length < Class_List >::RESULT, Class_List >::RESULT,
_Empty_Class >::RESULT { };
};
Figura 3.12: Implementac¸a˜o da classe Merge Strategies.
Um componente similar a Merge Strategies ·e utilizado para criar uma cadeia de heranc‚a
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entre os campos de cabec‚alho denidos pelas diferentes estrat·egias na lista encadeada criada pelo
Configurador de Protocolos. Esse cabec‚alho deve ser adicionado a cada um dos qua-
dros enviados pelo N·ucleo B·asico para que as estrat·egias de comunicac‚ ao ativas possam trocar
informac‚ oes entre o nodo emissor e o nodo receptor durante a comunicac‚ ao.
O Protocolo Composto dene os m·etodos a serem chamados pelos N·ucleos
B·asicos em seus Pontos de Ac‚ao. Assim como na interface das Estrat·egias de
Comunicac‚ao, m·etodos correspondentes a todos os Pontos de Ac‚ao denidos por todos
os N·ucleos B·asicos estao presentes no Protocolo Composto. Para cada m·etodo de-
nido pelo Protocolo Composto, a meta-func‚ ao Call Protocols, um mecanismo est·atico
de gerac‚ ao de c·odigo, ·e utilizada para percorrer a lista de Estrat·egias de Comunicac‚ao
ativas gerando c·odigo para a chamada de m·etodo correspondente de cada Estrat·egia de
Comunicac‚ao. Como todos os m·etodos denidos pelas Estrat·egias de Comunicac‚ao
sao declarados como inline, o compilador C++ substitui a chamada de m·etodo pelo corpo do
m·etodo na etapa de otimizac‚ ao, evitando o atraso associado a chamadas de m·etodos. A meta-
func‚ ao Call Protocols utiliza a estrutura de repetic‚ ao e gerac‚ ao de c·odigo EFOR e recebe
como parametro um Statement, uma classe utilizada para indicar qual o m·etodo a sendo cha-
mado. A gura 3.13 apresenta a implementac‚ ao dessa classe.
template < class Statement >
struct Call_Protocols
{
static void exec (Environment & context)
{
EFOR < 0, Less, Length < List >::RESULT, +1, Statement >::exec (context);
}
};
Figura 3.13: Implementac¸a˜o da meta-func¸a˜o Call Protocols.
Classes Statement correspondentes a cada um dos Ponto de Ac‚ao denido pelo con-
junto de N·ucleos B·asicos do sistema de comunicac‚ ao devem ser criadas de maneira a
permitir que o Protocolo Composto possa utilizar a meta-func‚ ao Call Protocols na
implementac‚ ao de seus m·etodos. Ou seja, para cada Ponto de Ac‚ao adicionado por um deter-
minado N·ucleo B·asico novos m·etodos tem que ser criados para interface das Estrat·egias,
discutida na sec‚ ao anterior, e para o Protocolo Composto e um novo Statement deve ser
implementado. A gura 3.14 apresenta a implementac‚ ao do Statement para o Ponto de
Ac‚ao de inicializac‚ ao.
De maneira a permitir que as Estrat·egias de Comunicac‚ao acessem o estado
dinamico do N·ucleo B·asico e dos algoritmos denidos por elas, cada m·etodo denido pe-
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struct Init
{
template < int i > struct Body
{
static void exec (Protocols_Environment & context)
{
Get < Protocols_List, i >::RESULT::init (context);
}
};
};
Figura 3.14: Implementac¸a˜o do Statement para o Ponto de Ac¸a˜o de inicializac¸a˜o.
las Estrat·egias recebe como parametro um objeto que armazena informac‚ oes referentes ao
contexto da chamada de m·etodo. Esse objeto ·e uma instancia da classe Protocols Context,
que possui uma referencia ao Protocolo Composto, utilizada por cada Estrat·egia para
acessar o estado dinamico de seus algoritmos, e uma referencia ao N·ucleo B·asico. Al·em
disso, essa classe possui outros atributos que sao utilizados para estabelecer um mecanismo
de comunicac‚ ao entre o N·ucleo B·asico, Protocolo Composto e Estrat·egias de
Comunicac‚ao, al·em da comunicac‚ ao entre as Estrat·egias de Comunicac‚ao ativas. A
gura 3.15 apresenta a implementac‚ ao da classe.
template < class Composite_Protocol, class Baseline_Architecture >
class Protocols_Context
{
public:
Composite_Protocol * protocol;
Baseline_Architecture * baseline;
int allow_send, allow_receive;
int send_completed, receive_completed;
unsigned int dst;
void * sbuf;
unsigned int slen;
unsigned int * src;
void * rbuf;
unsigned int * rlen;
void init (Composite_Protocol * protocol, Baseline_Architecture * baseline)
{
this->protocol = protocol;
this->baseline = baseline;
}
};
Figura 3.15: Implementac¸a˜o da classe Protocols Context.
·E importante observar que as Estrat·egias devem acessar os seus pr·oprios atributos atrav·es
da referencia ao Protocolo Composto obtida atrav·es do contexto passado como parametro a
cada um de seus m·etodos. Esse ·e um recurso que pode parecer estranho a primeira vista mas ·e
indispens·avel j·a que as Estrat·egias de Comunicac‚ao nao existem em tempo de execuc‚ ao.
A gura 3.16 apresenta os m·etodos denidos para o Protocolo Composto que corres-
pondem a alguns dos Pontos de Ac‚ao padrao. Note que em alguns m·etodos informac‚ oes sao
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salvas ou lidas do contexto passado por parametro para os m·etodos das Estrat·egias. Note
tamb·em que a func‚ ao meta-programada Call Protocols ·e utilizada para gerar o c·odigo para a
chamada dos m·etodos das Estrat·egias. Como esses m·etodos sao inline, o corpo dos m·etodos
vai substituir a chamada e no caso dos m·etodos vazios ·e como se esses nao existissem.
void init (Baseline_Architecture & user)
{
context.init (this, user);
Call_Protocols < typename Statements::Init >::exec(context);
}
void before_receive (unsigned int * src, void * buf, unsigned int * len)
{
context.src = src;
context.rbuf = buf;
context.rlen = len;
Call_Protocols < typename Statements::Get_Before_Receive >::exec(context);
}
int allow_receive ()
{
Call_Protocols < typename Statements::Get_Allow_Receive >::exec(context);
return context.allow_receive;
}
int receive_completed ()
{
Call_Protocols < typename Statements::Get_Receive_Completed >::exec(context);
return context.receive_completed;
}
void after_receive ()
{
Call_Protocols < typename Statements::Get_After_Receive >::exec(context);
}
Figura 3.16: Me´todos do Protocolo Composto.
Capı´tulo 4
Implementac¸a˜o Myrinet/EPOS
Com o objetivo de validar os conceitos apresentados no cap·tulo 3, o sistema de comunicac‚ ao
descrito foi implementado no ambiente de Programac‚ ao Paralela SNOW. O Framework
Meta-Programado do sistema de comunicac‚ ao foi integrado ao EPOS, o sistema operacio-
nal especializado utilizado no projeto SNOW, e um N·ucleo B·asico foi desenvolvido para a
tecnologia de rede Myrinet, a System Area Network que interconecta os nodos do SNOW. Al·em
disso, aplicac‚ oes que implementam o benchmark Ping-Pong foram desenvolvidas para o EPOS e
Estrat·egias de Comunicac‚ao que implementam protocolos leves para controle de uxo,
entrega segura e fragmentac‚ ao foram projetadas e implementadas.
As pr·oximas sec‚ oes discutem os detalhes referentes a essas implementac‚ oes, concentrando-se
na arquitetura do N·ucleo B·asico Myrinet e no desempenho dos protocolos leves desenvolvi-
dos. Os detalhes referentes a integrac‚ ao do sistema de comunicac‚ ao com o sistema operacional
EPOS tamb·em sao abordados.
4.1 A Tecnologia de Rede Myrinet
Com o objetivo de compreender o projeto e a implementac‚ ao do N·ucleo B·asico desenvol-
vido para a tecnologia de rede Myrinet ·e preciso entender as caracter·sticas dessa tecnologia de
rede. A Myrinet, fabricada pela empresa Myricom e padronizada pelo instituto ANSI sob a norma
Myrinet-on-VME Protocol Specication [34], consiste em uma System Area Network (SAN) onde
cada nodo possui uma interface de rede Myrinet conectada ao seu barramento de entrada e sa·da.
A interface de rede ·e utilizada, em conjunto com links e switches de alto desempenho e com
baix·ssimas taxas de erro, para interconectar os nodos da SAN entre si. Em 2005, cerca de 28%
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dos 500 sistemas computacionais de alto desempenho mais ecientes do mundo utilizam redes
Myrinet para interconectar os seus processadores (gura 4.1).
Figura 4.1: Tecnologias de interconexa˜o utilizadas pelos 500 supercomputadores mais eficientes do mundo
[2].
4.1.1 Estrutura dos Quadros e Mecanismos de Roteamento
O padrao Myrinet dene quadros de tamanho vari·avel que podem encapsular outros pacotes,
incluindo pacotes IP e quadros Ethernet, sem a necessidade de utilizar camadas de adaptac‚ ao.
Cada quadro ·e identicado por um tipo espec·co, o que permite que diversos protocolos de enlace
Myrinet possam transmitir quadros concorrentemente em uma mesma SAN. A gura 4.2 apresenta
a estrutura de um quadro Myrinet, como denida no padrao ANSI.
Figura 4.2: Estrutura de um quadro Myrinet [34].
O cabec‚alho de um quadro Myrinet ·e constitu·do pelo campo Source Route, onde os bytes de
roteamento do quadro sao denidos, e pelo campo Packet Type, que identica o tipo associado ao
quadro. O tamanho do cabec‚alho varia de acordo com a quantidade de bytes de roteamento, que
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depende do n·umero de switches Myrinet no caminho entre o nodo transmissor e o nodo receptor.
Durante o roteamento, cada switch por onde um quadro passa remove o primeiro byte de rotea-
mento do quadro e o encaminha para a porta indicada nesse byte, se essa porta estiver livre. Caso
a porta se encontre bloqueada ou ocupada o quadro ·e armazenado at·e a liberac‚ ao da porta ou at·e
o nal de um per·odo de espera que pode ser congurado (veja controle de uxo Backpressure na
sec‚ ao 4.1.3).
Se a porta destino especicada pelos bytes de roteamento de um quadro estiver livre, o switch
Myrinet vai encaminhar esse quadro assim que o byte de roteamento ·e decodicado, mesmo que
o quadro nao tenha sido recebido inteiramente. Esse mecanismo ·e chamado de Wormhole Routing
e ·e utilizado para aumentar o desempenho do roteamento. O bit mais signicativo de cada um
dos bytes de roteamento deve obrigatoriamente possuir o valor 1, o que permite que os switches
identiquem problemas de roteamento ou de criac‚ ao de cabec‚alho e descartem quadros erroneos.
O campo Packet Type ·e utilizado para identicar o protocolo de enlace respons·avel por tratar
o quadro. Esse campo ·e constitu·do por 4 bytes e o bit mais signicativo do primeiro desses
bytes deve obrigatoriamente possuir o valor 0. Apesar de o cabec‚alho de um quadro Myrinet
nao ter tamanho denido ·e sempre poss·vel identicar o campo Packet Type pelo valor do bit
mais signicativo do seu primeiro byte, cujo valor difere dos bits mais signicativos dos bytes de
roteamento.
O formato e interpretac‚ ao do campo Payload de um quadro Myrinet dependem dos protocolos
denidos para os dados sendo transportados. Geralmente o campo Payload ·e utilizado para encap-
sular mensagens de outros protocolos que denem os seus pr ·oprios cabec‚alhos, como por exemplo
quadros Ethernet ou pacotes IP, e por esse motivo o cabec‚alho de um quadro Myrinet possui o for-
mato simplicado descrito anteriormente. O campo Trailer cont·em o Cyclic-Redundancy-Check
de 8 bits (CRC-8) referente aos outros bytes que constituem o quadro. O CRC-8 identica quadros
cujos dados foram corrompidos por falhas no hardware de comunicac‚ ao.
·E importante observar que as t·ecnicas de roteamento utilizadas pela tecnologia de rede Myrinet,
apesar de ecientes, apresentam uma desvantagem em relac‚ ao a t·ecnicas mais simples como a
utilizada por switches Ethernet: o hardware de comunicac‚ ao nao suporta mensagens broadcast.
De fato, as implementac‚ oes ecientes de broadcast e multicast para a tecnologia de rede Myrinet
sao bastante complexas e tem sido um tema de pesquisa bastante ativo [35, 36].
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4.1.2 Topologia
A topologia de uma rede Myrinet pode ser vista como um grafo conectado e nao-direcionado,
onde as interfaces de rede e os switches constituem os v·ertices e as ligac‚ oes entre interfaces e
switches constituem as arestas. Qualquer combinac‚ ao de v·ertices e arestas ·e v·alida desde que o
grafo permanec‚a conectado. O grafo pode conter ciclos, o que ·e recomendado para redes de grande
porte pois os diversos caminhos redundantes para os nodos da rede representados pelos ciclos
permitem que esses nodos sejam acess·veis mesmo em caso de falhas no hardware de comunicac‚ ao.
A gura 4.3 apresenta exemplos de poss·veis topologias para uma rede Myrinet. A topologia A ·e
a menor topologia poss·vel, contendo apenas dois nodos ligados entre si atrav·es de suas interfaces
de rede.
Figura 4.3: Possı´veis topologias em uma SAN Myrinet.
4.1.3 Placa de Interface de Rede (NIC)
A NIC Myrinet ·e um dispositivo de comunicac‚ ao program·avel, implementado em torno de um
processador de rede, que serve como interface a uma SAN Myrinet. Cada interface de rede Myrinet
possui de 2 a 4 MB de mem·oria SRAM, dependendo do modelo, e um conjunto de tres contro-
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ladores de DMA respons·aveis pela transmissao de dados entre host, NIC e SAN. Al·em disso, as
interfaces Myrinet disponibilizam um processador RISC embarcado respons·avel por executar um
programa de controle que ·e chamado de Myrinet Control Program (MCP). O MCP pode ser uti-
lizado pelos desenvolvedores de protocolos para implementar servic‚os de comunicac‚ ao variados
que sao executados pelo processador da interface de rede, aliviando o host da carga de proces-
samento relacionado aos servic‚os de comunicac‚ ao. ·E importante observar que o processador da
interface de rede Myrinet ·e muito simples e normalmente apresenta um desempenho inferior ao
processador utilizado pelo host. Por esse motivo, o MCP empregado em um determinado sis-
tema de comunicac‚ ao deve ser projetado com cautela pois adicionar apenas algumas instruc‚ oes no
caminho cr·tico do algoritmo de comunicac‚ ao pode impactar o desempenho do sistema.
A tecnologia de rede Myrinet exige que todos os quadros enviados ou recebidos por um nodo
passem pela mem·oria SRAM da interface de rede, pois os controladores de DMA respons·aveis
pelo envio e recebimento de quadros s·o tem acesso a mem·oria da NIC. Al·em disso, a mem·oria
SRAM da interface de rede ·e utilizada para armazenar o MCP e todas as estruturas de dados
utilizadas durante a comunicac‚ ao, como por exemplo as estruturas utilizadas pelo controlador de
DMA respons·avel pela transferencia de dados entre host e NIC.
Em uma rede Myrinet existem duas maneiras de transferir dados da mem·oria principal do
host para a mem·oria da interface de rede e vice-versa: Programmed I/O (PIO) e o controlador de
DMA Host/NIC da interface de rede Myrinet. Fatores como a utilizac‚ ao de write-combining
[37], o atraso associado a inicializac‚ ao de um DMA e o fato de que para cada DMA Host/NIC
pelo menos 24 bytes referentes a estrutura de controle de operac‚ oes de DMA tem que ser escritos
na mem·oria SRAM da interface de rede faz com que PIO seja mais eciente do que DMA para
transferencia de quadros pequenos entre a mem·oria principal do host e a mem·oria da NIC. Al·em
disso, devido ao fato de operar com enderec‚os f·sicos, fatores como a traduc‚ ao de enderec‚os l·ogicos
para enderec‚os f·sicos e o swapping da mem·oria para o disco r·gido tem que ser observados durante
as operac‚ oes de DMA.
A gura 4.4 apresenta o atraso associado aos dois mecanismos de transmissao de dados entre
host e interface de rede em um nodo de rede Myrinet. A transferencia de dados da mem·oria da
NIC para a mem·oria principal do host ·e sempre mais eciente se for feita atrav·es do controlador
de DMA j·a que leituras efetuadas utilizando PIO apresentam um desempenho inferior em relac‚ ao
a escritas que utilizam PIO [38, 37].
Os tres controladores de DMA disponibilizados pela interface de rede Myrinet sao chamados
de Net-Send, respons·avel por injetar quadros na rede, Net-Receive, respons·avel por consu-
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Figura 4.4: Atraso associado aos dois mecanismos de transmissa˜o de dados entre host e interface de rede
Myrinet.
mir quadros recebidos da rede e Host/NIC, respons·avel pela transferencia de dados entre host e
interface de rede. Esses controladores de DMA podem ser programados para trabalhar em paralelo
com o objetivo de aumentar o desempenho da comunicac‚ ao. O n·umero de operac‚ oes de DMA
que podem ser executadas em paralelo ·e limitado apenas pela restric‚ ao no n·umero de acessos a
mem·oria SRAM da interface de rede em cada ciclo de rel ·ogio. A NIC Myrinet impoe uma ordem
de prioridade para esses acessos: host, atrav·es de Programmed I/O ou atrav·es do controlador de
DMA Host/NIC, o controlador de DMA Net-Receive, o controlador de DMA Net-Send e
o processador da interface de rede. A gura 4.5 apresenta o diagrama de blocos de uma NIC Myri-
net. Os controladores de DMA respons·aveis pela interface com a SAN Myrinet estao localizados
no bloco Packet Interface e o controlador respons·avel pela transferencia de dados entre a mem·oria
do host e a mem·oria da placa est·a localizado no bloco PCIDMA chip.
Figura 4.5: Diagrama de blocos de uma interface de rede Myrinet [34].
Assim como a grande maioria das interfaces de rede Ethernet, as NICs Myrinet conectam-se ao
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barramento PCI ou SBUS do host e podem ser conguradas para trabalhar tanto em barramentos
de 32 bits quanto em barramentos de 64 bits, com freq¤uencias que variam de 33 MHz a 200 MHz
[39]. A gura 4.6 exibe a arquitetura de um nodo em uma SAN Myrinet.
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Figura 4.6: Arquitetura de um nodo em uma SAN Myrinet.
A tecnologia de rede Myrinet apresenta diversas outras funcionalidades que podem ser explo-
radas para aumentar o desempenho da comunicac‚ ao:
Cadeias de DMA Host/NIC: O controlador de DMA Host/NIC utiliza estruturas de controle
lidas da mem·oria SRAM da interface de rede para coordenar as operac‚ oes de transferencia
de dados entre a mem·oria principal do Host e a mem·oria da NIC. Novas requisic‚ oes de trans-
ferencia de dados podem ser encadeadas na mem·oria da interface de rede, permitindo que as
operac‚ oes de DMA entre Host e NIC sejam efetuadas assincronamente pelo controlador de
DMA.
Mecanismo de Doorbell implementado em hardware: A NIC Myrinet prove um mecanismo
que permite que os dados escritos pelo host em qualquer ·area de uma regiao de I/O es-
pec·ca, chamada de regiao de Doorbell, sejam armazenados em uma la FIFO circular na
mem·oria da interface de rede. O enderec‚o de I/O utilizado pelo host para acionar o meca-
nismo de Doorbell tamb·em ·e armazenado nessa la circular.
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Controle de fluxo Backpressure: Controle de uxo ponto-a-ponto empregado pela rede Myrinet
que faz com que o nodo emissor espere por um per·odo pr·e-determinado de tempo at·e que o
nodo receptor esteja dispon·vel para receber a mensagem. O tempo m·aximo de espera, que
pode ser congurado dinamicamente por software, ·e utilizado para prevenir deadlocks na
rede. Se o nodo receptor nao estiver apto a receber o quadro e o tempo de espera se encerrar,
o quadro ·e truncado ou a interface de rede do nodo receptor ·e re-inicializada.
4.2 Nu´cleo Ba´sico Myrinet
Simplicidade e alto desempenho foram os dois principais requisitos que nortearam o projeto
do N·ucleo B·asico para a tecnologia de rede Myrinet. Alto desempenho ·e uma caracter·stica
imprescind·vel pois as diversas Estrat·egias de Comunicac‚ao que se combinam com o
N·ucleo B·asico aumentam a complexidade, e conseq¤uentemente afetam o desempenho, do al-
goritmo de comunicac‚ ao. Se o N·ucleo B·asico nao disponibilizasse um desempenho aceit·avel
a utilizac‚ ao de Estrat·egias com o objetivo de prover os servic‚os de comunicac‚ ao requisita-
dos pelas aplicac‚ oes seria invi·avel. A simplicidade do N·ucleo B·asico Myrinet, al·em de ser
um dos fatores que contribuem com o desempenho do sistema, facilita o projeto e implementac‚ ao
de Estrat·egias de Comunicac‚ao. De fato, a implementac‚ ao da maioria dos servic‚os de
comunicac‚ ao foi deixado de fora do N·ucleo B·asico Myrinet, o que permite que uma ampla
gama de Estrat·egias de Comunicac‚ao seja desenvolvida. Como as Estrat·egias de
comunicac‚ ao podem ser adicionadas ou removidas do sistema de comunicac‚ ao de acordo com os
requisitos das aplicac‚ oes, o fato de o N·ucleo B·asico delegar a implementac‚ ao de diversos
servic‚os de comunicac‚ ao as Estrat·egias contribui com a congurabilidade do sistema.
4.2.1 Arquitetura
Um dos fatores respons·aveis pela degradac‚ ao do desempenho de sistemas de comunicac‚ ao
tradicionais ·e o n·umero excessivo de c·opias durante o envio e o recebimento de mensagens. O
N·ucleo B·asico desenvolvido para a tecnologia de rede Myrinet foi projetado de maneira a
utilizar um n·umero reduzido de c·opias durante o envio e recebimento de quadros. Al·em disso,
um mecanismo que leva em considerac‚ ao o tamanho do quadro ·e empregado para efetuar a trans-
ferencia de dados entre a mem·oria principal do host e a mem·oria SRAM da NIC. Em transferencias
do host para a NIC, PIO ·e utilizado para quadros pequenos e DMA ·e utilizado para quadros gran-
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des. O tamanho que caracteriza um quadro pequeno ·e congur·avel e pode ser re-denido dinami-
camente. Devido ao fato de operac‚ oes PIO s·o poderem se efetuadas pelo host, e ao desempenho
nao satisfat·orio de leituras efetuadas atrav·es de PIO, o controlador de DMA ·e utilizado em todas
as transferencias de dados da NIC para o host. A gura 4.7 apresenta um diagrama referente ao
N·ucleo B·asico projetado para a tecnologia de rede Myrinet, destacando as estruturas de da-
dos utilizadas pelo nodo transmissor e o nodo receptor, assim como as c ·opias de quadros durante
o processo de comunicac‚ ao [4].
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Figura 4.7: Estruturas de dados e co´pias de quadros no Nu´cleo Ba´sico Myrinet.
A mem·oria SRAM disponibilizada pela interface de rede Myrinet ·e utilizada para armazenar
a maioria dos buffers utilizados durante o envio e recebimento de mensagens. Send Ring e
Receive Ring sao buffers circulares onde os quadros sao armazenados para que possam ser
acessados pelo controlador de DMA respons·avel pela transmissao da NIC para a rede e vice-versa.
Rx DMA Requests e Tx DMA Requests sao cadeias circulares de estruturas de dados res-
pons·aveis pelo controle dos processos de DMA entre host e NIC no envio e no recebimento de
mensagens. Rx FIFO Queue e Tx FIFO Queue sao las First-In-First-Out circulares utili-
zadas pelo processador do host e pelo processador da NIC Myrinet para sinalizar um para o outro a
chegada de um novo quadro. A escolha do tamanho desses buffers, fator que pode afetar o desem-
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penho da comunicac‚ ao, depende das caracter·sticas da aplicac‚ ao, do sistema operacional em uso
e das Estrat·egias de Comunicac‚ao ativas. O N·ucleo B·asico Myrinet foi projetado
de maneira a permitir que o tamanho de todas as estruturas utilizadas durante a comunicac‚ ao seja
dinamicamente congur·avel.
Para cada quadro a ser transmitido durante o processo de comunicac‚ ao, o emissor utiliza PIO
para preencher uma das entradas na cadeia de blocos de controle de DMA Tx DMA Requests
(para quadros grandes) ou para copiar o quadro diretamente para o buffer circular Send Ring
na mem·oria SRAM da NIC (para quadros pequenos). A seguir, o emissor aciona o mecanismo de
Doorbell da interface de rede com o objetivo de criar uma nova entrada na la circular Tx FIFO
Queue, sinalizando para o MCP que um novo quadro deve ser enviado. Para quadros grandes,
a transferencia entre Host e NIC ·e feita pelo controlador de DMA Host-NIC (1) e o quadro ·e
enviado pelo MCP assim que a operac‚ ao de DMA acaba (2). Quadros pequenos sao enviados
assim que o mecanismo de Doorbell ·e acionado, pois nesse momento o quadro j·a foi copiado para
a mem·oria da interface de rede.
Uma operac‚ ao similar acontece durante a recepc‚ ao de quadros: quando um quadro chega
atrav·es da SAN, o MCP se encarrega de recebe-lo e criar uma nova entrada na Rx DMA
Requests, informando ao controlador de DMA que um novo quadro deve ser transferido para
a mem·oria do host. Esse quadro ·e copiado assincronamente (3) para um buffer tempor·ario na
mem·oria principal do host, o Staging Buffer, e ca armazenado l·a at·e que a aplicac‚ ao esteja
pronta para recebe-lo. A utilizac‚ ao do Staging Buffer simplica bastante o funcionamento
do N·ucleo B·asico Myrinet pois permite que quadros recebidos sem a solicitac‚ ao da aplicac‚ ao
sejam tratados pelo MCP, dispensando a utilizac‚ ao de interrupc‚ oes. Al·em disso o Staging
Buffer aumenta a exibilidade do sistema permitindo que protocolos leves possam executar
ac‚ oes logo ap·os o recebimento dos quadros e antes que o quadro seja liberado para a aplicac‚ ao.
Uma c·opia extra, entre o Staging Buffer e o buffer da aplicac‚ ao (4), ·e adicionada ao algo-
ritmo de comunicac‚ ao, um prec‚o pequeno a se pagar se comparado com o atraso associado ao
tratamento de interrupc‚ oes.
·E importante observar que o N·ucleo B·asico tira proveito do fato de que as transferencias
Host/NIC e NIC/SAN podem ser efetuadas concorrentemente tanto no envio quanto no recebi-
mento de quadros para aumentar o desempenho da comunicac‚ ao. A tecnologia de rede Myrinet
permite que at·e quatro operac‚ oes de DMA sejam efetuadas ao mesmo tempo: duas transferencias
entre a mem·oria principal do host e a mem·oria da NIC, uma no nodo emissor e uma no nodo recep-
tor, e duas transferencias entre a rede e a mem·oria SRAM da NIC, novamente uma em cada um dos
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nodos envolvidos na comunicac‚ ao. Essa caracter·stica permite que um pipeline de comunicac‚ ao
possa ser implementado quando diversos quadros estao sendo transmitidos entre dois nodos em
uma SAN Myrinet. Diversos sistemas de comunicac‚ ao para redes Myrinet tiram proveito dessa ca-
racter·stica utilizando mecanismos inteligentes de fragmentac‚ ao para garantir que todos os est·agios
do pipeline sao saturados durante a transferencia de mensagens grandes entre dois nodos [40, 41].
4.2.2 O MCP do N·ucleo B·asico Myrinet
Como visto na sec‚ ao anterior, o processador da interface de rede desempenha um papel fun-
damental no algoritmo de comunicac‚ ao do N·ucleo B·asico Myrinet, sendo respons·avel pela
execuc‚ ao de grande parte das tarefas referentes ao envio e recebimento de quadros. De fato, apesar
de trabalharem assincronamente, o processador do host e o processador da interface de rede My-
rinet, programado atrav·es do MCP, executam o algoritmo de comunicac‚ ao em conjunto. A gura
4.8 apresenta o uxograma correspondente ao MCP utilizado pelo N·ucleo B·asico Myrinet.
Figura 4.8: Fluxograma referente ao algoritmo implementado pelo MCP.
O MCP passa por uma etapa de inicializac‚ ao, onde as informac‚ oes necess·arias para efetivar a
comunicac‚ ao sao lidas da mem·oria compartilhada e suas vari·aveis de controle sao inicializadas, e
sincronizac‚ ao, um handshake com o host que tem por objetivo assegurar que tanto o host quanto o
MCP foram inicializados com sucesso e estao prontos para operar assincronamente. Em seguida, o
MCP espera at·e que um quadro seja recebido pela interface de rede ou at·e que uma nova requisic‚ ao
de envio seja efetuada pelo host. No caso de um novo recebimento, o MCP cria a estrutura de dados
utilizada pelo controlador de DMA para efetuar uma nova transferencia entre a NIC e o Host e
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atualiza as vari·aveis de controle para o pr·oximo recebimento. No caso de uma nova requisic‚ ao
de envio, o MCP verica se o DMA relacionado a esse envio, caso exista, j·a foi completado e,
em caso armativo, o MCP efetua o envio. ·E importante observar que, devido a maneira como o
algoritmo do MCP foi projetado, operac‚ oes de recebimento de quadros vao sempre ter prioridade
em relac‚ ao as operac‚ oes de envio.
Apesar de ser uma pec‚a fundamental no algoritmo de comunicac‚ ao do N·ucleo B·asico
Myrinet, o MCP utilizado ·e extremamente simples. Diversos sistemas de comunicac‚ ao projetados
para a tecnologia de rede Myrinet utilizam o processador program·avel da interface de rede para
executar tarefas complexas, tais como traduc‚ oes de enderec‚os l·ogicos para enderec‚os f·sicos [42],
Multicast [36] e entrega segura [43]. Entretanto, conforme observado na sec‚ ao 4.1.3, a utilizac‚ ao
de um MCP complexo pode acarretar em um impacto indesej·avel no desempenho do sistema de
comunicac‚ ao. Al·em disso, nao faria sentido implementar servic‚os de comunicac‚ ao na interface
de rede pois a premissa b·asica do sistema de comunicac‚ ao proposto ·e delegar esses servic‚os as
Estrat·egias de Comunicac‚ao, que podem ser ativadas ou desativadas conforme os requi-
sitos das aplicac‚ oes.
·E importante observar que o N·ucleo B·asicoMyrinet nao pode denir Pontos de Ac‚ao
no algoritmo do MCP pois o compilador disponibilizado pelos fabricantes da tecnologia de rede
Myrinet nao suporta templates. Al·em disso, permitir a denic‚ ao de Pontos de Ac‚ao no MCP
aumentaria desnecessariamente a complexidade do projeto e implementac‚ ao das Estrat·egias
de Comunicac‚ao.
4.2.3 Estrutura do Quadro
A estrutura dos quadros utilizados pelo N·ucleo B·asico Myrinet ·e apresentada na gura
4.9. O campo src ·e preenchido pelo nodo emissor antes do envio com o objetivo de informar
ao nodo receptor quem ·e o remetente do quadro. O campo protocol header ·e utilizado
para armazenar toda a meta-informac‚ ao que as Estrat·egias de Comunicac‚ao precisam
adicionar aos quadros. Esse campo possui tamanho vari·avel, que vai depender da congurac‚ ao do
protocolo composto.
4.2.4 Servic¸os Ba´sicos de Comunicac¸a˜o
Diversos sistemas de comunicac‚ ao projetados para a tecnologia de rede Myrinet assumem que
o hardware ·e con·avel e por esse motivo nao implementam mecanismos de detecc‚ ao de erros e
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Figura 4.9: Estrutura de um quadro no Nu´cleo Ba´sico Myrinet.
re-transmissao [19, 44]. De fato, o risco de um quadro ser perdido ou corrompido em uma rede
Myrinet ·e tao pequeno que ·e seguro deixar os mecanismos que garantem entrega segura a cargo de
protocolos leves projetados atrav·es de Estrat·egias de Comunicac‚ao. Prover esse servic‚o
atrav·es de uma Estrat·egia de Comunicac‚ao tem a vantagem de permitir que aplicac‚ oes
que implementam mecanismos de vericac‚ ao e re-transmissao possam remover o servic‚o do sis-
tema de comunicac‚ ao se necess·ario. Al·em disso, implementac‚ oes espec·cas para determinadas
aplicac‚ oes ou tecnologias de rede podem ser desenvolvidas.
Backpressure, o mecanismo de controle de uxo implementado em hardware pela rede Myri-
net, ·e utilizado pelo N·ucleo B·asico para prover um mecanismo simples de controle de uxo
em n·vel de enlace. Mecanismos mais sosticados devem ser providos por Estrat·egias de
Comunicac‚ao projetadas para esse m j·a que algumas aplicac‚ oes podem implementar os seus
pr·oprios mecanismos de controle de uxo.
Outro fator limitante do N·ucleo B·asico ·e que apenas a troca de mensagens ponto-a-ponto
·e suportada. Multicast e broadcast sao servic‚os essenciais para um sistema de comunicac‚ ao, espe-
cialmente em arquiteturas paralelas como agregados de PCs onde esses servic‚os sao pec‚as funda-
mentais na implementac‚ ao de operac‚ oes de comunicac‚ ao coletivas. Protocolos-leves que disponi-
bilizam esses servic‚os podem ser facilmente implementados sobre as primitivas ponto-a-ponto ou
atrav·es de mecanismos mais ecazes.
·E importante mencionar tamb·em que o N·ucleo B·asico nao fornece mecanismos de com-
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partilhamento j·a que muitas aplicac‚ oes paralelas sao executadas em ambientes dedicados. Na
rede Myrinet, compartilhamento pode ser facilmente disponibilizado por uma Estrat·egia de
Comunicac‚ao que utilize mecanismos como os descritos em [41], provendo uma implementac‚ ao
compat·vel com o padrao Virtual Interface Architecture (VIA).
4.3 Myrinet Network - Nu´cleo Ba´sico Myrinet para o
EPOS
Uma implementac‚ ao do sistema de comunicac‚ ao descrito no cap·tulo anterior foi desenvolvida
sobre o sistema operacional EPOS, o sistema operacional orientado a aplicac‚ ao utilizado no pro-
jeto SNOW [24]. O sistema de comunicac‚ ao do EPOS ·e composto por tres fam·lias de abstrac‚ oes:
Communicator, Channel, e Network (gura 4.10). O Communicator tem como membros
end-points para a comunicac‚ ao, tais como Link, Port, e Mailbox, e ·e utilizado como a principal
interface entre o sistema de comunicac‚ ao e as aplicac‚ oes. Entretanto, Communicators nao
sao a ·unica interface vis·vel para o sistema de comunicac‚ ao pois a arquitetura em componentes
do EPOS permite que outros componentes do sistema de comunicac‚ ao sejam utilizados isolada-
mente, at·e mesmo pelas aplicac‚ oes. O Channel, a segunda fam·lia de abstrac‚ oes do sistema de
comunicac‚ ao do EPOS, disponibiliza componentes que garantem que dados injetados no sistema
de comunicac‚ ao atrav·es de um Communicator seja transmitida de acordo com as caracter·sticas
desse Communicator. Membros da fam·lia Channel incluem Datagram e Stream.
Commu−
nicator Channel Network
Figura 4.10: Famı´lias de abstrac¸o˜es que compo˜em o sistema de comunicac¸a˜o do EPOS [24].
Network, a terceira fam·lia que compoe o sistema de comunicac‚ ao, ·e respons·avel por abstrair
propriedades distintas de diferentes tecnologias de rede atrav·es de uma interface comum, apre-
sentada na gura 4.11, de maneira a manter o restante do sistema de comunicac‚ ao independente
da arquitetura de hardware. Networks interagem com o hardware de comunicac‚ ao atrav·es de
membros da fam·lia de Mediadores de Hardware NIC.
Os conceitos explorados no cap·tulo anterior foram utilizados, dentro do contexto do pro-
jeto SNOW, para projetar membros da fam·lia Network. O n·ucleo de comunicac‚ ao b·asico
descrito na sec‚ ao 4.2 foi adaptado e integrado ao EPOS como o membro Myrinet Network
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int send (Node_Id dst, void * buf, unsigned int len);
int receive (Node_Id * src, void * buf, unsigned int * len);
Figura 4.11: Interface da famı´lia Network do sistema de comunicac¸a˜o do EPOS.
da fam·lia Network. As chaves de congurac‚ ao que ativam a utilizac‚ ao de protocolos le-
ves foram implementadas como Caracter·sticas de Configurac‚ao para a Network
Myrinet e os mecanismos de selec‚ ao, congurac‚ ao e combinac‚ ao est·atica de Estrat·egias
de Comunicac‚ao foram integradas ao processo de gerac‚ ao de instancias de sistemas operacio-
nais do EPOS.
Com o objetivo de medir o desempenho do N·ucleo B·asico implementado para a tecnologia
de rede Myrinet dois nodos do cluster SNOW, constru·do para ser utilizado no contexto do projeto
de mesmo nome, foram interligados entre si e um benchmark Ping-Pong foi utilizado para medir
a latencia da comunicac‚ ao entre esses nodos. O Ping-Pong consiste em aplicac‚ oes que trocam
mensagens entre si com o objetivo de medir o Round Trip-Time da comunicac‚ ao, que corresponde
ao dobro da latencia.
A gura 4.12 apresenta uma comparac‚ ao entre o desempenho do N·ucleo B·asico Myri-
net sobre o sistema operacional EPOS e o GM, sistema de comunicac‚ ao em n·vel de usu·ario
disponibilizado pela Myricom para o sistema operacional Linux. ·E importante observar que,
enquanto o N·ucleo B·asico Myrinet ·e minimalista, delegando a implementac‚ ao de servic‚os
de comunicac‚ ao as Estrat·egias, o GM implementa diversos dos servic‚os requisitados pelas
aplicac‚ oes de forma monol·tica dentro do sistema de comunicac‚ ao. ·E importante observar que
apenas a latencia da comunicac‚ ao foi avaliada pois a taxa de transmissao de ambos os sistemas de
comunicac‚ ao podem ser inferidas atrav·es da latencia.
4.4 Estrate´gias de Comunicac¸a˜o Implementadas
Com o objetivo de validar o Framework Meta-Programado descrito no cap·tulo 3, e
como uma primeira etapa no desenvolvimento de servic‚os de comunicac‚ ao para as aplicac‚ oes pa-
ralelas suportadas pelo SNOW, um conjunto de Estrat·egias de Comunicac‚ao gen·ericas
foi desenvolvido. Diversas aplicac‚ oes necessitam de mecanismos de fragmentac‚ ao, controle de
uxo e entrega segura de mensagens e por isso Estrat·egias de Comunicac‚ao que dispo-
nibilizam esses servic‚os foram implementadas e o seu desempenho avaliado.
As Estrat·egias de Comunicac‚ao descritas nessa sec‚ ao foram desenvolvidas e depu-
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Figura 4.12: Comparac¸a˜o entre o desempenho do Nu´cleo Ba´sico Myrinet/EPOS e o GM.
radas em conjunto com o N·ucleo B·asico Myrinet descrito na sec‚ ao anterior. Entretanto, a
implementac‚ ao dessas Estrat·egias nao utiliza nenhum recurso especial da tecnologia de rede
Myrinet e apenas Pontos de Ac‚ao gen·ericos descritos na sec‚ ao 3.1.1 for utilizados para in-
teragir com o N·ucleo B·asico Myrinet. Portanto, os servic‚os de comunicac‚ ao providos por
essas Estrat·egias devem ser gen·ericos o suciente para serem reutilizados em conjunto com
N·ucleos B·asicos desenvolvidos para outras tecnologias de rede. ·E importante observar que
implementac‚ oes espec·cas para a tecnologia de rede Myrinet poderiam ser mais ecientes j·a
que determinados recursos providos pelo hardware de comunicac‚ ao poderiam ser utilizado na
implementac‚ ao dos servic‚os.
Fragmentac‚ ao ·e o processo de dividir mensagens grandes em pedac‚os menores durante o envio
de acordo com a MTU do sistema de comunicac‚ ao. Esses fragmentos devem ser re-organizados
pelo nodo receptor ap·os o recebimento do ·ultimo fragmento referente a mensagem e por isso
informac‚ oes de controle devem ser adicionadas aos quadros referentes aos diversos fragmentos da
mensagem. A Estrat·egia de Comunicac‚ao que implementa o servic‚o de fragmentac‚ ao
utiliza os Pontos de Ac‚ao antes do envio e permitir envio para interceptar os envios de quadros
realizados pelo N·ucleo B·asico, dividindo os quadros a serem enviados de acordo com a MTU
denida para o sistema e utilizando o pr·oprio N·ucleo B·asico para enviar os fragmentos. Um
campo inserido no cabec‚alho do primeiro fragmento de cada quadro ·e utilizado para informar ao
nodo receptor o n·umero de fragmentos correspondente ao quadro sendo transmitido. No nodo
receptor, o Ponto de Ac‚ao ap·os o recebimento ·e utilizado pela Estrat·egia e apenas depois
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que o ·ultimo fragmento referente ao quadro sendo transmitido ·e recebido ·e que o quadro ·e copiado
para a mem·oria do host. O N·ucleo B·asico Myrinet permite que a MTU seja re-congurada
dinamicamente e portanto o comportamento do protocolo de fragmentac‚ ao pode ser alterado em
tempo de execuc‚ ao.
Controle de uxo ·e o processo de ajustar o uxo de dados durante a comunicac‚ ao, com o obje-
tivo de assegurar que o nodo receptor possa tratar todos os quadros enviados a ele. Existem diversos
mecanismos de controle de uxo, dentre os quais podemos destacar a comunicac‚ ao rendezvous,
onde o nodo receptor fornece ao nodo transmissor um buffer dispon·vel para o recebimento an-
tes que o transmissor possa enviar a mensagem, e o mecanismo de tokens, onde o transmissor
deve possuir cr·editos referentes ao receptor para que possa enviar uma mensagem. O protocolo
de controle de uxo implementado para o SNOW utiliza um dos mecanismos mais comuns para
comunicac‚ ao ass·ncrona: o xon-xoff. Nesse mecanismo, o receptor envia uma mensagem xoff
para o transmissor quando os seus buffers para o recebimento de mensagens estao cheios fazendo
com que o transmissor aguarde at·e que um xon seja enviado pelo nodo receptor, sinalizando
que esse nodo est·a novamente apto a receber mensagens. Os Pontos de Ac‚ao utilizados pela
Estrat·egia de Comunicac‚ao que implementa esse servic‚ ao sao o antes do recebimento,
onde o xoff ·e enviado ao nodo emissor caso nao exista espac‚o dispon·vel nos buffers do nodo
receptor, e o ap·os envio, onde o nodo emissor averigua se o quadro enviado foi recebido com
sucesso pelo nodo receptor. Caso o quadro nao tenha sido recebido, ele ·e copiado em um buffer
tempor·ario e ·e re-transmitido assim que uma mensagem xon enviada pelo nodo receptor ·e rece-
bida pelo nodo emissor. O Ponto de Ac‚ao ap·os o recebimento ·e utilizado pela Estrat·egia
de Comunicac‚ao para averiguar se o xon foi recebido.
Entrega segura ·e o mecanismo que garante que todas as mensagens enviadas a um nodo sao re-
cebidas, mesmo que hajam problemas na rede de comunicac‚ ao. Suporte eciente a entrega segura
de mensagens ·e um componente fundamental de qualquer sistema de comunicac‚ ao, entretanto,
devido a baixa taxa de erros de transmissao na tecnologia de rede Myrinet, diversos sistemas de
comunicac‚ ao desenvolvidos para essa tecnologia de rede nao implementam essa funcionalidade
[19, 45]. O protocolo leve de entrega segura do SNOW foi implementado utilizando mecanismos
de re-transmissao e timeout, al·em de estender o protocolo de controle de uxo assegurando que
as requisic‚ oes de re-transmissao nao sejam perdidas. O Ponto de Ac‚ao apos o recebimento
·e utilizado pela Estrat·egia de Comunicac‚ao para enviar uma mensagem de conrmac‚ ao
para o nodo emissor informando que quadro foi recebido com sucesso. Ap·os cada envio, o Ponto
de Ac‚ao ap·os envio ·e utilizado para fazer com que o nodo emissor espere o recebimento da
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Figura 4.13: Lateˆncia do nu´cleo ba´sico e dos protocolos leves implementados para o SNOW.
conrmac‚ ao e re-envie o pacote caso a conrmac‚ ao nao chegue dentro do per·odo especicado.
As guras 4.13 e 4.14 exibem a latencia relacionada a arquitetura b·asica de comunicac‚ ao do
sistema SNOW e aos protocolos descritos acima, individualmente e combinados. A latencia foi
medida utilizando o benchmark round-trip time para diversos tamanhos de quadro. ·E importante
notar que o protocolo de entrega segura estende as funcionalidades do protocolo de controle de
uxo e por isso nao faria sentido apresentar a latencia da combinac‚ ao desses dois protocolos.
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Figura 4.14: Lateˆncia do nu´cleo ba´sico e das diferentes combinac¸o˜es de protocolos leves.
Capı´tulo 5
Conclusa˜o e Trabalhos Futuros
A nova gerac‚ ao de sistemas computacionais e aplicac‚ oes distribu·das vem motivando a acade-
mia e a ind·ustria a propor novas arquiteturas para os sistemas de comunicac‚ ao modernos. Siste-
mas de comunicac‚ ao tradicionais provem aos seus usu·arios um conjunto xo de servic‚os, arqui-
tetura que prejudica o desempenho de certas classes de aplicac‚ oes e implica no desenvolvimento
e utilizac‚ ao de camadas middleware que implementam os servic‚os nao disponibilizados pelo sis-
tema de comunicac‚ ao. Al·em de prover mecanismos que permitam que as inovac‚ oes tecnol·ogicas
disponibilizadas pelos fabricantes de redes de comunicac‚ ao sejam utilizadas ecientemente, exten-
sibilidade e congurabilidade sao requisitos imprescind·veis para que os sistemas de comunicac‚ ao
modernos possam adaptar-se aos requisitos das aplicac‚ oes.
O sistema de comunicac‚ ao cuja arquitetura foi discutida nesse trabalho foi projetado com o ob-
jetivo de atender os requisitos das aplicac‚ oes dedicadas suportadas pelo ambiente de programac‚ ao
paralela SNOW. O fato desse sistema de comunicac‚ ao ser extens·vel permite que novos servic‚os
de comunicac‚ ao possam ser implementados sob demanda sem a utilizac‚ ao de camadas middleware
e a congurabilidade do sistema permite que todos os componentes possam adaptar-se aos requi-
sitos ditados pela aplicac‚ ao. O principal componente do sistema de comunicac‚ ao consiste em um
Framework Meta-Programado que prove mecanismos que facilitam a criac‚ ao, congurac‚ ao
e combinac‚ ao dos servic‚os de implementados pelas Estrat·egias de Comunicac‚ao.
Diversos projetos de pesquisa se propoem a desenvolver sistemas de comunicac‚ ao que utili-
zam protocolos modulares projetados sobre frameworks. O projeto Tau (Transport and up) [46]
implementa composic‚ ao de protocolos sem encapsulamento em camadas atrav·es de um framework
dinamico projetado para suportar protocolos m-a-m. O X-Kernel Protocol Framework [47] con-
siste em um conjunto de protocolos modulares que podem ser dinamicamente ligados a um fra-
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mework de comunicac‚ ao que prove mecanismos para que um protocolo possa invocar operac‚ oes de
outros protocolos, isto ·e receber/enviar mensagens de/para um protocolo adjacente, al·em de uma
colec‚ ao de bibliotecas para a manipulac‚ ao de mensagens, eventos e threads. O projeto CANEs
(Composable Active Network Elements) consiste em um framework que inclui uma terminologia
consistente, especicac‚ oes de interface e um conjunto de requisitos funcionais para construc‚ ao de
redes ativas [48]. CANEs dene um algoritmo de processamento de pacotes gen·erico que pode ser
congurado atrav·es de instruc‚ oes simples que podem ser inseridas em determinados pontos desse
algoritmo.
O principal diferencial do sistema de comunicac‚ ao proposto para o SNOW em relac‚ ao a esses
projetos de pesquisa ·e o fato de toda a selec‚ ao e combinac‚ ao de protocolos ser efetuada estatica-
mente atrav·es do Framework Meta-Programado. Esse Framework faz uso de t·ecnicas de
Programac‚ ao Gerativa [32] que trazem para tempo de compilac‚ ao muitas das atividades relativas a
congurac‚ ao do sistema. Diversos aspectos do sistema de comunicac‚ ao podem ser re-congurados
dinamicamente, tais como as caracter·sticas do algoritmo de comunicac‚ ao disponibilizado pelo
N·ucleo B·asico e dos servic‚os implementados pelas Estrat·egias de Comunicac‚ao.
Entretanto, a escolha de quais Estrat·egias vao estar ativas em tempo de execuc‚ ao ·e feita
durante a etapa de gerac‚ ao do sistema.
Al·em da arquitetura do sistema de comunicac‚ ao, as decisoes de projeto referentes a
implementac‚ ao de alguns servic‚os de comunicac‚ ao tamb·em foram discutidas. Como uma pr·oxima
etapa no desenvolvimento do ambiente de programac‚ ao paralela SNOW, novos servic‚os de
comunicac‚ ao vao ser implementados com o objetivo de permitir que o sistema possa suportar uma
gama maior de aplicac‚ oes paralelas. Al·em disso, N·ucleos B·asicos vao ser desenvolvidos
para outras tecnologias de rede de alto desempenho, permitindo que o SNOW possa ser utilizado
em sistemas com congurac‚ oes de hardware diferentes.
Uma etapa importante no desenvolvimento de ambientes de programac‚ ao orientados a
aplicac‚ ao ·e estudar e entender melhor a relac‚ ao entre as decisoes de projeto referentes a utilizac‚ ao
de recursos da infraestrutura de rede e o desempenho de comunicac‚ ao das aplicac‚ oes. A arqui-
tetura do sistema de comunicac‚ ao projetado para o SNOW ·e ex·vel o suciente para permitir
que diversas dessas decisoes de projeto possam ser implementadas como Estrat·egias de
Comunicac‚ao. O desempenho dessas Estrat·egias vai ser avaliado utilizando-se bench-
marks mais sosticados e aplicac‚ oes reais com o objetivo de averiguar o impacto dessas decis oes
de projeto no desempenho de comunicac‚ ao das aplicac‚ oes.
A arquitetura do sistema de comunicac‚ ao desenvolvido para o SNOW apresenta diversas ca-
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racter·sticas ·unicas que podem ser exploradas por implementac‚ oes espec·cas desse sistema para
dom·nios diversos. Como um exemplo, a utilizac‚ ao de implementac‚ oes do sistema de comunicac‚ ao
para o dom·nio de sistemas embarcados e redes de sensores sem o apresenta a vantagem de
possibilitar que o sistema seja congurado de acordo com as caracter·sticas do ambiente de hard-
ware. Diversas implementac‚ oes de um determinado servic‚o de comunicac‚ ao, com diferentes carac-
ter·sticas em relac‚ ao ao tamanho nal (footprint) da Estrat·egia que implementa esse servic‚o,
podem ser providas permitindo que a melhor implementac‚ ao seja utilizada para cada congurac‚ ao
de hardware.
Al·em disso, com o objetivo de validar a hip·otese de que congurac‚ ao est·atica ·e suciente
para o dom·nio de aplicac‚ oes dedicadas, o sistema de comunicac‚ ao vai ser estendido de maneira a
suportar a re-congurac‚ ao dinamica do protocolo de comunicac‚ ao em conjunto com a congurac‚ ao
est·atica. As Estrat·egias de Comunicac‚ao j·a desenvolvidas vao ser utilizadas nesse novo
cen·ario e o desempenho do novo sistema de comunicac‚ ao vai ser avaliado e comparado com o
desempenho atual do sistema com o objetivo de comprovar ou refutar essa hip ·otese.
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