Given two pre x closed languages K, L , where K L represents the desired closedloop behavior and L is the open-loop behavior, there exists a nite-state supervisor that enforces K in the closed-loop if and only if there is a regular, pre x-closed language M , such that
Introduction
We assume familiarity with the supervisory control of the untimed behavior of discrete event dynamic systems (DEDS). For a detailed treatment of this subject matter we refer the reader to the original papers by Ramadge and Wonham 5, 4, 12] .
We have a discrete-state plant that generates a pre x-closed behavior L . It is of interest to restrict the behavior of the plant so as to produce a pre x-closed sub behavior K L via supervisory
control. An external agent that achieves this objective is assumed only to have an inhibiting action over a subset of the event set . This subset, referred to by the term controllable event set, is denoted by the symbol c , while the symbol u is used to denote the set -c , the uncontrollable event set.
The objective is to obtain the closed-loop behavior K by dynamically disabling speci c controllable events using the observed event strings generated by the plant. Typically, the plant and supervisor are represented as automata with possibly in nite states. The supervisor automaton accepts strings generated by the plant and the state of the supervisor is used to select the controllable events that are to be disabled in the plant. We use the following rule for disabling controllable events -after the execution of an event string, if the state of the supervisor automaton is such that there is no outgoing arc with a speci c controllable symbol on it, we disable that controllable event (cf. references 8, 3] for similar interpretations of the supervisory action). For a well-de ned closed-loop behavior it is also necessary that the supervisor automata is complete with respect to L (cf. 5, 8, 3] for details). Ramadge and Wonham show in reference 5] that a necessary and su cient condition for the existence of a solution to this problem is that K is controllable with respect to L, that is, K u \ L K. A solution to the supervisory control problem is an automaton that recognizes a language M , where M \ L = K and M is controllable with respect to L. In reference 5] Ramadge and Wonham use a recognizer for the language K to solve the supervisory control problem, hence, if K is regular and K is controllable with respect to L, we have a nite-state supervisor that solves the supervisory control problem. However, this requirement is not necessary, there are cases where L and K are not regular and there is a nite-state solution to the supervisory control problem. For example, consider L = K = fa n b m j n m 0g, = u = fa, bg, the trivial supervisor solves the supervisory control problem. Let us consider another example, = fa, b, cg, c = fbg, L = fa n b c m j n m 0g and K = fa n b k c m j 2 k 0, n m 0g. K is controllable with respect to L and the nite-state recognizer shown in gure 1 solves the supervisory control problem.
We call the reader's attention to an unique aspect of supervisory control of the untimed behavior of DEDS. It is possible that a solution to an entirely di erent problem is also an exact solution to the problem at hand (for example, proof of proposition 1 in reference 8]). It is precisely this aspect that presents a possibility of a nite-state solution for non-regular instances of L and K. In this paper we provide a potentially veri able condition for the existence of a nite-state solution to the supervisory control problem for an arbitrary choice of L and K. This is the main focus of the paper. We also discuss some of the implications of the results in this paper from a computational viewpoint and along with a discussion on supervisors with the fewest states. In particular, we show that the issue of deciding the existence of a nite-state supervisor is undecidable for most language representations capable of handling non-regular languages.
Ushio presents a necessary and su cient condition for the existence of a nite-state supervisor for arbitrary supervisory control problems in reference 9]. In particular, it is shown that a nitestate supervisor exists if and only if K is controllable with respect to L and there exists a regular, pre x-closed language K 0 such that K K 0 supfP K L j pr(P) = Pg. Equivalently, there is a nite-state supervisor that enforces K in the closed-loop if and only if there exists a regular, pre x-closed M such that (i) M u \ L M, and (ii) M \ L = K. In either of these equivalent conditions, it is not obvious at least at rst glance, how one could abstract a veri able test for the existence of a nite-state supervisor. In this paper we show that there exists a nitestate supervisor that enforces K in the closed-loop if and only if supfP K L j pr(P) = Pg is regular. In a sense, we complement Ushio's observation in reference 9] by establishing the fact that the existence of a regular K 0 as indicated above essentially implies the regularity of supfP K L j pr(P) = Pg.
In section 2 of this paper we introduce the main results along with some illustrative examples. In section 3 we discuss some computational implications of the results in section 2. Finally, in section 4 we present some conclusions.
Main Results
For an arbitrary partition of the event set as = c u , and two pre 
For those instances where K and L are regular, theorem 2.1 provides an O(nm) algorithm to test the controllability of K with respect to L, where n (m) is the number of states in the minimal recognizer for K (L) . To this end, we construct a deterministic automaton that recognizes c The existence of supfP K L j pr(P) = Pg is guaranteed by the fact that the class of languages fP K L j pr(P) = Pg is non-empty and closed under countable unions.
If K is not controllable with respect to L then 9 Essentially, theorem 2.2 suggests that an arbitrary supervisory control problem can be converted to an equivalent problem where the pre x-closed plant language is and the desired closed-loop, pre x-closed language is f K = supfP K L j pr(P) = Pg. Theorems 2.1 and 2.2 together imply the equivalence of the following statements: 
We establish the regularity of f K by constructing a nite-state recognizer for F (M, L) . To this end we rst construct a non-deterministic, nite-state recognizer for M from the minimal, deterministic recognizer for M, we then extend the state-transition function of this new, non-deterministic recognizer for M to create a non-deterministic, nite-state automaton that accepts F (M, L). 
Discussion
In this section we present some remarks on the results of the previous section from a computational viewpoint. The main result of the previous section is that for arbitrary pre x-closed languages In those cases where L and K are regular and K is controllable with respect to L, any pre xclosed sub language M K L that satis es M \ L = K solves the supervisory control problem (cf. theorem 2.1). This observation provides a cogent notion of minimal supervisors-following the common parlance, a minimal supervisor is a solution to the supervisory control problem that has the fewest states. This entails nding a M with the smallest index 2 kM k such that M \ L = K.
This concept is di erent from the notion of minimal supervisors that have appeared heretofore in the literature (cf. 10]) that have dealt primarily with minimal recognizers for the language K. We suggest that one should consider minimal recognizers for every M such that M \ L = K. From this collection of solutions we pick the language with the smallest index as the minimal supervisor. This is best illustrated by example, let = fa, bg, u = fbg, L = f! 2 j #(a, !) 3 and #(b, !) 3g and K = f! 2 L j an occurrence of b is never followed by an occurrence of ag (i.e. K = L \ a b ), where #( , ) is the number of occurrences (or score) of the symbol in the string argument. K is controllable with respect to L as K u \ L (= L \ a b ) K (=L \ a b ). The minimal recognizer for K has seven states, and a supervisor that uses a recognizer for K solves the supervisory control problem. However, we call the reader's attention to the fact that the supervisor that uses a recognizer for a b also solves the supervisory control problem. The minimal recognizer for a b has only two states. It should be pointed out that minimal supervisors as de ned above are not unique, it is possible to have two di erent languages with the same index that solve the supervisory control problem. Consider the second problem in the introduction, the supervisory action has to essentially restrict the number of occurrences of the symbol b to a maximum of two.
This translates to the minimal supervisor having at least three states. Hence the supervisor shown in gure 1 is a minimal supervisor. However, after the rst occurrence of b the plant does not produce any a's, so an automaton that recognizes pr(a bc bc ) also solves the supervisory control problem and the minimal recognizer for pr(a bc bc ) also has three states and is therefore a minimal 2 The index kMk of a language M is equivalent to the smallest number of states that are required to construct a recognizer for M. For details we refer the reader to section 3.4 of reference 1]. supervisor too.
From theorem 2.1 we know that K L is the largest regular language that is controllable with respect to (and therefore trivially controllable with respect L) that meets the abovementioned requirements. The task of constructing a minimal state supervisor by modifying the recognizer for K L is suggested as a future research topic. It is easy to construct a \brute force" algorithm that explores every deterministic nite-state automata that use fewer than n = kK k states. The number of computational steps for this \brute force" algorithm is bounded above by n 4 m card( ).
Conclusions
For a given supervisory control problem where the desired pre x-closed, closed-loop language K is controllable with respect to the open-loop, pre x-closed plant language L , the regularity of K is a su cient condition for the existence of a nite-state supervisor. However, this is not necessary. In this paper we present a necessary and su cient condition for the existence of a nite-state supervisor for arbitrary supervisory control problems. To this end we relate the controllability of K with respect to L to the controllability of c K = K L, and f K = supfP K L j pr(P) Pg with respect to , where pr(P) is the pre x set of P. We . We also present a discussion on the computational implications of the results in this paper along with some future research directions on solutions to supervisory control problems that use the fewest states. 
