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1. INTRODUCTION 
A generalized Radon transform is a linear operator gU that acts on func- 
tions on Euclidean space R” by integration over hyperplanes with respect 
to some measure p. Specifically, if qn is a point on the unit sphere S” I, 
t E R, and p is a positive, continuous function on S”-’ x R”, then B,, is 
defined by 
qJlCo> t) = j .f(x) PL((Pt xl dx, (1.1) <.Y,Vp> = f
where (, ) is the standard inner product on R” and dx denotes integration 
with respect o n - l-dimensional Lebesgue measure. When p = 1, &?@ is the 
classical Radon transform (which we shall denote by 8). 
The problem of inverting generalized Radon transforms arises in many 
applications. For example, in medical radiology, inverting the Radon trans- 
form arises in computed tomography, n = 2 (Natterer [ 14]), and nuclear 
magnetic resonance imaging, n = 3 (Louis [IO]). Another special case of 
interest in radiology is the attenuated Radon transform which occurs in 
two-dimensional single photon emission computed tomograph (SPECT). 
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This operator is obtained by setting 
where ‘p’ denotes the point on S’ obtained from q by a counterclockwise 
rotation of 90”. Physically, in SPECT f represents the location and inten- 
sity of the X-ray sources and m the attenuation coefficient of the medium 
with respect o photons at a fixed energy. See Budinger et al. [ 11, Natterer 
[13, 141, or Heike [6, 71. Another special case of interest in SPECT is the 
constantly attenuated exponential Radon transform which occurs when 
Acp, x)=exp(m(4+, x>), m constant 
(Tretiak and Metz [21], Clough and Barrett [2], Markoe [12], and 
Hazou and Solmon [4, 51). The variably attenuated exponential Radon 
transform is a mathematical generalization of this operator obtained by 
letting m : s”- ’ + R” and setting 
AC x)=exp((m(cp), x>). 
See Hertle [S] and Finch and Hertle [3]. From now on, when referring 
to the exponential Radon transform we shall mean the variably attenuated 
exponential Radon transform. 
The most widely used method for numerically inverting the Radon 
transform is the filtered-backprojection (or convolution-backprojection) 
algorithm, introduced by Ramachandran and Lakshminarayanan [ 161. 
Ignoring the subtleties of discretization and noise, the algorithm has two 
steps. First one convolves the data %f with a kernel (or filter) K and then 
applies the so-called backprojection operator, %? (the formal adjoint of g), 
to the filtered data. (In practice, the convolution step can be done rapidly 
via the fast Fourier transform while the backprojection step involves a 
numerical integration and interpolation.) The numerical implementation of 
the algorithm can be thought of as a discretization of the well-known 
formula 
B’(Bf*K)=f*E, where E = W’K, (1.2) 
and * denotes convolution. (We will refer to a formula of the form (1.2) as 
an approximate inversion formula.) Clearly, one should choose K so that 
f * E is a good approximation of f and hence so that the “point spread 
function” E is an approximate delta function, i.e., an approximate convolu- 
tion identity. Sometimes the filter K is chosen first (based on the Radon 
inversion formula) by its behavior in Fourier space, the sampling theorem, 
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and numerical experiments (Ramachandran and Lakshminarayanan [ 161, 
Shepp and Logan [lS], and Natterer [14]). In this approach the point 
spread function arises a posteriori and plays a secondary role. In the 
approach of Smith [ 193, E is chosen first and then K is computed from the 
Radon inversion formula. Madych and Nelson [ 1 l] noted that if E is 
chosen to be radial (as is almost always the case) then the equation 
%K= E can be solved explicitly for K without knowledge of the Radon 
inversion formula. 
In this paper, we look for conditions on p that will ensure that a formula 
analogous to ( 1.2) holds for a generalized Radon transform gP and a large 
class of filters K corresponding to approximate delta functions E. Since 
convolution commutes with translation, this puts strong conditions on p. 
We prove that a formula analogous to (1.2) can hold for all continuous 
filters K, all SE C,“(R”), and a generalized Radon transform BP if and only 
if .%‘O is an exponential Radon transform. In this case, the filter K corre- 
sponding to the point spread function E must satisfy the equation 
gTP K = E, and we give an existence and regularity theorem for solutions 
to this equation when p is infinitely differentiable. 
Remark. An explicit method for inverting the exponential Radon trans- 
form via complex variables and Cauchy’s theorem was given by Hertle [S], 
n = 2, and by Finch and Hertle [3], n > 2. In the constantly attenuated 
case, Markoe [ 121 gave an explicit inversion procedure based on Cauchy’s 
theorem, and Tretiak and Metz [21] gave an inversion formula and a for- 
mula for a filter to be used in a filtered-backprojection algorithm. Formulas 
for computing filters corresponding to general point spread functions E are 
given in [4, 51. 
2. FILTERED-BACKPROJECTION APPROXIMATE INVERSION 
In this section we show that the largest class of generalized Radon trans- 
forms for which one can expect to find filtered-backprojection approximate 
inversion formulas is the exponential Radon transforms. We assume that 
p: S”- ’ x R” -+ R is continuous and positive. Since ,U > 0, by multiplying 
the data B!,,f by an appropriate function of cp alone, it can be assumed that 
PL((P, 0) = 1. (2.1) 
LEMMA 2.2. 
f(x) 9; g(x) dx, 
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=@f; g(x) = j” g(cp> (cp, x>) P(CP> xl &. (2.3) y I 
Equality holds whenever f and g are nonnegative or either side is finite when 
f and g are replaced by 1 f 1 and 1 gJ. 
Proof: The hypotheses allow the use of Fubini’s theorem, which gives 
=!-R"f(x)j.yn-, g(cp, (cp, x>) AR xl dv dx, 
which completes the proof. 
Equation (2.3) gives the formula for the backprojection operator (formal 
adjoint) associated to a generalized Radon transform. We now look for 
conditions on continuous, positive functions p, v on S”- ’ x R” so that for 
a large class of kernels K, there exist functions E on R” such that 
~~(9$,,f * K)=f * E. (2.4) 
Remark. The convolution on the left above is one dimensional, while 
that on the right is n-dimensional, i.e., 
while 
LEMMA 2.5. Let K, p, and v be continuous. If there exists a locally 
integrable function E on R” so that (2.4) holds for all f E CF(R”) then E is 
continuous and 
E(Y--x)=J K(cp, <cp, Y -x)1 Acp> x) VCR Y) &. (2.6) sn-l 
In particular, E(y) = (SAT:, K)( y). 
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Proof. A simple computation shows that 
(2.7) 
This is equal to f * E for all f~ Cr(R”) if and only if (2.6) holds a.e. Since 
K, p, and v are continuous, the right-hand side of (2.6) is continuous also. 
Hence E is equal almost everywhere to a continuous function. By altering 
E on a set of measure zero if necessary, E may be assumed to be 
continuous and equality assumed to hold everywhere in (2.6). The last 
statement in the lemma follows by taking x=0 in (2.6) and using the 
normalization (2.1). 
THEOREM 2.8. For each continuous function K on s”- ’ x R there exists a 
locally integrable function E so that (2.4) holds for all f E CF(R”) if and 
only if 
6) v(cp, xl = v(cp, O)/,~CP, XL 
(ii) p(cp, x) = exp( (z(q), x)), where z: S”- ’ -+ R” is continuous. 
Proof Suppose that for each continuous function K on S”- ’ x R there 
exists a function E on R” such that (2.4) holds. Replacing x by x + a and 
y by y + a in (2.7) and subtracting gives 
I K(cp, <cp, Y - x>)Mcp, x) v(cp, Y) - P((P, x + a) v(cp, Y + a)1 dv = 0, s- 
for all a, x, y E R” and all continuous K. This, together with the continuity 
of p and v, gives that 
I-l(cpI x) v(cp, Y) = Acp, x + a) v(cp, Y + a) for all a, x, y, cp. 
Taking x = y = 0 above and using (2.1) gives (i). Taking y = 0 and using 
(i) gives 
PL((P, X + a) = p(cp, x) p((p, a) for all a, x, cp. 
So, for each cp the function h,(x) = ln(p(cp, x)) is both continuous and 
additive, and hence is linear. Thus there exists a point z(cp)~R” such that 
h,(x) = (z(q), x) and hence p has the form (ii). 
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On the other hand, if p, v are as in (i) and (ii), then (2.7) and (2.3) give 
%($Lf * K)(Y) 
=jR”f(x)js”-, Gc (~-x,cp))v(cp,O)exp(-(z(cp),y-x))d~dx 
= (f * XJ4(.Yh 
completing the proof. 
3. THE EXPONENTIAL RADON TRANSFORM 
From now on p: S”- ’ + R” will be continuous and %?P will denote the 
exponential Radon transform, i.e., 
(3.1) 
By (2.3) the formal adjoint of this operator is given by 
~:td~l=J*_~, g(cp, (cp,x))exp((~(cp),x))d~. (3.2) 
We will need a few basic (and well-known) results concerning the exponen- 
tial Radon transform. It is convenient to introduce some notation. The 
space L’(p) is defined by 
L'(P)= f: llfllLl(p, = 5 If(x)1 exp(lblI m 1x1) dx < 00 . R” 
The Fourier transform of an integrable function f on R” is defined by 
f(t) = (27r)“j2 jf(x) e-i(-‘~5) dx. 
LEMMA 3.3. Let f E L’(p). Then for each cp, 9$, f(cp, .) E L’(R), and 
(i) ll~pf(cpT .)lIL1cRJ d Ilf lIL1cpI 
(ii) [BP f(cp, .)] h (7) = (27~)‘/~ jr Bpf(cp, t) emit’ dt 
-I 
= (27r)‘“- “‘*f((z’p + i/i(q)). 
Proof: Both results follow directly from a simple computation using 
Fubini’s theorem. 
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Part (ii) of the above lemma allows us to define the exponential Radon 
transform on &‘(Rn), the space of compactly supported distributions on 
R”. Indeed, if u E &(R”), then its Fourier transform extends to an entire 
function on C”, and we define &?,,u by 
[~~U(cp, .)] ^(z) = (27c)(n- ‘)‘2zi(T(p +i/L(q)). (3.4) 
Since fi( t: + ir]), 5, v] E R”, has polynomial growth on any strip 1~1 d R < co, 
IL4 co is bounded, and CF(R”) is dense in &‘(R”), (3.4) defines a 
continuous map from &‘(Rn) into the space of temperate distributions on 
S” ~ ’ x R and is the unique such continuous extension of (3.1). 
The following uniqueness theorem will be used in the proof of the 
existence and regularity theorem for filters. 
THEOREM 3.5 (Finch and Hertle [3]). Let U be a nonempty open subset 
of S”-‘. Let ME&‘(R”). If .%fPu(cp, t)=Ofor all cpeU, tER, then u=O. 
4. EXISTENCE AND REGULARITY OF FILTERS 
Let E be an approximate delta function, i.e., 
EE L’(R”) and s E(x)dx= 1. (4.1) 
According to Lemma 2.5 and Theorem 2.8(i), in order to find a filter K 
corresponding to the point spread function E, it suffices to solve the 
equation 9’-, K= E, i.e., it suffices to solve 
E(X) = Jsn-, K(cp, (cp, x>)ev(- (Ad, x>) &. (4.2) 
While we have not been able to solve this equation (except in the case of 
constant attenuation in the plane [4]), we will prove an existence and 
regularity theorem for solutions of (4.2) when p is infinitely differentiable. 
In order to state this result, we need to introduce some notation concern- 
ing Sobolev spaces. 
For - co < s < cc, X’(R”) is the space of temperate distributions u such 
that li is a function and 
Let r > 0 be fixed and let Q = {x E R”: 1x1 <r}. We define 
X”“,(Q) = {u E X”(R”): supp(u) c a, the closure of Q}, 
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with ll4l mgn, = JIuIJ x,. By Triebel [22, 4.3.2 Theorem lb], C,“(Q) is dense 
in YF~(SZ), and by [22, Theorem4.8.11, the dual space of X;(Q) is 
S?“(Q), the space of all temperate distributions u such that u is equal to 
the restriction to Q of some u E XS(R”). The norm on SF”(Q) is given by 
Ilull ,,~,,=inf{~~ul~,~,:u=ul,}. 
We shall also need the spaces Ss(Sn--l x R), consisting of those temperate 
distributions v on S” ’ x R such that 
The dual space of X’“(Y-- ’ x R) is SF -“(S”- ’ x R). All of the above spaces 
are Banach spaces. 
Remark. The spaces S”(R”), Xi(Q), and P(Q) above are respec- 
tively the spaces Z;(R”), 2”,(Q), and Z.;(Q) of [22]. 
The existence and regularity theorem for filters is a corollary to the next 
result. 
THEOREM 4.3. Let f+z X;(Q) and p E C30(Sn- ‘). Then for each SE R, 
there exist constants c,, C, > 0 (depending only on n and s), such that 
c, Ilf II,sd IlBpf II&“qs”~~‘x R) 6 c, Ilf II .?c‘~~ with q = s + (n - 1)/2. (4.4) 
Before turning to the proof of Theorem 4.3, let us consider some 
consequences. 
THEOREM 4.5. Let PE C”(S” ‘). Then for all SE R, the map 
9; : X”“( S” ~ ’ x R) + YP(SZ), q = s + (n - 1)/2, 
is continuous and onto. 
(4.6) 
Proof: The right-hand inequality in (4.4) shows that the map 
.!‘JQ: JF’“,~(Q) + X-‘(S’-’ x R) is continuous, while the left-hand 
inequality shows that this map is one to one and has closed range. By 
duality, the adjoint map is continuous, has both dense and closed range, 
and hence is onto. 
THEOREM 4.7. Let f E L’(p) n LP(R”), where 1 < p < cc, and 
FE Cm(Snp’). Let EE%‘(Q), s> (n- 1)/2, satisfy (4.1). Set E,(x)= 
p-“E(x/p). Let K,, E JP(S~’ x R), q = s - (n - 1)/Z, satisfy 9?‘,Kp = E,. 
Then 9?‘,(9p f * KP) conuerges to f iq Lp norm and pointwise almost 
everywhere as p -+ 0. 
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Proof: (Theorem 4.5 ensures the existence of K,.) Since (2.4) holds 
&!L,(&?Pf * KP) =f * E,, which converges to f in Lp norm and pointwise 
a.e. as is well known; e.g., [20, Theorems 1.18 and 1.253. 
When K can be computed explicitly the computations above give a 
derivation of an inversion formula for giL analogous to the Radon inver- 
sion formula. See [2, 51. 
It remains to prove Theorem 4.3. The proof takes several steps. First 
note that since C:(Q) is dense in X.;(Q) for all s, it suffices to prove the 
estimate (4.4) for functions in CT(Q). To do this we shall use the theory 
of pseudo-differential operators as in Kohn and Nirenberg [9]. The 
approach follows that of Heike [6,7]. We begin by introducing some 
auxiliary operators. 
DEFINITION 4.8. Let y E C;(R”) with y E 1 on u neighborhood of 0. Set 
M(x,cp)=l~(x)exp((~(cp),.-s)), (4.9) 
and define 9&,, on C:(R”) by 
(~&:,.,.f)(% t)=~<x,“>~i/w(~~ cp) dx. (4.10) 
Clearly, *gP and .%P,Y agree on functions with support in 0. 
For 4 E R” - (0} the functions M(x, +</1[1) are symbols as in [9], and 
we define the pseudo-differential operators A f on X”“(R”) by 
(A,u)A(if)=(2n)-“‘2(u,e~‘( “‘M(., +(/l(l)). 
By [9, Theorem 11, these are operators of order 0; i.e., are continuous from 
X”“(R”) to Xs(Rn) for all s. Since y = 1 in a neighborhood of 6, 
(A,u)^(~)=li(5+i~(+~/l51)) if u E X;(Q). (4.11) 
LEMMA 4.12. Let f E C: (R”). Then for each s E R there exist constants 
c,, C, > 0 (depending only on s und n ) such that 
where q = s + (n - 1)/2. 
The proof is omitted as it is almost identical to that of Heike 
[ 7, Theorem 2.21. 
The right-hand inequality in (4.4) follows from the right-hand inequality 
in (4.13) the fact that g,,,, and .%!@ agree on functions with support in 0, 
118 HAZOUANDSOLMON 
and the continuity of the operators A, on X”(R”). In order to prove the 
left-hand inequality in (4.4), it s&ices (in light of the left-hand inequality 
in (4.13)) to show that either of the operators A + has a continuous inverse 
on X;(Q). By the closed graph theorem, it sufftces to show that one of 
them is one to one and has closed range. We will do this for A + , which 
for notational simplicity will be denoted A. 
LEMMA 4.14. The operator A: L%“:(Q) -+ &‘“(R”) is a semi-Fredholm 
operator; i.e., is continuous with closed range and finite-dimensional kernel. 
Prooj For <E R” - {0}, set W-G i”) = exp( - (145/141), x>) Y(X), where 
y is as in Definition 4.8. Let B be the pseudo-differential operator with 
symbol W. As before B has order 0. Let P be the pseudo-differential 
operator with symbol W(x, 4) M(x, <). Since JV(x, [) M(x, i;) = y’(x) = 1 
on a neighborhood of G, Pf =f if f has support in 0. By [9, 
Theorem 5.11, 
f=Pf=(BoA)f+Kf (4.15) 
for all f~ C;(a), where K has order - 1; i.e., is continuous from X”(R”) 
to X’+‘(R,) for all s. From (4.15) 
Ilfll,~~ll~~~~~fll.~~+ Mfll x3 G C, lM/I,~ + IIW-II.,~. (4.16) 
Rellich’s lemma (Petersen [ 15, Theorem 3.12]), together with the fact that 
K has order - 1, shows that the seminorm IfI = l[KfllYA is compact 
with respect to the norm (1 I( ,flgn,. This, (4.16), and Schechter [ 17, 
Theorem 6.21 give that A is a semi-Fredholm operator, completing the 
proof of the lemma. 
It only remains to show that A is one to one on X’;(Q). Suppose that 
u E Z;(Q) and Au = 0. By (4.11) 
li(tcp + ip(cp)) = 0 forall 530 and cp~S”-‘. (4.17) 
But for cp fixed the map r + ti(zcp + &u(q)) is analytic for all r E C. Hence 
(4.17) holds for all real z. By (3.4), &Yflu = 0 and hence by Theorem (3.5) 
u = 0. Hence A is one to one and the proof of Theorem 4.3 is complete. 
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