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Abstract
In this paper we shall generalize the notion of integral on a Hopf algebra introduced by Sweedler,
by defining the more general concept of integral of a threetuple (H,A,C), where H is a Hopf
algebra coacting on an algebra A and acting on a coalgebra C. We prove that there exists a total
integral γ : C → Hom(C,A) of (H,A,C) if and only if any representation of (H,A,C) is injective
in a functorial way, as a corepresentation of C. In particular, the quantum integrals associated
to Yetter-Drinfel’d modules are defined. Let now A be an H-bicomodule algebra, HYDA the
category of quantum Yetter-Drinfel’d modules and B = {a ∈ A |
∑
S−1(a<1>)a<−1>⊗ a<0> =
1H ⊗ a}, the subalgebra of coinvariants of the Verma structure A ∈
HYDA. We shall prove
the following affineness criterion: if there exists γ : H → Hom(H,A) a total quantum integral
and the canonical map β : A ⊗B A → H ⊗ A, β(a ⊗B b) =
∑
S−1(b<1>)b<−1> ⊗ ab<0> is
surjective (i.e. A/B is a quantum homogeneous space), then the induction functor − ⊗B A :
MB →
HYDA is an equivalence of categories. The affineness criteria proven by Cline, Parshall
and Scott, and independently by Oberst (for affine algebraic groups schemes), Schneider (in the
noncommutative case), are recovered as special cases.
0 Introduction
The integrals for Hopf algebras were introduced in two fundamental papers: by Larson and Sweedler
in [32] for the finite case, and by Sweedler in [48] for the infinite case. Initially introduced in order
to generalize the Haar measure on a compact group, the integrals have proven to be a powerful
instrument in the classic theory of Hopf algebras, beginning with representation theory and ending
with the classification theory for finite dimensional Hopf algebras. Recently, arising from an idea
of Drinfel’d, the integrals were introduced for Hopf algebras in various braided categories: abelian
and rigid ([34]) or rigid with split idempotents ([2]). At this level (mutatis mutandis, the definition
is fundamentally the one given by Sweedler), integrals have proven to be essential instruments in
constructing invariants of surgically presented 3-manifolds or 3-dimensional topological quantum
field theories ([27], [30], [51]).
∗This paper was written while the first author was a member of G.N.S.A.G.A. with partial financial support from
M.U.R.S.T. and the second author was a visiting professor at the University of Ferrara, supported by C.N.R. and
C.N.C.S.I.S.
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In the first part of this paper we shall introduce the more general concept of integral associated to
a threetuple (H,A,C) called Doi-Koppinen datum, consisting of a Hopf algebra H which coacts on
an algebra A and acts on a coalgebra C. As a major application, the quantum integrals associated
to Yetter-Drinfel’d modules HYDH , are introduced. The transition from the classic integrals of
Sweedler, which are elements ϕ ∈ H∗ invariant to convolution (or equivalently H-colinear maps
ϕ : H → k), to the quantum integrals, which are maps γ : H → End(H) satisfying the condition
∑
g(1) ⊗ γ(g(2))(h) =
∑
S−1
(
{γ(g)(h(1))}(3)
)
h(2){γ(g)(h(1))}(1) ⊗ {γ(g)(h(1))}(2)
for all g, h ∈ H, is a long way which needs to be explained.
First of all, the integrals on a Hopf algebra H and the more general ones introduced by Doi ([19])
for an H-comodule algebra A, have strong ties to MH , the corepresentations of H, and to the
representations of the pair (H,A), being the category of relative Hopf modules MHA . The starting
point for this paper is presented in Section 1.2: the existence of an integral in the sense of Doi
(classic, if we consider A = k) is the necessary and sufficient criterion for the existence of a natural
transformation between two functors linking MHA to M
H (see Theorem 1.2).
This categorical point of view towards integrals will allow us to correctly define the integrals as-
sociated to a Doi-Koppinen datum (H,A,C). We shall thus arrive at the end of a road initiated
in [11], where the H-integrals of a Doi-Koppinen datum were introduced in relation to Frobenius
type theorems, and continued in [13], [10], where A-integrals were defined as tools for proving
separability theorems. Let CM(H)A be the category of representations of (H,A,C): an object
of it (also called a Doi-Koppinen module) is a k-module with an A-action and a compatible C-
coaction. In view of the above, an integral of (H,A,C) will be a map, the existence of which is
equivalent with the existence of a natural transformation between the functors FA ◦ (C ⊗ •) ◦ F
C
and FA ◦ 1CM(H)A :
CM(H)A →
CM, where FA :
CM(H)A →
CM and FC : CM(H)A → MA
are the corresponding forgetful functors.
The definition of the integral of (H,A,C), i.e. a map γ : C → Hom(C,A) satisfying the equation
(29), is given in Definition 2.1, and its characterization in Theorem 2.6, which can be interpreted
as follows: there exists a total integral γ : C → Hom(C,A) of (H,A,C) if and only if any Doi-
Koppinen module is relative injective (injective, if we work over a field) in a functorial way, as a
left C-comodule. A key result is Theorem 2.9 : if there exists a total integral γ : C → Hom(C,A)
of (H,A,C), then C ⊗ A is a generator in the category CM(H)A. As explained in previous
publications ([10], [12]), CM(H)A unifies modules, comodules, Sweedler’s Hopf modules, relative
Hopf modules, graded modules, Long dimodules and Yetter-Drinfel’d modules. In particular, by
applying the above results we obtain the definition and the characterization theorem for quantum
integrals, being the integrals which correspond to the Yetter-Drinfel’d modules HYDH : If there
exists a total quantum integral γ : H → End(H), then any Yetter-Drinfel’d module M ∈ HYDH is
relative injective as an H-comodule. In particular, if H is finite dimensional over a field k, there
exists a total quantum integral γ : H → End(H) if and only if any representation of the Drinfel’d
double D(H) is injective in a functorial way, as an H∗-module.
In the second part of the paper we introduce the notion of quantum Galois extensions and we prove
a criterion for affineness in a quantum version. Let us explain the terminology and justify the
usage of the term ”quantum”. We shall begin by recalling the following powerful theorem given by
Schneider ([46]) 1 (presenting an equivalent right-left version of it):
Theorem 0.1 Let H be a Hopf algebra with a bijective antipode over a field k, A a left H-comodule
algebra and B = Aco(H) its subalgebra of coinvariants. The following statements are equivalent
1For H and A commutative, this result was proved before by Doi in [19, Theorem 3.2].
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1. (a) there exists ϕ : H → A a total integral;
(b) the canonical map can : A⊗BA→ H⊗A, can(a⊗B b) =
∑
b<−1>⊗ab<0>, is surjective;
2. the induction functor −⊗B A :MB →
HMA is an equivalence of categories;
3. (a) A is faithfully flat as a left B-module;
(b) A/B is an H-Galois extension, i.e. can is bijective.
A few comments on this result:
3)⇒ 1) was proven for the case when k is a field, 2 based on a result of Takeuchi [50]: over a field,
an H-comodule is injective if and only if it is coflat. All the other implications hold true over a
commutative ring, if we additionally assume that H is projective over k. The equivalence 2)⇔ 3)
is a general imprimitivity theorem and its proof is standard from the point of view of category
theory: a pair of adjoint functors (as −⊗B A and (−)
co(H) are) gives an equivalence of categories
iff one of them is faithfully exact (or both of them are exact) and the adjunction maps in the key
objects of categories (B inMB and H⊗A in
HMA) are bijective.
3 The main part of the theorem
is 1) ⇒ 2), which is the non-commutative version of the affineness criterion for affine algebraic
groups schemes given before by Cline, Parshall and Scott [16] and independently by Oberst [42].
Our intention is to ”quantize” this result. The first step to be taken is to quantize the category HMA
in a coherent way. In Hopf algebras theory, quantization means (roughly speaking) a deformation
of the enveloping algebra of a semisimple Lie algebra ℓ using a parameter q, in order to obtain
a noncommutative noncocommutative Hopf algebra (a quantum group) Uq(ℓ) ([22], [25]). The
results obtained for the new object Uq(ℓ) in the framework of representation theory ([33], [45]) will
generalize the results from the classic case U(ℓ). In order to quantize the category HMA, the part
of the parameter q mentioned above will be played by a new coaction (i.e. a family of parameters,
possible infinite, if k is a field), this time to the right, ρr : A → A ⊗ H. Thus A will be a H-
bicomodule algebra and the category of representations will be denoted by HYDA, the category of
quantum Yetter-Drinfel’d modules introduced in [12]. If A = H and ρl = ρr = ∆ then HYDH is the
category of Yetter-Drinfel’d (or crossed) modules introduced in [22], [52]: if H is finite dimensional
then HYDH ∼=MD(H), where D(H) is the Drinfel’d double of H ([35]). The category
HYDH plays
an important role in the quantum Yang-Baxter equation, low dimensional topology or knot theory
([26], [36]). In [23], the category of Yetter-Drinfel’d modules4 was used as the fundamental tool in
the construction of the dequantization functor DQ, which is an equivalence of categories from the
category of quantized universal enveloping algebras to the category of Lie bialgebras over k[[h]].
On the other hand, if ρr : A → A ⊗ H is the trivial coaction, that is ρ
r(a) = a ⊗ 1H , then
HYDA =
HMA, the category of classical relative Hopf modules.
Hence, HYDA is a category containing the category of Yetter-Drinfel’d modules
HYDH as a partic-
ular case and, on the other hand, HMA is obtained from
HYDA by trivializing the right coaction
of H on A. We can therefore view the category HYDA as a quantization of the category of relative
Hopf modules HMA. For this reason, throughout this paper we shall call the objects of
HYDH
Yetter-Drinfel’d modules, while the objects of the more general category HYDA shall be called
quantum Yetter-Drinfel’d modules.
Now we can extend Theorem 0.1 from relative Hopf modules to quantum Yetter-Drinfel’d modules:
this is what we shall do in Section 3. With the exception of 3) ⇒ 1) (which remains an open
2Recently, in [38], it was proven using other techniques that this implication holds for commutative QF-rings.
3For generalizations of this equivalence we refer to [5, Theorem 5.6], [6, Theorem 3.10] or [14, Theorem 2.8].
4The authors consider the left-left equivalent version of HYDH and the object of it are called H-dimodules.
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problem), all the other implications maintain their validity for the category HYDA. Let
B = {a ∈ A |
∑
S−1(a<1>)a<−1> ⊗ a<0> = 1H ⊗ a},
be the subalgebra of quantum coinvariants, which are the coinvariants of the Verma structure
A ∈ HYDA. Proposition 3.11 shows that the induction functor − ⊗B A : MB →
HYDA is an
equivalence of categories if and only if A/B is a faithfully flat quantum Galois extension, i.e.
the canonical map β : A ⊗B A → H ⊗ A, β(a ⊗B b) =
∑
S−1(b<1>)b<−1> ⊗ ab<0> is bijective.
Theorem 3.15 proves the quantum affineness criterion: if there exists γ : H → Hom(H,A) a total
quantum integral and the canonical map β : A ⊗B A → H ⊗ A is surjective, then the induction
functor −⊗B A :MB →
HYDA is an equivalence of categories.
1 Preliminary results
Throughout this paper, k will be a commutative ring with unit. Unless specified otherwise, all
modules, algebras, coalgebras, bialgebras, tensor products and homomorphisms are over k. For a
k-algebra A, MA (resp. AM) will be the category of right (resp. left) A-modules and A-linear
maps. H will be a Hopf algebra over k, and we will use Sweedler’s sigma-notation extensively. For
example, if (C,∆) is a coalgebra, then for all c ∈ C we write
∆(c) =
∑
c(1) ⊗ c(2) ∈ C ⊗ C, (∆ ⊗ Id)∆(c) = (Id⊗∆)∆(c) =
∑
c(1) ⊗ c(2) ⊗ c(3).
If (M,ρM ) is a left C-comodule, then we write
ρM (m) =
∑
m<−1> ⊗m<0> ∈ C ⊗M,
and
(∆⊗ Id)ρM (m) = (Id⊗ ρM )ρM (m) =
∑
m<−2> ⊗m<−1> ⊗m<0> ∈ C ⊗ C ⊗M
for m ∈M . CM (resp. MC) will be the category of left (resp. right) C-comodules and C-colinear
maps. If M is a left C-comodule then C ⊗M is also a left C-comodule via ρC⊗M := ∆ ⊗ IdM
and ρM : M → C ⊗M is a left C-colinear map. A left C-comodule M is called relative injective
if for any k-split monomorphism i : U → V in CM and for any C-colinear map f : U →M , there
exists a C-colinear map g : V → M such that g ◦ i = f . This is equivalent ([19]) to the fact that
ρM : M → C ⊗M splits in
CM, i.e. there exists a C-colinear map λM : C ⊗M → M such that
λM ◦ ρM = Id. Of course, if k is a field, M is relative injective if and only if it is an injective object
in CM.
The dual C∗ = Hom(C, k) of a k-coalgebra C is a k-algebra. The multiplication on C∗ is given by
the convolution
〈f ∗ g, c〉 =
∑
〈f, c(1)〉〈g, c(2)〉,
for all f, g ∈ C∗ and c ∈ C. C is a C∗-bimodule: the left and right action are given by the formulas
c∗⇀c =
∑
〈c∗, c(2)〉c(1) and c↼c
∗ =
∑
〈c∗, c(1)〉c(2) (1)
for c∗ ∈ C∗ and c ∈ C. This also holds for C-comodules: for example, if (M,ρM ) is a left C-
comodule, then it becomes a right C∗-module by
m · c∗ =
∑
〈c∗,m<−1>〉m<0>,
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for all m ∈M and c∗ ∈ C∗.
An algebra A that is also a left H-comodule is called a left H-comodule algebra if the comodule
structure map ρA : A→ H ⊗A is an algebra map. This means that
ρA(ab) =
∑
a<−1>b<−1> ⊗ a<0>b<0> and ρA(1A) = 1H ⊗ 1A
for all a, b ∈ A. This is equivalent to the fact that A is an algebra in the monoidal category HM
of left H-comodules.
Similarly, a coalgebra that is also a right H-module is called a right H-module coalgebra if C is a
coalgebra in the monoidal category MH of right H-modules, or equivalent
∆C(c · h) =
∑
c(1) · h(1) ⊗ c(2) · h(2) and εC(c · h) = εC(c)εH (h),
for all c ∈ C, h ∈ H.
1.1 Doi-Koppinen modules: functors and structures
Let H be a Hopf algebra, A a left H-comodule algebra and C a right H-module coalgebra. The
threetuple O = (H,A,C) is called a Doi-Koppinen datum. In order to study these general objects,
we have to define their representations: a representation of O = (H,A,C) (called also a right-
left Doi-Koppinen module) is a k-module M that has the structure of right A-module and left
C-comodule, such that the following compatibility relation holds
ρM (ma) =
∑
m<−1> · a<−1> ⊗m<0>a<0>, (2)
for all a ∈ A, m ∈ M . CM(H)A will be the abelian category of right-left Doi-Koppinen modules
and A-linear, C-colinear maps, as it was introduced by Y. Doi in [20] and independently by M.
Koppinen in [28]. Let FC : CM(H)A →MA be the forgetful functor which forgets the C-coaction
and
C ⊗ • : MA →
CM(H)A, M → C ⊗M
its right adjoint, where the structure maps on C ⊗M are given by
(c⊗m) · a =
∑
c · a<−1> ⊗ma<0> (3)
ρC⊗M (c⊗m) =
∑
c(1) ⊗ c(2) ⊗m (4)
for any c ∈ C, a ∈ A and m ∈M . The unit of the adjoint pair (FC , C ⊗ •) is precisely ([10], [39])
ρ : 1CM(H)A → (C ⊗ •) ◦ F
C ,
the C-coaction ρM : M → C ⊗M on any Doi-Koppinen module M ; therefore ρM is A-linear
and C-colinear and can be viewed as a natural transformation between the functors 1CM(H)A and
(C ⊗ •) ◦ FC . A is a right A-module, so C ⊗A is a Doi-Koppinen module via:
(c⊗ b)a =
∑
ca<−1> ⊗ ba<0> (5)
ρlC⊗A(c⊗ b) =
∑
c(1) ⊗ c(2) ⊗ b (6)
Furthermore, C ⊗A is also a right C-comodule via
ρrC⊗A : C ⊗A→ C ⊗A⊗ C, ρ
r
C⊗A(c⊗ a) =
∑
c(1) ⊗ a<0> ⊗ c(2)S(a<−1>) (7)
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for all a ∈ A, c ∈ C. C ⊗C ⊗A =
(
(C ⊗ •) ◦ FC
)
(C ⊗A) is an object in CM(H)A and also has a
right C-comodule structure via:
(c⊗ d⊗ b)a =
∑
ca<−2> ⊗ da<−1> ⊗ ba<0> (8)
ρlC⊗C⊗A(c⊗ d⊗ b) =
∑
c(1) ⊗ c(2) ⊗ d⊗ b (9)
ρrC⊗C⊗A(c⊗ d⊗ b) = c⊗ ρ
r
C⊗A(d⊗ b) =
∑
c⊗ d(1) ⊗ b<0> ⊗ d(2)S(b<−1>) (10)
Now, let FA :
CM(H)A →
CM be the other forgetful functor, which forgets the A-action and
• ⊗A : CM→ CM(H)A, N → N ⊗A
its left adjoint, where for N ∈ CM, N ⊗A ∈ CM(H)A via the structures
(n⊗ a) · b = n⊗ ab (11)
ρN⊗A(n⊗ a) =
∑
n<−1>a<−1> ⊗ n<0> ⊗ a<0> (12)
for any a, b ∈ A and n ∈ N . C is a left C-comodule via ∆; hence C ⊗ A can be also viewed as a
Doi-Koppinen module via
(c⊗ b) ·′ a = c⊗ ba (13)
ρ′lC⊗A(c⊗ b) =
∑
c(1) · b<−1> ⊗ c(2) ⊗ b<0> (14)
for all c ∈ C, a, b ∈ A. These two types of Doi-Koppinen module structures on C⊗A, coming from
(13) and (14) or from (5) and (6), are isomorphic: more precisely, the map
u : C ⊗A→ C ⊗A, u(c⊗ a) =
∑
ca<−1> ⊗ a<0> (15)
is an isomorphism of Doi-Koppinen modules ([14]) with an inverse given by
u−1 : C ⊗A→ C ⊗A, u−1(c⊗ a) =
∑
cS(a<−1>)⊗ a<0>
The algebra C∗ is a left H-module algebra; the H-action is given by the formula
〈h · c∗, c〉 = 〈c∗, c · h〉
for all h ∈ H, c ∈ C and c∗ ∈ C∗. The smash product A#C∗ is equal to A ⊗ C∗ as a k-module,
with the multiplication defined by
(a#c∗)(b#d∗) =
∑
a<0>b#c
∗ ∗ (a<−1> · d
∗), (16)
for all a, b ∈ A, c∗, d∗ ∈ D∗. Recall that we have a natural functor P : CM(H)A → MA#C∗
sending a Doi-Koppinen module M to itself, with the right A#C∗-action given by
m · (a#c∗) =
∑
〈c∗,m<−1>〉m<0>a (17)
for any m ∈M , a ∈ A and c∗ ∈ C∗. P is an equivalence of categories if C is finitely generated and
projective as a k-module ([20]).
As in [10], the following right C∗-module on Hom(C,A) will play a key role
(f · c∗)(c) =
∑
f(c(1))<0>〈c
∗, c(2) · f(c(1))<−1>〉 (18)
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for any f ∈ Hom(C,A), c∗ ∈ C∗ and c ∈ C. The above right C∗-action on Hom(C,A) is very
natural: Hom(C,A) has an algebra structure which is the right-left version of the smash product
in the sense of Koppinen ([28]), i.e. the multiplication is given by
(f • g)(c) =
∑
f
(
c(1)
)
<0>
g
(
c(2) · f
(
c(1)
)
<−1>
)
(19)
for all f , g ∈ Hom(C,A), c ∈ C. Moreover, if C is finitely generated and projective, the canonical
map i : A#C∗ → Hom(C,A) given by i(a#c∗)(c) = 〈c∗, c〉a is an algebra isomorphism. Now,
Hom(C,A) contains C∗ as a subalgebra via j : C∗ → Hom(C,A), j(c∗)(c) := 〈c∗, c〉, and the
C∗-action given by (18) is exactly the structure induced by the usual restriction of scalars via
j : C∗ → Hom(C,A).
Let A be a left H-comodule algebra and C = H, viewed as a right H-module coalgebra via the
multiplication on H. Then HM(H)A =
HMA, the category of (right-left) relative Hopf-modules.
We can also define HAM, the category of (left-left) relative Hopf modules: an object in this category
is a k-module M which has a left A-module structure and a left H-comodule structure such that
the following compatibility relation holds
ρM (am) =
∑
a<−1> ·m<−1> ⊗ a<0>m<0>, (20)
for all a ∈ A, m ∈ M . If S is bijective, then Hop is a Hopf algebra with S−1 as an antipode, and
there exists an equivalence of categories HMA ∼=
Hop
AopM.
Similarly, if A is a right H-comodule algebra we can define the categories MHA and AM
H . For
instance, an object in MHA is a right A-module and right H-comodule M such that the following
compatibility relation holds
ρM (ma) =
∑
m<0> · a<0> ⊗m<1>a<1>, (21)
for all a ∈ A, m ∈ M . The category MHA , together with all its left-right equivalent versions,
was introduced in [18], and proved to be a unifying framework, at the level of Hopf algebras, for
problems arising from different and apparently unrelated fields like: affine algebraic groups or more
generally affine scheme, Lie algebras, compact topological groups, groups representation theory,
Galois theory, Clifford theory or graded rings theory (see, for instance, [46], [47]).
1.2 Natural transformations versus integrals
In this section we shall present a point of view which is essential for the rest of the paper: specifically,
we shall prove that the existence of an integral on a Hopf algebra is a necessary and sufficient
criterion for constructing a natural transformation between two functors. This observation will
allow us to define the general concept of an integral associate to a Doi-Koppinen datum (H,A,C).
Let H be a Hopf algebra over a field k. We recall ([48]) that a right integral on H is an element
ϕ ∈ H∗ such that ϕh∗ = 〈h∗, 1H〉ϕ for all h
∗ ∈ H∗ . This is equivalent to the fact that ϕ : H → k
is right H-comodule map, where k has the trivial right H-comodule structure. If a right (or left)
integral exists, then the antipode of H is bijective ([43]).
Doi ([19]) generalizes this concept in the obvious way as follows: let A be a right H-comodule
algebra. A map ϕ : H → A is called an integral ([19]) if ϕ is right H-colinear. Furthermore, ϕ is
called a total integral if additionally ϕ(1H) = 1A. The criterion for the existence of a total integral
is given by Theorem 1.6 of [19] (we shall present only its essential part):
Theorem 1.1 Let A be a right H-comodule algebra. The following are equivalent:
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1. there exists a total integral ϕ : H → A;
2. any Hopf module M ∈ MHA is relative injective as a right H-comodule, i.e. the right H-
coaction ρM :M →M ⊗H splits in the category M
H of right H-comodules;
3. ρA : A→ A⊗H splits in the category M
H of right H-comodules.
We will explain now what is behind the proof of this characterization theorem. As (A, ρA) ∈ M
H
A ,
2)⇒ 3) is trivial. Now, if λA is an H-colinear retraction of ρA, then ϕ : H → A, ϕ(h) := λA(1A⊗h)
is a total integral, i.e 3)⇒ 1) follows. The implication 1)⇒ 2) is also easy: if ϕ is a total integral
then
λϕM :M ⊗H →M, λ
ϕ
M (m⊗ h) =
∑
m<0>ϕ(S(m<1>)h)
is an H-colinear retraction of ρM .
There is however more to be read between the lines of this proof, and this is a main starting point
for this paper. The character of λ is functorial: more precisely, if f : M → N is a morphism in
MHA (i.e. f is A-linear and H-colinear), then the diagram
M ⊗H
λϕM ✲ M
N ⊗H
f ⊗ Id
❄ λϕN ✲ N
f
❄
is commutative. Hence, λϕ is a natural transformation
λϕ : FA ◦ (• ⊗H) ◦ F
H → FA ◦ 1MH
A
where FA : M
H
A →M
H (resp. FH : MHA → MA) are the corresponding forgetful functors. Now
we view the right H-coaction ρ as a natural transformation
ρ : FA ◦ 1MH
A
→ FA ◦ (• ⊗H) ◦ F
H .
Bearing in mind the above, the theorem of Doi can be restated as follows:
Theorem 1.2 Let A be a right H-comodule algebra. The following are equivalent:
1. there exists a total integral ϕ : H → A;
2. there exists a natural transformation λ : FA ◦ (• ⊗ H) ◦ F
H → FA ◦ 1MH
A
that splits ρ :
FA ◦ 1MH
A
→ FA ◦ (• ⊗H) ◦ F
H ;
3. ρA : A→ A⊗H splits in the category M
H of right H-comodules.
Remarks 1.3 1. The above theorem is still valid leaving aside the normalizing condition ϕ(1H ) =
1A. More exactly, there exists an integral ϕ : H → A if and only if there exists λ : FA ◦ (• ⊗
H) ◦ FH → FA ◦ 1MH
A
a natural transformation. In particular, in the classic case corresponding
to A = k, we obtain that there exists a right integral ϕ : H → k on H if and only if there exists
a natural transformation λ : (• ⊗ H) ◦ FH → 1MH . Furthermore, ϕ(1H ) = 1 if and only if λ
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splits ρ : 1MH → (• ⊗H) ◦ F
H . This is equivalent ([10], [39]) to the fact that the forgetful functor
FH : MH → Mk is separable, which is another way of formulating Maschke’s theorem for Hopf
algebras ([48]).
2. Let A be a left H-comodule algebra. The version of Theorem 1.2 for the category HAM is still
true. In this case the H-colinear split of ρM : M → H ⊗M associated to a left total integral
ϕ : H → A is given by the formula:
λ′M : H ⊗M →M, λ
′
M (h⊗m) =
∑
ϕ(hS(m<−1>))m<0> (22)
for all h ∈ H, m ∈M .
Now, if we deal with HMA we have to assume that the antipode of H is bijective, in order to
be able to construct a splitting for ρM . In this case, the only possible way of constructing a left
H-colinear split of ρM :M → H ⊗M seems to be the one given by the formula:
λ′′M : H ⊗M →M, λ
′′
M (h⊗m) =
∑
m<0>ϕ(S
−1(m<−1>)h) (23)
for all h ∈ H, m ∈ M , where S−1 is the inverse of S. Of course, in the trivial case A = k which
corresponds to classic integrals, this is not really a restriction, as the existence of a left integral on
H ensures the bijectivity of the antipode ([43]). We shall see however that, even in the case HMA,
the restriction ”S bijective” can be left behind (moreover, we can do the same with the condition
that an antipode exists), if we replace the Doi integrals ϕ : H → A with maps γ : H → Hom(H,A).
For the latter, the split of ρM is given by
λ′′M (h⊗m) =
∑
m<0>γ(h)(m<−1>)
for all h ∈ H, m ∈M .
1.3 Quantum Yetter-Drinfel’d modules
Let H be a Hopf algebra with a bijective antipode, A an H-bicomodule algebra, and C an H-
bimodule coalgebra, this means that A is an algebra in the monoidal category HMH of H-
bicomodules and C is a coalgebra in the category HMH of H-bimodules. The left and right
H-coaction on A are denoted by ρl : A → H ⊗ A, ρl(a) =
∑
a<−1> ⊗ a<0> and ρ
r : A → A⊗H,
ρr(a) =
∑
a<0> ⊗ a<1>. The threetuple G = (H,A,C) was called in [12] a Yetter-Drinfel’d da-
tum. Let G = (H,A,C) be a Yetter-Drinfel’d datum. A representation of G, also called a crossed
G-module or a quantum Yetter-Drinfel’d module, is a k-module M that is at the same time a right
A-module and a left C-comodule such that∑
m<−1>a<−1> ⊗m<0> · a<0> =
∑
a<1>(m · a<0>)<−1> ⊗ (m · a<0>)<0> (24)
or, equivalently,
ρM (ma) =
∑
S−1(a<1>) ·m<−1> · a<−1> ⊗m<0>a<0> (25)
for all m ∈ M and a ∈ A. The category of (right-left) crossed G-modules and A-linear, C-
colinear maps will be denoted by CYD(H)A and was introduced in [12]. It follows easily that, for
C = A = H, we obtain the classical Yetter-Drinfel’d modules HYDH ([52], [44]).
In a similar way, we can introduce left-right, right-right and left-left crossed G-modules. The
corresponding categories are AYD(H)
C , YD(H)CA and
C
AYD(H). There exist relationships (we
refer to [12] for full details) between the four types of crossed G-modules, given by the following
equivalence of categories
AYD(H)
C ∼= C
cop
A YD(H)
∼= YD(Hop cop)CAop
∼= C
cop
YD(Hop cop)Aop .
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For this reason, we will focus only on the category CYD(H)A of right-left quantum Yetter-Drinfel’d
modules. It was proved in Theorem 2.3 and Remark 2.5 of [12] that CYD(H)A is a special case
of the category of Doi-Koppinen modules: more precisely, if G = (H,A,C) is a Yetter-Drinfel’d
datum, then O = (H ⊗Hop, A,C) is a Doi-Koppinen datum where A is a left H ⊗Hop-comodule
algebra via
a −→
∑(
a<−1> ⊗ S
−1(a<1>)
)
⊗a<0> (26)
for all a ∈ A and C is a right H ⊗Hop-module coalgebra via
c • (h⊗ k) = k · c · h (27)
for all c ∈ C, h, k ∈ H. Then there exists an isomorphism of categories
CYD(H)A ∼=
CM(H ⊗Hop)A.
Now, we will prove the converse: the Doi-Koppinen modules category is also a special case of the
quantum Yetter-Drinfel’d category, i.e. both categories are on the same level of generality. Let
O = (H,A,C) be a Doi-Koppinen datum, that is A is a left H-comodule algebra and C is a right
H-module coalgebra. We view A as an H-bicomodule algebra, where the right H-coaction on A is
trivial, that is A→ A⊗H, a→ a⊗ 1H for all a ∈ A, and C as an H-bimodule coalgebra where the
left action of H on C is also trivial, that is H ⊗C → C, h⊗ c→ ε(h)c, for all h ∈ H, c ∈ C. With
these structures, we can view G = (H,A,C) as a Yetter-Drinfel’d datum and the compatibility
condition (25) becomes exactly (2), i.e. CM(H)A is also a special case of
CYD(H)A.
Our special interest will be corresponding for the case C = H. For this, HYD(H)A will be simply
denoted by HYDA, for an arbitrary H-bicomodule algebra A. An object in this category is a
k-module M that is a right A-module and a left H-comodule such that
ρM (ma) =
∑
S−1(a<1>)m<−1>a<−1> ⊗m<0>a<0> (28)
for all m ∈M , a ∈ A. Now, if the right H-comodule structure on A is trivial, that is A→ A⊗H,
a → a ⊗ 1H , then
HYDA =
HMA, the category of relative Hopf modules. As
HMA is obtained
from HYDA by trivializing the right coaction of H on A, we can view the category of quantum
Yetter-Drinfel’d modules HYDA as a quantization of the category of relative Hopf modules
HMA.
2 Total integrals of a Doi-Koppinen datum
The point of view expressed in Theorem 1.2, evidencing the fact that integrals in the sense of Doi
(or classic integrals on Hopf algebras) are necessary and sufficient tools for constructing a natural
transformation, leads us to the correct definition of the integrals for a Doi-Koppinen datum.
Let M ∈ CM(H)A with the C-coaction ρM :M → C⊗M . We have seen in Section 1.1 that ρM is
a morphism in CM(H)A, in particular in
CM. We regarded ρ as a natural transformation between
the functors
ρ : FA ◦ 1CM(H)A → FA ◦ (C ⊗ •) ◦ F
C .
Now, in the light of the above interpretation, a total integral for a Doi-Koppinen datum should be
the necessary and sufficient tool for constructing a split of ρ.
Definition 2.1 Let (H,A,C) be a Doi-Koppinen datum. A k-linear map γ : C → Hom(C,A) is
called an integral of (H,A,C) if:
∑
c(1) ⊗ γ(c(2))(d) =
∑
d(2) {γ(c)(d(1))}<−1> ⊗ {γ(c)(d(1))}<0> (29)
10
for all c, d ∈ C. An integral γ : C → Hom(C,A) is called total if
∑
γ(c(1))(c(2)) = ε(c)1A (30)
for all c ∈ C.
The concept of integral presented above is obtained by relaxing the notion of A-integral of a Doi-
Koppinen datum introduced in Definition 2.6 of [10], leaving aside the A-centralizing condition.
More precisely, an A-integral is a total integral γ : C → Hom(C,A) satisfying the A-centralising
condition ∑
a<0>γ(ca<−2>)(da<−1>) = γ(c)(d)a
for all a ∈ A and c, d ∈ C.
The condition (30) is a normalizing condition: it can be viewed as a counterpart of the condition
ϕ(1H ) = 1A, corresponding to the case C = H.
The condition (29) looks very far away from the colinearity condition that appears in the case
C = H. However, if C is projective over k, the condition (29) is in fact a colinearity condition. Let
c∗ ∈ C∗. Applying c∗ to the first position we obtain
∑
〈c∗, c(1)〉γ(c(2))(d) =
∑
〈c∗, d(2) {γ(c)(d(1))}<−1>〉 {γ(c)(d(1))}<0> (31)
or equivalent, using (18)
γ(c↼c∗)(d) = (γ(c) · c∗)(d)
which means that γ is right C∗-linear.
Furthermore, if C is projective over k, then (29) is equivalent to the fact that γ is a right C∗-linear
map. In this case, we shall go further: let Hom(C,A) ∈ MC∗ with the structure from (18). We
define
HOM(C,A) = Hom(C,A)rat
the rational part of the right C∗-module Hom(C,A). There is another equivalent way for the
definition of HOM(A,C): it is the pull-back of the following two maps:
α : Hom(C,A)→ Hom(C,C ⊗A), α(f)(c) =
∑
c(2) · f(c(1))<−1> ⊗ f(c(1))<0>
and
θ : C ⊗Hom(C,A)→ Hom(C,C ⊗A), θ(c⊗ f)(d) = c⊗ f(d)
for all c, d ∈ C and f ∈ Hom(C,A).
Being rational as a right C∗-module, HOM(C,A) has a natural structure of left C-comodule ([1],
[49]). By definition, a k-linear map f : C → A belongs to HOM(C,A) if and only if there exists a
family of elements c1, · · · , cn ∈ C and h1, · · · , hn ∈ Hom(C,A) such that
f · c∗ =
n∑
i=1
hi〈c
∗, ci〉
which is equivalent to
∑
f(d(1))<0>〈c
∗, d(2) · f(d(1))<−1>〉 =
n∑
i=1
hi(d)〈c
∗, ci〉
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for all c∗ ∈ C∗, d ∈ C. As C is projective, the last equation is equivalent to
n∑
i=1
ci ⊗ hi(d) =
∑
d(2) · f(d(1))<−1> ⊗ f(d(1))<0>
for all d ∈ C.
Let now γ : C → Hom(C,A) be an integral of (H,A,C) and f = γ(c), c ∈ C. Then choosing ci =
c(1) and hi = γ(c(2)) the condition (29) assures that γ(c) ∈ HOM(C,A), i.e. Im(γ) ⊆ HOM(C,A).
We record these observations in the following
Proposition 2.2 Let (H,A,C) be a Doi-Koppinen datum such that C is projective over k. The
following statements are equivalent:
1. there exists γ : C → Hom(C,A) an integral of (H,A,C);
2. there exists γ˜ : C → HOM(C,A) a left C-comodule map.
Remarks 2.3 1. We shall point out now that the integrals introduced above are in line with
Doi’s total integrals and with the classic integrals on Hopf algebras. For this, let C = H and
γ : H → Hom(H,A) be a total integral for (H,A,H). For c = h ∈ H and d = 1H , the equation
(29) takes the form
∑
h(1) ⊗ γ(h(2))(1H ) =
∑
γ(h)(1H )<−1> ⊗ γ(h)(1H )<0>
i.e the map
ϕ = ϕγ : H → A, ϕ(h) = γ(h)(1H ) (32)
for all h ∈ H is left H-colinear, hence a total integral.
Conversely, assume that ϕ : H → A is a total integral and that the antipode S is bijective (this
assumption is given by the choice of sides (right-left), according to 2) of Remark 1.3). Then
γ : H → Hom(H,A), γ(h)(g) = ϕ
(
S−1(g)h
)
(33)
for all g, h ∈ H is a total integral for (H,A,H). Indeed, for c, d ∈ H we have
∑
d(2)γ(c)(d(1))<−1> ⊗ γ(c)(d(1))<0> =
∑
d(2)ϕ
(
S−1(d(1))c
)
<−1>
⊗ϕ
(
S−1(d(1))c
)
<0>
(ϕ is left H − colinear) =
∑
d(2)S
−1(d(1))(1)c(1) ⊗ ϕ
(
S−1(d(1))(2)c(2)
)
=
∑
d(3)S
−1(d(2))c(1) ⊗ ϕ
(
S−1(d(1))c(2)
)
=
∑
c(1) ⊗ ϕ
(
S−1(d)c(2)
)
=
∑
c(1) ⊗ γ(c(2))(d)
hence γ is a total integral in our sense.
In particular, at the level of Hopf algebras over a field k, the existence of an integral of (H, k,H) is
equivalent to the existence of a classical integral on H. The correspondence is given by the formulas
(32) and (33). We mention that if there exists an integral ϕ : H → k on H, then the antipode S is
bijective, hence the formula (33) can be used.
2. The above general definition has an extra-bonus: it leads to the notion of an integral for a
12
coalgebra C, 5 which corresponds to the Doi-Koppinen datum (k, k, C). More precisely, an integral
for a coalgebra C is a k-linear map γ : C → C∗ satisfying the condition
∑
c(1) ⊗ γ(c(2))(d) =
∑
d(2) ⊗ γ(c)(d(1)) (34)
(35)
for all c, d ∈ C. Furthermore, γ is called total if
∑
γ(c(1))(c(2)) = ε(c) (36)
for all c. For a coalgebra C over a field k, there exists a total integral γ : C → C∗ if and only if C
is coseparable (Theorem 4.3 of [13]), and this is the Maschke theorem for coalgebras.
We have proved that classical integrals or Doi’s total integrals are examples of integrals in our
sense. We shall indicate now two important classes of examples that are not produced in this way.
Examples 2.4 1. Let C = Mn(k) be the n× n comatrix coalgebra, i.e. C is the coalgebra with a
k-basis {cij | i, j = 1, · · · , n} such that
∆(cij) =
n∑
u=1
ciu ⊗ cuj , ε(cij) = δij
for all i, j = 1, · · · , n. Let (H,A,C) = (H,A,Mn(k)) be a Doi-Koppinen datum and B = Aco(H) =
{ a ∈ A | ρ(a) = 1H ⊗ a } be the subalgebra of coinvariants of A. Let µ = (µij) ∈ Mn(B) be an
arbitrary n×n-matrix over B (for example, µij = aij1A, where aij are scalars of k). Then the map
γ = γµ : C → Hom(C,A), γ(cij)(crs) = δisµrj
is an integral of (H,A,Mn(k)). Indeed, for c = cij and d = ckl
∑
c(1) ⊗ γ(c(2))(d) =
n∑
u=1
ciu ⊗ δulµkj = cil ⊗ µkj
and
∑
d(2)γ(c)(d(1))<−1> ⊗ γ(c)(d(1))<0> =
n∑
v=1
cvlγ(cij)(ckv)<−1> ⊗ γ(cij)(ckv)<0>
( µkj ∈ B ) =
n∑
v=1
cvl ⊗ δivµkj = cil ⊗ µkj
i.e. γµ is an integral. On the other hand, for c = cij,
∑
γ(c(1))(c(2)) =
n∑
u=1
γ(ciu)(cuj) =
n∑
u=1
δijµuu = δijTr(µ)
Hence, γµ is a total integral if and only if Tr(µ) = 1A.
2. Another class of examples of total integrals arises from the graded case. Let X be a set and
C = kX be the group-like coalgebra, i.e. kX is the free k-module having X as a basis and
5For C k-projective, the notion was introduced in Definition 4.1 of [13].
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∆(x) = x⊗ x, ε(x) = 1, for all x ∈ X. Let (H,A,C) = (H,A, kX) be a Doi-Koppinen datum and
µ = (µxy)x,y∈X be a family of elements of B = A
co(H). The map
γ = γµ : kX → Hom(kX,A), γ(x)(y) = δxyµxy
for all x, y ∈ X is an integral of (H,A, kX). Indeed, for x, y ∈ X we have
∑
yγ(x)(y)<−1> ⊗ γ(x)(y)<0> = y ⊗ δxyµxy = x⊗ δxyµxy = x⊗ γ(x)(y)
i.e. γµ is an integral of (H,A, kX). Furthermore, γµ is a total integral iff µxx = 1A for all x ∈ X.
The category kXM(H)A associated to this Doi-Koppinen datum covers a large class of examples
of X-graded representations of A, starting from the category of super-graded vector spaces (cor-
responding to the trivial case H = A = k, k a field) to the category of graded modules by G-sets
(corresponding to the case H = kG, where G is a group acting on the set X).
We shall now prove that the existence of an integral γ : C → Hom(C,A) permits the deformation
of a k-linear map between two Doi-Koppinen modules until it becomes a C-colinear map.
Proposition 2.5 Let (H,A,C) be a Doi-Koppinen datum, M ∈ CM(H)A, N ∈
CM and u : N →
M a k-linear map. Suppose that there exists γ : C → Hom(C,A) an integral. Then:
1. the map
u˜ : N →M, u˜(n) =
∑
u(n<0>)<0>γ(n<−1>)(u(n<0>)<−1>)
for all n ∈ N , is left C-colinear;
2. if γ is a total integral and f :M → N is a morphism in CM(H)A which is a k-split injection
(resp. a k-split surjection), then f has a C-colinear retraction (resp. a section).
Proof 1. For n ∈ N we have
ρM (u˜(n)) =
∑
u(n<0>)<−1>γ(n<−1>)
(
u(n<0>)<−2>
)
<−1>
⊗u(n<0>)<0>γ(n<−1>)
(
u(n<0>)<−2>
)
<0>
=
∑
u(n<0>)<−1>(2)γ(n<−1>)
(
u(n<0>)<−1>(1)
)
<−1>
⊗u(n<0>)<0>γ(n<−1>)
(
u(n<0>)<−1>(1)
)
<0>
(29) =
∑
n<−2> ⊗ u(n<0>)<0>γ(n<−1>)(u(n<0>)<−1>)
=
∑
n<−1> ⊗ u˜(n<0>)
= (Id⊗ u˜)ρN (n)
hence u˜ is left C-colinear.
2. Let u : N →M be a k-linear retraction (resp. section) of f . Then u˜ : N →M is a left C-colinear
retraction (resp. section) of f . Assume first that u is a retraction of f . Then, for m ∈M
(u˜ ◦ f)(m) =
∑
u(f(m)<0>)<0>γ(f(m)<−1>)(u(f(m)<0>)<−1>)
( f is C − colinear) =
∑
u(f(m<0>))<0>γ(m<−1>)(u(f(m<0>))<−1>)
( u ◦ f = Id ) =
∑
m<0>γ(m<−2>)(m<−1>) = m
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hence u˜ : N → M is a left C-colinear retraction of f . On the other hand, if u is a section of f ,
then for n ∈ N
(f ◦ u˜)(n) =
∑
f
(
u(n<0>)<0>γ(n<−1>)(u(n<0>)<−1>)
)
( f is A− linear) =
∑
f
(
u(n<0>)<0>
)
γ(n<−1>)(u(n<0>)<−1>)
( f is C − colinear) =
∑
(f(u(n<0>)))<0>γ(n<−1>)
(
(f(u(n<0>)))<−1>
)
( f ◦ u = Id ) =
∑
n<0>γ(n<−2>)(n<−1>) = n
i.e. u˜ : N →M is a left C-colinear section of f .
We will prove now the version of Theorem 1.2 for Doi-Koppinen modules. We note that the
counterpart of the item 3) of Theorem 1.2 has a different form: the difference is given by the fact
that for C = H, A ∈ HMA with the natural structures, while for an arbitrary C, A does not have
a structure of object in CM(H)A. Thus, A is replaced now with C ⊗A and this time, ρ
l
C⊗A splits
C-bicolinearly. Parts of the proof of the following theorem are closely related to the ideas presented
in Section 2 of [10].
Theorem 2.6 Let (H,A,C) be a Doi-Koppinen datum. The following statements are equivalent:
1. there exists γ : C → Hom(C,A) a total integral;
2. the natural transformation ρ : FA ◦ 1CM(H)A → FA ◦ (C ⊗ •) ◦ F
C splits;
3. the left C-coaction on C ⊗ A, ρlC⊗A : C ⊗ A→ C ⊗ C ⊗ A, ρ
l
C⊗A(c ⊗ a) =
∑
c(1) ⊗ c(2) ⊗ a
splits in CMC , the category of C-bicomodules.
Consequently, if one of the equivalent conditions holds, any Doi-Koppinen module is relative injec-
tive as a left C-comodule.
Proof 1) ⇒ 2) Let γ : C → Hom(C,A) be a total integral. We have to construct a natural
transformation λ that splits ρ. Let M ∈ CM(H)A and uM : C ⊗ M → M , be the k-linear
retraction of ρM :M → C ⊗M given by uM (c⊗m) = ε(c)m, for all c ∈ C and m ∈M . We define
λM = u˜M , i.e.
λM = λM (γ) : C ⊗M →M, λM (c⊗m) =
∑
m<0>γ(c)(m<−1>) (37)
for all c, m ∈M . It follows from Proposition 2.5 that the map λM is a left C-colinear retraction of
ρM .
It remains to prove that λ = λ(γ) is a natural transformation. Let f : M → N be a morphism in
CM(H)A. We have to prove that the diagram
C ⊗M
λM ✲ M
C ⊗N
Id⊗ f
❄ λN ✲ N
f
❄
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is commutative. For c ∈ C and m ∈M , using that f is right A-linear, we have
(f ◦ λM )(c ⊗m) =
∑
f(m<0>γ(c)(m<−1>)) =
∑
f(m<0>)γ(c)(m<−1>)
and using that f is left C-colinear
(
λN ◦ (Id⊗ f)
)
(c⊗m) = λN (c⊗ f(m))
=
∑
f(m)<0>γ(c)(f(m)<−1>)
=
∑
f(m<0>)γ(c)(m<−1>)
i.e. λ is a natural transformation that splits ρ.
2) ⇒ 3) Assume that for any M ∈ CM(H)A the C-coaction ρM : M → C ⊗ M splits in the
category CM of left C-comodules and the character of the splitting is functorial. In particular,
ρlC⊗A : C ⊗ A → C ⊗ C ⊗ A splits in
CM, and let λ = λC⊗A : C ⊗ C ⊗ A → C ⊗ A be a left
C-colinear retraction of it. Using the naturality of λ, we will prove that λ is also right C-colinear,
where C ⊗A and C ⊗ C ⊗A are right C-comodules via (7) and (10).
First, let V be a k-module and M ∈ CM(H)A. Then M ⊗V ∈
CM(H)A via the structures arising
from the ones of M , i.e
(m⊗ v)a = ma⊗ v, ρM⊗V = ρM ⊗ IdV
for all m ∈M , a ∈ A and v ∈ V . Using the naturality of λ, we shall prove now that
λM⊗V = λM ⊗ IdV (38)
Let v ∈ V and
gv :M →M ⊗ V, gv(m) = m⊗ v
Then gv is a morphism in
CM(H)A. From the naturality of λ we obtain that
gv ◦ λM = λM⊗V ◦ (IdC ⊗ gv)
Hence
λM⊗V (c⊗m⊗ v) = gv(λM (c⊗m)) = λM (c⊗m)⊗ v
i.e. (38) holds. In particular, let us take M = C ⊗A and V = C viewed only as a k-module. Then
C ⊗A⊗ C ∈ CM(H)A via the structures arising from the ones of C ⊗A, i.e
(c⊗ a⊗ d)b =
∑
cb<−1> ⊗ ab<0> ⊗ d (39)
ρC⊗A⊗C(c⊗ a⊗ d) =
∑
c(1) ⊗ c(2) ⊗ a⊗ d (40)
for all c, d ∈ C, a, b ∈ A. With these structures the map
f = ρrC⊗A : C ⊗A→ C ⊗A⊗ C, f(c⊗ a) =
∑
c(1) ⊗ a<0> ⊗ c(2)S(a<−1>)
is a morphism in CM(H)A. From the naturality of λ the following diagram
C ⊗ C ⊗A
λC⊗A ✲ C ⊗A
C ⊗ C ⊗A⊗C
IC ⊗ f = ρ
r
C⊗C⊗A
❄ λC⊗A⊗C = λC⊗A ⊗ IC✲ C ⊗A⊗ C
f = ρrC⊗A
❄
(41)
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is commutative, i.e. λ = λC⊗A is also right C-colinear.
3)⇒ 1) The left C-coaction ρlC⊗A : C ⊗A→ C ⊗ C ⊗ A is a C-bicomodule map. Let λ = λC⊗A :
C ⊗ C ⊗A→ C ⊗A be a split of ρlC⊗A in
CMC . In particular,
λ(
∑
c(1) ⊗ c(2) ⊗ a) = c⊗ a
for all c ∈ C, a ∈ A. We define,
γ : C → Hom(C,A), γ(c)(d) := (ε⊗ Id)λ(c⊗ d⊗ 1A) (42)
for all c, d ∈ C. We will prove that γ is a total integral. First,
∑
γ(c(1))(c(2)) =
∑
(ε⊗ IdA)λ(c(1) ⊗ c(2) ⊗ 1A) = ε(c)1A
i.e. (30) holds. We will prove that (29) also holds. For c, d ∈ C, the left hand side of (29) is
∑
c(1) ⊗ γ(c(2))(d) =
∑
c(1) ⊗ (ε⊗ IA)λ(c(2) ⊗ d⊗ 1A)
(λ is left C − colinear) = (IdC ⊗ ε⊗ IdA)ρC⊗A
(
λ(c⊗ d⊗ 1A)
)
= λ(c⊗ d⊗ 1A)
In order to compute the right hand side of (29) we adopt the temporary notation
λ(c⊗ d(1) ⊗ 1A) =
∑
i
ci ⊗ ai.
Now,
∑
d(2)γ(c)(d(1))<−1> ⊗ γ(c)(d(1))<0> =
∑
d(2)ε(ci)ai<−1> ⊗ ai<0>
=
∑
d(2)ai<−1> ⊗ ε(ci)ai<0>
Hence, the equation (29) is equivalent to
λ(c⊗ d⊗ 1A) =
∑
(d(2) ⊗ 1A)(εC ⊗ ρA)λ(c⊗ d(1) ⊗ 1A) (43)
for all c, d ∈ C. Now, it is time to use the fact that λ is also right C-colinear. Denoting
λ(c⊗ d⊗ 1A) =
∑
i
Di ⊗Ai ∈ C ⊗A
and evaluating the diagram (41) at c⊗ d⊗ 1A, we obtain∑
λ(c⊗ d(1) ⊗ 1A)⊗ d(2) =
∑
Di(1) ⊗Ai<0> ⊗Di(2)S(Ai<−1>)
hence, ∑
d(2) ⊗ (εC ⊗ IA)(λ(c⊗ d(1) ⊗ 1A)) =
∑
DiS(Ai<−1>)⊗Ai<0>
Now we apply ρA to the second factor of both sides. Using the fact that ρA ◦ (εC ⊗ IA) = εC ⊗ ρA,
we obtain
∑
d(2) ⊗ (εC ⊗ ρA)(λ(c⊗ d(1) ⊗ 1A)) =
∑
DiS(Ai<−2>)⊗Ai<−1> ⊗Ai<0> .
(43) follows after we let the second factor act on the first one.
Leaving aside the normalizing condition (30), we obtain the following directly from the proof of the
theorem:
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Corollary 2.7 Let (H,A,C) be a Doi-Koppinen datum. The following statements are equivalent:
1. there exists γ : C → Hom(C,A) an integral of (H,A,C);
2. there exists λ : FA ◦ (C ⊗ •) ◦ F
C → FA ◦ 1CM(H)A a natural transformation;
3. there exists λ′ : C ⊗ C ⊗A→ C ⊗A a C-bicomodule map .
Remark 2.8 The Theorem 2.6 has an interesting consequence in the finite dimensional case. First,
let R ⊂ S be a ring extension. S/R is called a RIT-extension (right integral type) if any right S-
module is injective as a right R-module. Assume that C is finite dimensional over a field k and
γ : C → Hom(C,A) is a total integral. Then C∗ ⊂ A#C∗ is a RIT-extension. Indeed, as C is finite
dimensional, the functor P : CM(H)A →MA#C∗ is an equivalence of categories, which allows us
to apply Theorem 2.6.
The object C ⊗ A plays a special role in CM(H)A: first, if k is a field, it was proved in [14] that
C ⊗A is a subgenerator in CM(H)A, i.e. any object in
CM(H)A is isomorphic to a subobject of
a quotient of direct sums of copies of C ⊗ A. Secondly, over a commutative ring, Corollary 2.9 of
[11] proves that, if the forgetful functor FC : CM(H)A →MA is Frobenius (i.e. by definition has
the same left and right adjoint), then C ⊗ A is a generator in CM(H)A. Finally, Lemma 2.8 of
[17] shows that, if k is a field and C is a left and right quasi co-Frobenius coalgebra, then C ⊗ A
is a generator in CM(H)A. We shall prove now the main applications of the existence of a total
integral.
Theorem 2.9 Let (H,A,C) be a Doi-Koppinen datum and suppose that there exists γ : C →
Hom(C,A) a total integral. Then for any M ∈ CM(H)A the map
f : C ⊗A⊗M →M, f(c⊗ a⊗m) =
∑
m<0>γ(cS(a<−1>))(m<−1>)a<0> (44)
for all c ∈ C, a ∈ A and m ∈M is a k-split epimorphism in CM(H)A.
In particular, C ⊗A is a generator in the category CM(H)A.
Proof C ⊗A⊗M is viewed as an object in CM(H)A with the structures arising from the ones of
C ⊗A, i.e
(c⊗ a⊗m)b =
∑
cb<−1> ⊗ ab<0> ⊗m
ρC⊗A⊗M(c⊗ a⊗m) =
∑
c(1) ⊗ c(2) ⊗ a⊗m
for all c ∈ C, a, b ∈ A and m ∈M . First we shall prove that f is a k-split (even a C-colinear split)
surjection. Let g : M → C ⊗ A ⊗M , g(m) =
∑
m<−1> ⊗ 1A ⊗m<0>, for all m ∈ M . Then g is
left C-colinear (but is not right A-linear) and for m ∈M we have
(f ◦ g)(m) =
∑
f(m<−1> ⊗ 1A ⊗m<0>)
=
∑
m<0><0>γ(m<−1>)(m<0><−1>)
=
∑
m<0>γ(m<−2>)(m<−1>)
=
∑
m<0>γ(m<−1>(1))(m<−1>(2))
=
∑
m<0>ε(m<−1>) = m
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i.e. g is a left C-colinear section of f . For a, b ∈ A, c ∈ C m ∈M we have
f((c⊗ a⊗m)b) =
∑
f(cb<−1> ⊗ ab<0> ⊗m)
=
∑
m<0>γ
(
cb<−1>S(b<0><−1>)S(a<−1>)
)
(m<−1>)a<0>b<0><0>
=
∑
m<0>γ
(
cb<−2>S(b<−1>)S(a<−1>)
)
(m<−1>)a<0>b<0>
=
∑
m<0>γ
(
cS(a<−1>)
)
(m<−1>)a<0>b
= f(c⊗ a⊗m)b
i.e. f is right A-linear. It remains to prove that f is also left C-colinear. First we compute
(IC ⊗ f)ρC⊗A⊗M(c⊗ a⊗m) =
∑
c(1) ⊗ f(c(2) ⊗ a⊗m)
=
∑
c(1) ⊗m<0>γ(c(2)S(a<−1>))(m<−1>)a<0>
and
ρM (f(c⊗ a⊗m)) =
∑
ρM (m<0>γ(cS(a<−1>))(m<−1>)a<0>)
=
∑
m<0><−1>
(
γ(cS(a<−1>))(m<−1>)
)
<−1>
a<0><−1> ⊗
m<0><0>
(
γ(cS(a<−1>))(m<−1>)
)
<0>
a<0><0>
=
∑
m<−1>
(
γ(cS(a<−2>))(m<−2>)
)
<−1>
a<−1> ⊗
m<0>
(
γ(cS(a<−2>))(m<−2>)
)
<0>
a<0>
=
∑
m<−1>(2)
(
γ(cS(a<−2>))(m<−1>(1))
)
<−1>
a<−1> ⊗
m<0>
(
γ(cS(a<−2>))(m<−1>(1))
)
<0>
a<0>
(29) =
∑
c(1)S(a<−2>)(1)a<−1> ⊗
m<0>γ(c(2)S(a<−2>)(2))(m<−1>)a<0>
=
∑
c(1)S(a<−2>)a<−1> ⊗
m<0>γ(c(2)S(a<−3>))(m<−1>)a<0>
=
∑
c(1) ⊗m<0>γ(c(2)S(a<−1>))(m<−1>)a<0>
= (IC ⊗ f)ρC⊗A⊗M (c⊗ a⊗m)
i.e. f is left C-colinear. Hence, we proved that f is an epimorphism in CM(H)A and has a C-
colinear section.
Now, taking a k-free presentation of M in the category of k-modules
k(I)
pi
−→M−→0
we obtain an epimorphism in CM(H)A
(C ⊗A)(I) ∼= C ⊗A⊗ k(I)
g
−→M−→0
where g = f ◦ (IC ⊗ IA ⊗ π). Hence C ⊗A is a generator in
CM(H)A.
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3 The affineness criterion for quantum Yetter-Drinfel’d modules
Let H be a Hopf algebra with a bijective antipode and A an H-bicomodule algebra. Let HYDA
be the category of (right-left) quantum Yetter-Drinfel’d modules, i.e. an object in HYDA is a right
A-module, left H-comodule (M, ·, ρM ) such that∑
m<−1>a<−1> ⊗m<0> · a<0> =
∑
a<1>(m · a<0>)<−1> ⊗ (m · a<0>)<0> (45)
for all m ∈M and a ∈ A.
Remark 3.1 Let M be a right A-module and a left H-comodule. Then the compatibility relation
(45) is equivalent to
ρM (m · a) =
∑
S−1(a<1>)m<−1>a<−1> ⊗m<0> · a<0> (46)
for all m ∈M and a ∈ A. Indeed, assume first that (46) holds. Then for a ∈ A, m ∈M∑
a<1>(m · a<0>)<−1> ⊗ (m · a<0>)<0> =
∑
a<1>S
−1(a<0><1>)m<−1>a<0><−1>
⊗m<0> · a<0><0>
=
∑
m<−1>a<−1> ⊗m<0> · a<0>
Conversely, if (45) holds then
ρM (m · a) =
∑
(m · a)<−1> ⊗ (m · a)<0>
=
∑
ε(a<1>)(m · a<0>)<−1> ⊗ (m · a<0>)<0>
=
∑
S−1(a<1>)a<0><1>(m · a<0><0>)<−1> ⊗ (m · a<0><0>)<0>
=
∑
S−1(a<1>)m<−1>a<−1> ⊗m<0> · a<0>
fro all a ∈ A, m ∈M .
Examples 3.2 1. Let A = H and ρl = ρr = ∆. Then HYDH is the category of crossed (or
Yetter-Drinfel’d) modules introduced in [52] (see also [44] for all left-right conventions).
2. If ρr : A → A ⊗ H is the trivial coaction, that is ρ
r(a) = a ⊗ 1H , then
HYDA =
HMA, the
category of classical relative Hopf modules.
3. If both coactions ρl and ρr are trivial, then HYDA =
HLA, the category of Long dimodules. This
category was defined by F.W. Long in [31] for the case A = H, a commutative and cocommutative
Hopf algebra and was studied in connection with the Brauer group. In the general case, the category
CLA was introduced in [40] and was studied related to a nonlinear equation.
4. Let H = kG where G is a group. Then a kG-bicomodule algebra is a bi-graded k-algebra A,
having two compatible gradations of type G and an object in kGYDA is a G-graded representation
on A such that the A-action agrees with the bi-graduation.
An important object of HYDA is the Verma structure (A, ·, ρ˜), where · is the multiplication on A
and the left H-coaction ρ˜ given by
ρ˜ : A→ H ⊗A, ρ˜(a) =
∑
S−1(a<1>)a<−1> ⊗ a<0> (47)
for all a ∈ A. Then (A, ·, ρ˜) ∈ HYDA and we will see that it will play a crucial role in this section.
In the particular case (A = H, ρl = ρr = ∆), the above structure is just the right-left version of the
Verma Yetter-Drinfel’d module over H defined in equation (2.6) of [23].
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Remark 3.3 If H is commutative then (A, ρ˜) is a structure of left H-comodule algebra on A.
Hence, we can associate the usual category HMA of classical Hopf modules to it: it is easy to
show that HYDA =
HMA, i.e. in the commutative case the theory of the category of quantum
Yetter-Drinfel’d modules can be reduced to the study of the Hopf modules category. The theory
presented below is relevant for the noncommutative case.
We view now HYDA as the category of Doi-Koppinen modules associated to the Doi-Koppinen
datum (H ⊗Hop, A,H) where
• A is a left H ⊗Hop-comodule algebra via
a −→
∑(
a<−1> ⊗ S
−1(a<1>)
)
⊗a<0> (48)
for all a ∈ A and
• H is a right H ⊗Hop-module coalgebra via
g · (h⊗ k) = kgh (49)
for all g, h, k ∈ H. Then HM(H ⊗ Hop)A =
HYDA, and hence all the concepts, structures and
results from previous sections can be formulated for HYDA. For instance, H ⊗A ∈
HYDA via the
following structures
(h⊗ b)a =
∑
S−1(a<1>)ha<−1> ⊗ ba<0> (50)
ρH⊗A(h⊗ b) =
∑
h(1) ⊗ h(2) ⊗ b (51)
for all h ∈ H, a, b ∈ A. The Definition 2.1 has the following form
Definition 3.4 Let H be a Hopf algebra with a bijective antipode and A an H-bicomodule algebra.
A k-linear map γ : H → Hom(H,A) is called a quantum integral if:
∑
g(1) ⊗ γ(g(2))(h) =
∑
S−1
(
{γ(g)(h(1))}<1>
)
h(2){γ(g)(h(1))}<−1> ⊗ {γ(g)(h(1))}<0> (52)
for all g, h ∈ H. A quantum integral γ : H → Hom(H,A) is called total if
∑
γ(h(1))(h(2)) = ε(h)1A (53)
for all h ∈ H.
Remarks 3.5 1. Let γ : H → Hom(H,A) be a quantum integral. Then,
ϕ = ϕγ : H → A, ϕ(g) = γ(g)(1H )
satisfies the condition
∑
g(1) ⊗ ϕ(g(2)) =
∑
S−1
(
ϕ(g)<1>
)
ϕ(g)<−1> ⊗ ϕ(g)<0>
for all g ∈ H, i.e. ϕ : H → A is left H-colinear, where A is a left H-comodule via ρ˜.
As opposed to the case HMA, a left H-colinear map ϕ : H → A is not sufficient to construct a
quantum integral. If however ϕ : H → A is a k-linear map satisfying the more powerful relation
∑
xg(1) ⊗ ϕ(g(2)) =
∑
S−1
(
ϕ(g)<1>
)
xϕ(g)<−1> ⊗ ϕ(g)<0> (54)
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for all x, g ∈ H, then
γ = γϕ : H → Hom(H,A), γ(g)(h) = ϕ(S
−1(h)g)
is a quantum integral. Indeed, the right hand side of (52) is
RHS =
∑
S−1
(
ϕ(S−1(h(1))g)<1>
)
h(2)ϕ(S
−1(h(1))g)<−1> ⊗ ϕ(S
−1(h(1))g)<0>
(54) =
∑
h(3)S
−1(h(2))g(1) ⊗ ϕ(S
−1(h(1))g(2))
=
∑
g(1) ⊗ ϕ(S
−1(h)g(2))
=
∑
g(1) ⊗ γ(g(2))(h)
i.e. γ is a quantum integral.
2. The above remark indicates us a way to construct quantum integrals starting from integrals on
H. Let θ : H → k be a left integral on H. Then ϕ = ϕθ : H → A, ϕ(h) = θ(h)1A satisfies (54) and
hence
γ = γθ : H → Hom(H,A), γ(g)(h) = θ(S
−1(h)g)1A (55)
is a quantum integral. Furthermore, if θ(1H) = 1k (that is H is cosemisimple), then γθ is a total
quantum integral.
3. Assume that there exists γ : H → Hom(H,A) a total quantum integral. Then any M ∈ HYDA
is relative injective as a left H-comodule. In particular, let (A, ρl, ρr) = (H,∆,∆), where H is a
finite dimensional Hopf algebra over a field k. Then the extension H∗ ⊂ D(H) is a RIT-extension,
that is any representation of the Drinfel’d double is injective as a right H∗-module.
Proposition 3.6 Let H be a Hopf algebra with a bijective antipode and A an H-bicomodule algebra.
Assume that there exists γ : H → Hom(H,A) a total quantum integral. Then ρ˜ : A→ H ⊗A splits
in HYDA.
Proof Using Theorem 2.6 for HM(H ⊗Hop)A =
HYDA, the map
λ : H ⊗A→ A, λ(h⊗ a) =
∑
a<0>γ(h)(S
−1(a<1>)a<−1>)
for all h ∈ H, a ∈ A is a left H-colinear retraction of ρ˜. In particular, λ(1H ⊗ 1A) = 1A and
∑
g(1) ⊗ λ(g(2) ⊗ a) =
∑
S−1
(
λ(g ⊗ a)<1>
)
λ(g ⊗ a)<−1> ⊗ λ(g ⊗ a)<0> (56)
for all g ∈ H and a ∈ A. We define now
Λ : H ⊗A→ A, Λ(h⊗ a) =
∑
λ
(
S−2(a<1>)hS(a<−1>)⊗ 1A
)
a<0> (57)
for all h ∈ H, a ∈ A. Then, for a ∈ A we have
(Λ ◦ ρ˜)(a) =
∑
Λ(S−1(a<1>)a<−1> ⊗ a<0>)
=
∑
λ
(
S−2(a<1>)S
−1(a<2>)a<−2>S(a<−1>)⊗ 1A
)
a<0>
=
∑
λ
(
S−1(a<2>S
−1(a<1>))a<−2>S(a<−1>)⊗ 1A
)
a<0>
= λ(1H ⊗ 1A)a = a
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i.e. Λ is still a retraction of ρ˜. Now, for h ∈ H, a, b ∈ A we have
Λ((h⊗ a)b) =
∑
Λ
(
S−1(b<1>)hb<−1> ⊗ ab<0>
)
=
∑
λ
(
S−2(a<1>)S
−2(b<1>)S
−1(b<2>)hb<−2>S(b<−1>)S(a<−1>)⊗ 1A
)
a<0>b<0>
=
∑
λ
(
S−2(a<1>)S
−1(b<2>S
−1(b<1>))hb<−2>S(b<−1>)S(a<−1>)⊗ 1A
)
a<0>b<0>
=
∑
λ
(
S−2(a<1>)hS(a<−1>)⊗ 1A
)
a<0>b
= Λ(h⊗ a)b
hence Λ is right A-linear. It remains to prove that Λ is also left H-colinear:
ρ˜Λ(h⊗ a) =
∑
ρ˜
(
λ(S−2(a<1>)hS(a<−1>)⊗ 1A)a<0>
)
=
∑
S−1(a<1>)S
−1
(
λ(S−2(a<2>)hS(a<−2>)⊗ 1A)<1>
)
λ(S−2(a<2>)hS(a<−2>)⊗ 1A)<−1>a<−1> ⊗
λ(S−2(a<2>)hS(a<−2>)⊗ 1A)<0>a<0>
(56) =
∑
S−1(a<1>)S
−2(a<2>)h(1)S(a<−2>)a<−1> ⊗
λ(S−2(a<3>)h(2)S(a<−3>)⊗ 1A)a<0>
=
∑
S−1
(
S−1(a<2>)a<1>
)
h(1)S(a<−2>)a<−1> ⊗
λ(S−2(a<3>)h(2)S(a<−3>)⊗ 1A)a<0>
=
∑
h(1) ⊗ λ(S
−2(a<1>)h(2)S(a<−1>)⊗ 1A)a<0>
= (Id⊗ Λ)ρH⊗A(h⊗ a)
i.e. we proved that Λ is a retraction of ρ˜ in HYDA.
We can define now the coinvariants of A as follows:
B = Aco(H) := { a ∈ A | ρ˜(a) = 1H ⊗ a } = { a ∈ A |
∑
S−1(a<1>)a<−1> ⊗ a<0> = 1H ⊗ a }
Then B is a subalgebra of A and will be called the subalgebra of quantum coinvariants.
Proposition 3.7 Let H be a Hopf algebra with a bijective antipode, A an H-bicomodule algebra
and B the subalgebra of quantum coinvariants. Assume that there exists γ : H → Hom(H,A) a
total quantum integral. Then:
1. B is a direct summand of A as a left B-submodule;
2. B is a direct summand of A as a right B-submodule.
Proof 1. We shall prove that there exists a well defined left trace given by the formula
tl : A→ B, tl(a) = λ(1H ⊗ a) =
∑
a<0>γ(1H)(S
−1(a<1>)a<−1>) (58)
for all a ∈ A. Taking g = 1H in (56) we obtain 1H ⊗ t
l(a) = ρ˜(tl(a)), i.e. tl(a) ∈ B, for all a ∈ A.
Now, for b ∈ B and a ∈ A
tl(ba) =
∑
b<0>a<0>γ(1H)(S
−1(a<1>)S
−1(b<1>)b<−1>a<−1>)
(b ∈ B) =
∑
ba<0>γ(1H )(S
−1(a<1>)a<−1>)
= btl(a)
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hence tl is a left B-module map and finally
tl(1A) = 1Aγ(1H)(1H) = 1Aε(1H ) = 1A
hence tl is a left B-module retraction of the inclusion B ⊂ A.
2. Similarly, we can prove that the map given by the formula
tr : A→ B, tr(a) = Λ(1H ⊗ a) =
∑
γ(S−2(a<1>)S(a<−1>))(1H )a<0> (59)
for all a ∈ A, is a well defined right trace of the inclusion B ⊂ A.
Definition 3.8 Let H be a Hopf algebra with a bijective antipode, A an H-bicomodule algebra and
γ : H → Hom(H,A) a total quantum integral. The map
tl : A→ B, tl(a) =
∑
a<0>γ(1H)(S
−1(a<1>)a<−1>)
for all a ∈ A is called the (left) quantum trace associated to γ.
Now, we shall construct functors connecting HYDA and MB . First, if M ∈
HYDA, then
M co(H) = { m ∈M | ρM (m) = 1H ⊗m }
is the right B-module of the coinvariants of M . Furthermore, M → M co(H) gives us a covariant
functor
(−)co(H) : HYDA →MB .
Now, for N ∈ MB, N ⊗B A ∈
HYDA via the structures
(n⊗B a)a
′ = n⊗B aa
′ (60)
ρN⊗BA(n⊗B a) =
∑
S−1(a<1>)a<−1> ⊗ n⊗B a<0> (61)
for all n ∈ N , a, a′ ∈ A. In this way, we have constructed a covariant functor called the induction
functor
−⊗B A :MB →
HYDA.
We shall prove now that the above functors are an adjoint pair. In the case A = H the next result
is the right-left version of the Proposition 3.5 of [15].
Proposition 3.9 Let H be a Hopf algebra with a bijective antipode and A an H-bicomodule algebra.
Then the induction functor − ⊗B A : MB →
HYDA is a left adjoint of the coinvariant functor
(−)co(H) : HYDA →MB.
Proof Straightforward: the unit and the counit of the adjointness are given by
ηN : N → (N ⊗B A)
co(H), ηN (n) = n⊗B 1A (62)
for all N ∈MB , n ∈ N and
βM :M
co(H) ⊗B A→M, βM (m⊗B a) = ma (63)
for all M ∈ HYDA, m ∈M
co(H) and a ∈ A.
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With the structures given by (50) and (51), H ⊗A ∈ HYDA and we identify (H ⊗A)
co(H) ∼= A via
a→ 1H ⊗ a. Then the adjunction map βH⊗A can be viewed as a map in
HYDA, as follows
β = βH⊗A : A⊗B A→ H ⊗A, β(a⊗B b) =
∑
S−1(b<1>)b<−1> ⊗ ab<0> (64)
for all a, b ∈ A. Here A⊗B A ∈
HYDA via the structures
(a⊗B b)a
′ = a⊗B ba
′, a⊗B b→
∑
S−1(b<1>)b<−1> ⊗ a⊗B b<0>
for all a, a′, b ∈ A.
Definition 3.10 Let H be a Hopf algebra with a bijective antipode, A an H-bicomodule algebra
and B = Aco(H). Then A/B is called a quantum Galois extension if the canonical map
β : A⊗B A→ H ⊗A, β(a⊗B b) =
∑
S−1(b<1>)b<−1> ⊗ ab<0>
is bijective.
If the right coaction ρr : A → A ⊗H is trivial, the above definition is just the left version of the
usual well studied H-Galois extensions ([29], [41]). The quantum Galois extensions are the concepts
that occur in the following imprimitivity statement for quantum Yetter-Drinfel’d modules.
Proposition 3.11 Let H be a Hopf algebra with a bijective antipode, A an H-bicomodule algebra
and B = Aco(H). The following statements are equivalent:
1. the induction functor −⊗B A :MB →
HYDA is an equivalence of categories;
2. the following conditions hold:
(a) A is faithfully flat as a left B-module;
(b) A/B is a quantum Galois extension.
Proof 1)⇒ 2) Trivial.
2) ⇒ 1) is standard from the categorical point of view: a pair of adjoint functors (as − ⊗B A :
MB →
HYDA and (−)
co(H) : HYDA → MB are) gives an equivalence of categories iff one of
them is faithfully exact (or both of them are exact) and the adjunction maps in the key objects of
categories (B inMB andH⊗A in
HYDA) are bijective. We point out that ηN for all N ∈ MB , and
βM for all M ∈
HYDA, can be constructed from ηB and βH⊗A using the naturality condition: for
details, in a more general frame, we refer to Theorem 4.9 of [9] or [14] (for Doi-Koppinen modules)
or Theorem 3.10 of [6] (for entwining modules).
We are going to prove now an affineness condition for quantum Yetter-Drinfel’d modules. First we
need the following
Theorem 3.12 Let H be a Hopf algebra with a bijective antipode, A an H-bicomodule algebra and
B = Aco(H). Assume that there exists γ : H → Hom(H,A) a total quantum integral. Then
ηN : N → (N ⊗B A)
co(H), ηN (n) = n⊗B 1A
is an isomorphism of right B-modules for all N ∈ MB.
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Proof Using the left quantum trace tl : A→ B we shall construct an inverse of ηN . We define
θN : (N ⊗B A)
co(H) → N, θN (
∑
i
ni ⊗B ai) =
∑
i
nit
l(ai) (65)
for all
∑
i ni ⊗B ai ∈ (N ⊗B A)
co(H). As tl(1A) = 1A, θN ◦ ηN = IdN . Let now,
∑
i ni ⊗B ai ∈
(N ⊗B A)
co(H). Then
∑
S−1(ai<1>)ai<−1> ⊗ ni ⊗B ai<0> =
∑
1H ⊗ ni ⊗B ai.
It follows that (after we apply first γ(1H) and then the flip map τ)
∑
ni ⊗B ai<0> ⊗ γ(1H)(S
−1(ai<1>)ai<−1>) =
∑
ni ⊗B ai ⊗ 1A.
Now, if we multiply the last factors we get
∑
ni ⊗B t
l(ai) =
∑
ni ⊗B ai.
Hence we obtain
(ηN ◦ θN )(
∑
i
ni ⊗B ai) =
∑
i
nit
l(ai)⊗B 1A =
∑
ni ⊗B t
l(ai) =
∑
ni ⊗B ai
i.e. θN is an inverse of ηN .
The above theorem applies in a large number of situations, as the following Corollary shows.
Corollary 3.13 Let A be an H-bicomodule algebra where H is a cosemisimple Hopf algebra over
a field k and B = Aco(H). Then
ηN : N → (N ⊗B A)
co(H), ηN (n) = n⊗B 1A
is an isomorphism of right B-modules for all N ∈ MB.
Proof As H is cosemisimple, there exists a left integral θ : H → k on H with θ(1H) = 1k
([1]) and the antipode of H is bijective. Then, using 2) of Remark 3.5, γ : H → Hom(H,A),
γ(g)(h) = θ(S−1(h)g)1A for all g, h ∈ H is a total quantum integral and Theorem 3.12 applies.
Remark 3.14 The above Corollary was proven recently in Theorem 3.4 of [15] in the case (A =
H, ρl = ρr = ∆), where H is a semisimple and cosemisimple Hopf algebra. The strategy adopted in
[15] for proving this result also used the semisimplicity of H, which together with the cosemisim-
plicity assures that B = O(H) is a semisimple subalgebra of H.
We shall prove now the main result of this section, that is the affineness criterion for quantum
Yetter-Drinfel’d modules.
Theorem 3.15 Let H be a Hopf algebra with a bijective antipode and projective over k, A an
H-bicomodule algebra and B = Aco(H). Assume that:
1. there exists γ : H → Hom(H,A) a total quantum integral;
2. the canonical map β : A⊗BA→ H⊗A, β(a⊗B b) =
∑
S−1(b<1>)b<−1>⊗ab<0> is surjective.
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Then the induction functor −⊗B A :MB →
HYDA is an equivalence of categories.
Proof In Theorem 3.12 we have shown that, under the assumption 1), the adjunction map ηN :
N → (N ⊗B A)
co(H) is an isomorphism for all N ∈ MB . It remains to prove that the other
adjunction map, namely βM : M
co(H) ⊗B A → M , βM (m ⊗B a) = ma is an isomorphism for all
M ∈ HYDA. For this we shall try to adapt the proof from Theorem 3.5 of [46].
Let V be a k-module. Then A⊗ V ∈ HYDA via the structures induced by A i.e.
(a⊗ v)b = ab⊗ v (66)
ρA⊗V (a⊗ v) =
∑
S−1(a<1>)a<−1> ⊗ a<0> ⊗ v (67)
for all a, b ∈ A and v ∈ V . In particular, for V = A, A⊗A ∈ HYDA via
(a⊗ a′)b = ab⊗ a′ (68)
ρA⊗A(a⊗ a
′) =
∑
S(a<1>)a<−1> ⊗ a<0> ⊗ a
′ (69)
for all a, a′, b ∈ A. We will prove first that the adjunction map βA⊗V : (A⊗V )
co(H)⊗BA→ A⊗V
is an isomorphism for any k-module V .
First, V ⊗B and B ⊗ V ∈ MB via the usual B-actions (v ⊗ b)b
′ = v ⊗ bb′, and (b⊗ v)b′ = bb′ ⊗ v
for all v ∈ V , b, b′ ∈ B. The flip map τ : V ⊗ B → B ⊗ V , τ(v ⊗ b) = b ⊗ v is an isomorphism in
MB . On the other hand V ⊗A ∈
HYDA via
(v ⊗ a)b = v ⊗ ab (70)
ρV⊗A(v ⊗ a) =
∑
S−1(a<1>)a<−1> ⊗ v ⊗ a<0> (71)
for all a, b ∈ A and v ∈ V . The flip map τ : A⊗ V → V ⊗A, τ(a⊗ v) = v ⊗ a, is an isomorphism
in HYDA. Applying Theorem 3.12 for N = V ⊗B ∼= B⊗ V , we obtain the following isomorphisms
in MB
B ⊗ V ∼= V ⊗B ∼= (V ⊗B ⊗B A)
co(H) ∼= (V ⊗A)co(H) ∼= (A⊗ V )co(H)
The adjunction map βA⊗V for A⊗ V is an isomorphism, as it is the composition of the canonical
isomorphisms
(A⊗ V )co(H) ⊗B A ∼= (V ⊗A)
co(H) ⊗B A ∼= V ⊗B ⊗B A ∼= V ⊗A ∼= A⊗ V.
Let
β˜ : A⊗A→ H ⊗A, β˜(a⊗ b) =
∑
S−1(b<1>)b<−1> ⊗ ab<0>
for all a, b ∈ A. As β is surjective, β˜ is surjective, because the diagram
A⊗A
❅
❅
❅
❅
❅
β˜
❘
A⊗B A
can
❄
β
✲ H ⊗A ✲ 0
is commutative, where can : A⊗A→ A⊗B A is the canonical surjection. Let us define now
ζ : A⊗A→ H ⊗A, ζ(a⊗ b) = (β˜ ◦ τ)(a⊗ b) =
∑
S−1(a<1>)a<−1> ⊗ ba<0> (72)
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for all a, b ∈ A. The map ζ is surjective, as β˜ and τ are. We will prove that ζ is a morphism in
HYDA, where A ⊗ A and H ⊗ A are quantum Yetter-Drinfel’d modules via (68), (69) and (50),
(51). Indeed,
ζ((a⊗ b)a′) = ζ(aa′ ⊗ b)
=
∑
S−1(a′<1>)S
−1(a<1>)a<−1>a
′
<−1> ⊗ ba<0>a
′
<0>
(50) =
∑
(S−1(a<1>)a<−1> ⊗ ba<0>)a
′ = ζ(a⊗ b)a′
and
ρH⊗A(ζ(a⊗ b)) =
∑
ρH⊗A(S
−1(a<1>)a<−1> ⊗ ba<0>)
(51) =
∑
S−1(a<2>)a<−2> ⊗ S
−1(a<1>)a<−1> ⊗ ba<0>
=
∑
(Id⊗ ζ)(S−1(a<1>)a<−1> ⊗ a<0> ⊗ b)
= (Id⊗ ζ)ρA⊗A(a⊗ b)
for all a, a′, b ∈ A. Hence ζ is a surjective morphism in HYDA.
H is projective over k; hence H ⊗ A is projective as a right A-module, where H ⊗ A is a right
A-module in the usual way, (h⊗ a)b = h⊗ ab, for all h ∈ H, a, b ∈ A. On the other hand, the map
u : H ⊗A→ H ⊗A, u(h⊗ a) =
∑
S−1(a<1>)ha<−1> ⊗ a<0>
is an isomorphism of right A-modules: here the first H ⊗A has the usual right A-module structure
and the second H ⊗ A has the right A-module structure given by (50). The A-linear inverse of u
is given by
u−1 : H ⊗A→ H ⊗A, u−1(h⊗ a) =
∑
S−2(a<1>)hS(a<−1>)⊗ a<0>
In fact, u is the isomorphism given by (15), associated to HYDA. We obtain that H ⊗ A, with
the A-module structure given by (50), is still projective as a right A-module. It follows that the
surjective morphism ζ : A⊗A→ H ⊗A splits in the category of right A-modules. In particular, ζ
is a k-split epimorphism in HYDA.
Let now M ∈ HYDA. Then A⊗A⊗M ∈
HYDA via the structures arising from A⊗A, that is
(a⊗ b⊗m)a′ = aa′ ⊗ b⊗m (73)
ρA⊗A⊗M(a⊗ b⊗m) =
∑
S−1(a<1>)a<−1> ⊗ a<0> ⊗ b⊗m (74)
for all a, b, a′ ∈ A, m ∈ M . On the other hand, H ⊗ A ⊗M ∈ HYDA via the structures arising
from the ones of H ⊗A, i.e
(h⊗ a⊗m)b =
∑
S−1(b<1>)hb<−1> ⊗ ab<0> ⊗m (75)
ρH⊗A⊗M(h⊗ a⊗m) =
∑
h(1) ⊗ h(2) ⊗ a⊗m (76)
for all h ∈ H, a, b ∈ A, m ∈M . We obtain that
ζ ⊗ Id : A⊗A⊗M → H ⊗A⊗M
is a k-split epimorphism in HYDA.
Applying Theorem 2.9 for HM(H ⊗Hop)A =
HYDA we obtain that the map
f : H ⊗A⊗M →M, f(h⊗ a⊗m) =
∑
m<0>γ(S
−2(a<1>)hS(a<−1>))(m<−1>)a<0>
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is a k-split epimorphism in HYDA. Hence, the composition
g = f ◦(ζ⊗Id) : A⊗A⊗M →M, g(a⊗b⊗m) =
∑
m<0>γ(S
−2(b<1>)S(b<−1>))(m<−1>)b<0>a
is a k-split epimorphism in HYDA. We note that the structure of A⊗A⊗M as an object in
HYDA
is of the form A⊗ V , for the k-module V = A⊗M .
To conclude, we have constructed a k-split epimorphism in HYDA
A⊗A⊗M =M1
g
−→M−→0
such that the adjunction map βM1 for M1 is bijective. As g is k-split and there exists a total
quantum integral γ : H → Hom(H,A), we obtain that g also splits in HM. In particular, the
sequence
M
co(H)
1
gco(H)
−→ M co(H)−→0
is exact. Continuing the resolution with Ker(g) instead of M , we obtain an exact sequence in
HYDA
M2−→M1−→M−→0
which splits in HM and the adjunction maps for M1 and M2 are bijective. Using the Five lemma
we obtain that the adjunction map for M is bijective.
Theorem 3.15 is a quantum affineness criterion. We shall have a more complete picture of Theo-
rem 0.1 for quantum Yetter-Drinfel’d modules after solving the following open problem:
Let H be a Hopf algebra over a field k with a bijective antipode, A an H-bicomodule algebra and
B = Aco(H). Assume that the induction functor − ⊗B A : MB →
HYDA is an equivalence of
categories. Is there a total quantum integral γ : H → Hom(H,A) ?
4 Conclusions and outlooks
We have introduced the integrals associated to a Doi-Koppinen datum (H,A,C) and, as a major
application, the quantum integrals associated to the category of quantum Yetter-Drinfel’d modules.
The integrals of a Doi-Koppinen datum (H,A,C) can be extended for an entwining structure ([7],
[6]) or a weak entwining structure ([8]), for a Doi-Koppinen datum over a weak Hopf algebra ([4])
or for a Doi-Koppinen datum (H,A,C) in a braided category ([2]).
The notion of quantum Galois extensions was introduced by quantizing the classic Galois extensions
([29]). The latter, in the equivalent left version, can be retrieved by trivializing the right coaction
ρr. This process opens the way for quantizing the Clifford theory of representations ([47]) and the
theory of classic crossed products ([3]). The quantum Galois extensions introduced in the present
paper are related to quantum Yetter-Drinfel’d modules, while the quantum Galois theory appearing
in [21], [24] refers to vertex operator algebras.
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References
[1] E. Abe, Hopf Algebras, Cambridge University Press, Cambridge, 1977.
29
[2] Y. Bespalov, T. Kerler, V. Lyubashenko and V. Turaev, Integrals for braided Hopf algebras,
J. Pure Appl. Algebra, 148(2000), 113-164.
[3] R. Blattner, M. Cohen, S. Montgomery, Crossed products and inner actions of Hopf algebras,
Trans. Amer. Math. Soc. 298 (1986), 671-711.
[4] G. Bohm, Doi-Koppinen modules over weak Hopf algebras, Comm. Algebra, 28 (2000), 4687-
4698.
[5] T. Brzezin´ski, The structure of corings. Induction functor, Maschke-type theorem and Frobe-
nius and Galois-type properties, to appear in Algebras and Representation Theory.
[6] T. Brzezinski, On modules associated to coalgebra Galois extensions, J. Algebra 215 (1999),
290-317.
[7] T. Brzezinski and S. Majid, Coalgebra bundles, Commun. Math. Phys. 191 (1998), 467-492.
[8] S. Caenepeel and E. De Groot, Modules over weak entwining structures, Contemp. Math., 267
(2000), 31-54.
[9] S. Caenepeel, Bogdan Ion, G. Militaru and Shenglin Zhu, Separable functors for the category
of Doi-Hopf modules II, in Hopf algebras and quantum groups, (Eds. S. Caenepeel and F. Van
Oystaeyen), Lecture Notes in Pure and Appl. Math. 209 (2000), 69-103, Marcel Dekker, New
York, 2000.
[10] S. Caenepeel, Bogdan Ion, G. Militaru and Shenglin Zhu, Separable functors for the category
of Doi-Hopf modules. Applications, Adv. Math. 145 (1999), 239-290 .
[11] S. Caenepeel, G. Militaru and Shenglin Zhu, Doi-Hopf modules, Yetter-Drinfel’d modules and
Frobenius type properties, Trans. Amer. Math. Soc. 349 (1997), 4311-4342.
[12] S. Caenepeel, G. Militaru, and Shenglin Zhu, Crossed modules and Doi-Hopf modules, Israel
J. Math. 100 (1997), 221-247 .
[13] S. Caenepeel, G. Militaru and Shenglin Zhu, A Maschke type theorem for Doi-Hopf modules
and applications, J. Algebra 187 (1997), 388-412.
[14] S. Caenepeel and S¸. Raianu, Induction functors for the Doi-Koppinen unified Hopf modules,
in Abelian groups and Modules, p. 73-94, Kluwer Academic Publishers, Dordrecht, 1995.
[15] M. Cohen and Shenglin Zhu, Invariants of the adjoint coaction and Yetter-Drinfel’d category,
J. Purre Appl. Algebra, in press.
[16] E. Cline, B. Parshall and L. Scott, Induced modules and affine quotients, Math. Ann. 230
(1977), 1-14.
[17] S. Dascalescu, C. Nastasescu and B. Torrecillas, Co-Frobenius Hopf algebras: integrals, Doi-
Koppinen modules and injective objects, J. Algebra 220 (1999), 542-560.
[18] Y. Doi, On the structure of relative Hopf modules, Comm. in Algebra 11 (1983), 243-255.
[19] Y. Doi, Algebras with total integrals, Comm. in Algebra 13 (1985), 2137-2159.
[20] Y. Doi, Unifying Hopf modules, J. Algebra 153 (1992), 373-385.
30
[21] C. Dong and G. Mason, On quantum Galois theory, Duke Math. J. 86 (1997), 305-321.
[22] V. G. Drinfel’d, Quantum groups, Proc. Int. Cong. Math., Berkeley 1 (1986), 789–820.
[23] P. Etingof and D. Kazhdan, Quantization of the Lie bialgebras II, Sel. Math., New Ser., 2
(1998), 213-231.
[24] A. Hanaki, M. Miyamoto and D. Tambara, Quantum Galois theory for finite groups, Duke
Math. J. 97 (1999), 341-544.
[25] M. Jimbo, A q-difference analogue of U(g) and the Yang-Baxter equation, Lett. Math. Phys
10 (1985), 63-69.
[26] C. Kassel, Quantum groups, Springer Verlag, Berlin, 1995.
[27] T. Kerler, Bridged links and tangle presentations of cobordism categories, Adv. Math. 141
(1999), 207-281 .
[28] M. Koppinen, Variations on the smash product with applications to group-graded rings, J.
Pure Appl. Algebra 104 (1995), 61-80.
[29] H. F. Kreimer and M. Takeuchi, Hopf algebras and Galois extensions of an algebra, Indiana
Math. J. 30 (1981), 675-692.
[30] G. Kuperberg, Non-involutory Hopf algebras and 3-manifold invariants, Duke Math. J. 84
(1996), 83-129.
[31] F. W. Long, The Brauer group of dimodule algebras, J. Algebra 31 (1974), 559-601.
[32] R.G. Larson and M.E. Sweedler, An associative orthogonal bilinear form for Hopf algebras,
Amer. J. Math. 91 (1969), 75-94.
[33] G. Lusztig, Quantum deformations of certain simple modules over enveloping algebras, Adv.
Math. 70 (1988), 237-249.
[34] V.V. Lyubashenko, Modular transformations for tensor categories, J. Pure Appl. Algebra 98
(1995), 279-327.
[35] S. Majid, Doubles of quasitriangular Hopf algebras, Comm. in Algebra 19 (1991), 3061-3073.
[36] S. Majid, Foundation of quantum group theory, Cambridge Univ. Press, 1995.
[37] C. Menini and M. Zuccoli, Equivalence theorem and Hopf-Galois extensions, J. Algebra 194
(1997), 245-247.
[38] C. Menini, A. Seidel, B. Torrecillas and R. Wisbauer, A − H-bimodules and equivalences,
preprint.
[39] G. Militaru, Functors for relative Hopf modules. Applications, Rev. Roumaine Math. Pures
Appl. 41 (1996), 451-512.
[40] G. Militaru, The Long dimodule category and nonlinear equations, Algebras and Repres.
Theory 2 (1999), 177-200.
31
[41] S. Montgomery, Hopf algebras and their actions on rings, American Mathematical Society,
Providence, 1993.
[42] U. Oberst, Affine Quotientenschemata nach affinen, algebraischen Gruppen und induzierte
Darstellungen, J. Algebra 44 (1977), 503-538.
[43] D. E. Radford, Finiteness conditions for a Hopf algebra with a non-zero integral, J. Algebra
46 (1977), 189-195.
[44] D. E. Radford, J. Towber, Yetter-Drinfel’d categories associated to an arbitrary bialgebra, J.
Pure and Appl. Algebra 87 (1993), 259-279.
[45] M. Rosso, Finite-dimensional representations of the quantum analog of the enveloping algebra
of a complex Lie algebra, Comm. Math. Phys. 117 (1988), 581-593.
[46] H.-J. Schneider, Principal homogeneous spaces for arbitrary Hopf algebras, Israel J. Math. 72
(1990), 167-195.
[47] H.-J. Schneider, Representation theory for Hopf Galois extensions, Israel J. Math. 72 (1990),
196-231.
[48] M. E. Sweedler, Integrals for Hopf algebras, Ann. of Math., 89 (1969), 323-335.
[49] M. E. Sweedler, Hopf algebras, Benjamin, New York, 1969.
[50] M. Takeuchi, A note on geometrically reductive groups, J. Fac. Sci. Univ. Tokyo 20 (1973)
387-396.
[51] V. Turaev, Quantum invariants of knots and 3-manifolds, Walter de Gruyter, Berlin, 1994.
[52] D.N. Yetter, Quantum groups and representations of monoidal categories, Math. Proc. Cam-
bridge Philos. Soc. 108 (1990), 261-290.
32
