The particle size and the microstrain components in the Fourier coefficients of a single diffraction profile can be separated, if the functional form of the dependence of the average microstrain on the averaging distance is known. It is shown that if this functional form is approximated as (e, 2) = C/n, where C is a constant, acceptable separation of the two components can be obtained. In the presence of mean residual strains or peak-shifts due to faulting, the alternative approximation (e2,)= C~ + C2/17 may be used.
erals. The extensive power of an interactive system such as this can be limited by inadequate software; to wit: the only standard input/output devices in this system are the teletype with a paper tape reader/punch and the magnetic tape drive. To make use of the magnetic tape and disc, the software had to be modified or written for more efficient composition, editing, compiling and assembling of new programs. This was done at the assembly language level. Even with added memory, the work involved in incorporating Fortran-callable graphics and disc input/output routines into this system gives one pause.
The system uses an industry-standard magnetic tape unit but makes unique use of the magnetic disc memory. Our experience has established the need of access to a knowledgeable serviceman. Both the service and the special prQgramming problems could, no doubt, be avoided to a large extent if one could purchase a packaged system. What is reported here is actually a prototype; it is the first 4k mini-computer with interactive stereo graphics using commercially available components.
Mini-computers are becoming a common feature in chemical laboratories. We have discussed how quite powerful algorithms can be designed to operate with a minimum 4096 word memory. There are currently a variety of graphics displays that can serve the needs of the structural chemist and crystallographer. The advantage of the two-color system is the stationary, threedimensional image it produces. Coupled to the minicomputer and used by the perceptive scientist, this technique offers new perspectives in the study of the structure of matter.
Further details and a program listing are available from the author.
Introduction
Fourier analysis of X-ray diffraction line profiles (Warren & Averbach, 1950; Warren, 1959 ) is a proven method for investigating the defect structure of crystalline materials. This method requires the diffraction profiles of multiple o:ders of an hkl reflection so that the effects of small coherent domain sizes and microstrains can be separated. In many materials, such as oriented thin films and multiphase composites, it is not always possible to obtain the diffraction profiles of multiple orders of an hkl reflection. When multiple first-order diffraction profiles are available, the method outlined by Rothman & Cohen (1969) can be used to obtain the necessary information. However, for the most severe cases, when only one first-order diffraction profile is available (a situation often encountered with highly oriented very thin films), there is no existing method which gives a sufficiently accurate separation of the effective particle size and the microstrain corn-ponents, although several approximate methods have been published in the literature (Smith, 1960; Pines & Sirenko, 1962; Mitra & Misra, 1967) . The principal deficiency in these previous methods for analysing a single diffraction profile is the fact that each of them assumes the average microstrain to be independent of the averaging distance, which is an unrealistic assumption. More realistic assumptions are considered in this paper, and the results obtained with each assumption are compared with those obtained with the multiple-order Warren-Averbach method.
Analysis
The cosine Fourier coefficients, A., of the true diffraction profile of any hkl reflection contain two terms: one, designated A, p, is due to the effective particle or coherent domain size, and the other, designated A~, is due to microstrains (Warren, 1959) . This combination may be written as
where n is the harmonic number. A variable x is now defined as x=O/(Deff), where 0 is a distance whose magnitude is inversely proportional to the Fourier period and nO is the real averaging distance normal to the hkl planes; (D,rf) is the average value of the effective particle size. For small values of n and 0 where the magnitudes of the products nO are such that the number of coherent domains or particles in the specimen with these dimensions is insignificant, the particle size term of the Fourier coefficients can be expanded as AP, = l -nx . (2)
It should be noted that equation (2) is valid irrespective of the actual particle-size distribution in the specimen as long as the above criterion is met.
The microstrain term can also be expanded, and for small values of n, may be written as A".~_l-nZK(e~) (3)
where K=2rcZOE/d z, and (ez) is the average squared microstrain, averaged over a distance nO; d is the spacing between the hkl planes.
Let y,, =K(eZ,,) , and then the low harmonic cosine Fourier coefficients from an hkl reflection can be written as
In principle, equation (4) can be solved for x if the functional form of y, is known, thus separating the particle size and the microstrain terms. All separation methods discussed in this paper depend on various approximations for y,, and the relative success of each method depends on how valid this approximation is.
A. Zeroth approximation" (~2)= O, hence y, =0
In this approximation x is obtained from the slope of the A, vs. n curve. Obviously, this gives only rough value for Derf and no value for the microstrains. The relative error in estimating the particle size, defined as (estimated particle size -true particle size)/true particle size, by this approximation can be shown to be -n2A,y, -ny,
This relative error is always negative, i.e. the estimated particle size is always less than the true particle size. Further, the error decreases with particle size, and so this approximation may give acceptable values for very small particle sizes. This rough estimate of the particle size is often useful as a selection criterion in other approximations. Further, with most actual experimental data, equation (2) is usually valid up to about nO < 0.25 Derf, so that an empirical limit for the applicability of equation (2) can be obtained from this rough estimate of the particle size.
B. First approximation" (e 2) =f(C) Here (e2) is assumed to depend on a single unknown constant C.
Case I" (e~,) = C, hence y, = KC This approximation has been used, explicitly or implicitly, in all the published methods for analyzing a single diffraction profile (Smith, 1960; Pines & Sirenko, 1962; Mitra & Misra, 1967) . The inadequacy of some of these methods has previously been discussed (Rothman & Cohen, 1969) . The constant C and the variable x can be determined by solving equation (4) for two coefficients Am and A,. The relative error in determining the effective particle size by this approximation can be shown to be n2A, (KC-y,) n (KC-y,) relative error ...........
and depending on the calculated value of C it can be either negative or positive. Here also the magnitude of the relative error decreases with the effective particle size.
Case II: (e 2) = C/n, hence y, = KC/n This approximation was initially proposed by Rothman & Cohen (1969) in connection with their method for analyzing multiple first-order diffraction profiles. If the presence of dislocations is thought to be the principal cause of microstrains, then it may be deduced (Rothman & Cohen, 1969 , 1971 ) that
where G is a constant. This approximation was found to be reasonably valid in several experimental determinations, and hence, should be applicable to the analysis of a single diffraction profile as well. The constant C and the variable x can again be determined by solving equation (4) for any two Fourier coefficients Am and A,. The relative error in determining the particle size in this case is
and depending on the value of C can be either positive or negative. The error increase with the use of higher harmonics.
C. Second approximation: (e~) =f(Cl, C2) Here (e~) is assumed to depend on two unknown constants C1 and Cz. This approximation evolves as a logical variation of the previous approximation, and is useful when any peak shift due to stacking faults or the presence of any residual mean strain has to be taken into account, as when the broadened peak is Fourier analyzed around the center of gravity of the annealed peak. The functional form of (e, 2) in this case is assumed as (e2,) = C1 + (Cz/n), and hence y,, = KC1 + (KC2/n). The constant C1 now defines any peak shift, and the constant C2 describes the local microstrain variations. Values of x, C1 and Cz can now be obtained by solving equation (4) for three coefficients Am, A, and Aq. The relative error in determining the particle size in this case is
Here also the error can be either positive or negative, and increases with the harmonic number.
The results obtained with these approximations from the Fourier coefficients of a single diffraction profile are presented in a later section, and are compared with the results obtained with the Warren-Averbach method.
Experimental procedure A 2.5 × 2.5 ×0.05cm Au sheet of 99.99% purity was cross-rolled at room temperature to a true strain of 0.71. The surfaces of this cold-worked specimen were slightly etched, and than the diffraction spectrum was stepscanned in an automated GE XRD-5 diffractometer (Gangulee & Tomko, 1973) using Cu K~ radiation monochromated by a bent graphite crystal.
The Au specimen was then annealed in vacuum at 750°C for 24 h, and furnace cooled. The diffraction spectrum was step-scanned again, and this data-set was used for deconvoluting the instrumental profile (Stokes, 1948) .
All diffraction profiles were corrected for background temperature, Lorentz-polarization and structure factors. The ~1--~2 doublet was not separated; the instru-mental profiles containing the ~1--a2 doublet were deconvoluted from the experimental profiles to obtain the true diffraction profiles. Each profile was Fourier analyzed around its own center of gravity; one set of Fourier coefficients of the cold-worked 111 reflection was also obtained by analyzing around the center of gravity of the annealed l l 1 reflection for use with the second approximation.
The 111, 222 and 333-511 reflections were used to separate the particle size and microstrain coefficients by the Warren-Averbach analysis, whereas only the 111 reflection was used to investigate the validity of various approximations in analyzing a single diffraction profile. All computations were performed in an IBM 360 Model 91 computer.
Results and discussion
The initial problem in obtaining good cosine Fourier coefficients is the correction for the error arising from inaccurate estimation of the background intensity. This error usually gives an apparent A0 which is smaller than what it should be. The renormalizing factor for correcting this error can be obtained by either plotting A,, vs. n and extrapolating back to n = 0 (Wagner, 1966) , or plotting In A, vs. n nad linearly extrapolating back to n=O (Rothman & Cohen, 1969) . With good experimental data, i.e. when the extent of this correction is 5 % or less, both methods are equally suitable and give almost identical correction factors. In the present investigation, the extent of this correction was about 3 % and both correction methods gave almost identical results. After this correction, the errors due to inaccurate background estimation may be expected to be less than 0.5%, so that the subsequent error in determining the effective particle size is less than 5% (Young, Gerdes & Wilson, 1967) .
The particle size and microstrain coefficients in the cosine Fourier coefficients from the 111 reflection were separated with the help of the first three orders of hhh reflection using the Warren-Averbach method. These Fourier coefficients, for up to n_< 5, are listed in Table  1 ; the Fourier interval ~ was 20 A, and the constant K was evaluated to be 1424.14. The effective particle size Def t was determined from the particle size coefficients to be 506 A,. All results obtained with various approximations will be compared against these values. The general approach in evaluating the various approximations will be to estimate the effective particle size either through determining the variable x, or through determining the necessary constants assumed in the approximations. Whenever these constants are used, it will be done in conjunction with the first harmonic Fourier coefficient A1 to minimize the error.
In the first approximation ((e, 2) = C), the constant C can be determined from any two Fourier coefficients Am and A,. With m=l, the following values of C (all × 10 -7) were obtained for different values of n: n=2 3 4 5 C=4.45 2.84 1.28 0.63
Evaluation of the microstrains with the above constants indicates that all the values of C are in error. This is not surprising since there is no reason to believe the microstrain to be constant in any material for small n, and from Table 1 the microstrain is known not to be constant in the present example. It is also noted that with increasing n, worse values of C1,, are obtained presumably because of the actually increasing difference in microstrains. This however, implies that a correct value of C1,1, applicable to AI, may be obtained by extrapolating a plot of G,, vs. n to n = 1. In practice, the nature of such extrapolation is not obvious but C1.1 is obtained as 9.62 × 10 -7 on the basis of a parabolic extrapolation. The effective particle size and the r.m.s, microstrain at n= 1, obtained from A1 and the calculated CI,z and extrapolated C~,a, are listed in Table 2 . It is evident from Table 2 that, while extrapolation helps some, this approximation may give results which are little better than the zeroth approximation. In general, depending on the calculated value of Cm.,, the error can be of three types. If KCm,, is consistently less than y,, and y,, then one obtains smaller particle size and microstrains than in the Warren-Averbach analysis as in this and other investigations (Mitra & Misra, 1967; Gangulee, 1971 , unpublished work on A1 thin films). On the other hand, if KCm,, is larger than both Ym and y,, then one obtains larger than actual particle size and microstrains (Smith, 1960; Anderson, Gangulee & Romankiw, 1973) . If KCm,, lies between Ym and y,, then oscillatory errors are generated (Gangulee, 1972a) as is expected from equation (6).
One rather interesting consistency was noticed in connection with this approximation in this and other investigations in this laboratory. The relative error was found to be essentially constant, independent of the indices of reflection or the magnitudes of the effective particle size and strain, as long as the specimen and X-ray geometries remained about the same. Illustratively, the particle size calculated from Cx. 2 and A1 was found to be about 10-5 % smaller than the actual value, when this approximation is applied to the 111 diffraction profile. This was also found to be true when the 200 reflection was analyzed and compared to the result obtained from the 200-400 pair. This behavior makes it possible to set up purely empirical relations between the particle size obtained with approximation and the actual particle size, and such empirical relations are often useful, such as when investigating annealing behavior in thin films (Gangulee, 1972b) .
In the second case of the first approximation ((~2)= C/n), equation (4) reduces to a symmetric form with respect to x and KC. Solution of equation (4) should therefore yield two positive roots, and the root corresponding to x should have a numerical value in the vicinity of 0.045 (from the zeroth approximation). This was used as a selection criterion when solving equation
(4) with two Fourier coefficients Am and A,, and Table   3 shows when this criterion was met for all combinations of m and n (m-On; m,n< 5). The averaged value of x from all the valid solutions gave an effective particle size of 475 A, and the average value of C in conjunction with A1 yielded an effective particle size of 484 A. However, since one invalid solution was present even with m--2, somewhat better values for x and C may be expected by considering only the solutions with m,n<3. In this case the average value x gives a particle size of 487 A, whereas a particle size of 499 is obtained from the average value of C. The microstrains corresponding to these particle sizes are listed in Table 4 . It is evident from a comparison of Table 4 with Table 1 , that with sufficient care this approximation yields values of the effective particle size and microstrains which are acceptably close to the actual values. The cause for the occurrence of invalid solutions with low values of m and n was further investigated with the help of simulated Fourier coefficients. The reasons for such behavior were found to be twofold. First, rapidly varying microstrains for small values of m and n require a rather stringent applicability of the approximation for the microstrain function, and this is generally hard to satisfy. This problem is further complicated by the relatively larger errors in the lower harmonic Fourier coefficients introduced while correcting for the errors in the background intensity level. It was also observed that a non-linear extrapolation of the A,, vs. n curve is, in general, more desirable than the linear extrapolation of the In A, vs. n curve. In practice, one should confine oneself to only those low harmonic numbers which give valid solutions of equation (4) in any combination. Table 4 . The microstrains corresponding to the particle sizes obtained with the second case of the .first approximation (e,,2)1/2( × 10 -3) n Dell=475 A D~rr=484A D~rt=487 A D~fr=499A 1 1"41 1"60 1"65 1'85 2 1" 11 1 "24 1"28 1 "42 3 0"95 1 "05 1 "08 1 "20 4 0"81 0"91 0"93 1 "04 5 0"72 0"81 0"84 0"94
In the second approximation ((e2) = Ct + C2/n), equation (4) has to be solved for x, C~ and C2 with three Fourier coefficients Am, An and Aq. It should be noted that these Fourier coefficients were not those listed in Table I , but others obtained by Fourier analyzing the cold-worked 111 profile around the center of gravity of annealed 111 profile. The solutions were obtained by an iterative convergence method, and the zeroth approximation was used to provide the initial trial value of x. The convergence resolution of the solutions was set at 1 × 10 -1°, and the set of equations with m,n,q= 1,2,3 did not converge to this limit even after I000 iterations. The solutions for m,n,q= 2, 3,4 did converge and the value of x gave a particle size of 490 A, while with m,n,q=3,4,5 the value of x gave a particle size of 506 ]~. The microstrains calculated with these values of the effective particle size and the Fourier coefficients shown in Table 1 are listed in Table 5 , and they are in good agreement with those listed in Table 1 . The magnitude of the constant CI also indicated an apparent mean strain of about 3.5 × 10 -4, which is consistent with the observed shift in the center of gravity. This value, however, also contains any peak shift due to stacking faults.
While the effective particle size and the r.m.s, microstrains can be obtained from the above analyses of a single diffraction profile, further information about the various faulting probabilities is needed if one wants to evaluate the true particle size. It is possible to measure any shift or asymmetry in a single diffraction profile but faulting does not produce any shift or significant asymmetry in diffraction profiles from hexagonal closepacked or body-centered cubic metals and alloys; there is no way to obtain the true particle size from a single diffraction profile in these cases. The situation is considerably better with face-centered cubic metals and alloys, where the stacking-fault probability can be obtained from the peak shift (Warren, 1959) , and the twin-fault probability can be determined from the asymmetry of the diffraction profile (Warren, 1959; Cohen & Wagner, 1962) . It should be noted however, that residual mean strains also contribute to peak shift and may have to be corrected for. In the example discussed above, the constant C1 is a measure of the peak shift, and if it is assumed that there is no residual strain then the stacking fault probability in cold-worked Au is obtained as about 0.01 ; this value is of the same order of magnitude as found in a previous investigation with cold-worked Au (Wagner, 1960) . Residual strains are almost always present in thin films on substrates (Gangulee, 1974) , but they can be independently measured by several techniques (Magill & Young, 1967; Klokholm, 1969) so that appropriate corrections can be made.
In summary, adequate separation of the particle size and microstrain components in the cosine Fourier coefficients of a single diffraction profile is found to be possible if an appropriate microstrain function is assumed. Results with various assumed microstrain functions indicate that, with good experimental data and careful analysis, the form (e 2) = C/n gives an acceptable separation. Similar separation is obtained by assuming the form (e2)= C~ + C2/n, when considering Fourier coefficients of broadened peaks which have been obtained by analyzing around the center of gravity of the annealed peaks. In both these approximations the best results seem to be obtained when the constants are evaluated from the low harmonic Fourier coefficients, but preferably excluding n= 1 and perhaps 2, and then are used in conjunction with A1 to arrive at the effective particle size. The r.m.s, microstrains are then calculated from this particle size. 
Introduction
Over eight years ago (Schmidt, 1965) a method was developed for correcting small-angle X-ray scattering curves for the effects of the length of the collimating slits. This collimation correction procedure has been given a number of different tests (Weil, Schmidt, Janosi, Sekora & Kratky, 1970; Schmidt, 1970; Patel & Schmidt, 1972) and has been used routinely in several laboratories for correction of small-angle X-ray scattering curves. For collimation correction, the scattered intensity is recorded at scattering angles which are integral multiples of an angular increment A. The corrected intensity I(jA) at a scattering angle jA is given by (Schmidt, 1965, equation 6) :
where F~ is the measured intensity at a scattering angle iA, j and i are integers, and the T~j are quantities which * Work supported by the National Science Foundation and by U.S. Department of Defense Project Themis.
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can be calculated from the dimensions of the collimating system and which are the same for all scattering curves measured under these conditions. In the development of equation (1) the assumptions are made that the widths of the slits of the collimation system have negligible effect and that either the slits can be considered infinitely long or the slit-length weighting function (Hendricks & Schmidt, 1967 ) is a Gaussian. When measurements are not actually made at all angles which enter into (1), the other F~ can be obtained by interpolation.
Equation (1) has the disadvantage that if the smallest angle at which measured data are obtained is joA, where j0 is an integer, corrected data can be calculated for angles no smaller than (j0 + 2)zl. The unavailability of corrected data at these two smallest angles can be a serious loss, because much interesting information is often contained in the innermost part of the scattering curve.
Since there is no fundamental reason for this difficulty, equation (1) has recently been modified to eliminate this problem. A brief outline of the modification is given below.
As collimation correction tends to enhance any maxima or other structure in the measured scattering curve, the correction process will magnify the random
