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CHAPTER 1: Introduction
The word tsunami is Japanese in origin and means harbor wave. The Japanese
observed and felt the impact of these natural disasters. Approximately 1/3 of all
tsunamis have occured in Japan, so the word origin of these events is appropriate.
There are many different ways tsunamis can form. These include tsunamis generated
by: earthquakes, submarine landslides, volcanic activity, meterorite impact, and me-
terological events. Over the past 2000 years there have been 1, 422 tsunami events
observed with over 500,000 fatalities related and indescribable destruction. As ap-
proximately 82.3 percent [13] of all tsunamis are earthquake generated, we focus on
modeling this type of tsunami. Implicit in this thesis is a model for an early warning
system.
Earthquakes are the result of two or more tectonic plates moving against each
other along a fault line. There are 3 kinds of fault lines that can generate a tsunami:
a strike-slip earthquake on a vertical fault, a dip-slip eathquake on a vertical fault,
and a thrusting earthquake on a dipping plane [13]. A rupture can occur at any
point along the fault line. The rupture point is called the epicenter and is the point
from which the earthquake eminates. One such fault is the Pacific fault, which was
responsible for the tsunami we are modeling that hit Japan and impacted Wake Island
in 2011. The tectonic plates around Japan can be seen on the next page.
2Figure 1:
Tectonic Plates around Japan
As a tsunami travels across the ocean it goes unnoticed. One could be offshore
fishing and have no idea that a tsunami was passing below, because it only causes the
ocean to rise a couple of meters. The well known destructive power of the tsunami
becomes manifest when this open ocean wave encounters a landmass and is forced
to run up the rising sea floor. In order to model a tsunami, one must know its form
from generation all the way to the runup. One piece of technology that has been
extremely useful in tsunami detection is DART buoys overseen by NOAA. DART
stands for Deep-ocean Assessment and Reporting of Tsunamis while NOAA stands
for the National Oceanographic and Atmospheric Administration. These buoys are
placed specifically to give us information about tsunamis as they travel across the
ocean.
The work herein develops a 2-dimensional model for tsunamis generated by earth-
quakes and deploys this scheme to model the tsunami that struck Wake Island in
32011. In order to simulate this event, we use the following methodology. We as-
sume the ocean is initially flat, and hence, the wave height is zero everywhere. The
two dimensional (2-d) wave equation models the early (linear) development of the
tsunami wave. The 2-d forcing function is an important part of the linear 2-d Wave
Equation. Without forcing functions the solution of the wave equation is trivially
solved with zero. We invoke novel q-advanced 2-d forcing functions based on precur-
sor waves, which model the force measured by the DART buoys in the ocean. Due to
the accumulation of non-linear effects, the non-linear 2-d KP equation is invoked at
a well determined time and used until the ocean floor ascends significantly. At this
point we use a modified KP equation, the runup equation, that takes into account
the varying ocean floor. The results of the runup equation generates wave height
data that can be compared to data observed at Wake Island during the tsunami of
2011. This system, with suitable modifications, could theoretically be used to model
other tsunamis as they approach landmasses. Tsunamis can propagate vast distances
in open oceans, causing chaos over wide expanses of coastline. By more accurately
modeling this phenomenon, predictions from our system could help provide the basis
for an improved early warning system to save lives.
CHAPTER 2: Numerical Estimations of Derivatives
As derivative approximations are used throughout this thesis, the following is the
standard way we use to approximate the first, second, and higher derivatives of a
function u = u(x, y, t).
One can approximate the first derivative of u at the (l,m) position in the grid
with respect to x by averaging a right approximate derivative,
unl+1,m−unl,m
∆x
, with a
left approximate derivative,
unl,m−unl−1,m
∆x
where ul,m := u(l∆x,m∆y) at the (l,m) grid
postion at time n∆t.
(
∂u
∂x
)n
l,m
≈ 1
2
(
unl+1,m − unl,m
∆x
+
unl,m − unl−1,m
∆x
)
=
unl+1,m − unl−1,m
2∆x
=
Hxu
n
l,m
2∆x
,
(2.1)
where
Hxu
n
l,m := (u
n
l+1,m − unl−1,m) ,
with u as our function and l,m,n the grid step in the x direction, y direction, and
time, respectively.
The first derivative of u with respect to y can be written similarly as
(
∂u
∂y
)n
l,m
≈ 1
2
(
unl,m+1 − unl,m
∆y
+
unl,m − unl,m−1
∆y
)
=
unl,m+1 − unl,m+1
2∆y
=
Hyu
n
l,m
2∆y
(2.2)
where
Hyu
n
l,m := (u
n
l,m+1 − unl,m−1) .
Notice the difference between Hx and Hy is that Hy is done in the m grid step.
5To approximate the second derivative of u with respect to x from our grid values,
take the difference of a right derivative and a left derivative at (l,m) to estimate ∆du
dx
and divide by ∆x to obtain(
∂2u
∂x2
)n
l,m
≈ 1
∆x
(
unl+1,m − unl,m
∆x
− u
n
l,m − unl−1,m
∆x
)
=
unl+1,m − 2unl,m + unl−1,m
(∆x)2
=
δ2xu
n
l,m
(∆x)2
,
(2.3)
where
δ2xu
n
l,m := u
n
l+1,m − 2unl,m + unl−1,m . (2.4)
The second derivative of u with respect to y can be written similarly as
(
∂2u
∂y2
)n
l,m
≈ 1
∆y
(
unl,m+1 − unl,m
∆y
− u
n
l,m − unl,m−1
∆y
)
=
unl,m+1 − 2unl,m + unl,m−1
(∆y)2
=
δ2yu
n
l,m
(∆y)2
,
(2.5)
where
δ2yu
n
l,m := u
n
l,m+1 − 2unl,m + unl,m−1 . (2.6)
In the above equations we are approximating the second derivative of u with
respect to x and the second derivative of u with respect to y. It can be seen that
for the second derivative of u with respect to x, we find the value of the slope of the
slope of the function. Taking the change in slope by subtracting the left derivatives
from the right derivatives, or slopes at the different grid values, and dividing it by
6the change in x, we find an approximation for our second derivative of u with respect
to x. This is done similarly for the approximation of the second derivative of u with
respect to y.
As an approximation of a fourth derivative with respect to x is used later. It is
written in the following manner:
(
∂4u
∂x4
)
≈ δ
4
xu
n
l,m
(∆x)4
,
where
δ4xu
n
l,m = δ
2
x(δ
2
xu
n
l,m)
= δ2x(u
n
l−1,m − 2unl,m + unl+1,m)
= unl−2,m − 4unl−1,m + 6unl,m − 4unl+1,m + unl+2,m .
(2.7)
CHAPTER 3: The Wave Equation
3.1 Introduction to the Wave Equation
The first phase of the system used to describe a tsunami’s travel from start to finish
is modeled using the forced wave equation. The wave equation is of the form utt =
c2(uxx + uyy) + F (x, y, t), with the forcing function F (x, y, t). The forcing function
models the forcing of the earthquake as a part of the wave equation, which then
models the system up to a determined time.
It is curious that one may use the wave equation to initially model a water wave.
There are many components to a tsunami system and non-linearity does eventually
occur. In order to use the wave equation at the oneset of the tsunami, as it is linear,
one must be sure that non-linearity is not sufficiently present in that generation stage.
If the ratio of the nonlinear effects to linear effects is << 1, the linear efffects dominate
the wave structure. Once this ratio becomes close to 1, each plays an equal role in
the structure, once this ratio is greater than 1, the nonlinear effects dominate the
system. This ratio can be measured as in [2]
nonlinear effects
linear effects
≈ U ≈ µ0/h
(h/l)2
, (3.1)
where µ0= maximum wave amplitude, h= water depth, and l= a characteristic length.
This can be a good tool in determining if linear theory can be used in a certain region
of the system. From Hammack [2], linear theory provides an accurate approximation
of wave behavior if the following conditions are satisfied:
(
tc(gh)
1/2
b
)−2(
ζ0
h
)
<< 1 ,
(
tc(gh)
1/2
b
)−1(
ζ0
h
)
<< 1 . (3.2)
8where tc=duration of the earthquake, g=acceleration due to gravity, h=depth of the
ocean, ζ0= amplitude of movement, and b=characteristic size (width) of the fault.
Our system meets all the qualifications given in its earliest stages, and thus the wave
equation is a sound choice for modeling tsunamis in the generation stage.
We will begin with a derivation of the 2-d wave equation, model the equation in gen-
eral, and then show how it is implemented in our system.
3.2 Derivation
A forced wave equation is a differential equation used to model waves moving in fluid
acted on by an outside force. Olivo’s thesis [15] modeled tsunami waves in one di-
mension and thus used the one-dimensional wave equation, while deriving the wave
equation for all dimensions. As the setting of this thesis is in two dimensions, We
derive the 2-dimensional wave equation, which is a linear partial differential equa-
tion used to model tsunamis in their first stage of existence, when linear behavior
predominates.
We let R be an arbitrary small region in R2 with ~n a unit outer normal to the
boundary ∂R. Let u(x, y, t) be the height of the wave at time t in the ~e3 direction
above (x, y), where ~e3 is a unit vector perpendicular to the (x, y) coordinate plane.
Then, ~∇u · ~n = (ux, uy) · (n1, n2) is the directional derivative of u in the direction ~n.
Next, we compute the net vertical tension on the surface u(R) above R with its
boundard u(∂R) above the boundary ∂R. Now, let ~N be an outer unit normal to
u(∂R) in the tangent space to the surface u(R) in R3.
9Let T be a scalar measuring tension per unit arc length in u(∂R). The tension
acting on an arclength element is then T ~N . The net vertical tension is obtained by
first computing the vertical component T ( ~N · ~e3) of the tension vector T ( ~N) in the
direction ~e3, where ~e3 = (0, 0, 1) is the standard basis element for z. Then, we inte-
grate T ( ~N · ~e3) on u(∂R) which gives us:
∫
u(∂R)
(T ( ~N · ~e3))ds (3.3)
where T is the tension per unit arclength.
We are going to estimate (3.3) up to order |∇u|2. We are able to do this because, if
~n is an outer unit normal to ∂R then,
~N ≈ (~n,∇u · ~n) . (3.4)
With this assumption, we have
∫
u(∂R)
T ( ~N · ~e3)ds ≈
∫
u(∂R)
T ((n1, n2),∇u · ~n) · (0, 0, 1)ds
=
∫
u(∂R)
T (∇u · ~n)ds .
(3.5)
Assuming |∇u|2 is small we would have that the arc length elements
ds on u(∂R) ≈ ds on ∂R
and ∫
u(∂R)
T (∇u · ~n)ds ≈
∫
∂R
T∇u · ~nds . (3.6)
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Recall the Divergence Theorem gives
∫
∂R
F · nds = ∫ ∫
R
divFdA, see [5].
Thus, pulling the tension constant T out in front of the integral, T
∫
∂R
∇u · ~nds in
(3.6) and applying the divergence theorem, we have
T
∫
∂R
∇u · ~nds = T
∫
R
div(∇u)dA (3.7)
as the net vertical tension on the surface u(R) above R. Assuming any horizontal
tension is negligible, and noting the fact that force= mass x acceleration, we have the
total force on the element u(R),
∫
R
ρutt(~x, t)dA, is the sum of the net vertical tension
and an external forcing term f , where ρ is mass per surface area. Hence,
∫
R
ρutt(~x, t)dA = T
∫
R
div(∇u)dA+
∫
R
ρf(~x, t)dA , (3.8)
where the last integral is the external force acting on the water surface.
Dropping the integrals, as the above holds for all R, gives equality of integrands
ρutt(x, y, t) = Tdiv(∇u) + ρF (x, y, t) (3.9)
and
11
utt(x, y, t) =
T
ρ
div
(
∂u
∂x
,
∂u
∂y
)
+ F (x, y, t)
=
T
ρ
(
∂
∂x
,
∂
∂y
)
·
(
∂u
∂x
,
∂u
∂y
)
+ F (x, y, t)
=
T
ρ
(
∂2u
∂x2
+
∂2u
∂y2
)
+ F (x, y, t) .
(3.10)
Therefore we have derived the wave equation,
utt = c
2(uxx + uyy) + F (x, y, t) (3.11)
where c2 = T
ρ
.
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3.3 Modeling the Wave Equation
Let us rewrite the wave equation, utt = c
2(uxx+uyy) +F (x, y, t) in (3.11) as a system
of differential equations in terms of an intermediate function V = ut, namely
ut = V (3.12)
Vt = c
2[uxx + uyy] + F (x, y, t) , (3.13)
where u(x, y, t) represents the height of a wave and V (x, y, t) the vertical velocity at
position (x, y) at time t,
and where Vt = c
2[uxx + uyy] + F (x, y, t) from the wave equation (3.11).
From (3.13) one can obtain Vtt by differentiating Vt with respect to t.
Vtt =
∂
∂t
{c2[uxx + uyy] + F}
= c2[uxxt + uyyt] + Ft .
(3.14)
We assume our functions are smooth, which yields, uxxt = utxx and uyyt = utyy
and
Vtt = c
2[utxx + utyy] + Ft
Vtt = c
2[Vxx + Vyy] + Ft .
(3.15)
One next transitions from the theoretical smooth process above to a discrete
iterative process, giving values of u and V at each time step on a spacial grid. Ap-
proximations are used to get the desired values of u and V along the grid. A use
of Euler’s Method will give us the value of V at the n + 1 time step along the grid,
written V n+1l,m = V
n
l,m + (Vl,m)
n
t ∆t, where l is the step in the x-direction, m the step in
the y-direction, and n the time step. However more accuracy is desired, so we use a
2nd order Taylor expansion. This is written as
13
V n+1l,m = V
n
l,m + (Vt)
n
l,m∆t+
1
2
(Vtt)
n
l,m(∆t)
2 (3.16)
.
Now we combine our theoretical equations (3.13), (3.13) and (3.15) with our Taylor
expansion approximation (3.16) to get V n+1l,m :
V n+1l,m = V
n
l,m+{c2(uxx)nl,m+c2(uyy)nl,m+F nl,m}∆t+
1
2
{c2[(Vxx)nl,m+(Vyy)nl,m]+(Ft)nl,m}(∆t)2
(3.17)
up to order (∆t)3 where, from (2.3), (2.5), the expressions (uxx)
n
l,m , (uyy)
n
l,m , (Vxx)
n
l,m
, and (Vyy)
n
l,m are estimated by the corresponding expressions below.
(uxx)
n
l,m ≈
unl+1,m − 2unl,m + unl−1,m
(∆x)2
(uyy)
n
l,m ≈
unl,m+1 − 2unl,m + unl,m−1
(∆y)2
(Vxx)
n
l,m ≈
V nl+1,m − 2V nl,m + V nl−1,m
(∆x)2
(Vyy)
n
l,m ≈
V nl,m+1 − 2V nl,m + V nl,m−1
(∆y)2
.
(3.18)
(3.17) and(3.18) then yield
V n+1l,m = V
n
l,m +
{
c2
(
unl+1,m − 2unl,m + unl−1,m
(∆x)2
)}
∆t
+
{
c2
(
unl,m+1 − 2unl,m + unl,m−1
(∆y)2
)
+ F nl,m
}
∆t
+
{
c2
2
(
V nl+1,m − 2V nl,m + V nl−1,m
(∆x)2
)}
(∆t)2
+
{
c2
2
(
V nl,m+1 − 2V nl,m + V nl,m−1
(∆y)2
)
+
1
2
(Ft)
n
l,m
}
(∆t)2
(3.19)
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We use a similar iterative process for ul,m:
un+1l,m = u
n
l,m + (ut)
n
l,m∆t+
1
2
(utt)
n
l,m(∆t)
2 = unl,m + V
n
l,m∆t+
1
2
(Vt)
n
l,m(∆t)
2 , (3.20)
where (ut)
n
l,m = V
n
l,m from (3.13), (3.13).
From (3.13) and (3.13) the (Vt)
n
l,m term in (3.20) can be replaced by
{
c2[(uxx)
n
l,m + (uyy)
n
l,m]
}
to yield,
un+1l,m = u
n
l,m + V
n
l,m∆t+
1
2
{
c2[(uxx)
n
l,m + (uyy)
n
l,m]
}
(∆t)2 . (3.21)
So, substituting (3.18) into (3.21) gives
un+1l,m = u
n
l,m + V
n
l,m∆t+
c2
2
{
unl+1,m − 2unl,m + unl−1,m
(∆x)2
+
unl,m+1 − 2unl,m + unl,m−1
(∆y)2
}
(∆t)2
(3.22)
In (3.22) we have successfully expressed most t derivatives of u and V in (3.16) and
(3.20) as x and y expressions involving V along with x, y deriatives of u. At n = 0,
u0l,m and V
0
l,m are zero so initially, so the only component affecting u
1
l,m, V
1
l,m in our
system is our forcing term F (x, y, t). Now, at each time step n, from the current
values unl,m, V
n
l,m on the grid, we use (3.19) and (3.22) to calculate the n + 1 values
un+1l,m , V
n+1
l,m at the next time step n+1. Repeating this recursively gives the numerical
approximation of the wave throughout the initial linear phase of the tsunami.
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After combining like terms and letting
p ≡ ∆t
∆x
, w ≡ ∆t
∆y
, (3.23)
our system (3.19), (3.22) is now
V n+1l,m = V
n
l,m + c
2
{
p2
∆t
unl+1,m − 2(
p2
∆t
+
w2
∆t
)unl,m +
p2
∆t
unl−1,m +
w2
∆t
unl,m+1 +
w2
∆t
unl,m−1
}
+
1
2
{
c2
[
p2V nl+1,m − 2(p2 + w2)V nl,m + p2V nl−1,m + w2V nl,m+1 + w2V nl,m−1
]}
+ F nl,m∆t+
1
2
(Ft)
n
l,m(∆t)
2 (3.24)
un+1l,m = u
n
l,m + V
n
l,m∆t+
c2
2
[p2unl+1,m − 2(p2 + w2)unl,m
+ p2unl−1,m + w
2unl,m+1 + w
2unl,m−1] ,
(3.25)
where in our application (Ft) can be computed directly from the known forcing func-
tion F (x, y, t). The initial conditions are
u0l,m = 0 and V
0
l,m = F
0
l,m = 0 ,
for all 1 ≤ l ≤ L, 1 ≤ m ≤ M . That is u = 0 prior to the quake and thus
ut = 0t = 0 prior to the quake. Physically, this means that we assume there are no
waves or movement prior to the earthquake. The forcing function used in this work is
particulary effective because it is zero up until the moment the event being modeled
occurs, and it strongly resembles the profile of a tsunami. See figure 5.
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3.4 Implementation
At the onset of an earthquake, we begin modeling with the wave equation to get our
system moving once the quake starts, as the initial conditions are zero everywhere.
The forcing function, F (x, y, t), is built into the wave equation (3.11) and its discrete
versions (3.24) and (3.25) will be explicitly modeled in (3.34). Our choice of this
F (x, y, t) is designed to model the force generated by an earthquake.
A wavelet is a wave-like oscillation used to localize a given function in both space
and time. In the past, Fourier expansion were used. However, they are only localized
in frequency, not time. Wavelets have been used in many capacities such as signal
processing, where the spectrum is calculated in a window along the signal. The win-
dow is shifted along the signal and calculated at every position. We use a wavelet
Kq(t) that satisifes the multiplicatively advanced differential equation K
′
q(t) = Kq(qt)
(called a MADE). Kq(t) as developed in [6],[7], and [8] can be used to model wave
oscillations observed in tsunami waves [9]. Set
Kq(t) =
∞∑
j=−∞
(−1)je−tqj
q
j(j+1)
2
(3.26)
for t ≥ 0, q > 1 with Kq(t) := 0 for t < 0.
At any time t such that t ≤ 0, Kq(t) and all of its derivatives K(p)q (t) are flat. For
t ≥ 0, Kq(t) and its derivatives oscillate by going negative into a trough then positive
forming a crest before dampening down. Note that Kq shown below has a similar
structure to a tsunami profile.
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Two other wavelets developed in [8] that are used here are
qCos(t) = Nq ·
∫ ∞
0
Kq(u)Kq(u− t)du = Nq
∞∑
j=−∞
(−1)je−qj |t|
qj2
(3.27)
qSin(t) = Nq ·
∫ ∞
0
Kq(u)Kq(qu− qt)du =
(
t
|t|
)
Nq
∞∑
j=−∞
(−1)je−qj |t|
qj(j−1)
(3.28)
with
Nq =
( ∞∑
j=−∞
(−1)j
qj2
)−1
, (3.29)
a normalizing constant which makes qCos(0) = 1. Graphs of these wavelets can be
seen in figures 3 and 4 below, also in [8].
Figure 3 and 4:
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Both wavelets (3.27) and (3.28) from [8] also satisfy the MADEs:
qCos
′′(t) := −q2 qCos(qt), qSin′′(t) := −q2 qSin(qt) .
Both (3.27) and (3.28) approach cosine and sine uniformly on a compact set when
q → 1.
In [9] and [15] the q-advanced wavelets Kq(t) and qSin(t) have been used to con-
struct 1-d wave heights uq(x, t), precursor forcing terms Fq(x, t), and forcing functions
(Fp)q(x, t) for the earthquake in tsunami models, where
uq(x, t) := P ·Kq( t
τ
) qSin(γ · x) . (3.30)
By differentiating twice with respect to t, we have
(Fp)q(x, t) := ρ
∂2uq
∂t2
= ρ
P · q
τ 2
Kq
(
q2t
τ
)
qSin(γ · x) (3.31)
The (Fp)q(x, t) given by (3.34) is the precursor forcing. In order to model the forcing
due to the earthquake we must scale this precursor forcing function (3.31)up by a
constant κ to match the amplitudes observed at the earthquake. This is sound as
the forcing disperses radially from the epicenter and thus is weaker out in the ocean
where the precursor forcing is observed. The actual forcing function in 1-d used in
the wave equation is
Fq(x, t) := κρ
∂2uq
∂t2
= κρ
P · q
τ 2
Kq
(
q2t
τ
)
qSin(γ · x) (3.32)
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However, we are working in two dimesions and need an added term g(y) = 1/[(y
η
)8 +1]
to help extend our function out in the y direction to model the tsunami more precisely
in two-dimensions. Our precursor height function is
uq(x, y, t) := P ·Kq( t
τ
) qSin(γ · x) · 1
(y
η
)8 + 1
, (3.33)
and by differentiating twice with respect to t we have
(Fp)q(x, y, t) := ρ
∂2uq
∂t2
= ρ
P · q
τ 2
Kq
(
q2t
τ
)
qSin(γ · x) · 1
(y
η
)8 + 1
. (3.34)
where g, ρ, τ, γ, P, η are all environmental parameters and scalars.
Again, (3.34) is the precursor forcing function. This is scaled up by a constant κ to
give us the forcing at the epicenter that we will use in the wave equation to model
the tsunami in its generation stage. This function is
Fq(x, y, t) := κρ
∂2uq
∂t2
= κρ
P · q
τ 2
Kq
(
q2t
τ
)
qSin(γ · x) · 1
(y
η
)8 + 1
(3.35)
A graph of time profile for the precursor wave height is seen in Figure 5. Note that
a time profile is a graph of wave height vs time where x and y are kept constant.
Figure 5:
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The advantage to using these q-advanced forcing functions is that Fq is an L2 function
where the forcing term dampens down, creating a more realistic scenario. Also, as
previously noted, uq and Fq are similar and resemble tsunami waves. Thus, a forcing
that creates a tsunami is very similar to the tsunami itself [15].
When an earthquake occurs, the disturbance spreads underwater and the distur-
bance along the sea bed creates a small forcing on the water above which is measured
by the DART buoys. We refer to this function as the precursor wave that precedes
the actual tsunami. We use the precursor wave to model the forcing function as pre-
cursor waves have been shown to accurately model tsunamis, but scale the precursor
forcing functions to obtain the much stronger forcing at the epicenter. The model
we obtain is run through a program that models each stage of the tsunami (wave
equation, KP equation, run-up) and produces data that simulates a tsunami run-up
onto Wake Island.
The forcing function (3.35) utilized in the wave equation gets the model of the
Tsunami moving towards Wake Island. As seen in the google earth picture of Japan
and Wake Island on the next page, the path from the fault line just off the coast of
Japan to Wake Island is approximately perpendicular to the fault line. Thus, the grid
can be set from the fault line and propagated without the rotation of any axes.
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Figure 6: Tsunami path from Japan to Wake Island
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Since a piecewise function (wave equation, KP equation, run-up) is used to model
the tsunami from its creation to the time it hits the Island, it is important to know
when each piece of our system is being used and why each piece is used during that
time. After the wave equation gets the tsunami moving, self-focusing and natural
dispersion build up over time causing non-linear effects. So, we have chosen to use the
nonlinear KP equation, see (5.1), to model our system after a certain time. Hammack
notes that “linear theory eventually becomes inapplicable for long waves of transition
in a two-dimensional fluid domain” [2]. The time tt at which the transition from
linear to nonlinear occurs is approximated using the proportion
U ≈
(
ζ0
h
)(
b
h
)
[tt(g/h)
1
2 ]
1
3 , (3.36)
as well as the ratio seen in (3.1), written again as
nonlinear effects
linear effects
= U =
µ0/h
(h/l)2
, (3.37)
where µ0, ζ0, h, g, and b were defined previously in (3.1) and Section 3.2.
In order to determine this transtion time, we let
µ0/h
(h/l)2
= U = .1
We set he proportion from (3.37) equal to .1 and we solve for tt. Solving equation
(3.36) for tt where U = .1 gives an order of 1 × 1016s. This number indicates that
linearity dominates the system and is another indicator of why a linear wave equation
is such a good model for a tsunami during generation. The above calculation holds
for 1-d, but as noted above, in 2-d, nonlinearity also becomes predominant after a
certain point in time and must be accounted for. This why we transition to using the
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KP equation. Physically, this transition time occurs when a self-reinforcing wave, or
soliton, is formed and is propagating forward. We have chosen to begin using the KP
equation when this soliton is formed and the water is relatively flat elsewhere.
CHAPTER 4: Crank-Nicholson and a First Look at the KP Equation
4.1 A Peek at the KdV/KP
One equation often used to model waves in one spatial dimension is the KdV equation,
with the typical form:
ut + uxxx + 6uxu = 0 (4.1)
This equation is a non-linear partial differential equation for a function u(x, t) of 2
variables, x (space) and t (time), that can be solved exactly.
For this thesis we use a similar equation called the KP equation, a nonlinear par-
tial differential equation in 2 spatial dimensions. A typical form of this equation
is
(ut + 6uux + uxxx)x + 3α
2uyy = 0 , (4.2)
where u(x, y, t) is our function of 3 variables: x, the longitudinal spatial coordinate,
y, the transverse spatial coordinate, and t time. A more general form of (4.2) is used.
After the linear wave equation phase, and during the open ocean phase, it takes the
form
utx + Auxx +B(u
2)xx + Cuxxxx +Duyy = 0 , (4.3)
see [14], where A,B,C,D are all constant coefficients. We are using a more general
form of the equation so that the coefficients A,B,C,D may be chosen as desired in
using the system. Once we begin to model the system, the A,B,C,D will be chosen
appropriately.
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4.2 Crank Nicholson exposition
One method essential to discretize our process is the Crank-Nicholson scheme. The
Crank-Nicholson scheme is a method commonly used in numerical analysis. The
Crank-Nicholson method can be constructed from two other widely used approxima-
tion methods, namely the forward and backward Euler methods.
The forward Euler method and the backward Euler method are used throughout
numerical analysis to find approximate solutions to ordinary differential equations
with inital conditions.
A simple first order ordinary differential equation is used to motivate the Crank-
Nicholson method. We start with
ux = F (x, u)
where u = u(x). Let
Fl = F (l∆x, u(l∆x)) = F (l∆x, ul) .
We say that a forward Euler method, or more simply an Euler method, is a linear
approximation written as
ul+1 = ul + (ux)l∆x = ul + Fl∆x , (4.4)
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where l denotes the lth step in the x direction.
Now, consider substituting Fl+Fl+1
2
for Fl in (4.4). This gives
ul+1 = ul +
[
Fl + Fl+1
2
]
∆x .
Adding and subtracting Fl from the numerator of the fraction yields
ul+1 = ul +
[
2Fl + Fl+1 − Fl
2
]
∆x
= ul + Fl∆x+
Fn+1 − Fn
2
∆x .
Bringing 1
2
outside of the fraction and multiplying and dividing the fraction by ∆x
affords
ul+1 = ul + Fl∆x+
1
2
[
Fl+1 − Fl
∆x
]
(∆x)2 .
As
[
Fl+1−Fl
∆x
]
≈ (Fx)l, and by definition (Fx)l = (uxx)l, one has
ul+1 ≈ ul + (ux)l∆x+ 1
2
(uxx)l(∆x)
2 . (4.5)
By using the Crank-Nicholson scheme we are able to go from a linear Euler ap-
proximation to a type of quadratic Taylor approximation.
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To recap, the Crank-Nicholson method consists of starting with equation (4.4),
ul+1 = ul + (ux)l∆x = ul + Fl∆x ,
and replacing the derivative term Fl by
Fl+Fl+1
2
to obtain the Crank-Nicholson expres-
sion (4.5),
ul+1 ≈ ul + Fl + Fl+1
2
∆x .
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4.3 The Crank Nicholson in Action
In Feng and Mitsui’s, “A finite difference method for the Korteweg-de Vries and
the Kadomtsev-Petviashvili equation”[14], the Crank-Nicholson scheme is used as a
means of implicitly linearizing the KdV and the KP equations. This is a standard
technique in numerical analysis; thus, it is used in this thesis. The following is an
example of where they employed this scheme on the KdV equation.
We have the KdV equation
utx + 3(u
2)xx + uxxxx = 0 . (4.6)
(4.6) is discretized by utilizing the operators Hxu
n
l,m, Hyu
n
l,m, δ
2
xu
n
l,m, δ
2
yu
n
l,m, δ
4
xu
n
l,m.
By substituting out discrete operators one arrives at:
[
Hx
(
un+1l,m −unl,m
∆t
)]
2∆x
+
3 · 2δ2x(unl,m)2
2(∆x)2
+
2δ4xu
n
l,m
2(∆x)4
= 0 .
Simplifications and algebraic manipulation yields:
Hx(u
n+1
l,m − unl,m)
2∆t∆x
+
3 · 2δ2x(unl,m)2
2(∆x)2
+
2δ4xu
n
l,m
2(∆x)4
= 0 . (4.7)
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Setting f = u2 gives
Hx(u
n+1
l,m − unl,m)
2∆t∆x
+
3 · 2δ2xfnl,m
2(∆x)2
+
2δ4xu
n
l,m
2(∆x)4
= 0 . (4.8)
Here, Feng and Mitsui use a Crank-Nicholson scheme similar to that previously dis-
cussed except in the time direction, see [14]. Analogous to (4.4) and (4.5), we replace
fnl,m by
fnl,m+f
n+1
l,m
2
and unl,m by
unl,m+u
n+1
l,m
2
in higher spatial derivative terms. This yields
Hx(u
n+1
l,m − unl,m)
2∆t∆x
+ 3
δ2x(f
n
l,m + f
n+1
l,m )
2(∆x)2
+
δ4x(u
n
l,m + u
n+1
l,m )
2(∆x)4
= 0 . (4.9)
This thesis uses the technique above on a more general KP equation (5.1) to implicitly
linearize and solve the system.
CHAPTER 5: The KP Equation
5.1 Introduction to the KP/KdV Equation
The Korteweg-de Vries equation, introduced in the last section, is an equation used to
model deep water waves where the change in wave height in time is small compared
to depth of the ocean. The KdV equations were developed by Diederik Korteweg and
Gustav de Vries in (1895) and have since had many applications in hydrodynamics
[4]. Soliton solutions of the KdV equations can be used to describe tsunamis in one
dimension, which most of us would consider as very large waves. However, a suprising
fact is that tsunamis, while in the deep ocean are less than a meter tall. Even though
they are in ocean water of a depth up to 4km, they are often hundreds of kilometers
wide.
The Korteweg-de Vries equation is a special case of the equation used in this pa-
per called the KP Equation [16] developed by Boris B. Kadomtsev and Vladimir I.
Petviashvili in (1970). The KP equation is a two dimensional soliton equation that is
completely integrable in two dimension, analagous to the KdV in one dimension, that
is a universal model in nonlinear wave theory. There are 2 different KP equations;
the KPI and KPII. The equations’ structures differ only in their choice of D, seen in
(5.20) but have substantially different results and are used to model different types
of solitons. As we are working with water waves with small surface tension, we use
the KPII equation where D = −3σ2 with σ2 = 1, implying D = −3, see [16].
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5.2 Discretization
The KP equation is
utx + Auxx +B(u
2)xx + Cuxxxx +Duyy = 0 , (5.1)
where A,B,C,D are constants. Analogous to the numerical approximation of the wave
equation, in handling the discrete case of the KP equation, our end goal is to have
an equation of un+1’s equal to a combination of the un’s.
From equations (2.1)-(2.7) we have the discrete version of (5.1):
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Aδ2xu
n
l,m
(∆x)2
+
Bδ2x(u
n
l,m)
2
(∆x)2
+
Cδ4xu
n
l,m
(∆x)4
+
Dδ2yu
n
l,m
(∆y)2
= 0 .
Next, letting fnl,m = (u
n
l,m)
2, we can write this as
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
2Aδ2xu
n
l,m
2(∆x)2
+
2Bδ2x(f
n
l,m)
2(∆x)2
+
2Cδ4xu
n
l,m
2(∆x)4
+
2Dδ2yu
n
l,m
2(∆y)2
= 0 .
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Now, as in [14] and (4.9), we apply the Crank-Nicholson scheme by replacing 2unl,m
with unl,m + u
n+1
l,m and 2f
n
l,m with f
n
l,m + f
n+1
l,m in the higher spatial derivatives in order
to obtain the following:
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Aδ2x(u
n
l,m + u
n+1
l,m )
2(∆x)2
+
Bδ2x(f
n
l,m + f
n+1
l,m )
2(∆x)2
+
Cδ4x(u
n
l,m + u
n+1
l,m )
2(∆x)4
+
Dδ2y(u
n
l,m + u
n+1
l,m )
2(∆y)2
= 0 .
Factoring out 1
2∆t∆x
gives
1
2∆t∆x
[
Hx(u
n+1
l,m − unl,m) + A
(
∆t
∆x
)
δ2x(u
n
l,m + u
n+1
l,m )
+ B
(
∆t
∆x
)
δ2x(f
n
l,m + f
n+1
l,m ) + C
(
∆t
(∆x)3
)
δ4x(u
n
l,m + u
n+1
l,m )
+ D
(
∆t∆x
(∆y)2
)
δ2y(u
n
l,m + u
n+1
l,m )
]
= 0 .
(5.2)
Now define
p ≡ ∆t
∆x
, r ≡ ∆t
(∆x)3
, q ≡ ∆t∆x
(∆y)2
. (5.3)
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Substituting (5.3) into (5.2) and multiplying (5.2) by 2∆t∆x gives
Hx(u
n+1
l,m − unl,m) + Apδ2x(unl,m + un+1l,m ) +Bpδ2x(fnl,m + fn+1l,m ) +
Crδ4x(u
n
l,m + u
n+1
l,m ) +Dqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(5.4)
Now, let us find a simpler expression for fnl,m + f
n+1
l,m in (5.4).
Recall, f = u2, so ∂f
∂t
= 2u∂u
∂t
and we write (u2)t = ft = 2uut.
So,
(ft)
n
l,m = 2u
n
l,m(ut)
n
l,m ≈ 2unl,m
(
un+1l,m − unl,m
∆t
)
.
Multiplying the equation above by ∆t gives
(ft)
n
l,m∆t ≈ 2unl,m(un+1l,m − unl,m) .
By a Taylor Expansion, we have
fn+1l,m = f
n
l,m + (ft)
n
l,m∆t+O(∆t
2)
= fnl,m + 2u
n
l,m(u
n+1
l,m − unl,m) +O(∆t2) .
35
Now,
fn+1l,m + f
n
l,m = 2f
n
l,m + 2u
n
l,mu
n+1
l,m − 2(unl,m)2 +O(∆t2)
= 2(unl,m)
2 + 2unl,mu
n+1
l,m − 2(unl,m)2 +O(∆t2)
= 2unl,mu
n+1
l,m +O(∆t
2) .
(5.5)
Substituting (5.5) back into equation (5.4), up to O(∆t2) yields,
Hx(u
n+1
l,m − unl,m) + Apδ2x(unl,m + un+1l,m ) +Bpδ2x(2unl,mun+1l,m ) +
Crδ4x(u
n
l,m + u
n+1
l,m ) +Dqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(5.6)
Note that by using the Crank-Nicholson scheme, we have successfully written our
equation in terms of only constants, un+1’s, and un’s as desired. Expanding out Hx,
δ2x, δ
4
x, and δ
2
y , equation (5.6) becomes
un+1l+1,m −un+1l−1,m − (unl+1,m − unl−1,m) + 2Bp[unl+1,mun+1l+1,m − 2unl,mun+1l,m + unl−1,mun+1l−1,m]
+ Ap[unl+1,m − 2unl,m + unl−1,m] + Ap[un+1l+1,m − 2un+1l,m + un+1l−1,m]
+ Cr[unl+2,m − 4unl+1,m + 6unl,m − 4unl−1,m + unl−2,m]
+ Cr[un+1l+2,m − 4un+1l+1,m + 6un+1l,m − 4un+1l−1,m + un+1l−2,m]
+ Dq[unl,m+1 − 2unl,m + unl,m−1] +Dq[un+1l,m+1 − 2un+1l,m + un+1l,m−1] = 0 .
(5.7)
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Now, collecting terms with un+1 terms on the left side and un terms on the right yields
(−1 + 2Bpunl−1,m + Ap− 4Cr)un+1l−1,m + (−4Bpunl,m − 2Ap+ 6Cr − 2Dq)un+1l,m
+(Cr)un+1l−2,m + (Cr)u
n+1
l+2,m + (Dq)u
n+1
l,m−1 + (Dq)u
n+1
l,m+1
+(1 + 2Bpunl+1,m + Ap− 4Cr)un+1l+1,m
= −
[
(−1 + Ap− 4Cr)unl+1,m + (1 + Ap− 4Cr)unl−1,m
+(−2Ap+ 6Cr − 2Dq)unl,m + (Cr)unl−2,m + (Cr)unl+2,m
+(Dq)unl,m+1 + (Dq)u
n
l,m−1
]
.
(5.8)
Let us call the collected right hand side of (5.8) dnl,m. That is,
dnl,m = −
[
(−1 + Ap− 4Cr)unl+1,m + (1 + Ap− 4Cr)unl−1,m
+ (−2Ap+ 6Cr − 2Dq)unl,m + (Cr)unl−2,m
+ (Cr)unl+2,m + (Dq)u
n
l,m+1 + (Dq)u
n
l,m−1
]
(5.9)
Note that each dnl,m is computable from the u
n
i,j value of the grid at the nth time step.
We have
(−1 + 2Bpunl−1,m + Ap− 4Cr)un+1l−1,m + (−4Bpunl,m − 2Ap+ 6Cr − 2Dq)un+1l,m
+(Cr)un+1l−2,m + (Cr)u
n+1
l+2,m + (Dq)u
n+1
l,m−1 + (Dq)u
n+1
l,m+1
+(1 + 2Bpunl+1,m + Ap− 4Cr)un+1l+1,m = dnl,m
(5.10)
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From (5.10) we have the coefficients for the un+1 terms.
The coefficient of un+1l−2,m is denoted by
bnl,m := Cr .
The coefficient of un+1l−1,m is denoted by
cnl,m := −1 + 2Bpunl−1,m + Ap− 4Cr .
The coefficient of un+1l,m is denoted by
gnl,m := −4Bpunl,m − 2Ap+ 6Cr − 2Dq .
The coefficient of un+1l+1,m is denoted by
enl,m := 1 + 2Bpu
n
l+1,m + Ap− 4Cr .
The coefficient of un+1l+2,m is denoted by
bnl,m := Cr .
The coefficient of un+1l,m−1 is denoted by
anl,m := Dq .
The coefficient of un+1l,m+1 is also denoted by
anl,m := Dq .
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Thus equation (5.10) becomes:
anl,mu
n+1
l,m−1+b
n
l,mu
n+1
l−2,m+c
n
l,mu
n+1
l−1,m+g
n
l,mu
n+1
l,m +e
n
l,mu
n+1
l+1,m+b
n
l,mu
n+1
l+2,m+a
n
l,mu
n+1
l,m+1 = d
n
l,m
(5.11)
for each (l,m).
We organize the coefficients from (5.10) below.
bnl,m := Cr is the coefficient for u
n+1
l−2,m (5.12)
cnl,m := −1 + 2Bpunl−1,m + Ap− 4Cr is the coefficient for un+1l−1,m (5.13)
gnl,m := −4Bunl,m − 2Ap+ 6Cr − 2Dq is the coefficient for un+1l,m (5.14)
enl,m := 1 + 2Bpu
n
l+1,m + Ap− 4Cr is the coefficient for un+1l+1,m (5.15)
bnl,m := Cr is the coefficient for u
n+1
l+2,m (5.16)
anl,m := Dq is the coefficient for u
n+1
l,m−1 (5.17)
anl,m := Dq is the coefficient for u
n+1
l,m+1 (5.18)
One can write (5.11) as a matrix product (5.20), explicitly written out in (Ap-
pendix 1) by converting the unl,m grid for 1 ≤ l ≤ L and 1 ≤ m ≤ M into a LM x 1
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column of the form,
un =

un1,1
un2,1
...
...
unL,1
un1,2
un2,2
...
unL,2
...
un1,m−1
...
unl,m−1
...
unL,m−1
un1,m
...
unl−2,m
unl−1,m
unl,m
unl+1,m
unl+2,m
...
unL,m
un1,m+1
...
unl,m+1
...
unL,m+1
...
...
unL,M

and dn =

dn1,1
dn2,1
...
...
dnL,1
dn1,2
dn2,2
...
dnL,2
...
dn1,m−1
...
dnl,m−1
...
dnL,m−1
dn1,m
...
dnl−2,m
dnl−1,m
dnl,m
dnl+1,m
dnl+2,m
...
dnL,m
dn1,m+1
...
dnl,m+1
...
dnL,m+1
...
...
dnL,M

, (5.19)
where the entries dnl,m of d
n in (5.19) are given by (5.9).
With the above notation the vector form of equation (5.11) is
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A
n · un+1 = dn, (5.20)
where the matrix A
n
= An(l,m),(i,j) is indexed by grid steps (l,m), (i, j) at time n and
has entries An(l,m)(i,j) given by
An(l,m)(i,j) =

0 j < m− 1 i < l
0 j = m− 1 i < l
anl,m j = m− 1 i = l
0 j = m− 1 i > l
0 j = m i < l − 2
bnl,m j = m i = l − 2
cnl,m j = m i = l − 1
gnl,m j = m i = l
enl,m j = m i = l + 1
bnl,m j = m i = l + 2
0 j = m i > l + 2
0 j = m+ 1 i < l
anl,m j = m+ 1 i = l
0 j = m+ 1 i > l
0 j > m+ 1 i > l
. (5.21)
where anl,m, b
n
l,m, c
n
l,m, g
n
l,m, e
n
l,m are given in (5.12)-(5.18).
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5.3 Matrices, part 1
Using our original notation of An(l,m)(i,j) in (5.21), we can write the matrix A
n in (5.20)
as
A
n
=

An
(1,1),(1,1)
An
(1,1),(2,1)
An
(1,1),(3,1)
0 · · · 0 An
(1,1),(1,2)
0 · · ·
An
(2,1),(1,1)
An
(2,1),(2,1)
An
(2,1),(3,1)
An
(2,1),(4,1)
0 · · · 0 An
(2,1),(2,2)
0
An
(3,1),(1,1)
An
(3,1),(2,1)
An
(3,1),(3,1)
An
(3,1),(4,1)
An
(3,1),(5,1)
0 · · · 0
. . .
0
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
...
. . .
. . .
. . .
An
(1,2),(1,1)
0
. . .
. . .
. . .
...
. . .
. . .
. . .
0 An
(2,2),(2,1)
. . .
. . .
. . .
...
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
...
. . .
. . .
...
0
. . .
. . .
. . .
. . .
...
. . .
. . . 0

The general form of the sparse matrix A
n
is:
A
n
=

∗ ∗ ∗ 0 0 · · · 0 · · · 0 ∗ 0 · · · · · · · · · · · · · · · · · · · · · 0
∗ ∗ ∗ ∗ 0 · · · 0 · · · · · · 0 ∗ 0 · · · · · · · · · · · · · · · · · · 0
∗ ∗ ∗ ∗ ∗ 0 0 · · · · · · · · · 0 ∗ 0 · · · · · · · · · · · · · · · 0
0 ∗ ∗ ∗ ∗ ∗ 0 · · · · · · · · · · · · 0
. . . 0 · · · · · · · · · · · · 0
... 0
. . .
. . .
. . .
. . .
. . .
. . . · · · · · · · · · · · ·
. . .
. . .
. . . · · · · · · · · · 0
0
...
. . .
. . .
. . .
. . .
. . .
. . . · · · · · · · · · · · ·
. . .
. . .
. . . · · · · · · · · · 0
∗ 0 · · · 0 ∗ ∗ ∗ ∗ ∗ 0 · · · · · · · · · · · · 0 ∗ 0 · · · 0
0 ∗ 0 · · · 0 ∗ ∗ ∗ ∗ ∗ 0 · · · · · · · · · · · · 0 ∗ 0 0
0 0 ∗ 0 · · · 0 ∗ ∗ ∗ ∗ ∗ 0 · · · · · · · · · · · · 0 ∗ 0
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
0 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · 0

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From (5.21) and the matrices on the previous page we have the following matrix:
A
n
=

gn(1,1) e
n
(1,1) b
n
(1,1) 0 · · · 0 an(1,1) 0 · · · · · · 0
cn(2,1) g
n
(2,1) e
n
(2,1) b
n
(2,1) 0 · · · 0 an(2,1) 0 · · · 0
bn(3,1) c
n
(3,1) g
n
(3,1) e
n
(3,1) b
n
(3,1) 0 · · · 0 an(3,1) 0 · · ·
0
. . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . .
an(L+1,1)
0
...
...

(5.22)
where anl,m, b
n
l,m, c
n
l,m, g
n
l,m, e
n
l,m are as in (5.21)
Currently, the matrix A
n
is a matrix indexed by a 4-tuple. In the following sec-
tion, an index transformation is done so that programming the matrix can be done
in the usual sense, where the matrix is indexed by a 2-tuple.
5.4 Index Transformations
It is important in programming to be able to go back and forth between a matrix
entry A(l,m)(i,j) which has an index (l,m)(i, j) and a matrix entry BK,N which has
index (K,N) as the 2-tuple indexed matrix is easier to program than the 4-tuple.
The following functions to take us from the index set S˜ = {1, . . . , L} x {1, . . . ,M}
in NxN, to the index set S = {1, . . . , LM} in N in order to gain a familar indexing
(l,m)↔ K and (i, j)↔ N .
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Define the mapping α : S → S˜
by
α(l,m) = (m− 1)L+ l = K , (5.23)
where S = {(l,m) : 1 ≤ l ≤ L, 1 ≤ m ≤ M} and S˜ = {1, 2, . . . L · M} =
{K : 1 ≤ K ≤ L ·M}. Note that the mapping α is chosen so that unl,m is placed in
the K = α(l,m) row of un in (5.19).
Also, define the mapping
β : S˜ → S by
β(K) = (L(K),M(K)) , (5.24)
where
L(K) = K(mod)L + Lδ0,K(mod)L (5.25)
M(K) = K − L(K)
L
+ 1 . (5.26)
We show that α and β are each injective and surjective and that β = α−1.
While programs can handle the modular notations, we have chosen to rewrite our
equations for l and m using the greatest integer function, bxc, where bxc denotes the
greatest integer less than or equal to x.
We re-express L(K) and M(K) in (5.25) and (5.26). First, note that from (5.25),
L(K) = K(mod)L + Lδ0,K(mod)L =
(
K
L
−
⌊
K
L
⌋
+ δ
K
L
−bKL c
0
)
L . (5.27)
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Now we can write our equation for M(K) using the same notation, giving
M(K) = K
L
− L(K)
L
+ 1 =
K
L
−
(
K
L
− ⌊K
L
⌋
+ δ
K
L
−bKL c
0
)
L
L
+ 1
=
⌊
K
L
⌋
− δ
K
L
−bKL c
0 + 1 .
(5.28)
We next prove that the α and β are 1-1 and onto. First, it follows from (5.24)
that
α(β(K)) = α(L(K),M(K)) = L(K) + L(M(K)− 1) , (5.29)
where the last equality follows from (5.23).
α(β(K)) = α(L(K),M(K)) = L(K) + L(M(K))− L
=
(
K
L
−
⌊
K
L
⌋
+ δ
K
L
−bKL c
0
)
L+ L
(⌊
K
L
⌋
− δ
K
L
−bKL c
0 + 1
)
− L
=
K
L
L− L
⌊
K
L
⌋
+ Lδ
K
L
−bKL c
0 + L
⌊
K
L
⌋
− Lδ
K
L
−bKL c
0
= K .
(5.30)
Observe from (5.30) the identity
K = L(K) + LM(K)− L , (5.31)
which is used later. This shows that α(β(K)) is the identity map on S˜ and thus β is
one to one and α is onto. Now, from (5.23), (5.27), and (5.26),
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β(α(l,m)) = β((m− 1)L+ l) = (L[(m− 1)L+ l] , M[(m− 1)L+ l])
L(α(l,m)) = L[(m− 1)L+ l] =
{
l + L · 0 = l if 1 ≤ l < L
0 + L · 1 = L if l = L
}
= l
M(α(l,m)) =
{
(m−1)L+l−l
L
+ 1 = m if 1 ≤ l < L
(m−1)L+L−L
L
+ 1 = m if l = L
}
= m .
(5.32)
Hence, β(α(l,m)) = (l,m). This shows that β(α(l,m)) is the identity map on S and
thus α is one to one and β is onto. Thus α and β are each one to one, onto, and
β = α−1 .
Define:
BnI,J = A
n
α−1(I),α−1(J) := (A
n)
α−1(J)
α−1(I) = A
n (L(J),M(J))
(L(I),M(I)) . (5.33)
In (5.34) below, (L(I),M(I)) is fixed while (L(J),M(J)) varies. From (5.21) one has,
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(An)
α−1(J)
α−1(I) =

0 if M(J) ≤M(I)− 1 L(J) < L(I)
anL(I),M(I) if M(J) =M(I)− 1 L(J) = L(I)
0 if M(J) =M(I)− 1 L(J) > L(I)
0 if M(J) =M(I) L(J) < L(I)− 2
bnL(I),M(I) if M(J) =M(I) L(J) = L(I)− 2
cnL(I),M(I) if M(J) =M(I) L(J) = L(I)− 1
gnL(I),M(I) if M(J) =M(I) L(J) = L(I)
enL(I),M(I) if M(J) =M(I) L(J) = L(I) + 1
bnL(I),M(I) if M(J) =M(I) L(J) = L(I) + 2
0 if M(J) =M(I) L(J) > L(I) + 2
0 if M(J) =M(I) + 1 L(J) < L(I)
anL(I),M(I) if M(J) =M(I) + 1 L(J) = L(I)
0 if M(J) ≥M(I) L(J) > L(I)
. (5.34)
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Relying on (5.31), the following gives us the relationships between J and I for each
coefficient in the previous system:
For M(J) =M(I),L(J) = L(I), we have
J = (M(J)− 1)L+ L(J) = (M(I)− 1)L+ L(I) = I .
For M(J) =M(I),L(J) = L(I) + 1, we have
J = (M(J)− 1)L+ L(J) = (M(I)− 1)L+ L(I) + 1 = I + 1 .
For M(J) =M(I),L(J) = L(I) + 2, we have
J = (M(J)− 1)L+ L(J) = (M(I)− 1)L+ L(I) + 2 = I + 2 .
For M(J) =M(I),L(J) = L(I)− 1, we have
J = (M(J)− 1)L+ L(J) = (M(I)− 1)L+ L(I)− 1 = I − 1 .
For M(J) =M(I),L(J) = L(I)− 2, we have
J = (M(J)− 1)L+ L(J) = (M(I)− 1)L+ L(I)− 2 = I − 2 .
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For M(J) =M(I)− 1,L(J) = L(I), we have
J = (M(J)− 1)L+ L(J) = (M(I)− 1− 1)L+ L(I) = I − L .
For M(J) =M(I) + 1,L(J) = L(I), we have
J = (M(J)− 1)L+ L(J) = (M(I) + 1− 1)L+ L(I) = I + L .
The matrixB
n
was previously defined by settingBnI,J = (A
n)
α−1(J)
α−1(I) = A
n
α−1(I),α−1(J).
The analagous equation to (5.20) for our index transformation matrix B
n
is
∑
J
BnI,J · unJ = dnI , or Bn~un = dn . (5.35)
Thus, from (5.34), (5.21), and (5.12)-(5.18),
BnI,J =

0 J < I − L
Dq J = I − L
0 I − L < J < I − 2
Cr J = I − 2
−1 + 2Bpun(L(I)−1,M(I)) + Ap− 4Cr J = I − 1
−4Bpun(L(I),M(I)) − 2Ap+ 6Cr − 2Dq J = I
1 + 2Bpun(L(I)+1,M(I)) + Ap− 4Cr J = I + 1
Cr J = I + 2
0 I + 2 < J < I + L
Dq J = I + L
0 J > I + L
. (5.36)
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Now we write a general code to transform our matrix 4-tuple indices into proper
2-tuple indices.
1) Set u = 0 for the following cases:
l ≤ 0, l ≥ L+ 1
m ≤ 0, m ≥M + 1 .
2) Set all BnI,J = 0 initially .
3) Next:
For I = 1, . . . , LM (Running through for each I)
Compute L(I),M(I)
For J = 1,. . . ,LM
if J = I − L then BnI,J := Dq
else if J = I − 2 then BnI,J := Cr
else if J = I − 1 then BnI,J := −4Cr + Ap+ 2Bu(L(I)−1,M(I)) − 1
else if J = I then BnI,J := −4Bpu(L(I),M(I)) − 2Ap+ 6Cr − 2Dq
else if J = I + 1 then BnI,J := −4Cr + Ap+ 2Bu(L(I)+1,M(I)) + 1
else if J = I + 2 then BnI,J := Cr
else if J = I + L then BnI,J := Dq
(5.37)
End for J
End for I .
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5.5 Matrices, part 2
From (5.32) we have an index transformation that we can use in order to rewrite our
matrix entries compatible for programming. This re-express our matrix A
n
(l,m)(i,j) as
B
n
I,J , where α(l,m) = I and α(i, j) = J . We obtain the following matrix
B
n
=

gn(1,1) e
n
(1,2) b
n
(1,3) 0 · · · 0 an(1,L+1) 0 · · · · · · 0
cn(2,1) g
n
(2,2) e
n
(2,3) b
n
(2,4) 0 · · · 0 an(2,L+2) 0 · · · 0
bn(3,1) c
n
(3,2) g
n
(3,3) e
n
(3,4) b
n
(3,5) 0 · · · 0 an(3,L+3) 0 · · ·
0
. . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . .
an(L+1,1)
0
...
...

.
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Let us focus our attention on the matrix B
n
given by (5.36). We have this very
large matrix B
n
where the entries anl,m, b
n
l,m are constant and c
n
l,me
n
l,m, g
n
l,m depend on
unl,m, u
n
l−1,m, and u
n
l+1,m.
The components of B
n
depend on the amplitute of the wave ~u, but in a limited
way. In fact, suppose that |~u| is small and write
B
n
= B0 + B1 (~u
n) .
The matrix problem B
n+1
~un = dn in (5.35) becomes
B0 · ~un+1 + B1(~un) · ~un+1 = ~dn ,
which, if B0 is invertible, can be written as
B
−1
0
(
B0 · ~un+1 + B1(~un) · ~un+1
)
= B
−1
0
~dn .
This can be rewritten as
~un+1 + B
−1
0 B1(~u
n) · ~un+1 = B−10 ~dn ,
which in turn can be reexpressed as
(
I + B
−1
0 B1(~u
n)
)
· ~un+1 = B−10 ~dn ,
where B0 is
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(Bn0 )I,J =

0 J < I − L
Dq J = I − L
0 I − L < J < I − 2
Cr J = I − 2
−1 + Ap− 4Cr J = I − 1
−2Ap+ 6Cr − 2Dq J = I
1 + Ap− 4Cr J = I + 1
Cr J = I + 2
0 I + 2 < J < I + L
Dq J = I + L
0 J > I + L
(5.38)
and B1(~u
n) is
(Bn1 )I,J =

0 J < I − L
0 J = I − L
0 I − L < J < I − 2
0 J = I − 2
2Bpun(L(I)−1,M(I)) J = I − 1
−4Bpun(L(I),M(I)) J = I
2Bpun(L(I)+1,M(I)) J = I + 1
0 J = I + 2
0 I + 2 < J < I + L
0 J = I + L
0 J > I + L
, (5.39)
obtained from (5.36).
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Inverting the matrix on the left hand side gives an approximate solution, under ob-
vious assumptions of invertibility,
~un+1 =
(
I + B
−1
0 B1(~u
n)
)−1
·B−10 ~dn
Letting
M = B
−1
0 B1(~u
n) ,
the above equation for ~un+1 becomes
~un+1 = (I + M)−1 ·B−10 ~dn (5.40)
To gain efficiency in matrix inversion, we deploy the following approximation by using
the geometric series:
(I + M)−1 = I −M +M2 −M3 + · · · =
∞∑
n=0
(−M)n (5.41)
≈ (I − M)
=
(
I − B−10 B1(~un)
)
.
(5.42)
Note if I − M is not a sufficiently good enough approximation, we need only
include more terms of the series (5.41). Using the approximation (5.42) in (5.40)
gives
~un+1 ' B−10 ~dn − B−10 B1(~un)B−10 · ~dn
In this way we only need to find the constant coefficient matrix B
−1
0 once, and
then perform simple matrix multiplication as needed. This greatly increases compu-
tational efficiency.
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We have successfully obtained an equation for un+1 in terms of the un values as de-
sired.
As previously discussed in the wave equation section, Chapter 3, the grid for the
tsunami started by the wave equation will propogate from the fault line, approxi-
mately parallel to the coast of Japan, towards Wake Island. After a given amount
of time, the KP equation takes over and the tsunami proceeds towards Wake Island
determined by the program given on page 49. In the program, values of ∆x,∆y, and
∆t are chosen arbitrarily, but for stability purposes must obey the ratio ∆x
∆t
= 1
p
< c
where c is the speed of the wave, and p is given in (5.3). The system is stable only
when the inequality is satisfied.
In order to ensure that one obtains the tsunami wave heights at Wake Island itself,
during the run-up stage we employ a refinement in our grid where we have:
(∆x)r =
(∆x)kp
Nx
, (∆y)r =
(∆y)kp
Ny
, (5.43)
with Nx, Ny ∈ N, (∆x)r, (∆y)r the x, y grid steps for the refined run-up grid, and
(∆x)kp, (∆y)kp the x, y grid steps used in the KP system prior to the run-up. The
refinement is done by interpolation using a regression.
CHAPTER 6: Run-up
6.1 Introduction to the Run-up Equation
When a wave is traveling through the ocean, a certain distance from the shore,
one assumes constant depth and the KP equation is used. It is a good approximation
for this scenario. However, a change in sea floor height is not built in to the KP
equation. In order to model the wave as it approaches land we must account for the
varying sea floor height. We do so by using a run-up model.
At a certain distance from the shore the sea floor begins to gradually rise until
it reaches the beach. Some coefficients that were once constants will now vary. Not
only would we like to use this as we approach the shore, but to also extend and use
this model at any point in our model to account for those trenches or other changes in
sea floor. When the sea floor is constant, those functions would in theory be constant
and equal to the values of A,B,C,D used earlier.
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A topological map of Wake Island can be seen below.
Figure 7:
Topological map of Wake Island
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6.2 Run-up 1
Below we have the KP equation (5.1) again
utx + Auxx +B(u
2)xx + Cuxxxx +Duyy = 0 .
For a run-up model, we need to modify this so that we can account for the change
in height as the wave approaches the shore. One can do this by letting A and D be
functions of x and y, as seen below.
utx + A(x, y)uxx +Bu
2
xx + Cuxxxx +D(x, y)uyy = 0 , (6.1)
where A(x, y), D(x, y) now depend on (x, y).
We now replicate the process done on the KP equation in section 5.2 in order to get
a discrete system. Expanding equation (7.11) yields
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Al,mδ
2
xu
n
l,m
(∆x)2
+
Bδ2x(u
n
l,m)
2
(∆x)2
+
Cδ4xu
n
l,m
(∆x)4
+
Dl,mδ
2
yu
n
l,m
(∆y)2
= 0 , (6.2)
where
Al,m := A(l∆x,m∆y)
and
Dl,m := D(l∆x,m∆y).
Next, letting f = u2 and thus letting fnl,m = (u
n
l,m)
2 we rewrite (6.2) as,
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
2Al,mδ
2
xu
n
l,m
2(∆x)2
+
2Bδ2xf
n
l,m
2(∆x)2
+
2Cδ4xu
n
l,m
2(∆x)4
+
2Dl,mδ
2
yu
n
l,m
2(∆y)2
= 0 . (6.3)
Now, we apply the Crank-Nicholson scheme again and expand to obtain the following
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[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Al,mδ
2
x(u
n
l,m + u
n+1
l,m )
2(∆x)2
+
Bδ2x(f
n
l,m + f
n+1
l,m )
2(∆x)2
+
Cδ4x(u
n
l,m + u
n+1
l,m )
2(∆x)4
+
Dl,mδ
2
y(u
n
l,m + u
n+1
l,m )
2(∆y)2
= 0 .
(6.4)
Factoring out 1
2∆t∆x
gives us
1
2∆t∆x
[
Hx(u
n+1
l,m − unl,m) + Al,m
(
∆t
∆x
)
δ2x(u
n
l,m + u
n+1
l,m )
+ B
(
∆t
∆x
)
δ2x(f
n
l,m + f
n+1
l,m ) + C
(
∆t
(∆x)3
)
δ4x(u
n
l,m + u
n+1
l,m )
+ Dl,m
(
∆t∆x
(∆y)2
)
δ2y(u
n
l,m + u
n+1
l,m )
]
= 0 .
(6.5)
Now recall, as in (5.3), that
p ≡ ∆t
∆x
, r ≡ ∆t
(∆x)3
, q ≡ ∆t∆x
(∆y)2
. (6.6)
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Substituting (6.6) into (6.5) and multiplying (6.5) by 2∆t∆x gives
Hx(u
n+1
l,m − unl,m) + Al,mpδ2x(unl,m + un+1l,m ) +Bpδ2x(fnl,m + fn+1l,m ) +
Crδ4x(u
n
l,m + u
n+1
l,m ) +Dl,mqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(6.7)
Substituting (5.5) into equation (6.7) we get,
Hx(u
n+1
l,m − unl,m) + Al,mpδ2x(unl,m + un+1l,m ) +Bpδ2x(2unl,mun+1l,m ) +
Crδ4x(u
n
l,m + u
n+1
l,m ) +Dl,mqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(6.8)
Expanding out Hx, δ
2
x, δ
4
x, and δ
2
y , Equation (6.8) becomes
un+1l+1,m − un+1l−1,m − (unl+1,m − unl−1,m) + 2Bp[unl+1,mun+1l+1,m − 2unl,mun+1l,m + unl−1,mun+1l−1,m]
+Al,mp[u
n
l+1,m − 2unl,m + unl−1,m] + Al,mp[un+1l+1,m − 2un+1l,m + un+1l−1,m]
+Cr[unl+2,m − 4unl+1,m + 6unl,m − 4unl−1,m + unl−2,m]
+Cr[un+1l+2,m − 4un+1l+1,m + 6un+1l,m − 4un+1l−1,m + un+1l−2,m]
+Dl,mq[u
n
l,m+1 − 2unl,m + unl,m−1] +Dl,mq[un+1l,m+1 − 2un+1l,m + un+1l,m−1] = 0 .
(6.9)
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Now, collecting terms with un+1 terms on the left sides and un terms on the right
yields
(−1 + 2Bpunl−1,m + Al,mp− 4Cr)un+1l−1,m
+(−4Bpunl,m − 2Al,mp+ 6Cr − 2Dl,mq)un+1l,m
+(Cr)un+1l−2,m + (Cr)u
n+1
l+2,m + (Dl,mq)u
n+1
l,m−1 + (Dl,mq)u
n+1
l,m+1
+(1 + 2Bpunl+1,m + Al,mp− 4Cr)un+1l+1,m
= −
[
(−1 + Al,mp− 4Cr)unl+1,m + (1 + Al,mp− 4Cr)unl−1,m
+(−2Al,mp+ 6Cr − 2Dl,mq)unl,m + (Cr)unl−2,m + (Cr)unl+2,m
+(Dl,mq)u
n
l,m+1 + (Dl,mq)u
n
l,m−1
]
.
(6.10)
Let us call the collected right hand side of (6.10) dnl,m. We note that this d
n
l,m is
distinct from the dnl,m used in the KP section. That is,
dnl,m = −
[
(−1 + Al,mp− 4Cr)unl+1,m + (1 + Al,mp− 4Cr)unl−1,m
+(−2Al,mp+ 6Cr − 2Dl,mq)unl,m + (Cr)unl−2,m
+(Cr)unl+2,m + (Dl,mq)u
n
l,m+1 + (Dl,mq)u
n
l,m−1
]
.
(6.11)
Note, that each dnl,m is computable from the u
n
i,j values of the grid at the nth time
step.
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We have
(−1 + 2Bpunl−1,m + Al,mp− 4Cr)un+1l−1,m
+(−4Bpunl,m − 2Al,mp+ 6Cr − 2Dl,mq)un+1l,m
+(Cr)un+1l−2,m + (Cr)u
n+1
l+2,m + (Dl,mq)u
n+1
l,m−1 + (Dl,mq)u
n+1
l,m+1
+(1 + 2Bpunl+1,m + Al,mp− 4Cr)un+1l+1,m = dnl,m .
(6.12)
From (6.12) we have the coefficients for the un+1 terms.
The coefficient of un+1l−2,m is denoted by
bnl,m := Cr .
The coefficient of un+1l−1,m is denoted by
cnl,m := −1 + 2Bpunl−1,m + Al,mp− 4Cr .
The coefficient of un+1l,m is denoted by
gnl,m := −4Bpunl,m − 2Al,mp+ 6Cr − 2Dl,mq .
The coefficient of un+1l+1,m is denoted by
enl,m := 1 + 2Bpu
n
l+1,m + Al,mp− 4Cr .
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The coefficient of un+1l+2,m is denoted by
bnl,m := Cr .
The coefficient of un+1l,m−1 is denoted by
anl,m := Dl,mq .
The coefficient of un+1l,m+1 is also denoted by
anl,m := Dl,mq .
We organize the coefficients from (6.12) below.
bnl,m := Cr is the coefficient for u
n
l−2,m (6.13)
cnl,m := −1 + 2Bpunl−1,m + Al,mp− 4Cr is the coefficient for un+1l−1,m (6.14)
gnl,m := −4Bunl,m − 2Al,mp+ 6Cr − 2Dl,mq is the coefficient for un+1l,m (6.15)
enl,m := 1 + 2Bpu
n
l+1,m + Al,mp− 4Cr is the coefficient for un+1l+1,m (6.16)
bnl,m := Cr is the coefficient for u
n+1
l+2,m (6.17)
anl,m := Dl,mq is the coefficient for u
n+1
l,m−1 (6.18)
anl,m := Dl,mq is the coefficient for u
n+1
l,m+1 (6.19)
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Equation (6.12) now becomes:
anl,mu
n+1
l,m−1+b
n
l,mu
n+1
l−2,m+c
n
l,mu
n+1
l−1,m+g
n
l,mu
n+1
l,m +e
n
l,mu
n+1
l+1,m+b
n
l,mu
n+1
l+2,m+a
n
l,mu
n+1
l,m+1 = d
n
l,m
(6.20)
for each (l,m).
The vector form of equation (6.20) is:
A
n · un+1 = dn,
with matrix A
n
= An(l,m),(i,j) indexed by grid steps (l,m), (i, j) at time n and has
entries An(l,m)(i,j) given by
An(l,m)(i,j) =

0 j < m− 1 i < l
0 j = m− 1 i < l
anl,m j = m− 1 i = l
0 j = m− 1 i > l
0 j = m i < l − 2
bnl,m j = m i = l − 2
cnl,m j = m i = l − 1
gnl,m j = m i = l
enl,m j = m i = l + 1
bnl,m j = m i = l + 2
0 j = m i > l + 2
0 j = m+ 1 i < l
anl,m j = m+ 1 i = l
0 j = m+ 1 i > l
0 j > m+ 1 i > l
(6.21)
where anl,m, b
n
l,m, c
n
l,m, g
n
l,m, e
n
l,m are given in (6.13)-(6.19) and are distinct from those
given in (5.12)-(5.18).
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We see that A
n
= An(l,m),(i,j) is similar to the matrix A
n
except the entries produced
by the coefficients (6.14), (6.15), (6.16) are dependent on the varying values of Al,m
instead of the constant A and the entries produced by the coefficients (6.18), (6.19)
are dependent on the varying values of Dl,m instead of the constant D and thus is
distinct from the matrix An used in the KP section (Section 5).
Completing the same index transformation as done in the KP section, A
n
is trans-
formed into matrix B
n
defined as follows:
BnI,J =

0 J < I − L
Dl,mq J = I − L
0 I − L < J < I − 2
Cr J = I − 2
−1 + 2Bpun(L(I)−1,M(I)) + Al,mp− 4Cr J = I − 1
−4Bpun(L(I),M(I)) − 2Al,mp+ 6Cr − 2Dl,mq J = I
1 + 2Bpun(L(I)+1,M(I)) + Al,mp− 4Cr J = I + 1
Cr J = I + 2
0 I + 2 < J < I + L
Dl,mq J = I + L
0 J > I + L
(6.22)
which is distinct from the matrix B
n
= BnI,J given in the KP section.
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As a matrix, B
n
is
B
n
=

gn(1,1) e
n
(1,2) b
n
(1,3) 0 · · · 0 an(1,L+1) 0 · · · · · · 0
cn(2,1) g
n
(2,2) e
n
(2,3) b
n
(2,4) 0 · · · 0 an(2,L+2) 0 · · · 0
bn(3,1) c
n
(3,2) g
n
(3,3) e
n
(3,4) b
n
(3,5) 0 · · · 0 an(3,L+3) 0 · · ·
0
. . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . .
an(L+1,1)
0
...
...

.
Again, we have this very large matrix B
n
where the entries anl,m,c
n
l,me
n
l,m, g
n
l,m de-
pend on unl,m, u
n
l−1,m, and u
n
l+1,m and b
n
l,m is constant. The difference in this matrix
comes from the varying coefficents A,D in our run-up equation (modified KP equa-
tion). Due to this change, we will not write Bn as a sum of a constant matrix and a
varying one.
Given initial conditions ~u0 equal to the final values of the deep ocean grid, namely
the column vector of uNl,m, we can find all values for the entries of our coefficient
matrix B
0
at “time 0”, the starting time of the run-up, in terms of ~u0. We can also
find d0, the initial column vector of dnl,m, as in (5.9), in terms of ~u
0. We proceed to
find each value u1l,m of ~u
1 by solving B
0
~u1 = d0 for u1. Then we proceed iteratively
to solve B
n
un+1 = dnl,m for u
n+1. The coefficient matrix B
n
given by (6.22) will be
inverted using Gaussian elimination, giving (B
n
)−1.
Then un+1 is given by
un+1 = (B
n
)−1dn (6.23)
This will give us all the values un+1 for our coefficient matrix B
n+1
at the next time
step. We then invert this new matrix, giving (B
n+1
)−1. Multiplying (B
n+1
)−1 with
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dn+1 yields un+2 = (B
n+1
)−1 ·dn+1. This process is repeated for a determined number
of time steps and will give us our wave at every time step in the (l,m) direction for
the run-up component of the system.
Note: as these are very large matrices we need a way for the computer to keep only
the un, un+1 associated matrices and delete all previous ones as to not take up memory.
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6.3 Run-up 2
The following run-up models differ from the previous run-up model as the constants
A and D from our KP equation will now be functions of x and y before the derivative
is run through, as opposed to after. Topological data of the island is obtained and a
function that represents that data is used to model the island.
Again, we have the KP equation (5.1) written as
utx + Auxx +B(u
2)xx + Cuxxxx +Duyy = 0 ,
which can be rewritten as
utx + [Aux +B(u
2)x + Cuxxx]x +Duyy = 0 . (6.24)
Allowing our coefficients A and D to vary as functions of x and y yields
utx + [A(x, y)ux +B(u
2)x + Cuxxx]x +D(x, y)uyy = 0 . (6.25)
We now run the derivative through and get some mixed terms as a byproduct of the
product rule. This gives us an equation of the form
utx + A(x, y)uxx + ux(Ax(x, y)) +B(u
2)xx + Cuxxxx +D(x, y)uyy = 0 . (6.26)
We can discretize this equation to yield the following:
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Al,mδ
2
xu
n
l,m
(∆x)2
+
HxAl,mHxu
n
l,m
(∆x)2
+
Bδ2x(u
n
l,m)
2
(∆x)2
+
Cδ4xu
n
l,m
(∆x)4
+
Dl,mδ
2
yu
n
l,m
(∆y)2
= 0 .
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Next, letting f = u2 we rewrite (6.27) as,
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
2Al,mδ
2
xu
n
l,m
2(∆x)2
+
2(HxAl,m)Hxu
n
l,m
2(∆x)2
+
2Bδ2xf
n
l,m
2(∆x)2
+
2Cδ4xu
n
l,m
2(∆x)4
+
2Dnl,mδ
2
yu
n
l,m
2(∆y)2
= 0 .
(6.27)
Now, we apply the Crank-Nicholson scheme as we did in the KP equation to ob-
tain the following:
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Al,mδ
2
x(u
n
l,m + u
n+1
l,m )
2(∆x)2
+
HxAl,mHx(u
n
l,m + u
n+1
l,m )
2(∆x)2
+
Bδ2x(f
n
l,m + f
n+1
l,m )
2(∆x)2
+
Cδ4x(u
n
l,m + u
n+1
l,m )
2(∆x)4
+
Dl,mδ
2
y(u
n
l,m + u
n+1
l,m )
2(∆y)2
= 0 .
(6.28)
Factoring out 1
2∆t∆x
gives us,
1
2∆t∆x
[
Hx(u
n+1
l,m − unl,m) + Al,m
(
∆t
∆x
)
δ2x(u
n
l,m + u
n+1
l,m )
+ Hx(Al,m)
(
∆t
∆x
)
Hx(u
n
l,m + u
n+1
l,m ) +B
(
∆t
∆x
)
δ2x(f
n
l,m + f
n+1
l,m )
+ C
(
∆t
(∆x)3
)
δ4x(u
n
l,m + u
n+1
l,m ) +Dl,m
(
∆t∆x
(∆y)2
)
δ2y(u
n
l,m + u
n+1
l,m )
]
= 0 .
(6.29)
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Recall from (5.3) that
p ≡ ∆t
∆x
, r ≡ ∆t
(∆x)3
, q ≡ ∆t∆x
(∆y)2
. (6.30)
Substituting (6.30) into (6.29) and multiplying (6.29) by 2∆t∆x gives
Hx(u
n+1
l,m − unl,m) + Al,mpδ2x(unl,m + un+1l,m ) +Hx(Al,m)pHx(unl,m + un+1l,m )
+ Bpδ2x(f
n
l,m + f
n+1
l,m ) + Crδ
4
x(u
n
l,m + u
n+1
l,m ) +Dl,mqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(6.31)
Substituting (5.5) into equation (6.31) gives,
Hx(u
n+1
l,m − unl,m) + Al,mpδ2x(unl,m + un+1l,m ) +Hx(Al,m)pHx(unl,m + un+1l,m )
+ Bpδ2x(2u
n
l,mu
n+1
l,m ) + Crδ
4
x(u
n
l,m + u
n+1
l,m ) +Dl,mqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(6.32)
Expanding out Hx, δ
2
x, δ
4
x, and δ
2
y , but leaving the new term, Hx(Al,m) alone for now,
Equation (6.32) becomes
un+1l+1,m − un+1l−1,m − (unl+1,m − unl−1,m) + 2Bp[unl+1,mun+1l+1,m − 2unl,mun+1l,m + unl−1,mun+1l−1,m]
+Hx(Al,m)p
[
un+1l+1,m − un+1l−1,m
]
+Hx(Al,m)p
[
unl+1,m − unl−1,m
]
+Al,mp[u
n
l+1,m − 2unl,m + unl−1,m] + Al,mp[un+1l+1,m − 2un+1l,m + un+1l−1,m]
+Cr[unl+2,m − 4unl+1,m + 6unl,m − 4unl−1,m + unl−2,m]
+Cr[un+1l+2,m − 4un+1l+1,m + 6un+1l,m − 4un+1l−1,m + un+1l−2,m]
+Dl,mq[u
n
l,m+1 − 2unl,m + unl,m−1] +Dl,mq[un+1l,m+1 − 2un+1l,m + un+1l,m−1] = 0 .
(6.33)
Now, we collect terms with un+1 terms on the left side and un terms on the right
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and expand the Hx(Al,m) terms to get
(−(Al+1,mp− Al−1,mp)− 1 + 2Bpunl−1,m + Al,mp− 4Cr)un+1l−1,m
+ (−4Bpunl,m − 2Al,mp+ 6Cr − 2Dl,mq)un+1l,m + (Cr)un+1l−2,m + (Cr)un+1l+2,m
+ (Dl,mq)u
n+1
l,m−1 + (Dl,mq)u
n+1
l,m+1
+ [1 + (Al+1,mp− Al−1,m)p+ 2Bpunl+1,m + Al,mp− 4Cr]un+1l+1,m
= −
[
((Al+1,mp− Al−1,mp)− 1 + Al,mp− 4Cr)unl+1,m
+ (−(Al+1,mp− Al−1,mp) + 1 + Al,mp− 4Cr)unl−1,m
+ (−2Al,mp+ 6Cr − 2Dl,mq)unl,m + (Cr)unl−2,m + (Cr)unl+2,m
+ (Dl,mq)u
n
l,m+1 + (Dl,mq)u
n
l,m−1
]
.
(6.34)
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Let us call the collected right hand side of (6.34) dnl,m. That is,
dnl,m = −
[
((Al+1,mp− Al−1,mp)− 1 + Al,mp− 4Cr)unl+1,m
+ (−(Al+1,mp− Al,mp) + 1 + Al,mp− 4Cr)unl−1,m
+ (−2Al,m + 6Cr − 2Dnl,mq)unl,m + (Cr)unl−2,m + (Cr)unl+2,m
+ (Dl,mq)u
n
l,m+1 + (D
n
l,mq)u
n
l,m−1
]
.
(6.35)
Note from (6.35) that each dnl,m is computable from the various u
n
l,m values of the grid
at the nth time step.
From (6.34) and (6.35) we have that
(−(Al+1,mp− Al−1,mp)− 1 + 2Bpunl−1,m + Al,mp− 4Cr)un+1l−1,m
+ (−4Bpunl,m − 2Al,mp+ 6Cr − 2Dl,mq)un+1l,m + (Cr)un+1l−2,m
+ (Cr)un+1l+2,m + (Dl,mq)u
n+1
l,m−1 + (Dl,mq)u
n+1
l,m+1
+ (1 + (Al+1,mp− Al−1,m)p+ 2Bpunl+1,m + Al,mp− 4Cr)un+1l+1,m = dnl,m .
(6.36)
From (6.36) we have the coefficients for the un+1 terms.
The coefficient of un+1l−2,m is denoted by
bnl,m := Cr .
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The coefficient of un+1l−1,m is denoted by
cnl,m := −(Al+1,m − Al−1,m)p− 1 + 2Bpunl−1,m + Al,mp− 4Cr .
The coefficient of un+1l,m is denoted by
gnl,m := −4Bpunl,m − 2Al,mp+ 6Cr − 2Dnl,mq .
The coefficient of un+1l+1,m is denoted by
enl,m := (Al+1,m − Al,m)p+ 1 + 2Bpunl+1,m + Al,mp− 4Cr .
The coefficient of un+1l+2,m is denoted by
bnl,m := Cr .
The coefficient of un+1l,m−1 is denoted by
anl,m := Dl,mq .
The coefficient of un+1l,m+1 is also denoted by
anl,m := Dl,mq .
Thus equation (6.36) becomes
anl,mu
n+1
l,m−1+b
n
l,mu
n+1
l−2,m+c
n
l,mu
n+1
l−1,m+g
n
l,mu
n+1
l,m +e
n
l,mu
n+1
l+1,m+b
n
l,mu
n+1
l+2,m+a
n
l,mu
n+1
l,m+1 = d
n
l,m
(6.37)
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for each (l,m).
We organize the coefficients from (6.36) below.
bnl,m := Cr is the coefficient for
un+1l−2,m (6.38)
cnl,m := −(Al+1,m − Al−1,m)p− 1 + 2Bpunl−1,m + Al,mp− 4Cr is the coefficient for
un+1l−1,m (6.39)
gnl,m := −4Bunl,m − 2Al,mp+ 6Cr − 2Dl,mq is the coefficient for
un+1l,m (6.40)
enl,m := (Al+1,m − Al−1,m)p+ 1 + 2Bpunl+1,m + Al,mp− 4Cr is the coefficient for
un+1l+1,m (6.41)
bnl,m := Cr is the coefficient for
un+1l+2,m (6.42)
anl,m := Dl,mq is the coefficient for
un+1l,m−1 (6.43)
anl,m := Dl,mq is the coefficient for
un+1l,m+1 (6.44)
The vector form of equation (6.37) is
A
n · un+1 = dn,
with the matrix A
n
= An(l,m),(i,j) indexed by grid steps (l,m), (i, j) at time n and with
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entries An(l,m)(i,j) given by
An(l,m)(i,j) =

0 j < m− 1 i < l
0 j = m− 1 i < l
anl,m j = m− 1 i = l
0 j = m− 1 i > l
0 j = m i < l − 2
bnl,m j = m i = l − 2
cnl,m j = m i = l − 1
gnl,m j = m i = l
enl,m j = m i = l + 1
bnl,m j = m i = l + 2
0 j = m i > l + 2
0 j = m+ 1 i < l
anl,m j = m+ 1 i = l
0 j = m+ 1 i > l
0 j > m+ 1 i > l
, (6.45)
where anl,m, b
n
l,m, c
n
l,m, g
n
l,m, e
n
l,m are given in (6.61)-(6.67) and are distinct from their
counterparts in the KP section and the first run-up section.
Note: A
n
is similar to the matrix A
n
found in the KP and first run-up sections
except the entries produced by the coefficients (6.39), (6.40), (6.41) are dependent
on the varying values of Al,m as well as the derivative at each Al,m instead of the
constant A, and the entries produced by the coefficients (6.18), (6.19) are dependent
on the varying values of Dl,m instead of the constant D.
Completing the same coordinate transformation as done in the KP section, and
first run-up section, A
n
is transformed into the matrix B
n
defined as follows:
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BnI,J =

0 J < I − L
Dl,mq J = I − L
0 I − L < J < I − 2
Cr J = I − 2
−Hx(Al,m)p− 1 + 2Bpun(L(I)−1,M(I)) + Al,mp− 4Cr J = I − 1
−4Bpun(L(I),M(I)) − 2Al,mp+ 6Cr − 2Dl,mq J = I
Hx(Al,m)p+ 1 + 2Bpu
n
(L(I)+1,M(I)) + Al,mp− 4Cr J = I + 1
Cr J = I + 2
0 I + 2 < J < I + L
Dl,mq J = I + L
0 J > I + L
,
(6.46)
where Hx(Al,m) = (Al+1,m − Al−1,m).
As a matrix, Bn = BnI,J is written as
B
n
=

gn(1,1) e
n
(1,2) b
n
(1,3) 0 · · · 0 an(1,L+1) 0 · · · · · · 0
cn(2,1) g
n
(2,2) e
n
(2,3) b
n
(2,4) 0 · · · 0 an(2,L+2) 0 · · · 0
bn(3,1) c
n
(3,2) g
n
(3,3) e
n
(3,4) b
n
(3,5) 0 · · · 0 an(3,L+3) 0 · · ·
0
. . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . .
an(L+1,1)
0
...
...

.
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6.4 Run-up 3
The following run-up models differ from the previous run-up model as the constants
A and D from our KP equation will now be functions of x and y before the derivative
is run through as opposed to after and we are going to evaluate the derivative of A
at each point given a Lagrange polynomial of the island.
Again, we have the KP equation(5.1) written as:
utx + Auxx +B(u
2)xx + Cuxxxx +Duyy = 0
which can be rewritten as
utx + [Aux +B(u
2)x + Cuxxx]x +Duyy = 0 . (6.47)
Allowing our coefficients A and D to vary as functions of x and y yields
utx + [A(x, y)ux +B(u
2)x + Cuxxx]x +D(x, y)uyy = 0 . (6.48)
We now run the derivative through and get some mixed terms as a byproduct of the
product rule. This gives us an equation of the form
utx + A(x, y)uxx + ux(A(x, y)x) +B(u
2)xx + Cuxxxx +D(x, y)uyy = 0 . (6.49)
We can discretize this equation to yield the following:
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Al,mδ
2
xu
n
l,m
(∆x)2
+
(Ax)l,mHxu
n
l,m
(∆x)2
77
+
Bδ2x(u
n
l,m)
2
(∆x)2
+
Cδ4xu
n
l,m
(∆x)4
+
Dl,mδ
2
yu
n
l,m
(∆y)2
= 0 .
Next, letting f = u2 we rewrite (6.50) as
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
2Al,mδ
2
xu
n
l,m
2(∆x)2
+
2(Ax)l,mHxu
n
l,m
2(∆x)2
+
2Bδ2xf
n
l,m
2(∆x)2
+
2Cδ4xu
n
l,m
2(∆x)4
+
2Dnl,mδ
2
yu
n
l,m
2(∆y)2
= 0 .
(6.50)
Now, we apply the Crank-Nicholson scheme as we did in the KP equation to ob-
tain the following:
[Hx(u
n+1
l,m − unl,m)]
2∆t∆x
+
Al,mδ
2
x(u
n
l,m + u
n+1
l,m )
2(∆x)2
+
(Ax)l,mHx(u
n
l,m + u
n+1
l,m )
2(∆x)2
+
Bδ2x(f
n
l,m + f
n+1
l,m )
2(∆x)2
+
Cδ4x(u
n
l,m + u
n+1
l,m )
2(∆x)4
+
Dl,mδ
2
y(u
n
l,m + u
n+1
l,m )
2(∆y)2
= 0 .
(6.51)
Factoring out 1
2∆t∆x
gives us
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1
2∆t∆x
[
Hx(u
n+1
l,m − unl,m) + Al,m
(
∆t
∆x
)
δ2x(u
n
l,m + u
n+1
l,m )
+ (Ax)l,m
(
∆t
∆x
)
Hx(u
n
l,m + u
n
l,m) +B
(
∆t
∆x
)
δ2x(f
n
l,m + f
n+1
l,m )
+ C
(
∆t
(∆x)3
)
δ4x(u
n
l,m + u
n+1
l,m ) +Dl,m
(
∆t∆x
(∆y)2
)
δ2y(u
n
l,m + u
n+1
l,m )
]
= 0 .
(6.52)
Recall from (5.3) that
p ≡ ∆t
∆x
, r ≡ ∆t
(∆x)3
, q ≡ ∆t∆x
(∆y)2
. (6.53)
Substituting (6.53) into (6.52) and multiplying (6.52) by 2∆t∆x gives
Hx(u
n+1
l,m − unl,m) + Al,mpδ2x(unl,m + un+1l,m ) + (Ax)l,mpHx(unl,m + un+1l,m )
+ Bpδ2x(f
n
l,m + f
n+1
l,m ) + Crδ
4
x(u
n
l,m + u
n+1
l,m ) +Dl,mqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(6.54)
Substituting (5.5) into equation (6.54) we get,
Hx(u
n+1
l,m − unl,m) + Al,mpδ2x(unl,m + un+1l,m ) + (Ax)l,mpHx(unl,m + un+1l,m )
+ Bpδ2x(2u
n
l,mu
n+1
l,m ) + Crδ
4
x(u
n
l,m + u
n+1
l,m ) +Dl,mqδ
2
y(u
n
l,m + u
n+1
l,m ) = 0 .
(6.55)
Expanding out Hx, δ
2
x, δ
4
x, and δ
2
y but leaving the new term, equation (6.55) becomes
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un+1l+1,m − un+1l−1,m − (unl+1,m − unl−1,m) + 2Bp[unl+1,mun+1l+1,m − 2unl,mun+1l,m + unl−1,mun+1l−1,m]
+(Ax)l,mp
[
un+1l+1,m − un+1l−1,m
]
+ (Ax)l,mp
[
unl+1,m − unl−1,m
]
+Al,mp[u
n
l+1,m − 2unl,m + unl−1,m] + Al,mp[un+1l+1,m − 2un+1l,m + un+1l−1,m]
+Cr[unl+2,m − 4unl+1,m + 6unl,m − 4unl−1,m + unl−2,m]
+Cr[un+1l+2,m − 4un+1l+1,m + 6un+1l,m − 4un+1l−1,m + un+1l−2,m]
+Dl,mq[u
n
l,m+1 − 2unl,m + unl,m−1] +Dl,mq[un+1l,m+1 − 2un+1l,m + un+1l,m−1] = 0 .
(6.56)
Now, collect terms with un+1 terms on the left side and un terms on the right to
yield
((Ax)l,mp− 1 + 2Bpunl−1,m + Al,mp− 4Cr)un+1l−1,m
+ (−4Bpunl,m − 2Al,mp+ 6Cr − 2Dl,mq)un+1l,m + (Cr)un+1l−2,m + (Cr)un+1l+2,m
+ (Dl,mq)u
n+1
l,m−1 + (Dl,mq)u
n+1
l,m+1 + ((Ax)l,mp+ 2Bpu
n
l+1,m + Al,mp− 4Cr)un+1l+1,m
= −
[
((Ax)l,mp− 1 + Al,mp− 4Cr)unl+1,m
+ ((Ax)l,mp+ 1 + Al,mp− 4Cr)unl−1,m + (−2Al,mp+ 6Cr − 2Dl,mq)unl,m
+ (Cr)unl−2,m + (Cr)u
n
l+2,m + (Dl,mq)u
n
l,m+1 + (Dl,mq)u
n
l,m−1
]
.
(6.57)
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Let us call the collected right hand side of (6.57) dnl,m. That is,
dnl,m = −
[
(Al,mp− 1 + Al,mp− 4Cr)unl+1,m
+ (−Al,mp+ 1 + Al,mp− 4Cr)unl−1,m + (−2Al,m + 6Cr − 2Dnl,mq)unl,m
+ (Cr)unl−2,m + (Cr)u
n
l+2,m + (Dl,mq)u
n
l,m+1 + (D
n
l,mq)u
n
l,m−1
]
.
(6.58)
Note, that each dnl,m is computable from u
n
i,j value of the grid at the nth time step.
We have that
(−(Ax)l,m − 1 + 2Bpunl−1,m + Al,mp− 4Cr)un+1l−1,m
+ (−4Bpunl,m − 2Al,mp+ 6Cr − 2Dl,mq)un+1l,m + (Cr)un+1l−2,m
+ (Cr)un+1l+2,m + (Dl,mq)u
n+1
l,m−1 + (Dl,mq)u
n+1
l,m+1
+ (1 + (Ax)l,mp+ 2Bpu
n
l+1,m + Al,mp− 4Cr)un+1l+1,m = dnl,m .
(6.59)
From (6.59) we have the coefficients for the un+1 terms.
The coefficient of un+1l−2,m is denoted by
bnl,m := Cr .
The coefficient of un+1l−1,m is denoted by
cnl,m := −(Ax)l,mp− 1 + 2Bpunl−1,m + Al,mp− 4Cr .
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The coefficient of un+1l,m is denoted by
gnl,m := −4Bpunl,m − 2Al,mp+ 6Cr − 2Dnl,mq .
The coefficient of un+1l+1,m is denoted by
enl,m := (Ax)l,mp+ 1 + 2Bpu
n
l+1,m + Al,mp− 4Cr .
The coefficient of un+1l+2,m is denoted by
bnl,m := Cr .
The coefficient of un+1l,m−1 is denoted by
anl,m := Dl,mq .
The coefficient of un+1l,m+1 is also denoted by
anl,m := Dl,mq .
Thus equation (6.59) becomes
anl,mu
n+1
l,m−1+b
n
l,mu
n+1
l−2,m+c
n
l,mu
n+1
l−1,m+g
n
l,mu
n+1
l,m +e
n
l,mu
n+1
l+1,m+b
n
l,mu
n+1
l+2,m+a
n
l,mu
n+1
l,m+1 = d
n
l,m
(6.60)
for each (l,m).
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We organize the coefficients from (6.59) below.
bnl,m := Cr is the coefficient for
un+1l−2,m (6.61)
cnl,m := −(Ax)l,mp− 1 + 2Bpunl−1,m + Al,mp− 4Cr is the coefficient for
un+1l−1,m (6.62)
gnl,m := −4Bunl,m − 2Al,mp+ 6Cr − 2Dl,mq is the coefficient for
un+1l,m (6.63)
enl,m := (Ax)l,mp+ 1 + 2Bpu
n
l+1,m + Al,mp− 4Cr is the coefficient for
un+1l+1,m (6.64)
bnl,m := Cr is the coefficient for
un+1l+2,m (6.65)
anl,m := Dl,mq is the coefficient for
un+1l,m−1 (6.66)
anl,m := Dl,mq is the coefficient for
un+1l,m+1 (6.67)
The vector form of equation (6.60) is
A
n · un+1 = dn,
with the matrix A
n
= An(l,m),(i,j) indexed by grid steps (l,m), (i, j) at time n and with
entries An(l,m)(i,j) given by
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An(l,m)(i,j) =

0 j < m− 1 i < l
0 j = m− 1 i < l
anl,m j = m− 1 i = l
0 j = m− 1 i > l
0 j = m i < l − 2
bnl,m j = m i = l − 2
cnl,m j = m i = l − 1
gnl,m j = m i = l
enl,m j = m i = l + 1
bnl,m j = m i = l + 2
0 j = m i > l + 2
0 j = m+ 1 i < l
anl,m j = m+ 1 i = l
0 j = m+ 1 i > l
0 j > m+ 1 i > l
, (6.68)
where anl,m, b
n
l,m, c
n
l,m, g
n
l,m, e
n
l,m are given in (6.61)-(6.67) and are distinct from their
counterparts in the KP section and the first run-up sections.
Note: An is similar to the matrix An found in the KP, first, and second run-
up sections except the entries produced by the coefficients (6.62), (6.63), (6.64) are
dependent on the varying values of Al,m as well as the derivative at each Al,m instead
of the constant A, and the entries produced by the coefficients (6.18), (6.19) are
dependent on the varying values of Dl,m instead of the constant D. Also, the derivative
of A is found at each time step instead of discretizing A(x,y).
Completing the same coordinate transformation as done in the KP section, and
first two run-up sections, An is transformed into the matrix Bn defined as follows:
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BnI,J =

0 J < I − L
Dl,mq J = I − L
0 I − L < J < I − 2
Cr J = I − 2
−(Ax)l,mp− 1 + 2Bpun(L(I)−1,M(I)) + Al,mp− 4Cr J = I − 1
−4Bpun(L(I),M(I)) − 2Al,mp+ 6Cr − 2Dl,mq J = I
(Ax)l,mp+ 1 + 2Bpu
n
(L(I)+1,M(I)) + Al,mp− 4Cr J = I + 1
Cr J = I + 2
0 I + 2 < J < I + L
Dl,mq J = I + L
0 J > I + L
.
(6.69)
As a matrix Bn = BnI,J is written as
B
n
=

gn(1,1) e
n
(1,2) b
n
(1,3) 0 · · · 0 an(1,L+1) 0 · · · · · · 0
cn(2,1) g
n
(2,2) e
n
(2,3) b
n
(2,4) 0 · · · 0 an(2,L+2) 0 · · · 0
bn(3,1) c
n
(3,2) g
n
(3,3) e
n
(3,4) b
n
(3,5) 0 · · · 0 an(3,L+3) 0 · · ·
0
. . . . . . . . . . . . . . . . . . 0
...
. . . . . . . . . . . . . . .
an(L+1,1)
0
...
...

.
CHAPTER 7: Modeling
7.1 Modeling Wake Island
In order to model our run-up, we need to be able to model the shape of Wake
Island by a function. Wake Island can be approximated in two different ways. One is
by using a polynomial function which is found using a function generator. A function
generator takes given values, in our case of ocean floor depths, and produces out a
function that best models that data. The other is by simply using a function of x
and y that approximates the shape of the island instead of using actual data points.
In our case, both of these methods will use a function that describes the shape of an
atoll. A function that approximates this shape could be of the form
f(x, y) = e
−x2
a2
− y2
b2 . (7.1)
Alternatively, our first method obtains a modeling polynomial by using Lagrange
Interpolation. Many formulas have been given for multivariate polynomial interpo-
lation, but Lagrange’s is one of the most common. In the one variable case, given
points (xi, yi) where i = 1, . . . , n + 1, Lagrange gave the interpolation polynomial
y = p(X) =
∑n+1
i=1 yili(X) with li(X) as the Lagrange i
th basis polynomials given by
li(X) =
∏n+1
j=1,i 6=j
X−xj
xi−xj . Then p(xi) = yi for i = 1, . . . , n+ 1 .
For the multivariate case, we let f = f(X1, . . . , Xm) be an m-variable polynomial
of degree n. We require that there are p distinct points (x1,i . . . , xm,i, fi) ∈ Rn+1, 1 ≤
i ≤ p, and that for each i, fi = f(X1,i . . . , Xm,i) where p =
(
m+n
n
)
is the number of
basis elements in polynomials of degree n for f to be uniquely defined [17].
Thus we have f(X1, . . . , Xm) =
∑
ei,1≤i≤p αeiX
ei where αei are the coefficients in
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f, X = (X1, . . . Xm) is the m-tuple of indexed variables of f , ei = (e1,i, . . . em,i) is the
exponent vector with non-negative entries consisting of an ordered partion of integers
0, . . . , n, and Xei =
∏m
j=1 X
eji
j = X
e1,i
1 ·Xe2,i2 · · · · ·Xem,im .
Using Lagrange’s method, we want to write f in the form
f(X) =
p∑
i=1
fili(X) , (7.2)
where li(X) is the multivariate function in the independent variables X1, . . . , Xm sat-
isfying lj(xj) = lj(x1,j, x2,j, . . . , xm,j) = 1 and lj(xi) = lj(x1,i, x2,i, . . . , xm,i) = 0 for
i 6= j. So we require f(xi) = f(x1,i, x2,i . . . , xm,i) = fi .
Define
M =
 xe11 · · · xep1... . . . ...
xe1p · · · xepp
 .
Assume that det(M)6= 0 (which is a necessary and sufficient condition for the inter-
polant to be unique). Let ∆ = det(M). Making the substitution xj = X in M gives
Mj(X) written,
Mj(X) =

xe11 · · · xep1
... · · · ...
Xe1 · · · Xep
... · · · ...
xe1p · · · xepp
← jth row .
with ∆j(X) = det (Mj(X)).
Note that det (Mj) evaluated at X = (x1,j . . . , xm,j) is ∆ = det (M) and det (Mj)
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evaluated at X = (x1,i, . . . , xm,i, i 6= j) is 0 as the ith and jth rows are identitcal.
We have
li(X) =
∆i(X)
∆
and
f(X) =
p∑
i=1
fi
∆i(X)
∆
. (7.3)
When f in (7.3) is expanded, it can be represented by f(x) =
∑
αeX
e [17].
Example 7.1. The following is an example using the latitudes, longitudes, and
heights of Wake Island at 3 points which are (166.77, 19.35,−3800),
(166.60, 19.32,−200), (166.58, 19.18,−3200) that lie in z = f(x, y). These points
uniquely define a function of 2 variables f(x, y) = α1x + α2y + α3 so we have:
fi = α1xi + α2yi + α3 with 1 ≤ i ≤ 3 for some coefficients α1, α2, α3.
α1, α2, α3 must satisfy the following system:
−3800 = 166.77α1 + 19.35α2 + α3
−200 = 166.60α1 + 19.32α2 + α3
−3200 = 166.58α1 + 19.18α2 + α3
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with coefficient matrix
M =

166.77 19.35 1
166.60 19.32 1
166.58 19.18 1

and
M1(X) = M1(x, y, 1) =

x y 1
166.60 19.32 1
166.58 19.18 1

M2(X) = M2(x, y, 1) =

166.77 19.35 1
x y 1
166.58 19.18 1

M3(X) = M3(x, y, 1) =

166.77 19.35 1
166.60 19.32 1
x y 1
 ,
where
∆ = det(M) = 0.0232
∆1 = det(M1(X)) = 0.14x− 0.02y − 22.9
∆2 = det(M2(X)) = −0.17x+ 0.19y + 24.674
∆3 = det(M3(X)) = 0.03x− .17y − 1.714
From (7.3), we get
z = z1
∆1
∆
+ z2
∆2
∆
+ z3
∆3
∆
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which gives the following Lagrange interpolant polynomial:
z = − 3800(6.034x− 0.8621y − 987.1)
− 200(−7.328x+ 8.190y + 1063.53)− 3200(1.293x− 7.328y − 73.88)
= −25601x+ 25088y + 3774690 .
Example 7.2. The following is an example using the latitudes, longitudes, and
heights of the islands at 6 points which are (166.77, 19.35,−3800), (166.60, 19.32,−200)
,(166.58, 19.18,−3200), (166.5, 19.35,−2600), (166.68, 19.22,−1000), and
(166.58, 19.28,−600) that lie in z = f(x, y). These points uniquely define a func-
tion of 2 variables f(x, y) = α1x
2 + α2xy + α3y
2 + α4x + α5y + α6 so we have:
fi = α1x
2
i + α2xiyi + α3y
2
i + α4xi + α5yi + α6 with 1 ≤ i ≤ 6 for some coefficients
α1, α2, α3, α4, α5, α6.
α1, α2, α3α4, α5, α6 must satisfy the following system:
−3800 = 27812.23α1 + 3227α2 + 374.42α3 + 166.77α4 + 19.35α5 + α6
−200 = 27755.56α1 + 3218.71α2 + 373.27α3 + 166.60α4 + 19.32α5 + α6
−3200 = 27748.90α1 + 3195α2 + 367.87α3 + 166.58α4 + 19.18α5 + α6
−2600 = 27722.25α1 + 3221.78α2 + 374.42α3 + 166.77α4 + 19.35α5 + α6
−1000 = 27782.22α1 + 3203.59α2 + 359.41α3 + 166.60α4 + 19.32α5 + α6
−600 = 27748.90α1 + 3211.66α2 + 371.72α3 + 166.58α4 + 19.18α5 + α6
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with coefficient matrix
M =

27812.23 3227 374.42 166.77 19.35 1
27755.56 3218.71 373.26 166.60 19.32 1
27748.90 3195 367.87 166.58 19.18 1
27722.25 3221.78 374.42 166.5 19.35 1
27782.22 3203.59 369.41 166.68 19.22 1
27748.90 3211.66 371.72 166.58 19.28 1

and
M1(X) = M1(x
2, xy, y2, x, y, 1) =

x2 xy y2 x y 1
27755.56 3218.71 373.26 166.60 19.32 1
27748.90 3195 367.87 166.58 19.18 1
27722.25 3221.78 374.42 166.5 19.35 1
27782.22 3203.59 369.41 166.68 19.22 1
27748.90 3211.66 371.72 166.58 19.28 1

M2(X) = M2(x
2, xy, y2, x, y, 1) =

27812.23 3227 374.42 166.77 19.35 1
x2 xy y2 x y 1
27748.90 3195 367.87 166.58 19.18 1
27722.25 3221.78 374.42 166.5 19.35 1
27782.22 3203.59 369.41 166.68 19.22 1
27748.90 3211.66 371.72 166.58 19.28 1

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M3(X) = M3(x
2, xy, y2, x, y, 1) =

27812.23 3227 374.42 166.77 19.35 1
27755.56 3218.71 373.26 166.60 19.32 1
x2 xy y2 x y 1
27722.25 3221.78 374.42 166.5 19.35 1
27782.22 3203.59 369.41 166.68 19.22 1
27748.90 3211.66 371.72 166.58 19.28 1

M4(X) = M4(x
2, xy, y2, x, y, 1) =

27812.23 3227 374.42 166.77 19.35 1
27755.56 3218.71 373.26 166.60 19.32 1
27748.90 3195 367.87 166.58 19.18 1
x2 xy y2 x y 1
27782.22 3203.59 369.41 166.68 19.22 1
27748.90 3211.66 371.72 166.58 19.28 1

M5(X) = M5(x
2, xy, y2, x, y, 1) =

27812.23 3227 374.42 166.77 19.35 1
27755.56 3218.71 373.26 166.60 19.32 1
27748.90 3195 367.87 166.58 19.18 1
27722.25 3221.78 374.42 166.5 19.35 1
x2 xy y2 x y 1
27748.90 3211.66 371.72 166.58 19.28 1

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M6(X) = M6(x
2, xy, y2, x, y, 1) =

27812.23 3227 374.42 166.77 19.35 1
27755.56 3218.71 373.26 166.60 19.32 1
27748.90 3195 367.87 166.58 19.18 1
27722.25 3221.78 374.42 166.5 19.35 1
27782.22 3203.59 369.41 166.68 19.22 1
x2 xy y2 x y 1

,
where
∆ = det(M) =
−23
5000000000
∆1 = det(M1(X)) =
−20x2 + 8590x− 100xy + 16660y − 875983
500000000
∆2 = det(M2(X)) =
4950x2 − 1572300x− 6900y2 − 4000xy + 932050y + 121998263
5000000000
∆3 = det(M3(X)) =
2250x2 − 678300x− 4600y2 − 3700xy + 793750y + 48845743
5000000000
∆4 = det(M1(X)) =
100x2 − 42950x− 2300y2 + 500xy + 5250y + 3527627
2500000000
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∆5 = det(M2(X)) =
−450x2 + 82300x− 22300y2 + 3500xy − 494550y − 2073459
5000000000
∆6 = det(M3(X)) =
−3375x2 + 1084150x+ 9200y2 + 2100xy − 704175y − 83532997
2500000000
.
From (7.3), we get
z = z1
∆1
∆
+ z2
∆2
∆
+ z3
∆3
∆
+ z4
∆4
∆
+ z5
∆5
∆
+ z6
∆6
∆
which gives the following Lagrange interpolant polynomial:
z = −3800
(−20x2 + 8590x− 100xy + 16660y − 875983
500000000 −23
5000000000
)
−200
(
4950x2 − 1572300x− 6900y2 − 4000xy + 932050y + 121998263
5000000000 −23
5000000000
)
−3200
(
2250x2 − 678300x− 4600y2 − 3700xy + 793750y + 48845743
5000000000 −23
5000000000
)
−2600
(
100x2 − 42950x− 2300y2 + 500xy + 5250y + 3527627
2500000000 −23
5000000000
)
−1000
(−450x2 + 82300x− 22300y2 + 3500xy − 494550y − 2073459
5000000000 −23
5000000000
)
−600
(−3375x2 + 1084150x+ 9200y2 + 2100xy − 704175y − 83532997
2500000000 −23
5000000000
)
= 150033.27x2 − 43430804.7x− 340016xy
− 1712675y2 + 64242133.45y + 4062097738
(7.4)
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The Lagrange Polynomial found in example 7.2 becomes quite large when one is
not localized. We use the function e
−x2
a2
− y2
b2 , a bump function described earlier in this
section, to handle this issue by multiplying the Lagrange Polynomial by this bump
function. This can be seen below as
g(x, y) = e
−x2
a2
− y2
b2 · (150033.27x2 − 43430804.7x
− 340016xy − 1712675y2 + 64242133.45y + 4062097738) ,
(7.5)
where a and b are chosen to best localize our function.
A graph of the modeled island can be seen below.
Figure 8 :
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7.2 Modeling with q-advanced Forcing Functions
In this section, the parameters used for the particular scenario we modeled are given,
as well as the corresponding graph for the forcing function and the DART data ob-
served. The code that corresponds to our model is also exhibited. The environmental
parameters are chosen to be
g = 10ms−2, u0 = 4000m, γ = 0.01m−1 τ = 100 s, P = 6 x 107 m, η = 106 m,
where we have
Fq(x, t) := κρ
∂2uq
∂t2
= κρ
P · q
τ 2
Kq
(
q2t
τ
)
qSin(γ · x) · 1
(y
η
)8 + 1
(7.6)
A graph of the time profile for the forcing function as well as a graph of the time
profile of the precursor wave and the tsunami can be seen on the next page. Notice
the similarity of the forcing function in figure 8 to the precursor wave, in the left side
of figure 9. This will provide efficiency in modeling.
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Figure 9: q-Advanced Time Profile
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Figure 10: Time Profile for fixed x and y data from DART buoy
precursor tsunami
DART 21418: Data showing earthquake
(precursor, on the left)
and resulting tsunami (on the right) observed on March 11, 2011
from 5:43am to 6:51am
(horizontal axis is time in minutes, vertical axis is in meters).
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7.3 Modeling with the Wave Equation and KP Equation
The initial phase of the tsunami is modeled using the linear wave equation. The
initial profile of the wave modeled by the wave equation as in (3.22) and (3.23) is
rewritten below as
V n+1l,m = V
n
l,m + c
2
{
p2
∆t
unl+1,m − 2(
p2
∆t
+
w2
∆t
)unl,m +
p2
∆t
unl−1,m +
w2
∆t
unl,m+1 +
w2
∆t
unl,m−1
}
+
1
2
{
c2
[
p2V nl+1,m − 2(p2 + w2)V nl,m + p2V nl−1,m + w2V nl,m+1 + w2V nl,m−1
]}
+ F nl,m∆t+
1
2
(Ft)
n
l,m(∆t)
2 (7.7)
un+1l,m = u
n
l,m + V
n
l,m∆t+
c2
2
[p2unl+1,m − 2(p2 + w2)unl,m
+ p2unl−1,m + w
2unl,m+1 + w
2unl,m−1] ,
(7.8)
where Fq is as in (3.35)
Fq(x, y, t) := κρ
P · q
τ 2
Kq
(
q2t
τ
)
qSin(γ · x) · 1
(y
η
)8 + 1
. (7.9)
This initial profile can be seen in the figure on the next page.
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Figure 11 :
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Initial Profile of the Tsunami
75 minutes after the earthquake, it is clear that a soliton is formed and the remain-
der of the grid is relatively flat. At this point, we deploy the KP equation written
below as
utx + Auxx +B(u
2)xx + Cuxxxx +Duyy = 0 . (7.10)
The constants A,B,C,D are given as follows:
A =
√
gh
B =
3ζ0
2h
C =
1
6
(
h
λ
)2
D =
√
gh ,
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[16]
where the environmental parameters are
ζ0 = .1m
h = 4000m
λ = 100m
g = 10ms−2
As the distance between the fault line and Wake Island is 2400km ∆x,∆y, and ∆t
are chosen to be ∆x = 1000m, ∆y = 1000m, ∆t =s, and η = 106m. One other thing
we mention is the cotribution the boundary of our grid may have on the system. In
order to avoid such boundary effects from the grid, a numerical Neumann boundary
condition is used.
The profile of the wave at the onset of using the KP equation (where we transition
from the wave equation) can be seen on the next page.
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Figure 12:
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Tsunami Profile at the start of the KP equation portion
The next figure is a profile of the wave equation 1 iteration after the final wave
equation data has been used as the initial conditions for the KP equation.
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Figure 13:
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Tsunami Profile: one iteration into the KP equation portion
On the following page, the model can be seen 3000 meters away from Wake Island.
This is the last iteration using the KP equation. The data at this point will be used
as the initial conditions for the run-up portion. Also, a time profile of the model
during the KP equation portion where x and y are fixed can be seen.
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Figure 15:
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7.4 Modeling with the Run-up Equation
In this thesis we provide 3 different possible run-up models. For the numerical pre-
sentation here, we use run-up 1 to model our system during the final run-up phase.
The run-up 1 equation, written as
utx + A(x, y)uxx +Bu
2
xx + Cuxxxx +D(x, y)uyy = 0 , (7.11)
takes over once the ocean floor starts to ascend. Here A(x, y), D(x, y) now depend
on (x, y). In the run-up, A,B,C,D are given as follows:
A =
√
gh(x, y)
B =
3ζ0
2h
C =
1
6
(
h
λ
)2
D =
√
gh(x, y)
On the next page we can see the profile of the wave at the start of the run-up equation
where our model island can also be seen in figure 16. In figure 17, 3 iterations into
the run-up, we can see the waves hit the island.
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Figure 16:
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Figure 17:
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Figure 18:
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Tsunami Profile at the end of the run-up equation portion
Figure 19:
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CHAPTER 8: Conclusion
In this thesis, a q-advanced height function has been used to model a wave height
that preceeds the tsunami wave, known as the precursor wave. We differentiated the
height function twice to obtain a q-advanced forcing function for the precursor wave.
The tsunami wave maintains the same structure as the precursor wave, but has a
much stronger associated forcing at the epicenter as the energy from the earthquake
has dissipated radially. Hence we scale up the precursor forcing to model the forcing
observed at the start of the system. We use this 2-D forcing function as a part of
the 2-D wave equation in the generation stage of the tsunami. After a determined
transition time, tt, where nonlinearity becomes a factor, a 2-D KP equation is used as
the wave moves in the open ocean (deep water). Once the wave is 3000 meters away
from the island, a 2-D run-up equation is used as the wave runs up the ocean floor
on to land. The system described is a numerical system that can be used to model
a tsunami from generation to landfall. We have modeled the particular tsunami that
hit Wake Island in 2011 and our results are seen in the 3-d pictures in chapter 7 as
well as in Appendix 3.
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APPENDIX A:
A.1 Coordinate Transformation Resources
So that one can see exactly what matrix multiplication is being done (as this 4-tuple
indexing is tricky to conceptualize), we show the martrix multiplication of the l,m
th row of A
n
by the column of un’s on the next page.
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A.2 Code
In this appendix sections of the code from each part of the system will be shown.
First, we have code from the wave equation portion below.
// **********************************************************
// ********** Linear - PROPAGATION after generation of tsumani **
// ***********************************************************
x=0.0; y=0.0; t=0.0;
// * Time indexing
for (int k=1; k <= 300; k++)
{
t += dt;
if(k%modPercentDone==0 && 100*k > 10*numStepsP1P2RU)
cout << " \b\b\b\b " << int(100*k/numStepsP1P2RU);
// * Spatial indexing
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 1; i <= numPointsX; i++)
{
// * First derivative Taylor for V or u_t
Taylor1 = 0.0;
if(i < numPointsX) Taylor1 += pxt2*u[i+1][j][0];
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else Taylor1 += pxt2*u[i-1][j][0];
if(i>1) Taylor1 += pxt2*u[i-1][j][0];
else Taylor1 += pxt2*u[i+1][j][0];
if(j < numPointsY) Taylor1 += wyt2*u[i][j+1][0];
else Taylor1 += wyt2*u[i][j-1][0];
if(j>1) Taylor1 += wyt2*u[i][j-1][0];
else Taylor1 += wyt2*u[i][j+1][0];
Taylor1 -= 2*pwxyt2*u[i][j][0]; // } }
// * Second derivative Taylor for V or u_t
Taylor2 = 0.0;
if(i < numPointsX) Taylor2 += pxt2*V[i+1][j][0];
else Taylor2 += pxt2*V[i-1][j][0];
if(i>1) Taylor2 += pxt2*V[i-1][j][0];
else Taylor2 += pxt2*V[i+1][j][0];
if(j < numPointsY) Taylor2 += wyt2*V[i][j+1][0];
else Taylor2 += wyt2*V[i][j-1][0];
if(j>1) Taylor2 += wyt2*V[i][j-1][0];
else Taylor2 += wyt2*V[i][j+1][0];
Taylor2 -= 2*pwxyt2*V[i][j][0]; // } }
// * Force terms
if(k>numStepsQk) {
Force = 0.0;
ForceDt = 0.0; }
else {
Force = FrcT[k]*FrcXY[i][j];
ForceDt = FrcT[k]*FrcXY[i][j]; }
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// * New value for V(x,y,t)
V[i][j][1] = V[i][j][0];
V[i][j][1] += celerity2*Taylor1/dt;
V[i][j][1] += Force*dt;
V[i][j][1] += celerity2/2*Taylor2;
V[i][j][1] += ForceDt*dt*dt/2;
// * New value for u(x,y,t)
u[i][j][1] = u[i][j][0];
u[i][j][1] += V[i][j][0]*dt;
u[i][j][1] += celerity2/2*Taylor1;
} }
Next, we have code from the KP equation section below.
// *****************************************************
// *********** KP - PROPAGATION after generation of tsumani*
// **************************************************
// * Units for the KP equation
Ap = sqrt(g/H0);
Bp = (3./4.)*sqrt(g/H0);
Cr = (1./6.)*H0*H0*H0*sqrt(g/H0);
Dq = Ap;
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// * Coefficients of the "d" vector: Eqn.(5.9)
d_ipjk = 1 - Ap + 4*Cr;
d_injk = -1 - Ap + 4*Cr;
d_ijk = 2*Ap - 6*Cr + 2*Dq;
d_innjk = -Cr;
d_ippjk = -Cr;
d_ijpk = -Dq;
d_ijnk = -Dq;
// * Coefficients of the new "u" vector: Eqn.(5.10)
u_ipjk = 1. + Ap - 4*Cr;
u_injk = -1. + Ap - 4*Cr;
u_ijk = -2.*Ap + 6.*Cr - 2.*Dq;
u_innjk = Cr;
u_ippjk = Cr;
u_ijpk = Dq;
u_ijnk = Dq;
// * Spatial Shift-Back ReIndexing
int iShift, numX2 = int(numPointsX/2);
// * Set u_0 ***************************
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 1; i <= numPointsX; i++)
{
if(2*i<numPointsX) {
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u[i][j][0] = u[i+numX2][j][1];
}
else { u[i][j][0]=0; V[i][j][0] = 0.0; }
} }
// * Set u_1 ***************************
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 1; i <= numPointsX; i++)
{
u[i][j][1] = u[i][j][0];
uKP[i][j][0] = u[i][j][0];
for(int k=1; k<=KPmultiple; k++)
uKP[i+k*numPointsX][j][0] = 0.0;
uKP[i][j][0] = u[i][j][1];
for(int k=1; k<=KPmultiple; k++)
uKP[i+k*numPointsX][j][1] = 0.0;
} }
// * Approximate Crank-Nicholson routine
x=0.0; y=0.0; t=0.0;
int Nsweeps=3, kTime=100;
// * Time indexing
for (int k=1; k <= kTime; k++)
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{
t += dt;
// * FIRST SWEEP of CRANK-NICHOLSON *************
// Inhomogeneous term (RHS) of C-N equation
double Dijk = 0.0, Uijk = 0.0, Uijkp = 0.0;
double nlBp, nlBn;
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 1; i <= KPmultiple*numPointsX; i++)
{
// * Dominant Contributions
Dijk = d_ijk*uKP[i][j][0];
if(i < KPmultiple*numPointsX) Dijk += d_ipjk*uKP[i+1][j][0];
else Dijk += d_ipjk*uKP[i-1][j][0];
if(i>1) Dijk += d_injk*uKP[i-1][j][0];
else Dijk += d_injk*uKP[i+1][j][0];
// * Minor Terms
if(j < numPointsY) Dijk += d_ijpk*uKP[i][j+1][0];
else Dijk += d_ijpk*uKP[i][j-1][0];
if(j > 1) Dijk += d_ijnk*uKP[i][j-1][0];
else Dijk += d_ijnk*uKP[i][j+1][0];
// * Double Distance Terms
if(i < KPmultiple*numPointsX-1) Dijk += d_ippjk*uKP[i+2][j][0];
else if(i == KPmultiple*numPointsX-1) Dijk += d_ippjk*uKP[i-1][j][0];
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else Dijk += d_ippjk*uKP[i-2][j][0];
if(i > 2) Dijk += d_innjk*uKP[i-2][j][0];
else if(i > 1) Dijk += d_innjk*uKP[i+1][j][0];
else Dijk += d_innjk*uKP[i+2][j][0];
V[i][j][0] = Dijk;
} }
// Spatial indexing
for(int sweep = 1; sweep <= Nsweeps; sweep++)
{
for(int j = 1; j <= numPointsY; j++)
{
for(int i = KPmultiple*numPointsX; i >= 1; i--)
{
// * Dominant Contributions
Uijkp = u_ijk - 4*Bp*uKP[i][j][0];
Uijk = 0.0;
nlBp = Bp*uKP[i+1][j][0];
nlBn = Bp*uKP[i-1][j][0];
if(i < KPmultiple*numPointsX) Uijk += (2.*nlBp + u_ipjk)*uKP[i+1][j][1];
else Uijk += (2.*nlBn + u_ipjk)*uKP[i-1][j][1];
if(i>1) Uijk += (2.*nlBn + u_injk)*uKP[i-1][j][1];
else Uijk += (2.*nlBp + u_injk)*uKP[i+1][j][1];
// * Minor Terms
if(j < KPmultiple*numPointsY) Uijk += u_ijpk*uKP[i][j+1][1];
else Uijk += u_ijpk*uKP[i][j-1][1];
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if(j > 1) Uijk += u_ijnk*uKP[i][j-1][1];
else Uijk += u_ijnk*uKP[i][j+1][1];
// * Double Distance Terms
if(i < KPmultiple*numPointsX-1) Uijk += u_ippjk*uKP[i+2][j][1];
else if(i == KPmultiple*numPointsX-1) Uijk += u_ippjk*uKP[i-1][j][1];
else Uijk += u_ippjk*uKP[i-2][j][1];
if(i > 2) Uijk += u_innjk*uKP[i-2][j][1];
else if(i > 1) Uijk += u_innjk*uKP[i+1][j][1];
else Uijk += u_innjk*uKP[i+2][j][1];
// * Iterated solution to matrix equation
uKP[i][j][1] = (V[i][j][0] - Uijk)/Uijkp;
}
}
}
// * END *** FIRST SWEEP of CRANK-NICHOLSON *********
Lastly, we have a section of code from the run-up section.
// *******************************************************
// ***************** RUNUP after propagation to WAKE ISLAND *
// *******************************************************
// RUN UP with shoal:
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int flagRunup = 0, edgeShoal=15;
// * Set u_0 and u_1 ***************************
int jSlice = int(0.8*numPointsY), iShift = (KPmultiple-1)*numPointsX;
double maxKP = 0.0;
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 1; i <= numPointsX; i++)
{
uKP[i][j][0] = uKP[i+iShift][jSlice][1];
uKP[i][j][1] = uKP[i][j][0];
maxKP = MAX(maxKP, uKP[i][j][1]);
uKP[i+numPointsX][j][0] = 0.0;
uKP[i+numPointsX][j][1] = 0.0;
} }
// * Set A and D coefficient perturbation: dAp, dBq ********
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 1; i <= 2*numPointsX; i++)
{
V[i][j][1] = -Hdepth(i,j,numPointsX)*Ap;
} }
// * Output preRU equation
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// * Spatial Wave "u" profile P4
x=0.0; y=0.0;
for(int j = -numPointsY+1; j <= numPointsY; j++)
{
for(int i = 0; i <= 2*numPointsX; i++)
{
x += dx;
if(j<1) jNeg=-j+1; else jNeg=j; {
output_Time_Runup << j << " " << i << " "
<< uKP[i][jNeg][1]*Ap/maxKP - V[i][jNeg][1]
<< endl;
}
}
y += dy;
output_Time_Runup << " " << endl;
}
// * Approximate Crank-Nicholson routine
x=0.0; y=0.0; t=0.0;
int Nsweeps=3, kTime=7;
double nlBp, nlBn;
// * Time indexing
for (int k=1; k <= kTime; k++)
{
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t += dt;
// * RU SWEEP of CRANK-NICHOLSON ********************
// * RU - Inhomogeneous term (RHS) of C-N equation
double dAp, dDq;
double Dijk = 0.0, Uijk = 0.0, Uijkp = 0.0;
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 1; i <= 2*numPointsX; i++)
{
dAp = V[i][j][1];
dDq = dAp;
Dijk = (d_ijk - 2.*dAp - 2.*dDq)*uKP[i][j][0];
// * Dominant Contributions
if(i < 2*numPointsX)
Dijk += (d_ipjk + dAp)*uKP[i+1][j][0];
else Dijk += (d_ipjk + dAp)*uKP[i-1][j][0];
if(i>1) Dijk += (d_injk + dAp)*uKP[i-1][j][0];
else Dijk += (d_injk + dAp)*uKP[i+1][j][0];
// * Minor Terms
if(j < numPointsY) Dijk += (d_ijpk + dDq)*uKP[i][j+1][0];
else Dijk += (d_ijpk + dDq)*uKP[i][j-1][0];
if(j > 1) Dijk += (d_ijnk + dDq)*uKP[i][j-1][0];
else Dijk += (d_ijnk + dDq)*uKP[i][j+1][0];
// * Double Distance Terms
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if(i < 2*numPointsX-1) Dijk += d_ippjk*uKP[i+2][j][0];
else if(i == 2*numPointsX-1) Dijk += d_ippjk*uKP[i-1][j][0];
else Dijk += d_ippjk*uKP[i-2][j][0];
if(i > 2) Dijk += d_innjk*uKP[i-2][j][0];
else if(i > 1) Dijk += d_innjk*uKP[i+1][j][0];
else Dijk += d_innjk*uKP[i+2][j][0];
// * Depth variation correction
V[i][j][0] = Dijk;
} }
// * Spatial indexing
for(int sweep = 1; sweep <= Nsweeps; sweep++)
{
for(int j = 1; j <= numPointsY; j++)
{
for(int i = 2*numPointsX; i >= 1; i--)
{
// * Dominant Contributions
nlBp = Bp*uKP[i+1][j][0];
nlBn = Bp*uKP[i-1][j][0];
dAp = V[i][j][1];
dDq = dAp;
Uijkp = u_ijk - 2.*dAp - 2.*dDq - 4*Bp*uKP[i][j][0];
Dijk = (d_ijk - 2.*dAp - 2.*dDq)*uKP[i][j][0];
Uijk = 0.0;
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if(i < 2*numPointsX) Uijk += (2.*nlBp + dAp + u_ipjk)*uKP[i+1][j][1];
else Uijk += (2.*nlBn + dAp + u_ipjk)*uKP[i-1][j][1];
if(i>1) Uijk += (2.*nlBn + dAp + u_injk)*uKP[i-1][j][1];
else Uijk += (2.*nlBp + dAp + u_injk)*uKP[i+1][j][1];
// * Minor Terms
if(j < numPointsY) Uijk += (u_ijpk + dDq)*uKP[i][j+1][1];
else Uijk += (u_ijpk + dDq)*uKP[i][j-1][1];
if(j > 1) Uijk += (u_ijnk + dDq)*uKP[i][j-1][1];
else Uijk += (u_ijnk + dDq)*uKP[i][j+1][1];
// * Double Distance Terms
if(i < 2*numPointsX-1) Uijk += u_ippjk*uKP[i+2][j][1];
else if(i == 2*numPointsX-1) Uijk += u_ippjk*uKP[i-1][j][1];
else Uijk += u_ippjk*uKP[i-2][j][1];
if(i > 2) Uijk += u_innjk*uKP[i-2][j][1];
else if(i > 1) Uijk += u_innjk*uKP[i+1][j][1];
else Uijk += u_innjk*uKP[i+2][j][1];
// * Iterated solution to matrix equation
uKP[i][j][1] = (V[i][j][0] - Uijk)/Uijkp;
}
}
}
// * END *** FIST SWEEP of CRANK-NICHOLSON ********************
// * reSet u_0 ***************************
for(int j = 1; j <= numPointsY; j++)
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{
for(int i = 1; i <= 2*numPointsX; i++)
{
uKP[i][j][0] = uKP[i][j][1]*0.72;
uKP[i][j][1] = uKP[i][j][0];
} }
} // end k time * RU propagation using CN method
// * Spatial Wave "u" profile output for RU
x=0.0; y=0.0;
for(int j = -numPointsY+1; j <= numPointsY; j++)
{
for(int i = 1; i <= 2*numPointsX; i++)
{
x += dx;
if(j<1) jNeg=-j+1; else jNeg=j;
output_Runup_profile << j << " " << i << " "
<< uKP[i][jNeg][1]*(1. + 10000.*V[i][jNeg][1])
<< endl;
}
y += dy;
output_Runup_profile << " " << endl;
}
t += dt;
x = rangeLeft/1000;
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x = rangeLeft/1000;
// *********** end * RU - WAKE ISLAND after propagation of tsumani
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A.3 Tsunami Pictures from Generation to Landfall
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