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Abstract—An effective video surveillance system relies on the
detection of suspicious activities. In recent times, there has
been an increasing focus on detecting anomalies in human
behaviour using surveillance cameras as they provide a clue
to preventing breaches in security. Human behaviour can be
termed as suspicious when it is uncommon in occurrence and
deviates from commonly understood behaviour within a particu-
lar context. This work aims to detect regions of interest in video
sequences based on an understanding of uncommon behaviour. A
commonality value is calculated to distinguish between common
and uncommon occurrences. The proposed strategy is validated
by classifying commonly occupied walking path regions in a
shopping mall corridor and CAVIAR database is used for this
purpose. The results demonstrate the efficacy of the proposed
approach in detecting deviant walking paths.
Index Terms—Machine vision, Pattern recognition, Site secu-
rity monitoring
I. INTRODUCTION
Security has become paramount in everyday life. New
technologies are being developed to counter-act the nefarious
designs of criminals. Video surveillance has proven to be
effective in assisting law enforcement agencies to track anti-
social activities. However, this requires constant monitoring of
thousands of surveillance cameras by human operators which
constrains the performance of the current systems [1]. It has
been shown that human operators suffer from a rapid loss of
concentration once fatigue sets in [2]. In addition, there is only
10 percent of video data that is salient. Moreover, there is a
limitation on the number of cameras that can be monitored by
an operator at any given time.
A surveillance system which automatically detects suspi-
cious behaviour can greatly assist in overcoming the limita-
tions posed by human factors. To design such a system, a
good understanding of human behaviour is needed. Suspicious
behaviour is a subset of human behaviour. Human behaviour
understanding is a long studied problem in computer vision
[3], but it still lacks maturity. Current research has mostly fo-
cused on understanding simple actions such as hand gestures,
motion, and gait. Only a small body of literature is devoted
to more complex actions [3].
In [4], a set of stochastic context-free grammar was devel-
oped to recognise events in a parking lot area. A suspicious
behaviour can be detected by calculating the probability value
on each event rule. This approach, however, is not applicable
since it is hard to define all possible suspicious behaviour
[5]. This problem is also highlighted in [6] which uses the
Hidden Markov Model (HMM) to tailor each rule describing
a particular behaviour.
Perhaps the most unique approach is the one proposed by
Bioman et al [7]. They define suspicious behaviour as any
behaviour which cannot be inferred from the knowledge based.
But, the definition is still ambiguous. A two-hand-raised action
could be inferred as a normal behaviour when the database has
left-hand-raised and right-hand-raised actions.
Vaswani et al [8] made an assumption that the cameras
are so far from the objects that those objects become dot
points. They used ‘shape’ activity model to detect any anomaly
with regard to trajectory shape. The approach succeeded to
detect spatial anomaly (i.e. people who move away from the
normal trajectory), and temporal anomaly (i.e. people who stop
walking suddenly). This approach only considers trajectory as
the feature and is bound with such an assumption. Hence, it
cannot be extended into other features (e.g. hand movements).
The notion of ‘suspicious’ varies from one surveillance area
to another. In addition, it is not always the same amongst the
people. For example, running is a normal action in a train
station, while running in an airport customs queue could be
inferred as suspicious. From the previous attempts, this notion
has not been clearly defined. Hence, this work is attempting
to give an initial definition by introducing the notion of
uncommon behaviour and give an example showing that the
definition in action.
This paper proposes a unique strategy to detect suspi-
cious behaviour by relating it to uncommon behaviour. The
contextual information is also considered in the proposed
approach. This is novel as most researchers have steered clear
of context while detecting anomalous behaviour. Moreover,
by introducing the concept of uncommon behaviour we have
reduced the scope of the problem.
The paper is organised as follows. The notion of ‘suspi-
cious’ is explained initially and then linked with the concept
of uncommon behaviour. In section three, we described the
common behaviour model and commonality value in detail.
Experiments and results are presented in section four. Finally,
we conclude with observations from the results and give the
scope of future work.
II. UNCOMMON BEHAVIOUR
A behaviour can only be best understood under the context
in which it occurs [9]. In other words, any behaviour is
contextually sensitive. Hence, suspicious behaviour, a subset of
human behaviour, is contextually sensitive as well. In addition,
each person also has a different notion about suspicious be-
haviour. So, it is impossible to give a generic definition. On the
contrary, the notion of uncommon behaviour is relatively the
same in every situation. This is because uncommon behaviour
can be measured objectively. The next paragraph describes the
relationship between uncommon and suspicious behaviour.
By describing what is uncommon does not not always
lead to suspicious behaviour. As depicted in (1) an uncom-
mon behaviour is not always suspicious. But, any suspicious
behaviour is always uncommon. This relationship is useful
because, by defining what is uncommon, we are assured that
the system will not have a false negative rate (e.g. the failure
of the system to detect a particular suspicious behaviour). The
other benefit is, a behaviour can be compared with the others
in terms of its commonality. In other words, we can say that
a particular behaviour is less common than the others.
Suspicious→ Uncommon (1)
To define uncommon behaviour, a statistical approach was
chosen for this approach. We begin by defining what common
is from the surveillance area (we call this a context). A context
is defined statistically from occurred behaviour within it. The
next step is to calculate the commonality value on each of the
occurred behaviours with regard to the context information.
Finally, a threshold is defined to flag when a behaviour is
uncommon.
To give a more detailed explanation of the framework, in
the next section, we make an attempt to detect an uncommon
walking path. This application would be useful in scenarios
such as an airport. In airports, there are some prohibited
regions. These regions are commonly used for the security
officers or airport staff. Apart from those regions, there are
some regions less commonly used by the passengers either to
walk or just to stand/sit. Any person who is in these regions
would cause a suspicious interpretation to be made by security
officers. Or simply, the behaviour is uncommon compared with
other passengers. In order to define those regions, we need
to learn what people commonly do. The rest of the sections
describe the steps with which to tackle this process.
III. UNDERSTANDING HUMAN BEHAVIOUR
Human behaviour is difficult to model as no one can predict
a person’s behaviour at a given time. But, if we consider a
public place, there is a set of rules that govern the overall
behaviour of the people within that space. These set of rules
constitute a context [10]. For example, each individual has a
different walking path. However, this walking path would be
similar to others using the same shared space such as a railway
platform.
This work is aimed at determining the commonality level
of each region in terms of the usage by the people. So,
we only use spatial information of the extracted trajectories.
In addition, based on commonality level information, we
calculate how common a trajectory is with regard to the place
where it occurs. The process is as follows: initially, we define a
model describing common behaviour (i.e. model describing a
context). After that, we define an equation determining the
commonality level of each trajectory. Finally, a minimum
threshold of common behaviour is defined.
Since this approach relies on the observed behaviours to
develop contextual information, it is imperative to get com-
prehensive datasets. However, this assumption is easy to reach
as in surveillance systems, 24/7 surveillance footage is always
relatively available.
A. Common behaviour model
To define the common behaviour model, initially, we define
trajectory i (Tri) as a group of n points p.
Tri = p1, p2...pn (2)
Based on our observations, it is safe to assume that most
people follow the same walking paths in a public place. This
can be modeled by an occupancy matrix which defines the
regions commonly used by the people.
Pmat(x, y) = [0, 1] (3)
Pmat represents the likelihood of a location at (x,y) that
people will use to walk.
Pmat is built from the observed trajectories. Each point
location in each trajectory will be given probability 1 in Pmat,
and as the location moves away from that point, the probability
is modeled by a normal 2D probability density function [11].
Pmat(pi) = Pmat(pi) +N(µ,Σ) (4)
N(µ,Σ) =
1
2pi‖Σ‖ 12 exp
[
−1
2
(x− µ)TΣ−1(x− µ)
]
(5)
where Pi is the point location in each trajectory. The centre
of the pdf is on each point. We define Σ as σI2.
This occupancy matrix does not capture the trajectory
direction but concentrates on the positional information. There
is a possibility that two different situations can lead to the same
occupancy matrix. Fig.1 shows one of the examples.
Fig.2 depicts an example of a calculated occupancy matrix
on (Context Aware Vision using Image-based Active Recog-
nition) CAVIAR 1
Notice that from Fig.2, the most common area lies at the
end of the corridor. This happens because more people were
at that location and the occupancy matrix is not based on the
3D coordinate of the corridor.
1Datasets are available on http://homepages.inf.ed.ac.uk/rbf/CAVIAR/
(a) (b)
Fig. 1: An example where two situations have the same occupancy matrix. (a) Situation where there are many people standing
on the junction, (b) Situation where most of the people only pass the junction.
(a) (b)
Fig. 2: (a) plot of the occupancy matrix, (b) plot of the matrix overlaid on an image sequence
B. Commonality value
Having calculated the occupancy matrix, the next step is
to calculate the commonality value on a particular trajectory
with regard to the described context. In this case, we use a
recursive equation which preserves the past information. For
example, a person who just went from a less common region
is less common than others who only use a more common
region.
(6) calculates the commonality value on a trajectory Tri
until point j. The values of α & β depend on our consideration
of which information is more important. For example, if one
considers that the current location is more important then they
can set α < β. This means that a person who just went from
a less common region to a more common region is more
common than the one who just went in an opposite way.
Moreover, there is a trade-off in setting the weights. Increasing
one of the weights will lead to the system being skewed in
favour of that parameter.
A commonality value could also represent the probability of
how often a particular behaviour will occur within a context.
P (Trij) = αPmat(pj) + βP (Tri(j−1)) (6)
IV. EXPERIMENT & RESULTS
In this work, we conducted several experiments to test
whether the concept can be used to detect less common
behaviour. We used CAVIAR datasets which are available to
the public. One of the contexts provided by these datasets is
a shopping centre corridor. This benchmark datasets contains
26 video sequences. Each of them has specific scenarios (e.g.
a sequence where two people cross paths at the entrance of a
store, and a couple walking on the corridor). Since there is not
the case where there are many people standing and staying for
a long time in a particular area, then the case will be shown
in 1.
In this experiment we did not consider the designated
scenarios because the aim was to find which person had a
less common walking path behaviour rather than to recognise
Fig. 5: Number of trajectories in each class
the scenarios. Since our approach assumes that there is com-
prehensive information, we assumed that the datasets provide
comprehensive information describing the context.
Fig.3 depicts an image sequence from the datasets. In this
experiment we did not make any attempt to do other lower
level processes such as background subtraction and tracking
to extract the trajectories. The information is provided by the
available ground truth in the datasets.
The first experiment was to confirm that the method can
be used for determining less common behaviour. Initially, all
extracted trajectories were categorised manually. The category
was developed based on the location and the starting and
ending points of the trajectory. The 252 trajectories extracted
from 26 datasets are classified into one of the six categories
as illustrated in Fig.4. From these trajectories, an occupancy
matrix is calculated by using (5).
The histogram depicted in Fig.5 shows the number of
trajectories in each category. This histogram gives a clue as
to why the centre region becomes the most common region.
We used all 252 trajectories from 26 datasets in the testing
phase. Each trajectory commonality value is calculated by
using (6).α and β were set to 0.6 and 0.4 respectively. We
place more emphasis on the current condition while preserving
past information. As mentioned before, there are trade-offs of
setting the weight of these variables. With these weights, the
multiple flagging would be relatively low.
The commonality threshold was set to 0.01. The threshold
value was taken only to give an example of how this model
is working. There are some ways to determine the threshold
value which will be explained in more detail in the later
sections.
Table I is the statistics of the commonality value in each
trajectory class. As we can see from the table, trajectory class
A gets the highest commonality value in average. This is
because the majority of trajectories fall under class A. There
has been an interesting fact in class C, the fourth biggest class,
which gets a higher commonality value than class D. The
fact can be described by carefully observing on the nature
of trajectories that fall under class D and class C. Class
C trajectories usually cross the corridor, so they are mostly
TABLE I: mean & variance of each trajectory class
Class µ σ2
A 0.4178 0.0629
B 0.0884 0.0127
C 0.0452 0.0018
D 0.0389 0.0004
E 0.0426 0.0017
F 0.0118 0.0000
TABLE II: Walking path having commonality value < 0.010
Dataset number Person ID Commonality value Trajectory class
12 4 0.0079 B
19 10 0.0021 C
24 4 0.0037 C
25 7 0.0022 E
25 8 0.0043 B
placed in the common region. On the contrary, trajectories
under class D are placed mostly in the less common region.
Another interesting fact is that class F, having variance 0,
gets the lowest commonality value. From our observation,
trajectories in class F are relatively the same. Ideally, when
people have the same walking path, the commonality value
should be high. However, since the number of trajectories
falling under class F is far less than the others (e.g. class
A), this class gets a low commonality value.
Table II shows trajectories which are flagged as such. As
expected, there were no class A trajectories that flagged as
uncommon. Nevertheless, there were two class B trajectories
were flagged as uncommon. From our observations, these two
trajectories were from the people walking at the far left or
right of the corridor. Most people walk in the middle of the
corridor. Fig.6 depicts both of the trajectories. The rest of
the uncommon trajectories figures are shown in Fig.7. Notice
that all of them have uncommon patterns compared with the
common ones.
Another experiment we did was in relation to the number
of datasets used for the training phase. Theoretically, as the
number of datasets increases, the context description should be
more accurate. The experiment was conducted two times. The
first experiment used 13 datasets (datasets 1 to 13) to create
the contextual information (i.e. occupancy matrix), and the
second experiment used all of the datasets (i.e. 26 datasets).
Uncommon trajectories were flagged by using the previous
threshold (i.e. 0.01). Result from the second experiment are
shown in table II. Table III shows results from the first
experiment.
Notice that from table II & III, all uncommon trajectories
from the second experiment (i.e. has more datasets) are still
flagged in the first experiment. This fact confirms that as the
number of datasets increases, it depicts a more accurate context
description. Moreover, the more accurate context information
the system has, the lower false alarm rate the system will have.
In addition, this fact also confirms that the system will not
(a) (b)
Fig. 3: (a) an image sequences from CAVIAR database, (b) the same image sequence with ground truth
(a) (b) (c)
(d) (e) (f)
Fig. 4: Trajectory category. (a) trajectories placed mostly at the red region, (b) trajectories starting from bottom to the red
region, (c) trajectories crossing the corridor, (d) trajectories starting from left to bottom right, (e) trajectories starting from left
to bottom, (f) trajectories placed at the right
(a) (b)
Fig. 6: Class B trajectories flagged as uncommon. (a) Trajectory set 12 person ID 4, (b) trajectory set 25 person ID 8
have a false negative rate. Although there is still a possibility
that some trajectories will be flagged as uncommon when the
number of datasets increases incrementally. But, this problem
can be overcome by considering more training datasets to
cover all possible common behaviours within the context.
Defining threshold value is crucial to the success of the
system. Based on our observations, there are many options
for doing this. One of them is to assume an a priori value.
Another option is to choose a particular common behaviour as
the benchmark. In this study we assumed an arbitrary value
as the threshold to demonstrate the model.
V. CONCLUSIONS & FUTURE WORK
The future video surveillance systems would be able to de-
tect suspicious human behaviour based only on the information
present in video feeds. This work is a step in that direction
as we tried to distinguish the behaviour into different classes
based on the contextual information. Common and uncom-
mon behaviour were studied and a commonality measurement
(a) (b) (c)
Fig. 7: The rest of uncommon trajectories. (a) Trajectory set 19 person ID 10, (b) trajectory set 24 person ID 4, (c) trajectory
set 25 person ID 7
TABLE III: Walking path having commonality value < 0.010
with 13 datasets used in training
Dataset number Person ID Commonality value Trajectory class
1 10 0.0078 C
4 5 0.0082 C
5 4 0.006 C
8 2 0.0096 D
9 4 0.0093 D
10 3 0.0065 F
10 6 0.0071 F
11 3 0.0081 D
12 4 0.0086 B
16 1 0.0062 B
17 6 0.0087 D
19 3 0.0085 B
19 4 0.006 C
19 10 0.0026 C
20 8 0.0079 B
21 2 0.0095 B
23 11 0.0066 B
24 12 0.008 C
24 4 0.0015 C
24 19 0.0081 C
24 18 0.0069 C
25 7 0.0025 E
25 8 0.003 B
devised to segment the two classes. Suspicious behaviour is
then considered as a subset of uncommon behaviour. This
strategy was applied to detect walking paths that deviate from
the common ones. The experiments validated our assumption
that by flagging uncommon behaviour, it is possible to detect
suspicious behaviour. The process for defining the threshold
value was left open. This will be included in the future work.
In addition, we are conducting a series of experiments to
capture the temporal information from the trajectories. This
will help us further in devising a system for path modeling.
The concept of commonality will also be developed to cover
other contexts.
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