Abstract Context-sensitive Multiple Task Learning, or csMTL, is presented as a method of inductive transfer which uses a single output neural network and additional contextual inputs for learning multiple tasks. Motivated by problems with the application of MTL networks to machine lifelong learning systems, csMTL encoding of multiple task examples was developed and found to improve predictive performance. As evidence, the csMTL method is tested on seven task domains and shown to produce hypotheses for primary tasks that are often better than standard MTL hypotheses when learning in the presence of related and unrelated tasks. We argue that the reason for this performance improvement is a reduction in the number of effective free parameters in the csMTL network brought about by the shared output node and weight update constraints due to the context inputs. An examination of IDT and SVM models developed from csMTL encoded data provides initial evidence that this improvement is not shared across all machine learning models.
Introduction
Multiple task learning (MTL) is well recognized as a method of inductive transfer that is able to develop superior performing hypotheses from impoverished training sets. Research on MTL has occurred using traditional machine learning methods (Bakker and Heskes 2003; Caruana 1997; Baxter 1997; Heskes 2000; Thrun and Pratt 1997; Ben-David and Schuller 2003) , statistical regression methods (Greene 2002; Zellner 1962; Breiman and Friedman 1998) , Bayesian methods involving constraints such as hyper priors (Allenby and Rossi 1999; Arora et al. 1998; Bakker and Heskes 2003) , and most recently kernel methods such as support vector machines (SVMs; Jebara 2004; Allenby and Rossi 2005) . All of these Editor: Risto Miikkulainen D.L. Silver ( ) · R. Poirier · D. Currie Jodrey School of Computer Science, Acadia University, Wolfville, NS, Canada B4P 2R6 e-mail: danny.silver@acadiau.ca approaches rely upon the development of multiple hypotheses under a constraint or regularization that characterizes a similarity or relatedness between the tasks.
Multiple task learning (MTL) neural networks are one of the better documented methods of inductive transfer of task knowledge (Caruana 1997; Silver and Mercer 1996) . An MTL network has an output for each task and develops internal representations that are shared by all tasks. Inductive transfer occurs as a function of sharing these representations. We have investigated the use of MTL networks for the purpose of developing a machine lifelong learning system capable of retaining learned knowledge for use in future learning. A key finding has been problems introduced by multiple outputs of MTL systems, such as the build-up of redundant outputs from different sets of training examples for the same task (O'Quinn et al. 2005; Silver and Poirier 2005) . Perhaps, more importantly, MTL transfer is dependent upon an elusive measure of task relatedness for selecting the more related tasks for optimal inductive transfer (Caruana 1997; Thrun 1996) . Lacking a solution to these problems, we have investigated methods of MTL that do not require multiple outputs nor depend upon a method of measuring task relatedness.
This paper presents context-sensitive multiple task learning, or csMTL, as a method of inductive transfer that uses a standard back-propagation single-output neural network and additional contextual inputs for learning multiple tasks. The goal of this paper is not to introduce a new learning algorithm, but rather to study the effects of the encoding method on existing algorithms, particularly, artificial neural networks. Our contribution is to demonstrate the strengths and weaknesses of this approach in contrast to existing methods.
Toward this end, we show that the number of free parameters of csMTL networks are lower than their MTL counterparts and that the shared output weights force an additional constraint over a csMTL network's hypothesis space. Experiments on two synthetic and five real-world domains demonstrate that csMTL networks develop models that often perform better than MTL networks. Most notably, we show empirically that csMTL hypotheses for a primary task outperform MTL hypotheses when the examples from the secondary tasks are drawn from the same function as the primary task.
Potentially, the csMTL approach allows multiple tasks to be learned by any single task learning (STL) method. In the later portion of the paper we investigate this possibility. Specifically, we show that Inductive Decision Trees and Support Vector Machines (with linear and radial basis kernels) do not benefit from the introduction of context attributes when learning multiple tasks. The resulting models are equivalent to STL models developed only from the primary task examples. This suggests that neural networks have an ability to capture regularities in the examples across the various tasks and associate these regularities with the context inputs in a way that, at least, these two other methods cannot.
Background and notation
Standard classification or concept learning can be formalized as follows. Let X be a set on n (the reals), Y the set of {0, 1} and error a function that measures the difference between the expected target output and the actual output of the network for an example. Then for single task learning (STL), the target concept is a function f that maps the set X to the set Y , f : X → Y , with some probability distribution, P , over X × Y . An example for STL is of the form (x, f (x) ), where x is a vector containing the input values x 1 , x 2 , . . . , x n and f (x) is the target output. A training set, S STL , consists of all available examples, S STL = {(x, f (x))}. The objective of the STL algorithm is to find a hypothesis, h within its hypothesis space, H STL , that minimizes the objective function, x∈S STL error[f (x), h(x) ]. The assumption is that H STL ⊂ {f |f : X → Y } contains a sufficiently accurate h. Typically, a validation or tuning set of examples is used to prevent over-fitting to the training data and promote generalization.
An MTL network is a feed-forward multi-layer network with an output for each task that is to be learned (Caruana 1997) . The standard back-propagation of error learning algorithm is used to train all tasks in parallel. Consequently, MTL training examples are composed of a set of input attributes and a target output for each task. Figure 1 shows a simple MTL network containing a hidden layer of nodes that are common to all tasks. The sharing of internal representation in this common layer is the method by which inductive transfer occurs within an MTL network (Baxter 1996) . MTL is proven to be a good method of knowledge transfer because it allows two or more tasks to share portions of the common feature layer to the extent to which it is mutually beneficial. The more that tasks are related, the more they will share representation and create positive inductive bias (Silver and Mercer 1996) .
MTL can be defined as learning a set of target concepts, f = {f 1 , f 2 , . . . f k }, such that each f i : X → Y with a probability distribution, P i , over X × Y . We assume that the environment delivers each f i based on a probability distribution, Q, over all P i . Q is meant to capture some regularity in the environment that constrains the number of tasks that the learning algorithm will encounter. Therefore, Q characterizes the domain of tasks to be learned. An example for MTL is of the form (x, f(x)), where x is the same as defined for STL and f(x) = {f i (x)}, a set of target outputs. A training set, S MTL , consists of all available examples, S MTL = {(x, f(x))}. The objective of the MTL algorithm is to find a set of hypotheses, h = {h 1 , h 2 , . . . , h k }, within its hypothesis space, H MTL , that minimizes the objective func-
The assumption is that H MTL contains sufficiently accurate h i for each f i being learned. Typically |H MTL | > |H STL | in order to represent the multiple hypotheses. As with STL, a validation or tuning set of examples is used to prevent over-fitting and promote generalization.
Motivation for exploring an alternative to MTL
Machine lifelong learning, or ML3, a relatively new area of machine learning research, is concerned with the persistent and cumulative nature of learning (Thrun 1996) . Lifelong learning considers situations in which a learner faces a series of different tasks and develops methods of retaining and using prior knowledge to improve the effectiveness (more accurate hypotheses) and efficiency (shorter training times) of learning.
Previously, we have investigated the use of MTL networks as a basis for developing an ML3 system and have found them to have several limitations related to the multiple outputs of the network (Silver and Mercer 2002; Silver and Poirier 2004; O'Quinn et al. 2005) . First, the MTL approach requires that training examples contain corresponding target values for each task; this is impractical for lifelong learning systems as examples of each task are acquired at different times and with unique combinations of input values. We have examined methods of generating corresponding virtual target values but have found weaknesses related to the differences in the distribution of examples over the input space for various tasks (Silver and Mercer 2002; O'Quinn et al. 2005) . We have also found a way to train multiple tasks with just one output target specified per example (Silver and Mercer 2002) . The solution is to assign a special unknown target value to all other task outputs and have the back-propagation algorithm ignore these outputs when computing the cost function being minimized by the back-propagation algorithm.
1 This avoids having to generate corresponding virtual target values for the multiple tasks; however, the approach does not eliminate redundant task outputs.
It has been observed that inductive transfer in MTL networks is most beneficial when it comes from related tasks (Baxter 1996; Caruana 1997; Silver and Mercer 1996) . Thus a measure of task relatedness is required in order for it to work optimally. This has remained an open question for over 20 years (Utgoff 1986 ). With MTL, shared representation is limited to the hidden node layer and is not considered at the output nodes. The theory is that optimal inductive transfer occurs when related tasks share the same hidden nodes (Baxter 1996) . This perspective does not consider the sharing of knowledge at the example level in the context of unrelated tasks. Consider two concept tasks where half of the MTL training examples have identical target values. From a MTL task-level perspective, using most statistical and information theoretic measures, these sets of training examples would be considered unrelated and of little value to each other for inductive transfer. However, from an example level perspective, the tasks are partially related in that half of their examples are identical. Perhaps relatedness would be better judged at the example level of detail versus the task level.
There is also the practical problem of how an MTL-based lifelong learning agent would know to associate an example with a particular task. Clearly, the learning environment should provide the contextual cues; however, this suggests additional inputs and not outputs. A more subtle, but related, problem is managing redundant representation that can develop for nearly identical tasks in an MTL network. A lifelong learning system should be capable of practising a task and closely related tasks and improving its models with new examples over time. We have not been able to architect a solution that will scale up when there are multiple outputs per task. It is unclear how the build-up of redundant task outputs over time can be handled.
In response to the above problems, we have developed context-sensitive MTL, or csMTL. The csMTL method uses examples that have only one target output, but additional inputs that indicate the example context, such as the task to which it is associated. Section 4 describes the csMTL network and the theory of how it functions.
Prior work on context input attributes
The idea of characterizing a portion of the input attributes as context is not new; however, it has not been studied as a component of inductive transfer until now. Related work on context-sensitive machine learning can be found in Matwin and Kubat (1996) , Turney (1996a Turney ( , 1996b . In Matwin and Kubat (1996) the importance of context to practical applications of machine learning for data mining is raised. The authors point out that context information is often needed for the transfer of learned diagnostic rules from one group of patients to another. For a nice summary of approaches to identifying context attributes see Turney (1996a) .
The survey article (Turney 1996b ) discusses five strategies for managing contextsensitive features in supervised machine learning. Of relevance to this paper are the strategies of context classifier selection, context classification adjustment and context weighting. Contextual classifier selection considers the selection of a specialized classifier from a set of classifiers using the context inputs. The chosen classifier is used to classify the primary inputs. Contextual classification adjustment uses the same steps but in reverse order-first a classification is made by the primary inputs, then this base classification is adjusted by a context-level model that accepts the context inputs and the base classification. Finally, contextual weighting uses contextual features to weight the primary inputs, prior to classification. More importance is assigned to primary inputs that, in a given context, are more useful for classification. An extreme form of this can be used to contextually ignore certain primary input attributes, thus reducing the dimensionality of the input space.
Prior work on neural network based reinforcement leaning has used an approach similar to that proposed in this paper but did not refer to it as a method of inductive transfer (Santamaria et al. 1998; Gross et al. 1998 ). Typically, a separate Q function is learned for predicting the value of an action given the current state. Alternatively, it is possible to learn a single function, Q , for all actions over all states of an agent. This is particularly useful when both the states and actions are continuous in nature. In this case, the actions can be considered contextual inputs that select over the hypothesis space given the current state or vice versa. Previous researchers have recognized that this approach can develop models that generalize across both state and action spaces. Figure 2 presents the csMTL network. It is a feed-forward network architecture of input, hidden and output nodes that uses the back-propagation of error training algorithm. The csMTL network requires only one output node for learning multiple tasks.
csMTL
2 Similar to standard MTL neural networks, there are one or more layers of hidden nodes that act as feature detectors. The input layer can be divided into two parts: a set of primary input variables for the tasks and a set of inputs that provide the network with the context of each training example. The context inputs can simply be a set of task identifiers that associate each training example to a particular task.
Formally, let C be the set, C = {c|c ∈ {0, 1} t ∧ t i=1 c i = 1}, representing the context of the primary inputs from X as described for MTL. The csMTL method can be defined as learning a target concept, f : C × X → Y ; with a probability distribution, P , on C × X × Y where P is constrained by the probability distributions, P and Q, discussed in the previous section for MTL. An example for csMTL takes the form (c, x, f (c, x) ), where f (c, x) = f i (x) when c i = 1 and f i (x) is the target output for task f i . A training set, S csMTL , consists of all available examples for all tasks and includes the additional context inputs, S csMTL = {(c, x, f (c, x))}. The objective of the csMTL algorithm is to find a hypothesis, h , within its hypothesis space, H csMTL , that minimizes the objective function,
The assumption is that H csMTL ⊂ {f |f : C × X → Y } contains a sufficiently accurate h . Typically, |H csMTL | = |H MTL | for the same set of tasks because the number of additional context inputs under csMTL matches the number of additional task outputs under MTL. As with STL and MTL, a validation or tuning set of examples is used to prevent over-fitting and promote generalization.
With csMTL, the entire representation of the network is used to develop hypotheses for all tasks, f (c, x), following the examples drawn according to P . The focus shifts from learning a subset of shared representation for multiple tasks to learning a completely shared representation for the same tasks. This presents a more continuous sense of domain knowledge and the objective becomes that of learning internal representations that are helpful to predicting the output of similar combinations of the primary and context input values. During learning, c selects an inductive bias over H csMTL relative to the examples of secondary tasks being learned in the network. Once f is learned, if x is held constant, then c indexes over the hypothesis space H csMTL . Hence, c differentiates between otherwise conflicting examples and selects internal representation used by related tasks.
Constraint over the csMTL hypothesis space
We have identified two important constraints that act on the csMTL network to promote inductive transfer across the tasks so as to often produce superior hypotheses to standard MTL. The first is because of a relationship between back-propagation changes to the base bias weight of a hidden node and the changes to context weights of that same hidden node. The second is because of a relationship between the changes to the context weights of a hidden node and changes in the weight from that hidden node to the single output node.
Constraint between context and bias weights
Within sigmoid feed-forward neural networks, the output of a hidden node, j , is given by the sigmoid equation o j = 1/(1 − exp i w ij o i +b j ); where w ij is the weight from input node i (in previous layer) to hidden node j ; o i is the output from node i, and b j is the bias term. If the inputs are divided into a set of primary inputs, {x 1 , x 2 , . . . , x p }, and a mutually exclusive set of contextual inputs, {c 1 , c 2 , . . . , c t }, the summation in the output equation can be expanded
Since the contextual inputs form a vector in which c z = 1 when task z is selected, and all other contextual inputs are 0, the summation for an example for task z can be reduced to:
Thus, csMTL networks operate by selecting a bias, b j + w czj , in each hidden node, according to the current task, z. Alternatively, one could say that they choose an appropriate offset, w czj , to the base bias, b j , in each node in the hidden layer. In this way w czj can be considered a selective bias for examples of task z.
Let us consider the updates to the context weights under the back-propagation algorithm in a csMTL network. The algorithm adjusts weights between a node i, in one layer, and the node j in the layer above it, according to the equation, w ij = −η
where η is the learning rate parameter, o i is the output from the lower layer node i, and δ j is a function of the error, E k , observed at the output node, k, of the network. For a context input node, c z , the notation becomes w czj = ηδ j o cz .
During training, input from the context nodes are all 0, except for the context node corresponding to the task for the given example, which has a value of 1. Therefore, for an example for task z, context node c z has an output of o cz = 1, which leads to w czj = ηδ j o cz = ηδ j , For all other context nodes t , o ct = 0 and w ct j = ηδ j o ct = 0. Therefore, only context weight w czj is updated for an example for task z. In contrast, the bias term is updated for every example, and by the same amount, since it can be viewed as a weight connected to an input node with a permanent value of 1. Therefore, for each example of a task z, b j = w czj . And over all n training examples for all tasks z,
Constraint between context to hidden and output weights
Given the sum of squared errors as the cost function used by the back-propagation algorithm, it can be shown that a change to the weight between hidden node j and output node k is given by
where δ k depends on the cost function. Similarly, it can be shown that the change to a weight between input node i and hidden node j is given by
The summation proportions the error for each of the outputs, k, in accord with the current weight, w jk , leading to that output. In the case of a csMTL network, when there is only one output node k, then δ j = o j (1 − o j )δ k w jk and, therefore,
Rearranging (5) and substituting in w jk from (3) we have:
or for a context input node, c z , when o cz = 1 we have or
Therefore, after several iterations through all training examples for all tasks, the change in any input to hidden node weight of a csMTL network is constrained by the weight of the associated hidden to output node. In this way a change in all weights associated with a context node is constrained by the output weights shared by all tasks.
Comparing the number of free parameters of MTL and csMTL
In a three-layer neural network, let us assume k is the number of tasks, h is the number of nodes in the hidden layer, and x is the number of input nodes. Each node in the hidden and output layers contains a number of parameters equal to the number of nodes in the lower layer plus one for the bias term. This leads to the following estimate of the number of free parameters of an MTL network, P MTL :
For a csMTL network, assuming all parameters are free:
However, due to the relationship described in (2), we may express the value of the bias term as a function of the context weights, as follows:
where b 0 j is the initial bias in node j , and w 0 czj is the initial value of the context weight for task z in node j . Therefore, the k + 1 parameters in each hidden node for the context weights and the bias term represent, effectively, only k free parameters.
Revisiting our calculation of P csMTL , given the knowledge that the context weights and bias in each node form only k free parameters, we have:
which suggests that for k > 1, we can expect P csMTL < P MTL by a difference of k − 1. This suggests that fewer training examples will be required for learning under csMTL than MTL.
Context inputs and relatedness between csMTL hypotheses
Consider that the vector of context inputs, c, is a set of mutually exclusive task identifiers per example. An early conjecture of our research was that relatedness between tasks could be measured by the similarity of the weight vector leading forward from each context input to the networks hidden nodes. The theory was that the single output node would constrain the back-propagation algorithm to develop similar weights for the context inputs of similar tasks. We now realize this is not correct. If there is a large set of hidden nodes, and thus a large representational space, the backpropagation algorithm will develop a rich set of internal features via the input to hidden node weights. It is possible for two functionally equivalent hypotheses for identical tasks, trained from the same set of examples, to have different context to hidden node weight values. An examination of the weights from hypotheses for the same task, as described in the experiment of Sect. 5.4, has demonstrated this to be the case. We conclude that the context to hidden node weights cannot be used as a basis for judging task relatedness.
One might also conclude from the above that related csMTL hypotheses do not provide inductive bias to each other during learning. This is not the case. The constraint w czj = (1 − o j )w jk w jk will force the features chosen by a context input to produce an accurate output for examples that are in common across two or more tasks. Training examples that are the same except for a differing context input will generate hidden features that differ only by their context bias weight, w c k j . Over time, the back-propagated weight changes for the two examples will encourage a set of features that generate the same summed weight of their inputs to the networks output node. This functional constraint can be see as an additional form of inductive transfer. In Sect. 5.4 we will demonstrate that this constraint often produces models of superior performance as compared to MTL.
For the use of csMTL in an agent or robot, if the vector of context inputs, c, is a set of real-valued inputs from the environment, then it can provide a grounded sense of relatedness for learning a new task with transfer from secondary tasks. Although we do not explore this in this paper, there is evidence from prior research (Matwin and Kubat 1996; Turney 1996a Turney , 1996b ) that real-valued contextual cues can make a significant difference during learning.
Does csMTL work with other ML methods?
Sections 4.2 and 4.3 suggest a mathematical basis for why csMTL neural networks require less data than MTL networks to develop a hypothesis of equal accuracy, where both networks have sufficient representation to develop such hypotheses. In Sect. 5, we provide empirical evidence to demonstrate that csMTL networks develop models that perform better than MTL models. Given these positive results, we were curious to see if the csMTL encoding approach would work with other machine learning algorithms. To explore this question, we have undertaken experiments using Inductive Decision Trees and Support Vector Machines. The results of these experiments are provided in Sect. 6.
Experimentation
This section presents a set of experiments that compares csMTL and MTL neural networks in their ability to transfer knowledge with single task learning (STL) neural networks when there is no transfer. A set of seven task domains are explored-two synthetic and five realworld.
The first experiment compares the performance of hypotheses developed for the primary task of the synthetic Logic domain as the number of hidden nodes varies from 5 to 200. Similar preliminary experiments were carried out for all domains to ensure that each method had sufficient number of hidden nodes (free parameters) to develop the very best models. The second experiment examines the performance of hypotheses for the primary task of one domain as the number of training examples varies from 10 to 200. This focuses on the effectiveness of the methods as a function of sample complexity. The third experiment tests csMTL's and MTL's ability to perform inductive transfer when the training examples for all tasks are drawn from the same function. This will determine each method's ability to transfer knowledge in the most optimistic of conditions. The final experiment compares the three neural network methods across all seven domains. This provides an assessment of the methods' abilities on a diversity of task domains.
It is important to note that the focus is on developing models from a small number of training examples for the primary task so as to observe the effect of inductive transfer. Under this condition, for several of the domains, a cross-validation approach would require hundreds of repetitions and promote unbalanced training sets. For this reason, repeated trials using a random sampling approach was taken that ensured an even mix of positive and negative examples in the training and tuning sets. All experiments were conducted using a neural network inductive transfer system developed at Acadia. The results for several of the domains have been confirmed by conducting similar runs using the MLP algorithm of the open source WEKA 3 machine learning package (Witten and Frank 2005) .
The task domains
Seven domains have been studied using csMTL. Table 1 shows a number of the statistics for each of these domains. Included is the number of tasks in the domain, the number of input attributes, the number of primary task training, tuning, and test set examples, and the number of examples used for each secondary task.
The Band domain, described in Silver and Mercer (2002) , consists of seven synthetic tasks. Each task has a band of positive examples across a 2-dimensional input space. The tasks were synthesized so that the primary task, T 0 , would vary in its relatedness to the other tasks based on the band orientation.
The Logic domain, described in Silver and McCracken (2003) consists of six synthetic tasks. Each positive example is defined by a logical combination of 4 of the 10 real-valued inputs of the form, T 0 : (I 0 > 0.5∨I 1 > 0.5)∧(I 2 > 0.5∨I 3 > 0.5). The tasks of this domain are more or less related in that they share zero, one or two features such as (I 0 > 0.5 ∨ I 1 > 0.5) with the other tasks. The Band and Logic domains have been designed so that all tasks are non-linearly separable; each task requires the use of at least two hidden nodes of a neural network to form an accurate hypothesis.
The fMRI domain challenges the learning systems to develop models that can classify 24 features extracted from fMRI images as a subject is reading a sentence or viewing a picture.
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Inductive transfer between two subject models is examined; from subject T 1 for which good models could be developed to a second subject T 0 for which only poor models could be developed.
The Covertype and Dermatology domain can be found at the UCI ML repository. The Covertype domain contains data from four wilderness areas in northern Colorado. These data, representing information such as elevation and soil type, are to be used to determine the cover type, that is, the species of tree that grows there. There are six types of cover in the data, including various types of spruces, firs, and pines. This is a large and noisy data set for which previous methods have had a difficult time. The Dermatology domain concerns the classification of six types of skin disease. Each data example contains 33 input skin attributes per patient along with their classification. This domain has under 400 examples but it has the largest input space of all of the domains.
The Glass and Heart Disease domain also come from the UCI ML repository. The Glass domain classifies 214 examples of glass as being one of six types, such as building windows, vehicle windows, containers, tableware, and headlamps. There are nine input attributes, including the refractive index of the example and its chemical make-up. The Heart Disease domain consists of clinical data from three hospitals in the USA and Hungary. The objective is to develop a hypothesis that can accurately predict the likelihood of a patient having a 50% or greater narrowing of one or more coronary arteries. Five input attributes from the original data was used in the study: age, gender, type of chest pain, resting blood pressure, and resting electrocardiogram.
The Covertype, Dermatology, Glass, and Heart Disease domains were originally singletask classification problems with examples that could be of n classes. Each was converted to a domain of n binary tasks, one task for each class, where each example indicates if it is of that class or not.
Comparison of methods varying number of hidden nodes
This experiment examines the performance of STL, MTL, and csMTL hypotheses developed for the primary task of the synthetic Logic domain, and the real-world Dermatology, Glass and CoverType domains as the number of hidden nodes vary. Similar experiments were done for all domains to ensure that each method had sufficient number of hidden nodes, and thus free parameters, to develop the very best models.
Method
The STL and MTL networks were configured with the appropriate number of input and output nodes, respectively (see Table 1 ). The csMTL networks had additional context inputs and only 1 output. The number of hidden nodes for all methods was varied from 5 to 200. The learning rate for each method was optimized between 0.01 and 0.001 through preliminary testing. The momentum term was fixed at 0.9 for all runs.
The objective is to learn the primary task of each domain (e.g. T 0 for the Logic domain) using an impoverished training set of examples (20 for the Logic domain) as shown in Table 1. The secondary tasks of each domain have sufficient training examples to develop models with accuracies greater than .75 using a STL network. Tuning sets with small numbers of examples for the primary task (6 for the Logic domain) are used to prevent the neural network from over-fitting.
It is important to note, that in the case of csMTL, the training examples for the primary task are duplicated to ensure an equal number of training examples as that of each secondary task. In the case of the Logic domain, the 20 training examples for the primary task were duplicated nine times to make a total of 200 training examples, the same number as each of the secondary tasks. This is necessary to ensure a fair update to the weights for all tasks being learned by the csMTL network which has a single output node. The duplication of primary examples does not help with MTL which has a separate output for each task. With duplicated examples, MTL develops hypotheses that quickly over-fit to the training data and have less generalization accuracy. An independent test set of examples is used to determine hypothesis performance (see Table 1 ). A network output of 0.5 or greater is considered a positive classification. The mean accuracies reported are from 5 repeated trials. For each repeated trial, the examples in the data sets were randomly sampled from the available data. Figure 3 shows the mean accuracy of models for the four tasks developed under the three methods as the number of hidden nodes increases. The p-values from a difference of means T-test over the models for each task is shown in Table 2 . All graphs show that the performance of the MTL and csMTL models become statistically stable at 20 hidden nodes or more. The STL models plateau at or before 100 hidden nodes. Therefore, all methods are robust given sufficient representation and early stopping using a validation set to prevent over-fitting.
Results
The MTL and csMTL models perform statistically better than the STL models on all four domains of tasks. The csMTL models perform statistically better than MTL models on the Logic, Dermatology and Glass domains but at the same level of accuracy on the CoverType domain. MTL, which takes advantage of shared representation and knowledge transfer from the secondary tasks, produces better models than STL. csMTL, constrained by the common output node and biased by the context inputs is able to build the most accurate hypotheses for three of the domains.
Comparison of methods varying number of training examples
This experiment examines the performance of hypotheses developed for the primary Logic domain task as the number of training examples varies from 10 to 200. This focuses on the effectiveness of the methods as a function of sample complexity.
Method
STL, MTL, and csMTL networks were configured for the Logic domain as described in Sect. 5.2, but with a fix number of 20 hidden nodes, sufficient for learning under all methods.
All three networks are presented with training sets of size 10 to 200 for the primary task, increasing the number of examples by 10. For MTL and csMTL, the five secondary tasks had training sets of 200 examples, which is sufficient to build accurate hypotheses for this domain. For csMTL, the training examples for the primary task are duplicated as many times as necessary to ensure 200 training examples for each run-the same number as that of each secondary task. As discussed in Sect. 5.2, this is to ensure a fair update of network weights for each task being learned by the csMTL network. Thus, for csMTL, variation in the "number of training examples" means a variation in the number of unique examples in the training set.
A tuning set of 20 examples for the primary task is used during training, and an independent test set of size 1000 is used to measure accuracy. Mean test set accuracies from three repeated studies each with random draws of examples are compared. Figure 4 shows the mean accuracy of models developed under the three methods as the number of primary task examples increases. The results show that csMTL hypotheses are consistently better than STL models, and beyond 30 training examples they are consistently better than MTL models. This further suggests that the csMTL method is able to selectively transfer knowledge from the more related secondary tasks, without an explicit measure of relatedness.
Results

Comparison of methods on a domain of equivalent tasks
This experiment tests the ability of the MTL and csMTL methods to transfer knowledge from five secondary tasks to a primary task when the training examples for all tasks are drawn from the same function. The models are compared to STL models developed from a combination of all the training data. This will assess the ability of each method to transfer knowledge in the most optimistic of conditions. Despite the mutually exclusive context inputs, we expect that csMTL will be able to beneficially combine the examples from the six training sets during model development. 
Method
The primary tasks for the synthetic Logic domain and the real-world Glass, Dermatology and CoverType domains were used to generate four new domains called Logic, Glass, Derm and Cover, each consisting of six tasks. The training examples for each task of a domain were drawn from the original primary task for that domain; 20 examples per task for the Logic domain, 10 for Glass, 20 for Derm and 30 for Cover. For each domain, the six sets of training data were also combined into a large training set call STL-AllData. The STLAllData training set allowed us to develop the best possible primary task model for each of the new domains using STL.
A csMTL network was configured for each of the domains as described in Sect. 5.3 with one output node, a layer of hidden nodes sufficient for learning all tasks (20 for the Dermatology, Glass domains and 30 for the Covertype domain) and a layer of input nodes equal to the number of primary inputs plus the number of tasks in the domain. For the Logic domain the number of hidden nodes for all methods was varied from 2 to 200. The STL networks used were identical to the csMTL networks less the context inputs. The MTL networks were the same as the STL networks but with one output for each task. Independent test sets for the primary task of each domain (see Table 1 ) were used to measure model accuracies. Mean accuracies from three repeated studies were computed to compare model performance.
As an additional study, the examples for one of the equivalent secondary tasks was replaced by the same number of examples of another task from each domain. In the case of the synthetic Logic domain, we chose replacement tasks that were known to be least related to the primary task. For the real-world domains, secondary tasks and examples were randomly chosen. The intention was to observe the effect on the MTL and csMTL methods as the diversity of tasks increased. The replacement of an equivalent task was repeated three times until there were only two secondary tasks left with examples drawn from the same function as the primary task. As before, independent test sets for the primary task of each domain were used to compute mean accuracies so as to measure method performance. Figure 6 shows how the performance of the MTL and csMTL methods vary as the number of less related secondary tasks increases in each domain. Clearly, the MTL method is more affected by the variety of related tasks as compared to the csMTL method. The results suggest that selective inductive bias is occurring in the csMTL network more effectively than in the MTL network. The results on the Cover domain indicate that the last two secondary tasks actually provided beneficial inductive bias to the primary task.
Results
Comparison of methods on the seven task domains
The final experiment compares the STL, MTL and csMTL neural network methods across the seven domains of tasks. This provides an assessment of the methods' abilities on a diversity of synthetic and real-world task domains.
Method
A csMTL network was configured for each domain with one output node, a layer of hidden nodes sufficient for learning all tasks (30 for the Band, 20 for the Logic, 10 for the fMRI, 30 for the Covertype and 20 for the Dermatology, Glass and HD domains) and a layer of input nodes equal to the number of primary inputs plus the number of tasks in the domain. The STL networks used were identical to the csMTL networks less the context inputs. The MTL networks were the same as the STL networks but with one output for each task.
For all five domains, the objective is to learn the primary task using an impoverished training set of examples as shown in Table 1 . Each of the other tasks of the domain have 35 Fig. 7 csMTL compared to STL and previous MTL methods. Shown is the mean test set accuracy for primary task hypotheses for each of seven domains of tasks or more training examples that have been demonstrated to develop models with accuracies greater than .75 using a STL network. A small tuning set of examples for the primary task of each domain is used to prevent the neural network from over-fitting to the impoverished training sets.
As described in Sect. 5.2, in the case of csMTL, the training examples for the primary task are duplicated as many times as necessary to ensure an equal number of training examples to that of each secondary task. This ensures a fair update to the weights for all tasks being learned by the csMTL network. As discussed in Sect. 5.2, this duplication of primary examples does not help MTL in the same manner.
An independent test set is used to determine hypothesis performance. See Table 1 for details on the number of examples in each of these data sets. A network output of 0.5 or greater is considered a positive classification. The mean accuracies reported are from repeated trials (10 for the Band, fMRI, Heart Disease and Glass domains, 30 for the Logic, Covertype, and Dermatology domains). For each repeated trial, the examples in the data sets were randomly sampled from the available data ensuring a balance of positive and negative examples. Figure 7 and Table 3 show the results for the seven domains. They compare the mean test set accuracy of the csMTL hypotheses developed for the primary tasks to hypotheses developed with no inductive transfer under STL and with transfer under standard MTL. The MTL and csMTL results demonstrate the advantage of knowledge transfer with mean accuracies that are significantly better than STL models for all domains. Furthermore, csMTL performs significantly better than MTL on all domains except Dermatology and Heart Disease. The results suggest that the csMTL method is at least as good as standard MTL. It is able to transfer knowledge from shared internal representation to a primary task when training on examples of a mixture of tasks that are more or less related. 
Results
csMTL and other machine learning methods
The following experiments explore the use of encoding multiple tasks using context inputs with two other machine learning methods: IDTs and SVMs. Single task learning is compared to csMTL learning under the two methods in the hope that inductive transfer is observed.
csMTL and IDT models
Inductive Decision Trees, or IDTs, are a family of machine learning methods that divides the input space into class regions based on input attribute-values. The classic ID3 and C4.5 algorithms recursively partitions a subspace, initially the entire input space, into two separate subspaces by determining the attribute that provides the greatest gain in properly classify the training examples (Quinlan 1993) . IDTs are significantly different from neural networks, in terms of their learning algorithm and model representation. We were curious to see if IDTs could take advantage of csMTL encoding of multiple tasks in the same way as backpropagation neural networks.
Method
The objective is to compare csMTL with STL IDTs using the Logic domain. The same primary task and data used in Sect. 5.3 was used for this experiment. Similarly, we examined the effect of varying the number of primary task examples from 10 to 100. There were 200 examples for each of the secondary tasks in the csMTL scenario. A set of 1000 primary task examples is used to test prediction accuracy of the tree for task T 0 . The trees were built using the J48 algorithm of open source software WEKA 3 (Witten and Frank 2005) . Preliminary experiments were conducted varying the branching confidence level from 0.10 to 0.40 and the minimum number of instances per leaf from 2 to 30. A confidence value of 0.25 and minimum number of instances per leaf of 15 were found to be the best choices for the two methods.
Results
Figure 8 shows no significant difference between the csMTL and STL methods, regardless of the number of primary task examples. Both methods benefit from an increase in the number of training examples, but IDTs do not develop better models from related task examples when they are encoded using additional context inputs. 6.2 csMTL and SVM models Support Vector Machines, or SVMs, bear some resemblance to neural networks in that they develop a multi-layered functional model. The lower layer projects the inputs into a feature space, and computes a value based upon a weighted combination of these features in order to perform classification (Boser et al. 1992; Smola and Schoelkopf 1998) .
However, there are also significant differences between the two models. The training in SVMs is an optimization problem which does not depend upon the initial values of free parameters. Also, the combination of kernel mapping functions as well as the selection of a varying set of support points and parameters allows for very complex decision boundaries.
This combination of similarities and differences between SVMs and neural networks make SVMs an appealing machine learning method to study with multiple tasks examples encoded using context attributes.
Method
This experiment compares the mean accuracy of STL and csMTL SVM models for the T 0 task of the Logic domain. The experiment was developed in the R statistical programming language using the SVM implementation in the e1071 library, which is based upon libSVM (Chang and Lin 2001) .
Each simulation consisted of selecting 20 examples at random from a pool of 1020 examples, under the constraint that 10 selected examples were of each class. These 20 examples were used as the training set for T 0 , and the remaining 1000 examples were retained as the independent test set. For each simulation, two SVMs were trained. The first was a single task SVM using only the 20 training examples. The second was an SVM which used 200 examples from each of 5 other related tasks marked using additional contextual attributes, and the 20 training examples were duplicated another 9 times to provide an equal degree of weighting with the other tasks. The prediction accuracy of each SVM was determined using the 1000 examples remaining in the test set for T 0 .
In order to select appropriate values for the kernel type and parameters for the STL and csMTL SVMs, 50 repetitions were performed for:
• linear kernels with constraint violation costs of 0.001, 0.005, 0.01, 0.05, 0.1, 0.5, and 1 • radial basis kernels with combinations of gamma equal 0. 1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 , and 1, with constraint violation costs of 0.001, 0.005, 0.01, 0.05 , 0.1, 0.5, and 1
The best mean and standard deviations of prediction accuracy are reported for each method.
Results
The mean accuracy for the best STL SVM model was 71.4% with a 3.3% standard deviation, occurring for a SVM model trained with a radial basis kernel using a gamma of 0.8 and a constraint violation cost of 1. The mean accuracy for the best csMTL SVM model built using primary and secondary task data with contextual inputs was 72.4% with a 3.9% standard deviation, occurring for a SVM model trained with a radial basis kernel using a gamma of 0.1 and a constraint violation cost of 1.
The results indicate that there is no significant difference between STL and csMTL SVM models that use linear or radial basis kernels. In future work we intend to explore other kernels that may support csMTL encoded examples.
Discussion
The IDT method demonstrated no significant difference in performance between a single task model, and a model given additional examples for related tasks using contextual attributes. This shows that the IDT method does not experience inductive transfer through the use of contextual attributes with data from related tasks. An analysis of several of the trees that were developed indicate that the reason for this is that IDTs tend to create decision boundaries using the context input attributes that lead to separate representations for each of the tasks.
Similarly, the SVM method, using linear or radial basis kernels, neither improved nor degraded from the use of contextual attributes with additional data from other tasks. The SVM method with the given kernels does not appear to directly experience inductive transfer through the use of contextual attributes in the same way as the neural networks. This may be because with SVM, the radial basis kernel,
produces higher values for the support vectors which belong to the same task as the example being tested. Due to the difference in the contextual components of the input vectors, x − x 2 will be greater by 2 for support vectors from different tasks than for support vectors from the same task. This effect will result in lower values for K(x, x ) for support vectors from different tasks, which in at least some situations may limit the degree of inductive transfer from other tasks.
Based on these results, we conjecture that the performance improvement in csMTL over MTL networks is not due to the transformation of the data from a multiple output format to a single output format using contextual inputs, but rather is due to the manner in which a neural network develops a model given this transformation of the data. As shown in Sect. 4, the back-propagation algorithm places functional constraints on the parameters of the model, which reduces the number of examples available to find an accurate hypothesis.
Hints to why csMTL works so well
Another area for consideration in explaining the observed benefits to performance under csMTL is Abu-Mostafa's extended VC Dimension, VC(G; H ), and the application of virtual examples (Abu-Mostafa 1995) .
Abu-Mostafa has systematically researched the use of hints for reduction of the number of necessary training examples for selecting accurate hypotheses. Hints are defined as properties of the primary task or the task domain that are known to be true although independent of the primary training examples, such as monotonicity or symmetry of the output with respect to the inputs. Hints can be expressed as virtual examples that are used to train a single task network. In fact, Abu-Mostafa considers primary task training examples to be just another form of hint. By minimizing the error across all of the hint examples, a more accurate hypothesis for the primary task can be produced.
Within the context of a csMTL network, examples for secondary related tasks could be considered virtual examples for the primary task. In future work, we intend to explore the csMTL approach in the light of Abu-Mostafa's theory.
Summary and conclusion
This paper has presented csMTL as a method of inductive transfer that uses a single output neural network and additional context inputs for learning multiple tasks. The method was developed in response to problems we had encountered in using MTL networks for developing machine lifelong learning (ML3) systems. Our goal was not to develop a new learning algorithm, but rather to propose a new method of learning multiple tasks with standard single task learning algorithms.
The introduction of context attributes to distinguish task examples has been found to improve predictive performance of the models developed under the back-propagation algorithm using a MSE cost function. Experimentation on seven domains of tasks has demonstrated that csMTL may often produce hypotheses for a primary task that are significantly better than standard MTL hypotheses when learning in the presence of related and unrelated tasks.
The paper provides a theoretical justification for the csMTL performance improvement over MTL. The structure of the csMTL network, with only one output and context inputs, combined with the back-propagation training algorithm results in a network which has a lower number of free parameters than an MTL network with the same number of hidden nodes. This partially explains the positive results we have experienced with using csMTL for inductive transfer-the reduced dimensionality of the free parameter space allows csMTL networks to require less training data than MTL networks to achieve similar levels of accuracy for the same mixture of tasks. We have also shown mathematically that the network configuration may place additional constraints on the remaining parameters as a function of having only one output node and therefore only one backward propagated error signal.
An examination of using classifier IDTs and SVMs (with linear and radial basis kernels) using the same csMTL data has indicated that the improvement in model performance is not shared by other machine learning methods, in general. Inductive transfer occurs in neural networks, at least in part, because of functional constraints imposed on the weights of the neural network model by the learning algorithm and the format of the csMTL input data. It is possible that this phenomenon may occur in other machine learning methods that we have yet to examine.
Benefits and limitations of csMTL
The csMTL method of encoding examples with context attributes was utilized in response to problems that we encountered when using MTL networks to develop an ML3 system. We have discovered that the approach satisfies most of these problems while at the same time delivering superior inductive transfer.
• The csMTL examples discussed in this paper require one context input per task but only one output. No corresponding secondary task target values are required.
• The csMTL method shifts the focus to learning a completely shared representation for all tasks of the domain. The context inputs for each example can be seen as a selective bias that indexes over the domain of tasks during and after model development.
• The csMTL method has been shown to develop superior models to that of MTL in the presence of completely related tasks and a mix of related and unrelated tasks. There is likely a class of tasks for which csMTL does not work as well as MTL. The characterization of this class of tasks will be an important next step in our research.
The csMTL method is not without its limitations. One of the consequences of a more highly constrained hypothesis space is that, under certain conditions, a larger amount of internal representation may be required in order to store the same number of hypotheses as MTL. Although we have not yet observed this effect, we feel it is worthy of further testing.
We have observed increases in training times using csMTL over MTL neural networks when there are equal numbers of training examples. This is because of the larger number of csMTL training examples and the relatively small learning rates required to produce good models. This study has focused on model effectiveness; we leave a thorough examination of the efficiency of model development to future work.
The csMTL approach suffers from the same scaling problems as standard backpropagation neural network systems. The computational complexity of the standard backpropagation algorithm is O(W 3 ), where W is the number of weights in the network. This provides a strong motivation for discovering other standard machine learning algorithms which can benefit from the use of context attributes in a similar way.
Future work
Our long-term goal is to develop an ML3 methodology and related system, based on csMTL, which is capable of sequential knowledge retention and inductive transfer. The system is meant to satisfy a number of ML3 requirements including the effective and efficient consolidation of task knowledge into a long-term network using task rehearsal (Silver and Mercer 2002) , and effective and efficient inductive transfer during new learning. With this is longterm goal in mind, our short-term directions for future research include:
• Performing a detailed analysis of the contribution of shared output node representation on the reduction of number of necessary training examples. We believe that this does not reduce the number of free parameters, per se, but rather reduces the effective size of hypothesis space. Both mathematical analyses and experimentation will be necessary in order to confirm or deny this belief.
• Examining the conditions under which csMTL networks will produce less accurate hypotheses than MTL networks. The reduction in the number of free parameters, and the effective modification to the functional form of the model leads us to believe this may occur. In order to best apply csMTL, it is important to have an understanding of the conditions under which it is best used.
• Investigating more optimal methods of ensuring that small numbers of examples for the primary task under csMTL are not overwhelmed by large numbers of examples for each of the secondary tasks. In this research we simply duplicate the primary task examples to equal the number for each secondary task. More optimal methods are likely possible.
• Experimenting with other machine learning methods to determine which methods, and more importantly, which attributes of methods lead to better results given multi-task data structured as per csMTL.
• Exploring if Abu-Mostafa's theory of hints can be applied directly, or with some extensions, to explain the effects of csMTL learning, and even of multi-task learning models in general, when the multiple tasks are not the same task.
• Investigating the use of real-valued context inputs from the environment as a grounded source of task relatedness.
• Investigating domains of tasks that have multiple outputs per task, such as image transformation tasks.
