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Abstract
The abstract boundary uses sets of curves with the bounded parameter property
(b.p.p.) to classify the elements of the abstract boundary into regular points, singular
points, points at infinity and so on. To study how the classification changes as this set of
curves is changed it is necessary to describe the relationships between these sets of curves
in a way that reflects the effect of the curves on the classification. The usual algebra of
sets fails to do this. We remedy this situation by generalising inclusion, intersection, and
union: producing an algebra of sets on the set of all b.p.p. satisfying sets of curves that
does appropriately describe the relative effects on the classification. In Part II we use this
algebra of sets to show how the classification changes as the set of b.p.p. satisfying set of
curves is changed with respect to this generalization.
1 Introduction
A boundary construction in General Relativity is a method to attach ‘ideal’ points to a
Lorentzian manifold. The constructions are designed so that the ideal points can be classi-
fied into physically motivated classes such as regular points, singular points, points at infinity
and so on.
To do this most boundary constructions use, implicitly or explicitly, a set of curves, usually
with a particular type of parametrization. For example the g-boundary, [1], relies on incomplete
geodesics with affine parameter, the b-boundary, [2], on incomplete curves with generalized affine
parameter and the c-boundary, [3], and its modern variants, [4, 5, 6], on endless causal curves.
Given the importance, however, of providing physical interpretations of boundary points
and the necessity of using curves to do so, even if no choice of curves is forced by a bound-
ary construction a choice will need to be made at some point for physical applications. The
boundary construction considered in this paper, the abstract boundary [7], is an example of
this. It does not use a set of curves for its construction but it does use a set of curves for its
classification. It allows any set of curves to be used as long as the set satisfies the bounded
parameter property (b.p.p.), see Definition 4. The b.p.p. ensures that a consistent physical
interpretation can be applied to abstract boundary points.
Papers such as [7, 8] reiterate the point that careful consideration of the set of curves used in
a classification of boundary points is needed to get a correct definition of a singularity. Indeed,
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the issues with giving a consistent physical interpretation, raised by the non-Hausdorff and
non-T1 separation properties of the g-, b- and older c-boundaries, is related to the set of curves
used for classification ‘being too big’, e.g. including precompact timelike geodesics. For these
boundaries, as the set of curves is also connected to the construction of the boundary points,
the inclusion of ‘too many curves’ is part of the root cause of these separation properties, [9, 10].
For example the non-Hausdorff behaviour of the b-boundary is directly related to the existence
of inextendible incomplete curves that have more than one limit point, [11, Proposition 8.5.1].
Thus the study of how sets of curves associated to boundary constructions affects the con-
struction and classification of boundary points is a fundamental, if over looked, component of
the study of boundary constructions, and therefore singularities, in General Relativity. This
begs the question of how the classification of abstract boundary points changes when the b.p.p.
satisfying set of curves is changed. We present the answer to this question in the two parts of
this series of papers.
Given a b.p.p. satisfying set of curves, C, the boundary, ∂φ(M) = φ(M) − φ(M), of
an embedding of a manifold φ : M → Mφ, dimM = dimMφ, can be divided into three
sets; AppSing(φ, C), the set of points which are approach by at least one curve with bounded
parameter; AppInf(φ, C), the set of points which are only approached by curves with unbounded
parameters; and Nonapp(φ, C), the set of points that are not approached. This division is used
to produce the classification of the abstract boundary points represented by the elements of
∂φ(M), see Section 1.1 and Proposition 16 of [12].
In order to study how the classification changes when the b.p.p. satisfying set of curves is
changed it is necessary to have a way of relating b.p.p. satisfying sets that gives information
about the relationship of the induced division of ∂φ(M), for all φ ∈ Φ(M). The usual algebra
of sets (inclusion, intersection and union) fails to give all information of this type. In particular,
there can exist curves in a b.p.p. satisfying set that do not contribute to the division of ∂φ(M),
for all φ ∈ Φ(M). Such curves play no role in the classification of boundary or abstract
boundary points, yet can prevent the intersection or union of b.p.p. satisfying sets from being
well defined. Hence, before we can analyse how the classification changes, we need a more
appropriate way of comparing b.p.p. satisfying sets of curves.
This problem is solved in three steps. First, we show that there is a correspondence between
the set of all b.p.p. satisfying sets of curves and the set of all sets of non-precompact curves that
have ‘compatible’ parameters, see Definition 8. Second, we explore this correspondence and
demonstrate that, with respect to suitable equivalence relations, the induced correspondence
is bijective. These equivalence relations ensure that sets of curves are identified only if they
produce the same classification of abstract boundary points. That is, we prove that non-
precompact sets of curves, with compatible parameters, can be used as a replacement for b.p.p.
satisfying sets of curves in the abstract boundary classification. Third, we use this result to
give a generalization of the algebra of sets restricted to the set of all b.p.p. satisfying sets of
curves. This generalization solves the problem discussed in the previous paragraph.
The paper is divided into four sections. This section continues with preliminary definitions.
Section 2 introduces the relationship between b.p.p. satisfying sets of curves and sets of non-
precompact curves with compatible parameters. Section 3 presents two pairs of equivalence
relations under which the correspondence of Section 2 becomes a bijection. The first pair is
easy to use in applications, but there exist pairs of b.p.p. satisfying sets of curves which give the
same division of ∂φ(M), for all φ ∈ Φ(M), which are not identified. The second pair gives the
appropriate equivalence relations for describing when two sets of b.p.p. satisfying sets of curves
produce the same division of ∂φ(M), for all φ ∈ Φ(M), but they will be difficult to use in
practice. In Section 4 we complete this work by; giving the claimed generalizations of inclusion,
intersection and union; proving that the generalizations form an algebra of sets; and proving
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that the division of ∂φ(M) induced by b.p.p. satisfying sets related via our generalization of
the algebra of sets are similarly related by the usual algebra of sets.
1.1 Preliminary definitions
We shall only consider manifolds, M, that are paracompact, Hausdorff, connected, C∞-mani-
folds. A precompact set is one whose closure is compact.
Definition 1 ([7, Definition 9]). An embedding, φ :M→Mφ, of M is an envelopment if Mφ
has the same dimension as M. Let Φ(M) be the set of all envelopments of M.
Definition 2 ([7, Definition 14 and 22, Theorem 18]). Let B(M) be the set of all ordered pairs
(φ, U) of envelopments φ and subsets U of ∂φ(M) = φ(M)− φ(M). That is,
B(M) = {(φ, U) : φ ∈ Φ(M), U ⊂ ∂φ(M)}.
Define an partial order ⊲ on B(M) by (φ, U) ⊲ (ψ, V ) if and only if for every sequence {xi}
in M, {ψ(xi)} has a limit point in V implies that {φ(xi)} has a limit point in U . We can
construct an equivalence relation ≡ on B(M) by (φ, U) ≡ (ψ, V ) if and only if (φ, U)⊲ (ψ, V )
and (ψ, V )⊲ (φ, U). Denote the equivalence class of (φ, U) by [(φ, U)].
The abstract boundary is the set
B(M) =
{
[(φ, U)] ∈
B(M)
≡
: ∃(ψ, {p}) ∈ [(φ, U)]
}
.
It is the set of all equivalence classes of B(M) under the equivalence relation ≡ that contain
an element (ψ, {p}) where p ∈ ∂ψ(M). The elements of the abstract boundary are referred to
as abstract boundary points.
Abstract boundary points behave in many ways like ‘normal’ points, [13, 14]. Following the
lead of [7] we work with C0 piecewise C1 curves.
Definition 3 ([7, Definition 1, 2, and 3]). A parametrized C0 piecewise C1 curve (or curve)
γ in the manifold M is a C0 map γ : [a, b) → M where [a, b) ⊂ R ∪ {∞}, a < b ≤ ∞
with a finite subset a = τ0, τ1, . . . , τm = b so that on each segment [τi, τi+1) the tangent vector
γ′ : [τi, τi+1)→ TM is everywhere non-zero. We shall say that γ is bounded if b <∞ otherwise
γ is unbounded.
A curve δ : [a′, b′) → M is a subcurve of γ if a ≤ a′ < b′ ≤ b and δ = γ|[a′,b′). That is a
curve δ is a subcurve of γ if δ is the restriction of γ to some right-half open interval of [a, b).
We shall denote this by δ ≤ γ. If a′ = a and b′ < b we shall say that γ is an extension of δ. A
curve δ is inextendible if there does not exist an extension of δ.
A change of parameter is a monotone increasing surjective C1 function, s : [a′, b′)→ [a, b).
The curve δ is obtained from the curve γ if δ = γ ◦ s.
The curve γ : [a, b)→M is precompact if γ([a, b)) is compact inM. That is γ is precompact
if its image is precompact.
The condition δ = γ|[a′,b′) requires the two curves to be equivalent as functions, on the
appropriate domain. This implies that the definition of ≤ considers the parametrization chosen
for γ. That is, if δ(t) ≤ γ(t) then we know that δ(t) 6≤ γ(2t). Thus we draw a distinction
between different parametrizations of the same image of a curve.
Definition 4 ([7, Definition 4]). A set C of parametrized curves is said to have the bounded
parameter property (or b.p.p.) if the following conditions are satisfied;
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1. For all p ∈ M there exits γ : [a, b)→M ∈ C so that p ∈ γ([a, b)).
2. If γ ∈ C and δ ≤ γ then δ ∈ C.
3. For all γ, δ ∈ C, if δ is obtained from γ by a change of parameter then either both curves
are bounded or both are unbounded.
The classification of abstract boundary points, [7, Section 4 and 5], is given by a classification
of boundary points – that is elements of ∂φ(M) for each φ ∈ Φ(M) – and then by showing which
‘parts’ of this classification are invariant under the equivalence relation ≡. The classification
of boundary points of an envelopment, φ ∈ Φ(M), depends on an analysis of the relative
bounded/un-boundedness of curves in a b.p.p. satisfying set that have common limit points in
∂φ(M) as well as certain properties of ⊲ and the Lorentzian metric. Here we are only concerned
with the structure of b.p.p. satisfying sets necessary for the classification and therefore only
concerned with the relative bounded/un-boundedness of elements of our b.p.p. satisfying set,
[7, Section 4].
Definition 5 ([7, Definition 23]). Let φ ∈ Φ(M) and C be a set of curves with the b.p.p. A
boundary point p ∈ ∂φ(M) is approachable if there exists γ ∈ C so that p is a limit point of the
curve φ ◦ γ. We make the following definitions;
App(φ, C) = {p ∈ ∂φ(M) : p is approachable}
Nonapp(φ, C) = {p ∈ ∂φ(M) : p is not approachable}
= ∂φ(M)−App(φ, C).
Definition 6. Let AppSing(φ, C) and AppInf(φ, C) be defined by,
AppSing(φ, C) = {p ∈ App(φ, C) : there exists
a bounded γ ∈ C with p as a limit point of φ ◦ γ}
AppInf(φ, C) = {p ∈ App(φ, C) : for all γ ∈ C
so that p is a limit point of φ ◦ γ, γ is unbounded}.
We use the subscripts ‘Sing’ and ‘Inf’ as the corresponding sets are closely related to the
abstract boundary definitions of singularities and points at infinity respectively, [7, Definitions
31 and 37]. If M is the Schwarzschild spacetime and C is the set of all affinely parametrized
null geodesics then, with respect to the envelopment given by the Penrose-Carter conformal
compactification, a point of the singularity is an element of AppSing(φ, C) and a point of future
timelike infinity is an element of AppInf(φ, C).
If two b.p.p. satisfying sets C and D are such that, for all φ ∈ Φ(M), AppSing(φ, C) =
AppSing(φ,D) and AppInf(φ, C) = AppInf(φ,D) then the classifications of abstract boundary
points given by C and D will be the same, [7, Section 4 and 5].
2 Non-precompact curves and b.p.p. satisfying sets of
curves
In this section we show that every b.p.p. satisfying set corresponds to a set of compatible non-
precompact curves and vice versa. The compatibility condition is related to Condition (3) of
Definition 4.
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Definition 7. Let BPP(M) be the set of all sets of curves with the b.p.p. That is BPP(M) =
{C : C is a set of curves with the b.p.p.}.
Definition 8. Let NPre(M) be the set of non-precompact curves. Let NPreb.p.p.(M) be the
set of subsets, S, of NPre(M) such that for all γ : [a, b) → M, δ : [p, q) → M ∈ S, if there
exists c ∈ [a, b), r ∈ [p, q) and a change of parameter s : [r, q)→ [c, b) so that γ|[c,b) ◦ s = δ|[r,q)
then either both γ and δ are bounded or both are unbounded. We say that the elements of S
have compatible parameters. We allow ∅ ∈ NPreb.p.p.(M).
In effect Definition 8 says that two curves that eventually have the same image must either
both be bounded or both unbounded. With this notation we can now give the first of two
functions which give the correspondence, mentioned in the introduction.
Proposition 9. There exists a function f : BPP (M) → NPreb.p.p.(M), given by f(C) =
NPre(M) ∩ C.
Proof. The function is well defined and by definition of C we know that NPre(M) ∩ C ∈
NPreb.p.p.(M).
It takes slightly more work to define our other function.
Definition 10. Given a set of curves S, let P (S) = {p ∈ M : ∃γ : [a, b) → M ∈ S so that
p ∈ γ([a, b))}.
Thus P (S) is the set of all points in the manifold that are contained in the image of some
curve in S.
For each p ∈ M choose Vp a precompact open normal neighbourhood of p and choose
vp ∈ TpM. Let γp : [−ǫp, ǫp)→M, for some ǫp > 0 depending on p, be a geodesic lying in Vp
so that γp(0) = p and γ
′
p(0) = vp.
Definition 11. Let C (U) = {δ a curve : ∃p ∈ U so that δ ≤ γp}.
Definition 12. Let S be a set of curves. Define S≤ = {δ a curve : ∃γ ∈ S, δ ≤ γ}.
Proposition 13. There exists a function g : NPreb.p.p.(M) → BPP (M), given by g(S) =
S≤ ∪ C (M− P (S)) .
Proof. As before, it is clear that g is well defined, so we must only check that g(S) satisfies the
b.p.p. We must check the three conditions of Definition 4. Conditions 1 and 2 follow directly
from Definitions 11 and 12.
We now show that Condition 3 holds on g(S). Let α : [a, b) → M, β : [p, q) → M ∈ g(S)
be such that α and β are obtained from each other by a change of parameter s : [p, q)→ [a, b),
so that α ◦ s = β. If α, β ∈ C (M− P (S)) then by definition 11 we know that both must be
bounded.
Suppose that α ∈ C (M− P (S)) and β ∈ S≤. Since β ∈ S≤ there exists γβ : [p
′, q′)→M ∈
S so that β ≤ γβ , that is [p, q) ⊂ [p
′, q′) and β = γβ |[p,q). Since γβ ∈ S it must be the case
that γβ([p′, q′)) is not compact. As α ∈ C (M− P (S)) we know that α([a, b)) is necessarily
compact. Hence as α([a, b)) = α ◦ s([p, q)) = β([p, q)) we know that β([p, q)) is compact. Since
β([p, q)) ⊂ γβ([p′, q′)) and γβ([p′, q′)) is not compact we can conclude that [p, q) is a proper
subset of [p′, q′) and in particular that q < q′. Hence q ∈ R and therefore β must be bounded.
Now suppose α, β ∈ S≤. As α ∈ S≤ there exists γα : [a
′, b′)→M ∈ S so that γα([a′, b′)) is
not compact, [a, b) ⊂ [a′, b′) and α = γα|[a,b). Let γβ : [p
′, q′)→M be as above.
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If q < q′ then β([p, q)) is compact and β([p, q)) = α ◦ s([p, q)) = α([a, b)) is also compact.
Therefore b < b′ and α is bounded. Applying the same argument for α shows that q < q′ if and
only if b < b′. Thus, in this case, both β and α are bounded.
Hence, to complete the proof, we need only consider the case when q = q′ and b = b′. We
see that γβ|[p,q′) = β = α ◦ s = γα|[a,b′) ◦ s. Since γα, γβ ∈ S from Definition 8 we know that γα
and γβ are either both bounded or both unbounded. Since q = q
′ and b = b′ the same applies
to α and β. That is either both are bounded or both are unbounded, as required.
From Definitions 5 and 6 we see that a curve in a b.p.p. satisfying set provides information
for the abstract boundary classification if and only if the curve has a limit point in ∂φ(M) for
some φ ∈ Φ(M), see [7, Section 4]. That is if and only if the curve is not pre-compact. Hence
we have the following.
Proposition 14. Let C ∈ BPP(M) then
AppSing(φ, C) = AppSing(φ, g ◦ f(C))
AppInf(φ, C) = AppInf(φ, g ◦ f(C))
Proof. Let p ∈ App(φ, C). Then there exists γ ∈ C so that p is an accumulation point of φ ◦ γ.
This implies that γ is not pre-compact in M . Hence γ ∈ f(C). Since γ ∈ f(C) we know that
γ ∈ (f(C))≤ so that γ ∈ g ◦ f(C). This implies that p ∈ App(φ, g ◦ f(C)). If p ∈ AppSing(φ, C)
then γ can be taken to be bounded so that p ∈ AppSing(φ, g ◦ f(C)).
Likewise if p ∈ App(φ, g ◦ f(C)), there exists γ ∈ g ◦ f(C) so that p is an accumulation point
of φ ◦ γ. Since p ∈ ∂φ(M) this implies that γ is not pre-compact and therefore γ ∈ (f(C))≤.
Thus there exists δ ∈ f(C) so that γ ≤ δ. This implies that δ ∈ C and hence p ∈ App(φ, C).
If p ∈ AppSing(φ, g ◦ f(C)) then γ can be taken to be bounded. Hence δ is bounded and
p ∈ AppSing(φ, C).
Thus we have that App(φ, C) = App(φ, g ◦ f(C)) and AppSing(φ, C) = AppSing(φ, g ◦ f(C))
which implies that AppInf(φ, C) = AppInf(φ, g ◦ f(C)), as required.
Hence when analysing the properties of the abstract boundary classification it is sufficient
to use f and g to ‘translate’ between b.p.p. satisfying sets and elements of NPreb.p.p.(M). We
give three results describing the relationship between f and g.
Lemma 15. Let S ∈ NPreb.p.p.(M) then S ⊂ f ◦ g(S) and if γ : [a, b) → M ∈ f ◦ g(S) − S
then there exists δ : [p, q)→M ∈ S so that γ ≤ δ and γ 6= δ. In particular, q = b and p 6= a.
Proof. We first note that
f ◦ g(S) = g(S) ∩ NPre(M)
=
(
S≤ ∪ C (M− P (S))
)
∩NPre(M)
=
(
S≤ ∩NPre(M)
)
∪
(
C (M− P (S)) ∩ NPre(M)
)
.
Since S ⊂ S≤ ∩ NPre(M) we know that S ⊂ f ◦ g(S).
Let γ : [a, b)→M ∈ f ◦ g(S)−S. By Definitions 8 and 11 the intersection C (M− P (S))∩
NPre(M) is empty, therefore γ ∈ S≤ ∩ NPre(M). Hence there exists δ : [p, q) → M ∈ S so
that γ ≤ δ. By definition we know that b ≤ q. If b < q then γ([a, b)) must be compact and
hence γ 6∈ NPre(M). Since this is a contradiction it must be the case that b = q. If a = p we
would have γ = δ and thus γ ∈ S. Since this is also a contradiction it must be the case that
p < a, as required.
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Proposition 16. Let C ∈ BPP(M) then f ◦ g ◦ f(C) = f(C).
Proof. We can calculate that,
f ◦ g ◦ f(C) = f
(
f(C)
≤
∪ C (M− P (f(C)))
)
=
(
f(C)
≤
∪ C (M− P (f(C)))
)
∩ NPre(M)
= f(C)≤ ∩ NPre(M).
Let γ ∈ f ◦ g ◦ f(C). Lemma 15 implies that there exists δ ∈ f(C) so that γ ≤ δ. Since
δ ∈ f(C) = C ∩ NPre(M) we know that δ ∈ C. By definition of the b.p.p. we then know that
γ ∈ C. Since γ ∈ f ◦ g ◦ f(C) ⊂ NPre(M), Proposition 9 implies that f ◦ g ◦ f(C) ⊂ f(C). From
Lemma 15 we know that f(C) ⊂ f ◦ g ◦ f(C) as required.
Proposition 17. Let S ∈ NPreb.p.p.(M) then g ◦ f ◦ g(S) = g(S).
Proof. We first show that P
(
f ◦g(S)
)
= P (S). Let x ∈ P (f ◦g(S)) then there exists γ : [a, b)→
M ∈ f ◦ g(S) so that x ∈ γ([a, b)). By Lemma 15 we know that there exists δ : [p, b)→M ∈ S
so that γ ≤ δ. Hence x ∈ δ([p, q)) and x ∈ P (S). Thus P
(
f ◦ g(S)
)
⊂ P (S). Again, from
Lemma 15 we know that S ⊂ f ◦ g(S) and therefore P (S) ⊂ P
(
f ◦ g(S)
)
as required.
We now show that S≤ = f ◦ g(S)
≤
. From Lemma 15 we know that S ⊂ f ◦ g(S) so that
S≤ ⊂ f ◦ g(S)
≤
. Let δ ∈ f ◦ g(S)
≤
then there exists γ ∈ f ◦ g(S) so that δ ≤ γ. Since
f ◦ g(S) = g(S)∩NPre(M) we know that γ ∈ S≤ ∪C (M− P (S)) and that γ ∈ NPre(M). By
Definition 11 we know that NPre(M) ∩ C (M− P (S)) = ∅. Hence γ ∈ S≤. Thus δ ∈ S≤ as
required.
These two results give us g ◦ f ◦ g(S) = f ◦ g(S)≤ ∪ CNorm
(
M− P
(
f ◦ g(S)
))
= S≤ ∪
C (M− P (S)) = g(S), as required.
These results imply that g is injective when restricted to the range of f and that f is
injective when restricted to the range of g. Neither function is surjective, however.
2.1 The problem with the standard algebra of sets on b.p.p. satisfying
sets
We are now in a position to describe why the standard algebra of sets, restricted to BPP(M),
is not good enough to investigate changes of the classification of abstract boundary points when
the b.p.p. satisfying set of curves changes.
From above we know that a b.p.p. satisfying set C affects the classification of abstract
boundary points though the induced division of the boundary ∂φ(M), of an envelopment
φ ∈ Φ(M), into the sets AppSing(φ, C), AppInf(φ, C) and Nonapp(φ, C). Only the relative
bounded / unboundedness of curves in f(C) contribute to this division. Condition (2) of
Definition 4 uses ≤. As mentioned after Definition 3 this relation distinguishes between γ(t)
and γ(2t) where γ is a curve in M , however no distinction between γ and γ(2t) need be made
for the division of ∂(M). Condition (1) of Definition 4 can be satisfied using precompact curves
(as can be seen from the definition of g). Proposition 14 shows that precompact curves don’t
contribute to the division of ∂(M). The problems with the standard algebra of sets on BPP(M)
stem from these two conditions. To illustrate this we provide three examples.
First, since the definition of the b.p.p. refers to ≤, but only considers the relative bounded
/ unboundedness of curves, we have the following problem. Let C ∈ BPP(M) and let Cˆ =
{γ(2t) : γ(t) ∈ C}. Then it is the case that Cˆ ∈ BPP(M) and for all φ ∈ Φ(M) that
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AppSing(φ, C) = AppSing(φ, Cˆ) and AppInf(φ, C) = AppInf(φ, Cˆ). Thus C and Cˆ give the same
division of ∂φ(M), for all φ ∈ Φ(M) yet, C ∩ Cˆ = ∅. Thus they are not related by the standard
algebra of sets, due to the reparameterization of the curves in C.
Second, since the definition of the b.p.p. can rely on non-precompact curves we have the
following. Given C ∈ BPP(M) and γ ∈ C − f(C) let D = (C − γ) ∪ {γ(2t)}. By construction
f(D) = f(C) and therefore AppSing(φ, C) = AppSing(φ,D) and AppInf(φ, C) = AppInf(φ,D).
However, D 6⊂ C and C 6⊂ D. That is, despite C and D giving the same division of ∂φ(M), for
all φ ∈ Φ(M), they are not related by inclusion. In addition, if there exists p ∈ P (γ)−P (C−{γ})
then C ∩D 6∈ NPreb.p.p.(M), despite γ not contributing to the classification of boundary points
as it is precompact.
Third, again as the definition of the b.p.p. can rely on non-precompact curves, we have the
following. For this example we create an alternative to g by changing our choice of the curves
γp. We can choose different vectors, for example vˆp ∈ TpM, to produce a different collection of
geodesics γˆp : [−ǫˆp, ǫˆp)→M so that γˆp(0) = p and γˆ
′
p(0) = vˆp. By replacing the γp’s by the γˆp’s
we can use Definitions 11 and 12 and Proposition 13 to construct a function gˆ : NPreb.p.p.(M)→
BPP(M). Lemma 15 and Propositions 14, 16 and 17 remain true once g is replaced by gˆ and
therefore gˆ is a viable alternative to g despite gˆ 6= g. None-the-less, for any S ∈ NPreb.p.p.(M),
it is the case that AppSing(φ, g(S)) = AppSing(φ, gˆ(S)) and AppInf(φ, g(S)) = AppInf(φ, gˆ(S)).
Hence g(S) and gˆ(S) induce the same division of ∂φ(M), for all φ ∈ Φ(M). IfM−P (S≤) 6= ∅
then g(S) 6⊂ gˆ(S), gˆ(S) 6⊂ g(S) and g(S)∩ gˆ(S) = S≤ 6∈ BPP(M), due to the differences in the
construction of g and gˆ. These differences only concern precompact curves: curves which have
no effect on the classification of boundary points.
3 Creating a one-to-one correspondence
Propositions 16, 17 and Section 2.1 suggest that the sets NPreb.p.p.(M) and BPP(M) contain
more information than needed for the abstract boundary classification. This suggests that we
should define an equivalence relation.
3.1 A curve based equivalence relation
Since it is the elements of f(C), C ∈ BPP(M), which influence the division of ∂φ(M), for any
φ ∈ Φ(M), we start by defining an equivalence relation on NPreb.p.p.(M).
Given S, P ∈ NPreb.p.p.(M), as only the relative bounded/ un-boundedness of pairs of
curves is important, we design our equivalence relation so that S is equivalent to P if and only
if the images of all curves in S is equal to the images of all curves in P and that the boundedness
and unboundedness of curves that eventually have the same image are the same.
Definition 18. Define an equivalence relation ≃c on the set NPreb.p.p.(M) by S ≃c P if and
only if
∀γ : [a, b)→M ∈ S, ∃δ : [p, q)→M ∈ P, c, r ∈ R
so that γ([c, b)) = δ([r, q)) and either both γ, δ are bounded or unbounded, and,
∀δ : [p, q)→M ∈ P, ∃γ : [a, b)→M ∈ S, r, c ∈ R
so that δ([r, q)) = γ([c, b)) and either both δ, γ are bounded or unbounded. We shall write the
equivalence class of S by [S]c.
Lemma 19. The equivalence relation ≃c on NPreb.p.p.(M) is well defined.
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Proof. Let S ∈ NPreb.p.p.(M) then as γ ≤ γ for all γ ∈ S we can see that S ≃c S. It is clear
that the symmetry of ≃c is satisfied by definition.
Suppose that S, P,Q ∈ NPreb.p.p.(M) are such that S ≃c P and P ≃c Q. Let γ : [a, b) →
M ∈ S then there exists δ : [p, q)→M ∈ P and c, r ∈ R so that γ([c, b)) = δ([r, q)) and either
both γ and δ are bounded or unbounded. Likewise as δ ∈ P there exists µ : [u, v) →M ∈ Q
and s, w ∈ R so that δ([s, q)) = µ([w, v)) and either both are bounded or unbounded. Without
loss of generality assume that r < s, then as γ([c, b)) = δ([r, q)) there must exist d ∈ R so that
γ([d, b)) = δ([s, q)) = µ([w, v)). If γ is bounded then δ must be bounded and therefore µ must
also be bounded. Likewise, if γ is unbounded then µ must be unbounded. A similar argument
can be applied to any γ ∈ Q, hence S ≃c Q.
Therefore ≃c is well defined.
Lemma 20. Let S ∈ NPreb.p.p.(M) then S ≃c f ◦ g(S).
Proof. This follows from Lemma 15 and Definition 18.
Definition 21. Define C,D ∈ BPP(M) to be equivalent, denoted C ≈c D, if and only if
f(C) ≃c f(D). It is clear that this provides a well-defined equivalence relation. Denote the
equivalence class of C by [C]c.
The correspondence induced by f and g under ≃c and ≈c is one-to-one.
Proposition 22. The induced functions
fc :
BPP (M)
≈c
→
NPreb.p.p.(M)
≃c
and
gc :
NPreb.p.p.(M)
≃c
→
BPP (M)
≈c
are bijective and mutually inverse.
Proof. We first show that fc and gc are well defined. Let C ≈c D, we must show that f(C) ≃c
f(D). This is true by definition and therefore fc is well-defined. Now let S ≃c P , from Lemma
20 we know that f ◦ g(S) ≃c f ◦ g(P ). By Definition 21 this implies that g(S) ≈c g(P ). Thus
gc is well defined.
We now show that fc ◦ gc([S]c) = [S]c and gc ◦ fc([C]c) = [C]c. Let [C]c ∈
BPP (M)
≈c
and note
that f ◦g◦f(C) = f(C) by Proposition 16. By Definition 21 we know that g◦f(C) ≈c C or rather
that gc ◦ fc([C]c) = [C]c. Let S ∈ NPreb.p.p.(M) then by Lemma 20 we know S ≃c f ◦ g(S).
That is fc ◦ gc([S]c) = [S]c as required. This is sufficient to prove that fc and gc are bijective
and mutually inverse as required.
Thus by removing the ‘additional information’ introduced by ≤ and illuminated by the
construction of g we can put NPreb.p.p.(M) and BPP(M) into a one-to-one correspondence.
That is, every element of BPP(M) is in the equivalence class, under ≈c, of the image, under
g, of some element of NPreb.p.p.(M).
Note, however, that these equivalence relations do not ensure that C 6≈c D implies
AppSing(φ, C) 6= AppSing(φ,D)
and
AppInf(φ, C) 6= AppInf(φ,D).
An explicit example can be constructed using the two classes of null geodesics and one of the
two maximal embeddings of the Misner spacetime (for 0 < t < ∞) discussed in Section 5.8 of
[11].
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Example 23. Let M = R+ × S1 be the Misner spacetime, [11], given in the coordinates
0 < t <∞ and 0 ≤ ψ < 2π. With respect to these coordinates we have ds2 = −t−1dt2 + tdψ2.
Let φ : M → R × S1 be defined by φ(t, ψ) = (t, ψ − log(t)). This is one of the two maximal
extensions of M. Letting ψ′ = ψ − log(t) the metric becomes ds2 = 2dψ′dt + t (dψ′)
2
. With
respect to this extension we are able to select two sets of affinely parametrised null geodesics
lying in M: those that run vertically and those that approach but never reach the waist t = 0.
Let Cv be the set of all affinely parametrised null geodesics so that φ(Cv) is the set of vertical
null geodesics in the extension given by φ. Likewise let Cw be the set of all affinely parametrised
null geodesics so that φ(Cw) is the set of null geodesics that approach but do not reach the
waist. Thus γ ∈ Cv is given by φ ◦ γ(τ) = (a0τ + b0, b1) for a0, b0 ∈ R and 0 ≤ b1 < 2π where
τ ∈ (− b0
a0
,∞). Similarly γ ∈ Cw is given by φ ◦ γ(τ) = (a0τ + b0,−2 log(a0τ + b0) + b1)) for
a0 ∈ R
+, b0 ∈ R and 0 ≤ b1 < 2π where τ ∈
(
− b0
a0
,∞
)
, [10]. These formulas and Example 5 of
[7] imply that Cv, CW ∈ BPP(M).
Let γ ∈ Cv and µ ∈ Cw. The equation φ ◦ γ(τ) = φ ◦ µ(τ
′) has the solution
τk =
1
a0
(
exp
(
b1 − b
′
1 + kπ
−2
)
− b0
)
τ ′k =
1
a′0
(a0τk + b0 − b
′
0) ,
for each k ∈ Z. As k → ∞ we see that τk →
−b0
a0
and τ ′k →
−b′
0
a′
0
. The sequence {(tk, ψ
′
k) =
φ ◦ γ(τk) = φ ◦ µ(τ
′
k)} has, as k → ∞, the end point (0, b1), as expected. As γ and µ are
arbitrary, and φ is a diffeomorphism, this calculation implies that given ψ ∈ Φ(M), a curve
γ ∈ Cv has p ∈ ∂ψ(M) as a limit point if and only if every curve in Cw has p as a limit point
and that µ ∈ Cw has p ∈ ∂ψ(M) as an endpoint if and only if every curve in Cv has p as a limit
point.
Let ψ ∈ Φ(M). Since every curve in Cv and Cw has bounded parameter we know that
AppInf(ψ, Cv) = AppInf(ψ, Cw) = ∅. From the calculation above we know that p ∈ AppSing(ψ, Cv)
if and only if p ∈ AppSing(ψ, Cw). That is, AppSing(ψ, Cv) = AppSing(ψ, Cw). Hence both Cv
and Cw induce the same division of ∂ψ(M) for any ψ ∈ Φ(M). By construction, however,
Cc 6≈c Cw.
This implies that we should look for a second pair of equivalence relations.
3.2 A boundary based equivalence relation
Equating elements of BPP(M) that produce the same division of ∂φ(M), for any φ ∈ Φ(M),
will ensure that each equivalence class gives a unique classification of abstract boundary points.
Definition 24. Let ≈b be the equivalence relation on BPP(M) given by C ≈b D if and only if
for all φ ∈ Φ(M), AppInf(φ, C) = AppInf(φ,D) and AppSing(φ, C) = AppSing(φ,D). We denote
the equivalence class of C by [C]b.
We will also need to ensure that f(C) is equated with f(D) when C ≈b D.
Definition 25. Let ≃b be the equivalence relation on NPreb.p.p.(M) given by S ≃b P if and
only if g(S) ≈b g(P ). We denote the equivalence class of S by [S]b.
Both equivalence relations are clearly well defined.
We need the following lemma before proving that the correspondence induced by f and g
under ≃b and ≈b is one-to-one.
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Lemma 26. Let C ∈ BPP(M) then C ≈b g ◦ f(C).
Proof. Let D = g◦f(C). From Proposition 16 we know that f(D) = f(C). Thus D∩NPre(M) =
C ∩ NPre(M). Let p ∈ App(φ, C) then there exists γ ∈ C so that p is a limit point of φ ◦ γ.
Since p ∈ ∂φ(M) the curve γ is non-precompact. Therefore γ ∈ C ∩ NPre(M). This implies
that γ ∈ D and hence that p ∈ App(φ,D). This argument can be applied to p ∈ App(φ,D) to
show that
{γ ∈ C : p is a limit point of φ ◦ γ} = {γ ∈ D : p is a limit point of φ ◦ γ} .
This implies, for all φ ∈ Φ, that AppInf(φ, C) = AppInf(φ,D) and AppSing(φ, C) = AppSing(φ,D).
Thus C ≈b f ◦ g(C).
Theorem 27. The induced functions fb :
BPP(M)
≈b
→ NPre(M)
≃b
and gb :
NPre(M)
≃b
→ BPP(M)
≈b
are bijective and mutually inverse.
Proof. We need to show that fb and gb are well-defined. Suppose that C ≈b D we need to
show that f(C) ≃b f(D). That is we need to show that g ◦ f(C) ≈b g ◦ f(D). From Lemma
26, however, we know that g ◦ f(C) ≈b C ≈b D ≈b g ◦ f(D) as required. Likewise, suppose
that S ≃b P we need to show that g(S) ≈b g(P ), but this follows directly from Definition 25.
Hence fb and gb are well defined.
We now show that fb ◦ gb([S]b) = [S]b and gb ◦ fb([C]b) = [C]b. Let [C]b ∈
BPP(M)
≈b
,
from Lemma 26 we know that g ◦ f(C) ≈b C so that gb ◦ fb([C]b) = [C]b, as required. Let
S ∈ NPreb.p.p.(M). From Lemma 26 we see that g ◦ f ◦ g(S) ≈b g(S). By Definition 25 this
implies that f ◦ g(S) ≃b S or that fb ◦ gb([S]) = [S]b as required. Therefore fb and gb are both
bijective are mutually inverse.
While ≈b appropriately encodes when two b.p.p. satisfying sets of curves produce the
same division of ∂φ(M), for any φ ∈ Φ(M), it is substantially harder to work with than
≈c. Given C,D ∈ BPP(M), in order to determine if C ≈b D we need to check if AppInf(φ, C) =
AppInf(φ,D) and AppSing(φ, C) = AppSing(φ,D) for all φ ∈ Φ(M). This is, in general, ex-
tremely hard. The relation ≈c is much easier to do calculations with. It is fortunate then that
≈c and ≈b are closely related.
Proposition 28. Let C,D ∈ BPP(M) then C ≈c D implies that C ≈b D.
Proof. Suppose that C ≈c D and let p ∈ App(φ, C). Then there exists γ ∈ C so that p
is an accumulation point of φ ◦ γ. Since p ∈ ∂φ(M) it is the case that γ ∈ f(C). Since
C ≈c D we know that f(C) ≃c f(D). Hence there exists δ ∈ f(D) so that the images of γ
and δ agree, except on some compact portion. Thus p is an accumulation point of φ ◦ δ and
therefore p ∈ App(φ,D). Moreover, if γ is bounded (unbounded) then, by Definition 18, δ must
also be bounded (unbounded). Therefore AppSing(φ, C) ⊂ AppSing(φ,D) and AppInf(φ, C) ⊂
AppInf(φ,D). The same argument can be applied to p ∈ App(φ,D) and therefore C ≈b D.
Thus we have that ≈c⊂≈b. The example mentioned after Proposition 22 demonstrates that
≈b 6⊂≈c.
4 A generalized algebra of sets on the set of all b.p.p.
satisfying sets of curves
To remedy the problems described in Section 2.1 we now give a generalization of the usual
algebra of sets on BPP(M) using the results of Sections 2 and 3. Our aim is to produce a new
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algebra of sets that has a stronger connection with the division of ∂φ(M) induced by elements
of BPP(M).
We use ≃b and ≈b below. The same results hold, with the exclusion of the “if” part of
Proposition 30 when replacing ≃b and ≈b with ≃c and ≈c, respectively.
Definition 29. Let C,D ∈ BPP (M). We say that C is a subset of D, denoted C ⊂b.p.p. D, if
and only if there exists S ∈ [f(D)]b so that f(C) ⊂ S.
This ensures the following;
Proposition 30. Let C,D ∈ BPP(M) then C ⊂b.p.p. D if and only if for all φ ∈ Φ(M),
App(φ, C) ⊂ App(φ,D) and AppSing(φ, C) ⊂ AppSing(φ,D).
Proof. Assume that C ⊂b.p.p. D. Let p ∈ App(φ, C) then there exists γ ∈ C so that p is
approached by φ ◦ γ, hence γ ∈ f(C). Since C ⊂b.p.p. D there exists S ∈ [f(D)]b so that
f(C) ⊂ S. Thus γ ∈ S, so that p ∈ App(φ, g(S)). By Definition 25 and Lemma 26 we see
that g(S) ≈b g ◦ f(D) ≈b D. From Definition 24 we see that App(φ, C) ⊂ App(φ,D). If
p ∈ AppSing(φ, C) then γ can be taken to be bounded so that p ∈ AppSing(φ,D).
Assume that for all φ ∈ Φ(M), App(φ, C) ⊂ App(φ,D) and AppSing(φ, C) ⊂ AppSing(φ,D).
For each φ ∈ Φ(M) and p ∈ App(φ,D)−App(φ, C) we can choose µφ,p ∈ f(D) so that φ ◦ µφ,p
approaches p and µφ,p is bounded if p ∈ AppSing(φ,D). Let
S = f(C) ∪ {µφ,p ∈ f(D) : φ ∈ Φ(M), p ∈ App(φ,D) −App(φ, C)} .
We now show that S ∈ NPreb.p.p.(M). Let γ : [a, b)→M, δ : [p, q)→M ∈ S so that there
exists c ∈ [a, b) and r ∈ [p, q) so that γ([c, b)) = δ([r, q)). This implies that for all φ ∈ Φ(M)
the limit points of φ ◦ γ are the same as the limit points of φ ◦ δ. In turn this, together with
the definition of S implies that either, δ, γ ∈ f(C) or δ, γ ∈ f(D). In either case δ and γ are
either both bounded or both unbounded as f(C), f(D) ∈ NPreb.p.p.(M). This implies that
S ∈ NPreb.p.p.(M).
By construction we have that App(φ, g(S)) = App(φ,D), AppSing(φ, g(S)) = AppSing(φ,D),
for all φ ∈ Φ(M) and that f(C) ⊂ S. That is C ⊂b.p.p. D as required.
Corollary 31. Let C,D ∈ BPP(M) then C ⊂b.p.p. D and D ⊂b.p.p. C implies that C ≈b D.
Proof. From Proposition 30 we know that App(φ, C) = App(φ,D) and
AppSing(φ, C) = AppSing(φ,D)
which implies the result.
Given C,D ∈ BPP(M) it can be the case that f(C) ∪ f(D) 6∈ BPP(M). For example
choose γi : [0,∞) →M ∈ NPre(M), i = 0, 1, two curves in M , that eventually have different
images. Define s : [0,∞) → [0, 1) by s(x) = 2
pi
tan−1 (x). Let C,D ∈ BPP(M) be defined by
C = g({γ0, γ1}) and D = g({γ0◦s, γ1}). The union of C and D makes little sense as γ0 and γ0◦s
have incompatible parameters, i.e. the condition of Definition 8 does not hold on f(C) ∪ f(D).
Thus the union can only be defined when f(C) ∪ f(D) ∈ BPP(M).
Definition 32. Let C,D ∈ BPP (M). If f(C) ∪ f(D) ∈ NPreb.p.p.(M) then the union of C
and D is given by g(f(C) ∪ f(C)). Otherwise the union cannot be defined. The union of C and
D is denoted C ∪b.p.p. D.
It is not necessarily the case that C,D ⊂ C ∪b.p.p. D. We do have, however, the following;
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Proposition 33. Let C,D ∈ BPP(M) so that C ∪b.p.p. D can be defined then C,D ⊂b.p.p.
C ∪b.p.p. D.
Proof. By Proposition 16 we have that
f(C ∪b.p.p. D) = f ◦ g(f(C) ∪ f(D))
= f ◦ g ◦ f(C) ∪ f ◦ g ◦ f(C)
= f(C) ∪ f(D),
so that f(C)∪ f(D) ∈ [f(C ∪b.p.p. D)]b. Since f(C), f(D) ⊂ f(C)∪ f(D) we have our result.
Corollary 34. Let C,D ∈ BPP(M) so that C ∪b.p.p. D can be defined then
App(φ, C), App(φ,D) ⊂ App(φ, C ∪b.p.p. D)
AppSing(φ, C), AppSing(φ,D) ⊂ AppSing(φ, C ∪b.p.p. D)
Proof. This follows from Propositions 30 and 33
Given C,D ∈ BPP(M) the set f(C) ∩ f(D) is always an element of NPreb.p.p.(M).
Definition 35. Let C,D ∈ BPP (M). The intersection of C and D is defined by g (f(C) ∩ f(D)).
We denote the intersection by C ∩b.p.p. D.
Just as for ∪b.p.p. it maybe the case that C ∩b.p.p. D 6⊂ C,D. We do have the following,
however;
Proposition 36. Let C,D ∈ BPP(M), then C ∩b.p.p. D ⊂b.p.p. C,D.
Proof. By Proposition 16 we have that
f(C ∩b.p.p. D) = f ◦ g(f(C) ∩ f(D))
= f ◦ g ◦ f(C) ∩ f ◦ g ◦ f(C)
= f(C) ∩ f(D).
Since f(C) ∩ f(D) ⊂ f(C), f(D) we have our result.
Corollary 37. Let C,D ∈ BPP(M) then
App(φ, C ∩b.p.p. D) ⊂ App(φ, C), App(φ,D)
AppSing(φ, C ∩b.p.p. D) ⊂ AppSing(φ, C), AppSing(φ,D)
Proof. This follows from Propositions 30 and 36.
The operations ∪b.p.p. and ∩b.p.p. have the usual relations with respect to each other.
Proposition 38. Let C,D, E ∈ BPP(M). Then
C ∪b.p.p. D ≈b D ∪b.p.p. C
C ∩b.p.p. D ≈b D ∩b.p.p. C
(C ∪b.p.p. D) ∪b.p.p. E ≈b C ∪b.p.p. (D ∪b.p.p. E)
(C ∩b.p.p. D) ∩b.p.p. E ≈b C ∩b.p.p. (D ∩b.p.p. E)
C ∪b.p.p. (D ∩b.p.p. E) ≈b (C ∪b.p.p. D) ∩b.p.p. (C ∪b.p.p. E)
C ∩b.p.p. (D ∪b.p.p. E) ≈b (C ∩b.p.p. D) ∪b.p.p. (C ∩b.p.p. E)
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Proof. We give the proof of the last statement. All other claims can be proved using a similar
method. Proposition 16 implies that
f(C ∩b.p.p. (D ∪b.p.p. E)) = f ◦ g
(
f(C) ∩ f ◦ g
(
f(D) ∪ f(E)
))
= f ◦ g ◦ f(C) ∩
(
f ◦ g ◦ f(D) ∪ f ◦ g ◦ f(E)
)
=
(
f ◦ g ◦ f(C) ∩ f ◦ g ◦ f(D)
)
∪
(
f ◦ g ◦ f(C) ∩ f ◦ g ◦ f(E)
)
= f ◦ g(f(C) ∩ f(D)) ∪ f ◦ g(f(C) ∩ f(E))
= f(C ∩b.p.p. D) ∪ f(C ∩b.p.p. E)
= f ◦ g ◦ f(C ∩b.p.p. D) ∪ f ◦ g ◦ f(C ∩b.p.p. E)
= f ◦ g
(
f(C ∩b.p.p. D) ∪ f(C ∩b.p.p. E)
)
= f
(
(C ∩b.p.p. D) ∪b.p.p. (C ∩b.p.p. E)
)
.
Thus by Definition 21 we know that C ∩b.p.p. (D ∪b.p.p. E) ≈c (C ∩b.p.p. D) ∪b.p.p. (C ∩b.p.p. E).
Hence by Proposition 28, C∩b.p.p. (D∪b.p.p. E) ≈b (C∩b.p.p.D)∪b.p.p. (C∩b.p.p.E), as required.
Thus we now have an algebra of sets on BPP(M) that implies appropriate relations for the
division of ∂φ(M), for all φ ∈ Φ(M), induced by elements of BPP(M). This is a necessary first
step before analysing how the classification changes when the set of b.p.p. satisfying curves
changes. This analysis makes up the second part of this series of papers.
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