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This research aims specifically to examine the sensitivity and response of shallow landslide 
hydrology to climate change and vegetation using hydrological modelling techniques. A one- 
dimensional tank-model is used to investigate the sensitivity of shallow landslide hydrology to 
soil and vegetation parameters; and water-table response to long-term rainfall and temperature 
variation. A three-dimensional version of the model is then used to assess the effect of the 
vegetation-cover on water-table distribution. Processes represented by the models include 
canopy interception; evapotranspiration; infiltration; macro-pore flow; and saturated and 
unsaturated movement of ground water. 
The models were parameterised, calibrated and validated for two field sites situated in landslide 
prone peripheral farming areas. This allowed a comparison of the effect of five different 
vegetation types within each environment. While the Roughs escarpment (SE England), is 
characterised by clay soils and weak clays that overly a more impervious Weald clay, the gullied 
terraces of the Planes de Baronia basin (SE Spain), consist of predominantly silty-clayey soils 
over marl bedrock. In both environments, instability is caused by a rising water table. This study 
improves upon previous work at each site by describing the hydrologic significance of 
vegetation within long-term climate scenarios, and assessing the sensitivity of the landslides to 
variation in soil properties and rainfall characteristics. 
Results of modelling indicate that projected changes in climate will have a greater impact at the 
site in SE Spain due to greater increases in mean winter rainfall. Though reflected in a relatively 
small rise in mean annual water table height (up to 0.18±0.003m within the next 60 years), the 
probability of slope instability was predicted to rise by over 100%, due to a concurrent increase 
in rainfall variability. In contrast, mean water table height at the site in SE England is predicted 
to decrease by 0.05m±0.001 within the next 60 years, as the projected increase in annual rainfall 
is mitigated by increased evapotranspiration. Indeed, the effect of vegetation on slope hydrology 
was found to be more significant than the effects of climate change at both sites. This supports 
the view that vegetation-cover may be used to decrease the risk of landslides in areas adversely 
affected by expected climate change. 
2 
ACKNOWLEDGEMENTS 
The first two years of this research was funded through the European Communities Environment 
and Climate Program (Area 2.3.1: Hydrological and Hydrogeological Risks), (1996-98): 'New 
technologies for landslide hazard assessment and management in Europe' (NEWTECH: Contract 
No. ENV4-CT96-0248). Financial support for conference attendance and fieldwork were also 
received from the British Geomorphological Research Group and King's College (School of 
Humanities). 
Thanks to Dr. Andy Collison for providing the initial supervision period, and Dr Nick Drake for 
organisation in the final stages. Similar thanks to Dr. Steve Wade and Rens van Beek for 
knowledge and advice in modelling of The Roughs and Planes field areas respectively. Extra 
thanks to Rens for his wealth of local knowledge and generosity of his own field data, including 
DEMs and soil data analyses information. Secure siting for the meteorological station and other 
monitoring equipment within the field-sites was facilitated by the proprietors of Lympne Castle 
at the Roughs; by Inma of the Co-operativa de Agricultura in Planes de Baronia; and Gavier in 
Almudaina (who also supplied much of the rainfall data for the area from his father's rain- 
gauge). 
Data from the second generation Hadley Centre Coupled Model (HADCM2) were provided by 
the Climate Impacts LINK Project courtesy of David Viner. The data was received and 
downscaled for the Roughs through Dr. Martin Dehn (University of Bonn), as part of the 
aforementioned NEWTECH project. Similarly, data for Planes de Baronia (Marina Baixa) was 
downscaled by Dr. Mark Mulligan (Kings College London). Data for the ECHAM4 model were 
supplied by the Max-Planck-Institut fur Meteorologie. 
Throughout the course of this study I have drawn on the considerable knowledge and 
enthusiasm of the members of staff at the King's College Geography Department (particularly 
Dr. John Wainwright during my writing-up stage). I am similarly indebted to a host of work 
colleagues within the Department, for both social and work related activities (these include all 
the dungeoneers, Fu, George, Julie, Kat, Paula, Soph, and many others). Finally, thanks go to 
my family for their continued support throughout the years. 
3 
CONTENTS 
1. INTRODUCTION 20 .................................................................... 1.1 AIMS OF STUDY ........................................................................................... .. 21 1.2 RESEARCH OBJECTIVES ............................................................................ .. 21 1.3 METHODOLOGY 
........................................................................................... .. 22 1.3.1 Model development .................................................................................... .. 22 1.3.2 Parameterisation, Calibration, Validation ................................................ .. 23 1.3.3 Numerical analysis and simulation .......................................................... .. 24 1.4 THESIS OUTLINE .......................................................................................... .. 24 
2. MODELLING RESPONSE OF LANDSLIDE HYDROLOGY 27 
2.1 SLOPE STABILITY AND HYDROLOGY MODELS ......................................... 27 2.1.1 'Tank' models ................................................................................................ 28 2.1.2 Physical ly-based models ............................................................................. 29 2.1.3 Distributed modelling .................................................................................. 30 2.2 EFFECTS OF CLIMATE CHANGE .................................................................. 31 2.2.1 Rainfall Intensity and Duration ................................................................... 31 2.3 VEGETATION AND SLOPE STABILITY ......................................................... 33 2.4 MODELLING THE FIELD AREAS ................................................................... 33 2.4.1 Conceptual Model ........................................................................................ 33 2.4.2 Temporal considerations ............................................................................. 34 
2.4.3 Spatial Considerations ................................................................................ 35 2.5 SUMMARY ....................................................................................................... 36 
3. FIELD INSTRUMENTATION AND EXPERIMENT ............... 37 3.1 STUDY AREAS ................................................................................................ 37 
3.1.1 The Roughs, SE England ............................................................................ 37 3.1.1.1 Geology 
................................................................................................................. 
38 
3.1.1.2 Geomorphology ..................................................................................................... 
38 
3.1.1.3 Pedology ............................................................................................................... 
44 
3.1.1.4 Land-use ............................................................................................................... 
45 






3.1.2.4 Land-use ............................................................................................................... 
50 
3.2 INSTRUMENTATION ....................................................................................... 50 
3.2.1 The Roughs Field Site ................................................................................. 50 
3.2.2 Planes de Baronia field site ........................................................................ 51 
3.2.3 Met. Stations ................................................................................................. 51 3.2.4 Canopy Interception ......................... ........................................................... 53 3.2.5 Ground water fluctuation ................. ........................................................... 54 
3.2.6 Soil moisture monitoring .................. ........................................................... 
54 
3.2.7 Pore pressure variation .................... ........................................................... 55 
3.2.8 Displacement ..................................... ........................................................... 56 3.2.8.1 Strain-gauge instrument ........................................................................................ 56 
3.3 FIELD EXPERIMENT ............................ ........................................................... 
60 
3.3.1 Net radiation ...................................... ........................................................... 
60 
3.3.2 Leaf Area Index (LAI) ........................ ........................................................... 
61 
3.3.3 Percentage canopy cover ................. ........................................................... 
61 
3.3.4 Unsaturated hydraulic conductivity ........................................................... 
62 
3.3.5 Saturated hydraulic conductivity ..... ........................................................... 
64 
3.4 SUMMARY ............................................ ........................................................... 
65 
4 






4.1.2 Vertical flow ................................................................................................ .. 67 4.1.3 Saturated and Unsaturated Conductivity ................................................. .. 69 4.1.4 Bypass flow ................................................................................................ .. 69 4.1.4.1 Sensitivity of Bypass coefficients ......................................................................... .. 70 4.1.5 Water-table height ...................................................................................... .. 71 4.1.6 Model response .......................................................................................... .. 74 4.1.6.1 Layer depth 
......................................................................................................... .. 
74 
4.1.6.2 Saturated Conductivity ........................................................................................ .. 74 4.1.6.3 Porosity and Field Capacity ................................................................................. .. 
76 
4.2 3D DISTRIBUTED MODEL ............................................................................ .. 78 4.3 SLOPE STABILITY MODELS ....................................................................... .. 81 4.3.1 Effect of vegetation .................................................................................... .. 81 4.4 LABORATORY ANALYSIS ........................................................................... .. 82 
4.4.1 Soil moisture characteristic curve ............................................................ .. 82 4.4.1.1 Double log function .............................................................................................. .. 82 4.4.1.2 Van Genuchten method (1980) ............................................................................ .. 84 4.4.1.3 Campbell's method (1974) ................................................................................... .. 84 
4.4.2 Unsaturated conductivity, K(O) and K(W) ................................................. .. 85 4.4.2.1 Van Genuchten method (1980) ............................................................................ .. 86 4.4.2.2 Campbell's method (1974) ................................................................................... .. 87 
4.5 MODEL PARAMETERS ................................................................................ .. 88 
4.5.1 The Roughs ................................................................................................ .. 88 4.5.1.1 Suction-moisture curves ...................................................................................... .. 88 4.5.1.2 Soil conductivity ................................................................................................... .. 89 4.5.1.3 Soil bulk density, particle size distribution ............................................................ .. 90 4.5.1.4 Soil cohesion and angle of friction ....................................................................... .. 91 
4.5.2 Planes de Baronia ...................................................................................... .. 
92 
4.5.2.1 Suction-moisture curves ...................................................................................... .. 
92 
4.5.2.2 Soil conductivity ................................................................................................... .. 
94 
4.5.2.3 Porosity and bulk density ..................................................................................... .. 
95 
4.5.2.4 Soil cohesion and angle of friction ....................................................................... .. 
96 
4.6 SUMMARY ..................................................................................................... .. 
96 
5. HYDROLOGICAL REPRESENTATION OF VEGETATION. 97 
5.1 CANOPY INTERCEPTION ............................................................................ .. 
97 
5.1.1 Dynamic Modelling ..................................................................................... .. 
99 
5.1.2 Empirical Modelling ................................................................................... 
101 
5.2 EVAPOTRANSPIRATION .............................................................................. 
102 
5.2.1 Dynamic Modelling ..................................................................................... 
102 
5.2.1.1 Actual Evapotranspiration .................................................................................... 
106 
5.2.2 Empirical model .......................................................................................... 
107 
5.3 ROOT WATER UPTAKE RATE ..................................................................... 
108 
5.4 MODEL PARAMETERISATION .................................................................... 
108 
5.4.1 Vegetation cover at the Roughs ............................................................... 
108 
5.4.2 Vegetation cover at Planes de Baronia .................................................... 
111 
5.4.3 Vegetation scenarios ................................................................................. 
115 
5.5 SEASONALLY VARYING CANOPY AND GROUND-COVER ...................... 119 
5.6 SUMMARY ..................................................................................................... 
122 
5 
6. ASSESSING THE EFFECT OF CLIMATE CHANGE ......... 124 6.1 PRESENT CLIMATE 
...................................................................... 124 6.1.1 ................ SE England: Rainfall and Temperature .............................................. . 125 6.1.1.1 . .... Folkestone 1960-89 (Control period) .................................................................... 127 6.1.1.2 The Roughs, 1996-98 
......................................................................................... . 
128 
6.1.2 SE Spain: Rainfall and Temperature .................................................. 129 6.1.2.1 ...... Almudaina, Alcoy, Cocentaina 1965-94 (Control period) ..................................... . 129 6.1.2.2 Planes de Baronia, 1996-99 ................................................................................. 130 6.2 CLIMATE CHANGE SCENARIOS .................................................. 131 6.2.1 ............... General Circulation Models ...................................................... 132 6.2.1.1 ................. HadCM2 
.............................................................................................................. 133 6.2.1.2 ECHAM 
............................................................................................................... 134 6.2.2 Spatial Downscaling .................................................................................. 135 6.2.2.1 Statistical techniques 
........................................................................................... 135 6.2.2.2 Dynamical techniques .......................................................................................... 136 6.2.2.3 Other methods .................................................................................................... 136 6.2.3 Model Uncertainty ...................................................................................... 137 6.2.4 Projections for SE England ....................................................................... 138 6.2.4.1 Comparison of control and scenario data ............................................................. 139 6.2.5 Projections for SE Spain ........................................................................... 142 6.2.5.1 Comparison of control and scenario data ............................................................. 144 6.2.6 Temporal downscaling .............................................................................. 147 6.2.6.1 Rainfall generation ............................................................................................... 147 6.2.6.2 Comparison of observed and generated rainfall distribution (SE England)............ 148 
6.2.6.3 Comparison of observed and generated rainfall distribution (SE Spain) ............... 149 6.2.6.4 Temperature generation ...................................................................................... 151 6.2.7 Climatic Variability ..................................................................................... 151 6.3 SUMMARY ..................................................................................................... 151 
7. MODEL PERFORMANCE ................................................... 153 7.1 PARAMETER SENSITIVITY .......................................................................... 153 7.1.1 Soil characteristics .................................................................................... 153 7.1.1.1 Field capacity and porosity (layer 2) ..................................................................... 153 7.1.1.2 Saturated Conductivity 
........................................................................................ 153 7.1.1.3 van Genuchten parameter m ............................................................................... 155 7.1.1.4 Bypass flow ......................................................................................................... 155 7.1.2 Vegetation characteristics ........................................................................ 155 7.1.2.1 Interception 
......................................................................................................... 156 7.1.2.2 Evapotranspiration 
.............................................................................................. 156 7.1.2.3 Vegetation-cover fraction 
..................................................................................... 156 7.1.3 Distributed model ....................................................................................... 158 7.1.3.1 Model sensitivity to distributed parameters .......................................................... 160 7.2 SENSITIVITY TO CLIMATE ........................................................................... 160 
7.2.1 Effect of time-step size on model response ............................................ 160 
7.2.2 Model sensitivity to meteorological variation ......................................... 161 7.2.2.1 Average daily temperature ................................................................................... 162 7.2.2.2 Daily rainfall total and rainfall intensity .................................................................. 162 
7.3 CALIBRATION ............................................................................................... 163 7.3.1 Identification of instability threshold ....................................................... 163 
7.3.2 Calibration Strategy ................................................................................... 165 
7.3.3 1D model calibration .................................................................................. 165 
7.3.4 3D model calibration .................................................................................. 166 
7.3.5 The Roughs data set .................................................................................. 166 
7.3.6 Planes de Baronia data set ....................................................................... 
167 
7.4 VALIDATION .................................................................................................. 168 
7.4.1 The Roughs ................................................................................................ 168 
6 
7.4.1.1 1D model ............................................................................................................. 168 7.4.1.2 Long-term validation ............................................................................................ 169 7.4.1.3 3D model ............................................................................................................. 170 7.4.2 Planes de Baronia 
...................................................................................... 171 7.4.2.1 1D model ............................................................................................................. 171 7.4.2.2 3D model ............................................................................................................. 172 7.5 SUMMARY 
..................................................................................................... 173 
8. IMPACT ASSESSMENT 
....................................... 174 8.1 ............... 1D MODELLING OF LONG TERM CLIMATE SCENARIOS 
....................... .. 174 8.1.1 The Roughs, SE England ....................................................... 174 8.1.1.1 ................. Predicted water-table and FOS for observed and generated data (1960-1989) .. 
.. 
.. 174 8.1.1.2 Predicted water-table and FOS: 1990-2019; 2020-49; 2050-79 .......................... .. 175 8.1.2 Planes de Baronia, SE Spain ..................................................... . 177 8.1.2.1 . ............. Predicted water-table and FOS: observed and generated data (1965-94) ............ 178 8.1.2.2 Predicted water-table and FOS: 1990-2019; 2020-49; 2050-79 .......................... .. 179 8.2 EFFECT OF VEGETATION SCENARIOS ON CLIMATE PREDICTIONS 
.... 182 8.2.1 The Roughs, SE England ............................................................. 182 8.2.2 ............. Planes de Baronia, SE Spain ................................................................... 184 8.3 . 3D MODEL PREDICTIONS 




9.1 IMPACT OF CLIMATE CHANGE ON SLOPE STABILITY ............................ 198 9.2 EFFECT OF VEGETATION ON SLOPE STABILITY .................................... 200 9.3 MODELLING RESPONSE TO VEGETATION AND CLIMATE CHANGE..... 202 
9.4 MODEL DEVELOPMENT AND PERFORMANCE ........................................ 203 9.4.1 Model Calibration ....................................................................................... 204 
9.4.1 Model limitations and future research ..................................................... 206 9.4.1 Uncertainty ................................................................................................. 206 
9.5 SUMMARY ..................................................................................................... 208 
APPENDIX I ADDITIONAL CALCULATIONS .......................... 209 Distribution of soil moisture deficit ........................................................................ 209 
Net radiation ............................................................................................................. 210 
Evapotranspiration .................................................................................................. 210 Psychrometric constant: ........................................................................................................ 210 G values: ........................................................................................................................... 210 
APPENDIX 2 STRAIN GAUGE EXTENSIOMETER .................. 211 
APPENDIX 3 FIELD TECHNIQUES ........................................... 213 Measurement of unsaturated flow rate .................................................................. 213 
Estimation of pecentage canopy cover .................................................................. 215 
Field Program Time-table ........................................................................................ 217 
7 
APPENDIX 4 Data ....................................................................... 218 The Roughs: soil characteristics ............................................................................ 218 Planes de Baronia: soil characteristics ................................................................. 219 Model Parameterisation 
........................................................................................... 221 
APPENDIX 5 MODEL APPLICATION ........................................ 223 Alvera test site, N. Italy ............................................................................................. 223 




Saturated and Unsaturated Flow ........................................................................................... 228 2D Finite Element Model 
.......................................................................................... 
231 
APPENDIX 7 Program Listings ................................................. 233 PCRASTER: ID WATER-BALANCE MODEL; ......................................................... 234 PCRASTER: 3D WATER-BALANCE MODEL; ......................................................... 239 
BIBLIOGRAPHY ......................................................................... 246 
8 
FIGURES 
Figure 1.1 Schematic diagram of data requirements for models used ...................................... 22 Figure 1.2 Coupling of large scale climatic data with hillslope scale process models .............. 
24 
Figure 2.1 Schematic representation of 'input and output processes relevant to this study. 
Area of arrow indicates relative total flow, while width of spiral indicates 
rate of flow (thin spiral -fist rate) ........................................................................ 34 
Figure 3.1. Top; location of, The Roughs, West Hythe, SE England. Middle; position of 
weather station (W) at Lympne Castle and Sandling Park, (1: 65 000 - 
derived from OS LandRanger 189). Bottom; position of instrumented 
transect on Roughs escarpment, (1: 17 500 - derived from OS Pathfinder 
1252) 
.................................................................................................................... 39 Figure 3.2 Black and white aerial photograph of monitored section of the Roughs 
landslide complex. Position ofpiezometers indicated at B1, B2 and B4. 
Agricultural fields and Royal Military Canal can be seen bounding the top 
and bottom of the slope respectively ..................................................................... 40 Figure 3.3 Geology and landform structure of the Weald-Boulonnais anticlinal dome at 
Derwent Gap (top), and sections of Lower Greensand escarpment at Vale of 
Fernhurst (middle), and Leith Hill (bottom), (Wooldridge and Goldring, 
1953) .................................................................................................................... 41 Figure 3.4 Geomorphological map of the Roughs, showing landslide units and drainage 
lines. Active area of 'current study is shown as shaded (Brunsden, et al., 
1996) .................................................................................................................... 42 Figure 3.5 Cross section of The Roughs escarpment at Lympne Castle showing 
accumulation zone overlying abandoned cliff, and alluvial and littoral 
deposits. Numbers detail monitored boreholes from previous study 
(Hutchinson et al., 1985) ...................................................................................... 
43 
Figure 3.6 Top; Planes basin (Valle de Planes), viewed from Serra de la Almudaina, 
looking northwards towards Sierra de Benicadell (1024m): the Embalse de 
Beniarres (reservoir fed and drained by the Rio Serpis) can just be seen 
(centre right). Bottom; North westerly facing instrumented test-sites: 
piezometer and meteorological equipment (middle picture), and canopy 
interception plot (upper left of picture) ................................................................. 
47 
Figure 3.7Top; location of Province de Alicante within Pre-Betic zone of S. E. Spain 
Middle; positions ofAlcoy and Cocentaina within main ENE fault lines. 
Bottom; position of Planes de Baronia on shaded relief map of the region 
(for detail see Figure 3.8), (1: 400 00 - derived from IGN. "1972) ......................... 
48 
Figure 3.8: Top; main area of study area (1: 150 000 - derived from IGN: 1972). Bottom 
left; Miocene (marl) [shaded], and Cretaceous (limestone) [speckled] 
geology. Bottom right; location of interception plot (I), met. station (M), and 
ground water monitoring equipment (G) ............................................................... 
49 
Figure 3.9 Instrumented field area at the Roughs ..................................................................... 
51 
Figure 3.10 Position of field instruments in hollow at part of Planes field area. 
Dimensions shown to local area datum. Survey points from which grid was 
interpolated also shown ........................................................................................ 
52 
Figure 3.11 Canopy interception plot as used for Pine covered section of slope, (Planes 
de Baronia). Indicates position of trees and randomly positioned through- 
fall gauges ............................................................................................................ 
53 
Figure 3.12 Casagrande type piezometer ................................................................................. 
54 
Figure 3.13 Tensiometer reading taken at the Roughs from March '97 to January '98 ............. 
55 
Figure 3.14 Diurnal variation in tensiometer readings taken at depths of 20,30 and 
50cm.; in response to incoming solar radiation (equivalent temp range] 0- 
15 ° Q. Data from Planes de Baronia 27-11-96 .................................................... 
56 
Figure 3.15 Displacement metercomponents .................................................................. 
57 
9 
Figure 3.16: Installation detail 
................................................................................................. 57 Figure 3.17 Relationship between voltage across the strain gauges and measured 
displacement (calibrated); and theoretical displacement (calculated) .................. 58 Figure 3.18 Strain gauge response during initial installation period at the Roughs. 
Logged % hourly displacements are summed through time to give total 
cumulative displacement ....................................................................................... 58 Figure 3.19 Extensiometer response from August, showing increased activity in 
December 
............................................................................................................. 58 Figure 3.20 Significant gauge displacement occurring on 91h January '98, and subsequent 
'rebound.. 
............................................................................................................. 59 Figure 3.21 Greatest gauge displacement occurring as water table peaks in response to 
winter rainfall (piezometers B1 and B2b are bottom and mid- slope 
respectively). Water table shown in meters below ground level (bgl) .................... 59 Figure 3.22 Example of relationship between incoming and net radiation for mattoral 
ground cover in Planes, S. E. Spain. (From 1 week of hourly observations in 
September '97) ...................................................................................................... 60 Figure 3.23 Diurnal variation in difference (error), between predicted net radiation 
values and measured values ................................................................................. 61 Figure 3.24 Measured incident and below canopy irradiance and calculated LAI from 
mature deciduous forest in SE England. LAI calculated for younger canopy 
is also shown ........................................................................................................ 62 
Figure 3.25 Arrangement of tensiometers used to monitor natural drainage from 1 m2 
plot ....................................................................................................................... 63 
Figure 3.26 K(O) predicted for a draining soil at the Planes field site, SE Spain ...................... 
63 
Figure 3.27 Soil moisture profiles after 0,1 and 9 days; Planes de Baronia, SE Spain........... 64 
Figure 3.28 Record of continuous instrumentation at the Roughs and Planes de Baronia. 
Gaps in data relate to periods of equipment failure .............................................. 
65 
Figure 4.1 Schematic illustration ofl D water balance model .................................................. 
67 
Figure 4.2 Relationship between rainfall intensity and bypass coefficient (ratio), as 
estimated for the Roughs from tensiometer data ................................................... 
70 
Figure 4.3 Estimation of bypass coefficient from rainfall intensity for a between 0.1 and 0.5 
(and where b=0.112) .......................................................................................... 
71 
Figure 4.4 Estimation of bypass coefficient from rainfall intensity for b between 0.01 and 0.3 
(and where a=0.2208) ........................................................................................ 
71 
Figure 4.5 Water-table height (bgl), relative to water content (%), calculated for soil depths 
ranging from 0.5 to 4m (field capacity = 0.38) ..................................................... 
72 
Figure 4.6 Schematic diagram of perched and regional water table calculation, from within 
layer water levels .................................................................................................. 
73 
Figure 4.7 Effect of altering layer depth on water table in Layer 2, described as a fraction of 
layer depth, under conditions of free drainage from saturation (Ksa, = 10-' m/s)... 74 
Figure 4.8 Moisture content (W), shown for 180 days drainage from layers of Im depth with 
Ksat, = 10-7ms-'. (porosity = 0.48; field capacity = 0.43; and wilting point = 
0.22) ..................................................................................................................... 
75 
Figure 4.9 Water level (m) decline, following 180 days drainage in layers of Im depth with 
Klar, = 10-7ms-' ...................................................................................................... 
75 
Figure 4.10 Effect of varying lower layer conductivity on drainage from the upper layers 
(each layer is of Im depth) ................................................................................... 
76 
Figure 4.11 Effect of different field capacity for soils of equal porosity ................................... 
77 
Figure 4.12 Effect of varying porosity on soils of equal difference between porosity and field 
capacity ............................................................................................................... . 
77 
Figure 4.13 Slope profile divided into vertical strips (n to m) .................................................. 
79 
Figure 4.14 Schematic of PCRaster distributed water-balance model ...................................... 
80 
Figure 4.15 Fitted log function for suction (shown as -h), from 0 to 2152cm (9 _> 
0.26 2). 
(Shown for example soil from Planes de Baronia field site, SE Spain) .................. 
83 
10 
Figure 4.16 Fitted log function for suction (. shown as -h), for values above 2152cm (0 < 
0.262). (Shown for example soil from Planes de Baronia field site, SE Spain) ...... 
83 
Figure 4.17 Comparison of suction-moisture function and actual values. (Shown for top-soil 
samples [0-20cm and 30-100cm], from the Planes de Baronia field site) .............. 
83 
Figure 4.18 Comparison of curves fitted to suction-moisture data using Van Genuchten and 
Campbell methods (Equation 4.15 and Equation 4.19 respectively). (Shown for 
top-soil samples [0-20cm and 30-100cm], from the Planes de Baronia field 
site) .................................. .................................................................................. 85 Figure 4.19 relationship between soil moisture and conductivity with varying van Genuchten 
constant m ............................................................................................................ 87 
Figure 4.20 Comparison of Campbell and van Genuchten representations of K(9), (for 
sampled top-soil, Planes de Baronia) ................................................................... 88 Figure 4.21 Comparison of Campbell and van Genuchten representations of K(9), (for 
sampled lower root-zone, Planes de Baronia) ....................................................... 88 Figure 4.22 pF data for `Wealden ' soilseries ................................................................. . 89 Figure 4.23 pF data for sampled top-soil ................................................................................ 89 
Figure 4.24 Pressure head (h) and soil moisture (9), relationship as predicted by van 
Genuchten method for each soil layer ................................................................... 89 
Figure 4.25 K(9) determined using van Genuchten method for each soil layer ........................ 
90 
Figure 4.26 Bulk density and porosity values for 4m core taken from mid-slope (B2) .............. 
91 
Figure 4.27 Soil composition determined from particle size analysis of core at B2 .................. 
91 
Figure 4.28 Soil moisture against pF ........................................................................... 95 Figure 4.29 Soil moisture against pressure head ..................................................................... 
93 
Figure 4.30 Middle homogeneous zone(30-100cm) .......................................................... 
97 
Figure 4.31 Lower homogeneous zone(150-350cm) ................................................................. 
93 
Figure 4.32 Pressure head / soil moisture relationship as predicted by van Genuchten 
method for each soil zone ..................................................................................... 
94 
Figure 4.33 K(9) determined using van Genuchten method for each soil zone ......................... 
94 




Figure 5.1 Schematic illustration of rainfall (R), canopy interception loss (I, ), throughfall 
(Rd), stemflow (R), litter interception loss (Ii), net rainfall (Rn) ............................. 
98 
Figure 5.2 Schematic diagram of Rutter's dynamic interception model, (after Gash & 
Morton, 1978) .................................................................................................... 
100 
Figure 5.3 Schematic diagram of the 'Penman-Montieth' evapotranspiration model. 
Meteorological variables (blue), and soil moisture (red), form the dynamic 
inputs to the model. The model is parameterised with physical constants (light 
yellow), and vegetation characteristics (green) ................................................... 
103 
Figure 5.4 Relationship of observed throughfall to rainfall over three day wet period (The 
Roughs - mixed forest canopy) ............................................................................ 
109 
Figure 5.5 Comparison between measured daily throughfall and predictions made using a 
daily empirical regression model and Rutter's model run at hourly intervals, 
relative to measured throughfall and rainfall (Roughs, 1997) ............................. 
110 
Figure 5.6 Evapotranspiration predicted for current grass cover at the Roughs using 
Penman-Montieth and empirically based model shown with temperature from 
which they derive ................................................................................................ 
111 
Figure 5.7 Measured rainfall, throughfall and stemflow at Planes field-site, from Pine 
Forest ................................................................................................................. 
112 
Figure 5.8 10 minute data for 10-hour period showing in more detail the relative magnitude 
and delay, of through fall and stem flow compared to rainfall ........................... 
112 
Figure 5.9 Data from Planes interception plot for 36 hour storm at hourly intervals ............. 
113 
Figure 5.10 Percentage interception measured for given daily rainfall totals and storm 
duration times (aggregated from 10 min data collected in continuous period 
between 16 Dec '96 and 26 Jan '97, Planes de Baronia) ..................................... 
113 
11 
Figure 5.11 Comparison between measured throughfall and predictions made from (daily), 
empirical and summed hourly dynamic models (Planes de Baronia, 1996)......... 114 
Figure 5.12 Evapotranspiration predicted for current pine cover at Planes using Penman- 
Montieth and empirically based model shown with temperature from which they 
derive 
................................................................................................................. Figure 5.13 Comparison of interception loss for different vegetation types. Calculated from 
115 
rainfall derived from the Roughs record of 1997 to 1998 ................................... 116 Figure 5.14 Relative evapotranspiration rates for different vegetation types as predicted by 
the Penman-Monteith model using Roughs data between July '96 and October 
'96 
...................................................................................................................... Figure 5.15 Relative evapotranspiration rates for different vegetation types as predicted by 
117 
the Penman-Monteith model using Planes data between November '97 and 
February '98 
....................................................................................................... 117 Figure 5.16 Regression lines for the relationship between average daily temperature and 
daily evapotranspiration as calculated for different vegetation-cover at the 
Roughs field site for the periods June `96 to October '96 and December '96 to 
March '9 7 .......................................................................................................... 118 Figure 5.17 Regression lines for the relationship between average daily temperature and 
daily evapotranspiration as calculated for different vegetation-cover at the 
Planes field site for the periods Nov `97 to March '98 and April '98 to July98... 118 
Figure 5.18 Comparison of interception predicted for different vegetation-cover using the 
Rutter interception model. (Roughs: June 96 - Oct 96; Dec 96 - Mar 97)........... 120 Figure 5.19 Comparison of transpiration for different vegetation types, showing daily and 
variation. Calculated from rainfall and temperature derived from the Roughs 
records of 1997 to 1998. (without seasonal variation) ........................................ 121 Figure 5.20 Comparison of transpiration for different vegetation types, showing no seasonal 
variation. Calculated from rainfall and temperature derived from the Roughs 
records of 1997 to 1998 ...................................................................................... 121 Figure 5.21 Comparison of transpiration for different vegetation types, showing daily and 
seasonal variation. Calculated from rainfall and temperature derived from the 
Roughs records of 1997 to 1998. (with seasonal variation) ................................ 122 Figure 5.22 Comparison of transpiration for different vegetation types, showing seasonal 
variation and relative ranking. Calculated from rainfall and temperature 
derived from the Roughs records of 1997 to 1998 ............................................... 122 
Figure 6.1 Comparison of observed and predicted rainfall and temperature time-series as 
held for the Roughs (SE England), and Planes de Baronia (SE Spain) field sites. 
Projections from Hadley Centre, and ECHAM models are at monthly intervals, 
whereas locally observed data is daily. The four 30 year periods of HadCM2 
projections most used within this study are indicated. Observed data is held for 
the 1960-1989 control (validation) period at both sites ...................................... 126 
Figure 6.2 Maximum, minimum and average observed mean monthly rainfall at Folkestone 
between 1960 and 1989 ...................................................................................... 
127 
Figure 6.3 Maximum, minimum and average observed mean monthly temperatures at 
Folkestone between 1960 and 1989 .................................................................... 
128 
Figure 6.4 Maximum, minimum and average observed mean monthly rainfall at the Roughs 
field site met-station during period of study between March 1996 and April 
1998 (note: substitute data from Sandling Park used from May to July 1997).... 128 
Figure 6.5 Maximum, minimum and average observed mean monthly temperatures observed 
by the Roughs field site met-station during period of study between March 1996 
and April 1998 ................................................................................................... 129 
Figure 6.6 Maximum, minimum and average observed mean monthly rainfall at Almudaina 
between 1965 and 1994 ...................................................................................... 130 
Figure 6.7 Maximum, minimum and average observed mean monthly temperatures derived 
from Alcoy 1965-85, and Cocentaina 1992-94 .................................................... 130 
12 
Figure 68 Maximum, minimum and average observed mean monthly rainfall at the Planes 
de Baroniafield site met-station during period of study between September 
1996 and January 1999 ...................................................................................... Figure 6.9 Maximum, minimum and average observed mean monthly temperatures observed 
131 
by the Planes de Baronia field site met-station during period of study between 
September 1996 and January 1999 ..................................................................... 131 Figure 6.10 Comparison of'HadCM2 GG and HadCM2 GS: estimated mean monthly winter 
and summer seasonal temperatures, downscaled for SE England, (historic 
forcing between 1860-1989, and IS92a forcing between 1990-2049) .................. 133 Figure 6.11 Comparison of HadCM2 GG and HadCM2 GS: thirty-year running mean of 
winter and summer seasonal precipitation, downscaled for SE England, 
(historic forcing between 1860-1989, and IS92a forcing between 1990-2049).... 134 
Figure 6.12 Comparison of HadCM2 GG and ECHAM: mean monthly winter and summer 
seasonal temperature downscaled for SE Spain, (historic forcing between 1860- 
1989, and IS92a forcing between 1990-2049) ..................................................... 134 Figure 6.13 Comparison of HadCM2 GS and ECHAM. " thirty-year running mean of winter 
and summer seasonal precipitation downscaled for SE Spain, (historic forcing 
between 1860-1989, and IS92a forcing between 1990-2049) .............................. 135 Figure 6.14 HadCM2 GS. " thirty-year running mean of winter and summer temperature for 
the Roughs, for modelled 30 year periods ........................................................... 
139 
Figure 6.15 HadCM2 GS: thirty-year running mean of winter and summer seasonal 
precipitation totals for the Roughs, for modelled 30 year periods ....................... 
139 
Figure 6.16 Anomalies of mean monthly temperatures predicted for the Roughs by 
downscaled HadCM2 projections, relative to mean monthly temperatures at 
Folkestone for the period 1960 to 1989. The change in mean temperature from 
control period for each month is indicated by the distance between the solid 
black line (HadCM2 1960-1989), to the lines representing subsequent periods 
(HadCM2 1990-2019; 2020-2049; 2050-2079) .................................................. 140 Figure 6.17 Anomalies of mean monthly precipitation predicted for the Roughs by 
downscaled HadCM2 projections, relative to Folkestone mean monthly 
precipitation for the period 1960 to 1989. The change in mean rainfall from 
control period for each month is indicated by the distance between the solid 
black line (HadCM2 1960-1989), to the lines representing subsequent periods 
(HadCM2 1990-2019; 2020-2049; 2050-2079) .................................................. 141 
Figure 6.18 Twelve month running mean temperature anomaly predicted for the Roughs by 
downscaled HadCM2 projections, relative to mean monthly temperature at 
Folkestone for the period 1960 to 1989 .............................................................. 
141 
Figure 6.19 Twelve month running mean monthly precipitation anomaly, predicted for the 
Roughs by downscaled HadCM2 projections, relative to mean monthly 
precipitation observed at Folkestone between 1960 and 1989 ........................... 
142 
Figure 6.20 HadCM2 GS: mean monthly winter and summer temperature for SE Spain, for 
modelled 30 year periods ................................................................................... 
143 
Figure 6.21 HadCM2 GS: thirty-year running mean of winter and summer precipitation 
totals for SE Spain, for modelled 30 year periods ............................................... 
144 
Figure 6.22 Anomalies of mean monthly temperatures predicted for SE Spain by downscaled 
HadCM2 projections, relative to Alcoy / Cocentaina mean monthly 
temperatures for the period 1965 to 1994 ........................................................... 
145 
Figure 6.23 Anomalies of mean monthly precipitation predicted for SE Spain by downscaled 
HadCM2 projections, relative to Marina Baixa mean monthly rainfall for the 
period 1965 to 1994 ........................................................................................... 
145 
Figure 6.24 Twelve month running mean temperature anomaly predicted for Planes de 
Baronia by downscaled HadCM2 projections, relative to mean monthly 
temperature at Alcoy / Cocentaina for the period 1965 to 1994 .......................... 
146 
13 
Figure 6.25 Twelve month running mean monthly precipitation anomaly, predicted for Planes de Baronia by downscaled HadCM2 projections, relative to mean 
monthly precipitation observed at Marina Baixa 1965-1994 ................ 146 Figure 6.26 Percentile distribution of normalised daily precipitation based on a 127 years 
record from Folkestone, Kent (after Collison et al. 2000). Higher magnitude 
events (>40mm/day) represented by percentiles 90-100........... ... ....................... 148 Figure 6.27 Comparison of rainfäll distribution from observed data (Sandling Park: 1960- 
1989), and averaged rainfall from 30 runs of the rainfall simulation model 
representing GCM data (HadCM2 GS 1960-1989) 
................... ... ....................... 149 Figure 6.28 Comparison of averaged rainfall distribution of data produced by thirty runs of 
the rainfall simulation model for the periods 1960-89, and 2050-79 (HadCM2 
GS) 
..................................................................................................................... Figure 6.29 Comparison of'rainfall distribution of observed data from 1965-94, and its 
149 
averaged equivalent produced by 30 runs of the rainfall simulation model......... 150 
Figure 6.30 Comparison of averaged rainfall distribution of data produced by thirty runs of 
the rainfall simulation model for the periods 1965-94 (as described above), and 
2050-79 
.............................................................................................................. 150 
Figure 7.1 Variation predicted by ID model in response to changes in the value of middle 
layer porosity (field capacity = 0.35) ................................................................. 154 Figure 7.2 Sensitivity of perched water-table to variation in Ksat of 'upper and middle soil 
layers (LI and L2); (note positive change in perched WT as Ksatl increases, 
but negative change as Ksat2 increases) ............................................................ 154 Figure 7.3 Sensitivity of average water-table height relative to % change in stemflow and 
throughfall fractions compared to ET coefficient a (annual). (I% change in 
water-table height corresponds in this case to an approximate change of 2cm).. 157 
Figure 7.4 Sensitivity of average water-table height relative to % change in ET coefficient a 
(summer and winter); 1% change in water-table height corresponds in this case 
to an approximate change in water-table height of 20cm .................................... 157 Figure 7.5 Sensitivity of average water-table height relative to % change in summer and 
winter maximum vegetation-cover fraction (product of canopy and ground- 
cover fractions). [I% change in water-table height corresponds in this case to 
an approximate change of 20cm] ........................................................................ 158 Figure 7.6 Sm DEM of instrumented transect of south facing slope at the Roughs field site.. 159 
Figure 7.7 Sm DEM of north facing slopes of the Planes de Baronia field site. Area of soil 
monitoring equipment indicated to right of picture ............................................. 160 Figure 7.8 Predicted water-table response to convectional rainfall event with model run at 
daily and hourly time-steps (hourly data subsequently aggregated into daily 
time-steps) .......................................................................................................... 161 
Figure 7.9 Predicted water-table response to frontal rainfall period with model run at daily 
and hourly time-steps (hourly data subsequently aggregated into daily time- 
steps) .................................................................................................................. 
161 
Figure 7.10 a) Change in middle (L2), and lower (L3) soil layer's mean annual water-table 
level relative to temperature; and b) Change in middle soil layer mean annual 
water-table level relative to rainfall characteristics. (Both Figures represent 
scenarios performed for a grass vegetation-cover) ............................................. 
163 
Figure 7.11 Relationship between water-table height expressed as a fraction of soil depth 
(m), and % area of catchment that is unstable (Fos _<1), 
for Roughs field site 
(from Collison et al., 2000) ................................................................................ 
164 
Figure 7.12 Roughs data used for calibration (March '96 to April '97), and validation 
(October '97 to May '98); composite rainfall record consists of data measured 
at Lympne Castle (black), and Sandling Park (red) ............................................ 
167 
Figure 7.13 Planes de Baronia data used for calibration (September `96 to October `97), 
and validation (November `97 to September `98); composite rainfall record 
consists of data measured at Almudaina (Rainfall 1), and on site (Rainfall 2).... 168 
14 
Figure 7.14 Comparison of'observed and predicted data of ID model for the Roughs test 
site for the period between July 96 to March 97. (R2 = 0.677; Standard Error = 
0.198) 
................................................................................................................. 169 Figure 7.15 Comparison of'observed and predicted data of ID model for the Roughs test 
site for the period between June 1997 to April 1998. (R2 = 0.936; Standard 
Error = 0.191) .................................................................................................... 169 Figure 7.16 Maximum weekly water-table depths predicted from observed rainfall and 
average temperature data for the period 1960-89. *Periods of known instability 
from local records and personal communication with landowners (after 
Collison et al, 1998) ........................................................................................... 170 Figure 7.17 Comparison of observed and predicted data of 3D model for the Roughs test site 
for the period between March 96-98. Despite relatively large short-term 
groundwater variation in the mid slope areas, a correlation coefficient of'0.78 
was obtained (Standard Error = 0.1184) ............................................................ 170 Figure 7.18 Comparison of'observed and predicted data of 3D model for the Roughs test site 
for the period between March 96-98. With less short-term groundwater 
variation in the lower slope areas, a correlation coefficient of 0.825 was 
obtained (Standard Error = 0.2261) ................................................................... 171 Figure 7.19 Comparison of observed and predicted data of ID model for the Planes de 
Baronia test site for the period 1997 to 1999. (R2 = 0.8719; Standard Error = 
0.2261) 
............................................................................................................... 172 Figure 7.20 Predicted water-table using the 3D tank model at Planes de Baronia for upper, 
middle and lower slope areas of the monitored hollow; using composite rainfüll 
data from Almudaina (red), and on site equipment (black). Automatic and 
manually logged piezometer data also shown ..................................................... 172 
Figure 8.1 Water table and factor of safety distributions as modelled from 3 0year period of 
observed rainfall and temperature data (Sandling Park: 1960-1989). (Water- 
table mean = -2.5, s. d. = 0.33; FOS mean = 1.26; s. d. = 0.048) ........................ 
175 
Figure 8.2 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of safety (right) for the 1960- 
1989 period. (Water-table mean = -2.5, s. d=0.25; FOS mean = 1.265, S. d. _ 
0.0403) ............................................................................................................... 175 Figure 8.3 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of safety (right) for the 1990- 
2019 period. (Water-table mean = -2.5239, s. d. = 0.2839; FOS mean = 1.2679, 
s. d. = 0.0408) ...................................................................................................... 176 Figure 8.4 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of safety (right) for the 2020- 
2049 period. (Water-table mean = -2.515, s. d. = 0.2864; FOS mean = 1.267, 
s. d. = 0.041) ........................................................................................................ 
176 
Figure 8.5 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of safety (right) for the period 
2050-79. (Water-table mean = -2.546, s. d. = 0.2830; FOS mean =1.2171, 
s. d. = 0.041) ........................................................................................................ 
177 
Figure 8.6 Change in frequency of water-table exceedance predicted for HadCM2 1990- 
2019,2020-2049 and 2050-2079 scenarios, relative to HadCM2 1960-1989..... 177 
Figure 8.7 Water-table and factor of safety distributions as modelled from 30-year period 
of observed rainfall (Almudaina: 1965-1994), and temperature data 
(Alcoy/Cocentaina). (Water-table mean = -1.92, s. d = 0.59; FOS mean 1.54, 
s. d. = 0.195) ........................................................................................................ 
178 
Figure 8.8 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of safety (right) for the 1965-94 
period. (Water-table mean = -1.98, s. d. = 0.44; FOS mean =1.584, s. d. = 0.2).. 179 
15 
Figure 8.9 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of 'safety (right) for the 1990- 
2019 period. (Water-table mean = -2.0468, s". d = 0.496; FOS mean 1.6041, 
s. d. = 0.164) ........................................................................................................ 180 Figure 8.10 Averaged distribution of predicted water-table heights (metres bgl), for 30 
model runs (left), and corresponding predicted factor of safety (right) for the 
2020-2049 period. (Water-table mean = -1.8062, s. d. = 0.5083; FOS mean 
=1.5245, s. d. =0.1682) ........................................................................................ 180 Figure 8.11 Averaged distribution of predicted water-table heights (metres bgl), for 30 
model runs (left), and corresponding predicted factor of safety (right) for the 
2050-2079 period. (Water-table mean = -1.867, s. d. = 0.4164; FOS 
mean=1.544, s. d. =0.1378) ................................................................................. 181 Figure 8.12 Change in frequency of water-table exceedance predicted for HadCM2 1990- 
2019,2020-2049 and 2050-2079 scenarios, relative to HadCM2 1965-1994..... 181 
Figure 8.13 Predicted effects of vegetation-cover scenarios on water-table depth for 
observed temperature and rainfall data from the Roughs (1997-1998) ............... 182 Figure 8.14 Water-table exceedance frequencies (-0.7 to -1.7m bgl), for different vegetation- 
cover scenarios at the Roughs, derived for HadCM2 monthly rainfall and 
temperature data for the period 1960-89 ............................................................ 183 Figure 8.15 Predicted effects of vegetation-cover scenarios on water-table depth for 
observed temperature and rainfall data at Planes de Baronia (1988-1989)........ 184 
Figure 8.16 Water-table exceedance frequencies (0-Im bgl), for different vegetation-cover 
scenarios at Planes de Baronia, derived for HadCM2 monthly rainfall and 
temperature data for the period 1965-96 ............................................................ 185 Figure 8.17 Average water table depth predicted for each vegetation type at the Roughs, 
1960. A, B and C indicate position of days illustrated in Figure 8.15, (summer, 
winter and extreme) ............................................................................................ 186 
Figure 8.18 Predicted water-table height (m) distribution, superimposed on IOm elevation 
contours at the Roughs for a. ) Felled; b. ) Grass; c. ) Arable; d. ) Deciduous; and 
e. ) Coniferous vegetation-cover. Means and s. d shown for Summer (June), 
Winter (January) and extreme rainfall (> 70mm/day) conditions :....................... 188 
Figure 8.19 Example of predicted Factor of Safety distribution map shown for a grass cover, 
superimposed on IOm elevation contours ........................................................... 
190 
Figure 8.20 Percentage unstable area for different vegetation scenarios ................................ 
190 
Figure 8.21 Average water table depth predicted for each vegetation type at Planes, 1960. A, 
B and C indicate position of days illustrated in Figure 8.22, (summer, winter 
and extreme) ....................................................................................................... 
191 
Figure 8.22 Predicted water-table distribution (m) for the Planes de Baronia for a. ) Felled; 
b. ) Grass; c. ) Arable; d. ) Deciduous; e. ) Coniferous; and f. ) distributed 
vegetation-cover. Means and s. d. indicated for Summer (June), Winter 
(January) and extreme rainfall (> 70mm/day) conditions :................................... 192 
Figure 8.23 Predicted Factor of Safety distribution maps for Planes de Baronia, for a. ) 
Felled; b. ) Grass; c. ) Arable; d) Deciduous; e. ) Coniferous; and f. ) distributed 
vegetation-cover. Percentage unstable area shown for Summer (June), Winter 
(January) and extreme rainfall (> 70mm/day) conditions :................................... 194 
Figure 8.24 Percentage unstable area for different vegetation scenarios ................................ 
195 
Figure A2.1. Circuit diagram and positioning of strain gauges on metal strip ..................... 
212 
Figure A2.2 . Strip dimensions and direction of relative displacements ................................ 
212 
Figure A3.1: Gradual drop in hydraulic head during free drainage, (diurnal 
variation in readings due to temperature related air expansion in tensiometers). 213 
Figure A3.2: Hydraulic head profiles upto 9 days after initial wetting ................................. 
214 
Figure A3.3. General decrease in soil moisture at all depths during drainage ..................... 
214 
Figure A3.4. Fitted cubic spleen cuves for determination of d[ 9dz]/dt ................................. 
215 
16 
Figure A3.5: Various degrees of canopy and leaf area index of Pinus halepensis, SE. Spain. 216 
Figure A4.1: Planes de Baronia pF curve - max. s. d. = 0.065 ............................................ . 
219 
Figure A4.2: Planes de Baronia pF curve - max. s. d. = 0.044 .......................................... ... 
219 
Figure A4.3: Planes de Baronia pF curve - max. s. d. = 0.059 ........................................... ... 
219 
Figure A4.4: Planes de Baronia pF curve - max. s. d. = 0.044 ........................................... ... 
219 
Figure A4.5. Planes de Baronia pF curve - max. s. d = 0.127 ........................................... ... 
220 
Figure A4.6 Distributed land-use (I -arable, 2-grass, 3-evergreen, 4-bare) and soil 
depth (m), maps for Planes de Baronia ............................................................. ... 
221 
Figure A4.7 Distributed porosity and saturated conductivity (m/day) maps interpolated 




Figure A5. i. Predicted and observed water table height for Si bore hole ............................ 
223 
Figure A5.2: Input data using ET calculated from estimated evapotranspiration as 
a junction of temperature .................................................................................... 
224 
Figure A5.3 a Individually defined catchments for Alvera landslide (left) ............................. 
225 
Figure A5.4 a. Topographic map (in meters) with superimposed mudslide area (left). b. 
Topographic index distribution (right) ................................................................. 
226 
Figure A6.1: Surface layer infiltration ................................................................................. 
228 
Figure A6.2: Finite-difference model of soil moisture response to rainfall in a 
vertical profile .................................................................................................... 
229 
Figure A6.3 Schematic diagram of one-dimensional infiltration and soil moisture 
movement model (upward flow component not shown) ........................................ 
230 
Figure A6.4: Finite element grid and material properties (top), and pressure head contours for 




Table 1.1 Variables and constants used for model parameterisation ...... .......... 
23 ........................ 
Table 2.1 Illustration of the possible effects of changes to short and long term temperature 
and rainfall patterns to seasonality and likelihood of'extreme weather ................. 35 Table 2.2 Representation of phenomena differentiation by temporal scale (after Kirkby, 
1996), those not dealt with specifically in this study are shaded. .......................... 35 
Table 3.1 List of on-site monitoring equipment ......................................................................... 50 Table 3.2 Meteorological station instruments and sampling times ........................................... 51 
Table 4.1 KSat determined from undisturbed samples using permeameter ................................. 90 Table 4.2 Ksut determined via inverse auger hole method ........................................................ 90 Table 4.3 Summary of data collected from cores between BI and B4 ....................................... 91 Table 4.4 Comparison of values for O. found using shear vane and shear box apparatus........ 92 
Table 4.5 Mechanical properties for the Lower Greensand escarpment as determined from 
previous study ...................................................................................................... 92 Table 4.6 Ksat determined from sampling program carried out at 50cm intervals using the 
inverse auger method for saturated conductivity .................................................. 94 Table 4.7 Results from sampling program carried out at 50cm intervals. Porosity determined 
during calculation ofpF curve ............................................................................. 95 Table 4.8 Results from sampling program carried out at 50cm intervals. Dry bulk density 
determined during calculation ofpF curve ........................................................... 95 Table 4.9 Soil parameters as determined for the Roughs and Planes de Baronia field area 
soil types .............................................................................................................. 96 
Table 5.1 Vegetation parameters from previous studies (seasonal range indicated if known). 101 
Table 5.2 Percentage interception calculated from observed monthly rainfall and 
throughfall totals ................................................................................................ 109 
Table 5.3 Parameters used to calibrate Rutter interception model for canopy interception 
from a mixed forest at the Roughs field-site (values adapted from Dingman, 
1994) .................................................................................................................. 109 Table 5.4 Regression coefficients for relationship between measured rainfall (x), and 
measured throughfall (y), [where y= ax + b]; for the Roughs (n = number of 
observations) ...................................................................................................... 
110 
Table 5.5 Parameters used to calibrate Rutter interception model for canopy interception 
from Pine forest at Planes de Baronia (values adapted from Dingman, 1994).... 113 
Table 5.6 Regression coefficients for relationship between measured rainfall (x), and 
measured throughfall (y), [where y= ax + b]; for evergreen Pine forest at 
Planes de Baronia (n = number of observations) ................................................ 
114 
Table 5.7 Parameters used to represent canopy interception and evapotranspiration for 
different vegetation scenarios using the Rutter interception model and Penman- 
Monteith Evapotranspiration model (after Dunn & Mackay, 1995) .................... 
116 
Table 5.8 Regression coefficients for relationship between daily rainfall (x), and predicted 
throughfall or stemflow (y), [where y= ax + b]; for a 222 day period 
(consisting of 107 rain-days). R2 was found to be above 0.97 for all 
relationships ....................................................................................................... 
116 
Table 5.9 Regression coefficients a and b (where ET= a(temperature) + b), for the Roughs 
and Planes field sites. Also shown is R2 value; cumulative error (mm) in the 
relationship over a6 month period; and cumulative error as a percentage of 
total ET (FAO calculated), for the same period. ................................................. 
119 
10 Regression coefficients a and b (where ET(FA 0 calculated) =a (temperature) + Table 5 . b), for the Roughs and Planes field sites ............................................................. 
119 
Table 5.11 Canopy and ground-cover fractions used to describe seasonal variation in 
canopy interception and transpiration rates (after Dunn & Mackay, 1995)........ 119 
18 
Table 6.1 Summary of mean annual rainfall totals and number of rain days within 30 year 
periods as projected by HadCM2 for SE England .................. ... 138 ......................... Table 6.2 Mean and standard deviation of 'rainfall and temperature per deacade, projected for the Roughs (HadCM2 GS) 
.......................................................... .................. 142 Table 6.3 Summary of downscaled GCMscenarios for SE Spain (Mulligan and Reaney, 
1999) 
..................................................................................... ............................. 143 Table 6.4 Mean and standard deviation of'rainfall and temperature per deacade, projected for Planes de Baronia (HadCM2 GS) 
.................................... ........................... 147 
Table 7.1 DEM size, shape, resolution and co-ordinates for the Roughs and Planes field 
sites ............................................................................................... ..................... 159 Table 7.2 Summary table of sensitivity analysis (all scenarios derived from grass cover, 
average water-table of -2m) ................................................................................ 173 
Table 8.1 Descriptive statistics for water-table height and factor of safety within each 
observed and modelled period . .............................................................................. 176 Table 8.2 Descriptive statistics for water-table height and factor of safety within each 
observed and modelled period ............................................................................... 179 Table 8.3 Comparison of mean water-table heights (m), predicted for different vegetation- 
cover from HadCM2 data for the periods 1960-89 and 2050-79 at the Roughs. .... 184 Table 8.4 Comparison of mean water-table height (m), predicted for different vegetation- 
cover from HadCM2 data for the periods 1960-89 and 2050-79 at Planes de 
Baron ia ................................................................................................................. 185 Table 8.5 Change in probability of slope instability (FOS<1), relative to that predicted for 
a uniform grass cover for downscaled GCM data for 1960-89 .............................. 196 Table 8.6 Difference in probability of slope instability (FOS<1), relative to that predicted 
for a uniform grass cover downscaled GCM data for 1960-89 .............................. 196 Table 8.7 Change in probability of slope instability (FOS<1) predicted for a uniform grass 
cover (1965-94) ..................................................................................................... 197 Table 8.8 Difference in probability of slope instability relative to that predicted for a 
uniform grass cover (1965-94) .............................................................................. 197 
Table 9.1 Comparison of measured with calibrated soil parameters ....................................... 176 
Table A3.1 : Example top two cells of calculation table for the determination of unsaturated 
conductivity using the unsteady drainage flux method (Green et al. 1986) ............. 
216 
Table A3.2: Initial schedule of work; July `96 to 2000 ............................................................ 217 
Table A4.1: Particle size analysis summary for the Roughs .................................................... 218 Table A4.2 . Malling soil series: sandier soils derived from Hythe Beds (Brown Earth)......... 218 
Table A4.3. - Linton soil series : loamy drift over Atherfield clay (gleyed Brown Earth)......... 218 
Table A4.4 : Hildenborough soil series : Fine loamy silt surface water gley over Weald ....... 
218 
Table A4.5 : Variables and calculated constants required for determination of 0( 'II and 
K(9) by van Genuchten (1980) method .............................................................. 
219 
Table A4.6. - Coeffs a and b for fitted double log function curves to Planes pF data ............... 
220 
Table A4.7. - Variables and constants required for determination of 9(f' and K(9) by 
van Genuchten'sMethods .................................................................................... 
220 
Table A4.8 : Variables and constants required for determination of 9( and K(8) by 
Campbell's (1974) method .................................................................................. 
220 
Table A4.9 Variables for water balance model, calibrated for the Roughs .............................. 
221 
Table A4.10 Variables for one and three dimensional versions of the basic water balance 
model calibrated for Planes de Baronia ............................................................. 221 
19 
1. INTRODUCTION 
As a result of the current global warming phenomenon, climate change in Europe over the next 
100 years is expected to entail significant changes in precipitation and mean annual 
temperatures. Global Circulation Model (GCM) scenarios suggest increased rainfall in northern 
and western Europe but a decrease in the south, that would be consistent with the expected 
northward shift in wind belts and depression tracks, and increased evaporation in the north 
Atlantic (Jones, 1996). Warmer summers, especially in the Mediterranean (which would be most 
affected by the subtropical high pressure belt moving north), would increase the risk of drought 
and cause greater instances of surface desiccation. 
The effects of such changes to soil moisture regimes are difficult to predict, since factors 
affecting surface hydrology are as numerable as they are complex. Within the context of slope 
stability, the increased precipitation and associated water-table rise may lead to greater landslide 
activity within susceptible areas. The combined effects of increased summer surface desiccation, 
and convective rainfall events of greater intensity, may also mean faster and deeper infiltration, 
resulting in a more rapid rise in pore-water pressures at the shear surface. Spatial and temporal 
patterns of both surface and subsurface moisture content and drainage may therefore become 
more variable, both in the long and short-term. 
Reducing the potential magnitude of the above effects, will be a possible tendency towards 
greater evapotranspiration due to a rise in mean temperatures. The extent of this attenuation will 
be dependent upon the size, nature and structure of surface vegetation cover. Similarly, the 
vegetation canopy may be such that the amount of rainfall reaching the ground is significantly 
reduced through interception losses. 
The question of whether the expected climate change will produce greater instances of slope 
instability cannot, then, be approached without considering related effects of other processes in 
this part of the hydrological cycle. This research aims therefore to investigate the relative 
contribution of climate and land-cover change to slope stability by consideration of their 
individual and combined influence on soil hydrology. Though the internal hydrology of 
landslides can be quite different from stable slopes, the basic hydrological principles applied to 
problems are the same. Simple water balance modelling techniques are therefore used to 




1.1 AIMS OF STUDY 
The primary aim of this study is to assess and compare the sensitivity and response of two 
monitored landslide hydrological systems to predicted climate change scenarios. In addition, the 
impact of vegetation relative to expected change in climate will be investigated. While GCMs 
are more often used to illustrate expected long term changes in climate, assessing the effects of 
such change at a local scale is more difficult (in that climate variation will tend to be affected by 
topography, proximity to the coasts, vegetation cover, and aspect). Similarly, at smaller 
timescales, climatic variability is likely to be as significant as longer term climate change. The 
combined effect of long term climate change and the natural seasonal variability of regional 
climate, must therefore be accounted for in considering the full impacts of expected climate 
change. To this end, within this study comparison will be made of the changes to landslide 
frequency that occur between an observed 30 year control period (1960-89), and three 30 year 
periods in the future (1990-2019; 2020-2049; 2050-2079). 
1.2 RESEARCH OBJECTIVES 
The approach used in this study follows a framework for conducting climate impact 
assessments, as outlined by the Intergovernmental Panel on Climate Change (IPCC, 1990). This 
involves six stages of research design: Problem Definition; Method Selection; Method Testing; 
Climate Scenario Definition; Impact Assessment; and Evaluation. From the aims of this study 
outlined above, the research objectives of this study fall into three areas: 
1. Assessment of the effect of future climate change on soil moisture and groundwater 
regimes. 
2. Assessment of the hydrological effects of vegetation on slope stability through processes of 
interception and evapotranspiration. 
3. Assessment of the increased risk of land instability due to the combined effects of climate 
and vegetation change. 
In order to account for both the long and short-term variability that occurs within meteorological 
data (and the varying rates at which different hydrological processes operate), numerical 
analysis will also be used to address the following questions: 
" To what extent will an increase in mean annual rainfall cause a rise in local water-table? 
" To what extent will an increase in mean temperature cause a drop in local water-table? 
" Will an increase in storm frequency produce an equivalent increase in landslide frequency? 
" Will an increase in storm magnitude produce an equivalent increase in landslide magnitude? 
" To what extent does an increase in rainfall intensity produce corresponding water-table rise? 
" How significant is vegetation type, at each of the temporal scales represented 





In order to address the research objectives described above, a tank-model approach was adopted 
after consideration of finite-difference and finite element approaches (see Appendix 6). 
Development and use of this model can be divided into three areas: (i) model development; (ii) 
parameterisation, calibration, validation; and (iii) numerical analysis and scenario simulation. 
1.3.1 Model development 
Figure 1.1 illustrates the different types of data that were available for use within the models. To 
a certain extent, this predetermined the type of models that were to be used. Large scale GCM 
data required extensive pre-processing, and the use of numerical rainfall and temperature data 
generators to create climate series representative of future climate scenarios. Similarly, synthetic 
climate data were generated for model sensitivity analysis. Field programs were planned in order 
to collect information about soil and vegetation properties to parameterise models so that they 
may be validated with monitored ground water and soil moisture data in response to observed 
climate at each studied site. In addition, vegetation parameter data were obtained from the 
literature for hypothetical vegetation scenarios. 
Figure 1.1 Schematic diagram of data requirements for models used. 
Preliminary investigation found that for the analysis of shallow landslide hydrology, relevant 
hydrological processes could be defined as regulating moisture delivery (canopy interception, 
infiltration); and moisture storage (evapotranspiration and drainage). The following relevant 





(throughfall and stemflow); evapotranspiration; infiltration; macropore flow; unsaturated soil 
water flow; saturated soil water flow; and stability analysis. Each of these processes is 
represented within the designed models to an extent that is dependent on the spatial and 
temporal scale at which the model was to be used. 
1.3.2 Para mete risation, Calibration, Validation 
In order to parameterise and validate the models used, the following tasks were completed for a 
humid temperate coastal escarpment in SE England; and a sub-humid mountain basin in SE 
Spain: 
" Determination of hydrological and mechanical properties of soil layers and slope geometry 
via geophysical testing and survey. 
" Description of climatic conditions for the present and last thirty years. 
" Description of physiological, mechanical and hydrological properties of different vegetation 
functional types. 
" Parameterisation, calibration, validation of model predictions using piezometer and 
tensiometer data. 
On-site instrumentation at each site allowed continuous monitoring of meteorological variables, 
canopy interception, and resulting soil moisture and ground-water fluctuation in the period 1996 
to 1998. Slope instability was monitored both continuously using extensiometers, and 
periodically with ground surface tachometry. Table 1.1 gives a full list of variables targeted for 
parameterisation, and methods used to obtain them (described more fully in Chapter 3). 
Process Variables and constants Symbol Units Measurement 
Evapotranspiration leaf conductivity Cleaf cm/s species dependent 
leaf area index Lt - Photogrammetry 
temperature T °C Met. Station 
wind speed Va cm/s Met. Station 
relative humidity Wa % Met. Station 
height of wind speed measurement zm cm Sampled 
height of vegetation Zveg cm Sampled 
psychrometric const. 7 mb/°C Calculated 
Latent heat of vaporisation LH cal/g 590 
density of air pa g/cm3 0.00122 
mass density of water pW g/cm3 0.98 
heat capacity of air ca cal/g 0.24 
Interception Stemflow, Throughfall mm Tipping buckets 
Infiltration, Rainfall R mm Tipping bucket 
Unsaturated flow, Porosity cp % Sampling 
Saturated flow. volumetric moisture content 0 % Theta probes 
Saturated hydraulic conductivity Ksat m/s Inv. auger hole 
Suction m pF curve 
Stability Analysis Cohesion C kN/m 
Angle of friction 0 deg. Shear vane / box 
Vertical depth of soil above shear z m Boreholes 
Piezometric height of water at z. H m Piezometry 
Angle of slope ß deg. Survey 
Unit weight of soil 7s kN/m2 Sampled 
Unit weight of water yW kN/m2 9.81 
Weight of vegetation T, kg Estimated 
Table 1.1: Variables and constants used for model parameterisation 
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1.3.3 Numerical analysis and simulation 
1 Introduction 
Because of the disparity between spatial and temporal scales at which climatic and hydrological 
processes were represented, large scale climate data analysis and small scale hydrological 
simulation were first performed separately (see Figure 1.2). 
Figure 1.2 Coupling of large scale climatic data with hillslope scale process models. 
Each of these three stages may be described in more detail: 
1. Analysis of input data required for modelling for studied field-areas: 
" Description of observed climate within the last 30 years. 
" Description of future climate as projected by downscaled GCM data. 
2. Application of designed models to the studied areas: 
" Sensitivity analysis of designed models using field parameters. 
" Simulation of water table response using observed daily meteorological data from last 30 
years. 
3. Investigation of hypothetical climate - vegetation scenarios: 
" Simulation of water table response to daily downscaled GCM data for next 90 years. 
" 3D modelling using distributed soil and vegetation parameters. 
1.4 THESIS OUTLINE 
As stated above, the approach adopted in this study follows that outlined in the IPCC guidelines 




Step 1: Problem Definition 
As described in this chapter, the potential impact of climate change on shallow landslides will 
depend on changes in rainfall and temperature, and on the nature of soil and surface vegetation 
cover. The problem is therefore to determine the resulting extent of water table change is 
expected, and to describe the implications of such changes to land instability. It is not the 
intention of the author to make specific predictions about future landslide occurrence within the 
studied areas. Rather, predictions made from a single future climate scenario are used to 
corroborate and illustrate the finding from the model sensitivity analysis. 
Step 2: Model Design 
Chapter 2 includes a review of a variety of approaches that have been used to address the 
response of shallow landslide hydrology both to meteorological perturbation and changes in 
vegetation cover. The advantages and disadvantages of one, two, and three dimensional 
approaches are then discussed with reference to tank-models, finite-element and distributed 
modelling techniques. 
Chapter 3 is a comprehensive description of the field and laboratory techniques used within the 
course of this study to parameterise, and validate the models used. This includes a description of 
each study site and justification for the methods used at each location. A summary is also given 
of parameters used within the models; archived data; and a description of the periods for which 
continuously monitored meteorological and soil hydrology data is held. 
Chapters 4 and 5 outline the main soil and vegetation sub-model components used within the 
study. This includes a background and justification for using these particular models from those 
that are available, as well as a critical appraisal of how well they can model the conditions under 
study. As some simplification of the models was also required, assessment is made of the effect 
this may have on the results produced. 
Step 3: Climate Scenario Definition 
Chapter 6 investigates the nature of the data input to the model. This includes investigation of 
short and long term data characteristics of the present (baseline) climate. Sources of error within 
the data that may influence the model results are also discussed (including an assessment of 
GCM modelling and downscaling techniques). 
Step 4: Model Testing 
Chapter 7 illustrates the sensitivity analysis of the sub-models used, and of the slope-hydrology 
model as a whole. The model behaviour is discussed along with 
its inadequacies, and the 




parameters, and assessment made of the models representation of reality. Calibration and 
validation of the model is also performed. 
Step 5: Impact Assessment 
A summary of the results produced by the 1D model using climate scenario data, and the 3D 
slope hydrology model is given in Chapter 8. 
Step 6: Evaluation 
Conclusions of study, and the implications for landslide management practices in the studied 
areas are discussed in Chapter 9. 
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2. MODELLING THE RESPONSE OF LANDSLIDE HYDROLOGY 
In order to assess the affects of climate and vegetation on the hydrology of a landslide, it is first 
necessary to determine which numerical models and component theory are most applicable to 
any circumstance. In this chapter, past and present approaches to the prediction of the stability 
of translational landslides under differing hydrological regimes, and at varying temporal and 
spatial scales, are reviewed. The problems of representing climatic variability and climate 
change within such models for impact assessment, are also discussed. 
2.1 SLOPE STABILITY AND HYDROLOGY MODELS 
A number of attempts have been made to classify different types of approach to slope stability 
analysis. For example, modelling approaches may be classed as either static or dynamic 
(Bromhead, 1996). Static analysis considers predominantly the initiation of landslide movements 
through investigation of conditions at the slip plane surface. Methods include infinite slope 
models (Skempton and Delory, 1957); slice models for simple rotational slides (Bishop, 1955; 
Janbu, 1957); residual strength models (Skempton, 1964,1985; Bishop, 1967); and internal 
stress models (Morgenstern and Price, 1965). Dynamic analysis on the other hand, addresses 
problems associated with landslide motion such as rates of shear relative to load and 
confinement within mud and rock slides. Only the approach of static analysis is adopted within 
this study. 
Slope models may alternatively be defined relative to the dominant controlling process of slope 
behaviour. For example, rheology-based models predominantly address flow-type mass 
movements, such as debris flows and mudflows, through generalised visco-plastic models based 
on dispersive stress (for fuller review see Chen, 1987, and Brunsden, 1999). Because of the 
nature of the landslides addressed in this study, it is models that are largely hydrological in 
nature, and which allow the prediction of water table and positive pore pressure response to 
meteorological conditions, that are adopted. 
Modelling landslide hydrology is not a new phenomena, and much work has recently been done 
to simulate the internal dynamics of such landscapes. The approach used 
is similar to that of 
many physically-based runoff models, such as the much referenced 
Systeme Hydrologique 
Europeen (Abbott et al., 1986), which uses differential equations of mass, momentum and 
energy conservation to predict soil water response to prevailing meteorological conditions. 
The 
extent to which component processes are modelled 
from first principles however, will vary 
according to the spatial and temporal scale 
for which the study is concerned. Whilst small scale 
soil water movements are more accurately simulated using 
Darcian or Richards equation flow 
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models, calculation of catchment scale hydrology is more easily determined using empirically 
derived relationships of mass and energy. 
2.1.1 'Tank' models 
The most straight-forward method of representing the movement of rainfall from the soil surface 
to the shear-plane, is to divide the soil profile into a small number of vertically differentiated 
stores of similar hydrological properties. This type of tank-modelling, wherein infiltrated rainfall 
will move 'step-wise' towards the shear surface as opposed to gradually diffusing into it, is 
extremely effective in obtaining quick and reliable approximations of groundwater response (see 
Sugawara, 1995; Beverley et al., 1999; Xiong and Guo, 1999). This principle has already been 
used to good effect in a number of landslide studies (Buma and Dehn, 1998; Okinishi and 
Okimura, 1987; Van Asch and Buma, 1997; Wigmosta et al., 1995). 
In reducing the hillslope to basic hydrological units, field parameterisation of such models may 
lead to inaccurate prediction, as only the dominant hydrological processes are represented 
(infiltration, evapotranspiration, macro-pore flow and matrix flow). In response, some 
compromise in parameterisation of the model may be required (for example higher vertical 
conductivity may be used in order to account for lateral drainage). Assuming the model has an 
adequately simple and flexible structure, a good fit between observed and predicted data can 
normally then be achieved through systematic calibration. 
The types of simple conceptual model employed by this approach lend themselves to use within 
GIS-type applications. For example a simple one dimensional model can be applied to each cell 
of a digital elevation model (DEM), that is representative of the studied landform. Hydraulic 
gradients between each cell may then be approximated from ground surface topography, and 
each cell then receives moisture from its up-slope neighbour in addition to the one dimensional 
inputs. 
Though it is the very simplicity of tank models that allows their use within three dimensional 
modelling, they tend to be less useful for prediction of the distribution of finer parameters such 
as pore-water pressure. Similarly, because of the ease with which such models may 
be 
calibrated, their objectiveness and the extent to which they actually represent real processes will 
always be in question. This subsequently means that a deeper analysis of the causation processes 
of a landslide are not always possible with such models. 
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2.1.2 Physically-based models 
Physically-based models most often utilise finite-difference or finite-element schemes in order 
to solve saturated and unsaturated flow equations in one or two dimensions (for example see 
Hillel, 1977; Hillel and Hornberger, 1979; Salvucci and Entekhabi, 1994; Sharda and Singh, 
1994). Because of the more realistic representation of physical processes, they may be used to 
describe moisture redistribution within soil over a wider range of temporal and spatial scales. As 
models become progressively more complex however, it is usually necessary to calculate water 
budgets between smaller distances in order preserve the mathematical and theoretical 
assumptions made during model development (Remson et al., 1971; Brandes et al., 1998). When 
applied to extreme or unrealistic situations, such as are often found within landslide analysis, 
analytically based solutions may tend to become unstable. In response to this, model geometry 
should ideally be made to the reflect gradual changes that occur in soil properties in the vertical 
profile (porosity, conductivity, soil characteristic curve); realistic initial and boundary flow 
conditions; and the natural spatial variability of parameters, as they occur in the field. 
Anderson and Howes' (1985) finite difference model approaches the degree of sophistication 
necessary for accurate pore water pressure simulation and subsequent stability analysis. 
Originally used to explore the impact of soil suction and parameter variability, the core of this 
model has since been used to investigate the hydrological effects of climatic variability, 
vegetation and pedogenisis on slope instability (Brooks and Richards, 1994; Brooks et al., 1995; 
Collison and Anderson, 1996; Anderson et al., 1998). More recently incorporated into the 
Combined Hydrology and Stability Model (CHASM) at the University of Bristol, the modular 
nature of this approach means that the representation of processes such as interception, 
evapotranspiration and infiltration are relatively easily accounted for, while spatial trends in 
results produced are accurate up to the scale of component soil layers. 
A number of recent studies (Wu, 1996; Dykes, 1995,1997; Thornes and Alcäntara-Ayala, 
1998), have utilised the slightly more advanced and commercially available finite element 
software SEEP/W which can be used to simulate the movement of water through 
bedrock or soil 
and estimate resulting pore pressures (GEO-SLOPE, 1992). The software calculates 
Darcian 
flow for saturated and unsaturated conditions using information about soil porosity, and 
conductivity - moisture content - pore pressure relationships. 
These results may then be linked 
with the stability analysis software package SLOPE/W 
(GEO-SLOPE, 1994), which can provide 
limit equilibrium type solutions for infinite slope or rotational conceptual models. 
Parameter 
requirements are again dependent on variability within the soil profile. 
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A good review of the capabilities and limitations of physically based hydrological modelling 
techniques at the hillslope scale is given by Bronstert (1999). This includes discussion of the 
difficulties involved in representation of certain processes (surface crusting, unsaturated flow, 
macro-pore flow); problems of small scale variability; scarcity of detailed soil data; and 
incomplete process parameterisation. A number of recent attempts have been made to tackle 
these problems at smaller scales (Ruy et al., 1999; Mishra et al., 1999), but over larger scales 
models that are conceptually still closer to tank models prevail (Sloan, 2000). 
2.1.3 Distributed modelling 
In modelling landslide hydrology with sophisticated modelling software such as that described 
above, it is important to realise that most landslides exist within three dimensions. Depending on 
the shape of the landform under study, there may be situations in which processes cannot be 
satisfactorily simplified into just one or two dimensions (Brunsden, 1999). In response to this 
problem, a number of process-based models have been employed within DEMs in a similar way 
to that described for tank models, in order to give a truer spatial representation of near and sub- 
surface hydraulic variation. 
Wigmosta et al. (1995) for example, have used digital elevation data to model topographic 
control on meteorological variables, such as short-wave radiation and air temperature, within a 
hydrological sub-model of their climate-ecosystem regional modelling system (RESIM). In a 
similar manner, Dietrich et al. (1995), consider the effects of spatially varying soil and 
vegetation parameters. Though each of these models give greater insight into processes that 
control slope hydrology, their practical application is dependent on the availability of accurate 
and reliable parameter and validation data. Indeed one of the main challenges in using such 
techniques to model landslide hydrology and stability lies in attaining appropriate 
parameterisation, and accurate assessment of geometric dimensions of the landslide structures 
such as varying soil depths and shear plane position (see Thieken et al., 1999; Walker, J. P and 
Willgoose, 1999). With the exception of Binley and Bevan (1994), even hydrological modellers 
that have made advances in this area have tended to concentrate predominantly on surficial soil 
properties (Bronstert and Plate, 1997; Olivera and Maidment, 1999), or have addressed 
parameterisation problems through catchment interpolation techniques (Burrough and 
McDonald, 1998). 
Because of the complexity involved in designing and running truly physically-based fully- 
distributed hydrological models, predictions of soil moisture and water table height made by one 
dimensional models, may be 'projected' across a catchment relative to topography and position 
within a slope (Moore et al., 1994; DonellyMakowecki and Moore, 1999; Collison et al., 2000). 
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This method is derived from the moisture distribution and drainage channel routing approach 
used by TOPMODEL (Bevan, 1985; Quinn et al., 1991; Bevan et al., 1995), and assumes that 
the spatial variation in soil moisture is dependent on slope angle and contributing area. In a 
similar manner, Montgomery and Dietrich (1994), solved the problem of large amounts of input 
data and longer computation times required by 3D models, by keeping the number of input 
parameters to a minimum, and using a topographic wetness index to identify which areas within 
a catchment were most likely to become unstable first. Their model however, assumed steady 
state rainfall and was thus unable to predict the temporal response of landslides to varying 
rainfall. 
2.2 EFFECTS OF CLIMATE CHANGE 
Recent studies of the effects of past climatic change and slope instability have been relatively 
numerous, with much focus concentrating on historic landslides within Europe (Casale et al., 
1994; Dikau et al., 1996; Corominas et al., 1998; Dikau and Shrott, 1999); archived evidence 
and dendrochronology (Corominas and Moya, 1999; Cuesta et al., 1999; Fantucci et al., 1999); 
and the use of land instability as evidence of past climate change (Matthews et al., 1997). 
Investigations of the potential impact of future climate change on the other hand, have been less 
frequent (Dehn and Buma, 1999; Dehn et al., 2000; Collison et al., 2000). 
All of the above studies illustrate that in order to compare the frequency of landslide occurrence 
in the past with that projected for the future, an accurate description of both current and 
expected climatic characteristics must first be made. While temperature changes are relatively 
easy to quantify and describe, rainfall is intrinsically more dynamic and therefore must be 
considered in terms of its changes that might occur in storm magnitude and frequency. 
2.2.1 Rainfall Intensity and Duration 
Patterns of rainfall are most often expressed in terms of return period, total magnitude, and 
maximum or mean intensity. For most European environments convective storms produced in 
anticyclonic conditions are generally of short duration but high intensity; whereas frontal storms 
associated with depressions, are of lower intensity but longer duration (Brooks and Richards, 
1994). Volumetric soil moisture content generally responds more quickly to convectional as 
opposed to frontal storms due to higher associated rainfall intensities, and positively skewed 
rainfall distribution within such events. A quicker delivery of water into the soil, means that 
depending on the drainage characteristics and antecedent moisture of a soil, positive pore-water 
pressures may attain higher peak values. Conversely, for frontal storms the transport of moisture 
through successive layers in the soil will tend to be more gradual. Because pore pressures will 
not rise to as high a level, resulting slope failure will tend to occur in lower layers, where water 
has time to accumulate. 
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Various attempts have been made to identify a 'rainfall coefficient' with which to identify 
landslide causing rainstorms. Most of these however have been area specific, and hence varied 
in their predictive accuracy when applied to other situations. Crozier (1996) identified maximum 
and minimum probability thresholds for storm event sizes, above and below which instability 
definitely will and will not occur respectively, while Guidicini and Iwasa (1977), used both 
antecedent and event totals in order to calculate threshold values as functions of mean annual 
rainfall. More successfully, Garland and Oliver's study of Durban landslides (1993), found that 
3-day rainfall totals were the key variable in producing instability. Storms of longer periods 
were found to give pore pressure time to dissipate, while in shorter and more intense storms, 
water was lost as overland flow. In similar way Capecchi and Focardi (1988), obtained a good 
correlation between landslide occurrence and the ratio of preceding days rain, to maximum 
rainfall for the same period. 
The findings of the above approaches compare well with studies that have concentrated more on 
the 'threshold rainfall' concept (Caine, 1980; Wieczorek, 1987; Crozier, 1996; Polemio and 
Sadao, 1999). A similar conclusion is reached that seasonal antecedent rainfall must attain a 
critical value in order for failure to occur in subsequent storms. In addition however, it is 
generally found that once antecedent threshold is reached, rainfall intensity required for failure 
grows exponentially as the duration of the storm decreases (Haneburg, 1991). 
In order to predict the effect of specific rainfall intensities then, along with the resulting changes 
in pore-water pressures, it is necessary to consider more closely the mechanics of the processes 
involved. Reid (1994) achieves this simply by assuming the soil to be virtually saturated, making 
moisture flow subject to Darcy's law in its simplest form. Under a similar rationale Haneburg 
(1991), utilised the linear pressure diffusion model to simulate the progress of a wetting front 
through `tension-saturated' soil. The main advantages of these physically based approaches are 
that they quantify lag-times between incident rainfall, and resulting responses in pore pressure 
with depth. From these, temporally varying instability thresholds can then be defined in terms 
of required rainfall intensities and duration. 
It thus follows, that even if the net annual rainfall was to remain constant under a climate change 
scenario, landslide frequency would still be expected to change relative to patterns of rainfall 
frequency and magnitude. The rate of response of any particular landslide to such change, 
however, will depend on its particular geometry (depth to shear surface) and soil properties 
(effective hydraulic conductivity) (van Asch, 1997). 
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2.3 VEGETATION AND SLOPE STABILITY 
Consideration of the effects of vegetation in slope stability analysis has only really been 
consistently undertaken within the past 60 years, though the potentially beneficial or detrimental 
effects of certain vegetation types have been known about for much longer. Greenway (1987), 
has reviewed past and present technology and research methods relating to this subject including 
hydrological and mechanical processes that occur between vegetation and the slope. 
Consideration of such effects is especially important in shallower soils where hydraulic response 
times, and vegetation-to-soil mass ratios can be greatest. 
Essentially, vegetation will affect water table height and soil moisture levels through processes 
of rainfall interception, transpiration and infiltration; and will affect the mechanical properties of 
the slope through root strength, weight, and increased potential for wind leverage. A number of 
studies have covered different aspects of these processes including the mechanics of root 
reinforcement (O'Loughlin, 1974; Wu et al., 1979); and soil water extraction (Gray, 1987; 
Williams and Pidgeon, 1983). 
As discussed by Buma and Dehn (1998) however, attempting to represent the effects of 
vegetation on slope stability with physically-based models for prolonged time-spans, as for 
example in response to climate change scenarios, may be impractical in terms of computational 
time needed. Similarly, traditional empirical methods of calculation of transpiration as a 
function of temperature (such as the Thornthwaite or Blaney-Criddle methods), are unable to 
differentiate between different vegetation types. In this study therefore, site-specific seasonal, 
empirical relationships between transpiration and temperature (based on the Penman-Montieth 
evapotranspiration model) are used to model the response of slope stability for five basic 
vegetation types. As is described in Chapter 5, this approach allows comparison of the effect 
that each vegetation type will have under future climate scenarios. 
2.4 MODELLING THE FIELD AREAS 
Much of the theoretical work of this study has been developed from the European Community, 
Environment and Climate programs: EPOCH (CT 90 0025); TESLEC (EV5V-CT94-0454); and 
NEWTECH (ENV-CT96-0248), (see Casale et al., 1994; Dikau et al., 1996; Corominas et al., 
1998). The models used here, have built upon the conceptual models developed within those 
projects, and attempt to simulate moisture redistribution within the soil through using both 
physically-based and lumped parameter methods. 
2.4.1 Conceptual Model 
In its most basic form, the conceptual model used in this study treats sections of land as isolated 
units of potential water storage. If the water content of the storage unit rises above a specified 
limit, the stability of the unit is decreased as pore pressures at its point of contact with an 
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underlying surface increase. Whilst rainfall is primarily the main input into the system (the other 
being lateral flow if it is considered), actual water content at any one time is governed by a 
number of component sub-processes, such as canopy interception, evapotranspiration, soil 
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Figure 2.1 Schematic representation of input and output processes relevant to this study. Area of 
arrow indicates relative total flow, while width of spiral indicates rate of flow (thin 
spiral - fast rate). 
These processes are themselves regulated by various climatic and soil conditions. For example, 
groundwater drainage outflow will occur at a rate that is dependent on the conductivity and water 
content of the soil, whereas water input through surface fissuring, will tend to be depend on size 
and extent of soil fissures (which are in turn determined by antecedent climatic conditions). It can 
be seen then, that even in its most simple form, the processes that control the movement of water 
within the landform unit are still extremely dynamic. Any attempt to assess the effects of 
changing meteorological or land-cover conditions therefore, must consider the response of these 
processes with respect to each other. In this study, this is initially achieved through considering 
first the effects of short-term meteorological change, and then of longer-term climate change. 
2.4.2 Temporal considerations 
In calculating the total water content of the soil at any time, not only must the net effect of input 
and output processes be taken into account, but also time-lags incurred by water in transit. It is 
also useful to consider the range of normal operational circumstances of the system, and 
expected rates and magnitudes of its constituent processes. In this way, processes of relatively 
low magnitude may be assumed to be negligible for simulation purposes. For any climatic 
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variable then, we will see a potential change in both short-term variability and long term mean. 
Table 2.1 illustrates the potential combinations of these two unknown factors that must be 
considered if trying to account for all the possible impacts of climates change. 
Precipitation & Fixed annual total & mean Changing annual total & mean 
Temperature 
Fixed short term Present conditions in/decreasing seasonality 
variance 
Changing short term in/decreasing frequency of in/decreasing frequency of 
variance extreme events extreme events and seasonality 
Table 2.1 Illustration of the possible effects of changes to short and long term temperature and 
rainfall patterns to seasonality and likelihood of extreme weather. 
In order to determine the full response of landslide hydrology to variation in rainfall and 
temperature, sensitivity analysis of the models to these variables is made. For example, landslide 
frequency over a 30-year period may be plotted as a function of percentage precipitation change, 
or percentage temperature change. This study is limited in addressing only the implications of 
changes in rainfall and temperature, whereas in reality changes in solar radiation, vapour 
pressure, cloud cover and wind speed will also have an impact. 
Because of the different temporal and spatial scale of the processes under investigation that have 
been found to be relevant to the control of slope stability, a multiple modelling approach was 
adopted in order to assess their relative significance. Adopting Schumm and Lichy's (1965), 
concepts of steady, graded and cyclic time (see Table 2.2), it could be argued that this study 
necessarily ranges through all three. 
Steady State Time Graded Time Cyclic Time 
(10-5 - 10-2 years) (10-1 - 10' years) (103 - 105 years) 
Richard's Equation Water balance Slope Evolution 
Hydrological Processes Hydrological Cycle Climate Change 
Plant Physiology Plant Succession Ecosystem Evolution 
(Process Experiments) (Geomorphic Observation) (Numerical Simulation) 
Table 2.2 Representation of phenomena differentiation by temporal scale (after Kirkby, 1996), 
those not dealt with specifically in this study are shaded. 
It was not within the remit of this study to investigate or perform downscaling of GCM data. 
The data used were chosen from that which were available at the time of study and within the 
context of the NEWTECH project which this study took place. However, justification of the 
choice of data sets from those available is made. Similarly, the use of the data sets and their 
disadvantages are also investigated. The implications of these characteristics on the models used 
are discussed. 
2.4.3 Spatial Considerations 
Numerical simulation of relevant small-scale processes was performed using a one-dimensional 
'tank-model'. Larger catchment-scale water budget calculations on the other hand were better 
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represented using a 3D version of the same model and a simple GIS based modelling system 
(PCRaster). In this way, slope stability was assessed with respect to both the spatial and 
temporal variation of soil pore-water pressure. 
Using a digital elevation model of the sites under study, the 3D tank-model was applied within a 
local drainage direction map produced using the PCRaster software. Given the soil properties of 
each cell within the defined grid, it was possible to model infiltration, throughflow, and surface- 
flow between cells for a known amount of rainfall. Other processes within the water balance can 
also be calculated, such as interception, evapotranspiration and drainage. Because of the 
flexibility of the internal modelling language, the complexity of designed models was largely 
user defined (see programme listings - Appendix 7). An advantage of using this software was its 
ability retrieve and store dynamic data from iterative models, within a GIS environment. 
Additionally, structured `dynamic modelling scripts' and their associated internal algorithms 
allowed quick representation of complex arithmetic procedures (van Deurson, 1995; Wesseling 
et al., 1996). In order for models to be potentially portable, landslide characteristics and 
geometry were parameterised specifically for each site. The model was also applied to a third 
site of contrasting character in Alvera, N Italy, with some success (see Appendix 5). 
2.5 SUMMARY 
It can be seen then, that hydrological models can be classified according to the spatial and 
temporal scale for which they are used, and the extent to which they are empirically, 
conceptually or physically based. For this study, a three-layer conceptual 'tank-model' 
(consisting of both empirical and physically based sub-models), was designed to predict water- 
table response to long-term climate change scenarios. A three dimensional version of the same 
model (but with a lateral flow component), was then used to compare slope stability under 
different vegetation-cover. The rationale of using more than one type of model stems from the 
view that often the best overall solution to complex multi-faceted problems, may be found using 
a range of different methodologies. In addition these models proved to be more robust and 
consistent than equivalent physically-based models (see Appendix 6). 
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3. FIELD INSTRUMENTATION AND EXPERIMENT 
The hydrological models used within this study, despite their potential portability have been 
designed with two particular environments in mind: 
9 The Roughs, SE England: humid temperate, clay-loam soil escarpment. 
" Planes de Baronia, SE Spain: sub-humid, disused agricultural terraces. 
Data collection within these areas fell into two categories: 
i. Model parameterisation data: 
Field and laboratory determination of saturated and unsaturated permeability; soil water 
characteristic curves; soil shear strength; canopy interception characteristics and vegetation 
physiology. 
ii. Model calibration and validation data: 
Weather stations monitoring rainfall, temperature, humidity, air pressure, wind speed and 
incoming radiation at hourly intervals were installed at both sites, whilst piezometers allowed 
continuous monitoring of ground water levels. A number of soil moisture probes and 
tensiometers were also installed at each site. Slope movement was monitored using strain 
gauge extensiometers to indicate displacement at various soil depths, and ground surface 
tachometry. 
3.1 STUDY AREAS 
A comprehensive field campaign was necessary to facilitate and support the most appropriate 
model design; similarly, it allowed more accurate subsequent model parameterisation and 
validation. The first stage of this campaign was a preliminary literature search and site survey. 
The sites themselves were chosen for being representative of unstable areas within each region 
and vulnerable to both climatic and anthropogenic influence. 
3.1.1 The Roughs, SE England 
In the UK, the reactivation of relict landslides as opposed to the initiation of first time slides is 
thought to be the more typical response to changes in climatic conditions (Brunsden et al., 
1996). For this reason the landslide complex known as The Roughs in Hythe, Kent was chosen 
as a study area (See Figure 3.1). Additionally the site offered the chance to study smaller 'self- 
contained' slides, as well as the interaction of more complex phenomena such as rotational 
slumps and mudslides (though these are not dealt with in this study), see Figure 3.2. The Roughs 
as a whole consists of 17 individual landslides. As just one of these, the studied landslide in turn 
consists of several integrated geomorphological units as described below. 
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3.1.1.1 Geology 
The Roughs landslide area is part of a larger structural formation that runs west from 
Folkestone, along what was formerly a marine cliff line, before the development of Romney 
Marsh. Figure 3.3 shows sections of the escarpment or 'cuesta' that essentially mark the outcrop 
of Lower Greensand, which forms part of the Weald-Boulonnais anticlinal dome, (see also 
Gibbons, 1981). The landslide complex is approximately half a kilometre wide and runs 2.5 km 
across the escarpment. It is bordered to the south by the Royal Military canal and Romney 
Marsh, while to the north the scarp cuts into back tilting agricultural land of the lower greensand 
escarpment. 
The escarpment is approximately 100m high at Lympne, declining from west to east, to a height 
of approximately 65m in the area studied. The slope is capped by a 15m thickness of Hythe 
Beds which dip between 1° and 2° in the north-north-east to north-east direction. Known as 'rag 
and hassock', it consists of interbedded hard grey sandy limestones and weaker thin calcareous 
sandstone. Below this lie 12m of slightly sandy Atherfield Clay and the predominantly silty 
Weald Clay. Apart from intermittent thin limestones and pockets of silt, the Weald Clay is a 
largely homogenous composition, ranging from siltstones to highly plastic clays (Bromhead, 
1997), and of approximately 70m in depth. 
3.1.1.2 Geomorphology 
The slope along the escarpment generally consists of a number of landform elements, as 
illustrated by Figure 3.4 (after Brunsden, et al., 1996). Beneath the Hythe Beds cliff face at the 
top of the slope (which may be up to 10m high and varies between 45 and 90°), are rotational 
landslide formations, the bases of which sit in the Atherfield Clay. Beneath these, translational 
landslide features run down-slope with a shear surface approximately 3m below the ground 
surface. Towards the lower part of the slope, accumulation features are evident, comprising of 
landslide debris from the upper slopes. This accumulation zone overlies a former sea-cliff, 
thought to have been cut into the Weald Clay around 440±50BP (Hutchinson, 1988), and the 
more freely draining sands and shingle of the former coast line (see Figure 3.5). (See also 
Eddison and Gardiner, 1995; Eddison and Green, 1988; Tooley, 1995; and Green, 1988). 
Where accumulation lobes have not occurred, Hutchinson et al. (1985), suggests that the lower 
slopes have reached their present angles of between 10° and 13° over a 4.5 thousand year 
period, since the development of shingle spits and marsh at the foot of the slopes. The slopes are 
generally believed to have formed by the erosion of periglacial mudslides and marine erosion 
during the Pleistocene. The existence of 9° slopes in the western part of the escarpment, 
suggests further instability on the eastern flank is likely. 
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Figure 3.1: Top; location of The Roughs, West Hythe, SE England. 
Middle; position of weather station (W) at Lympne Castle and Sandling Park, 
(1: 65 000 - derived from OS LandRanger 189). 
Bottom; position of instrumented transect on Roughs escarpment, 
(1: 17 500 - derived from OS Pathfinder 1252). 
39 
3 Field Instrumentation and Experimei 
Figure 3.2 Black and white aerial photograph of monitored section of the Roughs landslide 
complex. Position of piezometers indicated at B 1, B2 and B4. Agricultural 
Military Canal can be seen bounding the top and bottom of the 
sýuýý nectivrIy. 
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Figure 3.3 Geology and landform structure of the Weald-Boulonnais anticlinal dome at 
Derwent Gap (top), and sections of Lower Greensand escarpment at Vale of Fernhurst 
(middle), and Leith Hill (bottom), (Wooldridge and Goldring, 1953). 
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Figure 3.4 Geomorphology of the Roughs landslide complex 
(Brunsden et al., 1996) 
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Figure 3.5 Cross section of The Roughs escarpment at Lympne Castle showing accumulation 
zone overlying abandoned cliff, and alluvial and littoral deposits. Numbers detail 
monitored boreholes from previous study (Hutchinson et al., 1985). 
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The most recent activity within the studied part of the escarpment occurred during the winter of 
1988, when parts of the existing landslide masses were reactivated due to a general rise in 
ground water. Anderson (1990) suggests that the event occurred in three stages. Firstly, 
following two days of heavy rainfall, a shallow translational landslide at the lower end of the 
slope developed. Secondly, in response to another day of heavy rainfall and unloading of the 
mid-slope area, a shallow rotational slide with translational slumping occurred in the upper 
slope. Bromhead (1997) suggests that the lower translational sliding (probably comprising of 
multiple pre-existing shear surfaces), was at least a contributory factor in subsequent semi- 
rotational slumping upslope. 
3.1.1.3 Pedology 
The soil types associated with the area may be characterised by those defined for the Lower 
Greensand escarpment in the Stour valley and surrounding lowlands by Green and Fordham 
(1973): 
Series Description 
Mailing " brown earth in drift from, and overlaying Hythe Beds. 
" porous and freely draining. 
" suitable for most arable crops and horticulture 
" moderate to small AWC1. 
Linton " loamy drift from Hythe Beds over fine loamy or clayey Atherfield Clay. 
" freely draining, but vertical flow may be impeded by clay from 70cm. 
" may have wetter areas due to spring seepage. 
" can support arable or top fruit. 
" medium AWC. 
Hildenborough " fine loamy or fine silt drift over Weald and Atherfield Clay. 
" impervious clay substratum may cause surface water ponding. 
" deep surface cracks develop in warm summers, but tend to close on 
saturation in winter. 
" mainly grassland; can suffer compaction under intensive grazing, leading 
to restricted root zone 
" large AWC. 
Maximum soil moisture deficit tends to occur in July or early August in wet years, and in 
September or October in dry years2 (Hurst in Green and Fordham, 1973). Because of the mixed 
nature of the colluvium overlying the majority of the Roughs landslide area, it is acknowledged 
that even the most comprehensive sampling would risk misrepresentation of certain areas. Soil 
type distribution within the studied area was thus determined from a field sampling program 
designed to test findings from previous studies (Anderson, 1990; Bromhead, 1997). 
I AWC: available water content (8 c- Opwp) 
2 Where soil moisture deficit is defined as the amount of rainfall needed to restore soil to 
its field capacity. 
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3.1.1.4 Land-use 
Until 1940 the region was characterised by sheep dominated livestock systems. After the war 
however much grassland was replaced by cereal acreage, crop concentrations traditionally 
tending to occur at the foot of the Chalk escarpments, where the Upper Greensand outcrop is 
adequately broad, and on suitable areas of Lower Greensand such as the land that lies upslope of 
the Roughs escarpment, (Wooldridge and Goldring, 1953). As elsewhere in this part of England, 
agriculture now comprises largely of mechanised farming of wheat, barley, oats, potatoes, 
French beans, sugar beet and rape. In areas such as the Roughs where this is less practical, 
orchards and soft fruit cultivation may be practised. Apple and cherry orchards for example may 
have under-crops of strawberries, raspberries or gooseberries which help to equalise soil 
moisture supply in the same way that grass would. 
The Roughs is currently in use for grazing sheep and cattle, and consists of predominantly short 
grass with nettle and thistle patches on the lower slopes and longer grass on the rougher terrain 
of the upper slopes. Less well drained areas of the slope support marsh grass. The number of 
single standing trees in this area is negligible. West of the main active area towards Lympne 
Castle, semi-natural woodland has been preserved on the escarpment. Typical forest species 
include Alder, Oak, Yew and Birch. Typical forest plantation types across the Weald comprise 
of Beach, Larch and Scots Pine. Coppicing is still practised in its traditional form using Hazel, 
Hornbeam and Chestnut, the latter having long since been the most popular choice, and cut on a 
12 year rotational basis. 
3.1.2 Planes de Baronia, SE Spain 
The field area in SE Spain has undergone no prior study, so that information summarised below 
has been obtained from direct study, or pertains to the characteristics of the wider region of 
Planes de Baronia. Two sites were chosen within the area in order to compare the difference 
between terraced and forested hillslopes. The sites were situated approximately l km north-west 
of the village of Almudaina in SE Spain, within an area of extensive agriculture. Both sites were 
north-westerly facing slopes, and at less than 1/2 km apart, exhibited similar soil profiles and soil 
properties (see Figure 3.6). 
3.1.2.1 Geology 
The large scale geology of this part of the country is particularly complex as a result of Tertiary 
tectonics being applied to rocks of contrasting competence. As part of the Pre-Betic zone, the 
region is composed of predominantly limestone and marls which range from Mesozoic to 
Tertiary in age (Cretaceous limestone, Neogene limestone conglomerates and Miocene Marls), 
see Geologico Mapa 821 (Ministerio De Indutria, 1972). The massive limestones 
being more 
resistant to deformation form large open folds with wavelengths of several 
kilometres, while 
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incompetent marl and marl-limestone interbeds form small folds with wavelengths ranging from 
1- 400m. The trend is largely ENE which is characteristic to the area, with dextral and sinistral 
wrench faulting either north-south or WNW (Moseley, 1990). 
The Planes basin (Valle de Planes), is approximately 8km wide: bounded to the north by the 
Sierra de Benicadell (1024m), and to the south by the Serra de la Almudaina (1000m). Situated 
in the mid-point of the basin is the Embalse de Beniarres (350m), a man-made reservoir which 
is both fed and drained by the Rio Serpis on its way from Alcoy to the coast at Gandia (see 
Figure 3.7). 
3.1.2.2 Geomorphology 
The study area lies on the south side of the Planes basin, approaching the point where the 
overlying marl meets the limestone massif, and at an altitude of about 400m (see Figure 3.8). 
Because of this, springs emanating from the limestone - marl boundary are much in evidence. 
Though not thought to directly affect the areas under study, the springs may have contributed in 
part to, and therefore be indicative of, the drainage network in this part of the basin. The 
monitored field-sites are situated within of the upper reaches of the deeply incised Barranco de 
Coloma which feeds into the Barranco de Almudaina and Barranco del Azufere which in turn 
feed into the reservoir. The land is predominantly terraced, though some natural slopes survive 
in the upper, more forested areas. Where abandonment of terraces has occurred it has normally 
taken place within the last 10 - 15 years, and land regeneration is at the early to intermediate 
stage. Episodes of previous land instability are evident from areas of disturbed tree cover, 
hummocky ground, and a number of small surficial landslide scarps and tension cracks. 
Instability of both natural and terraced slopes occurs largely through over-steepening caused by 
incision from the main gully system, though slope failure on steeper non-incised slopes also 
occurs. 
3.1.2.3 Pedology 
Because of the relatively consistent underlying lithology of the area, soil properties tended to be 
uniform. Differences that do occur were as much due to anthropogenic interference as to natural 
variation. Vegetation may also be of considerable importance, for example pine woodlands tend 
to exhibit higher rates of infiltration than matorral or garrigue type associations (Rice, in Brown 
1990). 
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Figure 3.6: Top; Planes basin (Valle de Planes), viewed from Serra de la Almudaina, looking 
northwards towards Sierra de Benicadell (1024m): the Embalse de Beniarres 
(reservoir fed and drained by the Rio Serpis) can just be seen (centre right). 
Bottom; North westerley facing intsrumented test-sites: piezometer (p), and 
meteorological equipment (m), and canopy interception plot (c). 
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Figure 3.7: Top; location of Province de Alicante within Pre-Betic zone of S. E. Spain 
Middle; positions of Alcoy and Cocentaina within main ENE fault lines. 
Bottom; position of Planes de Baronia on shaded relief map of the region (for detail 
see Figure 3.8), (1: 400 00 - derived from IGN: 1972). 
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Figure 3.8: Top; main area of study area (1: 150 000 - derived from IGN: 1972). 
Bottom left; Miocene (marl) [shaded], and Cretaceous (limestone) [speckled] geology. 
Bottom right; location of interception plot (I), met-station (M), and ground water 
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3.1.2.4 Land-use 
Steppe-type natural vegetation within the area includes multi-layered matorral combinations of 
annual herbs and woody dwarf shrubs such as rosemary (Rosemarinus of cinalis), thyme 
(Thymus membranaceus), gorse and artemisia (Artemisia campestris), and also the taller 
garrigue associations of gorse, juniper (Juniperu soxcycedrus), and similar scrub tree species. 
Higher up the slopes, where it becomes too steep for terracing, stipa-type grasses begin to 
dominate, along with predominantly pine forest (Pinus halepensis). Some elm occur where the 
water-table appears close to the surface such as near spring emanations, or within channels of 
the gully network. 
Terraced agriculture of the area normally supports almonds, cherries or olives. Peaches and figs 
however are also in evidence, the latter occurring closer to the limestone slopes, making fuller 
use of the main spring line. Due to both the recent EU 'set-aside' policy, and to a more long term 
gradual depopulation of the farming industry, a noticeable amount of land abandonment has 
occurred in the area. Significantly these areas are generally those that are most difficult to farm 
and the least productive; and quite often those most prone to instability. Some grazing occurs on 
this land, though not in such profusion as to cause erosion. 
3.2 INSTRUMENTATION 
The need for field data was paramount in order to first understand the extent and nature of the 
processes that were to be modelled, and then to validate the model predictions. The selection 
and positioning of instruments within field sites was determined from available prior knowledge 
of the site and preliminary site investigation. Table 3.1 shows a complete list of instrumentation 
used at both sites: 
Instrument Use The Rou hs Planes de Baronia 
Met Station ET, Rainfall   
Piezometers W. T. (perched or local)   
Tensiometers Pore water pressure  
TDR's Soil moisture / infiltration  
Extensiometers Slope movement  
Stem-flow gauges Interception  
Through-flow gauges Interception   
Net solar radiometer net solar radiation   
Pyranometer canopy attenuation of radiation   
Table 3.1: List of on-site monitoring equipment. 
3.2.1 The Roughs Field Site 
Following Anderson's (1990) observation that instability at the Roughs is governed by 
movement within the lower translational area of the slope, only this area was instrumented (as 
can be seen from Figure 3.9). This was consistent with the 'infinite slope model' approach 
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adopted for stability analysis. The site was instrumented along one transect only, as ground- 
water was assumed to vary uniformly across the slope. Meteorological and canopy interception 
measurements were taken west of the main site, towards Lympne castle, where there was secure 
and accessible space for the automatic meteorological station, as well as a forest enclosure (see 
Figure 3.1). 
On site equipment: 
6 Casagrande piezometers, (2 shallow) 
-4 continuously monitored at any time 
2 Periodically monitored tensiometer nests 
1 continuously monitored extensiometer 
height (m) 
70 
60 Hythe Beds 
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Figure 3.9 : Instrumented field area at the Roughs 
3.2.2 Planes de Baronia field site 
Instrumentation of the Spanish field-site aimed to represent the variability in pore water 
pressures within a relatively small area due to slope, aspect, distance from drainage divide, and 
convergence (see Figure 3.10). Soil moisture probes were initially placed along the axis of the 
hollow in order to obtain maximum expected values (later probes were placed at the same 
station but at varying depths). The meteorological station was placed within the instrumented 
site described above. Canopy interception measurements were made up to 1/4 km across slope 
within a more vegetated areas (see Figure 3.8). 
3.2.3 Meteorological Stations 
At each site meteorological variables were recorded in order to describe net rainfall and 
evapotranspiration with respect to different types of land use. Sampling frequency and 
equipment specifications are given in Table 3.2. 
Variable units Instrument Sampling frequency 
Air temperature C Thermister 1 min intervals for hourly mean 
Wind run m Anemometer hourly count 
Wind direction degrees Potentiometer wind vane hourly mean 
Rainfall mm Tipping bucket hourly count 
Solar radiation W/ m2 Pyranometer 1 min intervals for hourly mean 
Relative humidi % Digital hygrometer 1 min intervals for hourly mean 
Table 3.2 : Meteorological station instruments and sampling times. 
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Figure 3.10: Position of field instruments in hollow at part of Planes field area. Dimensions 
shown to local area datum. Survey points from which grid was interpolated also 
shown. 
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3.2.4 Canopy Interception 
In order to calculate interception loss of incident rainfall within the studied areas, a 
representative 10m2 of vegetation was used to monitor stem-flow and through-fall'. The areas 
were so chosen as to reflect similar aspect, inclination and altitude as other instrumented areas 
of the site under study. Within the chosen area, every tree-stem was fitted with a stemflow 
gauge which were monitored using a tipping-bucket logging system (see Figure 3.11). The 
outflow from nine randomly positioned through-fall gauges within the area was monitored in a 
similar fashion. The gauges were connected using detachable sections of hose-pipe in order to 
allow their periodic repositioning. The data obtained from this site facilitates the calculation of a 
simple regression equation between net rainfall (stem-flow + through-fall and gross rainfall), 
and gross rainfall. This equation can be expressed annually, seasonally or for individual storm 







Trees: O radius = 2.35m area = 17.35m2 
radius = 2.18 area = 14.93 
radius = 2.42 area = 18.40 
radius = 1.93 area= 11.70 
5 radius = 1.05 area = 3.46 
6 radius = 2.41 area = 18.25 
7 
radius = 2.90 area = 26.42 
* Throughfall gauges 
Trough-fall logger 
Stem-flow logger 
Figure 3.11 : Canopy interception plot as used for Pine covered section of slope, (Planes de 
Baronia). Indicates position of trees and randomly positioned through-fall gauges. 
The surface area of the through-fall gauge's receptacles tended to be greater than those used for 
rainfall (though both systems used similar sized tipping-bucket logging devices). This was found 
to allow more accurate collection of through-fall at lower intensities (correction of recorded 
through-fall was therefore necessary during low rainfall). The discrepancy between logging 
systems was rectified by scaling the tipping-bucket size relative to the area of collection. For 
both through-fall and stemflow measurement, the size of collection area is an important control 
of the rate at which water is delivered to the tipping-bucket devices. For example, the stemflow 
collection system shown in Figure 3.11 using 10.13cm3 buckets, reached a maximum rate of 12 
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tips per minute within the course of a 6-hour, 3mm/hr storm. In order to account for more 
intense events therefore, the capacity of the tipping bucket was increased to 30.13 cm;. 
Unfortunately, this has the effect of making the gauge less sensitive to less intense rainfall. 
3.2.5 Ground water fluctuation 
Casagrande type piezometers were monitored at both sites using electronic depth sensors 
automatically logging at hourly intervals. In this way modelled predictions of ground water 
variation over time could be validated. Most piezometers installed consisted of 
35mm diameter porous tip sunk into 
50cm of sand, and sealed with 
50cm of bentonite. A 20mm inner 
diameter PVC tube connected 
the porous filter to the ground 
surface, where a concrete seal was 
made (see Figure 3.9 and Figure 3.10 
for location details). Most 
piezometers were installed to 
a depth just above the suspected 
PVC inner tube 
Concrete seal (10cm, ) 
backfill 
shear surface, unless surface water 
suggested the existence of perched 
water tables - in which case 
shallower depths were used. Depth 
sensors used were of the standard, 
Bentonite seal (50cm) 
Sand (50cm) 
Porous filter 
resistance strain-gauge pressure 
transducer type, with a range of 7m Figure 3.12: Casagrande type piezometer 
3.2.6 Soil moisture monitoring 
Direct measurement of soil moisture variation across one of the sites was made possible using 
Thetuprobes2. Relying on the linear relationship that exists between volumetric soil moisture 
content and the square root of a soil's dielectric constant (White et ul., 1994), the probes were 
distributed in pairs and at depths of 30 and 100cm, as illustrated in Figure 3.10. Comprising a 
central metal prong (3 x 60mm), surrounded by three similar sized prongs 26.5mm apart, the 
system determines a soil's apparent dielectric constant from the ratio of a supplied oscillating 
voltage to the voltage reflected by surrounding rods (voltage standing wave ratio). Using the 
Helvey & Patric (1965b), suggest plot must be a minimum of 1.5 x diameter of the crown of the largest 
tree; while Hewlett (1969), advises the use of 10 throughfall gauges per rain gauge. 
2 Delta-T Devices Ltd. 
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linear regression mentioned above, the expected margin of error of the probes is ±0.05% VMC 
(this was subsequently confirmed through field experimentation). 
3.2.7 Pore pressure variation 
The variation of soil suction within the top Im layer of soil was monitored using tensiometers. 
The type used consisted of a PVC tube (of 15mm bore), with a porous ceramic tip. Once filled 
with de-aired water and sealed, pressure change within the tube due to the suction on the water 
through the tip from the surrounding soil was monitored via a resistance gauge pressure 
transducer. The instruments were continuously logged at intervals ranging from 10s to 10 mins, 
depending on data required. Higher intensity data were normally only required for experimental 
work, whilst for logging under natural field conditions less frequent sampling was adequate. The 
instruments were installed at angles less than 90° to the ground surface by augering a hole of 
equal diameter and packing at the surface with a bentonite / soil mix in order to discourage 
water movement towards the tip. Used in nests of three or four and installed at various depths, 
the tensiometers provided reliable measurement of transient suction gradients in the vertical 
profile, as can be seen for the Roughs in Figure 3.13. In obtaining data through an annual cycle, 
it was possible to approximate field capacity. 
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Figure 3.13 Tensiometer reading taken at the Roughs from March '97 to January '98. 
Tensiometer accuracy was found to vary diurnally due to expansion of air bubbles within the 
instrument causing an intermittent drop in internal pressure (see Figure 3.14). Investigation 
showed that the response was due more to incoming solar radiation than other meteorological 
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variables. Also shallower instruments appeared to be more affected than deeper ones, suggesting 
that ground temperature was also a controlling factor. For data analysis, a 24-hour running mean 
was used. 
Figure 3.14: Diurnal variation in tensiometer readings taken at depths of 20,30 and 50cm.; in 
response to incoming solar radiation (equivalent temp range 10 -15 ° Q. Data from 
Planes de Baronia 27-11-96. 
3.2.8 Displacement 
While initial ground survey measurements would have been sufficient to detect larger scale mass 
movements (> 1 cm/annum), at the Roughs test site it was necessary to employ a sub-surface 
detection unit for smaller magnitude displacements which were believed to be occurring. A 
simple extensiometer was designed which employed a Wheatstone-bridge arrangement of four 
5mm laminated copper-nickel alloy foil strain-gauges, to measure the bending strain in a mild 
steel strip. 
3.2.8.1 Strain-gauge instrument 
Four strain gauges were fixed to a thin strip of flexible mild steel (0.1 cm x 1.5cm x 150cm), 
within a Wheatstone-bridge circuit (as described in Appendix 2). A cyandacrylate-based glue 
proved adequate after some basic surface preparation (see Windon and Holister, 1982). The 
metal strip was then securely fixed inside a water-proof housing (see Figure 3.15 and Figure 
3.16). A weight anchored below the shear surface was attached to the free end of the metal strip 
using non-malleable wire and a pulley system. Relative movement between shear zone and 
ground surface thus produces negative or positive displacement at the free end of the metal strip. 
Tension was preserved in the wire using an adjustable counter balance weight; this also allowed 
measurement of both static and dynamic strain. Voltage across the strain-gauges, and 
hence 
vertical displacement of the metal strip, was logged at intervals of 
between 1 and 6 hours 
(depending on the time of year). 
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Logger 
Pulley 
Strain gauges attached to 




Weight anchored below suspected 
shear surface 
Figure 3.15 : Displacement meter components. Figure 3.16: Installation detail. 
Figure 3.17 illustrates the relationships between voltage measured across the strain-gauges to 
measured displacement (calibrated); and theoretical displacement (calculated)'. The non-linear 
nature of the relationship of the calculated displacement reflects the failure of the material used 
to describe a perfect arc when strained. This effect can be reduced by positioning the gauges 
closer to the point of pivot, but this reduces the potential range of the instrument. In order to 
allow easier calibration and subsequent monitoring the simple regression equation describing the 
relationship of measured displacement to voltage was used. The logging system employed was 
accurate to 0.01 mv, meaning that displacements as small as 0.00067mm were identifiable. 
Figure 3.18 shows a period immediately after instrument installation at the Roughs, where 
positive displacement represents a slackening of tension. This initial period of loosening is 
observed as the 'anchor' at the shear surface initially moves closer to the surface (due to fact that 
the borehole is perpendicular to the horizon as opposed to the slope). Additionally some 
stretching of the extensiometer wire was to be expected. A subsequent increase in tension within 
the wire, (negative vertical displacement), suggests that a in this case installation was followed 
by a 'drying-out' period. As Figure 3.19 illustrates this trend continued through August until 
December. 
' As defined in Appendix 2, Equation A2.4. 
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Figure 3.17 : Relationship between voltage across the strain gauges and measured displacement 
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Figure 3.18: Strain gauge response during initial installation period at the Roughs. Logged '/2 
hourly displacements are summed through time to give total cumulative displacement. 
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Figure 3.19: Extensiometer response from August, showing increased activity in December. 
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In the latter half of December more significant movements of the extensiometer occurred (see 
Figure 3.20), which are likely to reflect expansion and contraction of the soil around the 
extensiometer housing in response to wet and dry periods and temperature fluctuation. In 
January however, a larger displacement of 5mm or more in one day appears to suggest more 
substantial ground movement. Comparison of this with the water table record at the time 
indicates extremely wet conditions and thus likely instability (see Figure 3.21). Interestingly, a 
day later a further movement of 2-3mm took place in the 'opposite direction'. This might have 
been caused by a subsurface loosening of the anchor in the shear zone, or the wire cutting 
through clay that has encroached on it. 
10 
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Figure 3.20: Significant gauge displacement occurring on 9th January '98, and subsequent 
'rebound'. 
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Figure 3.21: Greatest gauge displacement occurring as water table peaks in response to winter 
rainfall (piezometers B1 and B2b are bottom and mid-slope respectively). Water table 
shown in meters below ground level (bgl). 
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A disadvantage of this system is that an increase in vertical extension of the extensiometer wire 
can not easily be converted into an equivalent horizontal movement of the ground-surface 
relative to the shear-plane. This is because the borehole in which the extensiometer wire runs is 
unsupported, and is therefore susceptible to deformation and movement at any point between the 
ground and the shear-surface. Assuming continuous monitoring however, the system would be 
highly effective in determining the exact time of movement, and thus the height at which critical 
ground-water levels occur. It is envisaged that the instrument could also be used to tentatively 
compare relative magnitudes between events. 
3.3 FIELD EXPERIMENT 
In addition to continuous monitoring of meteorological and hydrological variables, a number of 
measurement techniques were employed to determine secondary variables (net radiation); 
vegetation (Leaf area index, canopy cover); and soil characteristics (saturated and unsaturated 
hydraulic conductivity): 
3.3.1 Net radiation 
An empirical relationship was determined between incoming and net radiation for the various 
types of vegetation and ground cover that are dealt with within the study. A radiometer was used 
to record incident and reflected radiation at frequent intervals and net radiation was then 
calculated for each sample. Figure 3.22 shows an example of a regression equation found using 
this method, which consistently achieved correlation coefficients of greater than 0.95. Deviation 
from this linear relationship, although negligible, occurs diurnally (see Figure 3.23): thus 
overestimating reflectance in the morning when ground temperature is low, and underestimating 
as ground temperatures rise in the afternoon. Where measurement of reflected radiation was less 
practical (such as for high canopy), net radiation was estimated from vegetation albedo, 
emissivity and temperature (see Appendix 1) 
Figure 3.22: Example of relationship between incoming and net radiation for mattoral ground 
cover in Planes, S. E. Spain. (From I week of hourly observations in September '97) 
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Figure 3.23 : Diurnal variation in difference (error), between predicted net radiation values and 
measured values. 
3.3.2 Leaf Area Index (LAI) 
To estimate field values of leaf area index, the relationship between incident solar radiation and 
beneath canopy radiation as described by Beer's Law was utilised (see Jones, 1983). This 
relationship assumes that vegetation canopy is composed of randomly arranged leaves, and that 
irradiance decreases exponentially through the canopy. By measuring both incident and below 
canopy radiation simultaneously (using a pyranometer), LAI may be found using Equation 3.1. 
The extinction coefficient (k), represents the ratio of shadowed leaves to total leaf area and is 
determined by leaf shape and inclination, and solar elevation. LAI increases exponentially as k 
decreases. 
o) Equation 3.1: L 
ln(I /I=- 
k 
where L= Leaf area index 
I= Below canopy irradiance, (W/m2) 
Io= Incident irradiance, (W/m2) 
k= extinction coefficient 
Figure 3.24 illustrates the difference between incident and below canopy radiation, and 
calculated LAI for a mature deciduous mixed forest in SE England. LAI calculated for a younger 
deciduous forest is shown for comparison - it can be seen that the mature canopy tended to have 
a larger LAI. 
3.3.3 Percentage canopy cover 
Processes of interception and evapotranspiration will depend on canopy structure and on the 
extent of canopy area, this is most easily represented as a percentage canopy area. As with LAI, 
estimations of this variable were made in both winter and summer in order to compare and 
account for seasonal variation in canopy coverage. Percentage canopy cover was determined 
either by (i) manual measurement of canopy size and position from the ground level, or (ii) by 
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obtaining photographic images of canopy from above or below, which were then processed to 
determine % cover (for example see Appendix 3). 
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Figure 3.24 Measured incident and below canopy irradiance and calculated LAI from mature 
deciduous forest in SE England. LAI calculated for younger canopy is also shown. 
3.3.4 Unsaturated hydraulic conductivity 
The method used to determine field values of unsaturated conductivity involved monitoring a 
known volume of soil, as it drained after a period of irrigation. From the measured rise in 
suction within the soil, vertical moisture gradients were then calculated. Estimated potential 
difference between measured points were then used to solve Darcy's Law for values of K(O), 
(see Green et al. 1986). This method was especially useful in SE Spain where other methods of 
determining soil hydraulic properties that rely on saturating the soil, are hindered by very low 
levels of antecedent moisture. 
250 litres of water were first poured into an isolated, 1 m2 level plot of vegetated soil through 
saturated but unponded infiltration. Using tensiometers installed at depths of 18.5,27,50 and 
54cm (Figure 3.25), variation in hydraulic head during drainage, at these depths, was then 
recorded. The perimeter of the plot was water-proofed using a plastic covered earth bank, sealed 
with a bentonite paste and weighted with loose rubble. Subsequent evaporation from, or rainfall 
into the plot was prevented by covering with plastic sheets. Tensiometers were placed with 
sufficient spacing to prevent interference with each other. The method assumed one 
dimensional, isothermal, non-hysteretic flow, and laterally uniform downward movement of the 
wetting front. By also assuming a uniform potential gradient below the lowest measured point, 
and a continuation of a similar soil type, conductivity values were estimated for up to 1.5m 
below the surface. (See Appendix 3 for full calculation details). 
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Figure 3.25: Arrangement of tensiometers used to monitor natural drainage from 1 m2 plot. 
Figure 3.26 shows a complete range of conductivity values predicted for soil at the Planes field 
site whilst undergoing drainage over a nine day period in November '961. The closeness of the 
fitted exponential function however, betrays the fact that the soil profile was assumed to be of 
uniform material (average suction-moisture curve). Similarly, the hysteretic nature of the K=f (8) 
relationship is not represented, as only the drying cycle was considered in calculations. 
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Figure 3.26: K(O) predicted for a draining soil at the Planes field site, SE Spain. 
1 Predicted for 10cm intervals up to a depth of 1 m. 
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Figure 3.27: Soil moisture profiles after 0,1 and 9 days; Planes de Baroma, SE Spain. 
In addition to extrapolation of the K(O) function, this method may be used predict soil behaviour 
as drainage occurs. Figure 3.27, illustrates the development of a mean moisture profile for the 
soil investigated given the known values that were instrumented. For this part of the analysis, 
soil moisture characteristic curves were defined for each 10cm layer; thus allowing definition of 
the greater soil heterogeneity with depth. 
3.3.5 Saturated hydraulic conductivity 
The inverse borehole method (Hess and Lovelace, 1991), was used to measure field values of 
Ksat. Tests were carried out for a variety the ground conditions found at each site (though proved 
most successful in the damper soils of SE England), and at different times of the year in order to 
try and assess both spatial and temporal variability. The method relies on the area around a 
borehole being saturated, and an accurate method of measuring the gradual decline of the water 
level within the borehole (electronic depth sensor and logger). The following equation was then 
used to calculate saturated conductivity: 
r 1.15rlogho+ 
2r -log 2 
Equation 3.2 Ksat = t 
where r= radius of borehole (cm) 
h= height of water in borehole (cm) 
t= time after start of test (s) 
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3.4 SUMMARY 
The data collected from each of the sites described, reflects the different conditions to which the 
model was to be applied. A more detailed description of soil and vegetation properties is given 
in Chapters 4 and 5 respectively. Figure 3.28 illustrates meteorological and hydrological data 
captured at each field site between June 1996 and May 1998. Longer-term rainfall and 
temperature data for each site was also secured (see Chapter 6). 
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PLANES: 1996 1997 1998 
J F M A M J J A S O N D J F M A M J J A S O N D J F M A M J 
Rainfall 
Met Station Hourly 
Daily 
1o min 10 min Hours S tri ereil 
Meteorology 
Met Station Hourly 
Daily 
Piezometers 
x2 Hourly 10 min 10 min 20 min 
TDR's 
Various X8 Hourly 10 min 10 min 20 min 
Interception 
Throughfall Trig'd 10 min 10 min 
Stemflow 10 min 10 min 
Sampled at Hourly intervals 
1= Sampled at Daily intervals 
Figure 3.28 Record of continuous instrumentation at the Roughs and Planes de Baronia. Gaps in 
data relate to periods of equipment failure. 
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Despite the large number of soil hydrology models that have been developed for use in a variety 
of different circumstances, this chapter outlines only that part of hydrological theory that is 
relevant to the study of water movement within shallow landslides. In order to account for the 
different temporal and spatial scales that are to be addressed, a number of modelling techniques 
were adopted. A one-dimensional tank-model was used to simulate soil moisture response to 
single storm events, and for prediction of mean daily water-table height over periods of up to 30 
years. A three-dimensional version of the same model was then used to simulate the spatial 
variability of water-table height at each of the studied sites. Processes represented within the 
models include infiltration, macropore flow, and saturated and unsaturated movement of ground 
water. Only instability caused by a rising water-table is considered. 
4.1 1D TANK-MODEL 
In order to simulate the hydraulic response of the hillslope over relatively long timescales (c. 30 
years), whilst keeping computing time to a minimum, it was necessary to simplify some of the 
relevant hydrological processes. A simplified daily water-balance model was thus used to 
predict water content and water-table height within three defined layers of the soil. The resulting 
factor of safety at the shear surface was also determined. 
4.1.1 Infiltration 
The process of infiltration of water into the soil column is inherently complex due to the various 
stages of wetting or drying that might occur. As the water content of the soil changes, its 
structure may also change, as particles swell or simply settle against each other, thus altering 
pore space and reducing cracks and voids. Additionally the hydraulic gradient within the soil 
will change, especially around the wetting front if one exists. Both of the above phenomena are 
hysteretic in nature so that the magnitude of change will depend on whether the soil is drying 
out or becoming more wet. 
Ideally a description of the infiltration response of a soil to various rainfall patterns would have 
been gained directly from field work. However as this is not possible for all possible conditions, 
an approximation of the mechanism of moisture flow into the soil was required. As stated by 
Ruben (1966), the infiltration of water into the soil occurs in one of three possible 
circumstances: 
i. Non-ponding infiltration (flux controlled): Rainfall rate < Infiltration rate. 
ii. Pre-ponding infiltration (flux controlled): Rainfall rate<_ Infiltration rate. 
iii. Rain ponding infiltration (profile controlled): Rainfall rate > Infiltration rate. 
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For ponding to occur, incident rainfall must be greater than the hydraulic conductivity of the 
soil. Once ponding occurs, whether immediately or after a period of pre-ponding, a positive 
pressure head acts upon the surface until rainfall rate declines. If rainfall is such that no surface 
ponding occurs, actual infiltration will tend towards rainfall rate with time. In reality, rainfall 
rates will rarely be constant, and resulting infiltration may move intermittently between the 
above modes in any one event. Antecedent moisture conditions will also affect a soil's 
infiltrability, as will previous wetting and drying cycles that the soil has undergone, though the 
hysteretic nature of these is assumed to be negligible. Because of such intrinsic variability, any 
attempt to model infiltration must invariably simplify the process. 
Because this study looks predominantly at the response of largely fissured landslide surfaces, it 
is assumed that except in the most extreme conditions, all incident rainfall enters the soil surface 
until saturation occurs from beneath. At such time, infiltration continues at a rate determined by 
moisture transfer in subsequent layers, which in turn is affected by the drainage from the profile. 
4.1.2 Vertical flow 
Initially based on a combination of theory developed as part of the NEWTECH project 
(Corominas et al., 1998), the vertical soil profile is represented by just three layers (though this 
can be more for soils of greater heterogeneity): root zone, colluvium and underlying 
impermeable layer (see Figure 4.1). The rate of transfer of moisture from one soil layer to 
another is regulated by soil conductivity and its relationship to antecedent soil moisture using 





Layer 3 Semi-impermeable layer 
D3 
Figure 4.1 Schematic illustration of ID water balance model. 
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However, actual potential difference between 'cells' or soil compartments is considered only 
indirectly, via a ratio between amounts of water held in adjacent layers and their capacity to 
receive drainage from above. Total water content is determined for each layer on a daily basis, 
accounting for rainfall, canopy interception, evapotranspriation, bypass flow and drainage. Total 
amount of water contained within each layer is calculated using the following mass-balance 
equations: 
Layer 1: Wt+i = Wt + {R(1-BP)} - EVTa -DI Layer2: Wt+l = Wt + {R(BP)} + D1 - D2 
Layer3: Wt+l = Wt +D2 - D3 
Wt = initial water content, (mm) 
W, = resulting water content, (mm) 
R= net rainfall, (mm) 
EVTa = actual ET, (mm) 
BP = bypass coefficient 
D1 = drainage from layerl, (mm) 
D2 = drainage from layer 2, (mm) 
D3 = deep percolation, (mm) 
The model assumes saturated hydraulic conductivity is always greater than rainfall intensity due 
to the presence of bio-pores in the topsoil (runoff only occurs therefore via saturation from a 
rising water table, rather than limiting infiltration). Each layer is assumed to drain to its field 
capacity at a rate dependent on its hydraulic conductivity or the capacity for drainage in the 
underlying layer. Total vertical percolation (D), saturation excess (Z), and water content at the 
end of the time-step (Wt+1), will depend on one of four possible conditions: 
i. No drainage from cell - amount of incoming water is insufficient to fill the cell micropores. 
ii. Drainage from cell to field capacity - available water fills micropores, but is less than field 
capacity and potential to drain. 
iii. Unconditional drainage - available water sufficient to maintain field capacity and maximum 
drainage, but cell not saturated. 
iv. Unconditional drainage / saturation limited inflow - cell is saturated. 
The resulting water contents, drainage, and excess water within each layer, for each of the above 
conditions may be described: 
1. 11. 111. iv. 
x5 Wfc Wfc < X: 9 Wfc + D, Wfc + D, < X: 9 Wsat + Dc X> Wsat + Dc 
Wt+l = X Wfc X- Dc Wsat 
D= 0 X-W fc D, D, 
Z= 0 0 0 X- Dc - Wo 
where X= Available water in layer = initial water content + input, (mm) 
Wt, = Water content when soil is at field capacity, (mm) 
W, at = Water content when soil is saturated, (mm) 
W1+i = Water content at time t+l, (mm) 
DC = Drainage capacity: limited by available storage in layer below, (mm/d) 
D= Drainage (actual), (mm) 
Z= Saturation excess, (mm) 
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4.1.3 Saturated and Unsaturated Conductivity 
Accurate simulation of water movement within the unsaturated zone is made difficult by the fact 
that both hydraulic conductivity and pore water pressure respond non-linearly to changes in 
moisture content. In addition, most naturally occurring soils exhibit cracks, air pockets, iron- 
pans, and a variety of other possible discontinuities. In order to model the theoretical response 
of soil moisture to different rainfall scenarios therefore, the soil is assumed to be composed of 
three homogenous layers. 
The hydraulic conductivity between two layers [K(O)Z. Z+1 ], is a function of each layer's 
conductivity and the distance between them such that, 
K(O)1 sz + K(O)Z+1 Sz+1 
Equation 4.1 
where 6= volumetric moisture content 
K(6) = conductivity at soil moisture 8, (cm/s) 
S, = layer depth, (cm) 
z= depth, (cm) 
The layer depth (S), will depend largely on the nature and structure of the soil being simulated, 
and the length of time steps to be used. The zonation of the profile into soils of different 
hydrological properties is made with respect to field and laboratory identification of the soil 
moisture characteristic curves. A number of possibilities exist for the rate of drainage from the 
soil profile, depending on the nature of local hydrology. The lowest vertical boundary for 
example, may be considered as the start of a regional water table; an impermeable layer; or 
simply simulated as infinite drainage. Each of these conditions is represented in the model by 
defining respective conductivity functions: K(O) = Ksat ; K(O) - 0; and K(O) =f (soil moisture of 
above layer). 
4.1.4 Bypass flow 
Simulation of landslide hydrology is often made more difficult because of a greater 
heterogeneity of soil properties than is found in more stable terrain. In addition, surface 
discontinuities cause the infiltration of rainfall to occur in a less predictable manner. Surface 
water especially, may fall into fissures from where it can travel deeper into the soil profile. 
Because of the distribution of such fissures, their net hydrological effect on the landslide is more 
realistically modelled by larger scale models. However, representation of the effect of such 
features in one dimensional models may be attained by introducing a second, faster permeability 
rate from the surface layer to the underlying soil (Bevan & Clarke, 1986; van Beek, R. 1997; 
Ruy et al., 1999). Alternatively, a similar method to that used by Collison and Anderson (1996) 
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may be employed, whereby soil permeability is empirically increased relative to percentage 
increase in unit area of plant root penetration (or fissuring). 
In this case, a bypass flow coefficient is described that represents the fraction of rainfall that 
enters directly into the second layer through tension and desiccation cracks. The coefficient is 
determined from empirical data as a logarithmic function of rainfall intensity (as described for 
preferential flow in structured soils by Coles & Trudgill (1985)). The coefficient ranges from 0 
(for low rainfall intensities at which no moisture enters the second soil layer directly), to a 
theoretical maximum value of 0.8, at which the maximum expected rainfall intensity occurs (see 
Figure 4.2). 
Equation 4.2 BP =a In (I) +b when 1: 5 eb/a otherwise BP =0 
where BP = bypass coefficient 
I= the maximum hourly rainfall intensity, (mm/h) 
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Figure 4.2 Relationship between rainfall intensity and bypass coefficient (ratio), as estimated for 
the Roughs from tensiometer data. 
1.4.1 Sensitivity of Bypass coefficients 
Predicted bypass flow tends to vary logarithmically with respect to constant a, and linearly and 
with respect to constant b. Figure 4.3 illustrates the change in bypass coefficient estimated from 
rainfall intensity, for practical values of a ranging from 0.1 to 0.5 (when b is equal to a typical 
agricultural soil value of 0.112, Coles & Trudgill (1985)). It can be seen that as a increases, 
calculated bypass coefficient becomes greater relative to rainfall intensity. Figure 4.4 illustrates 
predicted bypass coefficient for a range of values of b between 0.01 and 0.3 (where a=0.2208). 
Conversely, it can be seen that as b increases estimated bypass will decrease, though the effect is 
less pronounced than it is for a. 
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Figure 4.3 Estimation of bypass coefficient from rainfall intensity for a between 0.1 and 0.5 
(and where b=0.112). 
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Figure 4.4 Estimation of bypass coefficient from rainfall intensity for b between 0.01 and 0.3 
(and where a=0.2208). 
For the soil at the Roughs field site it was determined from rainfall and tensiometer data that at 
high rainfall intensities (c. 25 mm/hr), approximately half of the rainfall will directly reach the 
water table, whereas at low intensities (c. 2 mm/hr), bypass flow becomes insignificant 
(Collison et al., 2000). A similar estimation is made for the Planes de Baronia field area based 
on a number of infiltration experiments. 
4.1.5 Water-table height 
Once the water content of each layer has been ascertained, the equivalent depth of water in each 
layer is found using part of the soil drainage model described by Scotter et al., (1990): 
Equation 4.3 T= 
s 
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where T= depth of water table in layer corresponding to 
equivalent water content W, (mm) 
W, a, = capacity of layer (porosity x depth), (mm) 
W= average water content of layer, (mm) 
s= the slope of the soil moisture characteristic between 
saturation and field capacity 
In its original form however, Equation 4.3 assumes soil layers to be of unit depth (1m). In order 
to adjust for this, Equation 4.4 describes the same relationship but for any soil depth, such that: 
aý Wsa - 







Wsat - Wfc where L= soil depth (mm) 
Thus substituting Equation 4.5 into Equation 4.4 gives 
Equation 4.6 T=L 
(W-Wfc) 
% water content of layer 
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Figure 4.5 Water-table height (bgl), relative to water content (%), calculated for soil depths 
ranging from 0.5 to 4m (field capacity = 0.38). 
Using Equation 4.6, water-table height will be calculated as zero for a soil at field capacity, to a 
maximum (equal to soil depth), when the soil is saturated. This is illustrated in Figure 4.5, 
for 
soils of depth ranging from 0.5 to 4m. 
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Perched: Wi> fcl 
and 
W2 = (D2 
No 
WTporr = L1+ T2 
Regional: 
Yes 
W1> fc 1 
and 
W2 = 02 
and 
W3 = c3 
Yes 
Yes 
WTporr = Ti 
W= water content of layer 
No (= water content of layer at saturation 
fC = water content of layer at field capacity 
W2 > fc2 L= depth of layer 
and 
T=L- water level in layer 
W3=(D3 
No 
WTr = L1 + L2 + T3 
Figure 4.6 Schematic diagram of perched and regional water table calculation, from within 
layer water levels. 
As well as calculation of water levels within each defined soil layer, it is useful to determine the 
cumulative water table heights for instances when the water levels of two adjacent layers 
combine under saturated conditions. This is especially relevant in calculation of pore pressure at 
the shear surface. Figure 4.6 illustrates how this was achieved within the modelling context. 
Essentially the water table was considered as continuous between two layers if the lower layer 
was found to be saturated. Due to the relatively large timesteps at which the process of drainage 
between cells is modelled however, it was assumed that water level in the layer is maximum at 
just below saturation ((P-0.001). This prevented the water table of the lower soil layers dipping 
below complete saturation as the upper layer drains into them. 
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4.1.6 Model response 
Analysis of soil model input parameters allowed assessment of the model characteristics and 
behaviour under the conditions in which the model was ultimately to be used. Single parameter 
analysis was made in order to identify which parameters produced most the significant changes 
in model output. This proceedure used also served to validate internal model programming code, 
and determine the degree of accuracy required for input parameters. 
4.1.6.1 Layer depth 
To assess the effect of layer depth on model prediction, the soil layers were first set to equal 
depths with saturated conductivity at 10-7 m/s. From initial saturated conditions with zero 
rainfall and evapotranspiration, it was found that a greater volume of drainage occurs per time- 
step for larger layer depths. However, water table (described relative to layer depth), will 
decrease more rapidly for layers of smaller depths (see Figure 4.7). It could also be seen from 
these simulations that drainage from a saturated soil profile is controlled by outflow rate from 
the lowest soil layer and that rate of drainage from the profile will decrease with time as upper 
soil layers become less saturated. 
Figure 4.7 Effect of altering layer depth on water table in Layer 2, described as a fraction of 
layer depth, under conditions of free drainage from saturation (Ksa, = 10-7 m/s). 
4.1.6.2 Saturated Conductivity 
By running the model with each soil layer set to Im depth, it was possible to determine the 
effect of saturated conductivity on the drainage characteristics of each layer (where: porosity = 
0.48; field capacity = 0.43; and wilting point = 0.22). Figure 4.8 shows the drainage from each 
layer over a period of 180 days in which no rainfall or evapotranspiration takes place. It can be 
seen that the percentage water content decreases more quickly in the upper layers. As top layer 
(1), drops to field capacity, it stops feeding moisture to the underlying layer (2), the moisture 
content of which then decreases more rapidly. Similarly the moisture content of the lowest layer 
(3), will decrease more rapidly when drainage from the layer above becomes negligible. This 
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pattern is reproduced in the water table decline within each layer, such that the top layer will 
empty first, followed by the second and then the third (see Figure 4.9). 
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Figure 4.8 Moisture content (W), shown for 180 days drainage from layers of lm depth with 
Ksat, = 10-7ms-1. (porosity = 0.48; field capacity = 0.43; and wilting point = 0.22) 





As can be seen from above, for a conductivity of 10-7ms-' the profile tends to drain from the top 
down. For a higher conductivity of 10-5ms-1 however, the profile drains from the bottom up. In 
between these two extremes, drainage was found to become unstable until either of the above 
conditions prevailed. The implications of this under less controlled conditions is that oscillation 
in water table predictions may occur at the start of any model run if the soil layer's water 
content is out of equilibrium. This problem was rectified by starting the model at field measured 
values, or by first allowing the model to equilibriate under free drainage from saturation for a 
period of two weeks. 
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Again it can be seen that the lower layer tends to govern the rate of drainage from the profile as 
a whole. If for instance layer 3 is of low conductivity, the drainage rate of the overlying layers 
will be limited to the same rate regardless of how high the conductivity of those layers actually 
is. Figure 4.10 shows the drainage of the profiles under two conditions: layer 3 conductivity of 
10-7 m/s and 10-'m/s. It can be seen that for the lower conductivity (Figure 4.1 Ob), drainage rates 
from the upper layers are reduced accordingly. Increasing the conductivity of the upper layers 
was found to make little difference. 
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-1.0 Ksat = 10 ems 
-1.5 ------------------ ----- 
2.0 __ Ks, t = 10 
e ms- 
2.5 - -- ----------- 
-3. o Ksa, = 10-7ms 
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a: KsatL3 = 10-7ms-t 
Figure 4.10 Effect of varying lower layer conductivity on drainage from the upper layers (each 
layer is of 1m depth). 
4.1.6.3 Porosity and Field Capacity 
As the tank model relies largely on the field capacity threshold of a soil in order to determine 
whether drainage is taking place, the sensitivity of the model to variation between field capacity 
and porosity is perhaps one of the most important relationships within the model. As the 
difference between field capacity and the porosity of a soil increases, water variation and 
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response become more sensitive. Figure 4.11 shows the water level response for the middle 1m 
section of a 3m soil profile, for soils of field capacity 0.45 and 0.35, but of equal porosity. 
Draining from -lm to -2m, the soil with the higher field capacity (0.45), having less available 
water, drains at a faster rate and empties first. Variation of these parameters does not affect the 
order in which underlying layers drain however (in the way that Ksat does). 
Figure 4.11 Effect of different field capacity for soils of equal porosity. 
If the difference between porosity and field capacity was kept constant, then no great difference 
in drainage characteristics of the soil was found. Figure 4.12 shows this for two soils, for both of 
which the difference between porosity and field capacity is 0.07. The soil with the higher 
porosity exhibits marginally quicker drainage, especially in the latter stages, due to the soil's 
higher water content and thus conductivity rate. This also helps explain the speed of drainage of 
the more quickly draining soil in Figure 4.11, in that only the steepest part of the K(O) function 
is used (i. e. between saturation [0.48], and field capacity [0.45]). 
Figure 4.12 Effect of varying porosity on soils of equal difference between porosity and field 
capacity. 
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More often than not, clay soils tend to have smaller differences between porosity and field 
capacity than silt or sandy soils. However contrary to the above evidence they will not often 
drain more rapidly than silt or sandy soils. The only reason this occurred in the above scenarios, 
is that the conductivity functions of the soils were kept equal to each other in order to asses 
changes of the single parameters. In reality, different soils types will tend to be characterised by 
suites of parameter values that can be expected to fall within specific ranges. Accordingly we 
would not expect to find soils with combinations of parameters that have sometimes been used 
in the above scenarios (for example we would not expect a clay soil to have the same van 
Genuchten parameters as a sandy soil). The use of such combinations is justified by the fact that 
in addition to allowing controlled analysis of single parameters, it also tests the robustness and 
stability of the model itself, and may offer insights into the processes actually being modelled. 
In considering only gravity driven drainage, the model fails to account for upward moisture 
movement within the soil profile (such that might occur if the bottom soil layers are close to 
saturation but the upper layer is below its field capacity). Though moisture is subsequently taken 
from the lower soil layers by evapotranspiration of larger plant types, a more explicit finite 
difference model would be needed to account for capillary water flow. 
4.2 3D DISTRIBUTED MODEL 
The model described above was further developed to account for lateral flow, thus allowing 
analysis of the effects of slope topography and spatial distribution of soil and vegetation 
parameters. The medium used to fascilitate this three dimensional model was a GIS-based 
dynamic modelling package, PCRASTER. The model allows a fuller representation of 
topographically dynamic landscapes, where accumulated flow and drainage networks may cause 
significant lateral differences in both soil moisture and water table height. 
A suitably scaled digital elevation model (DEM) was first used to apportion the landslide into 
10m2 cells. For each cell, processes of infiltration and vertical percolation were then modelled 
using a 'non-linearly drained tank-model' method (see Sugawara, 1995). Gravity driven vertical 
moisture movement is simulated at a rate limited by soil conductivity and the capacity of the 
underlying layer to receive moisture (as described above), and horizontal movement is modelled 
in the direction of neighbouring cell of lowest moisture content, and at a rate determined by a 
derivative of Darcy's Law. For each timestep, moisture movement is therefore modelled 
vertically between layers for each cell; and then horizontally between cells of the same layer. 
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A finite difference form of Darcy's Law that approximates the shape of the water table during 
steady-flow drainage' (Scotter et al, 1990), was used to simulate the lateral movement of water 
within the saturated zone of each soil layer (see Equation 4.7). 
Kn + Kn+l 
jZd 
-(In +Tn+l) (Tn+l 
- 
Tn) 
Equation 4.7 Q=22 
(AX) 
where Ql,,, = horinzontal flow, (mm' 
Zd = height of water table, (mm) 
T= depth to water table, (mm) 
K= horizontal conductivity, (mm/day) 
x= horizontal distance, (mm) 
Q0,,, = outflow from slope, (mm2) 
Horizontal flow above this zone is ignored, as unsaturated hydraulic conductivity in organic top- 
soils is taken to be negligible. It was assumed that vertical conductivity is non-limiting, and that 
saturated horizontal flow is driven by the slope of the water table. Figure 4.13 illustrates how 
flow from consecutive columns down the length of the slope is modelled. 
Zd 
Figure 4.13 Slope profile divided into vertical strips (n to m). 
Output obtained from the model can be summarised as water table or factor of safety time-series 
for individual cells on the slope, relative to input rainfall and temperature data. Alternatively, 
distribution of factor of safety may be mapped relative to different vegetation and soil parameter 
distributions. Lateral flow is calculated for each cell in the direction of its neighbouring cell 
which has the lowest water-table height, relative to a common datum. The procedure used to 
determine the extent and direction of lateral flow after the determination of vertical flow is 
illustrated in Figure 4.14, and can be outlined by the following steps: 
I Model assumes linear and non-hysteretic soil water characteristic between matric saturation and field 
capacity, and that hydraulic equilibrium exists within the unsaturated part of the soil layer. 
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i. Water-table height after vertical flow is determined for each layer. 
ii. Hydraulic gradient between adjacent cells of the same layer is calculated. 
iii. Drainage direction between cells calculated for each soil layer. 
iv. Downslope moisture deficit for each cell is calculated. 
v. The number of cells draining into each downstream cell is found. 
vi. Water available for lateral flow is calculated for each cell. 
vii. Conductivity between cells is determined from average water content. 
viii. Lateral flow between cells, is determined as function of available moisture, and moisture 
deficit of downstream cell. 
Initial water content 
Available water Conductivity 
Drainage 
Vertical Flow 
Available water Water content Downslope moisture deficit 




Potential for lateral flow 
Lateral flow 
Final water content 
Water-table height 
Stability Analysis 
Figure 4.14 Schematic of PCRaster distributed water-balance model. 
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4.3 SLOPE STABILITY MODELS 
The simplest form of stability analysis used for all of the above models was the infinite slope 
model as described by Skempton and De Lory, (1957). This assumes that the shear surface is 
parallel to the ground surface, and that end effects are negligible due to a high length/depth ratio 
of the slope. 
c'+(yyszcost ß- UW)tan4 Fos = 
Equation 4.8 y, z sin ß cos (3 
where c' = effective cohesion (kN/m2) slope angle (deg) 
ys = unit weight of soil (kN/m3) = angle of friction (deg) 
z= vertical depth of soil above shear (m) U,: pore water pressure (kN/m2) 
The height of the water-table above the shear surface (WT) is described as a fraction (m) of the 
depth to the shear surface (z), such that: 
Equation 4.9 m= WT / z. 
Pore water pressure may then be described as a function of water table height such that: 
Equation 4.10 UW= 7w mz cost ß where yy = unit weight of water. 




c'+(7, - m7, ß, 
)z cos' (3 tan 
7, zsin j3cos(3 
Using the limit equilibrium form of Equation 4.11, it is also possible to determine the threshold 
water table height (expressed as a fraction of soil depth), at which all or any part of the slope 




sin(3 cosß) - c' 
Equation 4.12 z 71 
sz cos2P tangy 
4.3.1 Effect of vegetation 
As well as affecting slope hydrology, vegetation will also tend to affect the mechanical 
properties of a soil. In shallower soils especially, root reinforcement may significantly increase 
lateral strength, helping to secure the perimeter of potentially unstable areas. Conversely, in 
taller stands of vegetation, shear stresses may be transmitted into the soil from wind buffeting. 
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The effect of the extra load of vegetation on a slope will depend largely on the steepness of the 
slope as to whether it has a beneficial effect or not. 
For forested slopes then, tree weight will increase or decrease slope stability depending on slope 
angle, while root strength will effectively increase the cohesion of the slope material. Greenway 
(1987) adjusts Equation 4.11 to account for these two factors such that, 
C+(ys +(T/z)cosß-my,, )zcos' 1i tan Fos = 
Equation 4.13 yz sin(3cos(3 +T sin(3 
where C, = effective soil cohesion plus apparent 
cohesion due to roots (kN/m2) 
T= tree weight (kg) 
4.4 LABORATORY ANALYSIS 
In situations where the determination of soil properties was not possible on site (usually for 
logistical reasons), a variety of laboratory and analytical techniques were used to determine 
values from retrieved samples and empirical data. 
4.4.1 Soil moisture characteristic curve 
In some of the modelling procedures used, the soil water characteristic is expressed as yß(6), i. e. 
suction as a function of soil moisture. As a first approximation of this value, an exponential 
function was fitted to obtain soil pF data via the least squares method. Two other methods of 
describing this relationship, e. g. van Genuchten (1980) and Campbell (1974), involve 
simultaneous calculation of the conductivity K(9) function which is also required to model 
unsaturated flow. The relative applicability of each of these approaches were compared, using 
suction-moisture (pF) data derived from empirical data, and from soil samples using the 
pressure-suction plate apparatus. 
4.4.1.1 Double log function 
The function O(yß) can be determined from the graph of soil moisture against soil suction by 
calculating the least squares fit of the equation y=a ln(x) +b (such that 0=a ln[ip] + b). 
Suction can be then expressed as a function of soil moisture by evaluating the constants a and b: 
- Equation 4.14 NI(9) _ -exp 
9b 
where 0= soil moisture (%) 
W= suction (cm) 
82 
4 soil Hydrology 
To obtain a close fit over the range of values of Y, two lines are fitted; one within the range: 0 to 






y= -0.0232Ln(x) + 0.4659 
R2 = 0.9659 
17 
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Figure 4.15 : Fitted log function for suction (shown as -h), from 0 to 2152cm (0 >_ 0.262). 





y= -0.0361 Ln(x) + 0.5075 
R2 = 0.9109 
. 
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Figure 4.16 : Fitted log function for suction (shown as -h), for values above 2152cm (0 < 0.262). 
(Shown for example soil from Planes de Baroma field site, SE Spain) 
As can be seen from Figure 4.17, the fitted lines defined by Equation 4.14, compare well with 
data from which the constants a and b were derived. The gap between the two fitted lines 
however, effectively ignores values of 0 between 0.23 and 0.26%; thus pushing equivalent 


































Figure 4.17: Comparison of suction-moisture function and actual values. (Shown for top-soil 
samples [0-20cm and 30-100cm], from the Planes de Baronia field site). 
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4.4.1.2 Van Genuchten method (1980) 
In this method, soil moisture content is described as a function of pressure head such that, 
Equation 4.15 
e=er+ (es - e, ) (1+(ah)n)m 
where 0, = residual soil moisture 
6s = saturated soil moisture 
The parameters m, n and a are derived from an estimation of the gradient (Sp)', of the soil-water 
characteristic curve at a point (P), which lies midway between the permanent wilting point (Or)' 
and saturation (9, ). 
Equation 4.16 in =1- exp(-0.8 Sp) (for 0< Sp _< 1) 
Equation 4.17 n=1/ (1 - m) 
Equation 4.18 a= (2'/`" -_I)1 "' where hp = pressure head at point P 
hp 
Figure 4.18 shows the curve of Equation 4.15, with data points from which the constants in, n, 
and a were derived (same data as Figure 4.17). Soil moisture values less than 20% appear to be 
over-predicted more than those of the double-log function method, though the curve has the 
advantage of being continuous. 
4.4.1.3 Campbell's method (1974) 
For Campbell's method, the moisture retention function is described by the relationship of the 






where 'Ye = air entry potential (cm) 
Constant b is calculated empirically such that, 
Equation 4.20 
b= 
ln(yz / V) 
ln(9/ 9S ) 
From Figure 4.18, it can be seen that Campbell's method over-predicts for lower values of soil 
moisture but not by as much as Van Genuchten's method. Over-prediction, however, also occurs 
for the higher values, as soil moisture approaches saturation. The accuracy of this approach will 
n is an increasing function of slope Sp. 
a is approximately inverse of h, at Spmax (i. e. when in is close to 1). 
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depend mostly on the data from which a mean value of the constant b is derived, i. e. the 
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Figure 4.18 : Comparison of curves fitted to suction-moisture data using Van Genuchten and 
Campbell methods (Equation 4.15 and Equation 4.19 respectively). (Shown for top- 
soil samples [0-20cm and 30-100cm], from the Planes de Baronia field site). 
4.4.2 Unsaturated conductivity, K(O) and K(am) 
Ideally the relationship between conductivity and moisture content for any soil would be 
determined in situ for both wetting and drainage cycles. However, due to the large amount of 
both water and time that would be required for such experiments, a number of empirical and 
theoretical models were investigated for an alternative method. 
Various techniques of calculating unsaturated conductivity have been proposed by amongst 
others: Childs and Collis-George (1950), Marshall (1958) and Millington and Quirk (1959). 
Subsequent refinement and investigation of these methods however often disagree on the 
relative predictive capabilities, and applicability of each technique. For example, while it is 
generally accepted that various forms of Millington-Quirk type solutions produce more accurate 
predictions than Brooks & Corey (1964), the latter may be preferred as a closed form analytical 
equation, as opposed to tabular based results of the former. However, van Genuchten (1980), 
suggests that both Millington-Quirk and Brooks-Corey methods which are both derived from 
Burndine's theory (1953), are generally less accurate predictors of 6(h) than those using 
1 Assumed to be where h= -15,000cm. 
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Maulem's theory (1976). In addition, Maulem based solutions in utilising the `incomplete beta 
function curve', achieve a continuous form curve well suited to use in numerical models. 
The two methods outlined and compared below then, were chosen because of their accuracy and 
ease of use in the larger modelling approach adopted: 
4.4.2.1 Van Genuchten method (1980) 
From Maulem's integral formula for unsaturated hydraulic conductivity (Maulem, 1976), Van 
Genuchten derives a closed-form analytical equation for unsaturated hydraulic conductivity: 
K(h) - 
Ksat 111 _ ((Xh)n-1 [1 + ((xh)n 
]-m 12 ] 
[1 +((Xh)n ]m/2 Equation 4.21 
where h= pressure head (cm) 
Similarly, we can say that 
Equation 4.22 K(O) = 
Ksat(0-er) 
(o - Or ) 
2 
1/m m 
8-er 1- 1- 
Les - er 
In order to solve Equation 4.21, values of saturated conductivity, and the parameters a, in and n, 
(as described in Equation 4.16, Equation 4.17 and Equation 4.18) must be known. As a 
dependent on the slope of the suction moisture curve, the value a tends to increase for soils for 
which the increase in conductivity is greatest as saturation is approached. The n parameter, as 
derived from m (n = 1/[1-m]), reflects the relationship between soil moisture and conductivity. 
As n increases, calculated conductivity will decrease. This decrease is uniform across the range 
of soil moisture values than the variation caused by m. 
For resolution of Equation 4.22, only the m parameter is needed. The manner in which K(O) 
depends on the m parameter is illustrated in Figure 4.19. It can be seen that as m varies between 
values of 0.1 and 0.9, K(O) decreases but not significantly (up to a maximum of 4x 10-9 m/s at a 
soil moisture of 0.43%). As saturation is reached however, for lower values of m, the increase in 
conductivity is greater. This reflects the manner in which the parameter is derived from an 
exponential function described by Equation 4.16, of the slope (Se) of the suction-moisture curve 
(O[h]), between saturation and the wilting point'. Varying Ksat, will produce a linear response in 
calculated values of unsaturated conductivity. 
1 Where not stated, porosity, field capacity and wilting point equal 0.48,0.43 and 0.22 respectively. 
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Figure 4.19 relationship between soil moisture and conductivity with varying van Genuchten 
constant m. 
1.4.2.2 Campbell's method (1974) 
This method is based on a number of assumptions made by Childs (1969), with regards to the 
nature of the pore spaces within the soil through which moisture travels: 
" pores fit together randomly. 
" pore size distribution is assumed to be constant throughout the soil. 
" only pores in a direct sequence contribute to hydraulic conductivity. 
0 the flow of water through soil is controlled by the smallest pore space within a sequence. 
Unsaturated conductivity is thus described for known values of Ksat such that: 
Equation 4.23 K(O) = K, (0 / 6, )2b+2 and 
Equation 4.24 K(`P) = K, (Pe/`Y)2+2/' 
Comparison of both the Campbell and van Genuchten models is shown in Figure 4.20 and 
Figure 4.21 (shown for top-soil samples from the Planes de Baronia field site [0-20cm and 30- 
100cm respectively]). The degree to which the predictions correspond tends to rely on which 
part of the 9(`P) curve was used to define function constants. The van Genuchten technique was 
preferred as it represents conductivity more accurately as the soil approaches saturation and the 
likely condition for instability. 
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Figure 4.20 : Comparison of Campbell and van Genuchten representations of K(O), (for 
sampled top-soil, Planes de Baronia) 









1 E-27 ý- van Genuchten 
"` Campbell 
1 E-32 
0 0.1 0.2 0 0.3 0.4 0.5 
Figure 4.21 Comparison of Campbell and van Genuchten representations of K(O), (for sampled 
lower root-zone, Planes de Baronia). 
4.5 MODEL PARAMETERS 
Using the methods outlined above (and in Chapter 3), soil characteristics for each site are 
detailed below. Full data from which the below information is drawn is shown in Appendix 4. 
4.5.1 The Roughs 
Because of its greater accessibility, data retrieved from the Roughs field site tended to be more 
comprehensive than those obtained from the site in SE Spain. However, some use of empirical 
data was necessary where access to appropriate laboratory facilities was difficult. Data collected 
from the field was found to compare well with results from previous work at the same site (see 
Hutchinson, 1988; Anderson, 1990; Bromhead, 1997). In order to simplify the modelling 
process, and on evidence from the data collated, the soil profile was said to consist of three 
semi-homogenous layers: 0-30; 30-250; and >250cm. 
-. 5.1.1 Suction-moisture curves 
A comparison of data obtained from samples collected in the field, with previous studies in areas 
of similar underlying lythology, land-use and topography (Green and Fordham, 1973), suggests 
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that the top-soil of the Roughs corresponds most closely with the Hildenborough soil series. 
This is illustrated in Figure 4.22 and 4.23 which show soil water data from Hildenborough, 
Atherfield, and Wealden soil series, and that from field data respectively. 
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Figure 4.22 : pF data for `Wealden' soil series. Figure 4.23 : pF data for sampled top-soil. 
Characteristic soil moisture curves for the Hildenborough series then (for 0 to 250 cm), and for 
underlying Weald clay (>250cm), were plotted using the Van Genuchten method described 
earlier in section 4.4.1.2 (see Figure 4.24). 
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Figure 4.24: Pressure head (h) and soil moisture (0), relationship as predicted by van Genuchten 
method for each soil layer. 
1.5.1.2 Soil conductivity 
The following two tables refer to values determined for saturated soil conductivity in the 
laboratory (undisturbed soil permeameter test: Table 4.1); and in the field (inverse auger test: 
Table 4.2). The permeameter results suggest that the soil conductivity is quite low, and that we 
would expect the transport of moisture from the ground surface to the shear plane to 
be 
relatively slow; and the incidence of infiltration excess overland flow to be relatively 
frequent. 
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However, as the samples used in the permeameter were only 200cm3 in volume, we may say that 
the results are representative only of micro-pore flow. 
As can be seen from the in-situ test results, actual field conductivity is at least one order of 
magnitude higher due to the existence of macro-pores within the soil structure. 
Depth (m) Mean (m/s) sd n 
0.8-1.0 4.014E-07 0 1 
1.8-2.0 9.413E-08 9.13E-08 2 
2.8-3.0 4.139E-09 3.45E-09 2 
3.3-3.5 8.408E-07 7.28E-08 4 
3.6-3.8 5.651 E-09 0 1 
Table 4.1: Ksat determined from undisturbed samples using permeameter. 
Im auger hole 30cm auger hole 








6 1 E-05 4.1E-06 4 
Table 4.2 : Ksat determined via inverse auger hole method. 
From the suction-moisture curve shown in Figure 4.24, and the values of saturated conductivity 
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Figure 4.25 : K(O) determined using van Genuchten method for each soil layer. 
1.5.1.3 Soil bulk density, particle size distribution 
After sampling, it became evident that the main body of landslide debris was highly variable 
both vertically and horizontally (as also indicated by conductivity tests). For this reason results 
from previous studies of the area or similar type soils have also been taken into account in 
characterising soil type, and in parameterising models. Figure 4.26 and Figure 4.27 show the 
typical range of vertical variability in bulk density, porosity and particle size for a 4m deep bore- 
hole taken from the mid-slope (B2), translational area of the landslide. These values are 
summarised in Table 4.3. 
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Figure 4.26: Bulk density and porosity values for 4m core taken from mid-slope (B2). 
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Figure 4.27 : Soil composition determined from particle size analysis of core at B2. 
mean sd n 
Top-soil Porosity 0.48 0.031 12 
b. d. (dry) g/cm3 1.45 0.002 12 
Slide debris Porosity 0.45 0.039 26 
b. d. (dry) g/cm3 1.45 0.001 26 
Weald Porosity 0.39 0 1 
b. d. (dry) g/cm3 1.63 0 1 
Table 4.3: Summary of data collected from cores between B1 and B4. 
. 
5.1.4 Soil cohesion and angle of friction 
Mechanical properties of landslide material from depths between 1 and 3 meters were 
determined in situ (using a portable shear vane), and in the laboratory (with a shear-box 
apparatus), and are shown in Table 4.4. Cohesion was assumed to be close to zero for 
calculation of angle of friction (0), and residual angle of friction (or). The results were 
comparable with those found in previous studies for slide debris, though variability was again 
relatively large. Within calculations however, only estimates of shear strength at the slip-surface 
were used, the mean value for which was taken from related literature (see Table 4.5). 
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Table 4.4 : Comparison of values for 0, found using shear vane and shear box apparatus. 
Source Soil / Lithology 
1. Eff. Stress LL PL 
Brunsden et. al, 196 Hythe Beds 30 50-100 
Atherfield 12 50-100 
Weald 15.5 50-100 
Bromhead'97 Hythe (slide debris) 23 - 32 
Atherfield (slip surface) 7,9- 11 
Weald 9-11,14-18.5 
Northwest Holt Hythe (slide debris) 30 50-100 
(in Anderson & Atherfield 42 13.4 - 12 50-100 20 22 
Burt'90) 39 19 20 
Weald 16.5 - 15 
Skempton et al'76 Atherfield 35 18 17 
Anderson & Burt'90 Weald (fresh) 20 37 17 
42 65 25 
Weald (weathered) 42 53 20 
33 53 20 
Moore'88 Weald 14.4-17.8 
Table 4.5: Mechanical properties for the Lower Greensand escarpment as determined from 
previous study. 
4.5.2 Planes de Baronia 
Data were obtained from the field-sites in SE Spain during three site visits. In addition, where 
indicated, raw data used in analysis are derived from an extensive field campaign performed by 
van Beek (see van Beek, 1998a). 
. 5.2.1 Suction-moisture curves 
In all, data from 46 samples taken from around the site were made available'. They were 
representative of differing values of slope, aspect and drainage found within the area. Samples 
were predominantly taken to a maximum depth of 3m, due to the existence of bedrock beneath 
(though a limited number of samples were obtained from 4m in areas of soil accumulation). The 
soil moisture content of each sample was then monitored at pressures from -1 cm to -1 x 10-7cm 
(pF 0 to 7), using the standard permeable suction-plate method. The porosity, and wet and dry 
bulk density of each sample were also determined. Samples were taken from across the whole 
site, and at each location, in order to allow the data to be employed in both one-dimensional and 
three-dimensional models (see Appendix 4 for raw pF data). 
Figure 4.28 and Figure 4.29 show the soil moisture characteristic curves, for samples taken from 
different depths, displayed as volumetric moisture content (VMC), as a function of pF and 
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pressure head respectively. It can be seen that the top-soil layer (10-20cm), exhibits greatest 
difference in character to subsequent layers. On evidence of sampling, an assumed soil profile of 
three semi-hornogenous layers (0-20cm; 20-140cm; and from 140cm to the underlying bedrock), 
was seen to be a reasonable assumption for most of the area under study. The similar soil 
characteristic curves of samples taken from the lower two layers is illustrated in Figure 4.30 and 
Figure 4.31 respectively. (Fuller sampling information and hydraulic properties for each layer is 
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Figure 4.31 : Lower homogeneous zone, 
(150-350cm). 
Using the methods outlined in section 4.4, the pF curves for the soil column, were represented 
numerically using the van Genuchten procedure (as illustrated 
in Figure 4.32). 
1 Raw data collected by van Beek and students from Utrecht University, 
in the Autumn of 1995. 
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Figure 4.32: Pressure head / soil moisture relationship as predicted by van Genuchten method 
for each soil zone. 
5.2.2 Soil conductivity 
In a similar manner, the unsaturated conductivity functions were also determined (see Figure 
4.33). Field values of saturated conductivity were sampled using the inverse auger method at 
depths of 0-50cm; 50-100cm; and 100-150cm (see Table 4.6). It can be seen that the saturated 
conductivity of the upper layer is a magnitude greater than that of the lower layers, due the 
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Figure 4.33: K(O) determined using van Genuchten method for each soil zone. 
Depth (cm) (0-50) (50-100) (100-150) 
n 60 59 41 
sd 1.16E-05 6.32E-06 2.73E-06 
Max. 5.78E-05 3.67E-05 1.12E-05 
Min. 3.47E-07 1.16E-07 1.16E-07 
Mode 1.62E-05 1.39E-06 5.79E-07 
Median 1.51 E-05 3.47E-06 1.27E-06 
Mean Ksat (m/s) 1.68E-05 5.78E-06 2.63E-06 
Table 4.6 K, at determined 
from sampling program carried out at 50cm intervals using the 
inverse auger method for saturated conductivity. 
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5.2.3 Porosity and bulk density 
From Table 4.7 and it can be seen that porosity of the samples tended to be marginally greater 
between 100 and 150cm, this suggests disturbed soil at this depth, and the possible existence of 
a shear-zone. Generally however, the soil can be said to be quite homogenous with relatively 
low variability within the samples taken (despite a range of 0.27 to 0.53). 
Depth (cm) (0-50) (50-100) (100-150) 
n 59 54 25 
sd 0.05 0.03 0.05 
Max. 0.50 0.50 0.53 
Min. 0.27 0.35 0.33 
Mode 0.37 0.37 0.43 
Median 0.40 0.41 0.43 
Mean Porosity 0.40 0.41 0.43 
Table 4.7 Results from sampling program carried out at 50cm intervals. Porosity determined 
during calculation of pF curve. 
Table 4.8 shows the corresponding values found for bulk density. As expected, the values 
inversely mirror those found for porosity. Samples subsequently obtained from other areas 
within the site indicate that both bulk density and porosity remain relatively unchanged below 
150cm, to depths of up to 400cm; at which point the existence of coarser regolith is indicated by 
both higher bulk density and porosity (see Figure 4.34). 
Depth (cm) (0-50) (50-100) (100-150) 
n 59 54 25 
sd 0.12 0.10 0.12 
Max. 1.86 1.68 1.70 
Min. 1.26 1.15 1.15 
Mode 1.46 1.45 1.43 
Median 1.47 1.49 1.43 
Mean Bulk density (g/cm3) 1.48 1.47 1.43 
Table 4.8 Results from sampling program carried out at 50cm intervals. Dry bulk density 
determined during calculation of pF curve 
2.0 
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Figure 4.34: Bulk density and porosity values from 46 samples at the site, Planes de Baronia. 
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5.2.4 Soil cohesion and angle of friction 
Soil strength data were obtained from samples collected from just above the shear surface. 
Initially, saturated shear strength was determined for 27 consolidated free-draining samples (60 
x 60 x 20mm), at a strain rate of 0.2mm/hr. Angle of internal friction was found to be 34.8 ± 
0.9° (R2 = 0.9). Assuming a residual cohesion of OkPa, residual angle of friction (4v) was found 
to be 30.2 ± 1.4°, van Beek (1998a). 
4.6 SUMMARY 
In order to describe soil moisture response to rainfall in the vertical column, a one-dimensional 
'tank-model' was designed. Although not representative of exact physical processes, this model 
represents 'equivalent' or macro processes of infiltration; percolation and drainage. The 
sensitivity of the model to incoming rainfall is governed by the difference between the field 
capacity and porosity of the soil, while the manner in which the soil drains is determined by the 
relative conductivity of each soil layer. The model was further developed to include a lateral 
saturated flow component, thus allowing the mapping of the water table in three dimensions. For 
each time-step, moisture movement is modelled vertically and then horizontally. A summary of 
the parameters used within the one-dimensional models is listed in Table 4.9. 
Roughs 
Planes 
Parameter Abbr. Unit Layer 1 Layer 2 Layer3 
depth L mm 300 2200 1000 
porosity Olt % 0.48 0.45 0.39 
field capacity fc % 0.38 0.4 0.35 
wilting point wp % 0.22 0.22 0.22 
saturated conductivity ksat m/s 1x10-5 2.6x10-7 5.6x10-9 
van Genuchten, in in - 0.207 0.539 0.31 
ApF between Olt and 6 fc s - 0.0002 0.00014 0.0002 
bypass const, a BPa - 0.3571 - - 
bypass const, b BPb - 0.0903 - - 
bulk density bd kg/m2 1450 1450 1630 
residual angle of friction 0 deg 33.7 11 15.5 
soil cohesion cs kN/m2 - 1.5 - 
root cohesion cr kN/m2 - 0.5 - 
depth L mm 30 1200 2000 
porosity Olt % 0.40 0.43 0.43 
field capacity fc % 0.35 0.38 0.38 
wilting point wp % 0.22 0.22 0.22 
saturated conductivity ksat m/s 1.0x10-4 9.0x10-6 1.0x10-7 
van Genuchten, in in - 0.127 0.18 0.3 
ApF between Olt and 9fß s - 0.0017 0.0025 0.0045 
bypass const, a BPa - 0.3571 - - 
bypass const, b BPb - 0.0903 - - 
bulk density bd kg/m2 1148 1445 1475 
angle of friction 0 deg - 30.2 - 
soil cohesion c, kN/m2 - 5.1 - 
root cohesion Cr kN/m2 - 0.5 - 
Table 4.9: Soil parameters as determined for the Roughs and Planes de Baronia field area soil 
types. 
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5. HYDROLOGICAL REPRESENTATION OF VEGETATION-COVER 
The way in which the surface layer of the soil is utilised, be it for arable, pasture or forestry, 
will affect both hydrological and mechanical properties of under-lying soil layers. Different 
types of vegetation cover will tend to change soil permeability, net strength and unit weight of 
the soil by varying degrees. Incident rainfall will also be attenuated by vegetation, to an extent 
that is dependent upon canopy structure, antecedent rainfall, and meteorological conditions at 
the time. By investigating the characteristics of different vegetation types it should therefore be 
possible to determine their relative contribution to slope hydrology and thus stability. This 
chapter addresses the processes of canopy interception, evapotranspiration (ET), and root water 
uptake, for a number of vegetation associations (or functional types) that occur, or are likely to 
occur, within the studied field sites. In addition, assessment is made of the extent to which these 
processes may be represented empirically. 
5.1 CANOPY INTERCEPTION 
Rainfall interception loss (that part of precipitation that is intercepted and subsequently 
evaporated by vegetation canopy or litter layer), is very much a dynamic process. In order to 
understand the process more fully, we can say that it is dependent on two main groups of 
interacting variables: 
i. Vegetation characteristics: canopy shape, size, distribution, stage of development, leaf size 
and shape, and canopy moisture storage capacity. 
ii. Rainfall characteristics: intensity, duration and frequency. 
In order to know how much rainfall reaches the soil surface therefore, it is necessary to know 
both the extent and capacity of the overlying vegetation canopy, and the rate and magnitude of 
incident rainfall. 
As can be seen from Figure 5.1, net rainfall is composed of canopy throughfall and stemflow, 
i. e. water that reaches the ground through the canopy, and via the canopy structure respectively, 
such that: 
Net Rainfall (Rr, ) = Rainfall (R) - Interception loss (It), 
Interception loss (It) = Canopy interception loss (Ia) + Litter interception loss (I1), 
Canopy interception loss(I, ) = Rainfall (R) - Stemflow (R, ) - Throughfall (Re). 
Thus Net Rainfall (R) = Throughfall (Rt) + Stemflow (RS) - Litter interception loss (I1). 
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Figure 5.1 Schematic illustration of rainfall (R), canopy interception loss (Ia), throughfall (R), 
stemflow (R, ), litter interception loss (I1), net rainfall (Re). 
Theoretically, most of the precipitation that is incident on vegetation canopy will be stored until 
a maximum storage capacity is reached; at which point it 'over flows' and becomes throughfall 
or stemflow. This means the relationship between rainfall and canopy interception will vary 
throughout a storm, depending on the extent to which the capacity of the canopy has been filled. 
Accordingly, the interception resulting from two storms of similar water volume but of differing 
intensity and duration, may vary considerably. 
Once water has come to rest on the canopy, its rate of evaporation will depend on temperature; 
solar radiation; relative humidity; wind speed; and wind turbulence (which assists in removing 
saturated air from the canopy area). During intermittent rainfall however, evaporation from the 
canopy will more become irregular to an extent that will depend on both canopy structure and 
Leaf Area Index (LAI). For prolonged rainfall events, evaporation will be significantly reduced, 
as will the amount of water that would normally be lost from the plant through transpiration. 
This is especially true during rainfall that occurs within summer months (high temperature), and 
for plants of high LAI. 
In order to simulate the above processes a dynamic-based, or empirical modelling approach may 
be adopted: 
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5.1.1 Dynamic Modelling 
Robert Horton's 1919 method of estimating interception on a storm by storm basis determines 
both the water holding capacity of the canopy, and the total evaporation occurring within a 
storm. Merriam subsequently developed the model by increasing canopy capacity as a function 
of total rainfall in order to better represent the downward movement of moisture through the 
canopy (Jones, 1997). This approach was similar to the now frequently used 'Rutter' interception 
model (Rutter et a!., 1971 a; 1971 b), which requires estimation of maximum canopy storage and 
trunk storage, in order to calculate evaporation from the canopy. Empirical knowledge of 
throughfall and stemflow fractions are required to parameterise the Rutter model. Rates of 
interception are subsequently calculated as functions of rainfall and canopy storage per time- 
step (see Figure 5.2). Similarly, net rainfall beneath the canopy, is described as a function of 
incident rainfall and the amount of water stored within the canopy. 
We can say then, that the Rutter model relies on the fact that actual evaporation from the canopy 
can be calculated as a function of wetness such that: 
C(ETp ) 
Equation 5.1 ETa = 
S 
where ETA = actual evaporation 
ETp = potential evaporations 
C= actual canopy storage 
S= canopy storage capacity 
While the Rutter model works well in situations where vegetation canopy is relatively 
continuous, Valente et al. (1997), have described modifications that take account of 
discontinuous canopy, such as occur more regularly in the more sparse forests of southern 
Europe. Calder (1985), also points out that problems may arise from using the Rutter model with 
species that exhibit larger canopy capacities, but not correspondingly large evaporation rates. 
Paradoxically, Gash (1979), suggests that by simplifying processes related to leaf drainage rates, 
more consistent results across species can be achieved. 
More recently, attempts have been made by the Institute of Hydrology to simplify calculation of 
annual interception losses at larger scales by considering only the percentage land cover of each 
vegetation type; the fraction of the year that the canopy is wet; and the average rate of potential 
evaporation (Calder, 1990). Though still essentially dynamic (albeit over longer time-scales), 
this approach is perhaps closer to empirically based interception models. 
I C, a assumed to 
be infinite when leaves are wetted, i. e. Cat / C,;, I, = 0; (see Equation 
5.1). 
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Throughflow I Stemflow 
Figure 5.2 Schematic diagram of Rutter's dynamic interception model, (after Gash & Morton, 
1978). [R = Rainfall; C= actual canopy storage; S= canopy storage capacity; C, = actual trunk 
storage; S, = trunk storage capacity; Ep = potential evaporation rate; E= actual evaporation 
from canopy; E, = actual evaporation from trunk; D= Drainage from canopy; D, = drainage 
from canopy when C=S; a= empirical ratio of potential trunk evaporation to potential canopy 
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5.1.2 Empirical Modelling 
As an alternative to the data intensive methods described above, percentage canopy interception 
may be approximated from measured throughfall and stemflow rates. The characteristic 
regression equations of incident rainfall (R), to throughfall (Equation 5.2) and stemflow 
(Equation 5.3), may also be used to calculate net and intercepted rainfall. 
Equation 5.2 R, = mt R+ ct where in and c are empirically defined, 
Equation 5.3 RS = m, R+c, RS = stemflow, and Rt = throughfall. 
This approach has the advantage of being simple and operable at any scale. For example, Helvey 
& Patrick (1965a&b) determined that for hardwoods, mt = 0.92 and ms - 0.05, while litter 
interception assumed to be between 0.02 and 0.05). Numerous studies of interception 
characteristics have been made for a wide range of species, but as can be seen from Table 5.1 
however, very few have included measurement of both net rainfall data and leaf area index 
(LAI), meaning that comparison with, or use in, subsequent study can be misleading. In 
addition, estimated values of throughfall and stemflow from regression equations for specific 
species, tend to decrease as the sampling period increases. Conversely, if only results from a 
single storm event are assessed, net rainfall predicted for storms of greater magnitude will tend 
to be relatively higher than that predicted for smaller storms. 
Net Rain Interception Throughfall Stemflow Storage cap. C*leaf LAI 
Source Species / community (as % of total rainfall) (mm) (curls) 
Dingman, '94 Corsican pine 65 35 0.32 
(Lee, 1980) Hombeam 64 36 
Douglas Fir 61 39 0.8 
Oak forest 78 22 0.3 
Norway spruce 52 48 
Stitka spruce 71 29 0.7 
Scots pine 58 42 
Dolman, '87 Oak forest 30 - 80 0.3-0.8 
Lopez-Bermudez, '96 Pinus halepensis 76 24 74 2 5 
shrub2 cover 79 21 65 14 1.5 
shrub + pine 77 23 72 5 2 
Morgan & Rickson, 95 Heather 1.5 
Bracken 1.3 
Meadow grass/ clover 2 
Cereal 1.2 -3 
temp decid forest 0.5 -1 
pine / spruce forest 1.5 
Neal et al., '91 Beech plantation (hardwood) 89 11 84.6 4.4 
Parker, '95 decid. broadleaf 4-6 
evergreen broadleaf 7-12 
decid conifer 5-7 
ever green conifer 15-20 
Pinus 7-12 
Woodward, '87 decid. hard' forest 3 -7 
tem conif forest 10-47 
Valente et al., '97 Eucalyptus globulus 10.8 87.5 1.7 3.2 
Pinus pinaster 17.1 82.6 0.3 2.7 
Table 5.1: Vegetation parameters from previous studies (seasonal range indicated if known). 
1 where storage capacity = regression constant / regression coefficient. 
2 shrub cover consisting of. Juniperus oxycedrus, Rosmarinus oflficinalis and Thymus vulgaris. 
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5.2 EVAPOTRANSPIRATION 
Due to the difficulty of measuring values of evapotranspiration (ET) directly, estimation can be 
made from available meteorological variables and vegetation parameters. Originally thought by 
Thomthwaite (1948) to be predominantly climate dependent, and modelled using just values of 
mean daily temperature and length of day, subsequent methods of estimation such as the 
Penman-Monteith model have tended to reflect more accurately the contributory effects of land 
cover. 
Thornthwaite's original 1939 model relied on an empirically-defined ratio between precipitation 
and evaporation, which was based on mean annual temperature. His 1949 model of monthly 
evaporation went further by considering number of daylight hours. Subsequent versions have 
since been developed to determine potential and actual evapotranspiration, but still remain 
largely empirical in nature. In a similar manner Blaney and Criddle's 1950 model may be 
employed using just mean monthly temperature, fraction of daylight hours, and an empirical 
'crop factor'. Although still relatively popular, both of the above methods may be limited under 
certain conditions due to their restricted representation of other meteorological variables. 
Thornthwaite's equation for example would be of less use in conditions where relative humidity 
is a limiting factor on evaporative losses; and similarly might overestimate losses if used in 
conditions where cloud cover frequently reduces incoming radiation. For these reasons, the more 
dynamic representation of evaporative processes offered by the Penman-Monteith model has 
become increasingly popular. 
5.2.1 Dynamic Modelling 
Incorporating Monteith's (1965) estimation of canopy conductance into the Penman model for 
evaporation from a free surface (Penman, 1948) makes it possible to represent potential 
evapotranspiration from various types of vegetation cover (Dingman, 1994). As indicated by 
Jones (1997), ET may vary considerably between different vegetation types, so that such an 
approach would have obvious benefits to more accurate prediction. Specific vegetation 
parameters of effective surface albedo, leaf and canopy conductance, and vegetation height and 
roughness, are of particular importance. 
The structure of the Penman-Monteith method as described by Dingman (1994) is illustrated in 
Figure 5.3. This version of the model allows good representation of vegetation characteristics of 
height, roughness, albedo, as well as leaf and canopy conductivity. 
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Figure 5.3 Schematic diagram of the `Penman-Montieth' evapotranspiration model. 
Meteorological variables (blue), and soil moisture (red), form the dynamic inputs to 
the model. The model is parameterised with physical constants (light yellow), and 
vegetation characteristics (green). 
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Equation 5.4 is derived from the mass and energy balance methods for calculation of 
evaporation. This is evident from the first and second terms of the numerator, i. e. 
[S(Ta)(K+L)]/pwa, 
v and [ypacaCat [esat(ta)](1-Wa)] respectively. The combined equation assumes 
that no change occurs in vegetation heat storage, and no energy is lost through water advection 
or ground conduction. 
Equation 5.4 ET 
A, = 
S(Ta)(K + L) +1P 
aCaCat 
[esat (Ta )](1 
- 
Wa) 








potential evapotranspiration (cm/s) 
= net radiation (cal/cm2/s) 
slope of e,,, t(Ta) with temperature 
saturation vapour pressure (mb) 
relative humidity (%) 
atmospheric conductance (cm/s) 
canopy conductance (cm/s) 
and constants kv = latent heat of vaporisation (assuming full canopy) = 590cal/g 
pw = mass density of water =l g/cm3 
Pa = density of air = 0.001228/cm' 
ca = heat capacity of air = 0.24cal/g 
y= psychrometric constant = 0.66mb/°C 
The rate of moisture release from the canopy to the air is represented in terms of canopy (Can) 













where U= wind speed (cm/s) 
zVeg = max vegetation height (cm) 
zm = height above ground at which U is measured (cm) 
zd = zero plane displacement = 0.7 Zveg (cm) 
zo = roughness height = 0.1 z,, eg (cm) 
L1 = leaf area index (i. e. area of leaves per unit area of ground) 
Cleat =leaf conductance (cm/s) 
K= Von Kärmän's constant = 0.41 
Relating to the size of stomata opening on the surface of a plant's leaves, leaf conductivity will 
respond to variation in light, leaf water content, leaf temperature, and the leaf-air vapour 
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gradient'. Stewart (1988), determined actual leaf conductance at any time by multiplying its 
theoretical maximum value2, by weighted functions of the above variables: 
Equation 5.7 C1eaf = Cleaf* G(Kin) G(L\p) G(Ta) G(AO) 
where Cieat* = maximum theoretical value of Clear 
G(Ki,, ) = represents variation in incident short-wave radiation 
G(Apv) = represents variation in humidity deficit 
G(Ta) = represents variation in air temperature 
G(z8) = represents variation in soil moisture deficit 
Leaf temperature is assumed to be the same as air temperature, and soil moisture deficit is 
assumed to be representative of leaf water content. The 'G' values, are non-linear functions that 
vary between 0 and 1 (see Appendix 1 for full description). This procedure will produce a 
feedback effect within ET calculations such that as the soil tends to dry out, actual as opposed to 
just potential evapotranspiration may be calculated. 
Equation 5.8 describes the Food and Agriculture Organisation of the United Nations (FAO) 
approach to solving the Penman-Montieth model (see Hess & Lovelace, 1991; Smith, 1991). 
Equation 5.8 ET, = ETrad + ETazro 




900ýU 2 (ea - ed ) 
(b + y*)(T + 275) 
Et° = Reference crop evapotranspiration (mm/d) 
ETrad = Radiation term (mm/d) 
ETaero = Aerodynamic term (mm/d) 
s= Slope of vapour pressure temperature curve (kPa/°C) 
R = Net radiation (MJ m-2 d-1) 
G= Soil Heat Flux (MJ m-2 d-) = 0.01 Rn 
k= Latent heat of evaporation (MJ kg') 
1= Psychometric constant = 0.066 (kPa °C-1) 
Y* = Modified psychometric constant (kPa 
°C-') 
T= Air temperature (°C) 
U2 = Wind speed at 2m (ms') 
ea = Saturated vapour pressure at T (kPa) 
ed = Saturated vapour pressure at dew-point (kPa) 
1 Also CO2 but this effect is assumed to be negligible for the purposes of this study. No account 
is taken 
for stage of growth in this study, i. e. vegetation parameters remain constant. 
2 Species dependent. 
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Within this study, both of the above approaches to using the Penman-Montieth equation have 
been adopted, depending on the availability of field and literature data for each vegetation type. 
Both methods require the same climatic parameters of insolation, wind speed, temperature, and 
relative humidity, but the FAO method is less explicit about canopy structure and conductivity. 
For example, the modified psychrometric constant described in Equation 5.8, can be defined as 
a function of canopy and aerodynamic conductivity such that: 
Equation 5.9 y* =1+ 
Cat 
Ccan 
This ratio between atmospheric (Cat) and canopy (Cean) conductivity', has been found to have a 
strong influence on predicted values of ET (Bevan, 1979). However in circumstances where one 
or neither of the variables may be known, working estimates may be obtained through empirical 
study. For example: Cat / Ccan = 0.33. U2 (m/s), has been used to give acceptable results for 
many cereal-type crops (Hess & Lovelace, 1991). Explicit values of canopy conductivity at the 
monitored sites within this study, and for the different vegetation scenarios, were generally 
drawn from current literature. Alternatively, if only values of leaf conductance (Cleaf) were 
known, Equation 5.5 was used with leaf area index values determined from field investigation. 
?. 1.1 Actual Evapotranspiration 
If soil moisture deficit is not represented within the ET calculation through leaf conductivity (or 
directly through canopy conductance), then only the potential rate of ET is predicted. Given that 
potential evapotranspiration (ETp) is the maximum rate of ET that can occur for an unlimited 
supply of water in the root zone, actual evapotranspiration (ETa) can be described as a direct 
function of soil moisture deficit (SMD) and available water content (AWC) (Hillel, 1977), such 
that: 
Equation 5.10 ETa = ETp (1 - SMD/AWC) when 0, > 6pwp 
Equation 5.11 ETa =0 when 0, < Opwp 
where SMD = field capacity(6f, )-root zone (O ) 
AWC = field capacity(Of, )-wilting point (Op,, p) 
The total amount of evapotranspiration that will take place from the soil surface will depend on 
the effective surface area from which moisture may be extracted. Rates of actual 
evapotranspiration within the vegetation canopy will vary relative to canopy density, LAI and 
position within the canopy (the lower layer receiving lower airflow and incident short-wave 
radiation, [see Jones 1983]). Within this study the effects of canopy heterogeneity are 
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represented by a single value of canopy resistance. Similarly, for the sake of simplicity, 
evaporation from forest floors is assumed to be minimal (see Roberts et al., 1980; Shuttleworth, 
1979). 
5.2.2 Empirical model 
Ideally, the full Penman-Montieth model, as described above, would have been used to calculate 
evapotranspiration for long-term climate and vegetation change scenarios. However, due to the 
amount of data and computing time that would have been required, a temperature-based 
empirical approach to modelling ET was adopted. While net radiation is the dominant 
controlling variable on evapotranspiration, temperature can be used as a more convenient 
surrogate measure of potential ET (Ayoade, 1977). This is because while variation in net solar 
radiation in response to global warming can be more accurately described than temperature (as it 
is largely a function of the level of CO2 in the atmosphere), the potential for change in cloud 
dynamics makes its prediction much more difficult2. 
The accuracy of the prediction of the response of ET to temperature change will largely depend 
on the form of the empirical equation used; the season within which the empirical model is 
based; and the accuracy of parameters that represent ground conditions. As opposed to using the 
Thornthwaite or Blaney-Criddle methods therefore, site and vegetation specific empirically- 
based relationships between temperature and potential evapotranspiration are used. These are 
derived from observed climate data and the Penman-Montieth model (parameterised to represent 
different types of vegetation-cover). 
A second set of observed data from each field site was used in order to quantify the strength of 
the derived relationship between temperature and calculated evapotranspiration. Predictions 
made were found to be well within the range of those made using other empirically-based 
models, such as those illustrated by McKenny and Rosenburg (1993). 
It is also acknowledged that the regression relationship internalises independent climatic 
variables which control the dependent variable (ET), and as such may be inaccurate under 
conditions of climate change. It is therefore assumed that radiation, humidity and wind speed 
would change under global warming in such a way as to preserve the relationship between 
temperature and ET. 
Also referred to as aerodynamic (ra) and canopy (re) resistance (equal to the inverse of atmospheric and 
canopy conductance respectively). 
z Though direct estimates of expected changes to rates of evapotranspiration in response to global 
warming scenarios have more recently become available, these relate only to a standard vegetation type. 
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5.3 ROOT WATER UPTAKE RATE 
The depth from which water is taken from the soil for evapotranspiration is dependent on the 
type of surface vegetation-cover, and related rooting depth and distribution. For example the 
Meteorological Office (UK), suggests that whereas short-rooted vegetation such as grass will 
extract 76.5mm of moisture from a saturated soil before ETa begins to fall relative to ETp, longer 
rooted plants are able to draw up to 203.2mm (Shuttleworth, 1979). For this study, it is assumed 
that extraction of soil moisture for evapotranspiration decreases exponentially between the 
ground surface and the maximum root depth for any vegetation type. 
For a simple 2 layer soil model for example, we would say 
if root depth S Layer 1: 
if root depth > Layer 1: 
ETL1= ETa 
ETL2=0 
ETL1 = ETa 
1- exp(L1) 
1- exp(root - depth) 
ETL2 = ETa - ETL1 
where ETd = Total evapotranspiration 
ETL1 = Moisture extracted from layer 1 
ETL2 = Moisture extracted from layer 2 
5.4 MODEL PARAMETERISATION 
The approach adopted has been to parameterise the Rutter interception, and Penman-Monteith 
evapotranspiration models in order to represent vegetation response to observed climate data at 
each site. Regression equations relating predicted interception and evapotranspiration to total 
daily rainfall and average daily temperature respectively, were then derived. This approach was 
repeated for five different vegetation scenarios (deciduous, coniferous, felled, arable, and grass 
cover). 
5.4.1 Vegetation cover at the Roughs 
The dominant vegetation type in the area is currently low grass cover, though areas of mixed 
deciduous and coniferous forest also exist (LAI 2.8-3.2). Generally, the coniferous trees tended 
to exhibit higher interception rates than deciduous ones, even in the summer months, due to their 
stronger leaf / needle structure (and hence capacity to support weight of water). Similarly, while 
coniferous branches slope predominantly away from the trunk (thus increasing throughfall at the 
expense of stemflow), deciduous trees usually do the opposite. Estimation of rainfall 
interception rates were made only under the mixed forest canopy at Lympne Castle, and were 
initially made from monthly rainfall and throughfall totals (see Table 5.2). It can be seen that 
interception decreased as canopy-cover receded during the winter months. 
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Rainfall (mm) % Throughfall % Stemflow % Interception LAI 
August 20.71 66.54 4.4 29.06 6.2 
September 43.18 68.97 4.4 26.63 3.2 
October 91.64 72.88 4.4 22.72 1.3 
Table 5.2 : Percentage interception calculated from observed monthly rainfall and throughfall 
totals 
Because of the easy accessibility of the Roughs interception plot, equipment installed to 
continuously measure levels of throughfall was continuously subject to disturbance which 
culminated in the Winter of 1997 with unscheduled coppicing of the monitored area. Data 
relating to a three-month period in Autumn 1997 have, however, been obtained for analysis. The 
throughfall data shown in Figure 5.4 for example, was collected during a storm that occurred in 
the latter half of the period (see chapter 3 for collection methods). 
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Figure 5.4 : Relationship of observed throughfall to rainfall over three day wet period (The 
Roughs - mixed forest canopy) 
It can be seen that by the autumn, levels of interception were quite low due to LAI having 
dropped from 6 to 4. Throughfall is indicated as greater than rainfall at times due to the effects 
of concentrated leaf-drip, and due to throughfall collector being of greater surface area than the 
rainfall collector (thus being able to record even very low rainfall intensities). Storm 
characteristics were modelled using the dynamic water balance model of Rutter et al., (1971), 
(parameters listed in Table 5.3). 
P Pt S St Ds bF 
Rutter coef's 0.85 0.025 0.1 0.07 0.000019 3.7 0.5 
Table 5.3 Parameters used to calibrate Rutter interception model for canopy interception from a 
mixed forest at the Roughs field-site (values adapted from Dingman, 1994). 
An hourly regression model of measured throughfall to incident rainfall, achieved an R2 fit of 
only 0.77; whereas a similar model at daily time-steps achieved better results, R2 = 0.87 (see 
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Table 5.4). The reasons for the relative inaccuracy of hourly data is due to variation of rainfall 
intensity within each sampled hour period, and longer than expected lag-times of water that 
travels through the canopy. Summing hourly data into daily totals reduced the significance of 
these effects. 
Table 5.4 Regression coefficients for relationship between measured rainfall (x), and measured 
throughfall (y), [where y= ax + b]; for the Roughs (n = number of observations). 
Figure 5.5 illustrates measured throughfall compared to that predicted using the Rutter model 
and the regression model. It can be seen that the dynamic hourly based model appears to track 
rainfall well, suggesting good representation of the physical processes that are occurring. 
Though not as precise as the dynamic model, predictions based on the daily regression model 
are more accurate, with a resulting correlation coefficient between observed and simulated 
interception of 0.94 [SE=1.46], (compared to 0.97 [SE=1.49] obtained using the hourly Rutter 
model). 
Daily evapotranspiration calculated for the Roughs between June 1996 and February 1997 using 
the full Penman Montieth model (run at hourly time-steps and subsequently aggregated into 
daily totals), and the empirical model (derived from Penman-Monteith calculations for an earlier 
period) are illustrated in Figure 5.6. Also shown is a temperature record for the same period. 
Residuals from the empirical relationship for the Roughs (R2 = 0.76; SE = 0.6), are due to 
variation in relative humidity and cloud cover. 
Throughfall calculated from DAILY regression model 
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Figure 5.5 Comparison between measured daily throughfall and predictions made using a daily 
empirical regression model and Rutter's model run at hourly intervals, relative to 
measured throughfall and rainfall (Roughs, 1997). 
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Figure 5.6 Evapotranspiration predicted for current grass cover at the Roughs using Penman- 
Montieth and empirically based model shown with temperature from which they 
derive. 
Overall the model performs better than the other mentioned temperature based models of ET, 
with maximum difference between the two models of only 1 mm/day, and a cumulative over- 
prediction of only 2.045mm within a six month period (or 0.57% of ET predicted by the 
Penman-Montieth method)'. 
5.4.2 Vegetation cover at Planes de Baronia 
In Mediterranean areas, interception has been found to exhibit marked differences between the 
typical shrub, pine, and mixed shrub-pine ground covers, depending on rainfall conditions. 
Throughfall under pine canopy for example has been found to range from 25% (of gross 
rainfall) for low rainfall (<10mm), to over 100% in higher rainfall (>40mm) (Lopez-Bermudez, 
1996). In contrast, a largely shrub cover tends to give values ranging between 40% and 80% 
under similar conditions (Francis and Thomes, 1990). 
Continuous monitoring of stemflow and throughfall at 10-minute intervals therefore, was 
employed to facilitate a better description of the dynamics of the interception processes at the 
Planes field site. Figure 5.7 shows measured throughfall and stemflow from a two day period of 
rainfall at the end of 1996. It can be seen that stemflow only becomes significant after a 
prolonged or heavy rainfall. It can also be seen from the graph that whereas rainfall was 
measured in increments of 0.2mm, throughfall gauges were able to measure in 0.04mm 
increments (due to a larger collection surface area). This explains periods of measurement where 
small amounts of throughfall are indicated without rainfall. 
1 For further comparison of empirical model results with other temperature based models, see comparison 
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Figure 5.8 and Figure 5.9 illustrate in more detail how throughfall and stemflow rates respond 
to different types of rainfall pattern (convectional and frontal storms respectively). The two 
types of storm, and respective interception characteristics that they produce, contrast in both 
duration and intensity. It can be seen in both cases that throughfall will tend to increase as a 
fraction of rainfall as the storage capacity of the canopy fills and more intercepted rainfall 
'overflows' to become throughfall. Similarly, stemflow only becomes consistent after canopy 
storage capacity has been reached. 
Figure 5.8 : 10 minute data for 10-hour period showing in more detail the relative magnitude and 
delay, of through-fall and stem-flow compared to rainfall. 
Further investigation of data sampled at 10-minute intervals and aggregated into daily totals, 
yielded confirmation of the patterns shown above. From Figure 5.10, it can be seen that the 
highest percentage of rainfall is intercepted on days of low total rainfall (up to 100% 
interception for very low rainfall). In a similar manner, a greater fraction of rainfall is lost to the 
canopy for storms of shortest duration. Clearly, account must be taken of both these 
characteristics when modelling interception at small time intervals. 
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Figure 5.7 : Measured rainfall, throughfall and stemflow at Planes field-site, from Pine Forest. 
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From the data illustrated above, Rutter's dynamic interception model was calibrated (parameters 
used, shown in Table 5.5). Comparison of'measured' against `modelled' hourly throughfall and 
stemflow (for a subsequent period), yielded correlation coefficients of 0.916 [SE=0.78], and 
0.775 [SE=1.02] respectively. 
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Figure 5.10 Percentage interception measured for given daily rainfall totals and storm duration 
times (aggregated from 10 min data collected in continuous period between 16 Dec '96 
and 26 Jan '97, Planes de Baronia). 
P Pt S St Ds bE 
Rutter coef. 's 0.75 0.025 0.09 0.05 0.000014 3.7 0.5 
Table 5.5 Parameters used to calibrate Rutter interception model for canopy interception from 
Pine forest at Planes de Baronia (values adapted from Dingman, 1994). 
Empirical linear regression models of throughfall and stemflow against incident rainfall, were 
also derived from the observed data. It was noted that as the length of the sampled time-step 
increased, the time-lag between incident rainfall and throughfall becomes less significant and 
hence the accuracy of the describing empirical function is increased. As can be seen from Table 
5.6, daily throughfall and stemflow tended to exhibit a stronger relationship with incident 
rainfall than equivalent data captured at 10 minute intervals. 
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Figure 5.9 Data from Planes interception plot for 36 hour storm sampled at hourly intervals. 
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Throughfall Stemflow 
Time-step a b n R2 a b n R2 
Dec - Feb `96 Daily 0.7851 0.1075 27 0.99 0.000 0 27 1 
10 min 0.7385 0.0001 3745 0.85 0.0082 0 3745 0.4417 
Jan - Feb 197 Daily 0.8658 0.9636 12 0.714 0.0247 0.02 12 0.948 
Hourly 0.7565 0.025 191 0.708 0.02 0.0004 191 0.7679 
Table 5.6 Regression coefficients for relationship between measured rainfall (x), and measured 
throughfall (y), [where y= ax + b]; for evergreen Pine forest at Planes de Baroma (n 
number of observations). 
The extent to which predictions from dynamic and derived empirical, interception models 
compare with measured throughfall is illustrated in Figure 5.11. In general, the dynamic model 
was more accurate, with the empirical model under-predicting slightly. 
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Figure 5.11 Comparison between measured throughfall and predictions made from (daily), 
empirical and summed hourly dynamic models (Planes de Baronia, 1996). 
For evapotranspiration, an empirical relationship derived from the field site at Planes de 
Baroma, tended to respond more closely to temperature than at the Roughs due to lower levels 
(and hence reduced interference), of relative humidity and cloud cover (R2 = 0.9429; SE = 0.18). 
Figure 5.12 illustrates daily evapotranspiration calculated for the area between November '97 
and July '98 using the Penman Montieth and empirical model (derived from Penman-Monteith 
calculation for an earlier period), for a pine vegetation-cover. The cumulative over-prediction of 
the empirical model however, was 4.06mm within a six-month period (or 1.02% of total ET 
predicted by the Penman-Montieth method), due to the greater temperature variability at this 
site. 
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Figure 5.12 Evapotranspiration predicted for current pine cover at Planes using Penman- 
Montieth and empirically based model shown with temperature from which they 
derive. 
i. 4.3 Vegetation scenarios 
In order to estimate the effect that different vegetation types would have on the hydrology within 
the studied areas, the Rutter model was parameterised for grass; arable; felled; deciduous; and 
evergreen coniferous land-cover types as defined by Dolman' (1987); Dunn & Mackay2 (1995); 
Lopez-Bermudez3 (1996); Morgan & Rickson4 (1995); (see Table 5.7). Where no previous study 
could be found, values were estimated from the related literature' . 
In describing interception over a longer timescale and at daily time-steps however, more simple 
regression equations were derived from the Rutter model (as described above), (see Table 5.8). 
Figure 5.13 illustrates the resulting predicted seasonally varying interception loss over a period 
of two years as calculated for the Roughs. In a similar way, potential evapotranspiration 
predicted for the five vegetation scenarios, for periods at the Roughs and Planes de Baronia 
(using the Penman-Montieth model parameterised with values shown in Table 5.7), are 
illustrated in Figure 5.14 and Figure 5.15 respectively. It can be seen from both sets of data that, 
in calculating evapotranspiration per unit area of canopy-cover (i. e. considering the effects of 
canopy and aerodynamic resistance, but not LAI and ground-cover fraction), grass and arable 
vegetation have significantly greater potential rates of ET than deciduous or coniferous canopy. 
Transpiration from a recently stripped vegetation surface (felled) is minimal and hence not 
included in illustrations. 
' Percentage throughfall (P), and canopy storage (S), of deciduous oak forest. 
2 Canopy drainage coefficients (Ds and b), for all vegetation-cover types. 
Percentage throughfall (P), stemflow (Pt), and canopy storage (S), of pinus halepensis forest. 
4 Canopy storage capacity (S), of meadow grass / clover and arable / cereal. 
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Parameter Abbr. Unit Grass Arable Felled Deciduous Coniferous 
Throughfall fraction P - 0.9 0.85-0.95 0.9 0.75-0.9 0.75 
Stemflow fraction Pt - 0.038 0.038 0.044 0.044 0.02 
Canopy storage capacity S mm 0.2 0.1 0.01 0.08 0.3 
Trunk storage capacity St mm 0.5 0.5 0.5 0.5 0.5 
Rutter Ds (x10-5) Ds - 1.4 1.4 1.4 1.9 1.9 
Rutter b b - 5.1 5.1 5.1 3.7 3.7 
Trunk/Canopy ET ratio E - 0.5 0.5 0.5 0.5 0.5 
Aero' conductivity Cat m/s 0.01 0.03 0.01 0.125 0.167 
Aero' resistance ra s/m 100 29 100 8 6 
Canopy conductivity 
Ccan 
m/s 0.0067 0.011 0.002 0.0067 0.0067 
Canopy resistance r, s/m 150 90 500 150 150 
Albedo - 0.25 0.22 0.12 0.18 0.16 
Vegetation surcharge TW kPa 0 0 0 25 50 
Height of vegetation Z,, ev m 0.3 1 0 20 20 
Ground-cover fraction - 0.7-0.9 0.0-0.9 0.85 1 1 
Canopy-cover fraction - 0.5 -1 0- 1.5 0.85 0.2-3.75 4 
Max root depth m 0.3 1.25 0.1 3.0 3.0 
Root strength TW MPa 0 0 0 30 40 
Table 5.7 Parameters used to represent canopy interception and evapotranspiration for different 
vegetation scenarios using the Rutter interception model and Penman-Monteith 
Evapotranspiration model (after Dunn & Mackay, 1995). 
Throughfall Stemflow 
a b a b 
Grass 0.9 0.002 0.038 -0.01 
Arable 0.85 - 0.95 -0.004 0.038 -0.01 
Felled 0.9 -0.02 0.04 -0.01 
Deciduous 0.77 - 0.9 -0.0003 0.043 -0.01 
Coniferous 0.77 0.003 0.02 -0.06 
Table 5.8 Regression coefficients for relationship between daily rainfall (x), and predicted 
throughfall or stemflow (y), [where y= ax + b]; for a 222 day period (consisting of 
107 rain-days). R2 was found to be above 0.97 for all relationships. 
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Figure 5.13 Comparison of interception loss for different vegetation types. Calculated from 
rainfall derived from the Roughs record of 1997 to 1998. 
Stem evaporation assumed to be half of canopy evaporation; stem storage assumed to 
be 0.5cm. 
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Figure 5.14 Relative evapotranspiration rates for different vegetation types as predicted by the 
Penman-Monteith model using Roughs data between July '96 and October '96 
Figure 5.15 Relative evapotranspiration rates for different vegetation types as predicted by the 
Penman-Monteith model using Planes data between November'97 and February '98. 
Figure 5.16 and Figure 5.17 show the derived regression lines obtained for the relationship 
between temperature and calculated evapotranspiration for each of the vegetation types 
considered (as described by Figure 5.14 and Figure 5.15). Generally, better fitting regression 
equations were obtained for data from the Planes de Baronia field site, due to the reduced effect 
of humidity in affecting transpiration rates (though cumulative error over a period of 6 months 
tended to be less for the Roughs due to other meteorological variables being less variable). 
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Figure 5.16 Regression lines for the relationship between average daily temperature and daily 
evapotranspiration as calculated for different vegetation-cover at the Roughs field site 
for the periods June `96 to October '96 and December '96 to March '97. 
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Figure 5.17 Regression lines for the relationship between average daily temperature and daily 
evapotranspiration as calculated for different vegetation-cover at the Planes field site 
for the periods Nov `97 to March '98 and April '98 to July '98. 
From the regression equations and error figures shown in Table 5.9, it can be seen that though 
deciduous and coniferous have significantly higher percentage error than grass or arable, this is 
reflected in only marginally higher actual cumulative error. Conversely it is grass and arable that 
exhibit highest maximum daily error (occurs in summer months when potential ET is highest). It 
was found that maximum daily error could be decreased by using seasonally based regression 
equations (Table 5.10), though for the winter the fit of these regression models was less good. 
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R egression Cumula tive Error Daily Error (mm) 
Roughs a b R2 mm Ave. (%) Ave Max 
Grass 0.14 0.07 0.54 2.045 0.574 -0.04 1.89 
Arable 0.11 -0.01 0.56 -0.681 -0.254 0.01 1.63 
Deciduous 0.04 -0.06 0.62 5.995 7.498 0.01 0.60 
Coniferous 0.03 -0.06 0.62 -2.683 -4.185 -0.02 0.45 
Planes a b R2 mm Ave. (%) Ave Max 
Grass 0.35 -1.85 0.8 0.217 0.031 0.0001 3.29 
Arable 0.3 -1.7 0.8 -2.738 -0.204 -0.01 2.48 
Deciduous 0.1 -0.71 0.83 6.118 3.627 0.03 0.84 
Coniferous 0.08 -0.58 0.83 7.699 5.725 0.04 0.71 
Table 5.9 Regression coefficients a and b (where ET= a(temperature) + b), for the Roughs and 
Planes field sites. Also shown is R2 value; cumulative error (mm) in the relationship 
over a6 month period; and cumulative error as a percentage of total ET (FAO 
calculated), for the same period. 
Summer Winter 
Roughs a b a b 
Grass 0.13 -0.25 0.05 0.23 
Arable 0.15 -0.09 0.06 0.33 
Deciduous 0.06 -0.38 0.01 0.05 
Coniferous 0.05 -0.38 0.01 0.04 
Planes a b a b 
Grass 0.35 -1.4 0.16 -0.07 
Arable 0.3 -1.67 0.13 -0.11 
Deciduous 0.12 -0.93 0.04 -0.06 
Coniferous 0.1 -0.77 0.. 03 -0.05 
Table 5.10 Regression coefficients a and b (where ET(FAO calculated)= a (temperature) + b), 
for the Roughs and Planes field sites. 
5.5 SEASONALLY VARYING CANOPY AND GROUND-COVER 
In addition to the empirical models used to describe interception and evapotranspiration rates 
per unit area of each vegetation type, it was also necessary to describe the effect of seasonal 
variation in canopy density and ground-cover. This was achieved by multiplying calculated 
interception or ET by a seasonally varying ground-cover fraction and canopy-cover fraction (see 
Table 5.11). 













Table 5.11 Canopy and ground-cover fractions used to describe seasonal variation in canopy 
interception and transpiration rates (after Dunn & Mackay, 1995). 
In utilising the parameters described above, the sinusoidal function described in Equation 5.12 
was used to represent the transitional change from maximum to minimum cover (from August to 
January respectfully). For example, if minimum cover fraction (Cmin), and maximum cover 
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fraction (Cmax), are known, then the cover fraction for any Julian day can be calculated such 
that: 




-2C min + 
(C 
max -C min 
) sin(Julian. day) 
2 
Use of the seasonally varying vegetation-cover parameters gave realistic predictions for 
interception from each ground-cover type, that compared well with those found by Dunn & 
Mackay (1995). For example, Figure 5.18 illustrates how the model describes interception for 
each vegetation type for data from the Roughs during the periods June '96 to October '96, and 
December '96 to March '97. Predictably, interception from deciduous and arable vegetation 
covers are seen to vary most. 
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Figure 5.18 Comparison of interception predicted for different vegetation-cover using the Rutter 
interception model. (Roughs: June 96 - Oct 96; Dec 96 - Mar 97). 
Seasonally varying canopy and ground-cover factors were also incorporated into the ET 
calculations in order to achieve more realistic annual variation in predictions for each vegetation 
type. As described above, when each vegetation type is modelled in its most basic form (i. e. no 
representation of seasonal variation in canopy or ground-cover fraction), the results may be 
misleading. For example Figure 5.19 and Figure 5.20 illustrate the predicted daily and monthly 
transpiration for vegetation types in response to temperature. It can be seen that each type is 
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Figure 5.19 Comparison of transpiration for different vegetation types, showing daily and 
variation. Calculated from rainfall and temperature derived from the Roughs records of 
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Figure 5.20 Comparison of transpiration for different vegetation types, showing no seasonal 
variation. Calculated from rainfall and temperature derived from the Roughs records of 
1997 to 1998. 
Conversely, by including the effects of seasonal variation in ground-cover and canopy-cover, a 
more realistic annual distribution of predicted ET for each vegetation type is achieved. Figure 
5.21 and Figure 5.22 illustrate daily and monthly evapotranspiration totals in response to rainfall 
and temperature for the same period as described in Figure 5.19 and Figure 5.20. Again these 
results were found to compare well with the relative differences found between vegetation types 
found in the Dunn & Mackay (1995) study from which the vegetation parameters have been 
derived (though actual rates are slightly higher due to the higher temperatures of SE England 
used within this study). 
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Figure 5.21 Comparison of transpiration for different vegetation types, showing daily and 
seasonal variation. Calculated from rainfall and temperature derived from the Roughs 
records of 1997 to 1998. (with seasonal variation). 
Figure 5.22 Comparison of transpiration for different vegetation types, showing seasonal 
variation and relative ranking. Calculated from rainfall and temperature derived from 
the Roughs records of 1997 to 1998. 
5.6 SUMMARY 
In order to assess the effect of different vegetation types on landslide hydrology, processes of 
canopy interception and evapotranspiration were first predicted using the physically-based 
Rutter interception (Gash and Morton, 1978), and Penman-Montieth evapotranspiration 
(Dingman, 1994) models. The resulting predictions were then used to develop empirically based 
relationships between incident daily rainfall and canopy interception, and temperature data and 
evapotranspiration. This approach allowed the hydrological response of each vegetation type to 
daily temperature and rainfall data, to be represented over longer periods within the larger slope 
hydrology models. 
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Canopy interception predicted using the empirical method was found to be consistently within 
1% of observed interception (over a6 month validation period). Similarly, empirically predicted 
ET was found to be on average within 0.017mm/day of dynamically calculated ET at the 
Roughs, and within 0.02mm/day at Planes de Baronia (maximum daily error for a standard grass 
cover was 1.89mm and 3.29mm respectively). Despite a relatively high variance in error margins 
due to atmospheric conditions other than temperature, the models gave good cumulative 
predictions of evapotranspiration rates, and compared well with data from the literature when 
adjusted for seasonally varying canopy and ground-cover. 
The parameters used in the initial dynamic models were derived from fieldwork and an 
extensive literature search. In order to characterise the five most basic vegetation functional 
types found within the field areas, a set of parameters as described by Dunn & Mackay (1995) 
were used (see Table 5.7). For parameters that vary seasonally (e. g. canopy and ground-cover 
fraction), a sinusoidal function was applied between the maximum and minimum values. 
Moisture extraction from the soil was assumed to decrease exponentially with plant root depth, 
in order to represent moisture withdrawal characteristics of each vegetation type. 
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6. ASSESSING THE EFFECT OF CLIMATE CHANGE 
In order to assess how the frequency of landslide occurrence may change within the studied 
areas under expected future climatic change, it was first helpful to describe the real and apparent 
differences between observed present climate data, and future climate projections. To achieve 
this, it was necessary to address each set of data at both comparable spatial and temporal scales. 
In this chapter a description is given of the methods used in compilation of past and present data 
from monitoring stations; and derivation of local climate projections from General Circulation 
Model data. In addition, changes in the patterns and characteristics in climate that are evident 
from the data, and that are most likely to affect landslide hydrology, are identified. 
6.1 PRESENT CLIMATE 
In order to obtain a representative picture of the current climatic regime of the areas under study, 
a comprehensive record of rainfall and temperature over the last 30 years has been compiled 
(see Figure 6.1). A historic record of other climatic parameters, such as wind speed, relative 
humidity and solar radiation, was more difficult to obtain. The simplified hydrological 
modelling strategy adopted for this study however, meant that such variables were only required 
over a relatively short period (approximately 2 years), in order to build empirical relationships 
between potential evapotranspiration and temperature (see Chapter 5). 
While most recent data have been collected from the on-site meteorological stations within the 
study areas (see Chapter 3), data relating to conditions over the past 30 years have been derived 
from nearby permanently sited stations. In SE England, the nearest stations to the Roughs were 
found at Sandling Park' and Folkestone' (2 and 8km east along the coast respectively). From the 
Folkestone station, daily temperature and rainfall records from 1959 to 1995 were obtained, 
while at Sandling Park daily rainfall data from 1900 to 1995 but no temperature data were 
acquired. 
In SE Spain, daily rainfall records from 1954 to 1995 were obtained from Almudaina3, while 
stations at Alcoy4 (10km from Planes de Baronia), and Cocentaina5 (15km from Planes de 
Baronia), provided daily temperature for the periods 1965-85 and 1992-97 respectively. For the 
purposes of this study, discrepancies between historic data and conditions that would have 
occurred in the field are assumed to be negligible. Historic data were used both as control data 
' Sandling Park (TR 1420 3680): National Central Meteorological Office. 
2 Cherry Gardens, Folkestone (TR 2100 3790): National Central Meteorological Office. 
3 Almudaina, SE Spain: Station No. 8066. 
4 Alcoy, SE Spain: Station No. 8059. 
5 Cocentaina, SE Spain: Station No. 8059E. 
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to which GCM downscaling methods were calibrated, and for estimation of landslide frequency 
in the past 30 years. 
6.1.1 SE England: Rainfall and Temperature 
Mean annual rainfall at the Roughs is currently 750mm, while mean annual actual transpiration 
is 475mm (of which only 70mm occurs in winter, with forty percent of the remainder occurring 
in the months of June and July, (Green and Fordham, 1973)). Mean monthly temperatures for 
the region range from 3.5 - 14.5°C in winter, to 8- 16°C in the summer, though the Roughs 
itself tends to be cooler by day and warmer by night due to its coastal proximity. As a south- 
facing escarpment, the site is also vulnerable to strong winds from the southwest and southeast. 
The prospect of more extreme weather due to climate change is, to an extent, supported by 
recent meteorological conditions observed within the region. For example, the period within 
which this study took place initially appeared to be one of above average dryness. In 1996, 
national rainfall was 8% below average, despite a 100mm event in Folkestone on 28th August 
(c. 75mm at the Roughs), and an extremely wet October and November. Similarly, despite a 
0.1 °C drop in temperature below the 1951-80 average in 1996, summer months were 
consistently 1 °C above their mean, and the decade as a whole continues to be one of the 
warmest in 340 years of recordings. Somewhat paradoxically, the summer of 1997 saw the 
wettest June since 1860, with more than double the average rainfall for this month; May too was 
above its average (Hulme, 1996). Both these factors contributed to higher water tables occurring 
in the subsequent winters (see water table validation data in Chapter 7). 
According to the Central England Temperature record (CET), though warming has not been 
continuous, annual temperatures have risen by nearly 1.7°C since the start of the record (1869), 
and by nearly 0.5°C this century. Indeed, the two most recent decades have been about 0.8°C 
warmer than those at the beginning of the record, with decreasing numbers of cold days and 
increasing numbers of hot days (Hulme and Jenkins, 1998). Initially warming tended to occur 
predominantly in the winter months. Within the last century however, summer and autumn have 
exhibited the greatest change (Jones and Hulme, 1997). Three of the four warmest years in the 
CET occurred in 1989,1990 and 1995, which may be indicative of how the climate will 
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6 Assessing the Effect of Climate Change 
6.1.1.1 Folkestone 1960-89 (Control period) 
In relation to the rest of the British Isles, there is a lesser occurrence of frontal rainfall in the 
south-east due to its position outside the central route of most Atlantic depressions; the most 
significant frontal rainfall occurring only during a southern shift in the depression tracks. In 
contrast, convectional rainfall within the region tends to be above the UK average. From 
monthly rainfall totals between 1960 to 1989 (Figure 6.2), a peaked convectional rainfall 
distribution may be identified in July. In late spring to early summer too, the region tends to 
exhibit more pronounced air instability as polar-maritime air encounters higher land-surface 
temperatures (Mayes, 1997). In autumn, precipitation from slow moving depressions in the 
region may be increased locally by high sea-surface temperatures. 
Though the southeast of England regularly exhibits the highest daytime temperatures in the 
British Isles throughout the year, the effect is largely offset at the Roughs by its proximity to the 
coast. However, temperatures are to a large extent still influenced by the closeness of the 
European landmass and hence the mean position of subtropical anticyclones (Mayes, 1997). As 
can be seen from the mean monthly temperature data in Figure 6.3, an average year would be 
characterised by a mild winter due to the attenuating effects of the English Channel on air 
temperature, and a cool spring due to the high frequency of northeasterly winds. Highest 
temperatures are seen in late summer to early autumn, as anticyclonic activity warms coastal 
waters and the frequency of westerly winds increase. 
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Figure 6.2 Maximum, minimum and average observed mean monthly rainfall at Folkestone 
between 1960 and 1989. 
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Figure 6.3 Maximum, minimum and average observed mean monthly temperatures at Folkestone 
between 1960 and 1989. 
6.1.1.2 The Roughs, 1996-98 
The period of study consisted of lower than average annual rainfall than previous years (see 
Figure 6.4), but was noticeable for greater instances of convective activity (June 1997). 
Comparing observed temperatures with those described for the previous 35 years, it can be seen 
that mean summer-month temperatures were higher than the long term averages, underlining the 
relative warmth of the period (see Figure 6.5). Similarly, winters too were relatively mild apart 
from in early spring, which might be accounted for by the higher than average precipitation at 
that time. 
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Figure 6.4 Maximum, minimum and average observed mean monthly rainfall at the Roughs field 
site met-station during period of study between March 1996 and April 1998 (note: 
substitute data from Sandling Park used from May to July 1997). 
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Figure 6.5 Maximum, minimum and average observed mean monthly temperatures observed by 
the Roughs field site met-station during period of study between March 1996 and 
April 1998. 
6.1.2 SE Spain: Rainfall and Temperature 
The annual rainfall total of the region is similar to that of the Roughs, averaging 690mm at 
Almudaina between 1965 and 1994; though this did tend to fluctuate between 1000mm in wet 
years to 400mm in very dry years. The pattern of weather is typical of southeast Spain, with an 
often intense summer drought followed by a sizeable rainfall events and noticeably lower 
temperatures between November and March (Goosens, 1985; Suc, 1984). In contrast, the 
months from June to August are characterised by high temperatures and low rainfall, resulting in 
high rates of potential evapotranspiration and increased soil moisture deficit. Local topographic 
effects may increase the variability of delivered rainfall to the area however, with the Serra de la 
Almudaina creating a noticeable rain-shadow to weather approaching from the southeast (i. e. 
annual rainfall recorded on site is consistently 5-10% less than that recorded in Almudaina). 
6.1.2.1 Almudaina, Alcoy, Cocentaina 1965-94 (Control period) 
The main controls on climate within the area, apart from those of local topography, are 
predominantly the proximity of the Mediterranean Sea, and to both Atlantic and Mediterranean 
depression tracks. In autumn and winter, the probability of frontal rainfall increases as Atlantic 
depression tracks move south. Though much moisture may be lost by the time such fronts reach 
the east coast, their influence may be increased through greater humidity at the coast. In mid- 
winter, precipitation often decreases as a high pressure builds inland. A second rainfall peak 
therefore occurs in spring (see Figure 6.6) as the pressure cell weakens, and the frequency of 
'blocking anticyclones' in northern Europe deflect a higher number of low pressure cold fronts. 
Dry summers are predominantly the result from the Azores anticyclone and subsiding dry air 
over the region that tends to inhibit the development of large-scale convective storms. Mean 
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monthly temperature varies from 8.2°C in January to 23.8°C in July, with August being almost 
equally as warm (see Figure 6.7). 
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Figure 6.6 Maximum and average observed mean monthly rainfall at Almudaina between 1965 
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Figure 6.7 Maximum, minimum and average observed mean monthly temperatures derived from 
Alcoy 1965-85, and Cocentaina 1992-94. 
6.1.2.2 Planes de Baronia, 1996-99 
The period of study started with relatively wet conditions on site, with both 1996 and 1997 
exhibiting above average rainfall totals (860mm and 921mm respectively). In addition, 1997 saw 
180mm in January (79mm on the 27th), and 278mm in September (122mm on the 30th) - both of 
these events, coming at the end of a wet month proved sufficient to create saturated overland 
flow. 1998 saw drier conditions, with an annual rainfall total of only 387mm; due predominantly 
to the latter half of the year being exceptionally dry. Overall, the period corresponded well to 
the average seasonal rainfall patterns described above, but only 1997 witnessed the more 
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extreme events that characterise the region (see Figure 6.8). Winters tended to be milder than 
previous years, while summers remained close to average (see Figure 6.9). 
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Figure 6.8 Maximum, minimum and average observed mean monthly rainfall at the Planes de 
Baronia field site met-station during period of study between September 1996 and 
January 1999. 
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Figure 6.9 Maximum, minimum and average observed mean monthly temperatures observed by 
the Planes de Baronia field site met-station during period of study between September 
1996 and January 1999. 
6.2 CLIMATE CHANGE SCENARIOS 
Although recent long-term climatic trends this century are still within the range of natural 
climatic variability of the past 150 years (Jakeman et al., 1993), and as yet there is no conclusive 
proof that global temperatures are linked to increasing concentrations of green-house gases 
(carbon dioxide [C02], methane [CH4], nitrous oxide [N20] and halocarbons), on the whole, 
evidence does suggests that there has been a 'discernible human influence' on global climate 
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(IPCC, 1996; Raper et al. 1997). Virtually all GCMs suggest that by 2030-50, when CO2 
concentrations are expected to reach 580ppm (from a measured 358ppm in 1994, (Parry & 
Carter, 1998)), global temperatures will have risen by an average of 2°C (Jones, 1997). In 
addition, it is suggested that climate change will promote a higher frequency of both extreme 
rainfall events and periods of drought (Cubasch et al., 1995). 
Within the next 100 years, winter precipitation in northern and Western Europe may be 
expected to rise by approximately 10%, while falling by a similar amount in summer (Viner, 
1998). Paradoxically, with higher summer temperatures, a greater incidence of convective 
rainfall is likely, thus causing a greater frequency of extreme rainfall events in both summer and 
winter. Combined with increased surface desiccation in the summer this could have a marked 
difference on autumnal sub-surface hydrology. These changes are likely to be accentuated 
through increased evapotranspiration in the north Atlantic; a poleward shift in the westerlies; 
and temporary steepening of the latitudinal temperature gradients as warmer waters push north, 
(Jones, 1997). Conversely, the opposite is expected in the western part of Mediterranean. 
6.2.1 General Circulation Models 
Having successfully simulated the observed behaviour of the global climate system for the 
period between 1860 and 1990 (see Mitchell et al., 1995; Johns et al., 1997), the second 
generation of the UK Hadley Centre GCM experiments (HadCM2) is the main source of climate 
scenario data used within this study. More precisely, precipitation and temperature data sets are 
derived from the HadCM2 GS experiment which represents increasing greenhouse gas emissions 
expressed as a I% per annum equivalent increase in CO2 concentration from 1990 to 2010; with 
negative forcing of sulphate aerosols (IS92a sulphur dioxide emissions scenario'). Consideration 
is also made of GCM data from the Max-Planck Institute fur Meteorologie, Hamburg, 
(ECHAM4/T42), in order to assess the variability that might exists between different models. 
As stated above, only daily precipitation and temperature data were derived from the GCM (see 
Figure 6.10). Whilst reducing data processing time, this approach assumes that relationships 
between temperature and other meteorological variables that control evapotranspiration (such as 
solar radiation, relative humidity and average wind speeds), will remain consistent under climate 
change. It is envisaged that fluctuation in these relationships that are found to have implications 
for landslide hydrology may be the focus of subsequent research. 
' Scenario IS92a: moderate population growth, moderately high economic growth, some emissions 
control. 
132 
6 Assessing the Effect of Climate Change 
6.2.1.1 HadCM2 
HadCM2 is the UK Hadley Centre's second generation, coupled ocean-atmosphere GCM (for 
fuller description see Johns et al., 1997). It operates at a spatial resolution of 2.5° x 3.75° 
(latitude by longitude), which equates to a surface resolution of 417km x 278km (295km x 
278km at the UK latitude). The model has been used to perform a series of transient climate 
change experiments employing historic greenhouse gas; and combined greenhouse gas and 
sulphate aerosol forcing (see Viner, 1998; Viner and Hulme, 1994; 1997). The experiments are 
'warm-start', thus present and future projections account for historic forcing of the ocean- 
atmosphere system from c. 1860. Negative forcing effects of sulphate aerosols are represented by 
increased clear-sky surface albedo, but indirect effects of aerosols are not considered. 
Figure 6.10 and Figure 6.11 illustrate spatially downscaled temperature and rainfall estimations 
for SE England, derived from GCMs run with and without sulphate aerosol (SO2) forcing, 
(HadCM2 GS and HadCM2 GG respectively). The former scenario was predominantly 
employed in hydrological modelling due to closer correlation with observed temperatures, 
achieved during the downscaling process. The figures indicate that the relationship between 
mean summer (AMJJAS), and winter (ONDJFM), seasonal temperatures is consistent 
throughout the duration (i. e. both increase at the same rate). Conversely it may be seen that 
whilst expected future rainfall is marginally higher under the scenario with SO2 forcing, the 
relationship between seasonal rainfall totals is less consistent. Though relative humidity, wind 
speed and solar radiation projections have also been projected by more recent GCMs, this study 
employs only rainfall and temperature estimations. This is due to a lack of control data needed 
for the spatial and temporal downscaling of such variables, and the desire to minimise inputs to 
the hydrological model. 
Figure 6.10 Comparison of HadCM2 GG and HadCM2 GS: estimated mean monthly winter and 
summer seasonal temperatures, downscaled for SE England, (historic forcing between 
1860-1989, and IS92a forcing between 1990-2049). 
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Figure 6.11 Comparison of HadCM2 GG and HadCM2 GS: thirty-year running mean of winter 
and summer seasonal precipitation, downscaled for SE England, (historic forcing 
between 1860-1989, and IS92a forcing between 1990-2049). 
6.2.1.2 ECHAM 
The ECHAM(T42) model is based on a weather forecast model of the European Centre for 
Medium Range Weather Forecasts (ECMWF), and was developed by the German Climate 
Computing Centre (DKRZ) (see Roeckner et al., 1996). It operates at a spatial resolution of 
2.81' x 2.81' (latitude x longitude). As can be seen from Figure 6.12 and Figure 6.13, the 
ECHAM model tends to predict a smaller range of temperatures, and a less apparent underlying 
trend of increasing temperature than the HadCM2 model. Conversely, the ECHAM model 
predicts greater rainfall seasonality, but is less clear about any long-term trend than the HadCM2 
model which indicates a decrease. 
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Figure 6.12 Comparison of HadCM2 GG and ECHAM: mean monthly winter and summer 
seasonal temperature downscaled for SE Spain, (historic forcing between 1860-1989, 
and IS92a forcing between 1990-2049). 
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Figure 6.13 Comparison of HadCM2 GS and ECHAM: thirty-year running mean of winter and 
summer seasonal precipitation downscaled for SE Spain, (historic forcing between 
1860-1989, and IS92a forcing between 1990-2049). 
6.2.2 Spatial Downscaling 
At the global and even regional scale, the effects of climate change can differ greatly between 
locations, both in magnitude and direction. Though more recent GCMs have been found to be 
successful in simulating large-scale variation of the atmosphere (Hulme and Jenkins, 1998), their 
relatively low resolution of approximately 250 x 250 km means that adjustments must first be 
made before their data may be utilised in studies at the local or even regional scale. Derived 
from a relatively coarse spatial grid and operating with a cell size of 3.75' longitude, by 2.5' 
latitude (approximately 40 000 km2 in the UK), the GCM data for SE England tended to be 
relatively inaccurate when compared with observed field data. For example, mean annual 
rainfall for the test site in SE England was estimated at 1100 mm/annum between 1960 and 
1989, compared to an observed rainfall of 740 mm. In order to obtain more realistic local 
rainfall and temperature values therefore, downscaling techniques were first employed to the 
raw GCM data. 
The technique used to downscale data depends largely on the spatial and temporal scale at 
which the data were ultimately to be used; which in this case is dependent on the physical nature 
and size of the landform under study. A comprehensive review of the range of methods and 
limitations of downscaling GCM output has been given by Hewitson and Crane (1996); and 
Wilby and Wigley (1997). Following their typology, downscaling methods can be simplified 
into three main categories: 
6.2.2.1 Statistical techniques 
These methods make use of the fact that large-scale meteorological parameters (such as those 
projected by GCMs) may exhibit strong and relatively unchanging statistical relationships with 
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local or regional climate. A knowledge of such relationships may then be used to derive 
empirical regression models (Gyalistras et al., 1994; Kim et al., 1984; Lettenmaier, 1995; von 
Storch, 1993); to predict long term circulation patterns from analysis of local climatic fields; and 
to drive stochastic weather generators (Bärdossy, 1997; Bärdossy and Plate 1992; Wilby, 1994; 
Zorita et al., 1995). Buma & Dehn (1998), suggest the regression method is particularly useful 
for the study of land instability due to its ability to lend greater accuracy to more significant 
times of the year. For example, winter rainfall patterns to which landslides tend to be more 
sensitive have been derived from North Atlantic sea-level air pressure using a canonical 
correlation technique by von Storch et. al, (1993) and Heyen et al., (1996)'. Statistical methods 
generally have lower computational requirements than more dynamic methods but often tend to 
make unverifiable assumptions about the constancy of relationships within both present and 
future climates. 
6.2.2.2 Dynamical techniques 
These use GCM output to provide initial and boundary forcing conditions for 'nested' regional 
models with higher spatial resolution (see Giorgi, 1990; Frey-Buness et al., 1995). Similarly, 
'regional' or 'limited area' models use grid-edge inputs from GCMs but have the advantage of 
being able to capture smaller scale physical process, and hence expected changes in climate 
variability. Alternatively, a global atmospheric model may be run for reduced 'time-slices' at 
high spatial resolution using sea surface temperature predicted from lower resolution coupled 
ocean-atmosphere GCMs. The disadvantage of these models is the amount of computing time 
needed. 
6.2.2.3 Other methods 
More straightforward methods of 'downscaling' are the range of interpolation techniques which 
can be applied to spatially consistent meteorological variables. Mean daily air temperature for 
example, may be reliably interpolated from GCM grid-point values across relatively small areas. 
Alternatively, arbitrary changes may simply be applied to present day temperature and 
precipitation data in order to facilitate sensitivity analysis of impact assessment models (e. g. 
hydrological or ecological models). Less accurate methods include construction of climate 
change scenarios from characteristics exhibited by historic or paleao-climate data (Budyko et 
al., 1987). 
As Favis-Mortlock (1999) suggests then, constructing regionally based scenarios is still 'part 
science and part art', in so much that most downscaling techniques are still an unknown quantity. 
No single meteorological parameter is consistently a good predictor of either temperature or 
' Correlation coefficient between sea-level air pressure in the North Atlantic and the incidence of westerly 
moving depressions over the British Isles is 0.75 for the winter season (Jones and Hulme, 1997). 
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precipitation between different regions; while predictions using statistical and dynamic 
downscaling techniques tend to agree as often as they disagree within any one region. A 
European Union sponsored comparison of regional model simulations from the Hadley Centre 
(RegCM); the Max Plank Institute (HIRHAM); and Meteo-France's variable resolution GCM; 
for example, concluded that neither downscaling or embedding methods were satisfactory 
(McGuffie and Henderson-Sellers, 1997). It was thus suggested that while geomorphologists use 
such data for studies of future climate impact, they should for the moment do so at their own 
risk. 
6.2.3 Model Uncertainty 
Though GCMs are the best quantitative indicators of expected climate change, in order to assess 
the impact of their predictions on landslide activity, it is first important to be aware of some of 
their problems (see also Jones, 1997), for example: 
9 GCMs tend to be highly sensitive to a wide range of environmental parameters, many of 
which exhibit relatively high margins of measurement error. 
0 Spatial resolution of most GCMs is still quite low; though most recent models have achieved 
50km windows of finer detail with the coarser 150km initial models. 
" Many environmental parameters have complex effects on global warming, for example a 3% 
increase in water vapour could add 0.5°C to global temperature through radiation absorption 
but also a possible decrease by 2°C by lowering planetary albedo if in the form of low cloud 
cover. 
0 Models do not account for CO2 exchange capacity of the oceans, which is still both poorly 
monitored and understood. 
The predictions of future landslide activity using GCM data, will be as susceptible to error from 
initial assumptions as the GCM projections themselves. Mitchell and Hulme (1999), suggest that 
the difference between results produced from different climate models are not simply the 
product of individual model deficiencies, but rather the inability of any model to represent the 
inherent unpredictability of climatic and global systems. Indeed, it is suggested that climate 
prediction be regarded not simply as inadequate simulation of single processes, but rather as a 
continuous 'cascade of uncertainty'. More often the problem is accentuated when uncertainty 
inherited from the GCM data is increased by the processes of spatial and temporal downscaling 
(albeit to a more quantifiable extent). 
In attempting to deal with such inconsistencies, it is suggested that multiple forcing scenarios are 
used whenever possible, in order to represent the range of variation that may be expected from 
any model run. In addition, 'ensembles' of model runs should be made in order to capture the 
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probability distribution of predictions made. Dehn & Buma (1999) suggest that Monte Carlo 
experiments could be used with different starting conditions in order to determine background 
noise introduced into local scenarios by GCMs. Similary uncertainty in downscaling methods 
may be assessed through sensitivity analysis of the models used. Finally, consideration of the 
possible implications of feedback processes within the climate system but not included within 
the model design should be made. 
6.2.4 Projections for SE England 
Precipitation data for the Roughs was downscaled from the Hadley Centre's HadCM2 GS 
experiment using an empirical-statistical approach' (see Buma and Dehn, 1998; Dehn and 
Buma, 1999). Air temperature data were derived from the same source through interpolation 
from GCM grid-points. A summary of the data (shown in Table 6.1) indicates that annual 
precipitation, after an initial drop from that of the present, will increase towards 2079. This 
increase however, is not matched by a simultaneous rise in the number of rain days, indicating 
the possibility of increased storminess. Off-setting these effects is a more consistent and gradual 
increase in air temperature, resulting in higher levels of potential evapotranspiration and hence 
soil moisture deficit. 
Precipitation (mm) N°. of Rain d ays Potential ET (mm) 
Annual mean s. d. Annual mean s. d. Annual mean s. d. 
1960 -1989 802 ± 0.01927 105 162 20 720 20 
1990 - 2019 791 ± 0.01914 80 172 27 751 21 
2020 - 2049 806 ± 0.01989 114 165 28 755 21 
2050 - 2079 816 ± 0.01947 109 172 20 820 25 
Table 6.1 Summary of mean annual rainfall totals and number of rain days within 30 year 
periods as projected by HadCM2 for SE England. 
Figure 6.14 and Figure 6.15 illustrate seasonal (wintertime (ONDJFM); summertime 
(AMJJAS)), temperature means and rainfall totals respectively. The initial control period from 
1960 to 1989, and subsequent projected 30-year scenarios (1990-2019; 2020-2049; 2050-2079) 
are shown. Annual temperature was found to exhibit an average rate of increase between 1960 
and 2080 of 0.57°C per 30-year period (a total increase of 2.68°C), but a standard deviation 
between years and within each period of only 0.38 (ranging from 0.29 to 0.45). The opposite is 
true for annual rainfall, which had a less significant average change of 0.735 mm per 30-year 
period (2.940mm in total); but a standard deviation of 175 (ranging from 149 to 136). It must be 
noted that for both temperature and precipitation, annual variation tended to increase towards 
the end of the period. The extent to which the variation of the projected GCM is representative 
of observed data may be assessed by looking more closely at data from the control period. 
' Precipitation and temperature data downscaled by Martin Dehn (University of Bonn), as part of the EC 
funded NEWTECH project (EC ENV4-CT96-0248). 
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Figure 6.14 HadCM2 GS: thirty-year running mean of winter and summer temperature for the 
Roughs, for modelled 30 year periods. 
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Figure 6.15 HadCM2 GS: thirty-year running mean of winter and summer seasonal precipitation 
totals for the Roughs, for modelled 30 year periods. 
6.2.4.1 Comparison of control and scenario data 
In the following diagrams, predicted rainfall and temperature values for the scenarios described 
above are illustrated to emphasise the change in monthly rainfall and temperature patterns 
relative to observed data at Folkestone during the control period (1960-1989). Figure 6.16 
illustrates the mean monthly temperature anomaly from each projected 30 year temperature 
scenario, relative to the observed control data. As the values are represented as means for each 
thirty-year period however, some detail is lost. For example, whereas the mean January 
temperature between 2050 and 2079 is indicated as being 1.25°C above that of the control 
period (distance between HadCM2 1960-1989 and 2050-2079 on Figure 6.16), this actually 
represents a positive anomaly of 0.75°C at the start of the period 2050, increasing to 1.75°C. 
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Figure 6.16 Anomalies of mean monthly temperatures predicted for the Roughs by downscaled 
HadCM2 projections, relative to mean monthly temperatures at Folkestone for the 
period 1960 to 1989. The change in mean temperature from control period for each 
month is indicated by the distance between the solid black line (HadCM2 1960-1989), 
to the lines representing subsequent periods (HadCM2 1990-2019; 2020-2049; 2050- 
2079). 
In addition to an increase in the temperature anomaly within each thirty year period, it can be 
seen that even accounting for differences between predicted and observed temperatures during 
the control period (HadCM2 1960-1989), the greatest increase in temperature occurs from May 
to October (peaking in August). This pattern remains consistent for each period. 
From Figure 6.17, it can be seen that mean monthly precipitation totals increase in some months, 
but also decrease in others with no discernible temporal pattern between each thirty year period. 
Of the most easily identifiable patterns that do exist, it may be seen that mean rainfall in the 
months of April to June consistently increase by between 10 and 12mm compared to the control 
scenario. November to February on the other hand are expected to consistently see less rainfall 
until 2050. It is the first projected thirty-year period (1990-2020), that seems to offer the greatest 
change however, with average increases of more than 40 and 30 mm per month in September 
and October respectively. Again, because the rainfall totals for each month have been averaged 
for each thirty-year period, there may be substantial variation within the limits indicated; these 
are discussed next. 
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Figure 6.17 Anomalies of mean monthly precipitation predicted for the Roughs by downscaled 
HadCM2 projections, relative to Folkestone mean monthly precipitation for the period 
1960 to 1989. The change in mean rainfall from control period for each month is 
indicated by the distance between the solid black line (HadCM2 1960-1989), to the 
lines representing subsequent periods (HadCM2 1990-2019; 2020-2049; 2050-2079). 
In order to compare the magnitude and variation that occurs within each 30-year period, monthly 
data may be illustrated in series and relative to the mean monthly values for the observed control 
period (1960-89). This method allows visual assessment of the extent of monthly variation as 
compared to seasonal variation. Figure 6.18 for example, shows temperature tending to switch 
between warmer and cooler phases within the underlying increasing trend within each of the 
periods. Initially, for the modelled control period each phase tends to last for approximately 
eight to twelve months, but in subsequent years the oscillation increases to between 3 and 6 
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Figure 6.18 Twelve month running mean temperature anomaly predicted for the Roughs by 
downscaled HadCM2 projections, relative to mean monthly temperature at Folkestone 
for the period 1960 to 1989. 
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Conversely, no such pattern is observed within the rainfall projections, though Figure 6.19 does 
indicate that the magnitude of rainfall tends to be greater in the periods 1990 to 2019, and 2020 
to 2049. Table 6.2 illustrates both of the above facts in terms of monthly mean and standard 
deviation of temperature and rainfall for each 10 year period. It can be seen that as the 
temperature mean increases between each decade, its variability also slightly increases. The 
rainfall mean is more erratic, but again variability tends to increase and decrease accordingly. 
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Figure 6.19 Twelve month running mean monthly precipitation anomaly, predicted for the 
Roughs by downscaled HadCM2 projections, relative to mean monthly precipitation 
observed at Folkestone between 1960 and 1989. 
Decade starting 1960 1970 1980 1990 2000 2010 2020 2030 2040 2050 2060 2070 
Mean Temp 9.77 9.95 10.00 10.11 10.32 10.53 10.63 10.77 10.72 11.12 11.52 11.66 
Stan. Dev. 4.45 4.49 4.52 4.55 4.75 4.74 4.88 4.67 4.95 4.80 5.03 4.84 
Mean Rainfall (mm) 67.47 68.86 71.80 78.87 74.47 76.26 66.58 70.93 76.87 75.03 76.35 66.37 
Stan. Dev. 49.33 44.21 44.54 49.62 42.44 59.81 44.73 42.68 48.03 52.37 43.90 40.57 
Table 6.2 Mean and standard deviation of monthly rainfall totals and average monthly 
temperature for each ten-year period, projected for the Roughs (HadCM2 GS). 
6.2.5 Projections for SE Spain 
Data used in the scenarios performed for Planes de Baronia were downscaled from GCM data 
for the Marina Baixa region of SE Spain'. The downscaling method first referenced grid data 
from the grid altitude of the GCM to the altitude of the reference ground station. Calibration and 
correction of the GCM data were then made with respect to observed data at the reference 
ground station (Mulligan, 1998; Mulligan and Reaney, 1999). The Hadley Centre HadCM2 
greenhouse gases with sulphate forcing experiments (HadCM2 GS), were again used in scenario 
construction. These used historic CO2 levels for 1860-1989, and a 1% compound increase 
Downscaled data for Marina Baixa provided by Dr. Mark Mulligan (Kings College London). 
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between 1990-2099. [Control period data were taken from Alicante' (temperature), and Marina 
Baixa2 (rainfall)]. 
The mean rate of increase in annual temperature for SE Spain between 1960 and 2080 was 
almost twice that for SE England at 1.05°C per 30-year period (a total increase of 4.2°C); having 
a mean standard deviation within each period of 0.77 (ranging from 0.69 to 1). Also more 
significant is the expected average increase in annual rainfall of 1.29mm per 30-year period 
(4.44mm in total); with a standard deviation of 133 (ranging from 90 to 160). As can be seen 
from Table 6.3 this is reflected in an increase of 0.37mm/month difference from 1998 rainfall by 
2099. Again, for both temperature and precipitation, annual variation tended to increase towards 
the end of the period. 
A rainfall Total A rainfall since A temperature A temperature 
GCM (mm/month/year) 1998 (mm/month) (°C /month/ ear) since 1998 (°C) 
HadCM2 GS +0.0036 +0.37 (by 2099) +0.035 4.2 (by 2080) 
ECHAM GS +0.0006 +0.36 (by 2049) +0.017 0.87 (by2049) 
Table 6.3 Summary of downscaled GCM scenarios for SE Spain (Mulligan and Reaney, 1999). 
It can be seen from Figure 6.12 that temperature begins to rise by approximately 1950, with an 
increase in rate from 2040. Rainfall on the other hand, despite fluctuating considerably in 
approximately 100 year cycles, can be seen to decrease gradually throughout the period (see 
Figure 6.13). The projected 30 year temperature and precipitation scenarios from 1990 to 2079 
(and control period from 1960 to 1989), are shown in Figure 6.20 and Figure 6.21. Shown as 
seasonal wintertime and summertime, the increasing temperature trend can be seen more clearly. 
For the rainfall projection however, long term variability is sufficient to prevent identification of 
any ongoing trend. 
Figure 6.20 HadCM2 GS: mean monthly winter and summer temperature for SE Spain, for 
modelled 30 year periods. 
' Alicante, SE Spain, Station No. 8025. 
2 Marina Baixa, SE Spain, Station No. 8034. 
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Figure 6.21 HadCM2 GS: thirty-year running mean of winter and summer precipitation totals 
for SE Spain, for modelled 30 year periods. 
6.2.5.1 Comparison of control and scenario data 
In a similar way to the scenario data illustrated for the Roughs, Figure 6.22 shows the mean 
monthly temperature anomaly for each modelled 30 year period relative to control data observed 
at Alicante and Cocentaina. By contrast, the projections for SE Spain exhibit greater variability 
within each 30 year period. For example, the mean January temperature between 2050 and 2079 
is indicated as being 1.9° above that of the January average during the control period. What this 
actually represents is a range of anomalies from a minimum of -1.96° to a maximum of 5.13°. It 
can be seen that the greatest change in temperature between projections for the control period 
(HadCM2 1965-94), and subsequent periods (1990-2019; 2020-2049; 2050-2079), occurs 
consistently for the three scenarios in August and September, (and within June and July for 
2050-2079). The average increase in temperature between months within each scenario is less 
consistent than that exhibited for SE England. 
From Figure 6.23, it can be seen that the annual distribution of mean monthly precipitation totals 
for projected scenarios remains relatively similar to the observed data period. The pattern of 
projected precipitation anomaly however is again less distinct than that given for temperature. 
Generally summer precipitation (June-July) decreases relative to the present, winter (October- 
January) precipitation remains comparable, and spring (March-April), precipitation is expected 
to increase. 
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Figure 6.22 Anomalies of mean monthly temperatures predicted for SE Spain by downscaled 
HadCM2 projections, relative to Alcoy / Cocentaina mean monthly temperatures for 
the period 1965 to 1994. 
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Figure 6.23 Anomalies of mean monthly precipitation predicted for SE Spain by downscaled 
HadCM2 projections, relative to Marina Baixa mean monthly rainfall for the period 
1965 to 1994. 
Figure 6.24 shows variation in 30 year scenario temperature anomaly series relative to mean 
monthly values observed within the control period (1965-94). Again, temperature appears to 
switch between wanner and cooler phases, though not to such a noticeable degree as the data for 
SE England. What does appear to happen however is that annual variability increases with time, 
both within and between scenarios. Figure 6.25 indicates that both the magnitude and variability 
of rainfall tends to increase, though no other pattern emerges. 
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Figure 6.24 Twelve month running mean temperature anomaly predicted for Planes de Baronia 
by downscaled HadCM2 projections, relative to mean monthly temperature at Alcoy / 
Cocentaina for the period 1965 to 1994. 
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Figure 6.25 Twelve month running mean monthly precipitation anomaly, predicted for Planes de 
Baronia by downscaled HadCM2 projections, relative to mean monthly precipitation 
observed at Marina Baixa 1965-1994. 
Table 6.4 confirms that both temperature and rainfall increase in magnitude, and to a certain 
extent variability, as time progresses. Expressed in terms of monthly mean and standard 
deviation for each 10 year period, similar to the scenario for SE England, it can be seen that as 
the temperature mean increases between each decade, its variability also increases. The general 
trend of the rainfall mean is to increase, as does its variability. Greater extremes in future 
weather patterns are thus also expected for SE Spain. 
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Decade starting 1965 1975 1985 1990 2000 2010 2020 2030 2040 2050 2060 2070 
Mean Rainfall (mm) 38.62 33.41 33.45 29.49 32.74 40.19 38.53 40.92 46.36 39.63 36.30 39.99 
Stan. Dev. 35.13 29.76 29.72 26.81 33.37 36.58 33.56 35.35 48.04 44.38 40.43 39.04 
Mean Temp 15.19 14.76 15.18 15.72 15.42 15.97 16.25 16.08 16.15 17.06 18.10 18.56 
Stan. Dev. 6.79 6.51 6.43 6.81 6.89 7.04 7.01 6.28 6.35 6.96 7.03 6.97 
Table 6.4 Mean and standard deviation of rainfall and temperature per deacade, projected for 
Planes de Baronia (HadCM2 GS). 
6.2.6 Temporal downscaling 
Although GCM predictions are produced at daily intervals, projections generally tend to become 
poorer at time-scales of less than one month (McGuffie and Henderson-Sellers, 1997). Similarly 
the amount of uncertainty introduced to predictions will increase again if subsequent spatial 
downscaling takes place (Buma & Dehn, 1998). For this reason, this study employs a temporal 
downscaling approach similar to that described by Collison et al. (2000), in order to derive daily 
rainfall and temperature data from monthly GCM data. 
6.2.6.1 Rainfall generation 
In order to produce daily rainfall distributions from monthly data, a Monte Carlo simulation 
technique was used to predict days on which rainfall would occur (for a given probability in 
each month); and the amount of rainfall that will occur on those days (for a given distribution). 
A percentile-based method was used to represent daily rainfall distribution for each month, in 
order to ensure the representation of higher magnitude events within a smaller number of 
replications (see Figure 6.26)). The relationship between the percentiles of precipitation (P), and 
normalised daily precipitation (Pt / Pmea), was calculated for each month using a set of linear 
regressions such that: 
P, 
-- 
=mX+c where Pt = observed daily precipitation on rain day (mm) 
Pmean P, Y, ea = mean 
daily precipitation (mm) 
X= percentile of Pt 
Daily precipitation series were then generated from projected monthly precipitation data divided 
by the product of projected number of rain days in the month and a random percentile of the 
normalised precipitation distribution. As no data regarding the intra-monthly variance of 
future 
rainfall is available, present day variance is assumed to remain unchanged. Finally, as 
landslides 
tend to be triggered by clusters of rainfall events (subject to antecedent conditions), the 
probability of consecutive rain days was represented by inclusion of a clustering algorithm 
within the model. 
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Figure 6.26 Percentile distribution of normalised daily precipitation based on a 127 years record 
from Folkestone, Kent (after Collison et al. 2000). Higher magnitude events 
(>40mm/day) represented by percentiles 90-100. 
Simulations produced stable monthly characteristics (rainfall mean, total and variance) within as 
few as 30 replications (effectively 900 daily iterations for each month in a thirty-year period). 
As the results of this study are assessed predominantly by comparing water table exceedance 
rates between thirty-year periods, Collison et al. (2000) suggest that this is sufficient to reflect 
expected changes in slope stability between each period. The method would however be more 
unreliable for describing changes in landslide response over shorter periods. 
In order to compare the predicted rainfall distribution with observed, the Kolmogorov-Smirnov 
test is used. Though no significant improvement in confidence levels around the mean occurred 
after 30 simulator replications, other authors suggest that hundreds (Dehn and Buma, 1999), or 
even thousands of replications would be needed to represent the defining distribution more 
closely (Bevan and Moore, 1993). 
6.2.6.2 Comparison of observed and generated rainfall distribution (SE England) 
Figure 6.27 illustrates the observed daily rainfall distribution between 1960 and 1989, compared 
to the average distribution produced by thirty runs of the rainfall generator for the same period 
(derived from HadCM2 monthly rainfall data). Apart from an under-prediction of the number of 
rain days there was found to be no significant difference between the two distributions 
(D=0.011; D, rit=0.013 at p=0.05 
). Resulting predictions of water table and FOS from this data 
indicate an over-prediction of exceedance probability due to slight over prediction of mean 
rainfall on rain-days (see 8.1.1.1). 
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Figure 6.27 Comparison of rainfall distribution from observed data (Sandling Park: 1960-1989), 
and averaged rainfall from 30 runs of the rainfall simulation model representing GCM 
data (HadCM2 GS 1960-1989). 
Figure 6.28 illustrates daily rainfall distributions generated for 1960-89 and 2050-79. With a 
probability of less than 0.05 that the produced data are from the same distribution (D=0.018; 
Dcrit= 0.013 at p=0.05), the increase in mean annual rainfall and number of rainfall days between 
these periods is well represented in respective distributions (see Figure 6.1). Though the 
probability of exceptionally high rainfall (>42mm) is predicted to increase in the 2050-79 period 
by 200% (0.001 to 0.003), this is not reflected by changes in the critical water-table exceedance 
probability (-14%), possibly due to the mitigating effects of increased temperature and thus 
potential ET (see section 8.1.1.2). 
Figure 6.28 Comparison of averaged rainfall distribution of data produced by thirty runs of the 
rainfall simulation model for the periods 1960-89, and 2050-79 (HadCM2 GS). 
6.2.6.3 Comparison of observed and generated rainfall distribution (SE Spain) 
Figure 6.29 illustrates observed and simulated rainfall distributions between 1965 and 1994. 
However, because calibration data for the downscaling process and simulation model was only 
available for Marina Baixa, the fit to observed distributions compiled from a much shorter 
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period at Almudaina was not good (D=0.041; Dc, j, = 0.013 at p=0.05). While the total and mean 
monthly rainfall statistics are comparable, the anomalies within the produced rainfall 
distribution imply a 30% decrease in predicted probability of critical water table exceedance 
(see section 8.1.2.1). As analysis of the potential effect of the described climate change is made 
only with reference to GCM data for the present period (as opposed to actual observations), this 
will not influence model predictions. However the implications of the results produced by 
further modelling using these data must take account of the discrepancy. 
Figure 6.29 Comparison of rainfall distribution of observed data from 1965-94, and its averaged 
equivalent produced by 30 runs of the rainfall simulation model. 
Figure 6.30 compares the rainfall distribution produced for the 2050-79 period with that 
predicted for 1965-94. The much greater similarity in averaged distributions (D=0.003; Dcrit= 
0.013 at p=0.05) tends to confirm that 30 simulations for each period is sufficient to produce a 
stable distribution. In this instance a 20% increase in the probability of rain days of greater than 
50mm is predicted (0.005 to 0.006). This is subsequently reflected in increased probability of 
critical water table exceedance of 125% (see 8.1.2.2). 
Figure 6.30 Comparison of averaged rainfall distribution of data produced by thirty runs of the 
rainfall simulation model for the periods 1965-94 (as described above), and 2050-79. 
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6.2.6.4 Temperature generation 
Mean daily temperatures were predicted randomly from a normal distribution. The distribution 
for each month was based on projected monthly mean (as downscaled from GCMs), and 
observed standard deviation (for control period used). As for the rainfall simulator, a key 
assumption of this method is that the future intra-monthly variance will be the same as that of 
observed data. 
6.2.7 Climatic Variability 
Assessing the response of land instability to expected changes in monthly precipitation and 
temperature is only one way of assessing the impact of the climate change phenomena. A second 
way is to assess the effect that changes in short term climate patterns, such as those of rainfall 
duration and intensity, might have. Because of the approach adopted in this study however, 
short-term variability within long-term future climate scenarios is controlled by the method of 
daily rainfall generation that is used (with daily variability characteristics assumed to be the 
same as those of the present time). Assessment of landslide response to short-term climatic 
variability can therefore only be made through sensitivity analysis of the hydrological-stability 
model (see 7.2.1). 
It is assumed in this study that changes in temperature variability at time-scales less than a 
month would not in themselves have a significant effect on the frequency of landslide triggering. 
Changes in temperature that are sufficient to cause a change in monthly averages however would 
be reflected in the downscaled GCM data. Intra-month variability is assumed to be equal to that 
of the present day, and represented using thestatistical characteristics of intra-month variability 
exhibited by the control period 1960-90. 
6.3 SUMMARY 
The climate data used within this study are derived from transient GCM scenarios, which 
demonstrate rate of climate change with time. Because of the nature of the GCM data and 
temporal downscaling techniques used, current daily rainfall and temperature variability patterns 
were assumed to remain constant for long term future impact scenarios. 
As well as the particular climate change scenario that has been used (IS92a), the conclusions 
reached within this study will be influenced by the particular GCM and downscaling methods 
that are employed. In order to determine the effect of these factors on the results produced, the 
modelling process would ideally have been repeated for a number of different scenarios, and 
with data from more than one GCM. However, this is considered to be beyond the scope of this 
study, and much previous literature already exists that compares various GCM types and related 
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spatial and temporal downscaling methods (Arnell, 1996; Mitchell and Hulme, 1999; Parry and 
Carter, 1998; Wilby and Wigley, 1997). 
It is recognised that the use of solely rainfall and temperature data to represent the effects of 
climate change preclude the potential effects of other climatic variables (which are assumed to 
remain constant for the purposes of predicting evapotranspiration). In order to account for the 
full effects of climate change, inclusion of the effects of changes in relative humidity; net 
radiation; cloud cover; and regional patterns of rainfall intensity, duration and seasonality; 
would be needed. As much of this information has yet to be quantitatively determined at the 
scale of the processes under study, the results obtained may be regarded only as a best estimate 
given the data available at the time. 
By comparing downscaled GCM climate data for a given control period with observed data for 
the same time, it was found that climate data downscaled for the Roughs field site was more 
accurate than data downscaled for the Planes de Baronia field site. 
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7. MODEL PERFORMANCE 
This chapter describes the performance of the tank model outlined in Chapter 4. The sensitivity 
of predicted water-table time-series to soil and vegetation parameters, and climatic variability is 
also addressed. Calibration of the model predictions against observed water-table variation for 
each site is then achieved by varying soil-depth, porosity, field capacity, saturated conductivity, 
and bypass flow. The resultant model behaviour is subsequently validated using a second set of 
observed data. 
7.1 PARAMETER SENSITIVITY 
The sensitivity of the model to soil, vegetation, and landscape parameters was first investigated 
by examining the variation in predicted water-table height that results from varying component 
parameters about their mean measured values (these values are described in Tables 4.9 and 5.7 
for soil and vegetation parameters respectfully). 
7.1.1 Soil characteristics 
From the analysis of model response to soil parameters already described (see section 4.1.6), it 
was determined that predicted mean annual water-table height was most sensitive to porosity 
and field capacity. In order to assist in the calibration of the model, a summary of the sensitivity 
of the model to other relevant soil parameters is given below. 
7.1.1.1 Field capacity and porosity (layer 2) 
The relatively high sensitivity of the field capacity to the porosity ratio is primarily due to the 
role of porosity in determining the relationship between both soil moisture and suction; and soil 
moisture and conductivity. Essentially, by increasing the field capacity of a layer (or by 
decreasing its porosity), predicted water-table peaks and troughs will tend to be of greater 
amplitude, and the gradient of the recession curve will increase (see Figure 7.1). This makes 
physical sense, in that if the difference between field capacity and saturation is reduced, the 
water table within the soil will become more responsive to even minor additions of water. 
Logically, if field capacity is decreased (or if porosity is increased), the opposite occurs: 
hydrograph response becomes less emphatic and the gradient of the recession curve decreases. 
7.1.1.2 Saturated Conductivity 
Due to the structure of the model, the rate of moisture drainage from the modelled soil profile is 
predominantly governed by the position of the water table within the soil profile, and the 
saturated conductivity of each soil layer. For much of the year, layer 3 remains saturated and 
thus exhibits greatest influence on moisture drainage rates from the profile (especially when the 
water-tables of layers 2 and 3 are combined). When layer 3 is unsaturated however, such as in 
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late summer or early winter, the water table within layer 2 becomes 'perched', and percolation 
within the layer is determined by the conductivity of layers I and 2. 
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Figure 7.1 Variation predicted by 1D model in response to changes in the value of middle layer 
porosity (field capacity = 0.35). 
Figure 7.2 illustrates the response of the perched water table to changes in conductivity of the 
upper layers. In this case, it can be seen that the model sensitivity to the conductivity of layer 2 
is almost ten times that of layer 1. It can also be seen that an increase in the conductivity of layer 
I results in more moisture entering the profile and thus an increase in the water table. 
Conversely, an increase in the conductivity of layer 2 results in more water being drained from 
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Figure 7.2 Sensitivity of perched water-table to variation in Ksat of upper and middle soil layers 
(Li and L2); (note positive change in perched WT as Ksatl increases, but negative 
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7.1.1.3 van Genuchten parameter m 
As described in section 4.5.2.1, the m parameter governs the rate of decrease in soil hydraulic 
conductivity as the soil moisture content falls. As m is increased, the rate at which conductivity 
falls with moisture content decreases, thus tending to give a less steep (and less concave) 
hydrograph recession curve. 
7.1.1.4 Bypass flow 
By increasing the value of the a coefficient in the bypass calculation, the response of the water- 
table within layer 2, to incident rainfall is increased. Higher values of the constant (ranging from 
0.2 to 0.3) increased the amount of moisture bypass from the surface by up to 50% (see 4.2.2). 
7.1.2 Vegetation characteristics 
Because of the dynamic nature of processes of interception and evapotranspiration, the 
sensitivity of models used to predict ET depends largely on how they have been parameterised. 
Using data sets from the North American Great Plains for instance, McKenny & Rosenburg 
(1993), showed that the most widely used evapotranspiration models' respond most readily to 
changes in solar radiation and temperature, followed by relative humidity and wind speed (with 
the notable exception of the Thornthwaite and Blaney-Criddle models which solely reflect 
temperature and day length). 
By contrast, in their study of wheat, forest and grassland in more arid regions of the U. S. A., 
Martin et al. (1989) found stomatal resistance to be the most significant parameter in calculation 
of ET (after solar radiation and temperature). Additionally, due to natural variation in both 
meteorological conditions and plant physiology, the sensitivity tended to fluctuate both diurnally 
and seasonally. This tends to support Coleman & DeCoursey's study (1976), which showed that 
the physiological properties of any vegetation-cover will affect both spatial, and temporal 
variation of evaporation processes. 
For grass covered sites in the UK, Bevan (1979) found the Penman-Montieth model to be most 
sensitive to net radiation; apart from in the early and later part of the day when the aerodynamic 
resistance of the vegetation became more significant. For a forest cover under similar conditions, 
the model became more sensitive to canopy resistance (with rates of ET increasing significantly 
when the canopy was wet, i. e. low canopy resistance). Generally the sensitivity of the model to 
net radiation tended to vary more between different vegetation types than between the same 
vegetation type at different sites. 
' Methods include Thornthwaite; Blaney-Criddle; Hargreaves; Samani-Hargreaves; Jensen-Haise; Priestly- 
Taylor; Penman; and Penman-Montieth. 
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The temperature-based methods of ET estimation used in this study essentially depend on the 
assumption that temperature will act as an indicator of the evaporative power of the atmosphere. 
It is acknowledged that such a method is less accurate than the methods outlined above that 
account for other climatic variables. For this reason, in addition to the quantification of likely 
error introduced by using empirical interception and ET models (as defined in section 5.4), a 
basic sensitivity analysis of the relative effects of interception and evapotranspiration on water 
table height is performed. (Rainfall and temperature data used in the analysis are derived from 
the Roughs for the period 1997-1998). 
7.1.2.1 Interception 
The sensitivity of predicted annual average water-table height to stemflow and throughfall was 
assessed by varying observed stemflow and throughfall fractions (see Table 5.8) by ±20% (i. e. 
stemflow was varied between 3 and 4.6%, and throughfall between 60 and 90% of incident 
rainfall). The effect of varying these parameters and the ET coefficient a is illustrated in Figure 
7.3. As expected, while the relationship between interception parameters and water-table height 
is positive (higher stemflow and throughfall leads to a higher water-table), the relationship with 
evapotranspiration is negative (water-table declines with greater moisture extraction). It can be 
seen that predicted water-table height is most sensitive to the throughfall parameter and least 
sensitive to stemflow. The effect of varying the ET parameter was difficult to quantify, as it is 
representative only of an empirical relationship (see below). 
7.1.2.2 Evapotranspiration 
Although not easy to extrapolate exact quantities of evapotranspiration represented by the a 
coefficient, Figure 7.4 indicates a marked difference between the sensitivity of summer and 
winter coefficients (see Table 5.10 for coefficient values). Changes to the summer 
evapotranspiration coefficient will produce much greater changes to the water table due to the 
increased response of ET to the higher temperatures that occur in the summer. Figure 7.4 may 
also be used to compare the relative difference between the effects of each vegetation type. For 
example, a summer grass coefficient of 0.14, will result in an seasonal water-table height some 
2% lower than would result from a bare cover coefficient of 1.1 (i. e. a 28% decrease in 
coefficient). 
7.1.2.3 Vegetation-cover fraction 
By measuring the sensitivity of summer and winter vegetation-cover fraction (product of ground 
and canopy-cover fractions (see Table 5.10)), it was possible to estimate the effect of seasonal 
variation in canopy size and density on water-table height. Figure 7.5 shows the effect of 
varying the maximum summer and winter vegetation-cover fractions on mean summer and 
winter water-table height respectively. 
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Figure 7.3 Sensitivity of average water-table height relative to % change in stemflow and 
throughfall fractions compared to ET coefficient a (annual). (1 % change in water-table 
height corresponds in this case to an approximate change of 2cm). 
Figure 7.4 Sensitivity of average water-table height relative to % change in ET coefficient a 
(summer and winter); 1% change in water-table height corresponds in this case to an 
approximate change in water-table height of 20cm. 
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Figure 7.5 Sensitivity of average water-table height relative to % change in summer and winter 
maximum vegetation-cover fraction (product of canopy and ground-cover fractions). 
[1% change in water-table height corresponds in this case to an approximate change of 
20cm]. 
It can be seen that reducing the winter vegetation-cover fraction is non-linear. For example, 
whereas a doubling of winter canopy fraction will decrease the winter water table by only 2% 
(4cm), a reduction of canopy will increase the water table up to a maximum 13% (26cm). In 
contrast, increasing the summer canopy-cover fraction makes little difference, while decreasing 
the value would lead at most to a 3% (6cm), increase in the mean summer water-table level. The 
greater sensitivity of the winter cover is largely due to the greater rainfall and availability of 
moisture at this time. By altering the percentage canopy and ground cover, both 
evapotranspiration and interception will be affected. In summer however, canopy-cover changes 
are less significant due to reduced moisture availability and lower rainfall. 
7.1.3 Distributed model 
In order to model spatial ground water variation for the monitored sites; it was first necessary to 
account for soil, vegetation and topographic variability. At the Roughs test site, despite findings 
that indicate three distinct populations of soil and colluvium properties which reflect the 
underlying lithology of the area, numerous field investigations have found no significant spatial 
pattern to distributions of geo-technical properties at the 10m2 scale within which the models 
were designed to operate (Brunsden et al., 1996; Bromhead, 1997). Average values of residual 
shear strength (33.8 ± 9° [n=20]), porosity (0.45 ± 0.04m3/m3 [n=26]), and other hydrological 
parameters were thus employed uniformly across the slope. DEMs for the Roughs were obtained 
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through map digitisation and aerial photography at resolutions of 10m and 5m respectively (see 
Figure 7.6)'. The perimeter size and co-ordinates of the DEMs used are shown in Table 7.1. 
Figure 7.6 
At the monitored site in Planes, (SE Spain), DEMs have been obtained at 5m and 50m resolution 
from University of Utrecht (see Figure 7.7 and Table 7.1). The more exact interpolation method 
of triangular irregular networks (TIN), with subsequent conversion to a rectangular grid, was 
used in order to achieve greater model accuracy in areas of increased topographic variability. 
Parameter interpolation employed ordinary kriging and inverse distance methods, depending on 
the frequency and variability of the samples obtained and the nature of the semi-variograms 
produced (van Beek, 1998a). Mean porosity of the top layer of regolith based soil was measured 
at 0.51 ± 0.05m 3/M3, with a range of 0.42 to 0.65 (see Appendix 4.3). The angle of internal 
friction was taken to be 34.8 ± 0.9° (the effects of suction-induced increases in shear strength 
are assumed negligible at low suction, following van Beek (1998b). 
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Table 7.1 DEM size, shape, resolution and co-ordinates for the Roughs and Planes field sites. 
Map digitisation and photogrammetry performed by Ankie Bruens and Dr Steve Wade for the EU 
NEWTECH project (Bruens, 1997). Ordinary kriging interpolation was used for both DEMs. 
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5m DEM of instrumented transect of south-facing slope at the Roughs field site. 
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Figure 7.7 5111 DEM of north-lacing slopes of the Planes dc Baruiiia field site. Area of soll 
monitoring equipment indicated to right of picture. 
7.1.3.1 Model sensitivity to distributed parameters 
Because of the increased variability of soil properties found within relict landslides (due to soil 
reworking and redistribution), accurate representation of distributed soil parameters was 
difficult. As stated above, soil porosity, conductivity, and other related parameters may be 
interpolated from sampled data to reflect variation that occurs within the field. Although no 
attempt is made to assess the effect of different interpolation techniques on water-table 
prediction, the GIS used within this study may allow such an investigation through comparison 
of total areal movement of moisture per time-step, and between soil layers (Van Beek, 1998b). 
Such an analysis however was considered to be outside the time restrictions of the thesis. 
7.2 SENSITIVITY TO CLIMATE 
While the above analysis describes the sensitivity of water-table predictions to model 
parameters, it was also necessary to investigate the extent to which the time-step used in the 
model might affect the predicted rate of water table response. For this, comparison was made of 
model predictions using first daily and then hourly time-steps. In addition, the sensitivity of the 
predicted water table height to daily rainfall total; maximum rainfall intensity; and daily 
temperature; were also assessed. 
7.2.1 Effect of time-step size on model response 
The model was run for the Roughs field site using hourly and daily data for a two-week period 
of convective (anticyclonic: Sept-Oct '96), and frontal (cyclonic: Aug '96) rainfall. Identical 
parameters were used for both daily and hourly runs (see Table 4.9 and Table 5.7 for soil and 
vegetation parameters used). Figure 7.8 and Figure 7.9 illustrate that the model tends to retain 
more moisture when run at daily time intervals. For example, maximum predicted water-table 
height was found to be 3.6% and 17.7% greater from the daily time-step model than from the 
hourly time-step model, for convective and frontal rainfall respectively. 
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ii iiii ii i i 0 6-Aug 9-Aug 12-Aug 15-Aug 18-Aug Figure 7.8 Predicted water-table response to convectional rainfall event with model run at daily and hourly time-steps (hourly data subsequently aggregated into daily time-steps). 
Figure 7.9 Predicted water-table response to frontal rainfall period with model run at daily and 
hourly time-steps (hourly data subsequently aggregated into daily time-steps). 
The differing response times produced suggest that the model is more efficient at transferring 
moisture down through the soil profile at hourly time-steps; this is because the smaller time- 
steps make the model more stable, and thus flow is more continuous. The daily time-step model 
on the other hand tends to 'gulp' water packages through the profile for daily rainfall totals, 
especially after dry conditions (see section 4.1.6). Unfortunately, comparison of models 
predictions with observed data for the above periods was not possible due to a 
lack of 
corresponding water-table data. However, the apparent over-estimation of water-table 
height by 
the daily time-step model described above can be minimised within the calibration process. 
7.2.2 Model sensitivity to meteorological variation 
Synthetic rainfall and temperature series were also used to assess the sensitivity of the model to 
rainfall and temperature data. Annual temperature variation was described 
by a sinusoidal 
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function ranging from a February minimum to an August maximum, while rainfall was 
represented by mean monthly rainfall total divided into equal daily increments (based on Roughs 
climate data set for the period 1996-98 (see Figures 6.4 and 6.5)). Changes in predicted water 
table, in response to changes in the temperature or rainfall characteristics, were expressed as a 
percentage change in mean water-table height. 
7.2.2.1 Average daily temperature 
Figure 7.1 Oa summarises the effect of increased temperature on water content within the middle 
(L2), and lower (L3) soil layers. It can be seen that the middle layer water content will decrease 
with increased temperature to a greater extent than the water content of the lower soil layer. As 
the upper and middle soil layers become drier, the reduced movement of moisture to lower soil 
levels will be increasingly exacerbated by the drier soil above. Even with constant rainfall, 
winter recharge of the water table in the lower layer is thus likely to take longer. 
For the test conditions described then (annual rainfall 700mm; mean annual temperature = 9°C), 
a 4-5cm fall in mean annual water-table height is predicted in response to a 3-4°C increase in 
mean temperature. In reality of course, water table response to temperature is more complex and 
will depend on daily rainfall variability. For example, when a similar increase in temperature 
was applied to an observed temperature and rainfall series, a more pronounced drop of 16cm 
was predicted for mean water table. 
7.2.2.2 Daily rainfall total and rainfall intensity 
Figure 7.1 Ob indicates the response of mean water-table height above shear surface, to increased 
rainfall, and rainfall intensity (via the rainfall intensity parameter). The results suggest that the 
model is more sensitive to changes in maximum daily rainfall intensity than total daily rainfall. 
A 10% increase in annual rainfall distributed evenly throughout the year for example, will result 
in a 5% increase in water-table height (equivalent to 5cm for an average water-table height of - 
2m). By comparison, an increase in storminess, such that maximum daily rainfall intensity was 
increased by 10%, results in a 10% increase in water-table height (equivalent to 20cm). 
The results reflect the significance of bypass flow, which represents the transfer of moisture 
directly from the surface to the middle soil layer by way of surface fissures (see 4.2.2). When 
the experiment was repeated by applying a 10% increase to observed maximum rainfall 
intensities, corresponding higher observed rainfall totals resulted in the water-table height 
response to winter-time storms increasing by up to 30% (equivalent to a 45cm increase on an 
average winter water-table height of -1.5m). 
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Figure 7.10 a) Change in middle (L2), and lower (L3) soil layer's mean annual water-table level 
relative to temperature; and b) Change in middle soil layer mean annual water-table 
level relative to rainfall characteristics. (Both Figures represent scenarios performed 
for a grass vegetation-cover). 
The information described in the above section as well as describing the relationships of 
parameters within the model, allowed quicker subsequent calibration and validation of the 
model. 
7.3 CALIBRATION 
Sorooshian and Gupta (1991), have suggested that accurate model calibration is most quickly 
achieved using automatic parameter optimisation programs, with large sets of reliable calibration 
data'. As such a program and data set was unavailable for the models used, calibration was 
performed manually. Initially, model runs were made with parameter data obtained from field 
measurement (see summary Tables 4.9 and 5.7 for soil and vegetation parameters respectively). 
Each parameter was varied within the range of its measured values, until the closest fit of 
predicted to observed water-table exceedence frequency was achieved. Tables A4.9 and A4.10 
in Appendix 4 summarise the calibrated values used within the models at each site. 
7.3.1 Identification of instability threshold 
In order to assess the response of slope stability to water table height (as predicted by the one- 
dimensional tank-model), it was first necessary to identify the average water-table height at 
which the slope would become unstable. The topographic index described by Bevan and Kirkby 
(1979), was therefore used to predict the spatial variation of the water table from different mean 
water-table values. From each resulting distribution, a corresponding factor of safety distribution 
was calculated. The degree of slope instability relative to each mean water-table height was then 
plotted in the way described by Collison et al., 2000; (see also Appendix 1). 
Sorooshian and Gupta (1991) recommend a data series of at least 20 times the number of parameters to 
be calibrated. 
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Figure 7.11 shows the derived relationship for the Roughs field site and catchments within the 
adjacent escarpment (water-table height represented as a proportion of total soil depth above the 
shear surface). It can be seen that for a rising mean water table, each catchment gradually 
changes from all stable cells (no water-table; mýO), to a maximum percentage of unstable cells 
(water-table at surface; m--1). The two break points exhibited by most of the curves represent an 
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Figure 7.11 Relationship between water-table height expressed as a fraction of soil depth (m), 
and % area of catchment that is unstable (Fos <_ 1), for Roughs field site (from 
Collison et al., 2000). 
The lower break point (at which >_10% of the slope becomes unstable; mý0.65), is the point at 
which a significant number of cells become unstable, but only within disconnected areas of the 
slope. The upper break point (at which >_50% of the slope becomes unstable; m=0.8), is the 
point at which the number of unstable cells has become sufficient to cause movement within a 
greater part of the slope. This procedure forms a good a priori method of assessing the 
sensitivity of a catchment to become unstable, relative to its topographic characteristics - with 
each break-point being interpreted as a distinct geomorphic threshold. Water-table distribution 
will also tend to depend on the intensity and duration of rainfall however, as well as the 
antecedent soil moisture. 
The above method was less suitable for use at the Planes de Baronia field site due to the 
inapplicability of the topographic index in drier type catchments with soil depth of greater 
variability (Quinn et al., 1991; Bevan et al., 1995). For this reason a threshold criteria was 
determined from 'back-analysis', using known water-table height during previous episodes of 
instability. For both field areas, a distributed water table was also directly predicted using the 
164 
7 Model performance 
3D hydrological model. The percentage of slope instability required for total slope failure was 
assumed the same for both methods. 
7.3.2 Calibration Strategy 
As described above, model parameters were calibrated to predict a water-table series that 
exhibited the same number of critical threshold exceedences (i. e. height at which slope may 
become unstable), as observed data. As a secondary criterion, and in order to quantify the 
goodness of fit between predicted and observed groundwater time series, the correlation 
coefficient between observed and predicted data was calculated, and the standard error between 
the series compared. 
The model was found to respond to each parameter in a manner that depended on the values at 
which other parameters had been set. Initially each parameter was set to the mean value, as 
determined through field investigation (Tables 4.9 and 5.7). The following parameter 
adjustments were then made in order to achieve the best fit of predicted to observed data (this 
procedure was qualified using finding of the sensitivity analysis described above (section 7.1)): 
i. Soil depths of upper and lower layers can be calibrated to represent the range within which 
the water table fluctuates within the middle soil layer. 
ii. Field capacity, porosity and saturated conductivity of upper and lower layers can be 
calibrated to obtain closest mean water-table level. 
iii. Soil depth of middle layer calibrated to predict closest fit to observed mean water-table level. 
iv. Field capacity and porosity of middle layer (porosity / field-capacity ratio), can be 
calibrated in order to increase or decrease water-table hydrograph response. 
v. Bypass coefficients and middle layer saturated conductivity calibrated to obtain observed 
hydrograph recession rate. 
While the above adjustments tended to affect model results in a linear manner, adjustment of 
parameters producing a non-linear response in model predictions, required greater calibration 
time, as described by the sensitivity analysis. 
7.3.3 1D model calibration 
In calibrating one-dimensional models, the main difficulty lies in trying to reproduce observed 
data that has been derived from three-dimensional processes. For realistic prediction of the 
response of the Roughs piezometer B1 for example, it was necessary to increase actual hydraulic 
conductivity of soil profile drainage by up to an order of magnitude, in order to represent the 
effects of lateral flow. Additionally, account must be taken of the soil and borehole depths from 
which the calibration data are derived, so that they may be reflected in model dimensions which 
allow representation of water-table extremes (e. g. water-table at B1 drops to below -3m in 
summer). 
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By altering the depth of each soil layer, the ID model could be calibrated for any of the 
monitored boreholes. For example by increasing layer depth of L2 and L3, the model could be 
used to predict groundwater levels similar to B 1; accordingly, by decreasing these depths, B2 
could be simulated. The bottom of slope area surrounding B1 proved to be the hardest to 
calibrate however, due to the quick response of the water table to moisture accumulating from 
upslope, and the quick drainage capacity of underlying gravels. It was recognised that only with 
the 3D model could the processes at this borehole be more fully represented. 
7.3.4 3D model calibration 
As suggested by Kirkby (1996), only a very crude approach to model calibration, validation and 
uncertainty forecasts can be applied to distributed models. For parameterisation of the 3D 
model, input parameters were either averaged and used in a non-distributed manner where field 
sampling indicated greater homogeneity across a smaller area (as for the Roughs); or, where 
sufficient field samples had been obtained over a large area, interpolated across a DEM of the 
site (as for Planes de Baronia). In addition, the calibration data sets held for both sites consisted 
of between one and three continuously monitored boreholes, thus making comparison of spatial 
variation of water-table predictions with time harder to verify. 
7.3.5 The Roughs data set 
The core data set used to calibrate model predictions for the Roughs test site comprised of local 
rainfall and temperature data, and a semi-continuous record of water-table variation sampled at 
three locations on the hill slope. It can be seen from Figure 7.12, that the water-table variation at 
each monitored borehole is markedly different in character relative to soil depth and its position 
on the slope (described in section 3.2.1). B 1, the deepest profile at the foot of the slope where 
the greatest convergence occurs is extremely responsive to incident rainfall. Conversely B4 at 
the top of the slope, though of similar depth is much less responsive. 
Rainfall data for the monitored period (1996-99), was recorded at Lympne Castle (c. 0.5 km 
from borehole sites), and Sandling Park (c. 15km from borehole sites). Whereas rainfall recorded 
at Lympne Castle produces a recognisable response in ground-water behaviour however, the 
data from Sandling Park are less well related. For this reason, only the periods for which local 
rainfall is known (March 96 to April 97 and October 97 to May 98) were used to calibrate and 
validate the models. 
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Figure 7.12 Roughs data used for calibration (March '96 to April '97), and validation (October 
'97 to May '98); composite rainfall record consists of data measured at Lympne Castle 
(black), and Sandling Park (red). 
7.3.6 Planes de Baronia data set 
Data used to calibrate models for the test-site at Planes de Baronia are comprised of 
continuously and periodically monitored water table data, from boreholes located along the 
central length of a small sub-catchment area (see 3.2.2). Figure 7.13 illustrates manual and 
automatically logged data, obtained from nine boreholes within the site. The manually logged 
boreholes A-H (representing bottom to top slope respectively), indicate higher water-tables for 
upper and lower areas of the site, and a lower water-table in the middle area where the slope is 
steepest. Temporally, water-table heights may vary within the site by between one and two 
metres during the drying out period in spring, and by up to a metre in the wetter winter months. 
This is thought to be due to the variable nature of soil depth and considerable moisture 
convergence that occurs due to the concave nature of the slopes. 
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Figure 7.13 Planes de Baronia data used for calibration (September `96 to October `97), and 
validation (November `97 to September `98); composite rainfall record consists of data 
measured at Almudaina (Rainfall 1), and on site (Rainfall 2). 
7.4 VALIDATION 
Once calibrated (using the values shown in Tables A4.9 and A4.10), model predictions were 
validated using a second set of observed data for each of the field sites. The degree to which 
model predictions matched observed data at each site was then assessed through comparison of 
critical pore water pressure exceedence, and correlation of mean water-table height and the root 
mean square error. 
7.4.1 The Roughs 
The 1D model was first calibrated and then validated against an observed water-table record of 
just less than two years in total. Long term water-table response to past rainfall and temperature 
was also assessed against local knowledge of previous periods of known instability (i. e. 
saturated conditions). 
7.4.1.1 1D model 
Figure 7.14 illustrates the water-table response of the 1D model as first calibrated for a period of 
ten months from July 1996 to May 1997. Accurate threshold exceedence predictions were only 
achievable by increasing the accuracy of the model at the saturated end of the water range at the 
expense of the drier end, which lead to a slight over-estimation of the mean water-table height. 
As this study was concerned with describing instability arising from near saturated conditions, 
this was considered an acceptable compromise. 
Validation of the model over a second period of observed data proved more difficult due to the 
use of a less accurate rainfall record from June to August 1997 (as described by Figure 
7.12). 
Despite the resulting mismatch between observed and predicted water-table variation at the 
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beginning of the modelled period, a higher correlation (0.936), and slightly lower standard error 
















Figure 7.14 Comparison of observed and predicted data of 1D model for the Roughs test site for 
the period between July 96 to May 97. (R2 = 0.677; Standard Error = 0.198). 
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Figure 7.15 Comparison of observed and predicted data of 1D model for the Roughs test site for 
the period between June 1997 to April 1998. (R2 = 0.936; Standard Error = 0.191). 
7.4.1.2 Long-term validation 
Because of the existence of historical land instability and climatic data at the Roughs (see 
Geomorphological Services, 1986), assessment of longer-term model predictions was possible. 
This proved useful in validating the water-table exceedence thresholds at which slope stability 
has occurred in the past. Figure 7.16 illustrates the modelled water-table variation from the 
rainfall and temperature record of the past thirty years. It can be see that the predicted water- 
table peaks correlate well with periods of known landsliding as described by local knowledge 
(Collison et al, 1998). 
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7.4.1.3 3D model 
Predictions made using the 3D model tended to give a more realistic representation of the spatial 
variability of landslide hydrology but tended to vary in accuracy depending on the position 
within the slope (possibly due to errors within the DEM). In addition, while observed short-term 
variation in water-table level tended to be greater in mid-slope areas (Figure 7.17), longer-term 
variability was greatest in lower-slope areas (Figure 7.18). Securing a spatially averaged 
parameter set that achieved both these characteristics therefore required some compromise, such 
that the best correlation factor between observed and predicted values for the lower slope was 
0.82, but only 0.78 in the middle slope. 
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Figure 7.17 Comparison of observed and predicted data of 3D model for the Roughs test site for 
the period between March 96-98. Despite relatively large short-term groundwater 
variation in the mid slope areas, a correlation coefficient of 0.78 was obtained 
(Standard Error = 0.1184). 
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Figure "/. 16 Maximum weekly water-table depths predicted from observed rainfall and average 
temperature data for the period 1960-89. *Periods of known instability from local 
records and personal communication with landowners (after Collison et al, 1998). 
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Figure 7.18 Comparison of observed and predicted data of 3D model for the Roughs test site for 
the period between March 96-98. With less short-term groundwater variation in the 
lower slope areas, a correlation coefficient of 0.825 was obtained (Standard Error = 
0.2261). 
7.4.2 Planes de Baronia 
Due to the greater spatial heterogeneity of physical and structural parameters at the Planes field 
site, validation of the calibrated models was more problematic. The winter season especially 
exhibited greater spatial difference in soil moisture due to the increased effects of aspect and 
topography to incoming insolation. For this reason, seasonally based temperature- 
evapotranspiration regression equations were used within one-dimensional models. Additionally, 
no long historic record of land instability was held for the site, meaning that model predictions 
could be validated only for data recorded in the last two years. 
7.4.2.1 1D model 
The fit of predicted to observed data for the Planes de Baronia field site was less good than that 
achieved for the Roughs despite a correlation coefficient of 0.87 (see Figure 7.19). While the 
average height of the water table above -1.5m is predicted well, the characteristic shape of the 
observed recession curve was not well reproduced by the model. This is thought to be 
predominantly because of the slope concavity within the lower part of the site where the 
monitored borehole was situated which lead to lateral soil water convergence during and after 
each rainfall event. This not only prolonged the recession curve of the water-table hydrograph, 
but actually made it a convex hydrograph recession curve. Again, this meant that while the 
model could be calibrated to predict threshold exceedences, only minimal confidence could be 
given to predicted mean water-table level. 
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Figure 7.19 Comparison of observed and predicted data of 1D model for the Planes de Baronia 
test site for the period 1997 to 1999. (R2 - 0.8719; Standard Error = 0.2261). 
7.4.2.2 3D model 
Predictions of spatial variation of the water table made using the 3D model were of comparable 
accuracy to those described for the ID model. Figure 7.20 illustrates the modelled water-table 
variation from 'upper', 'middle' and 'lower' areas of the monitored section of the studied area. 
The predictions suggest that the upper and lower areas of the slope become the most saturated at 
times of rainfall, while the area of greatest gradient in the middle slope only become saturated 
for very wet conditions. The manually monitored piezometers (A, B, C, D, E, G, H), also 
indicate this pattern of spatial variability within the site, with boreholes D and E being 
significantly drier than other boreholes. 
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Figure 7.20 Predicted water-table using the 3D tank model at Planes de Baronia for upper, 
middle and lower slope areas of the monitored hollow; using composite rainfall data 
from Almudaina (red), and on site equipment (black). Automatic and manually logged 
piezometer data also shown. 
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As with the Roughs predictions, the shape of the predicted recession curve using the 3D model 
illustrates the simplified nature of the model, in that processes of throughflow are not explicitly 
represented. Calibrated to reflect the response characteristics of Piezometer 1 however, 
predictions for the middle area of the hollow achieved a correlation coefficient of 0.893 over a 
two-year period (standard error = 0.2024). 
7.5 SUMMARY 
The purpose of this chapter has been to help define the structure of the designed model and its 
sensitivity to soil and vegetation parameters; and climatic variables. Without using the more 
elaborate uncertainty analysis techniques such as those described by Coleman and De Coursey, 
(1976); Martin et al., (1989); Reynard, (1993); Kundzewicz, (1995); and Campolongo and 
Saltelli, (1997); it was possible to use a basic sensitivity analysis approach in order to determine 
between sensitive and insensitive parameters, and thus identify the most likely areas of 
modelling uncertainty and error propagation. 
The hydrological model was found to be most sensitive to soil porosity and saturated 
conductivity. It was further determined that while the factor of safety at the shear surface tends 
to respond most readily to parameters defined for the middle layer, moisture delivery and 
drainage from the soil profile depends as much on parameters from the upper and lower soil 
layers respectively (depending on their degree of saturation relative to the middle layer). Table 
7.2 illustrates the sensitivity of water table change to both vegetation parameters and climate 
variation. 
Mean water-table change 
Parameter Change (%) (cm) 
Ksat (Layer 2) +20% -7.5 -15 
-20% +9.5 +19 
Throughfall +20% +8 +16 
-20% -8 -16 
Stem-flow +20% +0.4 +0.8 
-20% -0.4 -0.8 
ET coef. 'a' (summer) +50% -3.5 -7 
-50% +9 +18 
ET coef. 'a' (winter) +50% -1 -2 
-50% +1.8 +3.6 
Canopy-cover fraction +100% -2 -4 
(winter) -100% +12.5 +25 
Canopy-cover fraction +100% 0 0 
(summer) -100% +2.5 +5 
Rainfall +10% +10 +20 
Rainfall Intensity +10% +3 +6 
Temperature +5°C -3 -6 
Table 7.2 Summary table of sensitivity analysis (all scenarios derived from grass cover, average 
water-table of -2m). 
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8. IMPACT ASSESSMENT 
This chapter describes the estimation of past, present and future slope stability at each of the 
studied field sites using the ID slope hydrology model. The model is parameterised for five 
different vegetation types, and the resulting predictions compared for both present and future 
climate scenarios. A 3D version of the model is also used, in order to assess the spatial and 
temporal variability of water table height (and hence slope stability), predicted for each 
vegetation type over an arbitrary two-year period. 
8.1 1D MODELLING OF LONG TERM CLIMATE SCENARIOS 
Using the procedure described by Parry and Carter (1998), the impact of climate change on 
slope stability is assessed by comparison of water table and factor of safety time-series modelled 
from GCM projections of past climate (SE England - HadCM2 GS 1960-1989; SE Spain - 
HadCM2 GS 1965-1994), with water table and factor of safety time-series modelled from GCM 
projections of future climate (HadCM2 GS: 1990-2019,2020-2049,2050-2079). Because of the 
stochastic manner in which daily rainfall and temperature data sets are downscaled from 
monthly GCM data however (see 6.2.6), each data set exhibits only the statistical characteristics 
of any specified period (as opposed to a definitive forecast (Pittock, 1993; Trenberth, 1996)). 
The modelling results shown below therefore, have been averaged from predictions made for 30 
climate data sets generated for each period (all runs assume a uniform grass cover). 
8.1.1 The Roughs, SE England 
Water table and factor of safety (FOS) time-series were first modelled from observed 
temperature and rainfall data (Sandling Park: 1960-89). This allowed assessment of the absolute 
difference between time-series predicted from actual and generated climate data. Assessment of 
the effect of climate change on water table and FOS time-series however, is based exclusively 
on the difference between predictions based on GCM derived climate data. 
8.1.1.1 Predicted water-table and FOS for observed and generated data (1960-1989) 
Figure 8.1 illustrates the frequency distribution of water-table height and FOS modelled from 
observed rainfall and temperature data (Sandling Park: 1960-1989). Comparison with water 
table and FOS distributions modelled from simulated climate data for the same period (Figure 
8.2), indicates a lower degree of similarity than was obtained for the corresponding rainfall 
distributions however (Kolmogorov-Smirnov test statistics D=0.068 and 0.062 for water table 
and FOS respectively'). This suggests that the over-prediction of mean rainfall on rain-days 
within the downscaled GCM data (see 6.2.6.2), is reflected by a 45% over-prediction in the 
probability of slope instability (0.00026 as opposed to 0.00018)). Though of less consequence to 
' D,,;, = 0.031 for all 30-year (10958 day) rainfall, water table and FOS distributions. 
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the assessment of relative changes in slope instability described below, the magnitude of this 
difference would need to be considered in order to assess absolute change. 
Figure 8.1 Water table and factor of safety distributions as modelled from 30-year period of 
observed rainfall and temperature data (Sandling Park: 1960-1989). (Water-table mean 
_ -2.5, s. d. = 0.33; FOS mean = 1.26; s. d. = 0.048). 
Figure 8.2 Averaged distribution of predicted water-table heights (metres bgl), for 30 model runs 
(left), and corresponding predicted factor of safety (right) for the 1960-1989 period. 
(Water-table mean = -2.5, s. d. = 0.25; FOS mean = 1.265, s. d. = 0.0403). 
8.1.1.2 Predicted water-table and FOS: 1990-2019; 2020-49; 2050-79 
For the period 1990-2019, the model predicts a decrease of -0.024m ± 0.0034 in mean water- 
table height compared to the observed period (see Table 8.1). Conversely, the standard deviation 
increases from 0.25m to 0.28m, reflecting an increased dynamism in the water-table fluctuation. 
The decrease in mean water table is surprising inasmuch that annual rainfall totals are generally 
higher in this period compared to the observed period. One explanation for the drop is that while 
summer months experience increased rainfall, the winter months experience a decrease (see 
Figure 6.17). 
The distributions of water table height and FOS for the 1990-2019 period (as illustrated in 
Figure 8.3), differ significantly from those defined for 1960-89 (D=0.05 and 0.037 respectively). 
This is reflected in a 13% decrease (0.0023 to 0.002), in the probability of the water table rising 
to a critical height of -1.2m ± 0.0022, and a 17% decrease in the chance of actual slope 
failure 
(0.0003 to 0.00022). 
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Water-table height (m) Factor of Sa fety 
Period mean s. d. mean s. d. 
Observed 1960-89 -2.500 ± 0.006 0.331 1.260 ± 0.0009 0.048 
HadCM2 1960-89 -2.500 ± 0.001 0.252 1.265 ± 0.0002 0.043 
HadCM2 1990-2019 -2.524 ± 0.002 0.284 1.268 ± 0.0003 0.041 
2020-2049 -2.515 ± 0.002 0.286 1.267 ± 0.0003 0.041 
2050-2079 -2.546 ± 0.001 0.283 1.217 ± 0.0001 0.041 
Table 8.1 Descriptive statistics for water-table height and factor of safety within each observed 
and modelled period. 
Figure 8.3 Averaged distribution of predicted water-table heights (metres bgl), for 30 model runs 
(left), and corresponding predicted factor of safety (right) for the 1990-2019 period. 
(Water-table mean = -2.5239, s. d. = 0.2839; FOS mean = 1.2679, s. d. = 0.0408). 
In the subsequent 2020-49 period, predicted mean water table height exhibits a slight increase 
(0.0 im±0.005), in response to predicted winter rainfall increasing relative to summer rainfall. 
Accordingly, the probability of the water table rising to above -1.2m increases by 90% relative 
to the control period. As total slope failure only occurs at the upper critical water table threshold 
however (-0.8m), the probability of FOS<1 in the predicted distribution (Figure 8.4) is predicted 
to decrease relative to the control period by 17% (0.00007). 
Figure 8.4 Averaged distribution of predicted water-table heights (metres bgl), for 30 model runs 
(left), and corresponding predicted factor of safety (right) for the 2020-2049 period. 
(Water-table mean = -2.515, s. d. = 0.2864; FOS mean = 1.267, s. 
d. = 0.041). 
The predicted water table and FOS distributions for 2050-79 (see Figure 8.5) are significantly 
different from those predicted for 1960-89 (D=0.068 and D=0.054 respectively). A lower mean 
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water table and a 14% decrease in probability of reaching lower critical water table height 
exceedance, are reflected in a 33% decrease in the probability of slope instability (0.00009). 
Figure 8.5 Averaged distribution of predicted water-table heights (metres bgl), for 30 model runs 
(left), and corresponding predicted factor of safety (right) for the period 2050-79. 
(Water-table mean = -2.546, s. d. = 0.2830; FOS mean = 1.2171, s. d. = 0.041). 
Figure 8.6 illustrates the exceedance frequencies of predicted water table height, for future 
climate scenarios relative to the 1960-89 scenario. It can be seen that predictions for each of the 
future scenarios indicates a relative decrease in water table exceedance (though the effect is less 
pronounced for 2020-49). This suggests that water-table exceedance frequency (and thus slope 
instability), will decrease in response to a rise in mean annual temperature. The exception to this 
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Figure 8.6 Change in frequency of water-table exceedance predicted for HadCM2 1990-2019, 
2020-2049 and 2050-2079 scenarios, relative to HadCM2 1960-1989. 
8.1.2 Planes de Baronia, SE Spain 
A similar procedure was used to describe present and future slope stability at the Planes de 
Baronia field site. The model was again first run using observed rainfall and temperature data in 
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order to assess the introduced error in predictions made from GCM climate data for the same 
period. The relative change in slope stability modelled from future GCM scenarios was then 
determined. 
8.1.2.1 Predicted water-table and FOS: observed and generated data (1965-94) 
Figure 8.7 illustrates the water table height distribution modelled from observed rainfall and 
temperature data (Marina Baixa/Alcoy: 1965-94). A relatively low mean water table of -1.92m ± 
0.11 was predicted (shear surface depth =-2m), despite the fact that saturation is estimated to 
occur on over 60 occasions (resulting in a probability of instability of 0.015). These figures 
reflect the greater storminess of the region in compared to the site in SE England, which despite 
being wetter for longer periods throughout the year, generally experiences less high intensity 
rainfall events. 
Predicted water table distribution from simulated rainfall data for the same period (see Figure 
8.8), reflects inaccuracies introduced in the simulation process (data based on downscaled data 
for Marina Baixa). For this reason both water table and FOS distributions are significantly 
different (D=0.1309 and 0.2063) from those predicted from observed climate data. As well as 
exhibiting a lower mean (-1.98m ± 0.035), the probability of slope instability is under-predicted 
by 85%. Because of the relatively high inaccuracy introduced to water table prediction from 
GCM derived rainfall data, the effect of climate change is again assessed from relative 
difference in water table and instability modelled from GCM data only. 
Figure 8.7 Water-table and factor of safety distributions as modelled from 30-year period of 
observed rainfall (Almudaina: 1965-1994), and temperature data (Alcoy/Cocentaina). 
(Water-table mean = -1.92, s. d. = 0.59; FOS mean 1.54, s. d. = 
0.195). 
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Figure 8.8 Averaged distribution of predicted water-table heights (metres bgl), for 30 model runs 
(left), and corresponding predicted factor of safety (right) for the 1965-94 period. 
(Water-table mean - -1.98, s. d. = 0.44; FOS mean =1.584, s. d. = 0.2). 
8.1.2.2 Predicted water-table and FOS: 1990-2019; 2020-49; 2050-79 
In the period 1990-2019 mean water table height is predicted to decrease by 0.19m ± 0.004 
relative to that predicted for 1965-94, with variability increasing by 2% (see Table 8.2). This 
more variable rainfall pattern represents a predicted increase in mean annual rainfall between 
each decade from 1990-2019 (see Table 6.4). Similarly, while mean winter rainfall was found to 
be lower throughout the period (Figure 6.23), mean monthly spring rainfall increases by 
approximately 20% (see section 6.2.5.1). 
Water-table height (m) Factor of Safety 
Period mean s. d. mean s. d. 
Observed 1965-94 -1.920± 0.011 0.59 1.540 ± 0.0036 0.195 
HadCM2 1965-94 -1.980± 0.035 0.44 1.584 ± 0.0017 0.2 
HadCM2 1990-2019 -2.168 ± 0.004 0.496 1.600± 0.0012 0.164 
2020-2049 -1.806 ± 0.003 0.5083 1.524 ± 0.0010 0.1682 
2050-2079 -1.867 ± 0.002 0.4164 1.544 ± 0.0005 0.1378 
Table 8.2 Descriptive statistics for water-table height and factor of safety within each observed 
and modelled period. 
The different rainfall pattern exhibited between 1990-2019 is reflected in modelled water table 
and FOS distributions (see Figure 8.9), which are significantly different from those modelled 
from GCM derived climate data 1960-90 (D= 0.0795 and D= 0.094 respectively). Though mean 
water table height for 1990-2019 is predicted to decrease, due to the greater variability predicted 
for rainfall there is a 20% increase in the probability of saturated conditions occurring (0.0039 
to 0.0047). The more variable water table is in turn reflected in a greater probability of slope 
instability, which increases from 0.002 to 0.003. 
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Figure 8.9 Averaged distribution of predicted water-table heights (metres bgl), for 30 model runs 
(left), and corresponding predicted factor of safety (right) for the 1990-2019 period. 
(Water-table mean = -2.0468, s. d. = 0.496; FOS mean 1.6041, s. d. = 0.164). 
The 2020-49 period is most significant at the Planes site, in terms of increase in both summer 
and winter rainfall. Accordingly, the modelled mean water table and FOS distributions (Figure 
8.10) exhibit the most significant change from the 1965-1994 distribution of any of the future 
scenarios (D=0.1416 and D=0.1066 respectively). Indeed, the model predicts a 200% increase in 
probability of saturation (0.0039 to 0.0126), and risk of instability increases from 0.002 to 
0.008. 
Figure 8.10 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of safety (right) for the 2020-2049 
period. (Water-table mean:: -- -1.8062, s. d. = 0.5083; FOS mean =1.5245, s. d. =0.1682). 
Generated rainfall for the period 2050-79 indicates an increase in mean winter rainfall, but a 
decrease in mean summer rainfall relative to 2020-49. However, predicted probability of 
saturated conditions occurring decreases from 0.0126 to 0.0087 relative to the previous period, 
which translates to a 37.5% decrease in the probability of slope instability occurring (an increase 
of 140% relative to 1964-95). The resulting water table distribution (Figure 8.11) is again 
predicted to differ significantly from that of the control period (D=0.0376). 
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Figure 8.11 Averaged distribution of predicted water-table heights (metres bgl), for 30 model 
runs (left), and corresponding predicted factor of safety (right) for the 2050-2079 
period. (Water-table mean = -1.867, s. d. = 0.4164; FOS mean=1.544, s. d. =0.1378). 
Changes in water table exceedance frequency modelled for future climate scenario, relative to 
predictions model from GCM data for 1965-94 are illustrated in Figure 8.12. While frequency of 
saturation is predicted to increase for each of the future 30-year periods described, the change is 
expected to be greatest between 2020-49. This pattern reflects the increase in both summer and 
winter rainfall averages within this period (see Figure 6.21). Though winter rainfall is predicted 
to continue to rise within the period 2050-79, the effect on water-table exceedance is offset by a 
falling mean summer rainfall, and the continued increase of mean temperature (see Figure 6.20). 
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Figure 8.12 Change in frequency of water-table exceedance predicted for HadCM2 1990-2019, 
2020-2049 and 2050-2079 scenarios, relative to HadCM2 1965-1994. 
In can be seen then that while frequency of water table exceedance at the Roughs is predicted to 
decrease in response to the simulated future climate scenarios, the opposite is true for Planes de 
Baronia. This indicates that whereas precipitation is expected to increase at both sites, a 
corresponding increase in slope instability only occurs at the Planes site 
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8.2 EFFECT OF VEGETATION SCENARIOS ON CLIMATE PREDICTIONS 
The above model predictions were made assuming a uniform grass cover for each climatic 
scenario. In order to assess the effect that different vegetation cover might have on the 
hydrology and thus stability of the studied slopes, the hydrological model was re-parameterised 
for four additional vegetation types (as described in Chapter 5). 
8.2.1 The Roughs, SE England 
Figure 8.13 illustrates predicted water table height for five different vegetation types (including 
grass), at the Roughs between 1997 and 1998. It can be seen that the model predictions for a 
grass, and recently cleared vegetation-cover, produce a relatively responsive water table 
(especially in winter). By contrast the modelled response for deciduous and coniferous cover 
tend to be less marked due to greater soil moisture deficit caused by higher summer canopy- 
interception and evapotranspiration losses. It can be seen that while the model correctly predicts 
the slope movement that occurred at the Roughs in December 1998 (water table =-0.65m), a 
lower water table, and thus more stable conditions were predicted when the model was 
parameterised for coniferous, deciduous or arable vegetation cover. The maximum difference in 
water table predicted is between the coniferous and felled vegetation surface cover (1.5m 
difference in summer, 2m in and winter). 
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Figure 8.13 Predicted effects of vegetation-cover scenarios on water-table depth for observed 
temperature and rainfall data from the Roughs (1997-1998). 
To compare the effect of each vegetation type over a longer time period, Figure 8.14 illustrates 
the exceedance frequencies predicted for each vegetation type between 1960 and 1989. As 
indicated in section 8.1.1.1, the probability of exceedance of the lower water table threshold (- 
1.2m) for the period 1960-89 was 0.002 for a uniform grass cover (probability of total slope 
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instability = 0.00026). By contrast, the water table was predicted to remain below -1.2m for a 
coniferous canopy cover, yet surpass the same threshold a total of 59 times for a recently felled 
cover (probabilities of 0.00018 and 0.01 respectively). Predictions for deciduous and arable 
covers (exhibiting greater rooting depth and summer canopy) both exceed the threshold on just 
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Figure 8.14 Water-table exceedance frequencies (-0.7 to -1.7m bgl), for different vegetation- 
cover scenarios at the Roughs, derived for HadCM2 monthly rainfall and temperature 
data for the period 1960-89. 
The above procedure was repeated for each vegetation type using rainfall and temperature data 
simulated for the 2050-79 climate scenario. Models runs parameterised for arable, deciduous 
and coniferous vegetation cover were found to predict no evidence of slope instability, with 
predicted water tables remaining below -1.7m. By contrast, model runs parameterised 
for a 
felled vegetation cover predicted a probability of threshold exceedance to be 200% greater than 
that predicted for a grass cover (0.001 as opposed to 0.0003); a decrease of 0.05-0.07m relative 
to the control period. 
Table 8.3 compares the mean water-table height predicted for each vegetation type in the 
periods 1960-89 and 2050-79. It can be seen that the mean water table decreases 
for all 
vegetation types between the given periods. These figures suggest that the projected increase 
in 
annual rainfall for the 2050-79 scenario is more than compensated for by greater evaporative 
losses from vegetated surfaces (the effect being especially pronounced for vegetation types of 
greater rooting depths). The difference in change of slope instability for each vegetation type 
suggests that the effects of projected climate change on slope stability will depend on 
both the 
existence and seasonality of vegetation-cover. 
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1960-89 
2050-79 
0 mean W. T. 
mi1nn iv 
Felled Grass Arable Deciduous Coniferous 
-2.11 ± 0.005 
-2.17 ± 0.005 
-2.50 ± 0.006 
-2.55 ± 0.001 
-2.95 ± 0.008 
-3.24 ± 0.008 
-3.03 ± 0.009 
-3.27 ± 0.008 
-3.15 ± 0.006 
-3.52 ± 0.006 
-0.06±0.01 -0.05±0.012 -0.29±0.016 -0.24±0.17 -0.37±0.012 
awe u. i k-; omparison of mean water-table heights (m), predicted for different vegetation-cover from HadCM2 data for the periods 1960-89 and 2050-79 at the Roughs. 
8.2.2 Planes de Baronia, SE Spain 
The same vegetation types were used in simulation of water table height at the Planes field site 
for the period 1988-89 (see Figure 8.15). Because of the higher rates of saturated conductivity 
associated with the soil type found at this site, predicted water table height exhibits a more 
dynamic response to rainfall, and greater difference between vegetation types than witnessed at 
the Roughs. Indeed, no water table is predicted for the summer months when the model is 
parameterised for coniferous, deciduous, and arable vegetation cover. By contrast, using grass or 
felled vegetation cover parameters, the model predicts a minimum water table of between -2m 
and -1.5m. 
Figure 8.16 illustrates the water-table exceedance for each vegetation type, modelled from 
downscaled GCM data for 1965-94 (as described in 8.1.2.1). Water table exceedance frequency 
is again predicted to be greatest under the felled vegetation cover, with a probability of 0.133 of 
saturation occurring within the given period. This contrasts with a probability of just 0.0129 for 
grass, and zero for a coniferous cover. Predictions for arable and deciduous vegetation types 
suggest that they are 40% and 80% less likely to produce saturation respectively. Comparable 
probabilities are predicted for slope stability, suggesting that the influence of vegetation is 
predominantly hydrological as opposed to mechanical (though the contribution of root strength 
may be better ascertained using the 3D model in which slope angle is varying). 
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Figure 8.15 Predicted effects of vegetation-cover scenarios on water-table depth for observed 
temperature and rainfall data at Planes de Baronia (1988-1989). 
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When the models were run using downscaled data for the 2050-79 climate-change scenario, an 
increase in exceedance rate is predicted for all vegetation types. The risk of slope instability for 
a uniform grass cover for example (0.199), was 140% greater than that predicted for 1965-94 
(see 8.1.2.2). In terms of relative change between vegetation types, coniferous and deciduous 
predicted a 100% and 80% lower probability of instability than that of grass (0.0001 and 
0.00264 respectively). Arable and felled cover on the other hand, predicted a 50% increase in 
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Figure 8.16 Water-table exceedance frequencies (0-1 m bgl), for different vegetation-cover 
scenarios at Planes de Baronia, derived for HadCM2 monthly rainfall and temperature 
data for the period 1965-96. 
Table 8.4 compares mean water-table height predicted for each vegetation cover from 
downscaled GCM data for 1965-94 and 2050-79. The figures suggest that mean water table 
would be expected to increase between the two periods for all vegetation types except the felled 
vegetation surface cover. The significant differences found between water table distributions 
predicted for each of the vegeatation types between each period is in response to the greater 
rainfall variability predicted for the 2050-79 period. 
Felled Grass Arable Deciduous Coniferous 
1960-89 
2050-79 
-0.90 ± 0.010 
-1.12 ± 0.010 
-1.98 ± 0.007 
-1.87 ± 0.008 
-2.35 ± 0.011 
-2.30 ± 0.011 
-2.46 ± 0.009 
-2.35 ± 0.011 
-2.67 ± 0.005 
-2.55 ± 0.008 
A mean W. T. -0.22±0.02 +0.1 1 , 0.016 +0.05+0.022 +'1 14() 
02 +0 12±0. O ýj 
Table 8.4 Comparison of mean water-table height (m), predicted for ditterent vegetation-cover 
from HadCM2 data for the periods 1960-89 and 2050-79 at Planes de Baronia. 
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8.3 3D MODEL PREDICTIONS 
The three dimensional version of the 'tank-model' (as described in section 4.2), was used to 
assess the extent to which vegetation-cover might affect the seasonal and spatial variation of 
modelled water table height. Using DEMs of each of the field sites (see Figure 7.6), the model 
was parameterised for each vegetation type, and run for a 720-day period of observed rainfall 
and temperature data. An initial 40-day period of no rainfall and average temperature in order to 
allow soil moisture and water table to begin from an equilibrium position. 
8.3.1 The Roughs, SE England 
The mean water-table height predicted for each vegetation type is shown in Figure 8.17. The 
predictions reflect those made by the ID model, with the model parameterised for felled 
vegetation type producing the highest water tables, and the lowest for coniferous. The difference 
between water-table response of each vegetation type was found to be greatest under winter 
conditions, when the potential ET rates of each vegetation type are at their most divergent and 
seasonally varying canopy is at its minimum. Model runs parameterised for a coniferous 
vegetation-cover however, were seen to produce water tables most consistently lower than those 
produced by the other vegetation types. This confirms the suitability of conifer for reduction of 
potential dangerous water table height due to its greater capacity for evapotranspiration, 
regardless of the time of year. 
Figure 8.17 Average water table depth predicted for each vegetation type at the Roughs, 196U. 
A, B and C indicate position of days illustrated in Figure 8.15, (summer, winter and 
extreme). 
It can also be seen that water-table response to rainfall under a grass cover, though generally 
slower than other vegetation types, was more consistent throughout the year compared to the 
response from arable or deciduous vegetation cover, which tended to be flashier and create 
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larger areas of convergence over shorter time periods. The spatial distribution of water tables 
produced by arable and deciduous vegetation covers were found to strongly reflect their deeper 
rooting depths and seasonal canopy cover, which promote greater dynamism in water table 
variation (especially during summer). 
The spatial variability of modelled water table height for each vegetation type, and under three 
differing seasonal conditions (A, B and C as indicated in Figure 8.17), is shown in Figure 8.18. 
A comparison of standard deviation of the distributed water table modelled for each situation 
shows that variability was greatest for the vegetation types that exhibited the highest mean water 
tables (i. e. felled and grass). Though under the more extreme conditions following heavy winter 
rainfall (Day 392), the water-table variability is greatest under a coniferous cover (due to the 
fact that other vegetation scenarios tend to be at, or close to saturation). 
Figure 8.18 also illustrates the extent to which different vegetation types inhibit or accentuate 
areas of natural moisture convergence due to the underlying topography. For example, it can be 
seen that a number of areas have a consistently high water table due to areas of topographic 
convergence, regardless of vegetation type or climatic conditions. Most predominant of these 
areas include a natural drainage channel on the eastern boundary of the site; the mid-slope scarp 
making the boundary between the upper rotational slides and lower translational slides; and the 
flat drainage area at the bottom of the slope. 
As suggested in Figure 7.11, the threshold for significant slope movement occurs when 
approximately 50% of the potentially unstable area exhibits FOS<1. From the modelling results 
therefore, it can be seen that slope instability at this site would most likely be initiated on the 
eastern side of the slope, which is characterised by higher water tables. Though instability was 
again predicted to be most likely under the least extractive surface-cover types of 'felled'; grass; 
and arable vegetation types by the 3D model, there is no evidence to suggest that the spatial 
pattern of instability would change. It is also worth noting that for the modelled period, slope 
instability is indicated only for 'extreme' rainfall conditions, under which the significance of 
vegetation type is much lower. 
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Figure 8.18 Predicted water-table height (m) distribution, superimposed on l Om elevation 
contours at the Roughs for a. ) Felled; b. ) Grass; c. ) Arable; d. ) Deciduous; and e. ) 
Coniferous vegetation-cover. Means and s. d. shown for Summer (June), Winter 
188 
a. Summer = -2.91 m (s. d. =O. 97); winter = -1.9m (s. di. =1.19); extreme = -0.21 in (s. (i. =U. 469> ). 
b. Summer = -3.12m (s. d. =0.857); winter = -2.05m (s. 
d. =1.21); extreme = -0.26m (s. d. =0.53). 
c. Summer= -3.10m (s. d. =0.83); winter= -2.16m 
(s. d. =1.14); extreme= -u., z /" 
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Figure 8.19 shows the spatial distribution of predicted factor of safety for a grass cover, 
corresponding to predicted water table height shown in Figure 8.18b. While the spatial pattern 
of unstable cells remains similar for each vegetation type, Figure 8.20 indicates the different 
predicted percentages of unstable cells (FOS<1). The figures have been corrected in order to 
represent percentage of unstable pixels/cells within the relic landslide area (as defined by ground 
survey and previous study, see Figure 3.4), as opposed to total modelled area as shown in Figure 
8.18 and Figure 8.19. 
Under summer conditions all vegetation types produce a negligible unstable area. Unstable cells 
indicated in Figure 8.19 are due to an over estimation of the soil depth at a break-of-slope scarp 
situated in the relic slide. Similarly, normal winter conditions produce little change until the 
occurrence of excessive rainfall, at which point all vegetation types except coniferous would 
exhibit localised instability. The predictions tend to agree with current observations of slope 
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d. Summer - -3.24m (s. d. =0.65); winter = -2.46m (s. d. =1.05); extreme = -0.37m (s. d. =0.61). 
e. Summer = -3.50m (s. d. =0.02); winter = -3.48m (s. d. =0.13); extreme = -1.88m (s. d. =0.92). 
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movement at the site which is indicated by tension cracks and 'rafting' of localised patches of 
Figure 8.19 Example of predicted Factor of Safety distribution map shown lot- a grass cover, 
superimposed on l Om elevation contours. 
From this preliminary evidence, we may say that areas of slope instability are predominantly 
defined by topography. Vegetation type though effecting water table fluctuation and important 
in preventing localised instability, is less significant for larger slope instability, as this tends to 
occur predominantly in close to saturated conditions when the difference between water table 
height predicted for each vegetation type is less pronounced (than for drier conditions). 
Figure 8.20 Percentage unstable area for different vegetation scenarios. 
8.3.2 Planes de Baronia, SE Spain 
For the Planes site, the 3D model was run for a 2-year period of observed rainfall and 
temperature data from 1960-61. Figure 8.21 illustrates the spatially averaged water-table depth 
predicted for each vegetation type by the model. In terms of relative water table 
height, the 
results are comparable to those made using the ID model. Actual predicted values 
however tend 
to exhibit a greater difference, especially in the summer months, reflecting the additional effect 
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land in the mid-slope area. 
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of lateral moisture distribution and extraction of the more deeply rooted vegetation types. The 
relative effect of each vegetation type on predicted water-table height is also comparable to 
predictions made for the Roughs, in that a coniferous cover is expected to extract greatest 
moisture from the soil, followed by deciduous, arable, grass and felled vegetation. 
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Figure 8.21 Average water table depth predicted for each vegetation type at Planes, 1960. A, B 
and C indicate position of days illustrated in Figure 8.22, (summer, winter and 
extreme). 
Figure 8.22 illustrates the spatial variability of predicted water table for three contrasting 
meteorological conditions (summer, winter, and heavy rainfall (A, B and C in Figure 8.21)). It 
can be seen that the variability of the water table is less for vegetation types of lower mean 
annual water-table height (deciduous (Figure 8.22d) and coniferous (Figure 8.22e)). The 
variability of predicted water table decreases from summer to winter however, and is lowest for 
all vegetation types under heavy rainfall conditions (extreme). This would suggest that for 
wetter winter conditions, the higher rainfall of this part of Spain decreases the significance of 
vegetation type on water-table response. Conversely, in the summer months (July to August), 
vegetation types with greatest evaporative properties and root depths dry out the soil column 
more quickly (arable, deciduous and conifer). 
The manner in which water table varies according to vegetation type and meteorological 
conditions is illustrated in the predictions for the mixed vegetation scenario (defined in Figure 
A4.6). The contrast between predicted water table height decreases as rainfall 
into, and 
throughflow within, the soil increases (see Figure 8.22f)). By contrast, in drier conditions the 
spatial pattern of the predicted water table becomes more pronounced, and boundaries 
between 
areas of vegetation can be defined from the water table distribution 
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Figure 8.22 Predicted water-table distribution (m) for the Planes de Baronia for a. ) Felled; b. ) 
Grass; c. ) Arable; d. ) Deciduous; e. ) Coniferous; and f. ) distributed vegetation-cover. 
Means and s. d. indicated for Summer (June), Winter (January) and extreme rainfall 
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a. Summer = -1.63m (s. d. =0.78); winter = -0.56m (s. d. =0.64); extreme = -0.38m (s. d. =0.45). 
b. Summer = -1.71 m (s. d. =0.78); winter = -0.58m (s. 
d. =O. 67); extreme = -0.38m (s. d. =U. 46). 
c. Summer = -1.87ni (s. d. =0.75); winter = -0.63m (s. 
d. =0.71); extreme - 
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d. Summer = -2.05m (s. d. =0.71); winter = -0.71m (s. d. =0.79); extreme = -0.41m (s. d. =0.4)). 
e. Summer = -2.317m (s. d. =0.51); winter = -1.67m (s. d. =0.74); extreme 11 -O. 46m (s. d. =0.41). 
f. Summer= -1.81m (s. d. -1.03); winter- -0.62m (s. d. =0.78); extreme = -O. 
39m (s. ct. =U. 4e). 
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It can be seen from Figure 7.7 and Table 7.1 that the DEM used to model the Planes de Baronia 
field site was considerably larger, and of greater topographic variability, than that used for the 
Roughs. While the site drains predominantly from north to south (left to right in illustrations), it 
was the less steep upper-areas of the site that tended to retain moisture the longest. By contrast, 
it is the steep-sided slopes linking the upper areas to the lower gully network to the south of the 
site that are predicted to be most unstable. 
Under extreme rainfall conditions, model runs for all vegetation types predicted approximately 
43% of the site to be unstable (see Figure 8.23). For correct interpretation of the results 
however, this figure must be adjusted, as even in dry conditions the model tended to predict 
between 21 % and 28% of the area to be unstable. Ground-truthing of these predictions indicated 
that many of the areas predicted to be unstable were in fact already relict landslide scarps, and 
thus of lower soil depth than was suggested by the DEM. 
Figure 8.24 illustrates the predicted percentage spatial instability for each vegetation type, after 
correction of errors contained within the DEM. The results suggest that differences in unstable 
area predicted for each vegetation type tend to be lower than Planes than at the Roughs. This is 
due to higher slope angles creating more defined failure thresholds than at the Roughs, where 
the instability classification is more sensitive to water-table variation (as opposed to slope 
angle). 
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Figure 8.23 Predicted Factor of Safety distribution maps for Planes de Baronia, for a. ) Felled; 
b. ) Grass; c. ) Arable; d. ) Deciduous; e. ) Coniferous; and f. ) distributed vegetation- 
cover. Percentage unstable area shown for Summer (June), Winter (January) and 
extreme rainfall (>70mm/day) conditions: 
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Figure 8.24 Percentage unstable area for different vegetation scenarios. 
8.4 SUMMARY 
This chapter has described predictions made using the slope-hydrology models described in 
previous chapters. Estimations of water-table height and factor of safety were made for both 
present and future climate scenarios at each of the studied field sites. In addition, the effect of 
vegetation-cover on predicted water table, and hence slope stability, was assessed. In order to 
minimise the effect of errors introduced in the downscaling process, assessment of the effect of 
climate change on slope stability was made by comparison of predictions of future slope 
instability, with predictions made from downscaled, as opposed to observed, climate data for the 
current period. 
8.4.1 The Roughs (SE England) 
In response to a predicted decrease in mean winter rainfall determined for the 1990-2019 period, 
average annual water-table height was predicted to decrease by 0.024±0.003m. In the 
subsequent periods (2020-49 and 2050-79), mean water table is predicted to first return to a 
level comparable with that of the present time (as winter rainfall increases), and then to fall to 
0.046±0.002m less than the present mean. No significant change in daily water variability is 
predicted. 
Table 8.5 shows a summary of the probability of future risk of slope instability relative to risk 
predicted from GCM data for the control period, 1960-89. Models run using observed rainfall 
and temperature data predicted a 45% greater probability of instability, thus indicating that 
predictions made from the GCM derived data under-estimate the risk of slope failure by the 
same amount. Results modelled from future GCM data were therefore used only to describe 
relative change from the control period. Generally we say that in response to future rainfall and 
temperature scenarios described in Chapter 6 therefore, the risk of future landslide activity at the 
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Roughs, under its current uniform grass cover is expected to decrease by between 17.2°% and 
33.3%, from 1990 to 2079. 











Table 8.5 Change in probability of slope instability (FOS<1), relative to that predicted for a 
uniform grass cover for downscaled GCM data for 1960-89. 
Predictions from models parameterised for different vegetation types indicate that the studied 
slope would be most stable under a coniferous vegetation cover, followed by deciduous, arable, 
grass, and felled cover. Table 8.6 illustrates the probability of instability for vegetation types 
relative to predictions made for a uniform grass cover for the period 1960-89. It can be seen that 
only the felled vegetation cover is more likely to result in instability. Similarly, all vegetation 
types exhibited a decrease in risk of instability for the 2050-79 climate scenario, but only the 
felled cover was predicted to be more at risk than grass. 











Table 8.6 Difference in probability of slope instability (FOS<1), relative to that predicted for a 
uniform grass cover downscaled GCM data for 1960-89. 
8.4.2 Planes de Baronia (SE Spain) 
At the Planes de Baronia field-site, mean water table height was predicted to decrease by 
0.19±0.04m in the period 1990-2019. The risk of slope failure however is predicted to increase, 
despite a fall in mean winter rainfall but in response to a rise in the number of days of greater 
than 50mm rainfall. For the subsequent 30-year period (2020-49), which exhibits both higher 
summer and winter rainfall, an increase in mean water table and risk of slope instability is 
predicted. Despite a further increase in mean winter rainfall in the period 2050-79, a relative 
decline in mean water table and exceedance is predicted as summer rainfall decreases and 
average annual temperature continues to rise. Both mean water table and exceedance rate remain 
higher than predicted for the present day however. 
The fact that an increase in water table exceedance is predicted for all three future periods 
is 
reflected in the relative increase in landslide risk indicated in Table 8.7. In contrast to modelling 
results for the Roughs, the use of downscaled GCM data produces an over-estimation of 
instability within the control period, due to an over-estimation of extreme rainfall events 
in the 
temporal downscaling process. 
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Table 8.7 Change in probability of slope instability (FOS<l) predicted for a uniform grass cover 
(1965-94). 
Results from vegetation scenarios also differ slightly from those of the Roughs, in that water- 
table response under grass and arable vegetation-cover are predicted to be more similar. 
Conversely, simulations using felled cover parameters predict much greater probability of 
instability at this site relative to that predicted for the grass cover. Model runs for all vegetation 
types exhibited a relative increase in probability of instability for the 2050-79 scenario. 











Table 8.8 Difference in probability of slope instability relative to that predicted for a uniform 
grass cover (1965-94). 
8.4.3 Distributed model 
Mean results from the 3D model runs reflected the water table and exceedance patterns as 
predicted by the 1D model (described above), but were subject to variation imposed 
predominantly by the underlying topography. Spatial variability of predicted water tables was in 
general greatest under average climatic conditions (i. e. when the site was neither in drought or 
saturated). Under these conditions grass or felled vegetation cover exhibited greatest variability 
at both sites. Full slope instability was predicted for all vegetation types except coniferous, in 
response to extreme rainfall conditions. At the Roughs normal winter conditions were seen to 
promote localised instability, while at the Planes site predicted instability is largely confined to 
deeper soil areas in the upper sub-catchments. 
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9. CONCLUSIONS 
The purpose of this research has been to assess the impact of expected future climate change, as 
defined by Hadley Centre GCMs, on the stability of two landslide-prone areas (the Roughs, SE 
England and Planes de Baronia, SE Spain). This assessment has been carried out using a one- 
dimensional hydrological model designed to simulate slope response, with respect to site- 
specific soil and vegetation parameters. Furthermore, a three-dimensional form of the model was 
then used to describe the effect of five different vegetation types on the spatial variability of 
slope instability. This chapter presents a summary and discussion of the results produced by 
these models by considering the effects of climate change and vegetation in isolation, and then 
in combination (in accordance with the research objectives outlined in Chapter 1). Finally, the 
performances of the modelling techniques used within the study are critically assessed, and the 
implications of the results for future study discussed. 
9.1 IMPACT OF CLIMATE CHANGE ON SLOPE STABILITY 
Attempting to predict the response of landslide-prone areas to climate change is a complex 
problem, and though recent studies have described different methods of assessing the impact of 
climate change on landslides (Buma and Dehn, 1998; Corominas et al., 1998; Van Asch and 
Buma, 1997), none has specifically considered the contributory effect of vegetation cover. 
In any impact assessment of this kind, the first critical step is to define the nature of the 
environmental disturbance (in this case climate change), and whether it can be represented as a 
scenario within the analysis. In order to make the results of this research comparable with 
previous investigation (Dehn and Buma, 1999; Collison et al., 2000; Dehn et al., 2000), this 
study employed projected future monthly rainfall and temperature data, as defined by the 
Hadley Centre General Circulation model (HadCM2). The GCM data were obtained in spatially 
downscaled format for the Roughs and Planes de Baronia via methods described by Dehn and 
Buma (1999), and Mulligan (1998) respectively. The data sets consisted of mean monthly 
rainfall and temperature projections for a 30-year control period, and three future 30-year 
periods based on the IS92a future climate scenario (IPCC, 1996). 
Daily rainfall and temperature data were produced from the monthly GCM data using a 
stochastic weather generator of the type described by Collison et al. (2000). A minimum of 
30 
replications was needed before changes in confidence intervals for calculated mean and variance 
of simulated rainfall data declined rapidly (i. e. <0.00038mm change in confidence 
limits per 
replication after 30 cycles). Confidence levels of ±0.019mm were obtained 
for daily rainfall, 
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which translated to ±lmm for the subsequently modelled water-table height, and ±0.0003 for 
FOS. 
The Kolomogorov-Smirnov test statistic was used to assess the difference between modelled and 
observed rainfall distributions produced by the weather generator. While the distribution of 
rainfall produced for the Roughs was not significantly different from that observed (D=0.011, 
where Dcr; t=0.013 at p=0.05), total rainfall for the control period (1960-89) was over-predicted 
by 2.4mm in winter, 46.2mm in summer. For the Planes site the fit was less good (D=0.04, 
p=0.05), due to the use of values from a secondary rainfall data set (Marina Baixa), within the 
observed control data set used to parameterise the rainfall simulation model (see 6.2.6.3). 
Because of the disparities between observed and predicted rainfall for the control periods at both 
sites, predictions made by the hydrological model were assessed relative to simulations made 
from downscaled GCM projections for the present period (as opposed to observed data). Using 
the simulated rainfall and temperature data-sets within the 1D hydrological model, mean water 
table height at the Roughs was predicted to increase by 0.024±0.003m in 1990-2019; by 
0.015±0.003m in 2020-49; but then to decrease to 0.046±0.002m below that predicted for the 
present time, in the period 2050-79. Because of the seasonal pattern in predicted changes of 
future rainfall and temperature (greater increases in summer months), the probability of future 
landslide activity (FOS< 1) at the Roughs, is expected to decrease by 17.2% between 1990-2019; 
25.3% in 2020-49; and 33.3% in 1990-2079 (relative to predictions made for the control period). 
For the Planes field site, the effects of climate change were reflected in a decrease in water table 
of 0.19±0.04m in the period 1990-2019, but an increased risk of slope stability (+30%), due to a 
predicted increase in the number of days over 50mm rainfall. A more significant increase in the 
risk of instability was predicted for 2020-2019 (+257% relative to the control period), as mean 
water table is predicted to rise by 0.174±0.04m (in response to increases in both winter and 
summer rainfall). Between 2050 and 2079, mean water table height is predicted to decrease, but 
remain 150% more at risk of instability relative to the present time (mean water table 
0.113±0.03 7m above present). 
While downscaled GCM data for both sites can be seen to predict an overall increase in mean 
annual rainfall and temperature over the next 100 years, a corresponding increase 
in risk of 
slope instability is forecast only for the site in SE Spain. Analysis of predicted changes to 
monthly rainfall and temperature characteristics indicated that risk of slope stability 
is most 
responsive to changes in winter rainfall. Hence even though mean annual rainfall 
is predicted to 
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increase, a corresponding increase in the risk slope of instability is only produced if it occurs 
near to the time of the year in which landslide risk is greatest (mid-winter to early spring). A 
significant secondary impact of climate change therefore, will be the potential alteration of 
seasonal rainfall and slope instability patterns. 
The effect of such changes at the Roughs means that monthly rainfall from March to July will 
increase by 10-12mm per thirty-year period (see 6.2.4.1), while from November to February it 
will decrease until 2050-79. Hence, although mean annual rainfall is predicted to increase within 
each of the simulated periods, subsequent hydrological modelling suggests little or no increase 
in mean winter water-table (thus no increase in risk of instability). Indeed, the only increase in 
water table exceedance frequency relative to the current period occurs as a result of a 2-5mm 
increase in mean January and February rainfall predicted for 2050-79 (though this was 
insufficient to promote a significant increase in risk of instability). Further reducing the effect of 
increased summer rainfall through evapotranspiration losses is a predicted increase in 
temperature of approximately 0.5°C in winter and 1 °C in summer for each thirty-year period. 
By contrast, the pattern of rainfall increase for Planes de Baronia (see 6.2.5.1) occurs 
predominantly within winter months (October to April), when water tables tend to peak. This is 
particularly true from January to April within the period 2020-2049 (increase of 10-20mm), and 
from October to November in the period 2050-2079 (increase of 10-15mm). Both these periods 
exhibit an increased risk of slope stability of greater than 100% relative to the control period. 
The greatest increase in monthly temperature is predicted to take place in the summer months 
between May and October; rising by up to 2°C above that forecast for the present time in 2050- 
79, and by 1 °C in the periods 1990-2019 and 2020-2049. The effect of such increases on actual 
evapotranspiration is negligible however, as the water table is at its minimum at these times. 
9.2 EFFECT OF VEGETATION ON SLOPE STABILITY 
In order to evaluate the effect of five different vegetation types on slope hydrology within the 
studied areas, a set of parameters described by Dunn & Mackay (1995) was used to calculate 
interception and potential evapotranspiration (using the physically based Rutter and Penman- 
Monteith methods respectively). The results from these models were then used to form empirical 
relationships that described canopy interception and potential evapotranspiration as functions of 
incident rainfall and temperature. The relationships were defined for both summer and winter 
in 
order to reduce errors. 
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Despite a high variability in error margins predicted by the derived empirical models (due to 
atmospheric conditions not represented: cloud cover, relative humidity, solar radiation), the 
models gave relatively low cumulative errors. Monthly interception predicted for the Roughs, 
for example, was within 1% of observed interception for all vegetation types. Similarly, 
evapotranspiration was on average within 0.017mm/day (0.9%) of estimations made using the 
Penman-Montieth model at the Roughs; and within 0.02mm/day (0.5%) at Planes de Baronia. In 
addition, most error was found to occur in summer months when the slope-hydrology models 
were least sensitive to predicted potential evapotranspiration, due to soil moisture limiting actual 
evapotranspiration 
A sinusoid-based algorithm was used to represent the effect of a seasonally varying canopy 
cover for each vegetation type. In this way, the lower transpiration losses exhibited by 
deciduous vegetation in winter could be more effectively simulated (see Figure 5.18). Seasonal 
variation of interception losses were modelled in the same way: these tended to be greatest for 
the coniferous vegetation-cover, both in terms of monthly and annual losses (typically 25% of 
incident rainfall, see Figure 5.13). By contrast there was relatively little interception under an 
arable cover (5%), until the summer months (15%); and only marginally more under a deciduous 
cover (10% in winter, rising to 25% in summer). 
At the Roughs, simulations for all vegetation types (apart from felled woodland) were found to 
predict lower mean water table height than was predicted for a uniform grass cover during the 
control period (1960-90). Correspondingly, simulations of arable and coniferous cover predicted 
a 100% lower probability of slope instability than was predicted for a grass cover. Simulations 
for deciduous and felled cover predicted a 65% lower and 66% higher risk of instability than 
grass respectively. 
Predictions made at the Planes site showed a similar response pattern for coniferous and 
deciduous types, which were 100% and 80% less likely to promote instability than a grass cover 
for the control period (1965-94). In contrast to the Roughs however, simulations for an arable 
cover predicted only a 40% lower risk of instability than for a grass. This result appears to 
reflect the increased risk of rainfall within the February to March period (when arable exhibits 
minimal canopy) at the Planes site. The increased risk at this time of year is also reflected 
in a 
greater than 500% increase in the risk of instability under a felled cover relative to that predicted 
for a grass cover. 
The 3D version of the tank model was used to assess the effect of vegetation cover on water 
table response over a two-year period at each site. The results tended to reflect predictions made 
201 
9 Conclusion 
by the 1D model, but were subject to spatial variability controlled predominantly by topography 
and hydraulic gradient. Whilst simulations for grass and felled vegetation-covers exhibited 
greatest variability in the spatial distribution of predicted water table at both sites, predictions 
for vegetation types with deeper rooting depths (arable, deciduous and conifer) were less 
variable, reflecting their ability to extract moisture from a wider area. 
Wet winter conditions at the Roughs tended to predict localised instability within steeper slope 
areas. Again, in contrast, instability at the Planes site was predominantly predicted in less steep 
areas of deeper soil (the steeper areas exhibiting much shallower soils due to prior slope 
movement). The difference in percentage unstable area between summer and winter was found 
to be greatest at the Planes site, reflecting both the more intense rainfall characteristics of the 
area, and soil characteristics that allowed faster sub-surface drainage. The difference in 
predicted instability for different vegetation types was also found to be greater at the Planes site 
(for both summer and winter conditions). For extreme rainfall conditions, instability was 
predicted to occur equally for all vegetation types at the Planes site, whereas at the Roughs a 
coniferous covered slope would remain relatively stable compared to the other vegetation types. 
9.3 MODELLING RESPONSE TO VEGETATION AND CLIMATE CHANGE 
Potential evapotranspiration is predicted to rise by as much as 4% for every 1 °C rise in global 
temperature (Budyko, 1982). Similarly, the forecast temperature rise for the southeast of 
England is expected to raise potential evapotranspiration by as much as 13% over the next 90 
years (Wade et al., 1999). Assessing the impact of temperature change on slope stability, at a 
local scale and for different vegetation types, is therefore potentially more problematic than 
assessing the impact of rainfall. The difficulty lies in the fact that increased temperature and thus 
evapotranspiration will gradually lead to increased humidity and cloudiness, thus creating a 
negative feedback to reduce solar radiation and further increases evapotranspiration. Conversely, 
if temperature continues to rise, humidity may be reduced, thus allowing a further increase in 
evapotranspiration (Martin et al., 1989). A full representation of the dynamics of 
evapotranspiration in response to climate change (or even just temperature) was therefore 
considered to be outside the remit of this study. 
As an alternative, a regression-based estimation of potential evapotranspiration as a function of 
temperature (described in Chapter 5) was used to compare the effect of different vegetation 
types on slope hydrology in response to climate change. Vegetation scenarios modelled at the 
Roughs were found to be comparable under both present (1960-89), and future (2020-59) 
climate scenario data (see Table 8.6). Changes in mean water table predicted for the period 
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2050-79 (relative to 1960-89) ranged from -0.06±0. Olm under a felled cover, to +0.37±0.012m 
under a coniferous. 
Interestingly simulations for the 2050-79 period at the Planes field site indicated a decrease in 
mean water table with a felled cover of -0.22±0.02m. This suggests that the higher mean 
temperatures of this period are sufficient to dry out the surface layer, but fail to prevent 
saturation from occurring under storm conditions. By contrast, simulations for the other 
vegetation types (which exhibited lower water tables and deeper moisture extraction) show an 
increase in mean water table (arable: +0.05±0.022; deciduous: +0.11±0.02; coniferous: 
+0.12±0.013); reflecting the increase in predicted rainfall for this period. 
The results obtained from the empirical representation of evapotranspiration generally 
succeeded in describing the manner in which slope stability at the studied sites may respond to 
present climate (in terms of rainfall and temperature), and vegetation cover. However, a fuller 
account of temperature-induced changes to the rate of evapotranspiration would ideally account 
for variation in absolute humidity, cloud cover, atmospheric CO2, and plant stomatal response 
(Rosenburg et al., 1995). Similarly, changes in climate may affect the timing and extent of plant 
growth and the distribution of vegetation within a catchment. These aspects of climate change 
have been covered in literature that adopts a more complete approach to assessing the potential 
effect of global climate change (Woodward, 1996; Parry et al., 1996; Thornley and Cannell, 
1997). Additional discussion relating to the combined effect of climate and vegetation type on 
evapotranspiration can be found in Arnell (1996); Arnell et al. (1990); and Yates & Strzepek 
(1994). 
9.4 MODEL DEVELOPMENT AND PERFORMANCE 
Initial attempts to model landslide hydrology employed the finite-element and finite-difference 
models described in Appendix 6. The ID finite-difference model was designed to simulate 
vertical movement of moisture between 10cm layers using a simplification of the Richards 
equation (after Hillel, 1977). The model was found to perform well for average rainfall 
conditions at each site, predicting average volumetric soil moisture content (VMC) at the shear 
surface to within an average ±0.04 VMC (8-13%) of the observed values over a three month 
period. For rainfall days of greater than 40mm however, prediction became less accurate, with 
predicted errors at the shear surface in excess of 0.1 VMC (31 %). 
In addition, the model was found to become mathematically unstable when simulating soil 
moisture response to heavy rainfall after prolonged drought. This problem was alleviated 
by 
decreasing the model timestep from 1 hour to 10 seconds, thus decreasing the predicted moisture 
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flow between layers per timestep. In order to compare model predictions made over much longer 
periods, the model could also be run at daily timesteps. Improved modelling stability for this 
purpose was achieved by increasing the thickness of modelled soil layers so that they were able 
to receive greater moisture transfer per timestep. Indeed, this approach eventually formed the 
basis of the three-layer tank model that was used within the rest of the study. 
A disadvantage of using the ID tank-model at daily timesteps is that the affect of individual 
rainfall events on slope stability is less defined. For this reason, it is envisaged that future 
research will aim to improve model performance by employing a nested modelling approach in 
which pore water pressures between contrasting soil types can be calculated over smaller 
distances and for shorter timesteps than the rest of the model. This would be especially useful 
for representation of the boundary between loamy soil (high field capacity, low Ksat), and sandy 
soil (low field capacity, high Ksat) such as that occurs in the soil at the Planes field site. This 
approach would also allow a more detailed comparison of slope response to differing rainfall 
characteristics (intensity and duration), and weather patterns (frontal and convectional). 
Analysis of the model response within this study showed that the predicted water table was 
almost 50% more sensitive to changes in average rainfall intensity than to changes in daily 
rainfall total (see 7.2.2.2). This sensitivity reflects the importance of the bypass flow component 
within the model, which represents accelerated moisture delivery to the sub-soil layers through 
surface fissures. 
The second modelling approach discussed in Appendix 6 was the use of the SEEP/W finite 
element software. The advantage of this approach was its ability to define different size 
elements depending on the extent of each soil type. As the software performed steady-state 
calculation in only two dimensions, however, lateral drainage and water table variation over 
time could not be directly represented. The software was able to predict the position of the 
average annual water table height for a given rainfall however, which proved useful in 
confirming the internal dynamics of the downhill flow as predicted by the 3D tank-model. This 
approach was of minimal use at the Planes field site due to the more pronounced effect of 
lateral 
flow on water table distribution. 
9.4.1 Model calibration 
Calibration of the ID tank-model was performed manually after a preliminary 
investigation of 
parameter relationships with predicted water table series (see 
4.1.6). The calibration strategy 
(7.3.2), was based on the fact that observed water table 
height at both sites remained 
predominantly within the middle soil layer (L2). This meant that parameters within 
the upper 
and lower layers of the soil model (Ll and L3), were calibrated 
first in order to predict the 
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general characteristics of water table fluctuation. Parameters from the middle layer were then 
calibrated to reproduce the hydrographic response characteristics and critical water table 
exceedance frequency of the observed data series. 
This type of calibration was preferred to the use of automatic optimisation techniques that tend 
to lack the qualitative control of manual methods. For example, where more than one parameter 
set was found to achieve the calibration criteria (7.3.1), manual choice of the parameter set that 
allowed the model to act in the most physically correct manner could be made. Assessment of 
the effect of varying more than one parameter at a time however, was more difficult due to the 
complex and non-linear response of process-related parameters. Simple comparison of the 
relationship between the most sensitive soil parameters, revealed the comparable affects of 
varying porosity and field capacity, and conductivity and layer depth, on predicted water table 
(see 4.1.6). 
It can be seen from Table 9.1 that for the Roughs, values of field capacity for all three layers 
were increased during the calibration process in order to improve predicted water table response 
to rainfall, and increase the predicted gradient of the recession curve. In addition, the lower soil- 
layer (L3) thickness and saturated conductivity were increased to encourage greater drainage 
from the middle and upper layers (L 1 and L2). The field capacity of the middle layer was then 
increased, and its saturated conductivity was decreased, until predicted water table exceedance 
frequency matched that of the observed data. 
Measured Calibration 
Roughs L1 L2 L3 L1 L2 L3 
Porosity 0.48 0.45 0.39 - - - 
Field capacity 0.38 0.4 0.35 +0.02 +0.031 +0.03 
Ksat 1x10-5 2.6x10-7 5.6x10-9 - - 2.42x10-7 +4.4 x10-9 
Depth 300 2200 1000 - - + 1000 
Planes L1 L2 L3 L1 L2 L3 
Porosity 0.4 0.43 0.43 - + 0.02 - 
Field capacity 0.35 0.38 0.38 - - - 
Ksat 1x10-4 9x10-6 1x10-7 - +0.58x10-6 +0.1x10-7 
Depth 30 1200 2000 +20 +300 + 1000 
Table 9.1 Comparison of measured with calibrated soil parameters. 
Calibration of the 1D tank-model for the Planes field site achieved a less successful fit of 
predicted to observed water table due to the greater influence of lateral moisture convergence on 
water table variation. Comparable water-table threshold exceedance characteristics were 
achieved however, by increasing the porosity and saturated conductivity of the middle layer 
(thus effectively increasing vertical flow to compensate for the absence of lateral flow). 
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9.4.2 Model limitations and future research 
Due to the desiccated nature of the soil surface at both sites, the ID tank-model assumes that 
infiltration rates will always be greater than rainfall until saturation occurs. Field observation 
indicates that while saturated overland flow at the Roughs is negligible, up to 30mm/year occurs 
at the Planes field site (approximately 5% of annual rainfall). Mass balance calculations confirm 
that such flow, which occurs predominantly in the lower catchment areas, dissipates through the 
drainage network without subsequent infiltration. Though employed to preserve the simplicity of 
the model this assumption may reduce the applicability of the model to other landslides. For this 
reason the 3D tank-model can be made to transfer saturation-excess rainfall downstream to 
allow representation of run-on, should it occur. 
The 3D tank-model could also be made to represent the spatial variability of the different soil 
strength characteristics found in relic landslides that contain multiple pre-existing shear surfaces 
(e. g. tension cracks; softening; and residual and peak failure soils). For this, the stability of any 
one cell within the model would depend not only on the predicted factor of safety, but also on 
the stability of the cells that surround it. In this way, the model could be used to predict maps of 
both potential unstable area (where cell FoS<1), and of actual instability (where net shear 
stresses of cell and neighbouring cells > net resistance of cell and neighbouring cells). 
Similarly, in order to simulate slow or continuous soil movements that take place within relic 
landslides it would also be necessary to describe soil viscosity and displacement velocity. 
Hutchinson (1987) suggests that such an approach would be especially appropriate in slopes that 
exhibit pre-existing shear-surfaces, or where large and fast mass movements are the exception 
rather than the norm. Consideration of rotational landslide features using a slip-circle method 
such as that of the Morgenstern-Price method, might also be necessary to comprehensively 
describe complex and multiple landslide features such as occur at the Roughs. 
A number of long-term factors assumed to be negligible over the time period considered include 
the effects of weathering and erosion on soil properties of strength, cohesion and conductivity. 
In order to model periods of greater than 100 years however, greater account of changes to 
surface topography and land drainage patterns would also need to be made. The results from this 
study should be viewed with the knowledge that factors not considered within analysis include 
the response of plant growth to changes in C02, and the sensitivity of the climate system to 
perturbation. 
9.4.3 Uncertainty 
Uncertainty in model predictions will result from unexplained model behaviour or parameter 
variation, and can be introduced at every stage of the modelling process. Most common methods 
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of uncertainty analysis involve calculating the probability distribution of model output from 
multiple simulations that use input parameter values drawn from known distributions. 
Calculation of the combined uncertainty introduced by all parameters is difficult however, due 
to the number of replications that would be needed. Indeed, for models with a large number of 
parameters, whose low probability values are of interest, tens of thousands of model iterations 
would potentially be required to produce accurate uncertainty estimates in output distributions. 
Time series data derived from GCM predictions in particular are inherently uncertain due to the 
natural complexity and variability of the climate system. Additional uncertainty may be 
introduced within the spatial downscaling process if not enough is known about the relationship 
of predicted GCM data and local conditions. The HadCM2 data sets used in this study, for 
example, under-predicted rainfall variability at both study sites and required subsequent random 
variance introduction using a variance inflation procedure. A quantitative assessment of 
uncertainty introduced by this process, and for the spatial downscaling of an equivalent daily 
temperature series, is described by Buma and Dehn (1998). 
Daily precipitation and temperature series were derived from monthly GCM data using a Monte 
Carlo simulation technique and the statistical characteristics of observed daily rainfall and 
temperature series for the last 30 years (section 6.2.6). The 30-year data series produced was 
found to show no significant change in mean confidence levels after 30 replications. 
Hydrological model predictions made using the generated data therefore required at least 30 
replications for each period. The resulting error margins defined for predicted water table 
therefore (see Table 8.4), relate to the uncertainty introduced by the generated daily rainfall and 
temperature series. In order to achieve smaller error margins, a greater number of model 
replications would need to be made. 
Another source of uncertainty relates to the assumption in the downscaling procedure that the 
relationship between North Atlantic sea-level pressure and local rainfall will remain constant 
under a future climate change scenario. In a similar manner, calculations within the hydrological 
model assume that the relationship between temperature and ET will not be affected by changes 
in other climatic parameters. To quantify the effect of these and other uncertainties that exists 
within baseline data on model output, a more comprehensive approach to uncertainty estimation 
might follow the method used by the Generalised Likelihood Uncertainty Estimation (GLUE) 
technique of Bevan and Binley (1992). The benefits of this type of uncertainty analysis is that it 
can be used to identify key sources of additional information which can then be used to improve 




The purpose of this research then, was to compare the impacts of different vegetation cover and 
potential climate change, on the problem of slope instability within peripheral farming areas (in 
SE England and SE Spain). It was determined that the impact of climate change, as represented 
by downscaled mean monthly rainfall and temperature from Hadley Centre GCMs, would be 
more significant at Planes de Baronia than the Roughs, due to a greater increase in winter 
rainfall predicted for SE Spain. Uncertainty within the results was, however, relatively high at 
each stage of the modelling chain, thus making transfer of the predicted relative change in 
landslide probability to actual values difficult. Similarly, the results produced are highly 
dependent on assumptions made within the weather generator (e. g. variability of rainfall and 
temperature will remain similar to that of the present time). 
The application of the designed tank model to two separate field sites (three including the Alvera 
site detailed in Appendix 5), allowed the performance of the model to be assessed with respect to 
different soil and vegetation types, and within different climate regimes (humid-temperate and sub- 
humid). The model was found to be most sensitive to values of soil hydraulic conductivity (+7.5% 
decrease in water table for 20% increase in Ksat), and porosity. Moisture delivery and drainage 
from the soil profile was found to be most sensitive to these parameters within the upper and lower 
soil layers respectively (to an extent that was dependent on the degree of saturation in the middle 
layer). 
The impact of vegetation on slope stability was found to be comparable at each site. However, 
because Planes de Baronia receives more intense rainfall events, the difference between 
predicted water table height for each vegetation type was greater there. At both sites, the results 
indicate the potential use of vegetation cover to mitigate the impact of climate change on slope 
stability. Finally, it is envisaged that the modelling approach used within this study could be 
adapted to investigate the effect of vegetation on slope hydrology at hourly timesteps; and slope 






Distribution of soil moisture deficit 
Using a digital elevation model (DEM) of the area under study, the topographic index 
ln(a/tang), was calculated for every cell, from relevant values of slope ((3), and contributing area 
(a) (Bevan and Kirkby, 1979). From a mean soil moisture deficit calculated using the one 
dimensional model described in chapter 4, distributed moisture deficits may also be described 
using the following equation: 
Equation Al. IS= S' + mX - m. ln(a/tan(3) 
where S= 'at a point' soil moisture deficit (mm) 
S' = mean soil moisture deficit, (mm) 
k= mean topographic index 
m= hydrograph recession coefficient 
The result of the above equation is that cells of low gradient, that are situated at the bottom of 
long slopes or within hollows, will tend to have higher topographic indexes and thus relatively 
high soil moisture contents. From the distribution of moisture deficits, depth to water table and 
pore water pressures may be calculated across the slope for use in stability analysis. The 
distribution of the index is important in that for positively skewed distributions, such as might be 
exhibited by subcatchments, only a fraction of the total area will be seen to exhibit significant 
accumulated flow. 
As stated by Collison et al. (2000), a problem with this approach is the derivation of the 
parameter m which relates to the vertical variation of soil conductivity, and hence controls the 
magnitude of impact that topography has on ground water levels. Normally obtained via 
catchment output hydrograph analysis, used within this context, estimation is made from the 
drainage slope of groundwater hydrographs. 
Generally then, though producing acceptable estimation of mean distributed groundwater 
heights and hence slope stability, the approach is unable to reproduce the full range of 
groundwater variation that would result from throughflow-convergence and other inter-cell 
moisture movement. Predicted groundwater hydrographs for example, are of different relative 
magnitude but exhibit the same shape, and response to rainfall. This approach was found to be 
unsuitable for use in drier environments of higher negative pore water pressure (such semi-arid 




Net short wave radiation K=K;,, - Kot 
= K; n(1 - a) 
Equation A 1.2 
where a= shortwave reflectance or albedo 1 
Net long wave radiation L=L;,, - Logt 
_ £s Pat 6 Tat4 - £5 6 T, 
4 
Equation A l. 3 
where E, = emissivity of surface 
Eat = effective emissivity of atmosphere and canopy 
Tat = effective radiating absolute temperature of the atmosphere and canopy (K) 
Ts = absolute temperature of surface (K) 
= Boltzmann constant = 1.19 x 10-' cal cm 2 day-' K-4 
Evapotranspiration 
As part of the calculation of evapotranspiration using the physically-based Penman-Monteith 
method, the following calculations as referred to within Chapter 5 were utilised: 
Psychrometric constant: 
Equation A 1.4 
g- ca Pa;, _ = 
0.66mb/°C, 
0.622.,, 
where ca = heat capacity of air, 0.24ca1/g 
Pair = atmospheric pressure, 1013mb 
X, = latent heat of vaporisation 
= 597.3-0.564T 
= 590ca1/g (when T= 12.9°C) 
G values: 
Equation Al. 5 
G(K;,, ) = 46225 K;,, /(41870 K;, +104.4) 
G(Ta) [Ta(40-Ta)''8]/691 
G(AO) = 1-0.00119 exp(0.81 AO) 
G(Ap%, ) = 1-0.0666 Op,, 
G(Ap,, ) = 0.233 
for 0<_ K1 0.0239 cal/cm2/s 
for0<_Ta<_40°C 
for0<_00<_8.4cm 
for 0<_ Op, <_ 11.52 g/m3 
for0> 11.52 
where K;,, = shortwave rad. flux (cal/cm2/s) 
Ta = air temperature (°C) 
06 = soil moisture deficit (cm) 
= field capacity(Of, ) - root zone (61z) 
Apv = absolute humidity deficit (g/m3) 
=e-217/(Ta+273.16) 
I Typical forest albedo: Pine - 0.1, Hardwood in leaf - 0.18, (Dingman 1984). 
See also Dunn & Mackay 




STRAIN GAUGE EXTENSIOMETER 
Strain-gauges have long since been used within engineering for stress analysis of various 
materials. Their use in soil mechanics too is not new (see Auzet et al., 1988; and Auzet and 
Ambrose, 1996), but the success of their employment depends on how, and the circumstances in 
which they are applied. The underlying theory of a strain-gauge technology is that a material 
will change its electrical conductivity depending on the amount of strain that it is put under. For 
example, if a metal conductor is put under tension, such that its length is minutely increased, its 
resistance to electric current will also increase. Similarly, if it is put under compression, its 
length will minutely shorten, and its resistance will decrease. This effect is explained by the 
equation: 
Equation A2.1 R= pl where R= measured resistance (S2) 
Ap= resistivity of material (Q. m) 
I= length (m) 
A= area of cross-section (m) 
It follows that when a strain gauge is put under tension or compression, the net strain on the 
gauge will be indicated by a change in its electrical resistance. This is calculated using the 
equation: 
Equation A2.2 A gauge resistance = G. e where G= gauge factor' 
initial gauge resistance e= strain 
=Alg/lg 
lg = gauge length (m) 
In the proposed application, it was envisaged that strain gauges might be used to measure the 
total displacement at one end of a metal strip. For this, two gauges were employed, one on either 
side of the strip. When stress was applied to the strip, one gauge suffers tensile strain and hence 
an increase in resistance, while the other suffers compressive strain and a decrease in resistance. 
If the two gauges are positioned equidistant from the point of pivot of the strip, the change in 
resistance of the gauges will be equal but opposite. By arranging the gauges in a half- 
Wheatstone bridge circuit, the ratio of across-bridge voltage to input voltage will be proportional 
to twice the bending strain (Open University, 1974). If a full Wheatstone-bridge circuit is used, 
with two gauges on each side of the strip (see Figure A2.1), the sensitivity of the circuit can be 
doubled such that: 
Equation A2.3 Y. = AR. = G. e=GO1. 
Vs Rg 1. 21 
where V. = Across bridge voltage (volts) 
Vs = Input voltage (volts) 
Rg = Resistance of each strain gauge (S2) 
1 Gauge factor = ARg / Rg. e ; for gauges used, equals 2. 
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An added benefit of using this system is that changes in resistance that affect both sides of the 
circuit, such as temperature fluctuations' will be self compensating, producing a net voltage 
change in bridge voltage of zero. 
vs 
Figure A2.1: Circuit diagram and positioning of strain gauges on metal strip. 
Assuming that the gauges are securely attached to the strip, we may say that the ratio of length 
change that occurs in each gauge (Alg / ig), is equal to the ratio of length change of the metal 
strip (AL / L). If the dimensions of the strip are known (see Figure A2.2), the displacement 
perpendicular to the direction of strain can be found using (Auzet et al., 1988): 





where y= perpendicular displacement (m) 
L= unstrained length of metal strip (m) 
h= thickness of metal strip (m) 
z= distance from gauges to pivot point (m) 
c= material dependent constant 
Strain gauge 
Metal strip 
(unstrained & strained) 
Pivot point 
Figure A2.2 : Strip dimensions and direction of relative displacements 






Measurement of unsaturated flow rate 
One way of determining rates of unsaturated conductivity was to monitor soil moisture content 
at several depths as the soil is drained after a period of irrigation. Calculated moisture flux and 
vertical gradients were used to solve Darcy's Law for values of K(O). The true hysteretic nature 
of the K(O) relationship is not represented in the results produced however, as only the drying 
cycle is considered. Using characteristic pF curves for the soil, decrease in soil moisture with 
time was determined. Assuming one dimensional, isothermal, non-hysteretic flow, unsaturated 
conductivity was then calculated using a derivative of the Richards equation. The following 
procedure (after Green et al. 1986), was used to infer values of K(O)': 
1. From the measured tensiometer data (see section 3.3.4), of transient soil water pressure head 
(h), the corresponding values of hydraulic head (H) are determined [H =h-z, where z is 
depth of soil measured from the surface down]. 
2. For each depth at which data are recorded, values of H are plotted as drainage occurs through 
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Figure A3.1: Gradual drop in hydraulic head during free drainage, (diurnal variation in 
readings due to temperature related air expansion in tensiometers). 
3. At selected time intervals from the above data, depth profiles of H are plotted 
(see Figure 
A3.2). Assuming a linear decrease in head with depth, values of H (and hence 
h), can be 
' Data used in illustration is from Planes field site, November 1996; see Table A3.1. 
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inferred at depths for which no data are available by fitting a least squares line of regression. 
At each time stage, the gradient dH/dZ is also obtained. 
4. Using known soil moisture characteristic curves for each depth, moisture content (0) can be 



























Figure A3.2: Hydraulic head profiles upto 9 days after initial wetting. 
5. By plotting 0 against depth (Figure A3.3), for each time-step, the integral fO dz can be found 
using the trapezoidal approximation method'. 
0.50 -- ---- 
ý- 0 days 
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Figure A3.3: General decrease in soil moisture at all depths during arainage. 
'f Odz between zl and z2 = [Ozl+ 0z2] x [z2 - zl] /2 
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6. If the above procedure is repeated for consecutive time steps, the values of J6dz varying over 
time, may be plotted for each depth (see Figure A3.4). The gradients d[JOdz]/dt may be 
calculated by differentiating the cubic spline curves fitted to the plotted values. Depending 
on the shape of the fitted curves, gradients may be predicted as positive between certain 
points, which results in calculation of negative values of K(O). In such cases the gradient 
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Figure A3.4: Fitted cubic spleen cuves for determination of d[JOdz]/dt. 
7. In order to calculate how values of K(O) vary at each depth through each time-step, d[JO 
dz]/dt is then divided by dH/dZ. Similarly the calculated soil moisture profiles (see 6.3.5), 
may be used to validate constructed models run under matching conditions (see Table A3.1 
for calculated values at top two layers). 
The method assumes that water will move vertically downward through a series of inter- 
connected, randomly distributed pores, within a quasi-homogenous soil. In reality, the existence 
of subsurface macropores may lead to a more direct delivery of moisture in certain parts of the 
plot. For example in the above data, spurious readings from a tensiometer installed at 54cm 
suggested an uneven delivery of water in a way that would be consistent of a macropore. 
Data 
from this instrument was thus not used in analysis. 
Estimation of percentage canopy cover 
A simple method of determining percentage canopy cover involved photographing 
the canopy 
from below and calculating the percentage canopy in resulting photographs using 
image analysis 
software (eg PhotoShop). Figure A3.5 illustrates this for Pinus halepensis 
in SE. Spain. The data 
are used to corroborate values defined in related literature which have 















dh/dq D H 
cm 
Z1 10 0 0.0 -1.2884 3.8751 -0.0003 2.33E-04 0.388 -15.479 253.146 0.05894 -25.479 
720 0.5 -0.5924 3.5721 -0.0002 3.76E-04 0.357 -33.8 929.545 0.34934 -43.8 
1440 1.0 -0.4184 3.5145 -0.0002 3.88E-04 0.351 -39.206 1058.05 0.41001 -49.206 
2880 2.0 -0.7045 3.4926 -8E-05 1.20E-04 0.349 -41.477 1106.82 0.13289 -51.477 
4320 3.0 -0.9237 3.4788 -5E-05 5.74E-05 0.348 -42.986 1137.77 0.06531 -52.986 
5760 4.0 -1.2652 3.4742 -5E-05 4.20E-05 0.347 -43.492 1147.9 0.04819 -53.492 
7200 5.0 -1.3977 3.4695 -7E-05 5.05E-05 0.347 -44.021 1158.37 0.05845 -54.021 
8640 6.0 -1.3824 3.465 -9E-05 6.58E-05 0.347 -44.537 1168.47 0.07685 -54.537 
10080 7.0 -0.9305 3.4089 -1 E-04 1.07E-04 0.341 -51.465 1293.69 0.13898 -61.465 
11520 8.0 -1.9654 3.4955 -8E-05 4.24E-05 0.350 -41.17 1100.38 0.04665 -51.17 
12960 9.0 -0.464 3.3575 -3E-05 5.75E-05 0.336 -58.753 1408.39 0.08099 -68.753 
Z2 20 0 0.0 -1.3184 7.7108 -0.0005 3.79E-04 0.380 -18.963 377.902 0.14332 -38.963 
720 0.5 -0.7864 7.1453 -0.0004 4.72E-04 0.357 -33.604 908.029 0.4285 -53.604 
1440 1.0 -0.6684 7.0331 -0.0003 4.05E-04 0.352 -38.39 1031.4 0.4176 -58.39 
2880 2.0 -0.9435 6.9769 -0.0001 1.53E-04 0.348 -43 1142.96 0.17464 -63 
4320 3.0 -1.1477 6.9415 -1E-04 8.64E-05 0.345 -46.703 1213.01 0.10477 -66.703 
5760 4.0 -1.4482 6.9222 -0.0001 7.87E-05 0.342 -49.804 1272.58 0.10018 -69.804 
7200 5.0 -1.5777 6.9083 -0.0002 1.06E-04 0.341 -51.598 1305.37 
0.13842 -71.598 
8640 6.0 -1.5804 6.8988 -0.0002 1.50E-04 0.340 -52.321 1318.26 0.19812 -72.321 
10080 7.0 -1.2015 6.8008 -0.0003 2.52E-04 0.337 -56.19 1384.36 0.3493 -76.19 
11520 8.0 -2.0734 6.9421 -0.0003 1.65E-04 0.340 -52.984 1329.93 
0.21983 -72.984 
12960 9.0 -0.85 6.7074 -0.0003 3.94E-04 0.334 -61.113 1462.18 
0.57577 -81.113 
Table A3.1 : Example top two cells of calculation table for the determination of unsaturatea 
conductivity using the unsteady drainage flux method (Green et al. 1986). 
Where Z= cell depth, (cm) 
t= time, (mins) 
K= conductivity, (cm/min) 
D= diffusivity 






A= volumetric moisture content, (%) 
H= hydraulic head, (cm) 
q= unit volume flow, (cm3/min) 




Field Program Time-table 
Table A3.1 describes the initial work timetable envisaged for completion of this study, including 
three periods of fieldwork, and one period of related research work. The initial field period 
consisted of setting up the test-sites, while subsequent periods involved field experimentation 
and data retrieval. 
1996 1997 1998 1999 
January Data Analysis Modelling 1 Modelling 3 
-Porosity 
-Shear strength Parameterisation 
February -Conductivity Validation Scenario 
-pF data Optimisation modelling 
March In depth 
literature search Specific 
research 
April questions 
Period of related 
research work 
May Preliminary Results analysis 
write-up 
June 
July Literature Fieldwork 2 Modelling 2 
Search Data retrieval 
August Fieldwork 1 Field Experiment Parameterisation 
- installation of 
Validation 
monitoring Optimisation Further Analysis 
September equipment: Initial 1D & 
met station modelling Writing Up 6 probes 
- site surve 
V y 
October - soil sampling 
Initial 2D Fieldwork 3 V 
- interception modelling 
Data retrieval 
V 
November Initial 3D GCM data 
Field modelling analysis 
Experiment 
V 
December Laboratory Upgrade Report Final Model v 
analysis Design 





The Roughs: soil characteristics 
Depth (cm) %sand % silt % clay USDA soil classification 
50 18.8 45.0 36.2 silty clay loam 
70 9.0 39.7 51.3 silty clay 
80 8.1 28.8 63.0 clay 
90 0.7 41.6 57.7 silty clay 
120 1.5 49.2 49.4 silty clay 
140 0.5 0.3 99.2 clay 
150 0.5 9.0 90.5 clay 
170 1.7 0.2 98.1 clay 
190 0.4 71.5 28.1 silty clay loam 
210 0.6 94.1 5.3 silt 
230 1.5 6.4 92.1 clay 
250 0.3 91.9 7.8 silt 
400 20.5 42.4 37.1 clay loam / silty clay loam 
Table A4.1: Particle size analysis summary for the Roughs 
Horizons A Bt IIBt IIIC 
Depths cm 0-23 23-41 41-66 74-92 
Bulk density g cm-3 1.10 1.14 1.14 1.30 
Clay (<2um) 20.50 26.50 40.90 26.90 
Silt (2-60 um grade) 28.50 33.20 13.30 47.70 
Silt (2-100um grade) 33.90 37.70 16.30 51.40 
Organic carbon % 1.30 0.70 
AWC mm 41.00 34.00 40.00 
Table A4.2 : Mailing soil series: sandier soils derived from Hythe Beds (Brown Earth). 
Horizons Ap Eb Btg IIC 
Depths cm 0-28 28-45 45-85 74-92 
Bulk density g cm-3 1.00 1.14 1.14 1.45 
Clay (<2um) 15.60 18.50 19.20 34.20 
Silt (2-60 um grade) 19.40 20.20 22.40 23.70 
Silt (2-100um grade) 27.00 26.80 31.70 35.20 
Organic carbon % 0.90 0.75 
AWC mm 48.00 31.00 82.00 82.00 
Table A4.3 : Linton soil series : loamy drift over Atherfield clay (gleyed Brown Earth). 
Table A4.4 : Hildenborough soil series : Fine loamy silt surface water gley over Weald Clay 
(non-calcareous). 
Horizons Apg B g1 B g2 IIB /C IIC 
Depths cm 0-15 15-33 35-58 58-70 70-90 
Bulk density g cm-3 1.14 1.14 1.14 1.40 1.60 
Clay (<2um) 27.60 26.00 31.90 53.90 61.60 
Silt (2-60 um grade) 37.30 38.00 41.00 29.10 26.00 
Silt (2-100um grade) 46.20 46.40 47.30 32.90 32.10 
Organic carbon % 1.90 1.00 
AWC mm 31.00 31.00 82.00 82.00 
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Depth (cm) 0-30 30-250 >250 
Os 0.45 0.46 0.49 
Or 0.18 0.31 0.33 
Op 0.31 0.39 0.41 
hp 1584.9 1000 1258.9 
8q/Slog h 0.077 0.077 0.073 
Sp 0.291 0.518 0.464 
a 0.009 0.004 0.003 
m 0.207 0.339 0.310 
n 1.262 1.514 1.450 
Ksat cm/s 1.0E-03 1.3E-04 5.7E-07 
Appendices 
Table A4.5 : Variables and calculated constants required for determination of O(T) and K(9) by 
van Genuchten (1980) method. 
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Figure A4.3: max. s. d. = 0.059 
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Figure A4.2: max. s. d. = 0.044 








Figure A4.5: max. s. d. = 0.127 
Depth n a b 
10 4 -0.0286 0.4666 
20 1 -0.0118 0.3948 
30 3 -0.0364 0.5522 
40 5 -0.0227 0.4671 
50 3 -0.0296 0.5069 
60 4 -0.0295 0.5072 
80 4 -0.0271 0.486 
90 1 -0.0189 0.4541 
100 3 -0.0296 0.5085 
110 1 -0.0111 0.4618 
120 2 -0.0138 0.3741 
150 2 -0.0209 0.4593 
Depth n a b 
200 2 -0.0239 0.4732 
250 2 -0.0208 0.4538 
300 2 -0.022 0.4549 
350 2 -0.0233 0.4745 
400 2 -0.0136 0.3881 
430 3 -0.0246 0.4668 
Zone 
10-20 5 -0.0252 0.4522 
30-100 23 -0.0281 0.4985 
110-120 3 -0.0162 0.4123 
150-350 10 -0.0222 0.4651 
400-430 5 -0.018 0.4191 
Table A4.6 : Coeffs a and b for fitted double log function curves to Planes pF data. 
Depth (cm) 10-20 30-100 110-120 150-350 400-430 
Os 0.47 0.48 0.39 0.44 0.43 
Or 0.10 0.13 0.11 0.15 0.11 
Op 0.29 0.30 0.25 0.30 0.27 
hp 446.7 1000 1258.9 1122.0 1258.9 
89/81og h 0.062 0.068 0.133 0.086 0.142 
Sp 0.169 0.197 0.481 0.299 0.446 
a 0.266 0.058 0.003 0.011 0.004 
m 0.127 0.146 0.320 0.213 0.300 
n 1.145 1.171 1.470 1.271 1.429 
Ksat (cm/s) 4.0E-02 4.0E-02 1.4E-02 7.3E-03 7.3E-03 
Table A4.7 : Variables and calculated constants required for determination of 6('Y) and K(O) by 
van Genuchten (1980) method. 
Table A4.8 : Variables and calculated constants required for determination of 9(`h) and K(6) by 
Campbell's (1974) method. 
Depth (cm) 10-20 30-100 110-120 150-350 400-430 
Os 0.47 0.476 0.39 0.442 0.431 
b 9.249 14.124 32.191 19.888 16.911 
Ksat cm/s 4.0E-02 4.0E-02 1.4E-02 7.3E-03 7.3E-03 
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Model Parameterisation 
As can be seen from the Table A4.9 and Table A4.10, the tank model structure proved to be 
quite robust, and was portable through a number of different modelling software mediums. What 
can also be seen however is the difference between parameters used to achieve best fit of 
predicted results to calibrated data. This was largely due to differences in the model structures, 
caused by the restrictions within modelling mediums or programming languages that were used. 
Whereas at the Roughs a single parameter value was used even within the distributed model, 
extensive field sampling at Planes de Baronia allowed interpolation of sampled parameters 
across the studied area (as described in Chapter 3) see Figure A4.6 and Figure A4.7. 
Layer (m) B pa Porosity Field Capacity Ksat m/s 
C++ version L1 = 0.3 0.45 0.38 10 
(Newtech) L2 = 3.7 0.2081 0.48 0.43 10-10 
Excel ID L1=0.3 0.48 0.4 10-5 
L2 = 2.2 0.2981 0.45 0.426 10-7 
L3 = 2.0 0.39 0.38 10-6 
PCRaster ID L l= 0.3 0.48 0.4 10-5 
L2 = 2.2 0.2581 0.45 0.431 1.8x I 0-x 
L3 = 2.0 0.39 0.38 10-11 
PCRaster 3D LI=0.3 0.48 0.4 10-5 
L2 = varying 0.2581 0.45 0.45 1.8x10- 
L3 = 2.0 0.39 0.39 10-1 
Table A4.9 Variables for basic versions of the water balance model, calibrated for the Roughs. 
Layer (m) B pa Porosity Field Capacity Ksat (m/s 
PCRaster ID LI =0.1 0.40 0.35 104 
L2 = 1.5 0.36 0.45 0.38 9.58x10- 
U=1.0 0.43 0.38 1.1xI0-' 
PCRaster 3D Li=0.1 varying varying varying 
L2 = varying 0.36 varying varying varying 
L3 = 1.0 varying varying varying 
Table A4.10 Variables for one and three dimensional versions of the basic water balance model 
calibrated for Planes de Baroma. 
Figure A4.6 Distributed land-use (1-arable, 2-grass, 3-evergreen, 4-bare) and soil depth (m), 
maps for Planes de Baroma. 
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figure A4.7 Distributed porosity and saturated conductivity (m; day) maps interpolated from 




In order to test the portability of the designed tank-model, and hence its potential use within 
other landslide prone areas, the model was applied to a well studied and intrumented landslide 
field site in Alvera, N. Italty. The exercise proved quite successful and the results have been 
included in the EU funded NEWTECH project report (Corominas et al., 1998). 
Alvera test site, N. Italy 
The model was applied to the Alvera test site in its three layer form using the parameters 
summarised in Table 1. Figure A5.1 shows the results from the model run using these 
data, along with actual observed data. The process of snowmelt within the model was 
also represented, by an empirical function with temperature, while interception was 
assumed to be 0.35% of incident rainfall in Summer and 0.05% in Winter. 
Evapotranspiration was estimated from an empirically based temperature regression 
equation, for present land cover type (assumed to be predominantly grass). It can be 
seen from Figure A5.2 that evapotranspiration tended to be minimal in times of snow 
cover. 
mm Ksat Porosity Field Cap Wilting Point Initial WC 
L1 200 1.00E-05 0.45 0.39 0.22 FC 
L2 2500 1.00E-08 0.37 0.3 0.22 SAT 
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Figure A5.2: Input data using ET calculated from estimated evapotranspiration as a 
function of temperature. 
A correlation factor of 0.52 was obtained when the model results were compared with 
observed data for the period between September 1994 and September 1996. However 
this improves to 0.57 when compared from March 1995. The initial discrepancy in 
predicted results was due to a period of snowmelt which has not been accounted for in 
the model input. Additionally the model appears to take time to readjust to the mean WT 
level. 
The model may be said to have performed reasonably successfully given the amount of 
unknowns that are being estimated. It can be seen from the results that most hydrograph 
peaks are represented, albeit less so for those relating to snowmelt. The recession of the 
water table is more successfully modelled indicating accurate representation of drainage 
properties of the soil. Over-prediction of the mean water table position occurs most often 
within summer months, suggests that a greater knowledge of vegetation type and 
properties is needed to more accurately predict canopy interception and 
evapotranspiration. 
Overall we may be optimistic about this attempt to model the Alvera hydrology. 
Problems arose however in attempting to model slope hydrology with a1D model. For 
example, in order to represent part of the hydrograph peak caused by throughflow, 
conductivity values that were set at higher levels than in reality. This in turn lead to 
lower predicted mean water tables during wet conditions. The model would perhaps be 
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more usefully used to predict mean water table for the hillslope, which could then be 
'distributed' using the topographic index: 
Initial investigation of the Alvera site data suggests that distribution of the 1d modelling 
results would be possible. Figure A5.3a shows sub-catchments which although more 
numerous than that of the Roughs, may be used to identify a single catchment 
(collection of sub-catchments), through which the whole of the mudslide traverses. This 
is illustrated in Figure A5.3b which also shows the local drainage direction network (Both 
maps derived from a 1: 10,000 DEM using PCRaster GIS). Figure A5.4a and b shows 
topographic variation through which the mudslide progresses and the spatial distribution 
of the topographic index, indicating greater accumulation towards the foot of the slope. 
Figure A5.3 a Individually defined catchments for Alvera landslide (left). 






Figure A5.4 a. Topographic map (in metres) with superimposed mudslide area (left). 





Alternative modelling approaches 
A preliminary investigation into the type of modelling approaches that might be adopted for this 
study included the construction of a simple one-dimensional finite difference model, and use of 
a commercially available two-dimensional finite element model (SLOPE/W). Though the ID 
finite difference model proved to be useful in simulating short-term, small-scale changes in the 
soil moisture profile, the model became unstable for higher intensity rainfall events. The 2D 
finite element model proved more successful at simulating water-table response to more extreme 
conditions but tended to be of limited use in representing cross-slope moisture convergence, 
such as occurred at the Planes field-site. 
1D Finite Difference Model 
In order to model the vertical movement of water in the soil at hourly intervals, an explicit finite 
difference scheme similar to that developed by Hillel (1977), and used by Anderson and Howes 
(1985), was adopted. The model was designed to allow assessment of the extent to which 
vegetation cover affects soil moisture response to different combinations of rainfall and 
antecedent conditions (through canopy interception and evapotranspiration). The vertical profile 
of the soil was divided into a number of equally sized segments (or cells), and comprised of 
three hydrologically distinct zones. The model comprised of three main components (infiltration, 
percolation and drainage), and was used in conjunction with canopy interception and 
evapotranspiration models. 
Infiltration 
Because this study looked predominantly at the response of fissured landslide surfaces, the 
model assumed that, except in the most extreme conditions, all incident rainfall enters the soil 
surface until saturation occurs (either from above or beneath). At such time, infiltration 
continues at a rate determined by moisture transfer in subsequent layers, which is in turn 
affected by the net drainage from the profile. For higher magnitude rainstorm events, this result 
in extremely high initial pressure gradient at the wetting front, which tends to destabilise model 
calculations of flow response, especially for conditions of relatively low antecedent moisture'. 
To reduce this effect, the Richards equation was used to calculate flow between ponded water at 
the surface, and the centre point of the first cell in the column (see Figure A6.1). 
1 To reduce modelled pressure gradients at the wetting front, time-steps can 
be made smaller in order to 
reduce total input per iteration. Alternatively cell size may be increased, thus reducing 
the relative size 
of instantaneous inputs. 
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Surface water is represented as a constant head equal to the amount of rainfall per time-step 
where ponding occurs (HO = R;,, ); or as a constantly wetted surface for pre-ponding (H, = 0). 
The flow of moisture into the surface layer 
can then be described by the derivative of 
the equation: 




where q;,, = infiltration, (cm/s) 
S= cell depth, (cm) 
HZ= hydraulic head at depth z, (cm) 
Ho = hydraulic head at surface, (cm) 
Saturated and Unsaturated Flow 
Rin 
S/2 
Figure A6.1: Surface layer infiltration 
Accurate simulation of water movement within the unsaturated zone was made difficult by the 
fact that both hydraulic conductivity and pore water pressures respond non-linearly to changes 
in moisture content. In addition, most naturally occurring soils exhibit cracks, air pockets, iron- 
pans, and a variety of other discontinuities. In order to model the theoretical response of soil 
moisture to different rainfall delivery scenarios therefore, it was assumed that the soil was 
composed of just three homogenous layers. Vertical moisture movement was modelled through 
and between each layer by dividing the column into equal sized cells (see Figure A6.2), and 
using a one dimensional version of the Richards equation (see Equation A6.2). 
6e 8K(e) 8 K(e) - äß(e) Equation A6.2 - -- 8t 6 6z bz 
where 9= volumetric moisture content 
K(6) = conductivity at soil moisture 0, (cm/s) 
w(0) = pore water pressure at soil moisture 0, (cm) 
z= depth, (cm) 
t= time (s) 
The right hand term of Equation A6.2 can be solved using a variation of the expansion: 
rk(e). aw(e) 1= 
L dz J 
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S= layer depth 
[o+ = et + Input (qin) - 
Output (gout) 
Figure A6.2: Finite-difference model of soil moisture response to rainfall in a vertical profile. 
As can be seen from the above diagram, the soil moisture of any cell will be dependent on its 
antecedent moisture and total moisture flux. As only vertical movement is considered, the output 
from one cell will form the input of the cell below it. The total flow between any two cells is 
determined using the discrete form of Darcy's Law (after Anderson & Howes, 1985), 
Equation A6.3 q= 
(Hz+l - HZ)K(6)Z 2+1 
Sz+l + SZ 
where q= flux from cell z to z+l, (cm3/s) 
H= Hydraulic Head = (h - z), (cm) 
K(6)z = conductivity at soil moisture 6z, (cm/s) 
h= pressure head, (cm) 
Sz = cell depth, (cm) 
The hydraulic conductivity between two cells [K(9)7. Z+1 ], is a function of each cell's conductivity 
and the distance between them such that, 








Substituting Equation A6.4 in Equation A6.3 gives a simplified equation of flow between two 
adjacent cells of the same thickness, 
Equation A6.5 q= 
(H 
Z+' -H z)(K(e) 2+1 




Figure A6.3 illustrates vertical moisture transfer between any two cells within the soil column. 
Using an initially known soil moisture profile, the calculation can be performed for each cell for 
however many time-steps is required. Cell dimensions and time-step length may be varied for 
each model run. For each time-step, moisture content, conductivity, pressure head, flow between 
cells, and factor of safety are calculated. Input requirements include a rainfall value for each 
time-step, and van Genuchten parameters for definition of suction-moisture and soil 
conductivity functions. 
I Is cell at surface 
boundary? Y Is Rainfall (Rio) > max. Y Inflow into cell (qin) = max. 
`....... ....... ...... "".... ........ .......... --ý possible inflow (q*;,, ) possible inflow (q*;, ) 
InI 
nI 
nflow into cell 
(qin) = Rainfall 
Overland flow = Rainfall (R;, ) - max. 
possible inflow (q*;, ) 
qin = gout from cell above 
Cell inflow model 
Subtract Actual Does initial cell VMC 
Evapotranspiration (ET, ) = Porosity? 
and Interception -` 
n 
Cell conductivity= Cell conductivity = 
K K(h) 
Is cell at bottom 
boundary? 
H, "1 
............. Is calculated VMC < Porosity? 
Cell Outflow, (qou, ) = Conductivity between 
K(h). 6 cells = (K, + K2)/2d 
Outflow from cell (qo, t)= (Mean conductivity between 
cells x potential difference between cells) /depth of cell 
=(K(h). OH)/ 2d 
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Pore pressure sub-model 
Figure A6.3 Schematic diagram of one-dimensional infiltration and soil moisture movement 
model (upward flow component not shown). 
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The chosen cell depth (S), will depend largely on the nature and structure of the soil being 
simulated, and the length of time steps to be used. For example a soil with saturated 
permeability of 0.1 cm/hr, could not be realistically modelled using layers less than 0.1 cm thick 
when simulated in hourly time steps. The zonation of the profile into soils of different 
hydrological properties is made with respect to field and laboratory identification of the soil 
moisture characteristic curves. 
Depending on the nature of local hydrology, the rate of water drainage from the soil profile may 
be modelled in a number of different ways. The lowest vertical boundary for example, may be 
considered as the start of a regional water table; an impermeable layer; or simply simulated as 
infinite drainage. Each of these conditions can be represented in the model by defining 
representative conductivity functions: K(O) = Ksat ; K(O) - 0; and K(O) =f (soil moisture of cell 
above). 
Using a spreadsheet package as a modelling medium reduces the processing speeds of the 
model, as calculations become more complex. Other problems of this model design include (i) 
its inability to transfer moisture between adjacent soil types when hydraulic gradient between 
them is large (model becomes unstable as flow `gulps' between cells); and (ii) inappropriate 
infiltration rate predicted for conditions of very low soil moisture. 
2D Finite Element Model 
The finite element software package SEEP/W' was initially used to predict water-table height 
and pore water pressures for the Roughs field site. The package employs the Green and Corey 
(1971) method to predict the unsaturated conductivity function of a soil from the soil water 
characteristic curve. The governing equations for moisture movement are then based on the 
Richards equation, such that `the sum of the rates of change of flows in the x and y directions 
plus the external applied flux, equal the rate of change of volumetric water content with respect 
to time'. 
Parameterisation requirements of the model include the soil moisture characteristic curve; 
saturated conductivity data for soil types considered; and knowledge of slope composition and 
structure in order to describe soil layering and boundary conditions. 
Assumptions include no 
loading or unloading of the soil mass during analysis, and that pore air pressure remains constant 
at air pressure. 
1 Geo-Slope International Ltd, 1994. 
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Moisture fluctuation within the profile is represented graphically as flow vectors or pressure 
head contours. Similarly information on velocity or conductivity gradients may be obtained. 
Figure A6.4 shows the finite element grid designed for the instrumented slope profile at the 
Roughs. Greater detail is given to top 3 meters of soil where the water table is expected to 
fluctuate. The lower diagram illustrates the predicted equilibrium state resulting from mean 
annual rainfall. The water table was indicated above ground level on certain parts of the slope, 
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Figure A6.4: Finite element grid and material properties (top), and pressure head contours for 
mean annual rainfall - water table also indicated. 
Though able to predict water-table levels on the slope in two dimensions, the model was unable 
to represent lateral flow within the slope, which contributed to the over-prediction of mean 
water-table height. At the predominantly planar Roughs field-site, some compensation to model 
parameterisation could be made to offset this effect, but for the diverging and converging slopes 
Planes field site, the errors introduced would have been too great. 
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Rain mm Rain 
PEVT mm Potential Evapotranspiration 
AET mm Actual Evapotranspiration 
HER mm Effective rainfall 
CONSTANTS: 
I ayer mm Layer depth 
fc % Field capacity 
wp % Wilting point 
m - van Genuchten const. 
ksat m/s Saturated conductivity 
s - pF slope between porosity and field capacity 
Wsat mm maximum capacity of layer 
Wfc mm water content at field capacity 
BPa - Bypass const. 
BPb - Bypass const. 
bd Kg/m2 Bulk density 
Phi deg Angle of friction 
SCoh KN/m2 Soil cohesion 
RCoh KN/m2 Root cohesion 
B deg Slope angle 
DYNAMIC VARIABLES: 
Vertical flow; 
BP - Bypass flow through root zone (coefficient) 
k mm K unsat 
Dc mm Capacity of cell to accept moisture input 
D mm Drainage to cell below 
Z mm Surface runoff 
X mm Water available to cell 
Fos Factor of safety at base of layer 2. 
Lateral flow: 
iW % Water in layer before lateral flow 
ih mm Height of WT below layer surface before lateral flow 
head mm Water table depth below datum before lateral flow 
tanh deg Slope of head difference between cells 
Ldd - Dainage direction of head between cells 
D'SMD mm Moisture deficit of downstream cell 
Con - Number of cells inputting to downstream cell 
Exces s mm Water available for lateral flow (above wp) 
LAT mm Lateral conductivity 
Q mm Moisture flow from cell 
State mm Water available for after lateral flow 
W % Water in layer after lateral flow 
h mm Height of WT below layer surface after lateral flow 
T m Water table depth below datum after lateral flow 
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PCRASTER: 1D WATER-BALANCE MODEL; 
# Daily 1D-TANK MODEL (DCAL. MOD) 
# Daily run period: 30 year periods 
# Temperature RIP, and Rainfall inputs 
# Calibrated for uniform grass cover 
binding 
# INPUT TIME SERIES 
RainSeries = RainD. tss; 
TempCSeries = TempD. tss; 
RipSeries = RIPD. tss; 
# BASE MAPS 
Area = area. map; 
Samples = samples. map; 
# 
timer 
1 365 1; 
reportdefault = 0+7.. endtime; 
# Rainfall time series (mm) 
# Temperature (mm) 
# Rain intensity param (max. hr/daily) 
# Designated model area 
# Sampling points on DEM 
# Reports at weekly timesteps 
initial 










rootdepth = 0.3; 
count = 58.69; 
layer 1=3 00 * sc al ar. map; 
layer2=3000* scalar. map; 
layer3=1000*scalar. map; 
port=0.48*scalar. map; 
por2=0.47 * scalar. map; 
por3=0.39*scalar. map; 
fc 1=0.38*scalar. map; 
fc2=0.40*scalar. map; 
fc3=0.35 *scalar. map; 
wp1=0.22*scalar. map; 
wp2=0.22 *scalar. map; 
wp3=0.22*scalar. map; 
# Stemflow fraction 
# Winter Throughfall fraction 
# Summer Throughfall fraction 
# Summer ET regression const. a. 
# Winter ET regression const. a. 
# Summer ET regression const. b. 
# Winter ET regression const. b. 
# Summer cover fraction (ground*canopy) 
# Summer cover fraction (ground*canopy) 
#= layer 1 for 'bare' (m) 
# sin func: Feb 1(max); Aug 1(min): to start Jan 1. 
# Layer depth (mm) 
# Porosity (%) 
# Field capacity (%) 
# Wilting point (%) 
234 
Appendices 
m 1=0.207*scalar. map; 
m2=0.539*scalar. map; 
m3=0.310*scalar. map; 
ksat 1=1.0E-6*scalar. map; 
ksat2=2.6E-8 *scalar. map; 
ksat3=7.5E- I O*scalar. map; 











bd = 1448*scalar. map; 
Phi = 12*scalar. map; 
SCoh =1 *scalar. map; 
RCoh = 0.5*scalar. map; 
B= 12; 
SinB = sin (B); 
CosB = cos (B); 
#INITIAL CONDITIONS 





# timestep inputs: 
# Van Genuchten parameters 
# Ksat (m/s) 
# pF slope between sat & FC 
# Max capacity of layer (mm) 
# Field capacity (mm) 
# Bypass const. a. 
# Bypass const. b. 
# Bulk density (Kg/m3) 
# Angle of friction (deg) 
# Soil cohesion (KN/m2) 
# Root cohesion (KN/m2) 
# Slope angle (deg) 
RIP = timeinputscalar(RipSeries, Area); 
Rainfall = timeinputscalar(RainSeries, Area); 
TempC = timeinputscalar(TempCSeries, Area); 
#Sinusoidal Throughfall 
Through = Minthro+((Maxthro-Minthro)/2) 
+(((Maxthro-Minthro)/2)*sin(count)); 
NetRain = Stem*Rainfall + Through*Rainfall; 
# Sinusoidal PEVT cal 
PEVTsum = SumETa*TempC + SumETb; 
PEVTwin = WinETa*TempC + WinETb; 




PEVT = (SumCover+((WinCover-SumCover)/2) 
+(((WinCover-SumCover)/2)*sin(count)))*PEVT; 
# AET calculation (mm): 
Temp 1= PEVT It 0; 
Temp2 =W1 le wp 1; 
Temp3 = W1 lt fcl; 
AET = if(Temp 1 then 0 
else (if(Temp2 then 0 
else (if(Temp3 then PEVT * (1-(fc 1-W 1)/(fc 1-wp 1)) 
else PEVT))))); 
#Root water uptake calc 
temp = (rootdepth* 1000) > layer1; 
AET1 = if(temp then AET*((1-(exp(layerl/1000)))/(1-(exp(rootdepth)))) 
else AET); 
AET2 = if(temp then (AET-AET1) 
else 0); 
# Unsat conductivity (mm/day): 
al . map = (W 1-wp 
l)/(por l -wp l ); 
bl. map = I- al-map **(I/ml); 
cl. map = 1- bl. map **ml; 
d 1. map =c1. map " 21; 
el. map = (al. map **0.5) * dl. map; 
kl = (el. map * ksatl) * 3.6E+06; 
a2. map = 
b2. map = 
c2. map = 
d2. map = 
e2. map = 
k2 = (( 
(W2-wp2)/(por2-wp2); 
1- a2. map **(1/m2); 
1- b2. map **m2; 
c2. map **2; 
(a2. map **0.5) * d2. map; 
ý2. map * ksat2) * 3.6E+06; 
a3. map = (W3-wp3)/(por3-wp3); 
b3. map = 1- a3. map **m3; 
c3. map = 1- b3. map **(1/m3); 
d3-map = c3. map **2; 
e3. map = (a3. map **0.5) d3. map; 
k3 = (e3. map * ksat3) ý` 3.6E+06; 
#VERTICAL FLUXES ............................................................. 
#rate or capacity limited vertical percolation (mm): 
templ. map = Wsat2 - W2 * layer2; 
temp2. map = Wsat3 - W3 * layer3; 
Dc 1= min(temp l . map, 
k 1); 
Dc2 = min(temp2. map, k2); 
# bypass flow (mm): 
temp3. map = NetRain gt 0; 
BP = if (temp3. map then (BPa*ln(RIP*NetRain) - BPb) else 
0); 
BP = max(0, BP); 
BP = min(1, BP); 
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#Layer 1 ..................................................................... 
X1 = (Wl*layerl) + (NetRain*(1-BP)) - (AET1); 
#Conditions 
typel. map = X1 le Wfc1; 
typet. map =X1 gt Wfc I and X1 le Wfc l+Dc 1; 
type3. map = X1 gt Wfcl+Dcl and Xl le Wsatl+Dcl; 
type4. map =X1 gt W sat 1 +Dc 1; 
D1 = if(typel. map then 0 
else if(type2. map then X1-Wfcl else Dcl)); 
Z= if(type4. map then Xl-Dcl-Wsatl else 0); 
W1 = if(typel. map then X1/layerl 
else if(type2. map then Wfc 1/layer1 
else if(type3. map then (X1-Dcl)/Iayerl else Wsat1/layerl))); 
#Layer2 ..................................................................... . 
temp = W2 > wp2; 
AET2 = if(temp then AET2 else 0); 
X2 = (W2*layer2) + D1 - (AET2) + (BP*NetRain); 
# water availability conditions 
type 1. map = X2 le Wfc2; 
type2. map = X2 gt Wfc2 and X2 le Wfc2+Dc2; 
type3. map = X2 gt Wfc2+Dc2 and X2 le Wsat2+Dc2; 
type4. map = X2 gt Wsat2+Dc2; 
D2 = if(typel. map then 0 
else if(type2. map then X2-Wfc2 
else Dc2)); 
W2 = if(typel. map then X2/layer2 
else if(type2. map then Wfc2/layer2 
else if(type3. map then (X2-Dc2)/Iayer2 
else Wsat2/layer2))); 
#Layer3 ...................................................................... 
X3 = W3*layer3 + D2; 
# water availability conditions 
typel. map = X3 le Wfc3; 
type2. map = X3 gt Wfc3 and X3 le Wfc3+k3; 
type3. map = X3 gt Wfc3+k3 and X3 le Wsat3+k3; 
type4. map = X3 gt Wsat3+k3; 
D3 = if(typel. map then 0 
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else if(type2. map then X3 - Wfc3*layer3 
else k3)); 
W3 = if(typel. map then X3/layer3 
else if(type2. map then Wfc3/layer3 
else if(type3. map then (X3-k3)/layer3 
else Wsat3/layer3))); 
# ............................................................................ 
Temp =W1 eq por 1; 
hl =if(Temp then 0 else ((((porl 
Temp = W2 eq por2; 
h2 =if(Temp then 0 else ((((por2 
Temp = W3 eq por3; 
h3 =if(Temp then 0 else ((((por3 
TI = hl/-1000; 
W1) layerl) * ((layerI-3E-05)/500))/s1)**0.5); 
W2) * layer2) * ((layer2-3E-05)/500))/s2)**0.5); 
W3) ý` layer3) * ((layer3-3E-05)/500))/s3)**0.5); 
T2 = (layer! + h2)/-1000; 
T3 = (layerl + layer2 + h3)/-1000; 
sat2. map = W2 gt (por2-0.001) and Wl gt wpl; 
sat23. map = W3 gt (por3-0.001) and W2 gt (por2-0.001) and Wl gt wpl; 
sat3. map = W3 gt (por3-0.001) and W2 gt wp2; 
WTp = if(sat2. map then Ti else T2); 
WTr = if(sat23. map then Ti else if(sat3. map then T2 else T3)); 
m= WTp/((layer1+layer2)/1000); 
Fos = (SCoh+RCoh+((bd*9.81/1000)-(m*9.8))*((layer1+layer2)/1000)*CosB*CosB*tan(Phi)) 
/((bd*9.81/1000)*((layerl+layer2)/1000)*SinB*CosB); 
count = count + (360/365); 
report WTr. tss=timeoutput(Samples, WTr); 
report Wp. tss=timeoutput(Samples, WTp); 
report Wl . tss=timeoutput(Samples, 
W 1); 
report W2. tss=timeoutput(Samples, W2); 
report W3. tss=timeoutput(Samples, W3); 
report Tl . tss=timeoutput(Samples, 
T 1); 
report T2. tss=timeoutput(Samples, T2); 
report T3. tss=timeoutput(Samples, T3); 
report Fos. tss=timeoutput(Samples, Fos); 
# THE END 
238 
Appendices 
PCRASTER: 3D WATER-BALANCE MODEL; 
# Daily 3D-TANK MODEL (D3CAL. MOD) 
# Daily run period: 3 year periods 
# Temperature RIP, and Rainfall inputs 
# Calibrated for uniform grass cover 
binding 
# INPUT TIME SERIES 
RainSeries = Rain 1. tss; 
TempCSeries = Templ. tss; 
RipSeries = RIP1. tss; 
# BASE MAPS 
Area = area. map; 
Dem = deml0. map; 
Samples = sam3. map; 
# 
# Rainfall time series (mm) 
# Temperature (mm) 
# Rain intensity param (max. hr/daily) 
# Designated model area 
# Digital elevation model (m) 
# Sampling points on DEM 
timer 
14001; 
reportdefault = 0+7.. endtime; # Reports at weekly timesteps 
# 
initial 










rootdepth = 3; 
count = 58.69; 
layer 1=300*scalar. map; 
layer2=3200*scalar. map; 
layer3=1000-* scalar. map; 
por 1=0.48*scalar. map; 
por2=0.45 *scalar. map; 
por3=0.39*scalar. map; 
fc 1=0.40" scalar. map; 
fc2=0.41 *scalar. map; 
fc3=0.35*scalar. map; 
#Stemflow fraction 
#Winter Throughfall fraction 
#Summer Throughfall fraction 
# Summer ET regression const. a. 
# Winter ET regression const. a. 
# Summer ET regression const. b. 
# Winter ET regression const. b. 
#Summer cover fraction (ground*canopy) 
#Summer cover fraction (ground*canopy) 
#= layer 1 for 'bare' (m) 
# sin func: Feb 1(max); Aug 1(min): to start Jan 1. 
# Layer depth (mm) 
# Porosity (%) 
# Field capacity (%) 
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wp1=0.22" scalar. map; 
wp2=0.22 *scalar. map; 
wp3=0.22*scalar. map; 
m1=0.339*scalar. map; 
m2=0.339 * scalar. map; 
m3=0.339*scalar. map; 
ksat1=1.0E-5*scalar. map; 
ksat2=1.9E-7 *scalar. map; 
ksat3=4.5E-10 ý`scalar. map; 










B Pb=0.0903 ; 
bd = 1448*scalar. map; 
Phi = 12*scalar. map; 
SCoh =1 *scalar. map; 
RCoh = 0.5*scalar. map; 




# Wilting point (%) 
# Van Genuchten parameters 
# Ksat (mis) 
# pF slope between sat & FC 
# Max capacity of layer (mm) 
# Field capacity (mm) 
# Bypass const. a. 
# Bypass const. b. 
# Bulk density (Kg/m3) 
# Angle of friction (deg) 
# Soil cohesion (KN/m2) 
# Root cohesion (KN/m2) 
# CREATE SOIL PARAMETER MAPS: 
report Ldd. map = lddcreate(Dem, 1 e31,1e3 I, l e31 ,l e31); 
Accum. map = accuflux(Ldd. map, scalar. map); 
TanB. map = slope(Dem); 
topl. map = ln(Accum. map/TanB. map); 
temp. map = defined(topl. map); 
Topind. map = if(temp. map then topl. map else 3.16); 
Avetop. map = areaaverage(Topind. map, area. map); 
Maxtop. map = areamaximum(Topind. map, area. map); 
B= atan (TanB. map); 
SinB = max (sin (B), 0.002); 
CosB = cos (B); 
# 
dynamic 
# VARIABLE = timeinputscalar(VARIABLE SERIES, Area); 
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RIP = timeinputscalar(RipSeries, Area); 
Rainfall = timeinputscalar(RainSeries, Area); 
TempC = timeinputscalar(TempCSeries, Area); 
#Sinusoidal Throughfall 
Through = Minthro+((Maxthro-Minthro)/2) 
+(((Maxthro-Minthro)/2) 'sin(count)); 
NetRain = Stem*Rainfall + Through *Rai nfal1; 
# Sinusoidal PEVT cal 
PEVTsum = SumETa*TempC + SumETb; 
PEVTwin = WinETa*TempC + WinETb; 
PEVT = PEVTsum+((PEVTwin-PEVTsum)/2) 
+(((PEVTwin-PEVTsum)/2)*sin(count)); 
PEVT = (SumCover+((WinCover-SumCover)/2) 
+(((WinCover-SumCover)/2)*sin(count)))*PEVT; 
# AET calculation (mm): 
Temp I= PEVT lt 0; 
Temp2=W1lewp1; 
Temp3=WIltfc1; 
AET = if(Temp 1 then 0 
else (if(Temp2 then 0 
else (if(Temp3 then PEVT (1-(fcl-W1)/(fcl-wpl)) 
else PEVT))))); 
#Root water uptake calc 
temp = (rootdepth* 1000) > layerl; 
AET1 = if(temp then AET*((1-(exp(layer1/1000)))/(1-(exp(rootdepth)))) 
else AET); 
AET2 = if(temp then (AET-AET 1) 
else 0); 
# Unsat conductivity (mm/day): 
al = (W 1-wp 1)/(por 1-wp 1); 
bl = 1- al**(1/ml); 
cl = 1- bl**m1; 
dl = cl**2; 
el = (al**0.5) * dl; 
kl= (el * ksat l) * 8.64E+07; 
a2 = (W2-wp2)/(por2-wp2); 
b2 = 1- a2**(1/m2); 
c2 = 1- b2**m2; 
d2 = c2**2; 
e2 = (a2'1*0.5) * d2; 
k2 = (e2 * ksat2)* 8.64E+07; 
a3 = (W3-wp3)/(por3-wp3); 
b3 = 1- a3**(1/m3); 
c3 = 1- b3**m3; 
d3 = c3**2; 
e3 = (a3**0.5) * d3; 




.................................................... #rate or capacity limited vertical percolation (mm): 
tempDc 1= Wsat2 - W2*layer2; 
tempDc2 = Wsat3 - W3*layer3; 
Dcl = min(tempDcI, k1); 
Dc2 = min(tempDc2, k2); 
#bypass flow (mm): 
temp3. map = NetRain gt 0; 
BP = if (temp3. map then (BPa*ln(RIP*NetRain) - BPb) else 0); BP = max(0, BP); 
BP = min(1, BP); 
# Layer 1 ..................................................................... 
X1 = (Wl*layerl) + (NetRain*(1-BP)) - (AET1); 
#Conditions 
type 1. map =X1 le Wfc 1; 
type2. map =X1 gt Wfc 1 and X1 le (Wfc 1+Dc 1); 
type3. map = X1 gt (Wfcl+Dcl) and X1 le (Wsatl+Dcl); 
type4. map = X1 gt (Wsatl+Dcl); 
D1= if(type l . map then 0 
else if(type2. map then (X1-Wfcl) else Dcl)); 
Z= if(type4. map then (X1-Dcl-Wsatl) else 0); 
iWl = if(typel. map then X1/layerl 
else if(type2. map then Wfcl/layerl 




temp = W2 > wp2; 
AET2 = if(temp then AET2 else 0); 
X2 = (W2*layer2) + D1 - (AET2) + (BP*NetRain); 
# water availability conditions 
typel. map = X2 le Wfc2; 
type2. map = X2 gt Wfc2 and X2 le Wfc2+Dc2; 
type3. map = X2 gt Wfc2+Dc2 and X2 le Wsat2+Dc2; 
type4. map = X2 gt Wsat2+Dc2; 
D2 = if(typel. map then 0 
else if(type2. map then X2-Wfc2 
else Dc2)); 
iW2 = if(typel. map then X2/layer2 
else if(type2. map then Wfc2/layer2 




# Layer3 ...................................................................... 
X3 = W3*layer3 + D2; 
# water availability conditions 
type l . map = X3 le Wfc3; 
type2. map = X3 gt Wfc3 and X3 le Wfc3+k3; 
type3. map = X3 gt Wfc3+k3 and X3 le Wsat3+k3; 
type4. map = X3 gt Wsat3+k3; 
D3 = if(type l . map then 0 
else if(type2. map then X3 - Wfc3*layer3 
else k3)); 
iW3 = if(typel. map then X3/layer3 
else if(type2. map then Wfc3/layer3 
else if(type3. map then (X3-k3)/layer3 
else Wsat3/layer3))); 
# LATERAL FLOW 
................................................................ 
# equivalent WT height in cell layer before lateral flow (mm) 
# WT depth above datum (mm) 
# Slope of WT depth within each layer 
# Drainage network of layer WT's 
ihl = ((((porl-iWl) * layerl) * ((layerI-3E-05)/500))/s1)**0.5; 
ih2 = ((((por2-iW2) * layer2) * ((layer2-3E-05)/500))/s2)**0.5; 
ih3 = ((((por3-iW3) * layer3) * ((layer3-3E-05)/500))/s3)"ß`0.5; 
headl = Dem - ihl/1000; 
head2 = Dem - (layerl 
head3 = Dem - (layerl 
tank 1= slope(head 1); 
tanh2 = slope(head2); 
tanh3 = slope(head3); 
+ ih2)/1000; 
+ layer2 + ih3)/1000; 
lddl = lddcreate(headl, le31,1e31,1e31, le3l); 
ldd2 = lddcreate(head2, le31,1e31,1e31, le3l); 
ldd3 = lddcreate(head3,1e31,1e31,1e31,1e31); 
# Capacity for lateral flow ................................................... 
# Downstream moisture deficit (mm) 
# Number of cells inputting to downstream cell 
# Excess water available for lateral transfer (mm) 
DownSMD1 =down stream(Idd 1, (por I- iW1)*Iayerl); 
DownSMD2 = down stream(]dd2, (por2 - iW2)*Iayer2); 
DownSMD3 = down stream(]dd3, (por3 - iW3)*Iayer3); 
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temp l= downstream(ldd 1, upstream(]dd 1, scalar. map)); 
temp2 = temp 1 eq 0; 
con 1= if(temp2 then I else temp 1); 
temp l= downstream(ldd2, upstream(ldd2 scalar map)) 
temp2 = temp 1 eq 0; 
con2 = if(temp2 then 1 else temp 1); 
tempi = downstream(lddl, upstream(ldd1, scalar. map)); 
temp2 = temp 1 eq 0; 
con3 = if(temp2 then 1 else tempi); 
boolxsl = iWl gt fcl; 
excess l= if (boolxs l then (iW 1- fc l )* layerl else 0); 
boolxs2 = iW2 gt fc2; 
excess? = if (boolxs2 then (iW2 - fc2)* layer2 else 0); 
boolxs3 = iW3 gt fc3; 
excess3 = if (boolxs3 then (iW3 - fc3)* layer3 else 0); 
# Lateral Conductivity (mm/d) ................................................ 
# Boundary condition for where pits indicated 
pits 1= ldd 1 eq 5; 
pits2 = ldd2 eq 5; 
pits3 =1dd3 eq 5; 
LATZ=min (kl*tanh1, (DownSMD1/conl)); 
LAT2=min (k2*tanh2, (DownSMD2/con2)); 
LAT3=min (k3*tanh3, (DownSMD3/con3)); 
Q1, statel = accucapacityflux, accucapacitystate(Iddl, excessl, LAT1); 
Q2, state2 = accucapacityflux, accucapacitystate(1dd2, excess2, LAT2); 
Q3, state3 = accucapacityflux, accucapacitystate(ldd3, excess3, LAT3); 
temp=statel ge ((por l -fc 1) '-layer 1); 
WI =if(temp then porl else (fc 1+ state 1/layerl)); 
temp=state2 ge ((por2-fc2)*layer2); 
W2 =if(temp then por2 else (fc2 + state2/layer2)); 
temp=state3 ge ((por3-fc3)*layer3); 
W3 =if(temp then por3 else (fc3 + state3/layer3)); 
#Totals at end of timestep............ 
Temp =W1 eq por1; 
hl =if(Temp then 0 else ((((porl 
Temp = W2 eq por2; 
h2 =if(Temp then 0 else ((((por2 
Temp = W3 eq por3; 
h3 =if(Temp then 0 else ((((por3 
TI = hl/-1000; 
T2 = (layerl + h2)/-1000; 
T3 = (layerl + layer2 + h3)/-1000; 
.................................... 
W1) layerl) " ((Iayerl-3E-05)/500))/s1)**0.5); 
W2) * layer2) ((1ayer2-3E-05)/500))/s2)**0.5); 
W3) * layer3) * ((1ayer3-3E-05)/500))/s3)**0.5); 
sat2. map = W2 gt (por2-0.001) and W1 gt wp l; 
sat23. map = W3 gt (por3-0.001) and W2 gt (por2-0.001) and Wl gt wp 1; 
sat3. map = W3 gt (por3-0.001) and W2 gt wp2; 
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WTp = if(sat2. map then TI else T2); 





report Fos. tss=timeoutput(Samples, Fos); 
report WTr. tss=timeoutput(Samples, WTr); 
report WTp. tss=timeoutput(Samples, WTp); 
report W 1. tss=timeoutput(Samples, W 1); 
report W2. tss=timeoutput(Samples, W2); 
report W3. tss=timeoutput(Samples, W3); 
report T 1. tss=timeoutput(Samples, T 1); 
report T2. tss=timeoutput(Samples, T2); 
report T3. tss=timeoutput(Samples, T3); 
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