Abstract. Let A be B be semisimple Banach algebras and let φ : A → B be a unital bijective linear operator that preserves invertibility. If the socle of A is an essential ideal of A, then φ is a Jordan isomorphism.
Introduction
Let A and B be algebras with identity elements, and let φ : A → B be a linear map. We say that φ is unital if it maps the identity element of A into the identity element of B, and we say that φ preserves invertibility if φ(x) is invertible in B whenever x is invertible in A. It turns out that, under rather mild assumptions, Jordan homomorphisms are unital invertibility preserving maps (see e.g. [10, Proposition 1.3] ). Motivated by various relevant results (such as the Gleason-Kahane-Żelazko theorem) Kaplansky [9] asked when the converse is true, that is, under which assumptions a unital invertibility preserving map must be a Jordan homomorphism. There has been a lot of activity concerning this question; we refer the reader to some rather recent papers ( [3] , [4] , [6] , [10] ) for historical accounts. We shall now only briefly discuss those results that are closely connected with the present paper.
By B(X) we denote the algebra of all bounded linear operators on a Banach space X. In [8] Jafarian and Sourour proved that Jordan isomorphisms are the only bijective unital linear operators between B(X) and B(Y ) that preserve invertibility in both directions (i.e., x is invertible if and only if φ(x) is invertible). Aupetit and du Mouton [4] extended this result to semisimple Banach algebras whose socle is an essential ideal (actually, they considered a slightly more general problem on maps preserving the full spectrum of each element). Finally, Sourour [10] showed that the result from [8] is true for maps that preserve invertibility (in only one direction).
The goal of this note is to obtain results similar to those in [4] , however, under the assumption that the invertibility is preserved in one direction only. In particular, we shall thereby obtain a brief proof of Sourour's result [10] . It should be mentioned, however, that several ideas from both [4] and [10] will be used in our proof.
By a Banach algebra we shall mean a complex Banach algebra with an identity element. The socle of the algebra A will be denoted by soc(A). Recall that an ideal I of A is said to be essential if it has a nonzero intersection with every nonzero ideal of A; in semisimple algebras this is equivalent to the condition that a · I = 0, where a ∈ A, implies a = 0.
We are now in a position to state our main result, which extends [4 
In particular, if soc(A) is an essential ideal of A, then φ is a Jordan isomorphism.
In primitive algebras every nonzero ideal is essential, and from a well-known theorem of Herstein [7] on Jordan homomorphisms onto prime rings it follows easily that every Jordan isomorphism φ from a primitive algebra onto another algebra is either an isomorphism or an anti-isomorphism (just consider φ −1 
Proof
We first fix the notation and terminology. By A and B we denote semisimple Banach algebras, and by φ a bijective unital linear operator from A onto B that preserves invertibility. Note that the latter assumption can be equivalently formulated as σ(φ(a)) ⊆ σ(a) for every a ∈ A, where σ(x) denotes the spectrum of the element x.
Recall that every minimal left ideal of A is of the form Ae where e is a minimal idempotent, i.e., e 2 = e = 0 and eAe = Ce. In this case eA is a minimal right ideal of A. The sum of all minimal left ideals of A is called the socle of A and it coincides with the sum of all minimal right ideals of A. For example, for any Banach space X, soc(B(X)) is equal to the ideal of all finite rank operators in B(X). If A has no minimal one-sided ideals, then we define soc(A) = 0. We say that a nonzero element u ∈ A has rank one if u belongs to some minimal left ideal of A (equivalently, u = ue for some minimal idempotent e in A). By F 1 (A) we denote the set of all elements of rank one in A. It is easy to see (see [5] for details) that u ∈ F 1 (A) if and only if u = 0 and u lies in some minimal right ideal of A, and furthermore, this is equivalent to the condition that uAu = Cu = 0. Another, less obvious characterization is that u ∈ F 1 (A) if and only if u = 0 and |σ(zu)\{0}| ≤ 1 for every z ∈ A or, equivalently, |σ(uz) \ {0}| ≤ 1 for every z ∈ A (see [4] or [5] ).
Lemma 2.1. φ(F 1 (A)) ⊆ F 1 (B).

Proof. Pick u ∈ F 1 (A). We have to show that v = φ(u) lies in F 1 (B), that is, that |σ(zv) \ {0}| ≤ 1 for every z ∈ B.
From a well-known result of Aupetit [1] (see also [2, Theorem 5.5.2]) it follows that φ is continuous, and therefore of course φ −1 is also continuous. Set M = (2 φ −1 + 1) −1 and pick z ∈ B such that z ≤ M . Since M < 1, 1 + z is invertible, and we have y = (1 + z)
so that 1+x is invertible, whence it follows that 1+x−λu = (1+x)(1−λ(1+x) −1 u) is invertible for all but possibly one λ ∈ C. Since φ preserves invertibility, the same is true for
, which means that the spectrum of (1 + z)v contains at most one nonzero point. Thus we proved that |σ ((1 + z) 
, and moreover, either τ (u) = 0 or τ (u) is the only nonzero point in σ(u). Since τ (u) is unique, we may consider τ as a function from F 1 (A) to C, and we extend it by defining τ (0) = 0. Using uAu = Cu, u ∈ F 1 (A), and considering (xu) 2 and (ux)
2 it follows easily that τ (xu)u = uxu = τ (ux)u for any x ∈ A. Furthermore, we claim that τ (x 1 u + x 2 u) = τ (x 1 u) + τ (x 2 u) for all x 1 , x 2 ∈ A and u ∈ F 1 (A). This follows from [4, Lemma 2.3], but it can also be proved using only elementary tools. Indeed, examining (x 1 u + x 2 u) 2 = x 1 ux 1 u + x 1 ux 2 u + x 2 ux 1 u + x 2 ux 2 u and applying uxu = τ (xu)u we get
from which our assertion can be easily inferred. Also, it is straightforward to check that τ (λu) = λτ (u) for all λ ∈ C and u ∈ F 1 (A). Therefore, the restriction of τ to any minimal left ideal Au is a linear functional. Moreover, from u 2 = τ (u)u, u ∈ F 1 (A), we conclude that |τ (u)| ≤ u and so τ is bounded on Au.
for all x ∈ A and u ∈ F 1 (A).
Proof. Let u ∈ F 1 (A) be a fixed element. Pick a nonzero x ∈ A and let D x = {λ ∈ C | |λ| < ( φ x ) −1 }. Then 1 − λφ(x) is invertible for every λ ∈ D x ; moreover, since φ ≥ 1 (φ is unital!), the same is true for 1 − λx. We have φ(u) ∈ F 1 (B) and so we can define F x , G x : D x → C by
Since τ is a continuous linear functional on Au (resp. Bφ(u)), we have
Suppose that G x (λ) = α = 0 for some λ ∈ D x . Then (1 − λφ(x)) −1 φ(u) − α is not invertible, and hence also φ(u) − α(1 − λφ(x)) is not invertible. Since φ is
