resource levelling means to schedule the production orders in a way that a smooth resource utilization is achieved. The particular importance of resource levelling arises out of the non-repetitive character of production orders, that makes it impossible to avoid bottlenecks only by configuring the capacities of the production system in short-term planning.
To model the make-to-order production planning problem [3] proposed a representation of each production order as one activity of a customer project. In this paper we will model general projects or customer projects out of some make-to-order production scenario as a resource levelling project scheduling problem.
There have only been a few exact approaches introduced in the open literature to level resource profiles. [1] proposed a method that enumerates all combinations of activity start times for networks with precedence constraints to minimize the squared changes in the resource utilization. This idea has been seized by us [6] for networks with generalized temporal constraints and several objective functions. [5] presented a linear programming approach minimizing the deviations from an average resource level and [4] applied non-serial dynamic programming and interaction graph theory to find a minimum for the squared deviation from the average resource utilization. Finally, [12] presented a tree-based enumeration approach for the resource renting problem, which is very similar with regard to its structural properties. In [10] we outlined how this approach can be used to solve the resource levelling problem. In the contribution at hand we will now sketch some weaknesses of the latter approach and develop based on a concept of [7] a new and more efficient procedure.
Since the approaches of [5] and [4] also address networks with only precedence constraints they are not suitable for a direct comparison. In our computational study we will therefore compare our new procedure to our start time enumeration approach [6] -which covers the idea of [1] -and to the approach of [12] .
Problem description
The paper at hand considers a project scheduling problem with generalized temporal constraints that have for instance been described in [8] . The project under consideration is given by an activity-on-node network N with activity set V := {0, 1, . . . , n, n + 1}, arc set E ⊂ V ×V and arc weights δ ij . The fictitious activities 0 and n+1 represent the beginning and completion of the project, respectively. Let p i ∈ Z ≥0 be the duration of activity i ∈ V , which is assumed to be carried out without interruption. Moreover, let S i ≥ 0 be the start time of activity i ∈ V . Given S 0 := 0 (i.e., the project always begins at point in time zero), S n+1 represents the duration of the project. A vector S = (S 0 , S 1 , . . . , S n+1 ) with S i ≥ 0 (i ∈ V ) is called a schedule. Temporal constraints between pairs of activities are specified by minimum and maximum time lags. If there is a minimum time lag d min ij (i, j ∈ V ) to be observed between two activities i and j, network N contains an arc i, j with weight δ ij := d A maximum duration d for the project is represented by a maximum time lag between the fictitious start and end activities that is, by arc n+1, 0 with weight δ n+1,0 := −d.
The set of schedules satisfying all temporal constraints S j − S i ≥ δ ij given by minimum and maximum time lags, is denoted by S T .
Multidisciplinary International
Due to the temporal constraints each activity i ∈ V has an earliest start time ES i and a latest start time LS i that can be determined by computing the longest path between node 0 and node i (ES i ) and between i and 0 (LS i ), respectively. The earliest and latest completion times of activity i are given by EC i = ES i + p i and LC i = LS i + p i . If some activity has a time window greater than 0 time units, i.e. LS i − ES i > 0, we speak of a positive total float T F i for activity i.
In order to measure the quality of a certain schedule S ∈ S T we minimize the squared resource utilizations for each resource k ∈ R. Let c k ≥ 0 be a cost incurred per utilized unit of resource k ∈ R and per time unit and furthermore r ik be the amount of resource k that is needed to carry out activity i. Then we can express the total demand of resource k at point in time t for a given schedule S by a so called resource profile r k (S, t). An appropriate objective function in order to achieve a smooth resource utilization is
which represents the total squared utilization cost for schedule S (cf. [10] ). Our project scheduling problem now consists of minimizing function RL over the set of all time-feasible schedules, i.e.
Minimize f (S) subject to S ∈ S T (P )
As we have shown in [10] problem P is NP-hard even if we consider only one resource. The paper at hand considers a new tree-based enumeration method to find optimal solutions for the problem by exploiting some fundamental properties of P that we have proved in [10] . The method avoids the intermediate storage of partial spanning trees in the course of the enumeration which is the major disadvantage of the approach of [12] . Instead, it makes use of a bridge concept devised by [7] for the non-redundant enumeration of spanning outtrees combined with the concept of so called T-minimal trees that has been proposed in [11] .
Before we can describe our approach in detail we need to introduce some basic concepts devised by [9] .
Let O ⊂ V ×V be a strict order (i.e., an asymmetric and transitive binary relation) in activity set V .
is called order polytope of O. For the empty strict order O = ∅ we have S T (∅) = S T , and if O is the (finite) set of all inclusion-minimal feasible strict orders in activity set V , we have S T = O∈O S T (O). For problem P it can be shown that there is always an extreme point S * of some order polytope S T (O) which is a minimizer of f on S T = ∅.
Moreover consider Network N (O), which results from project network N by adding a precedence arc i, j with weight p i for each pair (i, j) ∈ O. If N already contains an arc i, j , its weight δ ij is replaced by max(δ ij , p i ). Then each extreme point S * of some order polytope S T (O) can be represented by a spanning tree of order network N (O), where the n + 1 arcs of this spanning tree T , say arcs i, j ∈ E T with weights δ T ij , correspond to n + 1 linearly independent binding temporal constraints An optimal solution to problem P can be determined by consecutively fixing start times of activities such that, step by step, temporal constraints S j − S i ≥ δ T ij become binding. We must ensure that the arcs, that correspond to these temporal constraints, constitute a spanning tree of some order network N (O).
The basic idea of our approach is now to enumerate over all extreme points of order polytopes S T (O). Consequently, we first construct an extended network N ( O), where O is the conjunction of all feasible strict orders O ∈ O. Subsequently, we enumerate all time-feasible spanning trees for network N ( O) and finally, we determine the objective function value f evaluating the resource profiles r k (S, t) for all resources and the corresponding schedule S.
We first sketch how to generate all spanning trees of N ( O). This concept will then be improved to enumerate only time-feasible trees and finally we will apply the Tminimality-concept of [12] to avoid the generation of several spanning trees leading to one and the same schedule (cf. we call some tree T with V T = V and E T ⊆ E + a spanning tree and some tree Tw
T˜b e the set of nodes that are currently not part of T˜. Finally, we call some arc x, v being part of the currently inspected tree T˜bridge if there is no alternative arc that connects some node i ∈ V T˜\ {v} with any node j ∈ V A ∪ {v}. With regard to the last disconnected node v set V A contains exactly the successors of v in the search tree of the last completed spanning tree. Figure 2 shows a case where arc x, v represents no bridge which is due to the dotted arcs connecting current tree T˜with nodes from set V A (Case (1)).
Fig. 2 Bridge-Test for spanning trees
Assume we consider some partial tree T˜. According to the concept of [7] we enumerate all spanning trees T with E T ⊃ E T˜, where the enumeration follows a depth first search strategy. Consequently, we expand a given partial tree in each iteration by a new arc leading from some node i ∈ V T˜t o a node j ∈ V A . Having enumerated all spanning trees containing partial tree T˜we destroy T˜by deleting the most recently added arc, say arc x, v , and enumerate henceforth all trees containing arcs E T˜\ x, v .
Following this concept we inductively find all spanning trees of the underlying order network N ( O). Each time we remove an arc from current tree T˜we have to perform a so called bridge-test, which is crucial for the performance of the approach and will be detailed further on. However, if some arc x, v that has been removed from T˜turned out to be no bridge, we intermediately remove x, v from network N ( O) as well. Thus, we prevent to select this arc for the resulting partial tree again and with that to generate redundant trees. Subsequently we start re-growing the reduced partial tree via an alternative arc until we find the next spanning tree. If x, v represented a bridge we further reduce partial tree T˜and restore all arcs that have been removed from network N ( O) within
T˜|
. Intuitively, we may select these arcs (e.g. x, v ) once again, if we have modified T˜\ x, v . The algorithm terminates if we are back in iteration |E T˜| = 0 and the bridge-test shows the last removed arc to be a bridge.
Since we are not interested in spanning trees that lead to infeasible schedules, we restricted the extension of partial trees to generate only time-feasible spanning trees out of N ( O). Since in a spanning tree each arc represents a binding temporal constraint (cf. Section 2) and not all combinations of binding time lags can be realized feasibly, we need to ensure that we do not add arcs to T˜that lead to infeasible start times for one or more activities. In particular, the set of precedence arcs e pred ∈ O that become part of a spanning tree must constitute a feasible strict order O ∈ O.
To ensure that we extend a spanning tree time-feasibly, we test in each iteration if one or more arcs become infeasible (i.e. lead to infeasible activity-start-times) when we add a new arc i, j to partial tree T˜. If that is the case, we temporarily lock the infeasible arcs until we remove i, j from T˜again. By this, we ensure that there are only feasible arcs selectable to extend T˜.
However, with this restriction we may come to a state where we cannot timefeasibly extend some partial tree. We call such an incomplete tree pseudotree. The general proceeding remains the same if we find a pseudotree. We only need to enhance the bridge-test with additional cases that need to be regarded if the last found tree has been a pseudotree.
Considering pseudotrees we need moreover to refine the definition of set V A = V \ V T˜. This is due to the fact, that we must now further distinguish between set V A of nodes that are currently not part of partial tree T˜but have been part of the last pseudotree T and an additional set V B of network nodes that have not been part of T .
In this case V A ∪V B = V \V T˜h olds to be true. To decide whether arc x, v represents a bridge or not we must now test if one of the following conditions is satisfied.
(1) There is a feasible arc i, j connecting some node i ∈ V T˜w ith some node j ∈ V A (2) There is a feasible arc i, j connecting some node i ∈ V T˜w ith some node j ∈ V B and moreover there exists a sequence of arcs between node j and some node l ∈ V A (3) There is a feasible arc j, l connecting some node l ∈ V B with some node j ∈ V A given that there is at least one arc that is not incident to the disconnected node v and that is a feasible extension in the following step
The three cases are outlined in Figure 2 . If none of these cases is given x, v is a bridge and we proceed as described for general trees without time constraints.
Enumeration of Schedules
We can further reduce the set of candidate solutions to be examined since we will usually find more than one spanning tree of some network N (O) leading to one and the same candidate schedule (cf. Figure 1) . To avoid the redundant generation of schedules we applied the concept of T-minimal trees that was introduced by [11] .
Let ≺a in E + be a strict order with i, j ≺a i
. Then we must ensure that each node j ∈ V is connected to a partial tree only by the minimum arc min≺ a { i, j | i, j ∈ E + } leading to a certain activity start time S j . If we want to connect a new node v to the current tree T˜via some arc e := x, v or e := v, x , respectively, in the course of our enumeration we have to ensure, that there is no other arc, say e ′ := x ′ , v or e ′ := v, x ′ , respectively, that leads to the same start time Sv for node v and for which e ′ ≺a e (e, e ′ ∈ E + ) holds. Furthermore, if there is some arc e ′ with e ≺a e ′ leading to the same start time for the new activity e ′ must be the maximum arc (with respect to ≺a) in the semi cycle that would arise if
we added e and e ′ both to T˜. If one of these two conditions is violated the extension of T˜with arc e is said to be not T-minimal. Extensions that are not T-minimal need not to be investigated further. Figure 3 illustrates the concept of T-minimal trees. For the project network from Figure 1 (a) the trees depicted in (a), (b) and (c) are no feasible extensions. For case (a) the issue is obvious. We want to add activity 2 via arc e := 2, 1 to the current partial tree T˜. Since the reverse arc e ′ := 1, 2 leads to the same start time S 2 = 3 and 1, 2 ≺a 2, 1 this extension would violate the above concept of T-minimality. In extension (b) arc e := 4, 0 is examined to join T˜. This arc would imply start time S 4 = 6 for node 4. However, it leads not to a T-minimal tree because there is an alternative arc, namely e ′ := 3, 4 , leading to the same start time for activity 4 with 3, 4 ≺a 4, 0 . Thus, we dismiss this extension as well. The same is with the last example (c). If we connect node 3 to T˜via arc e := 0, 3 we find again an alternative arc leading to one and the same start time for this node, namely arc 3, 4 . Comparing the two arcs directly will show the currently intended extension arc to be smaller than the alternative. If we investigate the arising semi cycle 0 → 3 → 4 → 0 however, we find out that the maximum arc 4, 0 is part of T˜and this extension is not T-minimal either.
Branch and Bound
We embedded our enumeration scheme into a branch and bound procedure to avoid the examination of solutions that can be recognized as non-optimal early in the construction of a spanning tree. Thus, we compute a lower bound for the objective function value of each partial tree T˜in our enumeration to verify that we can construct a spanning tree out of T˜leading to a better solution as the upper bound which is the current best solution. We decided to initialize the upper bound of our procedure with the first feasible solution of our enumeration since we generally receive this first solution after a negligible amount of time.
We proposed an appropriate lower bound for our objective function in [6] . A lower bound for some partial tree T˜can be achieved by generating a resource profile based on the fixed resource demands implied by partial schedule S T˜a nd on anticipations of the remaining resource demands of activities that are not yet part of T˜. The construction of this resource profile follows four steps and is illustrated in Figure 4 . Step 1: Critical Activities
Step 2: Fix Demands of Near-Critical Activities For the partial tree shown in Figure 4 only steps 1-3 of our concept had to be applied because after we had added all demands of the fixed activities 2 and 3 as well as the critical demands of near-critical activity 1 to our resource profile in Step 1 and
Step 2 we had only near-critical activity 1 left in Step 3 to form a maximum set of activities with disjoint time windows. Thus, we add the remaining resource demands of activity 1 as best as possible according to the advises for Step 3 and the resource profile for our lower bound is completed.
For a resource profile that has been built up according to this concept we can now easily determine the function value that will serve as lower bound for the partial tree under consideration. If we consider more than one resource we build up one resource profile for each resource. The corresponding function values can simply be summed up to the overall objective function value (cf. [6] ).
If the lower bound value of some partial tree T˜turns out to be already worse than the current upper bound we can cancel the examination of this partial tree and destroy it by the deletion of the last arc just as we would do in the case that there was no selectable arc to expand the current tree.
Computational study
To verify the performance of our approach we compared it to our time-window-based start time enumeration approach [6] and to a tree-based approach presented in [12] for the resource renting problem which we adapted to problem P . All approaches were embedded in a branch and bound procedure using the lower bound that has been described in Section 3.3.
The tests have been performed using an Intel Core 2 Duo T9300 with 2,5 Ghz clock pulse and 3,5Gb RAM. A test has been canceled after a deadline of 25.000 seconds computation time.
For our tests we used different test sets. First of all we used the well known rlp j10 test set devised by [13] . This test set contains 270 test instances with 10 activities and 1-5 resources. Furthermore, we will present the results of the tree-based methods on the rlp-Ic test set devised by [6] which contains 90 test instances (instances 91-180) with 15 activities and 1-5 resources and finally on 45 instances of the rlp j20 test set (cf. [13] ) with 20 activities and 1-5 resources.
On the rlp j10 test set we tested all methods several times. Ignoring the prescribed deadlines of the test instances we started for each instance with the tightest possible deadline d = ES n+1 and then added an overall project buffer to the deadline which implies growing time windows for most activities. In table 1 we can see the average computation time CT Ø per test instance as well as the number of solved instances in 1 and 10 seconds, respectively, for this test set with d = ES n+1 and d = (ES n+1 · 1.25).
Project Buffer 0% 25% CT Ø # < 1s # < 10s CT Ø # < 1s # < 10s On the rlp j10 test set we find that the tree based methods perform superior by far. Furthermore, the sensibility to slackened project deadlines is generally far less distinctive. Comparing our approach against the enumeration scheme of [11] we observed that our approach performed significantly better on all test sets.
