• The aim of our work was to homogenise the meteorological dataset of German ICP Forests Level II sites (n = 73) by the aid of interpolations based on climate data from the German meteorological network (DWD).
INTRODUCTION
Within the last decade it became apparent that the need for monitoring climate impact on ecosystem functions is of major importance. The predicted climate change poses questions to the adaptability of forests to cope with long-term trends and short-term fluctuations as well as extreme events (Innes, 1994) . Weather anomalies can have a high spatial and temporal variability which increases as the time resolution increases (Spadavecchia and Wiliams, 2009) . Therefore, meteorological information in forested areas is needed, which can be related to different site specific forest health indicators (Solberg et al., 2009) .
Since 1985 the ICP Forests monitoring programme runs under the UNECE Convention on Longe-range Transboundary Air Pollution (CLRTAP). It aims to provide information on forest health in relation to the immission load in order to develop air pollution abatement strategies. As one part within the ICP Forests programme intensive monitoring (Level II) is car-ried out on more than 800 plots in Europe located within the most important forest ecosystems (de Vries et al., 2003) . Meteorological measurements are performed continuously on many of these plots to detect weather extremes and assess climate impact on forest conditions. Currently, efforts were undertaken to adjust the monitoring programme to actual demands.
Typically, of a monitoring programme the largest amount of effort is allocated to data collection, while data quality assessment and data evaluation are often underrepresented (Ferretti et al., 1999; Houston and Hiederer, 2009) . To assess the impact of climate extremes on forest health it is crucial to have accurate climate time series. Above environmental monitoring the monitoring of climate has the longest tradition. National weather services can provide climate time series for more than 100 y at numerous locations. Due to the climate change debate a special focus was put on the quality of the time series. Different statistical methods were developed to test if climate time series are free of non-climatic inhomogenities (Peterson et al., 1998) . Within the ICP Forests Level II monitoring programme the quality of the meteorological data was routinely estimated to a certain level, but tests for homogeneity have not been performed (Houston and Hiederer, 2009 ). Therefore we intended to improve the German part of the ICP Forests Level II climate data set by homogenisation.
Tests for homogeneity work with reference data sets, typically data from nearby weather stations. We purposed to compile a reference data set with a geostatistical method. Beside its use for homogenisation, this approach should also give us an answer to the question how close on-site measurements are correlated to interpolated climate data. This question is relevant, because on the one hand the measurements are cost-intensive and on the other hand a dense network of weather stations from the national meteorological services exist especially in Central Europe and spatial interpolation techniques allow estimation of climate values with daily resolution (Hutchinson et al., 2009; Spadavecchia and Wiliams, 2009; Stahl et al., 2006; Thornton et al., 1997) . In regions with a high weather station density they can be successfully applied.
The aim of our work was to assess and enhance the quality of the time series by the homogenisation of measured climate data and its comparison to interpolated climate data, and to determine the systematic deviation between both sets of climate time series. Therefore in this work we (1) applied a geostatistical method for climate interpolation and validated their reliability and (2) tested the homogeneity of the climate time series and their improvement due to homogenisation.
MATERIAL AND METHODS
Our work was restricted to 73 German Level II plots in the ICP Forests monitoring programme, which were equipped with automatic weather stations. The weather stations were either located in open fields close to the plots (66 sites) or the measurements were conducted above the canopy (7 sites). One site was equipped with both. In case of measurements above the canopy the distance of the sensors to the canopy was for air temperature 1-2 m, for wind speed up to 8 m. Since 1996 for most of the sites meteorological measurements were performed continuously. The stations were operated by the German federal states. The sub daily data were aggregated to daily values either as sum or mean, max and min and submitted to the Level II database. Within the international Level II database a quality assessment programme was implemented (Houston and Hiederer, 2009 ). This consists of single parameter tests which check for outliers with range tests and global thresholds. Furthermore, to obtain data uniformity only daily values were accepted with a daily completeness ≥90%.
We used climate data based on daily resolution of climate stations of the German weather service (DWD). The data set contained daily values for mean, maximum and minimum air temperature, sum of precipitation, and means of air humidity, wind speed and solar radiation. The dataset was homogenized (Österle et al., 2006) . For the interpolation of temperature, relative humidity and wind speed, data from 417 stations was used, for the interpolation of solar radiation data from 278 stations and for the interpolation of precipitation data from 2 344 stations was used (Tab. I). The dataset consisted of daily values and covered the whole time span of the German ICP Forests Level II database from the beginning of 1996 to the end of 2006.
For the interpolation the geographic coordinates of all climate stations were transformed to a projected coordinate system (Lambert Conformal Conic). Meteorological data are not isotropic due to trends caused by elevation, latitude and longitude. Therefore, universal trends in the climate data were removed by fitting a polynomial function with elevation, latitude and longitude as regressors for each day and using the residuals for further evaluations (Proc GLM, SAS 9.2, SAS institute, Carry). The daily variance between the residuals of the different climate stations was calculated (Proc Variogram, SAS 9.2). A small set of variograms were set up and visually inspected in order to calculate starting values and theoretical variogram functions for each variable on a daily resolution. Both were used to parameterize a variogram function for each day and each variable separately by non-linear regression (Proc NLIN, SAS 9.2). An exponential variogram function was selected for all variables with the exception of precipitation. For precipitation a nested variogram model was applied, which comprised of a spherical and an exponential model. Then ordinary kriging was performed based on the variograms (Proc KRIG2D, SAS 9.2). The quality of the method was proved by cross validation. That means that one station value was deleted per time and then this value was interpolated. This was repeated for each station per day which resulted in a total number of kriging operations of days * stations and caused a significant bottleneck in the analyses. Therefore, for precipitation a smaller set of stations was selected (n = 161) and their daily values were interpolated by the other stations and used in the subsequent evaluation. Mean least square regression between the kriging estimates and the measured values were conducted (Proc GLM, SAS 9.2). The regression coefficients, mean deviations (ME) and mean absolute errors (MAE) were used to estimate the agreement between measured and interpolated values. Shifts in the measured time series were checked according to the standard normal homogeneity test (SNHT) for single shifts (Alexandersson, 1986) , however with modifications: the results of the interpolation for each station and day were used as reference data set. The SNHT is based on differenced time series, where either the ratio or the difference between the measured and the reference time series was calculated (Fig. 1) . We used ratios for the variables precipitation, solar radiation, relative humidity, wind speed and differences for the temperature variables. The SNHT could detect only one shift in a series per time. Therefore after the detection of a shift it was necessary to split the series in two sequences and to repeat the test for both sequences separately. This had to be repeated until no significant break was found anymore. After obtaining all significant breaks within a time series the segment which represents the "true" level of the series had to be found. It was difficult to find an objective, operator free method to select this level. We decided to generally select the longest homogenous segment as reference segment, which was within critical limits. The critical limits for ratios were between 0.8 and 1.25 m for solar radiation, wind speed and rel. humidity and 0.5 and 2 m for precipitation. The homogenisation procedure caused problems with precipitation due to zero values and large variances. Therefore, both precipitation time series were transformed with a seven day moving operator before the homogenisation procedure started. Furthermore the ratio series were root transformed before standardisation. Only inhomogeneities were taken into account when the resulting segments had a length of at least 90 days. The same procedure was applied to wind speed. To be able to work on the large amount of time series automatically (n = 594), we used the macro programme facility within SAS 9.2.
Differences between interpolated and measured, homogenised and non-homogenised datasets were checked by linear regression and on the basis of the mean absolute error (MAE) and the mean error (ME). t-tests were applied to check for the differences in the means using the station means as replications. Both was done for the daily and monthly aggregated values.
RESULTS
The results of the cross validation indicate that the interpolation method yielded for all variables a close relationship between the measured DWD data set and its interpolated counterpart (Tab. I). The r 2 was lowest for wind speed with 0.7 and considerably higher for the other variables (0.84-0.99, Tab. I). The mean daily temperature could be estimated with a MAE of 0.5
• C which amounted to 5.8% of the average. The interpolation of daily minima temperature was less accurate than interpolation of daily maxima. The MAE amounted to 15.3% for minimum air temperature and 4.5% for maximum air temperature. Calculating the daily temperature range with both variables yielded a MAE of 11.7%. The accuracy was much lower for precipitation and wind speed, both variables with a high spatial variability. The MAE of precipitation was 0.8 mm d −1 or 37.7% and the MAE of wind speed was 0.9 ms −1 or 36.9%. Relative humidity could be predicted most accurately by the interpolation method, the MAE was 4.2%. The MAE of global radiation was 10.3 W m −2 or 8.6% of the average. The interpolation could not successfully be performed for each day. Most missing values occurred for solar radiation, which was the variable with the lowest station density. Aggregating from daily to monthly values had the most marked effect on precipitation. The MAE was reduced to 14.4%. The MAE of the other variables was reduced to a lesser extend (Tab. I).
The comparison of interpolated and measured values at the Level II sites (Tab. II) yielded higher MAEs and lower r 2 values than the cross validation based on DWD station data (Tab. I). This was most critical pronounced for precipitation and wind speed. The MAE of precipitation was at DWD sites 1 mm or 34% lower compared to the forest sites (Tabs. I, II).
Homogenisation reduced the MAEs. Homogenisation of daily temperatures had less impact. The correlation between interpolated and measured values increased slightly from 0.98 to 0.99 (mean and maximum daily air temperature) or 0.95 to 0.96 (minimum daily air temperature). The MAE of mean daily temperature and maximum daily temperature decreased from 1.0
• C or 12.0% to 0.9 • C or 10.3% and 1.1 • C or 8.5% to 1.0
• C or 7.8%, respectively, while the MAE of minimum air temperature stayed nearly constant with 1.5
• C or 38.1%. The absolute changes of daily temperature values due to homogenisation were below 0.1
• C. The differenced time series of minimum and maximum air temperature showed seasonality, with lower differences in winter than in summer for min- imum air temperature and lower differences in summer compared to winter for maximum air temperature (Fig. 1) . Precipitation was less affected by homogenisation. The r 2 increased only from 0.54 to 0.55 and the MAE remained at 1.8 mm or 71%. The homogenisation had the largest influence on solar radiation and wind speed data. The r 2 of solar radiation was 0.88 before homogenisation and 0.92 after, and the MAE was reduced from 23.7 W m −2 or 21.7% to 18.6 W m −2 or 16.7%. Solar radiation increased approximately by 4.6 W m −2 per day due to homogenisation. The correlation between measured and interpolated wind speed data increased with r 2 of 0.48 before and 0.55 after homogenisation. The MAE was reduced from 1.3 ms −1 to 1.0 ms −1 or 80% to 51%. The absolute effect of homogenisation of wind speed was an increase of 0.39 ms −1 on average.
The measured and interpolated daily values of all variables deviated significantly from each other (Tab. III). The interpolated maximum air temperature was on average 0.3
• C or 2.2% higher and the mean daily air temperature was on average 0.4
• C or 4.8% higher than measured. After homogenisation the deviation of minimum daily air temperature between interpolated to measured data was 0.6
• C or 14.4%. Interpolated precipitation was on average 0.2 mm d −1 or 8% higher compared to measured values and interpolated wind speed 0.6 ms −1 or 30.9%. Interpolated solar radiation was 4.9 W m −2 or 4.3% per day higher. Interpolated relative humidity was on average 0.8% lower than measured.
DISCUSSION
Interpolated climate data provide an adequate tool for homogenisation of meteorological time series. The compilation of a reference series for homogenisation procedures by geostatistical methods is a scientific progress due to its mathematical correctness when compared to other methods. Nevertheless, the accuracy of the method should be carefully assessed. Geostatistical methods have been frequently used for generating meteorological data in non-measured areas. It has been shown by several authors that geostatisitcal methods are superior to simple interpolation techniques (e.g. Luo et al., 2008 (wind speed); Miller et al., 2008 (global radiation) ; Vicente-Serrano et al., 2003 (precipitation) ), but less powerful than approaches which use regional modelling of weather (Daly et al., 2008; Dorninger et al., 2008) . The accuracy of the interpolation results depend on the spatial and topographic representativeness of the reference weather stations. The station density was highest for precipitation with 160 km 2 per station and lowest for solar radiation with 3 200 km 2 per station. The other variables were measured with a density of 860 km 2 per station. The station density was high and uniform compared to other studies (Hutchinson et al., 2009; Stahl et al., 2006; Thornton et al., 1997) . Furthermore the source network reflected a wide range of topography and included also stations at high elevation. Therefore we assume that our interpolation method which combined global regression and ordinary kriging was an adequate approach.
In our work the estimates of the mean and maximum daily temperatures were very close to the measured values. The lower accuracy in the prediction of the minimum daily air temperature compared to the maximum air temperature is in accordance with other findings and can be attributed to cold air drainage and the latent heat of water condensation, when the minimum temperature is close to dewpoint temperature (Hutchinson et al., 2009) .
Precipitation exhibits generally a large variability in space and time. The nature of the precipitation events, large scale or convective, influences the quality of interpolation results (Dorninger et al., 2008) . Therefore the accuracy for the prediction of daily precipitation is lower compared to temperature, relative humidity and global radiation or to predictions based on monthly or yearly aggregated precipitation data (Diodato and Ceccarelli 2005; Hutchinson et al. 2009; Thornton et al., 1997; Vicente-Serrano et al., 2003) .
Like precipitation wind speed measurements also exhibit a high spatio-temporal variability and the interpolation method consequently yielded lower estimates of quality. Nevertheless, the error was of the same magnitude compared to other studies (Luo et al., 2008) .
Interpolation of global radiation generally achieved better results than precipitation and wind speed. The relatively high MAE in our work could be attributed to the lower set of source stations that could be used for interpolation compared to other variables. To solve the problem of a low station density other approaches use additional meteorological variables, e.g. sunshine duration, topographic information or combined methods for modelling solar radiation (Kang et al., 2002; Miller et al., 2008; Thornton et al., 1997) . The accurate results which were obtained from the interpolation of air temperature and relative humidity indicate that the inclusion of both variables could support the modelling of solar radiation.
Interpolated and measured time series at the DWD stations correlated generally closer than interpolated and measured time series at the forest weather stations. These differences became crucial for wind speed and precipitation. For precipitation the higher prediction errors are more of random nature while for wind speed systematic deviation occurs. Obviously systematic differences occurred between both networks, which could partly be caused by wind protection climates due to the measurements on clear-cuttings. Furthermore, on seven sites the sensors were located above the canopy, where a systematic deviation due to a different surface roughness can be expected. For precipitation the homogenisation procedure could improve the correlation only a little. Therefore, especially the high prediction error for precipitation demonstrates the need for the on-site measurements within the ICP Forest Level II programme.
The impact of homogenisation was the highest for solar radiation and wind speed measurements. After visual inspection of the data and carefully studying the non-digital metadata, for solar radiation it became apparent that the reasons were mainly not measurement errors, but false data handling. Measurements of net radiation and measurements of a restricted spectral sensitivity (e.g. photosynthetic active radiation) were obviously stored as global radiation in the data base in some cases. These crucial mistakes could not be detected by simple range tests. A stricter handling of metadata could minimize such errors.
Precipitation and wind speed, both exhibit a high daily variability. The nature of inhomogenities in time series of both variables could be of long-term duration, e.g. due to instrument malfunction, or of short-term duration, e.g. due to obstacles in the vicinity of the instruments. The latter would cause fluctuations in the measurements, which depend on wind direction. In our work we could only detect long term inhomogeneities (> 90 d) for both variables. We found the SNHT produced too unstable results when running to detect short-term inhomogeneities in time series of daily wind speed or precipitation data.
A general problem with the SNHT is to define a level which is assumed to represent the "true" level. In our work we found for minimum and maximum air temperatures a seasonal pattern where the differenced time series reached varying levels during winter and summer. It can not be precluded that this was caused by climate. Our method of adjusting the whole series to the same level did not account for that. This shows the need for developing an adequate objective method to select the reference level within the SNHT. Furthermore, a seasonal decomposition of the time series could be helpful.
We found significant deviations between measured and modelled climate data. We suppose that this was due to systematic differences in the environment of the two sets of weather stations: the stations of the DWD on the one hand which were used as source data for interpolation and the Level II weather stations on the other hand. Two main causes could be supposed: differences in the exposure of the weather stations due to obstacles and surface properties and differences in the energy/heat exchange between land and atmosphere due to landcover effects. Although both causes can not be clearly differentiated, to assess the impact of landcover on the systematic deviations, it is crucial to estimate the influence of obstacles on the measurements. Therefore the field situation around the sensors should be described carefully within the ICP Forest Level II database e.g. the distance of the sensors to the forest edge should be considered as a component of the metadata. The influence of the environment on weather station based measurements has been widely discussed (Gallo et al., 1996; Peterson, 2003) and especially forests have an impact on local climate (Bala et al., 2007; Klingaman et al., 2008; O'Neal et al., 2009; Strack et al., 2008) . Moreover, weather station measurements in forested environments are underrepresented in national meteorological networks in industrialized countries. Therefore systematic deviations between the two sets of climate time series can be expected. Therefore the ICP Forests Level II climate data set can become a valuable source to study landcover impacts on climate, e.g. for validation of vegetation feedback models. Furthermore, the significant bias between both datasets demonstrates that the inclusion of land use categories or proxy measures in the interpolation method could significantly improve the results.
We concluded that the SNHT should be included within the QA/QC -programme of ICP Forests Level II, which makes it necessary to acquire homogenised climate date from national meteorological networks. We also concluded that the interpolation of climate in forested areas with daily resolution inhibits significant biases. We assume that the ICP Forests Level II climate data set could become a valuable resource to study landcover impacts on weather station based measurements. Furthermore, we expect that the homogenised climate data set will improve the on site modelling of water budgets within the ICP Forests Level II programm.
