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Kurzfassung
In dieser Diplomarbeit wird eine mo¨gliche Versta¨rkung der partiellen Zer-
fallsbreite von h → γγ im Zwei-Higgs-Dublett Modell Typ I fu¨r 3 ver-
schiedene Potentiale diskutiert. Um den erlaubten Parameterbereich einzu-
schra¨nken, werden perturbative Unitarita¨tsschranken, Vakuumstabilita¨ts-
schranken und elektroschwache Pra¨zisionstests verwendet. Im Gegensatz
zum Zwei-Higgs-Dublett Modell Typ II sind fu¨r Typ I leichte geladene
skalare Teilchen mit MH± ≈ 100 GeV noch nicht ausgeschlossen. Die
mo¨gliche Versta¨rkung der partiellen Zerfallsbreite ist fu¨r den Typ I im Pa-
rameterbereich, in dem leichte Skalare erlaubt sind, sta¨rker als fu¨r Typ II.
Nach der Einfu¨hrung der verschiedenen Higgs-Potentiale werden der elek-
troschwache Pra¨zisionstest und theoretische Schranken vorgestellt. Eine
Diskussion u¨ber b → sγ zeigt, warum fu¨r Typ I - im Gegensatz zu Typ
II - keine leichten Skalare ausgeschlossen werden ko¨nnen. Fu¨r jedes Po-
tential wird dann unter Beru¨cksichtigung der eingefu¨hrten Schranken als
Nebenbedingungen der Parameterbereich gesucht, fu¨r den Γ(h → γγ)
besonders groß wird. Die Ergebnisse unterscheiden sich entsprechend fu¨r
jedes Potential.
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Abstract
The purpose of this thesis is to investigate possible enhancement of the
partial decay width of h→ γγ in the THDM (Two Higgs Doublet Model)
Type I arising from the Higgs sector for three different Higgs potentials. To
find the parameter region where this is possible, constraints from tree level
perturbative unitarity, tree level vacuum stability, electroweak precision
constraints on the W boson mass and the Z boson decays into bottom
quarks are employed. Unlike the THDM Type II, there is no constraint
which excludes light charged scalarsMH± ≈ 100 GeV for the Type I model.
A possible enhancement is then found to be substantially larger in Type I
than in Type II models, in the parameter region where light charged Higgs
are still allowed.
After reviewing the Higgs potential, the electroweak precision and the-
ory constraints are introduced. A discussion of the difference between
Type I and Type II in b→ sγ shows why no light charged scalars can be
excluded for Type I with this decay. The parameter space and maximal
enhancement region of Γ(h→ γγ) is then discussed for these three Higgs
potentials.
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1 Introduction
The Standard Model (SM) has been well established as the model of the electroweak inter-
actions by various experiments at the Large Electron Positron Collider (LEP), Stanford
Linear Collider (SLC) and Tevatron. Precise measurements of various electroweak observ-
ables have shown that electroweak interactions are well described by a SU(2)×U(1) gauge
symmetry, which is spontaneously broken. However, experimental information about the
mechanism which actually breaks this symmetry is yet to be obtained. In the SM, this
mechanism is the Higgs mechanism, which uses the vacuum expectation value (vev) of a
scalar doublet to break the SU(2)×U(1) symmetry and generate the masses of fermions,
Z and W bosons. If the Higgs mechanism is realized in this simple form of the SM, it leads
to one Charge Parity (CP) even elementary scalar particle. In the SM the mass range
of its neutral scalar can be narrowed down to 90 GeV ≤ Mh ≤ 200 GeV by fitting SM
predictions to electroweak observables [1]. In general, if symmetry breaking is realized
via the Higgs mechanism in a certain model, it will typically lead to at least one scalar
particle with a mass below 1 TeV. One is therefore optimistic that these scalars will be
seen at the Large Hadron Collider (LHC), which runs at a center of mass energy of 14
TeV.
As production and decay of the Higgs particles are obviously model dependent, one has
to study several scenarios for electroweak symmetry breaking via the Higgs mechanism
carefully, and calculate production and decay rates of the Higgs bosons at the LHC.
As the SM accomplishes electroweak symmetry breaking with only a single doublet,
it is self-suggesting and also consistent with experimental data to consider the next-to-
simplest model by enlarging the Higgs sector of the SM with an additional Higgs doublet.
Once introduced, this not only leads to 4 additional Higgs particles, but also to several
features the SM does not have. The Two Higgs Doublet Model (THDM) may be used
to implement a Dark Matter (DM) candidate in a very simple way in the Inert Doublet
Model (IDM) [2]. Also an enlarged Higgs sector provides possibilities for CP violation
in the Higgs sector to successfully accomplish electroweak baryogenesis. Electroweak
baryogenesis refers to the process of getting from a matter and anti-matter symmetric
early universe to the observed universe, where only small amounts of anti-matter remain.
Sakharov found the conditions [3], which need to be satisfied to accomplish such a tran-
sition. One of the conditions is CP violation. While the SM implements CP violation
via the CKM matrix [4], it is not enough to successfully accomplish electroweak baryo-
genesis. Additional CP violation can be provided via the Higgs sector of the THDM via
CP violating vevs, or a nontrivial complex phase in the mixing matrix of the neutral
Higgs bosons [5]. Yet another reason to consider the THDM is that a lot of Beyond the
Standard Model (BSM) models have an additional doublet. The most popular of these
is the Minimal Supersymmetric Standard Model (MSSM).
Yet another physics the SM misses to explain are massive neutrinos1. There exist
various BSM models to generate neutrino masses, which include additional doublets and
one or more scalar singlets [6, 7, 8].
Therefore, the THDM should provide a good starting point to study BSM models at
1In contrast to DM and electroweak baryogenesis, this is a well established experimental fact, shown
in experiments at Sudbury Neutrino Observatory (SNO), Kamioka Liquid Scintillator Antineutrino
Detector (KamLAND) and Super-Kamiokande
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the LHC. The THDM Type II, which has the Yukawa structure needed for the MSSM,
has been studied extensively in the literature. The THDM Type I, where all fermions
couple to only one Higgs doublet has not been studied as much, despite the fact that it
may lead to interesting phenomenology [2, 9, 10, 11, 12, 13]. Furthermore, light charged
scalars (95 GeV ≤ MH± ≤ 200 GeV) are not yet excluded in the Type I model. While it
is certainly possible to produce such light charged scalars directly at LHC, we will focus
on their influence in loops. We will investigate, if large enhancement due to the charged
Higgs in the partial decay width of h → γγ is possible. Electroweak precision tests and
unitarity constraints are then used to narrow down the parameter space where this might
be realized.
In Sec. 2 we will discuss various choices for Higgs potentials. Sec. 3 then briefly
discusses the gauge fixing in the THDM. In Sec. 4 we discuss various possibilities of
Yukawa couplings to the Higgs bosons, by defining the Z2 symmetry for the left-handed
doublets and right-handed singlets. Electroweak precision tests are then used in Sec. 5 to
constrain the parameter space of the THDM through the W boson mass mW . Fermionic
Z decays into bottom quarks and hadrons are then used to get lower bounds for tan β.
In Sec. 6 phenomenological differences between THDM Type I and Type II are discussed
for inclusive decays of the bottom into strange quarks and photons. In Sec. 7, we use
unitarity constraints to generally constrain the parameter region and to get upper bounds
for tanβ. Sec. 8 investigates possible enhancement of the decay channel h→ γγ, which
is considered to be a discovery channel at LHC for a light SM Higgs, and applies the
constraints obtained in Secs. 5 and 7 to the parameter region considered. In Sec. 9 we
briefly discuss how deviations from these deviations of h → γγ from the SM could be
seen at LHC. Finally in the appendix we discuss conventions and give the couplings for
the various potentials considered.
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2 The potentials
2.1 Constructing the potential
We construct the most general Higgs potential under the assumptions of hermiticity,
SU(2)×U(1) gauge symmetry and renormalizability. With these assumptions we get:
V = m211Φ
†
1Φ1 +m
2
22Φ
†
2Φ2 −
[
m212Φ
†
1Φ2 + h.c.
]
+
1
2
λ1
(
Φ†1Φ1
)2
+
1
2
λ2
(
Φ†2Φ2
)2
+ λ3
(
Φ†1Φ1
)(
Φ†2Φ2
)
+ λ4
(
Φ†1Φ2
)(
Φ†2Φ1
)
+
{
1
2
λ5
(
Φ†1Φ2
)2
+
[
λ6
(
Φ†1Φ1
)
+ λ7
(
Φ†2Φ2
)]
Φ†1Φ2 + h.c.
}
(1)
where
Φ1 =
 ϕ+1ϕ1 + iχ1√
2
 = 1√
2
(
ψ2 + iψ1
ψ4 + iψ3
)
Φ2 =
 ϕ+2ϕ2 + iχ2√
2
 = 1√
2
(
ψ6 + iψ5
ψ8 + iψ7
)
. (2)
This is the most general potential with explicit CP violation. A potential will be CP-
conserving if there exists a basis, in which all the parameters are real [14]. Without
enforcing a particular symmetry, Higgs couplings will lead to Flavour Changing Neutral
Currents (FCNC) in the Yukawa sector. As FCNC are strongly constrained by precision
experiments, one either has to avoid a vast region of parameter space or enforce a discrete
symmetry. One way to do this is to enforce the Z2 symmetry
Φ1 → Φ1, Φ2 → −Φ2 . (3)
The potential then simplifies to:
VA = m
2
11Φ
†
1Φ1 +m
2
22Φ
†
2Φ2
+
1
2
λ1
(
Φ†1Φ1
)2
+
1
2
λ2
(
Φ†2Φ2
)2
+ λ3
(
Φ†1Φ1
)(
Φ†2Φ2
)
+ λ4
(
Φ†1Φ2
)(
Φ†2Φ1
)
+
[
1
2
λ5
(
Φ†1Φ2
)2
+ h.c.
]
. (4)
After enforcing Z2 symmetry, the only remaining complex parameter is λ5. In this
case we can simply rephase the fields to make the potential real. This means that one
cannot have CP violation and Z2 conservation at the same time. One way to keep a
CP violating phase in the parameters is to consider a potential where Z2 is only softly
violated. This forbids Z2 violating operators higher than mass dimension 2, while still
allowing operators with mass dimension 2. Thus we can keep m212 6= 0. Keeping λ5 6= 0
as well, we get a non-trivial CP violating phase, while still getting rid of FCNC. In this
work, we will only deal with CP conserving models. Therefore we will always work in
a basis where all parameters are real. There are at present 3 popular potentials of this
kind studied in the literature. In the following we will specify these potentials in their
particular parametrization and give the couplings of their potentials. We will first discuss
the more general case and then specialize to the other cases.
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2.2 The potential Vλ with soft Z2 violation
The potential Vλ is the Z2 symmetric potential (4) with an additional term of operator
mass dimension 2 breaking the Z2 symmetry softly. It corresponds to (1) with λ6 = λ7 = 0
and all parameters being real:
Vλ = m
2
11Φ
†
1Φ1 +m
2
22Φ
†
2Φ2 −
[
m212Φ
†
1Φ2 + h.c.
]
+
1
2
λ1
(
Φ†1Φ1
)2
+
1
2
λ2
(
Φ†2Φ2
)2
+ λ3
(
Φ†1Φ1
)(
Φ†2Φ2
)
+ λ4
(
Φ†1Φ2
)(
Φ†2Φ1
)
{
+
1
2
λ5
(
Φ†1Φ2
)2
+ h.c.
}
(5)
An alternative parametrization is often used in the literature [15], [16]:
V = Λ1(|Φ1|2 − V 21 )2 + Λ2(|Φ2|2 − V 22 )2 + Λ3[(|Φ1|2 + |Φ2| − (V 21 + V 22 )]2
+Λ4
[
|Φ1|2|Φ2|2 − |Φ†1Φ2|2
]
+ Λ5(ℜΦ†1Φ2 − V1V2)2 + Λ6(ℑΦ†1Φ2)2 (6)
where V1,2 = v1,2/
√
2. The potential (6) can be translated into the generic basis (5) with
substitutions given in [17]. This model has been implemented in FeynArts by Arhrib [16]
and will be used in this work. Note that one can easily obtain the potentials VA defined
in (4) by setting m12 = 0 and VB defined in (31) by setting λ5 = 0.
2.2.1 Conditions for a realistic vacuum
To get stable and realistic vevs, the following conditions need to be satisfied:
 The potential must admit a non-trivial stationary point away from the origin (v1 =
v2 = 0).
 The Hessian matrix of the potential must be positive semidefinite at the desired
vacuum. This condition is equivalent to all Higgs masses being positive. As we
have the massless pseudo-Goldstone bosons, this condition does not yet guarantee
that this vacuum is a minimum.
 The potential must be bounded from below (V > −∞).
The potential always admits a trivial stationary point at the origin, which is zero. To
break the gauge symmetry SU(2)× U(1) one needs a nonzero minimum, which is lower
than the trivial one (v1 = 0, v2 = 0).
2.2.2 Conditions for the vacuum to be bounded from below
As mentioned before, it is essential to ensure the potential to be bounded from below by
deriving necessary and sufficient conditions where this is satisfied. We will derive these
conditions for the potential Vλ (5), which is the most general of the potentials used in
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this work. It has 8 real arguments (8 fields involved). We use the real parametrization
of Ref. [18]:
V = a1x1 + a2x2 + a3x3 + b11x
2
1 + b22x
2
2 + b33x
2
3 + b44x
2
4 + b12x1x2
x1 = |Φ1|2 = 1
2
(
ψ21 + ψ
2
2 + ψ
2
3 + ψ
2
4
)
x2 = |Φ2|2 = 1
2
(
ψ25 + ψ
2
6 + ψ
2
7 + ψ
2
8
)
x3 = ℜΦ†1Φ2 =
1
2
(ψ1ψ5 + ψ2ψ6 + ψ3ψ7 + ψ4ψ8)
x4 = ℑΦ†1Φ2 =
1
2
(−ψ1ψ6 + ψ2ψ5 + ψ4ψ7 − ψ3ψ8) (7)
where now
a1 = m
2
11, a2 = m
2
22, a3 = −2m212
b11 =
λ1
2
, b22 =
λ2
2
, b33 = λ4 + λ5, b44 = λ4 − λ5, b12 = λ3 . (8)
The asymptotic behavior of V as |xi| → ∞ is determined by the bilinear terms xixj .
Neglecting the terms linear in xi, one finds necessary conditions for the potential to be
bounded from below. As x1 and x2 are independent variables their quadratic coefficients
must be positive: b11, b22 ≥ 0. To get further restrictions we pick several directions.
At first we start with x1 6= 0, x2 6= 0, x3 = x4 = 0. As x1, x2 ≥ 0, we can use the
parametrization x1 = ρ cos
2 θ, x2 = ρ sin
2 θ. For large ρ we can neglect the linear terms
and get the vacuum stability condition for the selected direction:
ρ2
[
b11 cos
4 θ + b22 sin
4 θ + b12 sin θ
2 cos θ2
]
> −∞
b11 cos
4 θ + b22 sin
4 θ + b12 sin θ
2 cos θ2 ≥ 0
b11 cot
2 θ + b22 tan
2 θ + b12 ≥ 0 . (9)
Our task then reduces to find the minimum of the function
f(tan θ) = b11 cot
2 θ + b22 tan
2 θ + b12 . (10)
This minimum is found at
tan2 θ =
√
b11
b22
. (11)
Inserting this back into (9) we get for the minimum
2
√
b11b22 ≥ −b12 . (12)
We can use other directions to get further constraints: x1 6= 0, x2 6= 0, x23 = x1x2 with
x24 = 0, and x1 6= 0, x2 6= 0, x24 = x1x2 with x23 = 0. Using similar arguments as before,
going back to the parametrization of (5) we get the constraints
λ1, λ2 ≥ 0 and − (λ1λ2)1/2 < λ3
−(λ1λ2)1/2 < λ3 + λ4 + λ5
−(λ1λ2)1/2 < λ3 + λ4 − λ5 . (13)
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Note that this is equivalent to the set of conditions
λ1, λ2 ≥ 0 and − (λ1λ2)1/2 < λ3
−(λ1λ2)1/2 < λ3 + λ4 − |λ5| , (14)
which usually appears in the literature [2]. These are necessary and sufficient conditions
to keep the vacuum stable at the tree level. These conditions are very powerful when it
comes to constraining the parameter space of the Higgs sector, and they will be employed
in Sec. 8.
2.2.3 The potential in the mass eigenbasis
To break the electroweak symmetry, the scalar potential has to have a global minimum
with at least one nonzero vev. Despite the fact that this potential also has the possibility
of spontaneous CP-violation, we will consider only CP-conserving minima in the following.
We can then parametrize the two Higgs doublets as
Φ1 =
 ϕ+1v1 + ϕ1 + iχ1√
2
 , Φ2 =
 ϕ+2v2 + ϕ2 + iχ2√
2
 . (15)
After inserting (15) into (5), we diagonalize the quadratic couplings to get the mass
eigenstates
H− =
1√
v21 + v
2
2
(−v2ϕ−1 + v1ϕ−2 ) , G− = 1√
v21 + v
2
2
(
v1ϕ
−
1 + v2ϕ
−
2
)
A =
1√
v21 + v
2
2
(−v2χ1 + v1χ2) , G0 = 1√
v21 + v
2
2
(v1χ1 + v2χ2) (16)
and the masses
M2H− =
v21 + v
2
2
2v1v2
[
2m212 − v1v2(λ4 + λ5)
]
, M2A =
v21 + v
2
2
v1v2
(
m212 − v1v2λ5
)
. (17)
The only non-trivial diagonalization is the one of the CP even scalars. Any real symmetric
2× 2 matrix can be diagonalized with a matrix depending only on one angle:
LMh,H = −
1
2
(ϕ1, ϕ2)
(
a c
c d
)(
ϕ1
ϕ2
)
= −1
2
(H, h)
(
M2H 0
0 M2h
)(
H
h
)
, (18)
with the masses
M2H,h =
1
2
[
a + d±
√
(a− d)2 + 4c2
]
(19)
and the values
a =
1
v1
(m212v2 + v
3
1λ1) , c =
[−m212 + v1v2(λ3 + λ4 + λ5)] , d = 1v2 (m212v1 + v32λ2)
H = cαϕ1 + sαϕ2 , h = −sαϕ1 + cαϕ2 (20)
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where
cα = cosα , sα = sinα . (21)
G0 and G± are the would-be Goldstone bosons, which stay massless and will become the
longitudinal components of the W and Z bosons (See Sec. 3). For both masses MH , Mh
being nonzero, we can use the projection theorem to express the original mass matrix
with its eigenvalues and eigenvectors. We then get:
a = M2Hc
2
α +M
2
hs
2
α , c = cαsα(M
2
H −M2h) , d = M2Hs2α +M2hc2α . (22)
To compare our parametrization with others more easily, we express all of the couplings
with
MH , Mh, MA, MH± , tan β, sinα, m
2
12, (23)
where
tanβ ≡ v2
v1
. (24)
One usually further introduces the abbreviations
v ≡
√
v21 + v
2
2, v2 = v sin β, v1 = v cosβ . (25)
After this re-parametrization, one can simply go to the basis used in [16] by using m212 =
v2
2
sin β cos βΛ5. The Feynman rules of the potential used in FeynArts [16] have been
checked for this general case. The couplings of the potential will be given in Sec. 11.3,
in the basis (23).
2.2.4 Tunneling to different minima
In some cases the parameter space of the potential admits two non-degenerate minima
(v1, v2) and (v
′
1, v
′
2). In this case, the vacuum may tunnel from the higher minimum to
the lower one. If this happens, the masses of the Higgs bosons will also change! This was
studied in Ref. [18]. Barroso et al. however concluded in a numerical analysis that this
case is rather rare (out of 15 million examined points 37000 had this feature). We will
not study this tunneling effects and try to avoid this parameter region.
2.3 The Z2-symmetric potential
This is the version of the potential (5) without soft breaking (m212 = 0). It corresponds
to the model called VA in [18]:
VA = m
2
11Φ
†
1Φ1 +m
2
22Φ
†
2Φ2
+
1
2
λ1
(
Φ†1Φ1
)2
+
1
2
λ2
(
Φ†2Φ2
)2
+ λ3
(
Φ†1Φ1
)(
Φ†2Φ2
)
+ λ4
(
Φ†1Φ2
)(
Φ†2Φ1
)
+
[
1
2
λ5
(
Φ†1Φ2
)2
+ h.c.
]
. (26)
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2.3.1 Possible minima
The possible minima of this potential were studied in Ref. [18]. It provides 3 non-
degenerate non-trivial solutions for possible stationary points. The first one amounts
to
v1 = 0, v
2
2 = −
m222
λ2
, VI = −m
4
22
2λ2
. (27)
As λ2 > 0 because of (13) and v2 > 0 the mass parameter m
2
22 must be negative: m
2
22 < 0.
As the sign of v2 is not fixed in (27), we have 2 possibilities v2 = ±
√
v22. As v1 = 0 the
stationary point VI has degeneracy 2 as (0,+
√
v22) and (0,−
√
v22) yield the same VI . An
analogous second stationary point exists at
v2 = 0, v
2
1 = −
m211
λ1
, VII = −m
4
11
2λ1
, (28)
which in turn demands m211 < 0. The degeneracy of VII is also 2. If both (27) and (28)
are allowed minima, tunneling may occur between these minima. We can avoid tunneling
by simply enforcing m222 < 0 , m
2
11 > 0 for (27) and vice versa for these kind of models. If
one of the above cases is realized, the model is referred to as the IDM [2]. For the third
stationary point we get:
v21 =
λ2m
2
11 − (λ3 + λ4 + λ5)m222
(λ3 + λ4 + λ5)2 − λ1λ2 , v
2
2 =
λ1m
2
22 − (λ3 + λ4 + λ5)m211
(λ3 + λ4 + λ5)2 − λ1λ2 ,
VIII =
m211m
2
22(λ3 + λ4 + λ5)− 1/2(m422λ1 +m411λ2)
λ1λ2 − (λ3 + λ4 + λ5)2 . (29)
VIII is always negative, which can be seen using the vacuum stability conditions (13).
As we have 4 ways to choose the sign of v1 and v2 all yielding the same stationary point
VIII , its degeneracy is 4. Including the stationary point at the origin, we therefore have 9
different stationary points in total. It was shown in [18] that if VIII is a minimum, VI and
VII cannot be minima. One can also have VII as the only minima, if one avoids tunneling
(m211 < 0, m
2
22 > 0). In the following, when referring to the IDM, we will always mean
the vevs of (27) where v1 = 0.
2.3.2 The potential in the mass eigenbasis
For the realization (29) where v1, v2 6= 0 we can use the results of the discussion in Sec.
2.2.3 and set m12 = 0. This brings the potential into a physical basis where all the
parameters of the potential are now expressed with tanβ, sinα and the Higgs masses.
For the IDM however, there is no mixing angle and no dependence on tanβ. Hence 2
variables of the original parametrization will remain unexpressed. We will choose the
vevs of (27) and insert them into (4). This gives us the Higgs masses:
M2h = v
2
2λ2 M
2
H = m
2
11 +
v22
2
(λ3 + λ4 + λ5)
M2H± = m
2
11 +
v22
2
λ3 M
2
A = m
2
11 +
v22
2
(λ3 + λ4 − λ5) . (30)
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Using (30), we can now express λ2, λ3, λ4, λ5 and calculate the couplings in the mass
eigenbasis. As the Z2-symmetry is unbroken in the IDM, the second doublet Φ1 is inert.
This means that the S-matrix is invariant under Z2, and therefore particles of the inert
doublet Φ1 can only be pair-produced. Furthermore, the lightest particle of the inert
doublet cannot decay and will contribute to Dark Matter.
2.4 The potential VB with soft U(1) violation
Another alternative to define a potential is to enforce a U(1)-symmetry. To avoid a mass-
less scalar appearing in the theory, one breaks it softly with m212 6= 0. This corresponds
to the potential Vλ (5) with λ5 = 0. In [18] this potential is called VB:
VB = m
2
11Φ
†
1Φ1 +m
2
22Φ
†
2Φ2 −
[
m212Φ
†
1Φ2 + h.c.
]
+
1
2
λ1
(
Φ†1Φ1
)2
+
1
2
λ2
(
Φ†2Φ2
)2
+ λ3
(
Φ†1Φ1
)(
Φ†2Φ2
)
+ λ4
(
Φ†1Φ2
)(
Φ†2Φ1
)
(31)
Also in this case one can have 2 different non-trivial minima. This was discussed in [18].
We will again avoid the parameter space where this is possible. For the eigenbasis we can
use the discussion of Sec. 2.2.3 setting λ5 = 0. The couplings of VB can be found in Sec.
11.3.
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3 Scalar kinetic terms
After discussing the various possible choices for the potential, we will now study the
interaction of the Higgs sector with the gauge bosons. This is given as
Lkin = |Dφ1|2 + |Dφ2|2 (32)
where D is the covariant derivative of SU(2)× U(1)2:
Dµ ≡ ∂µ + igA˜aµta + ig′Y Bµ = ∂µ + igaAaµta . (33)
Y is the U(1) hypercharge and ta are the normalized Pauli matrices ta = σa/2. Please note
that in principle there could also be a mixed term Dφ1Dφ2 in (32), but this is eliminated
by the Z2-symmetry defined in (3). For the following discussion it is convenient to change
into the real basis (2). We then have 8 real-valued scalar fields ψi. We can rewrite the
infinitesimal gauge transformation of the fields with antisymmetric real matrices T a:
ψi → (1 + iαata)ijψj = (1− αaT a)ijψj (34)
and in turn also the covariant derivative to Dµ = ∂µ − gaAaµT a. Expanding about the
vevs ψi → ψ0i + ψi, we get the following terms:
Lkin =1
2
(∂µψi)
2 − gaAaµ(∂µψiT aijψj) +
1
2
gagbAaµA
bµ(T aψ)i(T
bψ)i
− gaAaµ(∂µψiT aijψ0j ) + gagbAaµAbµ(T aψ0)i(T bψ)i
+
1
2
gagbAaµA
bµ(T aψ0)i(T
bψ0)i (35)
where ψ0i = δ4iv1 + δ8iv2. We now define
F ai = g
aT aijψ
0
j . (36)
To get F ai we just have to calculate the matrices T
a. Doing so we get
F ai = (Gv1, Gv2) where G =
1
2

g 0 0 0
0 g 0 0
0 0 g 0
0 0 −g′ 0
 , (37)
where F ai has 4 rows for the 4 gauge bosons and 8 columns for the 8 real scalar fields.
We first calculate the mass matrix of the gauge bosons. The terms bilinear in the
gauge fields Aa are
1
2
AaµA
bµF ai F
b
i =
1
2
AaµA
bµ(m2gauge)ab (38)
2This convention is called the Haber-Kane convention. Other conventions are the Denner convention
Dµ = ∂µ − igA˜aµta + ig′Y Bµ and the Peskin-Schroeder convention Dµ = ∂µ − igA˜aµta − ig′Y Bµ.
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where
(m2gauge)ab = (FF
T )ab = GG
T (v21 + v
2
2) =
v21 + v
2
2
4

g2 0 0 0
0 g2 0 0
0 0 g2 −gg′
0 0 −gg′ g′2
 . (39)
We diagonalize (39) in the usual way:
A1 =
1√
2
(
W+ +W−
)
, A2 =
1
i
√
2
(
W− −W+) (40)
A3 =
1√
g2 + g′2
(g′A + gZ) , A4 = B =
1√
g2 + g′2
(gA− g′Z) (41)
with Aa expressed in the mass eigenbasis as W±, Z bosons and the massless photon A.
This leads to the masses of the gauge bosons:
Lg-mass = m2WW+µW−µ +
m2Z
2
Z2 (42)
where
mW =
g
√
v21 + v
2
2
2
, mZ =
√
v21 + v
2
2
√
g2 + g′2
2
. (43)
One then introduces the weak mixing angle
cos θW ≡ cW ≡ mW
mZ
. (44)
As in the SM, we have the relation
e =
gg′√
g2 + g′2
. (45)
As e can be calculated from the fine structure constant, and mW and mZ were measured
by precision experiments at LEP, one gets the following condition for the vevs:
v =
√
v21 + v
2
2 ≈ 246 GeV . (46)
We now use the Faddeev-Popov method to fix the gauge. We get for the generating
functional:
Z = C ′
∫
DADψ exp
[
i
∫
d4x
(
L[A,ψ]− 1
2
(G)2
)]
det
(
δG
δα
)
(47)
where C ′ is just a normalization constant. The gauge fixing term is chosen to cancel the
term gaAaµ(∂µψiT
a
ijψ
0
j ) in the Lagrangian (35). This can be done by choosing
Ga =
1√
ξ
(∂µA
aµ + ξF ai ψi) . (48)
18
Note that only Goldstone bosons contribute to Ga. We therefore have:
−1
2
G2 =
1
2
Aaµ
(
1
ξ
∂µ∂ν
)
Aaν + A
aµF ai ∂µψi −
1
2
ξ [F ai ψi]
2 . (49)
The last term gives the Goldstone bosons their masses:
(m2Gold)ij = ξF
a
i F
a
j = ξ(F
TF )ij = ξ
(
GTGv21 G
TGv1v2
GTGv1v2 G
TGv22
)
= ξV ⊗D (50)
with matrices
V =
(
v21 v1v2
v1v2 v
2
2
)
, D = GTG =
1
4

g2 0 0 0
0 g2 0 0
0 0 g2 + g′2 0
0 0 0 0
 . (51)
D = GTG is diagonal, but V is not. We can however easily diagonalize V . We then get
for the mass matrix:
V ⊗D = (Vb ⊗ 1)(DV ⊗D)(Vb ⊗ 1) (52)
where
Vb =
1√
v21 + v
2
2
(
v1 v2
v2 −v1
)
, DV =
(
v21 + v
2
2 0
0 0
)
. (53)
Let us now see what the basis change does with the scalars:
ψ′ = (Vb ⊗ 1)ψ = 1√
v21 + v
2
2
(
v1φ˜1 + v2φ˜2
v2φ˜1 − v1φ˜2
)
(54)
where
φ˜1 ≡ (ψ1, ψ2, ψ3, ψ4), φ˜2 ≡ (ψ5, ψ6, ψ7, ψ8). (55)
Using this basis, we get the mass eigenstates
[F ai ψi]
2 = (v21 + v
2
2)ψ
′T
(
D 0
0 0
)
ψ′ = (v1φ˜1 + v2φ˜2)D(v1φ˜1 + v2φ˜2). (56)
Expanding this further, we get:
ξ
2
[F ai ψi]
2 = ξ
1
8
[
g2(v1ψ1 + v2ψ5)
2 + g2(v1ψ2 + v2ψ6)
2 + (g2 + g′2)(v1ψ3 + v2ψ7)
2
]
. (57)
Using the mass eigenbasis of the scalars (16) one finds that (57) are the mass terms of
the Goldstone bosons:
ξ
2
[gaF ai ψi]
2 =
ξ
4
g2(v21 + v
2
2)(G
+G−) +
ξ
8
(g2 + g′2)(v21 + v
2
2)(G
0)2 . (58)
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The masses of the Goldstone bosons are proportional to the masses of their gauge boson
counterparts:
mG± =
√
ξmW , mG0 =
√
ξmZ . (59)
In the Feynman-’t Hooft gauge (ξ = 1), these are exactly the masses of the gauge
bosons. In the generating functional (47) we have a factor with a determinant, which
depends on the gauge and Higgs fields. Using the Faddeev-Popov method (See e.g. Ref.
[19]), we can easily write it as a Lagrangian:
Lghost = ca
[−(∂µ(∂µδab + ǫ˜arbArµ)− ξgagb(T aψ0)T b(ψ0 + ψ)] cb (60)
ga =
{
g a ∈ {1, 2, 3}
g′ a = 4
, ǫ˜arb =
{
ǫarb a, r, b ∈ {1, 2, 3}
0 else
. (61)
The fields c in (60) are the anti-commuting ghost fields, arising solely from gauge fixing.
We see that for the ghosts their mass matrix is proportional to the mass matrix of the
gauge bosons, with the additional factor ξ:
m2ghosts = ξm
2
gauge . (62)
Therefore, we can use the basis of the gauge bosons to diagonalize the ghosts. After do-
ing so, one can easily write down the Lagrangian in the mass eigenbasis of ghosts, gauge
bosons, Goldstone bosons and Higgs particles.
We will now derive the propagators of these particles:
Dµν(k) =
−i
k2 −m2
[
gµν − k
µkν
k2 − ξm2 (1− ξ)
]
, G(k) = Y (k) =
−i
k2 − ξm2 , (63)
where D is the propagator of the gauge bosons with masses m = mW for the W
±,
m = mZ for the Z boson and m = 0 for the photon in the mass eigenbasis. G is the
propagator of the Goldstone bosons G± and G0, while Y is the propagator of the ghosts,
where we have one ghost field for each gauge boson (including the photon). The mass m
appearing in the propagators G and Y therefore always is the mass of its corresponding
gauge boson. It is apparent from this discussion that Goldstone bosons and ghosts are
unphysical particles, as their masses depend on ξ, which is the arbitrarily chosen gauge
fixing. ξ must cancel in physical observables like cross sections, decay rates and the like.
If one wants to eliminate the unphysical degrees of freedom from the very beginning, one
employs the unitary gauge ξ →∞. The propagators then simplify to:
Dµν(k) =
−i
k2 −m2
[
gµν − k
µkν
m2
]
, G(k) = Y (k) = 0. (64)
In this case we can completely forget about the ghosts and Goldstone bosons and drop
all their terms in the Lagrangian. The other possible choice already mentioned is the
Feynman-’t Hooft gauge where ξ = 1. In this case we have
Dµν(k) =
−igµν
k2 −m2 , G(k) = Y (k) =
−i
k2 −m2 , (65)
where now the tensor structure of the propagator of the gauge bosons gets particularly
simplified. This is the preferred choice when using the Passarino-Veltman reduction [20]
to reduce tensor integrals. The Feynman-’t Hooft gauge will be used throughout this
work.
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4 Yukawa sector
We will now derive the Yukawa sector of the THDM. We first start with the most general
Yukawa sector, which means we write down all gauge invariant terms that do not spoil
renormalizability. This very general version of the THDM is called Type III in the
literature and has FCNC. As these currents are quite suppressed in the SM, one needs
to fine-tune the couplings or find a special Ansatz for the FCNC matrices. A simpler
but quite effective approach is to introduce a symmetry to restrict FCNC. This is what
is done in the cases known as Type I and Type II, which use a Z2 symmetry to restrict
FCNC. Throughout this chapter we will stick to the notation of [5].
4.1 Type III
To give mass to the fermions, we have to consider the most general Yukawa couplings
invariant under SU(2)L × U(1). Due to the chiral nature of the weak interaction, left-
handed fermions are contained in weak isodoublets (p, n)L, (νl, l
−)L, while the right-
handed fermions are contained in weak isosinglets pR, nR, l
−
R . The weak hypercharge
can be calculated with the formula Q = I3 + Y . In the following we write down the
hypercharge of fermion singlets and doublets, denoting pi (ni) as up-type (down-type)
quarks with generation index i:
 Quark doublets (pi, ni)L must have Y = 1/6
 Quark singlets
– piR have Y = 2/3
– niR have Y = −1/3
 Lepton doublets (νl, l
−)L must have Y = −1/2
 Lepton singlets
– l−R have Y = −1
 both Higgs doublets: Y = 1/2
Note that there are no right-handed neutrinos νR in the standard version of the THDM
1.
Finding combinations of the above and their charge conjugates with hypercharge Y = 0
we obtain the most general renormalizable Yukawa couplings for the quarks:
−LY =(pi, ni)L∆1,ijΦ1njR + (pi, ni)LΦ˜1Γ1,ijpjR
+ (pi, ni)L∆2,ijΦ2njR + (pi, ni)LΦ˜2Γ2,ijpjR + h.c. (66)
1BSM models where mass generation mechanisms for neutrinos are considered are e.g. the Zee model
[6] or the model of Aoki et al. [8] where the THDM is enriched with a charged scalar singlet and in the
latter case with a charged and a neutral scalar singlet.
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where Φ˜i = iσ2Φ
∗
i . We get the mass terms and matrices:
Lq-mass = −niLMn,ijnjR − piLMp,ijpjR + h.c.
Mp =
v√
2
(Γ1 cosβ + Γ2 sin β) , Mn =
v√
2
(∆1 cosβ +∆2 sin β) . (67)
As before, we use v2 = v sin β, v1 = v cosβ. To get real masses, we bi-diagonalize the
matrices Mp and Mn using pL = U
p
LuL, pR = U
p
RuR, nL = U
n
LdL, nR = U
n
RdR and get
Lq−mass = −dLUn†L MnUnRdR − uLUp†L MpUpRuR + h.c.
= −dLMˆndR − uLMˆpuR + h.c. = −− dMˆnd− uMˆpu (68)
with diagonal, positive-definite mass matrices Mˆn for the down-type quarks and Mˆp for
the up-type quarks. The u in (68) is a 3-vector containing the up-type quarks u, c and t,
while d is a 3-vector containing d, s and b quarks. We can further identify VCKM = U
p†
L U
n
L
as the CKM-Matrix. We then define the matrices
ρp = Up†L (−Γ1 sin β + Γ2 cosβ)UpR
ρn = Un†L (−∆1 sin β +∆2 cosβ)UnR , (69)
which are in general non-diagonal. Changing into the mass eigenstates we get
−LY =1
v
d
[
Mˆnsβ−α +
v√
2
(
ρnPR + ρ
n†PL
)
cβ−α
]
dh
+
1
v
d
[
Mˆncβ−α − v√
2
(
ρnPR + ρ
n†PL
)
sβ−α
]
dH
+
1
v
u
[
Mˆpsβ−α +
v√
2
(
ρpPR + ρ
p†PL
)
cβ−α
]
uh
+
1
v
u
[
Mˆpcβ−α − v√
2
(
ρpPR + ρ
p†PL
)
sβ−α
]
uH
+
i√
2
d
(
ρnPR − ρn†PL
)
dA− i√
2
u
(
ρpPR − ρp†PL
)
uA
+
i
v
dMˆnγ5dG
0 − i
v
uMˆpγ5uG
0
+
(
u [VCKMρ
nPR − ρpVCKMPL] dH+ + h.c.
)
+
(√
2
v
u
[
VCKMMˆnPR − MˆpVCKMPL
]
dG+ + h.c.
)
. (70)
As one in general cannot bi-diagonalize two matrices with the same unitary matrices,
ρp and ρn will be complex and non-diagonal. Therefore, we get FCNC at the tree level
as expected. One can get the leptonic couplings by substituting (p, n)L → (νl, l−)L and
nR → l−R, which gives us FCNC for the leptons as well. Flavour physics tells us that these
currents are strongly suppressed. In the SM this suppression is natural, as FCNC do not
appear at tree level. To make the same true for the THDM, one uses the Z2 symmetry.
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Once specified for the potential (3) it must be extended to the Yukawa sector. This is
done by specifying it for the fermion doublets and singlets of SU(2):
(p, n)L → ǫL(p, n)L, nR → ηnnR, pR → ηppR
(νl, l
−)L → κL(νl, l−)L, l−R → ηllR . (71)
Together with the definition (3) this leads to 4 distinct versions of the Yukawa interactions
[21, 22]. The different Yukawa sectors displayed in Tab. 1 obviously lead to different
Type ǫL ηn ηp κL ηl
I -1 +1 +1 -1 +1
X -1 +1 -1 -1 -1
II -1 -1 +1 -1 -1
Y -1 -1 +1 -1 +1
Table 1: Z2 symmetry leads to 4 Types of Yukawa interaction: Type I, X, II and Y.
phenomenology. Type II is the case of the MSSM where one Higgs doublet couples to
up-type and the other to down-type quarks and leptons. Type Y is just the same as Type
II, but with the leptons coupling to up-type instead of down-type quarks. In Type I all
fermions couple to the same Higgs doublet, while in Type X quarks couple to one Higgs
doublet and only leptons to the other doublet. Various studies were conducted on the
phenomenology of Type II, but considerably less studies exist on the other Types1. As
the couplings of Type Y and X can easily be derived once found for Type II and I, we
will only study I and II and then concentrate our efforts on Type I for the rest of the
work.
1Recently the phenomenology of Type X was studied in [13]
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4.2 Type I
As mentioned before, in a Type I model the Z2 symmetry is defined as ǫL = κL = −1,
ηn = ηp = ηl = 1. Applying it to (66), we conclude that Γ1 = ∆1 = 0
1. This simplifies
the sector drastically:
Mˆp =
v√
2
sin βUp†L Γ2U
p
R, Mˆn =
v√
2
sin βUn†L ∆2U
n
R
ρp = cosβUp†L Γ2U
p
R, ρ
n = cosβUn†L ∆2U
n
R . (72)
Now all of the above matrices are diagonal and FCNC eliminated. The Yukawa couplings
simplify to
LY =
1
v
[
− cosα
sin β
dMˆndh− sinα
sin β
dMˆndH
− cosα
sin β
uMˆpuh− sinα
sin β
uMˆpuH
]
− i
v
dMˆnγ5dG
0 +
i
v
uMˆpγ5uG
0
− i
v
cotβdMˆnγ
5dA+
i
v
cotβuMˆpγ
5uA
−
√
2
v
cotβ
(
u
[
VCKMMˆnPR − MˆpVCKMPL
]
dH+ + h.c.
)
−
(√
2
v
u
[
VCKMMˆnPR − MˆpVCKMPL
]
dG+ + h.c.
)
. (73)
The couplings are exactly those used in the FeynArts THDM. For CP-even scalars LY
is symmetric under u↔ d, while for CP-odd scalars the couplings have a relative minus
sign. These Yukawa couplings allow for several features, which may quite differ from the
SM Higgs couplings to the fermions. One interesting case is the fermiophobic limit for
which cosα = 0, which was studied in [10, 11, 9, 12]. In this case the lightest Higgs h
gets fermiophobic, which means that it will not decay to fermions at tree level (it may
still decay to heavy fermions like bb¯ at the 1-loop level [12, 23]). In this case the other
CP even scalar H will be fermiophilic, as sinα = 1.
The IDM discussed in Sec. (2.3) is just a special case of (73), which one can get by sinα =
0 and sin β = π/2. One can further derive a lower limit on tan β using perturbativity of
the top-quark coupling. After diagonalization,
mt =
v sin β√
2
λt . (74)
To preserve perturbativity at tree level, |λt| ≤ 4π. As the vacuum expectation value is
fixed at v ≈ 246 GeV, this yields the lower limit:
0.1 ≤ tan β . (75)
1This is equivalent to ǫL = κL = ηn = ηp = ηl = 1, which results in Γ2 = ∆2 = 0. As we want to
check the FeynArts implementation of the THDM, we will use the convention Γ1 = ∆1 = 0.
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4.3 Type II
As seen in Tab. 1, in Type II the Z2 symmetry of the Yukawa sector is defined as
ǫL = κR = ηP = −1 and ηn = ηl = 1. Then Γ1 = ∆2 = 0, which again follows the
convention of the FeynArts implementation of the THDM. This yields:
Mˆp =
v√
2
sin βUp†L Γ2U
p
R, Mˆn =
v√
2
cos βUn†L ∆1U
n
R (76)
ρp = cosβUp†L Γ2U
p
R, ρ
n = − sin βUn†L ∆1UnR . (77)
Again FCNC do not appear at tree level. The Yukawa couplings simplify to
LY =
1
v
[
sinα
cos β
dMˆndh− cosα
cosβ
dMˆndH
− cosα
sin β
uMˆpuh− sinα
sin β
uMˆpuH
]
− i
v
dMˆnγ5dG
0 +
i
v
uMˆpγ5uG
0
+
i
v
tanβdMˆnγ
5dA+
i
v
cotβuMˆpγ
5uA
+
√
2
v
(
u
[
tanβVCKMMˆnPR + cot βMˆpVCKMPL
]
dH+ + h.c.
)
−
√
2
v
(
u
[
VCKMMˆnPR − MˆpVCKMPL
]
dG+ + h.c.
)
. (78)
This is the case needed for the MSSM. These are the couplings used in the FeynArts
implementation of Type II.
As we now have not only mt ∝ v2 but also mb ∝ v1, we can use the previous lower
limit for Type I and calculate an upper limit for tanβ. Following similar arguments as
before, we conclude
0.1 ≤ tanβ ≤ 550 . (79)
Due to the couplings of (78), a fermiophobic limit is not possible for Type II.
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5 Electroweak precision tests
Electroweak precision tests are the decisive tests of the SM and any other electroweak
theory. The nice feature of electroweak symmetry breaking is that one can define zeroth
order natural relations. While being valid for all values of the couplings at tree level,
going to higher orders these relations will receive corrections from particles contributing
in loops. Therefore comparing precision measurements to a calculated natural relation
with quantum corrections will yield a consistency test for a certain region of parameter
space. In the case of the SM we get indirect constraints on the Higgs or the top mass.
If we take the most precisely determined parameters as input parameters, we will in
return get precise predictions from our theory as output. As of 2008, the most precise
parameters are [24]:
α(0) = 1/137.03599976(50)
mZ = 91.1876(21) GeV
GF = 1.16637(1)× 10−5GeV−2 . (80)
We will now use these values to calculate constraints on the THDM. The notation and
conventions follow Ref. [25].
5.1 Constraints from mW in the SM
The idea to use the correlation of the gauge boson masses as a test of the SM goes
back to 1980 [26]. Fermi’s constant GF is determined via the lifetime of the muon, an
experimental quantity, which has been determined to high accuracy. Almost 100 % of all
muon decays are µ→ eνµνe+(γ). Ignoring the other decay channels, one defines GF via
the following relation:
Γµ =
G2Fm
5
µ
192π3
F
(
m2e
m2µ
)(
1 +
3 m2µ
5m2W
)
(1 + ∆QED) (81)
where Γµ is the total decay width of the muon and F (x) = 1−8x−12x2 log x+8x3−x4.
The QED corrections in the effective theory ∆QED have been included in the definition.
Calculating the corrections ∆QED and inserting the muon lifetime one obtains the value
for GF as given in (80). On the other hand, one can calculate Γµ in the SM, which then
only depends on SM parameters. Doing so, one finds the famous equation relating the
SM parameters and Fermi’s constant GF [27]:
GF√
2
=
α π
2s2Wm
2
W
(1 + ∆r) . (82)
Here sW is the sine of the weak mixing angle sW = sin θW with
sin2 θW = 1− m
2
W
m2Z
. (83)
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The quantity ∆r is
∆r = ΠAA(0)− c
2
W
s2W
(
ReΣZZ(m2Z)
m2Z
− ReΣ
WW (m2W )
m2W
)
+ 2
cW
sW
ΣAZ(0)
m2Z
+
ΣWW (0)− ReΣWW (m2W )
m2W
+
α
4πs2W
(
6 +
7− 4s2W
2s2W
log c2W
)
. (84)
Here ΣWW , ΣZZ , ΣAZ denote the transversal part of the self-energies of the W and Z
boson. ΠAA is defined as
ΠAA(k2) ≡ ∂Σ
AA(k2)
∂ k2
(85)
where again ΣAA is the transversal self-energy of the photon.
∆r is then separated into finite quantities
∆r = ∆α − c
2
W
s2W
∆ρ+∆rrem (86)
where
∆ρ ≡ Σ
ZZ(0)
m2Z
− Σ
WW (0)
m2W
− 2sW
cW
ΣAZ(0)
m2Z
, ∆α ≡ −ReΠAA(m2Z) + ΠAA(0) (87)
∆rrem ≡
(
1− c
2
W
s2W
)
ΣWW (0)− ReΣWW (m2W )
m2W
+ReΠAA(m2Z)
+
c2W
s2W
ΣZZ(0)−ReΣZZ(m2Z)
m2Z
+
α
4πs2W
(
6 +
7− 4s2W
2s2W
log c2W
)
. (88)
Note that our definition of ∆ρ differs from the usual one by the additional ΣAZ-term
which was added in the above definition to get a UV finite quantity. If one considers the
fermionic contribution only, this term vanishes.
For ∆α, all heavy particles decouple due to the Appelquist and Carazzone theorem
[28]. It is reasonable to separate ∆α into a hadronic and a leptonic component:
∆α(m2Z) = ∆α
had(m2Z) + ∆α
lept(m2Z) . (89)
The hadronic part cannot be calculated in perturbation theory, due to the nature of the
strong interaction and its non-perturbative effects. It is calculated instead indirectly,
with a dispersion integral over the normalized cross section of σ(e+e− → hadrons):
∆αhad(m2Z) = −
αm2Z
3π
Re
(∫ ∞
4m2pi
ds′
Rγγ(s
′)
s′(s′ −m2Z)
)
Rγγ(s) =
σ(e+e− → γ∗ → hadrons)
σ(e+e− → γ∗ → µ+µ−) (90)
where Rγγ(s) is calculated over the problematic range using experimental data and us-
ing perturbative QCD for the high energy range (For more details see [29]). The top-
contribution to (89) is very small, being around ∆αtop ≈ −10−4 and can be neglected.
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The leptonic contribution αlept(m2Z) is calculated perturbatively and one usually includes
the 3-loop level. For the total value of ∆α(m2Z) we thus get
∆α(m2Z) = 0.0594± 0.0005, (91)
where most of the error originates from the hadronic contribution.
Next we will deal with the other two observables ∆ρ and ∆rrem and discuss QCD
corrections. QCD corrections appear as virtual corrections to the top. The observable
∆ρ depends stronger on the top, because ∆ρtop ∝ m2t while ∆rtoprem ∝ log(m2t/m2W ).
Therefore, we will only include QCD-corrections to ∆ρ. These were already calculated
up to the 4-loop level [30]. As the 4-loop corrections are small (shifting mW around by
about 2 MeV), we will only include the 3-loop level [31] which is more than accurate
enough for our purpose. While the two-loop self-energy corrections are rather small,
the two-loop fermionic contributions [32] are approximately the same size as the QCD
corrections.
To sum up the irreducible W self-energy to all orders, the following approximation is
often used [27]:
1 + ∆r → 1/(1−∆r), (92)
which is valid for ∆ρ being not too big (for a more exact treatment see [33]). Using this
relation, we get the following formula:
m2W =
1
2
(
m2Z +
√
m4Z −
4απ√
2GF
m2Z
1−∆r
)
. (93)
Therefore one could use this formula to calculate mW using the data (80). For our
analysis it is practical to use a direct approach similar to [34]. Using (80) and mW =
80.398±0.025 GeV [24] as experimental input values, one can calculate ∆r from precision
data:
∆rexp = 0.0343± 0.0020, (94)
which is the experimental value of ∆r with uncertainties resulting mostly from the un-
certainty of mW . We may now calculate ∆r and compare the calculated value with
(94).
5.2 Constraints from mW in the THDM
The charged scalar in the THDM contributes to the muon decay already at tree level, so
one would expect that not only the gauge self-energies of ∆r in (84) but also the relation
(82) must be changed. The tree level contribution is however suppressed by its couplings
to the leptons gH+l−ν¯ which is proportional to the lepton mass ml while gW+l−ν¯ is not:
gH+l−ν¯ ∝ eml tan
2 β√
2sWmW
, gW+l−ν¯ ∝ e√
2sW
. (95)
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This implies suppression by a factor
memµ
m2W
≈ 10−8 − 10−6 (96)
for tanβ ≤ 10. As light charged scalars with MH± ≤ 78 GeV were excluded by precision
experiments at LEP [35], the propagator of the charged scalar cannot grow larger than
the W boson propagator. Therefore, the contribution of the THDM to the muon decay
at tree level can safely be neglected.
At the one-loop level, triangle diagrams with only one virtual Higgs coupling to the muon
are the most dominant contributions of the THDM Higgs sector. Nonetheless, they are
still not large enough to affect (82), because they are suppressed by a factor
mµ
mW
≈ 10−3 . (97)
Hence the only sizeable contribution comes from the self-energy of vector bosons which
are contained in ∆r. The vertex corrections are the same as in the SM, and we can use
the formula (84) for ∆r and just insert the self-energies of the THDM.
We now separately reconsider the quantities of ∆r in the THDM, ∆α, ∆ρ and ∆rrem.
The charged Higgs contributes to ∆α, but again due to the Appelquist and Carazzone
theorem this is only around
∆αH+ ≈ 10−4 (98)
and can be neglected. Hence for ∆α we use the SM value. One of the parameters of ∆r
where the additional scalars of the THDM do contribute is ∆ρ. For the ∆ρ parameter
one also has to include the QCD corrections to the top quark, as it was done in the SM
in Sec. 5.1. The ∆rrem QCD corrections will be ignored as before.
The biggest higher-order corrections we will ignore is the fermionic two-loop contribution
(These include two-loop diagrams with Higgs bosons). In the SM, these are around
∆rf−2loop ≈ +0.004 . (99)
Together with two-loop self-energy corrections of the gauge bosons and the Higgs sector
[32], which we are neglecting too, this gives us an estimate of the uncertainty of our
prediction
∆rtherr ≈ ±0.005 . (100)
Adding this error linearly to the experimental error (94) at 2 σ, we can exclude ∆r <
0.0253 and ∆r > 0.0343 at 2 σ. At the one-loop level ∆r is directly sensitive only to
the gauge sector of the THDM, and not to the potential or the Yukawa couplings. It
depends on only 5 unknown parameters, sin(α−β), MH± , MA, Mh, MH . The additional
contributions of the THDM to ∆r are present only in the self energies of the W and the
Z bosons. Calculating these and inserting them into (84) we get the one-loop result in
the THDM with QCD corrections for the ∆ρ parameter. FeynArts was then employed
to calculate ∆r for various regions of parameter space. While in the SM the value of ∆r
was always around ∆r ≈ 0.034, in the THDM for certain parameter regions it can even
be negative.
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5.2.1 IDM
After implementing the described functions in a FeynArts program, we evaluated ∆r
for the IDM. In the IDM the scalar h couples to the gauge bosons like the SM Higgs.
Therefore, we have α = 0, β = π/2 and hence cos(β − α) = 0. ∆r then depends only
on the 4 Higgs masses. The decay signature h → γγ in the SM, which we will study
in Sec. 8, is only visible at the LHC if the Higgs is rather light (Mh ≈ 130 GeV). We
therefore evaluate ∆r at Mh = 130 GeV. In Fig. 1, ∆r is plotted for the IDM in the
(MA,MH) plane for various charged Higgs masses. Regions, which are incompatible with
the precision constraints (parameters for which ∆r < 0.0253 or ∆r > 0.0433) are shown
in yellow.
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(b) ∆r for a medium charged scalar MH± =
200 GeV
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(c) ∆r for a medium charged scalar MH± =
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(d) ∆r for a heavy charged scalar MH± =
400 GeV.
Figure 1: ∆r is displayed in the (MH , MA) plane for Mh = 130 GeV and cos(β−α) = 0.
The excluded regions are marked in yellow.
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In Fig. 1(a) we can see that for a light charged scalar (MH± = 100 GeV), either MH
or MA must be small. On the other hand, as of Fig. 1(d), for a rather heavy charged
scalar (MH± = 400 GeV), H must be rather heavy, or MA ≈ 400 GeV. We hence see
that by setting MA ≈ MH± or MH ≈ MH± one can always render ∆r compatible with
the experimental value.
5.2.2 Other potentials
For the more general cases VA, VB, Vλ, the angle cos(β − α) is a free parameter. Antic-
ipating the discussion in Sec. 8.3 of the enhancement for the potential VB we plot the
value of ∆r in the same regions as in Sec. 8.3. We see that for Fig. 2(a) nothing can be
0.0343 0.0343
0.034
0.034
0.033
0.033
0.0326
0.0326
-0.5 0.0 0.5
9
10
11
12
13
14
Α
ta
nΒ
(a) ∆r for MA = 200 GeV and MH =
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(b) ∆r displayed for MA = 265 GeV and
MH = 272 GeV.
Figure 2: ∆r is displayed in the (tanβ, α) plane for Mh = 130 GeV, MH± = 100 GeV for
several values of MH , and MA. The excluded regions are marked in yellow. We see that
increasing both masses MA and MH , the value of ∆r drops leading to a 2 σ excluded
region.
excluded, while there is a certain exclusion region in Fig. 2(b) from α ≈ (−0.4)− (0.0).
We show similar plots for the region we will examine for Vλ (Sec. 8.4). While we
cannot see any exclusion in the region of Fig. 3(a), in Fig. 3(b) the values of ∆r are
very close to the 2 σ bound 0.0253. Parts of Fig. 3(b) region may therefore be excluded,
if we could provide a better precision for ∆r (for example by calculating the two-loop
contributions in the THDM).
5.3 Z decays
The partial decay widths of the Z boson have been determined at the permille level
at LEP [36]. The results are in quite good agreement with the SM at 1.5σ. The only
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(a) ∆r for MH = 333 GeV, MA = 111 GeV.
No exclusion in the region displayed.
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(b) ∆r for MH = 279 GeV and MA =
254 GeV.
Figure 3: ∆r is displayed in the (tanβ, α) plane for Mh = 130 GeV MH± = 100 GeV for
two values of MH and MA. We see that there is no exclusion possible in both figures. In
Fig. 3(b) one is close to the 2 σ exclusion region.
significant disagreement was found in the forward-backward asymmetry for bb production
AbFB ≡
∫ 1
0
dσ(e−e+ → bb¯)
d cos θ
d cos θ −
∫ 0
−1
dσ(e−e+ → bb¯)
d cos θ
d cos θ , (101)
which differs from its SM value by 2.5 σ. As the Z decays Z → f f¯ are all tree-level
processes, we will get the strongest constraints for the Higgs sector by considering the
final states with the largest radiative corrections. Any Higgs in a loop must couple to
at least one of the outgoing fermions (f). The Higgs-fermion-fermion coupling is always
proportional to the fermion mass
ghff ∝
mf
mW
(102)
and therefore suppressed when compared to the competing diagrams with the W and Z
bosons. This means that the corrections due to the W and the Z will dominate, and
that Higgs corrections are larger for heavier than for light final state fermions. We hence
consider the heaviest kinematically allowed decay process Z → bb¯. As the self-energy
of the Z-boson is already constrained by the previous discussion on ∆r, we are now
interested in observables where oblique corrections (corrections due to the self-energy of
the gauge bosons) are small. This is the case for two prominent observables, Rb and Ab.
Rb is the hadronic branching ratio of Z to b quarks:
Rb ≡ Γ(Z → bb¯)
Γ(Z → hadrons) , (103)
while Ab is the b-quark left-right asymmetry:
Ab ≡ σ(e
−
L → bF )− σ(e−L → bB) + σ(e−R → bB)− σ(e−R → bF )
σ(e−L → bF ) + σ(e−L → bB) + σ(e−R → bB) + σ(e−R → bF )
(104)
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where
σ(e−L,R → bF ) =
∫ 1
0
dσ(e−L,Re
+ → bb¯)
d cos θ
d cos θ
σ(e−L,R → bB) =
∫ 0
−1
dσ(e−L,Re
+ → bb¯)
d cos θ
d cos θ . (105)
The measurements were performed with a polarized beam at SLAC [37]. These cross
sections are to be taken at the Z-resonance. We will now follow the discussions of Refs.
[38, 39] to calculate Rb and Ab. In this approach, one defines effective Zbb¯-couplings g¯
L
b
and g¯Rb to calculate these values. Rb and Ab then become
Rb =
[
1 +
Sb
s¯bC
QCD
b C
QED
b
]−1
, Ab =
2r¯b(1− 4µb)1/2
1− 4µb + (1 + 2µb)r¯2b
(106)
where
r¯b =
v¯b
a¯b
, s¯b = (a¯b)
2(1− 6µb) + (v¯b)2 (107)
v¯b = g¯
L
b + g¯
R
b , a¯b = g¯
L
b − g¯Rb (108)
Sb =
∑
q 6=b,t
(a¯q)
2 + (v¯q)
2. (109)
µb = (m¯b(mZ)/mZ)
2 ≃ 1.0 × 10−3 is accounting for the effect of mb(mZ) 6= 0. CQCDb =
0.9953 and CQEDb = 0.99975 are accounting for QCD and QED corrections, respectively
(for an exact definition see [39]). Sb is the squared sum of the vector and axial-vector
couplings over the first and second generation. In our approximation, contributions of
the Higgs sector are neglected. From [39] we get Sb = 1.3184. The SM prediction with
mt = 172 GeV and MH = 149 GeV then yields [39]
g¯Lb = −0.4208, g¯Rb = 0.0774 , (110)
with which one gets
RSMb = 0.21587 , A
SM
b = 0.935 . (111)
The measured value of Ab has quite improved since 1996 and is now in agreement with
the SM [37]:
Rb = 0.21629± 0.00066, Ab = 0.923± 0.020 . (112)
We will now consider corrections to these values due to the Higgs sector in THDM Type
I to get further constraints on the parameter space of the model.
5.4 THDM corrections to RSMb and A
SM
b
Considering now contributions of the THDM, we write:
g¯L,Rb =
(
g¯L,Rb
)
SM
+ δgL,RT1 . (113)
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In (g¯L,Rb )SM we include the radiative corrections originating from the would-be Goldstone
bosons, but not the neutral Higgs correction, which is contained in δgL,RT1 . In a first
approximation in Type I, the neutral Higgs bosons can be ignored. One can see this by
considering the couplings (73) of the Higgs bosons:
g(h,H)bb¯ ∝
mb
sin β
, gAbb¯ ∝
mb
tanβ
(114)
gH+bt¯ ∝ cosβ
sin β
(mtPL −mbPR) . (115)
All the couplings are proportional to 1/ sin β, therefore the neutral couplings cannot be
enhanced compared to the charged Higgs. As the charged Higgs is the only Higgs coupling
to the top at the one-loop level, it will always dominate the other scalar contributions.
This is in contrast to the Type II model (78), where such an enhancement is possible:
g(h,H)bb¯ ∝
mb
cosβ
, gAbb¯ ∝ mb tan β (116)
gH+bt¯ ∝ mt
tanβ
PL +mb tan βPR . (117)
For cosβ ≪ 1 the charged Higgs coupling proportional to mt is reduced while all neutral
couplings get enhanced.
As we are only interested in the Type I model we will ignore the neutral Higgs bosons.
We will also ignore the oblique corrections to the processes, because their contribution to
Rb and Ab is tiny, being in the percent range of the experimental error of Rb and Ab [38].
Rb and Ab can be expanded about their SM values, assuming corrections of the Higgs
sector to be small [39]:
δRb = −0.7785 δgLT1 + 0.1409 δgRT1 (118)
δAb = −0.2984 δgLT1 − 1.623 δgRT1 . (119)
Using the calculated corrections of [38] one gets
δgLT1 =
1
16π2
(
emt√
2mW sW
cot β
)2
1
2
e
sW cW
[
R
R − 1 −
R logR
(R− 1)2
]
(120)
δgRT1 = −
1
16π2
(
emb√
2mW sW
cotβ
)2
1
2
e
sW cW
[
R
R− 1 −
R logR
(R − 1)2
]
. (121)
Here R refers to the mass ratio R ≡ m2t/M2H±. Note that the overall contribution of
the charged Higgs bosons to Rb is always negative, since δg
L
T1 (δg
R
T1 ) is always positive
(negative). The same holds true for Type II. The correction δgRT1 is much smaller than
δgLT1. δAb is typically δAb ≈ 0.006 and therefore too small compared to the experimental
uncertainty. On the other hand, corrections to Rb are sizeable and can be used to exclude
parameter space in the (tanβ,MH±)-plane. We now calculate Rb with mb(mZ) = 3 GeV,
mt = 171 GeV. Due to the experimental error in (112), we get a 2 σ exclusion for
Rb < 0.215.
Using the exclusion plot in Fig. (5), we get an exclusion at 2 σ:
tan β ≤ 3.3 excluded for MH± = 100 GeV. (122)
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Figure 4: Rb is plotted against (MH± , tanβ). Regions with Rb ≤ 0.215 are excluded at
2 σ. One sees a behaviour similar to the b→ sγ case shown in Fig. 6(b) of Sec. 6.
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Figure 5: Rb in THDM Type I, with the charged Higgs at MH± = 100 GeV. The solid
line indicates the experimental average, while the dashed lines indicate the 2 σ bounds
of the experimental value. Within the given error, we exclude all tanβ ≤ 3.3.
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6 Constraints from b→ sγ
Strong constraints on the parameter space of the THDM Type II also come from B-
physics, especially from b → sγ. In Type II one can exclude light charged Higgs bosons
MH± ≤ 260 GeV because of the indirect constraint from b→ sγ [40]. We will now analyze
why this is not possible for Type I. The experimental world average of the branching ratio
of B mesons decaying into a photon and a Hadron containing a strange quark, is given
in the 2006 analysis of Ref. [41]:
B(B¯ → Xsγ)exp = (3.55± 0.24+0.09−0.10 ± 0.03)× 10−4 . (123)
SM calculations were performed at Next to Next to Leading Order (NNLO) level [42] and
gave the following result:
B(B¯ → Xsγ)NNLOSM = (3.15± 0.23)× 10−4 . (124)
The SM value is about 1 σ smaller than the experimental value. For the THDM only
calculations up to Next to Leading Order (NLO) exist [43, 44]. We will rederive the
Leading Order (LO) result and then examine the theoretical properties of the THDM
contribution. Then we will use the NLO result [43] to get a lower exlusion limit for tanβ
with MH± ≈ 100 GeV.
6.1 1-loop contributions:
(Ma)
b
γ
ss
t
H−
(Mb)
b
γ
sb
t
H−
(Mc)
b
γ
s
H−
t
H−
(Md)
b
γ
s
t
H−
t
For the diagram Ma, we get the following amplitude:
iMa =u(ps)(−ieγµQd)
i(/p +ms)
p2b −m2s
(−i) [G†nPL +G†pPR]su
×
∫
ddk
(2π)d
i
(pb − k)2 −M2H±
i(/k +mt)
k2 −m2t
(−i) [GnPR +GpPL]ub u(pb)ǫ∗µ(q) . (125)
Manipulating the denominator of the above and performing the integral, we get
iMa =
ieQdǫ
∗
µ(q)
m2b −m2s
u(ps)γµ
[
mtB(p
2
b , m
2
t ,M
2
H±)
(
msPX +mbP
L↔R
X
)
+
+mbB11(p
2
b , m
2
t ,M
2
H±)
(
msPY +mbP
L↔R
Y
)]
u(pb) (126)
with
PX =
[
G†nPL + G
†
pPR
]
su
[GnPR +GpPL]ub = (G
†
n)su(Gp)ubPL + (G
†
p)su(Gn)ubPR
PY =
[
G†nPL + G
†
pPR
]
su
[GnPL +GpPR]ub = (G
†
n)su(Gn)ubPL + (G
†
p)su(Gp)ubPR . (127)
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For the initial state radiation diagram (Mb), we get:
iMb =u(ps)(−i)
[
G†nPL +G
†
pPR
]
su
∫
ddk
(2π)d
i2(/k +mt)
(k2 −m2t )((ps − k)2 −M2H±)
× (−i) [GnPR +GpPL]ub
i(/ps +mb)
m2s −m2b
(−ieQd)γµu(pb)ǫ∗µ(q) . (128)
Performing the integral and simplifying the denominator, we get:
iMb =
−ieQdǫ∗µ(q)
m2b −m2s
u(ps)γ
µ
[
mtB(p
2
s, m
2
t ,M
2
H±)(msPX +mbP
L↔R
X )+
+msB11(p
2
s, m
2
t ,M
2
H±)(msP
L↔R
Y +mbPY )
]
u(pb) . (129)
We calculate the diagram with 2 scalar propagators in the loop:
iMc =u(ps)(−i)
[
G†nPL +G
†
pPR
]
su
∫
ddk
(2π)d
i(/k +mt)i
2ie(pb + ps − 2k)µ
(k2 −m2t )
[
(ps − k)2 −M2H±
] [
(pb − k)2 −M2H±
]
× (−i) [GnPR +GpPL]ub u(pb)ǫ∗µ(q) (130)
iMc = u(ps)(−ie)
{
γµPL↔RY (−2CH20)+
+ pµs
[
mbPY (−2C˜H22 + CH11b) +msPL↔RY (−2CH22a + CH11a)+
+mtPX(−2CH11a + CH)
]
+
+ pµb
[
mbPY (−2CH22b + CH11b) +msPL↔RY (−2C˜H22 + CH11a)+
+mtPX(−2CH11b + CH)
]}
u(pb)ǫ
∗
µ(q) . (131)
The photon is on-shell, therefore this simplifies to
iMc = u(ps)(−ie)
{
γµPL↔RY (−2CH20) + 2pµb
[
mbPY (C
H
11b − C˜H22 − CH22b)+
msP
L↔R
Y (C
H
11a − CH22a − CH22)+
mtPX(C
H − CH11a − CH11b)
]}
u(pb)ǫ
∗
µ(q) , (132)
where CHija = Cij(p
2
s, p
2
b , (pspb), m
2
t ,M
2
H±,M
2
H±) and C
H
ijb = Cij(p
2
b , p
2
s, (pspb), m
2
t ,M
2
H±,M
2
H±).
The next diagram (Md) contains 2 fermion propagators in the loop:
iMd = u(ps)(−i)
[
G†nPL +G
†
pPR
]
su
∫
ddk
(2π)d
i((/k − /q) +mt)(−ie)γµQuii(/k +mt)
(k2 −m2t )((k − q)2 −m2t )((pb − k)2 −M2H±)
×(−i) [GnPR +GpPL]ub u(pb)ǫ∗µ(q) . (133)
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Evaluating the integral and simplifying the nominator we finally get:
iMd = ieQuu(ps)
[
γµ
{
PL↔RY
[
(2− d)C20 +m2b(−C22b − C˜22 + C11b) +m2sC˜22 +m2tC
]
+
+mbmsPYC11b +mbmtP
L↔R
X C +mtmsPXC
}
+
+2qµ
{
mbPY (C22a + C˜22 − (C11a + C11b)) +msPL↔RY (C11a − C22a)+
mtPX(C11a − C)
}
+2pµb
{
mbPY (C22b + C˜22)−msPL↔RY C˜22 +mtPXC11b
}
−2pµs {mbPYC11b +mtPXC}
]
u(pb) . (134)
Further use of ǫµqµ = 0 yields
iMd = ieQuu(ps)γ
µ
{
PL↔RY
[
(2− d)C20 +m2b(−C22b − C˜22 + C11b) +m2sC˜22 +m2tC
]
+
+mbmsPYC11b +mbmtP
L↔R
X C +mtmsPXC
}
+
+2pµb
{
mbPY (C22b + C˜22 − C11b)−msPL↔RY C˜22
+mtPX(C11b − C)
}
u(pb) . (135)
Let us now calculate PX and PY in Type I and Type II for the charged Higgs bosons.
Then
PX =
e2V ∗tsVtb
2M2W s
2
w
mtgngp [msPL +mbPR] ≈ e
2V ∗tsVtb
2M2W s
2
w
mtgngpmbPR (136)
PY =
e2V ∗tsVtb
2M2W s
2
w
[
g2nmsmbPL +m
2
t g
2
pPR
] ≈ e2V ∗tsVtb
2M2Ws
2
w
m2t g
2
pPR . (137)
6.1.1 Type I
For the Type I Yukawa couplings, gp = cotβ and gn = − cot β. PX is negative for
these couplings, and the cot β dependence factorizes, MTHDM ∝ cot2 β. In this case
PX is negative, having opposite sign to the SM contribution. Depending on tan β, the
overall decay width will increase for tanβ ≪ 1, as the contribution of the charged Higgs
dominants the SM contribution, or decrease for tan β ≈ 1. For tanβ ≫ 1 the THDM
contribution vanishes and we have the SM case.
6.1.2 Type II
For Type II Yukawa couplings, gp = cot β and gn = tan β. In this case PX has the same
sign as the SM contribution, therefore the THDM contribution always increases the decay
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width. Moreover, PX does not depend on tanβ at all. For 10 ≤ tan β ≤ 103 we have
PY ∝ m2t cot2 βPR and the dependence on tan β is strongly suppressed. For tan β ≪ 1
we receive additional large positive contributions from terms proportional to PY . As the
SM value is in good agreement with experiment, and the THDM contribution is sizeable,
one can derive an exclusion limit for MH± independent of tanβ (see Fig. 6(a) where the
NLO result is plotted).
Evaluating the width numerically, in the SM we get at LO
ΓSM(B¯ → Xsγ) ≈ 6.9× 10−17 GeV . (138)
We used the pole mass of the b-quark mb = 4.7 GeV, ms = 0.15 GeV and α
−1 = 130.
Combining this with ΓSL defined in (143) and BSL defined in (141), we use (140) to get
the branching ratio at LO:
B(B¯ → Xsγ)LOSM = 3.14× 10−4. (139)
We will now use a NLO discussion (which includes QCD corrections) to calculate exclusion
regions for the THDM.
6.2 The NLO result in the THDM
In B physics, the framework of an effective low-energy theory with 5 quarks is often
used. All particles with mass m ≫ mb are integrated out. (For an excellent review
of this approach see Ref. [45]). As a first approximation one uses the spectator quark
model, in which only the heavy b-quark decays while the other sea quark (u or d) does
not influence the decay products. One can then use Heavy Quark Effective Theory to
calculate additional corrections of the order 1/m2b (See for example [46]). We will first
introduce the formulas used in [43]. The inclusive branching ratio can be calculated as
B(B¯ → Xsγ) = Γ(B¯ → Xsγ)
ΓSL
BSL (140)
where BSL refers to the semi-leptonic branching ratio B → Xlν. A recent evaluation [24]
of experiments at Belle, CLEO and Babar has shown that
BSL = (10.99± 0.28)× 10−2 . (141)
The dominant contributions to these semi-leptonic decays are tree-level processes, with
a virtual charged particle (W-boson and the H±) mediating the decay. Even for a very
light charged scalar MH± ≈ mW the contribution of H± is suppressed by a factor
RH±/W ≈ mbml
m2W
. (142)
For the inclusive rate, the most dominant contribution comes from decays with final state
electrons. As for these RH±/W ≈ 10−4, one can ignore the THDM contribution. With
QCD corrections and non-perturbative corrections taken into account, one finds [43]
ΓSL =
G2F
192π2
|Vcb|2m5bg(z)
(
1− αs(µb)
3π
f(z) +
δNPSL
m2b
)
(143)
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where
g(z) = 1− 8z + 8z3 − z4 − 12z2 log(z) , f(z) =
(
π2 − 31
4
)
(1−√z)2 + 3
2
, z =
m2c
m2b
,
δNPSL =
λ1
2
+
3λ2
2
[
1− 4(1− z)
4
g(z)
]
, λ1 = −0.5 GeV2 , λ2 = −0.12 GeV2 . (144)
The inclusive partial decay width is then found to be [43]
Γ(B¯ → Xsγ) = G
2
F
32π4
|V ∗tsVtb|2αemm5b[
|D¯|2 + A+ δ
NP
γ
2m2b
|C0,eff7 (µb)|2+
δNPc
m2c
ℜ
(
C0,eff7 (µb)
)∗(
C0,eff2 (µb)−
1
6
C0,eff1 (µb)
)]
. (145)
Here |D¯|2 ∝ |Mb→γs|2 is proportional to the matrix element of b → γs, A ∝ |Mb→γsg|2
proportional to the gluon bremsstrahlung matrix element, and the terms proportional to
δNPγ = λ1 − 9λ2 and δNPc = −λ2/9 are corrections from Heavy Quark Effective Theory.
The equation depends on two scales µb and µw because the Wilson coefficients are first
calculated at a scale µw where QCD corrections are small, and then scaled down to
µb ≈ mb by solving the appropriate renormalization group equation. In our calculation
we used
µw = mW , µb = 4.8 GeV, αs(MZ) = 0.119, α
−1
em = 137.036, Mt = 171.2 GeV .
(146)
By choosing α−1em = 137.036 we take the recommendation of [47]. The residual scale
dependence of B(B¯ → Xsγ) introduces an error of ±0.010.20 [43]. Considering this and the
errors of the input parameters, we get the SM prediction at NLO:
B(B¯ → Xsγ) = 3.54±0.010.20 (µ)±0.200.20 (param)× 10−4 =
≈ 3.54±0.210.40 ×10−4 . (147)
The SM contribution at NNLO decreases the NLO decay width by 10 percent. Hence
the NLO SM result (147) is higher than the NNLO SM result (124). One can combine
the NNLO SM result with the NLO result calculated in the THDM by considering the
following: If we assume that contributions of diagrams arising at NNLO involving the
additional particles of the THDM are rather small, it makes sense to consider B(B¯ →
Xsγ) for NNLO SM and NLO THDM contributions. In this case we write B(B¯ → Xsγ)
as
BSM, THDMNNLO, NLO(B¯ → Xsγ) ∝
∣∣∣∣ASMNLO + ASMNNLO + ATHDMNLO ∣∣∣∣2 (148)
where ASMNLO and A
SM
NNLO refer to NLO and NNLO SM amplitudes respectively, and A
THDM
NLO
contains only the additional contributions of the THDM at NLO. If then ATHDMNLO A
SM
NNLO ≪
1, we have
BSM, THDMNNLO, NLO(B¯ → Xsγ) = BTHDMNLO + BSMNNLO − BSMNLO+
= BTHDMNLO + (−0.39±0.230.40)× 10−4 . (149)
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Calculating BTHDMNLO we can then employ (149) to get exclusion regions in the (MH± , tanβ)
plane.
To get an upper bound for B(B¯ → Xsγ) we use the upper experimental error (123)
at 2 σ, add the lower error from the theoretical prediction in (147), and the experimental
value (123). Doing the same for the lower bound, we can then exclude at 95% C.L.
B(B¯ → Xsγ) ≥ 4.67× 10−4 and B(B¯ → Xsγ) ≤ 2.58× 10−4 . (150)
As illustrated below in Fig. 6(a), in the Type II model forMH± ≤ 260 GeV, the branching
ratio B(B¯ → Xsγ) exceeds the upper bound for all tanβ. Therefore the charged scalar
must have a mass MH± ≥ 260 GeV to still be compatible with B physics experiments.
For smaller tanβ values, the scalar must be even heavier to fulfill this constraint. In
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(a) The Type II model branching ratio is al-
ways greater than the SM value. As one can
exclude all B × 104 ≥ 4.67 at 2 σ, values of
MH± ≤ 260 GeV are excluded independent of
tanβ.
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(b) The Type I model branching ratio is always
smaller than the SM value for tanβ ≥ 0.4. For
tanβ ≪ 1 the branching ratio rises like B ∝
cot4 β.
Figure 6: B(B¯ → Xsγ) × 104 in Type II (Fig. 6(a)) and Type I (Fig. 6(b)) plotted
against tanβ and MH± .
Fig. 6 one can see the differences between the Type II and Type I THDM. While for
Type II (Fig. 6(a)) one can easily exclude light scalars independent of tan β, this is not
possible for Type I (Fig. 6(b)). In the Type I model we can calculate a lower limit
on tan β for a given mass of the charged Higgs MH± . Setting the mass of the charged
scalar to MH± = 100 GeV we can exclude tan β ≤ 1.9, which is a much weaker bound
than we previously calculated from fermionic Z decays (122). In Figs. 6(b) and 7 one
sees yet another feature due to MTHDM ∝ cot2 β: For low values of tanβ, the additional
contributions of the THDM start to dominate the SM contributions, and therefore lead to
very high values. This region is however already excluded due to the previous discussion in
Sec. 5.3, as can be seen from Fig. 4. In Fig 7 we have plotted (tanβ, B(B¯ → Xsγ)×104)
for MH± = 100 GeV in the Type I Model. Due to this plot, one can exclude tan β ≤ 1.9
for these light scalars, but this is a much weaker constraint than tan β ≤ 3.3 previously
found in Sec. 5.4.
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Figure 7: B(B¯ → Xsγ)× 104 of Type I is plotted against tan β. The scalar mass is fixed
at MH± = 100 GeV. The solid line is the experimental average, while the dashed lines
indicate the 2 σ bounds of the experimental values. We exclude tanβ ≤ 1.9 for light
charged scalars H± at MH± = 100 GeV, which is a much weaker bound than the one
from Fig. 5, where we excluded tanβ ≤ 3.3.
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7 Unitarity constraints
Our motivation for considering unitarity constraints is to get theoretical constraints on
the growth of the coupling ghH−H+ which appears in the loop with the charged Higgs in
the process h→ γγ discussed in Sec. 8. Unitarity constraints were first applied to the SM
in [48]. Unitarity constraints in the THDM were considered in Refs. [49, 50, 51, 52]. We
will apply the constraints derived in Ref. [52], as they provide the largest set of unitarity
constraints, which are valid for the more general potential Vλ.
7.1 General analysis
A general investigation was done in [52], using the potential (5). Form212 = 0 it was shown
that constraints for the mass of the light CP even scalar Mh are strongly correlated with
tan β. For Mh = 100 GeV the corresponding constraint for tan β is
tanβ ≤ 7. (151)
This gets relaxed if we allow m212 6= 0. In this case, there is some parameter region
compatible with unitarity constraints, for which
tan β ≤ 30 (152)
may still be allowed. We will now analyze unitarity constraints for the parameter space,
where a large enhancement of Γ(h→ γγ) as considered in Sec. 8 is possible.
7.2 IDM
In the IDM considering unitarity bounds is particularly simple, because for the couplings
in Secs. 11.3.3 and 11.3.4 we find mW ghH−H+ ∝ gh2H−H+ . We hence consider the process
σ(hH+ → hH+) to get a unitarity constraint for the quartic coupling. For high energies√
s≫Mh,MH± we can forget about everything but the quartic vertex coupling and get
the typical constraint
|gh2H−H+ | ≤ 8π (153)
or equivalently
|ghH−H+ | ≤ 16πmW
g
↔ |m222 −M2H± | ≤
4m2Wsw
α
. (154)
Inserting α−1 ≈ 128 we get a rather conservative bound:√
|m222 −M2H± | ≤ 5mW (155)
7.3 The VB case
For the potential VB things look a bit more complicated. Various processes were used
in Ref. [52] to constrain quartic couplings at high energies at the tree level. These
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lead to a set of unitarity constrained parameters a±, b±, c±, d±, f±, e1,2, f1,2, p1, for which
the absolute values must be smaller than 8π. These parameters then depend on the
parameters of the potential, which in the case of the potential VB are the 4 Higgs masses
and the two mixing angles tan β and cosα. We take the maximum of these parameters
and normalize it to the violation bound 8π:
UB(Mh,MH ,MA,MH± , β, α) =
Max(|a±|, |b±|, |c±|, |d±|, |f±|, |e1,2|, |f1,2|, |p1|)
8π
. (156)
Normalizing this way, the parameter region where UB ≥ 1 is excluded by unitarity. To
get a feel for the unitarity constraints, we will study them for the case of a light charged
scalar H± and a heavy A, in which case large enhancement of Γ(h→ γγ) is possible.
The region we will consider is Mh = 130 GeV, MH± = 100 GeV, MA = 500 GeV.
The remaining free parameters are MH , tanβ and sinα. UB of (156) was then evaluated
for various MH and plotted in Fig. 8.
In Fig. 8 the region UB ≥ 1 is excluded by perturbative unitarity and marked in
orange. The blue region with UB smaller than 1 is not forbidden by the unitarity bounds
(but obviously may be forbidden by other constraints). As can be seen in these plots,
unitarity bounds constrain the high tan β region and are therefore complementary to the
constraints from Z → bb, which restrict low values of tanβ (for all plots displayed in Fig.
8, as MH± = 100 GeV, tanβ ≤ 3.3 are excluded due to (122), independent of α). In Fig.
8 we see that if MH gets smaller, the excluded region gets larger. Adding to these plots
the constraint tanβ ≤ 3.3 from Z → bb, one sees that the region displayed in Fig. 8(a) is
completely excluded, while in Fig. 8(b) the allowed region is very small. Combining this
even further with exclusion regions of ∆r, one sees that all regions displayed in Fig. 8
are excluded. This still holds true, if we lower or raise MH above the considered values.
In this way, one can combine constraints to excluded a huge region of parameter space.
7.4 The Vλ case
Next we consider the potential Vλ
3. The situation is very similar except that compared to
VB, we now have an additional parameter in the potential, m12. We define the unitarity
bound just the same way we did for VB:
Uλ(Mh,MH ,MA,MH±, β, α,m12) =
Max(|a±|, |b±|, |c±|, |d±|, |f±|, |e1,2|, |f1,2|, |p1|)
8π
.
(157)
Now the unitarity constrained parameters a±, . . . depend not only on the 4 Higgs masses
and the 2 mixing angles, but also on the parameterm212. We will not display any examples
of the unitarity plots for Vλ here but use the constraint Uλ ≤ 1 in the discussion of Sec.
8.4.
3Note that we do not discuss VA here, because one can always get it from Vλ by setting m12 = 0.
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(a) UB evaluated at MH = 400 GeV.
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(b) UB evaluated at MH = 450 GeV
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(c) UB evaluated at MH = 470 GeV
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(d) UB evaluated at MH = 500 GeV
Figure 8: UB plotted against tan β and α, and evaluated at Mh = 130 GeV, MH± =
100 GeV, MA = 500 GeV for different values of MH . The region in orange violates
perturbative unitarity. Plots for even lighter values of H (i.e. MH = 100 GeV) are
similar to Fig. 8(a) and are not shown here.
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8 h → γγ
One decay channel of particular interest for Higgs searches in the SM at LHC is the decay
of the Higgs particle to two photons. This is often referred to as the ”silver” detection
channel at LHC [1]. It is a rare event, but it has a particular clear signature against
background for the mass range 100 GeV < Mh < 150 GeV. As this is a loop mediated
decay of the Higgs, one expects additional contributions arising from the enlarged Higgs
sector in the THDM. It is hence interesting how large this partial decay width may get
compared to the SM. While this decay has already been studied in Type II of the THDM
[53, 54], in Type I it has only been studied in the fermiophobic limit [55, 9]. In Type II the
partial decay width Γ(h → γγ) can be enhanced only by around 25 % compared to the
Standard Model due to the exclusion of light charged scalars withMH± ≤ 260 GeV arising
from B physics [53]. There is no such exclusion for the Type I case, in which charged
Higgs bosons as light as MH± ≈ 100 GeV are not yet excluded. We will therefore study
if large enhancement comes about for such light charged Higgs bosons in Type I models.
The partial decay width Γ(h → γγ) depends on the potential under consideration.
We will therefore analyze it for the potentials considered in Sec. 2. For this calculation
we again use the Haber-Kane sign convention as introduced in Sec. 3 in (33). Besides
this sign convention, we stick to Ref. [19] for Feynman rules of vertices and propagators.
The amplitude in the THDM is simply the SM amplitude (modulo the mixing of the vevs
and Higgs bosons) and the contributions from the charged scalar of the Higgs sector. For
the charged scalar contribution, only 3 diagrams have to be calculated:
(A1)
p
q1
q2
k − p
k
k − q2
(A2)
p
q1
q2
k
k − p
k − q1
(A3)
p
q1
q2
k − p
k
Using Feynman rules, we get
A1 = ǫ∗(q1)µǫ∗(q2)νghH+H−(−e2)
∫
ddk
(2π)d
[2k − (p+ q2)]µ[2k − q2]ν
[k2 −M2H± ][(k − q2)2 −M2H± ][(k − p)2 −M2H± ]
A2 = ǫ∗(q1)µǫ∗(q2)νghH+H−(−e2)
∫
ddk
(2π)d
[2k − q1]µ[2k − (p+ q1)]ν
[(k − q1)2 −M2H± ][k2 −M2H± ][(k − p)2 −M2H± ]
A3 = ǫ∗(q1)µǫ∗(q2)µghH+H−(2e2)
∫
ddk
(2π)d
1
[k2 −MH± ][(k − p)2 −M2H± ]
. (158)
Substituting k′ = p − k in A1 gives us A1 = A2. We perform the Passarino-Veltman
reduction on A1. As on-shell photons are polarized orthogonal to their momentum, we
have ǫ∗(q1)µq
µ
1 = 0. We can rewrite A1 in the notation of Sec. 11.1:
A1 = ǫ∗(q1)µǫ∗(q2)νghH+H−(−ie2)[4{{kµkν}} − 4{{kµ}}qν1 ], (159)
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where {{}} denotes the integral with three propagators in the loop. Applying Passarino-
Veltman reduction, one finds:
{{kµkν}} = gµνC20 + qµ2 qν1 (C22b + C˜22) , {{kµ}} = qµ2C11a, (160)
where the C-functions take the arguments (p2, q21 = 0, pq1,M
2
H±,M
2
H±,M
2
H±)
4.
Also calculating A3 we get the contribution of the Higgs sector in the THDM:
AH+ = A1 +A2 +A3 = (161)
= ǫ∗(q1)µǫ
∗(q2)νghH+H−(−e2)
[
gµν(8C20 − 2B(p2)) + 4qµ2 qν1
(
2C22b + 2C˜22 − 2C11a
)]
(162)
Divergencies occur only in C20 and B(p
2) and they cancel:
Div(AH+) = ǫ∗(q1)µǫ∗(q2)νghH+H−2(−e2)
[
gµν(4
1
4
B(0)−B(0))
]
. (163)
The contribution of the charged Higgs must be finite because there is no tree-level coupling
which could introduce a counterterm, nor could divergencies cancel with the fermionic
or gauge boson contributions because these are never proportional to ghH+H−. As the
theory is renormalizable, the terms must be finite. The same holds separately for the
contributions of the fermions and the gauge sector. It is now easy to insert the Passarino-
Veltman functions and get an analytical expression:
AH+ = ǫ∗(q1)µǫ∗(q2)νghH+H−(−e2) 2
(4π)2
τH±A0(τH±)
[
−gµν + 2q
µ
2 q
ν
1
M2h
]
, (164)
where τi =
Mh
4mi
with i ∈ {W, f} and τH± = Mh4M
H±
. Before we can calculate the squared
matrix element, we also need the SM contributions. These contributions were calcu-
lated with FeynArts [56] and FormCalc [57] and expressed with the Passarino-Veltman
functions. After a short calculation one gets the well-known expressions [58]:
AW = ǫ∗(q1)µǫ∗(q2)νgW e
3M2h
mW sW2(4π)2
A1(τW )
[
−gµν + 2q
µ
2 q
ν
1
M2h
]
Af = ǫ∗(q1)µǫ∗(q2)νgf e
3M2h
mWsW2(4π)2
Q2fNcA1/2(τf )
[
−gµν + 2q
µ
2 q
ν
1
M2h
]
. (165)
The form factors Ai are:
A0(τ) = −[τ − f(τ)]τ−2
A1/2(τ) = 2[τ + (τ − 1)f(τ)]τ−2
A1(τ) = −[2τ 2 + 3τ + 3(2τ − 1)f(τ)]τ−2 (166)
and
f(τ) =

arcsin2
√
τ τ ≤ 1
−1
4
[
log
1 +
√
1− τ−1
1−√1− τ−1 − iπ
]2
τ > 1
. (167)
4We use the A,B,C notation of [20]
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The total amplitude A is then
A = AW +Af +AH+ . (168)
We can now calculate the matrix element squared for unpolarized photons∑
Pol
|A|2 =
∑
Pol
ǫ∗1µǫ
∗
2νAˆµνǫ1µ′ǫ2ν′(Aˆµ
′ν′)∗ = Aˆµν(Aˆµν)∗ (169)
where
∑
Pol stands for the polarization sum of the photons. Aˆµν is the total matrix
element, without the polarization vectors ǫ∗(q1)
µǫ∗(q2)
ν . The final result is
∑
Pol
|A|2 = 2
(
e3M2h
mW sW2(4π)2
)2 ∣∣∣∣∣ ∑
f∈{t,b}
gfQ
2
fNcA1/2(τf ) + gWA1(τW )
+
ghH+H−mWsW
eM2H±
A0(τH±)
∣∣∣∣∣
2
. (170)
With the squared matrix element calculated, we just have to include the phase space
factor to get the partial decay width:
Γ(h→ γγ) = Gµα
2M3h
128
√
2π3
∣∣∣∣ ∑
f∈{t,b}
gfQ
2
fNcA1/2(τf) + gWA1(τW ) + ghA0(τH±)
∣∣∣∣2, (171)
where
gh ≡ ghH+H−mW sW
eM2H±
. (172)
Note that we get the SM case by setting gW = gf = 1 and gh = 0. In a Type I THDM,
gf is identical for up-type and down-type quarks. For the CP-even Higgs h we get
gW = sin(β − α) , gf = cosα
sin β
. (173)
The coupling gW is generic for all Types of THDMs depending only indirectly on the
potential or the Yukawa couplings. The coupling gh obviously depends on the potential
and has to be evaluated for each potential separately.
To look for large enhancement via the charged Higgs, one has to compare the form
factors Ai(τi) for the parameter region of interest. We investigate large enhancement in
the region 100 GeV ≤Mh ≤ 160 GeV and MH± ≥ 95 GeV. The form factors are plotted
in Fig. 9. The region of interest is marked in red in the plots. One sees that A1 is
always negative, while A1/2 and A0 are both positive. Also A1 is by far the dominant
contribution, being around A1 ≈ −12, while A0 ≈ 0.4 and A1/2 ≈ 1.4.
If we assume gW ≥ 0, gh must be negative and gh ≈ −10 to get competitive to the W
bosons. In this case the contribution of the charged Higgs bosons has the same sign and
the same size as the one of the W bosons. Alternatively, the charged Higgs contribution
may get larger than the W boson contribution while still having opposite sign, which
happens if gh ≈ 20. In both of these cases, the couplings get very large, and therefore one
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Figure 9: The real parts of the scalar form factors A0, A1/2 and A1 are plotted against
τi. The region of interest for 100 GeV ≤ Mh ≤ 160 GeV and MH± ≥ 95 GeV is marked
in red.
should expect to get strong constraints from perturbative unitarity and vacuum stability.
For a useful comparison we analyze the partial decay width normalized to its value in the
SM:
Rγγ =
Γ(h→ γγ)THDM
Γ(h→ γγ)SM . (174)
One then maximizes this rate, subject to the constraints from perturbative unitarity,
vacuum stability, Rb and ∆r. The first two constraints are particularly important since
they depend directly on the potential. For the maximization procedure Mh = 130 GeV
and MH± = 100 GeV unless stated otherwise. Also all particle masses are assumed to be
lighter than 1 TeV. The maximization was done in Mathematica 6, using its three different
maximization algorithms. While these algorithms do not prove that a certain point is a
maximum for its region, they easily find the regions where the width is enhanced. One
does so for each potential, discussing the differences.
8.1 IDM
As the lightest Higgs of the IDM behaves exactly like the SM Higgs when coupling to
SM particles, we have gW = gf = 1 (which corresponds to α = 0, β = π/2). Using the
couplings of Sec. 11.3.3, we get
Γ(h→ γγ) = Gµα
2M3h
128
√
2π3
∣∣∣∣∣∣
∑
f∈{t,b}
Q2fNcA1/2(τf ) + A1(τW ) +
m211 −M2H±
M2H±
A0(τH±)
∣∣∣∣∣∣
2
. (175)
We can have a negative or positive contribution of the IDM depending on the difference
of m211 −M2H± . As m211 ≥ 0 (Sec. 2.3.1) and A0 is negative, to get gh negative we must
have m11 ≪ MH± . In this case however, |gh| ≈ 1, and therefore we get only a slight
enhancement around 10% as shown in Fig. 10(a).
In the opposite case m11 ≫MH± the partial width will decrease. The unitarity bound of
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Sec. 7.2 tells us that in this case we have m11 ≤ 400 GeV. In this case, the sign of gh is
positive, and decreases the partial width.
Furthermore, it is not possible that m11 gets too large if Mh is small because of the
constraints from vacuum stability (14), which can be seen in Fig. 10(b).
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Figure 10: The partial decay width Γ(h → γγ) of the IDM normalized to the SM value
ΓIDM/ΓSM . The region for which the vacuum gets unstable at the tree-level is marked
in red, while the region excluded by ∆r is marked in yellow. The exclusion regions were
calculated for λ1 = 0.75, MH = 300 GeV, MA = 100 GeV. One sees that with rising
m11, the region excluded due to vacuum stability gets bigger as well.
8.2 Enhancement for VA
Next we investigate the potential VA defined in (4). Using the vertex coupling of Sec.
11.3, we then get for gh
gh = g1 + g2 (176)
where
g1 = sβ−α
(
1− M
2
h
2M2H±
)
(177)
g2 =
cα+β
s2β
M2h
M2H±
. (178)
g1 is positive except for a small charged scalar mass MH± . As due to LEP light charged
scalars are excluded, we have MH± ≥ 95 GeV, and therefore |g1| . 1 for the considered
range of Mh. Therefore we cannot expect large enhancement from g1.
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As g2 is proportional to M
2
h/M
2
H±, we should expect enhancement only for a light
charged scalar MH± ≈ 100 GeV. For this range, tanβ ≥ 3.3 due to (122). Expanding
the trigonometric functions, we see that
g2 ∝ 1
2
[
cα
sβ
− sα
cβ
]
. (179)
Therefore only the term with 1/cβ may grow for large tan β values. The unitarity con-
straints of Sec. 7 tell us that in the case of VA for light Mh ≈ 100 GeV only tan β ≤ 7
are allowed. Then g2 ≈ −4 for tan β ≈ 7 and α = π/2. Moreover, in this region the
coupling to the gauge bosons gets small, | sin(β − α)| ≈ 0.1, which results in Rγγ itself
getting pretty small.
Employing the maximization procedure, we see that the partial decay width gets
reduced compared to the SM, with typical maximal values Rγγ ≈ 0.83 for Mh = 130 GeV
as shown in Figs. 11(a) and 11(b)5.
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(a) Rγγ is shown for Mh = 110 GeV.
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(b) Rγγ is shown for Mh = 150 GeV. Increas-
ingMh increases gh and therefore reduces Rγγ .
Figure 11: Rγγ analyzed for the VA potential, for MH± = 100 GeV, MA = 100 GeV,
MH = 150 GeV. We see that there is no enhancement, but a reduction compared to the
SM. The region in orange is excluded due to perturbative unitarity, while the region in
yellow is excluded due to the Rb constraint. The region is not forbidden by ∆r or the
vacuum stability conditions.
8.3 Enhancement for VB
For the VB potential we have
gh = g1 + g2 + g3 (180)
5Note that even if one allows for heavy charged scalars with MH± ≈ 600 GeV for VA one still finds
only Rγγ ≈ 0.9, and therefore the partial width is still smaller than the one of the SM
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where g1 and g2 are as defined in (178) and the additional term g3 which is
g3 = −cα+β
s2β
M2A
M2H±
. (181)
In this case, we can get large enhancement, provided MA ≫ MH±. g3 has a very similar
structure to g2, except that now we have the opposite sign, and Mh → MA. This means
we should expect large enhancement for small values of α. Unitarity and vacuum stability
constraints are however quite restrictive for such large values of MA and employing the
maximization procedure, we may only get up to Rγγ ≈ 1.6 for a certain small region.
This tiny region is shown in Fig. 12(a)
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(a) Rγγ evaluated for MA = 200 GeV and
MH = 211 GeV. The evaluation of ∆r of this
region can be seen in Fig. 2(a).
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(b) Rγγ evaluated for MA = 265 GeV and
MH = 272 GeV. The evaluation of ∆r of this
region can be seen in Fig. 2(b).
Figure 12: Rγγ analyzed for a VB potential, forMh = 130 GeV andMH± = 100 GeV. We
see that Rγγ ≈ 1.6 is possible in the region displayed in Fig. 12(a). While increasing MA
does increase Rγγ, it introduces a 2 σ forbidden region due to the electroweak precision
test of ∆r.
8.4 Enhancement for Vλ
At last we will study the Vλ potential, where m
2
12 is a free parameter. Again we have
gh = g1 + g2 + g3, (182)
where g1 and g2 are again the parameters defined in (178). This time g3 is not fixed via
the masses, but is proportional to m212:
g3 = − cα+β
2s2βc
2
β
m212
M2H±
. (183)
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This means that the only difference to VB is that we now have m12 instead of MA.
Therefore, compared to VA one has one additional parameter in the potential. One might
expect that due to the additional degree of freedom one should get a lot more space for
fine-tuning and therefore a much stronger enhancement than in the VB case. But as the
constraints from unitarity, vacuum stability and ∆r are quite restrictive the results are
very similar to the VB case. Typically one can find enhancement by around Rγγ ≈ 1.6
(Figs. 13(a), 13(b)), or Rγγ ≈ 1.7 in a much smaller region (Fig. 13(c)). Also note that
the region displayed in Fig. 13(b) has rather low values of ∆r, which are pretty close to
the 2 σ exclusion limit.
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(b) Rγγ with MH = 279 GeV and MA =
254 GeV and m12 = 100 GeV. For the value
of ∆r in the displayed region see Fig. 3(b).
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(c) Rγγ with MH = 224 GeV, MA = 102 GeV
and m12 = 50 GeV. ∆r ≈ 0.035 in this region
and therefore allowed.
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(d) Rγγ withMH = 496 GeV,MA = 365 GeV
and m12 = 150 GeV. This region is completely
excluded by ∆r, which is approximately zero
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Figure 13: Rγγ analyzed for the Vλ potential (5), for Mh = 130 GeV, MH± = 100 GeV.
The region excluded by the unitarity bound is displayed in orange, the region excluded
due to vacuum stability is displayed in red.
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9 Analysis of the process at LHC
It is now reasonable to ask, whether deviations from the SM discussed in Sec. 8 could be
studied at the LHC. At LHC the event rate for the process h→ γγ is
dN
dt
= Lσ(pp→ h→ γγ) , (184)
where L is the collider luminosity. The LHC is designed to run at √s ≈ 14 TeV with a
luminosity of 100 fb−1 per year [1]. During its entire operation, one hopes to collect at
least 300 fb−1 of data per experiment.
For 110 GeV ≤ Mh ≤ 150 GeV in the SM, Higgs production is dominated by gluon
fusion σ(pp → gg → h), which is around 80 − 84%. The next important one is vector
boson fusion, σ(pp→ qqV V † → qqh), which is around 10−12% and associated production
with W, Z bosons and tt, which amount to another 6− 8% for this mass range. Ignoring
interference effects, this adds up to
dN
dt
= L [σ(pp→ gg → h→ γγ) + σ(pp→ V V → h→ γγ) + . . .] . (185)
Integrating this over a certain time period, one gets the number of expected signal events
of h → γγ. The number of events was studied in Ref. [59] for an integrated luminosity
of 100 fb−1 and the combined statistical error given was 9.4% for a combined study at A
Toroidal LHC ApparatuS (ATLAS) and Compact Muon Solenoid (CMS). Another more
recent study finds 17% accuracy at CMS for only 30 fb−1 integrated luminosity [60]. This
means that a deviation as described in Secs. 8.3 and 8.4 of the SM value of Γ(h → γγ)
can be measured at the LHC.
Let us first directly compare the event rate of the SM with the THDM. As a first
approximation, we will only consider gluon gluon fusion at LO6.
9.1 A LO comparison
At leading order, the cross section σLO(pp → h) in the narrow width approximation is
particularly simple
σLO(pp→ h) = σh0 τh
dL
dτh
(186)
where for the THDM Type I σLO is just proportional to the squared coupling to fermions
(as the couplings to the quarks are identical)
σh0 ∝ g2hff (187)
and
dLgg
dτ
=
∫ 1
τ
dx
x
g(x, µ2F )g(τ/x, µ
2
F ) (188)
6As the NLO contributions are around 40 % [1], this makes only sense for a qualitative discussion.
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where τh = M
2
h/s and g are the parton densities, defined at the scale µF . Note that for
the considered mass range
100 GeV ≤Mh ≤ 150 GeV (189)
the total width Γh is smaller than the Higgs boson massMh by 3 orders of magnitude. The
Narrow Width Approximation is therefore reasonably satisfied. As the parton densities
do not depend on the Higgs sector, the rate of the THDM compared to the rate of the
SM is
QTHDM =
NTHDM
NSM
= g2hff
ΓTHDM(h→ γγ)
ΓSM(h→ γγ)
ΓSM
ΓTHDM
. (190)
If we moreover have ghff ≈ 1 and | sin(β−α)| ≈ 1, as the total decay width is dominated
by decays into bb and WW ∗ in this region, we have ΓSM ≈ ΓTHDM , and therefore
QTHDM =
ΓTHDM(h→ γγ)
ΓSM(h→ γγ) . (191)
These assumptions are reasonably satisfied for the regions we plotted in the figures of Sec.
8. Another way is to consider a ratio of event numbers of two different decay channels.
9.2 A ratio of events
Another discovery channel for h in the mass range 120 GeV ≤ Mh ≤ 150 GeV is the
Higgs decay into one on-shell and one off-shell W boson h → WW ∗. While this might
be suppressed in the THDM due to the couplings of Higgs to the W bosons sin(β − α),
it is not suppressed in our region of interest, where enhancement happens. Considering
the event rate of h→ γγ and h→ WW ∗ one gets
Rγ/W =
N(h→ γγ)
N(h→WW ∗) ≈
Γ(h→ γγ)
Γ(h→WW ∗) . (192)
For this observable, there is no dependence on the production process, and therefore
uncertainties arise solely from event statistics and detector efficiency. For this observable,
one can get an accuracy of 11-16% in the mass range 120 GeV ≤ Mh ≤ 150 GeV for an
integrated luminosity of 200 fb−1[59] 7. While (192) does not depend on the branching
ratios of these decays, the associated uncertainties due to statistics do. One therefore
must again assume that the event rate of the THDM is not significantly smaller then in
the SM by assuming ghff ≈ 1 and sin(β − α) ≈ 1 to get the same accuracy as given in
[59].
7Note that for smaller masses, the signal over background ratio gets much smaller resulting in a much
larger uncertainty due to statistics.
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10 Conclusion
We have discussed a possible enhancement of the partial decay width Γ(h → γγ) in
the THDM Type I for light charged scalars with MH± ≈ 100 GeV. While for the Type
II model light scalars can be excluded using the indirect constraint from b → sγ, such
a tan β independent exclusion is not possible in the Type I model due to the different
Yukawa couplings. For this model b → sγ leads to a less powerful constraint, which
excludes tanβ ≤ 1.9 for MH± = 100 GeV (Sec. 6). Therefore, in the Type I model the
most important constraint on the mass of the charged Higgs bosons comes from LEP,
which is MH± ≥ 95 GeV [24].
For light charged scalars one finds a much better constraint for tan β by considering
the decays of the Z boson into hadrons: For MH± ≈ 100 GeV, one finds that tan β ≤ 3.3
can be excluded (see Sec. 5.4).
The partial decay width Γ(h→ γγ) depends on the potential via the coupling of the
neutral Higgs to the charged scalars. This means that a possible enhancement depends
on the potential and its available parameter space. Therefore, restricting the parameter
space of the THDM with constraints on the potential restricts a possible enhancement
of Γ(h → γγ). The most important direct constraints on the potential are perturbative
unitarity (Sec. 7) and vacuum stability (Sec. 2). They are quite restrictive for large
couplings and therefore were particularly important for our study. Other constraints
considered were the aforementioned exclusion of tanβ due to decays of the Z boson (Sec.
5.3), and constraints from ∆r restricting the self energies of the vector bosons (Sec. 5.2).
While these are not directly sensitive to the potential, they impose restrictions on the
masses of the Higgs bosons and their couplings to the gauge bosons.
After introducing all these constraints we maximized Γ(h→ γγ) subject to them for
light charged scalars MH± ≈ 100 GeV in the h→ γγ discovery region of the LHC in the
SM for 100 GeV ≤Mh ≤ 150 GeV (Sec. 8). The magnitude of possible enhancement was
quite different for each potential considered. While for the IDM the maximal possible
enhancement was found to be around 10% compared to the SM, for the potential VA the
partial width was at least 15% lower than the SM value. Results were rather similar
for VB and Vλ, where enhancement was around 60 % in the former case and around
70 % in the latter case. This is much larger than the 25 % found for Vλ for heavy
charged scalars MH± ≈ 400 GeV studied in Ref. [53]. As the accuracy of the LHC in
determining σ(pp→ h+X)B(h→ γγ) is around 10−20%, one might be able to see a large
enhancement, which we found to be possible for the potentials VB and Vλ. Combining
measurements at the photon collider option of the International Linear Collider (ILC)
with the e+e− collider option, the accuracy of the partial width for a SM Higgs with
Mh = 120 GeV can be determined with 3% accuracy [61]. This might enable one to
distinguish even between the potentials VB and Vλ.
57
11 Appendix
11.1 Conventions for the Passarino-Veltman functions
In our calculation of the amplitude for b → sγ we employed the analytic expressions of
functions given in Ref. [62]. There the generic tensor integral is defined as:
{{. . . {kν . . .} . . .}} = 1
i
∫
CF
dDk
(2π)D
kν . . .
[k2 −m21][(k − pa)2 −m22][(k − pb)2 −m23] . . .
(193)
where each bracket {} stands for one internal momentum and therefore
number of brackets = number of propagators − 1 . (194)
CF stands for the Feynman prescription m
2 → m2 − iǫ. Using Passarino-Veltman re-
duction [20], one can reduce any one-loop tensor integral to one-loop scalar integrals.
Employing the conventions of [62], we can reduce any expression like {{kµ . . . }} to scalar
integrals. For integrals with 3 internal propagators we have
{{kµ}} = paµC11a + pbµC11b
{{kµkν}} = gµν C20 + paµpaν C22a + pbµpbν C22b + (paµpbν + pbµpaν) C˜22 (195)
where CUij takes the arguments C
U
ij (p
2
a, p
2
b , (papb), m
2
1, m
2
2, m
2
3). One can find the exact
analytical expressions in Ref. [62].
FeynArts uses a slightly different convention. It is therefore practical to know how to
translate between these 2 conventions if one intends to compare analytic results with
FeynArts. One finds the FeynArts convention in the LoopTools manual. There the
generic tensor integral is defined as:
TNµ1...µp =
(2πµ)4−D
iπ2
∫
CF
dDq
qµ1 . . . qµp
[q2 −m21][(q + k1)2 −m22] . . . [(q + kN−1)2 −m2N ]
(196)
where
kj =
j∑
i=1
pi . (197)
The reduced scalar C functions are defined via the sums
(CL)µ = kµ1C
L
1 + k
µ
2C
L
2
(CL)µν = gµνCL00 +
2∑
i,j=1
kµi k
ν
jC
L
ij (198)
where the functions take the arguments CLn (p
2
1, p
2
2, (p1 + p2)
2, m21, m
2
2, m
2
3). If we want to
translate this result into the convention of Ref. [62], we simply reparametrize (193) by
setting pa = −p1 = −k1, pb = −(p1 + p2) = −k2 and µ = 1 and get
CLµ = (4π)
2CUµ
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where CLµ takes the arguments C
L
µ (p
2
1, p
2
2, (p1+p2)
2, m21, m
2
2, m
2
3) and C
U
µ takes C
U
µ (p
2
1, (p1+
p2)
2, 1
2
[(p1 + p2)
2 + (p21 − p22)], m21, m22, m23). Using this together with (198) and (195) we
get
k1C
L
1 + k2C
L
2 = (4π)
2
(−k1CU11a − k2CU11b) .
Equating the coefficients, we simply get
CL1 = −(4π)2CU11a , CL2 = −(4π)2CU11b , (199)
where again CU(p21, (p1+p2)
2, 1
2
[(p1+p2)
2+(p21−p22)], m21, m22, m23). Analogous arguments
can be applied for translating CLµν into C
U
µν . In this case there is no relative minus and
we simply get
CL00 = (4π)
2CU20, C
L
11 = (4π)
2CU22a, C
L
22 = (4π)
2CU22b, C
L
12 = (4π)
2C˜U22 . (200)
In general there is a relative minus sign for tensor integrals with an odd number of mo-
menta in the denominator, while there is a positive sign for an even number of momenta.
The factor (4π)2 is there in both cases. With the above, we can easily render a calculation
of a matrix element M by FormCalc into an analytic result in the conventions of [62]. To
give a particularly simple example of an analytical calculation of the functions in [20], we
will calculate the B function for 2 equal masses.
11.2 1-loop integral with 2 propagators of equal mass M
When using dimensional regularization, we define the B function as follows:
B(p2,M2,M2) =
1
i
∫
ddk
(2π)d
1
(k2 −M2 + iǫ)[(k − p2)−M2 + iǫ] . (201)
Using Feynman parametrization, we get
B(p2,M2,M2) =
1
i
∫ 1
0
dx
∫
ddk
(2π)d
1
[x(k2 −M2) + (1− x)((k − p)2 −M2) + iǫ]2 =
=
1
i
∫ 1
0
dx
∫
ddk
(2π)d
1
(l2 −∆)2 (202)
with l = k− (1− x)p and ∆ = p2(x2 − x) +M2 − iǫ. After Wick rotation (l0 → il0E) and
expanding about ǫ = 4− d we get:
B(p2,M2,M2) =
1
(4π)2
∫ 1
0
dx
(
2
ǫ
− log∆− γ + log(4π)
)
=
=
1
(4π)2
∫ 1
0
dx
(
2
ǫ
−
(
log
∆
µ2
+ 1
)
− 2 logµ− γ + log(4π) + 1
)
=
2
(4π)2
∫ 1
0
(1− ǫ log µ)
(
1
ǫ
− 1
2
(γ − log(4π)− 1)
)
+
− 1
(4π)2
∫ 1
0
dx
(
1 + log
∆
µ2
)
. (203)
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With partial integration, and writing 1− ǫ log µ = µ−ǫ we get
B(p2,M2,M2) = −2Λ(µ)− 1
(4π)2
(
1 + log
M2
µ2
)
+
1
(4π)2
∫ 1
0
2x2 − x
x2 − x+ M2
p2
− iǫ
with Λ(µ) =
1
(4π)2
µ4−d
(
1
4− d −
1
2
(log 4π + 1− γ)
)
(204)
We now calculate the integral that gives the finite contributions.
If the denominator does not vanish (the roots of the polynomial in the denominator are
complex) we can forget about the iǫ term and calculate:
B(p2,M2,M2) =
1
(4π)2
∫ 1
0
2x2 − x
x2 − x+ r − iǫ =
1
(4π)2
∫ 1
0
2x2 − x
(x− λ)(x− λ) (205)
where r = M
2
p2
and λ = 1/2(1 +
√
1− 4r) = 1/2(1 + i√4r − 1). For p2 > 0 the condition
of having an imaginary denominator is equivalent to p2 < 4M2. In this case we have the
roots λ and λ (complex conjugate). If p2 < 0 then both roots will be real.∫
x2
x2 − x+ r =
1
λ− λ
(
λ
∫
x
x− λ − λ
∫
x
x− λ
)
=
1
λ− λ
(
λ2 log(x− λ)− λ2 log(x− λ)
)
+ x
= x+ 2ℜ (λ) log |x− λ|+ ℜ(λ)
2 − ℑ(λ)2
ℑ(λ) arg(x− λ) (206)
Note that this result is real again as it should be. As ℑ(x− λ) < 0, the parameter of arg
runs in the lower half of the complex plane. To get the values in a smooth way, we rotate
the (x−λ) by π/2 into the area of the complex plane, where arg(z) = arctan(ℑ(z)/ℜ(z)).
Rotating the parameter we get ei(π/2)(x− λ) = ℑ(λ) + iℜ(x− λ) and for our integral∫
x2
x2 − x+ r = x+ 2ℜ (λ) log |x− λ|+
ℜ(λ)2 −ℑ(λ)2
ℑ(λ)
(
arctan
(ℜ(x− λ)
ℑ(λ)
)
− π
2
)
.
(207)
With w =
√|4r − 1| we therefore get∫ 1
0
x2
x2 − x+ r = 1 +
2− 4r
2w
(
arctan
(
1
w
)
− arctan
(−1
w
))
= 1 +
2− 4r
w
arctan
(
1
w
)
(208)
∫ 1
0
x
x2 − x+ r =
1
λ− λ
(
λ
∫
1
x− λ − λ
∫
1
x− λ
)
= log |x− λ|+ ℜ(λ)ℑ(λ)
(
arctan
(ℜ(x− λ)
ℑ(λ)
)
− π
2
)
(209)
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where we used the same rotation as before. Evaluating at our boundaries we get∫ 1
0
x
x2 − x+ r =
2
w
arctan
(
1
w
)
. (210)
Bringing both together yields∫ 1
0
2x2 − x
x2 − x+ r = 2− 2w arctan
(
1
w
)
. (211)
Let us now assume that the polynomial of the denominator has real roots. We again have
two roots r1 = 1/2(1+
√
1− 4r)+iǫ = λ+iǫ and r2 = 1/2(1−
√
1− 4r)−iǫ = λ′−iǫ. The
propagators may now go on-shell. In this case, the iǫ is not to be neglected. This is exactly
the case if one of the roots is in the intervall [0, 1] which is equivalent to w < 1↔ r > 0.
As this is not possible for p2 < 0, we first assume p2 > 0. To have real roots, we need
p2 > 4M2. In this case we will always integrate over the range where iǫ contributes. We
can use the results we got before integration, with λ→ r1 and λ→ r2. When doing the
integration, we use the Sokhotsky-Weierstrass theorem 1
x±iǫ
= P.V. 1
x
∓ iπδ(x):∫ 1
0
x
x− r1 =
∫ 1
0
x
x− λ− iǫ = P.V.
∫ 1
0
x
x− λ +
∫ 1
0
xδ(x− λ)
= P.V.
∫ 1
0
x
x− λ + iπλ . (212)
For the second root, we have the opposite sign of iǫ and therefore we get:∫ 1
0
x
x− r2 =
∫ 1
0
x
x− λ′ + iǫ = P.V.
∫ 1
0
x
x− λ′ − iπλ
′ . (213)
In the same way we calculate the other imaginary contribution
ℑ
(∫ 1
0
x
x2 − x+ r
)
= π
λ + λ′
λ− λ′ . (214)
In total we get
ℑ
(∫ 1
0
2x2 − x
x2 − x+ r
)
=
π
λ− λ′
(
2(λ2 + λ′
2
)− (λ+ λ′)
)
= πw . (215)
The calculation of the integrals for the real roots is very similar to the case with the
complex poles. We finally get:
ℜ
(∫ 1
0
2x2 − x
x2 − x+ r
)
= 2 +
2(λ2 + λ′
2
)− (λ+ λ′)
λ− λ′ log
|λ′|
|λ|
= 2 +
2
w
log
|1− w|
|1 + w| . (216)
As for p2 < 0 we get the same result, just without the real part, we can write our result
for the real roots in the following compact way:
B(p2,M2,M2) =
1
(4π)2
(
w log
∣∣∣∣1− w1 + w
∣∣∣∣+ 2 + iπwΘ(p2)) (217)
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and for the complex roots
B(p2,M2,M2) =
1
(4π)2
(
−2w arctan
(
1
w
)
+ 2
)
(218)
with w =
√|1− 4r|. An interesting special case is p2 = 0. We then have:
B(0,M2,M2) = −2Λ(µ)− 1
(4π)2
(
1 + log
M2
µ2
)
. (219)
A further interesting special case to consider is B(0,M2P ,M
2
Q), for which we get:
B(0,M2P ,M
2
Q) = −2Λ(µ) +
A¯(M2P )− A¯(M2Q)
M2P −M2Q
. (220)
11.3 The couplings of the potentials
We list the vertex couplings of the Lagrangian of the Higgs sector for various potentials.
We will only list the couplings of the most general CP-conserving case (5) and the IDM.
One can get the potential VA (4) by simply setting m
2
12 = 0, and VB (31) by setting
m212 = M
2
As2β/2. This obviously leads to different phenomenology. The most general
CP-conserving potential (5) was implemented in FeynArts [16] and its Feynman rules
were verified (A comparison with the FeynArts model file THDM.mod was done). To get
the Feynman rules, as usual just multiply each coupling by the number of permutations
of identical particles and the imaginary unit i.
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11.3.1 Trilinear couplings - Vλ
We first give the trilinear couplings of the most general CP-conserving potential Vλ:
gA2h =
g
32MW c2βs
2
β
(
(2M2A −M2h)cα−3βs2β + cα+β
(
8m212 − (2M2A + 3M2h)s2β
))
gAG0h =
g
2MW
(M2A −M2h)cα−β
gG02h =
g
4MW
M2hsα−β
gG−G+h =
g
2MW
M2hsα−β
gh3 =
g
64MW c2βs
2
β
(
16m212cα+βc
2
α−β +M
2
h
(
3sα−β + s3(α−β) − s3α+β − 3sα+3β
))
gA2H =
g
32MW c
2
βs
2
β
(
(2M2A −M2H)sα−3βs2β +
(
8m212 − (2M2A + 3M2H)s2β
)
sα+β
)
gAG0H =
g
2MW
(M2A −M2H)sα−β
gG02H = − g
4MW
M2Hcα−β
gG−G+H = − g
2MW
M2Hcα−β
gh2H =
g
4MW cβsβ
cα−β
(
−m212 − cαsα
(
−3m
2
12
cβsβ
+ 2M2h +M
2
H
))
ghH2 =
g
4MW s2β
sα−β
(
2m212 − s2α
(
−3m
2
12
cβsβ
+M2h + 2M
2
H
))
gH3 =
g
64MW c2βs
2
β
(
16m212sα+βs
2
α−β +M
2
H
(−3cα−β + c3(α−β) − c3α+β + 3cα+3β))
gAG+H− = − ig
2MW
(M2A −M2H±)
gG+hH− = − g
2MW
(M2h −M2H±)cα−β
gG+HH− = − g
2MW
(M2H −M2H±)sα−β
gAG−H+ = − ig
2MW
(M2H± −M2A)
gG−hH+ = − g
2MW
(M2h −M2H±)cα−β
gG−HH+ = − g
2MW
(M2H −M2H±)sα−β
ghH−H+ = − g
16MW c2βs
2
β
(
(M2h − 2M2H±)cα−3βs2β + cα+β
(
(3M2h + 2M
2
H±)s2β − 8m212
))
gHH−H+ = − g
16MW c
2
βs
2
β
(
(M2H − 2M2H±)sα−3βs2β +
(
(3M2H + 2M
2
H±)s2β − 8m212
)
sα+β
)
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11.3.2 Quartic couplings - Vλ
gA4 = − g
2
256M2W
(
(M2h −M2H)c2α (15c2β + c6β)
s22β
+ 2
(
− 32m
2
12ct
2
2β
s2β
+
+ 2(M2H −M2h)s2αs2β +
(M2h +M
2
H) (3c4β + 5)
s22β
))
gA3G0 = − g
2
32M2W
(
(M2h −M2H)
(
3c2α + c2(α−2β)
)
s2β
+ 4ct2β
(
−4m
2
12
s2β
+M2h +M
2
H
))
gA2G02 =
g2
128M2W cβsβ
(
16m212 + (M
2
h −M2H)
(
s2α + 3s2(α−2β)
)− 6(M2h +M2H)s2β)
gAG03 =
g2
16M2W
(M2h −M2H)s2(α−β)
gG04 = − g
2
64M2W
(
M2h +M
2
H + (M
2
H −M2h)c2(α−β)
)
gA2G−G+ =
g2
64M2W cβsβ
(
16m212 + (M
2
h −M2H)
(
3s2α + s2(α−2β)
)
+
− 2(M2h +M2H + 4M2H±)s2β
)
gAG−G0G+ =
g2
8M2W
(M2h −M2H)s2(α−β)
gG−G02G+ = − g
2
16M2W
(
M2h +M
2
H + (M
2
H −M2h)c2(α−β)
)
gG−2G+2 = − g
2
16M2W
(
M2h +M
2
H + (M
2
H −M2h)c2(α−β)
)
gA2h2 = − g
2
16M2W
(
M2hct
2
βc
4
α + (M
2
H −M2h)sαtβc3α +
(−m212ct3β +M2Hs2αct2β+
+2M2As
2
β + tβ
(
M2Hs
2
αtβ −m212
))
c2α+
+ sα
(
(M2H −M2h)ctβs2α + 4
(
m212 −M2Acβsβ
))
cα+
s2α
(
2M2Ac
2
β +M
2
hs
2
αt
2
β −m212
(
t3β + ctβ
)))
gAG0h2 =
g2
128M2W c
2
βs
2
β
cα−β
(
8m212cα−3β + 8m
2
12cα+β
− 2 (2M2Acα−3β + (M2h −M2H)c3α−β + (−2M2A + 3M2h +M2H)cα+β) s2β)
gG02h2 =
g2
128M2W cβsβ
(
8c2(α−β)m
2
12 + 8m
2
12 − 2(M2A −M2h +M2H)s2α + 2M2As2(α−2β)+
+(M2h −M2H)s4α−2β − (4M2A + 3M2h +M2H)s2β
)
gG−G+h2 =
g2
64M2W cβsβ
(
8c2(α−β)m
2
12 + 8m
2
12 + 2(M
2
h −M2H −M2H±)s2α + 2M2H±s2(α−2β)+
+ (M2h −M2H)s4α−2β − (3M2h +M2H + 4M2H±)s2β
)
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gh4 = − g
2
32M2W
(
M2hc
6
α
s2β
+
(M2Hs
2
α −m212ctβ) c4α
s2β
+
4(M2H −M2h)s3αc3α
s2β
+
+s2α
M2Hs2αcβ + 4m212sβ
cβ
− 4m
2
12
s2β
 c2α + s4α (M2hs2α −m212tβ)c2β

gA2hH =
g2
64M2W
(
−(M
2
h −M2H) (c4β + 3) s4α
s22β
+ 8c2α
(
2m212 −M2As2β
)
+
+2ct2β
(
−M2h +M2H + (M2h −M2H)c4α+
+
s2α
(
3M2A − 4(M2h +M2H) +
4m2
12(c4β+3)−M2As6β
s2β
)
s2β
)
gAG0hH = − g
2
16M2W
[
M2h −M2H + (M2H −M2h)c4α − 4c2α
(
M2Ac2β − 2m212ct2β
)
+
+ (M2h −M2H)ct2βs4α + 2s2α
(
c4βM
2
A −M2A +M2h +M2H
s2β
− 4m212ct22β
)]
gG02hH =
g2
32M2W cβsβ
s2(α−β)
(
4m212 + (M
2
h −M2H)s2α − 2M2As2β
)
gG−G+hH =
g2
16M2W cβsβ
s2(α−β)
(
4m212 + (M
2
h −M2H)s2α − 2M2H±s2β
)
gh3H = − g
2
16M2W s
2
2β
cα−βs2α
(
(M2h −M2H)c3α−β + cα+β
(
−8m
2
12
s2β
+ 3M2h +M
2
H
))
gA2H2 = − g
2
16M2W
(
M2Ht
2
βc
4
α + (M
2
H −M2h)ctβsαc3α +
(
2M2Ac
2
β +M
2
hct
2
βs
2
α −m212ctβ+
+t2β
(
M2hs
2
α −m212tβ
))
c2α + sα
(
(M2H −M2h)s2αtβ − 4m212
)
cα +M
2
As2αs2β
+s2α
(−m212ct3β +M2Hs2αct2β + 2M2As2β −m212tβ))
gAG0H2 = − g
2
16M2W s2β
sα−β
(
2M2Asα−3β − 8m212ct2βsα−β + (M2h −M2H)s3α−β+
+ (−2M2A +M2h + 3M2H)sα+β
)
gG02H2 = − g
2
128M2W cβsβ
(
8c2(α−β)m
2
12 − 8m212 − 2(M2A +M2h −M2H)s2α + 2M2As2(α−2β)+
+ (M2h −M2H)s4α−2β + (4M2A +M2h + 3M2H)s2β
)
gG−G+H2 = − g
2
64M2W cβsβ
(
8c2(α−β)m
2
12 − 8m212 − 2(M2h −M2H +M2H±)s2α + 2M2H±s2(α−2β)+
+ (M2h −M2H)s4α−2β + (M2h + 3M2H + 4M2H±)s2β
)
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gh2H2 = − g
2
128M2Ws2β
(
2s2α
(
−M2h +M2H +
3 (2(M2h +M
2
H)s2α + (M
2
h −M2H)s4α−2β)
s2β
)
+
−8m
2
12 (−3c4α + c4β + 2)
s22β
)
ghH3 = − g
2
16M2W s
2
2β
s2αsα−β
(
(M2h −M2H)s3α−β +
(
−8m
2
12
s2β
+M2h + 3M
2
H
)
sα+β
)
gH4 = − g
2
32M2W
(
M2Hc
6
α
c2β
+
(M2hs
2
α −m212tβ) c4α
c2β
+
4(M2H −M2h)s3αc3α
s2β
+
+s2α
M2hs2αsβ + 4m212cβ
sβ
− 4m
2
12
s2β
 c2α + s4α (M2Hs2α −m212ctβ)s2β

gA2G+H− = − g
2
32M2W
(
(M2h −M2H)
(
3c2α + c2(α−2β)
)
s2β
+ 4ct2β
(
−4m
2
12
s2β
+M2h +M
2
H
))
gAG0G+H− = − g
2
8M2W
(
M2h +M
2
H − 2M2H± + (M2h −M2H)c2(α−β)
)
gG02G+H− =
g2
16M2W
(M2h −M2H)s2(α−β)
gG−G+2H− =
g2
8M2W
(M2h −M2H)s2(α−β)
gAG+hH− = − ig
2
4M2W
(M2H± −M2A)sα−β
gG0G+hH− = − ig
2
4M2W
(M2H± −M2A)cα−β
gG+h2H− =
g2
64M2W c
2
βs
2
β
cα−β
(
(M2H −M2h)c3α−βs2β + cα+β
(
4m212 − (3M2h +M2H − 2M2H±)s2β
)
+
+ cα−3β
(
4m212 − 2M2H±s2β
))
gAG+HH− = − ig
2
4M2W
(M2A −M2H±)cα−β
gG0G+HH− = − ig
2
4M2W
(M2H± −M2A)sα−β
gG+hHH− = − g
2
16M2W
(
M2h −M2H + (M2H −M2h)c4α − 4c2α
(
M2H±c2β − 2m212ct2β
)
+
+ (M2h −M2H)ct2βs4α + 2s2α
(
M2h +M
2
H −M2H± +M2H±c4β
s2β
− 4m212ct22β
))
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gG+H2H− =
g2
16M2W
sα−β
(
4M2H±cα−β +
8m212ct2βsα−β + (M
2
H −M2h)s3α−β − (M2h + 3M2H)sα+β
s2β
)
gG+2H−2 = − g
2
16M2W
(−2M2A +M2h +M2H + (M2h −M2H)c2(α−β))
gA2G−H+ = − g
2
32M2W
(
(M2h −M2H)
(
3c2α + c2(α−2β)
)
s2β
+ 4ct2β
(
−4m
2
12
s2β
+M2h +M
2
H
))
gAG−G0H+ = − g
2
8M2W
(
M2h +M
2
H − 2M2H± + (M2h −M2H)c2(α−β)
)
gG−G02H+ =
g2
16M2W
(M2h −M2H)s2(α−β)
gG−2G+H+ =
g2
8M2W
(M2h −M2H)s2(α−β)
gAG−hH+ = − ig
2
4M2W
(M2A −M2H±)sα−β
gG−G0hH+ = − ig
2
4M2W
(M2A −M2H±)cα−β
gG−h2H+ =
g2
64M2W c
2
βs
2
β
cα−β
(
(M2H −M2h)c3α−βs2β + cα+β
(
4m212 − (3M2h +M2H − 2M2H±)s2β
)
+
+ cα−3β
(
4m212 − 2M2H±s2β
))
gAG−HH+ = − ig
2
4M2W
(M2H± −M2A)cα−β
gG−G0HH+ = − ig
2
4M2W
(M2A −M2H±)sα−β
gG−hHH+ = − g
2
16M2W
(
M2h −M2H + (M2H −M2h)c4α − 4c2α
(
M2H±c2β − 2m212ct2β
)
+
+ (M2h −M2H)ct2βs4α + 2s2α
(
M2h +M
2
H −M2H± +M2H±c4β
s2β
− 4m212ct22β
))
gG−H2H+ =
g2
16M2W
sα−β
(
4M2H±cα−β +
8m212ct2βsα−β + (M
2
H −M2h)s3α−β − (M2h + 3M2H)sα+β
s2β
)
gA2H−H+ = − g
2
64M2W
(
(M2h −M2H)c2α (15c2β + c6β)
s22β
+ 2
(
−32m
2
12ct
2
2β
s2β
+
+ 2(M2H −M2h)s2αs2β +
(M2h +M
2
H) (3c4β + 5)
s22β
))
gAG0H−H+ = − g
2
16M2W
(
(M2h −M2H)
(
3c2α + c2(α−2β)
)
s2β
+ 4ct2β
(
−4m
2
12
s2β
+M2h +M
2
H
))
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gG02H−H+ =
g2
64M2W cβsβ
(
16m212 + (M
2
h −M2H)
(
3s2α + s2(α−2β)
)− 2(M2h +M2H + 4M2H±)s2β)
gG−G+H−H+ =
g2
16M2W cβsβ
(
8m212 + (M
2
h −M2H)s2α + (M2h −M2H)s2(α−2β) − 2(M2A +M2h +M2H)s2β
)
gh2H−H+ = − g
2
8M2W
(
M2hct
2
βc
4
α + (M
2
H −M2h)sαtβc3α +
(−m212ct3β +M2Hs2αct2β + 2M2H±s2β+
+ tβ
(
M2Hs
2
αtβ −m212
))
c2α + sα
(
(M2H −M2h)ctβs2α + 4
(
m212 −M2H±cβsβ
))
cα+
+ s2α
(
2M2H±c
2
β +M
2
hs
2
αt
2
β −m212
(
t3β + ctβ
)))
ghHH−H+ =
g2
32M2W
(
− (M
2
h −M2H) (c4β + 3) s4α
s22β
+ 8c2α
(
2m212 −M2H±s2β
)
+
+ 2ct2β
(
−M2h +M2H + (M2h −M2H)c4α+
s2α
s2β
(
−4(M2h +M2H) + 3M2H± +
4m212 (c4β + 3)−M2H±s6β
s2β
)))
gH2H−H+ = − g
2
8M2W
(
M2Ht
2
βc
4
α + (M
2
H −M2h)ctβsαc3α +
(
2M2H±c
2
β +M
2
hct
2
βs
2
α −m212ctβ+
+ t2β
(
M2hs
2
α −m212tβ
))
c2α + sα
(
(M2H −M2h)s2αtβ − 4m212
)
cα +M
2
H±s2αs2β+
+ s2α
(−m212ct3β +M2Hs2αct2β + 2M2H±s2β −m212tβ)
)
gG+H−2H+ = − g
2
16M2W
(
(M2h −M2H)
(
3c2α + c2(α−2β)
)
s2β
+ 4ct2β
(
−4m
2
12
s2β
+M2h +M
2
H
))
gG−2H+2 = − g
2
16M2W
(−2M2A +M2h +M2H + (M2h −M2H)c2(α−β))
gG−H−H+2 = − g
2
16M2W
(
(M2h −M2H)
(
3c2α + c2(α−2β)
)
s2β
+ 4ct2β
(
−4m
2
12
s2β
+M2h +M
2
H
))
gH−2H+2 = − g
2
64M2W
(
(M2h −M2H)c2α (15c2β + c6β)
s22β
+ 2
(
−32m
2
12ct
2
2β
s2β
+ 2(M2H −M2h)s2αs2β+
+
(M2h +M
2
H) (3c4β + 5)
s22β
))
11.3.3 Trilinear couplings - VIDM
In this section, we specify the couplings of the potential VIDM . As the Z2 symmetry
is not broken by the second vacuum expectation value, all the couplings with an odd
number of inert fields H , A, H+ must vanish. Hence inert particles can only be produced
pairwise and the lightest inert particle will be a candidate for dark matter. Also note
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that Mh < MH does not hold in the IDM.
gA2h =
g
2MW
(m211 −M2A) gG02h = − g4MWM2h
gG−G+h = − g2MWM2h gh3 = −
g
4MW
M2h
gAG0H = − g2MW (M2A −M2H) ghH2 =
g
2MW
(m211 −M2H)
gAG+H− = − ig2MW (M2A −M2H±) gG+HH− =
g
2MW
(M2H −M2H±)
gAG−H+ = − ig2MW (M2H± −M2A) gG−HH+ =
g
2MW
(M2H −M2H±)
ghH−H+ =
g
MW
(m211 −M2H±)
11.3.4 Quartic couplings - VIDM
gA4 = −18λ1 gA2G02 = g
2
8M2
W
(m211 −M2H)
gG04 = − g232M2
W
M2h gA2G−G+ =
g2
4M2
W
(m211 −M2H±)
gG−G02G+ = − g28M2
W
M2h gG−2G+2 = − g
2
8M2
W
M2h
gA2h2 =
g2
8M2
W
(m211 −M2A) gG02h2 = − g
2
16M2
W
M2h
gG−G+h2 = − g28M2
W
M2h gh4 = − g
2
32M2
W
M2h
gAG0hH = − g24M2
W
(M2A −M2H) gA2H2 = −14λ1
gG02H2 =
g2
8M2
W
(m211 −M2A) gG−G+H2 = g
2
4M2
W
(m211 −M2H±)
gh2H2 =
g2
8M2
W
(m211 −M2H) gH4 = −18λ1
gAG0G+H− = − g24M2
W
(M2H −M2H±) gAG+hH− = ig
2
4M2
W
(M2H± −M2A)
gG0G+HH− =
ig2
4M2
W
(M2H± −M2A) gG+hHH− = g
2
4M2
W
(M2H −M2H±)
gG+2H−2 =
g2
8M2
W
(M2A −M2H) gAG−G0H+ = − g
2
4M2
W
(M2H −M2H±)
gAG−hH+ =
ig2
4M2
W
(M2A −M2H±) gG−G0HH+ = ig
2
4M2
W
(M2A −M2H±)
gG−hHH+ =
g2
4M2
W
(M2H −M2H±) gA2H−H+ = −12λ1
gG02H−H+ =
g2
4M2
W
(m211 −M2H±) gG−G+H−H+ = g
2
4M2
W
(2m211 −M2A −M2H)
gh2H−H+ =
g2
4M2
W
(m211 −M2H±) gH2H−H+ = −12λ1
gG−2H+2 =
g2
8M2
W
(M2A −M2H) gH−2H+2 = −12λ1
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