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The principal component analysis is to recursively estimate the eigenvectors and the corre-
sponding eigenvalues of a symmetric matrix A based on its noisy observations Ak = A+Nk ,
where A is allowed to have arbitrary eigenvalues with multiplicity possibly bigger than
one. In the paper the recursive algorithms are proposed and their ordered convergence
is established: It is shown that the ﬁrst algorithm a.s. converges to a unit eigenvector
corresponding to the largest eigenvalue, the second algorithm a.s. converges to a unit
eigenvector corresponding to either the second largest eigenvalue in the case the largest
eigenvalue is of single multiplicity or the largest eigenvalue if the multiplicity of the largest
eigenvalue is bigger than one, and so on. The convergence rate is also derived.
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1. Introduction
With a practical system there may be a large amount of variables involved, and each variable may provide a certain
information. However, problems connected with a system with a huge number of variables are diﬃcult to deal with. It is
often the case that the variables are correlated and they are not equally important. The PCA proposed by Pearson [9]
aims at treating problems involving a large amount of variables, and its idea is to estimate eigenvectors corresponding to
eigenvalues stated in the non-increasing order, i.e., ﬁrst to select the most important factors and then the less important
factors in the decreasing order of importance by using some linear transformations acting on the variables.
PCA is now widely used in various areas such as data analysis, image compression, pattern recognition, subspace identi-
ﬁcation, and many others, see, e.g., [4,6,7] among others.
Let each component of x ∈Rn represent a variable of the system with huge n. PCA is to ﬁnd the eigenvectors of A = ExxT .
In this setting, xkxTk serves as an observation on A.
We now consider a slightly modiﬁed setting. Let a deterministic symmetric matrix A with arbitrary eigenvalues be noisily
observed: Ak = A + Nk , where Ak is the observation at time k and Nk is the observation noise. On the basis of observa-
tions {Ak}, it is required to recursively estimate the eigenvectors and the corresponding eigenvalues of A in the decreasing
order of eigenvalues.
For the case where all eigenvalues of A are of single multiplicity the ordered convergence of a stochastic approximation
(SA) type algorithm has been established in [7,8] under rather restrictive constraints, while in [11] the convergence has been
proved under much weaker conditions but the required ordering is not guaranteed.
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is established in [1] under some restrictive conditions including that all eigenvalues should be positive, while in [10] the
ordered convergence is not achieved. The limiting behavior of the algorithm is not completely clariﬁed in [5].
In this paper we deﬁne the PCA algorithms in Section 2, and the distance between the estimate given by the algorithms
and the subspace of the corresponding unit eigenvectors is proved to converge to zero in Section 3. In Section 4 it is shown
that the convergence is actually ordered in accordance with eigenvalues stated in a non-increasing order. In Section 5 it is
shown that each estimate converges to a unit eigenvector, and the convergence rate is pointed out as well. A few concluding
remarks are given in Section 6. Some auxiliary results are presented in Appendix A.
2. Algorithms
Let us ﬁrst deﬁne the recursive algorithm for {u(1)k }k0 estimating the normalized eigenvector or one of the normalized
eigenvectors corresponding to the largest eigenvalue of A:
u˜(1)k+1 = u(1)k + ak Ak+1u(1)k , ak > 0, (1)
u(1)k+1 = u˜(1)k+1/
∥∥u˜(1)k+1∥∥, (2)
whenever ‖u˜(1)k+1‖ = 0.
In the case where ‖u˜(1)k+1‖ = 0, u(1)k is reset to be some other unit vector making ‖u˜(1)k+1‖ = 0 deﬁned by (1).
Assuming u(i)s , i = 1, . . . , j, s = 0,1, . . . ,k have been deﬁned, we deﬁne u( j+1)s , s = 0,1, . . . ,k + 1 as follows.
For this we ﬁrst deﬁne the n × j-matrix
V ( j)s
= [u(1)s , P (1)s u(2)s , . . . , P ( j−1)s u( j)s ], P (0)s = I, s = 1, . . . ,k, (3)
where P (i)s
= I − V (i)s V (i)+s , i = 1, . . . , j − 1 with V (i)+s being the pseudo-inverse of V (i)s is the projection to the subspace
orthogonal to the space spanned by columns of V (i)s .
Given an initial unit vector u( j+1)0 , recursively deﬁne
u˜( j+1)k+1 = P ( j)k u( j+1)k + ak P ( j)k Ak+1P ( j)k u( j+1)k , (4)
u( j+1)k+1 = u˜( j+1)k+1 /
∥∥u˜( j+1)k+1 ∥∥, (5)
whenever ‖u˜( j+1)k+1 ‖ = 0.
Otherwise, reset u( j+1)k to be a unit vector so that ‖u( j+1)k ‖ = 1 and ‖P ( j)k u( j+1)k ‖ = 1.
Noticing
ak P
( j)
k Ak+1P
( j)
k u
( j+1)
k → 0
by A1 and A2 to be given later and ‖P ( j)k u( j+1)k ‖ = 1 after a resetting, we ﬁnd that ‖u˜( j+1)k+1 ‖ = 0 may occur at most a ﬁnite
number of times, and hence resetting u( j+1)k ceases in a ﬁnite number of steps.
From now on we always assume that k is large enough and no resetting occurs.
For eigenvalues of A the recursive estimates {λ( j)k }k1, j = 1, . . . ,n with arbitrary initial values λ( j)0 are given by the
following algorithms
λ
( j)
k+1 = λ( j)k − ak
(
λ
( j)
k − u( j)Tk Ak+1u( j)k
)
. (6)
Denote by J the set of all unit eigenvectors of A.
Let V ( J )
= {λ(1), . . . , λ(n)} be the set of eigenvalues of A stated in the non-increasing order. Notice that some of eigen-
values may be identical. The convergence analysis is completed by three steps.
Step 1. We ﬁrst show that for each {u( j)k } there exists a subset J j of J such that as k tends to inﬁnity d(u( j)k , J j), the distance
between u( j)k and J j , converges to zero, and λ
( j)
k converges to the eigenvalue λ( j) associated with J j .
Step 2. It is shown that the convergence established in Step 1 is ordered in the sense that λ( j) = λ( j) . In other words,
J1 corresponds to the largest eigenvalue of A, and J2 either coincides with J1 in the case λ(1) is with multiplicity greater
than one, or corresponds to the second largest eigenvalue of A and so on.
Step 3. Except the case where all eigenvalues are equal, it is shown there is a unit vector u( j) ∈ J j such that u( j)k −−−−→k→∞ u( j)
and ‖u( j) − u( j)‖ = O (aδ) with δ > 0.k k
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A1. ak > 0, ak −−−−→k→∞ 0,
∑∞
k=0 ak = ∞, and
∑
a1+ηk < ∞ for any η > 0. Moreover, there is an a > 0 such that
lim
k→∞
a−1k+1 − a−1k = a > 0.
A2. Ak = A + Nk , {Nk,Fk} is a bounded martingale difference sequence (mds) with supk ‖Nk+1‖ = ζ < ∞ a.s., and
sup
k
E
(‖Nk+1‖2 ∣∣ Fk)< ∞ a.s.,
where Fk is the σ -algebra generated by {N1, . . . ,Nk}.
Remark 1. It is clear that if ak = ck with c > 0, then limk→∞ a−1k+1 − a−1k = 1c , and A1 holds. Under A1, akak+1 = 1+ O (ak). So,
in the sequel, we will not distinguish between O (ak) and O (ak−s) for any ﬁnite s.
3. Convergence of estimates
In this section we show the convergence of (1)–(6).
Theorem 1. Assume A1 and A2 hold. Then estimates {u(i)k }, i = 1, . . . ,n given by (1)–(5) have the following properties:
(i) There exists a connected subset J i of J such that d(u
(i)
k , J i) −−−→k→∞ 0.
(ii) There is an eigenvalue λ(i) ∈ V ( J ) so that
d
(
Au(i)k , λ(i)u
(i)
k
)→ 0, and Au = λ(i)u for any u ∈ J i . (7)
(iii) The recursive algorithm for u(i)k can be expressed as
u(i)k+1 = u(i)k + ak
(
Au(i)k −
(
u(i)Tk Au
(i)
k
)
u(i)k
)+ O
(
ak
(
ak +
i−1∑
s=1
d
(
u(s)k , J s
)))+ akδk+1(i), (8)
where δk+1(i) is bounded and is a linear combination of martingale difference sequences (mds) being measurable with respect to
Fk+1,Fk, . . . , and Fk+2−i , respectively, and with bounded second conditional moments and
∑∞
k=1 akδk+1(i) < ∞ a.s.
(iv) λ( j)k deﬁned by (6) converges to λ( j) as k tends to inﬁnity, j = 1, . . . ,n.
Proof. For large k, u(1)k+1 can be expanded as follows
u(1)k+1 =
(
u(1)k + ak Ak+1u(1)k
)(
1+ 2aku(1)Tk Ak+1u(1)k + a2ku(1)Tk A2k+1u(1)k
)− 12
= (u(1)k + ak Ak+1u(1)k ){1− aku(1)Tk Ak+1u(1)k + O (a2k)}
= u(1)k + ak Ak+1u(1)k − ak
(
u(1)Tk Ak+1u
(1)
k
)
u(1)k + O
(
a2k
)
= u(1)k + ak
(
Au(1)k −
(
u(1)Tk Au
(1)
k
)
u(1)k
)+ akε(1)k+1 + O (a2k), (9)
where ε(1)k+1 = Nk+1u(1)k − (u(1)Tk Nk+1u(1)k )u(1)k .
By A2, (ε(1)k+1,Fk+1) is an mds. Since
∑
k a
2
k < ∞, supk E{‖Nk+1‖2 | Fk} < ∞, ‖u(1)k ‖ = 1, by the convergence theorem for
mds we have∑
k
ak
[
Nk+1u(1)k −
(
u(1)Tk Nk+1u
(1)
k
)
u(1)k
]
< ∞ a.s. (10)
Thus, (8) with δk+1(1) = ε(1)k+1 holds for i = 1.
From (10) it follows that
lim
T→0 limsupk→∞
1
T
∥∥∥∥∥
m(k,T )∑
i=k
ai
[
Ni+1u(1)i −
(
u(1)Ti Ni+1u
(1)
i
)
u(1)i
]∥∥∥∥∥= 0, (11)
and hence
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1
T
∥∥∥∥∥
m(k,T )∑
i=k
ai
(
ε
(1)
i+1 + O (ai)
)∥∥∥∥∥= 0, (12)
where m(k, T )
= max{m: ∑mi=k ai  T }.
Deﬁne f (u)
= Au − (uT Au)u on the unit sphere S . It is clear that the root set of f (·) on S is J .
Let v(u)
= − 12uT Au. Then, for u ∈ S we have
vTu (u) f (u) = −uT A
[
Au − (uT Au)u]= −uT A2u + (uT Au)2{
< ‖Au‖2‖u‖2 − uT A2u = 0, if u /∈ J ,
= 0, if u ∈ J . (13)
Denote by J1 the totality of the limiting points of u
(1)
k . By (12) applying Theorem 2.2.3 and Remark 2.2.6 of [3] to (9) leads
to
d
(
u(1)Tk Au
(1)
k , V ( J)
)→ 0 and d(u(1)k , J1)→ 0, (14)
where J1 is a connected subset of J .
Since V ( J ) is composed of isolated points, by (14) there is a λ(1) ∈ V ( J ) such that
d
(
u(1)Tk Au
(1)
k , λ(1)
)→ 0. (15)
We now show that
Au = λ(1)u, ∀u ∈ J1. (16)
Assume the converse: there exist u˜ ∈ J1 and λ(1)′ = λ(1) such that
Au˜ = λ(1)′u˜ and u˜T Au˜ = λ(1)′. (17)
Since J1 is composed of limiting points of {u(1)k }, for u˜ ∈ J1 there must exist a subsequence {u(1)nk } such that u(1)nk → u˜. By
(17) it follows that
d
(
u(1)Tnk Au
(1)
nk , λ(1)
′)→ 0,
which contradicts with (15). Hence, (16) holds.
Since d(u(1)k , J1) → 0 by (14), from (16) it follows that d(Au(1)k , λ(1)u(1)k ) −−−−→k→∞ 0.
Thus, we have proved the theorem for i = 1.
We need to show that(
V (i−1)Tk+1 V
(i−1)
k+1
)−1 = I + O (a2k), (18)
V (i−1)Tk+1 u
(i)
k+1 = O
(
ak
(
ak +
i−1∑
s=1
d
(
u(s)k , J s
)))+ akη(i−1)k+1 , (19)
and
V (i−1)k+1 V
(i−1)+
k+1 u
(i)
k+1 = O
(
ak
(
ak +
i−1∑
s=1
d
(
u(s)k , J s
)))+ akγk+1(i) (20)
are valid for all i: 2  i  n, where both η(i−1)k+1 and γk+1(i) are the linear combinations of mds’ measurable with re-
spect to Fk+1, Fk, . . . ,Fk+3−i , respectively, and with bounded second conditional moments. Thus,
∑∞
k=1 akη
(i)
k+1 < ∞, and∑∞
k=1 akγk+1(i) < ∞.
Since V (1)k+1 = u(1)k+1, from (2) it is seen that u(1)Tk+1 u(1)k+1 = 1, and hence (18) is valid for i = 2.
Let us prove (19), (20), and the theorem for i = 2.
We have∥∥u˜(2)k+1∥∥−1 = {[P (1)k u(2)k + ak P (1)k Ak+1P (1)k u(2)k ]T [P (1)k u(2)k + ak P (1)k Ak+1P (1)k u(2)k ]}− 12
= [u(2)Tk P (1)k u(2)k + 2aku(2)Tk P (1)k Ak+1P (1)k u(2)k + a2ku(2)Tk P (1)k Ak+1P (1)k Ak+1P (1)k u(2)k ]− 12
= [1− u(2)Tk V (1)k V (1)+k u(2)k + 2aku(2)Tk P (1)k Ak+1P (1)k u(2)k + a2ku(2)Tk P (1)k Ak+1P (1)k Ak+1P (1)k u(2)k ]− 12
= 1+ 1u(2)Tk V (1)k V (1)Tk u(2)k − aku(2)Tk P (1)k Ak+1P (1)k u(2)k + O
(
a2k
)
. (21)2
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(2)
k+1 = 0, we have
V (1)Tk u
(2)
k =
(
u(1)k−1 + ak−1
(
Au(1)k−1 −
(
u(1)Tk−1 Au
(1)
k−1
)
u(1)k−1
)+ O (a2k−1)+ ak−1ε(1)k )T u(2)k
= ak−1
(
Au(1)k−1
)T
u(2)k + O
(
a2k−1
)+ ak−1ε(1)Tk u(2)k . (22)
Since d(u(1)k , J1) −−−−→k→∞ 0 and u
(1)T
k u
(2)
k+1 = 0, continuing (22) for any u(1) ∈ J1 we have
V (1)Tk u
(2)
k = ak−1
(
Au(1)k−1
)T
u(2)k + O
(
a2k−1
)+ ak−1ε(1)Tk u(2)k
= ak−1
(
Au(1)k−1 − Au(1) + Au(1) − λ(1)u(1)k−1
)T
u(2)k + O
(
a2k−1
)+ ak−1ε(1)Tk u(2)k
= O (akd(u(1)k , J1))+ O (a2k)+ ak−1ε(1)Tk u(2)k , (23)
which incorporating with (21) leads to∥∥u˜(2)k+1∥∥−1 = 1− aku(2)Tk P (1)k Ak+1P (1)k u(2)k + O (a2k)
and a rough expression for u(2)k+1:
u(2)k+1 =
(
P (1)k u
(2)
k + ak P (1)k Ak+1P (1)k u(2)k
) · [1− aku(2)Tk P (1)k Ak+1P (1)k u(2)k + O (a2k)]
= P (1)k u(2)k + ak P (1)k Ak+1P (1)k u(2)k − ak
(
u(2)Tk P
(1)
k Ak+1P
(1)
k u
(2)
k
)
P (1)k u
(2)
k + O
(
a2k
)
= P (1)k u(2)k + O (ak). (24)
Substituting this to the right-hand side of (23) gives
V (1)Tk u
(2)
k = O
(
akd
(
u(1)k , J1
))+ O (a2k)+ ak−1ε(1)Tk (P (1)k−1u(2)k−1 + O (ak−1))
= O (akd(u(1)k , J1))+ O (a2k)+ ak−1η(1)k , (25)
where η(1)k
= ε(1)Tk P (1)k−1u(2)k−1 is an Fk-measurable mds.
This means that (19) is valid for i = 2.
By noticing u(1)k = u(1)k−1 + O (ak−1) from (25) we obtain
V (1)k V
(1)T
k u
(2)
k =
(
u(1)k−1 + O (ak−1)
)(
O
(
akd
(
u(1)k , J1
))+ O (a2k)+ ak−1ε(1)Tk P (1)k−1u(2)k−1)
= O (akd(u(1)k , J1))+ O (a2k)+ ak−1γk(2) (26)
where γk(2)
= u(1)k−1ε(1)Tk P (1)k−1u(2)k−1 is an Fk-measurable mds.
By taking (18) into account, this implies (20) for i = 2.
By (26) we have
ak
(
Ak+1V (1)k V
(1)T
k − V (1)k V (1)Tk Ak+1V (1)k V (1)Tk
)
u(2)k = O
(
a2k−1
)
, (27)
and for any u(1)(k) ∈ J1 by noticing u(1)Tk−1 u(2)k = 0
akV
(1)
k V
(1)T
k Ak+1u
(2)
k = akV (1)k
(
Au(1)k
)T
u(2)k + akV (1)k V (1)Tk Nk+1u(2)k
= akV (1)k
(
Au(1)k − Au(1)(k) + λ(1)u(1)(k) − λ(1)u(1)k−1 + λ(1)u(1)k−1
)T
u(2)k
+ akV (1)k V (1)Tk Nk+1u(2)k
= O (akd(u(1)k , J1))+ akV (1)k V (1)Tk Nk+1u(2)k . (28)
We are now in a position to derive (8) for i = 2.
Noticing P (1)k = I − u(1)k u(1)Tk , for k 1 we have
u˜(2)k+1 = P (1)k u(2)k + ak P (1)k Ak+1P (1)k u(2)k
= u(2)k − V (1)k V (1)Tk u(2)k + ak
(
I − V (1)k V (1)Tk
)
Ak+1
(
I − V (1)k V (1)Tk
)
u(2)k
= u(2)k + ak Ak+1u(2)k − V (1)k V (1)Tk u(2)k
− ak
(
Ak+1V (1)V (1)T + V (1)V (1)T Ak+1 − V (1)V (1)T Ak+1V (1)V (1)T
)
u(2). (29)k k k k k k k k k
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u˜(2)k+1 = u(2)k + ak Au(2)k + O
(
ak
(
ak + d
(
u(1)k , J1
)))+ ak δ˜(2)k+1, (30)
where ak δ˜
(2)
k+1 = akNk+1u(2)k −ak−1γk(2)−akV (1)k V (1)Tk Nk+1u(2)k with Nk+1u(2)k , γk(2), and V (1)k V (1)Tk Nk+1u(2)k being mds’ mea-
surable with respect to Fk+1, Fk , and Fk+1, respectively.
Therefore, for large k we have∥∥u˜(2)k+1∥∥−1 = ((u(2)k + ak Au(2)k + O (ak(ak + d(u(1)k , J1)))+ ak δ˜(2)k+1)T
× (u(2)k + ak Au(2)k + O (ak(ak + d(u(1)k , J1)))+ ak δ˜(2)k+1))− 12
= (1+ 2aku(2)Tk Au(2)k + O (ak(ak + d(u(1)k , J1)))+ ak δ˜(2)Tk+1 u(2)k + aku(2)Tk δ˜(2)k+1)− 12
= 1− aku(2)Tk Au(2)k + O
(
ak
(
ak + d
(
u(1)k , J1
)))− ak δ˜(2)Tk+1 u(2)k , (31)
and hence
u(2)k+1 =
(
u(2)k + ak Au(2)k + O
(
ak
(
ak + d
(
u(1)k , J1
)))+ ak δ˜(2)k+1)
· (1− aku(2)Tk Au(2)k + O (ak(ak + d(u(1)k , J1)))− ak δ˜(2)Tk+1 u(2)k )
= u(2)k + ak
(
Au(2)k −
(
u(2)Tk Au
(2)
k
)
u(2)k
)+ O (ak(ak + d(u(1)k , J1)))+ ak δ˜(2)k+1 − ak δ˜(2)Tk+1 u(2)k u(2)k . (32)
Here δ˜(2)Tk+1 u
(2)
k u
(2)
k is not an mds, but replacing u
(2)
k with the expression given by (24) in ak δ˜
(2)T
k+1 u
(2)
k u
(2)
k of (32) leads to
u(2)k+1 = u(2)k + ak
(
Au(2)k −
(
u(2)Tk Au
(2)
k
)
u(2)k
)+ O (ak(ak + d(u(1)k , J1)))+ akδk+1(2), (33)
where akδk+1(2) = ak δ˜(2)k+1 − ak δ˜(2)Tk+1 (P (1)k−1u(2)k−1)(P (1)k−1u(2)k−1). By the property of ak δ˜(2)k+1 mentioned above, akδk+1(2) is a
linear combination of two mds’ measurable with respect to Fk+1 and Fk. By A2 δk+1(2) is bounded, and hence∑∞
k=1 akδk+1(2) < ∞.
Similar to (14)–(16), there exists λ(2) ∈ V ( J ) such that
d
(
u(2)Tk Au
(2)
k , λ(2)
)→ 0 and d(u(2)k , J2)→ 0, (34)
where J2 ⊂ J is composed of limiting points of {u(2)k } and
Au = λ(2)u, ∀u ∈ J2. (35)
By (34) and (35) it follows that d(Au(2)k , λ(2)u
(2)
k ) −−−−→k→∞ 0.
Thus, we have shown that (18)–(20) are valid for i = 2, and the theorem is valid for i = 1,2.
We now inductively prove (18)–(20) and the theorem. Assume that (18)–(20) and the theorem itself are valid for i =
1,2, . . . , j  n − 1. We show that they are also true for i = j + 1.
Noticing that the columns of V ( j)k+1 are orthogonal, we have
V ( j)Tk+1 V
( j)
k+1 =
[
u(1)k+1, . . . , P
( j−1)
k+1 u
( j)
k+1
]T [
u(1)k+1, . . . , P
( j−1)
k+1 u
( j)
k+1
]
=
⎡
⎢⎢⎢⎣
1
u(2)Tk+1 P
(1)
k+1u
(2)
k+1
. . .
u( j)Tk+1 P
( j−1)
k+1 u
( j)
k+1
⎤
⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎣
1
1− u(2)Tk+1 V (1)k+1V (1)+k+1 u(2)k+1
. . .
1− u( j)Tk+1 V ( j−1)k+1 V ( j−1)+k+1 u( j)k+1
⎤
⎥⎥⎥⎦ .
From (18) and (19) for any i = 1, . . . , j, we then have(
V ( j)Tk+1 V
( j)
k+1
)−1 = (I + O (a2k))−1 = I + O (a2k). (36)
This proves that (18) is true for i = j + 1.
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Multiplying both sides of
u˜( j+1)k+1 = P ( j)k u( j+1)k + ak P ( j)k Ak+1P ( j)k u( j+1)k
by V ( j)Tk from left we see V
( j)T
k u˜
( j+1)
k+1 = 0, and hence
V ( j)Tk u
( j+1)
k+1 = 0 (37)
for suﬃciently large k. From here it follows that
u( j+1)Tk+1 V
( j)
k = u( j+1)Tk+1
[
V ( j−1)k , P
( j−1)
k u
( j)
k
]
= u( j+1)Tk+1
[
V (i−1)k , P
(i−1)
k u
(i)
k , . . . , P
( j−1)
k u
( j)
k
]= 0.
Thus, for any i = 1, . . . , j we have
0 = u( j+1)Tk+1 P (i−1)k u(i)k = u( j+1)Tk+1 u(i)k − u( j+1)Tk+1 V (i−1)k V (i−1)+k u(i)k = u( j+1)Tk+1 u(i)k ,
and hence
u( j+1)Tk+1
[
u(1)k , . . . ,u
( j)
k
]= 0, k 1. (38)
By the inductive assumptions from (8) we have
u(i+1)k+1 = u(i+1)k + O
(
ak
(
ak +
i+1∑
s=1
d
(
u(s)k , J s
)))+ akδk+1(i + 1)
= u(i+1)k + O (ak), i = 1, . . . , j − 1. (39)
By the inductive assumption,
V (i)k+1V
(i)+
k+1 u
(i+1)
k+1 = O
(
ak
(
ak +
i∑
s=1
d
(
u(s)k , J s
)))+ akγk+1(i + 1), i = 1, . . . , j − 1,
we have
V ( j)k+1 =
[
u(1)k+1, P
(1)
k+1u
(2)
k+1, . . . , P
( j−1)
k+1 u
( j)
k+1
]
= [u(1)k+1,u(2)k+1 − V (1)k+1V (1)+k+1 u(2)k+1, . . . ,u( j)k+1 − V ( j−1)k+1 V ( j−1)+k+1 u( j)k+1]
= [u(1)k+1,u(2)k+1, . . . ,u( j)k+1]+ O
(
ak
(
ak +
j−1∑
s=1
d
(
u(s)k , J s
)))− ak[0, γk+1(2), . . . , γk+1( j)]
= [u(1)k+1,u(2)k+1, . . . ,u( j)k+1]+ O (ak) (40)
and
u( j+1)Tk+1 P
(i)
k+1u
(i+1)
k+1 = u( j+1)Tk+1 u(i+1)k+1 − u( j+1)Tk+1 V (i)k+1V (i)+k+1 u(i+1)k+1
= u( j+1)Tk+1 u(i+1)k+1 + O
(
ak
(
ak +
i∑
s=1
d
(
u(s)k , J s
)))+ aku( j+1)Tk+1 γk+1(i + 1)
= u( j+1)Tk+1
(
u(i+1)k + O
(
ak
(
ak +
i+1∑
s=1
d
(
u(s)k , J s
)))+ akδk+1(i + 1)
)
+ aku( j+1)Tk+1 γk+1(i + 1)
= O
(
ak
(
ak +
i+1∑
s=1
d
(
u(s)k , J s
)))+ aku( j+1)Tk+1 (δk+1(i + 1)+ γk+1(i + 1)), i = 1, . . . , j − 1,
(41)
where for the last two equalities in (41), (38) and (39) are used.
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u( j+1)Tk+1 V
( j)
k+1 = u( j+1)Tk+1
[
u(1)k+1, . . . , P
( j−1)
k+1 u
( j)
k+1
]
= O
(
ak
(
ak +
j∑
s=1
d
(
u(s)k , J s
)))+ aku( j+1)Tk+1 [0, δk+1(2) + γk+1(2), . . . , δk+1( j)+ γk+1( j)]. (42)
However, this is still not in the form of (19), because the last term in (42) is not expressed as linear combinations of mds’.
Let us express u( j+1)k+1 via vectors of time k.
Noticing that P ( j)k P
( j)
k = P ( j)k and P ( j)k = I − V ( j)k V ( j)+k , for suﬃciently large k we have∥∥u˜( j+1)k+1 ∥∥−1 = {[P ( j)k u( j+1)k + ak P ( j)k Ak+1P ( j)k u( j+1)k ]T [P ( j)k u( j+1)k + ak P ( j)k · Ak+1P ( j)k u( j+1)k ]}− 12
= [u( j+1)Tk P ( j)k u( j+1)k + 2aku( j+1)Tk P ( j)k Ak+1P ( j)k u( j+1)k + a2ku( j+1)Tk · P ( j)k Ak+1P ( j)k Ak+1P ( j)k u( j+1)k ]− 12
= [1− u( j+1)Tk V ( j)k V ( j)+k u( j+1)k + 2aku( j+1)Tk P ( j)k Ak+1P ( j)k u( j+1)k
+ a2ku( j+1)Tk P ( j)k Ak+1P ( j)k Ak+1P ( j)k u( j+1)k
]− 12
= 1+ O (a2k)+ 12u( j+1)Tk V ( j)k
(
V ( j)Tk V
( j)
k
)−1
V ( j)Tk u
( j+1)
k − aku( j+1)Tk P ( j)k Ak+1P ( j)k u( j+1)k , (43)
which combining with (42) leads to∥∥u˜( j+1)k+1 ∥∥−1 = 1− aku( j+1)Tk P ( j)k Ak+1P ( j)k u( j+1)k + O (a2k). (44)
Therefore, for large enough k we have
u( j+1)k+1 =
(
P ( j)k u
( j+1)
k + ak P ( j)k Ak+1P ( j)k u( j+1)k
) · [1− aku( j+1)Tk P ( j)k Ak+1P ( j)k · u( j+1)k + O (a2k)]
= P ( j)k u( j+1)k + ak P ( j)k Ak+1P ( j)k u( j+1)k − ak
(
u( j+1)Tk P
( j)
k Ak+1P
( j)
k · u( j+1)k
)
P ( j)k u
( j+1)
k + O
(
a2k
)
= P ( j)k u( j+1)k + O (ak), (45)
and hence by (36) and (40)
u( j+1)k+1 = P ( j)k ·
(
P ( j)k−1u
( j+1)
k−1 + O (ak−1)
)+ O (ak)
= P ( j)k−1u( j+1)k−1 − V ( j)k V ( j)+k
(
P ( j)k−1u
( j+1)
k−1
)+ O (ak)
= P ( j)k−1u( j+1)k−1 −
[
u(1)k−1, . . . ,u
( j)
k−1
][
u(1)k−1, . . . ,u
( j)
k−1
]T
P ( j)k−1u
( j+1)
k−1 + O (ak). (46)
Again by (36) and (40) we have
P ( j)k−1u
( j+1)
k−1 = P ( j)k−1 ·
(
P ( j)k−2u
( j+1)
k−2 + O (ak−2)
)
= P ( j)k−2u( j+1)k−2 − V ( j)k−1V ( j)+k−1 P ( j)k−2u( j+1)k−2 + O (ak−2)
= P ( j)k−2u( j+1)k−2 −
([
u(1)k−2, . . . ,u
( j)
k−2
]+ O (ak−2))(I + O (a2k−2))([u(1)k−2, . . . ,u( j)k−2]+ O (ak−2))T
· (P ( j)k−2u( j+1)k−2 )+ O (ak−2)
= P ( j)k−2u( j+1)k−2 −
[
u(1)k−2, . . . ,u
( j)
k−2
][
u(1)k−2, . . . ,u
( j)
k−2
]T
P ( j)k−2u
( j+1)
k−2 + O (ak−2)
= (I − [u(1)k−2, . . . ,u( j)k−2][u(1)k−2, . . . ,u( j)k−2]T )P ( j)k−2u( j+1)k−2 + O (ak−2). (47)
Putting (47) into (46) yields
u( j+1)k+1 =
(
I − [u(1)k−1, . . . ,u( j)k−1][u(1)k−1, . . . ,u( j)k−1]T )(I − [u(1)k−2, . . . ,u( j)k−2][u(1)k−2, . . . ,u( j)k−2]T )P ( j)k−2u( j+1)k−2 + O (ak)
= (I − [u(1)k−1, . . . ,u( j)k−1][u(1)k−1, . . . ,u( j)k−1]T )(I − [u(1)k−2, . . . ,u( j)k−2][u(1)k−2, . . . ,u( j)k−2]T )
· · · (I − [u(1)k− j, . . . ,u( j)k− j][u(1)k− j, . . . ,u( j)k− j]T )P ( j)k− ju( j+1)k− j + O (ak). (48)
By (39) u(i+1)k+1 = u(i+1)k + O (ak) = u(i+1)k− j + O (ak), i = 1, . . . , j − 1, (48) can be rewritten as
u( j+1) = (I − [u(1) , . . . ,u( j) ][u(1) , . . . ,u( j) ]T ) j P ( j) u( j+1) + O (ak). (49)k+1 k− j k− j k−1 k− j k− j k− j
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u( j+1)Tk+1 P
(i)
k+1u
(i+1)
k+1 = O
(
ak
(
ak +
i+1∑
s=1
d
(
u(s)k , J s
)))
+ ak
((
I − [u(1)k− j, . . . ,u( j)k− j][u(1)k−1, . . . ,u( j)k− j]T ) j P ( j)k− ju( j+1)k− j + O (ak))T
× (δk+1(i + 1)+ γk+1(i + 1))
= O
(
ak
(
ak +
i+1∑
s=1
d
(
u(s)k , J s
)))+ akη( j)k+1(i + 1), i = 1, . . . , j − 1, (50)
where η( j)k+1(i + 1)
= u( j+1)Tk− j P ( j)k− j(I − [u(1)k− j, . . . ,u( j)k− j][u(1)k−1, . . . ,u( j)k− j]T ) j(δk+1(i + 1) + γk+1(i + 1)).
By the inductive assumptions, from (8) it is seen that δk+1( j) is a linear combination of mds’ measurable with respect to
Fk+1,Fk, . . . , and Fk+2− j , respectively, and γk+1( j) is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . ,
and Fk+3− j , respectively. Therefore, η( j)k+1(i + 1) is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . ,
and Fk+2− j , respectively.
From (50) it follows that
u( j+1)Tk+1 V
( j)
k+1 = u( j+1)Tk+1
[
u(1)k+1, . . . , P
( j−1)
k+1 u
( j)
k+1
]
= O
(
ak
(
ak +
j∑
s=1
d
(
u(s)k , J s
)))+ akη( j)k+1, (51)
where η( j)k+1
= [η(1)k+1(1), η( j)k+1(2), . . . , η( j)k+1( j)] is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . , and
Fk+2− j , respectively, where η(1)k+1(1)
= η(1)k+1. Thus, (19) is proved for i = j + 1.
By (36) and (40) from (51) it follows that
V ( j)k+1V
( j)+
k+1 u
( j+1)
k+1 = V ( j)k+1
(
V ( j)Tk+1 V
( j)
k+1
)−1
V ( j)Tk+1 u
( j+1)
k+1
= ([u(1)k− j, . . . ,u( j)k− j]+ O (ak))(I + O (a2k))
(
O
(
ak
(
ak +
j∑
s=1
d
(
u(s)k , J s
)))+ akη( j)k+1
)T
= O
(
ak
(
ak +
j∑
s=1
d
(
u(s)k , J s
)))+ akγk+1( j + 1), (52)
where γk+1( j + 1) = [u(1)k− j, . . . ,u( j)k− j]η( j)Tk+1 is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . , and
Fk+2− j , respectively.
This means that (20) is valid for i = j + 1.
We are now in a position to show that the theorem is true for i = j + 1 either.
By (40) we then have
akV
( j)
k V
( j)+
k Ak+1u
( j+1)
k
= akV ( j)k
(
V ( j)Tk V
( j)
k
)−1
V ( j)Tk Au
( j+1)
k + akV ( j)k V ( j)+k Nk+1u( j+1)k
= akV ( j)k
(
V ( j)Tk V
( j)
k
)−1(
A
[
u(1)k , . . . ,u
( j)
k
])T
u( j+1)k + O
(
a2k
)+ akV ( j)k V ( j)+k Nk+1u( j+1)k (53)
for suﬃciently large k.
By inductive assumptions, for any i ∈ {1, . . . , j} there is a sequence {u(i)(k)} ∈ J i such that d(u(i)k ,u(i)(k)) −−−−→k→∞ 0 and
Au(i)(k) = λ(i)u(i)(k).
By (38), (39) we have
akV
( j)
k
(
V ( j)Tk V
( j)
k
)−1(
Au(i)k
)T
u( j+1)k + O
(
a2k
)+ akV ( j)k V ( j)+k Nk+1u( j+1)k
= akV ( j)k
(
V ( j)Tk V
( j)
k
)−1 · (Au(i)k − Au(i)(k) + λ(i)u(i)(k) − λ(i)u(i)k (k) + λ(i)u(i)k )T u( j+1)k
+ O (a2k)+ akV ( j)k V ( j)+k Nk+1u( j+1)k
= λ(i)akV ( j)
(
V ( j)T V ( j)
)−1
u(i)T u( j+1) + O (ak(ak + d(u(i), J i)))+ akV ( j)V ( j)+Nk+1u( j+1)k k k k k k k k k
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(
V ( j)Tk V
( j)
k
)−1(
u(i)k−1 + O (ak)
)T
u( j+1)k + O
(
ak
(
ak + d
(
u(i)k , J i
)))+ akV ( j)k V ( j)+k Nk+1u( j+1)k
= O (ak(ak + d(u(i)k , J i)))+ akV ( j)k V ( j)+k Nk+1u( j+1)k , ∀i = 1, . . . , j. (54)
Putting the expression given by (54) into (53) yields
akV
( j)
k V
( j)+
k Ak+1u
( j+1)
k = O
(
ak
(
ak +
j∑
s=1
d
(
u(s)k , J s
)))+ akV ( j)k V ( j)+k Nk+1u( j+1)k . (55)
Then we have
u˜( j+1)k+1 = P ( j)k u( j+1)k + ak P ( j)k Ak+1P ( j)k u( j+1)k
= (I − V ( j)k V ( j)+k )u( j+1)k + ak(I − V ( j)k V ( j)+k )Ak+1(I − V ( j)k V ( j)+k )u( j+1)k
= u( j+1)k + ak Ak+1u( j+1)k − V ( j)k V ( j)+k u( j+1)k
− ak
(
Ak+1V ( j)k V
( j)+
k + V ( j)k V ( j)+k Ak+1 − V ( j)k V ( j)+k Ak+1V ( j)k V ( j)+k
)
u( j+1)k . (56)
Notice that (52) implies that
ak
(
Ak+1V ( j)k V
( j)+
k − V ( j)k V ( j)+k Ak+1V ( j)k V ( j)+k
)
u( j+1)k = O
(
a2k
)
.
From (56) by (52) and (55) it follows that
u˜( j+1)k+1 = u( j+1)k + ak Au( j+1)k + O
(
ak
(
ak +
j∑
s=1
d
(
u(s)k , J s
)))+ ak δ˜( j+1)k+1 , (57)
where ak δ˜
( j+1)
k+1 = akNk+1u( j+1)k − ak−1γk( j + 1) − akV ( j)k V ( j)+k Nk+1u( j+1)k is a linear combination of mds’ measurable with
respect to Fk+1,Fk, . . . , and Fk+1− j , respectively.
An analysis similar to (31), (32), and (33) leads to (8) for i = j + 1:
u( j+1)k+1 = u( j+1)k + ak
(
Au( j+1)k −
(
u( j+1)Tk Au
( j+1)
k
)
u( j+1)k
)+ O
(
ak
(
ak +
j∑
s=1
d
(
u(s)k , J s
)))+ akδk+1( j + 1), (58)
where δk+1( j + 1) is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . , and Fk+1− j , respectively.
Similar to (14), (15), (16) it is shown that there exists a J j+1 ⊂ J such that
lim
k→∞
d
(
u( j+1)k , J j+1
)= 0, (59)
where J j+1 is composed of limiting points of {u( j+1)k }.
Correspondingly, there is a λ( j + 1) ∈ V ( J ) such that
d
(
u( j+1)Tk Au
( j+1)
k , λ( j + 1)
)→ 0, and Au = λ( j + 1)u, ∀u ∈ J j+1, (60)
which incorporating with (59) implies d(Au( j+1)k , λ( j + 1)u( j+1)k ) −−−−→k→∞ 0.
Thus, (i), (ii), and (iii) of the theorem have been proved by induction.
Finally, (6) can be rewritten as
λ
( j)
k+1 = λ( j)k − ak
(
λ
( j)
k − λ( j)+ ε( j)k+1
)
,
where
ε
( j)
k+1
= λ( j)− u( j)Tk Au( j)k − u( j)Tk Nk+1u( j)k .
Since λ( j) − u( j)Tk Au( j)k → 0 and
∑∞
k=1 aku
( j)T
k Nk+1u
( j)
k < ∞, the conclusion (iv) follows from Lemma 3.1.1 of [3]. 
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In this section we show that convergence established in Theorem 1 is actually ordered in the sense that λ(i) = λ(i) ,
where the eigenvalues {λ(i)} are ordered: λ(1)  λ(2)  · · · λ(n) . But, we ﬁrst give two lemmas.
Lemma 1. Assume the random sequence {Xk, k 0} is generated by the following recursion
Xk+1 = Xk + akαk Xk + akεk+1 + O
(
a2k
)
, (61)
where the real sequence {ak} is such that ak > 0,∑k ak = ∞,∑k a2k < ∞; the real number αk has a positive limit: αk −−−→k→∞ α > 0;
and εk =∑li=1 ε(i)k−i+1 , l ∈ [1,∞), where {ε(i)k ,Fk} is anmds for any i ∈ [1, l]. Moreover, lim infk E{‖ε(1)k+1‖ | Fk} > 0, and ε(i)k −−−→k→∞ 0
for any i  2.
Then P (Xk → 0) = 0.
The proof is given in Appendix A.
Lemma 2. Assume A1 and A2 hold. Then
V (i)k V
(i)+
k AP
(i)
k = V (i)k V (i)+k A
(
I − V (i)k V (i)+k
)= o(1), (62)
V (i)k+1V
(i)+
k+1 P
(i)
k = V (i)k+1V (i)+k+1 − V (i)k+1V (i)+k+1 V (i)k V (i)+k = o(ak) + akε(i+1)
′
k+1 , (63)
where V (i)k , i = 1, . . . ,n are given by (1)–(3), and ε(i+1)
′
k+1 is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . ,
Fk+2−i , respectively and each mds is with one of u(1)k−i, . . . ,u
(i)
k−i as its left factor.
Proof. By (18), (62) and (63) are equivalent to the following expressions
V (i)k V
(i)T
k A
(
I − V (i)k V (i)Tk
)= o(1), (64)
V (i)k+1V
(i)T
k+1 − V (i)k+1V (i)Tk+1V (i)k V (i)Tk = o(ak) + akε(i+1)
′
k+1 . (65)
Let us prove (64) and (65) by induction.
For i = 1, by Theorem 1 d(u(1)k , J1) −−−−→k→∞ 0 a.s. and u
(1)T
k A − λ( j)u(1)T = (u(1)Tk − u(1)T )A for some j and any u(1) ∈ J1.
Assume that u(1)(k) ∈ J1 and d(u(1)k , J1) = ‖u(1)k − u(1)(k)‖. Consequently, by noticing u(1)T (k)u(1)(k) = 1, we have
u(1)k u
(1)T
k A − u(1)k u(1)Tk Au(1)k u(1)Tk
= u(1)k
(
u(1)Tk A − λ( j)u(1)T (k)
)+ λ( j)u(1)k u(1)T (k) − u(1)k (u(1)Tk A − λ( j)u(1)T (k))u(1)k u(1)Tk
− λ( j)u(1)k u(1)T (k)u(1)k u(1)Tk = O
(∥∥u(1)k − u(1)(k)∥∥)= O (d(u(1)k , J1))= o(1). (66)
Thus, (64) holds for i = 1. We now show that (65) also takes place for i = 1.
By (9) it follows that
u(1)k+1u
(1)T
k+1 =
[
u(1)k + ak
(
Ak+1u(1)k −
(
u(1)Tk Ak+1u
(1)
k
)
u(1)k
)+ O (a2k)]
· [u(1)k + ak(Ak+1u(1)k − (u(1)Tk Ak+1u(1)k )u(1)k )+ O (a2k)]T
= u(1)k u(1)Tk + ak Ak+1u(1)k u(1)Tk − 2ak
(
u(1)Tk Ak+1u
(1)
k
)
u(1)k u
(1)T
k + aku(1)k u(1)Tk Ak+1 + O
(
a2k
)
.
Consequently,
u(1)k+1u
(1)T
k+1 − u(1)k+1u(1)Tk+1 u(1)k u(1)Tk
= [u(1)k u(1)Tk + ak Ak+1u(1)k u(1)Tk − 2ak(u(1)Tk Ak+1u(1)k )u(1)k u(1)Tk + aku(1)k u(1)Tk Ak+1 + O (a2k)](I − u(1)k u(1)Tk )
= aku(1)k u(1)Tk Ak+1 − aku(1)k u(1)Tk Ak+1u(1)k u(1)Tk + O
(
a2k
)
= ak
(
u(1)k u
(1)T
k A − u(1)k u(1)Tk Au(1)k u(1)Tk
)+ O (a2k)+ akε(2)′k+1, (67)
where ε(2)
′ = u(1)u(1)T Nk+1 − u(1)u(1)T Nk+1u(1)u(1)T is an Fk+1-measurable mds and is with u(1) as its left factor.k+1 k k k k k k k
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V (1)k+1V
(1)T
k+1 − V (1)k+1V (1)Tk+1 V (1)k V (1)Tk = o(ak) + akε(2)
′
k+1. (68)
Thus, (65) holds for i = 1.
Assume that for all suﬃciently large k (64), (65) hold for i = 1,2, . . . , j − 1, j  2.
We now show that (64) and (65) are also true for i = j  n. Let us ﬁrst verify (64) for i = j.
From (20) it is seen that V ( j)k = [V ( j−1)k , P ( j−1)k u( j)k ] = [V ( j−1)k ,u( j)k + o(ak−1) + ak−1γk( j)], and hence
V ( j)k V
( j)T
k =
[
V ( j−1)k ,u
( j)
k + o(ak−1) + ak−1γk( j)
][
V ( j−1)k ,u
( j)
k + o(ak−1)+ ak−1γk( j)
]T
= V ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk + o(ak−1) + ak−1γk( j)u( j)Tk + ak−1u( j)k γ Tk ( j)
= V ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk + O (ak). (69)
Consequently,
V ( j)k V
( j)T
k A
(
I − V ( j)k V ( j)Tk
)
= V ( j)k V ( j)Tk A − V ( j)k V ( j)Tk AV ( j)k V ( j)Tk
= (V ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk )A − (V ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk )A(V ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk )+ O (ak)
= V ( j−1)k V ( j−1)Tk A − V ( j−1)k V ( j−1)Tk AV ( j−1)k V ( j−1)Tk − V ( j−1)k V ( j−1)Tk Au( j)k u( j)Tk
− u( j)k u( j)Tk AV ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk A − u( j)k u( j)Tk Au( j)k u( j)Tk + O (ak). (70)
We want to show that the right-hand side of the above expression is o(1). First, by the inductive assumption, the ﬁrst two
terms at the right-hand side of (70) give o(1). Second, for its third term by Theorem 1, d(Au( j)k , λ
(m)u( j)k ) −−−−→k→∞ 0 for some
m and by (19) it follows that
V ( j−1)k V
( j−1)T
k Au
( j)
k u
( j)T
k = λ(m)V ( j−1)k V ( j−1)Tk u( j)k u( j)Tk + o(1) = o(1). (71)
Similar to (71) we can show
u( j)k u
( j)T
k AV
( j−1)
k V
( j−1)T
k = λ(m)u( j)k u( j)Tk V ( j−1)k V ( j−1)Tk + o(1) = o(1). (72)
Finally, by Theorem 1 u( j)Tk A − (u( j)Tk Au( j)k )u( j)Tk → 0, hence
u( j)k u
( j)T
k A − u( j)k u( j)Tk Au( j)k u( j)Tk = u( j)k
(
u( j)Tk A −
(
u( j)Tk Au
( j)
k
)
u( j)Tk
)= o(1). (73)
Thus, we have shown that (64) is true for i = j.
We now prove that (65) is true for i = j.
Using the expression of V ( j)k V
( j)T
k given after the second equality in (69) we derive
V ( j)k+1V
( j)T
k+1 − V ( j)k+1V ( j)Tk+1 V ( j)k V ( j)Tk
= V ( j−1)k+1 V ( j−1)Tk+1 + u( j)k+1u( j)Tk+1 −
(
V ( j−1)k+1 V
( j−1)T
k+1 + u( j)k+1u( j)Tk+1
)(
V ( j−1)k V
( j−1)T
k + u( j)k u( j)Tk
)+ o(ak)
+ akγk+1( j)u( j)Tk+1 + aku( j)k+1γ Tk+1( j)− akγk+1( j)u( j)Tk+1
(
V ( j−1)k V
( j−1)T
k + u( j)k u( j)Tk
)− aku( j)k+1γ Tk+1( j)
· (V ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk )− ak−1(V ( j−1)k+1 V ( j−1)Tk+1 + u( j)k+1u( j)Tk+1 )γk( j)u( j)Tk
− ak−1
(
V ( j−1)k+1 V
( j−1)T
k+1 + u( j)k+1u( j)Tk+1
)
u( j)k γk( j)
T
= V ( j−1)k+1 V ( j−1)Tk+1 − V ( j−1)k+1 V ( j−1)Tk+1 V ( j−1)k V ( j−1)Tk − u( j)k+1u( j)Tk+1 V ( j−1)k V ( j−1)Tk − V ( j−1)k+1 V ( j−1)Tk+1 u( j)k u( j)Tk
+ u( j)k+1u( j)Tk+1 − u( j)k+1u( j)Tk+1u( j)k u( j)Tk + o(ak)+ akγk+1( j)u( j)Tk+1 + aku( j)k+1γk+1( j)T
− akγk+1( j)u( j)Tk+1
(
V ( j−1)k V
( j−1)T
k + u( j)k u( j)Tk
)− aku( j)k+1γk+1( j)T (V ( j−1)k V ( j−1)Tk + u( j)k u( j)Tk )
− ak−1
(
V ( j−1)k+1 V
( j−1)T
k+1 + u( j)k+1u( j)Tk+1
)
γku
( j)T
k − ak−1
(
V ( j−1)k+1 V
( j−1)T
k+1 + u( j)k+1u( j)Tk+1
)
u( j)k γk( j)
T . (74)
Noting u(i) = u(i) + o(1) = u(i) + o(1) by (39) and V ( j) = [u(1) , . . . ,u( j) ] + o(1) by (40), we can rewrite (74) ask+1 k k− j k+1 k− j k− j
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( j)T
k+1 − V ( j)k+1V ( j)Tk+1 V ( j)k V ( j)Tk
= V ( j−1)k+1 V ( j−1)Tk+1 − V ( j−1)k+1 V ( j−1)Tk+1 V ( j−1)k V ( j−1)Tk − u( j)k+1u( j)Tk+1 V ( j−1)k V ( j−1)Tk
− V ( j−1)k+1 V ( j−1)Tk+1 u( j)k u( j)Tk + u( j)k+1u( j)Tk+1 − u( j)k+1u( j)Tk+1u( j)k u( j)Tk + o(ak)+ akγk+1( j)u( j)Tk− j
+ aku( j)k− jγk+1( j)T − akγk+1( j)u( j)Tk− j
([
u(1)k− j, . . . ,u
( j−1)
k− j
][
u(1)k− j, . . . ,u
( j−1)
k− j
]T + u( j)k− ju( j)Tk− j )
− aku( j)k− jγk+1( j)T
([
u(1)k− j, . . . ,u
( j−1)
k− j
][
u(1)k− j, . . . ,u
( j−1)
k− j
]T + u( j)k− ju( j)Tk− j )− ak−1
· ([u(1)k− j−1, . . . ,u( j−1)k− j−1][u(1)k− j−1, . . . ,u( j−1)k− j−1]T + u( j)k− j−1u( j)Tk− j−1)γk( j)u( j)Tk− j−1 − ak−1
· ([u(1)k− j−1, . . . ,u( j−1)k− j−1][u(1)k− j−1, . . . ,u( j−1)k− j−1]T + u( j)k− j−1u( j)Tk− j−1)u( j)k− j−1γk( j)T . (75)
We want to express the right-hand side of (75) in the form of the right-hand side of (65) for i = j. Let us analyze each term
at the right-hand side of (75).
First, the ﬁrst two terms are estimated by the inductive assumption:
V ( j−1)k+1 V
( j−1)T
k+1 − V ( j−1)k+1 V ( j−1)Tk+1 V ( j−1)k V ( j−1)Tk = o(ak) + akε( j)
′
k+1, (76)
where ε( j)
′
k+1 is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . ,Fk+3− j , respectively, and each mds is
with one of the vectors u(1)k− j, . . . ,u
( j−1)
k− j as its left factor.
Second, by (37) its third term equals zero.
Replacing u( j)k+1 in (19) with the expression given by the ﬁrst equality of (39), we derive
V ( j−1)Tk+1 u
( j)
k = o(ak) + akη( j−1)k+1 − akV ( j−1)Tk+1 δk+1( j)
= o(ak) + akη( j−1)k+1 − ak
[
u(1)k− j, . . . ,u
( j−1)
k− j
]T
δk+1( j), (77)
where for the last equality (40) is used.
By (39), (40), and (77) it follows that
V ( j−1)k+1 V
( j−1)T
k+1 u
( j)
k u
( j)T
k
= ([u(1)k− j, . . . ,u( j−1)k− j ]+ o(1))(o(ak) + akη( j−1)k+1 − ak[u(1)k− j, . . . ,u( j−1)k− j ]T δk+1( j)) · (u( j)k− j + o(1))T
= o(ak) + ak
[
u(1)k− j, . . . ,u
( j−1)
k− j
]
η
( j−1)
k+1 u
( j)T
k− j − ak
[
u(1)k− j, . . . ,u
( j−1)
k− j
] · [u(1)k− j, . . . ,u( j−1)k− j ]T δk+1( j)u( j)Tk− j . (78)
This gives the required expression for the fourth term at the right-hand side of (75).
Finally, by the ﬁrst equality in (39) it follows that
u( j)k+1u
( j)T
k+1 =
(
u( j)k + o(ak) + akδk+1( j)
) · (u( j)k + o(ak)+ akδk+1( j))T
= u( j)k u( j)Tk + o(ak)+ akδk+1( j)u( j)Tk + aku( j)k δk+1( j)T , (79)
and hence
u( j)k+1u
( j)T
k+1 − u( j)k+1u( j)Tk+1u( j)k u( j)Tk
= [u( j)k u( j)Tk + o(ak) + akδk+1( j)u( j)Tk + aku( j)k δk+1( j)T ](I − u( j)k u( j)Tk )
= o(ak) + aku( j)k δk+1( j)T − aku( j)k δk+1( j)T u( j)k u( j)Tk
= o(ak) + aku( j)k− jδk+1( j)T − aku( j)k− jδk+1( j)T u( j)k− ju( j)Tk− j , (80)
where the last equality is because u( j)k+1 = u( j)k + o(1) = u( j)k− j + o(1) by (39).
This gives expression for the ﬁfth and sixth terms at the right-hand side of (75).
Notice that in (75), (78), and (80) η( j−1)k+1 , δk+1( j), and γk+1( j) are involved. They are the linear combinations of mds’. To
be precise, ηk+1( j) is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . ,Fk+3− j, δk+1( j) is a linear com-
bination of mds’ measurable with respect to Fk+1,Fk, . . . ,Fk+2− j , and γk+1( j) is a linear combination of mds’ measurable
with respect to Fk+1,Fk, . . . ,Fk+3− j .
Thus, putting (76), (78), and (80) into (75) leads to
V ( j)k+1V
( j)T
k+1 − V ( j)k+1V ( j)Tk+1 V ( j)k V ( j)Tk = o(ak)+ akε( j+1)
′
k+1 ,
where ε( j+1)
′
is a linear combination of mds’ measurable with respect to Fk+1,Fk, . . . ,Fk+2− j .k+1
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(1)
k− j, . . . ,u
( j)
k− j , while by
deﬁnition, the expression of γk+1( j) given immediately after (52) also includes a left factor [u(1)k− j, . . . ,u( j)k− j].
Thus, we have shown that (65) is true for i = j and have completed the proof of the lemma. 
To establish the ordered convergence of {u(i)k } we need one more assumption A3 in addition to A1 and A2.
A3.
lim inf
n
E
{∥∥xTk Nk+1 yk∥∥ ∣∣ Fk}> 0
for any Fk-measurable xk and yk bounded from above and from zero:
0< lim inf
k→∞
‖xk‖ limsup
k→∞
‖xk‖ < ∞, 0< lim inf
k→∞
‖yk‖ limsup
k→∞
‖yk‖ < ∞. (81)
Remark 2. Condition A3 has excluded the case Ak+1 ≡ A from consideration. As a matter of fact, in order to achieve the
desired limit some observation noise is necessary, otherwise, it may happen that the algorithm is stuck at an undesired
vector. To see this, let Ak+1 ≡ A and let the initial value u(1)1 = u(i) , where u(i) is a unit eigenvector of A corresponding to
an eigenvalue λ(i) different from the largest one. Then,
u˜(1)k+1 = u(i) + ak Au(i) =
(
1+ akλ(i)
)
u(i),
u(1)k+1 = u(i),
and the algorithm will never converge to the desired u(1).
The following proposition gives suﬃcient conditions on {Nk} in order A3 to be satisﬁed.
Proposition. Assume that (Nk,Fk)with Nk = {Nij(k)} is amartingale difference sequence, E(Nij(k+1)Nst(k+1) | Fk) = 0whenever
(i j) = (st), lim infk→∞ E(N2i j(k + 1) | Fk) σ > 0, and limsupk→∞ E(‖Nk+1‖α | Fk) < ∞ for some α > 2. Then, A3 holds.
Proof. Let xk and yk be Fk-measurable and satisfy (81). By the Hölder inequality with p = α−1α−2 and q = α − 1 we have
E
(∣∣xTk Nk+1 yk∣∣2 ∣∣ Fk) (E(∣∣xTk Nk+1 yk∣∣ ∣∣ Fk)) α−2α−1 (E(∣∣xTk Nk+1 yk∣∣α ∣∣ Fk)) 1α−1 .
Since limsupk→∞ E(‖Nk+1‖α | Fk) < ∞, by (81) for the proposition it suﬃces to show
lim inf
k→∞
E
(∣∣xTk Nk+1 yk∣∣2 ∣∣ Fk)> 0.
Writing xk = [x1(k), . . . , xn(k)]T and yk = [y1(k), . . . , yn(k)]T and noticing the conditional uncorrelatedness of components
of Nk , we have
lim inf
k→∞
E
(∣∣xTk Nk+1 yk∣∣2 ∣∣ Fk)= lim infk→∞ E
(
n∑
i, j
xi(k)y j(k)Nij(k + 1)
n∑
s,t
xs(k)yt(k)Nst(k + 1)
∣∣ Fk
)
= lim inf
k→∞
n∑
i j
(
xi(k)y j(k)
)2
E
(
N2i j(k + 1)
∣∣ Fk) lim inf
k→∞
n∑
i=1
x2i (k)
n∑
j=1
y2j (k)σ
2
= lim inf
k→∞
‖xk‖2‖yk‖2σ 2 > 0.
This proves the proposition. 
Prior to describing the result on ordered convergence let us diagonalize the matrix
A = [φ1, . . . , φn ]
⎡
⎢⎢⎣
λ(1)
λ(2)
. . .
λ(n)
⎤
⎥⎥⎦
⎡
⎢⎣
φT1
...
φTn
⎤
⎥⎦
where φi is a unit eigenvector corresponding to the eigenvalue λ(i) .
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a( j) = max{i: λ(i) > λ( j)}.
Similarly, deﬁne
b( j) = min{i: λ(i) < λ( j)},
if there is an i such that λ(i) < λ( j).
Let Si be the set of unit eigenvectors corresponding to λ(i) , where the identity among some of {Si} is not excluded.
Further, let J be the totality of all unit eigenvectors of A. Then
J = S1 ∪ · · · ∪ Sn.
Theorem 2. Assume A1–A3 hold. Then λ(i) = λ(i) , J i = Si , and d(u(i)k , Si) −−−→k→∞ 0.
Proof. If λ(1) = λ(2) = · · · = λ(n) , then the conclusion of the theorem follows from Theorem 1. So, we need only to consider
the case where b(1) is well deﬁned. Let us ﬁrst prove the theorem for i = 1.
By Theorem 1 we have d(u(1)k , J1) −−−−→k→∞ 0. To prove J1 = S1, it suﬃces to show P (d(u
(1)
k , S
m) → 0) = 0 for any m 
b(1).
Assume the converse: there is an m b(1) such that d(u(1)k , Sm) → 0 a.s. This means that φT u(1)k → 0 for any φ ∈ S1.
Multiplying φT to both sides of (9) from the left and noticing Aφ = λ(1)φ we derive
φT u(1)k+1 = φT u(1)k + akφT
(
Au(1)k −
(
u(1)Tk Au
(1)
k
)
u(1)k
)+ akφT (ε(1)k+1 + O (ak))
= φT u(1)k + ak
[
λ(1) − (u(1)Tk Au(1)k )]φT u(1)k + akφT (ε(1)k+1 + O (ak)). (82)
Set Γ1
= {ω: φT u(1)k → 0}.
By deﬁnition of ε(1)n+1 given after (9) it is clear that
E
(∥∥φT ε(1)k+1∥∥ ∣∣ Fk)= E(∥∥φT Nk+1u(1)k − (u(1)Tk Nk+1u(1)k )φT u(1)k ∥∥ ∣∣ Fk)
 E
(∥∥φT Nk+1u(1)k ∥∥ ∣∣ Fk)− E(∣∣u(1)Tk Nk+1u(1)k ∣∣ ∣∣ Fk)∥∥φT u(1)k ∥∥.
Thus, on Γ1 by A3 we have lim infn E{‖ε(1)Tn+1 φ‖ | Fn} > 0.
Further, by A2 {φT ε(1)n+1} is an mds with E(‖φT ε(1)n+1‖2 | Fn) < ∞ and λ(1) − (u(1)Tk Au(1)k ) → λ(1) − λ(m) > 0.
Then, P (Γ1) = 0 by Lemma 1. This means that with probability one φT u(1)k does not converge to zero. The obtained
contradiction shows that u(1) ∈ S1 a.s.
Inductively assume
u(i) ∈ Si a.s. ∀i = 1, . . . , j, j  1.
We now show it holds also for i = j + 1.
We distinguish two cases: (1) b( j + 1) is not deﬁned, and (2) b( j + 1) is well deﬁned.
(1) Consider the case where b( j+1) is not deﬁned. Since not all eigenvalues are equal, a( j+1) j must be well deﬁned
and
λ(1)  · · · λ(a( j+1)) > λ(a( j+1)+1) = · · · = λ( j+1) = · · · = λ(n).
The subspace of unit eigenvectors {S1 ∪ · · · ∪ Sa( j+1)} corresponding to the eigenvalues {λ(1), . . . , λ(a( j+1))} is of dimension
a( j + 1). By (18) the unit vectors {u(1)k , . . . ,u(a( j+1))k } are asymptotically orthogonal and by the inductive assumptions they
converge to {S1∪· · ·∪ Sa( j+1)}. By Theorem 1 u( j+1)k converges to J j+1. If d(u( j+1)k , {S1∪· · ·∪ Sa( j+1)}) −−−−→k→∞ 0, then the set
of a( j+1)+1 asymptotically orthogonal unit vectors {u(1)k , . . . ,u(a( j+1))k ,u( j+1)k } would converge to a subspace of dimension
a( j + 1). This is impossible.
Therefore, J j+1 ⊂ {Sa( j+1)+1 ∪ · · · ∪ Sn}. Since λ(a( j+1)+1) = · · · = λ( j+1) = · · · = λ(n) , then J j+1 = S j+1 and
d(u( j+1)k , S
j+1) −−−−→
k→∞ 0. In this case the induction is completed.
(2) We now complete the induction by considering the case where b( j + 1) is well deﬁned.
By Theorem 1, d(u( j+1)k , J j+1) −−−−→k→∞ 0 a.s. Since u
( j+1)T
k u
(i)
k −−−−→k→∞ 0, ∀i = 1, . . . , j and by the inductive assumption
d(u(i)k , S
i) −−−−→
k→∞ 0, ∀i = 1, . . . , j, the converse assumption d(u
( j+1)
k , S
j+1) −−−−→
k→∞ 0 is equivalent to d(u
( j+1)
k , S
m) −−−−→
k→∞ 0
for some m b( j + 1). This in turn is equivalent to φT u( j+1) → 0 for those φ ∈ S j+1 for which φT u(i) → 0, ∀i = 1, . . . , j.k k
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P ( j)k+1u
( j+1)
k+1 = P ( j)k+1
[
P ( j)k u
( j+1)
k + ak P ( j)k Ak+1P ( j)k u( j+1)k − ak
(
u( j+1)Tk P
( j)
k Ak+1P
( j)
k · u( j+1)k
)
P ( j)k u
( j+1)
k + O
(
a2k
)]
= P ( j)k u( j+1)k + ak AP ( j)k u( j+1)k − ak
(
u( j+1)Tk P
( j)
k AP
( j)
k u
( j+1)
k
)
P ( j)k u
( j+1)
k + akε( j+1)
′′
k+1
− akV ( j)k V ( j)+k AP ( j)k u( j+1)k − V ( j)k+1V ( j)+k+1 P ( j)k u( j+1)k − akV ( j)k+1V ( j)+k+1 P ( j)k Ak+1P ( j)k u( j+1)k
+ ak
(
u( j+1)Tk P
( j)
k Ak+1P
( j)
k u
( j+1)
k
) · V ( j)k+1V ( j)+k+1 P ( j)k u( j+1)k + O (a2k), (83)
where ε( j+1)
′′
k+1 = P ( j)k Nk+1P ( j)k u( j+1)k − (u( j+1)Tk P ( j)k Nk+1P ( j)k u( j+1)k )P ( j)k u( j+1)k is an mds measurable with respect to Fk+1.
Multiplying both sides of (83) by φT from the left and noticing Aφ = λ( j+1)φ we derive
φT P ( j)k+1u
( j+1)
k+1 = φT P ( j)k u( j+1)k + akφT AP ( j)k u( j+1)k − ak
(
u( j+1)Tk P
( j)
k AP
( j)
k u
( j+1)
k
)
· φT P ( j)k u( j+1)k + akφT ε( j+1)
′′
k+1 − akφT V ( j)k V ( j)+k AP ( j)k u( j+1)k − φT
· V ( j)k+1V ( j)+k+1 P ( j)k u( j+1)k − akφT V ( j)k+1V ( j)+k+1 P ( j)k Ak+1P ( j)k u( j+1)k
+ ak
(
u( j+1)Tk P
( j)
k Ak+1P
( j)
k u
( j+1)
k
)
φT V ( j)k+1V
( j)+
k+1 P
( j)
k u
( j+1)
k + O
(
a2k
)
= φT P ( j)k u( j+1)k + ak
[
λ( j+1) − (u( j+1)Tk P ( j)k AP ( j)k u( j+1)k )]φT P ( j)k u( j+1)k
− akφT V ( j)k V ( j)+k AP ( j)k P ( j)k u( j+1)k − φT V ( j)k+1V ( j)+k+1 P ( j)k P ( j)k u( j+1)k
+ akφT ε( j+1)
′′
k+1 + O
(
a2k
)− akφT V ( j)k+1V ( j)+k+1 P ( j)k Ak+1P ( j)k u( j+1)k
+ ak
(
u( j+1)Tk P
( j)
k Ak+1P
( j)
k u
( j+1)
k
)
φT V ( j)k+1V
( j)+
k+1 P
( j)
k u
( j+1)
k . (84)
By (64) (or its equivalent expression (62)) it is known that akφT V
( j)
k V
( j)+
k AP
( j)
k P
( j)
k u
( j+1)
k = o(ak)φT P ( j)k u( j+1)k , and by (65)
(or its equivalent form (63)) −akφT V ( j)k+1V ( j)+k+1 P ( j)k Ak+1P ( j)k u( j+1)k + ak(u( j+1)Tk P ( j)k Ak+1P ( j)k u( j+1)k )φT V ( j)k+1V ( j)+k+1 P ( j)k u( j+1)k =
O (a2k ), we can rewrite (84) as
φT P ( j)k+1u
( j+1)
k+1 = φT P ( j)k u( j+1)k + ak
[
λ( j+1) − u( j+1)Tk P ( j)k AP ( j)k u( j+1)k + o(1)
]
· φT P ( j)k u( j+1)k + O
(
a2k
)+ akφT ε( j+1)k+1 , (85)
where ε( j+1)k+1 = ε( j+1)
′′
k+1 − ε( j+1)
′
k+1 P
( j)
k u
( j+1)
k is a linear combination of mds’ measurable with respect to Fk+1, Fk, . . . ,Fk+2− j .
Set Γ j+1 = {ω: φT u( j+1)k → 0}.
We have
φT P ( j)k u
( j+1)
k = φT u( j+1)k − φT V ( j)k V ( j)+k u( j+1)k → 0 on Γ j+1, (86)
because φT u( j+1)k → 0 on Γ j+1 and V ( j)k V ( j)+k u( j+1)k → 0 by (20).
Notice that
E
(∥∥φT ε( j+1)k+1 ∥∥ ∣∣ Fk) E(∥∥φT ε( j+1)′′k+1 ∥∥ ∣∣ Fk)− E(∥∥φT ε( j+1)′k+1 ∥∥ ∣∣ Fk)
 E
(∥∥φT P ( j)k Nk+1P ( j)k u( j+1)k ∥∥ ∣∣ Fk)− E(∣∣u( j+1)Tk P ( j)k Nk+1P ( j)k u( j+1)k ∣∣ ∣∣ Fk)∣∣φT P ( j)k u( j+1)k ∣∣
− E(∥∥φT ε( j+1)′k+1 ∥∥ ∣∣ Fk). (87)
By Lemma 2 each term in ε( j+1)
′
k+1 is headed by one of the vectors {u(1)k− j, . . . ,u( j)k− j}. Since φT u(i)k → 0, ∀i = 1, . . . , j, it follows
that ‖φT ε( j+1)′k+1 ‖ −−−−→k→∞ 0, and by the dominated convergence theorem E(‖φT ε
( j+1)′
k+1 ‖ | Fk) −−−−→k→∞ 0.
Then by (86) from (87) it follows that on Γ j+1
lim inf
k→∞
E
(∥∥φT ε( j+1)k+1 ∥∥ ∣∣ Fk) lim infk→∞ E
(∥∥φT P ( j)k Nk+1P ( j)k u( j+1)k ∥∥ ∣∣ Fk). (88)
Since φT u(i)k → 0, ∀i = 1, . . . , j, by induction it is directly veriﬁed that φT V (i)k −−−−→k→∞ 0, which implies φT P
( j)
k −φT −−−−→k→∞ 0.
Further, by (20) it is seen that P ( j)k u
( j+1)
k − u( j+1)k −−−−→k→∞ 0.
Then by A3 from (88) we ﬁnd that lim infk→∞ E(‖φT ε( j+1)k+1 ‖ | Fk) > 0.
By A2 limsupn E(‖φT ε( j+1)n+1 ‖2 | Fn) < ∞, and by noticing P ( j)k u( j+1)k − u( j+1)k −−−−→k→∞ 0, we have λ( j+1) −
u( j+1)Tk P
( j)
k AP
( j)
k u
( j+1)
k + o(1) → λ( j+1) − λ(m) > 0. Then, by Lemma 1 we conclude that P (Γ j+1) = 0, i.e., φT u( j+1)k can-
not converge to zero. The obtained contradiction shows that u( j+1) ∈ S j+1 a.s. 
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From the viewpoint of PCA the case {λ(1) = · · · = λ(n)} is less interesting, because this case means that all components
are equally important and PCA may play no roll. Except this less interesting case, we now show that u(i)k converges to some
u(i) ∈ Si as k tends to inﬁnity with the rate of convergence pointed out.
Lemma 3. Let {xk} be recursively deﬁned by
xk+1 = xk + O
(
a1+δk
)+ akwk with δ ∈
(
0,
1
2
)
, (89)
where {wk} is such that Wn =∑nk=1 a1−δk wk converges to a ﬁnite limit as n tends to ∞, and {ak} is given by A1. Then xk converges to
a vector x and ‖xk − x‖ = O (aδk).
Proof. Summing up both sides of (89) from 1 to n leads to
xn+1 = x1 + O
(
n∑
k=1
a1+δk
)
+
n∑
k=1
akwk. (90)
By A1 there are a small enough  > 0 and a suﬃciently large N so that a−1i+1 − a−1i > a − , ∀i  N. Then for n N + 1
we have
a−δn
∞∑
k=n
a1+δk <
1
a −  a
−δ
n
∞∑
i=n
(
1
a−1i
)1+δ(
a−1i − a−1i−1
)
 1
a −  a
−δ
n
∞∑
i=n
a−1i∫
a−1i−1
(
1
a−1i
)1+δ
dx
 1
a −  a
−δ
n
∞∫
an−1−1
(
1
x
)1+δ
dx = 1
δ(a − )
(
an−1
an
)δ
= O (1). (91)
Summing by parts, we have
a−δn
∞∑
k=n
akwk = a−δn
∞∑
k=n
(Wk − Wk−1)aδk
= a−δn
∞∑
k=n
Wk
(
aδk − aδk+1
)− Wn−1
= a−δn
∞∑
k=n
Wka
δ
k
(
1−
(
ak+1
ak
)δ)
− Wn−1 = O (1), (92)
because a−1i+1 − a−1i −−−−→k→∞ a > 0 and from here it follows that 1− (
ak+1
ak
)δ − aδak+1 = o(ak).
From (92) it is seen that
∑∞
k=1 akwk converges and the rate of convergence is
∑∞
k=n akwk = O (aδn). Then, from (90) we
conclude that xk converges to a vector denoted by x, and
x− xn = O
( ∞∑
k=n
a1+δk
)
+
∞∑
k=n
akwk. (93)
Thus, by (91) and (92) we derive ‖xk − x‖ = O (aδk). 
Theorem 3. Assume A1–A3 hold. Except the case {λ(1) = · · · = λ(n)}, there are u(i) ∈ Si , i = 1, . . . ,n such that
lim
k→∞
∥∥u(i)k − u(i)∥∥= O (aδk) with some δ ∈
(
0,
1
2
)
, ∀i = 1, . . . ,n.
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Multiplying both sides of (9) from left by φTb(1) and noticing Aφb(1) = λb(1)φb(1) we derive
φTb(1)u
(1)
k+1 = φTb(1)
[
u(1)k + ak
(
Au(1)k −
(
u(1)Tk Au
(1)
k
)
u(1)k
)+ akε(1)k+1 + O (a2k)]
= φTb(1)u(1)k + ak
[
λb(1) − (u(1)Tk Au(1)k )](φTb(1)u(1)k )+ akφTb(1)ε(1)k+1 + O (a2k)
= φTb(1)u(1)k + ak
[(
λb(1) − λ(1))(φTb(1)u(1)k )+ (λ(1) − u(1)Tk Au(1)k ) · (φTb(1)u(1)k )]
+ akφTb(1)ε(1)k+1 + O
(
a2k
)
, (94)
where λb(1) − λ(1) < 0 and λ(1) − u(1)Tk Au(1)k −−−−→k→∞ 0.
Deﬁne ′k+1
= φTb(1)ε(1)k+1, ′′k+1 = O (ak).
By A2, ′k+1 is an mds measurable with respect to Fk+1.
Since
∑
k a
2(1−δ)
k < ∞ for any δ ∈ (0, 12 ), supk E{‖Nk+1‖2 | Fk} < ∞, and ‖u(1)k ‖ = 1, by the convergence theorem for mds’
we have
∑
k a
1−δ
k 
′
k+1 < ∞.
Further, ′′k+1 = O (ak) = o(aδk), and by Theorem 3.1.1 in [3] we ﬁnd φTb(1)u(1)k = o(aδk−1).
Similarly, we obtain φTi u
(1)
k = O (aδk), i = b(1) + 1, . . . ,n.
Consequently, we derive
d
(
u(1)k , S
1)=
√(
φTb(1)u
(1)
k
)2 + · · · + (φTn u(1)k )2 = O (aδk).
Then, there is a subsequence u(1)(k) ∈ S1 such that ‖u(1)k − u(1)(k)‖ = O (aδk) and ‖Au(1)k − (u(1)Tk Au(1)k )u(1)k ‖ =
O (‖u(1)k − u(1)(k)‖) = O (aδk).
From here and (8) it follows that
u(1)k+1 = u(1)k + O
(
a1+δk
)+ akδk+1(1).
Since
∑∞
k=1 a
1−δ
k δk+1(1) < ∞, by Lemma 3 the theorem is true for u(1)k .
Inductively assume that
∥∥u(i)k − u(i)∥∥= O (aδk), ∀i = 1, . . . , j
for some δ > 0. We now show that it also holds for i = j + 1.
By (38) it is seen that
u(i)T u( j+1)k+1 =
(
u(i) − u(i)k + u(i)k
)T
u( j+1)k+1 = O
∥∥u(i)k − u(i)∥∥= O (aδk), ∀i = 1, . . . , j. (95)
(1) If b( j + 1) is not deﬁned, then a( j + 1) j must be well deﬁned. In this case,
d2
(
u( j+1)k , S
j+1)= O
( a( j+1)∑
i=1
(
u(i)T u( j+1)k+1
)2)= O (a2δk ), δ > 0, (96)
where (95) and the inductive assumption are used.
Similar to u(1)k , there is a sequence u
( j+1)(k) ∈ S j+1 such that ‖u( j+1)k − u( j+1)(k)‖ = O (aδk), and hence ‖Au( j+1)k −
(u( j+1)Tk Au
( j+1)
k )u
( j+1)
k ‖ = O (‖u( j+1)k − u( j+1)(k)‖) = O (aδk), and by (8)
u( j+1)k+1 = u( j+1)k + O
(
a1+δk
)+ akδk+1( j + 1).
Then, again by Lemma 3 the conclusion of the theorem follows for j + 1. The induction is completed for this case.
(2) Consider the case where b( j + 1) is well deﬁned.
Let φ be any unit vector from Sb( j+1)+i , ∀i = 0,1, . . . ,n − b( j + 1). By the inductive assumption from (8) it is seen that
u( j+1)k+1 = u( j+1)k + ak
(
Au( j+1)k −
(
u( j+1)Tk Au
( j+1)
k
)
u( j+1)k
)+ O (a1+δk )+ akδk+1( j + 1). (97)
Proceeding as in (94) we derive
840 H.-F. Chen et al. / J. Math. Anal. Appl. 382 (2011) 822–842φTb( j+1)+iu
( j+1)
k+1
= φTb( j+1)+iu( j+1)k + ak
[
λb( j+1)+i − (u( j+1)Tk Au( j+1)k )](φTb( j+1)+iu( j+1)k )+ akφTb( j+1)+iδk+1( j + 1)+ O (a1+δk )
= φTb( j+1)+iu( j+1)k + ak
[(
λb( j+1)+i − λ( j+1))(φTb( j+1)+iu( j+1)k )+ (λ( j+1) − u( j+1)Tk Au( j+1)k )(φTb( j+1)+iu( j+1)k )]
+ akφTb( j+1)+iδk+1( j + 1)+ O
(
a1+δk
)
,
where λb( j+1)+i − λ( j+1) < 0 and λ( j+1) − u( j+1)Tk Au( j+1)k −−−−→k→∞ 0.
Again by the convergence rate theorem [3] we have∣∣φTb( j+1)+iu( j+1)k ∣∣= O (aδk). (98)
Finally, we conclude that
d2
(
u( j+1)k , S
j+1)= O
( a( j+1)∑
i=1
(
u( j+1)Tk u
(i))2)+ O
( n−b( j+1)∑
i=0
((
φTb( j+1)+iu
( j+1)
k
))2)= O (a2δk ), δ > 0
by (95), (98) and the inductive assumption.
This is the same estimate as (96), and from here we ﬁnd that there is a u( j+1) ∈ S j+1 such that ‖u( j+1)k − u( j+1)‖ =
O (aδk). 
6. Concluding remarks
The recursive algorithms based on stochastic approximation are given in the paper to estimate the eigenvectors and
eigenvalues of a symmetric matrix A, which is observed with additive noise. The matrix A is allowed to have arbitrary
eigenvalues. The a.s. ordered convergence with rate of convergence is established except the special case where all eigen-
values are equal.
Though this special case is less interesting for PCA, from the theoretical point of view it is still of some interest to clarify
whether the estimates converge to limits or not. It is also of interest to weaken conditions imposed on Nk , for example, the
boundedness of Nk , and the conditions speciﬁed in A3.
Appendix A
The proof of Lemma 1 is based on the following fact. We formulate it as Lemma 4, but for its proof we refer to [1,2].
Lemma 4. Let {Fk} be a family of nondecreasing σ -algebras, and let {εk,Fk} be an mds satisfying
E
{‖εk+1‖2 ∣∣ Fk}< ∞ and E{εk+1 | Fk} = 0. (99)
Let the real sequence {ak} be such that ak > 0,∑k ak = ∞,∑k a2k < ∞, and let {Θk,Fk} be an adapted sequence.
Assume that on Γ ⊂ Ω the following conditions are satisﬁed.
(1) limsupk→∞ E{‖εk+1‖2 | Fk} < ∞, lim infk→∞ E{‖εk+1‖ | Fk} > 0.
(2) For some n,
∑∞
k=n ak(Θk + εk) coincides with an Fn-measurable random variable.
(3) Θk can be decomposed into two adapted sequences {rk,Fk} and {Rk,Fk}: Θk = rk + Rk such that
∑
k
‖rk‖2 < ∞ and E
{
IΓ
∞∑
k=n
‖akRk‖
}
= o
( ∞∑
k=n
a2k
) 1
2
as n → ∞.
Then, P (Γ ) = 0.
Proof of Lemma 1. Let Γ = {ω: Xk → 0} and Φ(n + 1,n0) =∏nk=n0 (1+ akαk) with Φ(n0,n0) = 1. Then we have
Xn = Φ(n,n0)
[
Xn0 +
n−1∑
j=n0
Φ−1( j + 1,n0)
(
a jε j+1 + O
(
a2j
))]
. (100)
Noticing that Xn → 0 at Γ and Φ(n + 1,n0) → ∞ as n → ∞, from (100) we obtain
Xn0 = −
∞∑
Φ−1( j + 1,n0)
(
a jε j+1 + O
(
a2j
))
, ∀n0  0.j=n0
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= Φ( j + 1,n) and S j =∑∞k= j(akεk+1 + O (a2k )), we have
Xn =
∞∑
j=n
Φ−1j [S j+1 − S j] = −Sn +
∞∑
j=n
(
Φ−1j −Φ−1j+1
)
S j+1. (101)
Set ε′k+1 =
∑l
i=1
ak+i−1
ak
ε
(i)
k+1. It is clear that {ε′k,Fk} is an mds. Noticing ε(i)k → 0, ∀i  2, we have
limsup
k→∞
E
(∥∥ε′k+1∥∥2 ∣∣ Fk)< ∞, lim infk→∞ E
(∥∥ε′k+1∥∥ ∣∣ Fk)> 0, (102)
and
Xn =
∞∑
j=n
[(
Φ−1j − Φ−1j+1
)
S j+1 − a jε′j+1 + O
(
a2j
)]+ ∞∑
j=n
a j
(
ε′j+1 − ε j+1
)
=
∞∑
j=n
[(
Φ−1j − Φ−1j+1
)
S j+1 − a jε′j+1 + O
(
a2j
)]− l∑
s=2
s−2∑
i=0
an+iε(s)n−s+i+2. (103)
Decompose Θk = Rk + rk , where Rk = 1ak {(Φ
−1
k − Φ−1k+1)Sk+1} and rk = O (ak). Then from (103) we have
∞∑
j=n
a j
(
Θ j − ε′j+1
)= Xn + l∑
s=2
s−2∑
i=0
an+iε(s)n−s+i+2 ∈ Fn. (104)
Since
∑
k ‖rk‖2 < ∞, by Lemma 3 we conclude P (Γ ) = 0 if we can show that as n n1 → ∞
E
{
IΓ
∞∑
j=n1
‖a j R j‖
}
= o
( ∞∑
j=n1
a2k
) 1
2
. (105)
We now prove (105).
Noticing Φ j =∏ jk=n(1+ akαk) and 32α > αk > 12α, ∀k n for suﬃciently large n since αk → α > 0, we then have
lnΦ j =
j∑
k=n
ln(1+ akαk) =
j∑
k=n
akαk + O
( j∑
k=n
a2k
)
>
α
4
j∑
k=n
ak,
and hence Φ j > exp(
α
4
∑ j
k=n ak) or Φ
−1
j < exp(−α4
∑ j
k=n ak). Further, by the Schwarz inequality we have
E
{
IΓ
∞∑
j=n1
‖a j R j‖
}

∞∑
j=n1
(∣∣Φ−1j −Φ−1j+1∣∣2E S2j+1) 12
=
∞∑
j=n1
a j+1α j+1Φ−1j+1
(
E S2j+1
) 1
2
 3
2
∞∑
j=n1
αa j+1 exp
(
−α
4
j+1∑
k=n
ak
)(
E S2j+1
) 1
2 . (106)
By noticing that {ε(i)k ,Fk} is an mds, for suﬃciently large j  n1  n, we have
E S2j+1  2E
( ∞∑
k= j+1
akεk+1
)2
+ O
(( ∞∑
k= j+1
a2k
)2)
= 2E
( ∞∑
k= j+1
l∑
i=1
akε
(i)
k+2−i
)2
+ O
(( ∞∑
k= j+1
a2k
)2)
= O
( ∞∑
a2k
)
. (107)k= j+1
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∑
k ak = +∞, for large enough n1 > n
3
2
∞∑
j=n1
αa j+1 exp
(
−α
4
j+1∑
k=n
ak
)
 3
2
α
∞∑
j=n1
a j+1
(
∑ j+1
k=n ak)2
= 3
2
α
∞∑
j=n1+1
∑ j
k=n1 ak∫
∑ j−1
k=n1 ak
dx
(
∑ j
k=n1 ak)
2
 3
2
α
∞∫
∑n1+1
k=n ak
dx
x2
= 3α
2
∑n1+1
k=n ak
−−−−→n1→∞ 0. (108)
Combining (106), (107), and (108) leads to (105) and the lemma itself. 
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