The geometric phase gained by an electron in a one-dimensional periodic lattice due to weak electric perturbation, referred to as the Zak-Pancharatnam phase, is found and the underlying structure is unveiled. As opposed to the well known Zak phase, the Zak-Pancharatnam phase is a genuine observable phase, and correctly characterizes the energy bands of the lattice. A filled band generalization of this geometric phase is constructed and is observed to be sensitive to the Fermi-Dirac statistics of the band electrons.
I. INTRODUCTION
The concept of geometric phase appears surprisingly late in the development of quantum mechanics. 6 on the adiabatic theorem of quantum mechanics drew wide attention to the scope and generality of the geometric phase 2 ; it has since been applied to a range of topics across physics 7 .
The notion of geometric phase in a condensed matter system perhaps makes its first appearance in the work of Thouless 8, 9 in the guise of a topological invariant, now known as the Chern number, characterizing different quantum Hall states. Soon it was realized that this topological invariant, which was obtained by integrating the (Berry) curvature, is in fact a geometric phase 10 . Since then such topological invariants have been employed to understand and classify the phases of several condensed matter systems 7, 11, 12 . The central theme in the current understanding of electromagnetic properties of insulators and superconductors is the usage of the geometric phase as an invariant, describing various quantum states in such systems [13] [14] [15] [16] [17] .
The purpose of this paper is to study the origin and structure of the geometric phase in a one-dimensional (1D) periodic lattice under the influence of weak electric field. The earliest attempt in evaluating the geometric phase in such a system was due to Zak 18 , who allegedly derived an expression for the same, which is often called the Zak phase. It was later understood that the Zak phase is closely related to the Chern number characterizing the quantized particle transport in a 1D insulator 13, 19 . These works subsequently lead to the modern understanding of the electric polarization in dielectric materials purely in terms of the geometrical phase 16, [19] [20] [21] [22] . The emergence of the Zak phase has been studied in strongly coupled LC circuits 23 and photonic waveguide lattices 24 . It has been also employed to classify the edge states in planar honeycomb lattice systems 25, 26 and to understand the topological states of a spin chain with long-range interactions 27 . The Zak phase is also used for characterizing topological edge states of 1D photonic lattice for experimental demonstration of lasing in topological edge states 28 and for isolating topological defects from trivial defects 29 . The geometric phase has been observed in several experiments in diverse areas of physics 7, 30 , and being an observable quantity its value can not be altered by spatially translating the system. Nevertheless, it was found that the value of the Zak phase itself was being altered as one translated the system spatially or employed a different gauge convention for the Bloch states 16, 18, 21, 22, [31] [32] [33] . This problem lead to a general belief that the Zak phase in such systems itself is not a physically measurable quantity 31 . This essentially means that the Zak phase can not be a genuine geometric phase, as claimed in the literature, which by definition is invariant under gauge transformation and spatial translation.
In this light one naturally wonders about the correct notion of the geometric phase in a 1D periodic lattice. By careful consideration of the concept of geometric phase in its generality, here we find the geometric phase gained by (a) a single electron, and (b) by electrons of a completely filled band of a lattice, when influenced by a weak electric field. The geometric phase in the single electron case, referred to as Zak-Pancharatnam phase, possesses the essential invariances under gauge transformation and spatial translation. The underlying geometrical and topological properties of the system are uncovered in the course of its derivation. In particular, it is shown that this system displays cyclicity under time evolution in a generalized sense, than the existing notion of cyclicity based on returning of density matrix in the course of evolution. The Zak-Pancharatnam phase is found to be quantized for systems with inversion symmetry, in sense that it either equal to 0 or π. The geometrical phase for the filled band case is properly formulated, and surprisingly, it is found to receive a contribution owing to the Fermi-Dirac statistics of the electrons. An explicit calculation of the Zak-Pancharatnam phase is also presented for the Su-Schrieffer-Heeger (SSH) model and the Kitaev model of 1D p-wave superconductors. The theoretical value for the difference of (single-particle) ZakPancharatnam phase in the SSH model across the topological phase transition is observed to be in agreement with the experimental measurement 32 by Atala et. al.,
in an optical lattice setup.
II. GEOMETRIC PHASE
Consider a quantum mechanical system being described by some Hermitian HamiltonianĤ(t) which generates time evolution of the (normalized) state |ψ(t) as per the Schrödinger equation:
In the course of time evolution the state |ψ(t f ) differs from |ψ(t i ) , and one wonders about the net phase acquired in the process. The acquired phase is given by γ T = Arg ψ(t i )|ψ(t f ) , and is often referred to as the Pancharatnam total phase 34, 35 . At any given time t, the state |ψ(t) and e iΛ(t) |ψ(t) (Λ(t) is some real function of t) represent the same physical state, since the corresponding density matrices are identical. However the total phase γ T acquired is different for these states |ψ(t) and e iΛ(t) |ψ(t) , showing that the total phase γ T is not a physical observable.
Motivated by the requirement that a physically observable phase must be the same for whether the system is described by states |ψ(t) or e iΛ(t) |ψ(t) , it turns out that a unique phase γ g can be extracted from γ T by subtracting what is called the dynamical phase 34, 35 γ dyn :
It can be readily checked that this phase is invariant under the local gauge transformation |ψ(t) → e iΛ(t) |ψ(t) . Interestingly, the phase γ g also possesses another property called reparameterisation invariance. Let a real parameter r(t), an increasing function of time t, be used to relabel the states |ψ(t) . The parameter r takes the values between r i = r(t i ) and r f = r(t f ), so that one can now express states |ψ(t) as parameterised by r(t): |ψ(r) = |ψ(t) . Upon changing the variable t with r in (3), it is immediately clear that:
This property of form invariance of γ g under reparameterisation, along with the local gauge invariance, is a clear evidence of the geometric origin of this phase. Owing to this fact, γ g , so defined as (3), is called the geometric phase. The above expression for (3) and its proper generalization encompassing the case of non-unitary evolution were originally obtained long back using a manifestly geometric route 34 . The existence of such a phase is well established through several experiments 2, 7, 30, 36, 37 . The geometric phase γ g possesses yet another invariance under the static unitary operations. Let the state |ψ obtained from |ψ as: |ψ(t) =T |ψ(t) , whereT is time independent unitary operator. Then it is clear that ψ (t i )|ψ(t f ) = ψ(t i )|ψ(t f ) , and ψ (t)| ∂ ∂t |ψ(t) = ψ(t)| ∂ ∂t |ψ(t) , which implies the invariance of γ g under action ofT . Noting the that the coordinate translation operatorT x (ǫ) = e − iǫ p and momentum translation operatorT p (ǫ) = e − iǫ x are both time independent unitary operations, it thus follows that the geometric phase γ g is invariant under coordinate and momentum translations.
It is known 34 that the expression (3) can be cast into a familiar form by using the natural connection A (t) = i ψ(t)| ∂ ∂t |ψ(t) and by noting that the Pancharatnam total phase Arg ψ(t i )|ψ(t f ) can be expressed as a line integral over the shortest geodesic connecting |ψ(t f ) and |ψ(t i ) :
Here the states |ψ(s) used to define A (s), do not evolve as per the Schrödinger equation but rather as per the geodesic equation:
where the covariant derivative D s = ∂ ∂s − iA (s). With this identification the expression for γ g now reads:
where the integration is to be done along the closed curve C, which consists of (i) the curve traced by |ψ(t) in course of its Schrödinger evolution from t i to t f , and (ii) the shortest geodesic curve connecting |ψ(t f ) to |ψ(t i ) . This expression manifests the local gauge invariance of the geometric phase. In the special case, when the final state |ψ(t f ) turns out to be colinear to the initial state |ψ(t i ) , which means:
then the corresponding geometric phase is often referred to as cyclic. The reason behind this nomenclature is the fact that even though the initial and final states are not identical, the corresponding density matrices are identical, indicating that the system returns to its initial state in the course of time evolution.
The notion of geometric phase in the systems, whose time evolution is both adiabatic and cyclic, is well studied by Berry 6 . Usually it is assumed that the time dependence in the Hamiltonian only appears via a parameter λ(t), which is cyclic: λ(t i ) = λ(t f ). Owing to the adiabaticity condition, the state of the system is given by: |ψ(t) ≃ e iφ(t) |n(λ) (φ(t) is a real phase factor), where the vector |n(λ) is the instantaneous eigenket of the Hamiltonian. Generally it is assumed that |n(λ) is an analytic function of λ, so that |n(λ i ) = |n(λ f ) , in which case the expression for the geometric phase, as obtained by Berry, appears without the Pancharatnam total phase contribution (since it vanishes).
However if the time evolution in a given system is adiabatic but not cyclic, then this notion of geometric phase does not hold, and one needs to work with its general definition, as given by (3).
III. PERIODIC POTENTIAL PROBLEM
Consider a (spinless) charged particle of mass µ and charge e defined on a line, under the influence of a 1D periodic potential V (x) with lattice constant a. Owing to the periodicity of potential V (x) = V (x+ a), it follows that:
whereT x (a) is spatial translation operator over a unit cell, andĤ
The simultaneous eigenstates Ψ nkm (x), which diagonalise both these operators solve:
These eigenvalue problems are defined with periodic boundary condition:
where L = N a, and N represents the number of unit cells in the system. Here the wave vector k m = 2π L m (m is an integer) takes values within the first Brillouin zone [0, 2π a ], whereas n stands for the band index. The eigenstates Ψ nkm (x) by construction possess the Bloch property: Ψ nkm (x + a) = e ikma Ψ nkm (x), as a result one finds that:
where χ is some real number; showing that both the states correspond to the same physical state, since the corresponding density matrices are identical. It is often assumed that χ = 0, and is referred to as the periodic gauge 21,31 condition. Since there is no physical reason to work with such a gauge restriction, in what follows no condition is imposed on choice of χ.
The cell periodic Bloch states u nq (x) are given by the application momentum translation operator
so that they solve the eigenvalue problem:
Consider that this system is further influenced by an external weak DC electric field, so that the Hamiltonian now reads:Ĥ
Since the time dependence in the above Hamiltonian appears only from the vector potential A(t) = −Et, it is useful to define a real parameter: α(t) = −eA(t)/ , which allows the Hamiltonian to be written as:
It may be noted that the parameter α(t) is a monotonically increasing function of t, and is not cyclic. Owing to the periodicity of potential V (x) = V (x + a) and to the nature of H α , one has [Ĥ α ,T x (a)] = 0, which allows for their simultaneous instantaneous eigenstates, denoted by Ψ nkmα , which solve the eigenvalue problems:
where the wavefunction Ψ nkmα obey periodic boundary condition. The fact that [Ĥ α ,T x (a)] = 0 gives rise to important consequences on the time evolution of the system. Firstly the average ofT x (a) is conserved under time evolution. Furthermore if the system is prepared initially in an eigenstate |Ψ nk l α(0) ofT x (a), then it immediately follows that under time evolution the system is forbidden to evolve into any other eigenstate |Ψ n ′ k l ′ α(t) (l = l ′ ) in any band n ′ at any time t. This clearly shows that the wave vector k l is a conserved quantum number under time evolution. It is must be noted however that this conservation law does not prohibit the system into evolving to the state |Ψ n ′ k l α(t) , with same wave vector k l albeit in a different band n ′ . The Hamiltonian (17) has very interesting property under time evolution. The vector potential at any time t can be written as a gauge transformation:
where
and A(0) = 0 by virtue of its definition. Under such a transformation, the momentum operator transforms as:
, which allows the Hamiltonian at some time t and at t = 0 to be written as:
The gauge transformation U (x, t) being a function of x, however must respect the periodic boundary condition U (x, t) = U (x + L, t) in order to be a well defined operator. It immediately follows that only for time t = jτ (j is an integer), the boundary condition is respected, where
This shows that the HamiltonianĤ(jτ ) (for different js) are physically the same (they are gauge equivalent ), their spectra are identical, and further their instantaneous eigenstates are related to each other by gauge transformation U (x, jτ ). It is straightforward to see that the instantaneous eigenstates Ψ nkmα(jδ) are expressible in terms of Ψ nkmα(0) as:
and the energies are related as:
L j has a very interesting topological property. It is a function of x, albeit with the periodic boundary conditions, implying that the points x = 0 and x = L are identified since U (0, jτ ) = U (L, jτ ). So it is actually living on a circle with circumference L. Now by definition U (x, jτ ) is a phase and takes values only on the unit circle in the complex plane. Thus U (x, jτ ) is a map from one circle (with circumference L) to the unit circle. Such maps are classified in terms of homotopy classes 39 , with each of them characterized by an integer called the winding number, which measures the number of times one circle is winded on another. In the case of U (x, jτ ), it is easy to see that the integer j is actually the winding number; under one rotation in x space, the factor e i 2πx L j completes j rotations of the unit circle. As a result it is not possible to continuously deform U (x, jτ ) to some U (x, j ′ τ ) for j = j ′ , including the case when j ′ = 0. The class of such gauge transformations, which can not be continuously deformed into the identity (gauge) transformation are often referred to as large gauge transformations.
This shows that the system owing to the periodic boundary condition only allows for large gauge transformations U (x, jτ ), which are topologically non-trivial in the sense, that each U (x, jτ ) belong to different homotopy class with the winding number j.
IV. GEOMETRIC PHASE IN THE PERIODIC POTENTIAL PROBLEM
As seen in section (II), in order to determine the geometric phase acquired during the evolution, the knowledge of the state |Φ(t) of the system during the course of time evolution is essential. As shown earlier for the periodic potential problem described by (16) , if the system is prepared to be in the instantaneous eigenstate |Φ(0) = |Ψ nk l α(0) at time t = 0, then the system is constrained to evolve with the same quantum number k l at any other time t. This dictates that the system can only evolve into a linear combination of states |Ψ mk l α(t) with different values of m, which all have same quantum number k l , albeit different energies E mk l α . Assuming that the external electric field is sufficiently weak such that the evolution to other band states |Ψ mk l α(t) (m = n) is energetically suppressed and hence can be ignored to the leading order. Thus one says that the time evolution is adiabatic 40, 41 in this approximation. So the system only evolves into the instantaneous eigenstate |Ψ nk l α(t) along with an overall phase:
where φ(t) is given by 6, 40 :
. This can be expressed in the light of (24) as:
which shows that the system which was initially in the eigenstate with wave vector k l , in the course of adiabatic evolution goes into the eigenstate with wave vector k l+j (in the same band) after time t = jτ , modulo a large gauge transformation with winding number −j. This remarkable result leads to the evaluation of the geometric phase acquired by the system in two distinct cases: the single-particle case and the filled band many-particle case.
A. Single-particle case
From the above relation it immediately follows that after the time evolution for time N τ , the state of the system is given by:
indicating that the system returns to the initial state with a large gauge transformation. It may be noted that in general,
This shows that neither the initial and final states are colinear:
and nor the corresponding density matrices are identical. Thus, strictly speaking the system does not return to its initial state after the time evolution for time N τ . However, owing the gauge transformation factor U † (x, N τ ) in (29) , it is straightforward to see that the average of any gauge covariant observableF (x,p − eA(t)) returns after time N τ :
So although the states |Φ(0) and |Φ(N τ ) are not colinear, however they represent the same physical state of the system, albeit expressed in different gauges. Thus the time evolution of the system in this case must be understood to be of adiabatic and cyclic kind. It must be mentioned that this notion of cyclicity generalizes the existing notion of cyclic time evolution, based on the requirement of returning of the density matrix, in the literature 34, 35 . Using (3) the geometric phase gained by the system after such a cyclic adiabatic evolution then reads:
Employing the reparameterisation invariance of the geometric phase, enables us to rewrite γ g (n) while treating α as a parameter, as:
This can be further simplified by working with the cell periodic Bloch states |u(k l + α(t)) which are defined as:
which solve the eigenvalue problem forĤ k l +α :
whereĤ
These are generalization of states |u n (q) encountered earlier in (14) , albeit the parameter q is now understood to be continuous with the identification q = k l + α. Setting k l = 0 without loss of generality, one gets a very important relation for the geometric phase γ g (n) expressed in terms of |u n (α) :
This expression for γ g (n), which is referred to as ZakPancharatnam phase is one of the main results of this paper. Comprising of the contributions from all the states in the band n, this geometric phase properly characterizes the band. The idea of evaluating the geometric phase in such a 1D periodic lattice potential influenced by a weak electric field has a long history starting from the work of Zak 18 . The expression thus obtained, and often alleged to be the geometric phase, is popularly referred to as Zak phase 16, 21, 22, 31, 33 . It is given by:
wherein the states |u n (k) are required to obey the periodic gauge condition 16, 18, 21, 22 :
In derivation of (39), the wave vector is treated as a continuous variable k parameterising the states, and the limit N → ∞ is assumed. Comparing (38) and (39) , it is evident that the second term in the (38) can be identified 42 with the Zak phase. This clearly shows that the Zak phase is only a partial contribution to the net geometric phase γ g (n), devoid of the nonvanishing contribution of the Pancharatnam total phase Arg u n (0)|u n (2π/a) 43 . A clear testimony of this fact is that the value of Zak phase is known to suffer from the well acknowledged flaws of gauge dependence and noninvariance under spatial translation 21, 22, [31] [32] [33] . Often in the literature it is inaccurately claimed 16, 18, 21, 33 that the Zak phase is gauge invariant, by showing that γ Z (n) → γ Z (n) − 2πm under a restricted class of gauge transformations, for which Λ(2π/a) = Λ(0) + 2πm (m being an integer). As argued earlier that the physical requirement of invariance under any general gauge transformation stems from the fact that the state |u n (q) and e iΛ(q) |u n (q) (Λ(q) is some arbitrary function of q), represent the same physical state of the system, since the corresponding density matrices are identical. As a result one demands that a physically observable quantity must remains invariant under a general gauge transformation for any choice of Λ(q). This is clearly not the case with the Zak phase.
It follows from section (II) and (III), that the Pancharatnam total phase contribution can be expressed as a line integral:
which is to be evaluated along shortest geodesic connecting |u n (2π/a) to |u n (0) . With the identification of natural connection A n (l) = i u n (l)| ∂ ∂l |u n (l) , the ZakPancharatnam phase thus takes a manifestly gauge invariant form 44 :
The local gauge invariance of γ g (n) can be explicitly checked by considering a local gauge transformation of the form:
It is immediately clear that the contributions arising due to such a gauge transformation, from the first and the second term in (38) exactly cancel each other. Apart from the local gauge invariance, the ZakPancharatnam phase γ g (n) is also invariant under spatial translation. Consider two observers whose coordinate origins are separated by a distance d. If one observer finds that the system is in the state |Ψ nq , then the other observer finds that it is described by |Ψ nq = e id p |Ψ nq . From (14) it follows that the corresponding Bloch states |u n (q) and |ũ n (q) are related by a local gauge transformation and translation: |ũ n (q) = e iqd e id p |u n (q) .
We have already seen earlier in Sec. (II), and which can be checked explicitly using this relation with (38) , that the geometric phase γ g (n) remains invariant under such an operation. So the two observers located at different points in space indeed agree upon the Zak-Pancharatnam phase γ g (n) of the system, which means that the value of the Zak-Pancharatnam phase does not depend upon the choice of the origin of the unit cell. Here again one notes that the neither the argument term nor the Zak phase term in (38) are invariant on their own under translation operation (43) 45 . It is worth noting that the Zak-Pancharatnam phase so obtained above is independent of the total number of cells N in the system, and the continuum limit N → ∞ has not being assumed in deriving it.
The spatial inversion (unitary) operatorΠ is defined such that −x =ΠxΠ † and −p =ΠpΠ † . So for the lattices which are inversion symmetric, that is V (−x) = Π V (x)Π † = V (x), one finds that |u n (−κ) =Π|u n (κ) from (35) . Using this in (38) along with the reparameterisation invariance of γ g (n), one immediately finds that the Zak-Pancharatnam phase for such a system is quantized:
In the subsequent section the Zak-Pancharatnam phase γ g has been explicitly calculated for SSH model and Kitaev chain, to show the validity of the above assertions.
B. Many-particle case
From equation (28), it is clear that if the system was prepared in the initial state |Ψ nk l α(0) then after time τ it adiabatically evolves as:
while the Hamiltonian returns modulo a large gauge transformation:
indicating that the spectra at time t = 0 and t = τ are identical. This observation motivates one to consider the Nparticle generalization of this problem, the case wherein the band n is completely filled by N non-interacting spinless fermions. The many-particle wavefunctionΨ representing such a filled band at any time t in the adiabatic approximation is given by the Slater determinant:
Here Ψ nkα (x j ) represent the wavefunction corresponding to the j th particle, which is assumed to be the instantaneous eigenstate of the HamiltonianĤ
, owing to adiabaticity assump-tion. Noting that Ψ nki+N α (x j ) = e iχ Ψ nkiα (x j ), along with the antisymmetry property of the Slater determinant, it follows from (24) that:
Here the N -particle large gauge transformation G is given by the product:
whereas the phase factor Γ(τ ) reads:
The N -particle wavefunctionΨ at times t = 0 and t = τ represent the same physical state with identical spectrum, which is the filled band n. So the evolution of the system in such a case is also cyclic, albeit in the generalized sense as the single-particle case; since the system returns to its initial state after time τ , modulo a large gauge transformation. Recapitulating that the only gauge invariant contribution to the total phase gained by the system during time evolution is the geometric phase, allows one to straight away read off the geometric phase Γ g acquired by the filled band n from (48) using (38) , and it reads:
This remarkable expression tells us that the geometric phase acquired by the band n over the cyclic evolution after time τ is not only consists of the ZakPancharatnam phase γ g (n), but also a contribution coming from the Fermi-Dirac statistics of the N -particle state, which is sensitive to odd/even nature of the number of states in the band. The geometric phase for completely filled bands has been studied for sometime now 20, 21, 46 . However, such a contribution of Fermi-Dirac statistics to the geometric phase has not been reported. The many-particle geometric phase has been studied earlier theoretically 47 in the context of intensity interferometry, followed by an experimental observation in the quantum optical regime 37 and as a classical light analogue of the multi-particle Aharanov-Bohm effect 48 . While the theoretical predictions and experiments of this effect were not in dispute, the interpretation was criticized 49 perhaps because it was formulated in the language of Feynman path integrals, rather than the quantum Hilbert space description.
V. EXPLICIT EXAMPLES
In this section, the calculation of the ZakPancharatnam phase for two popular soluble models, e.g., the SSH model and the Kitaev model of 1D p-wave superconductors, is presented. The aim is to show explicitly the validity of the conclusions drawn about the ZakPancharatnam phase in the previous sections.
A. SSH model
The SSH model is a 1D lattice of atoms with an unit cell consisting of two atoms. This model is formulated within the tight-binding approximation with nearestneighbour couplings between the atoms 15, 31 . In the recent years, there are many experimental realizations of this model in photonics 28, 29, 32 . The Hamiltonian describing the model reads as:
Here r α,β represent the coordinates of the two atoms respectively within the unit cell, whereas a is the lattice constant. The spatially localized electron state on atom in m th unit cell at site r α,β is described by |ma + r α,β , whereas the distance between the two atoms in the unit cell is b = r β − r α . The parameter v is the intracell electron hopping amplitude, whereas w is the intercell hopping amplitude. The system consists of N cells with periodic boundary conditions. Going over to the momentum space allows one to define the free particle states |k α,β as:
so that the above Hamiltonian reads:
Here the sum is over all the allowed values of k in the first Brillouin zone (FBZ). The 2 × 2 matrix [H (k)] has only two non-vanishing off diagonal elements
. This can be diagonalized to find yield two eigenvalues E ± (k) = ±E(k), where E(k) = x 2 + y 2 = v 2 + w 2 + 2vw cos(ka). The corresponding eigenvectors [u ± (k)] are given by:
Note that there is an ambiguity (upto a local gauge transformation) in defining these eigenvectors, since [u ± (k)]
and e iθ(k) [u ± (k)] (where θ(k) is any general function of k) both solve the eigenvalue problem for [H (k)] for the same eigenvalues. It follows that the Hamiltonian (52) diagonalises in terms of |Ψ ± (k) :
which are defined as:
One can now invoke relation (35) to find the Bloch states 50 |u ± (κ) as:
so that the Zak-Pancharatnam phase γ g (±) from (38) is given by:
Evidently the ambiguity of local phase factor e iθ(κ) in the definition of |u ± (κ) does not affect γ g (±). It can be readily checked that the contribution from the first and second terms in the expression (58), arising from such a phase factor gets exactly cancelled, displaying yet again the gauge invariance of the Zak-Pancharatnam phase. It can be immediately seen from (43) and from the above expression for |u ± (κ) , that the γ g (±) is also invariant under spatial translation operation. This is to be contrasted with the range of values of Zak phase γ Z (±) reported in literature 15, 22, 31, 32 , arising due to the different choices in defining [u ± (κ)] and the choice of the origin of the unit cell.
Employing relation (58), we find that γ g (±) in this model takes two values: (a) it is equal to π when v/w < 1, and (b) it is equal to 0 when v/w > 1; where we have assumed that b < a/2. Interestingly, it turns out that when b > a/2, the system resembles itself with b < a/2 case, albeit with the roles of v and w now interchanged. Thus, one finds that (a) γ g (±) = π when v/w > 1, and (b) γ g (±) = 0 when v/w < 1 for b > a/2.
The SSH model is thus found to exist in two discrete phases, the non-topological phase when γ g (±) = 0, and the topological phase when γ g (±) = π. This sharp change in the Zak-Pancharatnam phase shows the topological phase transition of this model.
In the above paragraphs, the spectrum as well as the geometric phase of the SSH model are derived using periodic boundary conditions. However, it is the open boundary condition that is obeyed by the system in the physical realization of this model. Upon diagonalizing the Hamiltonian (52) numerically 15 with the open boundary condition, one finds that the system admits a degenerate pair of zero energy modes within the bulk-gap and localized at the edges when v/w < 1, and no zero mode for v/w > 1, irrespective of the value of b/a. As mentioned earlier, the SSH model, employing periodic boundary conditions, is often only studied in the region b ≤ a/2, in which case the topological phase of the model corresponds to the parameter regime v/w < 1. The fact that the SSH model admits zero modes (with open boundary condition) and non-trivial Zak-Pancharatnam phase (= π) (with periodic boundary condition), leads one to think that this is an example of the bulk-boundary correspondence, in the sense, that the finite/zero value of Zak-Pancharatnam phase corresponds to the presence/absence of the zero energy edge modes. However, it is evident from the above discussion that the existence of such a correspondence in this model needs to be relooked, since the value of the Zak-Pancharatnam phase changes as a function of b/a, whereas the presence/absence of zero energy modes is indifferent to the changes in b/a.
It is worthwhile to consider the work of Atala et. al., wherein the experimental observation of the singleparticle Zak phase in the SSH model was reported 32 . The SSH model in their experimental setup was realized in an optical lattice setup, and the difference in the geometric phase between the topological and non-topological phase of the system was observed to be equal to π. Such a phase difference is also in agreement with the difference of the calculated single-particle Zak-Pancharatnam phase across the topological transition point. Nevertheless, it would be interesting to experimentally measure the absolute value of the geometric phase in the topological and non-topological phase in the model so as to validate the assertions about the Zak-Pancharatnam phase.
B. Kitaev model of 1D p-wave superconductors
The Kitaev model is a mean-field Hamiltonian of 1D p-wave superconductors with triplet (p-wave) superconducting pairing between electrons with the same spin orientation. It is well known that this model, like SSH model, admits two distinct phases respectively having trivial and non-trivial topological property. This model in the topological phase hosts two zero energy Majorana bound states at the two ends of the system when defined with open boundary conditions. The Hamiltonian of the Kitaev model 14 , with periodic boundary conditions, in terms of the electron creation and destruction operators of electrons reads: the underlying mathematical structure is unveiled. It is shown that the Zak-Pancharatnam phase is an example of cyclic adiabatic geometric phase, albeit the concept of cyclicity of time evolution in this system is a generalization of the existing notion.
For a given system, if the density matrix in the course of time evolution returns to its initial state, then the time evolution is considered to be cyclic. However, in the case of systems that were considered in this work, the density matrix in the course of evolution never actually returns to its initial state, but rather returns with a topologically non-trivial large gauge transformation. So the time evolution is not strictly cyclic, nevertheless it turns out that, owing to the nature of the gauge transformation, all the physical observables, like expectation values, return to their respective initial values in the course of evolution. This shows that the evolution should be considered cyclic, albeit in a generalized sense. In these cases, however, the concept of geometric phase, as pioneered by Berry, can not be applied, since it is only defined for the systems displaying strict cyclicity 6 . Thus one is naturally drawn to work with the notion of geometric phase defined in its generality, which is meaningful even while the system does not display strict cyclicity.
The Zak-Pancharatnam phase, so constructed keeping in mind the above consideration, is gauge invariant and spatial translation invariant. In the case of systems with inversion symmetry, it is found that Zak-Pancharatnam phase can either be equal to 0 or π. An explicit calculation of this geometric phase is demonstrated for the SSH model and Kitaev model. It would be exciting to experimentally confirm the calculated values of the singleparticle Zak-Pancharatnam phase separately in the topological and trivial phases of the SSH and Kitaev model by generalizing current experimental schemes 32 which have already probed the difference in geometric phases.
A many-particle generalization of this cyclic adiabatic geometric phase for a completely filled band case is obtained, and remarkably it is found to receive a contribution owing to the Fermi-Dirac statistics of the band electrons. This statistical contribution to the geometric phase is completely missed in the previous treatments dealing with filled band systems which are common in condensed matter physics 14, 15 . It would also be interesting to observe such statistical contribution to the geometric phase in experimental set-up of Atala et al. 32 with multiple fermionic cold atoms in optical lattices.
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