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Abstract 
     A story may be analyzed to identify the main characters and to extract the relationship between them. Relation extraction 
problems are generally solved either through supervised or unsupervised learning algorithms. In the former, there should be a text 
corpus for which the entities and their relation types are already known. Such algorithms typically learn to classify new entity 
pairs into any of the relation types it has already seen, based on some recurring patterns. On the other hand, the unsupervised 
learning approach is used when there is no such marked up corpus. Such algorithms typically identify patterns relevant to the 
relation extraction task, occurring within the corpus and then use these patterns to group entities such that the entities within a 
group share similar relationships.  
     The proposed method is a hybrid approach which combines the features of unsupervised and supervised learning methods. It 
also uses some rules to extract relationships. The method identifies the main characters and collects the sentences related to them. 
Then these sentences are analyzed and classified to extract relationships. The main applications are story summarization and 
analysis of the major characters in stories. 
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1. Introduction 
 
     Stories are important as social communication documents, in which authors develop the plot by means of 
discourse between various characters. Generally, all stories and novels are simply variations of a certain number of  
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basic plots, but everyone has a unique plot (or several plots) and a different set of characters. 
    The interactions among the characters, especially in the form of conversations, help the readers construct a mental 
model of the plot and the changing relationships between characters. Many of the complexities of interpersonal 
relationships, such as romantic interests, family ties, and rivalries, are conveyed by utterances [18,19]. 
     Identifying the main characters and the relations between the characters that occur in the story is an important 
step in story understanding. Currently, knowledge representation of stories is mostly hand-authored, a notoriously 
time consuming task requiring expertise in both storytelling and knowledge engineering [4]. 
 
1.1.  Story understanding and NLP 
 
     Historically, story understanding systems have depended on a great deal of hand-crafted knowledge. A short 
story is a work of short, narrative prose, that is usually centered around one single event. In these, there are usually a 
very few characters. Authors create relationships between character settings and events by developing the 
interactions among the story elements. A good reader can identify the relationships between story elements by 
comparing and contrasting them [19]. 
     On the surface, information extraction might appear to be fundamentally different from story understanding. The 
important differences between these tasks are as follow: Story understanding 
involves finding relations and also understanding the meaning of the text rather than just understanding grammar 
and syntactic features. So it faces the problem like Word Sense Disambiguation. In contrast, Information Extraction 
is concerned with the extraction of meaningful data from text. But the challenges associated with both these tasks 
are largely the same. This view implies that automated knowledge acquisition techniques developed for information 
extraction are likely to be applicable to story understanding as well [1]. 
     Previous work on Relationship Extraction include both supervised and unsupervised learning methods. The 
IDEX system was introduced in [2] which is a prototype of an interactive dynamic Information Extraction (IE) 
system. A user of the system expresses an information request in the form of a topic description, which is used for 
an initial search in order to retrieve a relevant set of documents. On the basis of this set, unsupervised relation 
extraction and clustering are performed by the system. The ‘bag of words’ model and the correlation coefficient 
have been used in [3] to group related character pairs across a corpus of stories. The relationship for a group of 
character pairs is then determined by computing the semantic similarity score between the words associated with the 
pairs and terms from a relationship vocabulary. It is based on an unsupervised learning model. An approach to the 
automatic identification of high-level narrative structure information, particularly character roles, etc., from un-
annotated folk tales was introduced in [4]. This uses the domain of translated Russian folk tales and Vladimir 
Propp’s Structuralist narrative theory on character roles developed based on them. 
 
2. Information Extraction 
 
     Information Extraction(IE) is the task of extracting factual assertions from text [14]. The general goal of 
information extraction is to discover structured information from unstructured or semi-structured text [15]. 
Structured databases, labeled unstructured data, linguistic tags, etc., are the type of input resources available for 
extraction. Inspite of  rule-based and statistical methods, manually coded systems those are trained from examples, 
are also used by information extraction systems. Generally, the output is represented through annotated unstructured 
text, database, etc. 
 
2.1. Structured and Unstructured Data 
 
     Structured data is the data that can be easily organized. It is simple, clean, analytical and usually stored in 
databases. Fully structured data follows a predefined schema. A typical example for fully structured data is a 
relational database system [5]. 
     Unstructured data refers to information that either does not have a predefined data model or identifiable structure. 
Collection of data from social media is an example for unstructured data [5]. 
     Usually IE, as many other NLP tasks, can be regarded as a pipeline process, where some kind of information is 
extracted at each stage. Different types of information extracted are: 
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x Named Entities (NE) 
x Temporal Expressions 
x Numerical Values 
x Relation between entities 
x Events/template filling [6] 
 
3. Relation Extraction 
 
     Relationship extraction is the task of extracting named relationships between entities in a text given some 
information about the relationships of interest [7]. It is a step further in analyzing information in the text and turning 
unstructured information into structured information. This stage involves identifying the links between named 
entities and deciding which ones are meaningful for the specific application [8]. 
     Relation extraction tasks are classified into three, namely (i) Knowledge-based methods (ii) Supervised methods, 
and (iii) Unsupervised methods [8,9,10]. We now discuss these methods briefly. 
 
3.1.  Knowledge-based methods 
 
     These methods are used in domain-specific tasks, where the texts are similar and a closed set of relations needs to 
be identified. Systems which use these methods rely on pattern matching rules manually crafted for each domain. 
But domain independent relations are also there. Knowledge-based systems can be used if the main aim is to get 
results quickly in well defined domains and document collections [8]. 
 
3.2.  Supervised methods 
 
     Supervised methods based on a training set where domain specific examples have been tagged. Such systems 
automatically learn extractors for relations by using machine learning techniques. The main problem of using these 
methods is that the development of a suitably tagged corpus can take a lot of time and effort. On the other hand, 
these systems can be easily adapted to a different domain, provided there is training data [8]. 
 
3.3.  Unsupervised methods 
 
     Unsupervised methods use a set of generic patterns to automatically instantiate relation-specific extraction rules 
and then learn domain-specific extraction rules. The whole process is repeated iteratively. It is also known as self 
supervised learning method [8]. 
 
4. Data Preparation 
 
     Data is prepared by collecting relevant sentences related to respective relationship in a CSV file. These sentences 
are rated by giving scores between 0 to 5 in accordance with the respective relationship. For example, the sentence, 
“O Friend, Why didn’t you say that before?” Said James to Henry, is specified as friendship with rating 5 in the 
CSV file. Likewise, a collection of sentences of respective relationships and its ratings are added to the CSV file. 
The classifier in Phase 1 is trained using this file and it classifies the selected sentences for a character pair to 
appropriate relationship classes. Phase 2 also uses this CSV file to measure the semantic similarity of selected 
sentences. 
 
5. Proposed Approach 
 
     The proposed system is designed to work in a way similar to how human reader processes a story to 
understand the main characters and their relationships. Sometimes these are directly given in story, but most of the 
time the reader has to infer the relationships by analyzing conversations, some statements, contexts etc. Human 
beings could get the whole meaning and plot of the story using their general intelligence and cognitive skills, which 
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a machine does not have. So, the machine needs to be trained with some suitable examples. To improve the result, 
we should also have to use some corrections in the output using some rules. Hence, the proposed system uses a 
hybrid approach with two phases as in Fig.1. 
 
 
 
 
 
Fig. 1. Components of proposed system 
 
 
 
 
Each components are explained below: 
 
5.1.  Preprocessing 
 
     The story input is preprocessed before passing it into different phases. Preprocessing mainly includes removal of 
special characters, word tokenization and PoS tagging the input text. A story contains many special characters like 
punctuation marks(’,“, :, ;, ..., -), exclamation marks, question marks etc. For a reader, these special characters are 
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important to understand each story points. The proposed system removes these special characters as a preprocessing 
task. The text is then tokenized into words and also doing the PoS tagging. 
 
5.2.  Named Entity Recognition 
 
     The fundamental step in identifying the relationship between character pairs in a story is the extraction of  
 the named entities. It can be accomplished by a named entity recognizer. The recognizer parses the text and marks 
up mainly three entities in the text, namely Person, Organization, and Location. For the identification of main 
characters in a story, all the words marked up with Person are taken. NER is accomplished by using Stanford Named 
Entity Recognizer. 
 
5.3. Anaphora Resolution 
 
     For finding the relationship between character pairs, the system has to collect all the sentences where these pairs 
co-occur. For this, it is important to resolve the pronouns substituted for previously mentioned named entities 
(anaphora resolution). It is accomplished by using Stanford Deterministic Co reference Resolution System. 
 
5.4.  Sentence Selection 
 
     After doing named entity recognition and anaphora resolution, the whole story is preprocessed and segmented at 
sentence level. Sentences are selected if they include the specified tuple of characters in it. These selected sentences 
are passed to Phase 1. 
 
5.5.  Phase 1 
 
     This is a sentence classification phase. The selected sentences for a pair of characters passed to this phase are 
classified into corresponding relationship classes. Classification is done by using Naive Bayes Classifier. The 
classifier is trained by a CSV file, which contains a collection of sentences related to some common relationship 
with its ratings.  
     If all or maximum number(above 50%)of the selected sentences are classified into the same class, then surely the 
corresponding character pair is in a relationship represented by that class. For example, Assume that A and B are the 
predetermined classes which is specified in the CSV file. Let there be six sentences selected for a specific character 
pair. Now, these sentences are classified using the classifier trained with the CSV file. If four sentences are in class 
A and two are in class B, then the character pair is in a relationship specified by the class A.  
     If one half of the selected sentences are in class A and the other half is in B, there will be a confusion regarding 
the relationship tag. In order to resolve this, the system also considers the rating of each sentences associated with 
the classes. i.e., when most of the sentences in class A have ratings greater than 3 and class B does not have 
sentences with rating greater than 3, then the system takes the relationship as the one specified by class A. If this 
condition also fails, the selected sentences are passed on to the second phase. 
 
5.6.  Phase 2 
 
     When Phase 1 fails to classify the selected sentences for a character pair to appropriate class, that task is done by 
Phase 2, which is a text semantic similarity checking stage. At this step, the system measures the semantic similarity 
of the selected sentences with the sentences of CSV file. It is implemented by using UMBC semantic text service 
[17]. This service is based on the philosophy of WordNet. 
     According to the value returned by Phase 2, the similarity levels are classified in to three: Less similar, Most 
similar and Absolutely similar. If the similarity value is less than 25, then the sentences are less similar. The 
sentences are Most similar if the similarity value is between 25 and 50, and they are absolutely similar when 
similarity value is greater than 50.  
     The relationship is identified by determining the maximum number of selected sentences are in which category. 
If it is most similar or absolute, then the corresponding relationship represented by the class of tested sentences(from 
the CSV file) is taken. 
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     Thus, the relationships between main characters in a story are identified by Phase 1 and Phase 2. The next step is 
the representation of results. The proposed system shows the identified relationships graphically, in which the 
vertices of the graph represent the main characters and edges represent the relation between these characters. 
 
6 Evaluation and Results 
 
    The proposed system is evaluated using a set of 100 short stories for kids. The evaluation metrics and results are 
explained here in detail. 
 
6.1. Evaluation Metrics 
 
     The system is evaluated with commonly used evaluation metrics such as Precision and Recall. 
 
Precision 
 
Precision is calculated as the ratio of number of correct relations identified to the number of relations identified by 
the proposed system. 
 
 
 
Recall 
 
Recall value is calculated by taking the ratio of correct relations to the total relations in the given story. 
 
 
 
 
 
6.2. Testing and Evaluation 
 
     The system is tested against a set of 100 short stories. From these, a set of 300 character pair relationships are 
taken. Now, the system is set up for the identification of Parent-Child and Friendship relationships. Also the system 
could identify whether there is a relation existing (i.e., No Relation). Recall and Precision measures are calculated 
for these inputs (See Table 1). 
     From Table 1, it is known that, the proposed system gives an average Precision of 87% and an average Recall of 
79.7%. The results show that proposed approach performed well with the given input text. The existing systems 
perform well towards the task of grouping similar character pairs in a corpus of stories. When compared, the 
proposed approach gives more accuracy. 
 
          Table I. Test Results 
Relationship              Total No. Of Relations     Identified Relations    Correct Relations       Precision     Recall    
Name 
 
Parent-Child                     125                                      115                            102                       88.6%        81.6% 
 
Friendship                         110                                      98                              87                        88.8%         79% 
 
No-Relation                        65                                       60                              51                        85%           78.5%    
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7. Conclusion and Future Scope 
 
 
7.1.  Future Enhancements 
 
     Story understanding is a fundamental unsolved problem in artificial intelligence and computational linguistics in 
which the system must be able to make inferences about states and events not explicitly described in the text. For 
this, it should have world knowledge and ability to reason with this knowledge. The proposed system can 
understand the common relationships between main characters in stories. 
     Future work mainly includes story summarization. Also the system should have the capability to understand the 
importance of each character in a story. If the system adds a reasoning module/logical module (similar to the 
strategy used in Prolog), it can improve the performance. 
 
7.2.  Conclusion 
 
     Extraction of relationship between characters in a story has important applications in story understanding and 
summarization. The proposed hybrid approach which combines supervised and rule based approaches to get fairly 
accurate output compared to the existing systems. 
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