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RESUMO
Para estudar neuroˆnios computacionalmente, pode-se escolher entre,
pelo menos, duas abordagens diferentes: modelos biolo´gicos do tipo
Hodgkin e Huxley ou modelos formais (ex. o de Hindmarsh e Rose
(HR), o de Kinouchi e Tragtenberg estendido (KTz), etc). Neuroˆnios
formais podem ser representados por equac¸o˜es diferenciais (ex. HR)
ou por mapas, que sa˜o sistemas dinaˆmicos com varia´veis de estado
cont´ınuas e dinaˆmica temporal discreta (ex. KTz). Poucos mapas fo-
ram propostos para descrever neuroˆnios. Tais mapas proveˆem diversas
vantagens computacionais, ja´ que na˜o ha´ necessidade de ajustar ne-
nhuma precisa˜o arbitra´ria em varia´veis de integrac¸a˜o, o que leva a uma
melhor performance nos ca´lculos e a resultados mais precisos. Acopla-
mos mapas KTz em redes regulares e complexas atrave´s de um mapa
de sinapse qu´ımica. Em redes regulares, verificamos que o modelo
exibe diferentes tipos de sincronizac¸a˜o (tais como sincronia em fase
e em antifase e atrave´s de ondas que se propagam nas diagonais da
rede); estudamos o efeito das sinapses na sincronizac¸a˜o e nos interva-
los entre disparos: sinapses muito lentas, em certas condic¸o˜es iniciais
da rede, podem travar os neuroˆnios em um comportamento de dispa-
ros ra´pidos, mesmo eles tendo sido ajustados em regime de bursting.
A excitabilidade do neuroˆnio KTz foi estudada. Redes regulares de
neuroˆnios KTz excita´veis apresentaram ondas espirais e mudanc¸a no
intervalo dinaˆmico ao mudar o paraˆmetro de acoplamento. Redes regu-
lares e complexas excita´veis com acoplamento homogeˆneo apresentaram
transic¸o˜es de fase de primeira ordem. Propomos a adic¸a˜o de um ru´ıdo
uniforme no acoplamento, o que torna as transic¸o˜es de fase cont´ınuas
e gera distribuic¸o˜es cr´ıticas de avalanches temporais e espaciais, apon-
tando para um modelo criticamente auto-organizado, com expoentes
≈ 1.6 e ≈ 1.4, respectivamente. Estudamos a influeˆncia de alguns
comportamentos dinaˆmicos dos neuroˆnios na estabilidade das avalan-
ches. Finalmente, analisamos os efeitos da subamostragem dos dados
atrave´s de dois me´todos, comparando as distribuic¸o˜es cr´ıticas de uma
amostra completa com as de uma subamostra, ou amostra parcial, da
rede. Constatamos que um dos me´todos mante´m a lei de poteˆncia com
expoente ≈ 1.35, enquanto o outro gera uma distribuic¸a˜o log-normal.
Palavras-chave: Meios Excita´veis. Redes de Neuroˆnios. Mapa KTz.
Sincronizac¸a˜o. Transic¸a˜o de fases. Criticalidade Auto-Organizada. Su-
bamostragem de dados. Redes regulares. Redes Complexas.

ABSTRACT
To study neurons with computational tools, one may call upon, at least,
two different approaches: Hodgkin-Huxley like neurons (i.e. biological
models) or formal models (e.g. Hindmarsh-Rose (HR) model, exten-
ded Kinouchi-Tragtenberg model (KTz), etc). Formal neurons may be
represented by differential equations (e.g. HR), or by maps, which are
dynamical systems with continuous state variables and discrete time
dynamics (e.g. KTz). A few maps had been proposed to describe
neurons. Such maps provide one with a number of computational ad-
vantages, since there is no need to set any arbitrary precision on the
integration variable, which leads to better performance in the calculati-
ons and to more precise results. We coupled KTz maps within regular
lattices and complex networks through a chemical synapse map. In
regular lattices, the model exhibits different kinds of synchronization
(such as phase and antiphase synchronization and linear wave fronts
propagating over the network’s diagonals); we studied the effect of sy-
napses in the synchronization patterns and in the interspike interval
times: slow synapses, under certain network’s initial conditions, can
lock down neurons into fast spiking behavior, even though they had
been set into a bursting regime. The excitability of KTz neurons was
studied. Excitable regular lattices and complex networks subjected
to homogeneous coupling presented first order phase transitions. We
propose the addition of uniform noise in the coupling, transforming
the transitions into continuous phase transitions and generating cri-
tical avalanches’ distributions in time and space, pointing towards a
self-organized critical model, with exponents ≈ 1.6 and ≈ 1.4, respec-
tively. We studied the influence of some dynamical behaviors of the
neurons over the stability of the avalanches. Finally, we analyzed the
data subsampling effect by two different methods, comparing the criti-
cal distributions of a full sample with those of a subsample, or partial
sample, of the network. We found that one of the methods keep the
power-law shape with exponent ≈ 1.35 whereas the other generates a
log-normal distribution.
Keywords: Excitable Media. Neuronal Networks. KTz Map. Syn-
chronization. Phase Transition. Self-Organized Criticality. Data Sub-
sampling. Regular lattices. Complex Networks.
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1 INTRODUC¸A˜O
A tabela perio´dica tem pouco mais de 100 elementos. Enta˜o, de
onde saiu tamanha diversidade existente na natureza? – Esta e´ uma
questa˜o que, a princ´ıpio, parece o´bvia; mas os mecanismos por traz
da grande diversidade do universo devem ser desvendados pela cieˆncia,
pois esta e´ a maneira mais objetiva que os homens ja´ criaram para
conhecer o mundo. Certamente, na˜o e´ a u´nica, muito menos ha´ ape-
nas uma explicac¸a˜o, dentro da pro´pria cieˆncia, para cada fenoˆmeno
observado na natureza – o que mostra que na˜o podemos conhecer esta
plenamente; podemos, apenas, propor explicac¸o˜es (ou teorias) que des-
crevam, entre outras coisas, satisfatoriamente bem o que acessamos
atrave´s dos sentidos, e corrobora´-las, ou refuta´-las, atrave´s de experi-
mentos.
O universo poderia ter evolu´ıdo para um estado cristalino, ou
para um ga´s ideal, mas a mate´ria na˜o se condensou dessas maneiras ta˜o
simples. Ela se condensou formando estruturas peculiares em todas as
escalas poss´ıveis, desde os a´tomos ate´ os planetas, estrelas e gala´xias.
Ainda pro´ximo das menores escalas, encontram-se todas as formas de
vida que conhecemos.
Gases e cristais podem ser explicados atrave´s das leis ba´sicas da
f´ısica. Apesar de formado por muitos componentes – sejam a´tomos ou
mole´culas –, os cristais sa˜o compostos por estruturas regulares que se
repetem em todas as direc¸o˜es, formando um sistema ordenado. Assim,
cada a´tomo da rede se comporta da mesma maneira. Por outro lado,
os componentes dos gases apresentam velocidades e posic¸o˜es muito di-
ferentes individualmente, mas, na me´dia, todos eles tambe´m se com-
portam da mesma maneira. Contudo, a mate´ria viva e a maioria das
estruturas formadas no universo apresentam variadas formas e func¸o˜es
– podemos chamar esses tipos de sistemas de sistemas complexos1.
A teoria da Criticalidade Auto-Organizada2 (SOC), proposta por
Bak, Tang e Wiesenfeld (1987), e´ uma abordagem audaciosa para res-
ponder a` pergunta que destacamos ha´ pouco. Em s´ıntese, ela busca
explicar como, e por queˆ, emergem estruturas complexas e compor-
tamentos distintos em escalas meso e macrosco´pica de sistemas que,
1Na˜o vamos entrar na discussa˜o de uma definic¸a˜o mais formal de complexidade.
Basta, para fins informativos, entendeˆ-los como sistemas de muitos corpos intera-
gentes que podem apresentar grande variedade de comportamento macrosco´pico.
Discutiremos um pouco melhor esse conceito no cap´ıtulo 2.
2Entraremos em detalhes sobre ela no cap´ıtulo 2.
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microscopicamente, parecem simples (BAK, 1996). SOC fundamenta
estudos desde terremotos (OLAMI; FEDER; CHRISTENSEN, 1992) ate´ a
evoluc¸a˜o de sistemas biolo´gicos (BAK; SNEPPEN, 1993), como veremos
no pro´ximo cap´ıtulo. Basicamente, a teoria de SOC afirma que um
dado sistema se auto-organiza – sem nenhuma ajuda de agentes exter-
nos, i.e., apenas atrave´s da dinaˆmica de seus componentes interagindo
entre si – em um estado cr´ıtico3, caracterizado, principalmente, por
leis de poteˆncia na distribuic¸a˜o de tamanhos e de durac¸o˜es de eventos,
chamados de avalanches.
Por outro lado, neuroˆnios sa˜o sistemas dinaˆmicos que apresentam
caracter´ısticas marcantes de SOC, como os limiares da excitabilidade
(IZHIKEVICH, 2007), ale´m de redes de neuroˆnios se auto-organizarem
durante o processo de aprendizagem e formac¸a˜o de memo´rias (KOCH;
LAURENT, 1999; PERETTO, 1994). Estudos com redes de neuroˆnios
apontam para a formac¸a˜o de padro˜es nas redes, como ondas espirais
(JUNG et al., 1998; RIBEIRO; COPELLI, 2008) e rajadas de atividades
(BAL; MCCORMICK, 1996; BUTTS et al., 1999).
Leis de poteˆncia foram reportadas por Beggs e Plenz (2003)
para culturas de tecido cerebral, o que levou esses autores a propor
que o ce´rebro e´ um sistema criticamente auto-organizado e, devido
ao expoente encontrado, pode ser explicado atrave´s de um processo
de ramificac¸a˜o. Outros sinais de SOC, como o ru´ıdo4 1/f , em me-
didas de eletroencefalograma tambe´m foram reportados (GEORGELIN
et al., 1999). Trabalhos comparando atividade cerebral in vivo com
modelos bem aceitos de SOC (PRIESEMANN; MUNK; WIBRAL, 2009) e
com modelos cr´ıticos5 (RIBEIRO et al., 2010) obtiveram bons resulta-
dos. Werner (2010, p.14), em sua revisa˜o, discute as consequeˆncias do
comportamento cr´ıtico no ce´rebro, tais como a otimizac¸a˜o da sensibili-
dade a est´ımulos externos (KINOUCHI; COPELLI, 2006), a otimizac¸a˜o
da memo´ria e processos de aprendizagem (ARCANGELIS; PERRONE-
CAPANO; HERRMANN, 2006) e a otimizac¸a˜o do processamento de in-
formac¸a˜o e do poder computacional.
Bonachela e Mun˜oz (2009) e Bonachela et al. (2010) fazem uma
revisa˜o sobre algumas abordagens computacionais ao problema. Em
particular, destacamos o trabalho de Levina, Herrmann e Geisel (2007),
no qual e´ proposto um modelo em que neuroˆnios integra-dispara esta˜o
conectados em redes de campo me´dio atrave´s de sinapses dinaˆmicas6; e
3Definiremos criticalidade com mais rigor na sec¸a˜o 2.1.
4Ver sobre ru´ıdo 1/f na sec¸a˜o 2.2.
5Ribeiro et al. (2010) comparam seus dados com um autoˆmato celular cr´ıtico
por construc¸a˜o, em que cada ce´lula e´ uma idealizac¸a˜o de um neuroˆnio excita´vel.
6Falaremos mais sobre o modelo integra-dispara e as sinapses dinaˆmicas nas
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o trabalho de Arcangelis, Perrone-Capano e Herrmann (2006), no qual e´
proposto um automato celular capaz de se auto-organizar criticamente
devido a` plasticidade das sinapses7.
Contudo, todos os trabalhos que lidam com esse problema se ba-
seiam em modelos demasiado simplificados de neuroˆnios. Alguns auto-
res estudaram modelos de redes com neuroˆnios representados por osci-
ladores de fase (SOMPOLISNKY; GOLOMB; KLEINFELD, 1991; HANSEL;
SOMPOLINSKY, 1992; HEMMEN; WRESZINSKI, 1993; ARENAS; Pe´REZ-
VICENTE, 1994) ou por elementos excita´veis do tipo de FitzHugh-
Nagumo8 (ABBOTT, 1990; KURRER; NIESWAND; SCHULTEN, 1991;WAL-
LENSTEIN, 1993; GOLOMB; RINZEL, 1993). Outros, estudaram sin-
cronizac¸a˜o, caos e outros fenoˆmenos espac¸o-temporais em redes de
neuroˆnios representados por mapas9 (CHATe´; MANNEVILLE, 1992; KA-
NEKO, 1994). Pore´m, esses modelos, em maioria, utilizam o mapa
log´ıstico que, apesar de conhecido e bem estudado, tem pouca mo-
tivac¸a˜o biolo´gica10. Herz e Hopfield (1995) propuseram um modelo
de redes de mapas acoplados – onde o mapa representa um neuroˆnio
integra-dispara – em que a dinaˆmica mante´m analogias com a de terre-
motos criticamente auto-organizados. Ibarz, Casado e Sanjua´n (2011)
fazem uma revisa˜o dos mapas utilizados para modelar neuroˆnios.
Propomo-nos a estudar a dinaˆmica de um modelo de neuroˆnio
formal11, definido por um mapa tridimensional – o modelo de Kinouchi
e Tragtenberg estendido (KUVA et al., 2001), o qual possui semelhanc¸as
importantes com modelos biolo´gicos12, como correntes ra´pidas, lentas
e varia´veis de retorno –, conecta´-los em redes de diferentes topolo-
gias atrave´s de sinapses qu´ımicas e buscar, neste contexto, comporta-
mento cr´ıtico ou criticamente auto-organizado. O diferencial do nosso
sec¸o˜es 3.2 e 4.1.1.2, respectivamente.
7O termo plasticidade e´ utilizado para designar sinapses que adaptam sua inten-
sidade de acoplamento de acordo com a atividade nos neuroˆnios pre´ o po´s-sina´pticos.
8O modelo de FitzHugh-Nagumo sera´ visto na sec¸a˜o 3.2.1.
9Mapas tambe´m sa˜o conhecidos como equac¸o˜es de diferenc¸as. Mapas sa˜o siste-
mas de tempo discreto, pore´m de varia´veis cont´ınuas. Falaremos mais sobre eles na
sec¸a˜o 3.2. Redes de mapas sa˜o, geralmente, referidas por Coupled map lattices.
10Omapa log´ıstico e´ um modelo geral, cujas varia´veis dinaˆmicas na˜o tem nenhuma
correspondeˆncia com as varia´veis de modelos biolo´gicos, como o modelo de Hodgkin-
Huxley, estudado na sec¸a˜o 3.1.1.
11Por modelo formal de neuroˆnio, entendemos aqueles que preservam as carac-
ter´ısticas dinaˆmicas dos neuroˆnios reais, mas cujos paraˆmetros na˜o necessariamente
possuem uma realidade f´ısica, ou seja, na˜o podem ser medidos em experimentos.
Sa˜o modelos fenomenolo´gicos, por assim dizer. Ver sec¸a˜o 3.2.
12Modelos biolo´gicos sera˜o definidos na sec¸a˜o 3.1, mas em s´ıntese, modelos
biolo´gicos de neuroˆnios sa˜o aqueles baseados em condutaˆncias, ou seja, cujos
paraˆmetros podem ser determinados experimentalmente.
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trabalho e´, portanto, a utilizac¸a˜o de mapas que reproduzem melhor
as caracter´ısticas dos modelos baseados em condutaˆncia e a utilizac¸a˜o
de sinapses qu´ımicas (tambe´m representadas por mapas) com ou sem
ru´ıdo.
Pretendemos chamar a atenc¸a˜o para a utilidade de mapas na
Neurocieˆncia computacional, na mesma linha de Izhikevich e Hoppens-
teadt (2004) e de Ibarz, Casado e Sanjua´n (2011), ale´m de fornecer
mais ferramentas para um melhor entendimento da possibilidade de
um estado cr´ıtico ocorrer no ce´rebro e do que, na verdade, este estado
significa. Conforme discute Vertes, Bassett e Duke (2011), a auseˆncia
de comportamentos caracterizados por leis de poteˆncia, no ce´rebro,
pode estar diretamente relacionada com algumas doenc¸as como esqui-
zofrenia. Em s´ıntese, nosso objetivo e´ entender o mecanismo por tra´s
do comportamento de avalanches em redes de neuroˆnios para, futura-
mente, estudar sua relac¸a˜o com doenc¸as neurolo´gicas, como a esquizo-
frenia e a epilepsia13.
Outro ponto chave deste trabalho e´ a subamostragem das re-
des de neuroˆnios. Priesemann, Munk e Wibral (2009) e Ribeiro et al.
(2010) discutem que medidas da atividade neural sa˜o sempre subamos-
tradas, devido a impossibilidade de implantar um eletrodo em cada
neuroˆnio do ce´rebro para medir sua atividade, ja´ que la´ ha´ bilho˜es de
neuroˆnios. Simulac¸o˜es computacionais levam em considerac¸a˜o apenas o
conjunto completo de dados, o que pode ser de pouca utilidade quando
comparado com dados experimentais.
Nosso principal objetivo e´, portanto, responder perguntas as
quais os modelos simplificados na˜o respondem, tais como:
• Quais sa˜o as propriedades dinaˆmicas dos neuroˆnios importantes
para obter um estado cr´ıtico?
• Quais as condic¸o˜es a`s quais a rede e/ou as sinapses devem estar
sujeitas para possibilitar o aparecimento de um estado cr´ıtico? e
• Ate´ que ponto as medidas subamostradas representam o compor-
tamento da rede, como um todo?
Dentre as vantagens do uso de mapas, esta´ a preservac¸a˜o do compor-
tamento dinaˆmico dos modelos biolo´gicos de neuroˆnio – que sa˜o re-
presentados por equac¸o˜es diferenciais –, o baixo custo computacional
e a maior precisa˜o dos resultados, quando comparados com equac¸o˜es
diferenciais.
13Silva et al. (2010) discute que, na verdade, sinapses ele´tricas sa˜o importantes
no estudo da epilepsia, mas focaremos este trabalho apenas em sinapses qu´ımicas.
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Para discutir a possibilidade de um estado criticamente auto-
organizado, definiremos, no cap´ıtulo 2, rapidamente, o que entendemos
por criticalidade e, posteriormente, por criticalidade auto-organizada.
Revisaremos alguns modelos importantes de modo a salientar suas prin-
cipais caracter´ısticas e nortear nosso estudo.
Em seguida, no cap´ıtulo 3, cabe uma discussa˜o sobre a dinaˆmica
dos modelos biolo´gicos e formais de neuroˆnios que sa˜o amplamente
estudados na literatura, visando fundamentar a nossa escolha do mapa
de Kinouchi e Tragtenberg estendido como unidade fundamental das
nossas simulac¸o˜es.
O cap´ıtulo 4 apresenta os diferentes mapas de sinapse qu´ımica es-
tudados. Inclusive, traz nossa proposta de um mapa de sinapse qu´ımica
com ru´ıdo – nossa principal contribuic¸a˜o, pois nos possibilitou observar
avalanches. Ainda, traz os resultados para redes regulares e complexas,
ambas com sinapses homogeˆneas ou com ru´ıdo, conectando neuroˆnios
em diferentes regimes de comportamento. Destacaremos as transic¸o˜es
de fase, as avalanches e a subamostragem dos dados.
Concluiremos com uma breve reflexa˜o sobre a possibilidade de
criticalidade auto-organizada em nosso modelo, tanto na sec¸a˜o 4.6 e
no cap´ıtulo 5. O apeˆndice A mostra o ca´lculo dos expoentes cr´ıticos
para modelos magne´ticos a fim de completar o racioc´ınio da sec¸a˜o 2.1.2
sem atrapalhar o andamento geral do texto. Detalhes dos est´ımulos
que utilizamos em nossas simulac¸o˜es, detalhes de algumas simulac¸o˜es e
de alguns algoritmos desenvolvidos podem ser encontrados no final do
trabalho, nos apeˆndices B e C, respectivamente.
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2 AUTO-ORGANIZAC¸A˜O E COMPLEXIDADE
O objetivo da cieˆncia da auto-organizac¸a˜o e complexidade e´ en-
tender a origem e o cara´ter das estruturas espaciais e dinaˆmicas tempo-
rais em sistemas de muitos componentes que exibem, sem forc¸amento
externo, grande diversidade, ou variabilidade. Quando aplicada a siste-
mas biolo´gicos, pretende-se entender as implicac¸o˜es funcionais da com-
plexidade espac¸o-temporal: como que dessas estruturas e suas dinaˆmicas
emergem certos comportamentos ta˜o diversos? – Dessa maneira, seria
poss´ıvel na˜o so´ os descrever, mas tambe´m os prever (mesmo que de
maneira estat´ıstica) e/ou controlar a evoluc¸a˜o de tais sistemas.
Um sistema e´ dito auto-organizado quando sua estrutura emerge
sem a influencia de algum agente externo, i.e., a organizac¸a˜o do sis-
tema resulta apenas das interac¸o˜es internas entre os seus constituintes
(HAKEN, 2008). Dissipar energia e´ uma condic¸a˜o necessa´ria a` auto-
organizac¸a˜o (NICOLIS; PRIGOGINE, 1977). O exemplo f´ısico mais sim-
ples e´ a situac¸a˜o de dois metroˆnomos1 iguais sobre uma ta´bua que
pode deslizar em uma superf´ıcie ideal, ambos realizando pequenas os-
cilac¸o˜es. Caso a ta´bua na˜o estivesse presente, ambos os metroˆnomos
realizariam um movimento harmoˆnico simples, cada um com sua fase
devidamente ajustada nas condic¸o˜es iniciais. Ao inserir a ta´bua, inseri-
mos um v´ınculo no sistema, prendendo, de certa forma, as coordenadas
dos dois metroˆnomos. Dessa maneira, o movimento de um influencia
o outro e vice-versa, fazendo com que o sistema na˜o mais permanec¸a
num estado qualquer, mas se auto-organize em um dos seus dois novos
modos normais de vibrac¸a˜o, independentemente das suas fases inici-
ais2. Dizemos que essa nova ordem no sistema emergiu diretamente
do acoplamento entre os dois metroˆnomos, pois sem este eles na˜o se
auto-organizariam (sincronizariam).
O fenoˆmeno de auto-organizac¸a˜o e´ extremamente comum na na-
tureza e em atividades humanas, ocorrendo em fenoˆmenos ta˜o diversos
quanto plantas e animais, na formac¸a˜o das listras em zebras, por exem-
plo, ate´ na formac¸a˜o de opinia˜o pu´blica e na organizac¸a˜o de redes soci-
ais (HAKEN, 2008). Inclusive, foi proposto que a formac¸a˜o de memo´rias
em processos de aprendizagem seja auto-organizada (PERETTO, 1994;
1Metroˆnomo e´ um aparelho utilizado para marcar o ritmo de uma mu´sica. Con-
siste, basicamente, em uma mola de torc¸a˜o e um ponteiro. Este sistema recebe
energia constantemente para compensar a energia dissipada por atrito.
2Neste caso, esse processo de auto-organizac¸a˜o e´ tambe´m conhecido como sin-
cronizac¸a˜o (PIKOVSKY; ROSENBLUM, 2007), mas nem tudo que esta´ sincronizado
passou por um processo de auto-organizac¸a˜o.
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STASSINOPOULOS; BAK, 1995).
O termo complexidade na˜o tem um significado precisamente de-
finido, mas e´ comumente empregado para descrever sistemas de muitos
constituintes interagentes (AUYANG, 1998; SPORNS, 2007), geralmente
cada um com uma dinaˆmica na˜o-linear, apresentando comportamen-
tos cao´ticos, de onde emerge ordem em escala meso e macrosco´pica
de maneira ana´loga ao caso dos metroˆnomos3. Em geral, sistemas de
muitos corpos (ou muitas varia´veis dinaˆmicas – muitos graus de liber-
dade) sa˜o descritos por teorias estat´ısticas. Em seu livro How Nature
Works4, Bak (1996, p.1–26) discute algumas questo˜es epistemolo´gicas
interessantes sobre porque uma Teoria da Complexidade deve ser es-
tat´ıstica e defende que complexidade e´ sinoˆnimo de criticalidade (Ibid.,
p.105–112).
Sem entrar no me´rito dessa discussa˜o, e´ fato que ha´ muitos tra-
balhos sobre complexidade envolvendo leis de poteˆncia estat´ısticas que
descrevem as propriedades de escala de processos que teˆm estruturas
espaciais e/ou temporais fractais e estruturas consideradas, pelo menos
qualitativamente, complexas5, fazendo assim uma ligac¸a˜o entre critica-
lidade e complexidade, ja´ que, na maioria desses trabalhos, as leis de
poteˆncia representam grande variabilidade6 e grande susceptibilidade
a flutuac¸o˜es. Apenas descrever de maneira satisfato´ria as flutuac¸o˜es
auto-similares, tanto espaciais quanto temporais, com geometria frac-
tal, i.e., em termos de expoentes de escala em leis de poteˆncia, na˜o
revela porque essas estruturas sa˜o ta˜o comuns na natureza. Por ou-
tro lado, a Teoria de Criticalidade Auto-Organizada (do ingleˆs, SOC)
proveˆ na˜o so´ a descric¸a˜o desses sistemas, mas tambe´m busca entender
porque esse fenoˆmeno ocorre.
Como o nome sugere, essa teoria sustenta que sistemas com-
plexos tendem a se auto-organizar num estado cr´ıtico. Este estado
e´, em analogia com a teoria de fenoˆmenos cr´ıticos, um estado que
apresenta grande variabilidade, estando sujeito a flutuac¸o˜es de todos
os tamanhos (grande susceptibilidade), geralmente caracterizado por
3Apesar de a dinaˆmica dos metroˆnomos discutida aqui na˜o apresentar comporta-
mento cao´tico no limite de pequenas oscilac¸o˜es, e´ uma situac¸a˜o em que o comporta-
mento de cada um deles, separadamente, e´ diferente do comportamento do sistema
como um todo, como ocorre geralmente em sistemas ditos complexos.
4Do ingleˆs, Como a Natureza Funciona.
5A grande maioria das refereˆncias deste trabalho sa˜o exemplos de complexi-
dade caracterizada por leis de poteˆncia cr´ıticas e pela Mecaˆnica Estat´ıstica fora do
equil´ıbrio.
6Por variabilidade entende-se diversidade. No contexto da criticalidade auto-
organizada, como veremos a frente, pode ocorrer uma grande variedade de eventos,
pois a distribuic¸a˜o de tamanho de eventos e´ caracterizada por uma lei de poteˆncia.
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uma transic¸a˜o de fase de segunda ordem (cont´ınua). Assim, torna-se
necessa´rio fazer, a seguir, uma breve descric¸a˜o dos conceitos ba´sicos
ligados a transic¸o˜es de fase e a` criticalidade, diferenciando transic¸o˜es
de primeira e segunda ordem. Estas definic¸o˜es tambe´m nos ajudara˜o a
analisar nossos resultados no cap´ıtulo 4. Posteriormente, retornaremos
a` teoria de SOC, descrevendo os problemas originais os quais se propoˆs
resolver e contextualizando-a dentro deste trabalho.
2.1 TRANSIC¸O˜ES DE FASE E CRITICALIDADE
Uma transic¸a˜o de fase ocorre quando as propriedades de um dado
sistema mudam de maneira percept´ıvel, de modo que haja uma singula-
ridade na energia livre que o descreve (YEOMANS, 1992). O formalismo
desenvolvido pela Mecaˆnica Estat´ıstica para descreveˆ-las pode ser apli-
cado a uma enorme variedade de sistemas de muitos corpos, sendo al-
guns exemplos as transic¸o˜es l´ıquido-ga´s, condutor-supercondutor, para-
magneto-ferromagneto, ordem-desordem estrutural, etc.
De acordo com a classificac¸a˜o de Ehrenfest, corrigida por Fisher
(Ibid., p.22), ha´ dois tipos de transic¸a˜o de fase cujas caracter´ısticas sa˜o
muito diferentes. A saber, quando duas fases claramente distintas esta˜o
separadas por uma linha de coexisteˆncia, a transic¸a˜o e´ dita de primeira
ordem, estando caracterizada por uma descontinuidade numa derivada
de primeira ordem da energia livre. Caso contra´rio, se as duas fases
na˜o estiverem claramente separadas, ja´ que a transic¸a˜o entre as duas
fases e´ suave, e haja alguma singularidade ou descontinuidade em uma
das derivadas de ordem superior, a transic¸a˜o e´ dita cont´ınua, cr´ıtica ou
de segunda ordem.
2.1.1 Transic¸o˜es de 1a Ordem
O estado de um sistema e´ completamente determinado quando
conhecemos sua relac¸a˜o fundamental (ou potencial termodinaˆmico) e
o valor de suas varia´veis termodinaˆmicas7. Em particular, trataremos
de sistemas convenientemente descritos pelo potencial de Gibbs G, u´til
para tratar sistemas termodinaˆmicos em contato com um reservato´rio
te´rmico e com um reservato´rio de volume, no caso de fluidos, ou com
7Usualmente, as varia´veis termodinaˆmicas (e suas conjugadas por transformada
de Legendre) sa˜o: entropia S, temperatura T , energia interna U , pressa˜o P , volume
V , potencial qu´ımico µ, nu´mero de part´ıculas (ou nu´mero de mols) N , campo
magne´tico H, magnetizac¸a˜o M , etc.
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um reservato´rio te´rmico e um reservato´rio de campo magne´tico, no caso
de sistemas magne´ticos, defin´ımo-lo como, respectivamente (CALLEN,
1985):
G ≡ G(T, P,N) ou G ≡ G(T,H,N) . (2.1)
Para simplificar a notac¸a˜o, definimos8 g ≡ G/N , que deve ser uma
func¸a˜o coˆncava de suas varia´veis intensivas e convexa de suas varia´veis
extensivas (Ibid., p.208), resultando na condic¸a˜o de estabilidade dada
por 2.2:
∂2g
∂T 2
≤ 0; ∂
2g
∂P 2
≤ 0 . (2.2)
A fase do sistema e´ um de seus estados de equil´ıbrio. Para achar
o estado de equil´ıbrio de um sistema descrito por g(T, P ), minimizamos
g com relac¸a˜o aos paraˆmetros livres do sistema (u e v, neste caso, pois
T e P sa˜o fixos para uma dada fase) (Ibid., p.218).
Em outras palavras, a fase em que o sistema se encontra e´, por-
tanto, o mı´nimo global (obtido pela minimizac¸a˜o de g em relac¸a˜o a u
e v) da energia livre de Gibbs por part´ıcula, g(T, P ). Apesar das flu-
tuac¸o˜es, o sistema permanece esta´vel nesse mı´nimo (Ibid., p.210–222).
A figura 1 ilustra as fases de um sistema definido por G(T, P ).
A superf´ıcie G(T, P ) sobre o plano T × P (ilustrada para um
P qualquer na figura 1) e´9 G(T, P ) ≡ Gs(T, P ) para T < T1, pois
Gs(T, P ) < Gl(T, P ) e Gs(T, P ) < Gg(T, P ). O mesmo vale para as
outras duas fases. Ou seja, a fase e´ sempre a superf´ıcie mais baixa
sobre o plano T × P . Os cruzamentos entre Gs, Gl e Gg da˜o origem
a`s curvas de coexisteˆncia10. A projec¸a˜o de G(T, P ) em T × P e´ o que
costuma-se chamar de diagrama de fases (Ibid., p.220).
Quando variamos os paraˆmetros intensivos de maneira contro-
lada, de uma condic¸a˜o inicial (T1, P1), em direc¸a˜o a` linha de coe-
xisteˆncia, (T2, P2), a diferenc¸a na profundidade dos mı´nimos de
11 g(T, P ; v)
diminui, tornando-os iguais justamente sobre a linha de coexisteˆncia.
8Adotando a convenc¸a˜o de letras maiu´sculas para uma grandeza em func¸a˜o do
nu´mero de part´ıculas, por exemplo G(T, P,N), e letras minu´sculas para grandezas
extensivas por part´ıcula, por exemplo a energia livre por part´ıcula, g(T, P ), o volume
por part´ıcula, v = V/N , etc.
9AssumindoGsolido(T, P ) ≡ Gs(T, P ), Gliquido(T, P ) ≡ Gl(T, P ) eGgas(T, P ) ≡
Gg(T, P ). Cada uma dessas superf´ıcies corresponde a um mı´nimo global de G em
relac¸a˜o aos paraˆmetros livres.
10Estas curvas levam este nome justamente por ser uma regia˜o onde coexistem
duas fases igualmente prova´veis de encontrar o sistema. Ambas as fases sa˜o mı´nimos
globais do sistema.
11Esta notac¸a˜o significa que a func¸a˜o g(T, P ) pode ser representada em func¸a˜o do
volume espec´ıfico v – um paraˆmetro livre – em torno do qual ela deve ser minimizada
para satisfazer a condic¸a˜o de equil´ıbrio dada em Callen (1985, p.157).
41
G
(T
,P
)
TT1 T2
Sólido Líquido Gás
GGás(T,P)
GLíquido(T,P)
GSólido(T,P)
Figura 1. Ilustrac¸a˜o das fases de um sistema descrito por G(T, P ),
com P fixo. O estado do sistema e´ determinado pelo menor valor de
G(T, P ), entre Gsolido(T, P ), Gliquido(T, P ) e Ggas(T, P ). Portanto, o
estado do sistema e´ so´lido para T < T1, l´ıquido para T1 < T < T2 e
gasoso para T > T2.
Matematicamente, considerando a fase inicial A e a final B, te-
mos a evoluc¸a˜o:
gA(T1, P1; vA) < gB(T1, P1; vB)
⇒ gA(T2, P2; vA) = gB(T2, P2; vB) , (2.3)
onde vA 6= vB. Da´ı, a coexisteˆncia da substaˆncia em duas fases dife-
rentes (gA(T2, P2; vA) = gB(T2, P2; vB)), caracterizando uma transic¸a˜o
de primeira ordem.
Para determinar a curva de coexisteˆncia, dada na equac¸a˜o 2.3,
varia-se a temperatura e a pressa˜o de quantidades infinitesimais (δT, δP )
– tanto em gA quanto em gB, de modo deixar a fase A em direc¸a˜o a`
B e deixar a fase B em direc¸a˜o a` A. Portanto, podemos expandir em
Taylor ate´ primeira ordem em torno de (T2, P2) ≡ (T, P ):
gA(T + δT, P + δP ; vA) = gB(T + δT, P + δP ; vB)
gA(T, P ; vA) +
∂gA
∂T
δT +
∂gA
∂P
δP = gB(T, P ; vB) +
∂gB
∂T
δT +
∂gB
∂P
δP .
(2.4)
Como, por hipo´tese em 2.3, a temperatura em que se encontram
as duas fases e´ a mesma, esta se mante´m constante durante a transic¸a˜o,
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de modo que o calor atribu´ıdo a essa transformac¸a˜o e´:
d¯Q = Tds⇒ ∆Q = T
∫ B
A
ds = T (sB − sA)
⇒ ∆Q = T∆s⇒ ∆s = L
T
, (2.5)
onde definimos L = T∆s, sendo s a entropia por mol, como o calor
latente da transic¸a˜o.
Ja´ que a pressa˜o tambe´m se mante´m constante, eq. 2.3, pode-
mos cancelar os termos gA(T, P ; vA) e gB(T, P ; vB) (pois ambas sa˜o
iguais; eq. 2.3) em 2.4 e reorganizar o restante, colocando δT e δP em
evideˆncia: (
∂gA
∂T
− ∂gB
∂T
)
δT =
(
∂gB
∂P
− ∂gA
∂P
)
δP . (2.6)
Agora, basta escrever a energia livre dada em 2.1 na forma dife-
rencial,
dg =
∂g
∂T
dT +
∂g
∂P
dP = −sdT + vdP , (2.7)
e substituir a entropia, s = −∂g/∂T , e o volume, v = ∂g/∂P , em 2.6:
(sB − sA) δT = (vB − vA) δP
⇒ dP
dT
=
sB − sA
vB − vA =
∆s
∆v
, (2.8)
ou, com uso do calor latente em 2.5,
dP
dT
=
L
T∆v
, (2.9)
que e´ a forma diferencial da equac¸a˜o de Clausius-Clapeyron.
Dessa deduc¸a˜o, fica claro que ambos, entropia e volume espec´ıfico,
sa˜o func¸o˜es descont´ınuas que da˜o um salto durante a transic¸a˜o da fase
A para a fase B, ambas no mesmo ponto de temperatura e pressa˜o
(T, P ). Como estas varia´veis sa˜o derivadas de primeira ordem da ener-
gia livre, este tipo de transic¸a˜o recebe este o nome de transic¸a˜o de
primeira ordem.
Fica claro, tambe´m, que a transic¸a˜o ocorre devido a uma flu-
tuac¸a˜o no sistema. I.e., quando o resfriamos de (T1, P1) ate´ o ponto
de transic¸a˜o de maneira quase-esta´tica, a fase permanece a mesma ate´
que uma flutuac¸a˜o (δT, δP ) conduza, pelo menos, uma pequena parte
do sistema ao outro estado.
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Podemos definir o paraˆmetro de ordem de transic¸o˜es l´ıquido-ga´s
como sendo 1/vA − 1/vB. Assim, uma transic¸a˜o descont´ınua estara´
sempre ligada a um paraˆmetro de ordem descont´ınuo. Neste caso, o
volume varia repentinamente de vA a vB .
Uma construc¸a˜o ana´loga pode ser feita para um modelo magne´tico
de spin 1/2 descrito por g(T,H), de onde obtemos uma expressa˜o si-
milar a` 2.8, dada por:
dH
dT
=
∆s
∆m
, (2.10)
onde m e´ a magnetizac¸a˜o por part´ıcula dada por m = −∂g/∂H .
Se considerarmos a entropia como uma medida da desordem,
dada pela fo´rmula de Boltzmann S(E,N) = k ln (Ω(E,N)), onde k e´ a
constante de Boltzmann, E a energia e Ω (E,N) e´ o nu´mero de estados
acess´ıveis para uma dada energia, ou temperatura, e um dado nu´mero
de part´ıculas, enta˜o teremos SA = SB, pois a quantidade de estados
acess´ıvel para ambas as fases, A e B, e´ a mesma, ja´ que o modelo pos-
sui simetria de inversa˜o de campo12. Portanto ∆s = 0 ⇒ dH/dT = 0,
mostrando que a linha de coexisteˆncia e´ paralela ao eixo de temperatu-
ras, estando particularmente em H = 0. Este e´ tambe´m um exemplo de
uma transic¸a˜o de fase onde na˜o ha´ calor latente, ja´ que as entropias sa˜o
iguais, estando os estados caracterizados por magnetizac¸o˜es de sinais
opostos, mas de mesma intensidade.
De qualquer maneira, ainda temos uma descontinuidade na mag-
netizac¸a˜o – derivada de primeira ordem da energia livre – sobre a
curva de coexisteˆncia de fases dada por H = 0 e T < Tc, onde Tc
e´ a temperatura cr´ıtica, o que caracteriza essa transic¸a˜o como de pri-
meira ordem. No entanto, ao nos aproximarmos do ponto definido por
(T = Tc, H = 0) a transic¸a˜o muda fundamentalmente, tornando-se
cont´ınua, como veremos a seguir.
2.1.2 Transic¸o˜es Cont´ınuas
Transic¸o˜es cont´ınuas ocorrem quando ha´ alguma discontinuidade
ou singularidade em, pelo menos, uma das derivadas de ordem supe-
rior da energia livre. Essas singularidades sa˜o descritas em termos de
expoentes cr´ıticos, cada um representando o comportamento de uma
dada func¸a˜o termodinaˆmica quando T → Tc – calor espec´ıfico, suscep-
tibilidade ou compressibilidade isote´rmica, magnetizac¸a˜o, etc. O im-
12Ao trocar o sinal do campo, o sistema continua igual, mas agora com um sinal
trocado tambe´m na magnetizac¸a˜o.
44
pressionante e´ que esses expoentes se mostram iguais para uma grande
variedade de sistemas (desde que estes tenham mesma simetria).
A teoria do Grupo de Renormalizac¸a˜o explica esse fenoˆmeno e ge-
neraliza esse comportamento cr´ıtico. Na˜o e´ de nosso interesse detalha´-
la, ja´ que a teoria fenomenolo´gica de Landau, baseada na descric¸a˜o
apresentada na sec¸a˜o anterior, da´ uma boa ide´ia do que ocorre numa
transic¸a˜o cr´ıtica em termos da energia livre g(T,H), mesmo que os ex-
poentes obtidos com ela sejam de campo me´dio. Para uma descric¸a˜o
mais detalhada, recomenda-se seguir os trabalhos de Stanley (1971)
e Yeomans (1992). Ademais, a teoria de Landau fornece ferramentas
suficientes para a ana´lise qualitativa que faremos adiante.
Quando no ponto cr´ıtico (T = Tc e H = Hc), o comportamento
das varia´veis termodinaˆmicas de modelos magne´ticos pode ser descrito
atrave´s de expoentes cr´ıticos, definidos por (Ibid., p.26):
• calor espec´ıfico a campo nulo:
cH ∼ |t|−α (2.11)
• paraˆmetro de ordem (magnetizac¸a˜o a campo nulo, figura 2):
m ∼ (−t)β (2.12)
• susceptibilidade magne´tica isote´rmica a campo nulo:
χT ∼ |t|−γ (2.13)
• isoterma cr´ıtica (t = 0):
H ∼ |m|−δsgn(m) (2.14)
• comprimento de correlac¸a˜o:
ξ ∼ |t|−ν (2.15)
• correlac¸a˜o de pares em (t = 0):
Γ(~r) ∼ 1/rd−2+η , (2.16)
onde α, β, γ, δ, ν e η sa˜o os expoentes cr´ıticos, d e´ a dimensionalidade
do sistema, sgn(x) e´ a func¸a˜o sinal, ~r uma distaˆncia radial em relac¸a˜o a
um elemento qualquer do sistema e definimos a temperatura reduzida
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t:
t ≡ T − Tc
Tc
. (2.17)
E´ importante destacar que a func¸a˜o e o comprimento de correlac¸a˜o,
eqs. 2.15 e 2.16, divergem apenas sobre o ponto cr´ıtico. Para outras
temperaturas, a correlac¸a˜o cai exponencialmente e o comprimento de
correlac¸a˜o e´ pequeno. Ou seja, o sistema e´ fortemente correlacionado
sobre o ponto cr´ıtico e fracamente correlacionado fora dele. Em outras
palavras, sobre o ponto cr´ıtico uma pequena flutuac¸a˜o pode se propagar
por qualquer quantidade de elementos da rede, inclusive por toda ela,
ja´ que todos os seus elementos esta˜o fortemente correlacionados; esta e´
uma propriedade importante para caracterizar o estado SOC.
Figura 2. Esboc¸o da magnetizac¸a˜o (paraˆmetro de ordem) de um ferro-
magneto em func¸a˜o da temperatura. kB e´ a constante de Boltzmann e
J e´ o acoplamento do modelo.
Toda transic¸a˜o cont´ınua esta´ relacionada com um paraˆmetro de
ordem que varia continuamente e se anula sobre a transic¸a˜o de fase que
ocorre em (T = Tc, H = Hc), sendo este ponto conhecido como ponto
cr´ıtico. Um esboc¸o da magnetizac¸a˜o em func¸a˜o da temperatura para
um ferromagneto esta´ na figura 2.
Sa˜o exemplos de paraˆmetro de ordem: a magnetizac¸a˜o no mo-
delo de Ising, a diferenc¸a entre volumes das fases l´ıquida e gasosa no
modelo de van der Waals, a polarizac¸a˜o espontaˆnea de um material
ferroele´trico, a diferenc¸a entre as densidades do cobre e do zinco num
s´ıtio da rede cristalina da liga bina´ria de CuZn, etc (SALINAS, 1999).
Deter-nos-emos em estudar o caso em que o paraˆmetro de ordem e´ a
magnetizac¸a˜o m.
O ca´lculo dos expoentes cr´ıticos para o modelo fenomenolo´gico
de Landau se encontra no apeˆndice A, por completeza.
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2.2 CRITICALIDADE AUTO-ORGANIZADA (SOC)
A teoria de Criticalidade Auto-Organizada foi proposta por Bak,
Tang e Wiesenfeld em 1987 para explicar o ru´ıdo13 1/f (BAK; TANG;
WIESENFELD, 1987, 1988). Tal ru´ıdo na˜o pode ser obtido de maneira
trivial – ou por integrac¸a˜o ou por diferenciac¸a˜o – de algum ru´ıdo con-
veniente e, ainda assim, e´ muito comum na natureza. Ele e´ encontrado
em diversos campos do conhecimento como f´ısica, engenharia, biologia,
astrof´ısica, geof´ısica, economia, psicologia, linguagem e mu´sica (WARD;
GREENWOOD, 2007). Sendo assim, argumentam Bak, Tang e Wiesen-
feld, deve haver uma teoria geral (independente de detalhes do sistema
descrito) que descreva o aparecimento desse ru´ıdo.
Ate´ enta˜o, as teorias que tentavam explicar a emergeˆncia do
ru´ıdo 1/f eram espec´ıficas e dependiam de detalhes dos fenoˆmenos que
descreviam (Ibid.). Portanto, a SOC foi a primeira teoria indepen-
dente de um fenoˆmeno espec´ıfico que se propoˆs a explicar, de maneira
generalizada, a ocorreˆncia desse ru´ıdo como decorrente de estruturas
auto-similares presentes nos mais diversos sistemas (BAK, 1996; JEN-
SEN, 1998).
O espectro de poteˆncia14 e´ a decomposic¸a˜o espectral de um si-
nal temporal, mostrando o quanto (em energia por unidade de tempo)
uma dada frequeˆncia f contribui para um sinal temporal qualquer. As-
sim, obter uma lei de poteˆncia do tipo S(f) ∝ 1/f como espectro de
poteˆncia significa que todas as frequeˆncias do espectro contribuem para
a dinaˆmica do sistema que esta´ gerando o sinal transformado (BAK,
1996, p.22), o que, sob certas condic¸o˜es, indica (JENSEN, 1998, p.9):
• forte correlac¸a˜o temporal;
• falta de escala de tempo caracter´ıstica (grande variabilidade);
• estabilidade de longo alcance;
Os autores argumentam que essas caracter´ısticas sa˜o consequeˆncia da
organizac¸a˜o do sistema em estruturas auto-similares no espac¸o e no
tempo (ja´ que se carece de uma escala de tempo bem definida). E mais,
13Ru´ıdo 1/f significa que a densidade espectral, ou espectro de poteˆncia12 , apre-
senta a forma S(f) ∝ 1/fβ , geralmente com 0.5 ≤ β ≤ 1.5. Situa-se entre o
ru´ıdo branco (S(f) = constante) e o ru´ıdo Browniano (S(f) ∝ 1/f2) (WARD;
GREENWOOD, 2007).
14Seja F (ω) a transformada de Fourier de um sinal temporal T (t), o espectro
de poteˆncia e´ definido como S(ω) = |F (ω)|2 (BAKER; GOLLUB, 1996), onde a
frequeˆncia ω = 2πf .
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essas estruturas auto-similares espac¸o-temporais sa˜o consequeˆncias umas
das outras (MASLOV; PACZUSKI; BAK, 1994), resultando no espectro
1/f . Em outras palavras, a grande variabilidade nos tempos carac-
ter´ısticos do sistema indica que ha´ processos ocorrendo muito lenta-
mente, bem como processos extremamente ra´pidos15. Em s´ıntese, a
teoria de SOC e´ a proposta de um mecanismo gene´rico do qual emer-
gem espontaneamente estruturas auto-similares no espac¸o e no tempo
(matematicamente representadas por leis de poteˆncia), relacionando-as
com a presenc¸a do ru´ıdo 1/f . Esses sistemas ta˜o distintos e comuns,
os quais essa teoria se propo˜e a descrever, recebem o nome de Sistemas
Complexos16.
Em seu estudo, estamos interessados na decomposic¸a˜o espectral
do sinal temporal definido pelo tamanho e pela durac¸a˜o de avalanches17
em um dado sistema dissipativo, bem como se o sistema apresenta uma
estrutura fractal (devido a falta de escalas caracter´ısticas) no espac¸o (na
distribuic¸a˜o de tamanho de avalanches) e no tempo (na distribuic¸a˜o de
durac¸a˜o de avalanches). Em outras palavras, supondo que estejamos
lidando com um processo estaciona´rio (JENSEN, 1998, p.9), constata-se
que essas distribuic¸o˜es sa˜o dadas, respectivamente, por:{
P (s) ∼ s−α
P (t) ∼ t−τ , (2.18)
onde s e´ o tamanho de uma avalanche e t sua durac¸a˜o, o que gera um
espectro de poteˆncias com a forma 1/fβ (BAK; TANG; WIESENFELD,
1987; JENSEN; CHRISTENSEN; FOGEDBY, 1989), confirmando as treˆs
caracter´ısticas listadas acima. As distribuic¸o˜es dadas em 2.18 apresen-
tam estrutura fractal, ja´ que leis de poteˆncia carecem de uma escala
caracter´ıstica18, o que significa que ha´ uma grande variabilidade nas
varia´veis s e t, de maneira ana´loga ao que foi discutido na sec¸a˜o 2.1.2.
Em outras palavras, do mesmo sistema podem derivar eventos comple-
15Essa distinc¸a˜o entre esses dois tipos de processos sera´ de grande importaˆncia
ao descrever o que e´ essencial para que um sistema desenvolva um estado SOC.
16Para uma discussa˜o introduto´ria, ver (NICOLIS; ROUVAS-NICOLIS, 2007;
SPORNS, 2007; BAK, 1996) e suas refereˆncias.
17Definimos uma avalanche como sendo um conjunto de eventos disparados em
decorreˆncia de um est´ımulo externo. Intuitivamente, podemos tomar uma avalanche
de neve como exemplo: o conjunto de todos os gra˜os de neve que deslizam (eventos)
formam a avalanche, que foi previamente causada por algum est´ımulo externo (um
pequeno tremor de terra, um som muito alto, etc).
18Isso significa que num processo de re-escala da varia´vel s, por exemplo, a mu-
danc¸a relativa em P (s) independe de s: P (ks)/P (s) = k−α, onde k e´ uma constante
qualquer e P (s) = s−α.
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tamente distintos temporal e espacialmente, o que, segundo Bak (1996),
explica a grande variabilidade observada na natureza, estando as gran-
dezas t e s diretamente relacionadas por (BAK; TANG; WIESENFELD,
1987):
t1+γ ≈ s (2.19)
onde γ e´ a taxa atrave´s da qual a avalanche se espalha no sistema.
Apesar de Jensen, Christensen e Fogedby (1989) terem mostrado
que o ru´ıdo na proposta original de Bak, Tang e Wiesenfeld e´, na ver-
dade, 1/f2, ha´ outros exemplos na literatura onde o ru´ıdo e´ 1/f em que
a explicac¸a˜o empregada e´ a pro´pria SOC (MASLOV; TANG; ZHANG, 1999;
DE-LOS-RIOS; ZHANG, 1999), ale´m de trabalhos teo´ricos que corrigem
as inconsisteˆncias do ru´ıdo 1/f no trabalho de Bak, Tang e Wiesen-
feld (VESPIGNANI; ZAPPERI, 1998). Mesmo com ru´ıdo 1/f2, segundo
Jensen (1998, p.41), a proposta de Bak, Tang e Wiesenfeld continua
interessante, pois na˜o e´ um caso que resulta de um simples processo
de Poisson19 (lembrando que sabemos da origem do processo expresso
por 2.18), assim o ru´ıdo 1/f2 torna-se ta˜o interessante quanto qualquer
outro comportamento de lei de poteˆncia, so´ na˜o pode ser utilizado para
explicar a origem do ru´ıdo 1/f .
2.2.1 Pre´-Requisitos da Auto-Organizac¸a˜o Cr´ıtica
Bak, Tang e Wiesenfeld (1987) estudam um modelo computacio-
nal de pilha de areia muito simples para introduzir a teoria de SOC.
Basicamente, o modelo proposto consiste nas seguintes regras:
• Acu´mulo de tensa˜o: joga-se areia no monte de maneira contro-
lada;
• Relaxac¸a˜o: a areia desliza sobre os gra˜os vizinhos caso a in-
clinac¸a˜o do monte seja maior que um limite.
Deste sistema, podemos tirar algumas caracter´ısticas que se mos-
traram essenciais para o desenvolvimento de SOC nos estudos feitos
desde enta˜o. Sa˜o elas20 (JENSEN, 1998; LINKENKAER-HANSEN, 2002):
19Processo de Poisson e´ um processo estoca´stico que consiste num conjunto de
eventos que ocorrem no tempo de maneira independente. Mais detalhes no apeˆndice
B.5.
20Muitas caracter´ısticas aqui descritas podem ser condensadas em outras, tor-
nando aparentemente menor a quantidade de pre´-requisitos. Pore´m, achamos im-
portante explicita´-las em detalhes.
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• Regras internas simples e dinaˆmica complexa emergente;
◦ No caso da pilha de areia, temos apenas duas regras muito
simples, como visto. E veremos que dessas regras, emerge um
comportamento cr´ıtico, ou complexo, no sentido que definimos
anteriormente.
• Separac¸a˜o de escalas temporais;
◦ O tempo de acu´mulo de tensa˜o deve ser muito maior que
o tempo de relaxac¸a˜o. Ou seja, as avalanches devem ser ra´pidas
comparadas com o tempo levado para atingir a inclinac¸a˜o cr´ıtica
no processo de tensionamento – processos em diferentes escalas
de tempo, como ja´ mencionado.
• Limiares locais;
◦ E´ necessa´ria a presenc¸a de limiares a partir dos quais o
sistema relaxa. Eles devem ser locais de modo que as avalanches
sejam localizadas. No caso da pilha de areia, a inclinac¸a˜o e´ local,
pois podemos ter partes da pilha com diferentes inclinac¸o˜es, enta˜o
teremos locais mais pro´ximos do limite de tensa˜o e locais mais
distantes, fazendo com que haja avalanches em alguns locais e
posteriormente em outros.
• Interac¸o˜es locais;
◦ Cada objeto que compo˜e o sistema deve interagir apenas
com sua primeira gerac¸a˜o de vizinhos, assim como na pilha de
areia a avalanche deve se propagar sobre uma gerac¸a˜o de vizinhos
por vez.
• O sistema na˜o deve ser ajustado por algum agente externo;
◦ Em outras palavras, o sistema deve ser auto-organizado,
atingindo um comportamento cr´ıtico sem que algum paraˆmetro
seja ajustado por um experimentalista de maneira adequada, por
exemplo, como no caso das transic¸o˜es de segunda ordem convencio-
nais estudadas, onde devemos ajustar a temperatura e o campo
externo de modo a levar o sistema ate´ o ponto cr´ıtico.
• Dissipac¸a˜o e na˜o-linearidade;
◦ O sistema deve estar sujeito a dissipac¸a˜o, i.e., a energia
deve fluir atrave´s do sistema, na˜o ficando concentrada. Podemos
imaginar a pilha de areia sobre uma mesa: algumas avalanches
va˜o escorregar para fora da mesa, fazendo o sistema dissipar ener-
gia potencial.
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• Independeˆncia de condic¸o˜es iniciais;
◦ A dinaˆmica de avalanches deve emergir no monte de areia
independentemente de quanta areia ja´ estava presente la´ antes de
comec¸ar as medidas.
• O sistema deve ser extenso e estar num estado estaciona´rio.
◦ Basicamente, SOC e´ um fenoˆmeno coletivo, portanto nasce
da interac¸a˜o de muitos corpos. Pore´m, na˜o e´ um comportamento
completamente aleato´rio e, sim, um comportamento dinaˆmico
esta´vel – pois prevalece mesmo perante perturbac¸o˜es externas – e
definido em termos dos padro˜es espaciais e temporais que podem
ser medidos no sistema.
Essas caracter´ısticas, apesar de em grande nu´mero, sa˜o, em mai-
oria, comumente encontradas em diversos sistemas dinaˆmicos21 (MON-
TEIRO, 2006). Em s´ıntese, sistemas que apresentam essas caracter´ısticas,
sa˜o considerados criticamente auto-organizados se:
• As distribuic¸o˜es de atividade temporal e espacial obedecerem leis
de poteˆncia (eq. 2.18);
◦ Como vimos na sec¸a˜o 2.1.2, leis de poteˆncia caracterizam o
estado cr´ıtico. Essas leis de poteˆncia tambe´m evidenciam a auto-
similaridade espac¸o-temporal. Essas distribuic¸o˜es, nesse caso, sa˜o
frutos de uma dinaˆmica por avalanches.
• Possu´ırem forte correlac¸a˜o temporal e espacial;
◦ O que gera o sinal 1/fβ como espectro de poteˆncias.
Para colocar em uma frase, o conceito de criticalidade entra aqui para
expressar, portanto, o comportamento descrito atrave´s de leis de poteˆn-
cia, extremamente suscept´ıvel a est´ımulos externos, fortemente correla-
cionado espacial e temporalmente e esta´vel no tempo, sendo esse estado
um atrator global da dinaˆmica do sistema (BAK; TANG; WIESENFELD,
1987).
E´ importante notar que va´rios esforc¸os foram feitos na busca de
um formalismo para a teoria de SOC (DHAR, 2006; VESPIGNANI; ZAP-
PERI, 1998; DE-LOS-RIOS; ZHANG, 1999, entre outros)22, mas nenhum
21Sistemas dinaˆmicos sa˜o sistemas descritos por equac¸o˜es diferenciais acopladas,
geralmente na˜o-lineares, ou por mapas – equac¸o˜es de diferenc¸as –, portanto teˆm
uma evoluc¸a˜o temporal bem determinada, apesar desta depender fortemente do
valor dos paraˆmetros do sistema.
22Ver Jensen (1998) para um resumo de alguns formalismos.
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obteve sucesso em descrever as leis de poteˆncia analiticamente, ape-
sar de mostrarem que os sistemas possuem atratores cr´ıticos (JENSEN,
1998). A falta de resultados anal´ıticos torna a classificac¸a˜o de um sis-
tema como SOC dif´ıcil. Por outro lado, Bak (1996) argumenta que uma
teoria que descreve sistemas complexos na˜o poderia ser simples. Sendo
assim, sabemos que o fenoˆmeno que essa teoria tenta descrever ocorre
na natureza, como veremos a seguir, mas a du´vida permanece sobre se
a explicac¸a˜o fornecida pela Teoria de Criticalidade Auto-Organizada e´
a melhor poss´ıvel.
2.2.2 Sistemas Criticamente Auto-Organizados
Bak (1996) e Jensen (1998) trazem diversos exemplos de siste-
mas onde ocorre, de fato, SOC, tais como deposic¸a˜o de sedimentos,
formac¸a˜o de litorais e paisagens, crescimento de superf´ıcies, engarra-
famentos no traˆnsito, dinaˆmica de vo´rtices em super-condutores, mer-
cado financeiro, chuvas, inceˆndios em florestas, avalanches no Himalaya
e ate´ evoluc¸a˜o. Alguns trabalhos ainda sugerem que SOC pode ser a
teoria que explica alguns fenoˆmenos observados no ce´rebro (BEGGS;
PLENZ, 2003, 2004; PRIESEMANN; MUNK; WIBRAL, 2009; VERTES; BAS-
SETT; DUKE, 2011). Nesta sec¸a˜o, destacaremos alguns dos sistemas ja´
consagrados, pontuando suas principais caracter´ısticas que os fazem se
encaixar nos itens listados na sec¸a˜o anterior, discutindo a seguir por
que devemos esperar SOC em algumas redes de neuroˆnios do ce´rebro.
Como exposto na sec¸a˜o 2.2.1, a pilha de areia exibe SOC sob
certas condic¸o˜es. E´ vasta a literatura que estuda este modelo. Dentre
eles, Bak, Tang e Wiesenfeld (1987, 1988), Jensen, Christensen e Fo-
gedby (1989), Maslov, Tang e Zhang (1999), Dhar (2006), Vespignani
e Zapperi (1998), etc, para citar alguns.
Foram encontrados problemas no estudo experimental da pilha
de areia, como o balanc¸o entre a ine´rcia dos gra˜os ao escorregar do
monte e o atrito entre os gra˜os da avalanche e a pilha de areia (BAK,
1996). Frente a dificuldades, decidiu-se estudar pilhas de arroz, onde
se verificou tambe´m a presenc¸a de SOC (FRETTE et al., 1996; BEN-
GRINE et al., 1999; PRUESSNER, 2003). A dinaˆmica da pilha de arroz e´
completamente similar a` da pilha de areia.
A dinaˆmica dos terremotos e´ estudada ha´ muitos anos, pelo me-
nos desde 1895 por Omori no Japa˜o (OMORI, 1895). Esse sistema foi
estudado em detalhes por Christensen (1992), Olami, Feder e Chris-
tensen (1992), Rundle et al. (1997), Kinouchi, Pinho e Prado (1998),
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Lise e Paczuski (2001a, 2001b), Bak et al. (2002), Kotani, Yoshino e
Kawamura (2008), entre outros. A dinaˆmica consiste no acu´mulo de
tensa˜o por atrito entre as placas tectoˆnicas e na relaxac¸a˜o atrave´s de
terremotos.
A formac¸a˜o de chuvas tambe´m e´ um sistema comumente estu-
dado (PETERS; HERTLEIN; CHRISTENSEN, 2002; PETERS; CHRISTEN-
SEN, 2002). Neste caso, o acu´mulo de tensa˜o e´ a formac¸a˜o das gotas
de chuva e o limiar e´ a massa das gotas, ja´ que a partir de uma certa
massa, a forc¸a peso torna-se maior que a forc¸a de sustentac¸a˜o do ar,
fazendo a gota cair. As avalanches sa˜o as pro´prias chuvas.
Por u´ltimo, destacaremos os inceˆndios em florestas (DROSSEL;
SCHWABL, 1992; CHRISTENSEN; FLYVBJERG; OLAMI, 1993; MALAMUD;
MOREIN; TURCOTTE, 1998) que consiste na formac¸a˜o de clusters23 de
a´rvores, acumulando tensa˜o no sistema, e posteriormente queimando
clusters aleatoriamente, sendo cada inceˆndio uma avalanche.
2.2.3 Modelos computacionais
Na dificuldade de achar um formalismo geral e consistente para a
SOC, seu estudo foi feito principalmente por modelos computacionais.
Cada um dos sistemas citados na sec¸a˜o anterior possui um modelo com-
putacional correspondente de onde se pode tirar as leis de poteˆncia das
distribuic¸o˜es de atividade temporal e espacial, ale´m de outras carac-
ter´ısticas importantes no estudo da SOC.
Descreveremos por alto apenas dois algoritmos:
1. Pilha de Areia, pois e´ o modelo originalmente proposto por Bak,
Tang e Wiesenfeld (detalhado no artigo original de Bak, Tang e
Wiesenfeld (1987, 1988) e no livro de Jensen (1998));
2. Fogo na Floresta, pois apresenta semelhanc¸as com o nosso mo-
delo proposto (detalhado em Drossel e Schwabl (1992), em Ch-
ristensen, Flyvbjerg e Olami (1993) e tambe´m no livro de Jensen
(1998));
E´ importante notar que conforme Kinouchi (1998) discute, os
modelos computacionais na˜o podem ser ditos auto-organizados, con-
forme conceituado no in´ıcio deste cap´ıtulo, pois todos dependem do
ajuste de alguns paraˆmetros, mesmo que sejam poucos ou ate´ imper-
ceptivelmente ajustados, como veremos.
23Traduzir como aglomerados. E´ prefer´ıvel utilizar a palavra em ingleˆs para
manter uma melhor correspondeˆncia entre este e os textos originais.
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2.2.3.1 Pilha de Areia
O modelo e´ um autoˆmato celular definido numa rede quadrada24,
onde cada ce´lula da rede e´ uma pilha de areia com c vizinhos25. De-
notando por zi(t) a quantidade de gra˜os de areia na pilha i no tempo
t e por zc a quantidade de gra˜os necessa´ria numa pilha para que a in-
clinac¸a˜o local fique insta´vel de modo a causar um desmoronamento, as
regras sa˜o representadas no passo de tempo t+ 1 por:
1. Sorteia-se um s´ıtio n;
2. zn(t+ 1) = zn(t) + 1;
3. Se zn(t+ 1) = zc, enta˜o comec¸a uma avalanche:
(a) z〈j〉(t+1) = z〈j〉(t)+1, onde 〈j〉 denota os primeiros vizinhos
de n (se n for uma pilha na fronteira da rede com c′ vizinhos,
enta˜o e´ dissipada a quantidade zc − c′ de gra˜os);
(b) zn(t+ 1) = zn(t+ 1)− c;
(c) Se zi(t+1) ≥ zc para algum i, enta˜o n = i e volta para (a);
(d) Sena˜o, volta para 1.
A quantidade de passos de tempo t em que o algoritmo perma-
nece no loop (a)⇀↽(c) e´ a durac¸a˜o de uma avalanche (o que nada mais
e´ do que a quantidade de gerac¸o˜es de vizinhos do s´ıtio inicial sorteado,
n, que foram atingidas pela avalanche). Os passos (a)→(b) definem um
desmoronamento de c gra˜os, um para cada vizinho, sendo o tamanho
da avalanche, s, definido como a quantidade total de s´ıtios atingidos
durante esse desmoronamento durante todo o loop.
A distribuic¸a˜o de t e s sera´ dada por 2.18, de onde pode ser
calculado o espectro de poteˆncias com a forma 1/fβ, independente-
mente das condic¸o˜es iniciais zi(0). Segundo Bak, Tang e Wiesenfeld
(apud JENSEN, 1998, p.5), um sinal se espalhara´ pelo sistema a me-
dida que encontrar um caminho conectado de ce´lulas insta´veis (com
z = zc). Quando o sistema e´ dirigido aleatoriamente (pelos gra˜os que
caem em s´ıtios aleato´rios, por exemplo), tendo as pilhas comec¸ado de
uma condic¸a˜o inicial aleato´ria, essas regio˜es insta´veis formara˜o um tipo
de rede aleato´ria. A rede sera´ modificada, ou correlacionada, pela ac¸a˜o
da dinaˆmica interna (redistribuic¸a˜o de gra˜os) induzida pelo forc¸amento
24Do ingleˆs, square lattice.
25No caso de rede quadrada, c = 4.
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externo (gra˜os jogados aleatoriamente). Gra˜os que caem em s´ıtios
insta´veis disparam avalanches que se propagam pelos s´ıtios insta´veis
vizinhos (ou que va˜o se tornando insta´veis a medida que a avalanche se
propaga). A dinaˆmica pa´ra sempre que o sistema relaxa internamente,
ou seja, todos os s´ıtios teˆm menos que zc gra˜os de areia.
O forc¸amento externo vai eventualmente levar alguma parte do
sistema para a instabilidade, reiniciando o processo de relaxac¸a˜o. O re-
sultado e´ uma rede complicada e delicadamente entrelac¸ada de regio˜es
acopladas dinamicamente. Ao continuar dirigindo o sistema a partir
desse estado criticamente auto-organizado marginalmente esta´vel, ve-
remos ac¸o˜es ra´pidas (avalanches), ja´ que o forc¸amento externo acaba
excitando atividades locais que se propagam por diferentes caminhos
no sistema. A natureza complexa das operac¸o˜es de forc¸amento e re-
laxac¸a˜o combinadas torna intuitivo imaginar que a rede de caminhos
dinamicamente conectados tem uma geometria esparsa parecida com a
de percolac¸a˜o. E essa geometria, conforme sugeriram, pode ter a forma
fractal desejada, tanto espacial quanto temporalmente.
Neste modelo, a criticalidade so´ se desenvolve em algumas topo-
logias da rede do autoˆmato celular, ou seja, e´ preciso ajusta´-la, fazendo
com que o modelo deixe de ser estritamente auto-organizado no sentido
discutido no in´ıcio desta sec¸a˜o.
2.2.3.2 Fogo na Floresta
Conforme discute Jensen (1998, p.66), o modelo de Fogo na Flo-
resta na˜o e´ criticamente auto-organizado, pois apesar de sua dinaˆmica
ser regida por um ponto cr´ıtico, este e´ repulsivo. Pore´m, na teoria de
campo me´dio desenvolvida por Christensen, Flyvbjerg e Olami (1993),
no limite em que o nu´mero de inceˆndios e´ muito menor que o nu´mero
de a´rvores que nascem no sistema, o ponto cr´ıtico torna-se um atrator
da dinaˆmica do sistema. Esse modelo descreve bem o espalhamento
de infecc¸o˜es (RHODES; ANDERSON, 1996). Ainda, dados representando
a frequeˆncia em func¸a˜o do tamanho de inceˆndios, medidos por insti-
tuic¸o˜es dos Estados Unidos e da Austra´lia (conforme compilados por
Paiva et al. (2011) num projeto educacional da Universidade de Lisboa)
mostram claramente uma forma de lei de poteˆncia.
O modelo e´ definido numa rede hipercu´bica de dimensa˜o d, tendo
cada s´ıtio 2d vizinhos. Em cada passo de tempo, cada um dos s´ıtios
pode assumir apenas um dos seguintes estados: vazio (estado 0); conte´m
uma a´rvore (estado 1); conte´m uma a´rvore em chamas (estado 2). Seja
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zi(t) o estado do s´ıtio i no tempo t, a dinaˆmica se da´ da seguinte ma-
neira:
1. zi(t+ 1) = 0 ∀ zi(t) = 2;
2. zn(t+ 1) = 1 com probabilidade p, onde n e´ um u´nico s´ıtio sele-
cionado aleatoriamente entre todos os s´ıtios i em que zi(t) = 0;
3. zi(t + 1) = 2 se pelo menos um dos z〈j〉(t) = 2, onde 〈j〉 denota
primeiros vizinhos;
4. zm(t+1) = 2 com probabilidade f , onde m e´ um s´ıtio selecionado
entre todos os s´ıtios i em que zi(t) = 1;
A condic¸a˜o de contorno e´ suposta perio´dica. O passo 4 (ignic¸a˜o es-
pontaˆnea) e´ essencial para obter um estado cr´ıtico na rede, sena˜o o
sistema se torna perio´dico com um comprimento caracter´ıstico dado
por 1/p. Pore´m, a criticalidade so´ pode ser obtida se tomarmos o li-
mite p → 0 e f/p → 0 (a´rvores entram em ignic¸a˜o espontaˆnea muito
mais raramente do que crescem novas a´rvores, condic¸a˜o necessa´ria para
a separac¸a˜o de escalas temporais).
A dimensa˜o cr´ıtica do modelo foi mostrada ser 6 (CHRISTENSEN;
FLYVBJERG; OLAMI, 1993), possibilitando sua relac¸a˜o com modelos de
percolac¸a˜o, cujos resultados esta˜o melhor estabelecidos.
2.2.4 E´ Poss´ıvel Haver SOC no Ce´rebro?
As caracter´ısticas ha´ pouco listadas tambe´m se fazem presentes
no ce´rebro, tornando-o atraente do ponto de vista da SOC. Nesta sec¸a˜o,
justificaremos essa hipo´tese, uma vez que ela e´ a motivac¸a˜o principal
deste trabalho.
A estrutura do ce´rebro e´ composta por bilho˜es de neuroˆnios, atin-
gindo uma densidade de aproximadamente 105 ce´lulas/mm2 de tecido
cortical, estando cada ce´lula sujeita a, em me´dia, de 103 a 104 sinap-
ses, sendo a maioria delas locais (em um raio de aproximadamente 3
mm), apesar de algumas serem de longo alcance (NUNEZ, 1995). Essa
estrutura e´ essencial para o desenvolvimento de SOC, pois esta consiste
na formac¸a˜o de padro˜es auto-similares no espac¸o e no tempo, o que re-
quer um sistema amplo espacialmente (com muitos elementos), capaz
de armazenar memo´rias26, evidenciando uma forte correlac¸a˜o tempo-
ral entre dois eventos. Assim, mudanc¸as estruturais devem ocorrer
26Uma memo´ria e´ comumente aceita como uma configurac¸a˜o espacial de uma
dada rede de neuroˆnios (PERETTO, 1994).
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mesmo quando o ce´rebro codifica memo´rias acess´ıveis conscientemente,
ajustando a efica´cia de sinapses ja´ existentes ou estabelecendo novas si-
napses de acordo com a atividade neuronal (fenoˆmeno conhecido como
plasticidade (KOCH; LAURENT, 1999)), o que evidencia tambe´m a auto-
organizac¸a˜o do sistema (PERETTO, 1994), fenoˆmeno conhecido e estu-
dado em modelos de aprendizagem, por exemplo (STASSINOPOULOS;
BAK, 1995).
Sistemas SOC devem ser estimulados de maneira lenta, evidenci-
ando a separac¸a˜o de escalas temporais. E´ fa´cil visualizar isso no modelo
de Fogo na Floresta, descrito na sec¸a˜o anterior: caso a taxa de ignic¸a˜o,
f , seja grande comparada com a taxa de crescimento de a´rvores, p, o
sistema vai passar por muitos inceˆndios curtos. Por outro lado, se p
for muito maior que f , mas f for significante, o sistema tera´ inceˆndios
muito longos. Das duas maneiras, o sistema na˜o seria cr´ıtico e sua dis-
tribuic¸a˜o de tamanho de inceˆndios (avalanches) na˜o seria dada por uma
lei de poteˆncia, i.e., a criticalidade depende de um balanc¸o entre tensio-
namento e relaxac¸a˜o. No caso do ce´rebro, uma rede de neuroˆnios sujeita
a muitos est´ımulos seria levada a um estado de muita atividade, esgo-
tando as ves´ıculas neurotransmissoras das sinapses e tornando a rede
extremamente refrata´ria, com pouca chance de propagar um sinal. Por
outro lado, a rede deve propagar o sinal que e´, eventualmente, recebido
por um dado neuroˆnio que a compo˜e, espalhando-o atrave´s dos primei-
ros vizinhos do neuroˆnio atingido, depois atrave´s dos segundos vizinhos
e assim por diante. Portanto, deve haver algum mecanismo que faz com
que o sinal se dissipe27. Definimos o conjunto de neuroˆnios que dispa-
ram em decorreˆncia do est´ımulo realizado em apenas um dos neuroˆnios
como uma avalanche neural. Ha´ va´rios exemplos que mostram que a
atividade neural se propaga dessa maneira (BAL; MCCORMICK, 1996;
BUTTS et al., 1999).
Apesar de mamı´feros, em geral, estarem sujeitos a diferentes
condic¸o˜es externas durante seu desenvolvimento, seus ce´rebros apresen-
tam padro˜es muito similares, tanto funcional quanto anatomicamente,
onde e´ poss´ıvel, por exemplo, identificar a´reas responsa´veis por cada
um dos sentidos, apesar das poss´ıveis e prova´veis diferenc¸as nas ce´lulas
que formam esses sistemas. Isso lembra a caracter´ıstica de que siste-
mas SOC devem ser independentes da condic¸a˜o inicial, sendo o ponto
cr´ıtico um atrator global da dinaˆmica do sistema (MASLOV; PACZUSKI;
BAK, 1994; PACZUSKI; MASLOV; BAK, 1996).
27Caso contra´rio a rede acabaria se tornando super-ativa tambe´m, conforme des-
crito no texto. Veremos mais adiante que essa propagac¸a˜o-dissipac¸a˜o depende de
propriedades dinaˆmicas dos neuroˆnios, como os disparos e os per´ıodos refrata´rios.
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O comportamento, tanto de sistemas SOC, quanto do ce´rebro,
deve depender muito fracamente de cada ce´lula que forma o sistema,
de modo que a estat´ıstica global espac¸o-temporal, ou comportamento
emergente, seja esta´vel, independentemente dos s´ıtios microsco´picos do
sistema – nascendo apenas da interac¸a˜o entre eles. No ce´rebro, por
exemplo, a morte de um u´nico neuroˆnio na˜o pode afetar significativa-
mente o comportamento da regia˜o a` qual esse neuroˆnio pertencia.
Ainda se pode especular que o tempo necessa´rio para o amadure-
cimento do ce´rebro e´ maior para espe´cies com ce´rebros maiores devido
ao tempo necessa´rio para que o sistema se torne fortemente correlacio-
nado especialmente, o que e´ necessa´rio para a formac¸a˜o de memo´rias,
por exemplo, em analogia aos sistemas criticamente auto-organizados,
que tambe´m devem demorar para atingir o estado SOC, uma vez que
as correlac¸o˜es nesses sistemas tambe´m demoram para se desenvolver.
Em outras palavras, o estado SOC so´ e´ atingido depois de uma longa
evoluc¸a˜o necessa´ria para que o sistema se torne fortemente correlacio-
nado.
Sistemas SOC, conforme vimos, tambe´m sa˜o suscept´ıveis a uma
grande variedade de est´ımulos. Da mesma maneira, o ce´rebro tambe´m
responde a uma enorme variedade de est´ımulos. Trabalhos teo´ricos
mostraram que o estado cr´ıtico numa rede de neuroˆnios otimiza o in-
tervalo de resposta de uma rede de neuroˆnios (KINOUCHI; COPELLI,
2006). Werner (2010) discute que o estado cr´ıtico tambe´m otimiza o
processamento de informac¸o˜es, a capacidade de guardar memo´rias e o
poder computacional do ce´rebro. Evideˆncias que sugerem que o ce´rebro
esteja num estado cr´ıtico.
Contudo, redes de neuroˆnios so´ foram propostas exibir SOC em
algumas refereˆncias. Jung et al. (1998) observaram comportamento de
escala em leis de poteˆncia em organizac¸o˜es espac¸o-temporais de ondas
de ca´lcio em culturas de ce´lulas gliais e num modelo computacional do
mesmo sistema (JUNG, 1997). Simulac¸o˜es de populac¸o˜es de neuroˆnios
que geram padro˜es dinaˆmicos de ondas, culminando em ru´ıdo 1/f , fo-
ram estudadas por Usher, Stemmler e Olami (1995) e Chialvo, Cecchi e
Magnasco (2000). Ainda, em eletroencefalogramas humanos, compor-
tamento de lei de poteˆncia foi reportado para a durac¸a˜o de bursts28 de
oscilac¸o˜es (GEORGELIN et al., 1999) e para suas correlac¸o˜es temporais
(LINKENKAER-HANSEN et al., 2001, 2005). Beggs e Plenz (2003) pro-
puseram que o ce´rebro fosse descrito por um processo de ramificac¸a˜o
28Um neuroˆnio exibe bursts quando esta´ numa fase de sucessa˜o de per´ıodos osci-
lantes e quiescentes. O termo em ingleˆs foi mantido para facilitar o v´ınculo com os
trabalhos originais.
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criticamente auto-organizado baseados na observac¸a˜o de co´rtices cere-
brais in vitro.
A comparac¸a˜o de modelos que exibem SOC, ou um estado cr´ıtico,
foi feita por Priesemann, Munk e Wibral (2009) e Ribeiro et al. (2010)
com dados de macacos e ratos vivos – em comportamento livre e em ou-
tras condic¸o˜es, medidos por Local Field Potentials29 – com bom acordo.
Leis de poteˆncia foram obtidas por Vertes, Bassett e Duke (2011) estu-
dando o balanc¸o entre quantidade de sinapses inibito´rias e excitato´rias
na rede, bem como a influeˆncia da topologia sobre o estado cr´ıtico. Le-
vina, Herrmann e Geisel (2007) obtiveram estado SOC numa rede de
neuroˆnios integrate-and-fire30 em campo me´dio, conseguindo resultados
anal´ıticos e computacionais.
Ainda, Abbott e Rohrkemper (2007) obtiveram comportamento
cr´ıtico com um modelo de neuroˆnio que chamaram de modelo de cres-
cimento31. No´s estudamos a dinaˆmica da propagac¸a˜o de sinal em uma
rede de neuroˆnios formais (representados por mapas) e mostraremos
que e´ poss´ıvel o desenvolvimento de um estado cr´ıtico mesmo com mo-
delos mais avanc¸ados de neuroˆnio32, conectados por sinapses qu´ımicas
com ru´ıdo. No mais, ha´ reviso˜es que discutem em mais detalhes alguns
modelos e resultados de SOC em redes de neuroˆnios e sistemas em geral
(CHIALVO, 2004; BONACHELA; MUn˜OZ, 2009; BONACHELA et al., 2010).
Em linhas gerais, a relac¸a˜o de modelos SOC com o ce´rebro se
da´ em todas as instaˆncias – forte correlac¸a˜o temporal33, grande varia-
bilidade34 e estabilidade35. Portanto, a seguir nos propomos estudar a
dinaˆmica dos neuroˆnios individuais na tentativa de entender sob quais
circunstaˆncias o estado de SOC eventualmente se desenvolve.
29Te´cnica experimental onde e´ poss´ıvel detectar a variac¸a˜o do potencial ele´trico
no local do eletrodo de maneira extremamente localizada e sens´ıvel, detectando os
disparos dos neuroˆnios. A expressa˜o foi mantida em ingleˆs para concordar com os
termos da literatura.
30O modelo integrate-and-fire – integra e dispara, em portugueˆs – e´ uma simpli-
ficac¸a˜o do comportamento excita´vel de neuroˆnios, em que soma-se uma varia´vel (po-
tencial de membrana) ate´ um limiar em que o neuroˆnio dispara instantaneamente e
reajusta-se o valor do potencial de membrana para uma constante pre-determinada.
31Que consiste em crescer c´ırculos (representando neuroˆnios) em regio˜es aleato´rias
de um espac¸o arbitra´rio de acordo com a atividade de cada neuroˆnio.
32Comparados com o integrate-and-fire, por exemplo.
33Linkenkaer-Hansen et al. (2001, 2005), Beggs e Plenz (2004), Poil, Ooyen e
Linkenkaer-Hansen (2008).
34Beggs e Plenz (2003, 2004), Fontanini e Katz (2008), Carandini (2004), Arieli
et al. (1996), Shimono et al. (2007).
35Priesemann, Munk e Wibral (2009), Beggs e Plenz (2004).
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3 MODELOS DE NEUROˆNIOS
Apesar de ser formado por diversos tipos de ce´lulas, o elemento
mais importante do sistema nervoso e´ o neuroˆnio, principalmente por-
que e´ capaz de transportar sinais ele´tricos por grandes distaˆncias, pos-
sibilitando a formac¸a˜o de circuitos neuronais e estruturas corticais, co-
nectando o sistema nervoso como um todo (IZHIKEVICH, 2007, p.1).
Assim, nos limitaremos a aceitar como modelo fundamental do ce´rebro,
ou de parte deste, uma rede de neuroˆnios, pois e´ atrave´s dela que a in-
formac¸a˜o e´ processada e propagada e as memo´rias sa˜o guardadas.
De acordo com Izhikevich (2007), a compreensa˜o do apareci-
mento de diferentes comportamentos (como disparos ra´pidos e potencial
de repouso) de um mesmo neuroˆnio ao submeteˆ-lo a correntes externas
de diferentes intensidades, por exemplo, so´ foi entendida apo´s descre-
ver o neuroˆnio como um sistema dinaˆmico que sofre uma bifurcac¸a˜o1
em sua trajeto´ria no espac¸o de fase. Portanto, entender as proprie-
dades dinaˆmicas dos neuroˆnios (como a excitabilidade – descrita aqui
–, o per´ıodo refrata´rio, etc), unidades fundamentais do ce´rebro, e´ pri-
mordial para compreender a emergeˆncia, ou na˜o, de comportamento
cr´ıtico numa rede de neuroˆnios. Em outras palavras, sa˜o essas propri-
edades dinaˆmicas que apontara˜o se neuroˆnios possuem caracter´ısticas
suficientes para suprir os pre´-requisitos listados na sec¸a˜o 2.2.1.
A figura 3 mostra uma ilustrac¸a˜o simplificada da estrutura ba´sica
de um neuroˆnio2. Um sinal ele´trico se propaga atrave´s da membrana
dos neuroˆnios, dos dendritos aos axoˆnios, tendo sido gerado pela dife-
renc¸a de potencial (ddp) entre o interior e o exterior da ce´lula ou por
um est´ımulo externo.
Essa ddp e´ causada pelas diferentes concentrac¸o˜es de diversos
ı´ons dentro e fora do neuroˆnio. Entre os mais comuns, esta˜o os ı´ons
so´dio (Na+), pota´ssio (K+), cloro (Cl−) e ca´lcio (Ca2+). A cada ı´on cor-
responde um canal ioˆnico (uma prote´ına espec´ıfica) que responde a` ddp
local da membrana, modificando sua conformac¸a˜o espacial (abrindo-a
1Bifurcac¸a˜o e´ uma mudanc¸a qualitativa no comportamento de um sistema
dinaˆmico em func¸a˜o da mudanc¸a de seus paraˆmetros, onde, por exemplo, este passa
de uma o´rbita de ponto fixo para uma oscilato´ria. Dependendo do contexto, algu-
mas bifurcac¸o˜es podem ser vistas como transic¸o˜es de fases. Mais formalmente, uma
bifurcac¸a˜o ocorre quando uma equac¸a˜o diferencial, ou um mapa (veremos o que e´
mapa na sec¸a˜o 3.2), muda sua famı´lia de soluc¸o˜es de acordo com a mudanc¸a em
algum paraˆmetro do sistema.
2Diferentes neuroˆnios possuem diferentes topologias, pore´m todos eles possuem
as estruturas identificadas na figura 3.
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Figura 3. Esquema geral das estruturas presentes num neuroˆnio. Fonte:
http://en.wikipedia.org/wiki/File:Neuron_Hand-tuned.svg
ou a fechando), permitindo que o ı´on com o qual tem afinidade qu´ımica
flua para dentro ou para fora da ce´lula. Os canais ioˆnicos, por sua vez,
esta˜o espalhados por toda a membrana celular, conforme ilustrado na
figura 4, podendo crescer em quantidade e evoluir atrave´s da filogeˆnese
(HILLE, 2008).
Unidade do
do canal
Fluxo de íons
Filtro de
seleção
Membrana
celular
Po
rtã
o
Figura 4. Ilustrac¸a˜o dos canais ioˆnicos e seus posicionamentos na mem-
brana celular. A` direita esta´ uma sec¸a˜o reta do canal, mostrando sua
estrutura interna.
Os terminais do axoˆnio de um neuroˆnio se conectam com outros
neuroˆnios, formando redes complexas3, atrave´s de estruturas chamadas
sinapses, que sera˜o detalhadas no cap´ıtulo 4. Essas estruturas permi-
tem que a informac¸a˜o, na forma de um pulso de potencial ele´trico, se
3Redes complexas sa˜o redes cuja estrutura na˜o e´ regular, como em cristais, por
exemplo, nem aleato´ria. Nas redes complexas mais comuns, as conexo˜es esta˜o dis-
tribu´ıdas de acordo com uma lei de poteˆncia ou com uma curva lognormal. Uma
revisa˜o da mecaˆnica estat´ıstica de redes complexas foi feita por Albert e Baraba´si
(2002) e um estudo das redes presentes no ce´rebro por Sporns (2010).
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propague pela rede, realizando as mais diversas tarefas (os sentidos,
os movimentos, o processamento de informac¸o˜es, o armazenamento de
memo´rias, etc). Por isso, todos os modelos de neuroˆnio existentes se
baseiam na descric¸a˜o do pulso de potencial ele´trico que se propaga na˜o
so´ pela membrana dessas ce´lulas, mas tambe´m que e´ passado adiante
atrave´s delas.
Estudos preliminares desse tipo basearam o desenvolvimento de
diversos modelos de neuroˆnio ao longo dos u´ltimos 60 anos. Ao longo
deste cap´ıtulo, descreveremos rapidamente os modelos de neuroˆnios ja´
amplamente utilizados na literatura para introduzir conceitos impor-
tantes que sera˜o utilizados ao longo do texto e para compara´-los com o
modelo utilizado neste trabalho. Separamos os modelos em duas clas-
ses: os modelos biolo´gicos – cujos paraˆmetros teˆm uma conexa˜o direta
com experimentos em neuroˆnios reais – e os modelos formais – cujo
comportamento e´ qualitativamente igual ao dos biolo´gicos, pore´m seus
paraˆmetros sa˜o, em geral, arbitra´rios.
3.1 MODELOS BIOLO´GICOS
Chamamos de modelos biolo´gicos os modelos baseados em con-
dutaˆncia4, ou seja, aqueles baseados no modelo de Hodgkin-Huxley
(HH). A seguir, encontram-se descritas as caracter´ısticas do modelo
HH e do de Morris-Lecar (ML), o qual reduz o modelo HH para duas
varia´veis mantendo sua dinaˆmica excita´vel. O modelo de FitzHigh e
Nagumo e´ uma simplificac¸a˜o de HH tambe´m, mas ja´ que seus paraˆmetros
na˜o teˆm conexa˜o direta com experimentos (condutaˆncias, correntes,
potenciais, etc), ele esta´ classificado, neste trabalho, como um modelo
formal.
3.1.1 Hodgkin-Huxley (HH)
Proposto por Hodgkin e Huxley (1952), descreve o neuroˆnio
como um circuito RC em que valem as leis de Kirchhoff – ver esquema
na figura 5, onde Ii representa a corrente ioˆnica do canal i, gi a con-
dutaˆncia desse canal, Cm a capacitaˆncia da membrana, V o potencial
da membrana e os outros Vi as ddp causadas pelos ı´ons, notando que
as varia´veis com sub´ındice L se referem a vazamentos (atividades pas-
sivas) na ce´lula, ao inve´s de corresponderem a um determinado ı´on.
4As condutaˆncias ele´tricas dos canais ioˆnicos sa˜o paraˆmetros do sistema.
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Salientamos que como estamos descrevendo o neuroˆnio inteiro atrave´s
de um u´nico circuito, todos os paraˆmetros na figura 5 esta˜o divididos
pela a´rea total da ce´lula. Ligando-se circuitos similares a este em pa-
ralelo, podemos criar um modelo compartimental de neuroˆnio baseado
em condutaˆncias, ou podemos considerar um potencial V (x, t) e estu-
dar a propagac¸a˜o do pulso numa direc¸a˜o arbitra´ria, possibilitando o
estudo da topologia dos neuroˆnios e como isso influencia em seu com-
portamento; pore´m, na˜o entraremos nos detalhes desse tipo de modelo
aqui.
Os potenciais associados a cada ı´on sa˜o devidos a` diferenc¸a de
concentrac¸a˜o dos mesmos no interior e no exterior da ce´lula. Assim,
a ddp do Na+ e´ considerada positiva dentro da ce´lula, conforme a
figura 5 – i.e., a corrente de Na+ deve, primeiramente, entrar na ce´lula
de maneira forc¸ada, para depois sair naturalmente. Um pensamento
ana´logo vale para os outros ı´ons. As condutaˆncias de cada canal variam
de acordo com a ddp da membrana, permitindo a troca de ı´ons entre os
meios extra e intracelulares, imitando as prote´ınas dos canais ioˆnicos.
Considerando que na˜o ha´ perda nem ganho de cargas Qi:∑
i
Qi = K , (3.1)
onde Qi e´ a carga do ı´on i ou do vazamento (i = L) e K e´ quantidade
total de carga no sistema, constante. Portanto, derivando-se 3.1 com
relac¸a˜o ao tempo, a corrente pode ser escrita:∑
i
Ii = 0 . (3.2)
Abrindo a soma das cargas em 3.1:
QNa +QK +QL + CmV = K . (3.3)
Obtemos, enta˜o:
I + INa + IK + IL − CmV˙ = 0
⇒ CmV˙ = INa + IK + IL + I , (3.4)
onde adicionamos a corrente I devida a est´ımulos externos e/ou devido
a sinapses que chegam nesta ce´lula5, consideramos a capacitaˆncia da
5A corrente I e´ um paraˆmetro que aparece em todos os modelos de neuroˆnio
estudados neste trabalho. A corrente externa tem, geralmente, a forma de um
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Meio extracelular
Meio intracelular
Cm gNa gK gL
VNa VK VL
V
IC INa IK IL
Figura 5. Circuito proposto por Hodgkin e Huxley para descrever um
neuroˆnio ou um compartimento de um neuroˆnio.
membrana constante e notamos que quando o capacitor carrega, outras
partes do sistema perdem cargas, da´ı o sinal negativo da corrente no
ramo do capacitor.
Podemos reescrever as correntes ioˆnicas atrave´s da Lei de Ohm
V = I/g:
CmV˙ = gNaVNa + gKVK + gLVL + I (3.5)
e notar que a ddp de um dado ı´on Vi depende da difusa˜o deste atrave´s
da membrana. Ocorre que apo´s um certo tempo, os ı´ons que deixaram
a ce´lula retornam para o seu interior e os que entraram, voltam a sair,
pois a troca de ı´ons atrave´s da difusa˜o modifica suas concentrac¸o˜es
nos dois meios ate´ que a polaridade da membrana se inverta. Esse
mecanismo gera e propaga o pulso de potencial atrave´s da membrana
dos neuroˆnios.
A equac¸a˜o para o potencial de inversa˜o da polaridade da mem-
brana formulada por Nernst (o chamado potencial de Nernst – eq. 3.6)
e´ uma aproximac¸a˜o da fo´rmula mais geral de Goldman-Hodgkin-Katz
(RUSSELL, 1992):
Ei =
RT
zF
ln
(
[i]out
[i]in
)
, (3.6)
onde os colchetes indicam a concentrac¸a˜o do ı´on i, R e´ a constante dos
gases ideais, T a temperatura (em Kelvin), F a constante de Faraday
pulso constante ou uma de uma func¸a˜o mono´tona crescente linear, ambos agindo
apenas durante um intervalo de tempo. No apeˆndice B sa˜o explorados os tipos de
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e z a valeˆncia de i. E a inversa˜o fica caracterizada quando tomamos:
Vi = V − Ei , (3.7)
e substitu´ımos 3.7 em 3.5:
CmV˙ = gNa (V − ENa) + gK (V − EK) + g¯L (V − EL) + I , (3.8)
sendo os paraˆmetros g¯L e EL ajustados arbitrariamente para que o po-
tencial de repouso do modelo seja igual ao potencial de repouso medido.
Por outro lado, as condutaˆncias dos canais ioˆnicos devem variar com
V . Uma discussa˜o detalhada de qual forma elas devem ter e´ feita por
Dayan e Abbott (2001). Podemos assumir a condutaˆncia do canal i
como sendo:
gi = g¯im
µi
i h
νi
i , (3.9)
onde µ e ν sa˜o expoentes constantes definidos pelas caracter´ısticas do
canal ioˆnico, g¯i e´ a constante de escala da condutaˆncia e mi e hi sa˜o as
taxas de ativac¸a˜o (abertura) e inativac¸a˜o (fechamento) do canal. Sabe-
mos que os canais mudam de estado conforme o potencial de membrana,
V , varia. Portanto mi e hi sa˜o func¸o˜es de V e podem ser calculadas
atrave´s de taxas de reac¸a˜o determin´ısticas ou estoca´sticas, pela equac¸a˜o
cine´tica de primeira ordem6:
dmi
dt
= αmi(V ) (1−mi)− βmi(V )mi , (3.10)
em que α e β sa˜o func¸o˜es arbitra´rias (definidas pelos dados experimen-
tais) diferentes para cada mi ou hi; αmi(V ) e´ a taxa com que o canal
abre (passa a permitir a passagem de ı´ons i) e βmi(V ) e´ a taxa com
que o mesmo canal fecha. As formas funcionais dos α’s e β’s podem
ser obtidas em Izhikevich (2007, p.37–38).
No modelo proposto por HH, essas condutaˆncias sa˜o:
gK = g¯Kn
4
gNa = g¯Nam
3h , (3.11)
onde n = mK , m = mNa, h = hNa, µK = 4, νK = 0, µNa = 3 e
νNa = 1. Finalmente, podemos substituir a equac¸a˜o 3.11 em 3.8:
CmV˙ = g¯Nam
3h (V − ENa) + g¯Kn4 (V − EK) + gL (V − EL) + I .
(3.12)
6Ha´ uma equac¸a˜o ana´loga para hi.
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O modelo definido pelas equac¸o˜es 3.12, cujas taxas de ativac¸a˜o
n e m e de inativac¸a˜o h sa˜o dadas por equac¸o˜es ana´logas a 3.10 e
cujos potenciais de retorno Ei sa˜o geralmente assumidos constantes e
dados por 3.6 e´ conhecido como modelo de Hodgkin-Huxley. Vale lem-
brar que este modelo foi proposto para o axoˆnio gigante de uma lula.
Mesmo assim, e´ poss´ıvel montar modelos com esse mesmo formalismo
para diversos tipos de neuroˆnios, pontuais no espac¸o (como o descrito
aqui) ou extensos. Este e´ um modelo 4-dimensional, o que dificulta
seu estudo como sistema dinaˆmico. Mesmo assim, ha´ va´rios trabalhos
na literatura explorando diversas propriedades dinaˆmicas de sistemas
similares, como, por exemplo, no neuroˆnio que controla os batimen-
tos dos dois corac¸o˜es de um sangue-suga em Cymbalyuk e Calabrese
(2000), Shilnikov, Calabrese e Cymbalyuk (2005) e Shilnikov e Cym-
balyuk (2005). Uma abordagem de neuroˆnios como sistemas dinaˆmicos
pode ser encontrada em Izhikevich (2007).
O pulso de potencial ele´trico que viaja pela membrana do neuroˆ-
nio e´ chamado de potencial de ac¸a˜o. Para fins ilustrativos, calculamos
um potencial de ac¸a˜o t´ıpico do neuroˆnio de HH, junto com as varia´veis
de ativac¸a˜o m e n e de inativac¸a˜o h – figura 6. O potencial de ac¸a˜o
tambe´m e´ conhecido como spike, que traduziremos como disparo. Por-
tanto, o neuroˆnio disparar significa que seu potencial de membrana
assumiu uma forma muito peculiar, como veremos a frente, formando
um pico ale´m de um certo limiar, e logo retornando ao estado quiescente
(figura 6 topo) (IZHIKEVICH, 2007).
Imediatamente apo´s o potencial de ac¸a˜o devido a um est´ımulo
externo, geralmente ha´ um per´ıodo refrata´rio, t´ıpico de sistemas ex-
cita´veis7, durante o qual a ce´lula na˜o responde a nenhum outro est´ımulo
externo, ja´ que suas correntes ioˆnicas ainda esta˜o se reestabelecendo no
ponto de equil´ıbrio (figura 6, 3 paine´is inferiores). Por isso, esse per´ıodo
e´ tambe´m conhecido como tempo de relaxac¸a˜o. Esta propriedade e´ ex-
tremamente importante em nossos estudos, conforme estudaremos no
cap´ıtulo 4.
Ainda, pode-se verificar na figura 6 que a ma´xima ativac¸a˜o dos
canais de Na+,m, ocorre na subida do potencial de ac¸a˜o e que a ma´xima
ativac¸a˜o dos canais de K+, n, ocorre apenas na descida do potencial de
ac¸a˜o, enquanto que a inativac¸a˜o dos canais de Na+, h, cresce logo apo´s
o pico no potencial da membrana.
Esses resultados possibilitam entender o que ocorre na gerac¸a˜o
e propagac¸a˜o desses potenciais: no in´ıcio, alguns canais de so´dio se
7Um sistema excita´vel e´ um tipo de sistema que responde a est´ımulos externos,
desde que estes sejam fortes o suficiente (mais intensos que um determinado limiar).
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Figura 6. De cima para baixo: potencial de ac¸a˜o (V ), desativac¸a˜o
do Na+ (h), ativac¸a˜o do Na+ (m) e ativac¸a˜o do K+ (n) devido a um
est´ımulo externo t´ıpico do modelo de Hodgkin-Huxley. Destacamos
tambe´m o per´ıodo refrata´rio, uma propriedade que sera´ muito impor-
tante neste estudo. Dados calculados no MATLAB.
ativam a medida que o potencial da membrana aumenta. A partir de
um certo limiar deste potencial, o sistema comec¸a a sofrer um processo
de realimentac¸a˜o positiva, em que quanto mais canais de so´dio abertos,
mais outros abrem, ate´ que os canais de pota´ssio tambe´m se ativam e o
mesmo comec¸a a sair. Isso faz com que a variac¸a˜o do potencial da mem-
brana seja muito repentina, despolarizando-a e levando ate´ um limite,
a partir do qual o fluxo se inverte (devido ao potencial de inversa˜o, que
depende das concentrac¸o˜es no interior e no exterior da ce´lula – eq. 3.6).
Agora, o pota´ssio que saiu tende a voltar e o so´dio que en-
trou, a sair – essa dinaˆmica dos ı´ons atrave´s dos canais ioˆnicos e´
conhecida como bomba de so´dio-pota´ssio. Devido a diferentes tem-
pos caracter´ısticos nas dinaˆmicas dos canais, o pota´ssio retorna mais
ra´pido do que o so´dio sai, hiperpolarizando a membrana. O per´ıodo re-
frata´rio ocorre, portanto, devido a esse reestabelecimento do equil´ıbrio,
enquanto a inativac¸a˜o dos canais de so´dio diminui. Finalmente, o
neuroˆnio fica vulnera´vel para efetuar outro disparo.
Ale´m de um u´nico disparo, o neuroˆnio pode estar em diferentes
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regimes:
• Sileˆncio;
◦ Na˜o ocorre nenhum disparo e diz-se que a ce´lula esta´
quiescente, em sileˆncio ou em ponto fixo.
• Oscilac¸o˜es sublimiares;
◦ Na˜o ocorre nenhum disparo, mas o potencial de membrana
exibe oscilac¸o˜es (subthreshold oscillations, em ingleˆs).
• Disparos perio´dicos;
◦ Diz-se que esta´ em um regime de disparos ra´pidos, com
alta frequeˆncia – figura 7 – ou lentos, com baixa frequeˆncia (fast
spiking ou slow spiking em ingleˆs).
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Figura 7. De cima para baixo: potencial de ac¸a˜o (V ), desativac¸a˜o
do Na+ (h), ativac¸a˜o do Na+ (m) e ativac¸a˜o do K+ (n) durante o
comportamento de disparos ra´pidos perio´dicos do modelo HH. Dados
calculados no MATLAB.
• Bursting8;
8A este comportamento, em espec´ıfico, referir-nos-emos pelo seu nome em ingleˆs
devido a auseˆncia de uma traduc¸a˜o satisfato´ria.
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◦ O potencial de membrana troca perio´dica ou quase-periodi-
camente de disparos perio´dicos para ponto fixo e vice-versa.
• Um regime de disparos cao´ticos ou um regime de bursts cao´ticos;
◦ O intervalo de tempo entre dois disparos, ou bursts, e/ou
suas formas, na˜o sa˜o perio´dicos.
O modelo original de HH apenas apresenta disparos ra´pidos
perio´dicos, ponto fixo e um u´nico disparo, caso o neuroˆnio esteja num
regime de ponto fixo e seja estimulado atrave´s de um pulso de corrente
no paraˆmetro I – comportamento conhecido como excitabilidade ou
dinaˆmica excita´vel, que sera´ discutido mais a frente. Uma sequeˆncia
de disparos ra´pidos junto com os comportamentos dos canais de Na+ e
K+ pode ser vista na figura 7.
Apesar do modelo original HH na˜o apresentar bursting, existem
aplicac¸o˜es do formalismo de HH para modelar neuroˆnios que apresen-
tam este comportamento, como no caso do neuroˆnio que controla os
corac¸o˜es do sangue-suga, como mostra a figura 8 (CYMBALYUK; CALA-
BRESE, 2000; SHILNIKOV; CALABRESE; CYMBALYUK, 2005; SHILNIKOV;
CYMBALYUK, 2005).
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Figura 8. Comportamento de bursting do modelo HH utilizado para
descrever um dos neuroˆnios de um sangue-suga. Dados calculados no
MATLAB.
Com o intuito de isolar os mecanismos fundamentais da dinaˆmica
do modelo HH, foram propostas diversas simplificac¸o˜es, como e´ o caso
dos modelos de FitzHugh (1955), Nagumo, Arimoto e Yoshizawa (1962)
– proposto para entender a propriedade conhecida como excitabilidade
dos neuroˆnios HH (este e´ um dos modelos que chamamos de formais e
sera´ estudado mais a frente) – e de Morris e Lecar (1981) – abordagem
do modelo HH onde se mante´m a dinaˆmica excita´vel com apenas duas
varia´veis, sendo tambe´m baseado em condutaˆncias.
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3.1.2 Morris-Lecar (ML)
O modelo de Morris-Lecar e´ uma reduc¸a˜o do modelo HH para
duas varia´veis, mantendo a sua dinaˆmica excita´vel, podendo ser apli-
cado a qualquer sistema que tenha apenas dois canais ioˆnicos depen-
dentes do potencial e que na˜o tenham varia´veis de inativac¸a˜o. Origi-
nalmente proposto para modelar alguns neuroˆnios de um crusta´ceo, ele
consiste em um canal do ı´on Ca2+ extremamente sens´ıvel a excitac¸o˜es e
um canal de pota´ssio atrasado para recuperar a dinaˆmica de equil´ıbrio.
As equac¸o˜es do modelo sa˜o (MORRIS; LECAR, 1981; LECAR, 2007):
CmV˙ = −gCaMss(V − ECa)− gKW (V − EK)− gL(V − EL) + I
W˙ =
Wss −W
TW
, (3.13)
onde gCa, gK e gL sa˜o as constantes de condutaˆncia dos canais (os
ı´ndices teˆm o mesmo significado que no modelo HH), ECa e EK sa˜o
potenciais de Nernst, dados por 3.6, EL e´ um paraˆmetro livre para
ajustar o potencial de repouso do neuroˆnio e I e´ uma corrente externa
de entrada, que pode ser experimental e/ou sina´ptica. Ja´ Mss e Wss
sa˜o as taxas de ativac¸a˜o dos respectivos canais ioˆnicos, W e´ a varia´vel
dinaˆmica lenta e TW ≡ TW (V ) e´ a constante de tempo para a relaxac¸a˜o
do canal de pota´ssio, todas dependentes do potencial V com formas
funcionais dadas por:
Mss(V ) =
1 + tanh
(
V−V1
V2
)
2
Wss(V ) =
1 + tanh
(
V−V3
V4
)
2
TW (V ) = T0sech
(
V − V3
2V4
)
, (3.14)
onde V1, V2, V3 e V4 sa˜o paraˆmetros que determinam os pontos de in-
flexa˜o das tangentes hiperbo´licas e T0 limita o tempo de recuperac¸a˜o da
varia´vel lenta, todos ajustados pelos dados experimentais do neuroˆnio
que se quer modelar.
O modelo de Morris-Lecar e´ mais simples do que o modelo HH,
por seu reduzido nu´mero de varia´veis. Ainda assim, o modelo ML pos-
sui uma grande quantidade de paraˆmetros. Tornando este modelo mais
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indicado para simulac¸o˜es de, no ma´ximo, me´dio porte (que envolvem
redes de neuroˆnios). Ribeiro e Copelli (2008) estudaram o intervalo de
resposta dinaˆmico deste modelo em redes hipercu´bicas. No´s realiza-
mos uma simulac¸a˜o preliminar sob as mesmas condic¸o˜es, pore´m com o
modelo Kinouchi-Tragtenberg estendido (KTz) a t´ıtulo de comparac¸a˜o.
Os resultados sera˜o discutidos na sec¸a˜o 4.2.2.1.
3.2 MODELOS FORMAIS
Modelos formais sa˜o aqueles que apresentam comportamentos
qualitativamente iguais aos dos neuroˆnios reais, pore´m seus paraˆmetros
na˜o sa˜o diretamente compara´veis com experimentos. Sa˜o modelos feno-
menolo´gicos, por assim dizer. Sa˜o u´teis para estudar qualitativamente
o comportamento dos modelos biolo´gicos e para desvendar fenoˆmenos
que podem ser posteriormente buscados em experimentos.
Por exemplo, o modelo de FitzHugh-Nagumo (FN) possibilitou
o entendimento do mecanismo causador do fenoˆmeno de excitabilidade,
pois ao reduzir a complexidade do modelo HH, focou-se nos paraˆmetros
e varia´veis necessa´rias para que tal fenoˆmeno ocorra.
Como a forma das equac¸o˜es que descrevem o neuroˆnio deixa
de ser importante, esses modelos podem ser representados tanto por
equac¸o˜es diferenciais ordina´rias ou parciais, de maneira similar ao caso
dos biolo´gicos, quanto por equac¸o˜es de diferenc¸as, ou mapas9.
Trataremos, neste trabalho, a t´ıtulo de comparac¸a˜o, dos modelos
de FitzHugh-Nagumo e Hindmarsh-Rose, descritos por um conjunto de
equac¸o˜es diferenciais ordina´rias, e dos modelos de Rulkov, de Kinouchi-
Tragtenberg e de Kinouchi-Tragtenberg estendido, descritos por mapas.
O tratamento desses modelos por mapas e´ de particular interesse, pois,
ale´m de simplificar os modelos biolo´gicos, traz outras diversas vanta-
gens, tais como:
• Na˜o e´ preciso ajustar nenhuma precisa˜o de integrac¸a˜o (paraˆmetro
extra);
9Adotaremos a nomenclatura mapas ao longo deste trabalho. Um mapa e´ uma
equac¸a˜o de tempo discreto, onde as varia´veis sa˜o cont´ınuas. Como exemplo, po-
demos tomar o mapa log´ıstico, dado por xn+1 = rxn(1 − xn), onde n e´ o tempo,
discreto – pois varia de 1 em 1, x e´ a varia´vel cont´ınua, pois pode assumir qualquer
valor em [0; 1], e r e´ o paraˆmetro do modelo. Mapas podem ser pensados como
sendo a discretizac¸a˜o de uma equac¸a˜o diferencial (da´ı a continuidade), apesar de
que a relac¸a˜o entre os dois nem sempre e´ direta. Mapas podem representar diver-
sos fenoˆmenos, desde sistemas mecaˆnicos (BAKER; GOLLUB, 1996) ate´ neuroˆnios
(KINOUCHI; TRAGTENBERG, 1996).
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◦ Ao se resolver uma equac¸a˜o diferencial computacional-
mente, e´ necessa´rio o ajuste do intervalo de tempo (ou do in-
tervalo da varia´vel independente) entre dois pontos da soluc¸a˜o
desejada, o que caracteriza uma discretizac¸a˜o da equac¸a˜o e torna
a soluc¸a˜o uma aproximac¸a˜o, independente do algoritmo utilizado,
ainda mais quando as equac¸o˜es sa˜o altamente na˜o-lineares, como
e´ o caso do modelo de Hodgkin-Huxley em 3.12. Como os mapas
ja´ sa˜o, por definic¸a˜o, de tempo (ou varia´vel independente) dis-
creto, sua soluc¸a˜o e´ sempre exata, limitada apenas pelos erros de
aproximac¸a˜o do computador (os quais esta˜o presentes tambe´m na
soluc¸a˜o de equac¸o˜es diferenciais). E, em particular, o mapa KTz,
ale´m de fornecer uma soluc¸a˜o exata, mostra-se, tambe´m, qualita-
tivamente fiel aos comportamentos comumente apresentados por
neuroˆnios reais.
• A soluc¸a˜o e´ exata;
◦ A dinaˆmica de um mapa e´ sempre bem determinada pe-
las condic¸o˜es iniciais para um dado conjunto de paraˆmetros, pois
para achar a soluc¸a˜o desse tipo de equac¸a˜o basta fazer ca´lculos
recorrentes, independentemente do intervalo de tempo entre dois
pontos da soluc¸a˜o (que e´ sempre 1 ts). Ja´ no caso de equac¸o˜es
diferenciais, a soluc¸a˜o e´ sempre aproximada, dependendo forte-
mente da precisa˜o de integrac¸a˜o ajustada.
• Os ca´lculos sa˜o mais ra´pidos;
◦ A utilizac¸a˜o de pontos flutuantes (varia´veis de dupla pre-
cisa˜o10) em programas computacionais diminui sua performance,
uma vez que e´ mais custoso (em termos de tempo de processa-
mento e utilizac¸a˜o de memo´ria) calcular operac¸o˜es aritme´ticas
com esse tipo de valor. Como o mapa tem tempo discreto, este e´
representado por varia´veis do tipo inteiro11, diminuindo o tempo
de computac¸a˜o quando comparado a equac¸o˜es diferenciais.
• Sa˜o mais realistas do que autoˆmatos celulares ou modelos integra-
dispara;
◦ Autoˆmatos celulares sa˜o modelos em que, ale´m do tempo
ser discretizado, as varia´veis dinaˆmicas tambe´m o sa˜o. Assim, a
forma com que os estados se ligam se perde, ou seja, o potencial
10Dupla precisa˜o, na computac¸a˜o, e´ o tipo das varia´veis utilizadas para guardar
nu´meros reais com precisa˜o de, geralmente, 8 bytes.
11Inteiro, na computac¸a˜o, e´ o tipo das varia´veis utilizadas para guardar nu´meros
inteiros com precisa˜o de, geralmente, 4 bytes.
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de membrana deixa de ser um evento com uma dada durac¸a˜o, mas
ocorre sempre durante apenas 1 passo de tempo, e sempre com
a mesma intensidade. Ale´m disso, modelos integra-dispara na˜o
mante´m a forma do potencial de ac¸a˜o biolo´gico, pois o disparo e´
artificialmente imposto na dinaˆmica do neuroˆnio.
• Mante´m as propriedades dinaˆmicas dos neuroˆnios biolo´gicos;
◦ Tais como bursts, excitabilidade, potenciais de ac¸a˜o, adap-
tabilidade a corrente de entrada, correntes po´s-sina´pticas, etc.
Todos sera˜o estudados a frente.
• Facilita o estudo de redes de neuroˆnios acoplados;
◦ Por ser descrito por poucas equac¸o˜es e por aumentar a
velocidade dos ca´lculos computacionais, modelos formais sa˜o ex-
tremamente mais eficientes no estudo de redes neurais, estudo
imprescind´ıvel para tentar entender a dinaˆmica do ce´rebro.
Uma discussa˜o mais aprofundada sobre mapas, em geral, onde se dis-
cute vantagens e aplicac¸o˜es dos mapas na modelagem de neuroˆnios
biolo´gicos foi feita por Ibarz, Casado e Sanjua´n (2011). Uma classi-
ficac¸a˜o dos mapas quanto ao tipo de burst que eles apresentam foi feita
por Izhikevich e Hoppensteadt (2004).
A seguir, descreveremos as caracter´ısticas dos modelos de FitzHugh
(1955) e Nagumo, Arimoto e Yoshizawa (1962), de Hindmarsh e Rose
(1984) (HR) – ambos descritos por equac¸o˜es diferenciais ordina´rias na˜o-
lineares e comumente utilizados na literatura – e do Mapa de Rulkov
(2002).
Por fim, trataremos do modelo proposto por Kinouchi e Trag-
tenberg (1996), estendido por Kuva et al. (2001) e estudado por Co-
pelli, Tragtenberg e Kinouchi (2004), o qual e´ utilizado neste traba-
lho, comparando-o e caracterizando-o entre os modelos descritos neste
cap´ıtulo.
3.2.1 FitzHugh-Nagumo (FN)
Originalmente proposto por FitzHugh (1955) para estudar o fenoˆ-
meno da excitabilidade, foi tambe´m estudado por Nagumo, Arimoto e
Yoshizawa (1962). Consiste numa simplificac¸a˜o do modelo HH, cujas
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equac¸o˜es, segundo Murray (1993, p.163), sa˜o:
dV
dt
= V (a− V ) (V − 1)− u
du
dt
= bV − γu ,
, (3.15)
onde V e´ o potencial de membrana, u faz o papel das varia´veism, n e h
e 0 < a < 1, b e γ sa˜o paraˆmetros positivos. Os paraˆmetros podem ser
ajustados de modo que se deˆ unidades convenientes para as varia´veis,
portanto elas sa˜o aqui descritas em unidades arbitra´rias (u.a.).
Ja´ que suas nullclines12 sa˜o polinoˆmios cu´bicos e retas, este mo-
delo pode ter um, dois ou treˆs pontos fixos13, dependendo dos valores
ajustados para os paraˆmetros, pois os pontos fixos sa˜o determinados
pela intersecc¸a˜o das nullclines – figura 9.
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Figura 9. Nullclines do modelo de FitzHugh-Nagumo. Os paraˆmetros
utilizados para trac¸ar as curvas sa˜o I = 0, a = 0.25, b = 0.002 e
(a) γ = 0.002, (b) γ = 0.01422 e (c) γ = 0.02. A curva vermelha
e´ a nullcline do potencial de membrana e a curva azul e´ da varia´vel
auxiliar.
A figura 9 apresenta as nullclines para treˆs regimes do modelo:
9(a) mostra um regime com um ponto fixo esta´vel14 e excita´vel, 9(b)
12Nullclines sa˜o as curvas definidas pela condic¸a˜o d~r/dt = 0, onde d~r/dt = ~F (t, ~r)
define um sistema dinaˆmico e ~r e´ um vetor contendo uma varia´vel dinaˆmica em cada
coordenada.
13Um ponto ~r∗ no espac¸o de fase de um sistema dinaˆmico e´ um ponto fixo se, ao
evouir o sistema partindo da condic¸a˜o inicial ~r0 = ~r∗, este permanece em ~r0 por
tempo indeterminado.
14Os pontos fixos podem ser atratores, repulsores ou de sela, caso este seja atrator
numa direc¸a˜o do espac¸o de fase e repulsor em outra. Se o ponto for atrator, ele e´
considerado esta´vel, se for repulsor, insta´vel. Como o nome sugere, pontos atratores
atraem a soluc¸a˜o enquanto que pontos repulsores afastam de si a soluc¸a˜o do sistema.
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mostra dois pontos fixos, sendo que (V ∗, u∗) = (0, 0) e´ esta´vel e ex-
cita´vel e o definido pela tangenciac¸a˜o de du/dt em dV/dt e´ um ponto
de sela e 9(c) exibe treˆs pontos fixos, sendo o central insta´vel e os outros
esta´veis e excita´veis (Ibid.).
Analisando essa figura da direita para a esquerda, nota-se que
um ponto esta´vel junta-se com um insta´vel, gerando um ponto de sela
em 9(b). Posteriormente, esse ponto some (9(a)) quando encontra o
ponto fixo esta´vel da direita. Esse e´ um exemplo t´ıpico de bifurcac¸a˜o
sela-no´ (KOSTOVA; RAVINDRAN; SCHONBEK, 2004).
A figura 10 mostra um exemplo do que chamamos, neste tra-
balho, de dinaˆmica excita´vel. Cada cor corresponde a uma simulac¸a˜o
diferente. Uma simulac¸a˜o consiste em iniciar um neuroˆnio FN num
ponto fixo e, durante um intervalo de tempo bem definido, aplicar um
pulso de corrente constante, I, medindo como o potencial de mem-
brana, V , responde a esse est´ımulo externo em func¸a˜o do tempo. As
intensidades dos pulsos esta˜o discriminadas na legenda da figura.
Figura 10. Resposta do potencial de membrana, V , de um neuroˆnio
FN para diferentes intensidades de est´ımulos externos, I. Para I <
0.2, V na˜o muda significativamente e para I > 0.3 a resposta assume
uma forma padra˜o, com um pico bem definido, definindo um disparo.
Portanto, ha´ um limiar Is no modelo tal que o neuroˆnio so´ efetua um
disparo se I > Is.
Nota-se que ha´ diferentes comportamentos do neuroˆnio para di-
ferentes correntes aplicadas. Conforme I aumenta, ha´ um valor limite
Is a partir do qual o potencial da membrana V muda bruscamente, pas-
sando a ter um pico bem definido – caracterizando um disparo. Para
correntes I ≤ Is, na˜o ha´ atividade no neuroˆnio. Pore´m, para I ≥ Is o
neuroˆnio dispara, ou seja, ativa seus mecanismos, produzindo um po-
Na˜o entraremos em detalhes sobre o ca´lculo da estabilidade dos pontos fixos, pore´m
essa ana´lise pode ser encontrada em Izhikevich (2007) e Baker e Gollub (1996).
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tencial de ac¸a˜o e possibilitando a transmissa˜o de sinais ele´tricos atrave´s
da membrana. Pela figura 10, verifica-se que 0.2 < Is < 0.3. E´ interes-
sante notar que a forma dos picos em V e´ independente da intensidade
de I, caracter´ıstica importante dos potenciais de ac¸a˜o.
A simplicidade do modelo FN permite que toda a sua soluc¸a˜o
seja visualizada de uma so´ vez no espac¸o de fase, possibilitando uma
explicac¸a˜o geome´trica para diversos fenoˆmenos biolo´gicos de dif´ıcil vi-
sualizac¸a˜o no modelo HH, entre eles (IZHIKEVICH; FITZHUGH, 2006):
• Auseˆncia de limiares bem definidos;
◦ Apesar de ser considerado excita´vel, o modelo FN na˜o pos-
sui limiares bem definidos. A excitac¸a˜o se da´ devido a uma regia˜o
no espac¸o de fase muito insta´vel, conhecida como trajeto´ria de ca-
nard15. Essa trajeto´ria esta´ localizada sobre a nullcline cu´bica,
entre seus pontos de mı´nimo e de ma´ximo. Portanto, um est´ımulo
externo, I, causa um disparo se for suficientemente intenso para
levar o potencial de membrana ale´m da linha de canard. Por isso,
o modelo FN na˜o apresenta comportamento tudo ou nada, uma
vez que o potencial de ac¸a˜o sera´ ta˜o intenso quanto for o est´ımulo
externo16(Ibid.).
• Disparos de rebote;
◦ Esses disparos sa˜o conhecidos na literatura como rebound
spikes, pois ocorrem apo´s a excitac¸a˜o da ce´lula com um pulso
de corrente negativa, o que tende a hiperpolarizar a membrana.
Quando o pulso acaba, o sistema esta´ muito longe do equil´ıbrio,
ou ponto fixo, causando um disparo no intento de retomar o
mesmo.
• Bloqueio de excitac¸a˜o;
◦ Iniciar, manter e cessar os disparos quando a corrente, I,
passa de um limiar ao ser aumentada continuamente. Fenoˆmeno
tambe´m conhecido como efeito de bloqueio de nervo. Veremos,
mais a frente, que o modelo Kinouchi-Tragtenberg tambe´m apre-
senta este comportamento (ver 3.2.4).
15Canard e´ o nome que se da´ a essas regio˜es do espac¸o de fase extremamente
insta´veis. Podem ser comparadas a uma corda bamba: quando um equilibrista que
caminha sobre ela cai, ele pode cair apenas para um dos lados, sendo extremamente
dif´ıcil manter-se sobre a corda.
16Comportamento tudo ou nada e´ uma mudanc¸a repentina no comportamento
do sistema (um disparo, por exemplo) de acordo com a variac¸a˜o suave em algum
paraˆmetro (o est´ımulo externo), de maneira ana´loga ao salto do paraˆmetro de ordem
numa transic¸a˜o de primeira ordem.
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• Acomodac¸a˜o;
◦ Quando a corrente I e´ aumentada de maneira lenta, o
modelo na˜o dispara um potencial de ac¸a˜o.
• Propagac¸a˜o de potenciais de ac¸a˜o;
◦ E´ poss´ıvel verificar a propagac¸a˜o de ondas de potencial
nas membranas do neuroˆnios quando o potencial de membrana,
V , e´ tratado como V ≡ V (x, t), onde x e´ uma posic¸a˜o sobre a
membrana.
3.2.2 Hindmarsh-Rose (HR)
Proposto por Hindmarsh e Rose (1984), seu principal me´rito e´
descrever a dinaˆmica cao´tica presente em va´rios neuroˆnios com dinaˆmica
de ca´lcio, ale´m de reproduzir a dinaˆmica de bursts (PINTO, 2005).
Suas equac¸o˜es sa˜o (Ibid., p.57):
x˙ = ay + bx2 − cx3 − kz + I
y˙ = e− fx2 − y
z˙ = µ− z + s(x+ h)
, (3.16)
onde a, b, c, k, e, f , µ, s e h sa˜o constantes arbitra´rias, I e´ a corrente
total de entrada no neuroˆnio (seja devido a sinapses ou a um est´ımulo
externo) e x ≡ x(t), y ≡ y(t) e z ≡ z(t) sa˜o as varia´veis dinaˆmicas.
Neste modelo, x representa o potencial de membrana (ana´logo ao V
no modelo HH), y corresponde a`s correntes ioˆnicas ra´pidas (da mesma
maneira que o u de FN) e z e´ uma varia´vel que corresponde a`s correntes
ioˆnicas lentas que fazem o neuroˆnio alternar entre comportamentos de
disparos e sileˆncio, gerando os bursts.
Um comportamento t´ıpico deste modelo esta´ na figura 11. Cha-
mamos de intervalo entre disparos (do ingleˆs, ISI), o intervalo de tempo
entre dois disparos consecutivos, ilustrado na figura 11. Ainda nesta
figura, pode-se separar os disparos em grupos, notando que ha´, em
me´dia, dois ISI distintos, cada grupo sendo um burst.
A maneira mais comum utilizada para buscar comportamento
cao´tico em neuroˆnios e´ atrave´s do ISI. Geralmente, faz-se um diagrama
de bifurcac¸a˜o17 do ISI em func¸a˜o de algum paraˆmetro do modelo, onde e´
poss´ıvel constatar intervalos em que o ISI pode assumir infinitos valores,
17Diagramas de bifurcac¸a˜o sa˜o maneiras concisas de se obter informac¸a˜o sobre as
soluc¸o˜es do sistema de acordo com os valores de algum paraˆmetro do mesmo.
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... ...
ISI
Figura 11. Comportamento de bursts cao´ticos do modelo de
Hindmarsh-Rose. Em detalhe, definimos o intervalo entre disparos (do
ingleˆs, ISI), que e´ o intervalo de tempo entre dois disparos (potenciais
de ac¸a˜o) consecutivos.
de maneira ana´loga ao que e´ feito com a varia´vel velocidade angular em
osciladores amortecidos e forc¸ados (BAKER; GOLLUB, 1996, p.66). Faz-
se, tambe´m, a distribuic¸a˜o dos ISI; Gong et al. (2002), Xie et al. (2003)
obteˆm diversos picos na distribuic¸a˜o de ISI, mostrando que este pode
assumir inu´meros valores. A figura 12 mostra o diagrama de bifurcac¸a˜o
do ISI do modelo HR.
(a) (b)
Figura 12. Diagrama de bifurcac¸a˜o do modelo de Hindmarsh-Rose. (a)
quadro geral e (b) detalhe de (a) para 2.85 < I < 3.25.
Esse tipo de diagrama e´ u´til na ana´lise geral das soluc¸o˜es de
um dado sistema de equac¸o˜es diferenciais na˜o-lineares, pois e´ poss´ıvel
verificar diferentes soluc¸o˜es para o sistema de acordo com a variac¸a˜o
do paraˆmetro de bifurcac¸a˜o, mostrando regio˜es em que o sistema pode
apresentar caos por duplicac¸a˜o de per´ıodo (BAKER; GOLLUB, 1996).
Por exemplo, a figura 12(a) mostra um quadro geral dos comportamen-
tos das equac¸o˜es 3.16 ao variar I. A parte (b) foca na regia˜o onde ha´
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caos18. E´ poss´ıvel notar, tanto em (a) quanto em (b), que para I = 2.95,
por exemplo, ha´ menos de 10 ISI, sendo um deles muito maior que os
outros (caracter´ıstica de um regime de bursts), ale´m de ter regio˜es em
que um u´nico ISI torna-se outros dois para um valor de paraˆmetro
muito pro´ximo. Essa duplicac¸a˜o de ISI conforme o paraˆmetro varia
acaba levando a um comportamento cao´tico. No cap´ıtulo 4, estudare-
mos diagramas de ISI em func¸a˜o do paraˆ-metro de acoplamento para
redes de neuroˆnios KTz.
3.2.3 O Mapa de Rulkov
O mapa de Rulkov e´ um modelo para neuroˆnios que exibem
bursts, disparos perio´dicos ou comportamento cao´tico (RULKOV, 2001,
2002; SHILNIKOV; RULKOV, 2004). Na revisa˜o de Ibarz, Casado e
Sanjua´n (2011), este e outros modelos baseados em mapas, como o
de Izhikevich (2004), sa˜o explorados do ponto de vista de sistemas
dinaˆmicos.
De maneira geral, o mapa de Rulkov e´ dado por:
x(t+ 1) = f (x(t), y(t) + I)
y(t+ 1) = y(t)− µ(x(t) − σ) , (3.17)
onde µ e σ sa˜o paraˆmetros arbitra´rios19, x e´ o potencial de membrana
e y e´ a dinaˆmica lenta, responsa´vel pelo aparecimento de bursts. Como
e´ usual, I e´ uma corrente de entrada, podendo ser a soma de correntes
sina´pticas com correntes externas. A func¸a˜o f(x, y) define as carac-
ter´ısticas principais do modelo, como se ele sera´ cao´tico ou na˜o. Para
um comportamento na˜o-cao´tico, equivalente ao modelo HH, definimos
o passo de tempo20 como sendo 1 ts = 0.5 ms e f(x, y) sendo21:
18Conclui-se que ha´ caos nas regio˜es pontilhadas, pois e´ uma regia˜o quase cont´ınua
de pontos, cada um correspondendo a um ISI; Portanto, se ha´ muitos pontos (sendo a
quantidade limitada apenas pelo tempo de simulac¸a˜o) numa dada regia˜o, ha´ tambe´m
infinitos ISI, mostrando que a trajeto´ria no espac¸o de fase do sistema nunca se
repete.
19Rulkov (2002) utiliza σ′ = σ+ 1, mas seguiremos a notac¸a˜o de Ibarz, Casado e
Sanjua´n (2011), ja´ que σ e´ ta˜o arbitra´rio quanto σ′.
20Passo de tempo, do ingleˆs, timestep. Abreviaremos como unidade temporal por
ts.
21Outros trabalhos (RULKOV, 2001; SHILNIKOV; RULKOV, 2004) trazem dife-
rentes definic¸o˜es para a func¸a˜o f , expressando diferentes comportamentos.
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f(x, y) =


α
1− x + y se x ≤ 0
α+ y se 0 ≤ x ≤ α+ y
−1 se x ≥ α+ y
, (3.18)
onde α e´ um paraˆmetro arbitra´rio. Sendo o limiar de disparo deste
modelo x = 1−√α (IBARZ; CASADO; SANJUa´N, 2011), o potencial de
membrana, V , para que esse limiar seja igual ao do modelo HH (-50
mV), e´ dado por:
V (t) =
−50
1−√α x(t) [mV] , (3.19)
com α = 4.
O diagrama de fases do modelo esta´ esboc¸ado na figura 13. Este
modelo possui regimes de bursts, disparos perio´dicos e sileˆncio (onde o
mapa e´ excita´vel).
Bursts
Silêncio
(excitável)
Disparos
α
σ
Figura 13. Diagrama de fases do mapa de Rulkov (2002). Possui treˆs
fases bem definidas, sendo que a fase quiescente e´ excita´vel.
Izhikevich e Hoppensteadt (2004) classificam os mapas que exi-
bem bursts de acordo com as bifurcac¸o˜es que os levam para a fase de
disparos e os trazem de volta para o sileˆncio no regime de bursts. O
mapa de Rulkov e´, enta˜o, classificado como sela-no´/homocl´ınico, pois
sofre uma bifurcac¸a˜o sela-no´ para a transic¸a˜o sileˆncio→disparos e uma
bifurcac¸a˜o homocl´ınica22 para a transic¸a˜o disparos→sileˆncio.
Outra classificac¸a˜o que existe e´ a de Hodgkin (apud IZHIKEVICH,
22Uma bifurcac¸a˜o e´ homocl´ınica quando um atrator caracterizado por uma o´rbita
perio´dica se torna um atrator caracterizado por uma o´rbita homocl´ınica, ou seja,
uma o´rbita perio´dica que conte´m um ponto de sela, pore´m com per´ıodo infinito.
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Figura 14. Resposta do mapa de Rulkov para a injec¸a˜o de uma rampa
de corrente linear. O tempo esta´ em passos de tempo (do ingleˆs, time-
steps ou ts). Nota-se que o ISI se mante´m constante, independente-
mente da intensidade da corrente.
2007, p.14–15). Nesta, o mapa de Rulkov e´ excita´vel de Classe23 2, pois
sofre uma bifurcac¸a˜o sela-no´, i.e., ao injetar uma corrente I crescente
(em forma de rampa), o ISI salta de 0 (na fase de sileˆncio) para um
valor constante (na fase de disparos) de maneira brusca24, como se
pode ver na figura 14. Isso significa que o modelo sempre responde
da mesma maneira, independentemente da intensidade da corrente de
entrada, na˜o codificando, por assim dizer, o sinal de entrada no sinal
de sa´ıda. Tal propriedade e´ encontrada, por exemplo, nos neuroˆnios
conectores inibito´rios corticais e e´ u´til para entender o papel desse tipo
de neuroˆnio em redes de neuroˆnios reais.
23A classificac¸a˜o citada possui 3 classes: Classe 1 – potenciais de ac¸a˜o podem ser
produzidos com frequeˆncias arbitrariamente baixas, dependendo da intensidade da
corrente aplicada (veremos um exemplo na sec¸a˜o 3.2.5); Classe 2 – potenciais de
ac¸a˜o sa˜o gerados numa u´nica banda de frequeˆncia, que e´ praticamente insens´ıvel
ao sinal de entrada; Classe 3 – Um u´nico potencial de ac¸a˜o e´ gerado em resposta
a um pulso de corrente, sendo que disparos perio´dicos so´ sa˜o gerados, quando sa˜o,
para correntes injetadas extremamente intensas. A frequeˆncia e´ o inverso do ISI.
Vale lembrar que essa classificac¸a˜o e´ de 1948, muito anterior a` qualquer estudo
de excitabilidade dos neuroˆnios, e fornece uma luz acerca da bifurcac¸a˜o sofrida
pelo potencial de membrana da ce´lula. A bifurcac¸a˜o e´ importante para entender a
excitabilidade. Classe 1 sofre bifurcac¸a˜o sela-no´ num ciclo invariante, classe 2 pode
ser devido a bifurcac¸a˜o sela-no´, ou Andronov-Hopf sub ou supercr´ıtica. Falaremos
um pouco mais sobre bifurcac¸a˜o de Andronov-Hopf e de sela-no´ num ciclo invariante
a frente. Ver mais em Izhikevich (2007).
24O gra´fico do ISI em func¸a˜o do paraˆmetro de bifurcac¸a˜o e´ ana´logo ao gra´fico do
paraˆmetro de ordem de uma transic¸a˜o de fase de primeira ordem.
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3.2.4 O Mapa Kinouchi-Tragtenberg (KT)
Kinouchi e Tragtenberg (1996) propuseram um modelo de neuroˆ-
nio25 que teve origem, na verdade, na soluc¸a˜o do modelo de Ising26
numa rede de Bethe27 com interac¸o˜es ferromagne´ticas entre primeiros
vizinhos e anti-ferromagne´ticas28 entre segundos vizinhos. O modelo
magne´tico original foi estudado por Tragtenberg (1993) e Tragtenberg
e Yokoi (1995).
Mostra-se que esse problema tem a magnetizac¸a˜o da camada n
da a´rvore dada pelo seguinte mapa (TRAGTENBERG, 1993):
Mn = tanh
(
Mn−1 − κMn−2 +H
T
)
, (3.20)
onde κ e´ a raza˜o entre as constantes das interac¸o˜es anti-ferromagne´tica
e ferromagne´tica, H e´ o campo externo e T e´ a temperatura do modelo
(todos em unidades arbitra´rias). Va´rios diagramas de fase desse modelo
foram trac¸ados em Tragtenberg (1993) e Tragtenberg e Yokoi (1995).
Em Kinouchi e Tragtenberg (1996) e´ proposta uma generalizac¸a˜o
do mapa 3.20 para representar um neuroˆnio capaz de atuar tanto em
redes de Hopfield29 como uma unidade de processamento, quanto em
redes de neuroˆnios formais biologicamente motivadas30. Neste caso,
25Este e´ o modelo base para o que sera´ estudado na sec¸a˜o seguinte, 3.2.5, o qual
sera´ utilizado para os estudos discutidos no cap´ıtulo 4.
26O modelo de Ising e´ o modelo microsco´pico de maior sucesso para descrever
transic¸o˜es de fase e criticalidade em sistemas magne´ticos. Tem uma Hamiltoniana
dada por H = −∑〈i,j〉 Ji,jσiσj − H∑i σi, onde 〈i〉 e´ a soma sobre os i primei-
ros vizinhos, σi e´ a varia´vel de spin (+1 ou −1) do s´ıtio i, Ji,j a constante de
acoplamento entre os s´ıtios i e j e H e´ um paraˆmetro que ajusta o campo externo.
27Rede de Bethe e´ uma a´rvore de Cayley no limite de coordenac¸a˜o (nu´mero de
vizinhos) infinito. A a´rvore de Cayley e´ um grafo hiera´rquico onde na˜o ha´ caminhos
fechados. Cada s´ıtio da a´rvore tem nu´mero de vizinhos z, exceto pelos s´ıtios de
fronteira, cujo z = 1. Os s´ıtios de fronteira formam a primeira casca. Sendo a casca
de nu´mero n = 1 a de fronteira (a mais externa de todas), um dado s´ıtio na n-e´sima
casca esta´ conectado a 1 s´ıtio na casca (n + 1) (mais interna) e a z − 1 s´ıtios na
casca (n− 1). Mais detalhes em Tragtenberg (1993).
28Interac¸a˜o ferromagne´tica tende a alinhar os spins da rede e interac¸a˜o anti-
ferromagne´tica tende a deixa´-los com sentidos opostos.
29A rede de Hopfield e´ uma rede de neuroˆnios idealizados (que podem assumir
estados discretos) capaz de realizar qualquer processamento que resulte em sim ou
na˜o. Pode ser vista como uma geralizac¸a˜o do modelo de Ising. Ver mais em Hertz,
Krogh e Palmer (1991).
30Utilizamos o termo redes biologicamente motivadas para representar redes de
neuroˆnios formais, acoplados atrave´s de correntes sina´pticas, na˜o atrave´s de fases,
como em redes de osciladores de fase acoplados (KINOUCHI; TRAGTENBERG, 1996,
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faz-se a adaptac¸a˜o Mn → V (t):
V (t) = tanh
(
V (t− 1)− κV (t− 2) +H
T
)
, (3.21)
onde V (t) e´ o potencial de membrana do neuroˆnio no passo de tempo t,
discreto, e κ e T tornam-se paraˆmetros arbitra´rios (para os propo´sitos
do presente estudo).
A fim de estudar o comportamento dinaˆmico deste modelo de
maneira mais direta, podemos fazer a substituic¸a˜o de varia´veis x(t) =
V (t) e y(t) = x(t − 1) – explicitando, assim, a dimensionalidade do
mapa (2 dimenso˜es) – ale´m de somar uma constante I junto a H em
3.21, sem perda de generalidade31:
x(t+ 1) = tanh
(
x(t)− κy(t) +H + I
T
)
y(t+ 1) = x(t)
, (3.22)
onde I e´ a soma das correntes externas (sinapses de entrada + est´ımulo
externo) e mantemos a compatibilidade (para I = 0) entre este e os
diagramas de fase propostos por Tragtenberg (1993) e por Tragtenberg
e Yokoi (1995), conforme adaptados por Kinouchi e Tragtenberg (1996),
por isso o chamaremos de modelo KT.
A figura 15 mostra um diagrama de fases H × T simplificado32
do modelo KT, com33 κ = 0.6 fixo. Verifica-se que o modelo tem 4
comportamentos distintos:
• 1 ponto fixo (fora do bulbo);
• 2 pontos fixos (a` esquerda do bulbo);
• Oscilato´rio, ou disparos (dentro do bulbo);
p.2356).
31Pois seria equivalente a escrever H como H = H0+I, onde H0 e´ uma constante
qualquer e I e´ a constante adicional.
32Simplificado, pois dentro do bulbo do diagrama ha´ diversas fases oscilato´rias, di-
ferindo entre si atrave´s do nu´mero de onda. As curvas pretas sa˜o determinadas pelo
autovalor mı´nimo da matriz Jacobiana do sistema. Mais detalhes em Tragtenberg
(1993).
33Tragtenberg (1993) traz diagramas de fase para valores de κ > 0. Pore´m,
Kinouchi e Tragtenberg (1996) discutem que, na adaptac¸a˜o do modelo magne´tico
estudado por Tragtenberg (1993), valores de κ > 0.5 apresentam comportamentos
t´ıpicos de neuroˆnios.
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• Biestabilidade34, onde, num dado ponto, sa˜o esta´veis 1 ponto fixo
e oscilac¸o˜es (entre a curva vermelha e o bulbo).
-0.1
-0.05
0
0.05
0.1
0.2 0.3 0.4 0.5 0.6
H
T
Ponto fixo
Bi-estabilidade
2
pontos
fixos
Disparos
periódicos
A
B
C2
C1DE
MCP
MCP
Figura 15. Diagrama de fase H × T para κ = 0.6 do modelo KT. A
curva preta representa a fronteira entre zonas de ponto fixo (o neuroˆnio
esta´ quiescente) e zonas de disparos perio´dicos (o neuroˆnio esta´ osci-
lando continuamente). Entre as curvas vermelha e preta ha´ uma regia˜o
de biestabilidade, onde sa˜o esta´veis as fases de ponto fixo e de dispa-
ros perio´dicos. Esta˜o destacados 6 pontos em que ha´ comportamentos
distintos no modelo (A, B, C1, C2, D e E; ver texto). Tambe´m esta´
destacado um ponto multi-cr´ıtico (MCP).
Portanto, o modelo KT apresenta 5 comportamentos qualitati-
vamente diferentes (pontos A, B, C1, C2, D e E destacados na figura
15), conforme indicado no diagrama de fases (Ibid., p.2352):
• Neuroˆnio A:
◦ Esta´ num ponto fixo; Caso haja um est´ımulo externo, o
neuroˆnio relaxa seu potencial de membrana para outro ponto fixo.
Nunca ocorrem oscilac¸o˜es.
• Neuroˆnio B:
◦ Apresenta oscilac¸o˜es independentemente de est´ımulos ex-
ternos, atividade conhecida como marca-passo.
• Neuroˆnio C (1 e 2):
34Ha´, na verdade, diversas fases oscilato´rias coesta´veis, cada uma caracterizada
por um nu´mero de onda. Por isso, essa regia˜o e´ coesta´vel. Como na˜o estamos
interessados em distinguir entre diferentes fases oscilato´rias, referir-nos-emos a essa
regia˜o como biesta´vel, pois sa˜o esta´veis ponto fixo e oscilac¸o˜es.
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◦ Ce´lula excita´vel. Apresenta ponto fixo para I = 0, pore´m
um pulso de corrente pode leva´-la para dentro do bulbo atrave´s de
uma transic¸a˜o de segunda ordem (C2) ou de primeira ordem (C1),
causando ou disparos, ou oscilac¸o˜es. O ponto de encontro dessas
linhas de transic¸a˜o de fase e´ um ponto multi-cr´ıtico (MCP)35.
• Neuroˆnio D:
◦ Apresenta ponto fixo para I = 0, pore´m pode tornar-se bi-
esta´vel para algum est´ımulo forte o suficiente para joga´-lo dentro
da regia˜o de 2 pontos fixos, sendo um destes um ponto fixo com
x > 0 e outro com x < 0.
• Neuroˆnio E:
◦ Regia˜o de dois pontos fixos naturalmente, em que est´ımulos
externos podem leva´-lo de um ponto fixo a outro e vice-versa.
Todos esses comportamentos sa˜o encontrados tanto em mode-
los de Hodgkin-Huxley ou FitzHugh-Nagumo, quanto em experimentos
(TASAKI; HAGIWARA, 1957; FITZHUGH, 1960; TROY, 1976, 1978; MOR-
RIS; LECAR, 1981; LLINAS, 1988; TUCKELL, 1988). Cabe citar que
tambe´m ha´ estudos de ressonaˆncia estoca´stica realizados com este mo-
delo (VEIGA; TRAGTENBERG, 2001), sendo este tambe´m um fenoˆmeno
estudado em outros modelos de neuroˆnios (LONGTIN, 1993).
Nosso interesse esta´ voltado para a regia˜o de neuroˆnios excita´veis,
portanto do tipo C, mais espec´ıficamente do tipo C1 discutido acima,
pois este apresenta comportamento tudo ou nada – definido no final
da sec¸a˜o 3.2.1. Isso limita nossa regia˜o de interesse no espac¸o de
paraˆmetros para (KINOUCHI; TRAGTENBERG, 1996):

0.5 < κ < 0.8
T < TMCP
H pro´ximo a` regia˜o de coestabilidade
. (3.23)
Comportamentos t´ıpicos da regia˜o C1 esta˜o esboc¸ados na fi-
gura36 16. Dentre eles, destacamos:
• Oscilac¸o˜es transientes antes dos disparos – figura 16(b);
◦ Fenoˆmeno reportado por Morris e Lecar (1981), mas que
seu modelo na˜o explica; Com este modelo, entretanto, e´ poss´ıvel
35Neste caso, o ponto multi-cr´ıtico e´ caracterizado pelo encontro de uma linha de
transic¸a˜o de primeira ordem com uma linha de transic¸a˜o de segunda ordem.
36As correntes utilizadas como est´ımulo externo e os paraˆmetros para as si-
mulac¸o˜es se encontram descritos em sua legenda.
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(a)
(c)
(d)
(e) (f)
(b)
Figura 16. Exemplos do comportamento excita´vel do tipo C1 para
κ = 0.6, T = 0.35 e H especificado na figura (regime biesta´vel para
(e) e ponto fixo para os outros). (a) Est´ımulo insuficiente para excitar
a ce´lula; (b) Est´ımulo que causa oscilac¸o˜es sublimiares transientes; (c)
Disparos perio´dicos enquanto ha´ est´ımulo externo; Nestes casos, I =
I0 se t0 < t < t1, sena˜o I = 0. (d) Efeito de bloqueio de nervo,
conforme explicado em 3.2.1; (e) Aniquilac¸a˜o de marca-passo atrave´s de
est´ımulo externo; (f) Comportamento excita´vel para pulsos I = I0δt,t0 ,
em t0 = 0, com 0.04 ≤ I0 ≤ 0.18. Verifica-se o limiar de excitabilidade
Is ≈ 0.13. Os c´ırculos sa˜o os instantes em que o mapa e´ calculado. As
linhas servem de guia para os olhos.
verificar que essas oscilac¸a˜o sa˜o devidas ao neuroˆnio estar num
regime pro´ximo de uma zona de bi-estabilidade;
• O efeito de bloqueio de nervo – que ocorre tambe´m no modelo
FN – figura 16(d);
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◦ Conforme explicado anteriormente, uma corrente retira
o neuroˆnio da fase quiescente, passa por um transiente de os-
cilac¸o˜es e satura o potencial de membrana. Neste caso, utiliza-
mos I = 0.001(t− t0), com t0 < t < t1, onde t0 e´ o instante em
que a corrente comec¸a a agir e t1 em que ela cessa. Nota-se a
ocorreˆncia de apenas um disparo durante o aumento da corrente,
permanecendo, em seguida, o potencial travado em um valor bem
determinado ate´ a corrente parar.
• A aniquilac¸a˜o da atividade de marca-passo – figura 16(e);
◦ Um est´ımulo instantaˆneo (I = I0δt,t0) leva o neuroˆnio
para a atividade oscilato´ria (ou de marca-passo, situada dentro
do bulbo na figura 15); e outro, tambe´m instantaˆneo, I = I1δt,t1 ,
o traz de volta para o estado quiescente, aniquilando, por assim
dizer, a atividade oscilato´ria.
• Disparo devido a um est´ımulo externo instantaˆneo – figura 16(f);
◦ Conforme visto no modelo FN (figura 10), o neuroˆnio
efetua, pelo menos, um disparo devido a um est´ımulo instantaˆneo
do tipo I = I0δt,t0 , desde que |I0| > |Is|, onde Is e´ o limiar
de ativac¸a˜o do potencial de membrana. Note, enta˜o, que um
est´ımulo instantaˆneo pode, dependendo da sua intensidade, levar
indefinidamente o neuroˆnio para atividades oscilato´rias (quando
este esta´ numa regia˜o bi-esta´vel do diagrama de fases 15), ou
pode apenas causar um ou mais disparos (quando o neuroˆnio se
encontra inicialmente num estado de ponto fixo). E´ importante
adicionar que est´ımulos com I0 < 0, com |I0| > |I−s | – onde
0 > I−s 6= Is e´ o limiar de disparos para est´ımulos negativos –
tambe´m podem causar disparos no neuroˆnio. Conforme visto em
3.2.1, estes sa˜o conhecidos como disparos de rebote37.
• A figura 16(a) mostra um caso em que o est´ımulo e´ insuficiente
para excitar o neuroˆnio e a figura 16(c) mostra um est´ımulo que
leva o neuroˆnio para dentro do bulbo do diagrama 15, onde ha´ os-
cilac¸o˜es, mas quando o est´ımulo cessa, o neuroˆnio volta ao estado
quiescente.
Note a diferenc¸a da figura 16(c) para a 16(e), pois na 16(e) o
neuroˆnio esta´ num regime biesta´vel, enquanto que na situac¸a˜o 16(c),
ele esta´ num regime de ponto fixo. Ainda, a diferenc¸a entre 16(c) e
16(f) e´ que nesta, o est´ımulo e´ instantaˆneo e naquela, e´ constante.
37Rebound spikes.
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O mecanismo de excitabilidade do modelo KT e´ diferente do
do modelo FN. Enquanto a excitabilidade do FN se da´ por uma tra-
jeto´ria de canard38, o modelo KT se excita atrave´s de uma bifurcac¸a˜o
de Andronov-Hopf subcr´ıtica,pois um ponto fixo repulsor da´ lugar a um
ciclo-limite39 e a um ponto fixo atrator conforme varia-se I (ou H)40.
As nullclines do modelo – figura 17, regime C1 – sa˜o obtidas
com as condic¸o˜es x(t+ 1) = x(t) ≡ x e y(t+ 1) = y(t) ≡ y e sa˜o dadas
por:
y =
x+H − T tanh−1 (x)
κ
y = x
. (3.24)
Suas formas sa˜o extremamente similares a`s do modelo FN (ver figura
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(a) H = 0.0
x(t+1) = x(t)
y(t+1) = y(t)
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(b) H = 0.014
x(t+1) = x(t)
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(c) H = 0.06
x(t+1) = x(t)
y(t+1) = y(t)
x x
Figura 17. Nullclines do modelo KT para κ = 0.6, T = 0.35 e H
conforme discriminado nos gra´ficos. Nota-se que as formas das curvas
sa˜o extremamente similares a`s de FitzHugh-Nagumo, na figura 9. (a)
Dentro do bulbo (figura 15) ha´ treˆs estados de equil´ıbrio, sendo x = 0
um ponto fixo repulsor e os outros dois sa˜o ciclos-limite; (b) Ha´ apenas
um ciclo-limite e um ponto fixo atrator, regia˜o entre as curvas preta
e vermelha da figura 15; (c) Fora do bulbo (figura 15) ha´ apenas um
ponto fixo atrator.
9), sendo uma com forma de ”N” e outra linear. A diferenc¸a e´ que
alguns cruzamentos das nullclines do KT correspondem a ciclos-limite,
na˜o a pontos fixos. Por exemplo, os cruzamentos pro´ximos de x =
y = ±0.5, na figura 17(a), correspondem a oscilac¸o˜es ra´pidas (regia˜o
38Conforme explicado na sec¸a˜o 3.2.1.
39Ciclo-limite e´ uma o´rbita no espac¸o de fase esta´vel ou insta´vel, correspondendo
a uma das soluc¸o˜es de equil´ıbrio do sistema. Pode possuir um foco atrator ou
repulsor.
40Para mais informac¸o˜es sobre a bifurcac¸a˜o de Andronov-Hopf, ver Kuznetsov
(2006).
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de paraˆmetros do interior do bulbo da figura 15). Nessa mesma figura,
o ponto x = y = 0 corresponde a um ponto fixo repulsor.
Ao aumentar H (ou manteˆ-lo fixo, efetuando um est´ımulo ex-
terno I), um dos ciclos limites some junto com o ponto repulsor –
figura 17(b) – dando lugar a um ponto fixo atrator e outro ciclo limite
(regia˜o de biestabilidade). Se aumentarmos H (ou I) ainda mais, o
neuroˆnio sai do bulbo e vai para a regia˜o onde so´ ha´ um ponto fixo –
figura 17(c).
Entender este mecanismo atrave´s da bifurcac¸a˜o de Andronov-
Hopf e´ fundamental para esclarecer a gerac¸a˜o de bursts que sera´ estu-
dado na pro´xima sec¸a˜o, 3.2.5, bem como para classificar o modelo KTz
de acordo com a classificac¸a˜o de Hodgkin (vista na sec¸a˜o 3.2.3).
3.2.5 O Mapa Kinouchi-Tragtenberg Estendido (KTz)
O modelo KTz e´ uma extensa˜o do modelo KT que exibe bursts
de maneira similar ao modelo HR, discutido na sec¸a˜o 3.2.2. Foi sugerido
por Kinouchi e Tragtenberg (1996) e estudado por Kuva et al. (2001)
e por Copelli, Tragtenberg e Kinouchi (2004). Nestes trabalhos, sa˜o
apresentados diagramas de fases detalhados deste modelo.
Partindo-se das equac¸o˜es 3.22, assume-se H ≡ z(t), ja´ que H e´
um paraˆmetro conveniente para estudar a bifurcac¸a˜o entre os estados
de ponto fixo e oscilato´rio, conforme visto na sec¸a˜o anterior. Ainda, ja´
temos os diagramas de fase para o paraˆmetro escolhido, facilitando a
ana´lise do que acontece conforme z varia no tempo. A varia´vel z deve
ser de dinaˆmica lenta, carregando o neuroˆnio para dentro e para fora
do bulbo dado no diagrama de fases da figura 15, perpendicularmente
ao eixo T . Assim, Kinouchi e Tragtenberg se inspiraram no modelo HR
(ver eq. 3.16) para propor a seguinte equac¸a˜o para z(t):
x(t+ 1) = tanh
(
x(t) − κy(t) + z(t) + I
T
)
y(t+ 1) = x(t) ,
z(t+ 1) = (1− δ)z(t)− λ(x(t) − xR)
, (3.25)
onde sa˜o introduzidos os paraˆmetros δ (para controlar o per´ıodo re-
frata´rio), λ (para controlar o amortecimento das oscilac¸o˜es) e xR (para
controlar a dinaˆmica de entrada e sa´ıda no bulbo do diagrama da fi-
gura 15, ou os bursts por assim dizer). O papel deles esta´ ilustrado nas
figuras 18, 19 e 20.
Do ponto de vista biof´ısico, os paraˆmetros λ e δ, em 3.25, referem-
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(a) (b)
(c) (d)
Figura 18. Per´ıodo refrata´rio. Paraˆmetros fixos: κ = 0.6, T = 0.35,
xR = −0.9, λ = 0.1. δ e I conforme na figura. Note que para δ = 0.1
(a), a recuperac¸a˜o e´ extremamente ra´pida, permitindo o disparo no
segundo est´ımulo, enquanto que para δ menores, a recuperac¸a˜o torna-
se mais lenta, inibindo o segundo est´ımulo em (c) e em (d).
(a) (b)
(c) (d)
Figura 19. Amortecimento das oscilac¸o˜es. Paraˆmetros fixos: κ = 0.6,
T = 0.35, xR = −0.9, δ = 0.1. λ e I conforme na figura. Note
que λ = 0 e´ um regime de disparos ra´pidos e λ = 0.1 e´ um regime
superamortecido.
se a um fluxo de entrada e sa´ıda de ı´ons da corrente z(t), respectiva-
mente. No caso em que λ = δ = 0⇒ z(t) = H = constante, recupera-se
o modelo KT (eq. 3.22).
Conforme discute-se em Copelli, Tragtenberg e Kinouchi (2004),
o limite λ = δ ≈ 0 equivale a uma aproximac¸a˜o adiaba´tica, ou quase-
esta´tica, pois z(t) varia muito lentamente. Neste caso, consegue-se uma
forma anal´ıtica para a curva de xR em func¸a˜o de T , a qual encontra-
se esboc¸ada embaixo dos c´ırculos vazados no diagrama de fases da
figura 21. Os pontos com circulos correspondem a simulac¸o˜es com
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(a) (b)
(c) (d)
Figura 20. Gerac¸a˜o de bursts. Paraˆmetros fixos: κ = 0.6, T = 0.35, δ =
0.001, λ = 0.001, I = 0. xR conforme na figura. Note que diminuindo
|xR|, aumentamos a durac¸a˜o dos bursts, diminuindo o intervalo entre
bursts. Note que os bursts sa˜o cao´ticos.
λ = δ = 0.001 (KUVA et al., 2001). Verifica-se regio˜es onde ha´ pontos
fixos esta´veis, disparos lentos ou ra´pidos, bursts e disparos card´ıacos41.
Esses comportamentos esta˜o ilustrados na figura 22.
xR
T
0.0
-0.2
-0.4
-0.6
-0.8
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Osc
C
B
PF
Figura 21. Diagrama de fases do modelo KTz. Paraˆmetros fixos: κ =
0.6, δ = λ = 0.001. As letras signficam: B = burst, Osc = oscilato´rio
(disparos lentos ou ra´pidos), PF = ponto fixo e C = disparos card´ıacos.
Os pontos marcados com circulos vazios sa˜o provenientes de simulac¸o˜es
para esses valores de δ e λ e a curva cheia sob eles e´ a aproximac¸a˜o
adiaba´tica dada por Copelli, Tragtenberg e Kinouchi (2004).
E´ importante notar que os modelos KT e KTz sa˜o dados por
41Disparos card´ıacos sa˜o uma forma peculiar de disparos, em que o potencial de
ac¸a˜o forma um platoˆ antes de retornar ao estado quiescente (figura 22(g)). Com-
portamento t´ıpico de neuroˆnios que controlam os batimentos card´ıacos.
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tangentes hiperbo´licas – func¸o˜es cont´ınuas e limitadas, com imagem
(−1;+1). Portanto, ale´m de todas as vantagens provenientes do uso de
mapas destacadas no in´ıcio deste cap´ıtulo, a soluc¸a˜o das equac¸o˜es esta´
sempre limitada nesse mesmo intervalo. Ainda, o modelo KTz, por
englobar o KT, tambe´m apresenta todos os comportamentos deste e
toda a ana´lise feita na sec¸a˜o anterior e´ va´lida para o subsistema ra´pido
do KTz42.
x(
t)
 (
u.
a.
)
Tempo (ts)
(a)
(b)
(c)
(d)
(e)
(f)
(g)
Figura 22. Comportamentos do mapa KTz para κ = 0.6. Quando na˜o
especificado, T = 0.35 e δ = λ = 0.001. (a) disparos ra´pidos (xR =
−0.2,T = 0.45); (b) oscilac¸o˜es sublimiares (xR = −0.5,T = 0.45);
(c) disparos lentos ou regulares (xR = −0.62,δ = λ = 0.003); (d) e (e)
bursts lentos (xR = −0.6) e ra´pidos (xR = −0.45), respectivamente; (f)
comportamento cao´tico (xR = −0.4,T = 0.322); (g) disparos card´ıacos
(xR = −0.5,T = 0.25).
Podemos encontrar regimes em que o comportamento excita´vel
do KTz e´ de Classe43 1 ou 2. Em particular, escolhemos, para levar a
pesquisa adiante, um regime em que o per´ıodo refrata´rio e´ considera-
velmente maior do que o tempo que dura um potencial de ac¸a˜o44. Este
regime e´ excita´vel de Classe 1, i.e., a resposta do neuroˆnio e´ sens´ıvel
a` corrente de entrada, diferentemente do mapa de Rulkov (figura 14).
Uma simulac¸a˜o de rampa de corrente foi feita para o KTz e seus re-
sultados esta˜o na figura 23. Esse tipo de bifurcac¸a˜o pode ocorrer, por
42Subsistema ra´pido e´ o definido apenas pelas varia´veis x e y, mantendo-se z ≡ H
constante.
43Na classificac¸a˜o de Hodgkin. Ver sec¸a˜o 3.2.3.
44No pro´ximo cap´ıtulo, justificaremos esta escolha
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exemplo, em neuroˆnios piramidais excitato´rios corticais.
Figura 23. Resposta do mapa KTz para uma rampa de corrente inje-
tada do tipo I(t) = 0.001(t− 200), com 200 ≤ t ≤ 2000. Paraˆmetros
κ = 0.6, T = 0.35, δ = 0.001, λ = 0.008 e xR = −0.7 e condic¸o˜es inici-
ais no ponto fixo. Veja que o ISI diminui conforme a corrente aumenta.
Apesar dos bursts serem gerados por bifurcac¸a˜o de Andronov-
Hopf (o que faz o modelo KT ser excita´vel de Classe 2), ha´ regimes
em que os disparos do KTz sa˜o gerados por bifurcac¸a˜o sela-no´ em ciclo
invariante45, o que torna este um modelo tambe´m de Classe 1.
Em suma, o modelo KTz, ale´m das vantagens citadas ao longo do
texto, mostra-se bastante completo, capturando comportamentos de di-
versos tipos de neuroˆnios reais com um nu´mero reduzido de paraˆmetros,
o que facilita seu estudo – basta comparar com Hindmarsh-Rose, eq.
3.16, por exemplo. Por outro lado, o mapa 3.25 que define este modelo
e´ dado por func¸o˜es cont´ınuas e sem singularidades, na˜o sendo definido
por partes como o mapa de Rulkov (eqs. 3.17 e 3.18), o que melhora
seu desempenho computacional (pois na˜o requer condicionais46 no pro-
grama). Ainda, va´rios diagramas de fase detalhados esta˜o presentes
em Tragtenberg (1993), Tragtenberg e Yokoi (1995), Kinouchi e Trag-
tenberg (1996), Kuva et al. (2001) e Copelli, Tragtenberg e Kinouchi
(2004).
Por completeza, podemos definir transformac¸o˜es de varia´veis en-
tre o modelo KTz e o modelo HH. Kuva et al. (2001) definem 0.1 ms
= 1 ts para que um disparo que dura 10 ts no modelo KTz, dure em
torno de 1 ms na nova escala temporal. Usando esta escala de tempo,
45Na bifurcac¸a˜o sela-no´ em ciclo invariante tambe´m ocorre a aniquilac¸a˜o de um
ponto fixo esta´vel e um insta´vel, pore´m ambos esta˜o localizados sobre um mesmo
ciclo esta´vel, de per´ıodo finito. Ver mais em Izhikevich (2007).
46Em programac¸a˜o, estruturas condicionais sa˜o estruturas que possibilitam o pro-
grama escolher entre um ou outro comportamento definidos.
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podemos reescalar as varia´veis do modelo KTz a fim de compara´-las
com as do modelo HH.
Determinamos os limiares de corrente positivos (I+s – corrente
que gera um disparo) e negativos (I−s – corrente que gera um disparo
de rebote) para cada um dos modelos. O est´ımulo constante durou 1
ms (tanto para o HH, quanto para o KTz, na escala de tempo ado-
tada). Determinamos, tambe´m, o potencial de repouso (ponto fixo) e o
valor do potencial no pico do disparo. Tendo dois valores de refereˆncia
para cada varia´vel de interesse (corrente de est´ımulo e potencial de
membrana), podemos definir uma transformac¸a˜o linear de escala des-
sas varia´veis entre os dois modelos.
Para esta comparac¸a˜o, escolhemos, para o modelo HH, os paraˆ-
metros47 g¯Na = 120 µS, [Na
+]in = 50 mM, [Na
+]out = 440 mM (resul-
tando em um potencial de Nernst – equac¸a˜o 3.6 – de ENa = 52.4 mV);
g¯K = 36 µS, [K
+]in = 400 mM, [K
+]out = 20 mM (EK = −72.1
mV). O canal de vazamento (ou canal passivo) foi constitu´ıdo por
Na+, K+ e ı´on cloro Cl−. Seus paraˆmetros sa˜o48: g¯Na,L = 0.0265
µS, g¯K,L = 0.0700 µS e g¯Cl,L = 0.1000 µS, com [Cl
−]in = 52 mM e
[Cl−]out = 560 mM (ECl = −57.2 mV). Os expoentes das varia´veis
dinaˆmicas m, h e n das condutaˆncias dos canais ioˆnicos (equac¸a˜o 3.9)
sa˜o µNa = 3, νNa = 1, µK = 4 e νK = 0. As func¸o˜es α e β (equac¸a˜o
3.10) sa˜o: 
 αm(V ) =
0.1 ∗ (V + 40)
1− exp [−0.1(V + 40)]
βm(V ) = 4.0 exp [−0.056(V + 65)]
, (3.26)


αh(V ) = 0.07 exp [−0.05(V + 65)]
βh(V ) =
1.0
1 + exp [−0.1(V + 35)]
, (3.27)

 αn(V ) =
0.01 ∗ (V + 55)
1− exp [−0.1(V + 55)]
βn(V ) = 0.125 exp [−0.013(V + 65)]
. (3.28)
E, para o modelo KTz, K = 0.6, T = 0.35, δ = 0.001, λ = 0.008 e
xR = −0.7.
Os limiares49 para o modelo HH sa˜o I+s,H = 3.7161 nA e I
−
s,H =
−6.6159 nA, enquanto que para o modelo KTz sa˜o I+s,K = 0.022560 e
47Os paraˆmetros do modelo HH foram retirados da simulac¸a˜o, em MATLAB, feita
por Touretzky et al. (2012). Ver a sec¸a˜o 3.1.1 para conferir as equac¸o˜es.
48O potencial de Nernst para K+ e Na+ ja´ foi dado.
49Todos os limiares foram determinados computacionalmente.
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I−s,K = −0.065501. O potencial de repouso para o modelo HH e´ V ∗H =
−62.72 mV e o potencial no pico do seu disparo e´ V +H = 32.65 mV.
Para o modelo KTz, esses valores sa˜o50 V ∗K = −0.6971564118917724,
para o potencial de repouso (ponto fixo), e V +K = 0.777338636932798
para o potencial no pico do disparo.
Assim, podemos definir uma transformac¸a˜o linear φI (IK) que
leva uma corrente do modelo KTz, IK ,numa corrente do modelo HH,
IH , e uma transformac¸a˜o linear φV (x) que leva o potencial de mem-
brana do modelo KTz, x, no potencial de membrana do modelo HH,
V :
IH ≡ φI (IK) = a1IK + b1
V ≡ φV (x) = a2x+ b2 . (3.29)
Os paraˆmetros a1, b1, a2 e b2 foram determinados
51:


a1 =
I−s,H − I+s,H
I−s,K − I+s,K
≈ 117.32¯7761438094 [nA]
b1 = I
+
s,H − I+s,K
(
I−s,H − I+s,H
I−s,K − I+s,K
)
≈ 1.0691¯857019566 [nA]
(3.30)
e 

a2 =
V ∗H − V +H
V ∗K − V +K
≈ 64.67¯97695 [mV]
b2 = V
+
H − V +K
(
V ∗H − V +H
V ∗K − V +K
)
≈ −17.62¯80839 [mV]
. (3.31)
Kuva et al. (2001) propuseram um Mapa de Sinapses Qu´ımicas
(do ingleˆs, CSM), o qual possibilita a conexa˜o de neuroˆnios KTz em
redes, objeto de estudo do pro´ximo cap´ıtulo.
50Os valores dos potenciais para o modelo KTz sa˜o calculados com dupla precisa˜o,
portanto todos os algarismos sa˜o significativos.
51A barra sobre o algarismo indica o algarismo significativo (PIACENTINI, 2005).
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4 REDES DE NEUROˆNIOS KTZ
No cap´ıtulo anterior, estudamos modelos para sistemas excita´-
veis, como o KTz. Estudaremos, neste cap´ıtulo, redes em que esses
neuroˆnios (KTz) encontram-se conectados, interagindo entre si atrave´s
de sinapses. Redes sa˜o estruturas formadas por elementos e conexo˜es
entre elementos. Podemos definir redes sociais (onde os elementos sa˜o
as pessoas e as conexo˜es esta˜o ativas se as pessoas se conhecem), redes
de neuroˆnios (onde os elementos sa˜o os neuroˆnios e as conexo˜es, as
sinapses), redes de palavras, redes de prote´ınas, etc. A organizac¸a˜o
espacial da rede e´ que define as suas proriedades, conforme enfatizam
Albert e Baraba´si (2002). Podemos definir o nu´mero de coordenac¸a˜o da
rede como sendo a quantidade de primeiros vizinhos de cada elemento.
As redes podem ter diferentes topologias, entre elas: livres de
escala, aleato´rias, de mundo pequeno, regulares1, de campo me´dio2,
etc. Em particular, os treˆs primeiros tipos listados sa˜o conhecidos como
redes complexas, pois seu nu´mero de coordenac¸a˜o na˜o e´ fixo, mas segue
uma distribuic¸a˜o estat´ıstica, ao contra´rio das redes regulares3.
Realizamos simulac¸o˜es com neuroˆnios KTz em redes regulares
e redes complexas, conectados por sinapses homogeˆneas ou com ru´ıdo
em alguns regimes de paraˆmetros. Consideramos a amostragem e a
subamostragem das redes4. Buscamos a existeˆncia de um estado criti-
camente auto-organizado nestas redes, lembrando que o modelo KTz,
apesar de ser formal, apresenta-se como um sistema dinaˆmico com-
pleto e com comportamentos completamente similares aos observados
em neuroˆnios biolo´gicos, conforme vimos na sec¸a˜o 3.2.5.
Tambe´m lembramos que o estado de SOC foi estudado recente-
mente numa rede de campo me´dio com neuroˆnios integra-dispara por
Levina, Herrmann e Geisel (2007). Pore´m, neuroˆnios integra-dispara
sa˜o idealizac¸o˜es de neuroˆnios reais que na˜o manteˆm o comportamento
dinaˆmico destes de maneira plena, diferentemente de mapas (IBARZ;
1Redes cujo nu´mero de coordenac¸a˜o e´ o mesmo para todos os elementos.
2Rede de campo me´dio → modelo J/N e´ equivalente a` aproximac¸a˜o de campo
me´dio (STANLEY, 1971, p.91).
3Ver a sec¸a˜o 4.3 e a revisa˜o de Albert e Baraba´si (2002) para mais detalhes
sobre redes complexas e suas aplicac¸o˜es. Sobre redes regulares, entraremos em mais
detalhes na sec¸a˜o 4.2.
4Amostragem e´ o caso em que consideramos o comportamento de todos os ele-
mentos da rede para construir as distribuic¸o˜es estat´ısticas convenientes. Portanto,
subamostragem e´ o caso em que consideramos o comportamento de apenas uma
dada porcentagem de elementos da rede. Ver mais na sec¸a˜o 4.5.
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CASADO; SANJUa´N, 2011). Ainda, comparac¸o˜es entre modelos de SOC
subamostrados com dados medidos in vivo em macacos atrave´s de Local
Field Potentials (LFP)5 foram feitos por Priesemann, Munk e Wibral
(2009). Ribeiro et al. (2010) compararam um autoˆmato celular cr´ıtico
subamostrado com dados de 14 ratos vivos e se comportando livremente
(medidas tambe´m realizadas por LFP).
Acreditamos que nosso trabalho traz resultados inovadores so-
bre o desenvolvimento de um estado cr´ıtico numa rede de neuroˆnios
e sobre a amostragem dos dados, pois, ao contra´rio de Priesemann,
Munk e Wibral, Ribeiro et al. e Levina, Herrmann e Geisel, utilizamos
neuroˆnios mais realistas, ale´m de termos utilizado o ru´ıdo nas sinapses
como o mecanismo gerador de avalanches cr´ıticas, o que ainda na˜o foi
explorado na literatura.
Na sec¸a˜o seguinte, descreveremos as sinapses (ou interac¸o˜es) que
utilizamos para conectar (ou relacionar) os neuroˆnios KTz, possibili-
tando esses estudos. Posteriormente, apresentaremos as estruturas das
redes nas quais conectamos os neuroˆnios e as simulac¸o˜es realizadas,
evidenciando e discutindo nossos resultados – sec¸o˜es 4.2, 4.3 e 4.5.
4.1 SINAPSES
O sinal ele´trico que viaja atrave´s de um potencial de ac¸a˜o na
membrana de um neuroˆnio e´ transmitido para outras ce´lulas atrave´s
de sinapses. Elas ocorrem entre os terminais do axoˆnio do neuroˆnio
pre´-sina´ptico e os dendritos do neuroˆnio po´s-sina´ptico6 (ambas as es-
truturas esta˜o ilustradas na figura 3 para um mesmo neuroˆnio).
Ha´ dois tipos de sinapses: ele´tricas (gap junctions) e qu´ımicas
(KEENER; SNEYD, 1998). A ele´trica envolve a troca de ı´ons, e algumas
mole´culas pequenas, atrave´s de canais que conectam as membranas
dos neuroˆnios pre´ e po´s-sina´pticos diretamente (Ibid., p.236–) – figura
24. Uma das suas principais caracter´ısticas e´ que ela e´ extremamente
ra´pida: o neuroˆnio po´s-sina´ptico logo responde ao est´ımulo proveniente
do pre´-sina´ptico, pois ambos esta˜o muito pro´ximos um do outro (uma
distaˆncia de, aproximadamente, 4 nm).
A sinapse qu´ımica se da´ atrave´s da troca de prote´ınas espec´ıficas,
5Local Field Potential e´ o nome de uma te´cnica experimental que mede as cor-
rentes ioˆnicas exatamente na regia˜o onde o eletrodo e´ colocado, possibilitando a
reconstruc¸a˜o da atividade individual dos neuroˆnios ao redor dos eletrodos. Ver
mais em Wikipedia (2011).
6O neuroˆnio e´ pre´-sina´ptico quando gera a sinapse. O neuroˆnio e´ po´s-sina´ptico
quando recebe a sinapse.
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Canal iônico
Espaço intercelular
de 2 a 4 nm
Meio
extracelular
Membranas dos
neurônios conectadosSecção transversal
Figura 24. Secc¸a˜o transversal e detalhe das chamadas gap junctions, ou
sinapses ele´tricas. Os canais (em laranja) ligam diretamente, atrave´s
das membranas, o interior dos dois neuroˆnios conectados. Eles sa˜o
hidrof´ılicos e podem, ou na˜o, permitir a passagem de ı´ons e/ou peque-
nas mole´culas. Fonte: http://commons.wikimedia.org/wiki/File:
Gap_cell_junction_keys.svg
conhecidas como neurotransmissores7, presentes nos terminais dos axoˆ-
nios dos neuroˆnios. Essas prote´ınas sa˜o liberadas na fenda sina´ptica8
(que tem, aproximadamente, entre 25 nm e 40 nm) quando o potencial
de ac¸a˜o atinge os terminais dos axoˆnios, e capturadas por neurorecepto-
res9 presentes nos dendritos do neuroˆnio po´s-sina´ptico (Ibid., p.217–).
Ver esquema na figura 25.
Os canais de ca´lcio permitem o fluxo de ı´ons Ca2+ para dentro
da membrana, ativando as ves´ıculas que conteˆm os neurotransmissores.
Apo´s a liberac¸a˜o na fenda sina´ptica, a captac¸a˜o pelos neuroreceptores
e a efetivac¸a˜o da sinapse, os neurotransmissores se soltam dos recep-
tores e retornam para dentro do neuroˆnio pre´-sina´ptico atrave´s das
bombas de recaptac¸a˜o, possibilitando uma nova sinapse. Ocorre perda
de alguns neurotransmissores nesse processo. Os neuroreceptores que
captaram neurotransmissores, por sua vez, excitam a membrana do
neuroˆnio po´s-sina´ptico, gerando neste um novo potencial de ac¸a˜o. Por
ser biofisicamente mais complexo, todo esse processo e´ muito mais lento
que a sinapse ele´trica. Veremos adiante, neste cap´ıtulo, que o tempo
de durac¸a˜o do processo de transmissa˜o da sinapse e´ uma propriedade
7Neurotransmissores sa˜o prote´ınas alojadas em ves´ıculas nos terminais dos
axoˆnios dos neuroˆnios.
8Espac¸o entre um terminal de um axoˆnio do neuroˆnio pre´-sina´ptico e um dendrito
do neuroˆnio po´s-sina´ptico, atrave´s do qual viajam os neurotransmissores.
9Neuroreceptores sa˜o prote´ınas similares aos canais ioˆnicos, mas sendo res-
ponsa´veis por captar neurotransmissores. Cada neurotransmissor se encaixa em
apenas um neuroreceptor.
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Neurotransmissores
Neuroreceptores
Vesículas
neurotransmissoras Fenda
sinápticaCanais de
Cálcio
Dendrito (pós-sináptico)
Terminal do
axônio
(pré-sináptico)
Bomba de recaptação
Figura 25. Ilustrac¸a˜o de uma sinapse qu´ımica. O terminal
do axoˆnio do neuroˆnio pre´-sina´ptico na˜o encosta o dendrito do
neuroˆnio po´s-sina´ptico. A fenda sina´ptica possui, aproximadamente,
40 nm. Fonte: http://en.wikipedia.org/wiki/File:Synapse_
Illustration_unlabeled.svg
importante para a ocorreˆncia de um estado cr´ıtico, pois as sinapses na˜o
podem ser muito lentas (quando comparadas com o per´ıodo refrata´rio
dos neuroˆnios que conectam).
As sinapses sa˜o modeladas atrave´s da corrente ele´trica gerada na
membrana do neuroˆnio po´s-sina´ptico devida a interac¸a˜o com o neuroˆnio
pre´-sina´ptico. Sinapses ele´tricas sa˜o, geralmente, dadas apenas pela lei
de Ohm – da mesma maneira que fizemos com as correntes ele´tricas na
sec¸a˜o 3.1.1 – assumindo a forma10:
fij(t) = Jij (Vi(t)− Vj(t)) , (4.1)
onde fij e´ a corrente na membrana da ce´lula i (po´s-sina´ptica) resul-
tante da sinapse iniciada pela ce´lula vizinha j (pre´-sina´ptica), Jij e´
a condutaˆncia total associada a` sinapse j → i – i.e., a constante de
acoplamento – e Vi e Vj sa˜o os potenciais ele´tricos das membranas dos
neuroˆnios i e j. Portanto, a corrente resultante da sinapse ele´trica de-
pende apenas da diferenc¸a de potencial entre as duas ce´lulas (outro
fator que torna este tipo de sinapse mais ra´pida que as qu´ımicas).
Para introduzir a corrente sina´ptica, fij(t), num dos modelos de
neuroˆnio estudados no cap´ıtulo anterior, basta assumir o paraˆmetro
10Ver a revisa˜o de Connors e Long (2004, p.405) e suas refereˆncias.
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Ii ≡ Ii(t), com Ii(t) dado por11:
Ii(t) = Ie(t) + Yi(t) , (4.2)
com
Yi(t) =
∑
j
fij(t) , (4.3)
onde Ie(t) e´ um est´ımulo externo – que pode, ou na˜o, depender de t
– e Yi(t) e´ a soma das correntes sina´pticas geradas pela interac¸a˜o com
todos os vizinhos12, j, de i, seja ela gerada atrave´s de uma sinapse
ele´trica, como em 4.1, ou qu´ımica, como veremos a frente.
As correntes ele´tricas geradas em decorreˆncia de uma sinapse
qu´ımica sa˜o, em geral, representadas pela func¸a˜o alfa ou pela dupla
exponencial – eq. 4.4, abaixo (KEENER; SNEYD, 1998, p.217):
α(t) = Ct exp (−t/τ)
ou
β(t) = C1 exp (−t/τ1)− C2 exp (−t/τ2)
, (4.4)
com C, C1, C2, τ , τ1 e τ2 constantes ajustadas por experimentos.
A seguir, descreveremos os treˆs tipos de sinapse que utilizamos
neste trabalho. Todas sa˜o qu´ımicas, baseadas no Mapa de Sinapse
Qu´ımica proposto por Kuva et al. (2001) – uma boa aproximac¸a˜o das
func¸o˜es dadas em 4.4 – principalmente porque e´ poss´ıvel controlar o
tempo de ac¸a˜o dessas sinapses (diferentemente das ele´tricas) e porque
podemos ajusta´-las como inibito´rias ou excitato´rias13.
4.1.1 O Mapa de Sinapse Qu´ımica (CSM)
Sinapses qu´ımicas sa˜o as sinapses mais comumente encontradas
no sistema nervoso, desde o perife´rico, ate´ o central. Este e´ o pri-
meiro mapa proposto para descrever sinapses e tem o intuito de aco-
plar neuroˆnios descritos por mapas em redes. Tendo em mente que o
modelo deve reproduzir o comportamento das equac¸o˜es 4.4, Kuva et al.
11Desta parte em diante, as varia´veis de interesse estara˜o identificadas por um
ı´ndice, i ou j, para indicar que correspondem a i-e´sima (j-e´sima) ce´lula de uma
rede. Por exemplo, em Gij , i e´ o ı´ndice correspondente ao neuroˆnio que recebe a
sinapse (po´s-sina´ptico) e j corresponde ao neuroˆnio pre´-sina´ptico.
12Como na˜o definimos uma topologia para a rede, na˜o conve´m especificar sobre
quais elementos da rede sera´ a soma.
13Uma sinapse e´ excitato´ria quando ela tende a aumentar o potencial de mem-
brana da ce´lula po´s-sina´ptica e inibito´ria quando tende a diminuir o mesmo.
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(2001) propuseram:
fij(t+ 1) =
(
1− 1
τf
)
fij(t) + gij(t)
gij(t+ 1) =
(
1− 1
τg
)
gij(t) + JijΘ(xj(t))
, (4.5)
onde τf e τg sa˜o as constantes de tempo das func¸o˜es f e g, respectiva-
mente, Jij e´ a constante de acoplamento e Θ(x) e´ a func¸a˜o degrau
14. A
condic¸a˜o inicial (CI) e´ sempre fij(0) = gij(0) = 0 ∀ i, j. Assim, quando
xj(t) > 0, a sinapse esta´ ativa, pois Θ(xj(t)) > 0 e as varia´veis f e g
crescem em mo´dulo. O sinal de f e´ o mesmo sinal de Jij . Para um
tempo suficientemente grande, da ordem de τf , a varia´vel f comec¸a a
decair, tornando a ser zero e terminando a sinapse15. Comparando as
equac¸o˜es 4.5 e 4.1, nota-se que a sinapse qu´ımica e´ muito mais lenta
do que a ele´trica, justamente porque a qu´ımica envolve crescimentos e
decaimentos exponenciais.
A u´nica motivac¸a˜o apresentada por Kuva et al. (2001) e´: se
τf = τg, f(t) tem a forma da func¸a˜o α(t) em 4.4, sena˜o, tem a forma
de β(t). Para termos uma ide´ia da origem desse mapa e das condic¸o˜es
perante as quais ele e´ uma aproximac¸a˜o va´lida para representar as
func¸o˜es em 4.4, tomamos as seguintes equac¸o˜es diferenciais16:
df
dt
= − 1
τf
f + g
dg
dt
= − 1
τg
g + JΘ(x)
, (4.6)
A soluc¸a˜o geral anal´ıtica para a eq. 4.6 deve ser dividida em dois
casos:
• caso 1: τf 6= τg:
 f(t) =
(
c1 +
c2τfτg
τf − τg
)
e−t/τf − c2τfτg
τf − τg e
−t/τg + JΘ(x) τf τg
g(t) = c2e
−t/τg + JΘ(x) τg
,
(4.7)
14Definimos a func¸a˜o degrau, ou func¸a˜o de Heaviside, como Θ(x) = 0, se x < 0,
e Θ(x) = 1 caso contra´rio.
15Com terminar a sinapse queremos dizer que ela parou, momentaneamente, de
atuar no neuroˆnio po´s-sina´ptico, pois na˜o ha´ atividade no neuroˆnio pre´-sina´ptico.
Pore´m, o acoplamento sina´ptico entre ambos os neuroˆnios esta´ sempre presente no
nosso modelo.
16Omitiremos os ı´ndices dos neuroˆnios pre´ e po´s-sina´pticos na deduc¸a˜o que segue.
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e temos f(t) = β(t), com β(t) dado na equac¸a˜o 4.4, se τf = τ1,
τg = τ2, C1 = c1 + c2τfτg/ (τf − τg) e C2 = c2τfτg/ (τf − τg).
• caso 2: τf = τg ≡ τ :{
f(t) = (c1 + c2t) e
−t/τ + JΘ(x) τ2
g(t) = c2e
−t/τ + JΘ(x) τ
, (4.8)
e temos f(t) = α(t), com α(t) dado na equac¸a˜o 4.4, se C = c2 e
c1 = 0.
Portanto, esse conjunto de equac¸o˜es diferenciais representa decaimentos
exponenciais nas func¸o˜es f e g, com tempos caracter´ısticos τf e τg,
respectivamente.
Por outro lado, ao resolver a eq. 4.6 computacionalmente, po-
demos abrir o lado esquerdo desta equac¸a˜o atrave´s da definic¸a˜o de
derivada num intervalo de tempo ∆t finito17:
f(t+∆t)− f(t)
∆t
= − 1
τf
f(t) + g(t)
g(t+∆t)− g(t)
∆t
= − 1
τg
g(t) + JΘ(x(t))
. (4.9)
Reorganizando os termos em 4.9:
f(t+∆t) =
(
1− ∆t
τf
)
f(t) + ∆tg(t)
g(t+∆t) =
(
1− ∆t
τg
)
g(t) + ∆tJΘ(x(t))
. (4.10)
Resta ajustar ∆t = 1, igualando a eq. 4.10 a` eq. 4.5.
Para que o me´todo empregado para resolver as equac¸o˜es 4.6 seja
va´lido (tenha uma boa precisa˜o), temos que ter τf,g > ∆t = 1, pois
assim, a variac¸a˜o das exponenciais e´ mais lenta do que a precisa˜o uti-
lizada na integrac¸a˜o nume´rica. Para τf,g < 1, o mapa definido por 4.5
na˜o e´ uma boa aproximac¸a˜o e para τf,g = 1, o mapa ainda e´ va´lido,
pois apresenta formas t´ıpicas de correntes sina´pticas, pore´m na˜o e´ com-
pletamente fiel a`s equac¸o˜es 4.4.
Para ilustrar o acoplamento sina´ptico entre duas ce´lulas, i e j,
esboc¸amos a figura 26. Nesta, as setas partem do neuroˆnio pre´-sina´ptico
e apontam para o po´s-sina´ptico. Portanto, esse esquema significa que
17Me´todo conhecido como Me´todo de Euler para resolver equac¸o˜es diferenciais
(RUGGIERO; LOPES, 1988).
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ha´ dendritos de i que recebem um sinal dos terminais dos axoˆnios de j
(expresso por fij), bem como dendritos de j que recebem um sinal dos
terminais dos axoˆnios de i (expresso por fji).
xi
fij
fji
xj
Figura 26. Esquema do acoplamento sina´ptico entre duas ce´lulas, i e j.
A seta parte do neuroˆnio pre´-sina´ptico e aponta para o po´s-sina´ptico.
Omitindo as varia´veis y e z dos neuroˆnios i e j, pois elas na˜o
entram no acoplamento, podemos escrever as equac¸o˜es para este modelo
simples (x(t) e´ dado por 3.25 e I(t) por 4.2):
xi(t+ 1) = tanh
(
xi(t)− κyi(t) + zi(t) + Ii(t)
T
)
Ii(t+ 1) = Yi(t)
xj(t+ 1) = tanh
(
xj(t)− κyj(t) + zj(t) + Ij(t)
T
)
Ij(t+ 1) = Ie(t) + Yj(t)
. (4.11)
Para sinapse qu´ımica do tipo CSM, fij(t) assume a forma dada
em 4.5 na soma das correntes sina´pticas em Yi(t) =
∑
j fij(t). Yj(t)
e´ Yi(t), apenas permutando seus ı´ndices. A soma, para a rede de dois
neuroˆnios, tem apenas uma parcela, pois so´ ha´ uma sinapse de entrada.
O est´ımulo externo e´ utilizado somente para iniciar a atividade
em um dos neuroˆnios (num regime de paraˆmetros em que as ce´lulas sa˜o
excita´veis e com condic¸o˜es iniciais tais que ambas comecem quiescen-
tes), por isso somamos ele apenas em j, tendo a forma:
Ie(t) = I0δt,t0 , (4.12)
onde δt,t0 e´ o delta de Kronecker, t0 e´ o instante em que o est´ımulo
ocorre e I0 e´ a intensidade do mesmo
18.
18O caso aqui exemplificado pode ser facilmente estendido para uma rede com
mais neuroˆnios e mais sinapses, pois a u´nica diferenc¸a sera´ que a soma na equac¸a˜o
4.3 de cada neuroˆnio tera´ mais termos. O est´ımulo externo, por sua vez, podera´
assumir outras formas, ale´m da 4.12, podendo ser aplicado em qualquer neuroˆnio
da rede.
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A intensidade das sinapses e´ dada pelo paraˆmetro Jij . Conforme
este assume diferentes valores, teremos diferentes dinaˆmicas na rede.
Portanto, faz-se necessa´rio analisar treˆs casos distintos a seguir.
4.1.1.1 Mapa de Sinapse Qu´ımica Homogeˆneo
Definimos o caso homogeˆneo para19:
Jij = J = constante ∀ i, j . (4.13)
Assim, 4.5 se reduz a:
fij(t+ 1) =
(
1− 1
τf
)
fij(t) + gij(t)
gij(t+ 1) =
(
1− 1
τg
)
gij(t) + JΘ(xj(t))
, (4.14)
tornando todos os neuroˆnios sujeitos ao mesmo acoplamento com seus
vizinhos.
No regime excita´vel de paraˆmetros, o neuroˆnio que recebe a si-
napse pode ou na˜o efetuar um disparo, dependendo apenas do paraˆme-
tro J – da mesma maneira que um neuroˆnio KTz, sozinho, responde a
diferentes est´ımulos externos20 I –, conforme mostra a figura 27.
Nestas simulac¸o˜es, representadas pela eq. 4.11, consideramos,
por simplicidade, Jij = J e Jji = 0, para que o sinal gerado por um
neuroˆnio na˜o volte para ele mesmo apo´s excitar o vizinho (ver esquema
da figura 26). O est´ımulo externo e´ um pulso delta no neuroˆnio j,
conforme a equac¸a˜o 4.12. Este responde com um disparo (em azul na
figura 27). Os tempos caracter´ısticos da sinapse sa˜o τf = τg = 15,
por isso ha´ um atraso entre o disparo do neuroˆnio po´s-sina´ptico (em
laranja e ciano) e o pre´-sina´ptico (azul). A figura ainda mostra curvas
para sinapses excitato´rias (J > 0 – mais ra´pidas) e inibito´rias (J < 0
– mais lentas, pois causam disparos de rebote). Verifica-se o compor-
tamento excita´vel para ambas, pois para J = 0.0010 (ou J = −0.007),
a sinapse na˜o causa um disparo no neuroˆnio i (curvas tracejadas), fa-
zendo com que este apresente apenas pequenas oscilac¸o˜es em seu po-
tencial de membrana, e para J com mo´dulo levemente maior, a saber21
19Caso proposto por (KUVA et al., 2001).
20Ver figura 16(f), lembrando que o modelo KT e´ um caso particular do KTz, em
que λ = δ = 0 e que a bifurcac¸a˜o sofrida pelo KTz para exibir excitabilidade pode
ser diferente daquela da referida figura, como discutimos no final da sec¸a˜o 3.2.5.
21Js define o limiar a partir do qual o neuroˆnio vizinho dispara. Como pode haver
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Figura 27. Resposta do neuroˆnio po´s-sina´ptico, xi, devido a` entrada
fij gerada por xj (em azul) para diferentes J (τf,g = 15). Note que
para J = 0.0010 (ou J = −0.007), o neuroˆnio po´s-sina´ptico na˜o dis-
para (curvas tracejadas de f e xi), enquanto que para J = 0.0011 (ou
J = −0.008) ele dispara (curvas so´lidas de f e xi). No painel infe-
rior, as curvas para J = −0.007,−0.008 esta˜o divididas por um fator
8 adimensional para que todas as curvas possam ser representadas no
mesmo gra´fico. Note que o disparo de i ocorre antes se J > 0.
J = 0.0011 ≡ J+s (ou J = −0.008 ≡ J−s ), o neuroˆnio i tambe´m e´
excitado pela sinapse j → i.
O disparo gerado pela sinapse inibito´ria e´ bem mais tardio do que
o da excitato´ria (diferenc¸a de ≈ 70 ts), pois o causado pela inibito´ria
e´ um disparo de rebote, como vimos no cap´ıtulo anterior. As curvas
das sinapses inibito´rias foram reescaladas por um fator 8, adimensional,
apenas para caber no mesmo gra´fico que as outras curvas.
4.1.1.2 Mapa de Sinapse Qu´ımica Dinaˆmico
Conforme proposto por Levina, Herrmann e Geisel (2007), a
sinapse tem sua intensidade ajustada de acordo com a atividade da
rede22. Ou seja, quando a rede esta´ muito ativa, na˜o ha´ neurotransmis-
sores dispon´ıveis no meio extracelular, tornando mais dif´ıcil a ativac¸a˜o
limiares Js > 0 e/ou Js < 0, sendo, em geral, ambos diferentes entre si, chamamos
J+s ≡ Js > 0 e J−s ≡ Js < 0.
22Chamamos de atividade da rede a quantidade me´dia de potenciais de ac¸a˜o por
unidade de tempo.
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de novas sinapses. Isso faz com que a atividade da rede decaia. Pore´m,
quando a rede na˜o esta´ muito ativa, os n´ıveis de neurotransmissores no
meio extracelular voltam a quantidades suficientes para ativar, nova-
mente, diversas sinapses, retornando a rede a um estado muito ativo.
O ciclo continua indefinidamente, mantendo o sistema num equil´ıbrio
dinaˆmico.
Para manter este equil´ıbrio, assume-se o acoplamento entre as
ce´lulas i e j variando da seguinte maneira:
dJij
dt
=
1
τJ
(a
u
− Jij
)
− uJijδ(t− tspj ) , (4.15)
onde τJ e´ o tempo caracter´ıstico que Jij demora para se reestabelecer,
u e a sa˜o paraˆmetros arbitra´rios e δ(t− tspj ) e´ a func¸a˜o delta (vale 1 se
t = tspj e 0 caso contra´rio). t
sp
j e´ o instante de tempo em que o neuroˆnio
pre´-sina´ptico efetuou seu u´ltimo disparo. Assim, e´ descontada uma
quantidade u do acoplamento sempre que ha´ atividade em qualquer
vizinho j de i, diminuindo a chance da sinapse j → i ser efetiva. Por
outro lado, se na˜o ha´ atividade nos vizinhos, a varia´vel Jij cresce ate´ o
limite a/u num tempo caracter´ıstico τJ , pois δ(t− tspj ) = 0.
Seguimos um procedimento similar ao descrito na sec¸a˜o 4.1.1
para discretizar o tempo da equac¸a˜o 4.15, resultando em:
Jij(t+ 1) =
a
uτJ
+
[
1−
(
1
τJ
+ uδt,tsp
j
)]
Jij(t) , (4.16)
onde ja´ assumimos o intervalo de integrac¸a˜o ∆t = 1, o δ passou a ser o
delta de Kronecker e reorganizamos os termos. Um esboc¸o da equac¸a˜o
4.16 se encontra na figura 28 para a condic¸a˜o inicial Jij(0) = a/u.
Nota-se que quando ha´ disparo no neuroˆnio pre´-sina´ptico, t =
tspj , a intensidade do acoplamento Jij cai, demorando um tempo carac-
ter´ıstico τJ para se recuperar, conforme esperado. Conforme discutido
por Levina, Herrmann e Geisel (2007), τJ deve ser da ordem de N ,
onde N e´ a quantidade de neuroˆnios na rede. Contudo, seu modelo
e´ de campo me´dio (N vizinhos). Assim, para uma quantidade menor
de vizinhos (4, por exemplo), τJ deve ser da ordem de 4 ou 4
2 (ja´ que
estudaremos redes quadradas), ⇒ τJ ≈ 16. Escolhemos τJ = 20.
E´ preciso observar o balanc¸o entre a e u, pois, para u >> a, Jij
muda de sinal quando ha´ disparos no neuroˆnio j, mudando fundamen-
talmente a sinapse de excitato´ria para inibito´ria, ou vice-versa.
Realizamos simulac¸o˜es para redes de neuroˆnios sujeitos a esta
sinapse, mas nossos resultados na˜o foram satisfato´rios (para redes de
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(a)
(b)
Figura 28. Acoplamento Jij(t) da sinapse dinaˆmica. Paraˆmetros a =
u = 0.5 e τJ = 20; Condic¸a˜o inicial: Jij(0) = a/u. (a) Resposta de Jij
para disparos do neuroˆnio pre´-sina´ptico, j, em tspj = 10, 130, 250, 370;
(b) Mesmo que (a), mas com tspj = 10, 40, 70, 100.
campo me´dio). Pretendemos aprofundar este estudo.
4.1.1.3 Mapa de Sinapse Qu´ımica com Ru´ıdo
Nem sempre as sinapses passam adiante os potenciais de ac¸a˜o
originados em um dado neuroˆnio, pois sempre ha´ perdas no processo
de liberac¸a˜o e captac¸a˜o de neurotransmissores. Portanto, as sinapses
esta˜o sujeitas a um ru´ıdo de fundo. Ha´ va´rios trabalhos na literatura
que exploram o ru´ıdo sina´ptico23.
Neste trabalho, propomos que o ru´ıdo sina´ptico seja modelado
atrave´s de ru´ıdo uniforme no acoplamento Jij , pois e´ este que escala a
amplitude do sinal fij(t), conforme verificamos na figura 27, possibili-
tando que o sinal originado em um neuroˆnio se propague, ou na˜o, pela
rede. Em outras palavras, se Jij flutuar, nem sempre a sinapse j → i
sera´ efetiva. Portanto, assumimos:
Jij(t) = J + ǫij(t) , (4.17)
23Ver, por exemplo, Burrows (1992), Rossum e Smith (1998), Manwani e Koch
(2001), Simmons (2001), Branco e Staras (2009) e refereˆncias destes.
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onde J e´ um paraˆmetro constante e ǫij(t) e´ um ru´ıdo uniforme tal que:

ǫij(t) ∈ [0;R] ∀ i, j, t
sgn(R) ≡ sgn(J)
〈ǫij(t)〉 = R
2
P (ǫij) = 1
, (4.18)
sendo R a amplitude do ru´ıdo (parametro constante) e P (ǫij) a func¸a˜o
distribuic¸a˜o normalizada da varia´vel aleato´ria homogeˆnea ǫij . Cada
sinapse j → i esta´ sujeita a um ru´ıdo ǫij diferente.
Tambe´m seria poss´ıvel definir um ru´ıdo no intervalo sime´trico
[−R;R]. Pore´m, para |R| > |J |, a sinapse teria probabilidade na˜o
nula de mudar de inibito´ria para excitato´ria, ou vice-versa, o que na˜o
pode ocorrer. A u´nica diferenc¸a entre assumir o intervalo sime´trico
ou assime´trico e´, portanto, que a me´dia de Jij(t) e´ 〈Jij(t)〉 = J , se
ǫij(t) ∈ [−R;R], enquanto que para o caso adotado (ǫij(t) ∈ [0;R]):
〈Jij(t)〉 = 〈J + ǫij(t)〉 = J + R
2
. (4.19)
A condic¸a˜o sgn(R) ≡ sgn(J) e´ simplificadora, pois assim supo-
mos J tal que |J | < |Js| – onde Js e´ o limiar a partir do qual o neuroˆnio
vizinho se excita24 – e ajustamos R de modo que25 |J +R| > |Js|. As-
sim, podemos definir a probabilidade de excitar um neuroˆnio vizinho.
A figura 29 ilustra o racioc´ınio a seguir.
R
(1-p)R pR
J Js J+R
Figura 29. Representac¸a˜o do intervalo dos valores de J de interesse. Js
e´ o limiar a partir do qual os vizinhos disparam. As condic¸o˜es dadas por
4.18 sa˜o obedecidas. p e´ a frac¸a˜o de R tal que |J+(1−p)R+ξ| > |Js|∀ξ,
i.e., e´ a probabilidade de excitar um vizinho.
Devido a`s condic¸o˜es 4.18, obedecendo os crite´rios para a escolha
24Veremos como determinar Js na sec¸a˜o 4.2.2.1.
25E´ necessa´rio tirar o mo´dulo de J , Js e J + R pois pode haver limiares de
excitac¸a˜o J+s > 0 e J
−
s < 0. Geralmente, J
+
s 6= J−s . Ver figura 27.
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de J e R – conforme comentado no para´grafo anterior – na˜o precisare-
mos nos preocupar com tirar o mo´dulo dos valores de26 J , R e Js. Seja
R o comprimento do intervalo [J ; J +R] e p a frac¸a˜o de R definida na
figura 29, podemos escrever:
(J +R)− Js = pR
⇒ p = J +R− Js
R
, (4.20)
onde Js e´ determinado por simulac¸o˜es e J eR sa˜o paraˆmetros ajusta´veis.
Por completeza, mostraremos, a seguir, que p, dado em 4.20, e´ a pro-
babilidade de excitar um neuroˆnio vizinho.
Como o ru´ıdo ǫij e´ uniforme, a probabilidade, ρ, de ǫij(t) estar
em qualquer subintervalo de [0;R] (ou de J + ǫij(t) estar em qualquer
subintervalo de27 [J ; J + R]) e´ diretamente proporcional ao compri-
mento, c, do subintervalo:
ρ = kc , (4.21)
onde k e´ uma constante de proporcionalidade. Ja´ que ρ = 1 para c = R,
logo k = 1/R:
ρ =
c
R
. (4.22)
O comprimento do subintervalo [Js; J + R] (no qual ocorre ex-
citac¸a˜o do vizinho), de [J ; J + R], e´ c = pR (por construc¸a˜o – figura
29). Enta˜o,
ρ =
c
R
=
pR
R
= p , (4.23)
e a frac¸a˜o p de R, dada em 4.20, e´ a pro´pria probabilidade de excitac¸a˜o
de um vizinho atrave´s da sinapse com ru´ıdo.
4.2 REDES REGULARES
Essas redes sa˜o caracterizadas, principalmente, pela regularidade
com que uma dada ce´lula unita´ria se repete por toda a estrutura da
rede. Sa˜o exemplos: a rede quadrada, a rede triangular, a rede he-
26Lembrando que o limiar J+s para sinapses excitato´rias e´ diferente do limiar J
−
s
para sinapses inibito´rias, como visto na figura 27. Portanto, deve-se observar que
Js ≡ J+s > J se J > 0 ou que Js ≡ J−s < J se J < 0.
27Note que [J ;J + R] e´ [0;R] deslocado de uma quantidade J , constante, assim
como o ru´ıdo J + ǫij(t) e´ o ru´ıdo ǫij(t) tambe´m deslocado de J . Portanto, os
intervalos teˆm o mesmo comprimento R e a probabilidade ρ e´ igual para ambos.
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xagonal, a a´rvore de Cayley (comentada rapidamente na sec¸a˜o 3.2.4),
etc. No caso da rede quadrada, na qual realizamos a maior parte de
nossas simulac¸o˜es, a configurac¸a˜o que se repete, ou ce´lula fundamental
da rede, e´ um elemento com uma conexa˜o para a direita e uma co-
nexa˜o para baixo (figura 30). Nesta representac¸a˜o, os c´ırculos sa˜o os
elementos da rede e as hastes sa˜o as conexo˜es entre os elementos.
Figura 30. Padra˜o que se repete por toda uma rede quadrada.
Colocando va´rias ce´lulas lado a lado e, posteriormente, va´rias li-
nhas de ce´lulas abaixo uma da outra, infinitamente, teremos uma rede
quadrada. A figura 31 mostra uma rede quadrada com condic¸o˜es de
contorno (CC) perio´dica (a)28 e livre (b)29. Em (b) tambe´m esta˜o
representadas as sinapses entre dois neuroˆnios da rede. Todos os resul-
tados que apresentaremos esta˜o baseados em conexo˜es de ida e volta, ou
seja, se o neuroˆnio i tem uma sinapse com j, enta˜o o neuroˆnio j tambe´m
tem uma sinapse com i. Ambas as sinapses sa˜o independentes30.
O ı´ndice, i, de cada um dos elementos da rede da figura 31 pode
ser obtido pela seguinte equac¸a˜o:
i = a+ bL , (4.24)
onde o elemento i se encontra na linha a e na coluna b, sendo L o
comprimento linear da rede (4, neste caso)31.
Foram feitos dois tipos de estudo em nosso trabalho: a sec¸a˜o
4.2.1 mostra o que chamaremos dinaˆmica fora de ponto fixo, em que
os neuroˆnios teˆm seus paraˆmetros ajustados em uma regia˜o onde apre-
sentam atividade intermitente (geralmente em forma de bursts). Pos-
teriormente, na sec¸a˜o 4.2.2, os neuroˆnios sa˜o ajustados em um regime
28Os elementos pontilhados na˜o sa˜o reais, esta˜o ali apenas para representar os ele-
mentos da fronteira oposta da rede que esta˜o conectados com os elementos presentes
na fronteira em questa˜o. Geometricamente, uma rede quadrada com condic¸a˜o de
contorno perio´dica forma um toroide em 3 dimenso˜es.
29Estar sujeito a condic¸a˜o de contorno livre significa que a rede representa um
sistema finito, cuja fronteira esta´ livre de interac¸o˜es com qualquer outro sistema;
ou seja, e´ um sistema isolado.
30Em outras palavras, fij(t) na˜o depende de fji(t) diretamente.
31Na pra´tica, a e b podem ser qualquer inteiro maior ou igual a zero. Na figura 31,
pore´m, a deve comec¸ar em 1 e b em 0 para que os elementos fiquem corretamente
numerados.
110
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
J8,7
J3,7
J11,7
J6,7
J7,6
J7,3
J7,8
J7,11
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
13 14 15 16
1 2 3 4
4
8
12
16
1
5
9
13
(a) (b)
Figura 31. Rede quadrada. (a) Com condic¸o˜es de contorno perio´dicas
(os elementos pontilhados na˜o sa˜o novos elementos, sa˜o apenas co´pias
dos elementos de mesmo nu´mero na rede) e (b) com condic¸o˜es de con-
torno livres. Em (b) esta˜o representadas as conexo˜es Jij , onde i e j sa˜o
dois primeiros vizinhos.
excita´vel, caracterizando o que nomeamos como dinaˆmica excita´vel no
ponto fixo.
4.2.1 Dinaˆmica Fora de Ponto Fixo
Estudamos como uma rede quadrada de neuroˆnios KTz se com-
porta quando estes esta˜o numa regia˜o de paraˆmetros onde ha´ algum
tipo de oscilac¸a˜o, seja ra´pida ou bursts, a fim de comparar com resul-
tados de outros modelos em rede, como o de Hindmarsh-Rose32. Obti-
vemos o intervalo entre disparos (ISI) para a rede inteira, per´ıodos de
caos transiente e diferentes tipos de sincronizac¸a˜o, como exploraremos
nas pro´ximas subsec¸o˜es.
Realizamos simulac¸o˜es com redes de comprimento linear L de 2 a
8, sendo a quantidade total de elementos na rede, N = L2. Limitamo-
nos a redes pequenas, pois estudamos a sincronizac¸a˜o dos neuroˆnios
32Para estudos da sincronizac¸a˜o de redes de neuroˆnios HR, ver, por exemplo,
Pinto (2005), Belykh, Lange e Hasler (2005), Erichsen e Brunnet (2008), Neefs
(2009), Jia e Chen (2011) e Che et al. (2011).
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e, por isso, armazenamos a se´rie temporal gerada por cada um dos
neuroˆnios da rede e, em algumas situac¸o˜es, chegamos a armazenar essa
se´rie por mais de 1 milha˜o de passos de tempo. Isso foi necessa´rio, pois,
sob algumas condic¸o˜es, as redes demoram para sincronizar.
Os neuroˆnios de toda esta sec¸a˜o teˆm seus paraˆmetros ajustados
em33 κ = 0.6, T = 0.35, δ = λ = 0.001 e xR = −0.5 (ver figura
21), conjunto de paraˆmetros que representa neuroˆnios dentro da regia˜o
de bursts (ver figura 21). As sinapses, por sua vez, sa˜o homogeˆneas
(Jij = Jji = J) e esta˜o ajustadas com os paraˆmetros τf = τg = 15. O
J sera´ o paraˆmetro de controle mais importante do nosso estudo. Em
alguns casos, mostraremos resultados para τf,g menores com a intenc¸a˜o
de comparar e discutir as poss´ıveis variac¸o˜es no comportamento da rede
causadas por essa mudanc¸a. As condic¸o˜es iniciais para os neuroˆnios
das redes a seguir sa˜o x e y iguais para todos e z e´ sorteado de uma
distribuic¸a˜o homogeˆnea, com valores diferentes para cada neuroˆnio.
Como refereˆncia para os resultados que esta˜o por vir, mostramos
agora as simulac¸o˜es para uma rede com apenas dois neuroˆnios, conforme
esquematizado na figura 26 e formalizado nas equac¸o˜es 4.11. Pore´m,
neste caso o est´ımulo externo e´ nulo, pois os neuroˆnios ja´ se encontram
em uma regia˜o onde apresentam comportamento autoˆnomo. A figura
32 mostra um comportamento da rede para sinapses inibito´rias, com
J = −0.0001.
Quando o neuroˆnio 1 (preto), por exemplo, efetua um burst de
atividade, ele gera uma corrente sina´ptica negativa – representada na
figura 32 com a mesma cor do neuroˆnio que a gera. Esta corrente
entra, portanto, como um termo negativo nas equac¸o˜es 4.11 do neuroˆnio
2 e impede a atividade deste enquanto a sinapse 1 → 2 esta´ ativa.
Quando o burst termina, a sinapse tambe´m termina, acabando com a
inibic¸a˜o do neuroˆnio 2 e permitindo que este comece sua atividade. O
mesmo ocorre com a sinapse 2→ 1, fazendo com que a rede atinja esse
comportamento observado de sincronizac¸a˜o com uma diferenc¸a de fase.
Chamaremos este comportamento de sincronizac¸a˜o em anti-fase. Ele
pode ocorrer, inclusive, em redes maiores. Quanto maior o |J |, mais
evidente fica a inibic¸a˜o do neuroˆnio vizinho34, mas o comportamento
da rede se mante´m.
33Todos os resultados deste trabalho foram obtidos para neuroˆnios KTz com
paraˆmetros κ = 0.6, T = 0.35 e δ = 0.001, sendo este um neuroˆnio do tipo C1
na figura 15 (os outros paraˆmetros dependem do fenoˆmeno que queremos estudar).
Conforme explicado no cap´ıtulo anterior, estes paraˆmetros ajustam um regime com
caracter´ısticas biolo´gicas importantes (ver figura 16).
34O potencial de membrana do neuroˆnio po´s-sina´ptico chega a saturar em −1
durante a atividade do pre´-sina´ptico.
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Figura 32. Potencial de membrana e corrente sina´ptica de dois
neuroˆnios numa rede do tipo da figura 26. Os neuroˆnios esta˜o sincroni-
zados com uma diferenc¸a de fase (enquanto um dispara, o outro fica em
sileˆncio). A corrente sina´ptica esta´ representada com a mesma cor do
neuroˆnio que a gera. A sinapse e´ levemente inibito´ria (J = −0.0001).
Mantendo os mesmos neuroˆnios, mas agora com sinapses exci-
tato´rias (J = 0.0001), obtemos a sincronizac¸a˜o dos neuroˆnios em fase
– figura 33.
Figura 33. Potencial de membrana e corrente sina´ptica de dois
neuroˆnios numa rede do tipo da figura 26. Os neuroˆnios esta˜o sin-
cronizados em fase (a atividade dos dois e´ simultaˆnea). A corrente
sina´ptica esta´ representada com a mesma cor do neuroˆnio que a gera.
A sinapse e´ levemente excitato´ria (J = 0.0001).
De maneira contra´ria ao que ocorre com sinapses inibito´rias, as
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sinapses excitato´rias entram como um termo positivo no potencial de
membrana do neuroˆnio po´s-sina´ptico, excitando-o. Assim, a sinapse
excitato´ria forc¸a ambos os vizinhos a manterem suas atividades si-
multaˆneas. Esse tipo de sincronizac¸a˜o, chamamos de sincronizac¸a˜o
em fase, podendo ocorrer, tambe´m, em redes maiores.
As situac¸o˜es em que o acoplamento excitato´rio e´ muito forte
ou em que o inibito´rio e´ muito fraco esta˜o ilustradas na figura 34.
Como a sinapse excitato´ria tende a levar o potencial de membrana do
neuroˆnios po´s-sina´ptico para valores cada vez mais positivos e a rede e´
fechada (1 excita 2 e 2 excita 1), a atividade da rede acaba saturada em
x1(t) = x2(t) = 1 para J relativamente grande (J = 0.01 na figura 34,
topo). Ja´ a sinapse fracamente inibito´ria faz com que a sincronizac¸a˜o
em anti-fase se deˆ com diferenc¸as de fase cada vez menores, conforme
menor o |J | – para condic¸a˜o inicial tal que x e y sa˜o iguais para todos
os neuroˆnios e z e´ levemente diferente para cada neuroˆnio.
Figura 34. Potencial de membrana dos neuroˆnios de uma rede do tipo
da figura 26 para casos em que a sinapse excitato´ria e´ muito forte (topo,
J = 0.01) e casos em que a sinapse inibito´ria e´ muito fraca (abaixo,
J = −10−6).
E´ interessante notar que a presenc¸a das sinapses pode alterar
significativamente o comportamento dos neuroˆnios da rede, como po-
demos ver na figura 35. Neste caso, os dois neuroˆnios teˆm exatamente
as mesmas condi-c¸o˜es iniciais – tanto no painel superior quanto no infe-
rior da figura 35 – e o acoplamento e´ inibito´rio com J = −0.01. Como
as duas ce´lulas sa˜o ideˆnticas, e comec¸am no mesmo ponto, ambas se-
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guem a mesma trajeto´ria no tempo. O comportamento de ambas muda
significativamente para diferentes tempos caracter´ısticos das sinapses.
No painel do topo, τf = τg = 15 e no painel de baixo
35, τf = τg = 2.
Figura 35. Potencial de membrana dos neuroˆnios de uma rede do tipo
da figura 26 para ambas as ce´lulas com mesma condic¸a˜o inicial e com
sinapses inibito´rias lentas (topo, τf,g = 15) e ra´pidas (embaixo, τf,g =
2).
Enquanto a corrente sina´ptica, inibito´ria, esta´ muito forte, ela
na˜o deixa o neuroˆnio vizinho disparar. Quando a corrente se torna
fraca, mas ainda na˜o nula, ambos os neuroˆnios pre´ e po´s-sina´pticos
efetuam outros disparos, pois ambos sa˜o ideˆnticos. Assim, tanto a
corrente sina´ptica de 1 → 2, quanto a de 2 → 1 voltam a crescer,
inibindo novamente os neuroˆnios, num ciclo intermitente.
Para entender a mudanc¸a de comportamento, definimos τs = 10
ts como a durac¸a˜o me´dia de um disparo do KTz; como τf,g > τs, no pai-
nel do topo, os neuroˆnios realizam apenas o primeiro disparo do burst,
ja´ que a corrente sina´ptica, inibito´ria, continua crescendo durante os
instantes em que o burst deveria ocorrer, inibindo o burst completa-
mente. Ja´ no segundo caso, τf,g < τs, painel de baixo, portanto o
burst na˜o e´ inibido completamente, apesar de durar menos do que num
neuroˆnio KTz isolado com os mesmos paraˆmetros, ja´ que a corrente
sina´ptica aumenta muito rapidamente.
35Em me´dia, um disparo de um neuroˆnio KTz dura 10 passos de tempo. Portanto,
chamaremos de lentas aquelas sinapses cujos τf,g ≥ 10 e ra´pidas aquelas cujos
τf,g < 10.
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Redes com treˆs neuroˆnios, estando cada um enviando uma si-
napse aos outros dois (campo me´dio), se comportam de maneira qua-
litativamente igual ao que vimos nas quatro u´ltimas figuras. A u´nica
diferenc¸a e´ que na situac¸a˜o da figura 32, o revezamento de atividade
ocorreria entre treˆs neuroˆnios (cada neuroˆnio dispara seu burst e per-
manece quiescente durante o burst de cada um dos seus vizinhos). Os
valores de J para os quais cada um desses regimes e´ obtido tambe´m
mudam.
Redes com apenas sinapses homogeˆneas excitato´rias tendem a
ser muito sens´ıveis, saturando sua atividade para valores de J relati-
vamente pequenos, como vimos na figura 34, no painel superior. Esse
limiar de saturac¸a˜o depende dos tempos τf,g e da quantidade me´dia de
sinapses que um neuroˆnio qualquer da rede recebe. Assim, no estudo
das avalanches, que sera´ exposto no final deste cap´ıtulo, focamos nosso
estudo em redes com sinapses inibito´rias.
4.2.1.1 Dinaˆmica Fora de PF com CC Livres
Apo´s um tempo suficientemente grande, redes quadradas com
condic¸o˜es de contorno livres apresentam apenas dois comportamentos
distintos36 para neuroˆnios exibindo bursts37.
1. Sinapses excitato´rias levam a rede a sincronizar, de maneira ana´-
loga a` mostrada na figura 33, com todos os neuroˆnios ou dis-
parando, ou quiescentes. A transic¸a˜o entre esses estados se da´
durante um intervalo de tempo na˜o nulo, mas pequeno. O regime
estaciona´rio da rede esta´ ilustrado na figura 36. Os tempos de
transic¸a˜o e de permaneˆncia nesses estados dependem de τf,g e
J . A rede passa por um transiente desde a condic¸a˜o inicial ate´
o regime estaciona´rio. O tempo de transiente tambe´m depende
fortemente dos paraˆmetros das sinapses.
Quando no estado estaciona´rio – figura 36 – e com todos os
neuroˆnios quiescentes, o potencial de membrana dos neuroˆnios da
borda aumenta espontaneamente, gerando, a partir de um limiar,
36Pelo menos, para CI tal que todos os neuroˆnios possuam os mesmos x e y, com
z distribu´ıdos aleatoriamente. Outros tipos de CI podem ser considerados, mas
discutir todas as possibilidades aqui deixaria este trabalho muito extenso, pois este
na˜o e´ nosso objetivo final.
37Para ilustrar esses comportamentos, utilizaremos fotos da rede em diferentes
instantes. Nessas fotos, cada neuroˆnio e´ um pequeno quadrado. A cor do quadrado
muda de acordo com seu potencial de membrana, sendo preto→ xi(t) = +1, branco
→ xi(t) = −1 e cinza → valores intermedia´rios.
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Figura 36. Dinaˆmica atratora de uma rede com L = 20 com CC livres
e sinapses homogeˆneas excitato´rias. Demais paraˆmetros dos neuroˆnios:
xR = −0.5 e δ = λ = 0.001. Paraˆmetros das sinapses: τf,g = 15 e
J = 0.001. Os neuroˆnios se encontram sincronizados (ou todos dispa-
ram juntos, ou todos esta˜o quiescentes juntos), sendo que a transic¸a˜o
entre as fases quiescente e disparando se da´ atrave´s de uma onda de
sileˆncio/atividade que se propaga em direc¸a˜o ao centro da rede.
uma onda de atividade que se propaga em direc¸a˜o ao centro da
rede e deixando todos os neuroˆnios ativos (cada um efetuando um
disparo bem longo). Eventualmente, alguns neuroˆnios da borda
terminam o disparo e esse relaxamento se propaga novamente ate´
o interior da rede. O processo se repete indefinidamente. Essa
leve diferenc¸a entre a durac¸a˜o do disparo dos neuroˆnios na fron-
teira e a durac¸a˜o dos disparos dos neuroˆnios no interior da rede e´
devida a efeitos de borda, ja´ que os neuroˆnios da borda recebem e
enviam menos sinapses que os neuroˆnios no interior da rede. Em
outras palavras, os neuroˆnios da borda esta˜o menos conectados.
2. Sinapses homogeˆneas inibito´rias dividem a rede em duas subre-
des38. Enquanto uma subrede esta´ disparando, a outra per-
manece quiescente. Ambas trocam de estado atrave´s de uma
transic¸a˜o irregular de atividade (detalhes na figura 37). Em ou-
tras palavras, todos os neuroˆnios de uma dada subrede esta˜o sin-
38Uma rede quadrada tem duas subredes. Elas sa˜o compostas tomando-se sempre
o segundo vizinho de cada neuroˆnio. Por exemplo, numa rede 3x3, onde o ı´ndice
dos elementos e´ dado pela equac¸a˜o 4.24, uma subrede e´ composta pelos elementos
de ı´ndice ı´mpar e outra pelos elementos de ı´ndice par.
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cronizados, enquanto que ambas as subredes se encontram sincro-
nizadas em antifase entre si. Chamaremos esse comportamento
de oscilac¸o˜es antiferromagne´ticas em analogia com o comporta-
mento de uma rede de spins com interac¸o˜es antiferromagne´ticas.
Numa rede de spins com interac¸a˜o antiferromagne´tica, a mini-
mizac¸a˜o da Hamiltoniana ocorre quando spins vizinhos esta˜o em
estados opostos – +1/2 e −1/2, por exemplo, para um sistema
de spin 1/2 – (STANLEY, 1971). Da mesma maneira, esse tipo de
sinapse faz com que neuroˆnios vizinhos fiquem sempre em estados
opostos (disparando e quiescente).
...
...
Figura 37. Dinaˆmica atratora de uma rede com L = 6 com CC livres
e sinapses homogeˆneas inibito´rias. Demais paraˆmetros dos neuroˆnios:
xR = −0.5 e δ = λ = 0.001. Paraˆmetros das sinapses: τf,g = 15 e
J = −0.01. Nota-se que quando a subrede com o neuroˆnio 1 esta´ ativa,
a outra subrede esta´ inativa, e vice-versa.
Essas oscilac¸o˜es na˜o ficam muito evidentes em redes grandes (L =
20, por exemplo), pore´m e´ percept´ıvel que a atividade ocorre ora
em uma subrede, ora em outra, subsequentemente. Isso ocorre
devido ao cara´ter inibito´rio das sinapses: quando um neuroˆnio
dispara, ele inibe seus 4 vizinhos. Quando ele termina seu dis-
paro, seus 4 vizinhos disparam, inibindo o neuroˆnio que disparou
anteriormente. Como na˜o ha´ interac¸a˜o entre segundos vizinhos
de um dado neuroˆnio, eles na˜o sa˜o inibidos e, portanto, toda a
subrede fica sincronizada (ja´ que esta e´ formada por segundos
vizinhos).
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4.2.1.2 Dinaˆmica Fora de PF com CC Perio´dicas
Sinapses excitato´rias causam o mesmo efeito que em redes com
CC livres (sincronizac¸a˜o em fase), pore´m a transic¸a˜o entre os esta-
dos quiescente e disparando se da´ de maneira desorganizada (figura
38) – e na˜o atrave´s de uma onda de atividade/sileˆncio que se propaga
em direc¸a˜o ao centro da rede, como na figura 36. Nessas condic¸o˜es,
tambe´m na˜o ha´ efeitos de borda, pois todos os neuroˆnios se encontram
conectados a` mesma quantidade de vizinhos (4, neste caso, vide figura
31). Quando o acoplamento, J , e´ muito grande, sinapses excitato´rias
saturam a atividade da rede.
...
...
Figura 38. Dinaˆmica atratora de uma rede com L = 20 com CC
perio´dica e sinapses homogeˆneas excitato´rias. Os neuroˆnios se encon-
tram sincronizados (ou todos disparam juntos, ou todos esta˜o quies-
centes juntos), sendo a transic¸a˜o entre essas duas fases com atividade
irregular de todos os elementos da rede.
Sinapses inibito´rias apresentam dois comportamentos distintos:
1. L par: O comportamento se mante´m o mesmo descrito no caso
com CC livres (figura 37). A atividade se divide em duas subre-
des. Ora uma subrede esta´ disparando e a outra quiescente, ora
o contra´rio. Quanto mais forte forem as sinapses, mais ra´pido a
rede entra nesse estado em que as subredes esta˜o sincronizadas
em antifase. As CC perio´dicas tambe´m contribuem para que a
rede chegue nesse estado estaciona´rio mais rapidamente.
Realizamos uma se´rie de simulac¸o˜es para redes de diferentes ta-
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manhos, nessas condic¸o˜es39, a fim de verificar se o estado esta-
ciona´rio (em que as subredes oscilam em antifase) sera´ sempre
obtido. A figura 39 mostra o resultado, expresso como o tempo
que a rede demora para alcanc¸ar o estado estaciona´rio – tempo
transiente, ∆T – em func¸a˜o de L. E´ interessante notar que o
comportamento da rede durante o transiente e´, aparentemente,
cao´tico40.
Figura 39. Tempo transiente me´dio, 〈∆T 〉, em func¸a˜o do tamanho
linear da rede, L, e do nu´mero de neuroˆnios na rede, N = L2. Apo´s
o tempo ∆T , a rede atinge o estado estaciona´rio em que as subredes
oscilam em antifase. Paraˆmetros conforme especificados no texto. As
barras de erro foram calculadas atrave´s do erro aleato´rio associado a 20
realizac¸o˜es da simulac¸a˜o para cada L. Algoritmo discutido no apeˆndice
C.3. a e b sa˜o constantes de ajuste das curvas por mı´nimos quadrados.
Para cada L par (de 2 a 16)41, realizamos a simulac¸a˜o por 20
39Relembrando as condic¸o˜es: neuroˆnios KTz com paraˆmetros κ = 0.6, T = 0.35,
δ = λ = 0.001 e xR = −0.5 e CI tal que xi(0) = yi(0) ∀ i e zi(0) ∈ [0, z0],
homogeˆneamente distribu´ıdo, sendo z0 uma constante; sinapses homogeˆneas lentas
com paraˆmetros τf = τg = 15 e J = −0.01 em redes quadradas com condic¸o˜es
de contorno perio´dicas e com L par, com interac¸a˜o entre cada neuroˆnio e seus 4
primeiros vizinhos.
40Apesar do comportamento se mostrar irregular e completamente diferente para
diferentes CI, na˜o realizamos o ca´lculo formal dos expoentes de Lyapunov para de-
terminar se o estado e´, de fato, cao´tico, de modo que o sistema finito apresente caos
transiente e o sistema infinito, caos. Pretendemos estender esse estudo, notando
que ha´ va´rias refereˆncias na literatura que reportam o aparecimento de caos e sin-
cronizac¸a˜o em redes de mapas acoplados – coupled map lattices, do ingleˆs – entre
elas San-Roman et al. (1998), Wu (1998), Gade e Hu (1999), Liu et al. (2000), Jost
e Joy (2001), Gupte, Sharma e Pradhan (2003), Anteneodo, Batista e Viana (2004)
e Lin, Peng e Wang (2009).
41Limitamo-nos a L = 16 por motivos computacionais. Como e´ poss´ıvel verificar
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vezes a fim de calcular o tempo transiente me´dio, o desvio padra˜o
e o erro aleato´rio42. O algoritmo utilizado para determinar se
a rede atingiu o estado estaciona´rio esta´ detalhado no apeˆndice
C.3, entretanto, em s´ıntese, efetuamos a soma do quadrado das
diferenc¸as [xi(t)− xj(t)]2 ∀ i, j de cada subrede separadamente e
dividimos o resultado de cada soma pelo quadrado do nu´mero de
neuroˆnios de sua respectiva subrede43. Se o resultado dessa conta
se mantiver menor que uma dada precisa˜o durante um dado inter-
valo de tempo – ambos, precisa˜o e intervalo de tempo, ajustados
manualmente no in´ıcio da simulac¸a˜o – assumimos que ambas as
subredes esta˜o sincronizadas, estando a rede, portanto, num es-
tado estaciona´rio em que as subredes oscilam em antifase.
Na figura 39, plotamos o tempo transiente me´dio, 〈∆T 〉, em
func¸a˜o do tamanho linear, L, da rede (esquerda) e do nu´mero de
neuroˆnios, N = L2, na rede (direita). As barras de erro represen-
tam o erro aleato´rio dos valores medidos para ∆T . No primeiro
caso, nota-se dois regimes, um para redes com L ≤ 8 e outro para
redes com L > 8; ajustamos, por mı´nimos quadrados44, as curvas
〈∆T 〉 ∼ aL para o primeiro regime e 〈∆T 〉 ∼ bL para o segundo
regime, sendo a e b as constantes de ajuste. Cada um dos regimes
aproxima bem os dados, mas ainda na˜o o suficiente. Ja´ quando
analisamos os dados em func¸a˜o de L2, verificamos uma o´tima
concordaˆncia entre a curva ajustada, 〈∆T 〉 ∼ aL2 + b, com a e b
as constantes do ajuste, e os dados obtidos computacionalmente,
sugerindo que o estado estaciona´rio sera´ alcanc¸ado, independen-
temente da quantidade de elementos na rede (L2), pore´m este
processo podera´ demorar muito tempo para uma rede suficien-
temente grande. Em outras palavras, quando L2 = N → ∞, a
rede sincroniza com 〈∆T 〉 → ∞, permanecendo o comportamento
irregular por muito tempo.
2. L ı´mpar: tambe´m numa analogia com um antiferromagneto, L
ı´mpar implica em um comportamento parecido com o de frus-
na figura 39, a rede demora 〈∆T 〉 ≈ 106ts para sincronizar e a tendeˆncia e´ expo-
nencial. Portanto, L = 18 demoraria muito mais que isso e ter´ıamos gasto muito
mais recursos computacionais.
42O desvio padra˜o, σ, de um conjunto de N medidas x1, ..., xN , com me´dia 〈x〉, e´
definido como σ =
√[∑N
i=1 (xi − 〈x〉)2
]
/ (N − 1) , enquanto que o erro aleato´rio,
ER, e´ definido como ER = σ/
√
N (PIACENTINI, 2005).
43Somamos o quadrado das diferenc¸as para evitar o cancelamento de termos na
soma. Mais detalhes no apeˆndice C.3.
44Detalhes do me´todo de Mı´nimos Quadrados em Ruggiero e Lopes (1988).
121
trac¸a˜o45. O fenoˆmeno de frustrac¸a˜o ocorre entre os neuroˆnios
da fronteira da rede, que com L ı´mpar pertencem a` mesma su-
brede. Como neuroˆnios da mesma subrede esta˜o sincronizados
(como ocorre para L par, ou para qualquer L com CC livres),
os neuroˆnios da fronteira tentara˜o se inibir mutuamente quando
ambos dispararem. Pore´m, apenas um efetua o disparo e isso
cria uma desordem na rede, pois havera´ neuroˆnios inibidos efetu-
ando disparo. Como consequeˆncia, perde-se a sincronia de cada
subrede e espera-se que um novo estado de ordem se desenvolva.
Esse novo estado de ordem pode ser facilmente verificado para
redes pequenas – ilustrado na figura 40 para uma rede com L = 3
(destacada em azul nas fotografias da rede e repetida em seu lado,
embaixo e na sua diagonal para representar as CC perio´dicas).
... ...
Figura 40. Dinaˆmica de uma rede com L = 3 (destacada com fundo azul
e repetida a direita, embaixo e na diagonal para ilustrar CC perio´dicas).
Cada quadradinho e´ um neuroˆnio. As setas verdes e laranjas indicam
as frentes de onda de atividade que se propagam pela rede conforme
o tempo passa. As setas vermelhas indicam a ordem temporal dos
quadros. Preto (cinza, no destaque) significa xi(t) = +1 e branco
(azul, no destaque) significa xi(t) = −1.
Nota-se duas frentes de onda se propagando na diagonal secunda´-
ria da rede, saindo do primeiro neuroˆnio (linha 1 e coluna 1) e
indo em direc¸a˜o ao u´ltimo (linha 3 e coluna 3) – esta˜o indica-
das na figura 40 por setas verde e laranja. Apesar da CI em z
ser homogenamente distribu´ıda pelos neuroˆnios, todos possuem o
mesmo sinal (ou todos sa˜o maiores que zero, ou sa˜o menores). No
caso ilustrado, todos os z sa˜o menores que zero. Quando todos os
z sa˜o maiores que zero, a onda se propaga na diagonal principal,
45Frustrac¸a˜o ocorre quando na˜o e´ poss´ıvel ter, a temperatura zero, uma confi-
gurac¸a˜o que minimize a energia de todas as interac¸o˜es (BAK, 1982).
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saindo do neuroˆnio 1 da linha 3 e indo em direc¸a˜o ao neuroˆnio 3
da linha 1.
Obtivemos comportamentos semelhantes para L = 7 e L = 9.
L = 5 na˜o pareceu mostrar ind´ıcios de que sincronizaria em tal es-
tado depois de 100 mil passos de tempo, para diversas simulac¸o˜es
diferentes. Assim como no caso de L par, espera-se que esse es-
tado seja ta˜o mais dif´ıcil de ser atingido quanto maior for a rede.
Redes com L maior apresentam mais frentes de onda. Como ja´
destacamos anteriormente, os paraˆmetros das sinapses influen-
ciam fortemente a chegada nesses estados.
A fim de complementar os estudos do neuroˆnio KTz em rede,
tambe´m realizamos simulac¸o˜es para medir o intervalo entre disparos46
(ISI) dos neuroˆnios em rede, pois este e´ utilizado para estudar o de-
senvolvimento de caos em redes de osciladores acoplados (GONG et al.,
2002; XIE et al., 2003; PINTO, 2005).
O algoritmo que utilizamos para medir os ISI foi desenvolvido por
no´s e esta´ descrito com cuidado no apeˆndice C.2. Em resumo, detecta-se
um disparo apo´s o potencial de membrana, x, do neuroˆnio considerado
cruzar o eixo horizontal (x = 0) duas vezes sucessivas, a primeira em
t+ e a segunda em t−, sendo que, necessariamente, a primeira cruzada
implica na mudanc¸a do sinal de x de negativo para positivo. Toma-se
a me´dia dos tempos de ambos os eventos, (t+ + t−) /2 ≡ t1, e define-
se esta me´dia como sendo o instante em que ocorreu o disparo. De
maneira similar, detecta-se o pro´ximo disparo em t2 e calcula-se o ISI:
tISI = t2− t1. Apo´s realizar esse procedimento para cada dois disparos
sucessivos na se´rie temporal x(t), temos o ISI do neuroˆnio. Para calcu-
lar o ISI da rede, basta repetir esse procedimento para cada neuroˆnio
da mesma.
A figura 41 mostra o ISI de uma rede quadrada com CC perio´dica
em func¸a˜o do J das sinapses homogeˆneas inibito´rias, para −0.01 ≤ J ≤
−0.001. As CI sa˜o tais que o z e´ distribu´ıdo aleatoriamente entre os
neuroˆnios, enquanto x e y sa˜o os mesmos para todos. Realizamos a
simulac¸a˜o para cada J e calculamos o ISI de cada neuroˆnio da rede
para diversos L. Destacamos L = 5, L = 6, L = 7 e L = 8. Em
vermelho esta˜o os dados do primeiro neuroˆnio da rede (coluna 1, linha
1). Os outros pontos sa˜o dos demais neuroˆnios da rede.
46Se o ISI for o intervalo de tempo entre o u´ltimo disparo de um burst e o primeiro
disparo do pro´ximo burst, enta˜o podemos chama´-lo, tambe´m de intervalo entre
bursts (IBI). De maneira geral, quando nos referimos a ISI, o IBI e´ tambe´m referido,
a menos quando este esta´ explicitamente destacado.
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Figura 41. ISI de uma rede quadrada de neuroˆnios KTz em func¸a˜o
do acoplamento, J , de sinapses homogeˆneas para diferentes L com CI
aleato´rias em z. Note que, apesar de L = 6 parecer mais comportado
(ha´ 3 linhas bem definidas), todos os quatro casos parecem seguir o
mesmo padra˜o. Em vermelho esta´ destacado o ISI do neuroˆnio da
linha 1 e da coluna 1.
Espera-se que haja 2 ISI caracter´ısticos: o intervalo entre dispa-
ros dentro de um burst e o intervalo entre o u´ltimo disparo de um burst
e o primeiro disparo do pro´ximo burst – intervalo entre bursts (IBI).
Pore´m, e´ poss´ıvel perceber que todos os quatro gra´ficos apresentam a
mesma forma: 3 linhas – sendo a linha do meio mais grossa para valores
de J mais pro´ximos de 0 – caracterizando, assim, 3 intervalos de tempo
distintos. A figura 42 indica o potencial de membrana t´ıpico de um dos
neuroˆnios da rede com L = 5, que resulta nesses 3 intervalos distintos.
Fica claro que dois desses intervalos sa˜o IBI e um e´ ISI.
Se fizermos a mesma ana´lise para L = 6 – que, pela figura 41,
e´ um caso mais comportado – veremos que os maiores IBI tendem a
aparecer apenas no in´ıcio da dinaˆmica temporal da rede (durante o
transiente antes de atingir um regime estaciona´rio). Assim, para verifi-
car se o estado estaciona´rio consiste de apenas dois intervalos de tempo
caracter´ısticos, um IBI e outro ISI, realizamos simulac¸o˜es com L = 5
e com L = 6 por 100000 ts, medindo o ISI. Posteriormente, fizemos a
distribuic¸a˜o de ISI para J = −0.01. Os histogramas, normalizados pela
contagem total de ISI, esta˜o plotados (com ambos os eixos em escala
logar´ıtmica) na figura 43.
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Figura 42. Potencial de membrana de um dos neuroˆnios da rede com
L = 5. As setas indicam dois IBI distintos e um ISI (este na direita).
Figura 43. Distribuic¸a˜o dos ISI (seja IBI ou ISI) de uma rede quadrada
de neuroˆnios KTz para L = 5 (laranja) e L = 6 (azul) com J = −0.01
e CI tal que o z e´ diferente para todos os neuroˆnios.
Como esperado, a distribuic¸a˜o de ISI, para ambos os casos da
figura 43, mostra 3 picos: 2 sa˜o IBI e 1 e´ o ISI dentro do burst. Se o
maior dos IBI contribui apenas na fase transiente, enta˜o na amostragem
de 100000 ts, comec¸ando a medida em t = 10000 ts, deve ter poucos,
ou quase nenhum IBI grande47. Para L = 5, a contagem total de ISI
e´ C = 13899 e a contagem de ISI no u´ltimo pico e´ c = 3451; enta˜o
a quantidade relativa do maior IBI e´ c/C ≈ 0.2483 ≈ 25%. Para
L = 6, C = 29200 e c = 7290, sendo a quantidade relativa do maior
IBI c/C ≈ 0.2496 ≈ 25%.
Apesar das linhas mais estreitas nos 3 valores distintos para L =
6, a quantidade do maior IBI e´ a mesma nos casos de L par ou ı´mpar.
47IBI grande se refere ao terceiro pico, da esquerda para a direita, na distribuic¸a˜o
de ISI da figura 43.
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E a contribuic¸a˜o do maior IBI na˜o e´ desprez´ıvel, na˜o sendo, portanto,
parte do comportamento transiente da rede. Estes estudos preliminares
do ISI abrem uma vertente para que o caos em sistemas dinaˆmicos seja,
tambe´m, estudado em nosso modelo futuramente.
Ao manter a mesma CI para todos os neuroˆnios, inclusive em z,
uma rede de dois neuroˆnios teve sua atividade significativamente mo-
dificada (ver figura 35). E´ interessante notar que esse comportamento
se mante´m, inclusive, para redes quadradas de diferentes L. A figura
44 mostra essa situac¸a˜o para L = 5 e L = 7, onde os valores do ISI
coincidem.
Figura 44. ISI de uma rede quadrada de neuroˆnios KTz em func¸a˜o de J
para L = 5 e L = 7 com CI igual para todos os neuroˆnios. Aparece uma
escadaria inofensiva (BAK, 1982), pois todos os neuroˆnios apresentam
o mesmo ISI para um dado J – comportamento ana´logo ao da figura
35 (topo), independentemente do tamanho da rede.
Nota-se que, para cada J , todos os neuroˆnios da rede apresen-
tam o mesmo ISI; portanto os neuroˆnios na˜o apresentam mais bursts,
mas apresentam, sim, disparos perio´dicos (da mesma maneira que o
comportamento mudou na figura 35). O comportamento muda descon-
tinuamente para J diferentes, criando um aspecto de escadaria. Essa
forma particular e´ conhecida como escadaria inofensiva. Elas sa˜o co-
muns em va´rios sistemas na natureza, conforme discute Bak (1982).
Alguns J apresentam mais de um ISI, mostrando que ainda e´ poss´ıvel
haver burst na rede, o que tambe´m foi constatado para a rede de 2
neuroˆnios. Este e´ um resultado curioso, pois na˜o temos conhecimento
de resultados semelhantes na literatura.
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4.2.2 Dinaˆmica Excita´vel no Ponto Fixo
A excitabilidade e´ um dos fenoˆmenos mais importantes no sis-
tema nervoso perife´rico48 e central. Ce´lulas excita´veis sa˜o encontradas
atrave´s de todo o sistema sensorial e entender como essas ce´lulas tra-
duzem os est´ımulos que recebem do mundo em informac¸a˜o psicolo´gica
no ce´rebro e´ um trabalho extremamente importante e ainda em aberto
(KINOUCHI; COPELLI, 2006; RIBEIRO; COPELLI, 2008). Nas sec¸o˜es 3.2.3,
3.2.4 e 3.2.5, vimos que a excitabilidade define as propriedades compu-
tacionais de cada neuroˆnio (i.e., como uma corrente externa, I, afeta
o seu potencial de membrana). Alguns neuroˆnios podem se mostrar
sens´ıveis a` intensidade da corrente de entrada, a` medida em que esta
aumenta, oscilando em frequeˆncias cada vez maiores – sa˜o exemplos
os neuroˆnios corticais piramidais – enquanto outros apenas mante´m a
mesma frequeˆncia, independentemente da corrente de entrada – como
os neuroˆnios inibito´rios conectores corticais – (IZHIKEVICH, 2007).
Tambe´m no cap´ıtulo 3, vimos que a resposta dessas ce´lulas, iso-
ladas, para um pulso de est´ımulo externo e´ muito limitada, pois os
potenciais de ac¸a˜o tendem a manter sempre a mesma forma e os dis-
paros (atividade) de uma ce´lula saturam facilmente49. Felizmente, o
ce´rebro consiste em redes de neuroˆnios e na˜o neuroˆnios sozinhos, o que
motiva o estudo de meios excita´veis50, objeto desta e das pro´ximas
sec¸o˜es. Copelli et al. (2002) e Copelli et al. (2005) estudaram como va-
ria a func¸a˜o resposta51 de uma rede excita´vel quando comparada com
a resposta de um u´nico neuroˆnio. O intervalo de est´ımulos externos ao
qual uma ce´lula excita´vel, ou um meio excita´vel, responde e´ chamado
de intervalo de resposta dinaˆmico52. Kinouchi e Copelli (2006) mostra-
48O sistema nervoso perife´rico, ou sistema sensorial, e´ o responsa´vel pela per-
cepc¸a˜o atrave´s dos sentidos (visa˜o, tato, audic¸a˜o, olfato e paladar) atrave´s dos
quais interagimos com o mundo la´ fora.
49Ver figura 10, onde o potencial de ac¸a˜o do modelo FN converge para uma forma
u´nica quanto maior a intensidade da corrente aplicada. Ver, tambe´m, a saturac¸a˜o
do neuroˆnio KT do tipo C na figura 16(d), onde ocorre o efeito de bloqueio de nervo.
50Um meio excita´vel e´ uma rede de elementos excita´veis conectados.
51Como func¸a˜o resposta de um meio excita´vel, assumiremos a definic¸a˜o dada por
Ribeiro e Copelli (2008): a func¸a˜o resposta, F , e´ a quantidade total de disparos
ocorridos durante um tempo ∆t dividida por ∆t e pelo nu´mero de elementos no
meio, N .
52Um exemplo pra´tico de um intervalo de resposta e´ a sensibilidade dos nossos
ouvidos a` intensidade do som ou dos nossos olhos a` intensidade da luz. No caso dos
ouvidos, a intensidade aud´ıvel (ate´ o limiar da dor) varia de 1 a 120 dB, ou seja,
por 12 ordens de grandeza (CHAVES, 2007, p.107), evidenciando um intervalo de
resposta muito grande.
127
ram que o intervalo de resposta dinaˆmico e´ ma´ximo quando o sistema
se encontra num estado cr´ıtico, sendo este, portanto, um estado que
otimiza a sensibilidade do ce´rebro a est´ımulos externos.
Focaremo-nos, portanto, em ce´lulas KTz excita´veis, cujos paraˆ-
metros sa˜o: κ = 0.6, T = 0.35, δ = 0.001, λ = 0.008 e xR = −0.7.
Alguns resultados tera˜o λ e xR diferentes para fins de comparac¸a˜o;
portanto, definimos os seguintes conjuntos de paraˆmetros:
• Regime 1 : xR = −0.7; λ = 0.008;
◦ Pode ser excitado tanto por est´ımulos positivos, quanto
por est´ımulos negativos (ou seja, existe J+s e J
−
s )
53.
• Regime 2 : xR = −0.9; λ = 0.01;
◦ E´ excitado apenas por est´ımulos positivos (existe apenas
J+s ).
• Regime 3 : xR = −0.9; λ = 0.1;
◦ E´ excitado apenas por est´ımulos positivos (existe apenas
J+s ).
Ao contra´rio do visto nas sec¸o˜es anteriores, utilizaremos sinapses ra´pi-
das (τf,g = 2) homogeˆneas ou com ru´ıdo, inibito´rias ou excitato´rias.
A maior parte dos resultados aqui apresentados sera´ para sinapses ini-
bito´rias. Os paraˆmetros de controle sa˜o J e R. Por estarmos interes-
sados na dinaˆmica da rede devida a` excitabilidade, todos os neuroˆnios
teˆm suas CI ajustadas exatamente no ponto fixo.
A raza˜o de utilizarmos λ = 0.008 e τf,g = 2 e´ que os neuroˆnios,
nesta condic¸a˜o, apresentam um grande per´ıodo refrata´rio (ver figura
19), maior do que o tempo necessa´rio para que a sinapse atue em
seus vizinhos (ver figura 27). Assim, os vizinhos disparam enquanto o
neuroˆnio que gerou a atividade ainda esta´ se recuperando do seu pro´prio
disparo e isso evita com que ele volte a ser estimulado pela atividade
do vizinho. Em outras palavras, ao estimular a rede, gera-se uma onda
de atividade que se propaga do neuroˆnio inicialmente estimulado em
direc¸a˜o a`s fronteiras da rede (MURRAY, 1993); Se a sinapse for muito
lenta e os neuroˆnios estiverem num regime em que o per´ıodo refrata´rio
e´ pequeno, a onda eventualmente retorna em direc¸a˜o ao neuroˆnio inici-
almente estimulado e a atividade na rede nunca terminara´54 (GOLLO;
53Na subsec¸a˜o 4.2.2.1 discutiremos como sa˜o determinados os Js.
54Mesmo que a rede sofra mais de um est´ımulo, ambas as ondas geradas por cada
um dos est´ımulos na˜o se aniquilara˜o, como seria o esperado num meio excita´vel
(MURRAY, 1993), pois ambas estara˜o, sempre, viajando para frente e para tra´s ao
mesmo tempo.
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KINOUCHI; COPELLI, 2012).
As redes que estudaremos daqui em diante, quando regulares,
estara˜o sujeitas a CC livres para, eventualmente, dissipar as ondas de
atividade que se propagam em direc¸a˜o a` borda da rede. Por motivos
computacionais, nos limitaremos a redes com L = 20 na grande maioria
dos casos. Entretanto, alguns resultados contara˜o com simulac¸o˜es para
L = 30 ate´ para L = 70. O detalhamento dos est´ımulos que efetuamos
sobre a rede esta´ no apeˆndice B.
As subsec¸o˜es seguintes, 4.2.2.1 e 4.2.2.2, conteˆm resultados gerais
sobre duas transic¸o˜es de fase que achamos em nosso modelo. A sec¸a˜o
4.3 tambe´m apresentara´ resultados nesse sentido, pore´m para redes
complexas. As avalanches, em particular, sera˜o discutidas mais a frente,
na sec¸a˜o 4.5.
4.2.2.1 Dinaˆmica Excita´vel no Ponto Fixo Para Sinapses Homogeˆneas
Inicialmente, todos os neuroˆnios esta˜o no ponto fixo. Assim,
precisamos efetuar est´ımulos externos – atrave´s de algum dos me´todos
descritos no apeˆndice B – e medir a resposta da rede.
Conforme definimos na sec¸a˜o 4.2.2, a resposta, F , da rede e´ a
quantidade de disparos durante um intervalo de tempo ∆t, dividida
por ∆t e pela quantidade55, N , de neuroˆnios na rede. Algumas vezes,
pore´m, e´ mais interessante medir, apenas, a quantidade de neuroˆnios
que responde a um dado est´ımulo – chamaremos essa quantidade de
M – ao inve´s de medir a func¸a˜o resposta. A quantidade M/N mede a
frac¸a˜o da rede atingida pelo est´ımulo aplicado.
Para estimular a rede, utilizamos est´ımulos delta56 e um processo
de Poisson57. Obtivemos transic¸o˜es de fase distintas para cada tipo de
est´ımulo:
55Lembrando que N = L2 em redes quadradas.
56O est´ımulo delta consiste em assumir a corrente externa Ie de algum neuroˆnio da
rede dada pela equac¸a˜o 4.12, i.e., Ie(t) = I0δt,t0 , onde δt,t0 e´ o delta de Kronecker,
I0 e´ a amplitude do pulso de corrente e t0 e´ o instante em que o pulso e´ aplicado.
Lembrando que as equac¸o˜es da rede, de forma geral, assumem a forma dada em 4.11.
t0 pode ser ajustado no in´ıcio da simulac¸a˜o. O neuroˆnio que recebera´ o pulso de
corrente pode ser escolhido aleatoriamente, caso na˜o tenha sido, tambe´m, ajustado
no in´ıcio da simulac¸a˜o. Ver mais no apeˆndice B.2.
57Um processo de Poisson consiste em aplicar um est´ımulo delta na rede a cada
intervalo de tempo ∆ti, onde os intervalos de tempo ∆ti obedecem a uma distri-
buic¸a˜o exponencial P (∆t) ∼ exp (r∆t), sendo r a taxa do processo de Poisson, ou
frequeˆncia com que a rede e´ estimulada. O est´ımulo e´ aplicado em neuroˆnios da
rede aleatoriamente escolhidos. Ver mais no apeˆndice B.5.
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1. Para comparar o comportamento do modelo com o de ML58
atrave´s do trabalho de Ribeiro e Copelli (2008), realizamos si-
mulac¸o˜es preliminares com condic¸o˜es similares: ce´lulas excita´veis,
em rede quadrada (L = 20, no nosso caso) com CC livres, sendo
estimuladas atrave´s de um processo de Poisson. Pore´m, Ribeiro
e Copelli utilizaram um modelo biolo´gico59, enquanto no´s utili-
zamos o mapa KTz, pois visamos investigar o comportamento
de mapas na Neurocieˆncia computacional e, tambe´m, consolidar
seu uso. Cabe destacar duas diferenc¸as cruciais entre o traba-
lho considerado e este: utilizamos sinapses qu´ımicas e inibito´rias,
enquanto eles utilizam sinapses ele´tricas e excitato´rias. Pore´m,
nosso modelo tambe´m e´ excita´vel para est´ımulos negativos com os
paraˆmetros considerados. Essas diferenc¸as influenciam, em pri-
meira instaˆncia, o tempo que os neuroˆnios demoram para efetuar
o disparo apo´s estimulados ou apo´s receberem uma sinapse.
O comportamento dos mapas KTz em rede e´ similar ao do modelo
ML em rede, observando-se as semelhanc¸as e diferenc¸as destaca-
das no para´grafo anterior. No nosso caso, a rede e´ estimulada a
uma taxa r quando esta´ sob influeˆncia de um processo de Poisson.
A figura 45 mostra ondas espirais (apontadas pelas setas verdes)
– tipicamente encontradas em meios excita´veis – que se desenvol-
vem ao estimular a rede de elementos KTz excita´veis (Regime 1)
atrave´s de um processo de Poisson.
...
...
Figura 45. Comportamento t´ıpico de uma rede de elementos KTz ex-
cita´veis sob influeˆncia de um processo de Poisson a taxa r = 0.01 ts−1
com acoplamento inibito´rio homogeˆneo J = −0.2. As setas verdes
indicam ondas espirais que se desenvolvem no meio.
58Estudado na sec¸a˜o 3.1.2.
59Ribeiro e Copelli (2008) fazem outras ana´lises mais completas que na˜o entrare-
mos em detalhes aqui.
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Estudamos como a taxa de est´ımulos, r, e o acoplamento, J , influ-
enciam na func¸a˜o resposta de uma rede quadrada. Um diagrama
de fases esta´ esquematizado na figura 46. As cores representam
a func¸a˜o resposta, F – vermelho representa F grande e azul re-
presenta F pequeno. Cores intermedia´rias representam valores
intermedia´rios, conforme a legenda da figura. F grande significa
que a rede apresenta muita atividade (em decorreˆncia de est´ımulos
que chegam com uma taxa r), enquanto F pequeno significa que
ha´ poucos disparos em decorreˆncia dos est´ımulos, i.e., geralmente
so´ disparam os neuroˆnios estimulados, sendo as sinapses muito
fracas (|J | < |Js|) para propagar o sinal. Em outras palavras,
podemos chamar a fase vermelha de ativa, pois o sinal gerado
pelos est´ımulos se propaga pela rede, e a azul de inativa, pois o
sinal na˜o e´ propagado.
Figura 46. Diagrama de fases do modelo KTz em rede quadrada com
CC livres sujeita a est´ımulos provenientes de um processo de Poisson.
As cores representam a func¸a˜o resposta. Vermelho significa F grande
(muita atividade) e azul significa F pequeno (pouca atividade, i.e.,
a sinapse na˜o e´ forte o suficiente para propagar pela rede o sinal do
neuroˆnio estimulado). O valor de F e´ uma me´dia aritme´tica de 50
realizac¸o˜es para cada par (J, r), cada uma com 10000 ts. As retas
pretas verticais indicam os valores de J utilizados para plotar F em
func¸a˜o de r.
E´ importante destacar que o valor de F e´ caculado atrave´s de
uma me´dia aritme´tica para 50 realizac¸o˜es da simulac¸a˜o para cada
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valor de (J, r). Cada realizac¸a˜o durou60 10000 ts. As retas pretas
verticais na figura 46 indicam os valores de J utilizados para
plotar F em func¸a˜o de r na figura 47. Nesta, as barras de erro
representam o erro aleato´rio associado ao conjunto de 50 medidas
da mesma grandeza para cada par (J, r).
Figura 47. Detalhe da func¸a˜o resposta em func¸a˜o da taxa de Poisson,
r. As curvas ajustadas sa˜o: F ∼ r0.953 (linha so´lida preta) e F ∼ r1.23
(linha so´lida lila´s), mostrando uma mudanc¸a no intervalo dinaˆmico da
rede. As barras de erro, em cinza, sa˜o o erro aleato´rio associado a 50
realizac¸o˜es da simulac¸a˜o para cada par (J, r).
Observando as figuras 46 e 47, para J = −0.14 (curva vermelha),
fica claro que a regia˜o avermelhada em torno de, aproximada-
mente, −0.15 < J < −0.13 (na figura 46 – regia˜o de reentraˆncia),
corresponde a uma mudanc¸a de regime, ja´ que a func¸a˜o F muda
seu valor de saturac¸a˜o e sua inclinac¸a˜o de forma brusca. Para J
um pouco maiores, em torno de J = −0.16, a rede volta ao re-
gime anterior (curva verde). Em seguida, para J ainda maiores, a
partir de J ≈ −0.17, o comportamento muda bruscamente outra
vez, agora parece que definitivamente. Os dois regimes que sur-
gem podem ser ajustados muito bem atrave´s de leis de poteˆncia:
F = Arγ , (4.25)
onde A e´ uma constante de ajuste e γ e´ o expoente que caracteriza
F e o intervalo dinaˆmico (RIBEIRO; COPELLI, 2008).
60Realizar a simulac¸a˜o por 10000 ts e´ razoa´vel, pois todos os neuroˆnios comec¸am
quiescentes, ou seja, na˜o ha´ um per´ıodo transiente ate´ um regime estaciona´rio.
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Em particular, para J = −0.12, ajustamos a equac¸a˜o 4.25 com
γ = 0.953 (linha preta so´lida), e para J = −0.24, ajustamos com
γ = 1.23 (linha lila´s so´lida). Em primeira ana´lise, nossos resul-
tados sa˜o diferentes daqueles apresentados por Ribeiro e Copelli
(2008), pois eles corroboram a hipo´tese de que γ = 1/(1+d), onde
d e´ a dimensa˜o da rede (d = 2, no nosso caso), para meios de-
termin´ısticos (como o nosso), ale´m de mostrar que o intervalo de
resposta dinaˆmico tem um ma´ximo ao aumentar o acoplamento,
J . Enquanto que nossos resultados evidenciam um estreitamento
do intervalo de resposta dinaˆmico ao aumentar J , ja´ que o expo-
ente aumenta61.
Mesmo tendo verificado a mudanc¸a de regime, a diferenc¸a de
tamanho do intervalo de resposta dinaˆmico e as ondas espirais,
conforme indicado pelos autores em seu trabalho, obtivemos re-
sultados quantitativamente diferentes. Atribu´ımos esses compor-
tamentos opostos a` natureza distinta das sinapses utilizadas –
utilizamos sinapses qu´ımicas e Ribeiro e Copelli utilizaram si-
napses ele´tricas – pois, como ja´ vimos, os tempos caracter´ısticos
dessas sinapses sa˜o diferentes e isso pode mudar completamente
o comportamento do sistema – pretendemos analisar a fundo este
problema futuramente.
2. Para o est´ımulo delta, podemos fazer um mapeamento parecido
com o da figura 46, pore´m com I0 no eixo y, ao inve´s de r, e me-
dindo a quantidade de neuroˆnios que dispara em decorreˆncia de
um est´ımulo – que chamamos de M – ao inve´s de F . A figura 48
mostra o diagrama de fases para neuroˆnios ajustados no Regime
1 para uma rede quadrada com L = 20. Nela, tambe´m pode-
mos definir as fases inativa (azul) e ativa (vermelha) e verificar
que a transic¸a˜o entre essas fases se da´ de maneira brusca, sem
passar por valores (cores) intermedia´rios de M . Portanto, e´ uma
transic¸a˜o descont´ınua, ou de primeira ordem. O valor de M foi
determinado atrave´s de uma me´dia aritme´tica para 20 realizac¸o˜es
da simulac¸a˜o para cada par (J, I0), de onde resultou erro aleato´rio
nulo, considerando que sempre seja estimulado o mesmo neuroˆnio
em cada realizac¸a˜o (de 10000 ts) da simulac¸a˜o62.
61Ribeiro e Copelli (2008) descrevem o me´todo para determinar o intervalo de
resposta dinaˆmico e verificar que ao aumentar o expoente, o intervalo diminui e
vice-versa. Na˜o entraremos em detalhes desse me´todo aqui.
62Estimulamos sempre o neuroˆnio do centro da rede (´ındice calculado pela equac¸a˜o
4.24).
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Figura 48. Diagrama de fases da rede quadrada com CC livres para
sinapses homogeˆneas e neuroˆnios no Regime 1 sujeitos a est´ımulo delta.
As fases sa˜o ativa (vermelha) – toda a rede responde a um u´nico
est´ımulo – e inativa (azul) – apenas o neuroˆnio estimulado responde.
Em branco esta´ a fase em que nem mesmo o neuroˆnio estimulado dis-
para. Foram feitas 20 realizac¸o˜es para cada par (J, I0), resultando num
erro aleato´rio nulo. Cada realizac¸a˜o rodou por 10000 ts. O est´ımulo foi
dado sempre no neuroˆnio do centro da rede.
A figura 49 (esquerda) mostra em detalhes a transic¸a˜o de fase da
figura 48 para I0 = 0.1. O painel da direita mostra o comporta-
mento do Regime 1 para sinapses excitato´rias. A primeira coisa
a qual devemos atentar e´ que ha´ 3 comportamentos distintos nos
dois gra´ficos: quandoM = 1 (fase inativa), quandoM = N = 400
(fase ativa) e quando M assume alguns valores intermedia´rios de
maneira discreta, formando degraus, entre esses dois valores –
chamaremos esses degraus de M de fases intermedia´rias.
Definimos os valores de J+s e J
−
s como sendo o valor de J para
o qual a rede torna-se ativa (ou seja, o est´ımulo atinge todos
os neuroˆnios da rede; M = N). Ambos os Js independem da
quantidade de elementos na rede. A figura 49 indica os valores
de J+s e de J
−
s sobre o eixo dos J .
A fase inativa corresponde a um u´nico neuroˆnio efetuando um
disparo. Certamente, e´ o mesmo que recebeu o est´ımulo, pois
as sinapses na˜o sa˜o intensas o suficiente para propagar o sinal
atrave´s da rede. Portanto, podemos assumir que na˜o ha´ fenoˆmeno
coletivo e por isso chamamos essa fase de inativa. Conforme as-
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Figura 49. Detalhe do nu´mero de neuroˆnios que disparam em de-
correˆncia de um est´ımulo delta (I0 = 0.1) para diferentes J no Re-
gime 1. Os limiares, J+s e J
−
s sa˜o definidos como valor de J para o
qual a rede passa de inativa (so´ ha´ disparo do neuroˆnio que recebeu o
est´ımulo) para ativa (a rede inteira responde ao est´ımulo). Foram fei-
tas 20 realizac¸o˜es para cada valor de J , resultando num erro aleato´rio
nulo. Cada realizac¸a˜o rodou por 10000 ts. O est´ımulo foi dado sempre
no neuroˆnio do centro da rede.
sumimos J maiores, a quantidade de neuroˆnios que responde ao
est´ımulo aumenta, passando pelas fases intermedia´rias ate´ a fase
ativa.
O primeiro degrau (figura 49 esquerda) esta´ localizado emM = 5,
o que significa que o neuroˆnio estimulado dispara e a sinapse e´
forte o suficiente para estimular seus 4 primeiros vizinhos. O
segundo degrau ocorre em M = 110 e o racioc´ınio se mante´m
o mesmo. Ate´ que para63 J ≤ J−s = −0.173875, M = 400 e a
rede inteira responde ao est´ımulo inicial. Podemos desconsiderar
o neuroˆnio que dispara por causa do est´ımulo, ja´ que ele na˜o
sera´ afetado pela onda de atividades que se propagara´ pela rede.
Portanto, podemos definir M como um paraˆmetro de ordem do
sistema. Note, tambe´m, que ha´ uma mudanc¸a de regime para o
est´ımulo de Poisson para um J ≈ J−s .
Refinamos as simulac¸o˜es nas fases intermedia´rias para verificar
que na˜o ha´ degraus para outros valores de M – inclusive para
63Ou J ≥ J+s = 0.00764 (figura 49 direita).
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L > 20 – mostrando que a transic¸a˜o e´, de fato, descont´ınua. O
que tambe´m mostra que na˜o ha´ uma regra que liga os valores de
M assumidos nessa fase e que a correlac¸a˜o entre dois elementos
quaisquer da rede cai rapidamente com a distaˆncia dos elementos
para |J | < |Js|, sendo do tamanho da rede para |J | ≥ |Js|.
A figura 50 mostra comoM varia com J para os Regimes 2 (esq.)
e 3 (dir.) definidos no in´ıcio da sec¸a˜o 4.2.2. Ha´ degraus em todas
as simulac¸o˜es, pore´m M se mostra sempre descont´ınuo (com erro
aleato´rio igual a zero) para todas as simulac¸o˜es deste tipo.
Figura 50. Detalhe do nu´mero de neuroˆnios que disparam em de-
correˆncia de um est´ımulo delta (I0 = 0.4) para diferentes J nos Regimes
2 (esq.) e 3 (dir.). Os limiares, J+s e J
−
s sa˜o definidos como valor de
J para o qual a rede passa de inativa (so´ ha´ disparo do neuroˆnio que
recebeu o est´ımulo) para ativa (a rede inteira responde ao est´ımulo).
Foram feitas 20 realizac¸o˜es para cada valor de J , resultando num erro
aleato´rio nulo. Cada realizac¸a˜o rodou por 10000 ts. O est´ımulo foi
dado sempre no neuroˆnio do centro da rede.
E´ importante notar que a fase intermedia´ria pode ocorrer num
intervalo maior de J para alguns regimes paraˆmetros (dos neuroˆ-
nios). As fases intermedia´rias do Regime 3, por exemplo, ocorrem
num intervalo ∆J ≈ 0.002, enquanto que as do Regime 2 ocorrem
por ∆J ≈ 0.0003 e as do Regime 1 por ∆J ≈ 0.0024 (sinapse
inibito´ria) e ∆J ≈ 0.0001 (sinapse excitato´ria).
Podemos tomar a raza˜o ∆J/Js×100% para ter uma ide´ia de qua˜o
significativas sa˜o as fases intermedia´rias na transic¸a˜o de fase. O
Regime 3 tem o maior transiente relativo a` ordem de grandeza
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de Js, cerca de 3%, o Regime 2 tem o menor, cerca de 0.6% e
o Regime 1 tem pouco mais de 1%, tanto para o caso inibito´rio,
quanto para o excitato´rio. As figuras 49 e 50 teˆm o eixo y em
escala logar´ıtmica para enfatizar os degraus.
4.2.2.2 Dinaˆmica Excita´vel no Ponto Fixo Para Sinapses Com Ru´ıdo
Ao adicionar ru´ıdo nas sinapses, conforme discutido na sec¸a˜o
4.1.1.3, modificamos completamente o cara´ter das transic¸o˜es de fase
discutidas na sec¸a˜o anterior. Podemos ver o ru´ıdo como uma forma de
caminhar aleatoriamente pela transic¸a˜o de fase das figuras 49 e 50, i.e.,
ora |Jij(t)| ≥ |Js| – possibilitando que, no instante t, toda a rede seja
atingida pelo sinal disparado por um neuroˆnio – e ora |Jij(t)| < |Js| –
impedindo a propagac¸a˜o do sinal por toda a rede.
A presenc¸a do ru´ıdo torna interessante analisar a varia´velM nas
transic¸o˜es de fase em func¸a˜o do J me´dio, 〈J〉 = J + R/2, sendo que
〈J〉 = J para sinapses homogeˆneas. Pore´m, ainda e´ va´lido plotar M
em func¸a˜o de J para saber a partir de qual valor do paraˆmetro J a
transic¸a˜o de fase efetivamente ocorre. As simulac¸o˜es foram feitas para
L = 20, estimulando-se sempre o mesmo neuroˆnio, do centro da rede,
para cada realizac¸a˜o.
Figura 51. Comparac¸a˜o do paraˆmetro de ordem, M , para as transic¸o˜es
de fase dos casos sem e com ru´ıdo (R = −0.111). As barras de erro
representam o erro aleato´rio devido a 100 realizac¸o˜es da simulac¸a˜o para
cada J = 〈J〉 − R/2. Cı´rculos vermelhos sa˜o para sinapses com ru´ıdo
e quadrados pretos para sem ru´ıdo. Sinapses inibito´rias e neuroˆnios do
Regime 1.
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A figura 51 faz uma comparac¸a˜o entre os casos sem ru´ıdo (pontos
pretos) e com ru´ıdo (pontos vermelhos) para sinapses inibito´rias (caso
da figura 49 esquerda). As barras de erro foram calculadas atrave´s do
erro aleato´rio para 100 realizac¸o˜es da simulac¸a˜o para cada J , tendo cada
uma rodado por 10000 ts. Consideramos apenas o caso em que I0 = 0.1.
Nesta figura, a amplitude do ru´ıdo foi ajustada em R = −0.111.
E´ fa´cil perceber que a presenc¸a do ru´ıdo torna a transic¸a˜o cont´ı-
nua, ou de segunda ordem, pois, apesar das grandes flutuac¸o˜es no valor
deM , este sai deM = 1 (fase inativa) paraM = 400 (fase ativa) de ma-
neira suave. A introduc¸a˜o do ru´ıdo no acoplamento entre os neuroˆnios
da rede faz com que o sinal do neuroˆnio pre´-sina´ptico na˜o excite sempre
o neuroˆnio po´s-sina´ptico, modificando o tamanho da resposta da rede
para diferentes valores de J .
O gra´fico pode ser, tambe´m, analisado atrave´s deM/N =M/L2,
ao inve´s de M , mostrando a quantidade relativa de neuroˆnios que dis-
param em decorreˆncia de um est´ımulo. No limite N →∞, M/N → 0,
logo, o fato de M = 1 na fase inativa na˜o atrapalha a determinac¸a˜o de
M/N como paraˆmetro de ordem64.
Figura 52. Comparac¸a˜o do paraˆmetro de ordem, M/L2, para a
transic¸a˜o de fase do caso com ru´ıdo para R = −0.036 (linha preta)
e para R = −0.111 (linha vermelha). As barras de erro represen-
tam o erro aleato´rio devido a 100 realizac¸o˜es da simulac¸a˜o para cada
J = 〈J〉 −R/2. Sinapses inibito´rias e neuroˆnios do Regime 1.
A figura 52 mostra a mesma rede quadrada para dois valores de
R diferentes (R = −0.036 e R = −0.111). Fica claro que quanto maior
64Podemos definir, tambe´m, que o paraˆmetro de ordem e´ M − 1, ja´ que podemos
sempre ignorar o neuroˆnio que dispara devido ao est´ımulo externo, por convenieˆncia.
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o R, mais longa e´ a transic¸a˜o entre as fases inativa e ativa – o que e´
um resultado esperado quando outros modelos sa˜o considerados65.
O ru´ıdo para o caso com R = −0.111 e´ maior que para o caso
com R = −0.036, pois |R| maior implica em um intervalo maior no
qual podera´ ser sorteado o Jij(t), fazendo com que seja necessa´ria uma
amostra maior de dados para contemplar o intervalo em iguais pro-
porc¸o˜es. A figura 52 mostra, ainda, que ha´ atividade na rede mesmo
quando | 〈J〉 | < Js, pois basta que |J +R| > Js para que a rede deixe
o estado inativo, atingindo o estado ativo quando 〈J〉 ≈ Js.
Simulamos redes com L = 30, 40, 50, 60 e 70 a fim de verificar se
o comportamento do paraˆmetro de ordem, M , se mante´m. O resultado
esta´ na figura 53. O sistema escala com a quantidade de elementos, pois
ao tomar a raza˜o M/L2, todas as curvas de M ficam com a mesma
forma (figura 53 direita). Em outras palavras, uma rede quadrada
com N = 400 elementos pode estar pro´xima ao limite termodinaˆmico.
O expoente relacionado a` esta transic¸a˜o de fase pode ser calculado,
para cada L, atrave´s do me´todo dos cumulantes de Binder66, o qual
permanece como uma perspectiva futura de nosso trabalho.
Figura 53. Paraˆmetro de ordem, M , e paraˆmetro de ordem nor-
malizado, M/L2, para a transic¸a˜o de fase do caso com ru´ıdo para
R = −0.036 e diferentes L. A raza˜o M/L2 possui a mesma forma para
diferentes L, sugerindo que sistemas de tamanhos diferentes se compor-
tam da mesma maneira. As barras de erro representam o erro aleato´rio
devido a 100 realizac¸o˜es da simulac¸a˜o para cada J = 〈J〉 −R/2.
65Ver Branco (1999) para o modelo de Blume-Emery-Griffiths, por exemplo.
66Ver sobre esse me´todo em Binder (1981), Selke e Shchur (2005) e Selke (2007).
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4.3 REDES COMPLEXAS
Vertes, Bassett e Duke (2011) e Bassett et al. (2008) discutem
que a topologia das redes em que os neuroˆnios se encontram pode
estar correlacionada com o desenvolvimento de algumas doenc¸as psi-
quia´tricas, como a esquizofrenia. Sporns (2010) tambe´m discute que
o ce´rebro se organiza de acordo com diferentes topologias; ate´ mesmo
a morte de neuroˆnios modifica a topologia das redes do ce´rebro. Por-
tanto, realizamos estudos preliminares acerca do comportamento de
neuroˆnios KTz conectados em dois tipos de rede complexa conhecidos:
redes livre de escala67 e redes de mundo pequeno68.
Posto de maneira simplificada, redes complexas possuem uma
topologia quase-aleato´ria – pois sa˜o constru´ıdas atrave´s de regras ba-
seadas em escolhas aleato´rias – mas apresentam caracter´ısticas globais
bem determinadas. Para estudos mais detalhados, recomendamos o
trabalho de Albert e Baraba´si (2002), pois as sec¸o˜es seguintes tratara˜o
apenas dos detalhes mais importantes de cada uma dessas redes e dos
nossos resultados.
Utilizamos o software NetworkX 69 para gerar as redes comple-
xas. Como elas sa˜o geradas com certa arbitrariedade, pode haver
duas redes diferentes, aparentemente, mas que se conformam a`s ca-
racter´ısticas ba´sicas de uma rede livre de escala, ou de uma de mundo
pequeno.
Em outras palavras, se gerarmos duas redes livres de escala, por
exemplo, e´ fa´cil mostrar que o elemento i de uma delas esta´ conectado
com um dado conjunto de elementos, C, enquanto que o elemento i
da outra esta´ conectado com outro conjunto de elementos, C′ 6= C,
fazendo com que ambas as redes sejam diferentes microscopicamente.
Mesmo assim, ambas obedecem, globalmente, a`s caracter´ısticas desse
tipo de rede. E´ importante destacar este detalhe, pois redes diferentes –
no sentido que conceituamos neste para´grafo – podem apresentar leves
diferenc¸as nos gra´ficos de transic¸a˜o de fase para sinapses homogeˆneas
(justamente por causa das diferenc¸as locais), mas manteˆm, sempre, a
mesma forma da transic¸a˜o de fase (ja´ que as caracter´ısticas globais sa˜o
equivalentes), como veremos a seguir.
Portanto, deste ponto em diante, a expressa˜o mesmas redes para
67Scale-free networks, do ingleˆs.
68Small-world networks, do ingleˆs.
69Software livre e co´digo-aberto desenvolvido na linguagem Python pelo Los Ala-
mos National Laboratory, dispon´ıvel para baixar e modificar em http://networkx.
lanl.gov/. E´ distribu´ıdo livremente sob os termos da licenc¸a BSD.
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diferentes J significa que foi gerada apenas uma rede – seja de mundo
pequeno ou livre de escala – onde foram feitas todas as realizac¸o˜es das
simulac¸o˜es, para todos os J . Enquanto que a expressa˜o redes diferentes
para cada J significa que foi constru´ıda uma nova rede (ou livre de
escala, ou de mundo pequeno) para cada realizac¸a˜o da simulac¸a˜o, para
cada J .
Cabe destacar que poderemos nos referir a`s redes livres de escala
como redes de Baraba´si-Albert (BA) e a`s redes de mundo pequeno como
redes de Watts-Strogatz (WS), por causa do algoritmo utilizado para
criar cada uma dessas redes.
4.3.1 Redes Livres de Escala
Sa˜o redes em que cada elemento i possui ki vizinhos, tal que ki
e´ uma varia´vel aleato´ria com distribuic¸a˜o P (ki) dada por:
P (ki) ∼ k−θi . (4.26)
Em outras palavras, a topologia e´ organizada de acordo com uma lei
de poteˆncia.
Ha´ diversos algoritmos para construir redes livres de escala. Uti-
lizamos o proposto por Baraba´si e Albert (1999). Este consiste em
construir uma rede de N s´ıtios comec¸ando com u s´ıtios. Cada novo
s´ıtio adicionado se conecta a outros u s´ıtios selecionados com base nas
suas quantidades de vizinhos.
Elementos com mais vizinhos teˆm maior probabilidade de rece-
ber uma nova conexa˜o, enquanto elementos com poucos vizinhos teˆm
baixa probabilidade de receber uma nova conexa˜o, da´ı chama-se este
algoritmo de agregamento preferencial70. Portanto, a probabilidade,
π(ki), de um elemento da rede receber uma nova conexa˜o e´:
π(ki) =
ki∑
j kj
, (4.27)
onde a soma e´ sobre todos os elementos atualmente presentes na rede.
Quando a rede atinge a quantidade de elementos desejada, N ,
o algoritmo pa´ra. A rede estara´, portanto, com uma distribuic¸a˜o de
ki dada por 4.26. O expoente resultante e´ sempre θ = 3 e e´ inde-
pendente de u (ALBERT; BARABa´SI, 2002, p.71). Escolhemos u = 3,
arbitrariamente, para nossas simulac¸o˜es.
70Preferential attachment, do ingleˆs.
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4.3.1.1 Redes Livres de Escala Com Sinapses Homogeˆneas
Assim como as redes quadradas, a rede de Baraba´si-Albert tam-
be´m mostrou uma transic¸a˜o de primeira ordem para neuroˆnios do Re-
gime 1 e N = 400 elementos, com sinapses homogeˆneas inibito´rias. A
figura 54 mostra a transic¸a˜o de fase de primeira ordem para essa rede.
Figura 54. Paraˆmetro de ordem, M , em func¸a˜o do acoplamento, J ,
na transic¸a˜o de fase da rede de Baraba´si-Albert para neuroˆnios do Re-
gime 1 e N = 400 elementos com sinapses homogeˆneas, considerando
a mesma rede para cada realizac¸a˜o (esquerda) e diferentes redes para
cada realizac¸a˜o (direita). Detalhes da simulac¸a˜o no texto.
A medida da quantidade de neuroˆnios que disparam em de-
correˆncia de um est´ımulo delta,M , e´ calculada por uma me´dia aritme´ti-
ca de 20 realizac¸o˜es da simulac¸a˜o para cada J , de onde sa˜o, tambe´m,
calculadas as barras de erro (erro aleato´rio). No gra´fico da esquerda
da figura 54, mante´m-se exatamente a mesma rede para todas as rea-
lizac¸o˜es. No da direita, e´ montada uma nova rede para cada realizac¸a˜o
da simulac¸a˜o. Desta maneira, podemos verificar que, apesar das dife-
renc¸as locais nas redes geradas para cada simulac¸a˜o (conforme defini-
mos no final da sec¸a˜o 4.3), a rede mostra um comportamento robusto,
mantendo uma transic¸a˜o de fase descont´ınua – como esperado – que
ocorre no mesmo valor de J ≡ Js para todas as realizac¸o˜es.
Ainda, encontramos um valor de71 J−s,BA = −0.174773869 para
o limiar J−s dos neuroˆnios do Regime 1, enquanto que, para redes qua-
dradas, temos J−s,SQ = −0.173875, mostrando que o valor em que a
71Valores determinados computacionalmente com dupla precisa˜o.
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rede se torna ativa e´ independente da sua topologia72. Este e´ um re-
sultado esperado, uma vez que tanto os neuroˆnios, quando as sinapses,
possuem o mesmo conjunto de paraˆmetros em ambos os casos, sendo,
tambe´m, todos iguais dentro de cada rede.
4.3.1.2 Redes Livres de Escala Com Sinapses Com Ru´ıdo
O efeito do ru´ıdo nas sinapses numa rede de Baraba´si-Albert e´
o mesmo que numa rede quadrada. A figura 55 mostra o paraˆmetro de
ordem, M , em func¸a˜o do acoplamento me´dio, 〈J〉, para uma rede com
N = 400 e com neuroˆnios do Regime 1, ligados por sinapses com ru´ıdo
inibito´rias. Como nos outros casos, o valor deM e´ calculado atrave´s de
uma me´dia aritme´tica entre 100 realizac¸o˜es para cada J . Em vermelho,
os resultados para a mesma rede em cada realizac¸a˜o, e em preto, para
diferentes redes em cada realizac¸a˜o.
Figura 55. Paraˆmetro de ordem, M , em func¸a˜o do acoplamento me´dio,
〈J〉, na transic¸a˜o de fase da rede de Baraba´si-Albert para neuroˆnios do
Regime 1 e N = 400 elementos com sinapses ruidosas (R = −0.111),
considerando a mesma rede para cada realizac¸a˜o (vermelho) e diferentes
redes para cada realizac¸a˜o (preto). Detalhes da simulac¸a˜o no texto.
A figura 56 mostra a comparac¸a˜o entre as transic¸o˜es de fase para
sinapses homogeˆnea (preto) e ruidosa (vermelho) – ambas para redes
completamente iguais. Como na rede quadrada, o ru´ıdo (R = −0.111,
neste caso) transforma uma transic¸a˜o descont´ınua em cont´ınua.
72Os valores de J−s apresentam uma diferenc¸a percentual de 0.5%, o que os torna
iguais, considerando que as grades de valores de J em que ambas as simulac¸o˜es
foram feitas sa˜o diferentes entre si.
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Figura 56. Comparac¸a˜o do paraˆmetro de ordem, M , para sinapses
homogeˆneas (preto) e ruidosas (vermelho, R = −0.111) em func¸a˜o do
acoplamento me´dio, 〈J〉, na transic¸a˜o de fase da rede de Baraba´si-
Albert para neuroˆnios do Regime 1 e N = 400 elementos. Detalhes da
simulac¸a˜o no texto.
Aparentemente, em 〈J〉 = −0.14,M da´ um salto, mesmo no caso
com ru´ıdo. Indicando que o ru´ıdo transformou a transic¸a˜o de primeira
ordem em uma transic¸a˜o fraca de primeira ordem. Pore´m, as barras de
erro indicam que a curva M(J) pode ser suave e cont´ınua, sendo esse
salto aparente devido a` sua grande inclinac¸a˜o.
4.3.2 Redes de Mundo Pequeno
Redes de mundo pequeno sa˜o redes cujo menor caminho me´dio73
entre quaisquer dois elementos da rede e´ pequeno74, por mais que a
quantidade de elementos na rede seja grande.
Sendo ki a quantidade de vizinhos do elemento i, a distribuic¸a˜o
de ki e´ parecida com uma Gaussiana, pore´m e´ mais estreita, mos-
trando que cada elemento da rede tem, aproximadamente, a mesma
quantidade de vizinhos (ALBERT; BARABa´SI, 2002). Se cada elemento
estivesse conectado a uma quantidade aleato´ria de outros elementos
(rede aleato´ria), a distribuic¸a˜o de ki seria Gaussiana.
Watts e Strogatz (1998) propuseram um modelo para obter redes
de mundo pequeno atrave´s de redes regulares, que consta no seguinte:
1. Cria-se uma rede linear com CC perio´dica (um anel) de N ele-
73O menor caminho me´dio entre dois elementos da rede e´ o trajeto que liga
quaisquer dois elementos da rede passando pelo menor nu´mero de outros elementos.
74Nas redes de mundo pequeno comumente encontradas, o menor caminho me´dio
entre quaisquer dois elementos varia de 2.4 a 16 (ALBERT; BARABa´SI, 2002).
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mentos, onde cada elemento se conecta com seus K primeiros
vizinhos (sendo K/2 para cada lado). Na figura 57, esquerda,
esta´ ilustrada a situac¸a˜o para K = 4;
2. Uma por vez, cada conexa˜o e´ desfeita com probabilidade s, sendo
refeita com qualquer outro elemento da rede escolhido aleatoria-
mente (excluindo a possibilidade do elemento se conectar consigo
mesmo e de fazer uma conexa˜o com algum elemento que ja´ seja
seu vizinho).
No final, obte´m-se uma rede similar a` do centro da figura 57. Chamare-
mos de pr a probabilidade de reconexa˜o. Se pr = 1, enta˜o toda conexa˜o
sera´ sorteada aleatoriamente, acabando com uma rede completamente
aleato´ria (figura 57 direita). Se pr = 0, nenhuma conexa˜o e´ refeita e a
rede continua sendo regular. Valores intermedia´rios de pr resultam em
uma rede de mundo pequeno.
Regular Mundo pequeno Aleatório
pr = 0 pr = 1
Figura 57. Ilustrac¸a˜o do me´todo de Watts e Strogatz para criac¸a˜o
de redes de mundo pequeno. Pontos representam elementos e trac¸os,
conexo˜es. A seta indica o eixo da probabilidade de reconexa˜o, pr. A`
esquerda esta´ a condic¸a˜o inicial do algoritmo: um anel com conexo˜es
entre K = 4 primeiros vizinhos (pr = 0). No meio, uma rede de mundo
pequeno (0 < pr < 1) e a` direita uma rede completamente aleato´ria
(pr = 1).
Ale´m de uma pequena menor distaˆncia me´dia entre quaisquer
dois elementos, redes de mundo pequeno apresentam alto grau de clus-
terizac¸a˜o, i.e., os elementos formam grupos densos, eventualmente co-
nectados entre si (ALBERT; BARABa´SI, 2002, p.67–69). Para nossas
simulac¸o˜es, escolhemos pr = 0.02 e K = 4, pois esses paraˆmetros
representam bem essas caracter´ısticas. E´ poss´ıvel que o processo de
criac¸a˜o da rede resulte em alguns grupos de elementos isolados, pore´m
o NetworkX fornece um me´todo que garante que a rede gerada seja
sempre conexa (na˜o ha´ nenhum elemento, ou grupo de elementos, iso-
lado do todo).
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4.3.2.1 Redes de Mundo Pequeno Com Sinapses Homogeˆneas
Redes de Watts-Strogatz mostraram um comportamento bem
diferente das livres de escala e das quadradas. A figura 58 mostra o
comportamento do paraˆmetro de ordem, M , da transic¸a˜o de fase dessa
rede para N = 400 elementos e sinapses homogeˆneas inibito´rias, com
neuroˆnios do Regime 1. A` esquerda esta´ uma simulac¸a˜o com a mesma
rede para todas as realizac¸o˜es e a` direita, com diferentes redes75.
Figura 58. Paraˆmetro de ordem, M , em func¸a˜o do acoplamento, J ,
na transic¸a˜o de fase da rede de Watts-Strogatz para neuroˆnios do Re-
gime 1 e N = 400 elementos com sinapses homogeˆneas, considerando
a mesma rede para cada realizac¸a˜o (esquerda) e diferentes redes para
cada realizac¸a˜o (direita). Verifica-se comportamento na˜o monotoˆnico.
Detalhes da simulac¸a˜o no texto.
Embora os resultados parec¸am diferentes, os gra´ficos esta˜o em es-
cala logar´ıtmica no eixo y, ressaltando, portanto, pequenas diferenc¸as.
Assim, a regia˜o entre −0.4 < J < −0.2 possui, aproximadamente, os
mesmos valores de M , inclusive no caso em que redes diferentes foram
utilizadas (figura 58, direita) – basta conferir as barras de erro.
Mesmo sendo derivada de redes regulares (ja´ que o algoritmo
para montar uma rede de Watts-Strogatz inicia com uma rede regular)
e possuindo algumas caracter´ısticas de redes regulares (como a grande
clusterizac¸a˜o), os resultados na˜o monotoˆnicos na figura 58 sa˜o impressi-
onantes. O primeiro degrau aparece em76 M = 5 e J = −0.171758794,
75O valor de M e´ uma me´dia aritme´tica para 20 realizac¸o˜es para cada J , no caso
homogeˆneo, e 100 realizac¸o˜es para cada J , no caso ruidoso, sendo as barras de erro
correspondentes ao erro aleato´rio associado a cada me´dia.
76Valor de J determinado computacionalmente.
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enquanto que o primeiro degrau numa rede quadrada – fase inter-
media´ria entre ativa e inativa, conforme discutido na sec¸a˜o 4.2.2.1,
figura 49 – aparece em M = 5 e J = −0.171557789. Contudo, o
intervalo de J durante o qual permanece a fase intermedia´ria, em redes
de Watts-Strogatz, e´ muito maior. A diferenc¸a percentual entre esses
valores de J e´ ≈ 0.001%, portanto, eles podem ser considerados iguais,
mostrando que, apesar das diferenc¸as microsco´picas entre as redes, a
dinaˆmica interna dos neuroˆnios e das sinapses e´ que controla os limiares
das transic¸o˜es.
Talvez esse transiente seja muito mais longo nas redes de mundo
pequeno devido ao alto grau de clusterizac¸a˜o: os neuroˆnios formam vi-
zinhanc¸as densas, sendo que cada neuroˆnio esta´ conectado a um nu´mero
aleato´rio de vizinhos. Assim, o sinal gerado por um est´ımulo pode fi-
car preso nessas vizinhanc¸as e na˜o se espalhar pela rede, mesmo para
valores de J suficientemente grandes para excitar uma rede regular,
pois, nestas, ondas globais se propagam mais facilmente, ja´ que cada
neuroˆnio recebe entrada de dois vizinhos (no caso das redes quadradas).
A flutuac¸a˜o causada pelas diferentes redes apenas deixa claro o
cara´ter aleato´rio da topologia das mesmas. Algumas redes tera˜o, em
me´dia, alguns vizinhos a mais do que outras, pore´m, globalmente, todas
sera˜o consideradas de mundo pequeno.
Para −0.45 < J < −0.4, aproximadamente, a rede esta´ na fase
ativa. Com |J | levemente maiores, entre −0.55 e −0.45, a rede torna
a ter poucos neuroˆnios disparando, da mesma maneira que na fase
intermedia´ria anterior. Da´ı para outros valores de J maiores, a rede
passa para a fase ativa, exceto em J = −0.7, onde ha´ outra queda de
atividade.
Na˜o fizemos estudos suficientes para entender com mais clareza
o fenoˆmeno aqui comentado, mas acreditamos que ele esta´ diretamente
ligado com a dinaˆmica interna dos neuroˆnios – como o per´ıodo refrata´rio
e seus limiares de excitac¸a˜o – e com a topologia da rede.
4.3.2.2 Redes de Mundo Pequeno Com Sinapses Com Ru´ıdo
Mantendo as mesmas caracter´ısticas da sec¸a˜o anterior, mas para
sinapses com ru´ıdo, a rede manteve a apareˆncia estranha na variac¸a˜o
do paraˆmetro de ordem, M , em func¸a˜o de 〈J〉. Simulac¸o˜es com a
mesma rede e com redes diferentes para cada J , para cada realizac¸a˜o,
resultaram na mesma forma, apresentada na figura 59. Como vem
acontecendo nas outras situac¸o˜es, o ru´ıdo transformou as transic¸o˜es
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descont´ınuas em cont´ınuas (figura 60).
Figura 59. Paraˆmetro de ordem, M , em func¸a˜o do acoplamento me´dio,
〈J〉, na transic¸a˜o de fase da rede de Watts-Strogatz para neuroˆnios do
Regime 1 e N = 400 elementos com sinapses ruidosas (R = −0.111),
considerando a mesma rede para cada realizac¸a˜o (vermelho) e diferentes
redes para cada realizac¸a˜o (preto). Detalhes da simulac¸a˜o no texto.
Figura 60. Comparac¸a˜o do paraˆmetro de ordem, M , para sinapses
homogeˆneas (preto) e ruidosas (vermelho, R = −0.111) em func¸a˜o
do acoplamento me´dio, 〈J〉, na transic¸a˜o de fase da rede de Watts-
Strogatz para neuroˆnios do Regime 1 e N = 400 elementos. Detalhes
da simulac¸a˜o no texto.
Estudamos apenas o casoR = −0.111, o que e´ um ru´ıdo pequeno,
comparado com o tamanho do intervalo de transiente ao qual a rede esta´
sujeita (∆J ≈ 0.2). Outros estudos para diferentes valores de R devem
ser feitos para verificar se a transic¸a˜o mante´m a mesma apareˆncia ou
muda bruscamente.
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4.4 SI´NTESE DOS RESULTADOS PARA
SINAPSES COM RUI´DO
Nesta sec¸a˜o, contrastamos brevemente, na figura 61, os resul-
tados para sinapses ruidosas para os treˆs tipos de rede – quadrada,
livre de escala e mundo pequeno – para comparar o efeito do ru´ıdo em
diferentes topologias, no mesmo intervalo de J .
Figura 61. Comparac¸a˜o do paraˆmetro de ordem, M/N , em func¸a˜o do
acoplamento me´dio, 〈J〉, para a transic¸a˜o de fase com sinapses ruidosas
para redes quadradas (preto), redes livres de escala (vermelho) e redes
de mundo pequeno (verde).
E´ evidente a diferenc¸a na variac¸a˜o de M em func¸a˜o de J =
〈J〉 − R/2 para diferentes topologias. Esperamos que, para os casos
das redes quadrada e livre de escala (caso esta apresente, mesmo, uma
transic¸a˜o cont´ınua), M ∼ (J − Jc)β , com diferentes β para diferentes
topologias, de maneira ana´loga a` magnetizac¸a˜o dos ferromagnetos – em
que diferentes topologias implicam em diferentes classes de universa-
lidade, cada uma caracterizada por expoentes distintos para a mesma
grandeza – cujos expoentes para o caso de campo me´dio esta˜o calcula-
dos no apeˆndice A (YEOMANS, 1992). Entretanto, e´ dif´ıcil estimar β a
partir dos dados, pois a curva varia muito rapidamente em func¸a˜o de
J , ale´m de na˜o estar bem definida (devido ao grande ru´ıdo em M/N
pro´ximo a` transic¸a˜o de fase, em Jc).
Pretendemos calcular o expoente β atrave´s dos cumulantes de
Binder, conforme comentado na sec¸a˜o 4.2.2.2. E´ importante notar,
tambe´m, que os degraus intermedia´rios, no caso das sinapses homogeˆne-
as, desaparecem no limite N →∞, pois o paraˆmetro de ordemM/N →
0, ja´ que o M << N nos degraus.
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4.5 AVALANCHES E CRITICALIDADE COM O KTZ
Buscamos estudar o desenvolvimento de SOC numa rede de neu-
roˆnios. Conforme discutimos em 2.2, a SOC e´ caracterizada, principal-
mente, por distribuic¸o˜es de tamanhos de eventos em forma de lei de
poteˆncia, tanto temporal, quanto espacial, i.e., tanto o tamanho do
evento, s, quanto sua durac¸a˜o, t, obedecem a`s equac¸o˜es 2.18. Depen-
dendo do problema, s pode ser tanto uma quantidade – como no caso da
Pilha de Areia, onde representa a quantidade de gra˜os que desmoronam
– quanto outra grandeza, como energia – caso dos terremotos.
Para simular as avalanches, comec¸amos com todos os neuroˆnios
quiescentes (em ponto fixo) e estimulamos a rede atrave´s de um est´ımulo
delta perio´dico (apeˆndice B.3) ou de um delta quiescente77 (apeˆndice
B.4). Ambos geram uma rajada de atividade na rede de acordo com
os paraˆmetros J e R previamente ajustados. Essa rajada se propaga e,
eventualmente, se dissipa (ou nas bordas – CC livres – ou por causa de
uma baixa na atividade do ru´ıdo sina´ptico – |Jij(t)| < |Js| nas frontei-
ras da avalanche).
Ja´ que os eventos ocorrem no tempo em forma de rajadas (ou
seja, ha´ longos per´ıodos de inatividade, seguidos de ra´pidos per´ıodos
de atividade, ora intensa, ora fraca), chamamos esses eventos de ava-
lanches, pois acontecem de maneira similar a`s avalanches de neve ou
de areia. No caso dos neuroˆnios, definimos uma avalanche como sendo
uma rajada de disparos subsequentes na rede em decorreˆncia de apenas
um u´nico est´ımulo. Por exemplo, se estimularmos uma rede quadrada
de neuroˆnios no Regime 1, na fase ativa, com sinapses homogeˆneas e
J = −0.2 (figura 49), a avalanche tera´ tamanho s = N , pois todos os
neuroˆnios respondem ao est´ımulo com apenas um u´nico disparo78.
Buscamos avalanches cujos tamanhos s estejam distribu´ıdos de
acordo com uma lei de poteˆncia (o mesmo vale para a durac¸a˜o, t, das
avalanches). Portanto, uma transic¸a˜o de fase de primeira ordem na˜o
e´ interessante, ja´ que a rede apresenta apenas dois estados e as ava-
lanches tera˜o sempre o mesmo tamanho (ou s = 1 para |J | < |Js|,
ou s = N para |J | > Js, desconsiderando a fase intermedia´ria que e´
77O est´ımulo delta perio´dico consiste em, periodicamente, estimular um neuroˆnio
da rede, aleatoriamente escolhido, com um est´ımulo delta. Ja´ o delta quiescente,
consiste em estimular a rede com um est´ımulo delta em um neuroˆnio aleatoriamente
escolhido, apenas quando a atividade gerada pelo est´ımulo anterior terminar. Mais
detalhes no apeˆndice B.
78E´ importante esclarecer a diferenc¸a: definimos uma avalanche como a quanti-
dade de disparos decorrentes de um est´ımulo e na˜o como a quantidade de neuroˆnios
que dispararam por causa de um est´ımulo, como veremos logo adiante.
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irrelevante para redes quadradas). O ru´ıdo faz com que possamos ob-
servar avalanches com qualquer tamanho s = M tal que 1 < s < N
para o mesmo est´ımulo delta aplicado num neuroˆnio arbitra´rio da rede,
como fica claro na variac¸a˜o cont´ınua das transic¸o˜es de fase vistas na
sec¸a˜o 4.2.2.2 e nas sec¸o˜es imediatamente apo´s essa. Resta saber se a
distribuic¸a˜o P (s) das avalanches que geramos obedece a forma da eq.
2.18.
Utilizar o mapa KTz traz algumas vantagens, como a melhor
correspondeˆncia com a realidade79, ja´ que o KTz preserva as carac-
ter´ısticas fundamentais de sistemas dinaˆmicos, e do comportamento dos
neuroˆnios biolo´gicos, e sa˜o mais fa´ceis de tratar computacionalmente.
Por outro lado, um disparo de um dado neuroˆnio – descrito por
um mapa ou por uma eq. diferencial – na˜o ocorre num instante t bem
definido – como e´ o caso dos neuroˆnios integra-dispara – mas ocorre
em um intervalo de tempo ∆t, durante o qual o potencial de mem-
brana80 x(t) > 0. Diferentemente dos autoˆmatos celulares, os disparos
dos vizinhos po´s-sina´pticos na˜o ocorrera˜o no instante imediatamente
apo´s o instante em que houve disparo no neuroˆnio pre´-sina´ptico, ja´ que
o tempo que os neuroˆnios po´s-sina´pticos demoram para responder ao
disparo do neuroˆnio pre´-sina´ptico muda de acordo com os paraˆmetros
dos neuroˆnios, das sinapses e com a intensidade do est´ımulo.
Ainda, o tempo de resposta do neuroˆnio po´s-sina´ptico pode mu-
dar, tambe´m, de acordo com as flutuac¸o˜es computacionais no potencial
de membrana de cada neuroˆnio. Consequeˆncia destes fatos e´ que na˜o e´
poss´ıvel estabelecer uma relac¸a˜o de causalidade direta entre o disparo
de um dado neuroˆnio com o disparo subsequente de seus vizinhos.Em
outras palavras, dada a sensibilidade do sistema aos paraˆmetros, a`s
condic¸o˜es iniciais, a`s influeˆncias dos vizinhos e a` precisa˜o dos ca´lculos
computacionais, e´ imposs´ıvel determinar computacionalmente, com exa-
tida˜o, o instante em que ocorrera´ disparo nos neuroˆnios po´s-sina´pticos
dado que houve disparo no neuroˆnio pre´-sina´ptico. Ale´m de que o ins-
tante em que o est´ımulo e´ efetuado sobre a rede na˜o e´ previamente
determinado, pois e´ preciso esperar uma avalanche (cuja durac¸a˜o e´
incerta) acabar para efetuar um novo est´ımulo (no caso do delta quies-
cente).
Portanto, implementamos um me´todo semelhante ao me´todo ex-
79Quando comparado com os modelos de neuroˆnio utilizados por Arcangelis,
Perrone-Capano e Herrmann (2006), Levina, Herrmann e Geisel (2007), Abbott
e Rohrkemper (2007) e Ribeiro et al. (2010), para citar alguns.
80Assumimos que o disparo esta´ ocorrendo sempre que x(t) > 0 como uma boa
aproximac¸a˜o no modelo KTz. Isso nem sempre e´ verdade, pois nem sempre um
neuroˆnio com x(t) > 0 consegue excitar seus vizinhos, mesmo com sinapses intensas.
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perimental utilizado por Priesemann, Munk e Wibral (2009) e Ribeiro
et al. (2010) para medir o tamanho e a durac¸a˜o das avalanches. Tal
me´todo consiste em dividir o tempo em janelas (pequenos intervalos
de tempo), cada uma com w ts, e definir uma avalanche como sendo a
soma da quantidade de disparos (de todos os neuroˆnios da rede) pre-
sentes em janelas consecutivas, ate´ que se ache uma janela vazia. A
avalanche seguinte sera´ da pro´xima janela que conte´m disparos ate´ a
pro´xima vazia, e assim por diante. A durac¸a˜o de uma avalanche e´ a
quantidade de janelas que ela durou, multiplicada por w. Este me´todo
e´ arbitra´rio, pois depende da durac¸a˜o da janela de tempo escolhida,
mas se mostrou u´til ao analisar dados experimentais nos trabalhos ci-
tados81. Ele esta´ ilustrado na figura 62(topo) junto com os algoritmos
de subamostragem – figura 62(meio e baixo) – discutidos a seguir.
Os resultados das simulac¸o˜es apresentados nas pro´ximas sec¸o˜es
sera˜o ou de uma amostragem completa da rede ou de uma subamos-
tragem aleato´ria da rede. Amostragem completa significa que todos
os neuroˆnios da rede teˆm seus disparos considerados durante a conta-
gem do tamanho da avalanche, descrita ha´ pouco. Ja´ subamostragem
aleato´ria significa que apenas uma frac¸a˜o f de neuroˆnios (aleatoria-
mente escolhidos no in´ıcio da simulac¸a˜o) tera´ os disparos considerados
na contagem do tamanho e da durac¸a˜o das avalanches.
Quando nos referirmos a` subamostragem correlacionada (SC),
caso da figura 62(meio), significa que os disparos dos (1−f)N neuroˆnios
descartados na contagem do tamanho das avalanches, sa˜o considerados
para agrupar os disparos de uma dada avalanche. Assim, os dispa-
ros de uma dada avalanche ainda esta˜o correlacionados entre si. Ja´
no caso da subamostragem descorrelacionada (SD), figura 62(baixo),
os (1 − f)N neuroˆnios sa˜o completamente ignorados, tanto na conta-
gem do tamanho das avalanches, quanto no agrupamento das janelas
onde ocorreram disparos. A diferenc¸a entre essas duas abordagens de
subamostragem de dados fica clara na u´ltima avalanche dos quadros
do meio e de baixo da figura 62, em que, no caso da SC, a avalanche
tem 3 janelas de tempo de durac¸a˜o, apesar de ter apenas fN neuroˆnios
medidos, enquanto que no caso da SD, essa avalanche e´ quebrada em
81Um disparo dura pouco mais de 10 ts, por isso dividimos a se´rie temporal
da rede em janelas de w = 20 ts. Como a memo´ria dispon´ıvel no computador e´
limitada, na˜o armazenamos a se´rie temporal de todos os neuroˆnios da rede por todo
o tempo de simulac¸a˜o, pois as simulac¸o˜es que buscam avalanches rodam por 108
ts. Ao inve´s de armazenar tudo na memo´ria, a simulac¸a˜o calcula os primeiros w ts,
analisa os dados, continua por mais w ts, etc. Portanto, a unidade de durac¸a˜o de
avalanches nos gra´ficos que vira˜o a seguir e´ janelas de tempo (1 janela de tempo =
w ts = 20 ts).
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Figura 62. Ilustrac¸a˜o do algoritmo utilizado para medir amostras e
subamostras das avalanches. No eixo y esta˜o os neuroˆnios da rede e no
eixo x, o tempo. Topo: amostragem completa; meio: subamostragem
correlacionada; baixo: subamostragem descorrelacionada. Cada dis-
paro contado e´ representado por um c´ırculo vermelho. As linhas trace-
jadas representam os neuroˆnios que sa˜o considerados (frac¸a˜o f = 3/N).
Os c´ırculos vazados sa˜o disparos ignorados na contagem do tamanho
das avalanches em ambas as subamostragens, mas considerados para
agrupar as avalanches apenas na subamostragem correlacionada (com-
parar u´ltima avalanche nos quadros do meio e de baixo). As avalanches
esta˜o representadas por retaˆngulos de fundo cinza. Cada retaˆngulo cor-
responde a uma janela de w ts.
duas avalanches.
No final da sec¸a˜o 4.1.1.3, definimos a probabilidade do neuroˆnio
po´s-sina´ptico disparar, dado que este recebe uma sinapse com ru´ıdo.
A equac¸a˜o 4.20 mostra que e´ poss´ıvel ajustar dois paraˆmetros dos treˆs
(R, J e p), e calcular o outro. Para analisar nossos resultados, supo-
mos que existe uma probabilidade fixa, p = pc, que depende apenas
das caracter´ısticas dinaˆmicas dos componentes do sistema (neuroˆnios e
sinapses), para a qual o sistema e´ cr´ıtico (apresenta lei de poteˆncia).
Essa ide´ia pode ser corroborada atrave´s dos gra´ficos de transic¸a˜o
de fase cont´ınua apresentados nas sec¸o˜es anteriores: para um certo
valor de J = Jc, o sistema torna-se cr´ıtico (o paraˆmetro de ordem
deixa de ser zero). Ja´ que R e´ fixo, temos um par (R, Jc) ao qual esta´
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associado pc = (Jc +R− Js) /R. Como vimos na figura 52, valores
fixos diferentes de R resultam em valores diferentes de Jc, tornando
atrativa a ide´ia de pc ser, tambe´m, fixo.
A hipo´tese de uma probabilidade de excitac¸a˜o cr´ıtica, fixa, so´
pode ser confirmada por resultados muito mais precisos do que os nos-
sos, onde na˜o ha´ du´vida quanto ao valor de Jc. Pore´m, tentaremos
suportar essa ideia atrave´s de alguns resultados. De qualquer maneira,
torna-se mais fa´cil indicar os paraˆmetros atrave´s da probabilidade, p,
como faremos algumas vezes nas sec¸o˜es que seguem. Ademais, utili-
zamos, quando na˜o indicado, neuroˆnios do Regime 1 conectados por
sinapses ra´pidas inibito´rias (τf,g = 2, J < 0).
4.5.1 Representac¸a˜o do Estado Cr´ıtico
Antes de mostrar os resultados das avalanches, e´ importante
abrir um pareˆnteses sobre como expressar uma amostra de dados que
representa uma distribuic¸a˜o em lei de poteˆncia, conforme discute New-
man (2005).
Dados, quando representam distribuic¸o˜es em lei de poteˆncia, po-
dem ser expressos de quatro maneiras distintas: atrave´s de um histo-
grama em escala linear, atrave´s de um histograma em escala di-log,
atrave´s de um histograma com intervalos exponenciais ou atrave´s da
probabilidade acumulada.
Newman (2005) mostra, como veremos na figura 63, que repre-
sentar os dados atrave´s de um histograma convencional, em escala di-
log, na˜o e´ o mais indicado, pois os dados para valores grandes do eixo
x apresentam muito ru´ıdo (devido a baixa amostragem estat´ıstica).
Tambe´m enfrentamos este problema e, conforme sugerido no trabalho
citado, representamos as leis de poteˆncia atrave´s da probabilidade acu-
mulada.
Tanto no histograma quanto no gra´fico de probabilidade acumu-
lada, os valores x medidos sa˜o representados no eixo x. A diferenc¸a
e´ que em um histograma convencional, o eixo y conte´m os valores
y = P (x), sendo P (x) a quantidade de vezes que uma dada medida, x,
se repete. Enquanto que no gra´fico de probabilidade acumulada, o eixo
y conte´m os valores y = P (X > x), tal que P (X > x) e´ a quantidade
de vezes que todos os valores, X , maiores do que uma dada medida, x,
se repetem. Em outras palavras, P (X > x) e´ a probabilidade de medir
um valor X que e´ maior que o valor x correspondente no eixo dos x.
E´ poss´ıvel mostrar que a probabilidade acumulada de uma lei de
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poteˆncia, P (X > x), e´, tambe´m, uma lei de poteˆncia: seja P (x) ∼ x−α
a distribuic¸a˜o de uma varia´vel x, enta˜o P (X > x) ∼ X−α′ e´ sua dis-
tribuic¸a˜o acumulada, sendo que α = α′ + 1. Ainda, a probabilidade
acumulada tem a vantagem de na˜o necessitar que os valores de x sejam
distribu´ıdos em janelas, como e´ necessa´rio para fazer o histograma con-
vencional, sendo, portanto, independente do tamanho da janela ajus-
tado para preencher o histograma.
4.5.2 Amostragem Completa
A figura 63, a seguir, mostra as avalanches espaciais (topo) e
temporais (baixo) encontradas na transic¸a˜o de fase que vimos na figura
53, na sec¸a˜o anterior. Os expoentes dos ajustes por mı´nimos quadrados
sa˜o82 α ≈ 1.4 e τ ≈ 1.56. Nela, destacamos a diferenc¸a entre dois dos
me´todos comentados na sec¸a˜o anterior: o histograma (esquerda) e a
probabilidade acumulada (direita).
A grande dispersa˜o dos pontos na cauda do histograma (tanto
para as distribuic¸o˜es espaciais, quanto para as temporais) e´ devida a`
pequena quantidade de dados que e´ obtida nessa regia˜o (t´ıpica para
qualquer medida de uma grandeza que obedece uma lei de poteˆncia em
um sistema finito). Pelo mesmo motivo, a probabilidade acumulada
cai muito mais ra´pido no final da curva. Contudo, esta fornece uma
forma mais confia´vel a` lei de poteˆncia, ja´ que e´ uma func¸a˜o cont´ınua
que esta´ definida para todo s (ou t) (NEWMAN, 2005). Tambe´m e´
interessante notar que essa queda brusca ocorre para valores de s, tal
que, aproximadamente, s > N , onde N e´ o nu´mero de elementos na
rede, revelando o tamanho finito do sistema. Ja´ o valor de corte da
distribuic¸a˜o temporal (entre 40 e 70 janelas de tempo para L = 20)
na˜o possui uma relac¸a˜o direta com N .
No gra´fico da probabilidade acumulada espacial (canto supe-
rior direito da figura 63) se encontram os dados para dois tipos de
simulac¸a˜o diferentes. Numa delas (curva vermelha tracejada), utiliza-
mos o est´ımulo delta perio´dico (com um per´ıodo T = 1500 ts) e noutra
(curva preta so´lida), o delta quiescente. Ambas as curvas coincidem
apenas quando o per´ıodo do est´ımulo delta perio´dico e´ T >> 〈t〉, onde
〈t〉 e´ a durac¸a˜o me´dia de uma avalanche, pois isso evita a superposic¸a˜o
de duas avalanches83.
82Lembrando que P (s) ∼ s−α e P (t) ∼ t−τ .
83O algoritmo conta duas avalanches superpostas como sendo apenas uma avalan-
che, i.e., quando T ≈ 〈t〉 aparecem muitas avalanches muito grandes, prejudicando
a forma da lei de poteˆncia.
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Figura 63. Histograma normalizado (paine´is da esquerda) e probabili-
dade acumulada (paine´is da direita) das avalanches espaciais (topo) e
temporais (baixo) para uma rede quadrada com L = 20, R = −0.036
e J = −0.15. Os paraˆmetros sa˜o os mesmos da transic¸a˜o de fase da
figura 53. Expoentes α ≈ 1.4 e τ ≈ 1.56.
Tambe´m foram observadas avalanches para redes com L = 30.
A figura 64 (esquerda) traz a comparac¸a˜o entre avalanches para L =
30 (com p ≈ 0.319) e para L = 20 (com p ≈ 0.328) – ambas com
J = −0.15. p levemente diferentes indicam que a amplitude do ru´ıdo,
R, e´ levemente diferente para ambos os casos, pois todos os outros
paraˆmetros sa˜o iguais.
Apesar dos p levemente diferentes, as avalanches, tanto tem-
porais, quanto espaciais, apresentaram, incrivelmente, uma boa con-
cordaˆncia entre seus expoentes, a saber α = α′+1 ≈ 1.4 e τ = τ ′+1 ≈
1.6. Considerando a pouca precisa˜o que temos para determinar o exato
ponto da transic¸a˜o de fase, esses expoentes e a probabilidade de ex-
citac¸a˜o da rede utilizada concordam muito bem com os apresentados
na figura 63, logo acima.
O procedimento de colapso dos dados utilizado para obter os
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Figura 64. Esquerda: Avalanches espaciais (topo) e temporais (baixo)
para redes quadradas com L = 20 (linha tracejada) e L = 30 (linha
so´lida). Expoentes α = α′ + 1 ≈ 1.468 e τ = τ ′ + 1 ≈ 1.66. Direita:
colapso dos dados da esquerda (ver detalhes no texto).
paine´is da direita da figura 64 e´ descrito a seguir. Seja Pi(s) a func¸a˜o
determinada pelos dados computacionais da curva i e seja f(s) = sb 6= 0
a func¸a˜o que ajusta os dados de P0(s) (por mı´nimos quadrados, por
exemplo). Definimos o colapso como o quociente Qi(s) = AiPi(s)/f(s),
onde Ai e´ uma constante de normalizac¸a˜o (utilizada apenas para ga-
rantir que Qi(s) = 1). Assim, espera-se que todos os dados Pi(s) que
podem ser ajustados com o mesmo expoente, b, fiquem alinhados, ou
colapsados, sobre a reta horizontal Qi(s) = 1, enquanto que dados com
expoentes diferentes ficam inclinados em relac¸a˜o a esta reta. Na figura
64, as curvas em verde (trac¸o-ponto-ponto) nos paine´is da esquerda fo-
ram utilizadas como base para realizar o colapso das curvas dos paine´is
da direita.
E´ importante destacar que esse procedimento na˜o foi aplicado
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com sucesso aos dados com L = 10, 15, 20 e 30, ao mesmo tempo,
todos com p = 0.337, R = −0.036 e J = −0.15. A princ´ıpio, parece
que essa probabilidade e´ ligeiramente elevada e deixa a rede num es-
tado supercr´ıtico84, ale´m de a transic¸a˜o de fase para R = −0.036 ser
extremamente ra´pida, apesar de cont´ınua.
Para analisar a hipo´tese da existeˆncia de uma regia˜o cr´ıtica (com
leis de poteˆncia) no plano R × J – levantada no final da sec¸a˜o 4.5 –
observemos a figura 65, em que ha´ comportamento cr´ıtico para J =
−0.10 e para J = −0.15 (com R = −0.036 e p ≈ 0.337 fixos).
Figura 65. Esquerda: Avalanches numa rede quadrada com L = 15
para p = 0.337, R = −0.036 e J conforme na legenda. Direita: detalhe
dos dois regimes cr´ıticos, J = −0.15 (quadrados, curva tracejada) e
J = −0.10 (c´ırculos, curva trac¸o-ponto), com seus respectivos ajustes.
Expoentes α = α′ + 1 ≈ 1.45 e τ = τ ′ + 1 ≈ 1.63 para J = −0.15 e
α = α′ + 1 ≈ 1.25 e τ = τ ′ + 1 ≈ 1.39 para J = −0.10 (τ na˜o esta´
exposto na figura).
O resultado na figura 65 se repetiu para L = 10 e para L = 20
(com expoentes diferentes, mas relativamente pro´ximos para L = 20).
No painel da esquerda, aparecem diferentes distribuic¸o˜es de avalanches,
mas apenas as duas em destaque na direita teˆm a forma de lei de
poteˆncia (ajustadas por mı´nimos quadrados em detalhe no painel da
direita), cujos expoentes sa˜o α = α′+1 ≈ 1.45 e τ = τ ′+1 ≈ 1.63 para
J = −0.15 e α = α′ + 1 ≈ 1.25 e τ = τ ′ + 1 ≈ 1.39 para J = −0.10. O
caso para J = −0.05 se mostra subcr´ıtico, pois apresenta uma maior
84Por supercr´ıtico entendemos o comportamento de uma rede onde ha´ avalan-
ches grandes mais frequentemente do que quando ocorre comportamento de lei de
poteˆncia (por avalanches grandes, entenda-se aquelas capazes de cobrir a maior
parte da rede).
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concentrac¸a˜o de avalanches pequenas, enquanto que os casos J = −0.16
e J = −0.164 se mostram supercr´ıticos.
Note que estamos analisando a possibilidade de haver uma regia˜o
onde ha´ um pc, ou seja, supomos que existe uma probabilidade fixa tal
que o sistema seja cr´ıtico. Assim, para manter o v´ınculo dado pela
equac¸a˜o 4.20, R deve variar de acordo com J . Portanto, espera-se
que exista uma regia˜o no plano R × J (com −0.15 < J < −0.10,
aproximadamente) tal que o modelo apresente comportamento cr´ıtico
(mesmo que os expoentes caracter´ısticos mudem de acordo com J).
Este aspecto sera´ fruto de investigac¸o˜es futuras.
Para manter p fixo, valores de J muito pro´ximos de Js aca-
bam levando a me´dia, 〈J〉 = J + R/2 para a regia˜o intermedia´ria das
transic¸o˜es de primeira ordem85. Sendo assim, o tamanho mı´nimo da
avalanche aumenta (ja´ que cada neuroˆnio pode excitar, pelo menos,
outros 4, ao inve´s de disparar sozinho), explicando o comportamento
supercr´ıtico para J = −0.164 e J = −0.16 na figura 65. Por outro
lado, valores de J muito pro´ximos de zero, com p fixo, requerem ru´ıdos
com amplitude, R, muito grande. Ru´ıdos muito grandes precisam um
tempo maior para percorrer homogeneamente o intervalo [J ; J + R],
fazendo com que a rede apresente poucas avalanches grandes – ja´ que a
maior parte dos valores sorteados para o ru´ıdo, ǫij(t), cai no subinter-
valo [J, Js) – explicando o comportamento observado para J = −0.05
na figura 65.
Obtivemos resultados preliminares para neuroˆnios do Regime 1,
2 e 3 com sinapses excitato´rias a fim de comparar com os resultados
para sinapses inibito´rias apresentados ate´ agora. As figuras 66 e 67
mostram as avalanches para cada um desses regimes.
O Regime 2 parece mostrar criticalidade na distribuic¸a˜o espa-
cial (para 10 < s < 400, onde N = 400) e na distribuic¸a˜o temporal
(para 1 < t < 10) – figura 67. Esses resultados mostram que o estado
cr´ıtico pode na˜o ser ta˜o incomum em redes de neuroˆnios excita´veis,
uma vez que diferentes ce´lulas (caracterizadas por paraˆmetros diferen-
tes, tais como xR e λ) podem exibir comportamento cr´ıtico. Ale´m
de que uma rede com apenas sinapses excitato´rias pode exibir com-
portamentos dinaˆmicos extremamente variados – diferentes de apenas
saturac¸a˜o e sincronizac¸a˜o em fase, discutidos na sec¸a˜o 4.2 – conforme
a lei de poteˆncia evidencia.
Outra caracter´ıstica que podemos observar e´ que a durac¸a˜o das
avalanches e´ muito menor com sinapses excitato´rias (figura 67) do que
85Lembrando que o propo´sito do ru´ıdo e´ fazer com que a rede fique oscilando
entre as fases ativa e inativa dessa transic¸a˜o.
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Figura 66. Avalanches em rede quadrada (L = 20) para neuroˆnios do
Regime 1 (esquerda, com J = 0.0057) e do Regime 3 (direita, com
J = 0.058) para diferentes p (conforme legenda). Aparentemente, na˜o
ha´ comportamento cr´ıtico, pois ha´ poucas avalanches que atingem a
rede inteira.
Figura 67. Avalanches para neuroˆnios do Regime 2 em rede quadrada
com L = 20 para diferentes p (conforme legenda), com J = 0.03. Ha´
regime cr´ıtico para p = 0.25 e tamanhos de avalanche entre 10 e 400
com expoentes: α = α′ + 1 ≈ 1.68 e τ = τ ′ + 1 ≈ 2.34.
com sinapses inibito´rias (ver figuras 63 e 64). Este resultado e´ esperado,
pois sinapses inibito´rias demoram mais para agir, e causam disparos de
rebote (lembrando que estes disparos demoram mais para ocorrer apo´s
a excitac¸a˜o da ce´lula, como mostra a figura 27).
Simulamos redes de Watts-Strogatz e de Baraba´si-Albert tam-
be´m, pore´m na˜o obtivemos sucesso na busca por avalanches, apesar de
terem sido poucas tentativas. A rede de Watts-Strogatz deve ser exa-
minada com ru´ıdos mais fortes (devido a` sua longa fase intermedia´ria).
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Ja´ a de Baraba´si-Albert se mostra extremamente sens´ıvel para J em
torno de Jc, por causa de sua alta conectividade (distribuida em forma
de lei de poteˆncia). Ate´ agora, so´ conseguimos amostras supercr´ıticas
de avalanches em redes de Baraba´si-Albert, apesar da sua transic¸a˜o de
fase ser, aparentemente, cont´ınua.
Beggs e Plenz (2003) calculam um expoente αBP = 1.5. Levina,
Herrmann e Geisel (2007), atrave´s de um modelo de campo me´dio,
obteˆm um expoente cr´ıtico com o mesmo valor. Considerando que
estamos lidando com uma rede quadrada – que e´ bem diferente de
campo me´dio, pois admite apenas conexo˜es locais – nossos resultados
sa˜o promissores e mostram que e´ poss´ıvel uma rede de neuroˆnios formais
se apresentar no estado cr´ıtico.
4.5.3 Subamostragem Aleato´ria
Priesemann, Munk e Wibral (2009) e Ribeiro et al. (2010) discu-
tem que medidas da atividade neural sa˜o sempre subamostradas, pois
e´ imposs´ıvel implantar um eletrodo em cada neuroˆnio do ce´rebro para
medir sua atividade, ja´ que la´ ha´ bilho˜es de neuroˆnios. Por isso, as dis-
tribuic¸o˜es obtidas com dados experimentais podem na˜o refletir o com-
portamento da rede de neuroˆnios como um todo. Em outras palavras,
um conjunto de medidas que na˜o considera toda a rede (que defini-
mos como uma subamostra da rede) conte´m disparos em apenas parte
dos instantes em que a rede realmente disparou. Portanto, fazer uma
distribuic¸a˜o com essas dados limitados, ou subamostrados, pode levar
a erros estat´ısticos e previso˜es erroˆneas do verdadeiro comportamento
coletivo da rede.
Nos termos da estat´ıstica, uma amostra sa˜o dados de uma pe-
quena quantidade de elementos de um grupo que podem representar o
comportamento do grupo inteiro. Neste sentido, amostra e subamos-
tra sa˜o exatamente iguais. Pore´m, o emprego da palavra subamostra
indica que a amostra e´ realizada sobre um conjunto muito pequeno
de elementos da rede. Por exemplo, numa rede de N elementos, uma
subamostra e´ realizada sobre uma frac¸a˜o f de elementos da ordem de√
N , ln (N) ou Nσ, com 0 < σ << 1.
A figura 68 compara os dados de uma rede quadrada com L = 20
completamente amostrada (f = 1.0) com subamostras correlacionadas
da mesma86 (f = 0.04, f = 0.10 e f = 0.12), enquanto que a figura 69
86Note que e´ preciso realizar uma simulac¸a˜o diferente para cada conjunto de
medidas, portanto as subamostras sa˜o coletadas independentemente da simulac¸a˜o
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Figura 68. Subamostragem correlacionada de uma rede com L = 20
neuroˆnios. As frac¸o˜es esta˜o especificadas na legenda. O painel da
esquerda mostra as avalanches e o painel da direita mostra o colapso das
curvas. Os expoentes sa˜o α4% = 1.343¯1, α10% = 1.354¯8, α12% = 1.343¯3
e α = 1.3808¯. As subamostras seguem uma lei de poteˆncia muito
pro´xima a` da amostra (detalhes no colapso).
esboc¸a as distribuic¸o˜es de tamanhos de avalanches para subamostras
descorrelacionadas sob as mesmas condic¸o˜es (f = 0.10 e f = 0.30).
Realizamos o processo de colapso dos dados com a intenc¸a˜o de
mostrar que as subamostras possuem, realmente, a forma de lei de
poteˆncia, assim como a rede completamente amostrada. O expoente
das avalanches subamostradas e´ ligeiramente menor do que o expoente
da rede completa (α4% = 1.343¯1, α10% = 1.354¯8, α12% = 1.343¯3 e
α = 1.3808¯). O erro dos ajustes por mı´nimos quadrados associado aos
expoentes das subamostras e´ ≈ Err = 0.008, portanto as treˆs suba-
mostras teˆm expoentes iguais. Mesmo assim, este erro na˜o e´ suficiente
para iguala´-los ao valor do expoente da amostra completa, cujo erro e´
≈ 0.0007.
Nota-se que a SD reproduz o obtido por Ribeiro et al. (2010) – a
saber, uma lei de poteˆncia, quando subamostrada, torna-se uma curva
log-normal87 (LN). Ainda, verificamos que quanto menor a frac¸a˜o, f ,
maior e´ a concordaˆncia dos dados com o ajuste da curva LN (feito por
original e, tambe´m, umas das outras.
87Uma curva log-normal e´ dada pela equac¸a˜o
y(x) = y0 +
A√
2π wx
exp
{
− [ln (x/xc)]2
2w2
}
, onde y0, A, w e xc sa˜o paraˆmetros
ajustados por mı´nimos quadrados.
162
Figura 69. Subamostragem descorrelacionada de uma rede com L = 20
neuroˆnios. As frac¸o˜es esta˜o especificadas na legenda. As subamostras
foram ajustadas com uma curva log-normal. Note que quanto menor a
frac¸a˜o, melhor e´ o ajuste.
mı´nimos quadrados) – figura 69.
Como os dados da SC mantiveram as mesmas caracter´ısticas glo-
bais que os dados da rede completa (figura 68), mostramos que suba-
mostrar uma rede com N neuroˆnios atrave´s do primeiro me´todo (corre-
lacionado), medindo apenas uma frac¸a˜o fN deles, e´ equivalente a uma
amostragem completa de uma rede com fN neuroˆnios – basta verificar
que o corte nas leis de poteˆncia da figura 68 ocorrem exatamente para
avalanches de tamanho em torno de s = fN , enquanto que o corte
na amostra completa ocorre em torno de s = N . Mais formalmente,
e´ como se as avalanches fossem reescaladas para uma rede com fN
neuroˆnios.
4.6 QUANDO ESPERAR CRITICALIDADE
AUTO-ORGANIZADA?
Na sec¸a˜o 2.2 discutimos as principais caracter´ısticas de sistemas
criticamente auto-organizados atrave´s da descric¸a˜o dos principais mo-
delos onde esse fenoˆmeno foi provado ocorrer. Em especial, dedicamos
a sec¸a˜o 2.2.4 aos aspectos emp´ıricos que tornam atrativa a hipo´tese de
um ce´rebro criticamente auto-organizado; entre esses aspectos: a se-
parac¸a˜o de escalas temporais (per´ıodos longos sem atividade, em que
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se acumula tensa˜o, e curtos intervalos de tempo em que a tensa˜o e´
descarregada), a caracterizac¸a˜o de eventos em formas de avalanches, as
distribuic¸o˜es de durac¸a˜o e tamanho das avalanches em forma de lei de
poteˆncia, a presenc¸a de interac¸o˜es locais, limiares locais, etc.
Foram reportados dados de eletroencefalograma (LINKENKAER-
HANSEN, 2002), de culturas de neuroˆnios (BEGGS; PLENZ, 2003, 2004)
e ate´ de local field potentials (PRIESEMANN; MUNK; WIBRAL, 2009; RI-
BEIRO et al., 2010) contendo trac¸os marcantes da SOC, a saber ru´ıdo
1/f e leis de poteˆncia, respectivamente. Por outro lado, alguns modelos
simplificados de redes de neuroˆnios tambe´m apresentam criticalidade
(KINOUCHI; COPELLI, 2006; LEVINA; HERRMANN; GEISEL, 2007; PRIE-
SEMANN; MUNK; WIBRAL, 2009; RIBEIRO et al., 2010).
Ao longo deste trabalho, salientamos caracter´ısticas dinaˆmicas
importantes (para a ocorreˆncia de criticalidade, ou leis de poteˆncia)
nos modelos de neuroˆnio e de sinapse estudados (excitabilidade, poten-
ciais de ac¸a˜o, per´ıodo refrata´rio, tempo de ac¸a˜o das sinapses, intensi-
dade do acoplamento, ru´ıdo, etc). Ainda, mostramos que nosso modelo
(redes de neuroˆnios KTz com sinapses qu´ımicas CSM com ru´ıdo) apre-
senta transic¸o˜es de fase cont´ınuas e distribuic¸o˜es cr´ıticas de avalanches
temporais e espaciais.
As maneiras empregadas para estimular a rede, no nosso modelo,
implicam na separac¸a˜o de escalas de tempo. Em especial, o est´ımulo
delta quiescente imita o modelo Pilha de Areia, em que a rede sofre um
novo est´ımulo apenas apo´s o relaxamento de uma avalanche. O est´ımulo
delta perio´dico, quando sujeito a per´ıodos maiores que a durac¸a˜o me´dia
de uma avalanche, tambe´m implica na separac¸a˜o de escalas temporais.
O per´ıodo refrata´rio dos neuroˆnios se mostrou ser uma carac-
ter´ıstica dinaˆmica important´ıssima. Primeiro, porque evita que uma
onda de atividade torne a se propagar em direc¸a˜o ao neuroˆnio que ge-
rou a onda (considerando que todas as sinapses sa˜o de ida e volta) e,
segundo, porque ele influencia na medida de avalanches: ao realizar
simulac¸o˜es com o est´ımulo delta quiescente, se o est´ımulo fosse feito na
janela de tempo imediatamente posterior a` primeira janela de sileˆncio88
apo´s uma avalanche (em algum dos neuroˆnios que participou da ava-
lanche), o est´ımulo na˜o desencadearia nenhuma atividade na rede. Isto,
pois logo apo´s uma avalanche, os neuroˆnios que dispararam reestabe-
lecem seus potenciais de membrana durante o per´ıodo refrata´rio que,
no conjunto de paraˆmetros ajustado, dura muito mais que o tempo de
disparo. Portanto, a rede, como um todo, permanece num estado de
lateˆncia ate´ que os neuroˆnios retornem ao ponto fixo. Na pra´tica, espe-
88Janela sem disparos.
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ramos cerca de 50 janelas de tempo entre dois est´ımulos consecutivos
(equivalente a 1000 ts, ou 100 vezes a durac¸a˜o me´dia de um disparo do
KTz).
De modo geral, nosso sistema se encaixa em quase todos os pre´-
requisitos listados na sec¸a˜o 2.2.1. Fazendo uma correspondeˆncia:
• limiares locais: ce´lulas excita´veis disparam apenas para um est´ı-
mulo I > Is, ou sa˜o estimuladas pelas vizinhas apenas se Jij > Js;
• forc¸amento externo lento e separac¸a˜o de escalas temporais: os
est´ımulos delta perio´dico e delta quiescente realizam o papel do
forc¸amento externo lento, que acumula tensa˜o sobre o sistema, fa-
zendo com que, eventualmente, um dos neuroˆnios, que e´ excita´vel,
dispare. Essa mesma dinaˆmica faz com que as escalas tempo-
rais de avalanches (dinaˆmica ra´pida) e tensionamento (dinaˆmica
lenta) permanec¸am, naturalmente, separadas.
• independeˆncia das condic¸o˜es iniciais: por construc¸a˜o, nosso mo-
delo possui um paraˆmetro de acoplamento, J , sempre sublimiar.
Portanto, e´ o ru´ıdo que faz com que o sinal se propague pela rede
e, eventualmente, se dissipe. Caso o sistema comece num estado
desordenado (com nenhum neuroˆnio quiescente, ao contra´rio do
que fizemos em nossas simulac¸o˜es), seja qual for a condic¸a˜o inicial
do sistema, o ru´ıdo eventualmente fara´ o sistema atingir um es-
tado em que todos os neuroˆnios esta˜o em sileˆncio (certamente, R e
J devem ser tais que garantam que a probabilidade de excitac¸a˜o
de um vizinho p < 1); Assim, por convenieˆncia, assumimos o
estado quiescente como CI para nossas simulac¸o˜es;
• dissipac¸a˜o e na˜o-linearidade: o sistema e´ altamente na˜o-linear e
a dissipac¸a˜o da atividade se da´ nas bordas da rede e atrave´s do
ru´ıdo, como explicado anteriormente.
• regras simples e dinaˆmica complexa, caracterizada por leis de
poteˆncia nas distribuic¸o˜es de tamanho e durac¸a˜o de eventos: cada
neuroˆnio evolui de acordo com o mapa KTz. Cada um, tambe´m,
esta´ acoplado aos seus primeiros vizinhos atrave´s do mapa CSM
com ru´ıdo. Assim, basta deixar o sistema evoluir naturalmente no
tempo, estimulando-o raramente, e veremos emergir uma dinaˆmica
complexa, representada por leis de poteˆncia.
• o sistema deve ser extenso e estar num estado estaciona´rio: nosso
sistema e´ mesosco´pico ou microsco´pico, mas na˜o pode ser consi-
derado infinito (limite termodinaˆmico).
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Apesar de todas essas caracter´ısticas, nosso sistema na˜o esta´
livre de ajuste externo. Como vimos na figura 65, ha´ uma regia˜o onde
o modelo e´ cr´ıtico, portanto e´ preciso ajustar os paraˆmetros J e R,
principalmente, de modo a obter uma transic¸a˜o de fases adequada para
observar avalanches cr´ıticas.
Podemos comparar nosso modelo ao de Fogo na Floresta, pois
a dinaˆmica imposta pelas sinapses com ru´ıdo faz com que se formem
clusters de neuroˆnios na rede, da mesma maneira que se formam clus-
ters de a´rvores no modelo de Fogo na Floresta. Em outras palavras, o
ru´ıdo faz com que cada sinapse da rede, em um dado passo de tempo,
esteja ativa ou inativa, formando aglomerados de neuroˆnios ligados por
sinapses ativas; estes aglomerados esta˜o separados por sinapses inati-
vas. Eventualmente, surgem aglomerados suficientemente grandes para
atravessar a rede (percolac¸a˜o por ligac¸a˜o). A probabilidade de conexa˜o
com o vizinho para que a percolac¸a˜o por ligac¸a˜o seja cr´ıtica e´ p = 0.5
(rede quadrada (ALBERT; BARABa´SI, 2002)). Nossas avalanches ocor-
reram para p ≈ 0.3, nos levando a descartar a hipo´tese de que as
avalanches sa˜o causadas pela criticalidade da estrutura da rede89.
De modo geral, todos os modelos computacionais que exibem
SOC esta˜o sujeitos a algum tipo de ajuste: seja na topologia da rede,
por exemplo, para o Pilhas de Areia, seja nas probabilidades para o
Fogo na Floresta, seja na dinaˆmica do acoplamento para o modelo
de Levina, Herrmann e Geisel (2007) – descrito na sec¸a˜o 4.1.1.2 de
maneira adaptada a sinapses qu´ımicas – etc. E´ fato que os ajustes
realizados em alguns modelos sa˜o em n´ıvel mais fundamental do que
em outros. E que, por mais que seja preciso ajustar paraˆmetros, alguns
modelos apresentam uma regia˜o cr´ıtica ampla. Por isso, sugerimos que
e´ poss´ıvel, sim, um estado SOC numa rede de neuroˆnios do tipo da
que estudamos, desde que observadas as condic¸o˜es impostas sobre a
dinaˆmica dos neuroˆnios que fazem parte da rede – a saber, o per´ıodo
refrata´rio grande comparado ao tempo de transmissa˜o das sinapses – e
sobre as sinapses que ligam essas ce´lulas – a saber, o ru´ıdo que torna
as sinapses ora ativas, ora inativas. E lanc¸amos a pergunta:
– Sera´ poss´ıvel existir um modelo f´ısico computacional completa-
mente livre de ajustes externos, i.e., completamente auto-organizado?
Particularmente, ate´ hoje, a resposta e´ na˜o. Portanto, sugerimos
uma abordagem diferente na busca de SOC: devemos investigar quais
as condic¸o˜es necessa´rias e/ou suficientes e as caracter´ısticas do sistema
89Chamamos de estrutura cr´ıtica aquela em que ha´ clusters de todos os tama-
nhos, como no caso da probabilidade p = 0.5 na percolac¸a˜o por ligac¸o˜es em redes
quadradas.
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para o desenvolvimento de um estado SOC em modelos simplificados
– computacionais ou anal´ıticos – e verificar se os sistemas reais ou
experimentais esta˜o sujeitos a essas condic¸o˜es e se apresentam essas
caracter´ısticas.
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5 CONCLUSO˜ES E PERSPECTIVAS
A utilizac¸a˜o de mapas nos permitiu investigar quais propriedades
dinaˆmicas, dentre aquelas presentes nos neuroˆnios, sa˜o responsa´veis por
possibilitar o comportamento em forma de avalanches cr´ıticas, conforme
discutimos na sec¸a˜o 4.6, ale´m das condic¸o˜es gerais, sobre a rede e sobre
as sinapses, a`s quais o modelo deve estar sujeito para que esse tipo de
dinaˆmica aparec¸a, a saber, o per´ıodo refrata´rio dos neuroˆnios deve ser
maior do que o tempo que seus vizinhos levam para disparar, evitando,
assim, atividade auto-sustentada.
Por outro lado, a dinaˆmica cont´ınua dos mapas e´ extremamente
sens´ıvel a`s influeˆncias de correntes externas e de correntes sina´pticas de
entrada, impossibilitando medir as avalanches com a mesma precisa˜o
que se tem num autoˆmato celular, por exemplo. Em outras palavras,
na˜o e´ poss´ıvel seguir o rastro de uma avalanche – partindo do disparo
do neuroˆnio estimulado ate´ os u´ltimos disparos da avalanche – pois na˜o
ha´ uma regra bem definada que relacione os disparos dos neuroˆnios
po´s-sina´pticos com os do pre´-sina´ptico. Portanto, foi preciso desenvol-
ver um algoritmo capaz de medir avalanches em se´ries temporais de
disparos. Felizmente, Priesemann, Munk e Wibral (2009) e Ribeiro et
al. (2010) nos da˜o a receita de tal algoritmo – utilizado pelos auto-
res para caracterizar avalanches em dados experimentais semelhantes
– discutido por no´s em 4.5. Apesar de diminuir a precisa˜o da medida
de avalanches, esse me´todo aumenta a correspondeˆncia do nosso com
trabalhos experimentais.
Ao estudar o comportamento de uma rede de neuroˆnios ex-
cita´veis perante est´ımulos externos, definimos um paraˆmetro de ordem:
a quantidade,M , de neuroˆnios da rede que disparam devido ao est´ımulo
aplicado. Para sinapses homogeˆneas, M representa uma transic¸a˜o de
fase de primeira ordem, caracterizada pela sua descontinuidade ao va-
riar o paraˆmetro de acoplamento das sinapses, J . Adicionamos ru´ıdo
no acoplamento e a transic¸a˜o de fase tornou-se cont´ınua. O compor-
tamento passou de tudo ou nada1 para avalanches cujos tamanhos, s,
apresentam grande variabilidade e esta˜o distribu´ıdos de acordo com
P (s) ∼ s−α, com α ≈ 1.4. A durac¸a˜o, t, das avalanches tambe´m
passou de um u´nico valor, na transic¸a˜o de primeira ordem, para uma
distribuic¸a˜o P (t) ∼ t−τ , com2 τ ≈ 1.6. Esses expoentes esta˜o em bom
1Ou nenhum neuroˆnio, ale´m do estimulado, dispara, ou a rede inteira dispara.
Sec¸a˜o 4.2.2.1.
2Os valores de α e τ variam de acordo com o regime de paraˆmetros, mas a
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acordo com valores experimentais (BEGGS; PLENZ, 2003), com valores
computacionais (ARCANGELIS; PERRONE-CAPANO; HERRMANN, 2006;
LEVINA; HERRMANN; GEISEL, 2007)3 e com valores teo´ricos (BUICE;
COWAN, 2007).
O ru´ıdo como gerador de avalanches cr´ıticas ainda na˜o foi pro-
posto na literatura, sendo um dos principais resultados deste trabalho.
Mostramos, assim, que ha´ diferentes formas de se obter avalanches
em redes neurais – ru´ıdo no acoplamento, sinapses dinaˆmicas (LEVINA;
HERRMANN; GEISEL, 2007), plasticidade (ARCANGELIS; PERRONE-CAPANO;
HERRMANN, 2006), mistura entre sinapses inibito´rias e excitato´rias
(VERTES; BASSETT; DUKE, 2011), etc – e, tambe´m, que redes de neuroˆnios
KTz podem evoluir para um estado cr´ıtico. Pela semelhanc¸a dos com-
portamentos do mapa KTz com neuroˆnios biolo´gicos e reais, reforc¸amos
a hipo´tese de que, consequentemente, tal comportamento tambe´m pode
ser encontrado no ce´rebro. E mais, conforme discutimos na sec¸a˜o 4.6,
nosso modelo possui grande similaridade com modelos que apresentam
SOC, levando-nos a admitir que a criticalidade auto-organizada pode
ser responsa´vel pelo estado cr´ıtico de redes de neuroˆnios reais, caso
este estado realmente ocorra no ce´rebro. Afinal, nosso modelo precisa
ser ajustado na criticalidade, mas permanece a questa˜o de que na˜o ha´
nem modelos computacionais, nem ca´lculos ab-initio, livres de ajustes
externos.
Ainda, estudamos a representatividade dos dados subamostra-
dos perante a distribuic¸a˜o da rede inteira e, ao contra´rio de Ribeiro
et al. (2010), os dados subamostrados por SC apresentaram, tambe´m,
uma distribuic¸a˜o de lei de poteˆncia, pore´m com um expoente um pouco
menor: Psub(s) ∼ s−αsub , com αsub ≈ 1.35 (comparar com α ≈ 1.4). A
subamostragem descorrelacionada – que acreditamos ser o que de fato
ocorre em experimentos – seguiu o que Ribeiro et al. (2010) prescrevem:
uma distribuic¸a˜o log-normal. Conclui-se que, dependendo de como os
dados da subamostra foram escolhidos, a estat´ıstica desta pode repre-
sentar a da rede inteira, pelo menos qualitativamente, quando a rede
apresenta uma distribuic¸a˜o de lei de poteˆncia.
Atrave´s do nosso estudo da dinaˆmica temporal de redes de ele-
mentos KTz fora de ponto fixo, alcanc¸amos resultados esperados, como
a sincronizac¸a˜o em fase e em antifase e algumas distribuic¸o˜es dos inter-
tendeˆncia e´ se manterem constantes para redes de diferentes tamanhos e, aproxi-
madamente, mesmos paraˆmetros. Sec¸a˜o 4.5.2.
3Mesmo sendo as simulac¸o˜es citadas fundamentalmente diferentes das nossas,
pois utilizamos neuroˆnios mais realistas e ru´ıdo como mecanismo gerador de ava-
lanches cr´ıticas, enquanto que geralmente sa˜o utilizados autoˆmatos celulares sujeitos
a sinapses dinaˆmicas ou pla´sticas.
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valos entre disparos (ISI) – quando a rede parte de condic¸o˜es iniciais
diferentes para cada neuroˆnio. Alcanc¸amos, tambe´m, resultados que
desconhec´ıamos – como o per´ıodo de comportamento irregular antes
da sincronizac¸a˜o, evidente atrave´s do tempo de sincronizac¸a˜o da rede
(〈∆T 〉 ∼ aL2) – e resultados impressionantes, como o desaparecimento
da dinaˆmica de bursts para sinapses lentas e neuroˆnios com mesmas
condic¸o˜es iniciais, dando lugar a disparos ra´pidos, cujo ISI muda des-
continuamente com J no estilo de uma escadaria inofensiva4 .
Qualitativamente, a mudanc¸a no intervalo dinaˆmico de redes de
neuroˆnios KTz se mostrou parecida com a reportada por Ribeiro e
Copelli (2008), evidenciando semelhanc¸as entre o KTz e o modelo ML.
Pretendemos otimizar nossos algoritmos e aprimorar nosso mo-
delo e nossos resultados – estudando redes heterogeˆneas, outras topo-
logias, sinapses ele´tricas, etc5 – de modo que a realidade no ce´rebro
possa ser melhor aproximada pelas nossas simulac¸o˜es. Assim, futuras
investigac¸o˜es incluem:
• Determinar o expoente cr´ıtico do paraˆmetro de ordem, M/N , e
realizar um processo de escala de tamanho finito;
◦ Conforme discutimos na sec¸a˜o 4.4, esperamos que o paraˆ-
metro de ordem obedec¸a a` relac¸a˜o M ∼ (J − Jc)β ; na˜o consegui-
mos determinar β devido a grande dispersa˜o dos dados pro´ximos a
J = Jc. Pretendemos refinar nossas simulac¸o˜es para calcular este
expoente atrave´s do me´todo dos cumulantes de Binder, conforme
citado na sec¸a˜o 4.2.2.2.
• A determinac¸a˜o da regia˜o cr´ıtica no plano R × J ;
◦ Este e´ um resultado importante que deve ser obtido ime-
diatamente, ja´ que dara´ uma visa˜o geral do nosso modelo.
• Ca´lculo de func¸o˜es de correlac¸a˜o e espectro de poteˆncia;
◦ A hipo´tese de SOC tem origem no ru´ıdo 1/f presente no
espectro de poteˆncia de sistemas dinaˆmicos (JENSEN, 1998). Cal-
cular estas quantidades ajudara´, certamente, na caracterizac¸a˜o
do nosso sistema como criticamente auto-organizado.
4Ver mais sobre escadaria do diabo, escadaria incompleta e escadaria inofensiva
em Bak (1982).
5Como sabemos, as redes de neuroˆnios do ce´rebro na˜o sa˜o quadradas, e na˜o
envolvem, sempre, conexo˜es de ida e volta entre dois neuroˆnios vizinhos (SPORNS,
2010). Lembramos que nosso modelo e´ uma primeira aproximac¸a˜o na tentativa de
isolar o fenoˆmeno de avalanches cr´ıticas, visando estudar as condic¸o˜es necessa´rias
e/ou suficientes para que ele ocorra.
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• Percolac¸a˜o dinaˆmica por ligac¸o˜es (dinaˆmica das sinapses com
ru´ıdo);
◦ Conforme comentamos no final da sec¸a˜o 4.6, a percolac¸a˜o
por ligac¸o˜es pode eventualmente ocorrer quando as sinapses apre-
sentam ru´ıdo. Como as ligac¸o˜es ora esta˜o presentes, ora esta˜o
ausentes, devido a` dinaˆmica das sinapses, este e´ um caso de per-
colac¸a˜o dinaˆmica. Pore´m, a conexa˜o entre este e o nosso modelo
ainda precisa de melhores resultados.
• Ru´ıdo dinaˆmico;
◦ Podemos supor a existeˆncia de um ru´ıdo dinaˆmico que se
auto-organiza (da mesma maneira que o J da sinapse dinaˆmica)
em torno de um Rc.
• Sinapses dinaˆmicas;
◦ Explorar melhor o modelo de sinapses dinaˆmicas proposto
por Levina, Herrmann e Geisel (2007) e descrito na sec¸a˜o 4.1.1.2.
• Sinapses ele´tricas;
◦ Silva et al. (2010) discutem que elas sa˜o importantes
no estudo da epilepsia; Por sua natureza diferente das sinapses
qu´ımicas, todos os estudos realizados aqui podem, tambe´m, ser
realizados com sinapses ele´tricas, dos quais esperamos resulta-
dos diferentes, como no caso do intervalo de resposta dinaˆmico,
mencionado na sec¸a˜o 4.2.2.1.
• Redes heterogeˆneas (mistura de sinapses inibito´rias e excitato´rias);
◦ Vertes, Bassett e Duke (2011) mostram que este e´ um me-
canismo gerador de avalanches cr´ıticas. Ale´m do que, a auseˆncia
de sinapses inibito´rias pode estar relacionada com esquizofrenia
(VIERLING-CLAASSEN et al., 2008).
• Plasticidade sina´ptica;
◦ A plasticidade e´, por si so´, uma forma do ce´rebro se auto-
organizar e modificar seus padro˜es de processamento de acordo
com est´ımulos externos que excitam uns ou outros conjuntos de
neuroˆnios. Arcangelis, Perrone-Capano e Herrmann (2006) estu-
dam, atrave´s de um autoˆmato celular, um modelo em que a plas-
ticidade sina´ptica leva a um estado criticamente auto-organizado,
caracterizado por avalanches cr´ıticas.
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• Transic¸a˜o de fase e avalanches nas redes complexas;
◦ Redes de Watts-Strogatz mostraram uma transic¸a˜o es-
tranha (para ru´ıdo relativamente pequeno) e redes de Baraba´si-
Albert, apesar de sua transic¸a˜o de fase ter se tornado cont´ınua (ou
fraca de primeira ordem), na˜o apresentaram avalanches6. Preten-
demos verificar a natureza dessas transic¸o˜es, pois Vertes, Bassett
e Duke (2011) sugerem que a topologia tambe´m e´ um mecanismo
gerador de avalanches cr´ıticas, ale´m de estar relacionada com o
desenvolvimento de esquizofrenia (BASSETT et al., 2008).
• Intervalo dinaˆmico de mapas;
◦ Na mesma linha de Ribeiro e Copelli (2008), o intervalo
dinaˆmico de mapas e´ pouco explorado na literatura e merece mai-
ores estudos, pois nossos resultados preliminares se mostram pro-
missores.
• Redes hipercu´bicas.
◦ Conforme destaca Branco (1999), a adic¸a˜o de desordem em
modelos magne´ticos transforma uma transic¸a˜o de primeira ordem
numa transic¸a˜o cont´ınua para redes de duas dimenso˜es. Redes de
treˆs dimenso˜es podem na˜o sofrer essa mudanc¸a para todas as
amplitudes de ru´ıdo. Cabe investigar se o comportamento cr´ıtico
do nosso modelo se mante´m para redes hipercu´bicas de dimensa˜o
maior que 2, se a probabilidade cr´ıtica e´ proporcional a 1/n, onde
n e´ o nu´mero de vizinhos de um s´ıtio i e verificar se a transic¸a˜o
de fase permanece se tornando cont´ınua para todo R em todas as
dimenso˜es.
Mais investigac¸o˜es tambe´m sa˜o necessa´rias para caracterizar o
que suspeitamos ser um per´ıodo de caos transiente na rede finita (e
caos na infinita) e para caracterizar melhor o aparecimento da esca-
daria inofensiva no ISI para diferentes J . Apesar de termos simu-
lado redes de campo me´dio com sinapses com ru´ıdo e com sinapses
dinaˆmicas, na˜o conseguimos nenhum resultado satisfato´rio devido ao
tempo de simulac¸a˜o. Portanto, seria interessante, tambe´m, otimizar
essas simulac¸o˜es para poder comparar resultados com Levina, Herr-
mann e Geisel (2007) sob as mesmas condic¸o˜es.
6Apesar de na˜o termos observado avalanches na rede de Baraba´si-Albert, ela
mostrou uma mudanc¸a na transic¸a˜o de fase semelhante a` ocorrida na rede quadrada.
Assim, acreditamos que e´ poss´ıvel medir avalanches nela, pore´m e´ uma rede muito
mais sens´ıvel a pequenas variac¸o˜es no J e no ru´ıdo, R, devido a grande conectividade
de alguns elementos da rede.
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Terminamos com uma conjectura sobre a necessidade e a im-
portaˆncia de ru´ıdo nas conexo˜es sina´pticas, o qual, segundo o autor,
possibilita que no´s, humanos e outros animais, possamos criar novas
informac¸o˜es, ou seja, pensar:
E´ preciso ter bem claro, antes de tudo, em que consiste a
transmissa˜o sina´ptica. Intuitivamente, poder´ıamos pensar
que os potenciais de ac¸a˜o gerados em um neuroˆnio e con-
duzidos ao longo do seu axoˆnio sa˜o todos transmitidos sem
alterac¸o˜es para o segundo neuroˆnio. Assim, a transmissa˜o
sina´ptica seria simplesmente a passagem incondicional de
informac¸o˜es entre os neuroˆnios. No entanto, se esse fosse
sempre o caso, na˜o haveria necessidade da sinapse! Basta-
ria que as ce´lulas nervosas formassem um sinc´ıcio, como se
pensava antes que o histologista espanhol Santiago Ramo´n
y Cajal individualizasse o neuroˆnio ao microsco´pio o´ptico.
Desse modo, haveria continuidade entre as membranas dos
neuroˆnios e estaria garantida a passagem dos potenciais de
ac¸a˜o por todos eles. A consequeˆncia dessa construc¸a˜o, en-
tretanto, seria um sistema nervoso incapaz de ”tomar de-
ciso˜es”, isto e´, de interpretar e modificar as informac¸o˜es que
recebe. O homem na˜o seria homem, pois seu sistema ner-
voso seria incapaz de criar informac¸o˜es, isto e´, de pensar.
(LENT, 2001)
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APEˆNDICE A -- Ca´lculo dos Expoentes Cr´ıticos para
Sistemas Magne´ticos
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Calcularemos, neste apeˆndice, os expoentes cr´ıticos para o mo-
delo Fenomenolo´gico de Landau. Dedicamos um apeˆndice, na˜o o corpo
do texto, para poder la´ focar na criticalidade auto-organizada.
Como o paraˆmetro de ordem, m, se anula em t = 0, e´ natu-
ral assumir que a energia livre pode ser expandida em uma se´rie de
poteˆncias de1 m:
g(T,H;m) = g0 + g1m+ g2m
2 + g3m
3 + g4m
4 + . . . , (A.1)
com gi ≡ gi(T,H). Sobre a curva de coexisteˆncia, segundo a eq.
2.10, H ≡ H(T ), portanto a expansa˜o dada em A.1 e´, na verdade,
equivalente a` energia livre de Helmholtz:
f(T,m) = f0(T ) + f2(T )m
2 + f4(T )m
4 + . . . , (A.2)
onde mantivemos apenas os termos de simetria par devido a` sime-
tria do modelo magne´tico em questa˜o, ja´ discutida na sec¸a˜o ante-
rior, e tomamos fi(T ) = gi(T,H(T )). Podemos reobter a ener-
gia livre de Gibbs atrave´s da transformada de Legendre g(T,H) =
minm [f(T,m)−Hm], com f(T,m) dada por A.2, ficando com:
g(T,H;m) = f0(T )−Hm+ f2(T )m
2 + f4(T )m
4 , (A.3)
ja´ que a minimizac¸a˜o sera´ naturalmente levada em conta no ca´lculo dos
expoentes cr´ıticos. Assumimos f4 > 0 e ignoramos termos de ordem
O(m5) em diante, a menos que f4 < 0 – pois isto acabaria com o
mı´nimo global em m = 0 para T > Tc, como veremos – ou que a
simetria do sistema estudado exija.
Para que seja poss´ıvel a expansa˜o A.3, ela deve obedecer a`s
condic¸o˜es de equil´ıbrio e estabilidade, conforme discutido na sec¸a˜o an-
terior. Lembrando, g(T,H;m) deve ser mı´nimo com relac¸a˜o a m,
seu paraˆmetro livre, na fase esta´vel (eq. A.4) e um potencial termo-
dinaˆmico deve ser uma func¸a˜o convexa de suas varia´veis extensivas (eq.
A.5), o que e´ expresso como, respectivamente:
∂g
∂m
= −H + 2f2(T )m+ 4f4(T )m
3 = 0 (A.4)
1De fato, partindo dos ensembles da mecaˆnica estat´ıstica, pode-se mostrar que
essa expansa˜o se justifica em alguns casos como e´ feito por Salinas (1999), apesar
de ela na˜o estar garantida de modo geral.
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e
∂2g
∂m2
= 2f2(T ) + 12f4(T )m
2 > 0 . (A.5)
Lembrando que estamos interessados em estudar essa expansa˜o na vizi-
nhanc¸a de (T = Tc, H = 0) sobre a curva de coexisteˆncia, a equac¸a˜o
A.4 tera´ ra´ızes reais dadas por:
m
[
f2(T ) + 4f4(T )m
2
]
= 0
⇔


m = 0
m2 = −
f2(T )
2f4(T )
. (A.6)
Com essas ra´ızes de A.6, a condic¸a˜o A.5 so´ sera´ satisfeita se:
para m = 0⇔ f2(T ) > 0 (A.7)
e
para m2 = −
f2(T )
2f4(T )
⇔ f2(T ) < 0 . (A.8)
Agora, estamos aptos a trac¸ar um esboc¸o do gra´fico de g(m) (eq. A.3)
para H = 0, conforme mostra a figura 70, para diferentes temperatu-
ras.
m
g
T < Tc
T = Tc
T > Tc
Figura 70. Esboc¸o da expansa˜o de Landau da energia livre em func¸a˜o
da magnetizac¸a˜o transladada de f0(T ) para T < Tc (azul), T = Tc
(vermelho) e T > Tc (laranja).
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Conforme a condic¸a˜o A.7, m = 0 so´ e´ esta´vel (um mı´nimo de
g(T,H;m)) para f2(T ) > 0. Como vemos no gra´fico, isso ocorre
para T > Tc. Por outro lado, as ra´ızes dadas por A.8, m
2 =
−f2(T )/(2f4(T )), sa˜o esta´veis para f2(T ) < 0, o que ocorre para
T < Tc. Ja´ que ao variar T em torno de Tc faz f2(T ) trocar de sinal,
espera-se que f2(T ) seja zero exatamente em T = Tc, o que nos leva
a concluir que:
f2(T ) ∝ (T − Tc)⇒ f2(T ) = a
T − Tc
Tc
= at , (A.9)
onde a e´ um paraˆmetro arbitra´rio.
Ainda analisando a figura 70, podemos ver a simetria de g(T,H;m)
sobre a curva de coexisteˆncia (T < Tc,H = 0), caracterizada por dois
mı´nimos, cada um correspondendo a um dos valores poss´ıveis da magne-
tizac¸a˜o dada por A.8. Conforme nos aproximamos de Tc, os mı´nimos
da energia livre se aproximam tornando as duas fases cada vez mais
indistingu´ıveis. Ate´ que, exatamente em T = Tc, eles se juntam, tor-
nando a simetria completamente diferente e as duas fases totalmente
iguais. Em outras palavras, ao se aproximar do ponto cr´ıtico, a mag-
netizac¸a˜o, dada pelos mı´nimos de g(T,H;m), muda continuamente
enquanto a temperatura muda de T < Tc ate´ T > Tc, justamente por
isso chamamos este tipo de transic¸a˜o de cont´ınua. Ale´m disso, a deri-
vada de segunda ordem de g(T,H;m), a susceptibilidade magne´tica,
possui uma singularidade dada por 2.13, como veremos logo a seguir,
sendo por isso esta transic¸a˜o tambe´m chamada de segunda ordem.
Para completar nossa descric¸a˜o desse fenoˆmeno, falta verificar
que as func¸o˜es termodinaˆmicas assumem formas assinto´ticas, conforme
definido em 2.11–2.16, calculando os expoentes cr´ıticos. Dada uma
func¸a˜o F (t) ∼ |t|λ, o expoente λ e´ definido como (YEOMANS, 1992,
p.25):
λ = lim
t→0
ln |F (t)|
ln |t|
. (A.10)
Na pra´tica, precisamos expandir as equac¸o˜es de estado e/ou relac¸o˜es
fundamentais em torno do paraˆmetro de ordem e tentar escreveˆ-las em
func¸a˜o da temperatura reduzida 2.17.
Da ana´lise feita na equac¸a˜o A.3, de onde obtivemos as condic¸o˜es
de equil´ıbrio e estabilidade dadas em A.4 e A.5, respectivamente, ja´
podemos tirar dois expoentes cr´ıticos. Com excec¸a˜o do expoente da
isoterma 2.14, estaremos interessados em H = 0. Por simplicidade,
assumiremos f4(T ) = b = constante.
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Comec¸ando pelo expoente definido por 2.12, o da magnetizac¸a˜o
em func¸a˜o de t, tomamos A.9 e substituimos em A.4, de onde sai:
2atm+ 4bm3 = 0 . (A.11)
Como para t > 0 a soluc¸a˜o e´ apenas m = 0, nos preocuparemos com
t < 0:
m2 =
a
2b
(−t) (A.12)
que comparada a` 2.12, ajusta os valores:
m =
√
a
2b
(−t)
1
2 (A.13)
⇒ β =
1
2
, (A.14)
que esta´ definida para qualquer T > 0, comprovando que esta e´ uma
transic¸a˜o cont´ınua, e se anulando para T = Tc, comprovando que m e´
um paraˆmetro de ordem.
Da condic¸a˜o A.5, lembrando que a susceptibilidade isote´rmica e´
χT = ∂m/∂H = ∂
2f/∂m2, enta˜o:
1
χT
= 2at+ 12bm2 (A.15)
que pode ser resolvido para t > 0 e t < 0, cuidando com o valor da
magnetizac¸a˜o nesses dois intervalos, resultando em, respectivamente:
χT =
1
2a
|t|−1 para t > 0 (A.16)
e
χT =
1
4a
|t|−1 para t < 0 (A.17)
⇒ γ = 1 (A.18)
Para achar o expoente do calor espec´ıfico a campo constante
igual a zero, dado por 2.11, lembramos que este e´ calculado por cH =
−T∂2g/∂T 2. Podemos, enta˜o, derivar A.3 duas vezes com relac¸a˜o
ao tempo para t < 0, resultando em c−H , e para t > 0, dando c
+
H ,
tomando cuidado de utilizar a magnetizac¸a˜o adequada para cada um
desses intervalos, com aux´ılio de A.9. Verificamos, assim, que o calor
espec´ıfico e´ uma func¸a˜o descont´ınua em t = 0 com um degrau de
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tamanho ∆cH dado por:
∆cH = c
+
H − c
−
H = −
a2
Tcb
(A.19)
⇒ α = 0 , (A.20)
ja´ que na˜o ha´ dependeˆncia em t, mostrando tambe´m que o calor es-
pec´ıfico diminui apo´s a transic¸a˜o de fase.
Por u´ltimo, analisaremos a func¸a˜o de correlac¸a˜o de pares definida
em A.21 abaixo, para uma rede discreta de spins si = +1 ou si =
−1, devidamente normalizados pelo momento magne´tico, cuja forma
assinto´tica e´ dada em 2.16, sendo o comprimento de correlac¸a˜o dado
por 2.15. Este e´ um resultado importante na discussa˜o que segue sobre
Criticalidade Auto-Organizada.
Γ(~ri − ~rj) ≡ Γij = 〈sisj〉 − 〈si〉
2
. (A.21)
A forma assinto´tica dada em 2.16 pode ser encontrada atrave´s
da teoria de Ornstein-Zernike, uma extensa˜o da teoria de Landau onde
se permite que a magnetizac¸a˜o varie com a posic¸a˜o ~r definindo uma
densidade de magnetizac¸a˜o m(~r). Dessa maneira, podemos reescrever
A.3 como:
g(T,H;m)− f0(T ) = at
∫
[m(~r)]2 dd~r + σ
∫
[∇m(~r)]2 dd~r ,
(A.22)
onde a integral da esquerda e´ equivalente a` m2 em A.3 e a da direita
e´ um termo de troca que corrige a energia livre de acordo com os spins
estarem paralelos ou anti-paralelos, sendo σ a constante de troca e o
super-´ındice d a dimensa˜o de ~r. E A.21 fica:
Γ(~r) = 〈m(~r)m(0)〉 − 〈m(0)〉2 . (A.23)
Assumindo quem(~r) pode ser escrita como uma transformada de Fou-
rier de uma func¸a˜o cujos modos correspondentes a diferentes vetores de
onda ~q sejam independentes, pode-se achar a transformada de Fourier
de A.23:
Γ¯(~q) =
kT
at+ σq2
, (A.24)
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sendo k a constante de Boltzmann. Tomando a inversa de A.24, fica:
Γ(~r) ∼
exp
(
−r
√
at
σ
)
r(d−3)/2
para t 6= 0 ; (A.25)
de onde definimos o comprimento de correlac¸a˜o:
ξ =
√
σ
a
|t|−
1
2 (A.26)
⇒ ν =
1
2
, (A.27)
e a func¸a˜o de correlac¸a˜o para t = 0:
Γ(~r) ∼
1
rd−2
(A.28)
⇒ η = 0 . (A.29)
Uma relac¸a˜o interessante sai diretamente da definic¸a˜o A.21, verificando
que a flutuac¸a˜o na magnetizac¸a˜o e´ dada pela susceptibilidade:
kTχT =
〈
(m − 〈m〉)2
〉
=
∑
i
(si − 〈si〉)
∑
j
(sj − 〈sj〉) =
∑
ij
Γij ,
(A.30)
onde, novamente,mi = µ0si = ±µ01, sendo µ0 o momento magne´tico.
Desta maneira, e´ fa´cil enxergar que quando as correlac¸o˜es divergem, a
susceptibilidade tambe´m diverge, deixando o sistema suscept´ıvel, por
assim dizer, para qualquer intensidade de est´ımulo, uma vez que as
correlac¸o˜es passam a influenciar o sistema inteiro com a forma 2.16 e a
na˜o ter mais um comprimento caracter´ıstico, sendo este dado por 2.15,
caracter´ısticas essenciais do ponto cr´ıtico e exaustivamente referidas no
estudo de SOC.
APEˆNDICE B -- Estimulando Redes Excita´veis
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Ao longo do trabalho, foram apresentados diversos resultados
para redes excita´veis. Nessas simulac¸o˜es, as condic¸o˜es iniciais eram
iguais para todos os neuroˆnios da rede: estado quiescente (ponto fixo).
Portanto, precisamos estimular a rede de modo a observar atividade
(disparos). A seguir, encontram-se os diferentes est´ımulos utilizados e
seus detalhes, onde explicitamos em quais resultados eles foram utili-
zados.
B.1 RAMPA DE CORRENTE
Este tipo de est´ımulo e´ u´til apenas para identificar se o neuroˆnio
e´ excita´vel de classe 1 ou de classe 2 (IZHIKEVICH, 2007, p.14–16),
conforme definimos no cap´ıtulo 3.
Consiste em aplicar uma corrente externa linear, monotonica-
mente crescente sobre o neuroˆnio:
I(t) =
{
0 se t < t0
a (t− t0) + I0 se t ≥ t0
, (B.1)
onde a e´ a rapidez com que I(t) varia ]e I0 e´ a corrente inicial.
Geralmente, assumimos I0 = 0 e a ∼ 10
−3, para estimular o
neuroˆnio lentamente. Se o neuroˆnio responder disparando de maneira
perio´dica (o ISI se mante´m o mesmo, independentemente do valor de
I(t)), ele e´ excita´vel de classe 2. Sena˜o, se ele responder com ISI
varia´vel (quanto maior I(t), menor e´ o ISI), enta˜o ele e´ excita´vel de
classe 1.
B.2 PULSO DELTA
O pulso delta e´ a base para todos os est´ımulos a seguir e tem
esse nome porque e´ dado pelo delta de Kro¨necker. Definimos o pulso
delta por:
I(t) = I0δt,t0 , (B.2)
onde I0 e´ a intensidade do est´ımulo e δt,t0 e´ o delta de Kro¨necker
(portanto, t0 e´ o instante em que o est´ımulo e´ realizado).
Foi utilizado no estudo da excitabilidade dos neuroˆnios indi-
vidualmente, cap´ıtulo 3, e nas simulac¸o˜es para obter os gra´ficos do
paraˆmetro de ordem, M , em func¸a˜o de J ou 〈J〉.
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B.3 SE´RIE DE PULSOS DELTA
Utilizado como uma primeira abordagem na tentativa de obser-
var avalanches. Consiste em aplicar, periodicamente, um pulso delta
em algum neuroˆnio selecionado aleatoriamente da rede. Portanto, e´
definido por:
I(t) = I0
∑
l
δt,t0+lT , (B.3)
onde I0 e´ a intensidade do est´ımulo, t0 e´ o instante do primeiro est´ımulo,
T e´ o per´ıodo associado aos pulsos e l e´ um nu´mero inteiro l ≥ 0. A
quantidade de termos na soma sobre l e´ a quantidade de est´ımulos
efetuados sobre a rede durante todo o tempo de simulac¸a˜o.
Um resultado utilizando este est´ımulo se encontra na figura 63,
painel superior direito. A se´rie de pulsos delta na˜o se mostrou muito
eficiente para a gerac¸a˜o de avalanches cr´ıticas, pois, como discutimos
no texto, o per´ıodo, T , deve ser muito maior que a durac¸a˜o me´dia
das avalanches, de modo a evitar superposic¸a˜o de avalanches (ja´ que a
superposic¸a˜o atrapalha as medidas de tamanho de avalanche).
B.4 DELTA QUIESCENTE
O est´ımulo delta quiescente pode ser considerado igual ao delta
perio´dico, no caso em que o per´ıodo e´ T >> 〈t〉, onde 〈t〉 e´ a durac¸a˜o
me´dia de uma avalanche.
Na pra´tica, efetua-se um pulso delta em um neuroˆnio da rede,
aleatoriamente escolhido, sempre que todos os neuroˆnios desta esta˜o
no (ou pro´ximos do) ponto fixo. Em outras palavras, estimula-se a
rede, mede-se a avalanche e, quando esta termina, espera-se uma quan-
tidade determinada de janelas de tempo (suficiente para que todos os
neuroˆnios da rede ja´ tenham passado pelo per´ıodo refrata´rio) para es-
timular a rede novamente. Esse est´ımulo se mostrou o mais eficiente
para observar as avalanches, pois implica imediatamente na separac¸a˜o
de escalas temporais (atividade ra´pida sucedida por longos per´ıodos de
inatividade).
Todos os gra´ficos em que aparece a distribuic¸a˜o da durac¸a˜o e do
tamanho de avalanches mostram resultados de redes sujeitas a este tipo
de est´ımulo.
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B.5 PROCESSO DE POISSON
Um processo de Poisson consiste em uma se´rie temporal de even-
tos independentes uns dos outros, cujo intervalo entre dois eventos su-
cessivos obedece a uma distribuic¸a˜o exponencial. O evento, no nosso
caso, e´ um pulso delta num neuroˆnio da rede selecionado aleatoria-
mente. A taxa, r, de um processo de Poisson e´ a quantidade esperada
de eventos por unidade de tempo, dada, neste trabalho, em quantidade
de est´ımulos por passo de tempo. Seja Tk o intervalo entre dois eventos,
enta˜o a distribuic¸a˜o P (Tk) e´:
P (Tk) = exp (−rTk) . (B.4)
Na pra´tica, precisamos sortear Tk de acordo com a probabilidade
dada na equac¸a˜o anterior. Portanto assumimos um nu´mero aleato´rio
homogeˆneo qk ≡ P (Tk) e calculamos Tk invertendo a eq. B.4:
Tk = 1−
log (qk)
r
, (B.5)
onde somamos 1 em Tk para que 1 ≤ Tk < ∞, i.e., o intervalo entre
dois eventos e´, no mı´nimo, 1 passo de tempo.
O est´ımulo e´, portanto
I(t) = I0
∑
l
δt,t0+
∑
l
k
Tk
, (B.6)
onde I0 e´ a intensidade do est´ımulo, t0 e´ o instante do primeiro est´ımulo
e Tk e´ o k-e´simo intervalo entre eventos, dado pela equac¸a˜o B.5; por-
tanto
∑l
k Tk e´ o tempo, a partir do primeiro evento em t0, ate´ o
est´ımulo l. A quantidade de termos na soma sobre l e´ a quantidade de
est´ımulos efetuados sobre a rede em todo o tempo de simulac¸a˜o.
Este est´ımulo foi utilizado para comparar nosso modelo com
aquele apresentado por Ribeiro e Copelli (2008). Tentamos medir ava-
lanches utilizando este est´ımulo, mas a taxa, r, deve ser muito pequena
para que as avalanches na˜o se sobreponham. Da equac¸a˜o B.6 pode-
mos ver que o est´ımulo se´rie de pulsos delta pode ser considerado um
caso particular do processo de Poisson em que 0 < r << 1, assim
Tk+1 = Tk = T e
∑l
k Tk = lT .
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A fim de esclarecer ainda mais algumas simulac¸o˜es, explicitamos
a seguir os detalhes dos algoritmos que utilizamos para identificar e
calcular grandezas importantes, tais como disparos, intervalo entre dis-
paros e a sincronizac¸a˜o. Os me´todos para medir avalanches ja´ foram
discutidos em detalhes no in´ıcio da sec¸a˜o 4.5.
C.1 CONTAGEM DE NEUROˆNIOS E DISPAROS
Desenvolvemos dois algoritmos para identificar um disparo. Um
deles e´ utilizado apenas para calcular o intervalo entre disparos e, por-
tanto, sera´ exposto na pro´xima sec¸a˜o. O outro, exposto nesta sec¸a˜o, e´
utilizado na contagem do tamanho das avalanches. Ainda, a contagem
de neuroˆnios descrita aqui foi a utilizada para identificar o paraˆmetro
de ordem, M/L2.
O me´todo mais o´bvio para contar disparos e´ achar o pico dos
potenciais de membrana dos neuroˆnios. Nossa abordagem e´ a mais
objetiva poss´ıvel, apesar de, talvez, na˜o ser a mais otimizada.
Seja {x(t)} o conjunto de todos os valores assumidos pelo po-
tencial de membrana de um neuroˆnio KTz qualquer, definimos o pico
de {x(t)} como ocorrendo em tp se, e somente se, x(tp) > x(tp− 1)
e x(tp) > x(tp + 1) e x(tp) > xlim com
1 xlim = 0 (esta condic¸a˜o
e´ necessa´ria para descontar oscilac¸o˜es sublimiares). Se o potencial de
membrana tiver a forma de um platoˆ, parecido com o apresentado logo
a po´s o disparo na figura 16(d), as pequenas oscilac¸o˜es na ponta es-
querda do platoˆ sa˜o ignoradas e todos aqueles pequenos picos sa˜o con-
tados como apenas um pico, ocorrendo no instante tp do primeiro pico
encontrado, logo apo´s a primeira subida do platoˆ.
A contagem dos neuroˆnios da rede que disparam para um dado
est´ımulo pulso delta e´ mais simples. Varremos o conjunto {xi(t)}, para
1 < i < N , de todos os neuroˆnios da rede (que tem N elementos)
e se xi(tl) > 0, enta˜o o neuroˆnio i disparou em tl e incrementa-se
M . Lembrando que so´ estamos interessados em saber se houve, ou
na˜o, disparo dos neuroˆnios, portanto o instante tl em que o neuroˆnio
dispara na˜o e´ importante.
1Assumimos xlim = 0, pois verificamos que, numa rede de neuroˆnios, um
potencial de membrana x > 0 de qualquer neuroˆnio e´ capaz de excitar a rede
quando J > Js.
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C.2 MEDINDO O INTERVALO ENTRE DISPAROS (ISI)
Para medir o intervalo entre disparos, recorremos a um me´todo
menos custoso, computacionalmente, para identificar os disparos (com
menos estruturas condicionais).
Definimos um disparo quando o potencial de membrana, x(t),
cruza duas vezes consecutivas o eixo x(t) = 0, a primeira em direc¸a˜o
a valores positivos de x e a segunda em direc¸a˜o a valores negativos de
x. Este me´todo e´ va´lido, pois x(t) e´ uma varia´vel cont´ınua e −1 ≤
x(t) ≤ 1.
Matematicamente, seja t2l o instante em que x(t2l)x(t2l+1) <
0, com x(t2l) < 0, e t2l+1 o primeiro instante, apo´s t2l, em que
x(t2l+1)x(t2l+1 + 1) < 0, com x(t2l+1) > 0. Enta˜o o instante do
disparo l e´:
tpl =
t2l + t2l+1
2
, (C.1)
com l ≥ 0 inteiro. Portanto, os intervalos entre disparos formam uma
sequeˆncia {tISIk }, tal que
tISIk = t
p
l − t
p
l−1 . (C.2)
Estamos interessados apenas na diferenc¸a entre os instantes dos
disparos. Portanto, na˜o interessa saber exatamente o instante em que
cada potencial de membrana tem um pico, conforme no me´todo ante-
rior, pois os disparos sa˜o todos iguais. Enta˜o, se a me´dia C.1 estiver
deslocada, ou para a direita, ou para a esquerda, do instante de pico,
ela vai estar deslocada para todos os disparos, logo, sera´ cancelada pela
diferenc¸a C.2.
C.3 IDENTIFICANDO A SINCRONIZAC¸A˜O
O tempo transiente, T , da figura 39, para redes quadradas com
condic¸o˜es de contorno perio´dicas e L par, com sinapses inibito´rias, foi
calculado atrave´s do me´todo a seguir.
Dois, ou mais, neuroˆnios esta˜o sincronizados em fase a partir de
um instante T se xi(t) ≈ xj(t) para t ≥ T . Em se tratando do
caso estudado no texto – a saber, neuroˆnios de uma mesma subrede
sincronizados em fase e as subredes sincronizadas em antifase entre si;
figura 39 – definimos que a sincronizac¸a˜o e´ atingida quando, em cada
uma das subredes, todos os neuroˆnios esta˜o sincronizados em fase.
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Em outras palavras, precisamos identificar se todos os neuroˆnios
de uma dada subrede possuem seus potenciais de membrana parecidos
para todos os instantes t ≥ T . Nosso me´todo e´ baseado em dois
paraˆmetros arbitra´rios: a precisa˜o de sincronizac¸a˜o, ξ, e o intervalo de
checagem, τ .
Para cada subrede k, em cada instante t, calculamos a diferenc¸a
quadra´tica me´dia, 〈∆〉k (t), entre o potencial de membrana de quais-
quer dois neuroˆnios da subrede:
〈∆〉k (t) =
∑
i6=j (xi,k(t)− xj,k(t))
2
[Nk(Nk − 1)]
2 , (C.3)
onde k e´ o ı´ndice que denota a subrede e Nk e´ a quantidade de ele-
mentos na subrede k. Portanto, a quantidade de elementos na soma
e´ Nk(Nk − 1). A raza˜o de tomarmos a diferenc¸a quadra´tica e´ evitar
o cancelamento de termos. Por isso, para manter a me´dia coerente, a
quantidade de termos tambe´m foi elevada ao quadrado.
Se 〈∆〉k (t
′) < ξ durante o intervalo t < t′ < t+ τ , considera-
mos que a subrede k esta´ sincronizada. Se essa desigualdade vale para
todas as subredes, k, enta˜o a rede esta´ sincronizada e T = t.
