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ABSTRACT
While there is overwhelming observational evidence of AGN-driven jets in galaxy
clusters and groups, if and how the jet energy is delivered to the ambient medium
remains unanswered. Here we perform very high resolution AGN jet simulations within
a live, cosmologically evolved cluster with the moving mesh code arepo. We find that
mock X-ray and radio lobe properties are in good agreement with observations with
different power jets transitioning from FR-I to FR-II-like morphologies. During the
lobe inflation phase, heating by both internal and bow shocks contributes to lobe
energetics, and ∼ 40 per cent of the feedback energy goes into the PdV work done by
the expanding lobes. Low power jets are more likely to simply displace gas during lobe
inflation, but higher power jets become more effective at driving shocks and heating
the intracluster medium (ICM), although shocks rarely exceed M ∼ 2 − 3. Once the
lobe inflation phase ceases, cluster weather significantly impacts the lobe evolution.
Lower power jet lobes are more readily disrupted and mixed with the ICM, depositing
up to ∼ 70 per cent of the injected energy, however, ultimately the equivalent of
>∼ 50 per cent of the feedback energy ends up as potential energy of the system. Even
though the mean ICM entropy is increased up to 80 Myr after the jets switch off, AGN
heating is gentle, inducing no large variations in cluster radial profiles in accord with
observations.
Key words: galaxies: active, jets - galaxies: clusters: general, intracluster medium -
black hole physics - methods: numerical
1 INTRODUCTION
Galaxy clusters, which due to the nature of hierarchical
structure formation, build up through successive mergers of
smaller systems over cosmic time to become the most mas-
sive, gravitationally bound systems in the Universe. Com-
prising of a massive dark matter halo, menagerie of galaxies
and the hot intracluster medium (ICM), they represent a
rich ecosystem in which to study a range of astrophysical
phenomena, as well as being complimentary cosmological
probes (see e.g., Allen et al. 2011; Kravtsov & Borgani 2012;
McNamara & Nulsen 2012, for reviews). The ICM, which ra-
diates energy through thermal Bremsstrahlung, provides a
key channel through which clusters can be observed in the
X-ray band, with its exact properties being determined by
a combination of astrophysical processes and cosmology. It
was originally thought that left unabated, high central ra-
diative losses would result in the formation of a cooling flow
(Fabian 1994), leading to large quantities of cold gas drop-
ping out of the ICM and hence massive molecular reservoirs
and high star formation rates (SFRs) within cluster cen-
tres. However, cluster cores typically show only moderate
molecular gas content (Fogarty et al. 2019; Castignani et al.
2020; McNamara et al. 2014; Russell et al. 2014, 2017, 2019)
and low SFRs (McNamara & Nulsen 2007; Donahue et al.
2010; Cooke et al. 2016; Fogarty et al. 2017), although there
can be exceptions (e.g., Crawford et al. 1999; Egami et al.
2006; Von Der Linden et al. 2007; Mittal et al. 2015; Fogarty
et al. 2017). Additionally, direct observational signatures of
the cooling, such as X-ray emission lines below 1 keV are
absent from numerous observations (e.g., Ikebe et al. 1997;
Makishima et al. 2001; Peterson et al. 2001, 2003; Tamura
et al. 2001; Bo¨hringer et al. 2002; Matsushita et al. 2002;
Lewis et al. 2002) and UV detections of O VI lines suggest
lower than expected cooling rates (e.g., Oegerle et al. 2001;
Bregman et al. 2006; Donahue et al. 2017).
Instead, heating by active galactic nucleii (AGN) feed-
back, possibly in combination with other physical processes
(for example thermal conduction, Ruszkowski & Begelman
2002; Zakamska & Narayan 2003; Voigt & Fabian 2004; Con-
roy & Ostriker 2008; Bogdanovic´ et al. 2009; Ruszkowski &
c© 2020 The Authors
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2Oh 2010, 2011; Yang & Reynolds 2016a), is very likely to
be able to keep the ICM warm and prevent the formation
of the aforementioned cooling flows (see e.g. Fabian 2012;
McNamara & Nulsen 2007, 2012, for reviews). Specifically,
accretion onto the central black hole (BH) can produce jets
that inflate lobes of relativistic gas in cluster cores (Binney
& Tabor 1995; Omma et al. 2004; McNamara et al. 2005;
Fabian et al. 2006; Sijacki & Springel 2006a; Sijacki et al.
2007; Cattaneo & Teyssier 2007; Forman et al. 2007; Dubois
et al. 2010, 2012), which exhibit themselves as cavities in X-
ray observations (Fabian et al. 2000, 2011; McNamara et al.
2000; Heinz et al. 2002; Forman et al. 2007). Along with
radio emission, such cavities (or bubbles) are found to be
common in cool core clusters, i.e. those with short central
cooling times (Burns 1990; Dunn et al. 2005; McNamara &
Nulsen 2007; Dunn & Fabian 2006, 2008; Sun 2009; Fabian
2012; Hlavacek-Larrondo et al. 2012). Combining this with
the observed correlation between the energy content of the
lobes (based on PV estimates) and the ICM cooling losses
(based on X-ray luminosity, e.g., Rafferty et al. 2006; Mc-
Namara & Nulsen 2007; Nulsen et al. 2007; Dunn & Fabian
2008; Fabian 2012), strongly suggests that ICM cooling and
heating is coupled to the AGN activity.
While the feedback energetics are sufficient to offset the
expected ICM cooling losses, and despite a growing consen-
sus that jet feedback in galaxy clusters should be gentle and
continuous (see discussions in McNamara & Nulsen 2007,
2012; Fabian 2012; Werner et al. 2019, for examples), there
is still some debate with regard to the mechanism (or combi-
nation thereof) through which the mechanical energy of the
jets is effectively and (largely) isotropically communicated
to the ICM. Perhaps the clearest heating mechanism seen in
observations is via the weak shocks driven into the ICM by
the lobe inflation (Fabian et al. 2003; Randall et al. 2015)
that are also seen in simulations of jet feedback (Li et al.
2017; Yang & Reynolds 2016b; Bourne & Sijacki 2017; Mar-
tizzi et al. 2019). Such shocks should slow as they propagate
into the ICM and broaden into sound waves that could trans-
port energy to larger radii, with some works interpreting
observed ripples in X-ray brightness maps as sounds waves
(Fabian et al. 2003, 2005, 2017). Although simulations also
exhibit sound wave production (Ruszkowski et al. 2004; Si-
jacki & Springel 2006a; Bourne & Sijacki 2017; Bambic &
Reynolds 2019), the volume over and rate at which they heat
the ICM will depend upon the ICM viscosity set on micro-
physical scales (Ruszkowski et al. 2004; Sijacki & Springel
2006b; Zweibel et al. 2018). Other mechanisms provide less
direct or obvious observational signatures; such as instabil-
ity driven mixing (Hillel & Soker 2016, 2017), cavity heating
(Churazov et al. 2002; Bˆırzan et al. 2004), jet driven turbu-
lence (Zhuravleva et al. 2014; Zhang et al. 2018), cosmic ray
production (Sijacki et al. 2008; Pfrommer 2013; Ehlert et al.
2018) and gas circulation (Yang & Reynolds 2016b).
Given that a number of these processes do not leave a di-
rectly or easily observable signature, the role of simulations
is critical to determine how they manifest themselves in clus-
ter observables and thus ultimately resolve what processes
dominate the heating budget. Previous simulation works
typically sit within one of two categories. On the one hand,
cosmological simulations self-consistently capture the build
up and evolution of galaxy clusters over cosmic time and
hence by construction exhibit the cluster properties and dy-
namics expected from large scale structure formation theory
(e.g. Bahe´ et al. 2017; Barnes et al. 2017b,a, 2018; McCarthy
et al. 2017; Rasia et al. 2015; Hahn et al. 2017; Henden
et al. 2018). While, such simulations provide realistic clus-
ter environments, their large spatial and temporal dynamic
range means that they typically lack sufficient resolution in
cluster cores, close the to central BH, to include detailed
modelling of the AGN feedback process. On the other hand,
previous works including physically more realistic models of
jet injection that self-consistently capture the lobe inflation
and its interaction with the ICM are restricted in their dy-
namic range by the requirement of high resolution within the
jets and lobes and hence adopt idealised ICM setups (e.g.,
Bourne & Sijacki 2017; Hardcastle & Krause 2013, 2014; En-
glish et al. 2016; Krause 2003; Omma et al. 2004; Weinberger
et al. 2017; Vernaleo & Reynolds 2006; Reynolds et al. 2001;
Basson & Alexander 2003; Gaibler et al. 2009). Up until re-
cently, only a handful of examples of an AGN jet feedback
model included in a cosmological environment exist in the
literature (Heinz et al. 2006; Morsony et al. 2010; Mendygral
et al. 2012). Our previous study, Bourne et al. (2019), builds
upon these early works by combining very high resolution
jets, and uniquely a dedicated refinement scheme to ensure
continued high resolution in the jet lobes and at the lobe-
ICM interface, within a fully cosmological cluster that was
evolved with state-of-the-art physical sub-grid models. Here
we further expand on this work by including jets of different
power, and perform a detailed analysis of the lobe evolution
and cluster heating processes with the aim to address the
crucial issues of how the jet energy is communicated to the
ICM and if it is sufficient to hinder cooling flows.
The paper is structured as follows. In Section 2 we out-
line the numerical implementation and initial condition (IC)
generation and properties. Section 3 presents our main re-
sults and is split into sections covering lobe evolution (3.1),
how energy is communicated to the ICM (3.2) and the im-
pact on cluster properties (3.3). Finally, in Section 4 we dis-
cuss our results and limitations, and in Section 5 we provide
a short summary of our key results.
2 NUMERICAL METHOD
2.1 Simulation overview
Here we outline the simulations and discuss some of the
key techniques and sub-grid models employed for this work.
The simulations are performed using the moving mesh-code
arepo (Springel 2010), which employs a finite-volume ap-
proach to solve for the hydrodynamics on an unstructured
Voronoi mesh that is able to move with the flow. Our ICs are
identical to those used in our previous work, Bourne et al.
(2019), and comprise of a cosmological zoom simulation of a
galaxy cluster evolved from redshift z = 127 down to z ' 0.1
using sub grid models almost identical to those employed for
the original Illustris project (Genel et al. 2014; Vogelsberger
et al. 2014; Sijacki et al. 2015), bar a small difference in the
radio mode AGN feedback model, and we point the reader
to Section 2.5 for a more detailed account the generation of
the ICs, along with the initial properties of the cluster.
Subsequently, instead of using the radio feedback model
that was employed up until z = 0.1 (Sijacki et al. 2007, 2015)
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Run PJ m˙Edd v
peak
J v
mean
J τJ f
thresh
J Refinement criteria
low 7.8× 1043 erg s−1 4× 10−5 0.29 c 0.05 c 20 Myr 10−2.0 SLR, JR, JFR, VR, GD
fiducial 3.9× 1044 erg s−1 2× 10−4 0.47 c 0.14 c 20 Myr 10−2.5 SLR, JR, JFR, VR, GD
high 1.94× 1045 erg s−1 1× 10−3 0.56 c 0.26 c 20 Myr 10−3.0 SLR, JR, JFR, VR, GD
no jet - - - - - - SLR, JR, VR, GD
Table 1. Summary of the simulations performed, where columns show (1) the run name, (2) the mean jet power over the course of the
jets life time, (3) the assumed Eddington ratio, (4) the maximum velocity achieved in the jet, (5) the mean jet velocity calculated over
material with fJ > 0.9 and at t
>∼ 5 Myr, (6) the jet lifetime, (7) the threshold jet tracer value for defining lobe material and (8) the
various refinement criteria used during the simulation.
where AGN lobes are not inflated self-consistently, we acti-
vate the jet feedback model presented in Bourne & Sijacki
(2017) and discuss in Section 2.2, to study a range of dif-
ferent jet powers. Building on Bourne et al. (2019), as well
as a fiducial jet power of 3.9 × 1044 erg s−1, we perform
three additional simulations with low (7.8 × 1043 erg s−1)
and high (1.94 × 1045 erg s−1) power jets, and one with no
jets for comparison. All jets are active for 20 Myr and their
properties are summarised in Table 1. We follow the sub-
sequent jet lobe evolution for a further ∼ 80 Myr. The jet
model relies on the super-Lagrangian refinement technique
of Curtis & Sijacki (2015) combined with additional modi-
fications, which are discussed in Seciont 2.3. We note that
only the most massive BH in the cluster of interest is active
during our simulations, and unlike the original simulations
used to produce the ICs, for simplicity we do not include the
effects of an AGN radiation field in the heating and cool-
ing prescription. Additionally, while during the generation
of the cluster ICs, we followed the supernovae wind model
used in the Illustris simulations, where the mass loading,
ηw = M˙w/M˙∗, is a function of the halo 1D velocity dis-
persion (see Vogelsberger et al. 2013, for model details), for
simplicity we instead use a fixed value of ηw = 1 for the
post z = 0.1 simulations presented here. All other sub-grid
models and parameters remain unchanged.
2.2 Jet feedback model
The feedback model used in this study is identical to that
used in Bourne et al. (2019) and is based heavily on the
framework outlined in our previous work, Bourne & Sijacki
(2017)1, and that derived by Ostriker et al. (2010). Here we
give a brief overview and highlight any changes made to the
model for this study. The BH accretion and jet properties are
defined as follows. First, we assume that gas flows towards
the central BH at a rate M˙in, which, for simplicity we assume
1 Equations (2)-(7) presented here contain some small differences
compared to those presented in Sections 2.2.1 and 2.2.2 of Bourne
& Sijacki (2017). Specifically, our original equations were not fully
self-consistent with the physical picture of radiatively driven jets.
Therefore, we corrected for this by re-defining the jet mass load-
ing, ηJ, and BH growth rate, M˙bh, as well applying small mod-
ifications to the equations describing the jet mass, power and
momentum (namely removing an erroneous factor 1 − r). Ad-
ditionally, we note that M˙in used here is equivalent to M˙a in
Bourne & Sijacki (2017). In any case, our previous results remain
unaffected by this inconsistency in our framework given that we
assume jets of a fixed power.
is fixed at a given Eddington fraction m˙Edd = M˙in/M˙Edd for
each run, where the Eddington rate is calculated as
M˙Edd =
4piGMbhmp
rσTc
, (1)
G is the gravitational constant, Mbh is the BH mass, mp is
the proton rest mass, σT is the Thompson scattering cross
section, and c is the speed of light. Subsequently we assume
that a fraction, (1 + ηJ)
−1, of this material feeds a BH ac-
cretion disc, while the rest is launched in radiatively driven
jets at a rate of
M˙J =
ηJ
1 + ηJ
M˙in , (2)
where
ηJ =
M˙J
M˙in − M˙J
= 1 , (3)
is the assumed mass loading factor defined as the ratio be-
tween material entering the jets and material entering the
accretion disc. Subsequently, the BH growth rate and jet
power can be calculated as
M˙bh = (1− r)
[
M˙in − M˙J
]
=
1− r
1 + ηJ
M˙in (4)
and
E˙J = Jr
[
M˙in − M˙J
]
c2 =
Jr
1 + ηJ
M˙inc
2 , (5)
respectively, where r = 0.2 is the assumed radiative ef-
ficiency of accretion and J = 1 is the assumed coupling
efficiency of the jet energy to local gas. For completeness,
the velocity and resulting outward momentum flux of the
sub-resolution jets would be
vsub−resJ =
(
2E˙J
M˙J
)1/2
=
(
2Jr
ηJ
)1/2
c (6)
and
p˙J = M˙Jv
sub−res
J = ηJ
Jr
1 + ηJ
(
2Jr
ηJ
)1/2
M˙inc , (7)
respectively. However, as we discuss below, due to mass load-
ing in the jet cylinder and the fact that we employ the “ki-
netic energy conserving” injection scheme these momenta
and velocities do not reflect those achieved on resolvable
scales in the simulations.
As in Bourne & Sijacki (2017), the jet injection region
is defined by a cylinder of constant opening angle such that
the ratio of radius to half cylinder height is set to 3/2. Un-
like our previous work we apply an additional criterion for
the minimum number of cells in each half cylinder such that
MNRAS 000, 1–31 (2020)
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n/s
cell > 10 and
Mcyl > 104 h−1M, where nn/scell is the number of cells within
the northern/southern half of the cylinder (these are not nec-
essarily the same) and Mcyl is the total mass of cells within
the whole cylinder. The jets are then injected equally into
each half cylinder, directed in opposite directions along the
z-axis. Cylinder gas cell properties are updated by injecting
mass, momentum and internal energy into the cells weighted
by the kernel function
Wi(r, z) =
Vi exp
(
− r2
2r2
cyl
)
|z|
Vweight
, (8)
where Vi is the cell volume, Vweight is the kernel function
normalisation factor such that
∑
i Wi(r, z) = 1, and r =√
x2 + y2 and z are cylindrical co-ordinates of the ith cell,
respectively. The weighting is performed separately for each
half cylinder, such that during a timestep dt, the total mass
and energy injected in to each half cylinder is equal to M˙J×
dt/2 and E˙J × dt/2.
By injecting the jets into a cylinder of pre-existing ma-
terial, they are by construction mass loaded by that mate-
rial. As discussed in Bourne & Sijacki (2017), this means
that there are a couple of ways in which the jet momen-
tum and energy can be injected. One option is to explicitly
conserve the outward momentum flux2 and update cell mo-
menta such that Equation (7) is conserved. Due to mass
loading, this would lead to the resulting jet kinetic energy
falling short of that required by Equation (5) and in or-
der to conserve energy additional thermal energy could be
added to the jet cells (e.g., Cattaneo & Teyssier 2007; Omma
et al. 2004). Alternatively, one can inject momentum such
that the resulting kinetic energy of the jet satisfies Equa-
tion (5) (e.g., Dubois et al. 2010; Gaspari et al. 2011, 2012;
Yang & Reynolds 2016b), however, in this case the mass
loading would lead to the total outward momentum flux ex-
ceeding that given by Equation (7). Following a number of
other works in the literature (e.g., Gaspari et al. 2011, 2012;
Prasad et al. 2015; Yang & Reynolds 2016b,a) that have
successfully reproduced features of cool-core (CC) clusters
in idealised setups, we adopt the latter approach here. This
is achieved by giving cells with initial mass, momentum and
kinetic energy of mi,0, pi,0 and Ei,0, a momentum kick along
the jet direction of
|dpi| =
√
2(mi,0 + dmi)(Ei,0 + dEtoti )− |pi,0|, (9)
where dmi is the mass of jet material injected into the cell
and dEtoti is the desired total energy gain of the cell. As
discussed in Bourne & Sijacki (2017), the total injected en-
ergy might not be conserved due to momentum cancellation,
therefore, if the actual gain in a cells total energy is less
than dEtoti , we correct for this by increasing the cells inter-
nal energy by an appropriate amount (typically accounting
for <∼ 2% of the injected energy).
Finally, we track jet material using two subtly different
tracers. The primary tracer, fJ = m
trace
J /mcell, which we will
refer to simply as the jet tracer, is defined for each cell as
2 Strictly speaking, provided equal momentum is given to both
jets, the symmetry of the injection means that net momentum is
always conserved and equal to zero.
the fraction of mass within that cell which has been within
the jet cylinder during an injection episode. For a given cell,
the tracer mass is set to the cell mass, i.e. fJ = 1, whenever
the cell is in the jet cylinder and the jet is active. The tracer
mass, mtraceJ , is subsequently advected between cells in line
with the total gas mass. We use this tracer to define lobe
material as any non-star forming gas (n < 0.26 h2 cm−3)
for which fJ > f
thresh
J . In Bourne et al. (2019), we noted
that while there is some freedom in the choice of f threshJ , a
cells internal energy should be dominated by jet material
in the regime where fJ 6 TICM/TJ, where TICM and TJ are
the typical temperatures of the ICM and jet-rich lobe ma-
terial, respectively. We found for our fiducial jet power that
f threshJ = 10
−2.5 provides a suitable threshold that coincides
with the point at which gas density (temperature) starts
to decrease (increase), transitioning from ICM like values
to lobe like values. In this work, however, we test different
jet powers and find that higher (lower) power jets result in
clearly higher (lower) temperature gas by roughly a factor of
a few. As such we choose a lower (higher) value of f threshJ for
the higher (lower) power jet run, as given in Table 1, noting
that this is not an exact art and as such the values chosen
reflect the approximate transition between jet and non-jet
material. Additionally, we inject a second tracer that tracks
the mass injected via Equation (2), minjJ , which like our pri-
mary tracer is advected between cells.
2.3 Refinement criteria
The standard refinement scheme within arepo acts to en-
sure that all gas cells have a set target mass within some
tolerance factor, however, the inclusion of the jet feedback
scheme requires additional refinement criteria that super-
sede this scheme. As mentioned above, the jet feedback
scheme relies upon the super-Lagrangian refinement (SLR)
scheme of Curtis & Sijacki (2015), in order to force high res-
olution close to the BH. The refinement region is defined as
a sphere of radius hbh such that the mass of cells within hbh
is approximately M(hbh) ' nbhngb×mtargetcell , where nbhngb = 32
is the number of neighbouring cells to the BH and mtargetcell is
the target gas cell mass. The SLR scheme ensures a smooth
transition in cell radii from rcell = hbh/2 at the refinement
region boundary to rcell = rBondi in the centre. Similar to
Bourne & Sijacki (2017), we employ a gentle de-refinement
(GD) criteria such that neighbouring cells can only merge if
the gradients between their properties are sufficiently small,
while also only allowing cells that satisfy fJ < 10
−2 to de-
refine. An additional jet refinement (JR) criteria is applied
whereby cells within a distance of 2rJ of the central BH are
refined if their mass meets the criteria
mcell
Mcyl
> (α− β)
(
r
rJ
)κ
+ β, (10)
where α = 10−3, β = 10−2 and κ =
[ln(1− β)− ln(α− β)] / ln 2. This ensures that the jet
cylinder is well populated while not becoming excessively
massive or large. Further, in this work we impose that the
jet lobes remain well resolved by implementing a jet fraction
refinement criteria (JFR) whereby cells with log10 fJ > −5
are refined if their volume exceeds V Jmin× [1− log10 fJ], and
similar to Weinberger et al. (2017), a volume refinement
criteria (VR) is used to ensure a smooth transition between
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Figure 1. Overview of cluster environment and jet evolution. The large central panel shows a column-density/temperature map of the
main cluster, projected through a box of 15 h−1 Mpc on a side, with the colour indicating temperature and brightness the gas density.
On the left hand side are three smaller stacked panels that show: a face-on temperature projection of the cold disc structure constituting
the BCG at the centre of the cluster (top), side-on column density map of the same structure (middle), and a temperature projection
of a cold substructure that falls into the cluster centre and interacts with the jet (bottom). The temperature projection of the BCG is
overlaid with velocity stream-lines while the the density projection shows line-of-sight velocity contours, illustrating the rotation of the
cold structure. To the right of the main panel is a grid of six mock-observations of different power jets (low to high power, from top to
bottom) at ∼ 20 Myr. The left hand column shows composite X-ray images, in which the different colours represent different energy
bands and the right hand column shows a X-ray/radio composite images in which the blue shows the high energy X-ray band and the
pink shows the synchrotron emissivity as a proxy for the radio band.
the sizes of neighbouring cells by limiting the maximum
ratio of neighbouring cell volumes to no more than eight.
In order to establish the high resolution region into which
the jet is injected, refinement criteria are activated at the
beginning of the simulation and the system is allowed to
evolve for ∼ 6 Myr, after which the jet is switched on,
corresponding to t = 0 in the following analysis.
2.4 Gas draining
As mentioned above, we assume M˙in is at a fixed Edding-
ton fraction, which we drain from certain cells within hbh to
ensure energy conservation (see below). The drain method
we adopt is almost identical to that adopted in Bourne &
Sijacki (2017), which is adapted from previous methods (Vo-
gelsberger et al. 2013; Curtis & Sijacki 2015). Specifically,
during a BH timestep of size dt, a mass of Mdrain = M˙in×dt
is removed from the cells that lie within a torus shaped re-
gion outside of the jet cylinder, aligned perpendicular to
the jet direction and with an opening angle of (pi − θJ), in
a mass-weighted fashion. Subsequently, the BH mass is in-
creased by ∆Mbh = M˙bh × dt (see Equation (4)) and a
mass of ∆MJ = M˙J × dt is added to the cells within the
jet cylinder following the same weighting as the energy and
momentum injection. Note that this method is designed to
conserve energy, not mass, as a fraction r/(1+ηJ) of Mdrain
is assumed to go into powering the jet during each timestep.
2.5 Cluster initial conditions
As mentioned above, the ICs for this work are taken from
a cosmological zoom simulations of a galaxy cluster evolved
to low redshift, assuming the WMAP-9 cosmological param-
eters (Hinshaw et al. 2013) Ωm = 0.2726, ΩΛ = 0.7274,
Ωb = 0.0456, σ8 = 0.809, ns = 0.963 and H0 = 70.4 km
s−1 Mpc−1 = h × 100 km s−1 Mpc−1, as in the original
Illustris simulations (Genel et al. 2014; Vogelsberger et al.
2014). The zoom-in region encompasses material that re-
sides within a volume spanning ∼ 30 h−1 cMpc across.
High resolution gas cells have a target mass, mtargetcell =
1.37 × 107 h−1 M and adaptive softening lengths equal
to 2.5 × rcell, while dark matter particles have a mass of
mdm = 4.83× 107 h−1 M with physical gravitational soft-
ening lengths set to 2.8125 h−1 kpc below z = 5.
Sub-grid models for gas radiative processes (Katz et al.
1996; Wiersma et al. 2009b), interstellar medium (ISM) and
stellar physics (Springel & Hernquist 2003; Springel 2005;
Vogelsberger et al. 2013; Wiersma et al. 2009a), and BH pro-
MNRAS 000, 1–31 (2020)
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z 0.0989
M500 2.82× 1014 h−1 M
M200 4.14× 1014 h−1 M
R500 763 h−1 kpc
R200 1178 h−1 kpc
Mcentralbh 2.17× 1010 h−1 M
Table 2. Summary of the physical cluster properties used as
ICs. These properties were calculated by the on-the-fly FoF and
subfind algorithms utilised in the original zoom-in simulation.
cesses (Di Matteo et al. 2005; Springel 2005; Sijacki et al.
2007) are almost identical to those employed in the origi-
nal Illustris project. In producing the ICs, the radio-mode
model of Sijacki et al. (2007) is employed during low Ed-
dington rate phases of BH growth. The feedback acts by
injecting hot bubbles of gas (to mimic radio lobes) around
accreting BHs whenever a BHs mass increases by a frac-
tion δBH. For the model parameters chosen in the orig-
inal Illustris project, namely δBH = 0.15, too much gas
was ejected from groups and clusters (Genel et al. 2014).
Therefore in this work we apply a gentler, albeit more fre-
quent bubble injection by setting δBH = 0.015, resulting in
a gas mass fraction of f500gas = 14% within R500, c for our
ICs. Key physical properties of the cluster calculated by the
on-the-fly friends of friends (FoF) and subfind algorithms
(Davis et al. 1985; Springel et al. 2001; Dolag et al. 2009)
at z ' 0.1 are provided in Table 2. Our cluster IC is visu-
alised in the central panel of Fig. 1, which shows the tem-
perature encoded by colour and column density encoded by
brightness projected through a 15 h−1 Mpc on a side box
centred on the central BH of the cluster of interest. Addi-
tionally, the radii r500, c = 763 h
−1 kpc and r200, c = 1178
h−1 kpc are indicated by the dot-dashed and dashed lines,
each of which contain total masses of 2.82 × 1014 h−1 M
and 4.14× 1014 h−1 M, respectively. The figure shows the
main cluster as the large region of hot ICM sitting at the
nodes of a major cold filament linking to a smaller cluster
in the top left of the image and as well as many smaller sys-
tems along filaments in other directions that contain many
galaxies.
The cluster and epoch was chosen as it shows no signs
of a recent AGN outburst and hence provides a relatively
“clean” environment into which we can inject the jets. A
detailed discussion is presented in Section 3.3.1 (while the
initial gas density, temperature and entropy radial profiles
are shown by the black lines in the left hand column of
Fig. 12), and here we simply highlight the existence of mul-
tiple gas phases within our simulations including ISM, warm,
ICM and jet lobe material. The largest contribution by cold
ISM can be seen within the central ∼ 10 h−1 kpc, where
there is a sharp drop in temperature and an increase in gas
density, caused by the existence of a ∼ 4 × 1010 M struc-
ture of cold gas. The top- and middle-left panels of Fig. 1
show temperature and density projections of this central
cold gas in the x-y and y-z planes, respectively. The cold
gas is in a disc-like structure, although presents distortions
in its shape, particularly evident in the density projection.
Although a full analysis is beyond the scope of this paper,
the structure is similar to the cold gas observed as optical
emission line nebula in the centres of some galaxy clusters
(e.g. Hamer et al. 2014, 2016, 2019). The structure rotates
about the potential minimum of the cluster, as illustrated
by the cold gas line-of-sight velocity contours shown in red
(away) and blue (towards) in the middle-left hand panel,
and the streamlines of the in-plane velocity shown in the
top-left hand panel.
For our simulation, we assume that the jet has a fixed
direction along the z-axis. Upon inspecting the density pro-
jection, it is evident that this is not perfectly perpendicular
to the plane of the cold disc, although this outcome is ex-
acerbated by the distorted disc shape. As such, particularly
for the bottom jet, there is some interaction with the cold
material which alters the jet propagation and lobe proper-
ties as discussed in our previous work (Bourne et al. 2019).
Additional cold material exists beyond the central cold disc,
which contributes to the population of structures that pass
near the brightest cluster galaxy (BCG), resulting in dynam-
ical interactions between the objects. Of significant interest
is an in-falling system that initially resides ∼ 65 h−1 kpc
from the cluster centre and interacts strongly with the bot-
tom jet lobe at later times. A temperature projection of this
object is shown in the bottom-left panel of Fig. 1 which
measures 50 h−1 kpc in length and is elongated along the
direction of travel. The system comprises of a number of
cold clumps enshrouded by the hotter gas of the bow shock
that points towards the upper-left of the panel.
3 RESULTS
3.1 Lobe evolution
3.1.1 Overview
As shown in our previous works (Bourne & Sijacki 2017;
Bourne et al. 2019), the jets inflate lobes of hot gas to the
north and south of the central galaxy that subsequently rise
through and interact with the ICM. During the inflation
phase, the jets have mean velocities of between 0.05−0.26 c,
from low to high jet powers respectively, although peak ve-
locities can be much higher, for example reaching up to
0.56 c for the high power jet. Such high velocities result
in shocks that can heat the lobe material to temperatures of
T ∼ 1011 K, which expands into the ICM leading to densi-
ties in the lobes that can reach a factor ∼ 1000 times lower
than the ICM density.
This evolution gives rise to a number of observable
signatures seen in real clusters such as X-ray cavities sur-
rounded bright rims as well as radio emission from jet ma-
terial. Example mock X-ray and radio observations for our
three different jet powers at ∼ 20 Myr are shown in the right
hand panels of Fig. 1. Mock X-ray data is produced using
pyXSIM (ZuHone et al. 2013) assuming a fixed metallicity
of 0.3 solar and that the cluster is at the same redshift as
the Perseus cluster (Fabian et al. 2006). Given that we use
an effective equation of state to model the ISM and do not
include molecular cooling in our simulations, we are unable
to reliably capture the thermal properties of cold dense gas.
Therefore, along with setting an upper temperature limit of
64 keV, we also apply the temperature-density cut of Rasia
et al. (2012) to remove gas satisfying TkeV < 3 × 106ρ0.25cgs ,
which ensures ISM and warm phase gas is neglected when
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Figure 2. Volume rendered images of the lobes as illustrated by the jet tracer in green, as well as ISM and warm phase material shown in
red. The images are organised into three main groups for each jet power, going from low-to-high power from top to bottom, respectively.
Each group consists of eight small panels, which show four different times (left to right) for two line-of-sight orientations (rotated by 90◦
about the z−axis with respect to each other), and a large panel to the right of each group which shows an enlarged version of the panel
at 49.4 Myr in the lower row, with velocity field lines overlaid. The figure illustrates how cold material interacts with the jet material,
in particular the southern lobe, which is disrupted by the passage of a cold structure. The figure also shows the relative survivability of
the lobes of different powered jets, with higher power lobes being more resilient to the cluster weather and surviving longer.
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8calculating X-ray maps. RGB composite images are shown
in the second column from the right, with each colour repre-
senting a different X-ray energy band (0.5− 1.2, 1.2− 2 and
2 − 7 keV, in red, green and blue, respectively). All three
images show gas at a range of energies, with cooler ICM gas
in the vicinity of the central disc structure and the previ-
ously mentioned in-falling substructure, clearly seen in the
low energy band. Additionally, cavities surrounded by X-ray
bright rims (predominantly present at higher energies) are
seen in all three cases but are most obvious in the high power
jet run, which shows large, elongated lobes and clear rims
around both the top and bottom lobe. On the other hand,
the low power jet produces much smaller and rounder lobes,
albeit still with clearly visible rims. Interestingly, while still
showing rims around both cavities, for the fiducial and high
power runs the top lobe rim is thinner and fainter than in
the low power run.
In the right hand column we present images that zoom
in to the cocoon region (as indicated by the dashed lines)
and show the high energy X-ray band (blue) overlaid by the
estimated synchrotron emissivity of the jet material (pink).
We calculate the expected synchrotron emissivity3 following
the calculation presented in Appendix B of Bicknell et al.
(2018) where a random magnetic field is assumed and the
magnetic and relativistic electron energy densities are taken
to be fixed fractions of the gas internal energy density. All
jet powers illustrate a clear radio bright jet structure along
with more diffuse material filling jet lobes. The low power
jet shows a more distorted morphology and appears bright
throughout, on the other hand the fiducial jet power appears
to contain several hot spots within the jet lobes themselves,
while the high power jet exhibits clear hot spots at the very
ends of the jets. It is interesting to note that while the high
power jet appears more like a FR-II source (Fanaroff & Ri-
ley 1974), the low power jet is much more similar to a typ-
ical FR-I source and the fiducial power jet sits somewhat
in between, with its extended top lobe but rounder bottom
lobe. Ehlert et al. (2018), who performed jet simulations
in an idealised environment found a transition at a similar
power to us, although the high resolution study of Mas-
saglia et al. (2016) found a transition at a somewhat lower
power of PJ ∼ 1043 erg s−1. While Ehlert et al. (2018) found
that they could achieve a transition at a lower power with
improved resolution, we note that at least some of the mor-
phological features observed in our simulations are driven by
the interaction of the jet with the cluster environment, most
clearly illustrated by the fiducial power run in which the in-
teraction of the bottom jet lobe with the cold disc drives its
morphological difference to the top lobe. The radio images
also show fluctuations along the jet axis (especially clear in
the high and fiducial power jets), consistent with the inter-
nal shocks that occur along the jet axis (for further details
see Section 3.2.2).
3 Here we are simply interested in morphological features and the
relative brightness of regions within each individual object and
as such, for simplicity, we do not carry out the full calculation of
the radio-spectrum, including free-free absorption, as presented
in Bicknell et al. (2018), which is beyond the scope of this paper.
3.1.2 Lobe dynamics
The long term evolution of the jets is shown for all three jet
powers in Fig. 2, which comprises of volume rendered im-
ages of the jet lobes (fJ > f
thresh
J and n < 0.26 h
2 cm−3) as
illustrated by the jet tracer in green, while red colours indi-
cate warm and cold ICM material. Each horizontal collection
represents a different jet power, as labelled. Within each col-
lection there are eight small panels that, from left to right,
show the evolution of the system, with the top and bot-
tom rows showing views that are rotated by 90◦ about the
z−axis with respect to each other. The larger panel in each
collection shows a clearer view of the jet lobes at 49.4 Myr
along with the in-plane velocity field shown by the coloured
arrows.
This figure illustrates a number of interesting processes;
firstly at early times we see the somewhat classical double
lobe structure emerging above and below the central galaxy.
By the time the jet switches off there are clear asymmetries
between the bottom and top lobes for all three jet pow-
ers, with the top lobes typically being elongated and rather
narrow, while the bottom jet lobes are shorter and more
round, somewhat similar to Abell 4059 (Heinz et al. 2002)
and Abell 2052 (Blanton et al. 2001). These differences are
driven by the interaction of the bottom jet lobes with the
cold gas (Bourne et al. 2019). Once the jet action halts,
the lobes initially rise through the cluster atmosphere, but
are ultimately at the mercy of the cluster environment with
their evolution being very different from a simple picture of
buoyant rise in a hydrostatic atmosphere.
After ∼ 40− 50 Myr, a shredded cold substructure, di-
rectly interacts with the bottom lobe, first compressing and
then disrupting it. Additionally, as shown in the lower pan-
els, at later times the lobes have clearly moved horizontally
with respect to each other, with the top lobe being pushed
by bulk ICM motions, which are more clearly illustrated
by the velocity streamlines in the large panels on the right
hand side. As well as the high velocity material within the
in-falling substructure, the large panels show the velocity
of the ICM itself, with a general bulk motion moving down
and from the top left and across to the right, driving the
motion of the top lobe, especially in the cases of the fiducial
and high power jets. The jet lobe sizes and lifetimes increase
with jet power: while the low power jet lobes are completely
absent from the 100 Myr panel, and very little of the fiducial
power jet lobes remain (mostly the top lobe), having been
completely destroyed by the ICM weather and mixed in with
the ambient medium, the top lobe of the high power jet run
still appears prominently along with the diffuse remains of
the bottom lobe.
A comparison of the lobe dynamics for different jet pow-
ers is shown in Fig. 3. The left hand panel shows the evo-
lution of the mass-weighted average position of lobe mate-
rial for the top and bottom lobes in the low (red), fiducial
(green) and high (blue) power jet simulations, with aver-
ages calculated using the total cell masses over all cells with
fJ > f
thresh
J for the relevant jet power. Starting at the ori-
gin the lines get darker with time up to a maximum value
of 100 Myr, with each segment representing the value from
a single snapshot and the segment width being the mass-
weighted standard deviation of the z − y positions of cells
within the jet lobes. All three jet powers show somewhat
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Figure 3. Overview of the dynamical evolution of the jet lobes for different jet powers. The panel on the left shows the mass-weighted
mean position of each jet lobe for the low (red), fiducial (green) and high (blue) power jet runs. Points are calculated for every snapshot
and become darker with time (intensity matches that used for figures on right hand side), which, on average, are at 1.3 Myr intervals
and in total span a 100 Myr period. The width of each point shows the dispersion about the mean lobe cell positions, with thicker lines
indicating a more extended lobe. The six panels on the right hand side show time-averaged location of the lobes, i.e. each pixel shows
the mass-weighted time at which injected jet material resides along that line-of-site. Light colours indicate where jet material resides
at early times, and the colours get darker for later times. Each column represents a different jet power, from low-to-high, left-to-right,
respectively. While the two rows show the top (red) and bottom (blue) lobes. Additional dotted vertical and horizontal lines that intersect
at the origin are overlaid to emphasise the spread of the jet material.
similar behaviour as the lobe material initially travels almost
directly vertically along the trajectory of the jets, with the
distance travelled increasing with jet power. Once the jet
turns off, the top lobe material is pushed to the right by
the ram pressure of bulk ICM motions for all jet powers,
and while the fiducial and high power jet top lobes con-
tinue to rise as they are pushed across, for the low power
jet, the mean z position of the top lobe begins to decrease
as the lobe is pushed to the right. Comparing vertical and
horizontal motions, we see that the ICM driven horizontal
motion becomes increasingly more important compared to
the buoyant motion of the top lobe for lower power jets. The
effect of the in-falling substructure that impacts the bottom
lobe is also evident in this plot; with the average trajectory
of the bottom lobe material in the low and fiducial power
jets being completely reversed as they move upwards, while
in the case of the high power jet its progress appears to stall.
The right hand panels of Fig. 3, provide an alternative
view of the time averaged position of injected jet material,
which has been separated into the top and bottom lobes in
the top and bottom rows, respectively. Specifically, the maps
show the mass-weighted time at which material resides along
a particular line-of-sight. Specifically, for each pixel (line-of-
sight), the mean time is calculated as
t¯(y, z) =
ΣtΣim
inj
J,i(t)× t
ΣtΣim
inj
J,i(t)
, (11)
where minjJ,i(t) is the mass of injected jet material within the
ith cell, the sum over i includes all cells with fJ > f
thresh
J
separately for the top and bottom lobes and the the sum
over t (time), is taken over all snapshots. As such, light
regions indicate a line of sight that was populated by jet
material earlier, but becomes less populated, while darker
regions indicate lines of sight populated by jet material at
later times. By and large, these lobe material maps corrob-
orate what is shown in the left hand panel; while at early
times the injected jet material resides largely along the jet
axis, at later times the top lobe material is pushed to the
right by the bulk motions in the ICM, while the bottom lobe
material gets pushed upwards. Although from these panels
it is possible to see more structure in the lobe material and
infer more about their dynamics; the redistribution of the
material in the low power jets seem more extreme when com-
pared to more powerful jets and involve the bulk of the jet
material being moved coherently by the ICM in the same di-
rection. On the other hand, for the higher power jets, there
are distinct “late-time” regions, where material is pushed in
different directions, particularly for the bottom lobe mate-
rial, which explains why the trajectory of the bottom lobe in
the high power run (as shown in the left hand panel) appears
to stall. An additional point to remember is that these plots
do not convey the total mass of jet material still residing
in the lobes, and as we saw in Fig. 2, the lower power jet
lobes are more readily disrupted and so the total fraction of
jet material still within the lobes at later times is smaller
than for higher power lobes. Overall, this figure illustrates
the significant role that the inherent ICM velocity field can
have on the trajectories of jet lobes. Such displacement of
lobes due to ICM bulk motions have been seen in previ-
ous works (Bourne & Sijacki 2017; Sijacki et al. 2009) and
could provide an explanation as to why relic lobes appear
along different trajectories without invoking large angle jet
precession (see e.g. Babul et al. 2013; Dunn et al. 2006a).
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Figure 4. Evolution of jet lobe energy content is shown in the top panel, split into the thermal (blue), total kinetic (red) and turbulent
(green) components. The total injected energy is shown by the dotted line, while the total (thermal+kinetic) energy content of jet lobe
material (fJ > f
thresh
J ) is shown by the solid black line. Additionally the dashed cyan and magenta lines show estimated lobe energy
loss due to PdV work and mixing, respectively. While the jet is active ∼half of the total injected energy remains in the lobe and ∼ half
goes into the ICM. The grey shaded region indicates the period over which the jet is active. Clearly, the thermal component dominates
the lobe energy, while the turbulent component dominates the total kinetic energy. In the bottom panel, we show the evolution of four
mixing related quantities, namely the lobe energy normalised by the total injected energy (solid), the injected jet mass within the lobe
normalised by the total injected mass (dashed), the total lobe mass normalised to its maximum value (dot-dashed), and the lobe volume
normalised by its maximum value (dotted).
3.1.3 Lobe energetics
The evolution of the lobe energetics is of interest for a num-
ber of reasons; information such as what form the energy
is in, how much energy is retained by the lobes versus that
lost to the ICM, and where, when and how this energy is
lost can help us to understand the ICM heating mechanisms
involved. Additionally, understanding how the energy con-
tent of lobes evolves and the amount of energy that goes
into PdV work can inform jet energy estimates made from
observational studies (e.g. Rafferty et al. 2006; McNamara
& Nulsen 2007; Nulsen et al. 2007; Dunn & Fabian 2008;
Fabian 2012). The three main panels in Fig. 4 show the
evolution of the lobe energy content for each jet power, nor-
malised by the total injected energy (
∫ 20 Myr
0
PJdt) to enable
clear comparison between the different runs. The total ther-
mal plus kinetic energy of the lobe material is shown by the
solid black line, the individual thermal, total kinetic and
turbulent kinetic energies are shown by the blue, red and
green solid lines, respectively, and the total injected energy
is shown by the dotted black line. Estimated lobe losses due
to PdV work and mixing are shown by the dashed cyan and
magenta lines, respectively. The grey shaded region indicates
the period over which the jet is active and the horizontal dot-
ted lines indicate 1, 5, 10 and 50% of the total injected en-
ergy. Additionally, the three lower panels show the evolution
of other lobe properties of interest, namely the ratios of the
lobe energy to injected energy (Elobe/Einj, solid line), tracer
mass in the lobe to total tracer mass (M lobeJ /M
tot
J , dashed
line), total lobe mass to maximum lobe mass (Mlobe/M
max
lobe ,
dot-dashed line) and lobe volume to maximum lobe volume
(Vlobe/V
max
lobe , dotted line).
Before discussing the results, we briefly outline how cer-
tain components of this plot are estimated. Turbulent en-
ergy is calculated using the turbulent velocities of each lobe
cell, which are estimated by subtracting the mean veloc-
ity vector of the relevant lobe from the cells velocity vector
(see e.g., Weinberger et al. 2017; Ehlert et al. 2018; Bourne
et al. 2019), noting that to avoid contamination from the
high bulk velocity of the jet itself, cells with |vz| > vmeanJ ,
where vmeanJ is defined in table 1, are neglected when esti-
mating the turbulent velocity. As in Bourne et al. (2019), the
PdV losses are estimated between consecutive snapshots as
∆EPdVlobe = P lobe ×∆Vlobe, and summed to find the cumula-
tive losses with time, where P lobe and ∆Vlobe are the mean
lobe pressure and change in lobe volume between between
consecutive pairs of snapshots, respectively. Mixing losses
are similarly calculated between consecutive snapshots as
∆Emixlobe = lobe ×∆MmixJ , and summed, where
lobe =
∑
lobe
mcell
(
1
2
v2 + u
)
∑
lobe
minjJ
, (12)
is the lobe energy per unit mass of injected material4, and
lobe and ∆M
mix
J are the average lobe and change in mass
4 Note, as discussed in Section 2.2, injected jet material, minjJ , is
the mass added via the jet by Equation 2.
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of injected jet material mixed into the ICM between pairs
of consecutive snapshots, respectively.
First we consider the lobe energy content during the
inflation phase. For all three jet powers, we find that in gen-
eral the combined thermal and kinetic energy of the jet lobes
accounts for ∼ half of the injected jet energy (see also e.g.,
Hardcastle & Krause 2013; Bourne & Sijacki 2017; Wein-
berger et al. 2017), with values of 51.7, 48.9 and 46.3% of
the cumulative injected energy residing in the low, fiducial
and high power jet lobes, respectively, shortly before the jets
switch off. The only large departure from this behaviour oc-
curs in the first few Myr of jet injection, where the fraction
of injected energy in the lobes peaks at 70− 80% before sig-
nificant expansion and mixing has occurred. It is also clear
for all three jet powers, that the thermal component dom-
inates despite the jets injected being in the form of the ki-
netic energy. As discussed in Bourne et al. (2019), this is
due to shocks driven by the fast jets rapidly heating the
lobe gas and resulting in only ∼ 5− 6% of the jet energy re-
siding in the lobes as kinetic energy by 20 Myr, which itself
is dominated by the turbulent component that accounts for
∼ 70− 80% of the lobes total kinetic energy.
Given that the lobes retain only half of the jet energy
during inflation, the other half must be communicated to the
ICM. Based on our simulations, we find that mixing is sub-
dominant during the inflation phase, contributing between
8% of the injected energy from the low power jet down to
2.6% for the high power jet. On the other hand, the PdV
work done against the ICM through the action of inflating
the jet lobes accounts for between 37.4% and 42.5% of the
injected energy from the low to high jet powers, respectively.
As discussed in Section 5.4 of the review article by McNa-
mara & Nulsen (2007), the amount of PdV work done on the
ICM in inflating a lobe and how this energy manifests itself
within the ICM depends on how rapid or “explosive” the
lobe inflation is. If the lobe inflation is slow (adiabatic), the
ICM can be compressed and sound waves can be driven; on
the other hand, if the inflation is fast, the expansion drives
shocks into the ICM, generating entropy as kinetic energy is
irreversibly dissipated as heat in the ICM. While we explore
the specifics of the energy communication for different jet
powers later on in Section 3.2, Fig. 4 already shows that the
fraction of injected energy going into PdV work increases
with jet power, inline with the above mentioned theoretical
expectation.
An additional point to consider is how well instanta-
neous PV estimates, i.e. using the instantaneous lobe pres-
sure and volume, compares to the true integrated PdV
estimate. By the end of the inflation phase, the ratio of
PV :
∫
PdV = 0.82, 0.72 and 0.64 in the low, fiducial and
high power jet runs, respectively, reflecting the fact that the
assumption of PV ∼ ∫ PdV only holds if the lobe pres-
sure remains roughly in equilibrium with the ICM pressure,
i.e. for slow adiabatic inflation of the lobes. This assump-
tion clearly breaks down here and becomes less accurate
as the jet power increases and the lobe inflation becomes
more explosive. This in turn impacts our ability to estimate
jet powers and the energies needed to inflate lobes from
observations. Specifically, the instantaneous lobe enthalpy,
H = Ethermlobe + PV = γPV/(γ − 1), is often taken as a mea-
sure of the jet energy needed to inflate a lobe, however, from
our simulations we find that the ratio of H : EinjJ = 0.77,
0.73 and 0.68 for the low, fiducial and high power jets, re-
spectively. In other words, the lobe enthalpy underestimates
the energy needed to inflate the lobes in our simulations by
at least 23% in the low power case and up to 32% for the
high power jet, suggesting that the lobe enthalpy should be
seen as a lower limit on the required energy.
While the differences between the partition of energy
for different jet powers are quite small during the lobe infla-
tion phase, after the jets are switched off and the differences
become more apparent. All runs show a sudden drop in the
kinetic energy component as the jet action stops, accompa-
nied by a drop in the thermal energy component, which is
no longer replenished by shocked jet material. Most inter-
estingly we see that while the energy lost due to mixing con-
tinues to rise, there are significant differences in the fraction
of energy in this component between the different jet pow-
ers, with the low power jet being more susceptible to mixing
than the higher power runs. As highlighted in Section 3.1.2
and Bourne et al. (2019), the lobes become susceptible to
the cluster weather once the jet switches off, resulting in the
jet material being effectively mixed with the ICM. Although
some previous works have suggested that small scale insta-
bilities are able to effectively mix lobe material with the
ICM (Hillel & Soker 2016, 2017), we previously showed that
by implementing appropriate refinement criteria our method
results in limited instability and numerical mixing (Bourne
& Sijacki 2017). We therefore stress that the efficient mix-
ing seen at late times in the simulations presented here is
predominantly driven by ICM and substructure motions dis-
rupting the lobes. By 100 Myr we estimate that while only
23.4% of the jet energy has been mixed into the ICM for
the higher power jet, this jumps up to 71% in the case of
the low power jet, suggesting that the lower power jet is
more susceptible to the cluster weather. We also note that
while the different values of f threshJ chosen for each run can
impact the mixing rate, in a more detailed mixing analysis
in Section 3.2.3, we show that our conclusion is valid irre-
spective of the chosen value of f threshJ . What is also evident
is that the stark differences in the levels of mixing lead to
stark differences in the amount of energy retained by the jet
lobes, with the low power jet lobes retaining only 2.4% of
the injected energy by 100 Myr, while the high power jet
retains 28.6%.
Finally, when considering the PdV work, apart from
the high power jet run, in which the cumulative PdV re-
mains flat after the jet switches off, there is a decrease in
the cumulative PdV , suggesting that work is done on the jet
lobes. From the lower panels, we see that for all jet powers,
the peak lobe volume and masses are not reached until after
the jet switches off. In the case of the volume this occurs
between a few to ∼ 15 Myr after the jet action halts, while
the peak in lobe mass occurs later with the exact times de-
pending on the jet power. The peaks occur earlier for low
power jets and the subsequent declines appear steeper when
compared to the higher power runs. The fact that the lobes
continue to entrain material and gain mass even after their
volumes begin to decrease suggests that the lobe material
is being compressed, which naturally results in the decrease
in cumulative PdV losses. The effect of such compressive
action is particularly evident at around ∼ 40 Myr, where
the lobe thermal energy content shows a distinct bump and
a corresponding dip in the PdV losses, especially in the low
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Run rout
h−1 kpc
∆Etherm
Etotinj
∆Ekin
Etotinj
∆Epot
Etotinj
low 108 6.0± 5.4% 28.1± 1.7% 72.3± 22.5%
fid 116 40.8± 1.5% 8.8± 0.3% 55.6± 4.5%
high 137 58.5± 1.2% 8.7± 0.1% 52.7± 1.4%
Table 3. Differences in the thermal (gas), kinetic (gas) and po-
tential (gas + stars) energy between runs with and without jets,
calculated within rout at 90.2 Myr and normalised by the total
injected jet energy for the corresponding simulation. Note that
rout is defined as the outer radius of the main peak in δU/U as
shown in Fig. 5.
and fiducial jet runs, and is the result of the in-falling sub-
structure discussed in Section 3.1.2 impacting the bottom
lobe. However, compression is not the only mechanism that
can effect our PdV estimate, as any process that changes ei-
ther the lobe pressure or volume can change our calculation.
Once the lobes begin to lose significant amounts of mass, the
corresponding volume of the lost material will also impact
our estimates of PdV losses and as such, we suggest that
these estimates begin to break down more the further the
system evolves beyond the mass peak.
3.2 Energetics: from jet to environment
3.2.1 Where does the energy go?
In any numerical experiment, it is desirable to have a con-
trol against which to compare setups that test the physics in
question; in our case the run without a jet acts as a control
against which to compare runs with different power jets. For
example, in order to understand how the jets effect the ener-
getics of the system one could compare differences in certain
energy components between the runs and at different times.
However, it is important to remember that, like the simula-
tions with a jet, the one without jet feedback itself evolves
in response to various physical processes and that the non-
linear nature of the evolution of the mechanisms involved
means that differences observed in systems’ properties may
be a result of both the direct and indirect impact that the
jet (or lack thereof) has on its environment.
Specifically, the action of a jet can directly change the
properties of the ambient medium, which not only directly
increases the energy content of the system, but additionally
impacts other physical processes such as radiative cooling
rates and star formation (and hence stellar feedback), com-
pared to those in the non-jet run. As such, any difference
found in the energy content of the two systems is a combi-
nation of both the energy directly injected by the jet and
energy gains/losses that arise from the other physical pro-
cesses that are themselves impacted by the action of the jet.
Hence, the difference in energy between a jet and non-jet
run can exceed the total energy input of the jet, as is the
case for the high power jet run (see Table 3). In addition
to the non-linear nature of the physical processes and their
inter-dependant evolution, the stochastic nature of simula-
tions and the effect that small perturbations (such as the
very process of jet launching) can have on the system5 can
5 For example, when a jet is launched, the constituent cells re-
also result in differences between runs (see e.g., Keller et al.
2019). While such differences appear as only very small fluc-
tuations when compared to the whole system and do no
change the global properties, they can be large compared to
the total injected jet energy, especially for the low power jet.
Therefore one has to bare these points in mind when inter-
preting differences in the energetics between different simu-
lations, and in the following analysis we have taken care to
minimise and discuss the impact that said influences could
have on our results.
To explore where the energy that was in the jet ulti-
mately resides in the system, we first compare the evolution
of the fractional differences in the mass and energy profiles
of the clusters with and without jets, as shown in Fig. 5.
The rows, from top to bottom, show the fractional differ-
ence in mass, thermal energy and kinetic energy as a func-
tion of radius, and from left to right for the low, fiducial and
high power jets, respectively. Note that values calculated for
the low/high power jets have been doubled/halved in order
to fit all three jet powers on the same y-axis and that all
curves have been smoothed using a Gaussian filter with a
standard deviation of 1.5 h−1 kpc to reduce noise. The dif-
ferent coloured lines show the systems at different times as
indicated by the legend below the figure, while the solid
and dotted lines show values calculated with and without
jet material included, respectively, with all quantities calcu-
lated within radial bins of fixed width dr = 1.5 h−1 kpc.
Finally, the small vertical lines at the bottom of each panel
define an influence radius, rout, calculated as the outer ra-
dius after the main peak in δU/U , i.e. the radius at which
it returns to zero.
Firstly, for all three jet powers, the qualitative be-
haviours are similar for all fractional changes, albeit with
higher power jets exhibiting more well defined, larger (not-
ing the re-normalisation), broader and longer lived changes.
Considering the fractional mass difference (δM/M , top row),
the effect of the jets can clearly be seen, with the inflation
and subsequent rise of the lobes sweeping up and displac-
ing gas to larger radii, as indicated by the combination of
a positive peak in δM/M moving outwards and flattening
with time with clear mass reductions at small radii in the
jet runs. The similarity of the δM/M curves with and with-
out jet-material in the top row illustrate that this change is
dominated by non-jet material and we note that the higher
the jet power, the more mass that is displaced. Additionally,
we note that while at early times the main peaks exist at
r <∼ rmaxlobe , where rmaxlobe is the maximum radius of lobe mate-
rial, at later times (and particularly for the low and fiducial
power jets) the peaks occur beyond rmaxlobe and may be related
to the continued propagation of the weak shock/sound wave
generated by the initial lobe inflation. While in some cases,
particular in the low jet power run, small fluctuations are
present beyond the main peak, they are very subdominant
compared to the apparent influence of the jet.
The displacement of mass to larger radii results in an
increase in the systems potential energy compared to the
quire a short time-step. Criteria that limit the relative positions
of neighbour cells on the time-step hierarchy can result in the
propagation of time-steps far from the jet itself that are smaller
than in the run without a jet.
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Figure 5. Changes in radially averaged quantities between jet and non-jet runs. From top to bottom, the rows show the radial fractional
difference in mass, internal energy and kinetic energy, with each jet power, from low to high, shown in each column from left to right,
respectively. The profiles are calculated at different times and shown in different colours, as given by the key, and are presented both
with and without jet lobe material included, by the solid and dotted lines, respectively. Additionally, the low/high power run quantities
have been doubled/halved, to allow all three jet power runs to be plotted on the same y−axis and we have defined a time-dependent
influence radius, rout, indicated by the small ticks at the base of each panel and defined by the outer edge of the main δU/U peak.
run without a jet. We find that jet feedback leads to a net
gain in the potential energy of baryonic material within the
central region of the cluster. In order to both quantify and
minimise the effect that small fluctuations seen at large radii
in the δM/M profile may have on the net difference in po-
tential energy of a given jet run with respect to the non-jet
run, ∆Epot, we perform averaging over spheres. Specifically,
we calculate ∆Epot within multiple spheres that have outer
radii ranging from rout to 1.25×rout at 1.5 h−1 kpc intervals
(matching the bin widths in Fig. 5), and take the standard
deviation in these values as the associated error.
We present the average values of rout and ∆Epot/E
inj
tot at
90.2 Myr for each jet power in the second and final column
of Table 3, respectively (note we discuss the thermal and ki-
netic energy differences below). We find that the associated
error is large for the low power jets and decreases for higher
powers, although this may be expected given that the values
are given as a percentage of the total injected energy, which
is obviously smaller for lower power jets. However, despite
the large error for the low power jet, the average value is
still consistent with that of the fiducial and high power jets,
which implies that systems including jets exhibit potential
energies that are the larger than those of non-jet systems by
>∼ 50% Etotinj .
Some previous simulations have found smaller values,
for example in our earlier work (Bourne & Sijacki 2017),
we found for a non-radiative run ∼ 16% of the inject en-
ergy ended up as potential energy (see also Hardcastle &
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Krause 2013), however, these simulations only considered
values while the jet is active and did not capture the buoyant
rise and further displacement of mass after the jets switch
off. On the other hand Weinberger et al. (2017) performed
simulations that tracked the post-inflation rise of the lobes
and found that ∼ 40% of the jet energy goes into the poten-
tial energy of the system, much closer to the values we find
here.
Finally, while it has been suggested that most of the
jet energy ultimately ends up in potential energy of the sys-
tem (e.g., Mathews 2009; Mathews & Guo 2011; McNamara
& Nulsen 2007), it is also important to remember that, as
mentioned above, here we measure the net difference be-
tween two systems (jet vs. non-jet) at one instance in time
and capture the combined effect of the jet action pushing
the mass in one direction and the lack of jet heating possi-
bly pushing the mass in the opposite direction. In fact, if we
instead measured the change in the potential energy within
r < 150 h−1 kpc between t = 0 and t = 90.2 Myr separately
for each run, we would find net losses of potential energy
irrespective of whether or not jet feedback is included as
gas in general flows into this region, but the action of the
jets can reduce the net inflow in the runs where they are
included (see also Guo et al. 2018).
Next we consider variations in the thermal energy,
δU/U , shown in the middle row of Fig. 5. While the size
and positions of the troughs are similar to those for δM/M ,
the peaks are typically larger and the solid and dotted lines
no longer follow so closely, in particular at early times and
for more powerful jets. Considering all gas (solid lines), while
there are clear similarities between the troughs in δU/U and
in δM/M , at small radii the drop in energy is due to the re-
moval of mass, while the larger increases in δU/U at larger
radii indicate that the gains in thermal energy here are not
caused by mass redistribution alone and must also include
heating due to the jet action.
When jet material is not included, differences can be
seen in the δU/U curves, which are more pronounced for
higher power jets at earlier times and at smaller radii, where
the energy in the jet material makes a significant contribu-
tion to the total energy budget. This fits with the picture
drawn in Section 3.1.3, whereby during inflation, the jet
lobes retain a significant fraction of the jet energy within the
central region of the cluster. Thereafter this energy is trans-
ferred to the ICM at ever larger radii as the lobes move
through the cluster atmosphere and are disrupted by the
cluster weather. As in the case for the δM/M curves, the
prominent peaks correspond well to the outer regions of the
jet feedback influence and any fluctuations beyond this re-
gion are small compared to the total thermal energy of the
environment.
We estimate the difference in thermal energy content
between jet and non-jet runs, ∆Etherm/E
tot
inj , in the same
manner as for the potential energy and for each jet power we
list it in the third column of Table 3. Again we find that the
associated error is largest for the low power jet, however it
is considerably smaller than for the corresponding potential
energy estimate. Taking the estimates at face value, we find
that the difference in thermal energy between jet and non-
jet runs, as a percentage of jet power, increases with jet
power. In other words, more powerful jets appear to be more
efficient at heating the ICM.
This makes sense physically for a couple of reasons.
First, as we show later on in Section 3.2.2, higher power jets
are able to drive stronger shocks into the ICM and hence not
only convert more of their energy into thermal energy, but
also heat gas to higher temperatures that has longer cooling
times and therefore remains in the system longer. Second,
from Fig. 4, we found that the higher power jet lobes retain
a larger fraction of the injected energy at late times, given
that radiative cooling is much more efficient in the ICM than
in the jet lobes (where it is negligible). Hence, any thermal
energy that is mixed into the ICM has a higher chance of
being radiated away, and so the longer that energy can be
retained in the low density, high temperature jet lobes the
more thermal energy the system is likely to retain.
Finally, the fractional differences in kinetic energy
shown in the bottom row of Fig. 5 have a less well-defined be-
haviour. For all three jet powers, δK/K shows far more fluc-
tuations and although in the high jet power run the peaks
behave in a similar fashion to the fractional changes in mass
and thermal energy, with larger peaks forming at small radii
early on before moving to larger radii and flattening with
time, this behaviour is less obvious at later times in the
fiducial power jet run, and is essentially non-existent in the
low power jet run. We also note that at some times, the fluc-
tuations seen at radii beyond rout appear rather large, for
example the red bump occurring in the low power run just
below 50 h−1 kpc. This suggests that differences driven by
the stochasticity of the simulation (Keller et al. 2019) (for
example the possibility of substructures on slightly different
orbits in different runs) potentially have a greater effect on
the kinetic energy compared to other quantities.
With this caveat in mind we present values of
∆Ekin/E
tot
inj at 90.2 Myr in Table 3, but caution that al-
though by this time the fluctuations beyond rout appear
small, the larger fluctuations at earlier times may now re-
side within rout and contribute to our estimate for the ki-
netic energy difference. This could explain why we find that
the low power jet run seemingly contains a larger fraction of
the injected energy in the kinetic form than the fiducial and
high power jet runs, which both contain ∼ 8 − 9% of Etotinj .
On the other hand, if we take these values as solely being
driven by the jet feedback, a possible physical explanation is
that higher power jets result in lower kinetic energy differ-
ences (and higher thermal energy differences) because they
thermalise a larger fraction of their kinetic energy through
shocks (as we will show in Section 3.2.2), and are potentially
more effective at inhibiting/thermalising bulk flows within
the ICM (for example, see right hand panels of Fig. 2, where
the ICM velocity fields are more readily disrupted by higher
power jet lobes). However, in order to definitively confirm
whether or not this picture is correct, it will be necessary
to perform simulations covering a wider range in parameter
space in terms of both jet power and cluster environment,
which is beyond the scope of present work.
3.2.2 Shocks and sound waves
As already highlighted in Section 3.1.3, the primary chan-
nels through which the jet lobes lose energy to the ICM
is PdV work done by their inflation against the ICM and
mixing of hot lobe material into the ambient ICM. In this
section we look in more detail at the former of these two
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Figure 6. Dissipation-weighted Mach number projections, showing different jet powers, low to high, in each column from left to right,
respectively, and at different times, increasing down each column. The projections are performed through boxes with a depth equal to
1/5th the box width, for two different shock finder setups that correspond to the standard finder in yellow/orange and weak shock finder
in grey-scale. The figure illustrates that higher power jets typically produce stronger shocks for longer. It is also worth noting that in all
runs the weak shock finder detects a feature propagating away from the jet lobes that is consistent with a sound wave driven into the
ICM.
processes and, in particular, discuss where and when shocks
and sound waves are important, as well as how they compare
for jets of different power. In an explosive-like feedback sce-
nario, the jet lobes are initially significantly over-pressured
compared to the ambient medium and expand rapidly, driv-
ing strong shocks into the ICM whereby a large fraction of
the PdV work done in expanding the lobes will be communi-
cated to the ICM. On the other hand, in the case of a gentler
feedback, where the lobes remains roughly in pressure equi-
librium with the ambient medium, they will expand more
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slowly, only driving weak shocks (if any) and sound waves,
and acting to compress and displace the ambient gas, mean-
ing that only a small fraction of the PdV energy will be re-
alised to the ICM via shocks (see e.g., McNamara & Nulsen
2007).
Here we define shocks in our simulation using the shock
finder of Schaal & Springel (2015), where cells need to
meet three key conditions to constitute the shock zone.
Namely, the finder must detect compression (∇ · v < 0),
guard against misclassifying weak shocks and contact dis-
continuities (requiring ∆ log T > log[T2/T1]|M=Mmin and
∆ logP > log[P2/P1]|M=Mmin), and avoid detecting spuri-
ous shocks such as in shear flows (requiring ∇T · ∇ρ > 0).
Using the results from the shock finder, Fig. 6 shows
dissipation-weighted Mach number projections for low-to-
high jet powers and at different times, where the projection
is performed through a distance of one fifth the box width.
Schaal & Springel (2015) set a minimum shock number of
Mmin = 1.3 when applying the criteria outlined above and
our results using this setting are shown in the yellow-orange
colour maps. Additionally, we attempt to find weaker shocks
by running the finder with Mmin = 1.1, as shown by the
grey-scale colour maps. Finally, the footprint of the jet lobe
material is shown by the solid grey contour. In general, at
early times the jets undergo internal shocks and drive bow
shocks, inflating lobes of hot plasma that continue to expand
into the ICM. As the system evolves, the initially rapid ex-
pansion of the lobes slows and the shocks driven into the
ICM weaken and broaden into sounds waves. At late times,
strong shocks are again visible at the end of the bottom lobes
as the substructure mentioned previously moves through the
ICM and interacts with the bottom lobe.
Comparing the three jet powers, it is clear that as the
jet power is increased the quantity and strength of shocks
increases, with the low power run showing very few strong
shocks at early times only, while the high power jet shows
strong shocks throughout the jets’ lifetime and even for a
short period after the jets switch off. All jet powers show
weak shocks, which at later times detach from the lobes
and travel at roughly the local sound speed in all direc-
tions, suggesting that the shocks have broadened into sound
waves. We note that the Mach numbers of shocks driven
into the ICM in our simulations are consistent with those
observed in real galaxy clusters (e.g., Fabian et al. 2006;
Forman et al. 2007; Croston et al. 2011; Sanders et al. 2016;
Graham et al. 2008) and that the behaviour found between
jet power and shock strength is in agreement with previous
simulation work (e.g., Ehlert et al. 2018).
Shocks can play two very distinct roles in the jet feed-
back process, namely i) thermalising the kinetic jet and in-
flating the lobes of very hot gas, and ii) heating the ICM
due to shocks driven by the expansion of the jet lobes. To
understand the first of these processes, we consider shocks
that occur within jet material (based on the jet tracer def-
inition), which we call “internal” shocks, versus those that
occur in non-jet material. In Fig. 7, we plot dissipation-
weighted Mach number projections in grey for the period
over which the jet is active. Additionally, we add points to
indicate the locations of internal shocks, i.e. those shocks oc-
curring within the jet material and colour code them based
on their Mach number. This is done for all three jet powers
using the results from theMmin = 1.3 shock finder, and are
shown separately in each row as labelled.
There are a couple of generic points to note with respect
to all jet powers. Strong internal shocks typically occur at
earlier times, with only a handful having M > 6 and the
majority of shocks are not particularly strong, i.e. many have
M < 2 and most have M < 3. However, the fact that the
shocks have relatively low Mach numbers, despite the very
high velocities observed in the jets is due to the fact that
these shocks are internal and occur in a very hot gas. In
other words, the high sound speeds within the hot lobes,
which in itself is a result of the earlier strong shock heating,
means that Mach numbers are typically low.
When comparing different jet powers, we see that, as
may be expected, more shocks occur as the jet power is in-
creased. For the low power jet, it seems that internal shocks
appear somewhat sporadically and do not extend along the
entire extent of the jet (in some cases ending well before the
bow shock). However, for the fiducial and high power jets
the internal shocks are typically seen along the whole jet,
and particularly in the high power jet reach the region of
the bow-shocks (although appear confined to the jet axis).
Note further, that while a large number of shocked cells in
the bow shocks are not classified as being within the jet
material, they could still be important in providing thermal
energy to the jet lobes via mixing (see below).
To illustrate more quantitatively the role of different
strength shocks within the jet material, we plot the cumu-
lative shock energy produced as a function of Mach number
and time in Fig. 8, using the shock finder withMmin = 1.3.
The panels from left to right show each jet power from low
to high, respectively, while the different colour lines show
the shock heating components due to dissipation (red), adi-
abatic compression (green), and the combined total (blue).
The darker the line, the later the time at which the dis-
tribution was calculated, noting that each distribution in-
corporates all previous shocks that occurred up to that time
(identified at discreet times of snapshot generation). Finally,
the small vertical lines above the distributions illustrate the
maximum Mach number at the specific time the distribu-
tion was calculated and the grey shaded region illustrates
the space where Mint > Mmax, in which no shocks were
observed in any snapshot. While the low power jet run ex-
hibits the smallest value ofMmax, the highest value ofMmax
is actually found in the fiducial power run. Given that we
only have three jet powers, it could just be by chance that
the fiducial run does indeed contain the strongest shock, or
it could be a result of missing very strong shocks between
snapshots at early times. The strongest shocks that are more
likely to occur early in the jet lifetime have the shortest ther-
malisation timescales, making them short lived, hence it is
possible for these strong shocks to be missed.
After the initial strong shocks, the distribution shifts so
that weaker shocks (Mint < 4), become progressively more
important, with the vast majority ( >∼ 90%) of the cumula-
tive shock energy being due to these shocks. This in turn,
leads to heating due to direct dissipation becoming subdomi-
nant compared to adiabatic compression, which accounts for
∼ 70−75% of the heating by 20 Myr. As discussed above, the
shift to lower values ofMint with time is driven by the fact
that after the initial rapid thermalisation of the kinetically-
dominated, cold jet and local ambient medium by strong
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Figure 7. Detection of internal shocks within the jet lobe material. Grey-scale maps show emission-weighted Mach number projections
(usingMmin = 1.3), while the coloured points show the locations of shocks detected within jet lobe material. Each row shows a different
jet power run while each column shows a different time spanning from t = 0 to 19.8 Myr at ∼ 1.3 Myr intervals. Additionally, the dotted
line shows the horizontal intersection of the central black hole. Higher power jets drive more internal shocks that typically have higher
Mach numbers.
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Figure 8. Cumulative energy distribution for internal shocks (within jet lobe material) as a function of Mach number. Each panel
shows a different jet power from low to high, left to right, respectively. The energy contributions have been split up into dissipation
(red), adiabatic compression (green) and total (blue). Curves are produced for every snapshot during the jet lifetime, with darker lines
indicating a later time, and each line is the cumulative distribution of all shocks occurring up until that time. The small vertical ticks
indicate the highest Mach number at a particular time, while the grey shaded area indicates the region in which no shocks occur. While
strong shocks are important early on, in general the total heating is dominated by weaker shocks, meaning that compression is the
dominant heating component.
shocks, the hot lobes form, which have a high sound speed
that subsequently results in lower Mach numbers.
To get a handle on the shock energetics, Fig. 9 shows
how the cumulative shock energy produced by the jets
evolves. The low, fiducial and high power jet runs are shown
in the columns from left to right, respectively, while the top
and bottom rows show “internal” shocks and all shocks, re-
spectively. In the standard approach of Schaal & Springel
(2015), heating rates are calculated using Mach numbers
defined using shock temperature jumps. However, given the
possibility of confusing contact discontinuities and/or weak
shocks with strong shocks between the hot jet lobes and
shocked ambient medium, which exhibit large temperature
jumps, we additionally calculate heating rates using pres-
sure jumps. This approach generally results in lower Mach
number estimates and hence lower rates of shock heating.
Therefore, in Fig. 9 we present heating rates as coloured
bands that span between these two sets of estimates. The red
and green bands correspond to the heating components due
to dissipation and adiabatic compression, respectively, while
the blue band shows the combination of the two, calculated
using the minimum shock value of Mmin = 1.3. The dark
grey band additionally shows the total heating if we instead
assume thatMmin = 1.1. Finally, in an attempt to only cap-
ture shocks driven by the jets and lobe expansion, we have
an additional criteria to only include cells with fJ > 10
−15.
Having tested different values we found that this value lim-
its the detection of shocks driven by other processes at large
distances and removes the late time sound wave highlighted
in Fig. 6, without compromising the detection of shocks close
to the jet lobes.
As discussed, the jets are initially injected comprising of
almost exclusively kinetic energy, however, from Fig. 4, it is
clear that the vast majority of this energy must rapidly ther-
malise. The minimum amount of thermalisation required
is equal to the thermal energy in the lobes minus that of
entrained material, plus the energy needed to inflate the
lobes. We estimate this as Ereqlobe =
∫
dH − dEtherment , where
dH = dEthermlobe + PdV is the differential lobe enthalpy, and
dEtherment = u¯ICMdment is the estimated thermal energy of
the entrained ambient material. This estimate is calculated
until shortly after 20 Myr, at which point the jet stops and
Ereqlobe reaches its maximum value, and, along with the cumu-
lative injected jet energy is shown in Fig. 9 by the magenta
and black lines, respectively. As in Fig. 4 all quantities are
normalised by the total injected energy for easy comparison
between different jet power runs.
If we first consider the top row, which shows the cumu-
lative energy due to heating only by internal shocks, we see
that while quantitatively they differ, the general behaviour is
similar for all jet powers; initially we measure limited shock
heating, before a rapid increase after a ∼few Myr, followed
by a more steady increase in the cumulative heating, which
eventually plateaus as the jet action halts and no further
internal shocks are detected. Additionally, we find that the
total shock energy (blue band), is dominated by heating due
to adiabatic compression opposed to direct dissipation of ki-
netic to thermal energy in the shock, which, as mentioned
during the discussion of Fig. 8, is a result of the majority of
the shocks having Mach numbers below 3 (which is roughly
the point at which heating due to adiabatic compression is
equal to heating due to dissipation).
Comparing the different jet powers, we find that none
of them provide sufficient internal shock heating to meet
the required conversion of jet kinetic energy into lobe ther-
mal energy and PdV work. If we include weak shocks, the
high power jets come closest, with internal shocks being able
to account for at most ∼ 74% of the required thermalisa-
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Figure 9. Evolution of the shock energy budget compared to the jet energy budget. The top row shows the evolution for internal shocks
only, while the bottom row shows the evolution for all shocks in the vicinity of the jet and lobes (i.e. fJ > 10
−15). In each case the energy
budget has been split up into the dissipation (red), adiabatic compression (green) and total (blue). An additional band (light grey) shows
the total heating if we include weak shocks, as calculated by using the shock finder with Mmin = 1.1. The bands are calculated by
detecting shocks via pressure (lower bound) or temperature (upper bound) jumps. All panels show the cumulative injected jet energy
(black line) and the minimum required energy to inflate the jet lobes (magenta line). Internal shocks make a greater contribution to the
total lobe energy as jets become more powerful, but even the high power jet requires gas that has been shocked in the bow shock to
contribute to the lobe thermal energy. Additionally, the fraction of shock heating (and the strength of the shocks involved) available to
heat the ICM increases with jet power.
tion, while the weak power jets can only account for up to
∼ 25% of the thermalisation through internal shocks. This
suggests that shocks detected outside of lobe material must
contribute to the thermal content of the lobes via mixing,
which becomes increasingly more important for lower power
jets. We do not expect turbulent dissipation to play a signif-
icant role here as the turbulent energy content of the lobes is
only a small fraction of the total injected energy (see Fig. 4).
Therefore, considering the bottom row, which shows the
cumulative shock heating for all shocks in the vicinity of the
jet lobes, we see that for all three jet powers, there is a
significant increase in the amount of shock heating. Qual-
itatively, the heating rates show similar behaviours to the
internal shocks, although heating due to adiabatic compres-
sion becomes even more important, the heating due to weak
shocks (grey band) increases significantly, and shock heating
can persist beyond 20 Myr as the lobes continue to expand
and interact with the ICM. We also note that at ∼ 20 Myr,
shocks driven by the in-falling substructure discussed previ-
ously, intersect the shocks that have travelled furthest from
the jet lobes. We attempt to exclude shocks driven by the
substructure from our analysis, although this become diffi-
cult at later times (light grey shaded region in the figure)
when the bottom lobe and substructure drive shocks into
each other, which for example likely explains the up-kick in
shock heating seen at late times in the fiducial run.
This being said, even without additional shocks due to
this substructure, it is clear that the total jet-driven shocks
are able to explain the required thermalisation of the kinetic
jets and after the initial ∼ 5 Myr also provide additional
heating to the ICM. Note that the weak shock contribution
becomes increasingly more important at low powers and that
the total amount of shock heating increases with jet power.
This analysis paints a picture in which a combination of
jet material heated by internal shocks and material heated
as it passes through the jet driven bow-shock contribute
to the thermal energy budget of the jet lobes, with inter-
nal shocks becoming increasingly more important as the jet
power increases. Additionally, shocks driven into the ICM
by the propagation of the jet and inflation of the jet lobes
can contribute to ICM heating, with weak shocks being more
prominent for low jet powers.
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Figure 10. Evolution of the jet tracer volume probability distributions with time as a proxy of mixing efficiency. From left to right the
panels show the volume probability distribution as a function of fJ (and normalised by total volume) for the low, fiducial and high power
jet runs, respectively. Each panel contains distributions at five different times and the values of f threshJ are indicated by the vertical lines
(solid for the corresponding jet power, dotted for other jet powers). The figure shows that mixing is more effective for lower power jets,
where the peak in the distribution moves further to the left (lower jet tracer fraction) and sooner, when compared to higher power jets.
Clearly from the bottom row of Fig. 9, weak shocks also
have an important role to play in heating the ICM for all
jet powers. Without weak shocks, the total shock heating
energy budget at 19.8 Myr is between 18− 27%, 33− 50%,
72− 102% of Etotinj for the low, fiducial and high power jets,
respectively. When weak shocks are included as well, we es-
timate that the equivalent of between 63− 94%, 92− 131%
and 122− 168% of Etotinj contributes to shock heating in to-
tal for the low, fiducial and high power jet runs, respec-
tively. While we could expect these to exceed 100%, given
that the same energy can be recycled via multiple shocks
resulting in double counting of the same energy6, the upper
values, particularly for the high power jet, seem excessive.
Even if we assume an extreme case in which all of the jet
kinetic energy is thermalised through shocks and the result-
ing PdV work done by the inflation of the lobes on the ICM
also goes into shock heating, this would set an upper limit
of ∼ 145%. In reality, the “detached” sound waves seen in
Fig. 6 would themselves contain a fraction of this energy,
and so the true upper limit for pure shock heating would be
somewhat smaller than this. As such, measuring shock heat-
ing budgets similar to or exceeding this value would indicate
that we are detecting spurious weak shocks/sound waves,
capturing shocks from processes other than the jet inflation
(e.g. the infalling substructure), and/or pre-existing ICM ki-
netic energy is additionally being thermalised via shocks at
6 For example, jet kinetic energy is converted to thermal energy
via shocks, which inflates the jet lobes. This thermal energy con-
verts back to kinetic energy as the lobes expand, which is then
converted back to thermal energy via shocks driven into the ICM
by the lobe expansion.
the lobe/ICM interface. The truth is likely to be a combina-
tion of these, and as such the values we quote here should
be taken as strict upper limits on the shock energy budget.
Taking into account the shock heating required to in-
flate and thermalise the lobes, Ereqlobe, and subtracting it from
the total shock heating, we find that when weak shocks are
included, by 19.8 Myr, the equivalent of between 0 − 21%,
15 − 54% and 43 − 90% of Etotinj for the low, fiducial and
high power jet runs, respectively, is potentially available to
be communicated to the ICM7. We again stress, however,
that for the reasons already discussed above, these values
are upper limits, which especially for the high power jets
are likely to overestimate the amount of jet driven shock
heating of the ICM. However, a clear picture still emerges
showing that higher power jets can contribute more to the
heating of the ICM via shocks as a fraction of their total
energy, and as already discussed above, this heating is facili-
tated via stronger (highM) shocks. Combining these results
provides validation for the picture presented in Section 3.2
in which systems with more powerful jets are able to retain
more thermal energy (as a fraction of injected energy), and
conversely, the energy communicated to the ICM via lobe ex-
pansion of weaker jets more likely leads to relatively gentle
displacement of the ambient medium rather than violently
shock heating it.
7 We note that by applying the fJ > 10
−15 jet tracer cut when
estimating the feedback shock energy budget, this estimate does
not include any energy stored in the “detached” sound waves seen
in Fig. 6.
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3.2.3 Mixing
Apart from the PdV work done by the expansion of the jet
lobes, we found in Section 3.1.3 that mixing is a dominant
energy transfer mechanism, particularly at late times, where
it can be comparable to or even exceed our PdV estimates.
To illustrate the relative importance of mixing for different
jet powers more concretely and to demonstrate that this
is independent of the particular jet tracer threshold value
chosen to define the jet lobes, we plot the volume proba-
bility distribution as a function of jet tracer normalised by
the total volume, dV/(V d log10 fJ), i.e. the fraction of the
total volume in the distribution with a jet fraction between
log10 fJ and log10 fJ +d log10 fJ. This is illustrated in Fig. 10
for the three jet powers from low to high, left to right, re-
spectively. The distributions are shown at different times
by different coloured curves (see legend), the regions of jet
tracer space occupied by the lobe material is shown by the
grey shaded regions bounded by the solid, vertical black line,
while vertical dotted lines indicate the tracer threshold val-
ues used for the other two jet powers.
As jet material mixes with the ambient medium, it is
diluted, reducing its value of fJ. With time the amount of
jet material mixing to lower values of fJ increases, and a
larger fraction of the gas volume is occupied by more dilute
jet material driving the peak of the distribution to the left.
This behaviour is seen for all three jet powers, with the
distributions for the three earliest times remaining within
the jet lobe boundary, albeit with the peaks still moving
to the left. However, after ∼ 30 Myr, differences begin to
appear; the peak has shifted well to the left for the low power
jet by 49.4 Myr, while the same can be said of the fiducial
jet power only at 90.2 Myr. On the other hand, at 90.2 Myr,
the peak in the high jet power distribution is still on the
boundary between jet and non-jet material. Putting aside
the differences in jet tracer thresholds used for each jet power
run, the late time peaks occur at much smaller values of fJ
for lower power jets, indicating that the low power jets are
more readily mixed. This is in agreement with the findings in
Section 3.1.3. While we expect that the lower power jet lobes
are more susceptible to the cluster weather and therefore are
more readily mixed, we should also highlight that similar
conclusions have been found previously in more idealised
environments (e.g. Ehlert et al. 2018).
3.3 Impact on cluster properties
3.3.1 Overview and radial profiles
To give an overview of how the action of the jets impacts the
cluster gas at early and late times, Fig. 11 shows 2D radial
histograms of the gas entropy (grey) at 19.8 and 90.2 Myr
in the top and bottom rows, respectively and for the non-
jet, low, fiducial and high power jets from left to right. The
red and blue colour coding in the jet run plots show the
positive and negative residuals when the non-jet profile is
subtracted from the corresponding jet-run profiles. Addi-
tionally, jet lobe material is illustrated by the green contour
lines. The high entropy jet lobes are clearly visible in the top
row, with higher entropy gas existing in the lobes of higher
power jets, which heat the gas to higher temperatures and
inflate larger, lower density lobes. Considering the residuals
in the top row, it is also clear that jets remove material ir-
respective of entropy at smaller radii but also remove low
entropy material at intermediate radii. At later times, the
high entropy jet lobes reach to larger radii, but contain typ-
ically lower entropy gas compared to younger lobes, while
the low power jet lobes appear as only a small bump above
the background entropy level. The impact of the jets on the
ambient medium can still be seen at late times as coherent
regions of red and blue, where the radial entropy distribu-
tion of material is different to that of the run with no jet,
typically showing that the jets remove mass from low radii
and low-to-intermediate entropy regions of phase space. As
we discuss below, all jet power runs cause noticeable in-
creases in the ICM entropy compared to the run with no jet
feedback, with the highest power jet resulting in longer lived
features that extend to larger radii.
In using a self-consistent cosmological simulation in-
cluding sub-grid models for gas radiative cooling and heat-
ing, star formation, evolution, enrichment and stellar feed-
back, our resultant galaxy cluster contains a plethora of fea-
tures not found in idealised set-ups. As we have discussed
in previous sections, our simulations capture the cluster
weather driven by processes such as mergers and cosmic
accretion. Additionally, the simulations capture a range of
different gas phases that are relevant to galaxy and cluster
evolution. In what follows it is useful to consider the impact
that the jet feedback has on each of these different phases
and how gas transitions between them. We define four key
phases (see a phase diagram in Appendix A) whereby the
gas is split into jet material, which we have already defined
as non-ISM gas with fJ > f
thresh
J , ISM, which is any gas
with densities above ρcrit = 8.5 × 105 h2 M kpc−3 and is
considered star-forming, the ICM, which is defined using the
temperature-density cut, TkeV > 3× 106ρ0.25cgs , of Rasia et al.
(2012), and finally the warm phase, which sits between the
ICM and ISM phases and is defined as TkeV < 3× 106ρ0.25cgs
and ρ < ρcrit.
To provide a general overview of the impact of the jet
on gas of different phases we present the evolution of the
cluster radial profiles in Fig. 12. The figure is arranged as fol-
lows: the top, middle and bottom rows show the radial den-
sity (mass-weighted), temperature (volume-weighted) and
entropy profiles, respectively, while from left-to-right the
columns show profiles calculated at different times during
the jet evolution. The different jet powers are shown in dif-
ferent colours (as shown in the legend at the bottom of the
figure) while different line styles indicate different gas phase
combinations. Specifically, the solid lines show pure ICM
gas (ICM profile), the dashed lines show the combined ICM
and warm phase profiles (Warm-Hot profile, WH), while the
dotted lines show the combined profile of the ISM, warm and
ICM phase (Cold-Warm-Hot profile, CWH), noting that
the jet material is excluded from all profiles. Additionally,
in the first column we show the initial cluster profile (before
jet switches on) with the black lines. Before discussing these
profiles we want to stress two key points: firstly, the initial
cluster profiles are the result of sub-grid models typical of
cosmological simulations and not a reflection of the new jet
feedback model we present here, and secondly, the jet feed-
back we implement assumes a fixed jet power and lifetime
and is in no way coupled to the cluster properties, as such
these profiles are not presented as strict comparisons to ob-
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Figure 11. Two dimensional radial entropy histograms, shown for jets of increasing power from left to right and at t = 19.8 Myr and
90.2 Myr in the top and bottom rows, respectively. The total mass-weighted histograms are shown in the greyscale, while residuals from
subtracting the non-jet profile from each jet profile are shown in red (+ve) and blue (−ve). Additionally, the jet lobe content is shown
by contours of jet material mass in green. The figure shows that the jets inflate lobes of high entropy gas which move out through the
cluster atmosphere and modify the entropy of ambient medium by generally increasing it.
servations but rather as an analysis tool for understanding
the cluster heating process.
Firstly, a brief look at all of the profiles shows that be-
yond the central ∼ 30 h−1 kpc, the differences in profiles be-
come negligible. This is to be expected as the total injected
energy is equal to the initial ICM thermal energy content
within radii of ∼ 10 h−1 kpc, 18 h−1 kpc, and 30 h−1 kpc,
for the low, fiducial and high power jet runs, respectively.
This means that any energy injected into the ICM at larger
distances very quickly becomes small compared to the to-
tal ICM energy content within this region. It is also worth
pointing out that at these distances the profiles are domi-
nated by the ICM. Considering the profiles just before the
jets turn off, at 19.8 Myr, jets of all powers have transferred
∼ 50% of the jet energy to the local environment and all
present differences in the profiles compared to the run with
no jet. Specifically, the jets remove gas, reduce the density
and heat up all phases within the central 1 − 2 kpc region,
which becomes dominated by jet material (not-shown on
this plot).
Beyond this central region, the CWH and WH pro-
files show large density enhancements as well as decreases
in temperature and entropy when compared to the non-jet
run, especially in the case of the fiducial and high power
jets, while the ICM profiles show much weaker reactions to
the jet action with mild density enhancements and temper-
ature/entropy decreases for the fiducial and high power jets
only, with the ICM in the low power jet run showing almost
no difference when compared to the non-jet run. The dif-
ferences between the jet/non-jet run CWH and WH profiles
can be driven by two processes: i) the compression of gas
as the inflation of the jet lobes pushes it out to larger radii
and/or ii) the removal of hot ICM and/or warm phase gas.
The former process by construction increases the density and
temperature of the gas (although ultimately the increased
density results in shorter radiative cooling times, with gas
temperatures subsequently falling), while the later process
means that the cooler phases make a more significant con-
tribution to average profile quantities giving the appearance
of gas densities/temperatures increasing/decreasing. As we
show below in Section 3.3.2, while the jet does compress all
gas phases during the inflation (although this peaks before
20 Myr), a significant amount of hot ICM gas is also cleared
out in the fiducial and high jet power runs and so it is a com-
bination of these two processes which drive the differences
in the radial profiles.
Considering only the CWH and WH profiles, at later
times, after the jet action has halted, while the high power
jet run still exhibits differences in the, the lower power jet
profiles become increasingly more similar to those of the
non-jet run. Specifically, at 43.3 Myr, all jet-powers still
show significant differences within the central ∼ 2 kpc in
the CWH profiles, although beyond this both the low and
fiducial jet power runs are very similar to the non-jet run
and only the high power jet shows large differences for both
the CWH and WH profiles. By 68 Myr, the differences are
even smaller, the low and fiducial power jet run profiles show
only minor differences to the non-jet run profiles for all radii,
while the high power jet profiles only show a significant dif-
ference in the CWH profiles. Finally, by 90.2 Myr even the
MNRAS 000, 1–31 (2020)
AGN jet heating of realistic clusters 23
10 3
10 2
10 1
100
n e
 (h
2  
cm
3 )
19.8 Myrs
105
106
107
108
T 
(K
)
100 101 102
R (h 1 kpc)
10 1
100
101
102
S 
(k
eV
 h
4/
3  
cm
2 )
43.3 Myrs
100 101 102
R (h 1 kpc)
68.0 Myrs
100 101 102
R (h 1 kpc)
90.2 Myrs
100 101 102
R (h 1 kpc)
ICM
warm+ICM
ISM+warm+ICM
Initial No Jet Low Fiducial High
Figure 12. Radial profiles for density (top), temperature (middle) and entropy (bottom) at different stages of the jet evolution, moving
forward in time from left to right. Different line colours correspond to different jet powers, while the different line styles correspond to
different gas phase combinations, namely ICM (solid), ICM+Warm (dashed) and ICM+Warm+ISM (dotted). Note that jet material is
neglected in all profiles. Although differences can be seen in the profiles due to the jet action, these are largely confined to earlier times
and for higher power jets. The ICM profile varies very little between different jet powers, while all profiles look very similar by 90.2 Myr.
high power jet run shows only very small differences com-
pared to the non-jet run.
Importantly, if we consider the ICM entropy profiles, we
see that the low power jet results in a mean entropy excess in
the cluster core even at 43.3 Myr, while an excess still exists
in the 68 Myr profile for the fiducial jet power, while the
high power jet run exhibits a not insignificant bump in the
entropy profile out to ∼ 20 kpc at 90.2 Myr, when compared
to the run without a jet. Evidently the jet feedback is able
to increase the mean ICM entropy, which in the case of the
high power jet persists long after the jet has switched off.
Comparing to Fig. 5, we find that the mean entropy excess
appears at smaller radii than the peaks in δU/U . However,
this can be understood by noting that although on average
higher entropy gas is seen at smaller radii in Fig. 12, there is
also a mass deficit at small radii (but a mass excess at larger
radii that), at least in part, explains why the δU/U peak
does not match the location of the higher mean entropy.
Seemingly, however, if we were to take each radial pro-
file in isolation the system evolves such that it relaxes back
to a state that exhibits very few “scars” of the jet feedback.
As we discuss further in Section 3.3.2, in the cluster core, the
ISM gas in the jet runs relaxes somewhat such that the mean
density and temperature become closer to those measured
in the non-jet run, while ICM material that was initially
expelled by the jet action begins to repopulate the cluster
core, which combined contributes to the radial profiles be-
coming more similar at later times. Additionally, within the
ICM and particularly at larger radii where it dominates the
mass and energy budget, it would require a significant en-
ergy injection to make a long-lived and noticeable difference
to the ambient density and temperature. This implies that
in reality the jet feedback is actually quite subtle, meaning
that even though the cluster retains a significant fraction of
the injected jet energy (see Fig. 5), its impact on the ICM
radial profiles become less apparent with time as the en-
ergy is distributed over a larger volume and converted into
potential energy.
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3.3.2 How different phases in the cluster core evolve
To better understand the evolution of the cluster radial pro-
files in the central region, we explore the impact of the
jet feedback on gas of different phases in the cluster cen-
tre (r 6 20 h−1 kpc) in more detail in Fig. 13. On the left
hand side we plot, the evolution of the ISM (left column),
warm phase (middle column) and ICM (right column) to-
tal mass (top row), mean density (middle row) and mean
temperature (bottom row) normalised by either the initial
value at t = 0 (dashed) or the value in the non-jet run at the
same time (solid curves). The non-jet, low, fiducial and high
jet power runs are shown by the black, blue, red and green
lines, respectively. Additionally, on the right hand side we
show column density projections of the central region for all
four runs increasing in power from no jets to high power jets
from top to bottom, respectively, and evolving in time from
left to right. Due to the nature of our simulations, which
includes processes other than those solely driven by AGN
feedback, even the non-jet run (black lines) shows evolution
in all of the properties considered, however we see that the
jet feedback introduces differences in how these properties
evolve.
First considering the ISM, which dominates the central
gas mass budget (79%), we note that the structure evolves
significantly even in the non-jet run, highlighting that pro-
cesses including star formation and associated feedback as
well as dynamical interactions due to passing substructures
can have an impact on the cold gas properties. At early
times the central ISM mass increases primarily due to a
substructure, which can be seen to the left of the BCG at
19.8 Myr in the column density projections, entering the re-
gion. While the ISM mass remains similar for all simulations,
it is clear that the distribution of this material is different.
In particular the jet simultaneously excavates a hole in the
centre of and expels material from the cold disc8, with the
effect being more extreme for more powerful jets. There are
also differences in the mean density and temperature of the
ISM. Lobe inflation compresses gas in the central disc, in-
creasing its density and hence shifting warm gas into the
ISM phase as well as “pushing” ISM gas along the effective
EoS. This results in early peaks in the mean ISM temper-
ature, especially for the fiducial and high power jets, which
subsequently drop as the gas cools. This means that during
inflation, while the jet does not destroy significant amounts
of cold gas, it can redistribute it and change its properties.
As we discuss later in Section 3.3.3, the increase in density
impacts the SFRs found in the BCG.
After ∼ 14 Myr, the total mass begins to slowly decline
in all runs as a substructure begins to leave the region, and
the decline steepens after ∼ 30−35 Myr as the object finally
leaves the central region. At around the same time small dif-
ferences in the ISM mass between the runs start to appear
and while by ∼ 40 Myr, the central densities in the three
jet runs become similar in value and evolution, they appear
to be systematically offset to higher values and peak earlier
than the non-jet run. By this time, other substructures have
left the central region and differences in the total ISM mass
8 Note that the low accretion rates assumed for our jets mean
that the central cavity in the cold disc forms through the inflation
of the jet opposed to accretion of cold material.
for all four runs become more obvious, with cold material
expelled by the jet continuing to leave the central region.
However, by late times we see that while there are small
differences in the total ISM mass, the mean ICM density
and temperatures are similar for all jet and non-jet simula-
tions and looking at the column density projections we see
that despite the perturbations caused by the jet the cold gas
structures appear to have very similar structures, which as
we discussed with respect to Fig. 12, hides any jet induced
“scars”.
Moving onto the warm phase, which contributes the
least to the total gas mass (∼ 5%), we see that it exhibits
a continuous drop in mass throughout all four simulations,
as it is either heated and joins the ICM or cools onto the
ISM. While these processes occur in the non-jet run, the ac-
tion of the jet seems to enhance them, with jet simulations
retaining less warm phase material, as it is either heated or
compressed by the jet and transitions to one of the other
phases. The density and temperature of the warm phase
fluctuates over time, but as in the case of the ISM, there is
a clear compression during the jet feedback phase seen as
a density and temperature increase, with the increase being
larger for higher power jets.
Finally, considering the ICM, in general the non-jet run
exhibits an increase in mass in the central region up until
∼ 70 Myr, at which point it begins to decline. In terms of
the total mass content, which comprises 16% of the central
gas mass initially, we can see that different jet powers can
have very different effects. While the low power jet results in
a small reduction in the mass of ICM compared to the non-
jet run, the fiducial jet results in a decrease in the total ICM
material for early times, while the high power jet produces
a long term reduction in the amount of ICM in the cluster
centre. This is a direct result of the jets and the lobes they
inflate; displacing and clearing out the hot ICM material
that once resided at the location of the lobes and can clearly
be seen in the early column density projections that show a
reduction in ICM material in the central region surrounding
the disc. The action of “sweeping-up” the ICM compresses
it, resulting in clearly defined density and temperature peaks
seen during the first ∼ 20 Myr, as well as the production of
the X-ray bright rims seen in Fig. 1. We additionally note
that this compression results in shorter gas cooling times
within the higher density gas.
However, once the compressed material leaves the cen-
tral region there is a drop in the mean density and tempera-
ture, which continues for a short time after the jet switches
off, with differences compared to the non-jet run, especially
for the high power jet, continuing to exist. We also note that
shortly after the jet action stops the ICM starts to replenish
with the differences in mass content between the runs be-
coming smaller with time. Additionally, the increased ICM
cooling rates observed during the lobe inflation decrease af-
ter the jet switches off. In fact, we find that the changes
to ICM properties induced by the jet action lead to ICM
cooling rates becoming lower than those in the non-jet run,
even out to ∼ 100 h−1 kpc in the case of the high power jet,
which will hinder future gas cooling inflows. Overall, this
figure paints a picture in which the general evolution of the
central ISM is largely determined by processes other than
the jet feedback, at least on the timescale of our simulations.
However, the jet is able to moderate - either increase or re-
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Figure 13. Evolution of different gas phases within the centre of the cluster. On the left hand side we show quantitatively how different
gas phases; ISM (left), warm (middle) and ICM (right), evolve with time within the central 20 h−1 kpc of the cluster. We consider how
the total mass (top), mean density (middle) and mean temperature (bottom) evolve with respect to the IC (dashed) and the non-jet run
(solid curves). On the right hand side we show column density projections (through boxes of 40 h−1 kpc on a side) for each of the four
runs, increasing with power from top to bottom and evolving in time from left to right, respectively. The figure illustrates how different
power jets impact the phases early on, but at later times, the system is able to some extent relax back to similar states, most noticeably
for the cold phase and least for the ICM.
duce - variations in the properties of all phases to varying
degrees, and particularly in the case of the higher power jets
reduce the ICM and warm phase gas content. This has the
potential to effect the reservoir of hot gas that could cool
in the future and can also have additional implications that
result from the non-linear evolution of the system, for exam-
ple through the impact of AGN feedback on star formation,
as we discuss next.
3.3.3 Star formation
As shown in Section 3.3.2, the jet can compress gas to higher
densities. The resulting increased density in the ISM will
have an impact on the SFR of the central BCG, which we
now explore. Fig. 14 is split into four panels that from top to
bottom show the SFR, the fractional difference in SFRs be-
tween jet and non-jet runs, the integrated stellar mass and
the fractional difference in integrated stellar mass between
jet and non-jet runs, respectively. The different simulation
runs are shown by different colours, as indicated by the leg-
end, while the solid and dashed lines show values within
10 h−1 kpc and 20 h−1 kpc, respectively.
In line with the increase in density of the cold ISM seen
in all runs during the first ∼ 10 Myr, the SFR also increases.
While the low power jet only provides a small increase with
respect to the non-jet run, the difference becomes larger with
increasing jet power, with the high power jets resulting in
a ∼ 25% increase over the non-jet run. This is due to the
higher power jets being able to compress gas to higher den-
sities, which results in higher SFRs, with similar findings
found by some previous works (e.g., Mukherjee et al. 2018;
Valentini et al. 2020; Zubovas & Bourne 2017). Despite the
increased SFRs during the jet outburst, the total integrated
stellar masses after 100 Myr are similar between all runs.
This is because even though the SFRs remain elevated in the
jet runs even after the jets deactivate, eventually they drop
below the SFR in the non-jet run, firstly for the high power
jets, followed later by the fiducial and then the low power
jets. Differences in SFR will depend on both the amount of
cold gas available and the properties of that gas. Consider-
ing the left hand column in Fig. 13, we see that while there
are corresponding peaks in SFR and mean ISM density, the
size of the peaks is not correlated, i.e., the strong early SFR
peak does not correspond to the highest density peak. As
such, we expect that the late time differences in SFR be-
tween different runs are governed primarily by the amount
of cold ISM available and as such that the behaviour which
drives the differences in the mass of ISM in the central region
(top left panel, Fig. 13), is also responsible for the decrease
in SFR.
4 DISCUSSION
The art of simulating galaxy cluster populations has come
into its own in recent years, with a number of groups per-
forming suites of cosmological-zoom simulations that include
a range of different cluster masses (Le Brun et al. 2014;
Barnes et al. 2017b,a, 2018; McCarthy et al. 2017; Bahe´ et al.
2017; Hahn et al. 2017; Rasia et al. 2015; Henden et al. 2018,
2019b,a). These works have made great progress in being
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Figure 14. Star formation within the centre of the cluster, shown
for r < 10 h−1 kpc (solid) and r < 20 h−1 kpc (dashed). From
top to bottom, respectively, the panels show the total SFR within
the corresponding regions, the fractional difference in SFR be-
tween jet and non-jet runs, the integrated SFR and the fractional
difference in the integrated SFR between jet and non-jet runs.
During the inflation phase jets are able to increase the central
SFR through the compression of gas, but at later times the SFRs
subside and the net difference in the integrated stellar mass is
similar between all runs.
able to reproduce many observed galaxy cluster properties,
however, matching thermodynamic profiles, particularly in
the cluster cores, and explaining the cool-core/non-cool-core
(CC/NCC) dichotomy remains a challenge. For example,
overly effective AGN feedback in the Illustris simulations
resulted in too much gas being ejected from groups and low
mass clusters (Genel et al. 2014). This issue was resolved
for Illustris-TNG, although the CC fraction and its evolu-
tion do not match observations due to differences between
simulated and observed gas fraction profiles (Barnes et al.
2018), suggesting that the AGN feedback model needs mod-
ification. Another symptom of overly efficient AGN feedback
was evident in both C-Eagle (Barnes et al. 2017b) and FA-
BLE (Henden et al. 2018), which while being able to match
multiple observables, found overheating in the cluster cen-
tres. Finally, while Rhapsody-g simulations could reproduce
the CC/NCC dichotomy, it was at the expense of matching
observed X-ray luminosities (Hahn et al. 2017).
The work we have presented here attempts to improve
our theoretical understanding of AGN jet feedback by bridg-
ing the gap between jet injection and galaxy cluster scales.
The focus hence shifts to model observational signatures and
behaviour of the jet itself, opposed to its impact on the clus-
ter environment, which we hope to arise naturally from a
more physically motivated feedback model. It is important
to highlight that while a number of cosmological works in-
voke jet mode feedback, this typically mimics the effect of
the jet feedback, for example by adding hot bubbles by hand
(e.g., Sijacki & Springel 2006a; Sijacki et al. 2007, 2015), or
by injecting bipolar kinetic outflows (e.g., Dubois et al. 2010,
2012; Dave´ et al. 2019). The models are typically (and by
necessity) simplified and not designed to track the lobe in-
flation and their subsequent evolution in detail.
There are a limited number of previous studies that
similar to this work attempt to capture the lobe inflation
and evolution in a cosmological environment (e.g., Heinz
et al. 2005; Mendygral et al. 2012; Morsony et al. 2010).
Here we expand upon these studies by including additional
physical models (such as radiative cooling, star formation
and associated feedback), by forcing very high resolution in
the jet injection region and crucially by adopting a suite
of refinement techniques that ensure that the high resolu-
tion (∼ 120 h−1 pc) tracks the jet lobes at all times, to
capture the details of the lobe inflation process and its sub-
sequent interaction with the ICM. Importantly, we find in
common with these previous studies (see also Sijacki et al.
2008; Bourne & Sijacki 2017) that cluster weather, due to
the pre-existing turbulence, bulk motions, and orbiting sub-
structures can play a very significant role in redistributing
and/or disrupting jet lobes.
In idealised simulations of jet feedback in hydrostatic
atmospheres, jet lobes inflate and rise along the jet axis.
Such simulations result in low density channels along one
axis through which feedback energy can easily escape and
hence couple poorly with the ICM (Vernaleo & Reynolds
2006). To overcome this issue, a number of jet simulations in-
clude precession (Falceta-Gonc¸alves et al. 2010; Li & Bryan
2014; Yang & Reynolds 2016b,a) or rapid re-orientation of
the jet axis by hand (Cielo et al. 2018) in order to isotropise
and increase the coupling between the jet energy and ICM.
However, when cluster weather is included, as found here,
the jet lobes can be naturally displaced from their original
trajectory by bulk motions in the ICM (see also, Bourne
& Sijacki 2017; Sijacki et al. 2008; Morsony et al. 2010).
Given the expected difficulty in driving precession of the jets
from massive BHs by accretion (Nixon & King 2013), cluster
weather provides a possible explanation for observations of
successive generations of jet lobes being misaligned in some
galaxy clusters (Dunn et al. 2006a; Babul et al. 2013).
Jet lobes in systems with cluster weather are effectively
mixed with the ICM (see also, Bourne & Sijacki 2017; Heinz
et al. 2005; Morsony et al. 2010). We note that some previ-
ous works have suggested that mixing of hot lobe material
with the ICM through small-scale instabilities is an effective
method of heating the ICM (Hillel & Soker 2016, 2017), even
in a hydro-static environment. However, we stress that here
we are emphasising the importance of cluster weather-driven
mixing, noting that at sufficiently high resolution and by
employing appropriate refinement criteria, in Bourne & Si-
jacki (2017) we found instability driven mixing to be largely
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unimportant in hydrostatic environments, even in the ab-
sence of magnetic fields (see also, Weinberger et al. 2017;
Ehlert et al. 2019). We further note that while our simu-
lations are performed without magnetic fields, which have
been shown to affect lobe dynamics, and inhibit small-scale
instabilities along the lobe-ICM interface that facilitate mix-
ing (Dursi & Pfrommer 2008; Weinberger et al. 2017; English
et al. 2016), we expect that the drastic nature of the cluster
weather on lobes (particularly the bottom lobes) would still
have a strong impact and drive mixing even when magnetic
fields are included.
An important (and related) point to consider is the po-
tential relationship between the dynamical state of the ICM
and whether or not a cluster is a CC or NCC. Observations,
such as the REXCESS sample, show that there is a lack
of cool-cores in dynamically disturbed systems (Pratt et al.
2010), while Mahdavi et al. (2013) found that while NCC
clusters exhibit an X-ray mass bias compared to weak lens-
ing mass measurements, this is not the case for CC clusters,
suggesting that CCs are dynamically relaxed. If, as we have
found here, cluster weather is able to disrupt jet lobes and
aid in the process of heating the ICM, then we could ex-
pect X-ray cavities to be more common in CC clusters, as is
the case from observations (Burns 1990; Dunn et al. 2005;
Dunn & Fabian 2006, 2008; McNamara & Nulsen 2007; Sun
2009; Fabian 2012). The common occurrence of lobes in CC
clusters has often been attributed to a link between cooling,
BH feeding and subsequent feedback, however, there may
also be an observational bias in that lobes are more likely to
survive and hence are preferentially observed in dynamically
quiet environments.
Additionally, the potentially lower efficacy of feedback
in CCs may limit its role in disrupting and converting them
to NCCs. Even in the simulations presented here in which
cluster weather helps liberate feedback energy, it does not
have a significant impact on the cold gas content of our
cluster. However, the feedback may instead be able to aid
in preventing CCs forming in the first place. For example
McCarthy et al. (2008) found that early AGN heating can
indeed inhibit the formation of CCs. Alternatively, numer-
ous simulations have found that it is mergers, and not AGN
feedback, that disrupts CCs (e.g., Burns et al. 2008; Poole
et al. 2008; Rasia et al. 2015; Hahn et al. 2017; Chadayam-
muri et al. 2020), with, Hahn et al. (2017) and Chadayam-
muri et al. (2020) finding that, similar to the results pre-
sented here, AGN feedback is ineffective at significantly al-
tering/removing the cold gas content of the cluster core. This
being said it is also worth noting that (Barnes et al. 2018)
found from the Illustris TNG cosmological simulations that
there is no difference in the dynamical state of CCs versus
NCCs, which would instead suggest mergers play a limited
role in converting CCs to NCCs. These differing conclusions
illustrate the need for future simulations to combine both re-
alistic cluster environments with physically motivated, high
resolution AGN feedback models.
The simulations presented here consider a single cluster
at a single epoch. This has allowed us to garner insights into
how AGN feedback can heat the ICM and impact different
gas phases within objects of this kind. However, for a full un-
derstanding of the role of AGN feedback in shaping galaxy
clusters it will be necessary to consider clusters with a wide
range of properties over the whole of cosmic history in order
to understand how the ICM forms and evolves; the devel-
opment of the entropy excess (Voit & Donahue 2005; Sun
et al. 2009), turbulence/cluster weather (Vazza et al. 2017;
Pinto et al. 2015; Hitomi Collaboration et al. 2016; Bourne
& Sijacki 2017), and magnetic fields, and how each of these
impact the AGN feedback process in both CC and NCC
systems (see discussion above). This will also require the
inclusion of a self-consistent accretion and feedback model
that has not so far been included in our simulations to de-
termine both the jet direction and production efficiency and
close the feedback loop between large scale gas inflows and
central AGN heating.
Additionally, as with many large scale cosmological sim-
ulations, the work presented here neglects a number of phys-
ical processes due to a combination of the large dynamic
range of the systems considered, and current computational
or physical limitations. Specifically, we have neglected MHD
effects, which have been shown to inhibit instability driven
mixing of jet lobes in idealised simulations and impact lobe
dynamics (e.g. Dursi & Pfrommer 2008; English et al. 2016;
Ehlert et al. 2018; Weinberger et al. 2017), although these ef-
fects are seemingly negated in a large part by implemented
sufficient resolution and refinement criteria (Bourne & Si-
jacki 2017; Ehlert et al. 2018). However, given the growing
number of cosmological simulations that successfully include
the effects of magnetic fields (e.g., Dolag et al. 2002; Mari-
nacci et al. 2015, 2018; Martin-Alvarez et al. 2018; Katz et al.
2019), it is timely to run a comparison suite in future works,
in particular to check if the cluster weather aided mixing is
as prominent when magnetic fields are included. Neglecting
magnetic fields additionally means that thermal conduction
is not included in these runs, which while adding additional
levels of complexity to simulations, has been shown to play a
potentially important role in solving the cooling flow prob-
lem (e.g. Yang & Reynolds 2016a; Voigt & Fabian 2004;
Ruszkowski & Oh 2010, 2011; Bogdanovic´ et al. 2009; Kan-
nan et al. 2017).
A further simplification we adopted is in modelling the
hot lobes as a non-relativistic thermal gas in which the elec-
trons and protons share a single temperature. The exact
nature of the lobe plasma is still uncertain (e.g., Dunn et al.
2006b; Bˆırzan et al. 2008; Croston et al. 2008; Croston &
Hardcastle 2014; Kang et al. 2014; Kawakatu et al. 2016;
Mazzotta et al. 2002; Schmidt et al. 2002; Dunn et al. 2005),
and in reality, the two components may not be in thermal
equilibrium and have different temperatures, their distribu-
tions may be non-thermal. Some works have studied the
effect of different lobe content, for example by including the
cosmic-ray (CR) component (e.g., Sijacki et al. 2008; Wein-
berger et al. 2017; Ehlert et al. 2019; Yang et al. 2019),
finding that CRs can impact lobe dynamics, with the ad-
ditional CR pressure resulting in more buoyancy and easier
uplift of ICM gas, and produce “rounder” bubbles compared
to kinetically injected jets that are more similar to observed
X-ray cavities, suggesting that jet CRs could have a role to
play in ICM evolution.
Finally, we do not include a physical viscosity model
and hence any viscous dissipation occurring is purely nu-
merical. As discussed in Section 3.2.2, sound waves could
contributed to heating the ICM (e.g., Fabian et al. 2005;
Sanders & Fabian 2007; Bambic & Reynolds 2019; Fabian
et al. 2017) and as such a full understanding of where this
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occurs and at what rate would depend on the physical viscos-
ity of the ICM (Ruszkowski et al. 2004; Sijacki & Springel
2006b; Zweibel et al. 2018), which itself is still rather un-
certain. However, given that arepo has very low numerical
viscosity, sound waves are expected to be long lived. As such,
the fact that the weak shocks/sound waves in the low power
jet run so readily disappear suggests that the cluster weather
is able to at least partially disrupt them, as was also found
in Bourne & Sijacki (2017). Therefore, transporting energy
over a large volume via sound waves may only be viable in
relatively quite cluster atmospheres or with sufficiently high
jet powers.
5 SUMMARY
We have presented results from simulations of very high
resolution jets launched into a fully cosmologically evolved
galaxy cluster. The work builds on that of Bourne et al.
(2019) by extending the range of jet powers studied and
performing in-depth analysis to investigate lobe inflation
and dynamics, as well as the jet-lobe energetics and how
the jet energy is communicated to and impacts the ICM.
A simple picture arises in which rather gentle feedback is
able to heat the ICM via a combination of weak shocks and
sound waves during lobe inflation, while cluster weather sub-
sequently plays a critical role to effectively liberate lobe en-
ergy and transfer it to the ICM. The exact details depend
on jet power and our main findings are:
• With appropriate refinement criteria that provide suffi-
cient resolution in the injection region as well as crucially in
the jet lobes, it is possible to inflate low density, high tem-
perature lobes within a full cosmological zoom simulation of
a galaxy cluster. The lobe properties result in mock X-ray
and radio appearances that compare favourably to observa-
tions of jet lobes in galaxy clusters.
• Analysis of lobe energetics show that irrespective of the
jet power, the lobes retain ∼half of the injected energy dur-
ing the lobe inflation phase, with the majority of the “lost”
energy going into PdV work done by the expanding lobes.
This is consistent with a number of previous high resolution
simulations of lobe inflation in idealised clusters.
• Shock heating plays a crucial role in converting the jet
kinetic energy to thermal energy in order to inflate jet lobes.
Heating by both internal shocks and the bow shock is nec-
essary to explain the lobe energetics, although their relative
importance changes with jet power, with internal shocks be-
coming progressively more important for higher power jets.
• Shock heating also contributes to ICM heating, with
higher power jets providing a larger fraction of the injected
jet energy to the ICM via shocks. This being said, weak
shocks make up a large portion of the heating (especially
for lower power jets), and while ICM Mach numbers increase
with jet power, even for the highest power jet explored they
rarely exceed M = 3, consistent with observations of jet
driven shocks in galaxy clusters.
• Cluster weather displaces jet lobes from their original
trajectory, aids their disruption and drives mixing of hot
lobe material with the ICM, especially after the jet has
switched off. Mixing is more effective for lower power jets
which are more susceptible to the cluster weather.
• While a significant fraction of the jet energy ends up as
potential energy of gas in the ICM, we find that systems with
higher power jets retain a higher fraction as thermal energy
while low power jets retain a larger fraction as kinetic energy.
This is consistent with the picture that higher power jet
lobes, which are more “explosive”, convert a larger fraction
of kinetic to thermal energy via shocks during more rapid
lobe inflation, while lower power jet lobes are more likely to
simply displace material.
• Overall the impact on cluster properties is subtle. Dur-
ing lobe inflation the jets are able to compress cold, dense
ISM gas, and enhance instantaneous SFRs, although this re-
sults in only small differences for the long-term integrated
stellar mass. However, the jet feedback is able to heat the
ICM and gently raise the mean core entropy even long af-
ter the jet switches off, with energy in excess of that in the
non-jet run being comparable to the total injected jet energy.
Given that >∼ 50% of the injected energy ultimately ends up
as gravitational potential energy of the system, differences
in the radial ICM profiles appear small at later times as the
energy is redistributed and the cluster core relaxes. This is
consistent with observations of cluster radial profiles that
do not show sharp variations even during AGN outbursts,
pointing to feedback needing to be a gentle process.
ACKNOWLEDGMENTS
MAB and DS acknowledge support by the ERC starting
grant 638707 “BHs and their host galaxies: co-evolution
across cosmic time.” DS further acknowledges support from
the STFC. This research used: The Cambridge Service for
Data Driven Discovery (CSD3), part of which is operated
by the University of Cambridge Research Computing on be-
half of the STFC DiRAC HPC Facility (www.dirac.ac.uk).
The DiRAC component of CSD3 was funded by BEIS cap-
ital funding via STFC capital grants ST/P002307/1 and
ST/R002452/1 and STFC operations grant ST/R00689X/1.
The DiRAC@Durham facility managed by the Institute for
Computational Cosmology on behalf of DiRAC. The equip-
ment was funded by BEIS capital funding via STFC capital
grants ST/P002293/1 and ST/R002371/1, Durham Univer-
sity and STFC operations grant ST/R000832/1. DiRAC is
part of the National e-Infrastructure.
DATA AVAILABILITY
The data underlying this article will be shared on reasonable
request to the corresponding author.
REFERENCES
Allen S. W., Evrard A. E., Mantz A. B., 2011, ARA&A, 49, 409
Babul A., Sharma P., Reynolds C. S., 2013, ApJ, 768, 11
Bahe´ Y. M., et al., 2017, MNRAS, 470, 4186
Bambic C. J., Reynolds C. S., 2019, ApJ, 886, 78
Barnes D. J., Kay S. T., Henson M. A., McCarthy I. G., Schaye
J., Jenkins A., 2017a, MNRAS, 465, 213
Barnes D. J., et al., 2017b, MNRAS, 471, 1088
Barnes D. J., et al., 2018, MNRAS, 481, 1809
Basson J. F., Alexander P., 2003, MNRAS, 339, 353
MNRAS 000, 1–31 (2020)
AGN jet heating of realistic clusters 29
Bicknell G. V., Mukherjee D., Wagner A. e. Y., Sutherland R. S.,
Nesvadba N. P. H., 2018, MNRAS, 475, 3493
Binney J., Tabor G., 1995, MNRAS, 276, 663
Bˆırzan L., Rafferty D. A., McNamara B. R., Wise M. W., Nulsen
P. E. J., 2004, ApJ, 607, 800
Bˆırzan L., McNamara B. R., Nulsen P. E. J., Carilli C. L., Wise
M. W., 2008, ApJ, 686, 859
Blanton E. L., Sarazin C. L., McNamara B. R., Wise M. W., 2001,
ApJ, 558, L15
Bogdanovic´ T., Reynolds C. S., Balbus S. A., Parrish I. J., 2009,
ApJ, 704, 211
Bo¨hringer H., Matsushita K., Churazov E., Ikebe Y., Chen Y.,
2002, A&A, 382, 804
Bourne M. A., Sijacki D., 2017, MNRAS, 472, 4707
Bourne M. A., Sijacki D., Puchwein E., 2019, MNRAS, 490, 343
Bregman J. N., Fabian A. C., Miller E. D., Irwin J. A., 2006,
ApJ, 642, 746
Burns J. O., 1990, AJ, 99, 14
Burns J. O., Hallman E. J., Gantner B., Motl P. M., Norman
M. L., 2008, ApJ, 675, 1125
Castignani G., Combes F., Salome´ P., Freundlich J., 2020, A&A,
635, A32
Cattaneo A., Teyssier R., 2007, MNRAS, 376, 1547
Chadayammuri U., Tremmel M., Nagai D., Babul A., Quinn T.,
2020, MNRAS submitted, p. arXiv:2001.06532
Churazov E., Sunyaev R., Forman W., Bo¨hringer H., 2002, MN-
RAS, 332, 729
Cielo S., Babul A., Antonuccio-Delogu V., Silk J., Volonteri M.,
2018, A&A, 617, A58
Conroy C., Ostriker J. P., 2008, ApJ, 681, 151
Cooke K. C., O’Dea C. P., Baum S. A., Tremblay G. R., Cox
I. G., Gladders M., 2016, ApJ, 833, 224
Crawford C. S., Allen S. W., Ebeling H., Edge A. C., Fabian
A. C., 1999, MNRAS, 306, 857
Croston J. H., Hardcastle M. J., 2014, MNRAS, 438, 3310
Croston J. H., Hardcastle M. J., Birkinshaw M., Worrall D. M.,
Laing R. A., 2008, MNRAS, 386, 1709
Croston J. H., Hardcastle M. J., Mingo B., Evans D. A., Dicken
D., Morganti R., Tadhunter C. N., 2011, ApJ, 734, L28
Curtis M., Sijacki D., 2015, MNRAS, 454, 3445
Dave´ R., Angle´s-Alca´zar D., Narayanan D., Li Q., Rafieferantsoa
M. H., Appleby S., 2019, MNRAS, 486, 2827
Davis M., Efstathiou G., Frenk C. S., White S. D. M., 1985, ApJ,
292, 371
Di Matteo T., Springel V., Hernquist L., 2005, Nature, 433, 604
Dolag K., Bartelmann M., Lesch H., 2002, A&A, 387, 383
Dolag K., Borgani S., Murante G., Springel V., 2009, MNRAS,
399, 497
Donahue M., et al., 2010, ApJ, 715, 881
Donahue M., Connor T., Voit G. M., Postman M., 2017, ApJ,
835, 216
Dubois Y., Devriendt J., Slyz A., Teyssier R., 2010, MNRAS, 409,
985
Dubois Y., Devriendt J., Slyz A., Teyssier R., 2012, MNRAS, 420,
2662
Dunn R. J. H., Fabian A. C., 2006, MNRAS, 373, 959
Dunn R. J. H., Fabian A. C., 2008, MNRAS, 385, 757
Dunn R. J. H., Fabian A. C., Taylor G. B., 2005, MNRAS, 364,
1343
Dunn R. J. H., Fabian A. C., Sanders J. S., 2006a, MNRAS, 366,
758
Dunn R. J. H., Fabian A. C., Celotti A., 2006b, MNRAS, 372,
1741
Dursi L. J., Pfrommer C., 2008, ApJ, 677, 993
Egami E., Rieke G. H., Fadda D., Hines D. C., 2006, ApJ, 652,
L21
Ehlert K., Weinberger R., Pfrommer C., Pakmor R., Springel V.,
2018, MNRAS, 481, 2878
Ehlert K., Pfrommer C., Weinberger R., Pakmor R., Springel V.,
2019, ApJ, 872, L8
English W., Hardcastle M. J., Krause M. G. H., 2016, MNRAS,
461, 2025
Fabian A. C., 1994, ARA&A, 32, 277
Fabian A. C., 2012, ARA&A, 50, 455
Fabian A. C., et al., 2000, MNRAS, 318, L65
Fabian A. C., Sanders J. S., Allen S. W., Crawford C. S., Iwasawa
K., Johnstone R. M., Schmidt R. W., Taylor G. B., 2003,
MNRAS, 344, L43
Fabian A. C., Sanders J. S., Taylor G. B., Allen S. W., 2005,
MNRAS, 360, L20
Fabian A. C., Sanders J. S., Taylor G. B., Allen S. W., Crawford
C. S., Johnstone R. M., Iwasawa K., 2006, MNRAS, 366, 417
Fabian A. C., et al., 2011, MNRAS, 418, 2154
Fabian A. C., Walker S. A., Russell H. R., Pinto C., Sanders J. S.,
Reynolds C. S., 2017, MNRAS, 464, L1
Falceta-Gonc¸alves D., Caproni A., Abraham Z., Teixeira D. M.,
de Gouveia Dal Pino E. M., 2010, ApJ, 713, L74
Fanaroff B. L., Riley J. M., 1974, MNRAS, 167, 31P
Fogarty K., Postman M., Larson R., Donahue M., Moustakas J.,
2017, ApJ, 846, 103
Fogarty K., et al., 2019, ApJ, 879, 103
Forman W., et al., 2007, ApJ, 665, 1057
Gaibler V., Krause M., Camenzind M., 2009, MNRAS, 400, 1785
Gaspari M., Melioli C., Brighenti F., D’Ercole A., 2011, MNRAS,
411, 349
Gaspari M., Ruszkowski M., Sharma P., 2012, ApJ, 746, 94
Genel S., et al., 2014, MNRAS, 445, 175
Graham J., Fabian A. C., Sanders J. S., 2008, MNRAS, 386, 278
Guo F., Duan X., Yuan Y.-F., 2018, MNRAS, 473, 1332
Hahn O., Martizzi D., Wu H.-Y., Evrard A. E., Teyssier R., Wech-
sler R. H., 2017, MNRAS, 470, 166
Hamer S. L., et al., 2014, MNRAS, 437, 862
Hamer S. L., et al., 2016, MNRAS, 460, 1758
Hamer S. L., et al., 2019, MNRAS, 483, 4984
Hardcastle M. J., Krause M. G. H., 2013, MNRAS, 430, 174
Hardcastle M. J., Krause M. G. H., 2014, MNRAS, 443, 1482
Heinz S., Choi Y.-Y., Reynolds C. S., Begelman M. C., 2002, ApJ,
569, L79
Heinz S., Merloni A., Di Matteo T., Sunyaev R., 2005, Ap&SS,
300, 15
Heinz S., Bru¨ggen M., Young A., Levesque E., 2006, MNRAS,
373, L65
Henden N. A., Puchwein E., Shen S., Sijacki D., 2018, MNRAS,
479, 5385
Henden N. A., Puchwein E., Sijacki D., 2019a, MNRAS accepted,
p. arXiv:1911.12367
Henden N. A., Puchwein E., Sijacki D., 2019b, MNRAS, 489, 2439
Hillel S., Soker N., 2016, MNRAS, 455, 2139
Hillel S., Soker N., 2017, ApJ, 845, 91
Hinshaw G., et al., 2013, ApJS, 208, 19
Hitomi Collaboration et al., 2016, Nature, 535, 117
Hlavacek-Larrondo J., Fabian A. C., Edge A. C., Ebeling H.,
Sanders J. S., Hogan M. T., Taylor G. B., 2012, MNRAS,
421, 1360
Ikebe Y., et al., 1997, ApJ, 481, 660
Kang S.-J., Chen L., Wu Q., 2014, ApJS, 215, 5
Kannan R., Vogelsberger M., Pfrommer C., Weinberger R.,
Springel V., Hernquist L., Puchwein E., Pakmor R., 2017,
ApJ, 837, L18
Katz N., Weinberg D. H., Hernquist L., 1996, ApJS, 105, 19
Katz H., Martin-Alvarez S., Devriendt J., Slyz A., Kimm T., 2019,
MNRAS, 484, 2620
Kawakatu N., Kino M., Takahara F., 2016, MNRAS, 457, 1124
Keller B. W., Wadsley J. W., Wang L., Kruijssen J. M. D., 2019,
MNRAS, 482, 2244
Krause M., 2003, A&A, 398, 113
MNRAS 000, 1–31 (2020)
30
Kravtsov A. V., Borgani S., 2012, ARA&A, 50, 353
Le Brun A. M. C., McCarthy I. G., Schaye J., Ponman T. J.,
2014, MNRAS, 441, 1270
Lewis A. D., Stocke J. T., Buote D. A., 2002, ApJ, 573, L13
Li Y., Bryan G. L., 2014, ApJ, 789, 54
Li Y., Ruszkowski M., Bryan G. L., 2017, ApJ, 847, 106
Mahdavi A., Hoekstra H., Babul A., Bildfell C., Jeltema T., Henry
J. P., 2013, ApJ, 767, 116
Makishima K., et al., 2001, PASJ, 53, 401
Marinacci F., Vogelsberger M., Mocz P., Pakmor R., 2015, MN-
RAS, 453, 3999
Marinacci F., et al., 2018, MNRAS, 480, 5113
Martin-Alvarez S., Devriendt J., Slyz A., Teyssier R., 2018, MN-
RAS, 479, 3343
Martizzi D., Quataert E., Faucher-Gigue`re C.-A., Fielding D.,
2019, MNRAS, 483, 2465
Massaglia S., Bodo G., Rossi P., Capetti S., Mignone A., 2016,
A&A, 596, A12
Mathews W. G., 2009, ApJ, 695, L49
Mathews W. G., Guo F., 2011, ApJ, 738, 155
Matsushita K., Belsole E., Finoguenov A., Bo¨hringer H., 2002,
A&A, 386, 77
Mazzotta P., Kaastra J. S., Paerels F. B., Ferrigno C., Co-
lafrancesco S., Mewe R., Forman W. R., 2002, ApJ, 567, L37
McCarthy I. G., Babul A., Bower R. G., Balogh M. L., 2008,
MNRAS, 386, 1309
McCarthy I. G., Schaye J., Bird S., Le Brun A. M. C., 2017,
MNRAS, 465, 2936
McNamara B. R., Nulsen P. E. J., 2007, ARA&A, 45, 117
McNamara B. R., Nulsen P. E. J., 2012, New Journal of Physics,
14, 055023
McNamara B. R., et al., 2000, ApJ, 534, L135
McNamara B. R., Nulsen P. E. J., Wise M. W., Rafferty D. A.,
Carilli C., Sarazin C. L., Blanton E. L., 2005, Nature, 433, 45
McNamara B. R., et al., 2014, ApJ, 785, 44
Mendygral P. J., Jones T. W., Dolag K., 2012, ApJ, 750, 166
Mittal R., Whelan J. T., Combes F., 2015, MNRAS, 450, 2564
Morsony B. J., Heinz S., Bru¨ggen M., Ruszkowski M., 2010, MN-
RAS, 407, 1277
Mukherjee D., Bicknell G. V., Wagner A. e. Y., Sutherland R. S.,
Silk J., 2018, MNRAS, 479, 5544
Nixon C., King A., 2013, ApJ, 765, L7
Nulsen P. E. J., Jones C., Forman W. R., David L. P., McNa-
mara B. R., Rafferty D. A., Bˆırzan L., Wise M. W., 2007,
in Bo¨hringer H., Pratt G. W., Finoguenov A., Schuecker P.,
eds, Heating versus Cooling in Galaxies and Clusters of Galax-
ies. p. 210 (arXiv:astro-ph/0611136), doi:10.1007/978-3-540-
73484-0˙37
Oegerle W. R., Cowie L., Davidsen A., Hu E., Hutchings J., Mur-
phy E., Sembach K., Woodgate B., 2001, ApJ, 560, 187
Omma H., Binney J., Bryan G., Slyz A., 2004, MNRAS, 348, 1105
Ostriker J. P., Choi E., Ciotti L., Novak G. S., Proga D., 2010,
ApJ, 722, 642
Peterson J. R., et al., 2001, A&A, 365, L104
Peterson J. R., Kahn S. M., Paerels F. B. S., Kaastra J. S.,
Tamura T., Bleeker J. A. M., Ferrigno C., Jernigan J. G.,
2003, ApJ, 590, 207
Pfrommer C., 2013, ApJ, 779, 10
Pinto C., et al., 2015, A&A, 575, A38
Poole G. B., Babul A., McCarthy I. G., Sand erson A. J. R.,
Fardal M. A., 2008, MNRAS, 391, 1163
Prasad D., Sharma P., Babul A., 2015, ApJ, 811, 108
Pratt G. W., et al., 2010, A&A, 511, A85
Rafferty D. A., McNamara B. R., Nulsen P. E. J., Wise M. W.,
2006, ApJ, 652, 216
Randall S. W., et al., 2015, ApJ, 805, 112
Rasia E., et al., 2012, New Journal of Physics, 14, 055018
Rasia E., et al., 2015, ApJ, 813, L17
Reynolds C. S., Heinz S., Begelman M. C., 2001, ApJ, 549, L179
Russell H. R., et al., 2014, ApJ, 784, 78
Russell H. R., et al., 2017, ApJ, 836, 130
Russell H. R., et al., 2019, MNRAS, 490, 3025
Ruszkowski M., Begelman M. C., 2002, ApJ, 581, 223
Ruszkowski M., Oh S. P., 2010, ApJ, 713, 1332
Ruszkowski M., Oh S. P., 2011, MNRAS, 414, 1493
Ruszkowski M., Bru¨ggen M., Begelman M. C., 2004, ApJ, 611,
158
Sanders J. S., Fabian A. C., 2007, MNRAS, 381, 1381
Sanders J. S., et al., 2016, MNRAS, 457, 82
Schaal K., Springel V., 2015, MNRAS, 446, 3992
Schmidt R. W., Fabian A. C., Sanders J. S., 2002, MNRAS, 337,
71
Sijacki D., Springel V., 2006a, MNRAS, 366, 397
Sijacki D., Springel V., 2006b, MNRAS, 371, 1025
Sijacki D., Springel V., di Matteo T., Hernquist L., 2007, MN-
RAS, 380, 877
Sijacki D., Pfrommer C., Springel V., Enßlin T. A., 2008, MN-
RAS, 387, 1403
Sijacki D., Springel V., Haehnelt M. G., 2009, MNRAS, 400, 100
Sijacki D., Vogelsberger M., Genel S., Springel V., Torrey P., Sny-
der G. F., Nelson D., Hernquist L., 2015, MNRAS, 452, 575
Springel V., 2005, MNRAS, 364, 1105
Springel V., 2010, MNRAS, 401, 791
Springel V., Hernquist L., 2003, MNRAS, 339, 289
Springel V., White S. D. M., Tormen G., Kauffmann G., 2001,
MNRAS, 328, 726
Sun M., 2009, ApJ, 704, 1586
Sun M., Voit G. M., Donahue M., Jones C., Forman W., Vikhlinin
A., 2009, ApJ, 693, 1142
Tamura T., et al., 2001, A&A, 365, L87
Valentini M., et al., 2020, MNRAS, 491, 2779
Vazza F., Jones T. W., Bru¨ggen M., Brunetti G., Gheller C.,
Porter D., Ryu D., 2017, MNRAS, 464, 210
Vernaleo J. C., Reynolds C. S., 2006, ApJ, 645, 83
Vogelsberger M., Genel S., Sijacki D., Torrey P., Springel V.,
Hernquist L., 2013, MNRAS, 436, 3031
Vogelsberger M., et al., 2014, MNRAS, 444, 1518
Voigt L. M., Fabian A. C., 2004, MNRAS, 347, 1130
Voit G. M., Donahue M., 2005, ApJ, 634, 955
Von Der Linden A., Best P. N., Kauffmann G., White S. D. M.,
2007, MNRAS, 379, 867
Weinberger R., Ehlert K., Pfrommer C., Pakmor R., Springel V.,
2017, MNRAS, 470, 4530
Werner N., McNamara B. R., Churazov E., Scannapieco E., 2019,
Space Sci. Rev., 215, 5
Wiersma R. P. C., Schaye J., Smith B. D., 2009a, MNRAS, 393,
99
Wiersma R. P. C., Schaye J., Theuns T., Dalla Vecchia C., Tor-
natore L., 2009b, MNRAS, 399, 574
Yang H.-Y. K., Reynolds C. S., 2016a, ApJ, 818, 181
Yang H. Y. K., Reynolds C. S., 2016b, ApJ, 829, 90
Yang H. Y. K., Gaspari M., Marlow C., 2019, ApJ, 871, 6
Zakamska N. L., Narayan R., 2003, ApJ, 582, 162
Zhang C., Churazov E., Schekochihin A. A., 2018, MNRAS, 478,
4785
Zhuravleva I., et al., 2014, Nature, 515, 85
ZuHone J. A., Markevitch M., Brunetti G., Giacintucci S., 2013,
ApJ, 762, 78
Zubovas K., Bourne M. A., 2017, MNRAS, 468, 4956
Zweibel E. G., Mirnov V. V., Ruszkowski M., Reynolds C. S.,
Yang H. Y. K., Fabian A. C., 2018, ApJ, 858, 5
MNRAS 000, 1–31 (2020)
AGN jet heating of realistic clusters 31
2 3 4 5 6 7 8
log10[  / h2 M  kpc 3]
4
5
6
7
8
9
10
11
lo
g 1
0[
T 
/ K
]
ISMICM
Warm
Jet
Figure A1. Phase diagram of the fiducial jet run at 19.8 Myr to
illustrate how we define different jet phases. Jet material is shown
in green, ISM (ρ > ρcrit = 8.5× 105 h2 M kpc−3) in blue, ICM
(TkeV > 3 × 106ρ0.25cgs ) in red and the warm phase, which sits
between the ISM and ICM, in purple.
APPENDIX A: PHASE DIAGRAM
In Section 3.3 we wish to examine the impact that the jet
feedback has on different gas phases and how gas transitions
between them. Hence, in Fig. A1 we show the phase diagram
of the fiducial jet run at 19.8 Myr which helps us identify
four key phases, whereby the gas is split into jet material,
which we have already defined as non-ISM gas with fJ >
f threshJ (green), ISM, which is any gas with densities above
ρcrit = 8.5×105 h2 M kpc−3 and is considered star-forming
(blue), the ICM, which is defined using the temperature-
density cut, TkeV > 3 × 106ρ0.25cgs , of Rasia et al. (2012)
(red), and finally the warm phase, which sits between the
ICM and ISM phases and is defined as TkeV < 3× 106ρ0.25cgs
and ρ < ρcrit (purple).
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