We propose a real-time context-aware learning system along with the architecture that runs on the mobile devices, provide services to the user and manage the IoT devices. In this system, an application running on mobile devices collected data from the sensors, learned about the user-defined context, made predictions in real-time and manage IoT devices accordingly.
However, the computational power of the mobile devices makes it challenging to run machine learning algorithms with acceptable accuracy. To solve this issue, some authors have run machine learning algorithms on the server and transmitted the results to the mobile devices. Although the context-aware predictions made by the server are more accurate than their mobile counterpart, it heavily depends on the network connection for the delivery of the results to the devices, which negatively affects real-time context-learning.
Therefore, in this work, we describe a context-learning algorithm for mobile devices which is less demanding on the computational resources and maintains the accuracy of the prediction by updating itself from the learning parameters obtained from the server periodically. Experimental results learning in their works, where they have learned the context of the user and acted automatically based on it. Still, none of the previous research works have offered a solution for real-time context-learning to managee the IoT devices [7] . In this research, we propose a real-time system that will detect context in real-time with sufficient accuracy. The system is suitable for IoT applications such as health monitoring, home automation, intelligent traffic management systems, environmental monitoring, and smart city management applications, where IoT devices can be managed and connected with the mobile devices.
Therefore, in this paper, we will extract knowledge using mobile devices in order to make decisions in real time and to store the data on the server for long-term analysis. We will develop algorithms that will learn the context of the user from the data collected through the sensors in real time. Lastly, the algorithm will keep improving the model with the number of usages.
The main contributions of this paper can be summarized as follows:
• We propose a real-time context-learning system running on the mobile devices which acquires the data related to the context from sensors and control the IoT devices. The sensors can be internal or external based on the type of device.
• We have presented two sets of algorithms, of which one utilizes machine learning techniques and the other uses deep learning techniques.
• Each set of the context-learning algorithms consists of a light-weight client algorithm and a server algorithm.
The rest of the paper is organized in the following manner. Section II presents the literature review while the real-time context-aware learning system architecture is presented in Section III. Section IV describes the learning model followed by a description of our algorithms. The evaluation of the proposed algorithms are presented in Section V, and conclusion is drawn in Section VI.
Literature Review
Context-aware computing is a framework through which a system can comprehend the environment automatically and use the information to provide a better service [8, 9] to the user.
Nishihara et al. [10] developed a system consisting of three components:
Context Recognition Module, QoS Manager, and Resource Control Module.
Although it did not work in real-time, the main point was to maintain a resource table which records the authority of every service along with the essential sensors for the considered contexts. Donohoo et al. [11] implemented a framework called AURA which optimizes CPU and screen backlight to conserve power while maintaining a minimum acceptable level of performance. However, this work did not consider multiple context-learning and only focused on user interaction.
Authors in [12] described that context-aware mobile applications are more profound than distributed and traditionally fixed applications. This work defined a suite of metrics for context-aware mobile applications and demonstrated their impact on the performance and resource utilization in terms of memory, network, and CPU usage.
In [13] , the authors formulated a learning method based on the context of personal preferences from wearable sensors. With the help of the data acquired from the wearable sensors, the authors designed a user context model which employed machine learning and statistical analysis to learn data online without any external supervision.
Authors in [14] described a method to reduce the bandwidth usage at the sender by reducing frame rate in mobile video chatting. User experience was unhindered by utilizing internal sensors to drop frames and users adapted to the frame rate. In paper [15] , authors proposed a context-aware frame rate adaption framework to provide harmony between video quality and bandwidth usage in a mobile video chat application. However, none of these works employed a long-term data analysis technique.
A cloud-assisted lightweight learning framework is proposed by Li et al. [16] . The solution reduced the data transmission between mobile device and the cloud. The authors utilized the cloud framework to retrain the proposed Convolutional Neural Networks (CNN) in mobile devices from the incremental new training data to increase the accuracy of the model. However, this work did not evaluate the execution time or the power consumption of the model in the mobile devices, which have limited battery life, nor did it examine the response of the model in the event of network failure.
In [17] , authors proposed a Viterbi-based context-aware mobile sensing mechanism algorithm. The suggested algorithm employed a trade-off between energy consumption and delay to optimize the sensing schedule of the sensors. Although the solution works in real-time, the authors have not utilized any long-term learning technique to improve the accuracy of the proposed algorithm.
The learning can be performed in the cloud, which offers more computational power and storage space, but users must be connected to the internet to access the service and may have to pay for the cloud service. Learning can also be performed on the mobile device, producing quick results with-out requiring an internet connection, but is limited by computational power, storage capacity and battery life constraints [18] . Therefore, to circumvent these shortcomings, in this paper, we propose a real-time context-learning system that can run on mobile devices and is able to upgrade itself from the learning parameters obtained from the cloud. In this paper we will use the term context-aware learning and context-learning interchangeably.
3. Real-time Context-aware learning system Architecture In this paper, we define the context as any information used to understand the environmental changes from the user's perspective, based on sensor data such as location, identity, activity, etc., as proposed in the work of [19] .
Our definition of the context-aware learning system states that the system offers services based on the context, as defined by the user. For example, if a user defined the activity as context and the service required by the user is to play a certain type of music when the user is jogging while another type of music is played when the user is driving, then the context-aware learning system should be able to identify the user-defined context based on the sensor data and provide the required service accordingly by playing the appropriate type of music. Therefore, the context-aware learning system architecture proposed in this section is a general one where users can define the context and services according to their needs and the system will provide appropriate services based on the context. The context-aware learning system requires cloud computing infrastructure which bridges numerous IoT devices to the core computing structure of the cloud. This architecture also requires a light-weight decision-making systems that runs on the mobile devices such as smart-phones, because of the computing-power which currently is not available in most of the IoT devices. Also, mobile devices are already easily available. In this section, we will use the term sensor and sensor node to refer to a physical sensor.
Assumptions
Real-time context-awareness in IoT devices has yet to materialize in a large-scale commercial environment. For this reason, the following assumptions are made in relation to the proposed architecture.
• Mobile devices, such as smart-phones, are used for the real-time learning by utilizing the data captured from sensors to control and monitor the IoT devices.
• Mobile devices may have internal sensors.
• IoT devices can act as an external sensor devices. Though they may have limited computational power, we believe that with advances in technology, the computational power of these devices will increase signicantly and that they will be capable of processing and learning from the captured data [20, 21] .
• Internal sensors present in IoT devices can be viewed as autonomous sensors, which can execute applications that affect the sensing and data processing tasks. On the other hand, non-autonomous sensors are external sensors, which cannot process data or make predictions because of lacking computational power. Some sensors may have limited or little computational capabilities, which is not sufficient to execute user defined applications that can influence sensing and data processing tasks, may be called semi autonomous sensors, but in this work they will be referred as non-autonomous sensors.
• The sensing unit contains control units, sensor delay, sleep interval and power module.
• Light-weight learning and decision-making processes are performed in the mobile devices and the computationally heavy learning tasks are performed in the cloud.
• Mobile devices store sensor data temporarily and transmit it to the cloud infrastructure for permanent storage.
• IoT devices can be mobile or stationary.
System outline
A generic real-time context-learning system architecture can be thought of as a system consisting of three tiers, as shown in Fig. 1 .
• Tier 1: The sensor nodes reside at the bottom layer. They are responsible for sensing the environment, which helps to determine the context, and they transmit the raw data to the mobile devices and the cloud server.
• Tier 2: It consists of the mobile devices which are responsible for receiving data from the sensor nodes, receiving learning parameters from the cloud server, transmitting control information to the sensor nodes, transmitting data to the cloud server and control the functioning of the IoT devices to provide better services to the users.
• Tier 3: The cloud server layer is the top layer of the proposed architecture. It consists of multiple servers which run the learning algorithm and provide the learning parameters to the mobile devices. The datacenters, connected with the servers, are responsible for storing the sensor data generated from the numerous sensors. 
Architecture details

Learning Model
An interconnected group of nodes, which are modeled after neurons in human brains, are used to build an artificial neural network [22] . The artificial neural network can be used to model non-linear and complex relationships among the inputs and outputs, can infer unseen relationships within the data which is helpful to create a generalized model that is able to predict unseen data, can work with a wide range of inputs, and generally performs better when compared to other types of algorithms. The deep learning systems performed better with complex input and output mapping. A large number of deep learning systems are based on a neural network because of its feature learning ability when compared to other approaches such as decision trees. Therefore, considering the advantages of neural network based systems, it is considered it in this paper. Generally, neural networks consist of layers which are made up of nodes. Our neural network, illustrated in Fig.   3 , has three layers; input, hidden and output layers, with each consisting of nodes. The nodes of different layers are connected by links, which are associated with weights. In the forward propagation process, the network takes input data from the sensors, processes them through the hidden layer and sends the result to the output layer. A context may be identified using several sensors. In such a case, each sensor data should be used as an input value in the network. The total input of a hidden layer is determined using the following equation as presented in [22] .
Where η h λ is the input of the hidden node h λ , w j is the weight for the link between the input node i k and hidden node h λ . The bias is denoted as b l . There is a total of ι input nodes and Λ hidden nodes in the network.
Therefore, each hidden node will use equation 1 to determine the total input. The output of a hidden node is obtained by the activation function as demonstrated in [22] , which is provided below.
Where σ h λ denotes the output of the hidden layer h λ . We have used the sigmoid function in this paper for activation. After obtaining the output from the hidden nodes, we measure the error for each output using the following function, which is also called squared error function as mentioned in [23] .
Where a x is the actual output for output node x and o x is the predicted output. In the backward propagation process [23] , we update the weights and the biases of the network by comparing them with the actual output values. For the output layer, we will use the following equation, which is explained in [23] .
Where δE δw h λ ox is the gradient with respect to the link between output node o x and the hidden node h λ and is obtained using the chain rule [24] .
For the hidden layer, the equation from [23] is used.
Where δE δw i k h λ is the gradient with respect to the link between input node i k and the hidden node h λ . The weights are updated using the following equation derived from [23] .
Where ϕ wy is the value of the updated weight, w y is the previous weight, Γ is learning parameter, and δE δwy is the effect of the weight on the total error. The network will update all the weights using equation 6.
Algorithms
The real-time system proposed in this paper consists of two types of context-learning algorithms. One algorithm runs on the server, called the server-side algorithm. The server-side context-learning algorithm is an independent algorithm which receives the sensor data from the mobile devices and learns the context. The other algorithm is the client-side algorithm which runs on the mobile devices. These algorithms do not require high computational power and take less time to learn the context. They depend on the server, which provides the learning parameters, to maintain accuracy in real-time. The client-side algorithm is responsible for transmitting the sensor data to the server and offload the computationally heavy learning processes to the server. In the server, we have implemented two types of context-learning algorithms; one with machine learning, denoted as 
Evaluation
In this section, we analyze the performance of the proposed real-time system. We have evaluated the systems accuracy and execution time using an Android application. We implemented two light-weight context-learning algorithms, LCL and ADCL, as described in the previous section. These two algorithms are specially tailored to run on mobile devices with a limited computational capability and learn the context in real-time. Subsequently, it is easier to make a decision autonomously in real-time. Therefore, these algorithms can be applied by the user in diverse types of applications according to their requirements.
Experimental Setup
We will evaluate the four algorithms: CL, LCL, DCL, and ADCL. Our objective is to learn the context in the least amount of time from the sensor data with sufficient accuracy. We have implemented all four context-learning algorithms on the Nexus 5x smartphone. The algorithms run on Android Marshmallow version 6.0, API level 23. To evaluate the proposed algorithms, we have used various datasets as well as implemented an example which learns whether the user is still or in motion from the accelerometer data. The smartphone connects to the Internet using Wi-Fi to send sensor data to the server. We created our neural network with ϕ hidden layers, ι input layers and output layers, such that ϑ = |(ι + )/2|. We have presented six datasets, iris [26] , wheat seeds [27] , heart disease diagnosis [28] , spoken Arabic digit [29] , high-quality recordings of Australian sign language signs [30] , and road condition data [31] to evaluate the performance of our algorithms. We have presented accuracy obtained by the proposed ADCL algorithm in the results and discussion sub-section with six different datasets to illustrate that our algorithm can work with multiple contextual data and produce good results in real-time. We know that the activity recognition experiment presented in this paper is a trivial one but we have used for the evaluation purpose of the proposed system which include our overall architecture, which includes learning from the sensor data in real-time, storing the data in the server and updating the real-time learning algorithm by the learning parameters obtained from the cloud server. However, the rest of the experiments with the five datasets along with the vehicular dataset are nontrivial and used to show the efficiency of the real-time learning algorithm. Datasets for validation iris [26] , wheat seeds [27] , heart disease diagnosis [28] , spoken
Arabic digit [29] , high-quality recordings of Australian sign language signs [30] , and road condi- usage session as determined by the user. We have considered x-axis and yaxis values of the accelerometer data while leaving the z-axis values. We have observed that the z-axis value of the accelerometer is not useful for our experiment. Therefore, we have only used x and y-axis values of the accelerometer data in this experiment. To train our system, we asked the user to manually mark the cases when they are using the smartphone while moving and when they are in a still position. The blue circle represents the scenarios when the user is still while using the smartphone whereas the red plus denotes the cases when the user is in motion. One can observe from best result at 97.94%. The ADCL algorithm (average accuracy 97.51%) which runs at the smartphone closely follows the CL server algorithm. The LCL algorithm, which runs on the smartphone, produced the lowest score (93.17%). Hence, it is a wise choice to run the deep learning algorithm at the server and use its light-weight version to make the prediction in real-time on the mobile devices in order to achieve the most accurate results. Fig. 6 demonstrates the effect of a varying learning rate for LCL and ADCL. In ADCL, the lower learning rate produces higher accuracy. Although it is also the same for the LCL algorithm, it does not follow a leaner trend. If we use a lower learning rate, then we should train the model more, which is suitable for server-side algorithms. Therefore, we have selected a low learning rate for the server algorithm, which is 0.05, and a relatively higher learning rate of 0.3 for the client-side algorithm.
To compare the efficiency of the proposed ADCL algorithm, we have algorithm increases the accuracy by 8.777%, when compared to the results obtained in [31] .
We have illustrated the efficiency of our proposed ADCL algorithm with the heart disease dataset [28] in Fig. 8 . The x-axis of the figure represents the number of occurrence, which is the averaged results of our experiment presented for each learning rate. The y-axis of the figure presents the number of hidden layers. We have considered maximum of nine hidden layers starting from one and for each hidden layer we have presented the learning rate from 0.1 to 0.9. For this heart disease dataset we have acquired the highest accuracy of 81.33% at 0.2 learning rate with only one hidden layer. We have used 14 attributes dataset of the Cleveland database and the output field, which refers to the presence of heart disease in the patient valued from 0 that represents no heart disease to 4.
We have illustrated the efficiency of our proposed ADCL algorithm with the spoken Arabic digit dataset [29] in Fig. 9 . This dataset consists of time series data of 13 Frequency Cepstral Coefficients (MFCCs), which were recorded from 44 males and 44 females, where native Arabic speakers between the ages 18 and 40 spoken 0 to 9, total ten, Arabic digits. The best result we obtained in terms of accuracy is 90.29% at 0.4 learning rate with 9 hidden layers.
We have illustrated the efficiency of our proposed ADCL algorithm with the Australian sign language signs (High Quality) dataset [30] in Auslan signer over a period of nine weeks. Total 2565 signs were collected of which each sign contains 27 samples. The best result we obtained in terms of accuracy is 97.11% at 0.9 learning rate with 10 hidden layers.
In Fig. 11 , we illustrate the snapshot of true positive, true negative and false negative rates for accelerometer data while using the ADCL algorithm.
In the figure, the true positive rate is denoted by blue squares, the true negative rate is denoted by green inverted triangles and the false negative rate is denoted by black crosses. In the figure, the x-axis presents the data reading from the accelerometer (x-axis values) and the y-axis of the plot represents the y-axis reading of the accelerometer data. The occurrence of the false positive rate is very minimal; therefore, it is not presented in the figure. In this experiment, the percentage of true positive, true negative and false negative values are 13.70%, 84.88%, and 1.42% respectively. We have achieved the mean accuracy of 98.505% for this experiment. 
Conclusion
In this paper, we present a context-learning system for the IoT applications where the cloud server assists the learning process in the mobile devices which can manage the IoT devices to provide better service to the users. We have proposed an architecture that is made with four interconnected components which are sensors, IoT devices, mobile devices and cloud server, where mobile devices acquired sensing data from sensors, transmit the data to the cloud server for long-term analysis, receives learning parameters from the cloud server and manage the IoT devices according to the context of the user and provide solution in real-time. We focused on the learning of user- to evaluate the efficiency of the two proposed light-weight learning algorithms in terms of accuracy, one based on machine learning techniques and the other on deep learning techniques. In summary, the current study focuses on the real-time learning of the user-defined context from the sensor data using light-weight learning algorithms that run on mobile devices and provide accurate results by receiving learning parameters from the server.
