We present rapidly converging series for the Khintchine constant and for general \Khintchine means" of continued fractions. We show that each of these constants can be cast in terms of an e cient free-parameter series, each of which involves only values of the Riemann zeta function, rationals, and logarithms of rationals. We provide an alternative, polylogarithm series for the Khintchine constant and indicate means to accelerate such series. We discuss properties of some explicit continued fractions, constructing speci c fractions that have limiting geometric mean equal to the Khintchine constant. We report numerical evaluations of such special numbers and of various Khintchine means. In particular, we used an optimized series and a collection of fast algorithms to evaluate the Khintchine constant to more than 7000 decimal places.
Introduction
The Khintchine constant arises in the measure theory of continued fractions. Every positive irrational number can be written uniquely as a simple continued fraction a 0 ; a 1 ; a 2 ; ; a n ; ], i.e., with a 0 a nonnegative integer and all other a i positive integers. The Gauss-Kuz'min distribution 13] predicts that the density of occurrence of some chosen positive integer k in the fraction of a random real number is given by Prob(a n = k) = ? log 2 1 ? 1 (k + 1) 2 : In his celebrated text, Khintchine 13] uses the Gauss-Kuz'min distribution to show that for almost all positive irrationals the limiting geometric mean of the positive elements a i of the relevant continued fraction exists and equals The fundamental constant K 0 is the Khintchine constant. Ever since Khintchine's elegant discovery there has been a keen interest in the numerical evaluation of K 0 14, 20, 26, 27, 24] . It is known that this constant can be cast in terms of various converging series, the following example of which having been used by Shanks and Wrench to provide the rst high-precision numerical values for K 0 :
log(K 0 ) log(2) = 
This series can be rendered even more computationally e cient via the introduction of a free integer parameter. We used a carefully optimized free-parameter series to resolve K 0 to 7350 decimal places (K 0 = 2:68545200106 : : : see x5).
The Khintchine constant can be thought of as a member of a certain class of constants we shall call Khintchine means K p , for real numbers p < 1. The H older mean of order p of the continued fraction elements, namely lim k ( , also exists with probability one and again with probability one equals the constant: (See the nal section of Khintchine's book 13] for a proof for p < 1 2 , or more modern references on ergodic theory for a proof for p < 1 19] .) We may interpret K 0 as the limiting instance of the K p de nition as p ! 0. We shall show in Theorem 6 below that for any negative integer p the Khintchine mean of order p satis es an identity (K p ) p log(2) = 1 X s=2 ( (s ? p) ? 1)Q sp ; (2) where each coe cient Q sp is rational. Again, there is a free-parameter generalization, which we employed to resolve the harmonic mean K ?1 also to over 7000 decimal places (K ?1 = 1:74540566240 : : : see x5). It is of interest that, evidently, only K 0 can be written as a series involving exclusively even zeta arguments. The computational implications of this unique property of K 0 are discussed in x5. We should mention that aside from the series (1) for K 0 there are other previously known formulae for Khintchine means, some of which involve derivatives of the zeta function 24].
In the next section we establish the series forms (1) and (2) for K 0 and the general Khintchine means K p , respectively. Actually, (1) and (2) can be thought of as degenerate cases of free-parameter forms in which an integer parameter can be optimized for numerical e ciency. Then in x3 we present polylogarithm series and a certain zeta-like function whose evaluations can be used to accelerate the polylogarithm series. In x4 we discuss explicit continued fractions with a view toward determining whether H older means exist and coincide with Khintchine means. In particular, some numbers known to have geometric mean (zeroth H older mean) equal to K 0 are presented. Finally, in x5 we discuss numerical details relevant to very-high-precision evaluation of Khintchine means.
Fundamental Identities
This section is devoted to presenting the basic identities. We begin with a list of preliminary, largely elementary, results needed in the paper. The rst lemma amounts to a set of observations due to Wrench Proof. The proofs of the rst two identities are similar and rely on expanding the zeta terms, rearranging the order of summation and re-evaluating. In both cases, the result telescopes to the desired conclusion. 
where A s := P 2s?1 m=1 (?1) m?1 =m. Remark. The integer N is a free parameter that can be optimized in actual computations to signi cantly reduce the number of zeta evaluations required. Variation of this parameter also provides a kind of error check, for whatever the choice of positive integer N, one expects the same result for the left-hand side. Note that in the case N = 1 the second summation is empty, and we recover precisely the K 0 identity (1) of x1. By Lemma 1(c), this sum agrees with log(K 0 ) log(2). 2 As a companion relation to the identity of Theorem 3, we can establish an elegant integral representation for the left-hand side. There is a powerful generalization of Lemma 2(b) in the form of a generating function based on Euler's product for sin( t)=( t) (see 23 
and de ne also the limiting case g(1) := log 2. We only need observe now that, on the basis of Theorem 3 with parameter N = 1,
and with the help of the previous dilogarithm integral evaluation we thus arrive at an integral representation. (Reference 20] contains an equivalent integral identity.)
Corollary 4. The following integral representation holds for K 0 :
It is amusing to observe that Lemma 1(c) may also be turned into an analogous integral form:
1 + t dt: This was observed from a very di erent starting point by Robert Corless 11] but follows immediately on breaking the rst integral up at integer points.
We now derive new, corresponding identities for the higher{order Khintchine means. They are in some sense simpler, since one logarithmic term is replaced by a negative integral power. There is an observation that leads directly to a zeta function expansion for these general Khintchine means. Note that a sum of terms k p log(1 ? (k + 1) ?2 ) can be expressed, via expansion of the logarithm, in terms of sums of the form (note p is assumed to be a negative integer):
Upon expansion of the term 1=(1 ? 1=n) ?p in powers of 1=n, we obtain an identity for the pth power of K p as a series of zeta functions. The result, after the same manner of free-parameter manipulation we used for K 0 , is a new series that can be thought of as a companion identity to the Shanks-Wrench expansion of Theorem 3. Remark. Note that for N = 1 the nal sum is empty, the coe cient of any given (s) is an easily computed rational, and we immediately establish a general series with rational coe cients, (2) Careful Eulerian partial fraction decomposition (as detailed in 7]) can be used to produce a closed-form evaluation of (m) for any positive integer m. In this way one may accelerate the convergence of relevant polylogarithm sums.
Explicit Continued Fractions
It is remarkable that, even though a random fraction's limiting geometric mean exists and furthermore equals the Khintchine constant with probability one, not a single explicit real number (e.g., a real number cast in terms of fundamental constants) has been demonstrated to have elements whose geometric mean equals K 0 . Likewise, for any negative integer p, not a single explicit real number has been shown to have elements whose H older mean equals K p . In any event, it is worthwhile to mention some classical continued fractions with respect to this theoretical impasse.
The continued fraction for e is e = 2; 1; 2; 1; 1; 4; 1; 1; 6; 1; 1; 8; 1; 1; 10; 1; 1; 12; : : :]: The elements are eventually comprised of a meshing of two arithmetic progressions, one of which has zero common di erence while the other has di erence two and diverges. Thus the meshing has diverging geometric mean. Thus, e does not possess geometric mean K 0 . The harmonic mean for e does exist, but equals 3/2, which is not K ?1 . It turns out that any fraction with elements lying in a single arithmetic progression can be evaluated in terms of special functions. Explicitly, for any positive integers a; d we have 2, eq. 9. The continued fraction elements do not appear to follow any pattern and are widely suspected to be in some sense random. Based on the rst 17,001,303 continued fraction elements, the geometric mean (of the fraction elements yielding the same precision) is 2.686393 and the harmonic mean is 1. 745882 12] . These values are reasonably close to K 0 and K ?1 , but of course no conclusion can be drawn beyond this. It is a well-known theorem of Lagrange that the elements of a simple continued fraction form an eventually periodic sequence if and only if the fraction is an irrational quadratic surd. All H older means for p = 0; ?1; ?2; ::: then exist, and are completely determined by one period of elements. Hence, each H older mean of a quadratic surd is an algebraic number. Clearly, for any algebraic number c = a 1=b formed from integers a; b, one can write down a quadratic surd having geometric mean c. Along these lines, it is not hard to show that if there exists an integer m > 2 such that log(K 0 =m) log(2=m) is rational, then there exists a quadratic surd with geometric mean K 0 . Thus the issue of transcendence for K 0 and related numbers is an interesting one, and one we return to in the next section.
Even though no explicit real number is known to have elements whose geometric mean is K 0 , it is still possible to fabricate explicit lists of elements whose geometric mean does equal K 0 . If one were in possession of some representation of K 0 to arbitrary accuracy, one could of course construct a fraction having geometric mean K 0 by appending a \2" (respectively, \3") to the element list whenever the current geometric mean were above (below) K 0 . There seems to be no way to determine a priori the value of, say, the nth element. Thus, such a constructed fraction is not explicit.
But it is possible to give an explicit list of elements having the desired property. One successful construction has been given by 1], as follows. Consider the naturally ordered rationals in (0,1); that is, consider 1=2; 1=3; 2=3; 1=4; 2=4; 3=4; 1=5; 2=5; 3=5; 4=5; : : :; where for each successive denominator d = 2; 3; 4; : : : we employ in increasing order all numerators between 1 and d ? 1 inclusive. Now consider the ( nite) set of fraction elements for each rational in the list. (We also demand the caveat that no such terminating fraction is allowed to end with element 1, so for example 2=3 is the fraction 1; 2] rather than 1; 1; 1].) If we concatenate the elements from all the terminating fractions, the in nite chain of elements has limiting geometric mean equal to K 0 . The resulting sequence of elements starts out: A = 2; 3; 1; 2; 4; 2; 1; 3; 5; 2; 2; 1; 1; 2; 1; 4; 6; 3; 2; 1; 2; 1; 5; 7; 3; 2; : : :]: The geometric mean of the rst 15,000 elements of A is 2.35821 : : : , which appears low but note that as the denominator d increases during construction of the elements, larger and larger elements (such as d itself) appear.
But one may construct elements whose geometric mean converges much more rapidly to K 0 . One such construction is based on a deterministic stochastic sampling of the Gauss-Kuz'min density, and proceeds as follows. First, for nonnegative integer n de ne the van der Corput discrepancy sequence 16] to be a set of the base-2 numbers d(n) = 0:b 0 b 1 b 2 : : : ; where the b i are the binary bits of n, with b 0 being least signi cant. As n runs through positive integers, the sequence of d(n) is con ned to (0,1) and has appealing pseudorandom properties. The construction of the number we shall call Z 2 then starts with a 0 := 0, and loops as follows:
For n = 1 to 1, set a n := b1=(2 d(n) ? 1)c:
The continued fraction elements a n thus determined start out Z 2 = 0; 2; 5; 1; 11; 1; 3; 1; 22; 2; 4; 1; 7; 1; 2; 1; 45; 2; 4; 1; 8; 1; 3; 1; 14; 1; : : :]:
On the idea that the discrepancy sequence is in a certain sense equidis- Through 100,000 elements the geometric and harmonic means for R work out to be 2.6753 and 1.7454, respectively. Although we have not done so, it should be possible to prove for example that the limiting geometric mean of these elements is indeed K 0 .
Computation of Khintchine Means
As intimated in our introduction, calculation of K 0 has occupied the attention of various researchers. For example, Gosper recently computed K 0 to 2217 digits 12]. Our 7350-digit value is in complete agreement with Gosper's 2217 digits. There is also the interesting problem of computing fraction elements from decimal representations of certain real numbers, a task that one may wish to do in, say, statistical experiments involving Khintchine means. We mention that in 21] an interesting algorithm is presented for computation of fraction elements without recourse to decimal input. Instead, di erential properties of an appropriate function are used. For example, Shiu resolved 10,000 elements of the fraction for e using properties of the function f(t) = sin(log(t)).
By exploiting various modern algorithms to be described presently, the present authors have explicitly computedcdots K 0 and K ?1 to more than 7350 decimal digit accuracy. These computations were performed with the aid of the MPFUN multiprecision software 4, 5], which was found to be signi cantly faster for our purposes than other available multiprecision facilities. One utilizes this software by writing ordinary Fortran-90 code, with multiprecision variables declared to be of type mp integer, mp real or mp complex. In the computations described below, the level of precision was su ciently high that the \advanced" routines of the Fortran-90 MPFUN library were employed. These routines employ special algorithms, including fast Fourier transform (FFT) multiplication, which are e cient for extra-high levels of precision.
The constant K 0 was computed using the formula given above in Theorem 3, with the free integer parameter N = 100, and with N = 120 as a check. The implementation of this formula was straightforward except for the computation of the Riemann zeta function. To obtain 7350-digit accuracy in the nal result, 2048 terms of the indicated series were evaluated, which requires f (2k); 0 k 2048g to be computed. One approach to compute these zeta function values is to apply formulas due to P. Borwein 8] . These formulas are very e cient for computing one or a few zeta function values, but when many values are required as in this case, another approach was found to be more e cient. This method is based on an observation that has previously been used in numerical approaches to Fermat's \Last Theorem" 9, 10], namely coth( x) = ?2 
Once Q(x) has been computed to su cient accuracy, the quotient polynomial is simply the product N(x)Q(x). The required values (2k) can then be obtained from the coe cients of this polynomial.
Computation time for the Newton iteration procedure can be reduced by starting with a modest polynomial length and precision level, iterating to convergence, doubling each, etc., until the nal length and precision targets are achieved. Computation time can be further economized by performing the two polynomial multiplications indicated in the above formula using a FFT-based convolution scheme. In our implementation, FFTs were actually performed at two levels of this computation: (i) to multiply pairs of polynomials, where the data elements to be transformed are the multiprecision polynomial coe cients, and (ii) to multiply pairs of multiprecision numbers, where the data elements to be transformed are integers representing successive sections of the binary representations of the two multiprecision numbers.
The constant K ?1 was computed by applying the formula in Corollary 7. Again, the challenge here is to precompute values of the Riemann zeta function for integer values. But in this case both odd and even values are required. The odd values can be economically computed by applying the following two formulas, the rst given by Ramanujan, but simpli ed slightly and known earlier; the second derived by di erentiating a companion identity of Ramanujan 6, ch. 14]: These two formulas are not very economical for computing a single odd value or just a few odd values of (k) | again, the formulas in 8] are more e cient for such purposes. But these Ramanujan formulas are quite e cient when a large number of odd zetas are required. Note that the in nite series in the two formulas can be inexpensively evaluated for many N simultaneously, since the expensive parts of these expressions do not involve N. Further, the evaluation At rst glance, the latter summations in these two formulas may appear quite expensive to evaluate. But note that each is merely the polynomial product of two vectors consisting principally of even zeta values. Thus, both sets of summation results can be computed using multiprecision FFT-based convolutions.
Computation of K 0 to 7350 digit precision required 2.5 hours on an IBM RS6000/ 590 workstation, and computation of K ?1 also to 7350 digits required some 12 hours. Excerpts of the resulting decimal expansions for each are included in the appendix. The complete expansions are available from the authors.
One intriguing question that was raised decades ago 27] is whether the continued fraction elements of K 0 themselves enjoy a limiting geometric mean K 0 . We can of course ask more generally whether, for the fraction elements of any Khintchine mean K p , the limiting H older mean of order q is in fact K q . During the task of computing from a given decimal representation a H older mean of some order, the issue of where to terminate the list of continued fraction elements is an interesting one. We employed a simple criterion: if x is known numerically, to D decimals to the right of the decimal point, generate continued fraction elements for x until a convergent p=q has 2q 2 > 10 D . The motivation for choosing this simple criterion is the theorem that at least one of any two successive convergents must satisfy j p q ? xj < 1 2q 2 and conversely, any reduced ratio p=q satisfying this inequality must be a convergent of x 13].
Our results are shown in Table 1 , together with results for the constants K ?1 ; A, R; Z 2 (which were de ned above), and . To give statistical perspective to our results for K 0 and K ?1 , we computed the geometric and harmonic means of the rst 7000 fraction elements for each of 100 pseudorandom multiprecision numbers of the same precision, namely 7350 decimal digits. The average and standard deviation of their geometric means were 2.683740 and 0.030124, respectively. The same statistics for their harmonic means were 1.745309 and 0.011148, respectively. Note that these two averages are in good agreement with the theoretical values K 0 and K ?1 . In any event, it appears that the geometric and harmonic means for the rst 7182 elements of our 7350-digit K 0 are within reasonable statistical limits of the expected theoretical values.
A question implicitly asked in the previous section is whether K 0 or K ?1 is algebraic. This question can be numerically explored by means of integer relation algorithms. A vector of real numbers (x 1 ; x 2 ; : : : ; x n ) is said to possess an integer relation if there exist integers a k such that a 1 x 1 +a 2 x 2 + +a n x n = 0.
It can easily be seen that a real number is algebraic of degree n ? 1 . The same was found to be true for K ?1 . In a second experiment, we explored the possibility that K 0 or K ?1 is given by a multiplicative formula involving powers of primes and some well-known mathematical constants. To that end, let p k denote the kth prime. We established, using PSLQ, that neither K 0 nor K ?1 satis es a relation of the form 0 = a 0 log + 15 X k=1 a k log p k +a 16 log + a 17 log e + a 18 log + a 19 log (3) + a 20 log log 2 with integer coe cients a k of absolute value 10 20 or less. By exponentiating this expression, it follows that neither K 0 nor K ?1 satis es a corresponding multiplicative formula with exponents of absolute value 10 20 or less.
There are many other tests that might be applied. For example, further work might be to rule out the possibility that log K 0 , (log K 0 )(log 2), or one of many other forms involving K 0 be an algebraic number of low degree.
