ABSTRACT Millimeter-wave (mmWave) systems have been considered as a promising candidate for 5G networks because of their potential advances in significant bandwidth enhancement. However, due to the extremely high operating frequency of mmWave systems, they generally suffer from severe frequencyselective propagation and nonlinear distortion in the power amplifier, which introduces unfavorable impact on the signal detection process. We discover that for indoor mmWave communications, the constellation of signals becomes much more ''clean and tidy'' at the receiver side compared with the current wireless systems (e.g., LTE and WiFi), thanks to the channel sparsity characteristic of mmWave communications. Motivated by this observation, we propose in this paper several detection algorithms. Specifically, K-means clustering (KMC) algorithm is first introduced into clustering signal detection due to its advantage in the circle or spherical cluster shape. Then, an improved KMC detector is proposed to avoid the deficiencies of KMC for the error floor and high complexity. Moreover, a density and distance-based clustering detector, a non-iterative algorithm, is proposed and it does not need to preset the number of clusters. The aboveproposed algorithms do not require any prior information about the power amplifier and the channel state information at the receiver end, which presents noticeable practical achievements on cost, complexity, and hardware constraints. The simulation results verify the effectiveness of the proposed schemes.
I. INTRODUCTION
With the explosive growth of mobile traffic demand, the contradiction between capacity requirements and spectrum shortage becomes increasingly prominent. The bottleneck of wireless bandwidth becomes a key problem of wireless networks [1] . Therefore, how to significantly enhance the wireless bandwidth becomes a key technical and research direction of the fifth generation (5G) wireless networks. As a result, the millimeter wave (mmWave) technology has raised enormous attention recently [2] because it will release another 5-7GHz bandwidth in the ultra-high unlicensed spectrum once adopted.
From a negative perspective, such high operating frequency brings disadvantages to mmWave systems. For example, mmWave communications experience severe path loss due to the high operating frequency [3] , which leads to adverse effects on the transmission quality. To this end, high emission power is generally adopted in mmWave systems in order to compensate the significant path-loss in addition to the beamforming technology. However, high operating power will introduce noticeable nonlinear distortion to both amplitude and phase of mmWave signals [4] , which leads to unfavorable difficulties in the signal detection process, especially for high-order modulation signals, e.g. MPSK and M-order quadrature amplitude modulation (MQAM) (which are commonly adopted in communication systems to improve the spectrum efficiency [5] ). Meanwhile, mmWave communications occupy huge transmission bandwidth and present a diffuse multipath transmission characteristic [6] . Therefore, removing PA's nonlinearity and reducing multipath propagation phenomenon are important aspects to consider in the system design.
Various approaches have been developed to mitigate the nonlinear distortion caused by PAs. One classic solution is to directly reduce the radiation power so that the operational power is away from the PA's saturation point (e.g., output power back-off (OBO) [7] , [8] ). However, such a linearization approach may cause remarkable degradation with respect to the power efficiency and the receiving SNR. Another solution to eliminate the PA nonlinearity is to develop a digital predistorter at the transmitter which can learn an inverse function to reduce the nonlinear distortion of input signals [9] - [11] . However, the complexity of this approach is extraordinarily intensive and the hardware realization is impractical for mmWave devices. Recently, a study shows a suboptimal estimation approach, i.e., particle filter (PF)-based local linearization joint detector at the receiver side [12] , may effectively combat the PA's nonlinearity. However, this approach requests accurate power amplifier parameters at the receiver side which is challenging due to hardware constraints.
Different from the above-mentioned solutions, we propose in this paper several novel signal detectors for indoor mmWave communications by exploiting the sparse characteristic of mmWave channels. The proposed detectors are developed based on an important observation of indoor mmWave communications (see Section II for details): the constellation of modulation signals become much more ''clean and tidy'' at the receiver side comparing to the conventional wireless systems (e.g. LTE and WiFi) thanks to the channel sparsity characteristic. The contributions/novelties of proposed blind detection algorithms can be summarized as follows:
• We convert the blind detection problem of indoor mmWave communications into an unsupervised clustering problem (see Section III for details). Although clustering is a widely studied problem in a variety of application domains including data mining [13] , spatial modulation [14] , [15] and coherent optical communication [16] . To the best of our knowledge, this perspective to analysis nonlinear detection problem of indoor mmWave communications has not been investigated before our work.
• We discover the receive sequence over indoor mmWave channel can be effectively divided into small clusters whose cluster shape is close to the circle, which is particularly suitable for KMC algorithm among the clustering algorithms. So, the conventional K-means clustering (KMC) algorithm [17] is adopted to solve the detection problem of mmWave communications.
• The KMC detector is easily trapped into the local optima due to the bad initial centroids, and it shows excellent clustering results at the cost of complexity especially for large K (K is the number of clusters). Therefore, we propose a new detector aiming to effectively select the initial centroids with low complexity.
• We propose a DDC (Density and distance-based clustering) detector [18] , which is a non-iterative algorithm that does not need to preset the number of clusters.
• The proposed algorithms don't require any prior information about the power amplifier and the channel state information(CSI) at the receiver end, which presents desirable practical achievements on cost, complexity and hardware constraints. The rest of the paper is organized as follows. In Section II, we present the system model focusing on the power amplifier model, the channel model and the signal model, and an important discovery of indoor mmWave communications will be presented. Based on this discovery, we develop the proposed signal detectors. In Section III, we convert the blind detection problem of indoor mmWave communications into an unsupervised clustering problem, and we introduce the KMC algorithm for clustering problem. Besides, we propose a new MKMC detector aiming to the drawbacks of KMC detector. We introduce the DDC (Density and distance-based clustering) detector in detail in Section IV. Simulation results are presented in Section V, and finally, Section VI concludes this paper with a summary.
II. SYSTEM MODEL
In this paper, we adopt the same mmWave communication system model as of [12] . The block diagram of the transmitter side is shown in Fig. 1 .
To begin with, the binary source sequence b j (j = 1, 2, · · · ) is fed into an M-order linear modulator (e.g. M-PSK, M-QAM, etc.), every m (m = log 2 M ) bits are mapped to one output data symbol x i (i = 1, 2, · · · ). Secondly, the modulated data symbol is passed through a front-end nonlinear PA. After that, we can get the emitted symbols {x + i } whose voltage amplitudes and phases experience serious distortions. Then, the emission symbols are propagated through a multipath fading channel, which will inevitably bring intersymbols interference (ISI) to the received signals. In the end, the observed/received signals expressed by {y i } (i = 1, 2, · · · , D) at the receiver end can be denoted as
where L is memory order of multipath responses and D is the length of transmitted sequence. Given the nonlinear mapping function f (·), the PA outputs x + i is controlled by x
is the corresponding output symbol of the power amplifier of input symbol m k , which is drawn from the modulation alphabet X mmw = {m 1 ,m 2 , · · · ,m M }, it is worth indicating that the input voltage signal x i and its output signal x + i is a one-to-one mapping, i.e., the nonlinear mapping function f (·) is monotonic function (see more details in Appendix A). The superscript * and H denote the conjugate and conjugate transpose, respectively. The quasi-static channel is considered in this paper. That is, 
h is assumed to follow a priori Gaussian distribution with the mean vector ofh and covariance . The additive white Gaussian noise n i is a independent and identically distributed Gaussian random variables with mean zero and variance of σ 2 , i.e., n i ∼ N (0, σ 2 ).
A. NONLINEAR POWER AMPLIFIER
Both amplitude and phase of input signals will experience severe nonlinear distortions when emitted with a high operational power. This phenomenon is commonly captured by the amplitude modulation-amplitude modulation (AM-AM) model and the amplitude modulation-phase modulation (AM-PM) model, respectively. For a memoryless PA, the input voltage signal at time i is x(i) = x In (i) + jx Qu (i), where the subscripts In and Qu represent the inphase (I) and quadrature (Q) components of the complex signal, respectively. Thus the signal passing through a memoryless PA can be expressed as [19] : (2) where G(·) and (·) are the PA's AM/AM and AM/PM conversion functions, respectively; ρ x (i) and φ x (i) are amplitude and phase of x(i), respectively; ρ x + (i) and φ x + (i) are the amplitude and phase of x + (i), respectively.
B. CHANNEL MODEL
It is known that 60 GHz wireless channel is characterized by intensive multipath propagation in a typical indoor environment. Currently, the popular channel model adopted in 60 GHz mmWave system is a modified SalehValenzuela(S-V) indoor model [20] , which is developed by the IEEE 802.15.3c task group. The channel impulse response (CIR) of this model can be defined as follows:
where δ is the Dirac function, L n is the number of paths, K l is the number of sub-paths for the lth path, α k,l = |α k,l | exp(jψ k,l ) is the complex channel gain for the kth subpath of the lth path with i.i.d. random phase ψ k,l distributed over U [0, 2π), τ k,l is the time delay, θ k,l and φ k,l are the angle of arrival and of departure, respectively. All channel parameters are random, and their distributions for some typical environment settings can be found in [20] .
It is worth noting that the indoor mmWave channel measurements exhibit a strong sparse propagation property due to the high path loss of the ultra-high operating frequency of mmWave communications [23] . Comparing to the conventional indoor wireless channels (which suffer from the multi-path issue caused by rich signal reflection and scattering), the indoor mmWave propagation mainly depends on the Line-of-Sight (LOS) path, the first-order and secondorder reflections (verified in [24] ). More importantly, when beamforming techniques are adopted at the transmitter side, the LOS component will be significantly (i.e. 20dB [21] ) larger than other non-line-of sight (NLOS) reflection components. Since in real transmissions, the rich reflector will experience significant energy lost by each reflection (about 10dB each time), subpaths generated from the secondary reflection can be ignored [12] . Therefore, the total number of multipaths is L(K n = 1). Besides, the beamformed channel adopted in this paper is in the case of beam alignment, so the angle of arrival and the angle of departure in (3) are not considered and we only consider the time delay, which is the same as the [12] , [22] . Under such conditions, we observe that the constellation of signals becomes much more ''clean and tidy'' at the receiver side comparing to the conventional wireless systems, as shown in Fig. 2 . The parameters in Fig. 2 is set as follows: OBO=6dB, E b /N 0 = 10dB, the traditional channel used in this paper is a length-3 channel taken from [25] (pp.577-595) with the coefficients h 0 = 0.407, h 1 = 0.815, h 2 = 0.407, and we adopt the same simplified mmWave channel as of [22] with the mean h = [1 0.05 0.003 ] T and
, respectively, where σ h = 0.01.
From Fig. 2 (a) , we can observe that the intensity map of the 16QAM receive sequence over the conventional channel suffers from strong distortion due to multipath reflection and scattering. On the other hand, the receive sequence over indoor mmWave channel [12] can be effectively divided into small clusters, as shown in Fig. 2 (b) . Motivated by this discovery, we propose to introduce the unsupervised clustering, widely adopted in data mining, to the indoor mmWave signal detection. The connection and conversion between typical clustering problem and the mmWave signal detection are explained in Section III. To the best of our knowledge, we are the first to incorporate the unsupervised clustering algorithm into blind signal detection of mmWave communications.
III. CLUSTERING PROBLEM
Clustering has a variety of applications in many fields and especially plays an outstanding role in data mining. The aim of clustering is to divide raw data points (observations) into groups of similar objects based on a measure of similarity [26] , and the data points in the same group are most similar but the data points in different group are most dissimilar from each other. Therefore, the alike objects will be gathered and formed their own clusters.
Our purpose is to recover the transmitted sequence {x k } from the receiving sequence {y k }. Let us first recall the discovery of indoor mmWave communications presented in Section II.B. Different from the intensity map of 16QAM receive sequence over the conventional Proakis B channel (which suffers from strong distortion due to the multipath reflection and scattering, as shown in Fig. 2 (a) ), the receive sequence over indoor mmWave channels [12] can be effectively divided into small clusters, as shown in Fig. 2 (b) . Therefore, in this section, we first explain the connection and conversion between the typical clustering problem and the mmWave blind detection problem; then, one of the most popular and simple clustering algorithms, K-means clustering(KMC), is adopted to solve our blind detection problem and the reason of adopting Kmeans will be descriped. Finally, aiming to the poor results caused by bad initial centroids of KMC algorithm, an improved KMC detector is proposed.
A. CONNECTION AND CONVERSION
To explain the connection and conversion between blind signal detection of mmWave system and the unsupervised clustering problem, let m + k denote the kth of symbol set X mmw + for k ∈ {1, · · · , M }, and I k = {i|x
where each symbol is drawn from the modulation alphabet X mmw = {m 1 ,m 2 , · · · ,m M }, therefore, the transmitted symbol sequence can be divided into M clusters. Similarly, because the nonlinear mapping function f (·) is a monotonic function, the nonlinear distorted sequence [x
can also be divided into M clusters. Then due to the multipath propagation, we have Fortunately, indoor mmWave channels have sparse characteristic and under the condition described in Section II, the indoor mmWave propagation mainly depends on the Line-of-Sight (LOS) path, the first-order and second-order reflections. Since in real transmissions, the rich reflector will experience significant energy lost by each reflection (about 10dB each time), the subpaths generated from the secondary reflection can be ignored, so received sequence [y 1 , · · · , y D ] mainly depends on LOS path. This way, (1) can be expressed as:
Because the first LOS path may have almost all the energy and the signal energy of the remaining multipath components is not very significant [27] , which has little or no effect on detection performance, each received symbol y i mainly depends on latest symbol x
Given the set I k , similarly, let I k y = {y i |∀i ∈ I k } denote the set of received symbols y i (corresponding to the tramsmitted symbol x + i ). Therefore, all of the received symbols {y i ; ∀i} are partitioned into subsets I k y for k ∈ {1, · · · , M }. In summary, the received symbols can be divided into M clusters (shown in Fig. 2 ), we can efficiently map the mmWave blind detection to a clustering problem.
B. KMC DETECTOR
KMC is still one of the most widely used clustering algorithms even it was proposed more than 50 years ago. Easy to implement, simple, and efficient are the main reason for its popularity [28] . In this section, the typical KMC algorithm is presented, and the reason of adopting KMC will be descriped. From the Fig. 2 we can obtain two conclusions: (1) the receive sequence over indoor mmWave channel can be effectively divided into small clusters; (2) the cluster shape is close to the circle. As for conclusion (1), we discussed it in previous VOLUME 7, 2019 section. The conclusion (2) will be discussed in this section, and we adopt the KMC algorithm because KMC is efficient if the cluster shape is close to spherical or circle [29] .
In (1), for given transmitted symbol x + , h is assumed to follow a priori Gaussian distribution and the additive white noise n also follows Gaussian distribution, the random variables h and n are independent of each other, so the linear combination of Gaussian random variables still follows Gaussian distribution, i.e., the complex received symbol y follows Gaussian distribution, whose distribution shape is close to the circle as shown in Fig. 2(b) . To this end, we apply KMC algorithm in mmWave communications due to its advantages in circle (spherical) cluster shape.
The basic idea of classical unsupervised KMC algorithm is an iterative algorithm, which is partitioning D data points into K clusters. Given the receive sequence {y 1 , y 2 , · · · , y D }, combined with the typical KMC algorithm [30] , the partitioning process of KMC algorithm in the mmWave communication system is presented as follows.
1) Randomly choose K (K = M ) from all original data points {y 1 , y 2 , · · · , y D }, and then set these K data points as K initial centroids.
2) Assign each data point to the nearest cluster (Euclidean distance) based on its distance from the center of each cluster.
3) Recalculate the centroids of each cluster. 4) Repeat the process 2) until the memberships of all clusters do not change or the prescribed iteration bounds are reached.
Finally, this algorithm aims at minimizing an objective function. The objective function
where y i is a data point within a cluster; c k is the center of the cluster I k y ; I k y is the kth cluster of K clusters; d ki (y i , c k ) is the Euclidean distance between y i and c k ; J can evaluate the similarity of a cluster, that is, the similarity of the cluster decreases as J increases.
In general, initial centroids of KMC algorithm has a tight relationship with its clustering results, so it is crucial to select initial points accurately in order to avoid the instability of clustering results and fall into local optimum [31] . To this end, the KMC algorithm can be conducted multiple times by different initializations and the smallest J is selected [14] . The KMC algorithm has shown effectiveness in producing excellent clustering results with a sufficient number of initializations but does not guarantee optimal solutions to clustering problems.
Here, we provide a criterion for choosing the value of P in different K clusters, where P is random initializations. Assume the number of received symbols in each cluster is almost the same. Then each cluster can receive D/K symbols on average. Therefore, the probability p P of choosing the optimal cluster centers for P times is approximately expressed as:
Please refer to the Appendix B for calculation details. Furthermore, the probability p P of choosing the optimal cluster centers of the KMC algorithm for different K and different P is shown in Table 1 and Table 2 , respectively. We observe that from Table 1 and Table 2 : (1) Enlarging P can reduce the probability of falling into the local optima. (2)When P=50, K =4, the probability p P is up to the 99%, that is, the terrible influence of initial points to the clustering results can be reasonably ignored if P is large enough. (3) Even so, in general, with the increase of K , i.e., from K = 4 to K = 16, P is increased by 10 4 or even 10 5 times in the case of the same p P , which is challenging to the computational resource especially for high order M-PSK or M-QAM. In summary, in the typical KMC algorithm, the initial centroids are always randomly selected, however, it is easily falling into local optima and is difficult to find the global optimal cluster centers. Therefore, the KMC algorithm is executed P random initializations, but it is only suitable for small K value. So it is urgent to propose a new algorithm to tackle these issues. 
C. MODIFIED KMC DETECTOR
From the above discussion, the classical KMC algorithm can be introduced into the signal detection of mmWave communication system, however, it is sensitive to the initial centroids. Besides, multiple times of random initializations for KMC algorithm are a big burden for computational resource especially for large K . To solve these issues, we proposed a modified KMC(MKMC) algorithm for distortion mitigation in mmWave communication system. The key contribution of the algorithm is to determine the cluster centroids, which can make the detector converges toward the global optima easily with a low computational burden.
1) AMPLITUDE DISTORTION
It is a huge challenge to overcome amplitude distortion and phase distortion caused by PA and channel without the aid of any prior information about PA and CSI, which will bring apparent effect on the initial centroids and further on the detection performance. Therefore, reducing the influence of phase and amplitude distortions on the detection is an urgent problem to be solved. Firstly, we consider amplitude distortion. Given a Mdimension (M = K ) constellation symbols data set X mmw = {m 1 ,m 2 , · · · ,m M } and receive sequence {y 1 , y 2 , · · · , y D }, the specific steps are illustrated as follows:
• Calculate the average energy of the constellation symbols, i.e., E 1 , according to the (7):
• Calculate the average energy of the receive sequence, i.e., E 2 , according to the (8):
• Each element in the constellation symbol set is multiplied by √ E 2 /E 1 , that is, the initial centroids
Without the impact of distortions, linear multipath effect and ambient noise, the optimal initial centroids of the clusters of KMC are the original constellation symbols, whose average energy is E 1 . However, when the transmitted signals will be distorted sequences after going through the PA and multipath channel, the initial centroids of the clusters of KMC, which still adopt the original constellation symbols, is invalid because the initial centroids also vary correspondingly. The changes between original initial centroids (i.e., original constellation symbol) and distorted initial centroids are manifested in amplitude and phase aspects. Here, the amplitude change between initial centroids is measured by energy, the average energy of the signal is changed from E 1 to E 2 when the transmitted signals go through the PA and multipath channel, that is, correspondingly, the distorted initial centroids of the clusters on the basis of its original average power E 1 , its energy changed E 2 /E 1 , i,e,, its amplitude changed √ E 2 /E 1 .
2) PHASE DISTORTION
In the previous section, the influence of amplitude distortion on the initial centroids is evaluated by adopting the measure of energy. Now, the phase distortion introduced by PA and channel will be discussed in this section. The method we propose is the local traversal method, that is, the rotation angle of phase θ t (t = 1, 2, · · · , N ) is traversed at the θ interval in the range of [θ s , θ E ), and there are a total of N values, where N can be expressed as:
The amplitude change of initial centroids can be derived from the equations (7)- (9) . By combining amplitude information and phase information, the initial centroids of the MKMC algorithm can be obtained, that is,
According to (11) , there are a total of N sets of initial centroids and the size of each set is M . Among N sets, we choose the optimal set {c t * 1 ,c t * 2 , · · · ,c t * M } that minimizes the objective function (5) of MKMC.
Besides, since the proposed MKMC clustering algorithm is an iterative algorithm, one of the advantages is that the initial centroid selection does not require accurate phase and amplitude information, so the value of θ does not have to be small for excellent detection performance. In general, the value of [θ s , θ E ) is [0, 2π ), because the modulation adopted in this paper is M-PSK and M-QAM, whose constellation diagrams are symmetrical, so the value of [θ s , θ E ) can be reduced to [0, π/2). Hence, the value of N is small according to (10) , that is, the computational complexity of MKMC algorithm is relatively low while improving the detection performance. Finally, the proposed MKMC detector is shown in Algorithm 1.
Algorithm 1 MKMC Detector
The amplitude information of initial centroids {c 1 , · · · ,c M } is obtained by (7)- (9);
Assign y i to the cluster Ik y ; end for
end repeat until I k y no more updating;
and demap them to information bits.
IV. PROPOSED DDC DETECTOR
DDC (Density and distance-based clustering) is a significant clustering algorithm proposed in Science in 2014 [18] . And the key characteristic of DDC is for the description of the cluster center. Compared with conventional KMC and MKMC algorithms, the DDC algorithm can find the centroids of clusters quickly from another perspective, and it is not VOLUME 7, 2019 easily trapped into the local optima. Secondly, there is no need to know the number of clusters in advance. Moreover, the cluster assignment of DDC algorithm is only performed in a single step in contrast with KMC and MKMC algorithms whose objective functions are optimized iteratively. Therefore, based on the above advantages, the DDC detector is introduced into mmWave communication system.
The core idea of DDC algorithm is to calculate the local density of each observation and the shortest distance between each data point and other observations with higher local density according to the distance function, so as to construct the decision graph first, and then select the cluster centers based on the decision graph, and then put the the rest of observations into the nearest cluster with the highest local density [35] .
Next, the DDC algorithm in mmWave communications will be described in detail. Assume that there are D observations, i.e., {y 1 , y 2 , · · · , y D }, for each observation y i , firstly, we compute two quantities: its local density ρ i and its distance δ i from observations of higher density. Both these quantities depend only on the distances d ij between observations, which is the distances between i-th observation and j-th observation. The local density ρ i of observation y i is defined as:
where,
where d c is a cutoff distance. Basically, ρ i is equal to the number of observations that are closer than d c to observation y i . Besides, we sort the local density {ρ i } D i=1 in descending order and their corresponding index is denoted as {q i } D i=1 . δ i is measured by computing the minimum distance between the observation y i and any other observation with higher density:
where I i s = {j ∈ I s : ρ j > ρ i }. Then, we construct the decision graph according to ρ i in (12) and δ i in (13) of each observation y i (i = 1, · · · , D), which is illustrated by the simple example in Fig. 3 . The parameters are follows: 4-QAM( M = 4, 4 clusters), OBO = 6dB, E b /N 0 =7dB. Fig. 3 shows the plot of δ i as a function of ρ i for each point, this representation is called the decision graph. It is obvious that there are just four distinct density maxima points, i.e., high ρ i and δ i at the same time and correspondingly, the cluster centers can be determined through decision graph. Moreover, the correct number of clusters is also automatically obtained from the decision graph.
After the cluster centers are found, each remaining observation y i (non-cluster center) is assigned to the same cluster as its nearest neighbor of higher density, which is represented by {n i } D i=1 defined in (14) .
is the index of the minimum distance between the symbol y i and any other point with higher density. Specifically,
is mainly used to determine the classification for non-cluster center symbols in Y . The cluster assignment is only performed in a single step, in contrast with other clustering algorithms whose objective function are optimized iteratively.
Besides, in fact, the determination of the cluster centers is an independent research topic, and the cluster centers of some clustering algorithms needs to be prescribed in advance (such as the traditional K-means algorithm). Therefore, the method to select cluster centers in DDC can also be used as a preprocessing step for other clustering algorithms, which is also worthy of study and provides an idea for the later research. Finally, the proposed DDC detector is given as Algorithm 2.
V. EXPERIMENTAL SIMULATIONS AND PERFORMANCE ANALYSIS
In this section, we will demonstrate the performance of the proposed signal detection algorithms. In simulations, the nonlinear power amplifier model proposed by IEEE 802.11ad TG is adopted [32] .
(V in ) = αV
where V in and G(V in ) represent the input and output voltage amplitude range in root mean square, respectively; g denotes the linear gain and g is set to 4.65; σ p is the smoothness factor and σ p = 0.81; V sat is the saturation level and is typically set as 0.58V. (V in )is the additional phase in degrees. The values of α, β, q 1 , q 2 , are configured as 2560, 0.114, 2.4 and 2.3, respectively. (12) , and
Algorithm 2 DDC Detector
according to (13) .
Step 2 Obtain the decision graph through Step 1
Step 3 Determine the cluster centers
Obtain the cluster centers {c i } K i=1 through decison graph of Step 2. The cluster centered at c k is denoted as
Step 4 Classify non-cluster center symbols in Y Define the mark of observationss for classification
, specifically, Without loss of generality, a simplified channel whose multipath channel order L=3 is adopted in mmWave systems. In addition, we assume high resolution beamforming technique is adopted which provides a strong LOS component in mmWave systems [12] 
A. PERFORMANCE OF KMC DETECTOR
The mmWave system with D=40, M =4(4-QAM), OBO=6dB and D=500, M =16(16-QAM), OBO=6dB are individually considered in Fig. 4 and Fig. 5 , respectively. The KMC detector, repeating clustering operation P times with different random initializations, are denoted as KMC(P).
In Fig. 4 , it is concluded that the KMC detector exhibits a negative effect in error rate, i.e., error floor, which is result from the poor initial centroids. The probability p P of choosing the optimal cluster centroids of 4-QAM is shown in Table 1 , we observe that the KMC detector is easily trapped into local optima when P = 1 or 5, but the error floor can be reasonably ignored if P = 10 or 20, that is, enlarging P can postpone the occurrence of error floor phenomenon. Besides, even the probability p P is up to the 99% when P = 50, we still adopt P = 10 not P = 50, since we experience large increase in computational complexity but small or even none improvement in performance when P goes from 10 to 50. Therefore, in practical implementations, we need to select an appropriate P in order to balance the detection performance and computational complexity.
Besides, we observe a special phenomenon of KMC detector, that is, the detection performance of the KMC detector declines as SNR increases. This phenomenon, rarely found in other detection algorithms, is called regaining error [33] . The reason for this phenomenon can be found in [14] and [33] , so we won't repeat it again.
The error floor also appears in Fig. 5 , and it will be executed more times random initializations compared to 4-QAM to avoid error floor. However, it can't solve the fundamental problem introduced by poor initial centroids through simply enlarging P especially for large K , which is a huge challenge for computational complexity in the case of high-order M-PSK or M-QAM. Comparing Fig. 4 and Fig.5 , there is a confusing phenomenon. More specifically, according to (6) , the probability p P of choosing the optimal cluster centroids is 0.375 when K = 4, P = 5, and it is observed from Fig. 4 that the KMC algorithm does not avoid error floor. In contrast, the probability p P of choosing the optimal cluster centroids is only 0.0023 when K = 16, P = 2000, which is far from enough to avoid error floor. However, in Fig. 5 , it is wired that the KMC algorithm avoids error floor. The reason for phenomenon is correction probability p K ,P c , which is the probability of the correct clustering results even if the initial centroid selection is wrong. Therefore, the final probability p K ,P f of correct clustering results is determined by correct probability p K ,P c and p P . The specific expression is:
Take K = 4, P = 5 and K = 16, P = 2000 as an example, as shown in the Table 3 . Obviously, p 
B. PERFORMANCE OF MKMC DETECTOR
In this section, we firstly compare MKMC detector with KMC and kmeans++ (denoted as KMC-PLUS) detectors from the view of the average iterations, objective function values and detection performance given the parameters OBO=6dB and M = 16 in Fig. 6, Fig. 7, and Fig. 8 . Similarly, the KMC-PLUS detector, repeating clustering operation P times with different random initializations, are denoted as KMC-PLUS(P). The initial centroids of all algorithms in Fig. 7 and Fig. 8 are selected with N (N = 5) times. In addition, kmeans++ (KMC-PLUS) algorithm is an improved algorithm aiming to surmount the sensitivity to initial centroids of KMC, and its basic idea is to let the initial centroids be as far as possible away from each other [34] .
In Fig. 6 , we can see that KMC-PLUS is better than KMC in detection performance under the same number of initializations. However, KMC-PLUS still can't completely avoid the error floor with only one-time initialization, and it still needs to perform multiple times random initializations. On the contrary, compared KMC and the KMC-PLUS detectors, MKMC detector has excellent performance with a few times initializations, which significantly reduces complexity and save the computational resources while the detection performance holds.
It can be seen from Fig. 7 that: (1) For the same algorithm, the larger the sequence length D is, the more the average number of iterations the algorithm needs to converge. (2) Among the three algorithms, i.e., KMC, KMC-PLUS and MKMC detectors, KMC detector requires the most number of iterations, followed by KMC-PLUS detector and MKMC detector. This is because the initial centroids of the KMC detector are critical to the convergence of the algorithm, while the KMC-PLUS detector and the MKMC detector improve the method of selecting the initial centroid, so the average number of the iterations of MKMC and KMC-PLUS detectors is less. In addition, the initial centroids obtained by the MKMC detector is superior to the initial centroids obtained by the KMC-PLUS detector, so the MKMC detector has the least number of average iterations.
The purpose of KMC detector, KMC-PLUS detector and MKMC detector is to minimize the objective function of (5), the objective function can reflect the effect of the clustering. We compare the three objective function values of the detectors as shown in Fig. 8 , we can also draw two conclusions: (1) For the same detector, the longer the sequence length D, the larger the objective function value; (2) Among the three detectors, KMC detector has the largest objective function value, that is, KMC detector has the worst performance on the clustering among three detectors. On the other hand, MKMC detector has the smallest objective function value, whose performance is superior to KMC and KMC-PLUS detectors. The reason is that the objective function value has a tight relationship with the initial centroids.
In summary, as shown in Fig. 6, Fig. 7 , and Fig. 8 , the MKMC detector has significant advantages in terms of detection performance, average number of iterations, and objective function values, i.e., it has brilliant performance while requires fewer iterations, shorter computation time, and less computational resources. Furthermore, the influence on the MKMC detector from sequence length D is investigated, and a new simulation setting is used, i.e., M = 16, E b /N 0 = 8dB, and OBO values of 0dB, 3dB, 6dB, and 9dB are adopted. As shown in Fig. 9 , within a certain range, the detection performance of MKMC detector will increase as the sequence length D increases. And the larger the D is, the better the clustering effect is. However, the increase of detection performance is limited as D further increase. It is because that the centers of clusters tend to be stable when D reaches a certain number, therefore, the centers of clusters will not move even D is still increasing.
In addition, the OBO technology can further mitigate nonlinear distortion to a certain extent and improve detection performance. Specifically, when the OBO values equal to 0dB and 3dB, respectively, and D is 1000, BER decreases from 0.06 to 0.04. However, when the OBO increases to a certain range, the improvement of detection performance is limited. For example, the BER is only decreased by 0.005 when D equals to 1000 and OBO varies from 6dB to 9dB. Another conclusion can be drawn from Fig. 9 : the required sequence length D to achieve convergence is smaller with a larger value of OBO, therefore, choosing OBO value appropriately can reduce sequence length D required by the clustering algorithm, thereby improving the algorithm clustering speed and improving the real-time performance of the algorithm. 
C. PERFORMANCE OF DDC DETECTOR
The BER simulation is conducted in following to observe the performance of DDC blind communication. The system adopts OBO=6dB and 4-QAM modulation. We can observe from Fig. 10 that D has a significant impact on the detection performance of DDC algorithm when D changed from 40 to 200. The detection accuracy will increase with the increase of D, but the benefit becomes limited when D varies from 200 to 400, the two BER curves are almost coincident and the impact of D on the detection performance is very little at this time. Besides, it is observed from Fig. 10 that the improvement of detection accuracy is slow when D equals to 40 or 60 in high SNR region, the reason of this phenomenon is shown in Fig. 11 , the parameters are set to be D=40, OBO=6dB, E b /N 0 =20dB. We can find from Fig. 11 that the one optimal cluster may contain two cluster centers, that is, the cluster centers are erroneously chosen due to inaccurate local density ρ. Therefore, when D is small, the local density ρ may not reflect the true distribution of the received signals, which further results in the erroneous cluster and the slow drop in BER in high region.
D. STANDARD MMWAVE CHANNEL
In order to further explore the detection performance of the proposed clustering algorithms in realistic mmWave communications, the standard channel model specified by IEEE 802.11.3c task group (TG) is considered [21] . The typical realization of the resulting |h| from the CM3 (LOS case) VOLUME 7, 2019 environment is shown in Fig. 12 , which indicates that the first path is completely dominant the LOS scenario. The detection performance of several clustering algorithms over the simplified channel and the standard mmWave channel is plotted in Fig.13 . The simulation parameters are set as follows: D=500, OBO=6dB, M =16(16-QAM), the initial centroids of the KMC and KMC-PLUS algorithms are selected 10 times. 'KMC-simplify(10)' represents the detection performance of the KMC detector under the simplified channel, and the correspondingly, 'KMC-LOS(10)' represents the KMC detector over the standard mmWave channel. It is shown from the Fig.13 that the proposed clustering algorithms are still efficient in the standard mmWave channel, and their detection performances are slightly better than that of the simplified channel (K n = 1, L = 3). It is shown from the Fig. 13 that the proposed clustering algorithms are still efficient in standard mmWave channel, and the gap of the detection performance between simplified mmWave channel (L = 3) and standard mmWave channel (L = 80) is tiny because the signal energy of the remaining multipath components is not very significant except for the first LOS component.
E. COMPLEXITY
We compare the complexity of several clustering algorithms mentioned in the paper, as shown in Table 4 . The calculation of complexity involves two parts, one is the computational complexity required for the initial centroids selection, and the other is the computational complexity of assigning the noninitial centroids to the corresponding cluster. In the process of calculating the total complexity, we ignore the smaller part and retain the larger part.
From the above discussion, not only the KMC algorithm appears error floor, KMC-PLUS still exists error floor, so the KMC(P 1 ) and KMC-PLUS(P 2 ) algorithms perform P 1 and P 2 initializations respectively to avoid the occurrence of error floor, and in general, P 1 > P 2 when the two achieve the same detection performance, which can also be verified in Fig. 6 . KMC(P 1 ) and KMC-PLUS(P 2 ) are more complex than other algorithms in Table 4 , their complexity is still acceptable in low-order modulation, however, the computational complexity becomes very high for high-order modulation. The DDC detector is more complex when choosing the initial centroids, but it is a non-iterative algorithm that simplifies its complexity. In Table 4 , several algorithms with relatively low complexity are MKMC detector, KMC-PLUS detector and KMC detector, both of which are executed only one initialization or N times random initializations, and their complexity is O(DKT 3 ), O(DKT 2 ), and O(DKT 1 ), respectively, where T 1 , T 2 , and T 3 are both the number of iterations before the algorithm converges. It is known from Sec.III.C that the value of N is small, and unlike P 1 and P 2 , it does not increase with the increase of modulation order M , so it has little effect on computational complexity. In general, the complexity of KMC, KMC-PLUS and MKMC detector may be the lowest, followed by DDC detector, and KMC(P 1 ) and KMC(P 2 ) has the relatively high complexity.
F. DIFFERENT DETECTORS
Except for KMC detector, KMC-PLUS detector, MKMC detector, and DDC detector, for the purpose of comparative analysis, we also demonstrate the performance of the particle filter based local linearization (EPF) detector [12] . The LMMSE detection with perfect CSI and linear PA, denoted as LMMSE (known channel+linear PA), is an ideal situation. In Fig. 14 , a new set of system parameters (D = 1000, M = 16, OBO = 0,6dB) is used, and the initial centroids for all clustering algorithms is only selected N times. For the EPF algorithm, the number of particles is set to 20. With regards to the EPF scheme, however, there are still some deficiencies: (1) it rarely exploits the channel characteristic of mmWave communications; (2) the linear approximation of Taylor series expansion (TSE) to the original nonlinear function leads to the loss of information; (3) the power amplifier parameters should be known at the receiver end, which significantly increases the transmission overhead.
Fortunately, the clustering detectors can avoid these deficiencies. However, in comparison, due to the error floor, the KMC and KMC-PLUS detectors which perform only N times random initializations behaves terribly. Luckily, it can be executed many random initializations (far greater than N ) to behave better at the cost of complexity. DDC detector and MKMC detector improve the detection performance remarkably with relatively low complexity compared with EPF detector, KMC detector, and KMC-PLUS detector. Besides, MKMC detector has the best detection performance among these algorithms, both of which may address realistic nonlinear distortions efficiently.
VI. CONCLUSIONS
In this paper, we investigated the signal detection of indoor mmWave communications in the presence of nonlinear RF amplifiers and multipath fading channels. Firstly, the clustering algorithms were introduced by exploiting the sparse characteristic of mmWave channels. One key contribution of this paper lies in the inspiring discovery of indoor mmWave communications: the constellation of receive signals becomes much more ''clean and tidy'' over indoor mmWave channels compared to the conventional wireless channels, which makes the strategical adoption of unsupervised clustering algorithms to mmWave signal detection feasible in this paper.
Second, the constellation of the received signal can be divided into small clusters whose cluster shape is close to a circle, which is especially suitable for the KMC algorithm. Then, we propose a new MKMC detector to avoid the drawbacks of KMC detector for error floor and high complexity. Finally, we propose a DDC detector, which is a non-iterative algorithm that does not require a preset number of clusters. In addition to performance enhancements, the proposed detectors do not require any form of CSI and PA parameters, which simplify implementation complexity and provide a promising nonlinear signal detection framework for emerging 5G millimeter wave communications.
APPENDIX A
The relationship between x + i and x i satisfies (2). Let X mmw , X mmw + ⊆ C be two finite non-empty sets, where x i ∈ X mmw and x + i ∈ X mmw + , we can prove that there exists mapping f : X mmw → X mmw + so that for every element x + i of X mmw + , there is always a unique correspondence element x i of X mmw , i.e., the nonlinear mapping function f (·) is a monotonic function.
Proof: Note that proofing the f (·) is one-to-one is equivalent to certificating the the monotonicity of G and in (15)(16) 
where α = 2560, β = 0.114, q 1 = 2.4, q 2 = 2.3. Naturally, we can derive ∂ ∂ρ x (i) > 0. So, the nonlinear mapping function f (·) is a monotonic function.
APPENDIX B
For the conventional KMC detector, the probability p P of choosing the optimal cluster centers for P times is 
