Simulating the Universe with MICE: the abundance of massive clusters by Crocce, Martín et al.
ar
X
iv
:0
90
7.
00
19
v1
  [
as
tro
-p
h.C
O]
  3
0 J
un
 20
09
Mon. Not. R. Astron. Soc. 000, 000–000 (0000) Printed 19 September 2010 (MN LATEX style file v2.2)
Simulating the Universe with MICE : The abundance of
massive clusters
Mart´ın Crocce, Pablo Fosalba, Francisco J. Castander & Enrique Gaztan˜aga
Institut de Cie`ncies de l’Espai, IEEC-CSIC, Campus UAB, Facultat de Cie`ncies, Torre C5 par-2, Barcelona 08193, Spain
19 September 2010
ABSTRACT
We introduce a new set of large N-body runs, the MICE simulations, that provide
a unique combination of very large cosmological volumes with good mass resolution.
They follow the gravitational evolution of ∼ 8.5 billion particles (20483) in volumes
covering up to ∼ 15 Hubble volumes (i.e., 450 h−3Gpc3), and sample over 5 decades
in spatial resolution. Our main goal is to accurately model and calibrate basic cosmo-
logical probes that will be used by upcoming astronomical surveys of unprecedented
volume. Here we take advantage of the very large volumes of MICE to make a ro-
bust sampling of the high-mass tail of the halo mass function (MF). We discuss and
avoid possible systematic effects in our study, and do a detailed analysis of different
error estimators. We find that available fits to the local abundance of halos (War-
ren et al. (2006)) match well the abundance estimated in the large volume of MICE
up to M ∼ 1014 h−1 M⊙, but significantly deviate for larger masses, underestimat-
ing the mass function by 10% (30%) at M = 3.16 × 1014 h−1 M⊙ (10
15 h−1 M⊙).
Similarly, the widely used Sheth & Tormen (1999) fit, if extrapolated to high red-
shift assuming universality, leads to an underestimation of the cluster abundance
by 30%, 20% and 15% at z = 0, 0.5, 1 for fixed ν = δc/σ ≈ 3 (corresponding to
M ∼ [7−2.5−0.8]×1014 h−1 M⊙ respectively). We provide a re-calibration of the MF
over 5 orders of magnitude in mass (1010 < M/(h−1 M⊙) < 10
15), that accurately de-
scribes its redshift evolution up to z = 1. We explore the impact of this re-calibration
on the determination of the dark-energy equation of state w, and conclude that using
available fits that assume universal evolution for the cluster MF may systematically
bias the estimate of w by as much as 50% for medium-depth (z <∼ 1) surveys. The
halo catalogues used in this analysis are publicly available at the MICE webpage,
http://www.ice.cat/mice.
1 INTRODUCTION
Near future extra-galactic surveys will sample unprecedent-
edly large cosmological volumes, in the order of tenths of
cubic gigaparsecs, by combining wide fields with deep spec-
troscopy or photometry, typically reaching z ∼ 1 (e.g. DES,
PAU, BOSS, PanSTARRS,WiggleZ 1). In addition they will
be able to capture very faint objects and lower their shot-
noise level to become close to sampling variance limited. Op-
timizing the preparation and scientific exploitation of these
upcoming large surveys requires accurate modeling and sim-
ulation of the expected huge volume of high quality data.
This is quite a non-trivial task, because it involves simulat-
1 DES (http://www.darkenergysurvey.org/);
PAU (http://www.ice.csic.es/pau/Survey.html);
BOSS (http://cosmology.lbl.gov/BOSS/);
PanSTARRS (http://pan-starrs.ifa.hawaii.edu);
WiggleZ (http://wigglez.swin.edu.au/)
ing a wide dynamic range of cosmological distances in order
to accurately sample the large-scale structure, and well re-
solved dark-matter halos as a proxy to galaxy clusters, to
model the physics of galaxy formation and other nonlinear
physics.
Over the past decades numerical simulations have pro-
vided one of the most valuable tools to address these issues,
and their relevance will certainly increase in the near future.
They allow to follow the growth of cosmological structure,
shed light on the process of galaxy formation, model non-
linear effects entering different clustering measures, lensing
and redshift distortions, track the impact of a dark-energy
component and more. Among projects related to the devel-
opment of very large-simulations are those carried out by
the Virgo consortium (Frenk et al. 2000), the Millennium I
and II (Springel et al. 2005; Boylan-Kolchin et al. 2009),
the Horizon run (Kim et al. 2008) and the Horizon project
(Teyssier et al. 2009). They have all benefited by the vast
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computational power and hardware developed over the past
years.
In this paper we present a new effort to tackle the
demand of large simulations and mock catalogues, the
MareNostrum Institut de Cie`ncies de l’Espai (MICE) simu-
lations, that aims at the development of very large and com-
prehensive N-body runs to deliver an unprecedented combi-
nation of large simulated volumes with good mass resolution.
As a first step, we have developed two N-Body simula-
tions including more than 8 billion particles (20483) each, in
volumes similar and well beyond the one corresponding to
the Hubble length (∼ 30 h−3Gpc3), in addition to several
other large runs of typically smaller volume and correspond-
ing higher mass resolution that are complementary to the
large volume runs.
Some of the MICE simulations used in this paper have
already been used to develop the first full-sky weak-lensing
maps in the lightcone (Fosalba et al. 2008), or study the
clustering of LRG galaxies with multiple-band photometric
surveys such as PAU (Benitez et al. 2009). More recently,
using the largest volume simulations, a series of papers has
studied the large-scale clustering in the spectroscopic LRG
SDSS sample, through the redshift space distortions (Cabre´
& Gaztan˜aga 2009a; Cabre´ & Gaztan˜aga 2009b), the
baryon oscillations in the 3-point function (Gaztan˜aga et
al. 2008a), and in the radial direction (Gaztan˜aga et al.
2008b).
In this paper we will focus on the mass function of the
most massive objects formed through hierarchical clustering,
since their low abundance makes the need of large sampling
regions crucial. In turn, a precise description of this regime
is of paramount importance since the abundance of clusters,
to which it corresponds to, is very sensitive to cosmological
parameters (particularly the matter density), the normaliza-
tion of the matter power spectrum and the expansion history
of the universe, characterized by the dark energy density and
its equation of state (e.g. see Rozo et al. 2009; Cunha 2009;
Mantz et al. 2008; Henry et al. 2009; Vikhlinin et al. 2009
and references therein).
The halo mass function and related topics have been
extensively studied in the literature. Analytic models pre-
dicting not only the abundance as a function of mass but
also the evolution were developed as far back as the 70′s
by (Press & Schechter 1974) and followed by (Bond et al.
1991; Lee & Shandarin 1998; Sheth et al. 2001). However
the development of N-body simulations showed that these
predictions were in general not sufficiently accurate for cos-
mological applications, and demanded the need for calibra-
tions against numerical results. The reference work in this
directions was set by (Sheth & Tormen 1999) and (Jenkins
et al. 2001). More recent re-calibrations of the mass func-
tion to within few percent were put forward by (Warren et
al. 2006; Tinker et al. 2008). In addition these or other pa-
pers have focused their attention on the redshift evolution
of the mass function (Reed et al. 2003; Reed et al. 2006;
Lukic et al. 2007; Cohn & White 2007) or different defi-
nitions of halo and halo mass (White 2001; White 2002;
Tinker et al. 2008).
In this paper we combine the effect of long-wavelength
modes whose contribution can only be studied with the un-
precedented volume of the MICE simulations (∼ 30, 100 and
450 h−3Gpc3), with good mass resolution and controlled
systematics to investigate how well available fits describe
the high-mass end tail of the halo mass function. We com-
plement this with a nested-volume approach of N-body runs
to probe smaller masses in a way to sample the mass func-
tion over 5 decades in mass.
This paper is organized as follows: In Sec. 2 we describe
the MICE simulations. Sec. 3 recaps known theoretical pre-
dictions and fits to the halo mass function and concludes
with a comparison between MICE and results from previ-
ous simulations. In Sec. 4 we discuss systematic effects that
are most relevant in the measurement of the high-mass end
of the mass function, such as transients from initial con-
ditions, finite sampling of the mass distribution, and mass
resolution effects. A detailed error analysis including differ-
ent estimators is provdided in Sec. 6, whereas in Sec. 7 we
derive a new fitting function to account for the high-mass
tail of the halo mass function. The higher redshift evolu-
tion, including results regarding mass function universality,
is the subject of Sec. 8. We discuss the implications of our
results for dark-energy constraints in Sec.9, and we finish by
summarizing and discussing our main findings in Sec. 10.
2 THE MICE SIMULATIONS
The set of large N-body simulations described in this pa-
per were carried out on the Marenostrum supercomputer at
the Barcelona Supercomputing Center (http://www.bsc.es),
hence their acronym MICE (Marenostrum-Instituto de
Ciencias del Espacio).
All simulations were ran with the Gadget-2 code
(Springel 2005) assuming the same flat concordance LCDM
model with parameters Ωm = 0.25, ΩΛ = 0.75, Ωb = 0.044,
and h = 0.7. The linear power spectrum had spectral tilt
ns = 0.95 and was normalized to yield σ8 = 0.8 at z = 0.
Special care was taken in order to avoid spurious artifacts
from the initial conditions (transients). Thus, the initial par-
ticle distributions were laid down either using the Zeldovich
approximation with a high starting redshift or 2nd order La-
grangian Perturbation Theory (2LPT) (Scoccimarro 1998;
Crocce et al. 2006) (see Sec. 4.1 for details).
The main goal of the MICE set is to study the forma-
tion and evolution of structure at very large scales, with
the aim of simulating with enough mass resolution the size
of future large extra-galactic surveys, such as DES (Annis
et al. 2005) or PAU (Benitez et al. 2009), and test ro-
bustly statistical and possible systematic errors. Fig.1 shows
the set of MICE simulations in the mass resolution-volume
plane. They sample cosmological volumes comparable to
the SDSS main sample (0.1 h−3Gpc3), the SDSS-LRG sur-
vey (1h−3Gpc3), PAU or DES (9h−3Gpc3), and those of
huge future surveys such as EUCLID (∼ 100 h−3Gpc3), in
combination with mass resolutions from 3 × 1012 h−1M⊙
down to 3×108 h−1M⊙. In turn, the largest volume simula-
tions (squares) map the mass function at the high-mass end,
∼ 1015 h−1M⊙, whereas the test simulations (triangles) ex-
tend the dynamic range down to halos of 1010 h−1M⊙. Table
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Run Npart Lbox/ h
−1Mpc mp/ h−1M⊙ lsoft/ h
−1Kpc IC zi
MICE7680 20483 7680 3.66× 1012 50 ZA 150
MICE3072 20483 3072 2.34× 1011 50 ZA 50
MICE4500 12003 4500 3.66× 1012 100 2LPT 50
MICE3072LR⋆ 10243 3072 1.87× 1012 50 ZA 50
MICE768⋆ 10243 768 2.93× 1010 50 2LPT 50
MICE384⋆ 10243 384 3.66 × 109 50 2LPT 50
MICE179⋆ 10243 179 3.70 × 108 50 2LPT 50
MICE1200⋆ (×20) 8003 1200 2.34× 1011 50 ZA 50
Table 1. Description of the MICE N-body simulations.Npart denotes number of particles, Lbox is the box-size,mp gives the particle mass,
lsoft is the softening length, IC is the type of initial conditions (Zeldovich Approximation, ZA, or 2nd order Lagrangian Perturbation
Theory, 2LPT), and zin is the initial redshift of the simulation. Their cosmological parameters were kept constant throughout the runs
(see text for details), the initial global time-step is of order 1% of the Hubble time (i.e, d log a = 0.01, being a the scale factor), and
the number of global timesteps to complete the run Nsteps >∼ 2000 in all cases. We ran an ensemble of 20 different realizations with the
parameters of MICE1200 primarily to calibrate error estimators. We mark with ⋆ those runs that were done for completeness or testing
as main purpose.
1 summarizes the identifying parameters of the main MICE
simulations.
Notice that for one particular case (MICE1200) we im-
plemented a set of 20 independent realizations, in order to
compare statistical errors on different quantities obtained
from an strictly “ensemble error” approach from other in-
ternal or external error estimates.
In addition to the production of comoving outputs at
several redshifts, we have constructed projected density and
weak lensing maps as well as ligth-cone outputs from the
main MICE runs. The mass projected and lensing catalogues
were discussed in (Fosalba et al. 2008), while the light-cone
catalogue will be presented in future work. Note that both
represent a huge compression factor (∼ 1000), that may turn
essential in dealing with very large number of particles as in
our case. Further details and publicly available data can be
found at http://www.ice.cat/mice.
3 THE HALO MASS FUNCTION
The very large simulated volume spanned by the MICE set
allow us to study accurately not only Milky Way size ha-
los, but specially the most massive and rarest halos formed
by hierarchical clustering. To this end we built dark matter
halo catalogues at each snapshot of interest according to the
Friends-of-Friends (FoF) algorithm (Davis et al. 1985) with
linking length parameter b set in units of the mean inter-
particle distance in each simulation. We will refer to halos
defined in this way as FoF(b). For the most part we will
deal with the b = 0.2 catalogues, although we have also im-
plemented b = 0.164 for a first validation of our simulations
against the Hubble Volume Simulation (HVS) (Jenkins et al.
2001; Evrard et al. 2002). The HVS is one of the very few
publicly available halo catalogue comparable in simulated
volume to MICE.
The halo finder algorithm was implemented using
Figure 1. The MICE simulations in the mass resolution-volume
plane: they span over volumes comparable to the SDSS-main sam-
ple (0.1h−3Gpc3), SDSS-LRG survey (1 h−3Gpc3), DES or PAU
surveys (9 h−3Gpc3), and up to huge volumes such as the planned
EUCLID mission (100 h−3Gpc3), and deliver mass resolutions
from 3 × 1012 h−1M⊙ down to 3 × 108 h−1M⊙. In turn, the
largest volume simulations (big squares) map the mass function
at the high-mass end, ∼ 1015 h−1M⊙, whereas the test simula-
tions (small triangles) extend the dynamic range down to halos
of 1010 h−1M⊙.
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the FOF code publicly available at the N-body Shop
(http://www-hpcc.astro.washington.edu/), with some addi-
tional modifications needed in order to handle the large
number of particles in reasonable amount of time. The re-
sulting halo catalogues contain not only the mass, position
and velocity of the center of mass, and virial velocity, but
also information of all the particles forming each halo.
As an example of the size of our outputs we mention
that MICE3072 contains at z = 0 a total of about 25 million
halos more massive than 3.9× 1012 h−1M⊙ if the minimum
number of particles per halo is set to 20. The most massive
object weighs 5.27 × 1015 h−1M⊙ and is made of 22, 561
particles. In turn, MICE7680 contains about 15 million halos
with mass greater than 7.3 × 1013 h−1M⊙, and the biggest
reaching 8.4× 1015 h−1M⊙.
3.1 Theoretical Predictions
Let us start by recalling some well known results regarding
the abundance of halos. The differential mass function is
defined as,
f(σ, z) =
M
ρb
dn(M, z)
d lnσ−1(M, z)
(1)
where n(M, z) is the comoving number density of halos with
massM and σ(M, z) is the variance of the linear density field
smoothed with a top hat filter of radius R and enclosing an
average mass M = ρb4piR
3/3,
σ2(M, z) =
D2(z)
2pi2
Z
k2P (k)W 2(kR)dk, (2)
with
W (x) =
3
(x)3
[sin(x)− x cos(x)].
In Eq. (2), D(z) is the linear growth factor between z =
0 and the redshift of interest, and P (k) the linear power
spectrum of fluctuations at z = 0.
In Eq. (1) we have explicitly assumed that all the cos-
mology dependence of the differential mass function enters
through the amplitude of linear fluctuations, Eq. (2), at the
mass scale M . If the redshift dependence also satisfies this
condition the halo abundance as defined by Eq. (1) is said
to be universal (Press & Schechter 1974; Sheth & Tormen
1999; Jenkins et al. 2001).
Several analytical derivations (Press & Schechter 1974;
Bond et al. 1991; Sheth et al. 2001) or fits (Sheth & Tormen
1999; Jenkins et al. 2001; White 2002; Reed et al. 2003;
Reed et al. 2006; Warren et al. 2006; Tinker et al. 2008)
have been provided in the literature over the past years,
starting from the original Press-Schechter formalism in 1974
(Press & Schechter 1974). In our work we will refer only to
the Sheth and Tormen (ST) fit given by (Sheth & Tormen
1999),
fST(σ) = A
r
2q
pi
δc
σ
»
1 +
„
σ2
qδ2c
«p–
exp
»
− qδ
2
c
2σ2
–
, (3)
with A = 0.3222, q = 0.707 and p = 0.3. In addition we
will take the value of the linear over-density at collapse as
δc = 1.686, and ignore its weak dependence on cosmology
(Lacey & Cole 1993; Jenkins et al. 2001). The subsequent
Jenkins fit (Jenkins et al. 2001),
fJenkins(σ) = A exp
ˆ−| log σ−1 + b|c˜ , (4)
with A = 0.315, b = 0.61 and c = 3.8 corresponding to
FoF(0.2) halos, that was obtained at redshifts z = 0 − 5
over the range −1.2 ≤ ln σ−1 ≤ 1.05. For our cosmology
this corresponds to masses (0.96×1010−4.0×1015)h−1M⊙.
Alternatively, we will refer to his fit for FoF(0.164) halos for
which A = 0.301, b = 0.64 and c = 3.88 (Eq. B2 in Jenkins
et al. 2001). This is valid over the mass range (8.7× 1010 −
3.4× 1015)h−1M⊙ in our cosmology.
More recently Warren et al. 2006 performed a detailed
mass function analysis using a set of nested-volume sim-
ulations and provided the following values for the best-fit
parameters of a ST-like mass function,
fWarren(σ) = A
ˆ
σ−a + b
˜
exp
h
− c
σ2
i
, (5)
with A = 0.7234, a = 1.625, b = 0.2538, c = 1.1982, obtained
from a fit to the mass range (1010 − 1015)h−1M⊙ at z = 0.
We will use Eq. (5) as our bench-mark reference fit.
3.2 The binned Mass Function
In order to compare the predictions for the differential mass
function in Eq. (1) with the observed halo abundance in a
simulation of volume L3box one would measure the number
of halos ∆N in a given mass-bin [M1 −M2] of width ∆M
and characteristic mass M , and define,
dn
d lnM
=
M
L3box
∆N
∆M
(6)
that is then related to the differential mass function in
Eq. (1) after multiplying by the prefactor Mσ/σ′ρ. However
for the most part we will directly compare the number den-
sity of halos in a given mass bin with the prediction binned
in the same way as the measurements. That is, from Eq. (1)
we obtain the theoretical number density of objects per unit
mass dn/dm, which is then integrated as,
nbin =
Z M2
M1
„
dn
dm
«
dM =
Z M2
M1
−ρ
M
1
σ
dσ
dM
f(M, z) dM (7)
to predict ∆N/V . The corresponding value of the mass of
the bin is obtained as
Mbin =
Z M2
M1
„
dn
dm
«
MdM (8)
from the theory and as a mass weighted average, M =P
binMi/∆N , from the simulation. Throughout our study
we used mass bins equally spaced in log-mass, with
∆ logM/(h−1M⊙) = 0.01. We have tested that our con-
clusions do not depend on this particular choise.
3.3 Comparison with previous work
As a first validation of our set of large volume simulations
we compared the halo abundance in MICE3072 to that in
the Hubble Volume Simulation (HVS) (Jenkins et al. 2001;
c© 0000 RAS, MNRAS 000, 000–000
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Evrard et al. 2002), since they both simulate almost the
same total volume. The HVS rankings among the biggest
simulated volume with halo data publicly available 2, at
http://www.mpa-garching.mpg.de/Virgo/hubble.html.
We used the catalogue corresponding to a Λ-CDM cos-
mology and FoF halos with linking length parameter b =
0.164 (Jenkins et al. 2001). Thus, in what follows we will
refer to the MICE catalogues for this value of b. Finally,
for this comparison we employed the low resolution run of
MICE3072 (MICE3072LR, see Table 1) that has a similar
mass resolution to that in the HVS.
Figure 2 shows the ratio of the mass functions mea-
sured in the HVS and MICE3072LR at z = 0. The higher
abundance of massive halos in the HVS is due mainly to its
larger value of σ8, equal to 0.9 against 0.8 in MICE. There-
fore we include in the figure the expected value for this ratio
as predicted by the Jenkins fit in Eq. (4) (or Eq. B2 in Jenk-
ins et al. 2001). The difference between the measured ratio
and the prediction are within the claimed accuracy for the
Jenkins fit (10 − 15 %). Nonetheless notice that the HVS
has a rather late start zi = 34 that leads to an artificially
lower abundance (see Tinker et al. 2008 for a discussion
on this). If one corrects for this effect, the ration of data in
the top panel should increase by about 5% at 1015h−1M⊙
explaining part of the difference. We thus conclude that for
matching volume (and particle mass) our MICE run agrees
with the HVS.
4 SYSTEMATIC EFFECTS
Measurements of the high-mass end of the halo mass func-
tion are potentially affected by a number of systematics.
Below we investigate in detail the most relevant ones: the
impact of the choice of initial conditions (i.e, transients),
discrete sampling and mass resolution effects.
4.1 Transients from initial conditions
Several potential sources of systematic errors must be con-
sidered and controlled when implementing an N-body run,
with their relevance sometimes dictated by the regime at
which one is interested (see Lukic et al. 2007 for a detailed
analysis). We have performed convergence test regarding
force and mass resolution, initial time steeping, finite vol-
ume effects, and more. But of particular relevance to the
abundance of the largest halos at a given output is the initial
redshift and the approximate dynamics used to set the ini-
tial conditions and start the run (Scoccimarro 1998; Crocce
et al. 2006; Tinker et al. 2008).
2 We do not include a comparison to the recently available data
from the Horizon run (Kim et al. 2008) because of potential
systematic issues in that simulation that are expected to affect
the abundance of the most massive halos in a substantial manner,
such as a low starting redshift zi = 23 combined with the ZA (as
discussed in Sec. 4.1). Besides, this simulation uses a rather large
force softening length fǫ = 160 h
−1 kpc and low number of global
time-steps, Nsteps = 400.
Figure 2. Comparison to the Hubble Volume Simulation (HVS):
We show results for the FoF halo mass functions at z = 0 for a
linking length parameter b = 0.164 for the HVS in ratio with
our low resolution run of MICE3072 (see the MICE3072LR entry
in Table 1). We note that both runs have a similar volume and
particle mass, but they simulate different cosmologies (mainly a
lower σ8 for MICE3072LR). The solid line corresponds to the
prediction for this ratio using the Jenkins fit for FoF(0.164) in
Eq. (4). The difference between symbols and the prediction is
within the accuracy claimed for the Jenkins fit. In all cases we
show only halos with no less than 50 particles, and Poisson errors.
The generally adopted way to render the initial mass
distribution is to displace the particles from a regular grid
or a glass mesh, using the linear order solution to the equa-
tions of motion in Lagrangian Space. This is known as Zel-
dovich approximation (ZA). Particle trajectories within the
ZA follow straight lines towards the regions of high initial
overdensity. The ZA correctly describes the linear growth
of density and velocity fields in Eulearian Space but, failing
to account for tidal gravitational forces that bend trajecto-
ries, underestimates the formation of non-linear structure.
To leading order this can be incorporated using the second
order solution in Lagrangian Perturbation Theory (2LPT)
effectively reducing the time it takes for the correct grav-
itational evolution to establish itself (known as transients)
once the N-body started. During the period where transients
are present the abundance of the most massive objects, that
originate from the highest density peaks, is systematically
underestimated.
In Crocce et al. 2006 it is shown that transients affect
the z = 0 mass function reducing it by 5% at 1015 h−1M⊙
if ZA, as opposed to 2LPT, is used to start at zi = 49. This
value rises to 10% for M > 2× 1014 h−1M⊙ at z = 1. Also
Tinker et al. 2008 finds evidence for transients in the HOT
runs introduced in Warren et al. 2006 and the HVS (Jenkins
et al. 2001). These runs were started in the redshift range
z = 24 to 35 using ZA. However their own run with zi = 60
is in good agreement with the 2LPT predicted abundance
from Crocce et al. 2006 by z = 1.25. The impact of the
starting redshift in the high redshift mass function has been
investigated in Lukic et al. 2007; Reed et al. 2006; Reed et
al. 2003.
To test the significance of transients ourselves we im-
c© 0000 RAS, MNRAS 000, 000–000
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plemented two runs of MICE1200 (Lbox = 1200 h
−1Mpc
and 8003 particles) using ZA and 2LPT, both with zi = 50,
and the same initial random phases (not listed in Table 1).
Figure 3 shows the ratio of the measured mass functions,
nZA/n2LPT, at z = 0 (top panel), z = 0.5 (middle) and
z = 1 (bottom). Top and bottom panels show in addition the
results obtained by Crocce et al. 2006 for the same combi-
nation of [z, zi] with a solid line. The dash line in the middle
panel corresponds to a simple 2nd order polynomial fit to
the ratio at z = 0.5. Our results agree very well with those in
Crocce et al. 2006 despite the difference in cosmology of the
N-body runs (most notably σ8), confirming an underestima-
tion of the halo abundance by ∼ 5% atM ∼ 1015, 3.16×1014
and 1014 h−1M⊙ at z = 0, 0.5 and 1 respectively (and larger
for larger masses, at fixed redshift) if ZA zi = 50 is used
instead of starting at higher redshift or using 2LPT.
In line with the results above, almost all our runs in
Table 1 were started using 2LPT at zi = 50 to avoid tran-
sients in the low-redshift outputs. The convergence of 2LPT
with zi ∼ 50 is discussed in detail in Crocce et al. 2006.
For MICE7680 we implemented ZA at high starting red-
shift (zi = 150) to minimize transients. In this case the
convergence is assured by the results in Fig. 6, where its
halo abundance is compared with the one in MICE4500,
that was started with 2LPT at zi = 50 with completely dif-
ferent random phases (particle load and volume are differ-
ent). The measured abundance is practically indistinguish-
able. The only run expected to be affected by transients was
MICE3072 that uses ZA at zi = 50. In what follows we will
therefore correct the mass function measured in MICE3072
by a simple fit to the ratios shown in Fig. 3.
4.2 FoF Mass Correction
As noted by Warren et al. 2006 the mass of halos deter-
mined using the FoF algorithm suffer from a systematic over-
estimation due the statistical noise associated with sam-
pling the halo density field with a finite number of parti-
cles. By systematically sub-sampling an N-body simulation
and studying the associated FoF(0.2) halo abundance (keep-
ing the linking length parameter fixed) Warren et al. 2006
determined an empirical correction of the mass bias that
depends solely in the number of particles nh composing the
halo through the simple expression,
ncorrp = np(1− n−0.6p ). (9)
However, as remarked by Lukic et al. 2007, the correction
should be checked in a case-by-case basis since it is not the
result of a general derivation (see also Tinker et al. 2008).
While it is true that for well sampled halos the correction
is relatively small (e.g. 2.5% for halos with 500 particles)
the impact that a few percent correction to the mass has
in the halo abundance can be large is one refer to the most
massive halos living in the rapidly changing high-mass tail
of the mass function, as we are investigating in this paper.
For this reason we have carried out an independent
check of the correction in Eq. (9), with particular emphasis
in the regimeM > 1013−14 h−1M⊙, where the mass function
is exponentially suppressed.
Figure 3. Transients in the mass function: ratio of mass func-
tions measured at z = 0 (top panel), z = 0.5 (middle) and z = 1
(bottom), for N-body runs similar to MICE1200 (see Table 1)
started at zi = 50 using either ZA or 2LPT to set-up the initial
conditions. The solid line at z = 0, 1 panels displays the result of
a comparable work done by Crocce & Scoccimarro (2006), but for
a different cosmology and mass resolution. Middle panel shows a
2nd order polynomial fit to the ratio n2LPT/nZA. Clearly, the
approximate dynamics and starting redshift used to set-up initial
condition plays a substantial role in the abundance of the rarest
halos.
We randomly sub-sampled every simulation in the
MICE set to several degrees (1 every n = 2, 4 and 8 par-
ticles) and run the FoF algorithm afterwards keeping the
linking length parameter b = 0.2 fixed (i.e. with the link
length n1/3 larger in each case). Results are shown in Fig. 4
for two representative cases, MICE768 and MICE7680, but
they extrapolate to all others in Table 1.
The correction in Eq. (9) is able to bring the sub-
sampled mass functions into agreement with the original
fully sampled one over the whole dynamic range (up to
4 × 1015 h−1M⊙). Most notably in the case of MICE7680
whose particle mass and volume makes it sample the mass
function exponential tail with low Poisson shot-noise but
with halos of no more than ∼ 2300 particles, and thus is
very sensible to such mass corrections. Finally, we have also
tested that varying the factor 0.6 leads to worse matching.
For the most part we will refer in what follows to the abun-
dance of mass corrected FoF(0.2) halos.
4.3 Mass Resolution Effects
For a first glimpse of the abundance of massive objects in
MICE, we display in the bottom panel of Fig. 5 the mass
function of FoF(0.164) halos obtained from our largest-in-
volume runs, including the corrections for mass and abun-
dance discussed above in Secs. (4.1,4.2).
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Figure 4. FoF Mass Correction: We tested the correction to
the systematic mass over-estimation intrinsic to the FoF algo-
rithm (Warren et al. (2006)) in all of our dynamic range, but
with particular emphasis at the very high-mass end (i.e. using
MICE7680 and MICE4500). We randomly selected one every n
particles (n = 2, 4, 8 in red, blue and green respectively) and ran
the FoF algorithm afterwards with a linking length n1/3 larger.
The figure shows the corresponding ratio to the fully sampled
mass function before (top panel) and after (bottom) the correc-
tion, for the cases of MICE7680 and 768. Notably, in all of our
simulations the simple expression in Eq. (9) brings the full and
sub-sampled mass functions into agreement.
MICE3072 (blue squares) is in good agreement with the
Jenkins prediction over more than two decades in mass, over-
laping with the results from the larger MICE7680 (green cir-
cles) and MICE4500 (red triangles) forM in 1014−15 h−1M⊙
However, as we transit towards the high-mass end
(M >∼ 1015 h−1M⊙) the abundance in the grand sampling
volume of MICE7680 rises over the one in MICE3072 (and
HVS) reaching a 20% difference. In addition, measurements
in MICE4500 (red triangles) are in very good agreement
with those in MICE7680 even though these runs correspond
to completely different initial conditions, softening length,
box-size, etc (see Table 1).
We recall that MICE7680 and MICE4500 have roughly
the same mass resolution to that in the HVS, but a volume
16.7 and 3.4 times larger, respectively. In turn, MICE3072
has roughly the box-size of the HVS, but 8 times better mass
resolution.
To check that the “excess” abundance at large masses in
not an artifact due to poor mass resolution we have included
in Fig. (5) the mass function measured in MICE3072LR
and in a coarse mass resolution run not listed in Ta-
ble 1 (Lbox = 3072 h
−1Mpc, Np = 512, and mp =
1.5 × 1013 h−1M⊙). They both agree remarkably well with
MICE3072 at M >∼ 1015 h−1M⊙, showing that the abun-
Figure 5. Mass Resolution effects on the high-mass end: We
show the abundance of FoF(0.164) halos at z = 0 in MICE3072 in
blue squares, MICE4500 in red triangles and MICE7680 in green
circles. We find a systematic rise over the jenkins prediction for
M >∼ 10
15 h−1M⊙. The low-resolution simulation MICE3072LR
(solid line) and the coarse resolution simulation MICE3072CR
(dashed line) evidence that our results are robust to mass resolu-
tion effects at large masses.
dance we found using MICE7680 and MICE4500 is robust
to mass resolution effects.
5 THE ABUNDANCE OF FOF(0.2) HALOS
Let us now turn to the mass function measurements in our
catalogues of FoF(0.2) halos. Figure 6 shows the measured
mass function in the MICE simulations tabulated in Ta-
ble 1. We display the ratios to the Sheth & Tormen fit
in Eq. (3), binned in the same way as the measurement.
Top panel corresponds to masses corrected for the FoF(0.2)
bias as described in Warren et al. 2006 and discussed in
Sec. 4.2, Eq. (9). Bottom panel contains un-corrected mass
functions. In both panels the solid line represents the War-
ren fit given in Eq. (5), while dashed corresponds to Jenk-
ins fit in Eq. (4). The corrected mass functions agree very
well with the Warren fit, but only up to 1014 h−1M⊙. Past
that mass there is a systematic underestimation of the halo
abundance in MICE768 and MICE3072 that reaches 20%
at M ∼ 5 × 1014 h−1M⊙ (notice that we show only points
with relative Poisson error ≤ 5%). Part of this effect can be
attributed to the effect of transients in the simulations used
by Warren et al. 2006 to calibrate the high-mass end, as
discussed in Tinker et al. 2008.
For larger masses, M >∼M15 h−1M⊙, the underes-
timation of the Warren fit is even more severe, and
grows monotonously with M . This in part might be due
to volume effects: the abundance of halos at the high-
mass end is expected to be extremely low, of order
nhalo/ h
−3Mpc3 <∼ 10−7 (z = 0), 10−8 (z = 0.5), and
10−9 (z = 1) at 1015 h−1M⊙ (integrated over mass bins
of ∆ logM = 0.1). This means that already at moder-
ate redshifts, z = 0.5, a simulation of Lbox = 3h
−1Gpc
will contain only about 300 halos and therefore measuring
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the abundance of halos will be the subject to large un-
certainties, i.e, the expected (shot-noise) error will be al-
ready of order 6%. By including larger volume simulations,
such as MICE4500 (Lbox = 4.5 h
−1Gpc) and MICE7680
(Lbox = 7.68 h
−1Gpc), we are able to increase the number
of halos by up to a factor ∼ 16, thus decreasing the as-
sociated halo abundance uncertainties by a factor of ∼ 4.
As shown in Fig.6 (top panel) results from both large vol-
ume simulations (MICE4500 & MICE7680) agree very well
in the high-mass end (M >∼ 3 × 1014 h−1M⊙). Given that
these two simulations share the same particle mass but have
completely different initial conditions (2LPT vs. ZA) and
random phases, their agreement thus serves as a robustness
test for the implementation of each of them and also for the
high-mass end results.
6 ERROR ESTIMATION
In a rather general sense the most common source of sta-
tistical error considered in theoretical studies of halo abun-
dance is solely the shot-noise contribution (e.g. Reed et al.
2006; Warren et al. 2006; Lukic et al. 2007; Jenkins et
al. 2001). The importance of considering sample variance
in addition to Poisson shot-noise had been highlighted in
(Hu & Kravtsov 2002), where it is shown that it can not
be neglected in front of shot-noise for deriving precise cos-
mological constrains. Following this criteria, (Tinker et al.
2008) recently used jack-knife errors with the intention to
account for both sampling variance at low mass and Poisson
shot-noise at high ones.
To deepen into these considerations we will dedicate
this section to perform a detailed study of different methods
to estimate the error or variance in mass function measure-
ments. One particular goal is to obtain well calibrated errors
in order to implement an accurate fit that could improve the
high-mass description of Eq. (5).
We will pay particular attention in comparing how in-
ternal errors (i.e. those derived using only the N-body for
which the mean mass functions is measured, such as jack-
knife) perform against external ones and theoretical predic-
tions, depending on the mass regime and total simulated
volume under consideration.
One of the internal methods that we implemented is
Jack-knife resampling (Zehavi et al. 2005). For this we di-
vided the simulation volume under consideration into NJK
non-overlapping regions, and computed the halo number
density in the full volume omitting one of these regions at
a time. The variance (defined as the relative error squared)
in the i-bin of the number density is then obtained as,
σ
(i)2
JK =
1
n¯(i)2
NJK − 1
NJK
NJKX
j=1
(n
(i)
j − n¯(i))2 (10)
where n¯(i) is the mean number density of halos for that bin.
In what follows we will show results using NJK = 5
3, but
we have checked that the estimates have already converged
with varying NJK.
Another internal method we considered was to assume
that the halos are randomly sampled and form a Poisson
realization of the underlying number density field. In this
case,
σ
(i)2
Poisson = 1/Ni (11)
where Ni is the number of halos in the i mass bin.
For estimating the variance externally in a volume V ,
we used an N-body of volume VL, with VL >> V . We then
divide VL into several non-overlapping regions of volume V
and measure the number density in each sub-volume. This
method, which we refer to as sub-volumes, is similar in spirit
to boost-trap sampling except that the sub-volumes are not
thrown at random and do not overlap. Thus, this method has
the advantage of incorporating the effect of long-wavelength
modes which are absent in the volume V .
For example, for mass function errors in MICE179 we
divided MICE384 in 8 sub-volumes and MICE768 in 80 sub-
volumes. In this way, the best statistics for the error is
achieved at the mid-to-high mass regime of MICE179 be-
cause the mass resolution of MICE768 does not allow to
test all the way down to M ∼ 3.16× 1011 h−1M⊙ (although
MICE384 does). Nonetheless both MICE384 and MICE768
leads to a very consistent error estimation in MICE179 for its
whole dynamic range, showing no dependence on mass reso-
lution. For MICE384 we divided MICE768 in 8 sub-volumes
and MICE3072 in 512 sub-volumes. The rest of box-sizes
follow this same logic, that is, their variance in the mean
number density was obtained from analysing the next-in-
volume runs as listed in Table 1.
Our last external method is ensemble average. This we
can only apply to one box-size, Lbox = 1200 h
−1Mpc, using
the ensemble of 20 independent realizations of MICE1200 as
listed in Table 1.
Finally, to derive a theoretical estimate of the vari-
ance in the measured mass function consider fluctuations in
the mean number density of halos of a given mass, n¯h(M),
as coming from two different sources (see Hu & Kravtsov
2002 for the original derivation). Firstly, a term arising
from fluctuations in the underlying mass density field δm,
if we consider the halo number density to be a tracer of
the mass. If this relation is simply linear and local then
δnh(M,x)/n¯h = b(M)δm(x), where b is the halo bias.
Secondly, a shot-noise contribution δnsn due to the im-
perfectness of sampling these fluctuations with a finite num-
ber of objects. This noise satisfies 〈δnsn〉 = 0 and is assumed
to be un-correlated with δm. Furthermore, if we assume the
halo sample to be a Poisson realization of the true number
density this error becomes a simple Poisson white-noise with
variance 〈δn2sn〉/n¯2h = 1/n¯hV = 1/N , where N is the total
number of objects sampled within the volume V . Within
these assumptions we then have,
δnh(M,x) = b(M)n¯h(M)δm(x) + δnsn. (12)
The number density of objects of this mass within the sim-
ulation is estimated by,
n =
Z
V
d3xW (x) [n¯h + δnh] , (13)
where W (x) is the simulation window function, normalized
such that
R
V
d3xW (x) = 1. The variance of the number
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density measurements in the simulation is then given by,
〈n2〉 − n¯2h = n¯hV + b
2n¯2h
Z
d3xi
Z
d3xjW (xi)W (xj)
×〈δm(xi)δm(xj)〉, (14)
and can be cast as,
σ2h =
〈n2〉 − n¯2h
n¯2h
=
1
n¯hV
+ b2h
Z
d3k
(2pi)3
|W (kR)|2P (k), (15)
where P (k) is the linear power spectrum of mass. For sim-
plicity, we will assume the simulation window function W
to be top-hat in real space, Eq. (3), with smoothing radius
such that the window volume equals the simulated one, i. e.
R = (3V/4pi)1/3.
The first term in Eq. (14) is the usual shot-noise contri-
bution to the variance, that we introduced rather had-hoc in
Eq. (12), but it can also be derived in the context of the halo
model as the contribution from the 1-halo term (Takada &
Bridle 2007). The second term, know as sampling variance,
is the error introduced by trying to estimate the true number
density using a finite volume.
As discussed in Sec. 3.2 one is in practice interested in
the halo abundance within bins of mass range [M1−M2] and
characteristic mass M . Thus in Eq. (15) we will compute M
and n¯h from Eqs. (7,8) and the bias as,
bh =
1
n¯h
Z M2
M1
bST (M)(dn/dm) dM (16)
where bST is the prediction for the linear bias dependence
on halo mas from (Sheth & Tormen 1999),
bST (M) = 1 +
qδ2c/σ
2 − 1
δc
+
2p/δc
1 + (qδ2c/σ2)p
(17)
with parameters q = 0.707 and p = 0.3 and σ = σ(M) given
in Eq. (2). Equation (17) follows from considering variations
of the unconditional mass function in Eq. (3) with respect to
the critical over-density for collapse δc. Thus, strictly speak-
ing this bias expression should be weigthed by dn/dm from
Eq. (3) when integrating Eq. (16) (Sheth & Tormen 1999;
Manera et al. 2009). However we have found that using a
fit to the MICE mass function instead leads to better agree-
ment with measurements of clustering in the simulations.
Accordingly we will use this fit also to estimate M and n¯h,
entering in Eq. (15).
Figure 7 shows the result of our external, internal and
theoretical error study. Clearly the Poisson shot-noise dom-
inates the error budget for M >∼ 1014 h−1M⊙ correspond-
ing to σMF /MF > 5% (and log σ
−1 <∼ 0.06). At smaller
masses the sampling variance becomes increasingly impor-
tant rapidly dominating the total error (this is more so
for smaller box-sizes). Jack-knife re-sampling does capture
this trend but only partially, in particular for the smaller
box-sizes ( <∼ 500 h−1Mpc) where sampling variance from
the absence of long-wavelength modes is more significant.
This seems to indicate that the jack-knife regions must
have a minimum volume (e.g. while jack-knife works well
at 1013 h−1M⊙ in MICE768, it does not for MICE179 at
the same mass). This is an important result to consider in
further studies where jack-knife re-sampling is used to im-
prove upon Poisson shot-noise. The total error can be under-
estimated by a factor of a few, e.g. 3 (1.5) at 1012 h−1M⊙
(1013) in MICE179.
On the other hand, the theoretical error from Eq. (15)
is in remarkably good agreement with the sub-volumes
method described above across all box-sizes (not shown in
MICE7680 and MICE3072 panels of Fig. 7 because is indis-
tinguishable from the other estimates). This can be taken
as a cross-validation of these two methods.
In addition we have tested how these different meth-
ods compare with the ensemble error in the mass function
obtained from the 20 independent runs of MICE1200. For
the sub-volumes estimation we divided MICE7680 in 264 re-
gions of volume almost identical to that of MICE1200 (as
well as MICE3072 in 18 regions for consistency checks). The
result is that, for Lbox = 1200 h
−1Mpc, the sub-volume er-
ror is larger than the ensemble one by a factor of about
20% at M ∼ [1013 − 3.16 × 1014]h−1M⊙. The reason is
that each sub-volume region “suffers” fluctuations in the
mean density caused by the long-wavelength modes present
in the larger box-size from which they have been obtained
(MICE7680 or MICE3072 in this case). These modes, that
introduce an extra-variance, are absent in each of the en-
semble members that satisfy periodic boundary conditions
at the scale Lbox = 1200 h
−1Mpc. Thus, the ensemble error
(from running different simulations) does not always work
well because it can suffer from volume effects.
This conclusion can be nicely reinforced using Eq. (15),
that performs very well here also. One can mimic the absence
of long-wavelength modes by setting the low-k limit in the
sampling variance integral in Eq(15) to be the fundamental
mode of MICE1200 (kf = 2pi/1200 hMpc
−1). In this case
the theoretical model agrees with the ensemble error (in fact,
σhturns to be mostly dominated by shot-noise). Instead, if
one sets it to kf ∼ 0 one recovers the sub-volumes estimate.
In summary, the sub-volume method should be consid-
ered as the one comprising all statistical uncertainties: shot-
noise, sampling variance and volume effects (the fact that
there are fluctuations in scales larger than the sample size).
The theoretical estimate in Eq. (15) is consistent with it to
a remarkably good level, for the masses and box-sizes tested
in this paper. Hence, is a powerful tool for studies involving
the abundance of massive halos (Rozo et al. 2009; Vikhlinin
et al. 2009).
7 THE FITTING FUNCTION FOR THE
ABUNDANCE OF MASSIVE HALOS
The accurate sampling of the mass function requires a de-
manding combination of very big volumes and good mass
resolution. As shown in Fig.1, using the MICE set of simu-
lations we have sampled volumes up to 450 h−3Gpc3 with
a wide range of mass resolutions yielding a dynamic range
108 < M/(h−1M⊙) < 10
12 in particle mass (see also Ta-
ble 1).
As shown in Fig. 6, the ST and Warren et al. fits un-
derpredict the abundance of the most massive halos found
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Figure 6. The MICE mass function at z=0. Top panel shows the
mass function measured by combining data from the set of MICE
simulations, with box-sizes Lbox = 179, 384, 768, 3072, 4500 and
7680 h−1Mpc (in red, green blue, magenta, sea-green and black
respectively) and varying mass resolutions (see Table 1 for further
details). We display the ratio to the Sheth and Tormen (1999)
prediction and include the corresponding Warren and Jenkins fits
for reference (solid and dashed lines). Bottom panel shows the
result of applying the correction to the FoF mass as described
in Warren et al. (2006). In each case the low-mass end is set by
requiring a minimum of 100 particles per halo while the high-
mass by requiring a relative error below 5% (displayed error bars
correspond to Poisson shot-noise).
in our N-body simulations for M > 1014 h−1M⊙, although
Warren gives accurate results for lower masses.
In this section we derive new fits based on the MICE
set of simulations, sampling the mass function over more
than 5 orders of magnitude in mass, and covering the red-
shift evolution up to z = 1. For this purpose we use a
set of MICE simulations with increasing volume and cor-
responding decreasing mass resolution, in order to sample
the mass range from the power-law behavior at low masses,
M ∼ 1010 h−1M⊙ and up to the exponential cut-off at the
high-mass end. As discussed in Sec.5, the abundance of ha-
los at the high-mass end is expected to be extremely low,
of order nhalo/ h
−3Mpc3 <∼ 10−7 (z = 0), 10−8 (z = 0.5),
and 10−9 (z = 1) at 1015 h−1M⊙ (integrated over mass
bins of ∆ logM = 0.1), and thus we shall use MICE4500
(Lbox = 4.5 h
−1Gpc) and MICE7680 (Lbox = 7.68 h
−1Gpc)
in order to get a more accurate measurement of the halo
abundance in this regime. In practice, we shall combine clus-
ter counts from both simulations to get a more robust esti-
mate. As it will be shown below, our fitting functions recover
the measured mass function over the entire dynamic range
and its redshift evolution with ∼ 2% accuracy.
For our fitting procedure we use the following sim-
ulations: MICE179,384,768,3072,4500 and MICE7680 (see
Figure 7. Sampling variance vs. shot-noise: The panels show dif-
ferent estimates for the variance in the halo mass function within
each of the 6 box-sizes used throughout this paper. Dot symbols
correspond to Poisson shot-noise and is only shown for halos with
a minimum of 200 particles and until the relative error reaches
10% (as used in Sec. 7). Dot-dashed blue line is the result of im-
plementing jack-knife re-sampling in the given box-size. Solid and
dashed black lines are the sub-volumes method described in the
text that uses independent sub-divisions of larger-size boxes. For
this method we include cases in which two larger volume runs
are used (panels of MICE179, MICE384 and MICE1200). Empty
magenta squares are the theoretical estimate in Eq. (15) that
includes both sampling and shot-noise variance. The variance is
shot-noise dominated roughly for M > 1014 h−1M⊙ (depend-
ing on the box-size). While jack-knife does capture some sam-
pling variance at smaller masses, it is not fully satisfactory. It can
under-estimated the error by a factor of 2 − 3 at 1012 h−1M⊙.
Notably, the sub-volumes and theoretical estimates are in very
good agreement across all box-sizes and full mass range.
Fig.1 and Table1) and match them so that in overlapping
mass bins we shall adpot the abundance estimated from the
simulation with the lower associated error, provided halos
include a minimum of 200 particles 3. This is done in or-
der to sample small enough halos (as small as 1010 h−1M⊙)
whose abundance has been accurately measured in previous
analyses (see e.g, Warren et al. 2006; Tinker et al. 2008) and
that we aim at recovering as well with our fitting functions.
On the other hand, for M >∼ 3×1014 we average results
from both MICE4500 and MICE7680. As shown above, for
z = 0, results for M > 1015 h−1M⊙ from MICE7680 are
found to be in full agreement with those of MICE4500 de-
spite the different initial conditions and time-step size used,
3 except for the smallest box-size simulation, MICE179, for which
we use down to 50 particle halos
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what provides a robustness test to our measurements at the
highest mass bins.
The fit to the mass function is then determined using a
diagonal χ2 analysis,
χ2 =
NX
i=1
(n
(i)
fit − n(i)Nbody)
2
σ(i)
2
(18)
where n
(i)
fit (n
(i)
Nbody) is the theoretical (N-body) mass func-
tion integrated over the i-th logarithmic mass bin of width
∆ logM = 0.1, and the errors σ(i) are computed using
the Jack-knife (JK) estimator. The JK estimator is con-
sistent with theoretical errors and sub-volumes dispersion
(see Fig. 7), except for the smallest mass bins (sampled by
MICE179, see lower right panel in Fig. 7) for which the JK
errors significantly underestimate other error estimates. By
using JK errors for those bins we just give them a larger
statistical weight in the χ2 analysis, thus making sure the
fit recovers the expected low mass behaviour (i.e we assume
something similar to a low-mass prior).
We summarize the fitting results for the MICE mass
functions at z = 0, 0.5, and 1 in Table 2. The best-fit to the
N-body measurements at z = 0 (“MICE” fit, solid line) is
given by the Warren-like mass function, Eq. (5), with pa-
rameters A = 0.58, a = 1.37, b = 0.30, c = 1.036 with
χ2/ν = 1.25. As shown in Fig. 8, the fit recovers our N-body
data to 2% accuracy in practically all the dynamic range,
that is, for 2.5×1015 > M/(h−1M⊙) > 4×1010. The Warren
et al. fit (dashed line) matches the N-body to the same accu-
racy in the mass regime M < 1014 h−1M⊙, but significantly
underestimates the abundance of the most massive halos: we
find a 10% (30%) underestimate at M = 3.16×1014 h−1M⊙
(1015 h−1M⊙).
At higher-redshifts, the mass function deviates from the
universal form in Eq. (5), and the fitting parameters change
accordingly. In particular, for z = 0.5 we find the best-fit
values A = 0.55, a = 1.29, b = 0.29, c = 1.026, yielding a
χ2/ν = 1.20. As seen in Fig. 9 (left panel), this fit recovers
the N-body measurements to 2% accuracy in all the dynamic
range (i.e., for 1015 > M/(h−1M⊙) > 2× 1010). The MICE
fit at z = 0 extrapolated with the linear growth to z = 0.5
overestimates the measurements by 3−6% as the halo mass
increases. This in turn shows to what extent the FoF(0.2)
mass function deviates from universality.
As shown in the right panel of Fig. 9, the scaling ansatz
recovers the measured mass function to 3% accuracy in most
of the dynamic range (i.e, for 3.16× 1014 > M/(h−1M⊙) >
2×1010). From the extrapolation of the z = 0 fit (see dashed
line), we observe clear deviations from universality again, up
to the 20% level.
8 HALO GROWTH FUNCTION
In the previous section we found that the mass function devi-
ates significantly from universality (or self-similarity). Here
we investigate in detail the halo growth function, i.e, the evo-
lution of the halo abundance with redshift. For this purpose,
we study the halo mass function integrated in wider loga-
rithmic bins (∆ logM/(h−1M⊙) = 0.5), and concentrate on
z A a b c χ2/ν
0 0.58 1.37 0.30 1.036 1.25
0.5 0.55 1.29 0.29 1.026 1.20
Table 2. Mass function parameters for f(σ, z), Eq. (5), and good-
ness of fit.
Figure 8. Mass function fit at z=0. Symbols as in Fig. 6. Mea-
surements sample the mass function over more than 5 orders of
magnitude, 4 × 1015 > M/h−1M⊙ > 2 × 1010. Results are ra-
tioed to the ST fit. The best-fit to the N-body measurements
(“MICE” fit, solid line) is given by the Warren-like mass func-
tion, Eq (5), with parameters as given in Table 2. The fit agrees
with N-body data to 2% accuracy in practically all the dynamic
range (2.5 × 1015 > M/h−1M⊙ > 2 × 1010). The Warren et al.
fit (dashed line) matches the N-body to 3% accuracy in the low
mass end M/h−1M⊙ < 1014, but it significantly underestimates
the abundance of the most massive halos: we find a 10% (25%)
underestimate atM/h−1M⊙ ∼ 3×1014 (1015), and larger biases
for more massive objects.
the highest mass bins where we find the largest deviations
between our N-body measurements and available fits. Fig-
ure 10 (left panel) shows the halo growth factor as measured
in several comoving redshifts in the MICE simulations. The
evolution of the fitting function parameters with redshift, as
shown in Fig. 9, indicate that the FoF(0.2) mass function,
at least for the linking length l = 0.2, is non-universal. This
is in agreement with the results of (Tinker et al. 2008) who
found evidence that the FoF(0.2) halo mass function devi-
ates from universality (see also the recent work of Manera
et al. 2009). They point out that this deviation is weaker
for FoF than for the spherical overdensity halo finders prob-
ably due to increasing halo bridging effects in FoF finders at
higher redshift.
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Figure 9. Left: Mass function fit at z=0.5. The best-fit to the N-body measurements is given by Eq. (5) with parameters as given
in Table 2 (solid line). This fit matches simulations to 2% accuracy in all the dynamic range (3 × 1014 > M/h−1M⊙ > 2 × 1010).
Assuming a self-similar form of the mass function (i.e, using the N-Body fit at z = 0 extrapolated with the linear growth to z = 0.5),
one overestimates the measurements by 3− 6% as the halo mass increases (see dashed line). The (self-similar) Warren et al. fit yields an
even larger overestimate of the halo abundance (3− 10%). This in turn shows to what extent the FoF(0.2) mass function deviates from
universality. Right: Mass function fit at z=1. Growth of the mass function with redshift can be accurately modeled with a simple ansatz,
Eqs.(19),(20),(22) (see discussion below, in Sec.8), and it provides a good fit to simulations. We find that deviations from universality of
the halo abundance increase with redshift: the self-similar MICE and ST fit exceed by as much as 15% the simulation measurements.
Next we try to fit the mass function growth with a sim-
ple ansatz. If we follow (Tinker et al. 2008) and assume that
the fitting parameters are a simple function of the scale fac-
tor, a = 1/(1 + z), we can model the evolution as,
P (z) = P (0)(1 + z)−αi ;P = {A, a, b, c} ;αi = {α1, · · · , α4}
(19)
where P (0) are the fitting parameters at z = 0, as given
by Table 2. Therefore, we can use the lowest redshift mea-
surements at z = 0 and z = 0.5 to determine the slope
parameters αi,
α1 = 0.13, α2 = 0.15, α3 = 0.084, α4 = 0.024. (20)
If the ansatz is correct, i.e, the growth of the mass function
can be modeled to a good approximation with Eq. (19), one
should be able to predict the measured cluster evolution at
higher redshifts. Using the values of αi as given above, we
predict the following fitting parameters at z = 1: A = 0.53,
a = 1.24, b = 0.28, c = 1.019, what gives a good match to
simulations, χ2/ν = 1.92. We conclude from this that the
ansatz Eq. (19) can be safely used to make predictions about
the abundance of the most massive halos at intermediate
redshifts.
It has been argued by (Tinker et al. 2008) that the
non-universality of the mass function is basically a conse-
quence of the evolution of the halo concentrations, which in
turn is mostly due to the change of the matter density Ωm
with redshift and thus f(σ) should be rather modelled as a
function of the linear growth rate of density perturbations,
D(z). In order to test this hypothesis, we have repeated the
analysis where the scaling of f(σ) is parametrized as follows,
P (z) = P (0)(D(z)/D(0))βi ; βi = {β1, · · · , β4} (21)
In this case the slope parameters are found to be, β1 =
0.22, β2 = 0.25, β3 = 0.14, β4 = 0.04. Using this model we
estimate f(σ) parameters at z = 1 to be, A = 0.52, a = 1.22,
b = 0.28, c = 1.017, what provides a slightly worse fit to the
the N-body measurements, with χ2/ν = 2.85. Therefore, we
find some evidence in favor of a scaling ansatz based on the
scale factor with respect to that based on the growth rate.
We note that our analysis is of limited validity since we
have only considered one cosmology and one should explore
a wider parameter space to draw stronger conclusions on
this point. In summary, the fit to the halo mass function
measured in the MICE simulations is given by,
fMICE(σ, z) = A(z)
h
σ−a(z) + b(z)
i
exp
»
− c(z)
σ2
–
(22)
with A(z) = 0.58(1+z)−0.13 , a(z) = 1.37(1+z)−0.15 , b(z) =
0.3(1 + z)−0.084, c(z) = 1.036(1 + z)−0.024.
We can now explore how the mass function evolves in
more detail. Our simulations show that the abundance of
massive halos drops by half (one) order of magnitude for
the logM/(h−1M⊙) = 13.5 − 14 (14.5 − 15) from z=0 to
z=1, in rough agreement with analytic fits. However, as dis-
played in the right panels of Fig. 10, the (self-similar) ST
andWarren fitting functions (see short and long-dashed lines
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Figure 10. Halo Growth Function: evolution of the halo abun-
dance with redshift. We show the three most massive logarithmic
bins (with ∆logM/(h−1M⊙) = 0.5), where we find the most sig-
nificant deviations between N-body and available fits. Left panel:
the abundance of massive halos drops by half (one) order of mag-
nitude for the logM/(h−1M⊙) = 13.5 − 14 (14.5 − 15) from
z=0 to z=1, in rough agreement with analytic fits. Right panel:.
Residuals between analytic fits (lines) to N-body measurements
(symbols) for the same mass bins (increasing mass from top to
bottom panels). ST and Warren fitting functions (short and long-
dashed lines respectively) only match the high-mass end of the
measured mass function at z=0.5 to 15% accuracy. The extrapo-
lated Warren fit to z=1 underestimates MICE data by up to 30%.
The predicted halo abundance growth from the MICE fits at low
redshift (red solid line; see text for details) recovers the measured
abundance at z=1 to better than 1%.
respectively) only match the high-mass end of the measured
mass function at z=0.5 to 15% accuracy. The Warren fit
at z=1 underestimates simulation data by up to 30%. On
the other hand, using the predicted halo abundance growth
from the MICE fits at low redshift (red solid line) recov-
ers the measured abundance at z=1 to better than 1%. We
have used the scaling functions given by Eq. (19), however
we have checked that our results do not change significantly
if we use the growth rate ansatz instead, Eq. (21).
9 COSMOLOGICAL IMPLICATIONS: BIAS ON
DARK-ENERGY CONSTRAINTS
The cluster mass function is one of the standard cosmolog-
ical probes used by current and proposed surveys to con-
strain cosmological parameters. In particular, the cluster
abundance as a function of cosmic time is a powerful probe
to to determine the nature of dark-energy. However usage of
the cluster abundance as a cosmological probe is limited by
systematics in the mass-observable relations and the poten-
tial impact of priors (see e.g, Battye & Weller 2003; Weller
& Battye 2003).
Here we concentrate on the impact of priors in the mass
function on extracting the dark-energy equation of state, w.
As shown in 8, the halo mass function measured in simula-
tions deviates form self-similarity by as much as 15%, de-
pending on redshift and halo mass. We shall estimate how
this systematic departure from universality can potentially
bias estimates of w.
As a working case, we will consider a tomographic sur-
vey with photometric accuracy ∆z, and estimate the shift
in the recovered value of, w, by including cluster counts in
redshift shells up to a given depth, z. For simplicity we con-
sider a constant dark-energy equation of state, although this
same analysis could be easily extended to a time varying
w(z). Since the wrong prior on the halo mass function can
be mistaken by the right cluster abundance for a different
cosmology, the bias on w, for a given redshift, will be de-
termined by the relative sensitivity on w of the two cluster
count probes of dark-energy: the mass function growth and
the survey volume up to a given depth.
We perform a χ2 analysis to determine the bias as a
function of survey depth by comparing halo counts in red-
shift shells as follows,
χ2 =
X
zi
(n(w)(i) − n(z)(i)Nbody)2
σ(i)
2
(23)
where n(w)(i) are the counts from the assumed self-similar
mass function, for a cosmology with a given value of w, in-
tegrated from a minimum mass Mmin up to some maximum
mass Mmax, for the redshift shell zi of width ∆zi within
which we can safely consider the mass function to be in-
dependent of z, and n(z)Nbody are the corresponding counts
measured in simulations that use the fiducial cosmology with
w = −1, and that are accurately described by the scaling
ansatz, Eq. (22). The associated error is assumed to be pure
shot-noise given by the N-Body counts, σ =
√
nNbody . Here
we make estimates for full-sky surveys (i.e, we will draw op-
timistic forecasts for a given survey depth), although smaller
areas can be easily incorporated in our analyses by scaling
the shot-noise error accordingly. We shall consider surveys
with SZ detected clusters, i.e, with a redshift independent
mass threshold M ∼ 1014 h−1M⊙, and constant photo-z er-
ror ∆z = 0.1. The upper limit in the mass is taken to be
1015.5 h−1M⊙ to avoid possible systematic departures of the
N-Body fit used beyond this mass-cut with respect to the
simulation measurements. However we have checked our re-
sults do not change if we take larger mass cuts.
Figure 11 shows the bias on w as a function of survey
depth z for two different priors on self-similar mass func-
tions, the ST fit and the MICE fit (i.e, assuming the fit at
z = 0 extrapolated to higher-z). We find that the estimated
bias is robust to better than 20% to changes in the SZ mass
threshold Mmin from 10
13.8 to 1014.2 (see dashed lines in
Fig.11). For the ST fit, the bias can be as large as 50% for
survey depth z <∼ 1, whereas for the MICE self-similar fit it
reduces to 20% at most for the same depth. The bias at low-z
results from the relatively small and comparable sensitivi-
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Figure 11. Bias on w induced by self-similar prior on the mass
function. Upper panel: Assuming the self-similar ST (MICE) fit
induces up to 50% (20%) shift in the recovered value of w for shal-
low or medium depth surveys z <∼ 1, whereas the effect tends to be
negligible for deep surveys. Bottom panel: the relative shot-noise
error decreases with redshift, what makes high-z cluster counts,
which are dominated by the strong variation of the mass function
with w, to down-weight biases induced by the low-z counts.
ties to changes in w of the geometric (volume) and the shape
of the mass function growth. On the other hand, the strong
bias at low-z for the ST prior is due to the poor fit it gives
to N-Body for the relevant masses M >∼ 1014 h−1M⊙. This
systematic effect tends to decrease for increasing depth as
the mass function growth becomes a much stronger function
of the dark-energy equation of state than the redshift shell
volume (for constant ∆z) and thus it determines the cluster
counts irrespective of the prior on the mass function. This
trend is strenghten by the fact that the shot-noise error per
z-shell drops with depth as well (see bottom panel of Fig.11,
so the high-z counts down-weight the observed low-z bias on
w. Therefore, for deep surveys z >∼ 1 any bias associated to
the mass function tends to be washed out.
10 DISCUSSION AND CONCLUSIONS
The abundance of clusters as a function of cosmic time is a
powerful probe of the growth of large scale structure. In par-
ticular, clusters provide us with a test of the sensitivity of
the growth of structure to cosmological parameters such as
the dark-matter and dark-energy density content, its equa-
tion of state, or the amplitude of matter density fluctuations.
More importantly, the abundance and clustering of clusters
are complementary to other large scale structure probes such
as the clustering of galaxies, weak lensing and supernovae
(see e.g, Hu & Kravtsov 2002; Cunha 2009; Cunha, Lima
& Frieman 2009; Estrada et al. 2009).
In order to plan and optimally exploit the scientific
return of upcoming astronomical surveys (e.g, DES, PAU,
PanSTARRS, BOSS, WiggleZ, Euclid) one needs to make
accurate forecasts of the sensitivity of these probes to cos-
mological parameters in the presence of systematic effects.
Accurate determination of the abundance of clusters is lim-
ited by our knowledge of the relation between cluster mass
and observables (see e.g, Hu 2003). One key ingredient in
this mass-observable calibration is the precise determination
of the halo mass function.
In this paper we use a new set of large simulations,
including up to 20483 ≃ 1010 particles, called MICE (see
Table 1) to accurately determine the abundance of massive
halos over 5 orders of magnitude in mass, M = (1010 −
1015.5)h−1M⊙, and describe its evolution with redshift. No-
tice that the MICE simulations sample cosmological volumes
up to 7.683 ≃ 450 h−3Gpc3. Armed with these simulations
we estimate, for the first time, the mass function over a
volume more than one order of magnitude beyond the Hub-
ble Volume Simulation size, 33 = 27 h−3Gpc3 (Jenkins et
al. 2001; Evrard et al. 2002). Our results have been tested
against mass resolution, choice of initial conditions, and sim-
ulation global time-step size.
Our findings can be summarized as follows:
• We confirm previous studies (see Crocce et al. 2006)
showing that an accurate determination of the mass function
is sensitive to the way initial conditions are laid out. For a
fixed starting redshift, the usage of 2LPT instead of the ZA
to set-up the initial conditions helps to avoid the effects of
transients that tend to artificially decrease the abundance of
large-mass halos. Alternatively, one can use ZA with a high
enough starting redshift. In particular, we find an under-
estimate of the halo abundance by ∼ 5% at M ∼ 1015,
3.1× 1014 and 1014 h−1M⊙ at z = 0, 0.5 and 1 respectively
(and larger for larger masses, at fixed redshift) if ZA zi = 50
is used instead of 2LPT. Only our mass functions were cor-
rected for transients accordingly for those simulations that
need it (i.e MICE3072, see Table 1).
• As highlighted by Warren et al. 2006, the mass of halos
determined using the FoF algorithm suffer from a system-
atic over-estimation due the statistical noise associated with
sampling the halo density field with a finite number of parti-
cles. The precise form of this correction has to be checked on
a case by case basis. We confirm the results of (Warren et al.
2006), particularly testing them for large halo masses, that
the mass correction for the FoF(0.2) halos follows Eq. (9).
• For masses M > 1014 h−1M⊙, we find an excess in the
abundance of massive halos with respect to those from the
Hubble volume simulation (Jenkins et al. 2001; Evrard et
al. 2002), once corrected for the different cosmology used,
that is a few times the Poisson error (see Fig.5). As argued
in Sec.4.1, we conclude that this difference can be largely ex-
plained by systematics due to transients affecting the Hubble
volume simulation.
• From an extensive study of error estimates we con-
clude that: (i) sample variance is significant only for ha-
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los of M < 1014 h−1M⊙, and dominates over shot-noise
for box-sizes Lbox < 1h
−1Gpc. Consistently, Poisson shot-
noise errors under-estimate the total error budget by factors
2− 4 at 1012−13 h−1M⊙ in these volumes. (ii) Jack-knife re-
sampling is in general consistent with external estimators
such as ensemble averages, and theoretical errors. However
it underestimates the total error budget for small box-sizes
(< 500 h−1Mpc) where sampling variance is more important
due to the lack of long-wavelength modes and to the fact
that jack-knife regions are not independent. (iii) For all our
runs the theoretical error estimate in Eq. (15) is in remark-
ably good agreement with our external sub-volumes estima-
tor that incorporates fluctuations due to long-wavelength
modes in addition to sampling and shot-noise variance at
the scale of the given box-size.
• Existing analytic fits (Sheth & Tormen 1999; Warren et
al. 2006), accurately reproduce our N-body measurements
at up to 1014 h−1M⊙, but fail to reproduce the abundance of
the most massive halos, underestimating the mass function
by 10% (30%) at M = 3.16× 1014 h−1M⊙ (1015 h−1M⊙).
• The FoF halo mass function significantly deviates from
universality (or self-similarity). In particular, the Sheth &
Tormen (1999) fit, if extrapolated to z ≥ 0 assuming uni-
versality leads to an underestimation of the abundance of
30%, 20% and 15% at z = 0, 0.5, 1 for fixed ν = δc/σ ≈ 3
(corresponding to M ∼ 7× 1014 h−1M⊙, 2.5× 1014 h−1M⊙
and 8× 1013 h−1M⊙ respectively, see Fig. 9).
• We provide a new analytic fit, Eq. (22), that reproduces
N-body measurements over more than 5 orders of magnitude
in mass, and follows its redshift evolution up to z = 1, that
is accurate to 2%. The new fit has the functional form of
(Warren et al. 2006), but with different parameters to ac-
count for the excess in the high mass tail (see also Table 2).
• Systematic effects in the abundance of clusters can
strongly bias dark-energy estimates. We estimate that
medium depth surveys z ≤ 1, using SZ cluster detection,
could potentially bias the estimated value of the dark-energy
equation of state, w, by as much as 50%. This effect is how-
ever an upper limit to the amplitude of this sytematic effect,
and it drops quickly with depth. For deep surveys z ∼ 1.5,
such as DES, the estimtated bias is largely negligible.
We leave for future work a more thorough investigation
of the cosmological implications of our results. In particu-
lar, it remains to be seen what is the impact of the bias
on cosmological parameters induced by mass function pri-
ors in the presence of other systematic effects such as the
uncertainties in the cluster mass-observable relations and
the cosmological parameter degeneracies present in cluster
abundance measurements.
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