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Software
Autonomous Instrument
Placement for Mars 
Exploration Rovers 
Autonomous Instrument Placement
(AutoPlace) is onboard software that en-
ables a Mars Exploration Rover to act au-
tonomously in using its manipulator to
place scientific instruments on or near
designated rock and soil targets. Prior to
the development of AutoPlace, it was nec-
essary for human operators on Earth to
plan every motion of the manipulator
arm in a time-consuming process that in-
cluded downlinking of images from the
rover, analysis of images and creation of
commands, and uplinking of commands
to the rover. AutoPlace incorporates
image analysis and planning algorithms
into the onboard rover software, eliminat-
ing the need for the downlink/uplink
command cycle. Many of these algorithms
are derived from the existing ground-
based image analysis and planning algo-
rithms, with modifications and augmenta-
tions for onboard use. 
AutoPlace also utilizes pre-existing on-
board arm control, arm collision-detec-
tion, and stereoscopic image processing
software. In addition, to satisfy needs
specific to the Mars Exploration Rovers
and to increase safety, AutoPlace incor-
porates a volumetric terrain visibility
analysis algorithm, a uniform target se-
lection algorithm, and a template-based
trajectory generation algorithm that
were not parts of the prior onboard or
ground software. 
This program was written by P. Chris Leger
and Mark Maimone of Caltech for NASA’s Jet
Propulsion Laboratory. Further information is
contained in a TSP (see page 1).
This software is available for commercial li-
censing. Please contact Karina Edmonds of
the California Institute of Technology at
(626) 395-2322. Refer to NPO-44820.
Mission and Assets Database 
Mission and Assets Database
(MADB) Version 1.0 is an SQL data-
base system with a Web user interface
to centralize information. The data-
base stores flight project support re-
source requirements, view periods, an-
tenna information, schedule, and
forecast results for use in mid-range
and long-term planning of Deep Space
Network (DSN) assets.
Project requirements can be entered
using interval-based patterns, which
allow planning analysts to capture proj-
ect requirements more accurately. Proj-
ect information can be stored in such a
way as to allow multiple sets to be en-
tered for various scenario studies. For
example, a mission can have multiple
view periods and many sets of require-
ments. This extends to schedules and
forecasts as well. The Web component of
this system allows users to modify this in-
formation and to generate graphical
and tabular reports from it.  
Unlike other toolsets used previously,
MADB allows the user to enter require-
ments in the most flexible way. It also al-
lows for many view periods for each proj-
ect as well as a hierarchy system for
classifying them. MADB-generated re-
ports can span multiple projects and view
periods. MADB uses an industry-standard
SQL database, which enables future
generic software improvement and multi-
ple levels of access. The Web interface
also can be accessed from any platform.
The RAPS TIGRAS and DRAGON
tools are tightly integrated with MADB.
Together they are used by the Resource
Allocation Planning Service to schedule
and forecast DSN assets.
This program was written by John Baldwin,
Silvino Zendejas, Sandy Gutheinz, Chester
Borden, and Yeou-Fang Wang of Caltech for
NASA’s Jet Propulsion Laboratory. Further in-
formation is contained in a TSP (see page 1).
This software is available for commercial li-
censing. Please contact Karina Edmonds of
the California Institute of Technology at
(626) 395-2322. Refer to NPO-44714.
TCP/IP Interface for the
Satellite Orbit Analysis 
Program (SOAP)
The Transmission Control Proto-
col/Internet protocol (TCP/IP) inter-
face for the Satellite Orbit Analysis Pro-
gram (SOAP) provides the means for the
software to establish real-time interfaces
with other software. Such interfaces can
operate between two programs, either
on the same computer or on different
computers joined by a network. The
SOAP TCP/IP module employs a
client/server interface where SOAP is
the server and other applications can be
clients. Real-time interfaces between soft-
ware offer a number of advantages over
embedding all of the common function-
ality within a single program. One advan-
tage is that they allow each program to
divide the computation labor between
processors or computers running the
separate applications. Secondly, each
program can be allowed to provide its
own expertise domain with other pro-
grams able to use this expertise. 
For example, a telemetry acquisition
system can handle the complexity of
downloading data from the satellite,
whereas SOAP can use such data to offer
3D displays and status information in a
human-readable form. Both programs
can operate efficiently, especially when
they are hosted on separate machines.
The SOAP TCP/IP interface supports
the same rich command structure that
its input file parser provides. The input
is obtained and processed through the
network instead of through files.
In addition, SOAP can bring addi-
tional analytical resources to bear
against incoming data streams. SOAP
can process these TCP/IP streams in a
number of ways. It can access two simul-
taneous streams from different sources.
This provides an added degree of flexi-
bility in a real-time environment. The
software can remain interactive while re-
ceiving data, allowing the user to config-
ure different 3D views and data displays.
For instance, a user can examine a 3D
model based on orientation data stream-
ing in from an independent source,
such as the telemetry feed, or a robotic
simulation such as the FORESIGHT soft-
ware. Additionally, the SOAP TCP/IP in-
terface can be configured in batch mode
and reside on a server. Because SOAP
can be tasked to automatically generate
image and data files, it can be used to set
up an automated Web site offering near
real-time image and data reporting. 
This software is portable and runs on
four separate computer platforms: MS-
Windows, Mac OS X, Linux, and Sun So-
laris. There are no minimum hardware
requirements other than that to run the
host operating system. The host system
should be capable of running OpenGL
applications. SOAP performs best on the
machines with good graphics hardware
acceleration.
This work was done by Robert Carnright of
Caltech and David Stodden and John Coggi
of The Aerospace Corporation for NASA’s Jet
Propulsion Laboratory. 
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