Abstract-Joint consideration of interference, resource utilization, fairness, and complexity issues is generally lacking in existing resource allocation schemes for Long-Term Evolution (LTE)/LTE-Advanced femtocell networks. To tackle this, we employ a hybrid spectrum allocation approach whereby the spectrum is split between the macrocell and its nearby interfering femtocells based on their resource demands, whereas the distant femtocells share the entire spectrum. A multiobjective problem is formulated for resource allocation between femtocells and is decomposed using a lexicographic optimization approach into two subproblems. A greedy algorithm of reasonably low complexity is proposed to solve these subproblems sequentially. Simulation results show that the proposed scheme achieves substantial throughput and packet loss improvements in low-density femtocell deployment scenarios while performing satisfactorily in high-density femtocell deployment scenarios with substantial complexity and overhead reduction. The proposed scheme also performs nearly as well as the optimal solution obtained by exhaustive search.
I. INTRODUCTION

F
EMTOCELLS have emerged as a promising solution to minimize indoor coverage holes and to cope with the increasing indoor traffic demands in Long-Term Evolution (LTE)/LTE-Advanced (LTE-A) networks [1] . In LTE/LTE-A 1 networks, femtocells are deployed with low-power base stations known as home evolved NodeBs (HeNBs). These HeNBs are installed in a plug-and-play manner and are connected to the operator's core network via indoor broadband wirelines, such as the digital subscriber line [2] . As femtocell deployment is simple and of low cost, it is more favorable than redimensioning macrocells for providing better connectivity to the indoor user equipment (UE).
It has been shown in [3] that substantial throughput gains can be obtained by deploying femtocells within macrocells with cochannel frequency reuse. However, optimal throughput performance cannot be achieved due to the coexistence of macrocells and femtocells, which results in cross-tier interference [4] . Furthermore, femtocells could be randomly deployed by the end users, and some of them may overlap with one another, thereby resulting in co-tier interference [4] . As a result, the throughput gains achieved from femtocell deployment may be significantly limited. Several enhanced intercell interference coordination (eICIC) schemes have been introduced in LTE-A to mitigate cross-tier interference [5] , [6] . However, the eICIC schemes do not address the co-tier interference, fairness, and resource utilization issues. To address these issues, the resource allocation scheme should be further improved by jointly optimizing throughput performance (by mitigating the interference problems), fairness, and resource utilization efficiency.
In the literature, resource allocation for femtocell networks has been intensively studied under the shared-spectrum [7] - [13] and split-spectrum [14] - [20] approaches. The sharedspectrum approach allows the macrocell and femtocells to share the channel bandwidth. However, this approach cannot fully mitigate cross-tier interference, thus limiting the achievable capacity. Moreover, the shared-spectrum approach may require a coordination mechanism between the central macrocell base station [also known as the evolved NodeB (eNB)] and HeNBs, which may introduce scalability and security issues [20] , [21] . In the split-spectrum approach, the channel bandwidth is divided among the macrocell and femtocells, which entirely avoids cross-tier interference and results in a straightforward resource allocation process. However, the split-spectrum approach provides less available bandwidth to the macrocell and femtocells, respectively, resulting in lower achievable capacity. In this paper, we employ a hybrid spectrum allocation approach whereby the eNB and its nearby interfering HeNBs operate under the split-spectrum approach, whereas the distant HeNBs operate under the shared-spectrum approach.
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In LTE/LTE-A systems, real-time traffic flows, such as video and voice flows, fall under the guaranteed bit rate (GBR) class, which imposes certain resource demands to guarantee the quality of service (QoS), e.g., minimum target bit rates. On the other hand, nonreal-time traffic flows, such as best-effort delivery, are grouped under the non-GBR class, which does not impose stringent QoS requirements, and the achievable data rate depends on the availability of resources. When each HeNB receives the amount of resources it requires for its GBR and non-GBR flows, the resource allocation is said to be globally fair [1] . However, most of the related work in [7] - [17] , [19] , and [20] only considered the GBR class. To ensure a high level of global fairness, it is crucial to ensure that each HeNB has its minimum resource demand satisfied for the GBR flows and be provided with a fair amount of resources for the non-GBR flows. In this paper, we aim to achieve globally fair resource allocation, catering to both GBR and non-GBR flows.
In practice, the channel bandwidth given may not be sufficient to meet the resource demands of femtocell networks if the resources are assigned to each femtocell in a dedicated manner without resource reuse. Thus, resource reuse is essential whereby the resources allocated by some femtocells can be reused in other femtocells without interference. However, it is important to study the interference relationships between femtocells before planning for efficient resource reuse. In this paper, we consider the use of an HeNB management system (HMS) [22]- [24] , which connects to a group of neighboring HeNBs and acts as a central controller to collect interference information from all the HeNBs and to perform resource allocation.
In this paper, we propose a multiobjective resource allocation scheme under a hybrid spectrum allocation approach with reasonable complexity for LTE/LTE-A femtocell networks to jointly optimize network performance. The proposed scheme can be implemented in both open-access and closed-access femtocells. The main contributions of this paper can be summarized as follows.
1) A hybrid spectrum allocation approach is used for spectrum allocation between the macrocell and femtocells, whereby the spectrum is split between the eNB and its nearby interfering HeNBs based on their resource demands, whereas the distant HeNBs are allocated the entire spectrum. 2) A multiobjective optimization problem is formulated for resource allocation between femtocells to jointly minimize co-tier interference and maximize resource utilization efficiency, subject to the resource demand and global fairness constraints. The problem is further decomposed by using a lexicographic optimization approach into an interference minimization subproblem and a resource utilization maximization subproblem. The solution obtained from solving these two subproblems sequentially is proven to be Pareto optimal for the original multiobjective problem. 3) A two-phase greedy algorithm is devised to solve the two subproblems sequentially. The complexity and amount of signaling overhead of the proposed scheme are shown to be reasonably low compared with those of the existing schemes.
4) The proposed resource allocation scheme is evaluated and compared with the existing schemes in terms of throughput, packet loss rate (PLR), global fairness, and resource utilization efficiency in low-density and high-density femtocell deployment scenarios with different numbers of UE devices in both macrocell and femtocells. Moreover, the solution obtained by the proposed greedy algorithm is also compared with the optimal solution obtained by exhaustive search. Hereafter, our work is studied based on the LTE context and system settings due to the following reasons: 1) The proposed scheme is not intended to be dependent on the features introduced in LTE-A, such as eICIC, and should be generally applicable to both LTE and LTE-A systems; 2) for the proposed scheme to be applicable to both LTE and LTE-A systems, it is appropriate to study the proposed scheme mainly based on the LTE context and settings because LTE is the base architecture of LTE-A; 3) the new features introduced in LTE-A, such as eICIC, can be complementary to our proposed resource allocation scheme for interference mitigation, which is not necessary to be studied together with our proposed scheme; and 4) without loss of generality and for the clarity of performance outcomes, it is appropriate to evaluate and analyze our proposed scheme without involving the new features introduced in LTE-A, such as eICIC. Although our work is based on the LTE context and system settings, the proposed scheme is generally applicable to any orthogonal frequency-division multiple access (OFDMA)-based small-cell network.
The remainder of this paper is organized as follows: Section II reviews the related work. Section III describes the LTE/LTE-A femtocell system model. Spectrum allocation between the macrocell and femtocells is presented in Section IV. Section V presents the problem formulation for resource allocation between femtocells and the solution algorithm proposed for the formulated problem. Section VI analyzes and compares the complexity and signaling overhead of the proposed scheme with existing schemes. The performance evaluation of the proposed scheme is presented in Section VII. Finally, Section VIII provides the concluding remarks.
II. RELATED WORK
A comprehensive survey of various resource allocation techniques for heterogeneous LTE/LTE-A networks can be found in [1] . Here, the recent related work is reviewed next.
Several recent studies [7] - [13] have investigated the sharedspectrum approach for femtocell networks. In [7] , the entire channel bandwidth is assigned to macrocell UE (MUE) devices, whereas a portion of it is assigned to femtocell UE (FUE) devices, the size of which is adjusted based on a spectrumsplitting ratio. In addition, a max-min fair scheduler is used. However, a brute-force approach may be required to find the optimal ratio, which leads to high complexity, and cross-tier interference could still remain.
In [8] , the channel bandwidth is partitioned into two sets of resources for serving indoor and outdoor MUE devices, respectively. The size of the two sets depends on the instantaneous indoor traffic load generated by indoor MUE devices. FUE devices are allocated resources iteratively based on a stochastic rule until their resource demands are fulfilled. However, this reduces only cross-tier interference, and co-tier interference still remains.
Lopez-Perez et al. in [9] and Lu et al. in [10] have studied the use of a central controller for shared resource allocation in femtocell networks. In [9] , the so-called centralized dynamic frequency planning (C-DFP) is proposed to allocate resources to femtocells to meet their minimum resource demands based on the interference from their neighboring femtocells and the macrocell. In [10] , the central controller models the interference among the macrocell and femtocells as a link-conflict graph and solves it by using a graph coloring technique that minimizes the number of resources allocated. However, in both [9] and [10] , maximization of resource utilization efficiency is not considered, and the computational complexity could be very high if the number of femtocells is large.
In [11] - [13] , cognitive radio technologies are leveraged for shared spectrum allocation between macrocells and femtocells. In [11] , HeNBs identify and utilize the unoccupied spectrum via spectrum sensing and the scheduling information from the eNB. In [12] , HeNBs perform spectrum sensing to identify free resources and share the resources by using a noncooperative game-theoretic strategy. In [13] , the macrocell and femtocell share the spectrum by using a cooperative coalitional game strategy and a decentralized coalition formation algorithm. Although cognitive radio technologies are promising, their implementation remains challenging because additional hardware is required in the eNB and HeNBs [20] .
Several recent resource allocation schemes [14] - [20] have been developed under the split-spectrum approach. In [14] , the channel bandwidth is split between the macrocell and femtocell based on their respective numbers of users. To avoid co-tier interference, the so-called distributed random access (DRA) scheme is proposed to allocate resources among the femtocells based on their number of interfering neighbors by using a randomized hashing function and a collision avoidance mechanism. The complexity of the DRA scheme is relatively low due to its decentralized implementation. However, global fairness is not considered in the study.
In [15] and [16] , power control techniques are used with the split-spectrum approach to reduce co-tier interference. In [15] , all the femtocells share the channel bandwidth by using proportional fair scheduling and perform power control that uses an enhanced iterative waterfilling method. The power level is estimated based on the interference and traffic information exchanged between the femtocells. In [16] , resources are allocated in a way so that the resource demands of HeNBs are fulfilled with minimum transmission power. However, co-tier interference may not be fully eliminated by using the techniques in [15] and [16] , and global fairness and maximization of resource utilization efficiency are not considered in [15] .
Several split-spectrum schemes [17] , [18] centralize the resource allocation among femtocells in one single-network controller. In [17] , a centralized proportional fair scheduler is used to allocate resources among all the FUE devices. On the other hand, the HMS is used in [18] as a central controller for each group of neighboring femtocells and allocates resources to the FUE devices based on their resource demands by using a greedy approach. In addition, the resources allocated to an FUE device can be reused by another FUE if they are not interfering with each other, resulting in high resource utilization efficiency. However, both schemes assume that the network controller performs resource allocation for each FUE device instead of each HeNB. The computational complexity can be prohibitively high when the number of FUE devices is too large.
In [19] , a chordal graph approach is used to estimate the amount of resources to be granted to each femtocell, and resource allocation among femtocells is performed based on greedy graph coloring. Fairness is further guaranteed by using a logarithmic utility function to maximize the data rate. However, global fairness is still lacking. Moreover, different traffic classes with different QoS requirements are not considered in the study.
In [20] , clustering is performed to form groups, with each consisting of femtocells that interfere with each other. Each group selects an HeNB as the cluster head to perform resource allocation among the femtocells. Resource allocation is performed by taking into account the QoS requirements imposed by each FUE device associated to the femtocells in the group. Although the clustering approach significantly reduces complexity compared with centralized approaches, the computational burden lies on the HeNB that serves as the cluster head. As HeNBs are, in general, equipped with low processing power, the clustering approach still incurs high complexity.
In general, the techniques proposed in [7] - [20] do not jointly consider interference, global fairness, resource utilization, and complexity issues. Furthermore, most of these techniques are not designed to meet the QoS requirements of both GBR and non-GBR flows as defined in the LTE/LTE-A standard. In addition, both the shared-and split-spectrum approaches can be capacity limited due to higher interference and less bandwidth allocated, respectively. To strike a trade-off between these two approaches, a hybrid spectrum allocation approach that combines both approaches has been proposed in [25] . In this approach, the HeNBs that are near the eNB operate under the split-spectrum approach, whereas those that are far from the eNB operate under the shared-spectrum approach. On the other hand, the eNB operates under the split-spectrum approach if there exist nearby interfering HeNBs; otherwise, it operates under the shared-spectrum approach. The hybrid spectrum allocation approach is promising, but other issues, such as global fairness and resource utilization, are not addressed. Motivated by these observations, the current work develops a resource allocation scheme under the hybrid spectrum allocation approach to jointly address the interference, resource utilization, and fairness problems with reasonable complexity.
III. SYSTEM MODEL
We consider a system model, as shown in Fig. 1 , 2 wherein each group of neighboring HeNBs forms a femtocell group [24] . In reality, the HeNBs in a femtocell group can be those that are deployed within the same indoor building. Let H denote the set of all HeNBs, L denote the set of HMSs, H l denote the set of HeNBs associated with HMS l, and U h denote the set of FUE devices being served by HeNB h. It is noteworthy that H = l∈L H l . In LTE/LTE-A systems, the channel bandwidth is divided into a number of subchannels based on the OFDMA technology. Each subchannel has a bandwidth of 180 kHz and is further divided into a number of time blocks known as physical resource blocks (PRBs) [26] , each lasting a duration of 0.5 ms. In LTE/LTE-A systems, resources are allocated to UE devices every one transmission time interval (TTI). Thus, at least two PRBs are allocated to a UE device during each TTI. Our proposed scheme works by allocating subchannels in such a way that the HeNBs exploit all the PRBs from the subchannels allocated. As such, let K denote the set of subchannels available to the femtocell network and K l denote the set of subchannels allocated to the femtocell group associated with HMS l. It is worth noting that K = l∈L K l . Without loss of generality, we make the following assumptions. 1) The bandwidth of each subchannel is less than the coherence bandwidth, i.e., each subchannel experiences flat fading; 2) the duration of each PRB is shorter than the coherence time, i.e., each PRB experiences slow fading; and 3) the femtocell network is perfectly synchronized.
In LTE/LTE-A standards, two types of data flows are defined: GBR and non-GBR. GBR flows have strict QoS requirements, whereas non-GBR flows do not need strict QoS guarantees. Each HeNB may carry a number of GBR and non-GBR flows. As such, we denote C GBR,h and C nG,h as the respective sets of GBR flows and non-GBR flows carried by HeNB h. Each GBR flow requires a specific minimum bit rate to attain minimum QoS satisfaction. The minimum resource demand for achieving the required minimum bit rate of a GBR flow can be estimated by
where D c is the minimum number of subchannels required by flow c, R req,c is the minimum bit rate required by flow c, f PRB = 180 kHz is the bandwidth of a PRB (or a subchannel), and E is the achievable spectral efficiency in bits per second per hertz. The value of E can be obtained by using the adaptive modulation and coding module in the medium access control layer of the LTE/LTE-A system [27] . On the other hand, because non-GBR flows do not incur any specific minimum resource demands, it is up to the resource allocation scheme to decide on the number of resources to be allocated. In this paper, the minimum resource demand imposed by a non-GBR flow is set to 1. The overall minimum resource demand of an HeNB can be expressed as follows:
where D h is the minimum number of subchannels required by HeNB h. This resource demand information will be requested by the associated HMS for resource allocation among the femtocells.
It is important to note that interference between femtocell groups is negligible due to the low transmission power of HeNBs and the high penetration loss of building walls. Thus, only the interference between HeNBs within the same building, i.e., within the same group, is of interest. In a femtocell group associated with HMS l, the interference relationships between the HeNBs can be mathematically stated by using an interference matrix, which is denoted as A = [a ij ] |H l |×|H l | , where
To construct the interference matrix for a femtocell group, we follow the approach in [28] whereby each FUE device periodically measures the received signal strength (RSS) of the reference signals transmitted by all the HeNBs. The measurement data are then reported back to the serving HeNB to identify interfering HeNBs. If the RSS received by any FUE device from an HeNB is higher than that of its serving HeNB for a certain margin, an interference link is said to exist between these two HeNBs, i.e.,
where P ui and P uj are the RSSs received by FUE u ∈ U i from HeNB i and HeNB j, respectively, and T h is a protection margin that takes into account the aggregated interference from the neighboring femtocells and fading effects. After identifying the interfering HeNBs, each HeNB reports this to the HMS to construct the interference matrix.
IV. SPECTRUM ALLOCATION BETWEEN THE MACROCELL AND FEMTOCELLS
To mitigate cross-tier interference and strike a trade-off between the split-and shared-spectrum approaches, we adopt a hybrid approach that combines both the shared-and splitspectrum approaches to perform spectrum allocation between the macrocell and femtocells in an LTE/LTE-A network. Under this approach, the femtocell groups that are far from and near the eNB operate under a shared-spectrum approach and a split-spectrum approach, respectively. Fig. 2 shows the hybrid spectrum allocation model, where the distant femtocell group utilizes the entire spectrum, whereas the same spectrum is split between the eNB and its nearby interfering femtocell group. If there is no interfering femtocell group in the vicinity of the eNB, the eNB may utilize the entire spectrum. In fact, the hybrid approach applies to multiple femtocell groups that are near or far from the eNB.
Unlike the hybrid spectrum allocation in [25] , which splits the spectrum between the eNB and its nearby HeNBs into two fixed-size portions, our hybrid spectrum allocation adaptively splits the spectrum between the eNB and its nearby interfering femtocell groups based on their resource demands as given by
where N m and N f are the numbers of resources divided to the eNB and the nearby interfering femtocell groups, respectively, L i is the set of HMSs connected to the interfering femtocell groups, and D l = lh∈H l D h is the total resource demand of the femtocell group connected to HMS l. Note that |X | is the cardinality of set X . After splitting the spectrum, the eNB receives N m resources, and all the interfering femtocell groups receive N f resources, i.e.,
Other noninterfering distant femtocell groups can utilize the entire spectrum, i.e., K l = K for all l ∈ L\L i . Without loss of generality, we consider an LTE network with a femtocell group being near the eNB and a femtocell group being far from the eNB, i.e., |L| = 2 and |L i | = 1, in our simulation study in Section VII. In practice, this spectrum allocation process can be performed at the eNB. The resource demand information of the interfering femtocell groups can be obtained by the eNB from the associated HMSs through the HeNB gateway [22], [24] , which connects to the serving gateway [22] , [24] of the eNB. We assume that the interfering femtocell groups can be identified by the eNB through their HMSs. This can be done by using existing techniques such as those in [25] and [29] . When a majority of the femtocells in a femtocell group are interfering with the eNB, this femtocell group is classified as a nearby interfering group to the eNB. For implementation, this hybrid spectrum allocation process should be executed every period of T alloc .
V. RESOURCE ALLOCATION BETWEEN FEMTOCELLS
Here, we formulate a multiobjective optimization problem for resource allocation between HeNBs in each femtocell group to jointly minimize co-tier interference and maximize resource utilization efficiency while guaranteeing a high level of global fairness. This problem is further decomposed into two subproblems, which are then sequentially solved by using a two-phase greedy algorithm.
A. Problem Formulation
Our objective is to minimize co-tier interference between HeNBs in each femtocell group, to attain a high level of global fairness, and to maximize resource utilization efficiency. Thus, we can mathematically formulate the resource allocation problem between femtocells in a femtocell group associated with HMS l as a multiobjective optimization problem, as follows: Problem 1:
subject to
where ω = [ω hk ] |H l |×|K l | with ω hk being the binary assignment indicator of subchannel k to HeNB h, i.e., ω hk = 1 if subchannel k is allocated to HeNB h; otherwise, ω hk = 0, and N h is the number of additional subchannels allocated to HeNB h. In (7), f 1,l is to minimize co-tier interference, whereas f 2,l is to maximize resource utilization efficiency. The denominators of both objective functions normalize the objective function values to within [0, 1]. Constraint (7a) ensures that each HeNB receives the number of subchannels it requires, plus the number of additional subchannels. Constraint (7b) guarantees that each HeNB receives one subchannel for each of its non-GBR flows.
In constraint (7c), S is a positive real integer that enforces all HeNBs to receive an equal number of additional subchannels for achieving a certain level of global fairness. By maximizing resource utilization efficiency, which is equivalent to maximizing N h for all h ∈ H l , more subchannels are available for both GBR and non-GBR flows.
In multiobjective optimization, a unique global solution may not always exist due to the presence of multiple conflicting objective functions. This can be observed in Problem 1 in which the minimization of co-tier interference (i.e., f 1,l ) will reduce resource utilization efficiency (i.e., f 2,l ). For such a problem, we can find a trade-off solution between these conflicting objective functions in which all are optimized to a degree whereby no objective functions can be made better off without making the other objective functions worse off. These trade-off solutions are said to be Pareto optimal [30] . With regard to Problem 1, Pareto optimality can be defined as follows.
Definition 1: Let Ω be the set of feasible solutions for Problem 1. A solution ω * ∈ Ω is Pareto optimal for Problem 1 if there does not exist another solution ω ∈ Ω such that
. A commonly used technique to solve a multiobjective optimization problem for Pareto optimality is the weighted sum approach, which combines all the weighted objective functions to form a single-objective optimization problem. However, it is difficult to assign the appropriate weight for each objective as the solution is weight dependent [31] . On the other hand, the lexicographic optimization approach [32] is an attractive multiobjective optimization technique whereby all the objective functions are arranged and optimized, with one at a time subjecting to all constraints, in a lexicographic order, i.e., from the most important objective function to the least important objective function. In addition, the less important objective function will be optimized in such a way that the value of the more important objective function optimized in the previous iteration is preserved. To apply the lexicographic approach, the objective functions must be of different levels of importance. We can see that Problem 1 is one such problem, with f 1,l being more important than f 2,l due to the following reasons. 1) If f 2,l is maximized first, the minimization of f 1,l is not possible because ω hk = 0 needs to be set for some h and k to minimize f 1,l , which reduces the value of f 2,l . 2) If f 1,l is minimized first, the value of f 1,l can still be preserved during the maximization of f 2,l because ω hk = 1 can be set for some h and k if a hk = 0.
If a unique solution is obtained for Problem 1 before or after all the objective functions are optimized, the solution is said to be lexicographically optimal [32] . With regard to Problem 1, lexicographic optimality can be defined as follows. Definition 2: Let Ω be the set of feasible solutions for Problem 1, which can be expressed as a lexicographic problem where f 1,l is more important than f 2,l . A solution ω * ∈ Ω is lexicographically optimal for Problem 1 if there does not exist another solution ω ∈ Ω such that f 1,l 
. As Problem 1 contains two objective functions, it can be decomposed into two subproblems that are to be solved sequentially. Since f 1,l is more important than f 2,l , the first subproblem can be expressed as the minimization of f 1,l , whereas the second subproblem can be expressed as the maximization of f 2,l . Unlike the conventional lexicographic approach, we assume that S = 0, i.e., N h = 0 for all h ∈ H l in the first subproblem to reduce its set of feasible solutions. This reduction is made due to the following reasons. On the other hand, the maximization of N h can be done during the maximization of f 2,l since both are equivalent. 2) Since any solution from the reduced feasible set for the first subproblem will give f 2,l = h∈H l D h /|H l ||K l |, the maximization of f 2,l in the second subproblem will find and allocate only unutilized subchannels if they do not increase the value of f 1,l . This helps reduce the search effort for a feasible solution to both subproblems.
After reducing the set of the feasible solutions for the first subproblem, constraint (7c) can be excluded, and the first subproblem can be expressed as follows: Problem 2:
subject to constraint (7b) and
where constraint (8a) is derived from constraint (7a) with N h = 0, and the new set of constraints ensures that only the minimum resource demand of each HeNB is fulfilled. After solving Problem 2, the value of f 1,l corresponds to the solution obtained and serves a new constraint in the second subproblem. Let f * 1,l denote the value of f 1,l obtained from the solution found for Problem 2, the second subproblem can be expressed as follows: Problem 3:
subject to constraints (7a) and (7c) and
Constraint (9a) ensures that the solution to Problem 3 will not make the value of f 1,l obtained from solving Problem 2 worse off. It is noteworthy that the set of feasible solutions for Problem 3 is also that for Problem 1. The optimal solution obtained from solving Problems 2 and 3 sequentially is, in fact, a Pareto-optimal solution for Problem 1. This can be explained in the following propositions and the corresponding proofs.
Proposition 1:
Let Ω be the set of feasible solutions for Problem 1. If ω * ∈ Ω is an optimal solution for Problem 3, it is lexicographically optimal for Problem 1.
Proof: Suppose ω * is not lexicographically optimal. Thus, there exists another solution ω ∈ Ω such that f 1,l 
. By definition of Problem 2 and constraint (9a), we cannot have
. Thus, it is only possible that f 2,l (ω) = f 2,l (ω * ), which contradicts the assumption of f 2,l (ω) > f 2,l (ω * ). Proposition 2: Let Ω be the set of feasible solutions for Problem 1. If ω * ∈ Ω is a lexicographically optimal solution for Problem 1, it is also Pareto optimal.
Proof: Similar to that for Proposition 1. It is noteworthy that there can be more than one Paretooptimal solution for Problem 1. Thus, there is no guarantee that the Pareto-optimal solution obtained from solving Problems 2 and 3 sequentially is the best. In multiobjective optimization, any Pareto-optimal solution is acceptable for the given multiobjective optimization problem [33] . In the context of this work, the best Pareto-optimal solution is that which gives the best network performance. One approach is to find a set of Pareto-optimal solutions by using techniques such as those in [33] and [34] for the given problem and then to evaluate each of the solutions to identify that which gives the best network performance. However, this is not feasible for real-time applications, such as resource allocation in femtocell networks, due to the high computational complexity required.
B. Proposed Resource Allocation Scheme
Both Problems 2 and 3 can be solved by using binary integer programming techniques. However, these techniques would make the problems NP-complete and incur high computational complexity. Thus, we propose a greedy two-phase resource allocation algorithm to efficiently find suboptimal solutions for Problems 2 and 3 with low complexity. As depicted in Algorithm 1, Phase 1 (Algorithm 2) and Phase 2 (Algorithm 3) correspond to solving Problems 2 and 3, respectively.
Algorithm 1 Two-Phase Greedy Resource Allocation Algorithm
Initialize K a,h = ∅, K r,h = K l for all h ∈ H l , and ω hk = 0 for all h ∈ H l and k ∈ K l 3: Phase 1: Execute Algoritihm 2 to solve Problem 2 4: Phase 2: Execute Algoritihm 3 to solve Problem 3 5: Obtain resource allocation solution end for
In Phase 1, subchannels are allocated to meet constraint (8a) with minimum co-tier interference. First, orthogonal subchannel allocation (steps 1-5 in Algorithm 2) is performed in such a way that the number of subchannels allocated to the HeNBs is in proportion to their minimum resource demand, i.e.,
where P h is the number of subchannels orthogonally allocated to HeNB h, and h∈H l P h ≤ |K l |. This way, each HeNB h receives a subset of subchannels K a,h , where |K a,h | = P h . This orthogonal subchannel allocation is achieved by dividing the set of subchannels K l into |H l | subsets, where the first subset K a,1 = {1, 2, . . . , P 1 } is allocated to HeNB 1, the second subset K a,2 = {P 1 + 1, P 1 + 2, . . . , P 1 + P 2 } is allocated to HeNB 2, the third subset K a,3 = {P 1 + P 2 + 1, P 1 + P 2 + 2, . . . , P 1 + P 2 + P 3 } is allocated to HeNB 3, and so on.
Algorithm 2 Phase 1: Solving Problem 2
1: for all h ∈ H l do 2: Calculate P h using (10) 3: for all k ∈ K r,h do 13:
Set ω hk = 1 and calculate f 1,l using (8) as f 1,k 14:
Set ω hk = 1 such that f 1,k is the smallest in F 1,h 21: The subchannels received from the orthogonal subchannel allocation may not suffice to meet constraint (8a). In the subsequent steps (steps 6-30 in Algorithm 2), a greedy algorithm is used to allocate subchannels iteratively until the minimum resource demand of each HeNB is fulfilled. In this greedy algorithm, each HeNB is allocated one subchannel in each iteration. Let K r,h = K l \K a,h denote the subset of subchannels that is not allocated to HeNB h. A subchannel from set K r,h is allocated to HeNB h if it does not inflict higher co-tier interference, i.e., f 1,l is higher than that without the subchannel allocated. Otherwise, f 1,l will be computed for all the subchannels in set K r,h , and the subchannel that gives the lowest f 1,l will be allocated. The allocated subchannel will be included in set K a,h . This process is repeated until constraint (8a) is satisfied. It is worth noting that steps 26-28 in Algorithm 2 examine whether constraint (8a) is met or all the available subchannels are allocated for each HeNB. If any of these two conditions is true, the HeNB is considered satisfied.
From Phase 1, the subchannel allocation solution obtained is used to calculate f 1,l as f * 1,l , which will be used to solve Problem 3. In Phase 2, we employ a similar greedy algorithm as in Phase 1 to maximize f 2,l and meet constraints (7c) and (9a). In this greedy algorithm (see Algorithm 3), a subchannel is allocated to HeNB h from set K r,h when it gives the lowest f 1,l among other subchannels. The allocated subchannel will then be included in set K a,h . Subchannel allocation is iteratively performed whereby each HeNB is allocated one subchannel at every iteration. This is to ensure that constraint (7c) is met. After one iteration, the algorithm examines whether the new value of f 1,l , i.e., f 1,l , has exceeded f * 1,l and whether set K r,h is nonempty for any HeNB h. If both of these conditions are true, subchannel allocation will be repeated until one of them is invalid. Both conditions ensure that constraints (7c) and (9a) are met. This way, the resource utilization efficiency in (9) is maximized. 
for all k ∈ K r,h do 7:
Set ω hk = 1 8:
Calculate f 1,l using (8) as f 1,k 9:
Set ω hk = 0 11: end for 12:
Set ω hk = 1 such that f 1,k is the smallest in F 1,h 13: 
C. Implementation Framework
The proposed two-phase resource allocation scheme is implemented at each HMS and is periodically executed with an interval T RA . At the end of each T RA , the HMS will instruct all the HeNBs to refrain from transmitting data and instead transmit reference signals for wideband channel estimation over one TTI. Then, each HeNB estimates its minimum resource demand and identifies the interfering HeNBs. The resource demand and interference information is then reported to the HMS for executing the proposed scheme in the next TTI. It is noteworthy that the channel measurements obtained from channel estimation done over one TTI in each period of T RA may not be fully accurate to represent the long-term channel conditions, as the channel could vary rapidly over time. To address this inaccuracy issue, the respective moving averages of the estimated interference and resource demands are calculated and reported to the HMS. In the implementation of our proposed scheme, the estimated interference and resource demands are averaged by using a moving average window of size W mv . In other words, the estimated interference and resource demand of an HeNB obtained from the previous W mv channel estimates in which each is done over one TTI in an interval of T RA are stored, and the respective average values of the estimated interference and resource demands are calculated and reported to the HMS. After executing the proposed scheme, each HeNB will receive a subset of subchannels, which will be used for the next T RA . It is worth noting that resource allocation among the data flows in the eNB as well as that in each HeNB depends on their scheduling policy. In this paper,we assume that the proportional fair scheduling policy is implemented at both eNB and HeNBs to achieve a balance between fair resource allocation and high throughput among the MUE devices served by the eNB and that among the FUE devices served by each HeNB [27] .
VI. COMPLEXITY AND OVERHEAD ANALYSIS
This section analyzes the complexity of the proposed twophase resource allocation scheme and its required amount of overhead. Two prominent resource allocation schemes, namely, C-DFP [9] and DRA [14] , are used for comparison with the proposed scheme. These two schemes are used for comparison because their mechanisms are mainly used for resource allocation among femtocells, and resource allocation among data flows is performed at the HeNB based on the scheduling policy implemented, which is similar to the proposed scheme.
A. Complexity
In the C-DFP scheme, the central entity requires a maximum of |H| 2 |K| 2 iterations to complete resource allocation among all the HeNBs. Thus, it has an asymptotic time complexity of O(|H| 2 |K| 2 ). In the DRA scheme, resources are allocated as PRB pairs. For worst-case complexity analysis, we assume that each HeNB can utilize all the PRB pairs. The DRA scheme is executed every one LTE/LTE-A frame; thus, there are 10|K| PRB pairs available for allocation because each frame contains ten TTIs and |K| subchannels. The DRA scheme allows each HeNB h to obtain a number of PRB pairs, which is equal to the total number of PRB pairs available divided by its number of interfering HeNBs, i.e., N h,I . As such, the DRA scheme requires (10|H||K|)/N h,I iterations for all the HeNBs. Therefore, the DRA scheme has an asymptotic time complexity of O(|H||K|).
In the proposed two-phase resource allocation scheme, steps 1-5 in Algorithm 2 require |H l | iterations to complete for each femtocell group. For worst-case analysis, we assume that all subchannels are allocated to the femtocell group and that each HeNB has a minimum resource demand that equates the total channel bandwidth available, i.e., K l = K. Assume that steps 1-5 are not performed and that each HeNB has a minimum resource demand that equates the total channel bandwidth available, i.e., K r,h = K, and D h = |K|, the maximum number of iterations required for steps 6-30 in Algorithm 2 is calculated as (|H l ||K| 2 + |H l ||K|)/2. Similarly, the maximum number of iterations required by Algorithm 3 is also (|H l ||K| 2 + |H l ||K|)/2. As l∈L |H l | = |H|, the sum maximum number of iterations required by the proposed scheme is (|H||K| 2 + |H||K|)/2. Thus, the proposed scheme has an asymptotic time complexity of O(|H||K| 2 ). It is evident that the asymptotic time complexity of the proposed scheme is lower than that of the C-DFP scheme but higher than that of the DRA scheme. Nevertheless, as will be demonstrated in Section VII, the proposed scheme can provide significant performance improvements over the DRA scheme.
B. Overhead
To analyze and compare the amount of signaling overhead required by all the schemes for information exchange, we assume an identical execution period for all the schemes. In the C-DFP scheme, the central controller collects the interference and resource demand information from the femtocells for resource allocation. Assuming that the resource demand does not exceed the number of available resources, it can then be represented by log 2 |K| bits. Thus, the signaling overhead required is |H| log 2 |K| + I|H| + I|H| 2 bits, where I is the number of bits required to represent the interference information from one HeNB. After resource allocation, the central entity sends the resource information to the HeNBs. Since the allocation of each resource can be represented by one bit, the signaling overhead required is |H||K| bits. Hence, the total signaling overhead required by the C-DFP scheme is I|H| 2 + I|H| + |H||K| + |H| log 2 |K| bits.
In the DRA scheme, the network controller collects the information regarding the number of MUE devices and FUE devices for spectrum partitioning. Thus, assuming that the number of bits required to represent the number of users is U , the signaling overhead required is U (1 + |H|) bits. After spectrum partitioning, the central controller transmits the resource information to the eNB and HeNBs, which requires a signaling overhead of |K|(1 + |H|) bits. Hence, the total signaling overhead required by the DRA scheme is U + |K| + U |H| + |H||K| bits.
In our proposed scheme, the eNB collects the resource demand information from each nearby interfering femtocell group through their HMSs for split-spectrum allocation between the macrocell and the nearby interfering femtocell groups. After spectrum allocation, the eNB sends the resource information to the HMSs. Thus, the signaling overhead required is |L i | log 2 |K| + |L i ||K| bits, where L i is the set of HMSs of the interfering femtocell groups. The signaling overhead required when each HMS collects the interference and resource demand information from the connected HeNBs is I|H l | 2 + |H l | log 2 |K| bits. After resource allocation, each HMS sends the resource information to each of its connected HeNBs where the signaling overhead required is |H l ||K| bits. Since l∈L |H l | = |H|, the total signaling overhead required by the proposed scheme for all the HMSs is
To compare the signaling overhead incurred by the three schemes, we assume that I = 1 bit, U = 7 bits for encoding up to 100 UE devices and |K| = 25. Moreover, for the proposed scheme, we assume that all the femtocell groups have equivalent numbers of HeNBs, i.e., |H l | ≈ |H v | for all v ∈ L\{l}. Fig. 3 shows the signaling overhead incurred by each of the schemes with respect to the total number of HeNBs in a cellular network, i.e., |H|. The C-DFP scheme incurs the highest signaling overhead, whereas the DRA scheme incurs the lowest signaling overhead. The proposed scheme with one HMS incurs signaling overhead that is almost as high as that of the C-DFP scheme because the HMS serves all the HeNBs, which is basically equivalent to the central controller in the C-DFP scheme. However, the proposed scheme with more than one HMS requires significantly less signaling overhead because each HMS serves a smaller number of HeNBs. Moreover, an increase in the number of interfering femtocell groups does not significantly increase the signaling overhead of the proposed scheme.
VII. PERFORMANCE EVALUATION
The proposed two-phase resource allocation scheme is evaluated by using the open-source LTE simulator [35] , [36] . We compare the proposed scheme with two existing prominent schemes, namely, C-DFP [8] and DRA [14] . Furthermore, we compare the performance of the proposed scheme, which provides the resource allocation solution to (7) , with that of exhaustive search, which returns a Pareto-optimal solution. We first introduce the performance metrics used, followed by the simulation results and discussion.
A. Performance Metrics
Several performance metrics are used to evaluate the three schemes, as follows.
1) Throughput:
In downlink, the throughput achieved by a cellular network is defined as the number of bits successfully received by all the UE devices over a time period. In our performance evaluation, throughput will be evaluated for GBR flows and non-GBR flows separately.
2) PLR: PLR is a widely used QoS metric for GBR flows, which indicates the percentage of packet loss during transmission in a cellular network.
3) TSR: Throughput satisfaction ratio (TSR) is a QoS metric introduced in [20] , which is given as TSR(h) = k∈K ω hk /D h . If the minimum resource demand of HeNB h is fully satisfied, then TSR(h) = 1. We further extend this definition to accommodate oversatisfaction cases where HeNBs receive an amount of subchannels more than their minimum resource demand. In other words, if TSR(h) > 1, this implies that HeNB h is oversatisfied. The average TSR of a femtocell network can be calculated as h∈H TSR(h)/|H|.
4) Jain's Fairness Index:
To evaluate global fairness among femtocells, we employ Jain's fairness index [37] , which is defined as
The values of Jain's fairness index range within (0, 1), whereby a large index value represents high fairness.
5) Resource Utilization Efficiency:
To assess resource utilization of all femtocells, we define the resource utilization efficiency as h∈H h∈K ω hk /|H||K|.
B. Performance Comparison Between the Proposed Scheme and Existing Schemes
For a performance comparison between the proposed scheme and existing schemes, we simulate a single-macrocell LTE network with only two indoor buildings, each forming a femtocell group, i.e., |L| = 2. One of the buildings is located near the eNB, and the other is located far from the eNB; thus, |L i | = 1. Each of the buildings is of two-dimensional and 5 × 5 apartment grid type [38] . Each apartment in the building has an area of 10 × 10 m 2 and accommodates a femtocell. Each HeNB in the building (femtocell group) is connected to an HMS. Within each femtocell, each FUE device carries a video flow and a best-effort flow. The minimum bit rate of each video flow is set to 128 kb/s. For the best-effort flow, an infinitebuffer model is used. For the C-DFP scheme and the proposed scheme, T RA is set to 1 s, and T h is set to 12 dB as in [28] for identifying the interfering HeNBs. For the proposed scheme, T alloc and W mv are also set to 1 s and 10, respectively. The focus of this paper is to demonstrate the effectiveness of the proposed scheme in allocating resources to HeNBs. Therefore, for fair comparisons, all the schemes are assumed to use the conventional proportional fair packet scheduler for resource allocation among the FUE devices within each femtocell. Other parameters used are shown in Table I . The simulation results obtained are averaged over five runs with different random number seeds at each run. Within each building, we consider that a random number of femtocells are deployed or activated in random locations. The activity ratio r [38] , which is defined as the probability that an HeNB is active in the building, is used as an indicator to represent the density of randomly located femtocells within the building. Fig. 4 shows the active femtocells in random locations with different r values. In this paper, we set r = 0.2 and r = 0.6 to represent low-density and high-density femtocell deployment scenarios, respectively. The resource allocation schemes are evaluated under Scenarios A and B. In Scenario A, each femtocell contains a fixed number of FUE devices. We further evaluate this scenario with the macrocell having one and ten MUE devices. We denote the former and latter as Scenarios A1 and A2, respectively. In Scenario B, each femtocell has a random number of up to five FUE devices, and the macrocell has a random number of up to ten MUE devices. Fig. 5(a) shows the throughput performance in Scenario A1 with r = 0.2. In this scenario, the proposed scheme and the C-DFP scheme achieve comparable video throughput performance. It can be further observed in Fig. 5(c) that the proposed scheme achieves a lower video PLR compared with the C-DFP scheme in the same scenario. Moreover, the proposed scheme achieves the highest best-effort throughput performance in the scenario, as shown in Fig. 5(a) . This is due to low co-tier interference in the scenario that allows the proposed scheme to further increase and maximize the number of resources allocated to each HeNB, thereby maximizing resource utilization efficiency. The DRA scheme initially attains comparable throughput and PLR performance with the other two schemes, as shown in Fig. 5(a) and (c) , respectively. However, its performance starts to deteriorate with increased numbers of FUE devices per femtocell because it could not provide sufficient resources to large numbers of FUE devices. Fig. 5(b) shows the throughput performance in Scenario A1 with r = 0.6. In this scenario, the throughput performance of the proposed scheme is equivalent to that of the C-DFP scheme. This is due to high co-tier interference in the scenario that does not allow the proposed scheme to further increase the amount of resources allocated to each HeNB. As a result, it can only provide the amount of resources that is sufficient to meet the resource demand of each HeNB. This is equivalent to the resource allocation mechanism of the C-DFP scheme. Again, the throughput performance of the DRA scheme declines as the number of FUE devices per femtocell increases. The aforementioned performance trends are in line with the video PLR performance in Fig. 5(c) .
The throughput and PLR performance in Scenario A2 are shown in Fig. 5(d)-(f) . Fig. 5(d) and (e) shows similar throughput performance trends as those in Scenario A1. It can be observed from Fig. 5(f) that the proposed scheme is slightly inferior to the C-DFP scheme in terms of video PLR when r = 0.6. This is because the macrocell has more MUE devices in Scenario A2, which requires more resources. As a result, the proposed scheme allocates less channel bandwidth to the femtocell group that is near the eNB. Fig. 6(a) shows the average TSR achieved by the three schemes in Scenario A1. When r = 0.2, the proposed scheme generally outperforms the other two schemes because it increases and maximizes the number of resources allocated to the HeNBs. The DRA scheme is better than the proposed scheme only when the number of FUE devices per femtocell is one. On the other hand, when r = 0.6, the DRA scheme has a higher TSR than the other two schemes initially. However, its performance is inferior with larger numbers of FUE devices per femtocell. The TSR achieved by the proposed scheme is equivalent to that of the C-DFP scheme when r = 0.6 due to high co-tier interference in which no additional interference-free resources can be allocated to the HeNBs. The C-DFP scheme constantly achieves TSR(h) ≈ 1 for all h values because it only allocates HeNBs the amount of resources that is sufficient to meet their minimum resource demands. Fig. 6(b) shows the global fairness performance of the network in Scenario A1. The C-DFP scheme maintains maximum global fairness because it achieves TSR(h) ≈ 1 for all h values. When r = 0.2, the DRA scheme initially achieves a higher level of global fairness than the proposed scheme, but its global fairness declines with the number of FUE devices per femtocell because some HeNBs receive insufficient or excessive resources. The proposed scheme maintains a relatively high level of global fairness exceeding 0.8 over all the numbers of FUE devices per femtocell due to constraints (7a) and (7c) formulated in Problem 1. When r = 0.6, the proposed scheme is almost comparable with the C-DFP scheme because the former also achieves TSR(h) ≈ 1 for all h values. In the same scenario, the DRA scheme is the worst performer. Fig. 6(c) shows that the proposed scheme achieves the highest resource utilization efficiency among all the schemes in Scenario A1. This is because it maximizes the number of resources allocated to each HeNB. As a result, the throughput and PLR performance of the proposed scheme improves over the other two schemes when r = 0.2. Although the proposed scheme attains a slightly higher resource utilization efficiency than the C-DFP scheme when r = 0.6, the proposed scheme does not outperform the C-DFP scheme. This is because the higher resource utilization efficiency attained in high-density femtocell deployment scenarios result in higher co-tier interference. Moreover, the high resource utilization efficiency attained by the proposed scheme is mainly attributed to the high resource reuse in the distant femtocell group that shares the entire spectrum. Therefore, no performance improvements can be attained in the femtocell group that is near the eNB. Fig. 6 (d)-(f) shows similar performance trends in terms of average TSR, global fairness, and resource utilization efficiency under Scenario A1 as those in Scenario A2. A main difference is observed where the performance of the DRA scheme in Scenario A2 becomes more inferior to that in Scenario A1. This is because more resources are allocated to the macrocell, hence leaving less resources for the femtocells.
The simulation results for Scenario B are tabulated in Table II . When r = 0.2, the proposed scheme outperforms the other two schemes in terms of video and best-effort throughput as well as video PLR. The proposed scheme also achieves the highest average TSR and maintains a relatively high level of global fairness at 0.8103. It is noteworthy that the global fairness performance of the DRA scheme is far inferior to that of the other two schemes due to the fact that the TSR of the HeNBs is very different from one another. In other words, some HeNBs receive excessive resources while others have insufficient resources. The proposed scheme achieves the highest resource utilization efficiency because it maximizes the number of resources allocated to each HeNB, resulting in the superior throughput and PLR performance. When r = 0.6, the proposed scheme is slightly inferior to the C-DFP scheme in terms of throughput and video PLR, whereas the DRA scheme remains the most inferior performer. Both the proposed scheme and the C-DFP scheme attain comparable TSR and global fairness. It is observed that the resource utilization efficiency achieved by the proposed scheme is higher than that of the C-DFP scheme.
We can conclude that performance gains can be obtained by the proposed scheme in low-density femtocell deployment scenarios due to its ability of maximizing the number of resources allocated to each HeNB. A relatively high level of global fairness and resource utilization efficiency are also achieved by the proposed scheme. In high-density femtocell deployment scenarios, the number of resources allocated to each HeNB cannot be increased further due to high co-tier interference. Therefore, the proposed scheme can only allocate sufficient resources to each HeNB to meet its minimum resource demand. This justifies the equivalent performance of the proposed scheme and the C-DFP scheme. Compared with the C-DFP scheme, although the proposed scheme incurs a small throughput and PLR performance loss in high-density femtocell deployment scenarios, this performance loss is compensated by a huge reduction in computational complexity and signaling overhead, as shown in Section VI. It is worth noting that the DRA scheme is efficient only when the number of FUE devices per femtocell is small, and the achieved global fairness level is very low when the number of FUE devices per femtocell is random.
C. Performance Comparison Between the Pareto-Optimal Solution and the Proposed Solution
For a performance comparison between the Pareto-optimal solution obtained by exhaustive search and the solution obtained by the proposed scheme, we consider a single-macrocell LTE network with one indoor building. Due to the heavy computational burden required by the exhaustive search method for the optimal solution to (7), we consider the smaller indoor building of 2 × 2 apartment grid type comprising four apartments with each housing one femtocell. Each HeNB in the building is connected to an HMS. To reduce computational burden, we set the channel bandwidth as 2 MHz, which contains ten subchannels. The rest of the parameters are set following Table I . The simulation results obtained are averaged over five runs, where each run realizes different channel conditions. In the comparison between the Pareto-optimal solution and the proposed solution, we consider a scenario with an increasing number of up to three randomly active femtocells 3 within the building, and each active femtocell contains two FUE devices.
It is noteworthy that both solutions will provide the same TSR, global fairness, and resource utilization. Therefore, we only examine their throughput and PLR performance. In Fig. 7(a) , it is demonstrated that the video throughput performance achieved by the proposed solution closely approximates that achieved by the Pareto-optimal solution obtained by an exhaustive search for different numbers of femtocells, with the former being slightly inferior. Similarly, Fig. 7(b) shows that the best-effort throughput performance achieved by the proposed solution is nearly identical to that achieved by the Paretooptimal solution. The video PLR performance in Fig. 7 (c) is in line with the video throughput performance in Fig. 7(a) , whereby the Pareto-optimal solution only attains a PLR of approximately 1% less than that of the proposed solution for different numbers of femtocells. These observations indicate that the performance gap between the Pareto-optimal solution and the proposed solution is very small. This indicates that the proposed scheme can achieve performance comparable to the Pareto-optimal solution albeit with substantial computational time reduction.
VIII. CONCLUSION
This paper has proposed a new multiobjective resource allocation scheme under a hybrid spectrum allocation approach for LTE/LTE-A femtocell networks. The hybrid spectrum allocation approach splits the spectrum among the eNB and its nearby interfering HeNBs, whereas the distant HeNBs share the entire spectrum. A multiobjective optimization problem has been formulated for resource allocation between femtocells to jointly minimize co-tier interference and maximize resource utilization efficiency while guaranteeing a high level of global fairness. The problem is further decomposed into two subproblems by using a lexicographic optimization approach, and the solution obtained from solving these subproblems sequentially has been proven to be Pareto optimal for the original problem. A two-phase greedy algorithm has been devised to solve the two subproblems. The proposed scheme has been shown to have lower asymptotic complexity and requires less signaling overhead than the C-DFP scheme, although the DRA scheme has an even lower complexity and needs less signaling overhead. Simulation results have shown that the proposed scheme achieves substantial throughput and PLR performance gains over the existing schemes in low-density femtocell deployment scenarios, while performing almost equivalently as the C-DFP scheme in high-density femtocell deployment scenarios albeit with significantly lower complexity and less signaling overhead. The proposed scheme also maintains a relatively high level of global fairness and resource utilization efficiency; therefore, it is promising for use in LTE femtocell networks. In addition, the performance of the resource allocation solution obtained by the proposed scheme is nearly identical to that of the Paretooptimal solution obtained by exhaustive search. Although the proposed scheme is designed based on the LTE system architecture, it is also applicable to LTE-A systems. The PLR performance can be further improved by means of scheduling and admission control, which will be left for future work.
