This paper describes a new motion estimation algorithm which is potentially useful for both computer vision and video compression applications. It is hierarchical in structure, using a separable 2-d Discrete Wavelet Transform (DWT) on each frame to e ciently construct a multiresolution pyramid of subimages. The DWT is based on a complex-valued pair of 4-tap FIR lters with Gabor-like characteristics. The resulting Complex DWT (CDWT) e ectively implements an analysis by an ensemble of Gabor-like lters with a variety of orientations and scales. The phase di erence between the subband coe cients of each frame at a given subpel bears a predictable relation to a local translation in the region of the reference frame subtended by that subpel. That relation is used to estimate the displacement eld at the coarsest scale of the multiresolution pyramid. Each estimate is accompanied by a directional con dence measure in the form of the parameters of a quadratic matching surface. The initial estimate eld is progressively re ned by a coarse-tone strategy, in which ner scale information is appropriately incorporated at each stage. The accuracy, e ciency, and robustness of the new algorithm are demonstrated in comparison testing against hierarchical implementations of intensity gradient-based and fractional-precision block matching motion estimators.
estimated from those frames. The result of this innovation is a higher output frame rate for a given bit rate, because B frames require hardly any extra transmission capacity. This scheme produces the best quality output sequence when the motion estimates correspond to the true motion eld, rather than just producing a minimal prediction error. The (scaled-down) true motion eld will give the lowest error in interpolated frames. Figure 1 illustrates the importance of nding true motion vectors in MPEG-style encoding. The sequence is highly contrived, but the point is important for real sequences also.
It is clear therefore that an e cient, reliable method for estimating true motion will be of bene t in MPEG-style video coding, as well as in many other image sequence processing tasks. The aim of the work described in this paper was to develop an algorithm which is able to identify true motion as far as possible, i.e. in a manner robust to perturbations to the image formation process.
Note that the video compression standards make no statements about how motion estimation is to be performed|only the format of the end result is speci ed. Therefore there is considerable scope for improvement of video quality within an existing standard by improvement of motion estimation.
II. Intensity-based motion estimation
A digital monochrome video signal may be modelled as a sequence fu n ; n 2 Zg of scalar functions of position x (frames). Each frame of the sequence is a 2-d snapshot of the moving 3-d scene at a certain time instant. The starting point of motion estimation (ME) is the assumption that the only changes in u n with time n are due to the motion of 2-d projected intensity patterns. That is, there are no changes in illumination between frames. This is the local translation model, which may be written as u n?1 (x +d(x)) = u n (x) (1) The appendix describes the Bayesian approach to estimating the translationd(x) given the noisecorrupted observed sequence fI n ; n 2 Zg: I n (x) = u n (x) + e n (x) (2) Because the problem is fundamentally ill-posed, some additional constraint is required 2]. In the appendix the additional constraint is the assumption that the translation is constant over a region of pels centred on x (the constant local ow assumption). The result, assuming the additive noise is Gaussian, is a posterior probability density function (pdf) in the form of a bivariate Gaussian, whose mean is the motion estimate. The log of the pdf is a quadratic surface, whose curvature is the inverse of the covariance of the motion estimate. This surface may be found by direct search and mean squared di erence evaluation (region-based matching), or linearised around its minimum by means of a Taylor expansion of I n (x + d) (gradient-based estimation). An important point is the incorporation of prior knowledge about the distribution ofd, which helps to obtain a unique minimum where none would otherwise exist (the aperture problem). To increase its measurement range and accuracy, gradient-based estimation is usually implemented iteratively, starting with an initial estimate ofd, locally warping the reference frame byd, and nding a correction d using the gradient method (this is often referred to as pel-recursion). The initial guess is adjusted by d and the procedure repeated (this technique in the context of gradient-based estimation is often referred to as pel-recursion).
However, pel-recursion does not extend the measurement range of the gradient algorithm su ciently to make it a practical technique for real sequences. In the absence of prior information, the only reasonable starting guess is zero. Because of its range limitations, for gradient-based recursion to be e ective requires that the estimation regions for successive frames must look very similar. In other words, the sequence must be oversampled in time, which cannot be guaranteed in general. Regionbased matching can in principle have any desired measurement range by using a large enough search candidate set, but in practice computational expense imposes a limit on the size of the search set.
A. The hierarchical approach
The most common way to implement recursion in a manner robust to temporal undersampling is the use of a hierarchical or multiresolution approach. In this approach, each frame is rst expanded into a multiscale or multiresolution pyramid structure, in which each succeeding higher level contains one (or several) representations of the input image at a lower resolution than the last. Pel-recursive estimation is executed at the top level of the pyramid with a starting guess of zero. The resulting estimates are then used as initial guesses for the next ner level of estimation, and re nement continues in this fashion until the nest detail, usually the original image information, is incorporated. This approach is sometimes known as the coarse-to-ne approach.
The advantages of the hierarchical approach are twofold. Firstly, if the ltering is lowpass, as in the Gaussian pyramid 3], the relative importance of the rst order term in the Taylor series expansion is increased, helping to stabilise the iteration process, as Kearney et al. 4] showed. Secondly, a displacement ofd pels at the original resolution is reduced tod 2 ?N at level N of a dyadic (downsampled-by-2) pyramid. If the estimation is guided by values obtained from the coarsest level, the e ective measurement range in terms of original image pels is therefore greatly expanded. This latter advantage applies to region matching as well as gradient-based estimation, so hierarchical matching algorithms are a common way of reducing the complexity of full-search region-matching while keeping the same e ective measurement range 5].
The main disadvantage of hierarchical ME is its potential for imposing motion vectors from coarse levels onto inappropriate regions at the ner stage. In particular, the local translation model may be inappropriate for the large region of pels subtended by a small region of coarse-level subpels (the contributing region) (there may be several di erently moving objects or the contributing region may undergo a rotation or dilation transformation). In this case attempts to nd a single translation parameter at that subpel may produce an erroneous vector. Existing coarse-to-ne schemes need special strategies to recover from errors which are passed down from the top of the pyramid. Our aim was to develop a hierarchical method using coarse-to-ne re nement which takes due account of the relative reliability of the coarser and ner level estimates, based on knowledge about the characteristics of the basis lters which produced the multiresolution representation.
The other potential disadvantage of hierarchical ME is the computational cost of producing the multiresolution pyramid for each frame. The fast algorithm available for implementing the Discrete Wavelet Transform (DWT) pyramid, and the rigorous body of theory underlying it 6], make this structure a suitable starting point for our algorithm development.
III. Complex-wavelet-based ME Fleet and Jepson 7] described an accurate phase-based ME algorithm. Passing each frame through an ensemble of complex bandpass (Gabor) spatiotemporal lters, they used the phase response in each channel as their fundamental quantity obeying the local translation model (1) . In e ect they implemented a gradient-based scheme using Gabor phase rather than intensity. The accuracy of their results justi ed their claim that Gabor phase adheres more closely to the local translation model than image intensity under the kinds of changes induced by the 2-d projection of a 3-d moving scene, namely illuminance variation and a ne deformations (rotation, dilation, and shear as well as translation 8] .) The drawbacks of their method were its computational complexity and sensitivity to noise; also they did not implement it in a hierarchical structure. Clearly there was potential for an e cient hierarchical phase-based estimation algorithm. This was our motivation for using the e ciency of the DWT subband decomposition with complex-valued (Gabor-like) basis lters to provide the phase information required.
A. Structure Figure 2 shows the hierarchical structure of our algorithm. A 1 and A 2 are the reference and current frames, respectively. The complex DWT (CDWT) decomposition, described in the next section, proceeds from top to bottom, producing six complex bandpass subimages at each stage; estimation then proceeds from bottom to top. The CDWT bandpass subimages at each level m are inputs to the motion estimator, described in Section III-C, while the lowpass subimages are inputs to the next decomposition stage.
Our algorithm produces a single motion estimate at each subpel at a given level. (m) and (m) are computable from those of h 0 and h 1 . Of particular interest is the behaviour of 2 m ! m and 2 m! m with m. As m gets large, they converge to constants, but for the rst few levels they show signi cant variation. For this reason, we insert a pre lter f before the DWT tree, de ned by the equation (h 0 f)(2n) = f(n) (10) where = 1 2 jH 0 (!)j !=0 (11) (H 0 (!) is the Fourier transform of the lter h 0 .) The e ect of f is to simulate the lowpass branch of an in nitely deep DWT tree, so that after the rst 2-band split the equivalent wavelet and scaling lters have converged to their nal behaviour 10]. That is, all f-modi ed wavelet and scaling lters (17) (Their Gabor parameters are ! 0 = =6; ! 1 = 0:76 ; 0 = 0:97; 1 = 1:07; a 0 = 0:47; a 1 = 0:43j, with D = 2.) The CDWT is therefore very inexpensive to implement, as only integer operations are required. These lters also possess a certain rotational invariance, which is important for curvature correction (see section III-E.4).
Solving (10) (an eigenvalue problem) with this h 0 also yields a rational-valued even length pre lter f. However, to maintain even length for Figure 3 shows the impulse responses of the resulting wavelet and scaling lters (4) f and (4) f , followed by the magnitude responses of the rst 4 wavelet lters and level 4 scaling lter. Note the Gaussian envelopes in both time and frequency domains. It may also be observed that the decomposition neglects negative frequency components. For real 1-d signals this is unimportant, as they have conjugate symmetric spectra, but it does a ect the implementation of the 2-d CDWT.
B.2 Extension to two dimensions
The 2-d CDWT is implemented separably, so that only 1-d convolutions and downsampling are required. The result is three bandpass subimages, and one lowpass subimage on which the basic block is iterated 6]. The 2-d equivalent wavelet lters are tensor products of the 1-d wavelet and scaling lters 2 :
1
The approximation has very little e ect below the rst level of the CDWT tree, and had no noticeable e ects on the nal performance of our algorithm.
Because the 1-d wavelet and scaling lters neglect the negative half spectrum (see Figure 3) , these regions cover only the rst quadrant of the frequency cell. However, real images contain non-redundant information in both rst and second quadrants, so we need to include a parallel processing path whose equivalent lters cover negative horizontal frequencies. Conjugating h 0 and h 1 re ects their frequency responses about ! = 0, so the parallel path uses the same 2-d building block except that the row ltering is performed using h 0 and h 1 instead of h 0 and h 1 . Figure 4 shows the complete (perfectly scaled) 2-d CDWT structure over 2 levels.
Each level m of the complete tree produces 6 complex-valued bandpass subimages fD (n;m) ; n = 1; : : : ; 6g as well as two lowpass subimages A (1;m) and A (2;m) on which the subsequent ltering stage operates. The equivalent 2-d wavelet lters for the mirror subbands may be written as (4;m) (n) = (m) (n 1 ) (m) (n 2 ) (22) (5;m) (n) = (m) (n 1 ) (m) (n 2 ) (23) (6;m) (n) = (m) (n 1 ) (m) (n 2 ) (24) The overall redundancy of the 2-d CDWT is 4 to 1, i.e. 4 real numbers are produced for every input pel, regardless of how many levels are computed. This redundancy is important for the coe cient interpolation described in Section III-C.
B.3 2-d CDWT wavelet lters
The 2-d wavelet lters may be approximated as 2-d Gabor lters|complex spatial lters whose frequency responses are each localised to a distinct region of the unit frequency cell. The desirable property of Gabor lters is that they are optimally localised in both spatial and spatial frequency domains 11]. They are parametrised as (n;m) (n) a (n;m) N(njn m ; n;m )e j( (n;m) ) T (n?nm) (25) where N(njn m ; ) is an un-normalised bivariate Gaussian in n with mean n m and covariance : N(njn m ; ) = exp ? 1 2 (n ? n m ) T ?1 (n ? n m )
The parameters n m ; (n;m) , and n;m may be may be computed from those of h 0 and h 1 10] . In particular, the centre frequency (n;m) speci es the orientation of the lter. Figure 5 shows the di erent orientations by plotting the complex impulse responses of the six wavelet lters f (n;4) ; n = 1; : : :; 6g on a greyscale. The light and dark strips show the direction of constant phase for each lter; the lter responds most strongly to brightness contours parallel to that direction. Our choice of h 0 and h 1 ensures that the orientations are evenly spaced around the range ? =2; =2].
The contours of (n;m) ( ) are elliptical, centred on (n;m) with shape determined by n;m . Because the transform is separable, n;m is diagonal; therefore the ellipses are upright (non-oblique). Figure 6 shows the contours of j (n;m) ( )j for levels 3 and 4. Note the near-circular contours, indicating the symmetry between vertical and horizontal processing, which is important for the purposes of motion estimation. It is also important for tiling the upper half of the unit frequency cell without signi cant gaps; this ensures that all the information in the original image contributes to the motion estimate eld.
As in any linear transform, each coe cient D (n;m) 1 (n) is derived from a contributing region of pels in the original image. The size of the contributing region depends on the spatial extent of the corresponding lter (n;m) . Because of the Gabor-like (i.e. Gaussian windowed) form of (n;m) , the contributing region to subpel n may be thought of as an elliptical area centred on pel 2 m n?n m , with axes speci ed by n;m . (In fact, the contributing region, like the frequency support, is near-circular.)
To summarise, the 2-d CDWT may be thought of as producing a pyramid of complex subimages. At each level, the coe cients are formed by orientationally selective ltering of overlapping circular regions. There are six evenly spaced orientational subimages at each pyramid level. Note that such directional lters are not obtainable by a separable DWT using a real lter pair fh 0 ; h 1 g. Complex coe cients make this selectivity possible. (n) = e (n;m) (n) (27) wheref =d=2 m (28) since the transform is linear. Here e (n;m) is the di erential noise in subband (n; m), which is the CDWT of the original frame di erential noise. It can be shown 10] that if the original frame noise pdf is Gaussian with variance 2 , then the CDWT subband di erential noise pdf becomes p(e (n;m) ) = 1 2 2 n;m 
The quantity P (n;m) is known as the energy of the lter (n;m) . By similar arguments to those in the appendix, we may write the maximum likelihood (ML) estimator in subband (n; m) of where SD (n;m) (n; f) = D (n;m) 1
The quantity SD (n;m) is known as the subband squared di erence (SSD) and is analogous to the squared displaced pel di erence (DPD) in the intensity domain (see (76)). The ML estimate off at subpel n of subband (n; m) is therefore given by f (n;m) (n) = arg min ( SD (n;m) (n; f)
C.1 Shiftability of the CDWT We may write the SSD as a smooth parametrised surface over a 2-d interval of continuously variable o sets f, rather than as a matrix over a set of discrete candidates. This is made possible by the approximate shiftability of the CDWT with respect to translation. Simoncelli et al. 12] looked at the performance of discrete transforms under various perturbations of a continuous input signal including translation, rotation, and dilation. They termed a transform shiftable with respect to a given perturbation if the transform of the perturbed input is computable as a weighted sum over the original transform coe cients. In the case of translation they showed that a shiftable transform meets the Nyquist sampling criterion, in which the sampling rate must exceed a lower bound determined by the pre lter bandwidth. In the CDWT case this equates to the ability to interpolate non-integer-indexed coe cients D (n;m) 1 (n+ f), where f 2 R 2 , from the (known) integer-indexed coe cients in the same subband. It is here that the 4:1 redundancy of the CDWT plays a critical role; the complex-domain operations mean the transform is su ciently \oversampled" to allow approximate shiftability.
Recall that each CDWT subband may be thought of as the downsampled output of a 2-d Gabor-like complex bandpass lter (n;m) . Fleet and Jepson 7] showed that it is possible to interpolate between the downsampled outputs of such lters by modulating a low-pass interpolation kernel H f (k) to the centre frequency of the bandpass lter, and convolving with the modulated kernel W (36) Because the CDWT is separable, the kernel H f may be constructed separably: Using (38) and (39), we can approximate the SSD surface as a quadratic function around its minimum line: SD (n;m) (n; f)
This approximation is the key to the computational simplicity of our algorithm. Its principal inaccuracy is caused by variations in the value of the phase gradient rather than by magnitude variations of D (n;m) 1 (n + f). We address this problem in Section III-E.1. Figure 7 shows the six quadratic surfaces fSD (n;m) ; n = 1; : : : ; 6g from a typical estimation. Note that each surface is aligned with the orientation of its corresponding wavelet lter (see Figure 5 ).
C.2 Combining SSD surfaces
To nd a unique and robust minimum, we combine information from all six subbands. At this point we take advantage of the fact that the CDWT lters have very little overlap in the frequency domain (see Figure 6 ). This means that the subband noise is approximately uncorrelated between orientational subbands 15]. By a similar argument to that in the appendix (which assumes uncorrelated noise over a region of adjacent pels) we can write the ML estimate over the six level m subbands as f 0 = arg min SD (m) (n; f) (44) where SD (m) (n; f)
SD (n;m) (n; f)
(46) The division by P (n;m) allows for the slight variation in energy between the di erent subband lters at a given level, while preserving the signal-dependent part of the variation in the D (n;m) .
The combined surface SD (m) is quadratic with elliptical contours, as Figure 7 shows. We can write (n + f 0 ) over n = 1; : : : ; 6.
The surface SD (m) is the CDWT-domain analogue of the intensity-domain quadratic matching surface of (78). It can therefore be thought of as the negative log of the likelihood function|a bivariate Gaussian pdf whose mean f 0 is the estimate of the (downsampled) displacementf and whose covariance is the inverse of the curvature matrix at that point. The curvature parameters f ; ; g specify the ellipse of con dence at each subpel, and are therefore retained to form our directional con dence measure. This is a similar approach to that of Anandan 16] , who used the principal curvatures of an interpolated DFD surface as a directional con dence measure in a hierarchical block matching algorithm.
The ML estimate f 0 may also be derived as a weighted least squares solution to the equiphase equation (41) over the six subbands, where the weighting is by the activity E (n;m) at subpel n:
This
Note that the limits of validity of the staircase approximation (38) restrict the measurable range of displacements to 0:5 2 m pels (at the original resolution) in each direction. This means we must choose m max at least large enough that this range includes the largest expected displacement.
D. Hierarchical re nement of the ML estimate
The hierarchical approach to motion estimation is to use coarse level estimates as starting points or initial guesses which are progressively re ned by the inclusion of ner scale information. The output of the coarse level estimator is a eld of surfaces SD (m) in the form of six (real) parameter matrices ff 0 ; ; ; ; g. We must rst interpolate and scale the parameter matrices to make them compatible with the new sampling grid, which has twice the density in each direction. Bilinear interpolation is satisfactory for our purposes. The required parameter scalings for the mapping f 7 ! 2f are ; ; 7 ! =4; =4; =4 The addition of the surfaces from the previous level is equivalent to incorporating prior information in a Bayesian estimation framework (see (73)). As in the intensity domain, the prior information enables us to nd a unique minimum in regions a ected by the aperture problem. The cumulative combination of surfaces down the pyramid from coarse to ne allows us to incorporate all the levels of detail in the nal motion estimate eld, if desired. In this scheme, estimates from regions of high con dence may propagate unchanged into regions of low con dence, such as from the edges of an untextured moving object into its interior.
Recall from (45) that the combined surface SD (m) is formed by weighting each SSD surface by the lter energy P (n;m) . This energy varies with level m, as well as between levels. The m-dependence comes through of (11): P (n;m) / (4 4 
. Improvements to the basic algorithm
The basic algorithm so far described is straightforward and computationally e cient. However it is possible to incorporate improvements to various aspects which, while they increase computational complexity, have been shown in extensive testing 10] to signi cantly improve the performance of the algorithm.
E.1 Variable local frequency
The planar phase model of D (n;m) 1 (n + f) in (38) and (39) assumes that the phase gradient is independent of the underlying signal. This holds up well provided the original image has no strong spectral components in the passband of the lter, a requirement more easily satis ed at the highest levels (see Figure 3) . However, our investigations, in common with those of Fleet and Jepson 7] , have shown that the actual phase gradient, or local frequency, can vary considerably around the expected value. Following Fleet and Jepson, we improve the accuracy of the algorithm by explicitly estimating the phase gradient in (38) at each subpel n of each subband. The phase gradient can be estimated using the formula 7] r (n;m) (n + f) = =m n D (n;m) (n + f)rD (n;m) (n + f) o jD (n;m) (n + f)j 
and W (n;m) f are the (n; m) subband interpolation weights in (36).
E.2 A better interpolation kernel
Interpolating coe cients in the CDWT domain using (35) and estimating the phase gradient using (57) both require the use of a 1-d baseband interpolation kernel h f (k). The simplest practical kernel is a 2-tap bilinear kernel. The more taps are included, the greater the interpolation accuracy, at the cost of greater complexity. Laakso et al. 17] , in a study of baseband interpolation, suggested the windowed-sinc kernel as a good compromise between accuracy and e ciency. We use a 4-tap version of this kernel: h f (k) = cos 2 (f + k)
; k = ?2; : : : ; 1
The window is derived from a convolution with a raised cosine in the frequency domain.
E.3 Con dence ltering
The function of a scalar con dence measure (a single number for each estimate) is to indicate estimates which are unreliable due to the breakdown of the translational model of the contributing region. Such unreliable estimates may be removed so they cannot in uence subsequent processing. This action is known as con dence ltering and is described in the review of Barron et al. 18] as \crucial to the successful use of all techniques". Our scalar con dence measure is derived from the residual of the weighted least-squares solution which f 0 represents, and may be computed as follows:
where E (m) (n) = (n), which Kruger and Calway 19] showed to be an e ective measure of con dence for their complexdomain method. Because , we always have C 1, with a value of 1 indicating perfect, zero-noise adherence to the translation model (27) . The higher the threshold is set, the more estimates are removed, reducing the nal eld density. We have found that a threshold of 0.95 gives the best balance between preserving su cient eld density and increasing accuracy.
E.4 Curvature correction
The hierarchical approach to ME addresses the aperture problem by allowing estimates from higher levels with large contributing regions, hopefully aperture-free, to be passed down to aperture-a ected estimates at lower levels, thus determining the parallel component of the motion. The curvature of the SD (m) surface parallel to the underlying object edge determines how much the component of motion in that direction propagating down from the coarser level is altered. To allow the parallel component of the coarser level estimate to propagate down unchanged, aperture-a ected surfaces at the ne level should be in nitely elongated parallel to the edge.
The lter pair fh 0 ; h 1 g has been carefully designed to produce ellipses whose ( nite) eccentricity is nearly independent of edge orientation (hence the \rotational invariance" referred to previously). This makes it possible for us to \correct" the curvatures of strongly aperture-a ected surfaces to give them very large eccentricity while leaving surfaces at all other subpels relatively unchanged. To perform the correction, we subtract from each SD (m) (n; f) a circular bowl-shaped surface centred on f 0 , de ned so as not to a ect the minimum location or height of SD (m) :
SD (m) corr (n; f) = SD (m) (n; f) ? (f 1 ? f 10 (n)) 2 ? (f 2 ? f 20 (n)) 2
The curvature of the circular bowl is chosen so that the eccentricity of aperture-a ected estimates increases dramatically while leaving that of all others relatively unchanged 20]. E.5 Summary
We de ne two versions of the CDWT algorithm. Both use curvature correction and con dence ltering with a threshold of 0.95. The di erences are as follows: Version 1: Bilinear lowpass kernel used for coe cient interpolation. Version 2:
{ Variable local frequency; { 4-tap windowed-sinc lowpass kernel used for coe cient interpolation and local frequency estimation.
IV. Results
This section shows how the performance of the two versions of the CDWT algorithm compares with that of hierarchical implementations of two standard intensity-based approaches. One of these was a half-pel-precision block matching scheme. The other was the modi ed gradient-based pel-recursive estimator of Kokaram 21] , based on that of Biemond et al. 22] . Both use the dyadic Gaussian pyramid 3] as the underlying multiresolution structure. The lowpass ltering is performed separably, using an 8-tap kernel. Both schemes use slightly overlapped estimation regions of size 9 by 9 pels at the lowest two pyramid levels, and 5 by 5 pels thereafter. Both methods use projected-down estimates from the previous level as the starting point for estimation at a given level. In each case the nest level of detail is the original image pair. The eld of estimates (one for each overlapping block) is then bilinearly interpolated to produce a full-density ow eld.
A. Complexity Table I shows the computational complexity, in ops per image pel, required by each of the four algorithms under study in order to produce full-density motion elds. The value for Version 1 is based on halting at level m min = 2 and interpolating twice by a factor of 2. Because Level 1 coe cients are not required in this version, a reduced CDWT tree may be implemented which excludes all high-pass ltering at the rst stage, yielding a 50% reduction in the cost of computation for the CDWT. Version 2 sets m min = 1 and interpolates once. The complexity values for the two comparison algorithms are based on 10 iterations at each level for the gradient-based pel-recursion and a search range of 2 for the half-pel BM algorithm. (This search range gives the same overall measurement range as the CDWT algorithm over the same number of levels). Detailed derivation of these values appears in 10]. It may be seen that the two comparison algorithms have comparable complexity values, midway between those of the two CDWT algorithm versions, which di er by a factor of around 7. B. Estimation accuracy Motion estimation (ME) tests were carried out using synthetic image sequences. These sequences consist of a set of images obtained by simulating some kind of camera motion relative to a static scene. This means a real-valued motion vector is associated with each pel of a given reference frame, making up a full-density true motion eld. The true motion eld in each case consists of a matrix of displacements d(n) such that A n (n) = A n?1 (n + d(n)), where A n?1 is the reference frame. The advantage of synthetic sequences is that we can quantify the accuracy of each algorithm with respect to the known, true motion eld. The accuracy measure is the error angle, as de ned by Fleet and Jepson 7] , which is akin to a relative error measure, without the exaggeration of errors in very small true motion vectors.
The three synthetic sequences were Translating Tree, Diverging Tree (both created by Fleet and Jepson) , and the Simulated Yosemite Fly-through (created by Lynn Quam at SRI) retrieved, along with the true motion elds, from the archive ftp.csd.uwo.ca. The current frames and the corresponding true motion elds are shown in Figure 8 . Table II contains the mean error angle of the full-density motion elds obtained from the two comparison algorithms on the three synthetic data sequences, alongside the results from each version of the CDWT algorithm. In all cases, ve level pyramids are used. (Note that the mean values exclude a strip of width 17 around each edge of the estimate eld). It may be seen that in the case of the near-uniform translating tree sequence, the extra complexity of Version 2 is required to produce comparable accuracy to that of the two comparison algorithms. However, for the non-uniform test sequences, Version 1 yields similar accuracy while Version 2 represents a signi cant improvement.
To illustrate the performance of the various algorithms, the estimated motion elds are plotted in Figures 9 to 11 . The estimated elds at a resolution of 8 pels are superimposed on an intensity image of error angles, where black indicates the largest error. Note rst that the CDWT estimator is clearly superior to fractional block matching (FBM) in the sequences with non-uniform true motion. This is mostly due to the ease with which the CDWT algorithm produces accurate near-zero motion estimates. (In the case of the translating tree sequence, where the true eld varies slightly around an integer value of (0,2), FBM yields an accurate uniform motion eld).
The most signi cant di erence between CDWT-based ME and the gradient-based estimator is that motion errors for the former are evenly spread over the image (except for occasional edge-related defects), whereas the latter method tends to produce more localised regions of signi cant error. In particular, the CDWT algorithm produces a smoother, more accurate motion eld in the cloud region of the Yosemite sequence which consists mainly of large scale, low activity features. We attribute this to our method of combining surfaces between levels (55), which tends to preserve large scale information more e ectively than a simple pre-warping coarse-to-ne approach. Clearly, all three methods have problems handling the discontinuity at the horizon in the Yosemite sequence. This is a consequence of the use of the unadorned hierarchical strategy, as described in Section II-A. Our algorithm will tend to produce smooth ow elds based on the coarsest level information where there is no ne level detail to override this. However, it is felt that our algorithm provides a richness of description, in the form of the ellipses of con dence accompanying each estimate, which could in principle allow this problem to be overcome by incorporating an object segmentation scheme. Further work along these lines is continuing.
C. Intensity perturbations
In this section, the current frame of the translating tree sequence was subjected to two separate uniform perturbations of intensity: addition of an o set, and scaling. The perturbations simulate simple cases of illuminance variation between the frames of a sequence. Measurements of the accuracy of each estimation algorithm were made as the o set/scaling factor was varied. The results for the translating tree sequence appear in Figure 12 . In each case the CDWT algorithms are perfectly immune, because the phase of the CDWT coe cients is invariant to both kinds of perturbation. This gives them a signi cant advantage over the intensity-based methods, which are clearly very sensitive even to small uniform perturbations to intensity.
D. Noise immunity
For this test, which was suggested by Liu 23] , white Gaussian noise of varying standard deviation was added to both frames in each of the synthetic sequences. Figure 13 Figure 13(a) because the error is too high to be shown.)
The CDWT algorithm is clearly more robust to additive noise in the continuous motion eld sequences, as shown by the lower rate of rise for the CDWT lines in Figure 13(a) and (b) . This superiority does not show up as clearly in the case of the Yosemite sequence (Figure 13(c) ) because the discontinuity at the horizon dominates the error. Note that in general the rise in error is approximately linear with noise. This contrasts with the quadratic noise dependence of the phase-based algorithm of Fleet and Jepson 23] . E. Video coding Measuring performance on real sequences is more di cult as one rarely has access to the true motion eld, even if it exists in the sense described above (which ignores the common phenomena of occlusion and uncovering.) Instead one must make use of simple simulated video encoders to measure relative performance. This section describes a test in which the algorithms under study are used as the ME stage in a simulated video encoder. The aim of the ME stage is to produce a eld of motion vectors of a given density and precision which minimise the RMS prediction error.
In this test a eld density of 1/64 was used, which means the motion eld is modelled as constant over each 8 by 8 block of pels for compensation purposes. To avoid blocking artifacts in the compensated frame, motion compensation was performed using overlapping raised-cosine windows of size 16 by 16, as described by Young and Kingsbury 24] . In the rst set of tests, the motion compensator used real-valued (or \in nite precision") motion estimates, and bilinear interpolation to estimate intensities in between the sampling grid points. The test sequence used was the rst ten frames of \Trevor", a video conferencing sequence with frames cropped to size 256 by 256. The largest motion vector over the rst ten frames is approximately 4 pels in magnitude; this is comfortably within the range of a 4-level CDWT algorithm. The intensity-based hierarchical algorithms were also set to use 4 pyramid levels. To bring the elds to the correct resolution (one estimate per 8 by 8 block), they were bilinearly decimated from their nal density.
The graphs in Figure 14 show the energy in the current frame divided by the energy in the prediction error frame, plotted on a dB scale as PSNR, over the rst ten frames of the sequence. In Figure 14 (a), the results from the two CDWT algorithms are plotted alongside those of the gradient-based estimator. Note that all three algorithms give real-valued motion vectors at every stage. Both versions of the CDWT algorithm give clearly lower prediction error than the gradient-based algorithm. We attribute this to the superior smoothness of the CDWT-derived motion eld. Figure 15 shows details from two of the prediction error images, with the motion eld superimposed. In the region of highest activity (around the glasses), the CDWT eld gives a clearly lower prediction error, thanks to its smoother motion eld.
In Figure 14 (b), the results from the two CDWT algorithms are plotted alongside those of the halfpel hierarchical BM estimator. Also shown are the results from a (single level) full-search half-pel block matching algorithm with a search range of 4 (giving a complexity of 1443 ops per pel, comparable to CDWT Version 2). The CDWT algorithms clearly outperform the HBM version, again partly because of smoothness and partly because of their ability to provide real-valued motion estimates. The latter reason also explains their superiority over full-search half-pel precision BM. Note that to double the precision of full-search matching would require a dramatic (at least four-fold) increase in complexity.
If the CDWT output elds are quantised to half-pel precision before compensation, their mean PSNR falls by about 1.2 dB, erasing their advantage over full-search, as expected (because the latter algorithm is optimised against this very measure of performance.) However they retain their clear advantage over gradient-based estimation elds quantised to the same precision.
V. Conclusion
In this paper, we have described a complex-wavelet-based hierarchical motion estimation algorithm. The algorithm is based on the new Complex Discrete Wavelet Transform (CDWT), which we have designed to implement an e cient analysis of the input frames by an ensemble of Gabor-like lters of di erent orientations and scales. We use the resulting complex subimages in an estimation scheme which draws on phase matching and gradient-based techniques to produce a eld of real-valued motion estimates, each of which is accompanied by a directional con dence measure which regulates propagation of the estimates from coarse to ne. Testing on synthetic data sets has shown good performance compared to (intensity-based) hierarchical block-matching and gradient-based pel-recursive techniques of comparable complexity. The new algorithm is also highly robust to additive noise and simple uniform intensity perturbations. The exibility of the new approach was shown by its superior performance in a simple simulated coding situation. However, further research is necessary to improve the ability of the CDWT algorithm to deal with motion eld discontinuities. This section outlines the Bayesian approach to the ME problem. This is a statistical technique which is well suited to identifying model parameters from noisy observations of a given process, given certain prior information about those parameters 25]. This approach to ME was rst formulated by Konrad and Dubois 26] . Bayesian ME algorithms start with local translation model (1), except for the inclusion of noise which corrupts the observed sequence:
I n?1 (x +d(x)) = I n (x) + e n (x)
Here e n (x) represents the di erential noise signal at pel x. This equation is sometimes written in terms of the displaced pel di erence (DPD) as DPD n (x;d) = e n (x)
The goal is to determine the maximum a posteriori (MAP) estimate of the translation model parameterd(x) given the two frame observations and a model for the noise process. Bayes' law states that the pdfs are related by p(djI n?1 (x); I n (x)) = p (I n (x)jd; I n?
assuming that the displacement is independent of the image observations. Since the denominator is independent of d, the MAP estimate ofd is given bŷ d = arg max fp (I n (x)jd; I n?1 (x)) p(d)g
Because the ME problem is fundamentally ill-posed 2], the usual approach is to employ some kind of regularisation strategy to obtain a \smooth" motion eld. One common regularisation strategy is to use the assumption of constant local ow, in which an attempt is made to nd the single translation parameter which best ts a region centred on the pel x 27]. Under this assumption, the aim is the MAP estimate ofd over the region = fx 1 ; : : :; x N g: d( ) = arg max fp (I n ( )jd; I n?1 ( )) p(d)g
The rst factor on the right is known as the likelihood. An expression for the likelihood may be found by assuming that the noise at each pel x i is drawn from a zero-mean Gaussian joint distribution, with covariance matrix 3 R e :
p(e n ) / exp ? 
To proceed further, we need a prior pdf p(d). Simoncelli Assuming that the translation model holds over , the di erential noise covariance is twice that of the noise covariance in the individual frames. ; n = 1; : : :; 6 and the combined surface SD (3) in a typical displacement estimation. Note the alignment of the contours of each surface with its corresponding lter ( Figure 5 ). 
