Extremal maps in best constants vector theory - Part I: Duality and
  Compactness by Barbosa, Ezequiel R. & Montenegro, Marcos
ar
X
iv
:1
01
1.
10
37
v2
  [
ma
th.
AP
]  
26
 N
ov
 20
10
Extremal maps in best constants vector theory
Part I: Duality and Compactness ∗†
Ezequiel R. Barbosa, Marcos Montenegro ‡
Departamento de Matema´tica, Universidade Federal de Minas Gerais,
Caixa Postal 702, 30123-970, Belo Horizonte, MG, Brazil
October 31, 2018
Abstract
We develop a comprehensive study on sharp potential type Riemannian Sobolev inequalities of
order 2 by means of a local geometric Sobolev inequality of same kind and suitable De Giorgi-Nash-
Moser estimates. In particular we discuss questions like continuous dependence of optimal constants
and existence and compactness of extremal maps. The main obstacle arising in the present setting
lies at fairly weak conditions of regularity assumed on potential functions.
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1
1 Introduction, overview and main results
Over the past forty years, a lot of attention has been paid to so called sharp Riemannian Sobolev
inequalities. A vast literature has led to the building of a rich theory known as best constants theory
which has connected areas as analysis, geometry and topology. Such inequalities have for instance
played an important role in geometric analysis, specially in the study of non-collapse of the Ricci flow
along time (cf. [28], [36], [37]), existence and multiplicity of solutions for the Yamabe problem (cf.
[2], [25], [31]), and Riemannian isoperimetric inequalities (cf. [15]). Particularly, a number of results
have shown the strong influence exerted by the geometry and/or topology on various questions in
this field. We refer to Aubin [3], Druet and Hebey [17], Hebey [23] for surveys in book form and
other references therein.
The goal of the present paper is to extend part of the well-known best constants scalar L2-theory
to a fairly general vector perspective. The meaning of the word “general” will soon clarify. Precisely,
we wish to
(α.1) establish necessary and sufficient topological conditions to the continuity of optimal constants
on all involved parameters: potential functions and Riemannian metrics;
(α.2) exhibit a dichotomy adapted to the present setting: existence of extremal maps versus explicit
values of optimal constants;
(α.3) discuss the compactness problem of extremal maps related to families of potential functions
and Riemannian metrics.
A major challenge here is to address (α.1)-(α.3) under rather weak assumptions of regularity. As we
shall see, such assumptions prevent us for instance to argue with Euler-Lagrange equations which
are essential in the development of significant part of the scalar theory.
Before we go further and precise these points, a little bit of notation and background should be
introduced.
1.1 Sharp Euclidean Sobolev inequalities. Sobolev inequalities are among the most famous and
useful functional inequalities in analysis. They express a strong integrability or regularity property
for a function in terms of some integrability property for some derivatives of this function. The
typical sharp Euclidean L2-Sobolev inequality states that, for any u ∈ C∞0 (R
n),(∫
Rn
|u|2
∗
dx
)2/2∗
≤ A0(n)
∫
Rn
|∇u|2 dx , (1)
where n ≥ 3, 2∗ = 2n
n−2
and, by definition, A0(n) is the best possible constant in this inequality. For
the great majority of applications, it is not necessary to know more about the Sobolev embedding,
apart maybe from explicit bounds on A0(n). However, in some circumstances one is interesting to
know the exact value of A0(n) as in the computation of the ground state energy in some physical
models. Most often, the determination of A0(n) relies on the identification of extremal functions
to (1), i.e. non-zero functions satisfying equality in (1). The natural space to look for extremal
functions is the usual Euclidean Sobolev space
2
D1,2(Rn) := {u ∈ L2
∗
(Rn) : |∇u| ∈ L2(Rn)}
endowed with the norm
||u||D1,2(Rn) :=
(∫
Rn
|∇u|2 dx
)1/2
.
The corresponding extremal functions to (1) are given precisely by
u0(x) = aw(b(x− x0))
with a, b ∈ R, b 6= 0, x0 ∈ R
n and
w(x) =
(
1 + |x|2
)−n/2∗
. (2)
This fact is due to Aubin [1], Rodemich (unpublished) and Talenti [34].
A natural extension which is directly linked to estimates of ground state energy related to some
reaction-diffusion systems is as follows.
Let k ≥ 1 be an integer number and n ≥ 3. Consider a positive continuous function F : Rk → R
homogeneous of degree 2∗, i.e. F (λt) = λ2
∗
F (t) for λ > 0 and t ∈ Rk. Part of the vector notations
below are followed from [24]. Denote by C∞0,k(R
n) the space C∞0 (R
n) × . . . × C∞0 (R
n) of smooth
k-maps with compact support in Rn.
The sharp potential type Euclidean L2-Sobolev inequality states that, for any U ∈
C∞0,k(R
n), (∫
Rn
F (U) dx
)2/2∗
≤ A0(n, F )
∫
Rn
|∇U |2 dx , (3)
where
∫
Rn
|∇U |2 dx :=
k∑
i=1
∫
Rn
|∇ui|
2 dx , U = (u1, . . . , uk) ,
and A0(n, F ) is the best possible constant in this inequality. Obviously, A0(n, F ) is well defined due
to the conditions assumed on F . The name given to (3) comes from physical motivations where F
represents a potential function in a specific model. In this case, we have the notion of extremal map
as being a non-zero k-map satisfying equality in (3). The adequate space to seek extremal maps is
the k-vector Euclidean Sobolev space D1,2k (R
n) := D1,2(Rn)× . . .×D1,2(Rn) equipped with the norm
||∇U ||D1,2
k
(Rn) :=
(∫
Rn
|∇U |2 dx
)1/2
.
The set of extremal maps to (3) and the value of A0(n, F ) can fortunately be found. This set consists
precisely of k-maps of the form U0 = t0u0, where t0 ∈ S
k−1 := {t ∈ Rk : |t| = 1} is a maximum
point of F and u0 ∈ D
1,2(Rn) is an extremal function to (1), and so A0(n, F ) = F (t0)
2/2∗A0(n). For
completeness, we include in this paper a proof of these claims. It is important to emphasize that
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this characterization of extremal maps to (3) is essential to achieve our goals.
1.2 Sharp Riemannian Sobolev inequalities. Considerable efforts have been spent on the inves-
tigation of sharp Riemannian Sobolev inequalities during a few decades. Part of the developments
obtained is currently known in the literature as the AB program. Below, we briefly comment this
program for L2-Sobolev inequalities.
Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3 and β : M → R
be a positive continuous function. By using a standard unity partition argument and (1), one gets
constants A,B ∈ R such that, for any u ∈ C∞(M),(∫
M
|u|2
∗
dvg
)2/2∗
≤ A
∫
M
|∇gu|
2 dvg +B
∫
M
β(x)u2 dvg , (4)
where dvg and ∇g denote, respectively, the Riemannian volume element and the gradient operator
of g. Some basic notations and definitions related to (4) are now introduced.
The first Riemannian L2-Sobolev best constant is defined by
A0(n, β, g) := inf{A ∈ R : there exists B ∈ R such that (4) is valid} .
The first sharp Riemannain L2-Sobolev inequality states that there exists a constant B ∈ R
such that, for any u ∈ C∞(M),(∫
M
|u|2
∗
dvg
)2/2∗
≤ A0(n, β, g)
∫
M
|∇gu|
2 dvg +B
∫
M
β(x)u2 dvg . (5)
In this case, one defines the second Riemannian L2-Sobolev best constant by
B0(n, β, g) := inf{B ∈ R : (5) is valid} ,
and the second sharp Riemannian L2-Sobolev inequality as the saturated version of (5), i.e.(∫
M
|u|2
∗
dvg
)2/2∗
≤ A0(n, β, g)
∫
M
|∇gu|
2 dvg +B0(n, β, g)
∫
M
β(x)u2 dvg . (6)
Note that (6) is sharp with respect to both the first and second best constants in the sense that none
of them can be lowered. In a natural way, it arises then the notion of extremal functions as being
non-zero functions satisfying (6) with equality. The appropriate space to look for extremal functions
is the Riemannian Sobolev space H1,2(M) defined as the completion of C∞(M) under the norm
||u||H1,2(M) :=
(∫
M
|∇gu|
2 dvg +
∫
M
u2 dvg
)1/2
.
The scalar AB program in the L2 environment consists of various questions involving the optimal
constants A0(n, β, g) and B0(n, β, g) and the sharp Sobolev inequalities (5) and (6).
Some of them are:
(a) Is it possible to find the exact values and/or bounds for A0(n, β, g) and B0(n, β, g)?
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(b) Is the sharp L2-Sobolev inequality (5) valid?
(c) Do A0(n, β, g) and B0(n, β, g) depend continuously on β and g in some topology?
(d) Does the sharp L2-Sobolev inequality (5) admit any extremal function?
(e) Is the set of extremal functions to (6) with unit L2
∗
-norm compact in some topology?
These questions were initially addressed in the classical case β ≡ 1 and important complete or
partial answers were given during the penultimate decade. In 2001, targeting the study of questions
surrounding (d), the scalar AB program began to be focused in the general setting by Hebey and
Vaugon [27] in connection with the notion of critical function. We highlight below some partial
answers known so far.
On the question (a): It is well known since Aubin [1] that A0(n, β, g) = A0(n). In particular,
A0(n, β, g) depends only on the dimension n. Unlike, B0(n, β, g) depends also on the variables β and
g as can be seen from the scaling relation B0(n, λβ, µg) = λ
−1µ−1B0(n, β, g) valid for any constants
λ, µ > 0. Explicit values of B0(n, 1, g) have been computed in only specific situations. For instance,
Aubin [1] showed that on the round unit n-sphere Sn,
B0(n, 1, g) = ω
− 2
n
n ,
where ωn stands for the volume of S
n. On upper bounds, Hebey and Vaugon [23] (see also [21] and
[25]) discovered that on the product manifold S1 × Sn−1 induced with the usual Euclidean product
metric,
B0(n, 1, g) ≤
1 + (n− 2)2
n(n− 2)ω2/nn
,
and on the canonical Euclidean projective space Pn,
B0(n, 1, g) ≤
n + 2
(n− 2)ω
2/n
n
.
Unfortunately, the explicit value of B0(n, β, g) is no known in general. However, one knows that, by
taking u ≡ 1 in (6),
B0(n, β, g) ≥
vg(M)
2/2∗∫
M
β(x) dvg
.
Besides, Hebey and Vaugon [27] proved the following geometric lower bound for n ≥ 4:
B0(n, β, g)β(x) ≥
n− 2
4(n− 1)
A0(n)Sg(x) (7)
for all x ∈M , where Sg denotes the scalar curvature of the metric g.
On the question (b): This question was raised by Aubin [1] and answered positively by Hebey and
Vaugon [26] in a pioneer work in this field which introduced important ideas based on concentration
analysis of solutions of elliptic PDEs.
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On the question (c): The geometric continuity of B0(n, 1, g) has recently been discussed in [7].
Let M be a compact differentiable manifold of dimension n. Denote by Mn the space of smooth
Riemannian metrics on M equipped with the C2-topology. When n ≥ 4, the authors showed that
the map g ∈ Mn 7→ B0(n, 1, g) is continuous and, moreover, the C
2-topology is sharp among all
Ck-topologies.
On the question (d): When (M, g) is the round unit n-sphere (Sn, h), the extremal functions to (6)
are all classified. Precisely, modulo a constant factor and/or an isometry on Sn, they are given by
u ≡ 1 or u = (β − cos r)−n/2
∗
, where β > 1 is a constant and r is the distance to some point on Sn.
By Hebey [22], if n ≥ 4 and g is a conformal metric to h, then
B0(n, 1, g) =
n− 2
4(n− 1)
A0(n)max
M
Sg
and there exist extremal functions to (6) if, and only if, modulo a constant scale factor, g and h are
isometric, in which case all the extremal functions are known. For an arbitrary compact Riemannian
manifold (M, g) of dimension n, Djadli and Druet [12] proved that, at least, one of the assertions
holds for n ≥ 4 and β ≡ 1:
(i) (6) admits an extremal function;
(ii) B0(n, 1, g) =
n−2
4(n−1)
A0(n)max
M
Sg.
Applying this result, one easily checks that an extremal function always exists when either Sg ≤ 0
or Sg is constant on M (cf. [12]). Examples showing that all possible situations in (i)-(ii) can occur
are also known. For instance, both (i) and (ii) hold for the round unit n-sphere Sn, (i) fails and
(ii) holds for Sn endowed with a conformal metric non-isometric to the canonical metric, whereas
(i) holds and (ii) fails for certain quotients of the round unit n-sphere Sn. Closely related questions
have also been discussed in the works [5], [6] and [27]. In this last one, the duality (i)-(ii) has been
extended to arbitrary positive functions β. Precisely, in their Theorem 3, it is shown that, at least,
one of the claims below holds when n ≥ 4:
(i)* (6) admits an extremal function;
(ii)* B0(n, β, g)β(x0) =
n−2
4(n−1)
A0(n)Sg(x0) for some x0 ∈M .
On the question (e): The compactness problem of extremal functions has been addressed in [7], [12]
and [27]. Denote by E(β, g) the set of extremal functions to (6) with unit L2
∗
-norm. In [12], Djadli
and Druet proved that E(1, g) is compact in the C0-topology (or is C0-compact) whenever n ≥ 4
and
B0(n, 1, g) >
n− 2
4(n− 1)
A0(n)max
M
Sg . (8)
Inspired in their proof, we established in [7] the compactness of E(1, g) when the geometry varies.
Precisely, let G ⊂ Mn be a subset such that (8) holds for all g ∈ G. Then,
⋃
g∈GE(1, g) is C
0-
compact whenever n ≥ 4 and G is compact in Mn. Following similar ideas to those ones of [12],
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Hebey and Vaugon [27] extended the compactness result to positive functions β and Riemannian
metrics g satisfying
B0(n, β, g)β(x) >
n− 2
4(n− 1)
A0(n)Sg(x)
for all x ∈ M . Note, however, that when equality occurs in (8), the compactness can fail in all
dimensions as can easily be seen from the round unit n-sphere Sn due to the noncompactness of its
conformal group.
The purpose of this work is to investigate sharp Riemannian Sobolev inequalities modeled on
vector L2-Sobolev spaces. Despite being linked to some questions of analytical interest, as for example
the computation of the ground state energy, Sobolev inequalities on vector spaces have been little
explored in the literature. A specially important class of such inequalities is so called potential
type Riemannian Sobolev inequalities which naturally extend the above-mentioned Riemannian L2-
Sobolev inequalities.
We begin with some basic notations and definitions geared to the vector context. Let (M, g)
be a smooth compact Riemannian manifold of dimension n ≥ 3 and k ≥ 1 be an integer number.
Consider positive continuous functions F : Rk → R and G : M × Rk → R with F homogeneous of
degree 2∗ and G homogeneous of degree 2 on the second variable. Again for physical reasons, F and
G are called potential functions. Denote by C∞k (M) the space C
∞(M) × . . . × C∞(M) of smooth
k-maps on M . Using (4), one easily discovers constants A,B ∈ R such that, for any U ∈ C∞k (M),(∫
M
F (U) dvg
)2/2∗
≤ A
∫
M
|∇gU |
2 dvg + B
∫
M
G(x, U) dvg , (9)
where
∫
M
|∇gU |
2 dvg :=
k∑
i=1
∫
M
|∇gui|
2 dvg , U = (u1, . . . , uk) .
In parallel to the notations and definitions corresponding to the scalar AB program, we have
following definitions related to (9).
The first Riemannian L2-Sobolev best constant is defined by
A0(n, F,G, g) := inf{A ∈ R : there exists B ∈ R such that (9) is valid} .
The first sharp potential type Riemannain L2-Sobolev inequality states that there exists
a constant B ∈ R such that, for any U ∈ C∞k (M),(∫
M
F (U) dvg
)2/2∗
≤ A0(n, F,G, g)
∫
M
|∇gU |
2 dvg + B
∫
M
G(x, U) dvg , (10)
in which case one defines the second Riemannian L2-Sobolev best constant by
B0(n, F,G, g) := inf{B ∈ R : (10) is valid} ,
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and the second sharp potential type Riemannian L2-Sobolev inequality as the saturated
version of (10), i.e.
(∫
M
F (U) dvg
)2/2∗
≤ A0(n, F,G, g)
∫
M
|∇gU |
2 dvg + B0(n, F,G, g)
∫
M
G(x, U) dvg . (11)
In a natural way, an extremal map to (11) is defined as a non-zero k-map that realizes equality
in (11). The adequate space to search extremal maps is the Riemannian k-vector Sobolev space
H1,2k (M) := H
1,2(M)× . . .×H1,2(M) induced with the norm
||U ||H1,2
k
(M) :=
(∫
M
|∇gU |
2 dvg +
∫
M
|U |2 dvg
)1/2
,
where
∫
M
|U |2 dvg :=
k∑
i=1
∫
M
u2i dvg , U = (u1, . . . , uk) .
Of course, the above definitions generalize the corresponding scalar ones. Indeed, when k = 1 we
have, modulo constant factors, F (t) = |t|2
∗
and G(x, t) = β(x)t2. However, for k ≥ 2, there exist
many examples of positive homogeneous functions only continuous as can be seen from
F (t) =
{
|t|2
∗
f(t/|t|), if t 6= 0
0, if t = 0
,
where f : Sk−1 → R is a positive C0 function. Some canonical examples of potential functions are:
F (t) = |t|2
∗
q , F (t) = ||t||
2∗ ,
G(x, t) = β(x)|t|2q , G(x, t) = 〈A(x)t, t〉 , G(x, t) = β(x)||t||
2 ,
where |t|q := (
∑k
i=1 |ti|
q)1/q with q > 0, β ∈ C0(M) is a positive function, 〈·, ·〉 stands for the usual
Euclidean inner product, A(x) are positive symmetric k × k matrices with continuous entries on M
and || · || denotes an arbitrary norm on Rk.
A successful best constants theory on sharp potential type Riemannian Sobolev inequalities relies
on answers to a number of questions related to the optimal constants A0(n, F,G, g) and B0(n, F,G, g)
and to the sharp Sobolev inequalities (10) and (11). In the same spirit of the scalar AB program,
we inquire:
(A) Is it possible to find the explicit values and/or bounds for A0(n, F,G, g) and B0(n, F,G, g)?
(B) Is the sharp potential type L2-Sobolev inequality (10) valid?
(C) Do A0(n, F,G, g) and B0(n, F,G, g) depend continuously on F , G and g in some topology?
(D) Does the sharp potential type L2-Sobolev inequality (11) admit any extremal map?
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(E) Is the set of F -normalized extremal maps to (11) compact in some topology? A map U is said
to be F -normalized if ||F (U)||L1(M) = 1.
In [24], Hebey addressed (A), (B), (D) and (E) to a vector extension closely related to the
scalar situation. Precisely, he considered the case when F (t) = |t|2
∗
2∗ and G(x, t) = 〈A(x)t, t〉, where
A(x) = (aij(x)) represent positive symmetric k × k matrices with smooth entries on M , and proved
that A0(n, F,G, g) = A0(n) and (10) is always valid. When n ≥ 4, one has
B0(n, F,G, g)aii(x) ≥
n− 2
4(n− 1)
A0(n)Sg(x) (12)
for all x ∈M and i = 1, . . . , k and also arises the following dichotomy:
(I) (11) admits an extremal map;
(II) B0(2, F, G, g)aii(x0) =
n−2
4(n−1)
A0(n)Sg(x0) for some x0 ∈M and some i = 1, . . . , k.
Moreover, when the inequality (12) is strict for all x ∈ M and i = 1, . . . , k, Hebey proved the
C0 compactness of the set of extremal maps normalized by the L2
∗
-norm. Recently, Druet, Hebey
and Ve´tois [20] have studied the bounded stability property, something stronger than compactness,
of solutions for a class of potential type elliptic systems. Precisely, their main result ensures the
bounded stability of the set of solutions of system
−∆gui +
k∑
j=1
aij(x)uj = |U |
2∗−2ui on M, i = 1, . . . , k ,
where ∆g stands for the Laplace-Beltrami operator associated to the metric g, under the following
condition:
A(x) <
n− 2
4(n− 1)
Sg(x)Ik
for all x ∈ M in the sense of bilinear forms, where Ik denotes the k × k identity matrix. For the
study of analytical stability of the system above, which also leads to compactness, under the opposite
inequality
A(x) >
n− 2
4(n− 1)
Sg(x)Ik ,
see the Druet and Hebey’s paper [18].
In the general case, through a simple argument for reducing the scalar case, answers to (A) and
(B) can be obtained directly from the scalar AB program. As easily will be checked, A0(n, F,G, g) =
M
2/2∗
F A0(n), (10) is always valid and the lower estimate holds for n ≥ 4:
B0(n, F,G, g)G(x, t0) ≥
n− 2
4(n− 1)
M
2/2∗
F A0(n)Sg(x) (13)
for all x ∈ M and t0 ∈ S
k−1 with F (t0) = MF , where MF = max
|t|=1
F (t). These claims are precisely
justified in Section 2. Note that the inequality (13) simultaneously extends the corresponding scalar
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(7) and vector (12). Remark also that A0(n, F,G, g) depends only on the dimension n and the
potential function F , while B0(n, F,G, g) depends further on the potential function G and the metric
g as shows the scaling relation B0(n, θF, λG, µg) = θ
2/2∗λ−1µ−1B0(n, F,G, g) valid for any constants
θ, λ, µ > 0. It is important, however, to emphasize that the remaining questions are far more delicate
than (A) and (B) for several reasons. The first one concerns the weak regularity condition satisfied
by the involved potential functions. Indeed, as seen previously, while F (t) and G(x, t) are always of
C1 class on t when k = 1, the most of these functions are only continuous when k ≥ 2. This leads
to an interesting contrast between extremal functions and extremal maps from the smoothness view
point. In fact, an extremal function to (6) is always of C1 class since, modulo a constant scale factor,
it solves the elliptic equation
−∆gu+ λβ(x)u = |u|
2∗−2u on M (14)
for some constant λ > 0. Nevertheless, extremal maps to (11) do not need to be smooth and much
less satisfying any equations, unless F (t) and G(x, t) are of C1 class on t. In this specific situation,
an extremal map U = (u1, . . . , uk) solves, up to a scaling, the potential type elliptic system
−∆gui +
λ
2
∂G(x, U)
∂ti
=
1
2∗
∂F (U)
∂ti
on M, i = 1, . . . , k (15)
for some constant λ > 0, and so, by elliptic regularity results, each component ui is of C
1 class. This
dichotomy leads to an immediate impact on existence and compactness problems of extremal maps,
because the development of the scalar AB program is completely based on concentration analysis
of critical points of energy type functionals whose Euler-Lagrange equations are like (14). In short,
when k ≥ 2 we are facing a new situation where are prevented of directly using variational techniques
and arguments of any kind involving PDEs. Another important difference concerns the positivity
of solutions in PDEs. While an extremal function has defined sign on M , generally components of
extremal maps have undeterminate sign, even when F (t) and G(x, t) are smooth functions with sym-
metry properties. This difference occurs because, contrary to elliptic equations where the maximum
principle can be applied, there is no maximum principle for potential type elliptic systems. Since
positivity plays an essential role when k = 1, the maps context becomes more involved than the
functions one. All these comments suggest that the questions (A)-(E) are embedded in a broader
structure whose understanding is a challenge.
We shall provide answers to (A)-(E) into the general perspective proposed here. Part of our main
results are established for dimensions n ≥ 5, as for instance:
(β.1) the continuity of the map
(F,G, g) 7→ B0(n, F,G, g)
on appropriate spaces;
(β.2) the duality between existence of extremal maps to (11) and the explicit value of B0(n, F,G, g);
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(β.3) a compactness result of extremal maps related to families of continuous potential functions and
Riemannian metrics.
In particular, our results extend in a comprehensive way much of the scalar AB program developed
so far. We also expect some theoretical tools used in this work may be useful in related contexts
within the nonlinear analysis on manifolds.
In a nutshell, our strategy to overcome the above-described obstacles is based on the following
tools:
⋆ De Giorgi-Nash-Moser type estimates applied to solutions of systems like (15) (Proposition 2.4)
and to minimizers of non-smooth functionals (Proposition 2.5) with constants depending only
on the respective C0-norms of F and G on Sk−1 and M × Sk−1;
⋆ An approximation scheme of potential functions F and G in the C0loc-topology by C
1 functions
of same kind (Proposition 2.6);
⋆ A local geometric potential type Sobolev inequality uniformly satisfied for suitable families of
potential functions (Fα) and (Gα) (Proposition 2.7).
These ingredients are essential in the proof of (β.1)-(β.3) and, in addition, the proof of (β.2) and
(β.3) rely on the continuity result (β.1).
1.3 Main theorems. Our most striking results are summarized in the next three theorems. But
first we need a few notations.
Let M be a compact differentiable manifold of dimension n. Denote by Mn the space of smooth
Riemannian metrics on M endowed with the C2-topology. For k ≥ 1, we represent by C0k(M) the
space C0(M)× . . .×C0(M) of continuous k-maps on M equipped with the usual product topology,
by Fk the set of positive continuous functions on R
k homogeneous of degree 2∗ with the induced
topology of C0loc(R
k) and by Gk the set of positive continuous functions on M × R
k homogeneous of
degree 2 on the second variable with the induced topology of C0loc(M × R
k). For F ∈ Fk, G ∈ Gk
and g ∈Mn, we denote by Ek(F,G, g) the set of F -normalized extremal maps to (11). Finally, given
g ∈Mn, denote by L2
∗
k (M) the Riemannian k-vector Lebesgue space L
2∗(M)×. . .×L2
∗
(M) endowed
with the usual product topology.
Theorem 1.1. (Continuity). Let M be a compact differentiable manifold of dimension n ≥ 5. For
any integer k ≥ 1, the map (F,G, g) ∈ Fk × Gk ×M
n 7→ B0(n, F,G, g) is continuous.
Theorem 1.2. (Duality). Let M be a compact differentiable manifold of dimension n ≥ 5. For any
integer k ≥ 1 and (F,G, g) ∈ Fk × Gk ×M
n, at least, one of the following assertions holds:
(I)* (11) admits an extremal map;
(II)* B0(n, F,G, g)G(x0, t0) =
n−2
4(n−1)
A0(n, F )Sg(x0) for some x0 ∈ M and some maximum point t0
of F on Sk−1.
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It follows from Theorem 1.1 that the set of triples (F,G, g) satisfying the condition (II)* of
Theorem 1.2 is closed in Fk × Gk ×M
n. An easy consequence to Theorem 1.2 is that sharp and
saturated inequalities like (11) always admits extremal maps when n ≥ 5 and (M, g) has nonpositive
scalar curvature. Another possible application, which follows from Theorem 1.2 and the resolution
of the Yamabe problem is that if n ≥ 5, G(x, t) does not depend on x, and (M, g) has constant scalar
curvature, then (11) admits extremal maps (see Section 2).
Theorem 1.3. (Compactness). Let M be a compact differentiable manifold of dimension n ≥ 5. Let
k ≥ 1 be an integer number, ((Fα, Gα, gα)) be a sequence converging to (F,G, g) in Fk × Gk ×M
n
and (Uα) be a sequence of extremal maps with Uα ∈ Ek(Fα, Gα, gα). If the triple (F,G, g) satisfies
B0(n, F,G, g)G(x, t0) >
n− 2
4(n− 1)
A0(n, F )Sg(x)
for all x ∈ M and all maximum point t0 of F on S
k−1, then (Uα) is L
2∗
k -compact. Moreover, if
((Fα, Gα, gα)) converges in C
1
loc(R
k)× C0(M,C1loc(R
k))×Mn, then (Uα) is C
0
k-compact.
For dimensions n ≥ 5, Theorems 1.2 and 1.3 extend in a unified framework Theorem 1 of [12]
(k = 1 and β ≡ 1), Theorem 3 of [27] (k = 1 and β general) and Theorem 0.1 of [24] (k ≥ 2,
F (t) = |t|2
∗
2∗ and G(x, t) = 〈A(x)t, t〉). In addition, Theorem 1.1 and 1.3 generalize, respectively,
Theorem 1.1 and Corollary 1.2 of [7] (k = 1 and β ≡ 1). We emphasize that Theorem 1.1 is new
even when k = 1. In order to highlight this specific case, denote by C0+(M) the cone of positive
continuous functions on M endowed with the usual uniform topology. Noting that Proposition 2.7
is true in dimension n = 4 when k = 1 (see [11]), we can state:
Corollary 1.1. (Continuity for k = 1). Let M be a compact differentiable manifold of dimension
n ≥ 4. Then the map (β, g) ∈ C0+(M)×M
n 7→ B0(n, β, g) is continuous.
Corollary 1.2. (Compactness for k = 1). Let M be a compact differentiable manifold of dimension
n ≥ 4. Let ((βα, gα)) be a sequence convergent to (β, g) in C
0
+(M)×M
n and (uα) be a sequence with
uα ∈ E(βα, gα). If the couple (β, g) satisfies
B0(n, β, g)β(x) >
n− 2
4(n− 1)
A0(n)Sg(x)
for all x ∈M , then the sequence (uα) is C
0-compact.
1.4 Organization of the paper. Section 2 is central from the view point of solution to various
gaps arising in the vector setting. In it, we answer partially the questions (A) and (B) of Subsection
1.2, present an overview on sharp potential type Sobolev inequalities and develop all theoretical tools
needed to the proof of the main theorems. For instance, Propositions 2.2 and 2.3 are directly linked
to (A) and (B). The main tools are expressed in Propositions 2.4, 2.5, 2.6 and 2.7. Proposition
2.4 deals with De Giorgi-Nash-Moser type estimates to solutions of potential type systems like (15)
with constants depending only on quantities related to the continuity of F and G. Proposition 2.5
provides such estimates for minimizers of (only continuous) non-smooth functionals. Proposition 2.6
states that positive homogeneous continuous functions can always be approximated by C1 functions
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of same kind. Finally, Proposition 2.7 deals with a local potential type Sobolev inequality involving
scalar curvature which is closely related to a geometric Sobolev inequality obtained by Druet in [14].
The proof is inspired in this work and is based on a thorough concentration analysis on least energy
critical points of certain smooth energy functional. Here, the complete knowledge of extremal maps
to (3), given in Proposition 2.1, plays an important role. Proposition 2.7 is the only place where we
use the assumption on the dimension n ≥ 5. When k ≥ 2, we believe in its validity up to n = 4
such as in the case k = 1, see remark made on the page 2535 of [11]. Propositions 2.4, 2.6 and
2.7 are fundamental in the proofs of all theorems and Proposition 2.5 is essential only in the proof
of Theorem 1.3. Part of the ideas employed in the proof of Theorem 1.1 is also exploited in the
proofs of Theorems 1.2 and 1.3 and, therefore, these last ones will be made more concise. The proofs
of Theorems 1.1, 1.2 and 1.3 will stretch from Sections 3 to 5. The general outlines of the proofs
of Proposition 2.7 and Theorems 1.1 and 1.2 are similar in essence and are inspired in key ideas
developed in the scalar theory. We refer the reader to the works [4], [12], [13], [26] and [27] where
various approaches are presented. Although, as already mentioned, important difficulties arise in the
vector setting mainly caused by our will to treat problems in a very general perspective, the common
core of proofs can be summarized in four steps:
(γ.1) to suppose, by contradiction, that each statement fails;
(γ.2) to go in search of least energy critical points (Uα) to suitable smooth energy functionals;
(γ.3) to perform blow-up and concentration analysis on (Uα);
(γ.4) to deduce a contradiction via integral estimates obtained around a concentration point;
most of the rest is just technique. Propositions 2.4, 2.6 and 2.7 are directly linked to the steps
(γ.3), (γ.2) and (γ.4), respectively. Section 6 is devoted to examples and counterexamples exploring
the necessity of topology C2 on the space of Riemannian metrics Mn for continuity of the map
(F,G, g) ∈ Fk × Gk ×M
n 7→ B0(n, F,G, g), the dichotomy (I)*-(II)* provided in Theorem 1.2 and
the compactness and non-compactness of extremal maps to (11). For convenience of the reader,
we organize in an appendix some important basic results such as non-smooth vector versions of the
Bre´zis-Lieb lemma [9] and of a compactness-concentration principle [30], among others needed in
proofs.
1.5 Further remarks and open problems. Before starting the proofs, we make a few final
comments about the results and sketch some open problems. First, Theorem 1.1 is indeed a sharp
result from the topological view point since the C2-topology condition on Mn is the possible weaker
one among all Ck-topologies. A simple counter-example showing such a claim is provided in Section
6. There is a number of open interesting problems concerning with the dichotomy (I)*-(II)* stated in
Theorem 1.2. A first question is to know if all possible situations can hold for k ≥ 2 as in the scalar
case. If yes, to exhibit examples and to contrast them with those well-known ones when k = 1. If
(I)* fails (i.e. Ek(F,G, g) = ∅), it is still possible to ask if Ek(F,G, g˜) 6= ∅ for some conformal metric
g˜. The vector dichotomy seems to be more intricate than the corresponding scalar one. This claim
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is reinforced by examples as the round unit n-sphere Sn and functions G(x, t) depending only on t
where (I)* happens and by far (II)* is not clear to be true (see Section 2). According to some answers,
other questions can possibly be explored toward a proper understanding of (I)*-(II)*. Theorem 1.3
is also sharp in the same sense of Theorem 1.1.
A natural problem on a compact Riemannian manifold of dimension n ≥ 4 not conformal to the
round sphere is if the sequence (Uα) of Theorem 1.3 remains compact when, for each α > 0,
B0(n, Fα, Gα, gα)Gα(xα, tα) =
n− 2
4(n− 1)
A0(n, Fα)Sgα(xα)
for some xα ∈ M and some maximum point tα of Fα on S
k−1. This one seems quit difficult and is
open for k ≥ 1.
Regarding the case of 3-dimensional compact manifolds, all questions treated here are open. One
may expect a sort of low-dimensional phenomenon. As first pointed out by Bre´zis and Nirenberg in
[10], an elliptic type situation may change drastically when passing from low dimensions, in this case
n = 3, to high dimensions, say n ≥ 4. When dealing with sharp Sobolev inequalities on compact
Riemannian manifolds, this phenomenon happened in the works of Hebey [22] and Druet, Hebey and
Vaugon [19].
Another potentially interesting direction is the development of a theory on sharp potential type
Riemannian Lp-Sobolev inequalities for p 6= 2 and for a class of potential functions F and G satisfy-
ing weak regularity conditions. The corresponding questions (A)-(E) in this new setting are widely
addressed in [8]. Unlike the case p = 2 (see (II)* of Theorem 1.2), we establish general results
of existence and compactness of extremal maps without involving any conditions on the maximum
points of F on Sk−1p := {t ∈ R
k : |t|pp =
∑k
i=1 |ti|
p = 1}. The absence of such an influence is not
so surprising for p 6= 2 according to the scalar AB program to Lp-Sobolev inequalities. Moreover,
we investigate geometric and topological obstructions to validity in function of geometric and/or
topological properties of M and the range of values of p in the same spirit of the scalar Lp-theory.
2 Miscellaneous and central tools
Let k ≥ 1 be an integer number. Throughout this work, we will adopt the notations Fk and Gk for
the space of positive continuous functions, respectively, from Rk onto R and from M × Rk onto R,
and homogeneous of degrees 2∗ and 2. We also carry all notations of best constants and Sobolev
spaces introduced in the previous section.
2.1 Sharp potential type Sobolev inequalities. In this subsection we collect some facts re-
lated to sharp potential type Sobolev inequalities which follow in a simple way. We begin with the
characterization of extremal maps to sharp Euclidean potential type Sobolev inequalities:
Proposition 2.1. For n ≥ 3 and F ∈ Fk, we have:
(a) A0(n, F ) = M
2/2∗
F A0(n), where MF = max
|t|=1
F (t),
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(b) A0(n, F ) is achieved exactly by maps of the form U0 = t0u0, where t0 ∈ S
k−1 is a maximum
point of F and u0 is an extremal function to A0(n).
Proof of Proposition 2.1. The 2∗-homogeneity of F yields
F (t) ≤MF
(
k∑
i=1
t2i
)2∗/2
for all t ∈ Rn. By Minkowski’s inequality, for any U ∈ D1,2k (R
n),
(∫
Rn
F (U) dx
)2/2∗
≤ M
2/2∗
F
∫
Rn
(
k∑
i=1
u2i
)2∗/2
dx
2/2∗ (16)
≤ M
2/2∗
F
k∑
i=1
(∫
Rn
|ui|
2∗ dx
)2/2∗
≤ M
2/2∗
F A0(n)
k∑
i=1
∫
Rn
|∇ui|
2 dx
= M
2/2∗
F A0(n)
∫
Rn
|∇U |2 dx ,
and this inequality clearly implies
A0(n, F ) ≤M
2/2∗
F A0(n) .
Consider now the map U0 = t0u0 ∈ D
1,2
k (R
n) where t0 ∈ S
k−1 is such that MF = F (t0) and
u0 ∈ D
1,2(Rn) is an extremal function to A0(n). Since
(∫
RN
F (U0) dx
)2/2∗
= M
2/2∗
F
(∫
Rn
|u0|
2∗dx
)2/2∗
= M
2/2∗
F A0(n)
∫
Rn
|∇u0|
2 dx
= M
2/2∗
F A0(n)
∫
Rn
|∇t0u0|
2 dx
= M
2/2∗
F A0(n)
∫
Rn
|∇U0|
2 dx ,
we have
A0(n, F ) =M
2/2∗
F A0(n) .
Note that A0(n, F ) is achieved by maps U0 = t0u0 as chosen above. It remain to show that an arbi-
trary extremal map U to A0(n, F ) can always be placed in this form. In fact, U satisfies (16) with
equality in all steps. Remark also that the second equality corresponds to Minkowski’s inequality. So,
there exist t ∈ Sk−1 and a function u ∈ D1,2(Rn) such that U = tu. Finally, from the first equality, one
gets F (t) =MF , and from the third one, one easily checks that u is an extremal function to A0(n).
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Remark 2.1. An alternative way to attack the problem of classifying all extremal maps for Euclidean
potential type Sobolev inequalities in the smooth case is to reduce to the radial situation, via an usual
symmetrization argument, and after identifying the solutions of the corresponding Euler-Lagrange
system.
Remark 2.2. It follows directly from the part (b) of Proposition 2.1 that the extremal maps to (3)
are precisely given by
U0(x) = at0w(b(x− x0)),
where a, b ∈ R \ {0}, x0 ∈ R
n, t0 is a maximum point of F on S
k−1 and w is as in (2).
In the next two results, we select some basic facts about sharp potential type Riemannian Sobolev
inequalities.
Proposition 2.2. Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3, F ∈ Fk
and G ∈ Gk. The following assertions hold:
(a) A0(n, F,G, g) = A0(n, F ),
(b) There exists a constant B ∈ R such that the sharp inequality (10) is valid.
Proof of Proposition 2.2. Consider constants A,B such that, for any U ∈ H1,2k (M),(∫
M
F (U) dvg
)2/2∗
≤ A
∫
M
|∇gU |
2 dvg + B
∫
M
G(x, U) dvg . (17)
Choosing now maps of the form U = t0u in (17), with t0 ∈ S
k−1 such that F (t0) = MF and
u ∈ H1,2(M), and dividing both sides by M
2/2∗
F , one gets(∫
M
|u|2
∗
dvg
)2/2∗
≤M
−2/2∗
F A
∫
M
|∇gu|
2 dvg +M
−2/2∗
F MGB
∫
M
u2 dvg ,
where MG = max
(x,t)∈M×Sk−1
G(x, t). Since A0(n, 1, g) = A0(n), one then has
A0(n, F,G, g) ≥ M
2/2∗
F A0(n) = A0(n, F ) .
Conversely, since (5) is always valid, we have
(∫
M
F (U) dvg
)2/2∗
≤ M
2/2∗
F
∫
M
(
k∑
i=1
u2i
)2∗/2
dvg
2/2∗ (18)
≤ M
2/2∗
F
k∑
i=1
(∫
M
|ui|
2∗ dvg
)2/2∗
≤ M
2/2∗
F A0(n)
k∑
i=1
∫
M
|∇gui|
2 dvg +M
2/2∗
F B
k∑
i=1
∫
M
u2i dvg
= M
2/2∗
F A0(n)
∫
M
|∇gU |
2 dvg +M
2/2∗
F B
∫
M
|U |2 dvg
16
for any U ∈ H1,2k (M). Therefore, it follows simultaneously from (18) that
A0(n, F,G, g) ≤M
2/2∗
F A0(n) = A0(n, F )
and the conclusion of part (b).
Remark 2.3. The part (a) of Proposition 2.2 furnishes complete information about the best constant
A0(n, F,G, g). In particular, it neither depends on the potential function G nor on the geometry of the
manifold M . Furthermore, the map (F,G, g) ∈ Fk×Gk×M
n 7→ A0(n, F,G, g) is clearly continuous.
Note also that, thanks to the part (b) of Proposition 2.2, the best constant B0(n, F,G, g) is always
well-defined.
Proposition 2.3. Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 4, F ∈ Fk
and G ∈ Gk. The following assertions hold:
(a) For any x ∈M and t0 ∈ S
k−1 with F (t0) =MF ,
B0(n, F,G, g)G(x, t0) ≥
n− 2
4(n− 1)
A0(n, F )Sg(x) ,
(b) If G(x, t) does not depend on the variable x and (M, g) has constant scalar curvature, then (11)
possesses extremal maps.
An immediate consequence is:
Corollary 2.1. Let M = Sn be the round unit n-sphere of dimension n ≥ 4, F ∈ Fk and G ∈ Gk.
Then, (11) possesses extremal maps whenever G(x, t) does not depend on the variable x.
Proof of Proposition 2.3. The proof of the part (a) is simple. It suffices to take maps of the form
U = t0u in the inequality (11) as in the previous proof. In fact, this choice yields
(∫
M
|u|2
∗
dvg
)2/2∗
≤ A0(n)
∫
M
|∇gu|
2 dvg +M
−2/2∗
F B0(n, F,G, g)
∫
M
G(x, t0)u
2 dvg .
Set β(x) = G(x, t0). From the definition of B0(n, β, g), we have
B0(n, β, g) ≤M
−2/2∗
F B0(n, F,G, g) .
So, the part (a) follows readily from the geometric estimate (7) and Proposition 2.1. Already the part
(b) can be obtained from a combination among the part (a), the solution of the Yamabe problem
and Theorem 1.2. Indeed, thanks to the works of Aubin [2] and Schoen [31], there exists a positive
solution u0 ∈ C
∞(M), normalized by unit L2
∗
-norm, of the equation
−
4(n− 1)
n− 2
∆gu+ Sgu = µg(M)u
2∗−1 on M ,
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where µg(M) denotes the Yamabe invariant associated to (M, g). For Riemannian manifolds (M, g)
non-conformal to the round unit n-sphere Sn, one knows that
µg(M) <
4(n− 1)
(n− 2)A0(n)
.
Letting U0 = t0u0, where t0 ∈ S
k−1 is such that F (t0) = MF , we derive from the Yamabe equation,
(∫
M
F (U0) dvg
)2/2∗
> A0(n, F )
∫
M
|∇gU0|
2 dvg +
n− 2
4(n− 1)G(t0)
A0(n, F )Sg
∫
M
G(U0) dvg .
But this inequality implies that
B0(n, F,G, g)G(t0) >
n− 2
4(n− 1)
A0(n, F )Sg
for all maximum point t0 of F on S
k−1, so that (11) admits an extremal map by Theorem 1.2. Finally,
if (M, g) is conformal to the round unit n-sphere Sn, we have
µg(M) =
4(n− 1)
(n− 2)A0(n)
.
If the inequality above holds for all t0, evoking once again Theorem 1.2, it follows the existence of
an extremal map to (11). Otherwise, if equality happens for some t0, then the corresponding map
U0 is an extremal map since(∫
M
u2
∗
0 dvg
)2/2∗
= A0(n)
∫
M
|∇gu0|
2 dvg +
n− 2
4(n− 1)
A0(n)Sg
∫
M
u20 dvg
yields
(∫
M
F (U0) dvg
)2/2∗
= A0(n, F )
∫
M
|∇gU0|
2 dvg +
n− 2
4(n− 1)G(t0)
A0(n, F )Sg
∫
M
G(U0) dvg .
2.2 De Giorgi-Nash-Moser estimates for systems and variants. The main goal of this sub-
section is to establish De Giorgi-Nash-Moser estimates for weak solutions of potential type elliptic
systems and for minimizers of non-differentiable energy functionals on H1,2k (M). Such estimates play
a strategic role in all work.
We begin by dealing with weak solutions U = (u1, . . . , uk) of the following potential type elliptic
system:
−A∆gui +
1
2
B
∂G(x, U)
∂ti
=
1
2∗
∂F (U)
∂ti
in Ω ⊂M , i = 1, . . . , k, (19)
where Ω is an open of the n-dimensional smooth compact Riemannian manifold (M, g), A and B are
positive constants and F ∈ Fk and G ∈ Gk are functions of C
1 class.
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Proposition 2.4. Let M be a smooth compact Riemannian manifold of dimension n ≥ 3 and λ,
A1 and C1 be positive constants. Consider a metric g ∈ M
n, constants A and B and C1 potential
functions F ∈ Fk and G ∈ Gk satisfying
gijξiξj ≥ λ|ξ|
2, ||gij||C0 ≤ λ
−1
for all ξ ∈ Rn and i, j = 1, . . . , n in a fixed coordinates system on M ,
A ≥ A1, B ≥ 0 ,
F (t) ≤ C1|t|
2∗
for all t ∈ Rk. Then, given constants q > 2∗ and p,K > 0, there exists a positive constant C0,
depending only on n, q, p, K, λ, A1, and C1 such that for any δ > 0, any point x0 ∈ M , any domain
Ω ⊂M and any solution U ∈ H1,2k (Ω) of the system (19) satisfying U = 0 on Bg(x0, 2δ) ∩ ∂Ω and
||U ||Lq
k
(Bg(x0,2δ)) ≤ K ,
one has
sup
Bg(x0,δ)∩Ω
|U | ≤ C0δ
−n/p
(∫
Bg(x0,2δ)∩Ω
|U |p dvg
)1/p
. (20)
Remark 2.4. The strength of this proposition lies in the fact of the constant C0 to rely continuously
on F and not on partial derivatives of this function.
Proof of Proposition 2.4. A idea of the proof is to seek a differential inequality satisfied by the
scalar function |U | in terms of F and G. Surprisingly, we discover such an inequality thanks to
homogeneity properties. First, for each ε > 0, we set
vε :=
(
k∑
i=1
u2i + ε
)1/2
.
For any nonnegative function ϕ ∈ C1(M), we have
∫
M
∇gvε · ∇gϕ dvg =
∫
M
v−1ε (
k∑
i=1
ui∇gui) · ∇gϕ dvg
=
∫
M
k∑
i=1
∇gui ·
(
∇g(uiv
−1
ε ϕ)− ϕ∇g(uiv
−1
ε )
)
dvg
=
k∑
i=1
∫
M
∇gui · ∇g(uiv
−1
ε ϕ) dvg
−
∫
M
v−3ε ϕ
(
v2ε
k∑
i=1
|∇gui|
2 − |
k∑
i=1
ui∇gui|
2
)
dvg .
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Using now the system (19) on the first right-hand side integral and the Cauchy-Schwarz inequality
on the second right-hand side integral, we deduce that
∫
M
∇gvε · ∇gϕ dvg ≤
k∑
i=1
∫
M
∇gui · ∇g(uiv
−1
ε ϕ) dvg
=
∫
M
k∑
i=1
(
1
2∗
A−1
∂F (U)
∂ti
ui −
1
2
A−1B
∂G(x, U)
∂ti
ui
)
(v−1ε ϕ) dvg
= A−1
∫
M
v−1ε F (U)ϕ dvg −A
−1B
∫
M
v−1ε G(x, U)ϕ dvg .
Letting ε→ 0 in the preceding inequality, we derive∫
M
∇g|U | · ∇gϕ dvg ≤ A
−1
∫
M
|U |−1F (U)ϕ dvg −A
−1B
∫
M
|U |−1G(x, U)ϕ dvg .
Summarizing, we have shown that
−A∆g|U | + B|U |
−1G(x, U) ≤ |U |−1F (U) . (21)
So, the additional assumptions on A, B and F applied to (21) readily yield
−∆g|U | ≤ K1|U |
2∗−1 in Ω ,
where K1 = A
−1
1 C1. The conclusion then follows from classical De Giorgi-Nash-Moser estimates
when studying inequations of kind
−∆gu+ cu ≤ f in Ω
with c = −K1|U |
2∗−2 and f = 0. (see Serrin [32] or Trudinger [35]).
We now focus De Giorgi-Nash-Moser estimates for minimizers of non-differentiable energy func-
tionals. Given a n-dimensional smooth compact Riemannian manifold (M, g) and potential functions
F ∈ Fk and G ∈ Gk, we consider the functional
J(U) = A0(n, F )
∫
M
|∇gU |
2 dvg + B
∫
M
G(x, U) dvg (22)
on Λ = {U ∈ H1,2k (M) :
∫
M
F (U)dvg = 1} and their possible minimizers U . Note that since F and
G are only continuous, we cannot differentiate J at U . In particular, their possible minimizers do
not satisfy systems like (19). Even so, it is still possible to establish the following result:
Proposition 2.5. Let M be a smooth compact Riemannian manifold of dimension n ≥ 3 and λ
and C1 be positive constants. Consider a metric g ∈ M
n, a constant B ≥ 0 and potential functions
F ∈ Fk and G ∈ Gk satisfying
gijξiξj ≥ λ|ξ|
2, ||gij||C0 ≤ λ
−1
20
for all ξ ∈ Rn and i, j = 1, . . . , n in a fixed coordinates system on M , and
F (t) ≤ C1|t|
2∗
for all t ∈ Rk. Then, given constants q > 2∗ and p,K1, K2 > 0, there exists a positive constant C0,
depending only on n, q, p, K1, K2, λ and C1 such that for any δ > 0, any point x0 ∈ M and any
minimizer U ∈ Λ of the functional (22) satisfying J(U) ≤ K1 and
||U ||Lq
k
(Bg(x0,2δ)) ≤ K2 ,
one has
sup
Bg(x0,δ)
|U | ≤ C0δ
−n/p
(∫
Bg(x0,2δ)
|U |p dvg
)1/p
. (23)
Proof of Proposition 2.5. Let U ∈ Λ be a minimizer of J . Given ϕ ∈ C1(M), we introduce the
function
hε(t) =
A0(n, F )
∫
M
|∇g(U + tv
−1
ε ϕU)|
2 dvg + B
∫
M
G(x, U + tv−1ε ϕU) dvg(∫
M
F (U + tv−1ε ϕU) dvg
)2/2∗
for t ∈ (−δ, δ), where vε is provided in the previous proof. By homogeneity, hε(t) can be rewritten
as
hε(t) =
A0(n, F )
∫
M
|∇g(U + tv
−1
ε ϕU)|
2 dvg + B
∫
M
(1 + tv−1ε ϕ)
2G(x, U) dvg(∫
M
(1 + tv−1ε ϕ)
2∗F (U) dvg
)2/2∗ .
Note that hε is differentiable at t = 0 and, moreover, h
′
ε(0) = 0 since t = 0 is a minimum point of
hε. Then,
h′ε(0) = 2A0(n, F )
∫
M
∇gU ·∇g(v
−1
ε ϕU) dvg+2B
∫
M
v−1ε G(x, U)ϕ dvg−2J(U)
∫
M
v−1ε F (U)ϕ dvg = 0 ,
so that
A0(n, F )
∫
M
∇gU · ∇g(v
−1
ε ϕU) dvg + B
∫
M
v−1ε G(x, U)ϕ dvg = J(U)
∫
M
v−1ε F (U)ϕ dvg .
On the other hand, mimicking the proof of Proposition 2.4, we get
A0(n, F )
∫
M
∇gvε · ∇gϕ dvg ≤
k∑
i=1
∫
M
∇gui · ∇g(uiv
−1
ε ϕ) dvg =
∫
M
∇gU · ∇g(v
−1
ε ϕU) dvg
for all nonnegative function ϕ ∈ C1(M). Since B ≥ 0, we arrive at
A0(n, F )
∫
M
∇gvε · ∇gϕ dvg ≤ J(U)
∫
M
v−1ε F (U)ϕ dvg .
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So, when ε→ 0, we derive
A0(n, F )
∫
M
∇g|U | · ∇gϕ dvg ≤ J(U)
∫
M
|U |−1F (U)ϕ dvg
for all nonnegative function ϕ ∈ C1(M). The conclusion then follows as in the proof of Proposition
2.4.
2.3 An approximation scheme. For the developing of a potential type best constants general
theory as proposed here, we need to know if the space of positive homogeneous C1 functions is dense
in the space of positive homogeneous continuous functions. In this subsection we shall introduce a
simple approximation scheme that allow us to answer affirmatively this question.
Proposition 2.6. Let M be a compact differentiable manifold of dimension n ≥ 2, k ≥ 1 be an
integer and H0 : M ×R
k → R be a positive continuous function homogeneous of degree p > 1 on the
second variable. Then, for any ε > 0, there exists a positive function H : M × Rk → R smooth on
the first variable and of class C1 and homogeneous of degree p on the second variable such that
|H(x, t)−H0(x, t)| ≤ ε|t|
p (24)
for all x ∈M and t ∈ Rk.
Proof of Proposition 2.6. The construction of H is quite simple. First, note that the space
C∞loc(M × R
k) is dense in the space C0loc(M × R
k). So, let (H˜α) ⊂ C
∞(M × Rk) be a sequence of
functions converging to H0 in C
0
loc(M × R
k). Since H0 is positive on M × S
k−1, it follows that (H˜α)
is positive too on M × Sk−1 for α large. Define now the sequence (Hα) by
Hα(x, t) =
{
|t|pH˜α(x,
t
|t|
), for x ∈M and t 6= 0
0, for x ∈M and t = 0
.
Clearly, the functions Hα’s are positive and homogeneous of degree p on the second variable. More-
over, they also converge to H0 in C
0(M × Sk−1). In particular, for any ε > 0, there exists α0 ≥ 1
such that H = Hα0 satisfies (24). Since p > 1, it easily follows that H is of class C
∞ on the first
variable and of class C1 on the second one. This ends the proof.
Remark 2.5. Although the proof above guarantees the existence of suitable approximations which
are smooth on the first variable, only C0 regularity suffices for our purposes.
Remark 2.6. As a consequence of Proposition 2.6, for any ε > 0 there exists a positive continuous
function H : M ×Rk → R of class C1 and homogeneous of degree p on the second variable such that
(1− ε)H0(x, t) ≤ H(x, t) ≤ (1 + ε)H0(x, t) (25)
on M × Rk. This inequality will be frequently used later.
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2.4 A local geometric potential type Sobolev inequality. In this subsection, we extend a local
geometric Sobolev inequality established by Druet in [14] to the vector context. Such an inequality
will play an essential role in the proofs of Theorems 1.1, 1.2 and 1.3.
Proposition 2.7. Let M be a compact differentiable manifold of dimension n ≥ 4 and x0 a point
of M . Consider convergent sequences of metrics (gα) ⊂ M
n and of potential functions (Fα) ⊂ Fk
and (Gα) ⊂ Gk. In particular, there exist positive constants λ, C1, C2, c1 and c2, independent of α,
satisfying
(gα)ijξiξj ≥ λ|ξ|
2, ||(gα)ij||C2 ≤ λ
−1 (26)
for all ξ ∈ Rn and i, j = 1, . . . , n, in a fixed coordinates system on M , and
c1|t|
2∗ ≤ Fα(t) ≤ C1|t|
2∗ , c2|t|
2 ≤ Gα(x, t) ≤ C2|t|
2 (27)
for all x ∈M and t ∈ Rk. Then, for any ε > 0 there exists a radius r0 > 0, depending only on ε, λ,
C1, C2, c1 and c2, such that for any map U ∈ C
1
0,k(Bgα(x0, r0)),
(∫
M
Fα(U) dvgα
)2/2∗
≤ A0(n, Fα)
∫
M
|∇gαU |
2 dvgα + Bε(Fα, Gα, gα)
∫
M
Gα(x, U) dvgα ,
where Bg(x0, r0) stands for the ball of radius r0 centered at x0 in relation to a Riemannian metric g,
C10,k(Bg(x0, r0)) denotes the space C
1
0(Bg(x0, r0))×. . .×C
1
0 (Bg(x0, r0)) of compactly supported k-maps
on Bg(x0, r0) of class C
1, and
Bε(F,G, g) :=
n− 2
4(n− 1)
A0(n, F )
mF,G(x0)
Scalg(x0) + ε ,
is defined for potential functions F and G and Riemannian metrics g, where
mF,G(x) := min
t∈XF
G(x, t)
with XF = {t ∈ S
k−1 : F (t) = MF}.
We must initially present the PDEs setting involved in the proof of this proposition and that
also will be useful in the proof of other results in this work. Suppose by contradiction that the
conclusion fails. In this case, there exist ε0 > 0 and a sequence of positive numbers (rα) with rα → 0
as α→ +∞, such that, unless re-indexing,
λα := inf
U∈C10,k(Bgα (x0,rα))\{0}
Aα
∫
M
|∇gαU |
2 dvgα + B
α
∫
M
Gα(x, U) dvgα(∫
M
Fα(U) dvgα
)2/2∗ < 1 , (28)
where
Aα = A0(n, Fα) ,
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Bα :=
n− 2
4(n− 1)
A0(n, Fα)
mFα,Gα(x0)
Scalgα(x0) + ε0 .
Note that one of the new sequences (gα), (Fα) or (Gα) can possibly be constant. In any case, let
g ∈Mn, F ∈ Fk and G ∈ Gk be the respective limits of these sequences.
By Remark 2.3 of Proposition 2.2, it follows that
Aα → A0(n, F ) (29)
and
Bα →
n− 2
4(n− 1)
A0(n, F )
mF,G(x0)
Scalg(x0) + ε0 (30)
as α→ +∞.
By Proposition 2.6, we can assume that the potential functions Fα and Gα in (28) are of class
C1, converge to F and G, respectively, and satisfy (27) with possibly different constants.
By (28) and Proposition A.3, it follows that λα is achieved by a map Uα = (u
1
α, . . . , u
k
α) ∈ H
1,2
k (M)
for each α > 0. In particular, the maps Uα satisfy the potential systems
−Aα∆gαu
i
α +
1
2
Bα
∂Gα
∂ti
(x, Uα) =
λα
2∗
∂Fα
∂ti
(Uα) in Bgα(x0, rα) , i = 1, . . . , k (31)
with
Uα = 0 on ∂Bgα(x0, rα)
and ∫
M
Fα(Uα) dvgα = 1 .
Moreover, the maps Uα are of class C
1, by Proposition A.4. Although the proofs of existence and
regularity of minimizers is rather classical, for completeness we include them in an appendix.
Our goal now is to study the behavior of (Uα) as α increases. By (27) and Ho¨lder’s inequality,
we get
∫
Bgα (x0,rα)
|Uα|
2 dvgα ≤ volgα(Bgα(x0, rα))
2/n
(∫
Bgα (x0,rα)
|Uα|
2∗ dvgα
)2/2∗
≤ c
−2/2∗
1
(∫
Bgα(x0,rα)
Fα(Uα) dvgα
)2/2∗
volgα(Bgα(x0, rα))
2/n
≤ c
−2/2∗
1 volgα(Bgα(x0, rα))
2/n → 0
as α→ +∞, so that
lim
α→+∞
∫
Bgα (x0,rα)
Gα(x, Uα) dvgα = 0 . (32)
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We now show that
lim
α→+∞
λα = 1 . (33)
Given ε > 0, by standard arguments and (26), one easily finds a real constant B˜ε, independent of α,
such that (∫
M
|u|2
∗
dvgα
)2/2∗
≤ (A0(n) + ε)
∫
M
|∇gαu|
2 dvgα + B˜ε
∫
M
u2 dvgα
for all u ∈ C1(M) (alternatively, this conclusion also follows with ε = 0 from the work [7] about the
geometric continuity of B0(n, 1, g)). So, mimicking (18) and using (27), we obtain a constant B˜ε,
independent of α, such that, for any U ∈ C10,k(Bgα(x0, rα)),
∫
Bgα (x0,rα)
Fα(U) dvgα ≤ (A
α + ε)
∫
Bgα (x0,rα)
|∇gαU |
2 dvgα + B˜ε
∫
Bgα (x0,rα)
Gα(x, U) dvgα
Taking now U = Uα in this inequality and using that Uα is a minimizer for λα, one has
1 ≤ (Aα + ε)(Aα)−1
(
λα − B
α
∫
Bgα (x0,rα)
Gα(x, Uα) dvgα
)
+B˜ε
∫
Bgα(x0,rα)
Gα(x, Uα) dvgα ,
Letting then α→ +∞ and after ε→ 0, one concludes from (29), (30) and (32) that
lim inf
α→+∞
λα ≥ 1 .
So, since λα < 1 for all α, the assertion (33) follows readily. Consequently, from the equality
Aα
∫
Bgα (x0,rα)
|∇gαUα|
2 dvgα + B
α
∫
Bg(x0,rα)
Gα(x, Uα) dvgα = λα,
we derive
lim
α→+∞
∫
Bgα (x0,rα)
|∇gαUα|
2 dvgα = A0(n, F )
−1 . (34)
In order to establish some fine properties to (Uα), we will re-normalize this sequence as follows.
Let xα ∈ Bgα(x0, rα) be a maximum point of |Uα(x)| and set
µα = |Uα(xα)|
−2∗/n .
By (27), one has
1 =
∫
Bgα (x0,rα)
Fα(Uα) dvgα ≤ C1
∫
Bgα (x0,rα)
|Uα|
2∗ dvg ≤ C1volgα(Bgα(x0, rα))µ
−n
α ,
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so that
µα → 0 (35)
as α→ +∞. Introduce, for each α > 0, the open set in Rn
Ωα = µ
−1
α exp
−1
xα (Bgα(x0, rα)) ,
the metric
hα(x) =
(
exp∗xα gα
)
(µαx) ,
and the map
Vα(x) =
{
µ
n/2∗
α Uα
(
expxα(µαx)
)
if x ∈ Ωα,
0 if x ∈ Rn \ Ωα
,
where expxα denotes the exponential chart with respect to the metric gα centered at xα.
Clearly, Vα = (v
1
α, . . . , v
k
α) satisfies
−Aα∆hαv
i
α +
µ2α
2
Bα
∂Gα
∂ti
(expxα(µαx), Vα) =
λα
2∗
∂Fα
∂ti
(Vα) in Ωα (36)
and ∫
Ωα
Fα(Vα) dvhα = 1 . (37)
An important step is to deduce the convergence of the sequence (Vα) in D
1,2
k (R
n) by using the
convergence of (gα), (Fα) and (Gα) in, respectively, M
n, Fk and Gk.
Lemma 2.1. The sequence (Vα) converges to some map V0 in D
1,2
k (R
n). Moreover, we have V0 = t0v0,
where t0 ∈ S
k−1 is a maximum point of F and v0 is an extremal function to A0(n).
Proof of Lemma 2.1. At first, through a simple change of variable, we have∫
Ωα
|∇hαVα|
2 dvhα =
∫
Bgα (x0,rα)
|∇gαUα|
2 dvgα ,
so that
lim
α→+∞
∫
Ωα
|∇hαVα|
2 dvhα = A0(n, F )
−1 .
Note also that |Vα| ≤ 1 in Ωα, |Vα(0)| = 1 and the metrics hα converges to the Euclidean metric ξ in
C2loc(R
n). Regarding the Cartan expansion of hα, we find a constant C > 0, independent of α, such
that
(1− Cµ2α)dx ≤ dvhα ≤ (1 + Cµ
2
α)dx
and
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(1− Cµ2α)|∇Vα|
2 ≤ |∇hαVα|
2 ≤ (1 + Cµ2α)|∇Vα|
2 .
Clearly, these inequalities imply that
lim
α→+∞
∫
Rn
F (Vα) dx = 1 (38)
and
lim
α→+∞
∫
Rn
|∇Vα|
2 dx = A0(n, F )
−1 . (39)
Therefore, the sequence (Vα) is bounded in D
1,2
k (R
n), so that it converges weakly to V0 in D
1,2
k (R
n).
Evoking now the concentration-compactness principle of Lions to the measure Fα(Vα)dvhα, three
situations may occur: compactness, vanishing or dichotomy, see, for instance, Lemma 4.3 of [33].
As for vanishing, by applying the De Giorgi-Nash-Moser estimate for potential type elliptic systems
given in Proposition 2.4 (this point requires only the convergence of (Fα) and (Gα) in, respectively,
Fk and Gk), we obtain a constant C0 > 0, independent of α, such that
1 = sup
B(0,1)∩Ωα
|Vα|
2 ≤ C0
(∫
B(0,2)∩Ωα
Fα(Vα) dvhα
)1/2∗
(40)
≤ C0
(∫
B(0,2)
Fα(Vα) dvhα
)1/2∗
and vanishing can not happen. Dichotomy is classically forbidden by (38) and (39) following some
ideas of P. L. Lions. We give some details of this last statement. Setting ρα = |∇Vα|
2 + F (Vα), we
have ρα ≥ 0 and
lim
α→+∞
∫
Rn
ρα dx = (A0(n, F )
−1 + 1) > 0 .
Suppose that dichotomy is underway: there exists β ∈]0,A0(n, F )
−1 + 1[ such that for any ε > 0
there are α0 ∈ N and ρ
1
α, ρ
2
α ∈ L
1(Rn) satisfying
||ρα − ρ
1
α − ρ
2
α||L1(Rn) < ε ,∣∣∣∣∫
Rn
ρiαdx− β
∣∣∣∣ < ε
and
lim
α→+∞
dist(supp ρ1α, supp ρ
2
α) = +∞
for all α ≥ α0. Consider the following sets
B1 = {x ∈ R
n : dist(x, supp ρ1α) < 1}
and
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B2 = {x ∈ R
n : dist(x, supp ρ2α) < 1} .
Consider also the following smooth cutoff functions
ξα =
{
1, in D1
0, in Rn \B1
and
ηα =
{
1, in D2
0, in Rn \B2
such that 0 ≤ ξα, ηα ≤ 1 and |∇ξα|, |∇ηα| ≤ 2, where D1 = supp ρ
1
α and D2 = supp ρ
2
α. Define
ρ˜1α = ραξα
and
ρ˜2α = ραηα .
Note that
||ρα − ρ˜
1
α − ρ˜
2
α||L1(Rn) < ε ,
and
lim
α→+∞
dist(supp ρ˜1α, supp ρ˜
2
α) = +∞ .
Set
V 1α = Vαξα ,
V 2α = Vαηα
and
Eα = R
n \ {x ∈ Rn : ξα(x) = 1 or ηα(x) = 1} .
Then, for any α large,∣∣∣∣∫
Rn
|∇Vα|
2 dx−
∫
Rn
|∇V 1α |
2 dx−
∫
Rn
|∇V 2α |
2 dx
∣∣∣∣ ≤ C ∫
Eα
|∇Vα|
2 dx ≤ Cε
and ∣∣∣∣∫
Rn
F (Vα) dx−
∫
Rn
F (V 1α ) dx−
∫
Rn
F (V 2α ) dx
∣∣∣∣ ≤ C ∫
Eα
F (Vα) dx ≤ Cε .
Hence,
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A0(n, F )
−1 + ε >
∫
Rn
|∇Vα|
2 dx ≥
∫
Rn
|∇V 1α |
2 dx+
∫
Rn
|∇V 2α |
2 dx− Cε .
Set
λiα =
∫
Rn
F (V iα) dx , i=1, 2 .
Clearly, 0 ≤ λiα ≤ 1. Thus, there exists a subsequence (λ
i
αl
) such that
lim
αl→+∞
λiαl = λi
and
λ1 + λ2 = 1 .
If λ1 = 0, then λ2 = 1. Consequently,
β − ε <
∫
Rn
ρ1α dx =
∫
Rn
(
F (V 1α ) + |∇V
1
α |
2
)
dx
=
∫
Rn
|∇V 1α |
2 dx+ o(1) ,
since
lim
α→+∞
∫
Rn
F (V 1α ) dx = λ1 = 0 .
Thus,
0 < β − ε ≤
∫
Rn
|∇V 1α |
2 dx .
and
A0(n, F )
−1 + ε >
∫
Rn
|∇Vα|
2 dx ≥
∫
Rn
|∇V 1α |
2 dx+
∫
Rn
|∇V 2α |
2 dx− Cε
≥ (β − ε) +
∫
Rn
|∇V 2α |
2 dx− Cε .
Letting α→ +∞ and ε→ 0, we deduce that β ≤ 0, contradicting that β > 0. Therefore, 0 < λ1 < 1
and, similarly, 0 < λ2 < 1. From what has been done previously, we have∫
Rn
|∇Vα|
2 dx ≥
∫
Rn
|∇V 1α |
2 dx+
∫
Rn
|∇V 2α |
2 dx .
Then,
A0(n, F )
−1 ≥ Iλ1 + Iλ2 ,
where
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Iλi = inf
{∫
Rn
|∇V |2 dx :
∫
Rn
F (V ) dx = λi
}
, i = 1, 2 .
But, this contradicts
A0(n, F )
−1 < Iλ1 + Iλ2 ,
since
A0(n, F )
−1 = I1 = inf
{∫
Rn
|∇V |2 dx :
∫
Rn
F (V ) dx = 1
}
,
Iλi = λ
2
2∗
i I1 , i = 1, 2 ,
and
Iλ1 + Iλ2 =
(
λ
2
2∗
1 + λ
2
2∗
2
)
I1
> (λ1 + λ2)
2
2∗ I1
= I1 .
Therefore, compactness holds in the following sense: there exists a sequence (yα) ⊂ R
n such that for
any ε > 0 there is a radius R > 0 with the property that∫
B(yα ,R)
Fα(Vα) dvhα ≥ 1− ε (41)
for all α. We claim that the sequence (yα) is bounded. Otherwise, we get B(0, 2)∩B(yα, R) = ∅ for
all α large. In particular, ∫
B(yα,R)
Fα(Vα) dvhα ≤
∫
Rn\B(0,2)
Fα(Vα) dvhα
for all α large, so that
1− ε ≤ lim inf
α→+∞
∫
Rn\B(0,2)
Fα(Vα) dvhα
for any ε > 0. Of course, this implies that
lim
α→+∞
∫
Rn\B(0,2)
Fα(Vα) dvhα = 1 ,
or equivalently,
lim
α→+∞
∫
B(0,2)
Fα(Vα) dvhα = 0 .
By (40), we then derive a contradiction. Assume now that the sequence (yα) converges to some point
y0 ∈ R
n. Consider the decomposition
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∫
B(yα,R)
Fα(Vα) dvhα =
∫
B(yα,R)\B(y0,R)
Fα(Vα) dvhα −
∫
B(y0,R)\B(yα ,R)
Fα(Vα) dvhα
+
∫
B(y0,R)
Fα(Vα) dvhα .
Since |Vα| is bounded in L
∞(Rn) and hα and Fα satisfy, respectively, (26) and (27), then the first
two integrals on the right-hand side of the equality above converge to 0. Moreover, the dominated
convergence theorem produces
lim
α→+∞
∫
B(y0,R)
Fα(Vα) dvhα =
∫
B(y0,R)
F (V0) dx .
Therefore, by (41), ∫
Rn
F (V0) dx ≥
∫
B(y0,R)
F (V0) dx ≥ 1− ε
for any ε > 0, so that ∫
Rn
F (V0) dx = 1 .
Clearly, this leads to ∫
Rn
|∇V0|
2 dx ≥ A0(n, F )
−1 .
On the other hand, using (39) and the convexity of norms, we find∫
Rn
|∇V0|
2 dx ≤ lim
α→+∞
∫
Rn
|∇Vα|
2 dx = A0(n, F )
−1 .
Thus, ∫
Rn
|∇V0|
2 dx = A0(n, F )
−1 ,
so that the sequence (Vα) converges strongly to V0 in D
1,2
k (R
n). The rest of the proof then follow
from the part (b) of Proposition 2.1.
Remark 2.7. Thanks to Lemma 2.1 and to the De Giorgi-Nash-Moser estimate (20), we then have
lim
R→+∞
(
lim
α→+∞
sup
Ωα\B(0,R)
|Vα|
)
= 0 .
Lemma 2.2. There exists a constant C1 > 0 such that
dgα(x, xα)
n/2∗ |Uα(x)| ≤ C1
for all x ∈ Bgα(x0, rα) and α > 0 large, where dgα stands for the distance with respect to gα.
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Proof of Lemma 2.2. We proceed by contradiction. Let yα ∈ Bgα(x0, rα) be a maximum point of
the function
uα(x) = dgα(x, xα)
n/2∗ |Uα(x)| ,
and suppose that uα(yα) blows up as α → +∞. This implies that |Uα(yα)| blows up too. Clearly,
the sequence (yα) converges to x0. Extend the map Uα to be zero outside Bgα(x0, rα).
Let expyα be the exponential chart centered at yα with respect to the metric gα. Choose δ > 0
small such that the map expyα is a diffeomorphism from B(0, 2δ) ⊂ R
n onto Bgα(yα, 2δ) for all α > 0
large. Consider now the open set in Rn
Ω˜α = ν
−1
α exp
−1
yα (Bgα(xα, δ))
for all α > 0, where
να = |Uα(yα)|
−2∗/n .
Introduce then the following metric and map on Ω˜α:
h˜α(x) = (exp
∗
yα gα)(ναx)
and
V˜α(x) = ν
n/2∗
α Uα
(
expyα(ναx)
)
.
Note that (h˜α) converges to ξ in C
2
loc(R
n). We claim that the sequence (V˜α) is uniformly bounded
on B(0, 2). In fact, for any x ∈ B(0, 2),
dgα
(
xα, expyα(ναx)
)
≥ dgα(xα, yα)− 2να = (1− 2uα(yα)
−2∗/n)dgα(xα, yα) ,
so that
dgα(xα, expyα(ναx)) ≥
1
2
dgα(xα, yα) (42)
for α > 0 large. Then, from (42), we get
|V˜α(x)| = ν
n/2∗
α |Uα
(
expyα(ναx)
)
| = νn/2
∗
α dgα(xα, expyα(ναx))
−n/2∗uα(expyα(ναx))
≤ 2n/2
∗
νn/2
∗
α dgα(xα, yα)
−n/2∗uα(yα) ≤ 2
n/2∗ .
In conclusion, we have proved that
sup
x∈B(0,2)
|V˜α(x)| ≤ 2
n/2∗ (43)
for all α > 0 large. On the other hand, the maps V˜α = (v˜
1
α, . . . , v˜
k
α) satisfy the systems
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−Aα∆h˜α v˜
i
α +
ν2α
2
Bα
∂Gα
∂ti
(expyα(ναx), V˜α) =
λα
2∗
∂Fα
∂ti
(V˜α) in Θα
and the boundary conditions
V˜α = 0 on ∂Θα ,
where 0 ∈ Θα = ν
−1
α exp
−1
yα (Bgα(x0, rα)) ⊂ Ωα. So, thanks to (43), we can apply Proposition 2.4 to
these systems, so that there exists a constant C0 > 0 such that, for α > 0 large,
1 = |V˜α(0)| ≤ sup
B(0,1)∩Θα
|V˜α| ≤ C0
∫
B(0,2)∩Θα
|V˜α|
2∗ dvh˜α ≤ C0
∫
B
h˜α
(0,3)
|V˜α|
2∗ dvh˜α (44)
= C0
∫
Bgα (yα,3να)
|Uα|
2∗ dvgα .
By Lemma 2.1, we easily derive an absurd if we are able to verify that
Bgα(yα, 3να) ∩Bgα(xα, Rµα) = ∅ (45)
for α > 0 large. In fact, plugging (45) into the inequality (44), we produce the following contradiction:
1 ≤ C0
∫
Bgα(yα,3να)
|Uα|
2∗ dvgα ≤ C0
∫
M\Bgα (xα,Rµα)
|Uα|
2∗ dvgα = C0
∫
Rn\Bhα (0,R)
|Vα|
2∗ dvhα
≤ C1
∫
Rn\B(0,R
2
)
|V0|
2∗ dx
for any fixed R > 0 and α > 0 large. Finally, suppose by contradiction that (45) is false for infinitely
many α. Then, for these same indexes α, we can write
uα(yα)
2∗/n = dgα(xα, yα)|Uα(yα)|
2∗/n ≤ 3 +R|Uα(yα)|
2∗/nµα ≤ 3 +R ,
which clearly contradicts the fact that (uα(yα)) blows up as α→ +∞.
Remark 2.8. In the same way, Lemma 2.2 combined with (44) lead to
lim
R→+∞
(
lim
α→+∞
sup
Ωα\B(0,R)
|Vα| |x|
n/2∗
)
= 0 . (46)
Lemma 2.3. Let s > 0 be a small number. There exists a constant C2 > 0, independent of α, such
that
|Vα| ≤ C2|x|
−n+2+s (47)
for all x ∈ Ωα and α large.
33
Proof of Lemma 2.3. Let Lα be the second order elliptic operator
Lαu = −A
α∆gαu+ 2B
αµ2αmGαu− 2λαMFα |u|
2∗−2u .
Set ϕ(x) =
(
R
|x|
)n−2−s
with s, R > 0. Thanks to (32), (33), (46) and (45), easy computations furnish
Lαϕ ≥ 0 in Ωα \B(0, R) .
In addition, mimicking the proof of (21), we have
Lα|Vα| ≤ 0 .
Now we may apply a maximum principle due to Aubin and Li (see Lemma 3.4 of [4]), to get a
constant C2 > 0 such that
|Vα| ≤ C2|x|
−n+2+s in Ωα \B(0, R)
for α large. Since this inequality clearly holds in B(0, R), we conclude its validity in Ωα.
Proof of Proposition 2.7. In order to become simpler some notations below, we use the shorthand
Gα(Vα) := Gα(expxα(µαx), Vα) .
Our aim now is to find asymptotic expansions for the integrals∫
Ωα
Fα(Vα) dx
and ∫
Ωα
|∇Vα|
2 dx
as α→ +∞. Such expansions will follow from the following limits:
lim
α→+∞
(∫
Ωα
Fα(Vα)Ricgα(xα)ijx
ixj dvhα
)
=
∫
Rn
F (V0)Ricg(x0)ijx
ixj dx . (48)
lim
α→+∞
(∫
Ωα
|∇hαVα|
2Ricgα(xα)ijx
ixj dvhα
)
=
∫
Rn
|∇V0|
2Ricg(x0)ijx
ixj dx , (49)
where Ricg denotes the Ricci curvature tensor of the metric g. The limit (48) directly follows from
the dominated convergence theorem with the aid of Lemmas 2.1 and 2.2. In order to show (49), we
first claim that
lim
R→+∞
(
lim
α→+∞
∫
Ωα\B(0,R)
|∇hαVα|
2|x|2 dvhα
)
= 0 . (50)
In fact, let ηR be a smooth function such that ηR = 1 in R
n \ B(0, R) and ηR = 0 in B(0, R/2).
Taking η2Rv
i
α|x|
2 as a test function in the ith equation of the system (36), integrating by parts and
adding all equations, we get
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Aα
∑
i
∫
Ωα
∇hαv
i
α · ∇hα(η
2
Rv
i
α|x|
2) dvhα + B
αµ2α
∫
Ωα
η2RGα(Vα)|x|
2 dvhα
= λα
∫
Ωα
η2RFα(Vα)|x|
2 dvhα .
So, thanks to (26), (27), (29), (30), (33), (35) and Young’s inequality, there exists a constant C0 > 0
such that, for any α large,∫
Ωα
η2R|∇hαVα|
2|x|2 dvhα ≤ C0
(∫
Ωα
η2R|Vα|
2∗|x|2 dx+ µ2α
∫
Ωα
η2R|Vα|
2|x|2 dx
+
∫
Ωα
η2R|Vα|
2 dx
)
.
But this implies that
∫
Ωα\B(0,R)
|∇hαVα|
2|x|2 dvhα ≤ C0
(∫
Rn\B(0,R/2)
|Vα|
2∗|x|2 dx+ µ2α
∫
Rn\B(0,R/2)
|Vα|
2|x|2 dx
+
∫
Rn\B(0,R/2)
|Vα|
2 dx
)
.
Using that n ≥ 5 and (47) on the right hand-side above and after letting R → +∞, we arrive at
(50). Finally, (49) follows from (50) and Lemma 2.1. Since∫
Rn
fxixj dx =
δij
n
∫
Rn
f |x|2 dx
for radial functions f , (48) and (49) immediately yield
lim
α→+∞
(∫
Ωα
Fα(Vα)Ricgα(xα)ijx
ixj dvhα
)
=
Scalg(x0)
n
∫
Rn
F (V0)|x|
2 dx (51)
lim
α→+∞
(∫
Ωα
|∇hαVα|
2Ricgα(xα)ijx
ixj dvhα
)
=
Scalg(x0)
n
∫
Rn
|∇V0|
2|x|2 dx (52)
By the Cartan expansion of hα around 0, we have
dx =
(
1 +
µ2α
6
Ricgα(xα)ijx
ixj + o(µ2α|x|
2
2)
)
dvhα .
Thus, by (37), (47) and (51),∫
Ωα
Fα(Vα) dx = 1 +
Scalg(x0)
6n
µ2α
∫
Rn
F (V0)|x|
2 dx+ o
(
µ2α
)
. (53)
By the Cartan expansion of hα around 0, since rα → 0, we also have
|∇Vα|
2 = |∇hαVα|
2
(
1−
µ2α
6
|∇hαVα|
−2
∑
i
Rmgα(xα)(∇hαV
i
α, x, x,∇hαV
i
α) + o(µ
2
α|x|
2)
)
.
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Since vi0 is a radial function and ∇hαv
i
0 e x are pointwise colinear vector fields, by Lemma 2.1, it
follows that (see [14]) ∫
Ωα
Rmgα(xα)
(
∇hαV
i
α, x, x,∇hαV
i
α
)
dvhα → 0 .
Consequently, by (50) and (52),∫
Ωα
|∇Vα|
2 dx =
∫
Ωα
|∇hαVα|
2 dvhα +
Scalg(x0)
6n
µ2α
∫
Rn
|∇V0|
2|x|2 dx+ o(µ2α) . (54)
By (28) and the system (36), we have
Aα
∫
Ωα
|∇hαVα|
2 dvhα < 1− B
αµ2α
∫
Ωα
Gα(Vα) dvhα .
By Lemma 2.1, we can write V0 = t0v0, where t0 ∈ XF and v0 ∈ D
1,2(Rn) is an extremal function to
A0(n) such that v0(0) = 1 and ||v0||2∗ = 1. Therefore, again by (47),
∫
Ωα
Gα(Vα) dvhα =
∫
Rn
G(x0, V0) dx+ o(1)
=
∫
Rn
G(x0, t0)v
2
0 dx+ o(1) ,
so that
Aα
∫
Ωα
|∇hαVα|
2 dvhα < 1−mF,G(x0)B
αµ2α
∫
Rn
v20 dx+ o(µ
2
α) . (55)
So, by (54) and (55),
Aα
∫
Ωα
|∇Vα|
2 dx ≤ (56)
1−mF,G(x0)B
αµ2α
∫
Rn
v20 dx+A0(n, F )
Scalg(x0)
6n
µ2α
∫
Rn
|∇v0|
2|x|2 dx+ o(µ2α) .
Note also that (53) can be rewritten as∫
Ωα
Fα(Vα) dx = 1 +MF
Scalg(x0)
6n
µ2α
∫
Rn
v2
∗
0 |x|
2 dx+ o
(
µ2α
)
. (57)
On the other hand, from the equation satisfied by v0,
−A0(n)∆v0 = v
2∗−1
0 ,
we have ∫
Rn
v2
∗
0 |x|
2 dx = A0(n)
∫
Rn
|∇v0|
2|x|2 dx+ 2A0(n)
∫
Rn
v0∇v0 · x dx .
Thus, (57) yields
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∫
Ωα
Fα(Vα) dx = (58)
1 +A0(n, F )
Scalg(x0)
6n
µ2α
(∫
Rn
|∇v0|
2|x|2 dx+ 2
∫
Rn
v0∇v0 · x dx
)
+ o
(
µ2α
)
.
Finally, replacing (56) and (58) in the potential type Euclidean Sobolev inequality(∫
Ωα
Fα(Vα) dx
)2/2∗
≤ Aα
∫
Ωα
|∇Vα|
2 dx ,
we get (
Bα −
n− 2
4(n− 1)
A0(n, F )
mF,G(x0)
Scalg(x0)
)
µ2α + o(µ
2
α) ≤ 0 .
But, this contradicts
lim
α→+∞
Bα =
n− 2
4(n− 1)
A0(n, F )
mF,G(x0)
Scalg(x0) + ε0
3 Continuous dependence of optimal constants
In Subsection 2.1 we derived the continuity of the first optimal constant A0(n, F,G, g) on the pa-
rameters F , G and g, see Proposition 2.2 or Remark 1 on the page 18. There remains to prove
the continuity of the second optimal constant B0(n, F,G, g) such as stated in Theorem 1.1. This
continuity is a strategic one in the proof of Theorems 1.2 and 1.3 and its verification is partly in-
spired in some ideas used in the proof of Proposition 2.7. We should give more emphasis to the main
difficult points in each specific context. Recall us also that Propositions 2.4, 2.6 and 2.7 are essential
ingredients in the proof of Theorem 1.1.
We perform the proof by contradiction. Suppose that B0(n, F,G, g) is discontinuous at some point
(F,G, g) ∈ Fk×Gk×M
n. It means that there exist ε0 > 0 and a sequence (Fα, Gα, gα) ⊂ Fk×Gk×M
n
converging to (F,G, g) such that, for any α > 0,
|B0(n, Fα, Gα, gα)− B0(n, F,G, g)| > ε0 .
Then, at least, one of the following alternatives holds:
B0(n, F,G, g)− B0(n, Fα, Gα, gα) > ε0 or B0(n, Fα, Gα, gα)− B0(n, F,G, g) > ε0 (59)
for infinitely many α. If the first one happens, majoring B0(n, Fα, Gα, gα) by B0(n, F,G, g)− ε0 in
the second sharp potential type Riemannian L2-Sobolev inequality
(∫
M
Fα(U) dvgα
)2/2∗
≤ A0(n, Fα)
∫
M
|∇gαU |
2 dvgα + B0(n, Fα, Gα, gα)
∫
M
Gα(x, U) dvgα ,
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one gets
(∫
M
Fα(U) dvgα
)2/2∗
≤ A0(n, Fα)
∫
M
|∇gαU |
2 dvgα + (B0(n, F,G, g)− ε0)
∫
M
Gα(x, U) dvgα .
Letting now α → +∞ in the inequality above, we clearly derive a contradiction. If the second
alternative holds, from the definition of B0(n, Fα, Gα, gα), we easily deduce that
λα := inf
U∈Λα
Jα(U) < 1 (60)
for any α > 0, where Jα denotes the functional
Jα(U) = A0(n, Fα)
∫
M
|∇gαU |
2 dvgα + (B0(n, F,G, g) + ε0)
∫
M
Gα(x, U) dvgα
defined on Λα = {U ∈ H
1,2
k (M) :
∫
M
Fα(U) dvgα = 1}. By Remark 2.6 of Proposition 2.6, we can
assume that Fα and Gα are of class C
1 and converge, respectively, to F and G and that (60) remains
valid. In particular, Fα, Gα and gα satisfy (26) and (27). By Proposition A.3, (60) leads to the
existence of a minimizer Uα = (u
1
α, . . . , u
k
α) ∈ Λα related to λα. In particular, each map Uα satisfies
−A0(n, Fα)∆gαu
i
α +
1
2
(B0(p, F,G, g) + ε0)
∂Gα
∂ti
(x, Uα) =
λα
2∗
∂Fα
∂ti
(Uα) on M (61)
with i = 1, . . . , k. Moreover, by Proposition A.4, Uα is of class C
1.
Our goal now is to study the behavior of the sequence (Uα) as α tends to +∞. Of course, the
sequence (Uα) is bounded in H
1,2
k (M), and so we can assume that it converges weakly in H
1,2
k (M)
and strongly in Lqk(M) to the map U0 for any 1 ≤ q < 2
∗. Since the sequence (λα) is bounded too,
we can assume that it converges to λ0 ∈ [0, 1]. We first show that λ0 = 1. Otherwise,(∫
M
F (Uα) dvg
)2/2∗
< A0(n, F )
∫
M
|∇gUα|
2 dvg + (B0(n, F,G, g) + ε0)
∫
M
G(x, Uα) dvg
≤ (1 + ε1)
(
A0(n, Fα)
∫
M
|∇gαUα|
2 dvgα + (B0(n, F,G, g) + ε0)
∫
M
Gα(x, Uα) dvgα
)
= (1 + ε1)λα
∫
M
Fα(Uα) dvgα ≤ (1− ε0)
∫
M
F (Uα) dvg ,
which implies (∫
M
F (Uα) dvg
)2/n
>
1
1− ε0
for suitable ε0, ε1 > 0 small and α > 0 large. But this last inequality contradicts the fact that
lim
α→+∞
∫
M
F (Uα) dvg = lim
α→+∞
∫
M
Fα(Uα) dvgα = 1 .
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The next step is to eliminate the case when U0 6= 0. In fact, if this occurs we prove that the sequence
(Uα) is compact in L
2∗
k (M) and this leads us easily to a contradiction. Indeed, assuming that (Uα)
converges strongly to U0 in L
2∗
k (M), we get∫
M
F (U0) dvg = 1 ,
and so, letting α→ +∞ in the equality Jα(Uα) = λα, we arrive at the following contradiction:
A0(n, F )
∫
M
|∇gU0|
2 dvg + (B0(n, F,G, g) + ε0)
∫
M
G(x, U0) dvg ≤ 1
=
(∫
M
F (U0) dvg
)2/2∗
.
In order to establish the compactness of (Uα), we evoke Propositions A.1 and A.2. Let (zj)j∈T ⊂M
be the concentration points furnished in Proposition A.1. Fix k ∈ T and choose a cutoff function
ϕε ∈ C
∞
0 (Bg(zk, 2ε)) such that 0 ≤ ϕε ≤ 1, ϕε = 1 in Bg(zk, ε) and |∇gϕε| ≤
C1
ε
for some constant
C1 > 0 independent of ε. Taking ϕεu
i
α as a test function in the ith equation of the system (61),
integrating by parts and adding all equations, on the one hand,
lim
α→∞
[
k∑
i=1
(
A0(n, Fα)
∫
M
∇gαu
i
α · ∇gα(ϕεu
i
α) dvgα +
1
2
(B0(n, F,G, g) + ε0) (62)
×
∫
M
∂Gα
∂ti
(x, Uα)(ϕεu
i
α) dvgα
)]
= lim
α→∞
(
k∑
i=1
λα
2∗
∫
M
∂Fα
∂ti
(Uα)(ϕεu
i
α) dvgα
)
= lim
α→∞
(
λα
∫
M
Fα(Uα)ϕε dvgα
)
=
∫
M
ϕε dν ,
and, on the other hand,
lim
α→∞
[
k∑
i=1
(
A0(n, Fα)
∫
M
∇gαu
i
α · ∇gα(ϕεu
i
α) dvgα +
1
2
(B0(n, F,G, g) + ε0) (63)
×
∫
M
∂Gα
∂ti
(x, Uα)(ϕεu
i
α) dvgα
)]
= lim
α→∞
(
1
2
A0(n, Fα)
∫
M
∇gα|Uα|
2 · ∇gαϕε dvgα +A0(n, Fα)
∫
M
|∇gαUα|
2ϕε dvgα
+ (B0(n, F,G, g) + ε0)
∫
M
Gα(x, Uα)ϕε dvgα
)
=
1
2
A0(n, F ) lim
α→∞
(∫
M
∇gα|Uα|
2 · ∇gαϕε dvgα
)
+A0(n, F )
∫
M
ϕε dµ
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+ (B0(n, F,G, g) + ε0)
∫
M
G(x, U0)ϕε dvg .
We now let ε→ 0 on the right-hand side of (62) and (63). By Ho¨lder’s inequality, we find as ε→ 0,
lim
α→∞
∣∣∣∣∫
M
∇gα|Uα|
2 · ∇gαϕε dvgα
∣∣∣∣
≤ C0 lim sup
α→∞
(∫
M
|∇gαUα|
2 dvgα
)1/2(∫
Bg(zk ,2ε)\Bg(zk ,ε)
|∇gϕε|
n dvg
)1/n
×
(∫
Bg(zk,2ε)\Bg(zk,ε)
Fα(Uα) dvgα
)1/2∗
≤ C1
[
1
εn
volg (Bg(zk, 2ε) \Bg(zk, ε))
]1/n
lim
α→∞
(∫
Bg(zk,2ε)\Bg(zk,ε)
Fα(Uα) dvgα
)1/2∗
≤ C2
(∫
B(zk ,2ε)\B(zk ,ε)
F (U0) dvg +
∑
j∈T
νjδzj (Bg(zk, 2ε) \Bg(zk, ε))
)1/2∗
→ 0 .
Therefore, from (62) and (63), we derive
νk = A0(n, F )µk .
If µk > 0, by Proposition A.2, one has
µk ≥
1
A0(n, F )
and so, we arrive at the following contradiction:
1 = lim
α→∞
(
A0(n, Fα)
∫
M
|∇gαUα|
2 dvgα + (B0(n, F,G, g) + ε0)
∫
M
Gα(x, Uα) dvgα
)
≥ A0(n, F )
∫
M
|∇gU0|
2 dvg + (B0(n, F,G, g) + ε0)
∫
M
G(x, U0) dvg
+A0(n, F )
∑
j∈T
µj > A0(n, F )µk ≥ 1 .
Here, it was used that U0 6= 0. Therefore, µj = 0 and so, νj = 0 for all j ∈ T . Consequently,∫
M
Fα(Uα)dvgα converges to
∫
M
F (U0)dvg, so that the strong convergence of (Uα) to U0 in L
2∗
k (M)
follows from Proposition A.1. Hence, the remaining of proof consists in showing that U0 = 0 can not
hold. Clearly, if this happens, then the sequence (|Uα|) blows up in L
∞(M), since (Uα) converges to
0 in L2k(M) and
1 =
∫
M
Fα(Uα) dvgα ≤ C0|Uα(xα)|
2∗−2
∫
M
|Uα|
2 dvgα,
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where xα ∈M is a maximum point of |Uα|. We now perform a concentration study for the sequence
(Uα) in order to establish the final contradiction. For this, we will base on part of the strategy used
in the proof of Proposition 2.7. For a concentration point of (Uα) we mean a point x0 ∈M such that
lim sup
α→+∞
∫
Bgα (x0,δ)
|Uα|
2∗ dvgα > 0
for any δ > 0. Note that this notion is a natural extension of the corresponding scalar one.
We now split the main steps of proof into three lemmas.
Lemma 3.1. The concentration points set of the sequence (Uα) is single.
Proof of Lemma 3.1. First it is clear that
lim sup
α→+∞
∫
Bg(x0,δ)
Fα(Uα) dvgα > 0
for some point x0 ∈M and any δ > 0, since Uα ∈ Λα. This is equivalent to say that (Uα) concentrates
at x0, by (26) and (27). The interesting part is indeed to prove the uniqueness of concentration points.
For this, we fix an arbitrary number δ > 0 and set
lim sup
α→+∞
∫
Bg(x0,δ)
Fα(Uα) dvgα = a ∈ (0, 1] .
Mimicking the proof of (21), one easily checks that
−∆gα |Uα| ≤ A0(n, Fα)
−1|Uα|
−1Fα(Uα) on M .
We now take a cutoff function ϕ ∈ C∞0 (Bg(x0, δ)) such that 0 ≤ ϕ ≤ 1, ϕ = 1 in Bg(x0, δ/2) and
|∇gαϕ| ≤ C0 with C0 > 0 independent of α. Let m > 0 be a small number to be chosen later.
Regarding ϕ2|Uα|
m+1 as a test function in the preceding inequality, we can write∫
M
∇gα|Uα| · ∇gα(ϕ
2|Uα|
m+1) dvgα ≤ A0(n, Fα)
−1
∫
M
ϕ2|Uα|
mFα(Uα) dvgα . (64)
Developing the left-hand side of (64), we get
(m+ 1)
∫
M
ϕ2|Uα|
m|∇gα|Uα||
2 dvgα ≤ A0(n, Fα)
−1
∫
M
ϕ2|Uα|
mFα(Uα) dvgα (65)
−
∫
M
|Uα|
m+1∇gα(ϕ
2) · ∇gα|Uα| dvgα .
On the other hand, given ε > 0 one finds a constant Cε > 0, independent of α, such that∫
M
|∇gα(ϕ|Uα|
m+2
2 )|2 dvgα ≤ (1 + ε)
(m+ 2)2
4
∫
M
ϕ2|Uα|
m|∇gα|Uα||
2 dvgα
+Cε||∇gαϕ||
2
∞
∫
M
|Uα|
m+2 dvgα .
Plugging (65) into this, we get
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∫
M
|∇gα(ϕ|Uα|
m+2
2 )|2 dvgα ≤ (1 + ε)
(m+ 2)2
4(m+ 1)
M
−2/2∗
Fα
A0(n)
−1
∫
M
ϕ2|Uα|
mFα(Uα) dvgα (66)
−(1 + ε)
(m+ 2)2
4(m+ 1)
∫
M
|Uα|
m+1∇gα(ϕ
2) · ∇gα|Uα| dvgα + Cε||∇gαϕ||
2
∞
∫
M
|Uα|
m+2 dvgα .
Using now Ho¨lder’s inequality, we derive∫
M
ϕ2|Uα|
mFα(Uα) dvgα =
∫
M
ϕ2|Uα|
mFα(Uα)
2/2∗Fα(Uα)
(2∗−2)/2∗ dvgα (67)
≤M
2/2∗
Fα
∫
M
ϕ2|Uα|
m+2Fα(Uα)
(2∗−2)/2∗ dvgα
≤M
2/2∗
Fα
(∫
M
(ϕ|Uα|
m+2
2 )2
∗
dvgα
)2/2∗ (∫
Bgα (x0,δ)
Fα(Uα) dvgα
)(2∗−2)/2∗
and ∣∣∣∣∫
M
|Uα|
m+1∇gα(ϕ
2) · ∇gα|Uα| dvgα
∣∣∣∣ ≤ 2||∇gαϕ||∞ ∫
M
|Uα|
m+1|∇gαUα| dvgα (68)
≤ 2||∇gαϕ||∞
(∫
M
|∇gαUα|
2 dvgα
)1/2(∫
M
|Uα|
2m+2 dvgα
)1/2
≤ 2M−1/2
∗
Fα
A0(n)
−1/2||∇gαϕ||∞
(∫
M
|Uα|
2m+2 dvgα
)1/2
.
Thanks to the asymptotically sharp L2-Sobolev inequality, for any ε > 0 there exists a positive
constant Bε, independent of α, such that(∫
M
(ϕ|Uα|
m+2
2 )2
∗
dvgα
)2/2∗
≤ (A0(n) + ε)
∫
M
|∇gα(ϕ|Uα|
m+2
2 )|2 dvgα (69)
+Bε
∫
M
|Uα|
m+2 dvgα .
Inserting (67), (68) and (69) into (66), we arrive at
Aα
(∫
M
(ϕ|Uα|
m+2
2 )2
∗
dvgα
)2/2∗
≤ Bα
∫
M
|Uα|
m+2 dvgα + Cα
(∫
M
|Uα|
2m+2 dvgα
)1/2
. (70)
where
Aα = 1− (1 + ε)
(m+ 2)2
4(m+ 1)
A0(n)
−1(A0(n) + ε)
(∫
Bg(x0,δ)
Fα(Uα) dvgα
)(2∗−2)/2∗
,
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Bα = Cε(A0(n) + ε)||∇gαϕ||
2
∞ +Bε
and
Cα = 2(1 + ε)
(m+ 2)2
4(m+ 1)
M
−1/2∗
Fα
A0(n)
−1(A0(n) + ε)||∇gαϕ||∞ .
What we wish prove now is that a = 1. Suppose by contradiction that a < 1. In this case, we choose
ε > 0 and m > 0 small enough such that
Aα ≥ C > 0, m+ 2 ≤ 2
∗, 2m+ 2 ≤ 2∗ and 2 ≤ 2∗ −
m
2∗ − 2
< 2∗ .
With that choice, (70) produces (∫
M
(ϕ|Uα|
m+2
2 )2
∗
dvgα
)2/2∗
≤ C1
for α > 0 large, where C1 > 0 does not depend on α. Using again Ho¨lder’s inequality, we get
∫
Bgα (x0,
δ
4
)
|Uα|
2∗ dvgα =
∫
Bg(x0,
δ
2
)
|Uα|
m+2|Uα|
2∗−2−m dvgα
≤
(∫
M
(ϕ|Uα|
m+2
2 )2
∗
dvgα
)2/2∗ (∫
M
|Uα|
2∗− m
2∗−2 dvgα
)(2∗−2)/2∗
≤ C1
(∫
M
|Uα|
2∗− m
2∗−2 dvgα
)(2∗−2)/2∗
.
Since 2 ≤ 2∗ − m/(2∗ − 2) < 2∗ and (Uα) converges to 0 in L
2
k(M), a simple interpolation scheme
reveals that
lim sup
α→+∞
∫
Bgα (x0,
δ
4
)
|Uα|
2∗ dvgα = 0 ,
contradicting the fact that x0 is a concentration point of (Uα). Therefore, a = 1 and this easily
implies that x0 is the unique concentration point of (Uα).
Lemma 3.2. The sequence (xα) converges to the unique concentration point x0 of (Uα). Furthermore,
for any δ > 0, we have
|Uα| → 0 in C
0(M \Bgα(x0, δ)) .
Proof of Lemma 3.2. Let x˜0 ∈ M be a limit point of (xα). We first prove that (Uα) concentrates
at x˜0. Otherwise, by Lemma 3.1,
lim sup
α→+∞
∫
Bgα (x˜0,2δ)
|Uα|
2∗ dvgα = 0
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for any δ > 0 small enough. Thanks to the estimate (70), there exist constants m1 > 0 and C1 > 0,
independent of α, such that ∫
Bgα (x˜0,2δ)
|Uα|
(m1+2)2
∗
2 dvgα ≤ C1
for α > 0 large. Applying Proposition 2.4, we deduce that
sup
Bgα (x˜0,δ)
|Uα| ≤ C0δ
−n/p
(∫
Bgα (x˜0,2δ)
|Uα|
2∗ dvgα
)1/2∗
→ 0 .
But this clearly contradicts the fact that (|Uα(xα)|) blows up as α tends to ∞, so that x˜0 = x0. For
the remaining conclusion, since for any δ > 0,
lim sup
α→+∞
∫
M\Bgα (x0,
δ
2
)
|Uα|
2∗ dvgα = 0 ,
going back to (70), we obtain other positive constants m2 and C2, independent of α, such that∫
M\Bgα (x0,
δ
2
)
|Uα|
(m2+2)2
∗
2 dvgα ≤ C2 .
Evoking again Proposition 2.4, we end up with
sup
M\Bgα (x0,δ)
|Uα| ≤ C3
(∫
M\Bgα (x0,
δ
2
)
|Uα|
2∗ dvgα
)1/2∗
→ 0 .
With this lemma at hand, we establish the following concentration estimate of kind L2:
Lemma 3.3. For any δ > 0,
lim
α→+∞
∫
M\Bgα (xα,δ)
|Uα|
2 dvgα∫
M
|Uα|2 dvgα
= 0 .
Proof of Lemma 3.3. Thanks to Lemma 3.2, Proposition 2.4 applied to the system (61) produces
∫
M\Bgα (xα,δ)
|Uα|
2 dvgα ≤
(
sup
M\Bgα (xα,δ)
|Uα|
)(∫
M\Bgα (xα,δ)
|Uα| dvgα
)
(71)
≤ C0||Uα||L2
k
(M)
∫
M
|Uα| dvgα .
Mimicking the computation of (21) to (61), one has
−A0(n, Fα)∆gα |Uα|+ (B0(n, F,G, g) + ε0) |Uα|
−1Gα(x, Uα) ≤ |Uα|
−1Fα(Uα) .
Integrating now this inequality over M and using the fact that Fα and Gα satisfy (27), we get
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∫
M
|Uα| dvgα ≤ C1
∫
M
|Uα|
2∗−1 dvgα ,
where C1 > 0 does not depend on α. Replacing this inequality in (71), one arrives at∫
M\Bgα (xα,δ)
|Uα|
2 dvgα ≤ C0C1||Uα||L2k(M)||Uα||
2∗−1
L2
∗
−1
k
(M)
We now analyze two possibilities. If 2∗ − 1 ≤ 2, Ho¨lder’s inequality provides∫
M\Bgα (xα,δ)
|Uα|
2 dvgα ≤ C2||Uα||L2k(M)||Uα||
2∗−1
L2
k
(M)
,
so that ∫
M\Bgα (xα,δ)
|Uα|
2 dvgα∫
M
|Uα|2 dvgα
≤ C2||Uα||
2∗−2
L2
k
(M)
→ 0 .
Otherwise, if 2∗ − 1 > 2, an interpolation inequality combined with the fact that Uα ∈ Λα readily
yield ∫
M\Bgα (xα,δ)
|Uα|
2 dvgα∫
M
|Uα|2 dvgα
≤ C3||Uα||
2∗−3
2∗−2
L2
k
(M)
→ 0 .
This ends the proof.
Conclusion of the proof of Theorem 1.1. Our aim here is to complete the proof of Theorem 1.1
by seeking a final contradiction. By Proposition 2.7, for each ε > 0 there exists a constant r0 > 0
such that, for any map U ∈ C10,k(Bgα(x0, r0)) and α > 0 large,
(∫
M
Fα(U) dvgα
)2/2∗
≤ A0(n, Fα)
∫
M
|∇gαU |
2 dvgα + Bε(Fα, Gα, gα)
∫
M
Gα(x, U) dvgα , (72)
with
Bε(Fα, Gα, gα) :=
n− 2
4(n− 1)
A0(n, Fα)
mFα,Gα(x0)
Scalgα(x0) + ε ,
where
mFα,Gα(x) := min
t∈XFα
Gα(x, t) ,
and XFα = {t ∈ S
k−1 : Fα(t) = MFα}. Choose now 0 < ε < ε0 and consider a cutoff function
ϕα ∈ C
∞(Bgα(xα, r0)) with 0 ≤ ϕα ≤ 1, ϕα = 1 in Bgα(xα, r0/2) and |∇gαϕα| ≤ C0, where C0 > 0
does not depend on α. Taking ϕ2αu
i
α as a test function in the ith equation of (61), integrating by
parts and adding all equations, one easily checks that
A0(n, Fα)
∫
M
|∇gα(ϕαUα)|
2 dvgα + (B0(n, F,G, g) + ε0)
∫
M
Gα(x, Uα)ϕ
2
α dvgα (73)
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= λα
∫
M
Fα(Uα)ϕ
2
α dvgα +A0(n, Fα)
∫
M
|∇gαϕα|
2|Uα|
2 dvgα .
Plugging (73) into (72), we derive
(∫
M
Fα(Uα)ϕ
2∗
α dvgα
)2/2∗
+ (B0(n, F,G, g)− Bε(Fα, Gα, gα) + ε0)
∫
M
Gα(x, Uα)ϕ
2
α dvgα (74)
≤
∫
M
Fα(Uα)ϕ
2
α dvgα +A0(n, Fα)
∫
M
|∇gαϕα|
2|Uα|
2 dvgα .
On the other hand, by Ho¨lder’s inequality,∫
M
Fα(Uα)ϕ
2
α dvgα =
∫
M
Fα(Uα)
(2∗−2)/2∗Fα(Uα)
2/2∗ϕ2α dvgα
≤
(∫
M
Fα(Uα) dvgα
)(2∗−2)/2∗ (∫
M
Fα(Uα)ϕ
2∗
α dvgα
)2/2∗
=
(∫
M
Fα(Uα)ϕ
2∗
α dvgα
)2/2∗
and, by Proposition 2.3,
B0(n, F,G, g)mF,G(x0) ≥
n− 2
4(n− 1)
A0(n, F )Sg(x0) .
So, (74) yields
[
n− 2
4(n− 1)
(
A0(n, F )
mF,G(x0)
Scalg(x0)−
A0(n, Fα)
mFα,Gα(x0)
Scalgα(x0)
)
+ ε0 − ε
] ∫
M
Gα(x, Uα)ϕ
2
α dvgα
≤ A0(n, Fα)
∫
M
|∇gαϕα|
2|Uα|
2 dvgα ,
which implies that ∫
M\Bgα (xα,r0/2)
|Uα|
2 dvgα∫
M
|Uα|2 dvgα
≥ C1
for α > 0 large, where C1 > 0 does not depend on α. Of course, this fact contradicts Lemma 3.3 and
so we finish the proof of Theorem 1.1.
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4 The vector duality
In this section we prove Theorem 1.2 which concerns the duality between the existence of extremal
maps to (11) and the exact value of B0(n, F,G, g) for general potential functions. The proof of this
result goes in a similar spirit of the preceding proof, except that Theorem 1.1 plays a crucial role.
Let (F,G, g) ∈ Fk × Gk ×M
n. The conclusion readily follows if
B0(n, F,G, g)G(x0, t0) =
n− 2
4(n− 1)
A0(n, F )Sg(x0)
for some x0 ∈ M and a maximum point t0 of F on S
k−1. Otherwise, we can assume that, for any
x ∈M ,
B0(n, F,G, g) ≥
n− 2
4(n− 1)
A0(n, F )
mF,G(x)
Sg(x) + ε0 (75)
for some ε0 > 0 small. In this case, we choose a sequence (α) converging to B0(n, F,G, g) with
α < B0(n, F,G, g). By Proposition 2.6, there exist sequences (Fα) ⊂ Fk and (Gα) ⊂ Gk of potential
functions of C1 class converging, respectively, to F and G as α→ B0(n, F,G, g). In particular, (Fα)
and (Gα) satisfy (27) for α near enough B0(n, F,G, g). By Theorem 1.1, we can also assume
α < B0(n, Fα, Gα, g) . (76)
Given α > 0, we consider the functional
Jα(U) = A0(n, Fα)
∫
M
|∇gU |
2 dvg + α
∫
M
Gα(x, U) dvg
defined on Λα = {U ∈ H
1,2
k (M) :
∫
M
Fα(U) dvg = 1}, and its respective infimum
λα := inf
U∈Λα
Jα(U) . (77)
Since (76) leads readily to λα < 1, it follows that λα is achieved by a map Uα = (u
1
α, . . . , u
k
α) ∈ Λα,
by Proposition A.3. In particular, the map Uα satisfies
−A0(n, Fα)∆gu
i
α +
α
2
∂Gα
∂ti
(x, Uα) =
λα
2∗
∂Fα
∂ti
(Uα) on M , (78)
which in turn implies C1 regularity of Uα, by Proposition A.4. Proceeding exactly as in the proof of
Theorem 1.1, up to a subsequence, (λα) converges to 1 and (Uα) converges weakly in H
1,2
k (M) and
strongly in Lqk(M) to a map U0 for any 1 ≤ q < 2
∗. Moreover, we claim that U0 6= 0. In fact, as
in the previous proof, the nullity of U0 lead to conclusions of Lemmas 3.1, 3.2 and 3.3 for (Uα). In
particular, if xα ∈M is a maximum point of |Uα|, we then can assume that (xα) converges to a point
x0 and, for any δ > 0,
lim
α→B0(n,F,G,g)
∫
M\Bg(xα,δ)
|Uα|
2 dvg∫
M
|Uα|2 dvg
= 0 . (79)
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We now fix 0 < ε < ε0 and apply Proposition 2.7 to Fα, Gα and g in order to obtain the local
sharp inequality provided there for some radius r0 > 0. We then choose a cutoff function ϕα ∈
C∞(Bg(xα, r0)) with 0 ≤ ϕα ≤ 1, ϕα = 1 in Bg(xα, r0/2) and |∇gϕα| ≤ C0, where C0 > 0 does not
depend on α, and work with the test function ϕ2αu
i
α in (78). After some manipulations as those ones
done in the final part of the proof of Theorem 1.1, we deduce that
(α− Bε(Fα, Gα, g))
∫
M
Gα(x, Uα)ϕ
2
α dvg ≤ A0(n, Fα)
∫
M
|∇gϕα|
2|Uα|
2 dvg .
From (81) and the definition of Bε(Fα, Gα, g) in Proposition 2.7, we find a constant C1 > 0 such that∫
M\Bg(xα,r0/2)
|Uα|
2 dvg∫
M
|Uα|2 dvg
≥ C1
for α near enough B0(n, F,G, g). But this last inequality obviously contradicts (79) and, consequently,
one has U0 6= 0. We wish to prove that U0 is an extremal map to (11). Evoking Propositions A.1 and
A.2 in exactly as done in the proof of Theorem 1.1, we derive the compactness of (Uα) in L
2∗
k (M).
In particular, ∫
M
F (U0) dvg = 1 ,
since Uα ∈ Λα. Letting now α→ B0(n, F,G, g) in the equality
A0(n, Fα)
∫
M
|∇gUα|
2 dvg + α
∫
M
Gα(x, Uα) dvg = λα ,
we discover that
A0(n, F )
∫
M
|∇gU0|
2 dvg + B0(n, F,G, g)
∫
M
Gα(x, U0) dvg ≤ 1 .
Therefore, U0 is an extremal map to (11) and the proof is concluded.
5 Compactness of extremal maps
This section is devoted to the compactness problem of extremal maps to (11). We shall establish a
general result of L2
∗
k and C
0
k compactness such as stated in Theorem 1.3. The proof of the first part
of this result is quite delicate due to the complete absence of smoothness assumptions. In particular,
our extremal maps do not solve systems of kind (15). Our great challenging here is to prove that
versions of Lemmas 3.1, 3.2 and 3.3 hold in the present context.
We recall that, by assumption, ((Fα, Gα, gα)) converges to (F,G, g) in Fk×Gk×M
n as α→ +∞
and (F,G, g) satisfies, for any x ∈M ,
B0(n, F,G, g) >
n− 2
4(n− 1)
A0(n, F )
mF,G(x)
Sg(x) . (80)
So, by Theorem 1.1, we can take a constant ε0 > 0 such that
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B0(n, Fα, Gα, gα) ≥
n− 2
4(n− 1)
A0(n, Fα)
mFα,Gα(x)
Sgα(x) + ε0 (81)
for any x ∈M and α > 0 large. Consider a sequence (Uα) of extremal maps with Uα ∈ Ek(Fα, Gα, gα),
namely Uα satisfies
∫
M
Fα(Uα)dvgα = 1 and
A0(n, Fα)
∫
M
|∇gαUα|
2 dvgα + B0(n, Fα, Gα, gα)
∫
M
Gα(x, Uα) dvgα = 1 .
Our initial target is to show the L2
∗
k -compactness of (Uα). From the equality above and from the
continuity of A0(n, F ) on F and B0(n, F,G, g) on (F,G, g), we easily deduce that (Uα) is bounded
in H1,2k (M). In particular, (Uα) converges weakly in H
1,2
k (M) and strongly in L
q
k(M) to U0 for any
1 ≤ q < 2∗. We first discard the case when U0 = 0. Note that the maps Uα minimize the non-smooth
functionals
Jα(U) = A0(n, Fα)
∫
M
|∇gαU |
2 dvgα + B0(n, Fα, Gα, gα)
∫
M
Gα(x, U) dvgα (82)
on Λα = {U ∈ H
1,2
k (M) :
∫
M
Fα(U)dvgα = 1}. In particular, t = 0 is a minimum point of
f(t) := Jα(
(1 + tϕ)Uα(∫
M
Fα((1 + tϕ)Uα)dvgα
)1/2∗ ) .
Using now the 2∗-homogeneity of Fα and the 2-homogeneity of Gα, we can differentiate at t = 0.
Straightforward computation furnishes
0 = f ′(0) =
∫
M
∇gαUα · ∇gα(ϕUα) dvgα + B0(n, Fα, Gα, gα)
∫
M
Gα(x, Uα)ϕ dvgα (83)
−
∫
M
Fα(Uα)ϕ dvgα
for all ϕ ∈ C1(M). Mimicking the proof of Proposition 2.5, we also have∫
M
∇gα|Uα| · ∇gαϕ dvgα ≤
∫
M
|Uα|
−1Fα(U)ϕ dvgα (84)
for all nonnegative function ϕ ∈ C1(M).
If U0 = 0, thanks to (84), we can develop a concentration study on (Uα) in a similar spirit as in
the proof of Theorem 1.1 without using maximum points of |Uα|. Precisely, Lemmas 3.1, 3.2 and
3.3 hold for (Uα) in the sense following: the sequence (Uα) concentrates at a unique point x0, (|Uα|)
converges to 0 in L∞loc(M \ {x0}) as α→ +∞ and, for any δ > 0,
lim
α→+∞
∫
M\Bgα (x0,δ)
|Uα|
2 dvgα∫
M
|Uα|2 dvgα
= 0 . (85)
We now argue as in the conclusion of the proof of Theorem 1.2. Let 0 < ε < ε0 fixed and r0 > 0 be
the radius provided in Proposition 2.7 when applied to ε, Fα, Gα and gα. Consider a cutoff function
ϕα ∈ C
∞(Bgα(x0, r0)) with 0 ≤ ϕα ≤ 1, ϕα = 1 in Bgα(x0, r0/2) and |∇gαϕα| ≤ C0, where C0 > 0
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does not depend on α. Choosing ϕ = ϕ2α in (83) and repeating some simple manipulations, we easily
check that
(B0(n, Fα, Gα, gα)− Bε(Fα, Gα, gα))
∫
M
Gα(x, Uα)ϕ
2
α dvgα ≤ A0(n, Fα)
∫
M
|∇gαϕα|
2|Uα|
2 dvgα .
By (81) and the definition of Bε(Fα, Gα, gα), we arrive at∫
M\Bgα (xα,r0/2)
|Uα|
2 dvgα∫
M
|Uα|2 dvgα
≥ C1
for some constant C1 > 0 and α > 0 large, which contradicts (85). Thus, U0 6= 0. Again, thanks to
(83) and Theorem 1.1, we can proceed in exactly the same way as in the proof of Theorem 1.1 with
the aid of Propositions A.1 and A.2, in order to establish the compactness of (Uα) in L
2∗
k (M).
Suppose further that ((Fα, Gα, gα)) converges to (F,G, g) in C
1
loc(R
k) × C0(M,C1loc(R
k)) ×Mn.
In this case, the maps Uα are critical points of the functionals Jα. In other words, these maps satisfy
the systems
−A0(n, Fα)∆gαu
i
α +
1
2
B0(n, Fα, Gα, gα)
∂Gα
∂ti
(x, Uα) =
1
2∗
∂Fα
∂ti
(Uα)
and so are of class C1, by Proposition A.4. Moreover, by standard elliptic estimates, the C0k-
compactness of (Uα) clearly follows from a uniform estimate for the sequence (|Uα|). In what follows,
we focus our attention on this last point.
Let xα ∈ M be a maximum point of |Uα| and assume by contradiction that (|Uα(xα)|) blows up
as α → +∞. Consider exponential charts expxα centered at xα with respect to the metrics gα and
let δ > 0 be a small number such that expxα are diffeomorphisms from B(0, δ) ⊂ R
n onto Bgα(xα, δ)
for any α > 0 large. Define now the metrics hα and the maps Vα on the open ball Ωα = B(0, µ
−1
α δ)
by
hα(x) =
(
exp∗xα gα
)
(µαx)
and
Vα(x) = µ
n/2∗
α Uα
(
expxα(µαx)
)
,
where
µα = |Uα(xα)|
−2∗/n .
Clearly, the maps Vα = (v
1
α, . . . , v
k
α) satisfy the systems
−A0(n, Fα)∆hαv
i
α +
µ2α
2
B0(n, Fα, Gα, gα)
∂Gα
∂ti
(expxα(µαx), Vα) =
1
2∗
∂Fα
∂ti
(Vα) on B(0, µ
−1
α δ) .
50
Some facts that deserve attention are: (hα)ij converges to ξij in C
1
loc(R
n) andA0(n, Fα), B0(n, Fα, Gα, gα),
|Vα|,
∂Gα
∂ti
(expxα(µαx), Vα) and
∂Fα
∂ti
(Vα) are bounded for α > 0 large. So, usual elliptic estimates ap-
plied to the above system imply that Vα converges to V0 in C
1
k,loc(R
n). Letting then α→ +∞ in the
system above, we derive
−A0(n, F )∆v
i
0 =
1
2∗
∂F
∂ti
(V0) on R
n . (86)
In addition, we have |V0(0)| = 1 since |Vα(0)| = 1 for all α. On the other hand, since (Uα) converges
to U0 in L
2∗
k (M), there exists a nonnegative function f0 ∈ L
2∗(M) such that |Uα| ≤ f0 on M for
α > 0 large. Consequently, for any R > 0,∫
B(0,R)
|V0|
2∗ dx = lim
α→+∞
∫
B(0,R)
|Vα|
2∗ dvhα = lim
α→+∞
∫
Bgα (xα,Rµα)
|Uα|
2∗ dvgα
≤ lim
α→+∞
∫
Bgα (xα,Rµα)
f 2
∗
0 dvgα = 0 ,
so that V0 = 0, which contradicts the fact that |V0(0)| = 1. This finally completes the proof.
6 Examples and counter-examples
This section is devoted to some examples of existence and non-existence of extremal maps, lack of
compactness of the set Ek(F,G, g) and the lost of continuity of the second best constant. We start
this section given bounds for the second best constant B0(n, F,G, g) in relation to the scalar one
B0(n, 1, g). These bounds are used in the building of examples and counter-examples.
Proposition 6.1. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3 and let t0 ∈
Sk−1 be such that F (t0) = MF . Then,
M
2/2∗
F B0(n, 1, g)
maxx∈M G(x, t0)
≤ B0(n, F,G, g) ≤
M
2/2∗
F B0(n, 1, g)
mG
(87)
where
mG = min
M×Sk−1
G .
In particular, if t0 ∈ S
k−1 is such that F (t0) = MF and mG = max
x∈M
G(x, t0), then
B0(n, F,G, g) =
M
2/2∗
F B0(n, 1, g)
mG
.
Proof of Proposition 6.1. Proposition 2.2 implies that
(∫
M
F (U) dvg
) 2
2∗
≤ A0(n, F )
∫
M
|∇gU |
2 dvg + B0(2, F, G, g)
∫
M
G(x, U) dvg ,
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for all U ∈ H1,2k (M). Hence, taking U = ut0 with u ∈ H
1,2(M), we obtain
(∫
M
|u|2
∗
dvg
) 2
2∗
≤ A0(n)
∫
M
|∇gu|
2 dvg + B0(n, F,G, g)M
−2/2∗
F max
x∈M
G(x, t0)
∫
M
|u|2 dvg .
From definition of B0(n, 1, g), we find
B0(n, F,G, g) ≥
M
2/2∗
F B0(n, 1, g)
maxx∈M G(x, t0)
. (88)
Another hand, from the proof of Proposition 2.2, we have
(∫
M
F (U) dvg
) 2
2∗
≤ A0(n, F )
∫
M
|∇gU |
2 dvg +
M
2/2∗
F B0(n, 1, g)
mG
∫
M
G(x, U) dvg
for all U ∈ H1,2k (M). Then, from definition of B0(n, F,G, g),
B0(n, F,G, g) ≤
M
2/2∗
F B0(n, 1, g)
mG
. (89)
Combining (88) and (89), we find (87).
The first examples are on the existence and non-existence of extremal maps.
Example 1. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3 such that
B0(n, 1, g) =
n− 2
4(n− 1)
A0(n)max
M
Sg
and (6) admit an extremal function. Consider the functionG : M×Rk → R, G(x, t) =
∑k
i,j=1Aij(x)|ti||tj|,
where the functions Aij ’s are nonnegative and continuous. Assume also that, for some i0, Ai0i0 > 0
does not depends of x and Aii ≥ Ai0i0 for all i. Clearly,
Ai0i0 |t|
2 ≤
k∑
i=1
Aii(x)|ti|
2 ≤
∑
i,j
Aij(x)|ti||tj| .
Thus, mG = Ai0i0 . Let F : R
k → R be a 2∗-homogeneous, continuous and positive function such that
F (ei0) = MF , where ei0 is the i0-element of the standard bases of R
k . Hence, from the Proposition
6.1,
B0(n, F,G, g) =
M
2/2∗
F B0(n, 1, g)
Ai0i0
.
If u0 ∈ H
1,2(M) is an extremal function of (6), then U = u0ei0 is an extremal map of (11). Then,
this example shows that (I)∗ and (II)∗, in the Theorem 1.2, can happen in the same time.
Example 2. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3. Consider a
2-homogeneous, continuous and positive G : M × Rk → R that does not depends of x. Choose
t0 ∈ S
k−1
2 such that mG = G(t0), and a linear injective transformation A : R
k → Rk such that
A(t1) = t0, where t1 ∈ S
k−1 satisfies F (t1) = MF . Hence, from Proposition 6.1, the inequality (11)
with F ◦ A, possesses an extremal map, if (6) possesses an extremal function.
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The following example is on the non-existence of extremal maps.
Example 3. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3 such that
B0(n, 1, g) =
n− 2
4(n− 1)
A0(n)max
M
Sg
and (6) possesses an extremal function. Consider the function G : M × Rk → R, G(x, t) =∑k
i,j=1Aij(x)|ti||tj|, where the functions Aij ’s are nonnegative and continuous. Assume also that, for
some i0, Ai0i0 > 0 does not depends of x and Aii ≥ Ai0i0 for all i. Clearly,
Ai0i0 |t|
2 ≤
k∑
i=1
Aii(x)|ti|
2 ≤
∑
i,j
Aij(x)|ti||tj| .
Thus, mG = Ai0i0 . Let F : R
k → R be a 2∗-homogeneous, continuous and positive function such that
F (ei0) = MF , where ei0 is the i0-element of the standard bases of R
k . Hence, from the Proposition
6.1,
B0(n, F,G, g) =
M
2/2∗
F B0(n, 1, g)
Ai0i0
.
Suppose, by contradiction, that exists an extremal map U0 for the inequality (11). Hence,
B0(n, F,G, g)
∫
M
k∑
i,j=1
Aij |u
i
0||u
j
0| dvg =
(∫
M
F (U0) dvg
) 2
2∗
−A0(n, F )
∫
M
|∇gU0|
2 dvg
≤ M
2/2∗
F
k∑
i=1
(∫
M
|ui0|
2∗ dvg
) 2
2∗
−A0(n, F )
∫
M
|∇gU0|
2 dvg
≤ A0(n, F )
k∑
i=1
∫
M
|∇ui0|
2 dvg +M
2/2∗
F B0(n, 1, g)
k∑
i=1
∫
M
|ui0|
2 dvg
−A0(n, F )
∫
M
|∇gU0|
2 dvg ≤
M
2/2∗
F B0(n, 1, g)
Ai0i0
∫
M
k∑
i,j=1
Aij|u
i
0||u
j
0| dvg ,
since
Ai0i0
k∑
i=1
|ui0|
2 ≤
k∑
i,j=1
Aij |u
i
0||u
j
0| .
This implies that
k∑
i=1
(∫
M
|ui0|
2∗ dvg
) 2
2∗
= A0(n)
k∑
i=1
∫
M
|∇gu
i
0|
2 dvg +B0(n, 1, g)
∫
M
k∑
i=1
|ui0|
2 dvg . (90)
Independently, it follows, from the inequality (6), that
(∫
M
|ui0|
2∗ dvg
) 2
2∗
≤ A0(n)
∫
M
|∇gu
i
0|
2 dvg +B0(n, 1, g)
∫
M
|ui0|
2 dvg , (91)
53
for all i. Then, from (90) and (91), there exists j ∈ {1, ..., k} such that uj0 6= 0 and(∫
M
|uj0|
2∗ dvg
) 2
2∗
= A0(n)
∫
M
|∇gu
j
0|
2 dvg +B0(n, 1, g)
∫
M
|uj0|
2 dvg .
This is not possible, since (6) does not possesses extremal function.
Next we give an example on lack of compactness of the set Ek(F,G, g).
Example 4. Consider the standard sphere (Sn, h). Note that
B0(n, 1, h) =
n− 2
4(n− 1)
A0(n)max
Sn
Sh .
Given p0 ∈ S
n and β > 1 real, define the function
up0,β(p) = (β
2 − 1)
n−2
4 ω
− 1
2∗
n (β − cos r(p))
1−n
2 ,
where r(p) = dh(p, p0). It is easily to see that up0,β is an extremal function for the inequality (6) and
||up0,β||2∗ = 1. Observe that
up0,β(p0)→∞
as β → 1. Thus, if we choose F and G as in the Example 1 such that MF = 1, the compactness does
not holds. Just use the sequence of maps Uβ = up0,βt0. This lack of compactness is possible because
here we have
Ai0i0B0(n, F,G, h) =
n− 2
4(n− 1)
A0(n, F )max
M
Sh .
Next we give an example on the lost of continuity of the second best constant.
Example 5. Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 4. Consider a
sequence (fα)α ⊂ C
∞(M) of positive functions converging to the constant function f0 = 1 in L
p(M),
p > n, such that maxM fα → +∞. Let uα ∈ C
∞(M), uα > 0, be the unique solution of
−
4(n− 1)
n− 2
∆gu+ u = fα .
From the classical elliptic Lp theory, it follows that (uα)α is bounded in H
p
2 (M), where H
p
2 (M)
stands for the second order Lp-Sobolev space on M , so that uα converges to u0 in C
1,β(M) for some
0 < β < 1. Moreover, u0 = 1, since fα converges to 1 in L
p(M) and the constant function 1 is
the unique solution of the limit problem. Therefore, gα = u
2∗−2
α g is a smooth Riemannian metric
converging to g in the C1,β-topology. Note also that there exists a constant c > 0, independent of α,
such that
Sgα = (−
4(n− 1)
n− 2
∆guα + Sguα)u
1−2∗
α ≥ fαu
1−2∗
α − cu
2−2∗
α ,
so that maxM Sgα → +∞. On the other hand, for n ≥ 4, we have the lower bound
54
B0(n, 1, gα) ≥
n− 2
4(n− 1)
A0(n)max
M
Sgα,
so that B0(n, 1, gα)→ +∞. In particular, B0(n, 1, gα) 6→ B0(n, 1, g). Thus, if we choose F and G as
in the Example 1, we have
Ai0i0B0(n, F,G, gα) ≥
n− 2
4(n− 1)
A0(n, F )max
M
Sgα
and, consequently, B0(n, F,G, gα) 6→ B0(n, F,G, g).
Acknowledgments: Both authors were partially supported by CNPq and Fapemig. The authors
are indebted to Prof. Hebey for his valuable comments concerning this work.
A Appendix
A.1 A generalized Bre´zis-Lieb lemma
We will prove a vector version of the Bre´zis-Lieb Lemma [9] with low regularity. Indeed, below we
assume no regularity conditions on the function F besides continuity. The result is precisely
Proposition A.1. Let (M, g) be a smooth Riemannian manifold of dimension n ≥ 2 and F : Rk → R
be a p-homogeneous, positive and continuous function with 0 < p < ∞. Suppose that (
∫
M
|Uα|
pdvg)
is a bounded sequence and Uα → U a.e. on M . Then
lim
n→∞
∫
M
(F (Un)− F (Un − U)) dvg =
∫
M
F (U)dvg .
Proof of Proposition A.1. First, we claim that given ε > 0 there exists a constant C(ε) such that
for all t, s ∈ Rk, we have
|F (s+ t)− F (s)| ≤ ε|s|p + C(ε)|t|p. (92)
Indeed, the continuity of F implies that for each ε > 0 there exists δ(ε) > 0 such that
|F (s+ t)− F (s)| ≤ ε, ∀|t| < δ(ε) ,
where we restrict F to the ball B2(0). Without loss of generality we can assume δ(ε) < 1. Define
M = max
B2(0)
F and C(ε) = M
δ(ε)p
. If |s|
|t|
≤ 1,
∣∣∣∣F ( s|t| + t|t|
)
− F
(
s
|t|
)∣∣∣∣ ≤ M
≤
M
δ(ε)p
+ ε
|s|p
|t|p
.
If δ(ε) ≤ |t|
|s|
≤ 1,
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∣∣∣∣F ( s|s| + t|s|
)
− F
(
s
|s|
)∣∣∣∣ ≤ M
=
M
δ(ε)p
δ(ε)p
≤
M
δ(ε)p
|t|p
|s|p
+ ε .
If |t|
|s|
≤ δ(ε),
∣∣∣∣F ( s|s| + t|s|
)
− F
(
s
|s|
)∣∣∣∣ ≤ ε
≤ ε+
M
δ(ε)p
|t|p
|s|p
.
Thus, from the p-homogeneity of F we obtain (92). Now, we define Vα = Uα −U and the functional
Hαε (x) = (|F (Uα(x))− F (Vα(x))− F (U(x))| − ε|Vα(x)|
p)+ ,
where (u)+ = max(u, 0). Observe that Vα → 0 a.e. on M , and F (0) = 0: if λ > 0 and x ∈ R
k, we
have:
F (0) = lim
λ→0+
F (λx) = lim
n→0
λpF (x) = 0 .
Hence, if α→∞, we obtain
F (Vα(x))→ F (0) = 0 ,
since F is a continuous function, and
Hαε → 0
a.e. on M . Another hand,
|F (Uα)− F (Vα)− F (U)| ≤ |F (Uα)− F (Vα)|+ |F (U)| .
Putting s = Vα and t = U in (92), we find
|F (Uα)− F (Vα)| = |F (s+ t)− F (s)| ≤ ε|Vα|
p + C(ε)|U |p .
Thus,
|F (Uα)− F (Vα)− F (U)| ≤ ε|Vα|
p + C(ε)|U |p + |F (U)|
and consequently
Hαε ≤ C(ε)|U |
p + |F (U)| .
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Since (C(ε)|U |p + |F (U)|) ∈ L1(M), it follows from the Lebesgue’s convergence Theorem that∫
M
Hαε dvg → 0
as α→∞. From definition of Hαε , we have
Hαε (x) ≥ |F (Uα(x))− F (Vα(x))− F (U(x))| − ε|Vα(x)|
p ,
so that
|F (Uα)− F (Vα)− F (U)| ≤ ε|Vα|
p +Hαε .
Hence,
Iα =
∫
M
|F (Uα)− F (Vα)− F (U)| dx ≤
∫
M
(ε|Vα|
p +Hαε )dvg
and
lim
α→∞
Iα ≤ lim
α→∞
∫
M
ε|Vα|
pdvg + lim
α→∞
∫
M
Hαε dvg = ε lim
α→∞
∫
M
|Vα|
pdvg = εC˜ .
Note that the constant C˜ comes from the limitation of the sequence (Uα) in L
p
k(M). Letting ε→ 0
we obtain the desired conclusion.
A.2 A concentration-compactness principle
In this section, we prove a version of the Lions’s concentration-compactness principle [30] for vector
valued maps. Such a result is an application of the generalized Bre´zis-Lieb lemma proved in the
preceeding section. Let ((Fα, Gα, gα)) be a sequence converging to (F,G, g) in Fk × Gk ×M
n.
Proposition A.2. Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3 and
((Fα, Gα)) be a sequence converging to (F,G) in Fk × Gk. If (Uα)α ⊂ H
1,2(M) is a sequence such
that
Uα ⇀ U in H
1,2(M),
|∇gUα|
2 dvg ⇀ µ,
Fα(Uα) dvg ⇀ ν
as α → ∞, where µ and ν are bounded nonnegative measures, then there exist at most a countable
set {xj}j∈T and positive numbers {µj}j∈T e {νj}j∈T such that
µ ≥ |∇gU |
2 dvg +
∑
j∈T
µjδxj , ν = F (U) dvg +
∑
j∈T
νjδxj
with A0(n, F )µj ≥ ν
2/2∗
j for all j ∈ T , where δxj denotes the Dirac mass centered at xj.
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Proof of Proposition A.2. SetWα = Uα−U , so thatWα ⇀ 0 inH
1,2(M). Define θ = ν−F (U) dvg.
By the generalized Brezis-Lieb lemma,
F (Wα)dvg ⇀ θ .
In addition, up to a subsequence, we have
|∇Wα|
2
g dvg ⇀ λ
for some bounded nonnegative measure λ. We have only to show that there hold reverse Ho¨lder
inequalities for the measure θ with respect to λ. The rest of the proof is standard. Taking V = ϕWα,
where ϕ ∈ C1(M), one finds(∫
M
|ϕ|2
∗
F (Wα) dvg
)2/2∗
≤ A0(n, F )
∫
M
|∇g(ϕWα)|
2 dvg + C
∫
M
|ϕWα|
2 dvg
≤ A0(n, F )
∫
M
|ϕ|2|∇gWα|
2 dvg + C
k∑
i=1
∫
M
|ϕ∇gW
i
α||W
i
α∇gϕ| dvg
+C
∫
M
|∇gϕ|
2|Wα|
2 dvg +D
∫
M
|ϕ|2|Wα|
2 dvg
≤ A0(n, F )
∫
M
|ϕ|2|∇gWα|
2 dvg + C˜max
M
{
|∇gϕ|
2 + |ϕ|2
}∫
M
|Wα|
2 dvg .
Since ||Wα||2 → 0 as α→∞, it follows from the previous inequality that(∫
M
|ϕ|2
∗
dθ
)2/2∗
≤ A0(n, F )
∫
M
|ϕ|2 dλ .
Thus, (∫
M
|ϕ|2
∗
dθ
)2/2∗
≤ A0(n, F )
∫
M
|ϕ|2 dλ .
Then, for all Φ ∈ C1k(M), the reverse Ho¨lder inequality(∫
M
F (Φ) dθ
)2/2∗
≤ A0(n, F )
∫
M
F (Φ)2/2
∗
dλ
holds.
A.3 Minimizing solutions
Here we assume that the potential functions F and G are of class C1. Consider the functional
I : H1,2k (M)→ R given by
I(U) =
∫
M
|∇U |2dvg +
∫
M
G(x, U)dvg
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for all U ∈ H1,2k (M). Define
µg,k = inf
U∈S1,2
k
(M)
I(U) ,
where
EkF = {U ∈ H
1,2
k (M) :
∫
M
F (U)dvg = 1} .
This section is devoted to the systems
−∆gui +
λ
2
∂G(x, U)
∂ti
=
1
2∗
∂F (U)
∂ti
on M, i = 1, . . . , k (S)
We give a sufficient condition for the existence of a solution to this system.
Proposition A.3. Assume that µg,k < A0(n, F )
−1. Then there exists a minimizer U ∈ EkF for µg,k.
Namely, there exists U ∈ EkF such that I(U) = µg,k. In particular, U = (u1, ..., uk) is a solution of
the system (S) with λ = µg,k.
Proof of Proposition A.3.: Let (Uα)α be a minimizing sequence for µg,k and write Uα = (u
1
α, ..., u
k
α)
for all α. It is easily to see that (Uα)α is bounded in H
1,2
k (M). Thus, up to a subsequence, Uα ⇀ U
in H1,2k (M), Uα → U in L
2
k(M), Uα ⇀ U in L
2∗
k (M), and Uα → U almost everywhere in M . By the
weakly convergence in H1,2k (M), one obtain that∫
M
|∇Uα|
2dvg =
∫
M
|∇(Uα − U)|
2dvg +
∫
M
|∇U |2dvg + o(1) (93)
where o(1)→ 0 as α→∞. By the Proposition A.1, it follows that∫
M
F (Uα)dvg =
∫
M
F (Uα − U)dvg +
∫
M
F (U)dvg + o(1) (94)
where o(1)→ 0 as α→∞. By the Theorem 1.2, we obtain(∫
M
F (Uα − U)dvg
)2/2∗
≤ A0(n, F )
∫
M
|∇(Uα − U)|
2dvg (95)
+MGB0(n, F,G, g)
∫
M
|Uα − U |
2dvg .
By (93), (94) and (95), we get
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(
1−
∫
M
F (U)dvg
)2/2∗
=
(∫
M
F (Uα − U)dvg
)2/2∗
+ o(1)
≤ A0(n, F )
∫
M
|∇(Uα − U)|
2dvg
+MGB0(n, F,G, g)
∫
M
|Uα − U |
2dvg + o(1)
= A0(n, F )
(∫
M
|∇Uα|
2dvg −
∫
M
|∇U |2dvg
)
+MGB0(n, F,G, g)
∫
M
|Uα − U |
2dvg + o(1)
= A0(n, F )
(∫
M
|∇Uα|
2dvg −
∫
M
|∇U |2dvg
)
+o(1)
where o(1)→ 0 as α→∞. We also have
I(Uα) = µg,k + o(1) .
See that ∫
M
G(x, Uα)dvg =
∫
M
G(x, U)dvg + o(1) .
Thus, ∫
M
|∇Uα|
2dvg −
∫
M
|∇U |2dvg = I(Uα)− I(U) + o(1) .
Hence,
A0(n, F )
(∫
M
|∇Uα|
2dvg −
∫
M
|∇U |2dvg
)
=
A0(n, F ) (µg,k − I(U)) + o(1) ,
from which we derive(
1−
∫
M
F (U)dvg
)2/2∗
≤ A0(n, F ) (µg,k − I(U)) + o(1) .
Note that
I(U) ≥ µg,k
(∫
M
F (U)dvg
)2/2∗
.
Thus,
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(
1−
∫
M
F (U)dvg
)2/2∗
≤ A0(n, F )
(
µg,k − µg,k
(∫
M
F (U)dvg
)2/2∗)
+ o(1)
= A0(n, F )µg,k
(
1−
(∫
M
F (U)dvg
)2/2∗)
+ o(1).
By the Fatou’s Lemma, ∫
M
F (U)dvg ≤ lim inf
α→+∞
∫
M
F (Uα)dvg = 1 .
This implies that
1−
(∫
M
F (U)dvg
)2/2∗
≥ 0 .
It follows from 1−
∫
M
F (U)dvg ≥ 0 and 2/2
∗ < 1 that
1 =
(
1−
∫
M
F (U)dvg +
∫
M
F (U)dvg
)2/2∗
≤
(
1−
∫
M
F (U)dvg+
)2/2∗
+
(∫
M
F (U)dvg
)2/2∗
.
Hence, ∫
M
F (U)dvg = 1 ,
since µg,k < A0(n, F )
−1. Another hand, one has
∫
M
|∇Uα|
2dvg −
∫
M
|∇U |2dvg = I(Uα)− I(U) + o(1)
= µg,k − I(U) + o(1)
≤ µg,k − µg,k
(∫
M
F (U)dvg
)2/2∗
+ o(1)
= o(1) .
From this last inequality and from (93), one obtains∫
M
|∇(Uα − U)|
2dvg = o(1) .
Thus, Uα → U in H
1,2
k (M) and I(U) = µg,k.
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A.4 Regularity of solutions
In what follows we discuss the regularity of the weak solutions U = (u1, . . . , uk) ∈ H
1,k
k (M) of the
system
−∆gui +
1
2
∂G(x, U)
∂ti
=
1
2∗
∂F (U)
∂ti
on M , i = 1, · · · , k, (S1)
where the potential functions F and G are of class C1 and belong to Fk and Gk.
Proposition A.4. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 3. If U =
(u1, ..., uk) ∈ H
1,2
k (M) is a weak solution of the system (S1), then U ∈ C
1
k(M).
Proof of Proposition A.4.: Given real numbers l > 0 and β > 1, we consider the functions τ and
σ given by
τ(s) =
{
sβ if 0 ≤ s ≤ l
βlβ−1(s− l) + lβ if s > l
,
σ(s) =
{
s2(β−1)+1 if 0 ≤ s ≤ l,
(2(β − 1) + 1) l2(β−1)(s− l) + l2(β−1)+1 if s > l .
Since ui ∈ H
1,2
k (M), we have that the positive and negative parts of ui, u
+
i and u
−
i , are also in
the Sobolev space ui ∈ H
1,2
k (M). In what follows, we assume that ui ≥ 0, in other case we can
use the same argument for the positive and negative parts of ui. Also, it is convenient to choose
β > 1 such that 2β ≤ 2∗. Let U = (u1, . . . , uk). Since τ and σ are Lipschitz functions, taking
ψ = (σ(u1), . . . , σ(uk)) ∈ H
1,2
k (M) as a test function for the system (S1), we get
k∑
i=1
∫
M
∇ui · ∇σ(ui) dx =
k∑
i=1
∫
M
hi(U)σ(ui) dvg ,
where h(U) = 1
2∗
∂F (U)
∂ti
− 1
2
∂G(x,U)
∂ti
. Using now that there exists a constant c0 > 0, independent of l,
such that
c0τ
′(s)2 ≤ σ′(s)
for all s ∈ R and
|h(t)| ≤ c0(|t|
2∗−1 + 1)
for all t ∈ Rk, we obtain a constant c1 > 0, independent of l, such that∫
M
|∇ (τ(ui)) |
2 dvg =
∫
M
|∇ui|
2τ ′(ui)
2 dvg ≤ c1
∫
M
|u|2
∗−1σ(ui) dvg + c1
≤ c1
∫
Ω
|U |2
∗−1σ(|U |) dvg + c1 .
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Note that there is a constant c > 0, independent of l, such that
σ(s) ≤ cτ(s)2
for all s > 0. Thus, we obtain∫
M
|∇ (τ(ui)) |
2 dvg ≤ cc1
∫
M
|U |2
∗−2τ(|U |)2 dvg + c1 .
Hence, applying the classical Sobolev inequality, we find a constant c2 > 0, independent of l, such
that (∫
M
τ(ui)
2∗ dvg
)2/2∗
≤ c2
∫
M
|∇(τ(ui))|
2dvg
≤ c2
∫
M
|U |2
∗−2τ(|U |)2 dvg + c2 .
Moreover, it follows easily from the definition of τ that there is a constant c3 > 0, independent of l,
such that
τ(|U |) ≤ c3
k∑
i=1
τ(ui) .
Hence, using Ho¨lder and Young inequalities, we find a constant c4 > 0, independent of l, such that(∫
Ω
τ(|U |)2
∗
dvg
)2/2∗
≤ c4
∫
Ω
τ(|U |)2 dvg + c4 .
Taking then the limit l → +∞ in the inequality above, we find(∫
M
|U |β2
∗
dvg
)2/2∗
≤ c4
∫
M
|U |β2 dvg + c4 .
Therefore, we get |U | ∈ Lp(M) with p = β2∗ > 2∗, and the conclusion follows from the classical
regularity theory of elliptic PDEs applied to each equation of (S1).
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