In this paper, we present and justify the strategies and parameters used in PROBE, a Newton-Krylov solver for steady aerodynamic ows. The Krylov solver GMRES is used in matrix-free form. An approximate Jacobian matrix with some modi cations to increase the magnitude of the diagonal entries is used to form a preconditioner based on an incomplete lower-upper factorization with two levels of ll. The resulting solver is very e cient, generally reducing the residual twelve orders of magnitude with a CPU expense equivalent to between 500 and 1000 function evaluations. For all cases studied, PROBE converged signi cantly faster than an approximately-factored multigrid algorithm used for comparison. We propose a convergence rate based on the reduction in the residual obtained in the CPU time required for one function evaluation. With this de nition, PROBE achieves a convergence rate per function evaluation between 0.945 and 0.972 for the cases studied, which include inviscid, laminar, and turbulent ows. This is substantially faster than many current algorithms applied to similar ows.
Introduction
Most of the e ort in the development of e cient solvers for aerodynamic computations is currently concentrated on the use of the multigrid technique. Refs. 1] to 3] give a good indication of the state of the art. In all three papers, full approximation storage multigrid is used, driven by either an approximately-factored implicit algorithm 1] or an explicit multi-stage method 2, 3] . Although multigrid techniques can be very e ective, especially with the improvements described in the above papers, optimal convergence rates have proven elusive for the types of grids required for high-Reynolds-number turbulent ows, which have cells with very high aspect ratios.
This has prompted several researchers to develop quasiNewton methods, e.g., Refs. 4] to 17]. Quasi-Newton methods can be classi ed as inexact-Newton methods or approximate-Newton methods. In an inexact-Newton method, the large linear system arising at each Newton step is solved approximately, using an iterative solver. Hence there are two levels of iteration, the Newton, or \outer", iterations and the \inner" iterations required to solve the linear system at each Newton iteration. In an approximate-Newton method, the functional Jacobian matrix is simpli ed, thus producing an approximate linearization. The linear system is again solved iteratively. In an earlier paper 18], we showed that inexactNewton methods are more e cient than approximateNewton methods.
Within the framework of an inexact-Newton solver, there are various strategies which can be adopted, and various parameters which must be carefully selected. Some of the important components of an inexact-Newton solver include 1. an iterative solver for linear systems, 2. a strategy for choosing the degree of convergence of the inner iterations, 3. a technique for preconditioning the linear system, 4. a node reordering technique, 5. a strategy for dealing with the large initial transients in highly nonlinear problems. The choices made can signi cantly impact the e ciency of the solver, including its speed and memory use.
In this paper, we present and justify the strategies and parameters selected for our inexact-Newton solver, known as PROBE. Particular emphasis is given to the approach used in preconditioning the linear system. In addition, we compare the performance of PROBE with ARC2D- MG 19] , an approximately-factored multigrid algorithm similar to that presented in Ref. 1] . In comparing such di erent algorithms, quantities such as the convergence rate or the number of iterations (or multigrid cycles) for a given reduction in the residual are not useful. The relevant quantity for comparison is the CPU time required for a given level of convergence. Since this is dependent on the computer used, we normalize the CPU time by the cost of a single evaluation of the functional or \right-hand-side." For algorithms using the same spatial discretization (such as PROBE and ARC2D-MG), this provides a comparison which is directly proportional to CPU time but is independent of the computer used. For algorithms using di erent spatial discretizations, the number of function evaluations required for convergence remains a useful standard for comparison.
Inexact-Newton solver
In this section, we review the basic strategies chosen for PROBE. Most of these were selected based on testing presented in 18, 20] . Details and justi cation of the preconditioning technique are given in a later section of the paper.
Start up A well-known di culty of Newton's method is that the early iterations may diverge if the initial solution is far from the nal solution, especially for ows with shocks. There are several techniques that can be used to overcome this problem. Damping the Newton updates 21], using a time-marching method 22] or employing a cheaper relaxation algorithm 12] are some of the options. In PROBE, the approximately-factored algorithm of ARC2D 23] in diagonal form is used with two levels of mesh sequencing. We do 150 iterations or reduce the residual two orders of magnitude, whichever comes rst, on a coarse grid, followed by ve iterations on the ne grid.
Inexact-Newton strategy After applying a spatial discretization, we obtain a nonlinear system of algebraic equations in the form
where Q is the solution vector of conservative variables.
An inexact-Newton method is a generalization of Newton's method where, at each step k, we try to nd Q k such that
where A is an exact linearization of F(Q) given by
If k = 0, we recover Newton's method. During the rst few Newton iterations after the startup phase, the solution is still relatively far from the converged solution, and thus the linear approximation made by Newton's method can be very inaccurate. Solving the linear system of equations very accurately does not, in general, equally reduce the residual of the non-linear system of equations which causes a waste of CPU time. This is known as oversolving 24]. Strategies for choosing a sequence of inner-tolerances that lead to an e cient rate of convergence of the inexact-Newton method without oversolving have been developed by several authors, e.g. 24] . For our applications, we found that using high inner-tolerances (i.e., not solving the linear system accurately) gives slightly better e ciency. We reduce the inner-residual by a factor of two for the rst 10 outeriterations. This guarantees no oversolving for most problems. We then reduce the inner-residual by a factor of 10 for the remaining iterations.
Linear iterative solver There are several e ective iterative solvers for non-symmetric linear systems available, as reviewed by Dutto 25] , Barrett et al. 26] and Page 27] , among others. It is very di cult to establish general rules about which one is the best method. This depends on the particular problem one is attempting to solve. Nevertheless, for the type of systems arising in CFD applications, preconditioned Krylov methods have shown better convergence properties than classical stationary methods such as Jacobi, Gauss-Seidel or SOR. Among Krylov solvers, GMRES, developed by Saad and Schultz 28] , is the most popular one, often being faster than other Krylov solvers. We have not done a systematic study of di erent Krylov solvers, but in a few tests comparing GMRES with bi-CGSTAB and CGS, we found GMRES faster for our applications.
The storage requirements of GMRES increase linearly and the CPU expense quadratically with the number of search directions in the Krylov subspace. To overcome this problem, GMRES is terminated when the size of the Krylov subspace is equal to m N, where N is the number of unknowns. GMRES is then restarted using the most recent solution as the initial guess. This is known as restarted GMRES, denoted GMRES(m). Although restarted GMRES can have inferior convergence properties, it is generally essential to use a nite value of m in order to keep the memory requirements reasonable. Trade-o s between convergence rates and memory requirements have to be taken into account when determining the maximum size of the Krylov subspace. After testing di erent values of m, we found that, for our applications, limiting its value to 20 does not signi cantly degrade the convergence rate.
GMRES requires only matrix-vector products. Since these can be approximated using nite-di erences 29], the algorithm can be implemented without forming the Jacobian matrix explicitly. The product of the Jacobian matrix and a vector v can be approximated by
The performance of this technique is sensitive to ". Following Nielsen et al. 12], we determine " using the expression " kvk 2 ' p " m (5) where " m is the value of machine zero for the computer used.
This matrix-free approach is very appealing considering the savings in storage that are made compared to the standard implementation. It was shown in 30] that it can be advantageous from the performance point of view as well.
Preconditioner A weakness of iterative solvers, relative to direct solvers, is their lack of robustness. Preconditioning is an e ective technique to improve both e ciency and robustness. It consists of transforming the linear system into one that is easier to solve by an iterative solver. Discussion of di erent types of preconditioners and the strategy adopted for PROBE will follow in a later section.
Ordering of unknowns Several authors have shown that the ordering of the unknowns plays an important role in the convergence of the iterative solver, especially when an incomplete factorization preconditioner is used 4, 31] . A number of ordering strategies have been compared in 32]. The Reverse Cuthill-McKee strategy 33], a well-known bandwidth reduction algorithm, was shown to be the most e cient of those studied, which included two natural orderings, two domain decomposition orderings, and the minimum neighbouring ordering 34].
Spatial discretization
The spatial discretization in PROBE is exactly the same as that used in ARC2D 23] for turbulent ows. The steady-state solutions of PROBE are thus identical to those computed using ARC2D.
Test cases
Six test cases are studied using the NACA 0012 airfoil and one using the RAE 2822 supercritical airfoil. Two are inviscid ows, one is laminar, and four are turbulent. The parameters de ning the test cases are given in Table 1 . The initial condition is always freestream ow.
For the inviscid cases, the grid used has 249 39 nodes with the o -wall spacing set to 2 10 ?3 chords. For the laminar case, the grid used has 249 49 nodes and an o -wall spacing of 5 10 ?4 chords. A 331 51 grid with the o -wall spacing set to 1 10 ?5 chords is used for the NACA 0012 turbulent cases. For the RAE airfoil case, the grid has 321 49 nodes with similar o -wall spacing. In some tests which include comparisons with multigrid, the number of nodes may vary slightly in order to be able to obtain coarser grids by removing every other point in the ner grid. These grids are typical of grids used in practice for such applications. Maximum cell aspect ratios for these grids range between 8:7 10 2 and 1: 16 10 5 .
Preconditioner
The linear system of algebraic equations obtained at each Newton iteration can be preconditioned by applying an iterative solver or using some sort of an incomplete factorization of the Jacobian matrix (which can also be considered to be a solver; see Ref. 20] 41 ] use the iterative solver as a right preconditioner. One of the advantages of using right preconditioning is that the residual of the preconditioned system is the same as the residual of the unpreconditioned system. This can be important since the stopping criterion should be based on the residual of the unpreconditioned system.
In general, iterative solvers used as preconditioners require less memory than incomplete factorization preconditioners. On the other hand, they can be computationally expensive since they must be applied at each inner iteration. Incomplete factorizations are more expensive to produce but need to be updated only once per outer iteration (or less often, as we shall see later). Applying such a preconditioner is relatively inexpensive. Hence this approach tends to be more e ective if CPU time is the primary concern. Incomplete factorizations are further discussed in the next subsection.
A second issue arises when using a matrix-free implementation of GMRES. Since one need not form the exact Jacobian matrix explicitly, it is desirable to form the preconditioner from some simpler approximation to the Jacobian matrix which requires less storage. To date, few researchers have exploited the freedom available in de ning the approximate Jacobian matrix on which the preconditioner is based.
Type of factorizations For our solver, we consider incomplete LU factorizations, which have shown good e ciency as preconditioners for Krylov solvers. There have been two distinct approaches to forming such incomplete factorizations: level of ll-in and threshold strategies. The rst approach, named ILU(n), uses only the graph of the matrix to determine which entries to drop. In contrast, ILUT(p, ), developed by Saad 42] , uses two rules to determine which elements should be dropped at a given row. The rst rule consists of dropping any element smaller than a relative tolerance determined by and a norm of the original matrix. The maximum number of non-zeros in a given row is controlled by the second parameter p.
The matrices arising from the linearization of the Navier-Stokes equations present a block structure, with blocks of size 4 4 in two dimensions. That is why block versions of ILU(p) are popular in this type of application. As a matter of fact, in cases where a low level of ll-in is used, such as p = 0 or p = 1, the iterative solver may fail with the scalar version and converge with the block version. An alternative approach is to use the scalar version, but treat the zeros within the 4 4 blocks as if they were nonzeros, in other words, allowing ll-in in those positions. We call this strategy BlockFill ILU(p) (BFILU(p)). Orkwis 43] reports than in his application, CGS (Conjugate Gradient Squared) did not converge with ILU(0) but it did converge with BFILU(0). Because of the storage format that we use namely Compressed Sparse Row, CSR 44], we nd this approach more convenient than block ILU(p). ILUT(p, ) does not have an equivalent BFILUT, since it already considers all the possible nonzeros in a row and keeps the larger ones.
With the level-of-ll approach, the nonzero structure of the incomplete factorization needs to be computed only once, since it is independent of the numerical values of the entries. Hence the preconditioner based on the levelof-ll approach is less expensive to form that that using thresholding. In addition, we have also shown that, for a given amount of ll, the BFILU factorization is more e ective than the ILUT factorization in accelerating the convergence of GMRES 18, 32] .
The level of ll p allowed in the factorization should be chosen taking into account storage considerations, the cost of forming the preconditioner, and its e ectiveness in reducing the cost of solving the linear system. Figure 1 shows the CPU time required by preconditioned GMRES to reduce the inner-residual by two orders of magnitude for di erent levels of ll. An approximate functionalJacobian that requires roughly half of the storage of the exact functional-Jacobian was used to form the preconditioner (to be discussed in the next subsection). Allowing some ll greatly improves the performance of the solver at a very reasonable memory cost. If the CPU time to form the preconditioner is included, p = 2 is the most e cient level of ll. It requires 1.73 times more memory than p = 0. Therefore, using p = 2 seems an optimum choice, since it gives the best performance with a storage that is still below that of the exact Jacobian matrix.
Approximate Jacobian matrix One might expect that a preconditioner based on the exact Jacobian matrix would be more e ective than one based on an approximate Jacobian. However, this assumption is not valid. In the case of nonsymmetric non-diagonally-dominant matrices such as the ones arising in our applications, the incomplete factors and can be more ill-conditioned than the original matrix, and the long recurrences associated with backward and forward solves may be unstable 45, 46, 47] . Since diagonal dominance tends to alleviate this problem 48], we can bene t by using an approximate Jacobian matrix with reduced o -diagonal dominance. This was shown in Ref. 18] .
The o -diagonal dominance of the Jacobian matrix can be reduced by using only second-di erence dissipation in forming it. The coe cient of the second-di erence dissipation in the matrix is computed as a linear combination of the second-and fourth-di erence arti cial dissipation 4 American Institute of Aeronautics and Astronautics coe cients on the right-hand side given by " l 2 = " r 2 + " r 4 (6) where is a constant left as a free parameter. This approximation has the additional bene t that the storage of this modi ed matrix, which has ve blocks per node, is signi cantly smaller than the storage required by the exact Jacobian matrix, which has nine blocks per node. A second approximation is introduced to enhance the diagonal dominance of the matrix by adding 1= t to the diagonal, t being a local time step given by,
where J is de ned to be the metric Jacobian of the generalized curvilinear coordinate transformations, J = 1 x y ? x y (8) and t 0 is a constant left as a parameter.
Note that these approximations are made only in the matrix used to form the preconditioner. They do not a ect the functional; thus the converged solution is not a ected.
In order to determine appropriate values of and t 0 , we have tried to minimize the sum of the GMRES iterations over the Newton iterations. This is equivalent to minimizing the CPU time to convergence. As we increase the value of , the diagonal dominance will bene t the conditioning of the factors. On the other hand, the matrix used to build the factors will be a less accurate representation of the matrix that we are preconditioning. Figure 2 shows that, because of these trade-o s, there is a value of that minimizes the amount of work to converge to machine zero. It is interesting to notice that = 5 is optimal or near optimal in all of the cases. For larger values, the number of GMRES-iterations increases gradually and for smaller values, it increases sharply. In most cases, the code does not converge for 3. Freezing the factorization Consideration has been given to computing the preconditioner once, at the rst Newton iteration, and then freezing it. To see how this strategy a ects the performance of the solver, we have run a case which has strong initial nonlinearities, case 2, with and without updating the preconditioner. In Figure 4 we show that the number of GMRES iterations at each Newton iteration does not increase when we freeze the preconditioner. There is no bene t from updating the preconditioner at each Newton iteration. As a result, there are substantial CPU savings when the preconditioner is frozen, as shown in Figure 5 . This is related to our startup procedure in which an approximately-factored algorithm is used to eliminate the most signi cant transients before initiating the inexact-Newton process. Apparently, subsequent changes in the ow eld do not degrade the e ectiveness of the preconditioner. 
Convergence results
The convergence histories for the seven cases are shown in Figure 6 as a function of the CPU time normalized by the CPU time required for one function evaluation. Reduction of the residual by 12 orders of magnitude is achieved in 500 to 1000 function evaluations for all of the cases. Table 2 shows some statistics for PROBE, including the number of inner and outer iterations required to reduce the residual norm by twelve orders of magnitude. The outer iterations include only those done using the Newton-Krylov solver and not those of the approximately-factored algorithm. CPU/f.e. gives the total run time normalized by the CPU time of a function evaluation. The CPU expense per inner iteration is seen to be less than the equivalent of four function evaluations. Application of the BFILU(2) preconditioner requires the equivalent of roughly one function evaluation. The use of a solver as a preconditioner would almost certainly require a substantially greater cost and thus can only be e cient if the total number of inner iterations can be correspondingly reduced using this approach. Another important consideration is how the CPU time scales with the size of the problem. To this end, we have tested case 1 using several di erent grids. The results are plotted in Figure 7 . We can approximate the points in the plot by the expression ! = N (9) where ! is the CPU time in function evaluations, and and are constants. Ideally should be zero, which would mean that the CPU cost would be linear with respect to the grid size, since the cost of a function evaluation varies linearly with N. For PROBE, = 0:325. Thus, the scalability of PROBE appears to be reasonably good.
Comparison with multigrid
In this section, we compare the performance of PROBE with ARC2D-MG, which uses the approximately-factored algorithm of ARC2D accelerated with multigrid. PROBE and ARC2D-MG produce identical steady-state solutions. In ARC2D-MG, we use a three-level sawtooth cycle with four iterations of the approximately-factored algorithm at each grid level in the cycle. This approach produces optimum convergence in terms of CPU time 19] .
The residual convergence histories of PROBE are compared with ARC2D-MG in Figures 8 and 9 . In general, PROBE is signi cantly faster. The di erence is particularly striking in cases 3 and 4. For case 5, PROBE does not converge beyond 10 ?9 on this particular grid. This is due to the turbulence model. When we freeze the eddy viscosity, convergence to machine zero is achieved in a similar number of function evaluations as in the other cases.
Since we measure the CPU time in terms of function evaluations, it is useful to de ne the convergence rate as the reduction in the residual obtained in the CPU time required for one function evaluation. This provides a convergence rate based on CPU time rather than iterations or multigrid cycles. With this de nition, PROBE produces an average convergence rate of between 0.945 and 0.972, based on the data in Table 2 . For comparison, a multigrid method with a convergence rate of 0.75 per multigrid cycle with a cost per multigrid cycle equal to that of ve function evaluations, for example, produces a convergence rate per function evaluation of 0:75 1 5 = 0:944. Given the di culty of achieving a convergence rate of 0.75 per multigrid cycle for turbulent computations, it is clear that the performance of PROBE is excellent.
In order to have an idea of the relative memory needs of the solvers that we are considering, we use case 6, comparing the amount of resident memory that the codes occupy in the computer. This is not a perfect measure, since it depends on many factors foreign to the algorithm, but it serves as a reference. Our test shows that PROBE requires 3.5 times more memory than ARC2D-MG. This value can be reduced through a more careful allocation of memory on our part. Nevertheless, for two-dimensional calculations, this does not constitute a problem.
Conclusions
We have presented and justi ed the basic components of PROBE, a Newton-Krylov solver for aerodynamic ows.
In particular, the preconditioner used to improve the efciency of the linear solver has been described in detail. For a range of ows, the CPU time required for a residual reduction of twelve orders of magnitude is equivalent to the cost of 500 to 1000 function evaluations. This corresponds to a convergence rate per function evaluation between 0.945 and 0.972. 
