Statistical inference methods for the Weibull parameters and their functions usually depend on extensive tables, hence are rather inconvenient for the practical applications. In this paper, we propose a general method for constructing confidence intervals for the Weibull parameters and their functions, which eliminates the need for the extensive tables. The method is applied to obtain confidence intervals for the scale parameter, the mean-time-to-failure, the percentile function, and the reliability function. Monte Carlo simulation shows that these intervals possess excellent finite sample properties, having coverage probabilities very close to their nominal levels, irrespective of the sample size and the degree of censorship.
Introduction
The Weibull distribution has been shown to be very useful in reliability and survival analyses. There are numerous papers and books dealing with various aspects of Weibull modeling, inference, as well as application. Some recent ones include Chen (1997) , Heo et al. (2001) , Jeng (2003) , Murthy et al. (2003) , and Yang and Xie (2003) . It is well known that the existing statistical methods for inferences on the Weibull parameters and their functions usually depend on extensive tables obtained from Monte Carlo simulations (Bain and Engelhardt, 1991, Ch. 4) , hence are rather inconvenient for the practical applications. Efforts on developing simple methods have been put in by, for example, Engelhardt (1981, 1986) , and Chen (1997 Chen ( , 1998 .
In this paper, we propose a general, nearly table-free method for constructing confidence intervals for the Weibull parameters and their functions, such as the scale parameter (α), the mean-time-to-failure (MTTF), the percentile function, and the reliability function. The method stems from the fact that a Weibull random variable raised to the power β (the shape parameter) is an exponential random variable with mean α β . This transformation is often referred to as the Weibull-to-exponential (WTE) transformation (Keats et al., 2000; Xie et al., 2000) . Exact inference methods exist for the exponential distribution. Therefore, when β is known, an exact confidence interval (CI) for α β can be obtained, which upon an inverse transformation gives an exact CI for α. To construct an exact CI for a general monotonic function of α (indexed by β) such as the ones mentioned above, one simply applies this function to the lower and upper confidence limits for α. Difficulty arises when β is unknown. A common practice is to replace β in the confidence limits by its estimator and treat the estimated β as the true parameter value.
The resulted CI is referred to in this article as the naive CI.
We show that the naive CI does not have a correct coverage, even when sample size is large. We derive a simple analytical adjustment to the naive CI, which gives an analytically adjusted naive (AAN) CI for the general function. The new AAN CI is simple, requiring only the conventional chi-squared table, and is asymptotically valid under mild conditions. However, its finite sample performance depends on the type of estimator used for β. Through a series of Monte Carlo experiments conducted on the CIs for α, MTTF, percentile and reliability, we find that the AAN CIs based on the nearly unbiased and efficient estimator of β in Yang and Xie (2003) possess excellent finite sample properties, having coverage probabilities very close to their nominal levels, irrespective of the sample size and the degree of censorship. In contrast, the AAN CIs based on the (biased) maximum likelihood estimator may have coverage probabilities noticeably below their nominal levels. The Monte Carlo experiments further reveal that the naive CI often performs too poorly to be of any practical value, and that the AAN CI for α performs better than the corresponding CI given in Bain and Engelhardt (1986) .
Section 2 introduces the new AAN method. Section 3 applies this method to obtain confidence intervals for various reliability-related Weibull quantities including the scale parameter, the MTTF, the percentile function and the reliability function. Section 4 presents Monte Carlo simulation results for the small sample performance of the intervals based on the AAN method. Also, the confidence interval for the Weibull scale parameter based on the AAN method is compared with that given in Bain and Engelhardt (1986) in terms of both the coverage probability and the average length of the intervals. Section 5 presents a real data example to compare the confidence intervals obtained by various methods. Section 6 provides some general discussions.
The General Method
A random variable t is said to follow a two-parameter Weibull distribution if its probability density function has the form
where α > 0 is the scale parameter and β > 0 is the shape parameter. This distribution is very useful in reliability and survival analyses because of its flexibility: the failure rate function can be either increasing or decreasing depending on the value of the shape parameter β. The MTTF is µ = αΓ(1 + 1/β), the 100pth percentile is t p = α[− log(1 − p)] 1/β , the mission reliability is R(t) = exp{−(t/α) β }, and the failure rate is h(t) = βt β−1 /α β . These quantities are of particular importance in reliability analysis.
The Weibull-to-exponential transformation
It is well known that if t ∼ f (t; α, β), then the transformation t β follows an exponential distribution with mean α β . This transformation is generally referred to as the Weibull-to-exponential (WTE) transformation. Since statistical methods for analyzing the exponential distribution are simple and well developed (Nelson, 1982, p294) , it makes the WTE transformation a potential approach for developing simple, general and yet accurate statistical inference methods for the Weibull distribution.
Consider a Type II censored life testing experiment where the test terminates at the rth failure. Let t 1 , t 2 , . . . , t r be the times at which the first r failures occur and n be the total number of items put on test. Define
where
r is the total WTE-transformed testing time. Lawless (1982, p.103) showed that T (β) ∼ χ 2 2r , a chi-squared distribution with 2r degrees of freedom. When β is known, the pivotal quantity T (β) leads immediately to an exact 100(1 − δ)% confidence interval (CI) for α β , which upon an inverse transformation gives an exact 100(1 − δ)% CI for α:
where χ 2 ν,δ denotes the upper δ-quantile of a χ 2 ν random variable.
The naive CI for a function of the Weibull parameters
The distributional result for T (β) and the interval (3) form the key to the new developments in this article. Now, consider a general function of the Weibull parameters, (α, β), assumed to be strictly monotonic in α, representing reliability-related quantities of interest such as the MTTF, the percentile function, and the reliability function.
Without loss of generality, we assume that (α, β) is strictly increasing in α.
When β is known, all the statistical inferences for (α, β) can be carried out based on (2) and (3). Substituting the lower and upper confidence limits for α into the function, we have an exact 100(1 − δ)% CI for (α, β),
When β is unknown, as it is often the case in the practical applications, a common practice is to replace β in (4) byβ, an estimate of β, to give a CI for (α, β),
The interval given in (5) is referred to, in this article, as the naive CI for the function (α, β). This procedure is very simple and hence should be attractive to the practitioners if it works well. Intuitively, this cannot possibly be true since the procedure ignores the variability inβ, an important quantity appearing on the exponent of almost every component in the lower and upper confidence limits. An intriguing question is that if (5) is not correct, can it be easily adjusted to give an interval that is correct at least when n is large and approximates well when n is small? 2.3. The analytically adjusted naive CI for (α, β)
Clearly, W (β) leads to (5) when treated as a χ 2 2r random variable. Thus, for the naive CI to be (asymptotically) valid, it is necessary that W (β) is (asymptotically) equivalent to T (β). The following arguments show that this is not true even when n is large and hence an adjustment on W (β) is necessary in order to use χ 2 2r as a reference distribution. Assume that r/n → p 0 as n → ∞ and thatβ is root-n consistent. Write W (β) = T (β)H(β), where T (β) is defined by (2) with β replaced byβ, and
By a first-order Taylor expansion of W (β) atβ = β and using the fact that H(β) = 1 and W (β) = T (β), we have
where T (β) and H (β) are, respectively, the first-order derivatives of T (β) and H(β) evaluated atβ = β. This immediately leads to
y i log y i + (n − r)y r log y r ] with y i = (t i /α) β . Clearly, k is a pure number depending only on the degree of censorship represented by p 0 . Ifβ is unbiased or the bias is of order O(n −1 ) or smaller, we have
This means that the first moment of W (β) agrees with that of T (β) up to at least second order, and hence for a fixed n, the means of the two quantities do not differ much.
Further, if T (β) and Q(β) are uncorrelated or weakly correlated in the sense that the correlation coefficient between the two quantities is of order O(n
where τ 2 = lim n→∞ Var[Q(β)], another pure number depending only on p 0 . As Var[T (β)] = 4r, the result in (9) says that there exists a first-order difference between the second moments of W (β) and T (β). Hence the naive CI given in (5) is incorrect even when n is large. For (5) to have desirable properties, one has to adjust W (β) so that at least the first two moments of W (β) agree with those of T (β). This can be done by first adjusting the variance of W (β) using (9) and then recovering the changes on the mean.
The adjusted pivotal quantity thus takes the following form:
where the analytical adjustment factor c(α, β) has the following expression:
, which depends on p 0 (≈ r/n) but may or may not depend on α and/or β. For certain (α, β) functions that inference concern, βH (β) vanishes or becomes a constant free of parameters (see Sections 3.1 and 3.3), and for other (α, β) functions, βH ( , which leads to an analytically adjusted naive (AAN) CI for (α, β) as:
. Thus, adjusting the naive CI boils down to simply adjusting the chisquared cutoff values using the estimated analytical adjustment factor c(α,β). Now, we are left with the values of τ and k, and the question on degree of dependence between T (β) and Q(β). Ifβ is the maximum likelihood estimator (MLE) or is asymptotically equivalent to the MLE, then τ is given in Bain and Engelhardt (1991, p.219) . It is difficult to find the analytical expression for k. However, as it is a pure number, Monte Carlo simulation can be used to approximate its values. Table 1 lists some values of k, each based on 10,000 samples of size 10,000. The values of τ 2 given in Bain and Engelhardt (1991, p.219) are also incorporated into the table for the convenience of confidence interval construction. Other k values for different p 0 can be well approximated by linear interpolations. When p 0 = 1, the true value for k is (1 − Euler s constant) = 0.422784, indicating the simulated k value is very accurate. Table 1 also gives simulated values of the correlation coefficient ρ between T (β) and Q(β), each based on 10,000 samples of size 10,000. The results indicate that the correlation between the two quantities are indeed weak when n is large, confirming the validity of the variance calculation in (9). To check the stability of simulated k values with respect to the sample size n, we have simulated the value of k using various other sample sizes such as n = 20,000. The simulated k values change only in their 4th decimal places when n increases from 10,000 to 20,000. 
Estimation of Weibull shape parameter
One of the key factors affecting the finite sample performance of the AAN method is the estimation of the Weibull shape parameter β. There are several methods available in the literature for obtainingβ. Among them, the simplest ones may be the MLE (Lawless, 1982) and the modified MLE (MMLE) (Yang and Xie, 2003) . From the general development given earlier, we see that it is important thatβ is unbiased. The MLE is known to be biased, especially when n is small or censoring is heavy. The MMLE, however, is shown to be nearly unbiased and much more efficient than MLE when n is small or censorship is heavy. The MMLE is asymptotically equivalent to MLE, thus the results in Table 1 are also applicable to the MMLE. The MLE solves β from
whereas the MMLE solves β from
where Comparing (12) and (13), we see that the modification is extremely simple. When needed, the corresponding estimator for α, for a givenβ, can be written asα = (
Applications of the AAN Method
We now apply the general AAN method presented in Section 2 to obtain confidence intervals for the Weibull scale parameter, the MTTF, the percentile function and reliability function. We also highlight some other interesting cases where AAN method can be applied to show the generality of the method.
CI for the scale parameter α
For inference concerning α, (α, β) = α, H(β) = 1, H (β) = 0, and c(α, β) ≡ c = {1 + τ 2 k 2 /p 0 } 1/2 which depends only on the degree of censorship. Thus, an approximate
CI for the MTTF
One of the aims of life testing is to determine the MTTF or to demonstrate that a certain MTTF is achieved with high confidence. In this case, we have (α, β) =
, and H (β) = −β −1 ψ(1 + 1/β), where Γ(·) and ψ(·) are the gamma and digamma functions, respectively. Hence the AAN CI for the MTTF takes the form
. In this case, the analytical adjustment factor depends on the shape parameter.
CI for the percentile function
The 100pth percentile of the Weibull distribution is
where χ 2 * 2r,δ = cχ 2 2r,δ − 2r(c − 1) and
Like the case of confidence interval for α, the analytical adjustment factor c is again a scalar depending only on the degree of censorship.
CI for the reliability function
For the reliability function R(t), we have (α, β) = exp −(t/α) β , H(β) = (t/α) β−β , and H (β) = − log(t/α). The AAN CI for R(t) is
analytical adjustment factor depends on both the scale and shape parameters which need to be estimated. MLE, MMLE or other consistent estimators can be used. However, MMLE is seen to be preferred from Monte Carlo simulation.
CIs for other reliability-related quantities
Confidence intervals for other reliability-related quantities can be constructed in a similar way. It is just a matter of specifying the function (α, β) and finding the related quantities. For example, if the quantity of interest is the hazard rate, we have (α, β) = βt β−1 /α β ; if the quantity of interest is the standard deviation, we have
1/2 ; and if the quantity of interest is the jth moment, we have (α, β) = α j Γ(1 + j/β).
Monte Carlo Simulation
The simplicity and the flexibility of the new AAN method is clearly demonstrated in the earlier section. It is, however, necessary to investigate its properties when the sample size is not large or when the censorship is heavy. In this section, we conduct simulation studies to compare the three confidence intervals discussed in this article:
(a) the naive confidence interval, (b) the AAN confidence interval using MLE of β, and (c) the AAN confidence interval using MMLE of β.
The comparisons are based on the coverage probabilities of the three CIs. Also in this section, a comparison is made on the average lengths of the proposed CI for α and the corresponding CI given in Bain and Engelhardt (1986) . All simulations are carried out using FORTRAN 90. The IMSL/RNWIB subroutine is used for generating the Weibull random numbers. Each simulated coverage probability is based on 10,000 samples. Since the coverage is independent on the choice of α value, without loss of generality, α is set to be 1 in all simulation. Further, as the behavior of the intervals depends very little on the value of β, we only report the results that correspond to β = 2. More detailed simulation results are available from the first author upon request. show that the performance of the CIs depends very little on the actual value of β. Table 2 here show that the AAN CI using the MMLE of β is the best, followed by the AAN CI using the MLE of β, and the naive CI. Using the MMLE of β instead of the MLE improves the coverage of the AAN CI noticeably, particularly in the cases of small percentiles with heavy censorship. The naive CI for percentile often performs too poorly to be of any practical value. The 95% and 99% AAN CIs using the MMLE of β for the low percentiles, such as the 10th percentile, are slightly liberal, but still far better than the other two CIs. Simulation for other percentiles, as well as under different β values and sample sizes, has also been carried out. The results (not reported for brevity) are consistent with those in Table 3 . Table 3 here Table 4 summaries the simulation results for the MTTF. In this case, the analytical adjustment factor depends on the parameter β that has to be estimated. Simulation results show that this estimation does not affect much on the relative performance of the three CIs. Once again, the AAN CI using the MMLE of β outperforms the other two CIs, especially when n is small. It is interesting to note that, when the censorship is light (p 0 > 0.6, say), the AAN CI using the MLE of β perform no better than the naive CI. Once again, simulation results (not reported for brevity) show that the coverage probabilities of the CIs depend very little on the actual value of β. Table 4 here Table 5 presents the simulated coverage probabilities of the confidence bounds for the reliability function R(t). In this case, the analytical adjustment factor depends on both α and β. From Table 5 we see that the AAN CI using the MMLE of β still outperforms the AAN CI using the MLE of β in general. The coverage of the AAN CI using the MLE of β varies a lot with the value of R(t), especially in the case of the 90% CI where the reported the coverage probability changes from 0.8401 to 0.9474 as R(t) changes from 0.05 to 0.95. Finally, the naive CI can give an extremely poor coverage of R(t), much below its nominal level. Table 5 here Table 6 compares the coverage probabilities and the average lengths of the CIs for α, based on the proposed AAN method and the method presented in Bain and Engelhardt (1986) . The results show that our method provides a better interval in terms of both the coverage probability and the average length of the confidence interval. The interval given by Bain and Engelhardt (1986) can perform poorly when sample size is small or the data are heavily censored. In contrast, our intervals perform well in all the situations, especially the interval using the MMLE of β. 
An Illustrative Example
We now consider a real data example to illustrate the use of the WTE transformationbased AAN CIs developed in this paper and to compare them with the CI obtained using the third-order approximation method proposed by Wong and Wu (2000) . We use the data reported in Lawless (1975, p.258 that among the three CIs discussed in this paper, the naive CI is always the shortest and often significantly shorter than the other two, followed by the AAN CI using the MLE of β and the AAN CI using the MMLE of β. In line with the simulation results reported in the previous section, we conclude that the AAN CI using the MMLE of β is the most reliable one. Also from Table 7 , we see that the MMLE-based AAN CIs for the scale parameter, the MTTF and the median are comparable with those based on Wong and Wu's method, though slightly shorter. However, when inference concerns the 10th and 90th percentiles (or low and high percentiles in general), our method and Wong and Wu's method produce quite different confidence intervals. 
Discussion
A general method, called analytically adjusted naive (AAN) method, is proposed for constructing confidence intervals for the reliability-related Weibull quantities. The AAN method is rather general and is exemplified in this paper for the cases of the scale parameter, MTTF, percentile and reliability. Excellent performance of the AAN CI is observed, in particular the one based on the MMLE of β.
The AAN method has potential extensions to more complicated inference problems often occured in, for example, the two-sample comparisons and the Weibull regressions.
It also has potential extensions to the more complicated censoring schemes such as the Type II progressive censoring (Balakrishnan and Basu, 1995, p.25) . Generally speaking, the AAN method is applicable whenever exact methods of inference are available for the WTE-transformed observations.
The main attractiveness of the proposed method lies in its simplicity and accuracy as compared with the methods available in the literature. Computing the estimate of the shape parameter is the only part that involves numerical iteration.
The proposed method does not have a straightforward generalization to Type I censored data. However, as Nelson (1982, p.249) commented, many people analyze Type I data as if it were Type II data and this is often satisfactory in practice. Also, recently, Jeng and Meeker (2000) studied procedures for computing confidence intervals for parameters or quantiles based on Type I censored data from a location-scale family. Wong and Wu's (2000) procedure is applicable to Type I data from a location-scale family as well. Doganaksoy and Schmee (2000) gave a general discussion on the papers of Jeng and Meeker and Wong and Wu, where the simplicity of a methodology seems to have been stressed on. The proposed method can be implemented into popular commercial software without any technical difficulty. Table 2 . Simulated Coverage Probabilities for Confidence Intervals for α: (a) Naive CI using MLE of β; (b) AAN CI using MLE; (c) AAN CI using MMLE. Table 3 . Simulated Coverage Probabilities for Percentile Limits: n = 50, (a) Naive CI using MLE of β; (b) AAN CI using MLE; (c) AAN CI using MMLE.
90% Table 4 . Simulated Coverage Probabilities for Confidence Intervals for MTTF: (a) Naive CI using MLE of β; (b) AAN CI using MLE; (c) AAN CI using MMLE. Table 5 . Simulated Coverage Probabilities for Reliability Bounds: n = 50, (a) Naive CI using MLE of β; (b) AAN CI using MLE; (c) AAN CI using MMLE. 
