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In Poisson regression there are two Deviances.
The Null Deviance1 shows how well the response variable is predicted by a
model that includes only the intercept (grand mean).
And the Residual Deviance2 is -2 times the difference between the log likeli-
hood evaluated at the maximum likelihood estimate (MLE) and the log-likelihood
for a ”saturated model” (a theoretical model with a separate parameter for each
observation and thus a perfect fit).
Now let us write down those likelihood functions.
Suppose Y has a Poisson distribution whose mean depends on vector x, for
simplicity, we will suppose x only has one predictor variable. We write
E(Y |x) = λ(x)
For Poisson regression we can choose a log or an identity link function, we choose
a log link here.
Log(λ(x)) = β0 + β1x
β0 is the intercept.
The Likelihood function with the parameter β0 and β1 is
L(β0, β1; yi) =
n∏
i=1
e−λ(xi)[λ(xi)]yi
yi!
=
n∏
i=1
ee
−(β0+β1xi) [
e(β0+β1xi)
]yi
yi!
The log likelihood function is:
l(β0, β1; yi) = −
n∑
i=1
e(β0+β1xi) +
n∑
i=1
yi(β0 + β1xi)−
n∑
i=1
log(yi!) (1)
When we calculate null deviance we will plug in β0 into (1). β0 will be
calculated by a intercept only regression, β1 will be set to zero. We write
l(β0; yi) = −
n∑
i=1
eβ0 +
n∑
i=1
yiβ0 −
n∑
i−1
log(yi!) (2)
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Next we need to calculate the log likelihood for ”saturated model” (a theoreti-
cal model with a separate parameter for each observation), therefore, we have
µ1, µ2, ..., µn parameters here.
(Note, in (1), we only have two parameters, i.e. as long as the subject have
same value for the predictor variables we think they are the same).
The log likelihood function for ”saturated model” is
l(µ) =
n∑
i=1
yilogµi −
n∑
i=1
µi −
n∑
i=1
log(yi!)
Then it can be written as:
l(µ) =
∑
yiI(yi>0)logµi−
∑
µiI(yi>0)−
∑
log(yi!)I(yi>0)−
∑
µiI(yi=0) (3)
(Note, yi ≥ 0, when yi = 0, yilogµi = 0 and log(yi!) = 0, this will be useful
later, not now)
∂
∂µi
l(µ) =
yi
µi
− 1
set to zero, we get
µˆi = yi
Now put µˆi into (3), since when yi = 0 we can see that µˆi will be zero (this is
the reason why we need (3).
Now for the likelihood function (3)of the ”saturated model” we can only care
yi > 0, we write
l(µˆ) =
∑
yilogyi −
∑
yi −
∑
log(yi!) (4)
From (4) you can see why we need (3) since logyi will be undefied when
yi = 0
Now the let us calcualte the deviances.
The Residual Deviance =
−2[(1)− (4)] = −2 ∗ [l(β0, β1; yi)− l(µˆ)] (5)
The Null Deviance=
−2[(2)− (4)] = −2 ∗ [l(β0; yi)− l(µˆ)] (6)
Ok, next let us calculate the two Deviances by R then by ”hand”.
x<- c(2,15,19,14,16,15,9,17,10,23,14,14,9,5,17,16,13,6,16,19,24,9,12,7,9,7,15,21,20,20)
y<-c(0,6,4,1,5,2,2,10,3,10,2,6,5,2,2,7,6,2,5,5,6,2,5,1,3,3,3,4,6,9)
p_data<-data.frame(y,x)
p_glm<-glm(y~x, family=poisson, data=p_data)
summary(p_glm)
2
Figure 1: Poisson regression results
We can see β0 = 0.30787, β1 = 0.07636, Null Deviance=48.31, Residual
Deviance=27.84.
Here is the intercept only model
p_glm2<-glm(y~1,family=poisson, data=p_data)
summary(p_glm2)
Figure 2: Poisson regression intercept only
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We can see β0 = 1.44299
Now let us calculate these two Deviance by ”hand”
l_saturated<-c()
l_regression<-c()
l_intercept<-c()
for(i in 1:30){
l_regression[i]<--exp( 0.30787 +0.07636 *x[i])+y[i]*(0.30787+0.07636 *x[i])-
log(factorial(y[i]))}
l_reg<-sum(l_regression)
l_reg
# -60.25116 ###log likelihood for regression model
for(i in 1:30){
l_saturated[i]<-y[i]*try(log(y[i]),T)-y[i]-log(factorial(y[i]))
} #there is one y_i=0 need to take care
l_sat<-sum(l_saturated,na.rm=T)
l_sat
#-46.33012 ###log likelihood for saturated model
for(i in 1:30){
l_intercept[i]<-exp(1.44299)+y2[i]*(1.44299)-log(factorial(y[i]))
}
l_inter<-sum(l_intercept)
l_inter
#-70.48501 ##log likelihood for intercept model only
-2*(l_reg-l_sat)
#27.84209 ##Residual Deviance
-2*(l_inter-l_sat)
##48.30979 ##Null Deviance
Here we can see use these formulas and calculate by hand we can get exactly
the same numbers as calculated by GLM function of R.
1. http://www.theanalysisfactor.com/r-glm-model-fit/
2. https://onlinecourses.science.psu.edu/stat501/node/377
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