Abstract. This paper will be devoted to study the regularity and continuity properties of the following local multilinear fractional type maximal operators,
Introduction
Let m be a positive integer and 0 ≤ α < mn. Suppose that Ω is a subdomain in R n and f = (f 1 , . . . , f m ) with each f j ∈ L 1 loc (Ω), then the local multilinear fractional maximal operator M α,Ω is defined by where Ω c = R n \Ω and B(x, r) is a ball in R n centered at x with radius r. When α = 0, we also use the notation M Ω = M 0,Ω , in which case were refer to M Ω as the multilinear local maximal operator or just maximal operator when the meaning is clear in context. The above supremum should be taken over all r > 0 in the global case Ω = R n , which we then denote the operators above by M α and M when α = 0. It is easy to see that M and M α coincide with the m-linear Hardy-Littlewood maximal function [27] and the fractional maximal function [9] , respectively. Moreover, in the linear case m = 1, the operator M reduces to the classical Hardy-Littlewood maximal operator M and M α reduces to the classical fractional maximal function M α with 0 < α < n.
It is well-know that the Hardy-Littlewood maximal operator M is bounded on L p (R n ) for 1 < p ≤ ∞, and that as a consequence of the sublinearity of M it is also continuous on these spaces. It was shown by Kinnunen [18] that the maximal operator M is also bounded on W 1,p (R n ) for 1 < p ≤ ∞, and it is tempting to immediately conclude that M is continuous on these spaces too. However, since weak derivative operators are not sublinear, the continuity of M on W 1,p (R n ) does not follow immediately from boundedness. This now leads us to a natural question : Does M map W 1,p (R n ) continuously into W 1,p (R n )? This question was posed by Haj lasz and Onninen in [15, Question 3] where it was attributed to Iwaniec. A complete answer for this continuity problem was first given by Lurio in [32] . Then, similar results of continuity were soon extended to a kind of bilinear maximal functions [7] and to local maximal functions [33] . To emphasize the need to address such subtle details, it should be noted that bounded non-sublinear operators need not to be continuous (see [4] for example). We extend this question to M Ω and M α,Ω , and show that these operators are indeed continuous on Sobolev spaces in many situations.
The regularity theory of the Hardy-Littlewood maximal operator generalizes to that of the operators M Ω and M α,Ω in exactly the way one would expect, as long as α = 0, Ω = R n , or |Ω| < ∞. This can be observed in the development of maximal operator regularity theory since the late 1990's, which is described in more detail later in this introduction. However, there are initially unexpected and striking differences in the regularity theory for M α,Ω when α > 0 and Ω is a proper subdomain of R n with infinite measure. When m = 1, Heikkinen, Kinnunen, Korvenpää, and Tuominen showed pointwise gradient estimates [16] for M α,Ω for the local situation both when |Ω| < ∞ and when |Ω| = ∞, and the estimates proved for |Ω| < ∞ are sufficient to conclude that M α,Ω is bounded on W 1,p (Ω) for 1 < p < ∞. However, the pointwise estimates that can be applied when |Ω| = ∞ are not readily applicable to Sobolev boundedness results. In the infinite measure situation, it appears that there are no available results for the mapping, boundedness, or continuity properties of M α,Ω . We will also address this issue by providing conditions sufficient for boundedness and continuity of M α,Ω whether Ω has finite or infinite measure.
Given the motivation above, we are interested in two types of results which are themselves very closely related. They are:
• Gradient estimates -Pointwise a.e. estimates for |∇M Ω f (x)| and |∇M α,Ω f (x)|, • Mapping properties -Boundedness and continuity of M Ω and M α,Ω from products of Sobolev spaces W 1,p 1 (Ω) × · · · × W 1,pm into a Sobolev space W 1,q (Ω) (and in some cases W 1,p 0 (Ω) rather than W 1,p (Ω)). The work in this article deals with three kind of variations on the traditional HardyLittlewood maximal operator: Global Ω = R n versus local Ω R n theory (which can be further delineated to Ω R n with either |Ω| = ∞ or |Ω| < ∞), the critical index α = 0 versus fractional index α > 0 theory, and the linear m = 1 versus multilinear m > 1 theory. Each of these presents various challenges, and different things are known about each situation.
The origins of these types of regularity estimates for maximal operators are in the global setting Ω = R n , and they go back to the aforementioned work of Kinnunen [18] for the critical α = 0 case and to Kinnunen and Saksman [21] for fractional operator where α > 0. It was shown in those papers, respectively, that |∇M f (x)| M (∇f )(x) and |∇M α f (x)| M α (∇f )(x) a.e. x ∈ R n for appropriate α and f . Sobolev boundedness properties of the form W 1,p (R n ) → W 1,p (R n ) and W 1,p (R n ) → W 1,q (R n ) follow immediately. The recent work of Liu and Wu [30] extends these results to the multilinear settings. They show analogous pointwise estimates for the gradient of M, and that it is bounded from W 1,p 1 (R n ) × · · · × W 1,pm (R n ) into W 1,q (R n ) for appropriate indices satisfying
pm (though they don't prove continuity of the operator on these spaces).
The first results addressing the local Ω R n theory were proved by Kinnunen and Lindqvist [19] for the critical α = 0 index operator M Ω . They proved results exactly analogous to the global situation from the last paragraph, which are of the form
a.e. x ∈ Ω for appropriate functions f . This estimate also implies that M Ω is bounded on W 1,p (Ω) for 1 < p ≤ ∞. Other notable work for the linear version of M Ω with Ω R n include that of Luiro [33] and Haj lasz and Onninen [15] Less is known about the local theory Ω R n for the fractional operators M α,Ω . Though this aspect of the theory contains some surprising results and new challenges. This can be observed in the recent work of Heikkinen, Kinnunen, Korvenpää, and Tuominen [16] . They showed that the local fractional maximal operator satisfies
and, if in addition |Ω| < ∞, they show that
a.e. x ∈ Ω for appropriate functions f . Here S α,Ω f is the local spherical maximal operator, defined
where dH n−1 is the normalized (n − 1)-dimensional Hausdorff measure. It is surprising to see the extra terms appearing on the right hand side of these estimates, but they cannot be omitted entirely, which was shown in [16] . It was also shown in [16] , as a consequence
If it is assumed in addition that |Ω| < ∞, then they also show that M α,Ω maps W 1,p (Ω) into W 1,q (Ω) for appropriate indices p, q, and α. The topic of regularity of maximal operator has been population one lately, which has received a lot of attention from many authors. In addition to the work already mentioned, we refer the readers to consult [2, 3, 8, 7, 14, 22, 23, 24, 28, 29, 31, 32, 33, 37] .
In this article, we extend the pointwise gradient estimates and Sobolev mapping properties of M Ω and M α,Ω to the multlinear setting, which includes some improvements of the linear theory for the Sobolev mapping properties of M α,Ω . Our results for M Ω are those that should be expected based on the local linear and the global multilinear ones. In terms of mapping properties, we show that M Ω is bounded from
In the linear setting, we provide conditions for M α,Ω to be bounded from W 1,p (Ω) into W 1,q (Ω) that are applicable even Ω is of infinite measure, which is the first result for such domains.
The paper is organized as follows. In Section 2, we present our main results. Section 3 will be devoted to give certain pointwise estimates and the corresponding norm estimates for the gradient of local multisublinear fractional maximal functions. In Section 4 we will prove the bounds for local multisublinear fractional maximal operators on the Sobolev space with zero boundary values. The continuity property of the local multisublinear fractional maximal operators on the Sobolev space will be presented in Section 5. We would like to remark that the main ideas in our proofs are motivated by [16, 19, 33] . However, we work in some situations that were not previously address that require new tools and yield interesting results that are substantially different even in the linear setting. In particular, we will address some subtle issues that arise when working with domains Ω ⊂ R n of infinite measure, which end up being tied to whether Sobolev spaces on Ω permit a Sobolev embedding into Lebesgue spaces.
Throughout this paper, the characteristic function of a set E is denoted by χ E . The constant C, in general, is a positive constant whose value is not necessarily the same as each occurrence. We use the following conventions j∈∅ a j = 1 and j∈∅ a j = 0. The Sobolev space
is the weak gradient of f .
Main results
In order to state a few of our results, we will need the notion of domains Ω that permit a Sobolev embedding. A subdomain Ω ⊂ R n admits a p-Sobolev embedding for a given 1 < p < n if W 1,p (Ω) continuously embeds into L p (Ω) where
n . We will impose this Sobolev embedding property on Ω in order to obtain results for M α,Ω whenever α > 0 and Ω is a strict subdomain of R n with infinite measure. A sufficient condition for this Sobolev embedding property of Ω is summarized as follows: If there exists a bounded
then Ω admits a p-Sobolev embedding. Given such an extension operator E, the p-Sobolev embedding property for Ω is obvious because
In particular, any Lipschitz domain possesses the extension property, and hence the p-Sobolev embedding properties as well. It is known that other domains are Sobolev extension domains, some of which are characterized by measure density conditions and other geometric properties. More information on extension domains and admittance of Sobolev embeddings can be found, for example, in the work of Shvartsman [36] or Harj lasz, Koskela, and Tuominen [35] . In particular, the latter provides a nice collection of equivalent conditions for Sobolev spaces on Ω to permit extensions to R n , and hence sufficient conditions for the Sobolev embedding condition we use below.
2.1. Pointwise gradient estimates. The following results are the pointwise estimates for the gradient of M Ω .
. Suppose either of the following conditions hold:
with 1/m < q < ∞. Assume that Ω admits a p j -Sobolev embedding for each j = 1, ..., m.
Then, it holds that
Moreover, for almost every x ∈ Ω and f l = (f 1 , . . . , f l−1 , |∇f l |, f l+1 , . . . , f m ), the following inequality holds: where Ω may have unbounded measure, we impose that Ω admits Sobolev embedding properties when in order to achieve our result. This is an appropriate condition to impose in order to assure decay of Sobolev functions in W 1,p (Ω), which allows us to overcome the difficulties associated to working on a domain with unbounded measure.
Theorems 2.1-2.4 will lead to the following norm inequalities for the gradient of M Ω .
2.2.
Boundedness of maximal operators on Sobolev spaces. 
Recall that the Sobolev space with zero boundary values, denoted by W 1,p 0 (Ω) with 1 ≤ p < ∞, is defined as the completion of C ∞ 0 (Ω) with respect to the Sobolev norm. In 1998, Kinnunen and Lindqvist [19] 
We shall establish the following results. 
Theorem 2.12 (Sobolev continuity for M α,Ω ). Let 1 < p 1 , . . . , p m , q < ∞, 1 ≤ α < mn, and
3. Proofs of Theorems 2.1-2.6 3.1. Preliminaries. The following norm estimates will provide a foundation for our analysis.
Lemma 3.1 ( [16] ). Let q = np/(n − αp). Then, the following results are true.
Suppose that one of the following conditions holds:
Remark 3.3. Lemma 3.2 follows easily from the norm estimate for M α and the point-
for every x ∈ Ω. It also follows easily form (i) of Lemma 3.1 and the fact that M α,Ω ( f ) can be controlled by the products of M α j ,Ω f j pointwisely for 1 ≤ j ≤ m and α = m j=1 α j . The following proposition will play a key role in the proofs of Theorems 2.1-2.6.
According to Rademacher's theorem, as a Lipschitz function δ is differentiable a.e. in Ω. Moreover, |∇δ(x)| = 1 for a.e. x ∈ Ω. For 0 ≤ α < ∞ and 0 < t < 1, we define the multisublinear fractional average operator A α t by
where f = (f 1 , . . . , f m ) with each f j ∈ L 1 loc (Ω). If α = 0, we denote by A α t = A t . The following pointwise estimate of the gradient of A α t will be needed.
Proof. We first prove (3.1) for each
By the Leibnitz rule, it yields that
Fix 1 ≤ l ≤ m. For almost every x ∈ Ω, the chain rule gives that
where we have used the fact that ∂ ∂r B(x,r) f l (y)dy = ∂B(x,r) f l (y)dH n−1 (y). For almost every x ∈ Ω, combining (3.2) with (3.3) yields that
Therefore, it holds that
On the other hand, we use Green's first identity and r = tδ(x). Then ∇v(y) = y − x, △v(y) = n and ∂v ∂ν (y) = tδ(x). By (3.6), we get
This together with (3.5) implies that, for almost every x ∈ Ω, it holds that
Now we complete the rest of proof by an approximation argument. Suppose that
. By the proved case for the smooth functions, we have
where
n . Obviously, q < q * . By (3.8), Lemma 3.2 and the fact |Ω| < ∞, one obtains that
.
Thus {|∇A α t ( g k )|} k∈Z is a bounded sequence in L q (Ω) and has a weakly converging subse-
(3.11) (3.11) together with Lemma 3.2 and Minkowski's inequality implies
which yields (3.9). Below we will prove (3.10). Without loss of generality, we only prove (3.10) for l = m.
Then, the similar argument as in (3.11) yields that
Using (3.12), Lemma 3.2 and the Minkowski inequality, we get
which gives (3.10) for l = m. It follows from (3.9) and (3.10) that
. Thus, we completed the proof of Lemma 3.5.
Proof. Similarly as in Lemma 3.5, we know that for
Now, we may choose 1 < q 1 , ..., q m < ∞ and α 1 , ..., α m ≥ 0, such that
n , which implies that
For
. Then, one may obtain that
We only prove (3.10) for l = m, since other cases are analogous.
We need the estimate for the gradient of A α t in the proof of Theorem 2.4 as follows.
(3.13).
Proof. We first prove (3.
For almost every x ∈ Ω, it follows from (3.4) that
(3.14) Applying Gauss's theorem we have
where ν(y) = y−x tδ(x) is the unit outer normal of B(x, tδ(x)). Letᾱ = (α − 1)/m. For almost every x ∈ Ω, it follows form (3.14) and (3.15) that
The rest of proof follows form an approximation argument. Suppose that
For any x ∈ Ω, one can easily check that
. By the proved case for smooth functions, for almost every x ∈ Ω, we have
qm with q j = np j /(n −ᾱp j ). By (3.19), Lemmas 3.1 and 3.2 and Hölder's inequality, it holds that
Thus {|∇A α t ( g k )|} k∈Z is a bounded sequence in L q (Ω) and has a weakly converging sub-
For convenience we define the families of operators {H l } m l=1 by
Below we shall prove that
Without loss of generality we only prove (3.17) for l = m. By the sublinearity of the fractional maximal operator and spherical fractional maximal operator, we have
This together with Hölder's inequality and Minkowski's inequality yields that
which gives (3.17) for l = m.
On the other hand, by arguments similar to those used in deriving (3.9), one obtains
This together with (3.17) implies that
Applying Proposition 3.4 to (3.16) with
we get (3.13). This finishes the proof of Lemma 3.7.
The following lemma is needed in the proof of Theorem 2.1.
Then there exists a constant C > 0 such that
Proof. By (3.7) we may obtain that (3.18) holds for each f j ∈ W 1,p j (Ω) ∩ C ∞ (Ω). Now an approximation argument similarly as in Lemma 3.5 gives the desired result.
Proofs of Theorems 2.1-2.6.
Proof of Theorem 2.1. Let each f j ∈ W 1,p j (Ω). Without loss of generality we may assume that all f j ≥ 0 since |u| ∈ W 1,p (Ω) if u ∈ W 1,p (Ω) for 1 < p < ∞. Let t k , k = 1, 2, . . . , be an enumeration of the rationals between 0 and 1. Denote
Invoking Lemma 3.8 we see that A t k ( f ) ∈ W 1,q (Ω) and for almost every x ∈ Ω, it holds
Using (3.19) and the fact that the maximum of two Sobolev functions belongs to the Sobolev space ([11, Lemma 7.6]), we see that {g k } k∈Z is an increasing sequence of functions in W 1,q (Ω) converging to M Ω ( f ) pointwise and for all k ≥ 1 and almost every x ∈ Ω.
On the other hand, g k (x) ≤ M Ω ( f )(x) for all k ≥ 1 and every x ∈ Ω. The rest of the proof along the lines of the final part of the proof of Lemma 3.5. By (3.20) , and using the boundedness of M Ω and ∇f i L p i ≤ ∇f i w 1,p i . We have
We may proceed to the weak limit in (3.20) .
The same argument as in the end of the proof of Lemma 3.5 yield the desired result.
Proof of Theorem 2.2. Proof for (i):
Since each f j ∈ W 1,p j (Ω) for 1 < p j < ∞. Without loss of generality we may assume that all f j ≥ 0. Let t k , k = 1, 2, . . . , be an enumeration of the rationals between 0 and 1. We denote
(Ω) for all k ≥ 1 and for every x ∈ Ω and f l = (f 1 , . . . , f l−1 , |∇f l |, f l+1 , . . . , f m ), one may obtain
For k ≥ 1, we define the function
is an increasing sequence of functions converging to M α,Ω ( f ) pointwisely. By (3.21) , for all k ≥ 1 and almost every x ∈ Ω, we have
Therefore, by (3.22) and using the same argument as in the end of the proof of Lemma 3.5, we can obtain Theorem 2.2.
Proof for (ii):
In the proof of (i), using Lemma 3.6 instead of Lemma 3.5 and employing the same argument as in Lemma 3.6 may yield the desired conclusion.
Proof of Theorem 2.4.
The proof is analogous to the proofs of Theorem 2.2 and Lemma 3.5, but using Lemma 3.7 instead of Lemma 3.5. We omit the the proof of it.
Proof of Theorem 2.5. By Lemma 3.2 and Theorem 2.1 and Minkowski's inequality, one obtains that
Proof of Theorem 2.6. Let
n . Obviously, q < q * . By Lemma 3.2 and Minkowski's inequality, one obtains that
This yields (i). While (1 ′ ) is a consequence of Theorem 2.2 (ii). Let
qm with q j = np j /(n −ᾱp j ). By Lemmas 3.1-3.2 and Theorem 2.4, Hölder's inequality, Minkowski's inequality and the fact |Ω| < ∞, we have
This proves (ii).
Proofs of Theorems 2.8-2.9
We need the following property of the Sobolev space with zero boundary values.
Proof of Theorem 2.8.
. By the arguments similar to those used to derive (3.13), for every x ∈ Ω, we have
(ii) Let each f j ∈ W 1,p j (Ω). Fix 0 < t < 1 and 1 ≤ l ≤ m. By the arguments similar to those used in deriving [1, Theorem 3.12] , there exists C = C(n) > 0 such that
Let t k , k = 1, 2, . . . , be an enumeration of the rationals between 0 and 1. We still write
|f l (y)|dy
It follows that
This combining with Hölder's inequality and Minkowski's inequality yields that
By Theorem 2.6 we have
Proof of Theorem 2.9. Theorem 2.6 gives that M α,Ω ( f ) ∈ W 1,q (Ω). For every x ∈ Ω, One can easily check that
Applying Lemma 3.2 and (4.2) we obtain
Then, by Lemma 4.1 it holds that M α,Ω ( f ) ∈ W 1,q 0 (Ω).
Proofs of Theorems 2.11-2.12
5.1. Preliminaries. For R > 0, let B R be the ball of radius R centered at the origin. For A ⊂ R n and x ∈ R n , let d(x, A) := inf a∈A |x−a| and A (λ) := {x ∈ R n ; d(x, A) ≤ λ} for λ ≥ 0.
For convenience we denote by A x,r (f ) = |B(x, r)| −1 B(x,r) f (y)dy. The notation K ⊂⊂ Ω means that K is open, bounded and K ⊂ Ω.
For every x ∈ Ω, we define the function u x, f,α : [0, δ(x)] → R by
and
A x,r (f i ) when r ∈ (0, δ(x)], whence it holds that
We also define the set 
Proof. We may assume without loss of generality that all f i,j ≥ 0 and f i ≥ 0. Then for given ǫ ∈ (0, 1), there exists N 0 = N 0 (m, ǫ) ∈ N such that
for any j ≥ N 0 and i = 1, 2, . . . , m. Using the similar argument as in the proof of [32, Lemma 2.2], we see that the set {x ∈ Ω R ; R α ( f j )(x) R( f ) α (x) (λ) } is measurable for any j ∈ Z when all f i,j and f j are locally integrable functions. Let λ > 0 and R > 0. It easy to see that, for almost every x ∈ Ω R , there exists γ(x) ∈ N\{0} such that
From (3.3) we can conclude that there exists γ = γ(R) ∈ N\{0} such that
where E is a zero measurable set. Define
(5.10) together with the above properties implies that
for all j ≥ N 0 . This yields (5.1) and completes the proof of Lemma 5.1.
For 1 ≤ l ≤ n, let e l = (0, . . . , 0, 1, 0, . . . , 0) be the canonical l-th base vector in R n . Fix 1 ≤ i ≤ m, h = 0 and f i ∈ L p (Ω) with 1 ≤ p < ∞, we define the functions f l i,h and f [11, 7.11] ). We also known that f
Let A, B be two subsets of R n , we define the Hausdorff distance of A and B by π(A, B) := inf{δ > 0 : A ⊂ B (δ) and B ⊂ A (δ) }.
The following lemma tells us that how close the sets R α ( f )(x) and R α ( f )(x + he l ) are when h is small enough.
We only prove (5.11). Motivated by the idea in the proof of [33, Lemma 2.3], we now prove (5.11). By the same argument as in getting (5.4), there exists γ ∈ N\{0} such that
where E is a zero measurable set. Fix h ∈ R, let
Now, for h small enough, we shall prove that
We want to show that for x ∈ B\B h with |h| <
We consider the following two cases:
(i) Suppose that r < δ(x) − |h|. We get from (5.13) that
where G i l,h is given as in (5.14) . This yields that
, which yields x ∈ B 1,h and a contradiction.
(ii) Suppose that r ∈ [δ(x) − |h|, δ(x + he l )]. Observe that d(δ(x) − |h|, R α ( f )(x)) > λ and δ(x + he l ) − |h| < δ(x). Specially, when |h| is small enough we have d(δ(x + he l ) − |h|, R α ( f )(x)) > λ. We can write
One can easily check that
where G i l,h is given as in (5.14). Using (5.13) and (5.16)-(5.17) we get
. Thus we have x ∈ B 1,h , which is a contradiction and hence (5.15) holds.
It remains to show that lim
). By the similar argument as in getting (5.8) we have
, where G i l,h is given as in (5.14). thus
which yields that |B The following key lemma enable us to give the proofs of Theorems 2.11-2.12.
. Then for 1 ≤ l ≤ n and almost every x ∈ Ω we have
(5.20)
Proof. Fix 1 ≤ l ≤ n. Without loss of generality we may assume that all f i ≥ 0. Let K ⊂⊂ Ω. By Lemma 5.2 we can choose a sequence {s k } ∞ k=1 , s k > 0 and s k → 0 such that lim
Then for any i = 1, 2, . . . , m, we have
Furthermore, there exists a subsequence {h k } ∞ k=1 of {s k } ∞ k=1 and a measurable set B 1 ⊂ K such that |K\B 1 | = 0 and
One can easily check that |K\B i | = 0 for any i = 2, 3. Let x ∈ B 1 ∩ B 2 ∩ B 3 be a Lebesgue point of all f i , f i,l τ (h k ) and D l f i and r ∈ R α ( f )(x) with r < δ(x), there exists radii r k ∈ R α ( f )(x + h k e l ) such that lim k→∞ r k = r. We consider two cases:
Case A (r > 0). Without loss of generality we assume that all r k > 0. Write
On the other hand, 
19).
Case B (r = 0). We consider two cases: (i) α = 0. We can write
If we have r k = 0 for infinitely many k, then
If there exists k 0 ∈ N such that r k > 0 when k ≥ k 0 . We get from (5.21) that
Similarly, we have lim
It follows from (5.24) and (5.27)-(5.28) that
which together with (5.23) implies that
(ii) 0 < α < md. One can easily check that M α,Ω ( f )(x) = 0. It follows that
If we have r k = 0 for infinitely many k, we can conclude that
Combining this inequality with (5.27)-(5.28) implies that
This together with (5.29) yields that
This proves (5.19) and (5.20) for a.e. x ∈ K. Since K ⊂⊂ Ω is arbitrary, this gives the claim in Ω.
Lemma 5.4 (Lemma 2.11, [33] ). Let A j ⊂ R n be measurable sets and let h k ∈ R n such that |h k | → 0 when k → ∞. Then we can find a subsequence of {h k i } such that for every j and for almost every x ∈ A j we have x + h k i ∈ A j when i is large enough.
where F i j is given as in (5.8). Similarly we have
We get from (5.31)-(5.32) that
for almost every x ∈ K j . By the continuity of u x, F i j ,α (r). For almost every x ∈ Ω, there exists a sequence of numbers
We consider the following three cases: Case 1. Assume (i) hold. By Lemma 3.8 we have
for all j, ℓ ≥ 1 1 ≤ l ≤ n and almost every x ∈ K. Using (5.33)-(5.34) and Lemma 3.8 again, for almost every x ∈ K j , we obtain that
where 
for almost every x ∈ K. By Lemma 3.5 again, for almost every x ∈ Ω, we have
(5.36) For almost every x ∈ K j , it follows from (5.33)-(5.34) and (5.36) that
(5.37)
The fact that |Ω| < ∞, together with Lemma 3.2, Minkowski's inequality and Hölder's inequality gives that G i,j L q (K j ) → 0 as j → ∞. This together with (5.37) yields (5.30) . This completes the proof of Lemma 5.5.
Lemma 5.6 (Lemma 2.9, [33] ). Let f ∈ W 1,p (Ω) for 1 < p < ∞. Let r k and h k be positive real numbers so that h k → 0, r k ≤ δ(x) for every k and r k → δ(x) as k → ∞. Moreover, assume that r k ≤ δ(x + h k e l ) for all k and some 1 ≤ l ≤ n. Then, it holds that
Lemma 5.7 (Corollary 2.7, [33] ).). Let 1 < p < ∞ and A be a measurable subset of Ω. Let f j be a sequence in W 1,1 loc (Ω) so that f j converges to zero in the sense of distributions :
5.2. Proofs of Theorems 2.11-2.12.
Proof of Theorem 2.11. Let each f j ∈ W 1,p j (Ω). Let
We may assume that all f i ≥ 0 and f i,j ≥ 0. For convenience, we denote by f j = (f 1,j , . . . , f m,j ). For 1 ≤ i ≤ m, let
. . , f m,j ). By (5.8) and Minkowski's inequality we have
where F i j is given as in (5.8). It follows that
Therefore, it suffices to show that
for any l = 1, 2, . . . , n. We will prove (5.39) for l = n and the other cases are analogous. Fix ǫ > 0, there exists K ⊂⊂ Ω such that
< ǫ whenever A is a measurable set such that A ⊂ K and |A| < η. By Theorem 2.1 we have
for almost every x ∈ Ω. One can easily check that
It is easy to see that
This yields that there exists N 0 ∈ N\{0} such that F j L q (Ω) < ǫ for all j ≥ N 0 , which together with (5.40) and Minkowski's inequality implies that
Thus, to prove (5.39), we only need to show that
To prove (5.43), it is enough to prove that
Step 1. Proof of (5.44). Since the sets R( f )(x) are compact, we can choose γ > 0 such that
As we already observed, for almost every x ∈ Ω and i = 1, 2, . . . , m, the function u x, f i is uniformly continuous on [0, δ(x)]. Thus, for almost every x ∈ Ω, the function m i=1 u x, f i is uniformly continuous on [0, δ(x)] and we can find γ(x) ∈ (0, γ) such that
We can write
N , where |N | = 0. It follows that there exists β ∈ (0, γ) such that
≥ ǫ for some r 1 , r 2 with |r 1 − r 2 | < β
By Lemma 5.1, there exists N 1 ∈ N\{0} such that
On the other hand, for any r 1 ∈ R( f j )(x) and r 2 ∈ R( f )(x) with r 1 , r 2 < δ(x), we have that for any i = 1, 2, . . . , m,
Thus by (5.48) and (5.50)-(5.52) we have
for any j ≥ max{N 1 , N 2 }, which gives (5.44).
Step 2. Proof of (5.45). Let {h k } ∞ k=1 be a sequence of numbers such that h k → 0 + as k → ∞. Following from the notations in [33] , we set
for infinitely many k},
Note that K\G ⊂ B j ∪ B + ∪ B − . Invoking Lemma 5.5 we obtain
Below we treat the case when x ∈ B + . We know that for almost every x ∈ B + we have x + h k e n ∈ B + when k is large enough. It follows that
for k large enough. Thus by Lemma 5.6 we have
for almost every x ∈ B + . Combining this inequality with Lemma 5.3 implies that
for all r ∈ R( f )(x) (equality if r < δ(x)). Let us recall the definition of β and K j . We know that R( f j )(x) ⊂ R( f )(x) (β) when j ≥ N 1 and x ∈ Ω\K j . It follows that for every x ∈ B + \(K j ∪ B j ) with j ≥ N 1 , there exists r j ∈ R( f j )(x), r j < δ(x) such that |r j − r| ≤ β for some r ∈ R( f )(x) (Here r may be δ(x)). Since x ∈ B + \(K j ∪ B j ), then r j < δ(x). By Lemma 5.3 and (5.54) we obtain that
On the other hand, by the similar argument as in getting (5.47) we have
where G i,j is given as in (5.47). We get from (5.49) that
It follows that |{x ∈ Ω : |I 2,j (x)| ≥ ǫ/2}| → 0 as j → ∞. 
One the other hand, by (5.48)-(5.49) and (5.52) we have
for any j ≥ max{N 1 , N 2 }, which gives
Combining (5.59) with (5.60) and (5.53) yields that
It remains to treat the case when x ∈ B − . We know that for almost every x ∈ B − we have x + h k e n ∈ B − when k is large enough. It follows that for k large enough. By the similar arguments as in getting (5.54) we have
for all r ∈ R( f )(x) (equality if r < δ(x)). Let us recall the definition of β and K j . We know that R( f j )(x) ⊂ R( f )(x) (β) when j ≥ N 1 and x ∈ Ω\K j . It follows that for every x ∈ B − \K j with j ≥ N 1 , there exists r j ∈ R( f j )(x), r j < δ(x) such that |r j − r| ≤ β for some r ∈ R( f )(x) (Here r may be δ(x)). By the similar argument as in getting (5.55) we have
for almost every x ∈ B − \(K j ∪ B j ) with j ≥ N 1 . This together with (5.56)-(5.57) yields that
On the other hand, by (5.64) and the similar argument as in getting (5.59) we have
Using the similar argument as in getting (5.60) we get 
We may assume that all f i ≥ 0 and f i,j ≥ 0. We also let f j = (f 1,j , . . . , f m,j ). By (5.8), Hölder's inequality, Minkowski's inequality and the fact that |Ω| < ∞ we have 
For any 1 ≤ l ≤ n, it suffices to show that
We will prove (5.70) for l = n. Let f i , f i j , g i , g i j be given as in the proof of Theorem 2.11. Fix ǫ > 0, there exists K ⊂⊂ Ω such that
ǫ whenever A is a measurable set such that A ⊂ K and |A| < η. By Theorem 2.2 we have
where F i j is given as in (5.8) and I µ,j , J ν,j , K i,j are given as in the proof of Theorem 2.11. It is easy to see that G j L q (Ω) → 0 as j → ∞, (5.72) which yields that there exists N 0 ∈ N\{0} such that G j L q (Ω) < ǫ for all j ≥ N 0 . This together with (5.71) and Minkowski's inequality we have
+ G j L q (Ω) ≤ (2α + 5)ǫ, for j ≥ N 0 .
It follows that
(5.73) Thus, to prove (5.70), it suffices to show that
(5.74)
Let G = {x ∈ K : δ(x) ∈ R α ( f )(x)}. To prove (5.74), it is sufficient to prove that
Step 1. Proof of (5.75). Since the sets R α ( f )(x) are compact, we can choose γ > 0 such that |{x ∈ G : R α ( f )(x) [0, δ(x) − γ]}| =: |A γ | < η 4 . (5.77)
As we already observed, for almost every x ∈ Ω and i = 1, 2, . . . , m, the function u x, f i ,α is uniformly continuous on [0, δ(x)]. Thus, for almost every x ∈ Ω, the function On the other hand, for any r 1 ∈ R α ( f j )(x) and r 2 ∈ R α ( f )(x) with r 1 , r 2 < δ(x), we have that for any i = 1, 2, . . . , m, 
for any j ≥ max{N 1 , N 2 }, which gives (5.75).
Step 2. Proof of (5.76). Let {h k } ∞ k=1 be a sequence of numbers such that h k → 0 + as k → ∞. Following from the notations in [33] , we set B j := {x ∈ K\G : δ(x) ∈ R α ( f j )(x)}, B + := {x ∈ K\G : δ(x + h k e n ) ≥ δ(x) for infinitely many k} and B − := {x ∈ K\G : δ(x + h k e n ) ≤ δ(x) for infinitely many k}. Note that K\G ⊂ B j ∪ B + ∪ B − . Invoking Lemma 5.5 we obtain
(5.84)
Below we treat the case when x ∈ B + . We know that for almost every x ∈ B + we have x + h k e n ∈ B + when k is large enough. Therefore, for k large enough, it holds that M α,Ω ( f )(x + h k e n ) ≥ u x+h k en, f ,α (δ(x)), for k large enough.
Thus, for almost every x ∈ B + , Lemma 5.6 gives that
≥ lim sup (equality if r < δ(x)). Let us recall the definition of β and K j . We know that R α ( f j )(x) ⊂ R α ( f )(x) (β) when j ≥ N 1 and x ∈ Ω\K j . It follows that for every x ∈ B + \K j , there exists r j ∈ R α ( f j )(x), r j < δ(x) such that |r j − r| ≤ β for some r ∈ R α ( f )(x) (Here r may be δ(x)). Since x ∈ B + \(K j ∪ B j ), then r j < δ(x). By Lemma 5.3 and (5.85), for almost every x ∈ B + \(K j ∪ B j ) with j ≥ N 1 , we obtain that It remains to treat the case when x ∈ B − . We know that for almost every x ∈ B − we have x + h k e n ∈ B − when k is large enough. It follows that M α,Ω ( f )(x + h k e n ) = u x+h k e l , f,α (δ(x + h k e l )) ≤ u x+h k e l , f ,α (δ(x)) for k large enough. By the similar arguments as in getting (5.85) we have D n M α,Ω ( f )(x) ≤ u x, f i ,α (r) (5.94) for all r ∈ R α ( f )(x) (equality if r < δ(x)). Let us recall the definition of β and K j . We know that R α ( f j )(x) ⊂ R α ( f )(x) (β) when j ≥ N 1 and x ∈ Ω\K j . It follows that for every x ∈ B − \K j , there exists r j ∈ R α ( f j )(x), r j < δ(x) such that |r j − r| ≤ β for some r ∈ R α ( f )(x) (Here r may be δ(x)). By the similar argument as in getting (5.86) we have 
