and In(G1) = In(G2). When E is s t r i c t l y G 1 -contractive, then the number of eigenvalues of E that are inside and outside the unit disk and are equal to n(G1) and v(G1), respectively [4, p.
531. Moreover, if G1 is positive definite (i.e. v ( G 1 ) = S(G1) = 0). then all of the eigenvalues of E are inside the unit disk. If G1 = G2, then E is a Gl-contraction.
If strict inequality prevails in (3) inequality. The bounded real lemma [5] insures that (3) is equivalent to LMI for a(A) < 0. When Z(s) is sthctly bounded real and a ( A ) c 0 their equivalence with strict inequality depends on a Riccati inequality established in Zhou and Khargonekar [ 6 ] . When R is nonsingular and a(A) < 0, then the two extremal solutions P+ and P-for the algebraic Riccati e q u a t i o n are solutions of the LMI and any solution of the LMI satisfies 0 e P-S 6 5 P+. Note that P-is the stabilizing solution of ARE [2] . i.e., a(A + BR-l(BTP-+ DTC)) < 0. with stabilizing solution Q- [2] . i.e., a ( A + (Q.CT + BDT)
S-lC)) < 0. The nxn unique symmetric solutions Q(t, K) and P(t, K) with initial condition matrices KT = K satisfy the differential Riccati equations If G1 and G2 are symmetric nonsingular matrices such that the Lyapunov inequality is satisfied and In(G1) = In(G2), then for any initial condition matrix K with KTG2K < G1 the solution P(t, K)
is intertwined with G2 and G1 on some interval 0
For any vector ZE R 2 n define the indefinite
Lyapunov function
Let z(t, K. ZO) denote the 2n dimensional solution vector of (4) with component vectors ( @ l l ( t ) + @12(t)K) zo and (412~(t) + 4 1~~( t ) K ) z o . Now by standard Lyapunov theory it follows that the total derivative V(z) satisfies the e q u a t i o n and so along the solution of (4)
Substituting the solution vector z(t,K,zo) into (7) and factoring the quadratic form with the aid of ( 5 ) leads to the following expression which establishes the first claim using (6) and (8) .
Now suppose that G1 > 0 and KTG2K c G I , then by (8). the following inequality is valid on some interval 0
Since this inequality implies that For any ME R n x n the Moore-Penrose inverse 
I h " i 2
These results lead to a new characterization of If R is nonsingular and Z ( s ) is (strictly) bounded real, then there exist intertwining matrices G , > 0 and G 2 > 0 such that the Lyapunov inequality (6) strictly bounded real systems.
Theorem 2
Suppose that a(A) m Suppose that P-GzP-< G1 and Q -G l Q -< G2. then the product Q -P -is G2-contractive. Since the eigenvalues of the product are less than one and P;'=Q- [2] , it follows that P+ -P-> 0 and so Z ( s ) is strictly bounded real by the "gap" test. If R is nonsingular and Z ( s ) is strictly bounded follows that P-G2P-< G I . Now these arguments can be repeated for HF by interchanging the roles of G2 and G I , recalling that (iT,CTF') is controllable and using Proposition 1.
The significance of Theorems 2 and 3 is threefold: first, they give a new characterization of bounded real functions and their relation to the Lyapunov inequality in equation (6), second, all other minimal realizations are of Z(s) are intertwined, and finally, it shows that the growth rate of the general solutions P(t, K) and Q(t,K) are constrained by the intertwining inequalities and completely predictable from the bounded real property. While the solutions P(t, 0) and (Q(t, 0)) are monotone increasing and therefore constrained by the behavior of P-(Q-), it is not immediate that both P(t. K) (Q(t,K)) and P-(Q-) are intertwined.
