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ABSTRACT
In this work, we present an unconstrained face verification al-
gorithm and evaluate it on the recently released IJB-A dataset
[1] that aims to push the boundaries of face verification meth-
ods. The proposed algorithm couples a deep CNN-based
approach with a low-dimensional discriminative embedding
learnt using triplet similarity constraints in a large margin
fashion. Aside from yielding performance improvement,
this embedding provides significant advantages in terms of
memory and post-processing operations like hashing and vi-
sualization. Experiments on the IJB-A dataset show that the
proposed algorithm outperforms state of the art methods in
verification and identification metrics, while requiring less
training time.
Index Terms— Face Verification, Deep Learning, Metric
Learning, Triplet comparisons
1. INTRODUCTION
Recently, with the advent of curated face datasets like La-
beled faces in the Wild (LFW) [2] and advances in learning
algorithms like Deep neural nets, there is more hope that un-
constrained face verification problems can be solved.. A face
verification algorithm compares two given templates that are
typically not seen during training. Research in face verifi-
cation has progressed very well over the past few years, re-
sulting in the saturation of performance in the LFW dataset,
yet the problem of unconstrained face verification remains a
challenge. This is evident by the performance of traditional
algorithms in the publicly available IJB-A dataset ([1], [3])
that was released recently. In addition, despite the superb per-
formance of CNN-based approaches compared to traditional
methods, a drawback of such methods is the lengthy train-
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Fig. 1. Training and Deployment processing pipeline
ing time. In this work, we provide a Deep CNN (DCNN)
architecture that ensures faster training, and investigate how
much the performance can be improved if we are provided
with domain specific data. Specifically our contributions are
as follows:
• We propose a deep network architecture and a training
scheme that ensures faster training time.
• We formulate a triplet similarity embedding learning
method to improve the performance of deep features.
Figure 1 shows the processing pipeline used in this work.
During training, we use a generic dataset (that is independent
of the IJB-A dataset) to train our deep architecture. To further
improve performance, we use the training data provided with
the IJB-A data to finetune our DCNN model. We learn the
proposed triplet similarity embedding using the same train-
ing set but with features extracted from the finetuned DCNN
model. During the deployment phase, given a face template,
we extract the deep features using the finetuned model after
some preprocessing steps. The deep features are projected
into a low-dimensional space using the embedding matrix
learnt during training (note that the projection involves only
matrix multiplication). We use the 128-dimensional feature
as the final representation of the given face template.
This paper is organized as follows: Section 2 places our
work among the recently proposed approaches for face verifi-
cation. Section 3 details the network architecture and training
scheme. The triplet similarity embedding learning method
is described in Section 4 followed by results on the IJB-A
dataset and discussion in Section 5.
2. RELATED WORK
This work broadly consists of two components: the deep
network used as a feature extractor and the learning pro-
cedure that projects the input features into a discriminative
low-dimensional space. In the past few years, there have
been numerous works in using deep features for tasks related
to face verification. DeepFace [4] uses a carefully crafted
3D alignment procedure to preprocess face images and feeds
them to the a deep network (with 120M parameters) that
is trained with a large training set. A kernel classifier is
trained on the resulting features to make the final verification
decision. More recently, Facenet [5] uses the inception ar-
chitecure and a large private dataset to train a deep network
using a triplet distance loss function. The training time for
this network is of the order of few weeks. Since the release of
the IJBA dataset [1], there have been several works that have
published results on the verification protocol. Most notably,
[6] and [7] train deep networks using the CASIA-WebFace
dataset [8] with training time of the order of few days. This
work proposes a network architecture and a training scheme
that needs about 20 hrs of training time. Similar to [6], we
train our deep network using the CASIA-Webface dataset.
The idea of learning a compact and discriminative repre-
sentation has been around for decades. Weinberger et al. [9]
introduced the idea of using an Semi Definite Programming
(SDP)-based formulation to learn a metric satisfying pairwise
and triplet distance constraints in a large margin framework.
More recently, this idea has been successfully applied to face
verification by integrating the loss function within the deep
network architecture ([5], [10]). Joint Bayesian metric learn-
ing has been another popular metric used for face verification
([11],[12]). These methods either require a large dataset for
convergence or learn a metric directly thereby not enabling
further operations like discriminative clustering or hashing.
The current work formulates an optimization problem based
on triplet similarities that converges well and similar to [5],
gives a compact representation of the input. The embedding
scheme described in this work is a more general framework
that can be applied to any general setting where labeled train-
ing data is available.
3. NETWORK ARCHITECTURE
This section details the architecture and training algorithm for
the deep network used in our work. The architecture of our
network is shown in Figure 1. Our architecture closely fol-
lows the architecture of the AlexNet [13] with the following
differences:
• The f/c layers have fewer parameters thus reducing the
number of parameters by more than a half.
• We use Parametric Rectifier Linear units (PReLU’s) in-
stead of ReLU, since they allow a negative value for the
output based on a learnt threshold and have been shown
to improve convergence rate [14].
The main reason for mirroring the AlexNet architecure in
the convolutional layers is closely tied to the training scheme:
We initialize the convolutional layer weights with the weights
from the AlexNet model that was trained on the ImageNet
challenge dataset. Several recent works ([15],[16]) have em-
pirically shown that this transfer of knowledge across differ-
ent networks, albeit for a different objective, improves perfor-
mance and more significantly reduces the need to train over
a large number of iterations. To learn more domain specific
information, we add an additional convolutional layer, conv6
and initialize the fully connected layers fc6-fc8 from scratch.
Since the network is used as a feature extractor, the last layer
fc8 is removed during deployment, thus reducing the number
of parameters to 15M. When the network is deployed. the
features are extracted from fc7 layers resulting in a dimen-
sionality of 512.
Deep Network Architecture
Layer Kernel Size/Stride #params
conv1 11x11/4 35K
conv2 5x5/2 614K
conv3 3x3/2 885K
conv4 3x3/2 1.3M
conv5 3x3/1 885K
conv6 3x3/1 590K
fc6 1024 9.4M
fc7 512 524K
fc8 10575 5.5M
Softmax Loss Total: 19.8M
Table 1. Deep Network architecture details
4. LEARNING A DISCRIMINATIVE EMBEDDING
In this section, we describe a low-dimensional embedding
learnt using data such that the resulting projections are more
discriminative. Aside from an improved performance, this
embedding provides significant advantages in terms of mem-
ory, post-processing operations like hashing and visualiza-
tion.
Consider a triplet {a, p, n}, where a (anchor) and p (pos-
itive) are from the same class, but n (negative) belongs to a
different class. Our objective is to learn a linear projection W
from the data such that the following constraint is satisfied:
(Wa)T · (Wp) > (Wa)T · (Wn) (1)
In our case, {a, p, n} ∈ R512 are deep descriptors which
are normalized to unit length. As such, (Wa)T · (Wp) is
the dot-product or the similarity between a, p under the pro-
jection W. The constraint in (1) requires that the similar-
ity between the anchor and positive samples should be higher
than the similarity between the anchor and negative samples
in the low dimensional space represented by W. Thus, the
mapping matrix W pushes similar pairs closer and dissimilar
pairs apart, with respect to the anchor point. By choosing the
dimensionality of W as d × 512 where d < 512, we achieve
dimensionality reduction in addition to better performance.
For our work, we fix d = 128 based on cross validation.
Given a set of labelled data points, we solve the following
optimization problem:
argmin
W
∑
a,p,n∈T
max(0, α+ aTWTWn− aTWTWp)
(2)
where T is the set of triplets and α is a margin parameter cho-
sen based on the validation set. In practice, the above problem
is solved in a Large-Margin framework using Stochastic Gra-
dient Descent (SGD) and the triplets are sampled online. The
update step for solving (2) with SGD is:
Wt+1 = Wt − η ∗Wt ∗ (a(n− p)
T + (n− p)aT ) (3)
where Wt is the estimate at iteration t, Wt+1 is the updated
estimate, {a, p, n} is the triplet sampled at the current itera-
tion and η is the learning rate.
The pseudo-code for obtaining W is shown in Algorithm
1. W is initialized with the first d principal components of
the training data. At each iteration, a random anchor and a
random positive data points are chosen. To choose the neg-
ative, we perform hard negative mining, ie. we choose the
data point that most violates the constraint in (2) among the
randomly chosen 2000 negative instances at each iteration.
The technique closest to the one presented in this section,
which is used in recent works ([5],[10]) computes the embed-
ding W based on satisfying a distance constraint:
argmin
W
∑
a,p,n∈T
max{0, α+ (a− p)TWTW(a− p)−
(a− n)TWTW(a− n)} (4)
Algorithm 1: Triplet Similarity Embedding: din =
512, dout = 128
Data: Data-labels pairs: {xi, yi}Ni=1, Learning rate η
Result: Embedding matrix, W ∈Rdin×dout
/* initialization */
1 W0 = pca(X,
′ dout′);
2 t = 0 ;
3 while t < maxIter do
4 a = get-random-anchor;
5 p = get-random-positive;
6 n = get-hard-negative;
7 if (a,p,n) violates (2) then
8 Update W according to (3);
9 end
10 t = t + 1 ;
11 end
Fig. 2. Performance improvement on IJB-A split 1
To be consistent with the terminology used in this paper, we
call it Triplet Distance Embedding (TDE). To compare the
relative performances of the raw features before projection,
TDE and TSE (proposed method), we plot the traditional
ROC curve (TAR (vs) FAR) for split 1 of the IJB-A proto-
col for the three methods in Figure 2. The Equal Error Rate
(EER) metric, which is a popular measure to compare classifi-
cation systems is specified for each method. The performance
improvement due to the triplet similarity embedding (TSE) is
very significant, especially at regions FPR= {10−4, 10−3}.
Although the TDE method produces slightly better perfor-
mance at lower FAR’s, the EER value for TDE is worse than
using the raw features. On the other hand, the proposed TSE
formulation reduces the EER by 19.7% which is a significant
improvement. We observed a similar behaviour for all the ten
splits of the IJB-A dataset.
Fig. 3. Images from the IJB-A dataset
5. EXPERIMENTAL SETUP AND RESULTS
In this section we evaluate the proposed method on the
recently introduced unconstrained face verification dataset
IARPA Janus Benchmark-A (IJB-A) [1]. We compare our re-
sults with state of the art methods and show that the proposed
method always outperforms them while requiring less time to
train.
5.1. IJB-A dataset
The IARPA Janus Benchmark-A (IJB-A) contains 500 sub-
jects with a total of 25, 813 images (5,399 still images and
20,414 video frames). The faces in the IJB-A dataset contain
extreme poses and illuminations, much harder than LFW [2].
An additional challenge of the IJB-A verification protocol is
that the template comparisons include image to image, im-
age to set and set to set comparisons. In this work, if a given
test template consists of more than one image, we flatten the
template by taking an average of the image features to pro-
duce one feature vector. Some sample images from the IJB-A
dataset are shown in Figure 3.
5.2. Pre-processing
In the training phase, given an input image, 68 fiducial points
are extracted using the pipeline described in [6], out of which
six keypoints are used for alignment. In the test phase, we
use the three keypoints (left eye, right eye and nose) provided
to us through the metadata provided with the IJB-A data, in
order to facilitate comparisons with related methods ([7],[6]).
We use the obtained keypoints to align the image to a canon-
ical view using a similarity transform. In the IJBA dataset,
there are several faces in profile views for which all three key-
points cannot be identified. For these cases, which is almost
half of the test data, we crop the faces using the given bound-
ing box information and process them without alignment. Our
pre-processing procedure is kept simple to highlight the per-
formance improvement provided by the proposed deep archi-
tecture and the triplet similarity embedding.
5.3. Parameters and training times
The training of the proposed deep architecture is done using
SGD with momentum, which is set to 0.9 and the learning
rate is set to 1e-3 and decreased uniformly by a factor of 10
every 40K iterations. The weight decay is set to 5e-4 for all
layers. The training batch size is set to 150. We perform fine-
tuning for each split using the training data provided for each
split. The finetuning procedure takes 2 hours per split. For the
triplet optimization, the alpha value is set to 0.1, which is de-
cided based on a validation set of the first split of IJB-A. The
training time for our deep network is 20 hours and the time to
obtain the triplet embedding is 10-15 mins per split. During
deployment, the average enrolment time per image including
pre-processing, alignment and feature extraction is 8ms. The
experiments are conducted using an NVIDIA TitanX GPU.
IJB-A-Results
IJB-A: Verification Results (TARs at FARs)
FAR GOTS [1] [7] [6] Proposed
1e-4 - - - 0.41 ± 0.08
1e-3 0.20 ± 0.008 0.51 ± 0.06 - 0.59 ± 0.05
1e-2 0.41 ± 0.014 0.73 ± 0.03 0.79 ± 0.04 0.79 ± 0.03
1e-1 0.63 ± 0.012 0.89 ± 0.01 0.95 ± 0.01 0.945± 0.002
IJB-A: Identification Results
Acc. GOTS [1] [7] [6] Proposed
R1 0.44 ± 0.02 0.82 ± 0.02 0.85 ± 0.02 0.88 ± .01
R5 0.60 ± 0.02 0.93 ± 0.01 0.94 ± 0.01 0.95 ± .007
Table 2. Identification and Verification results on IJB-A
dataset. The results are average over 10 splits and the ± indi-
cates the standard deviation. ′−′ implies that the result is not
reported for that method.
5.4. Discussion
Table 2 shows the results for the proposed methods compared
to existing results for the IJB-A dataset. As can be observed,
the proposed method performs comparable in the verification
and better in identification metrics. The first column lists the
results of the Government off-the-shelf (GOTS) baseline [1]
for the IJB-A protocol. The approach in [7] uses an ensemble
of six models whereas [6] uses a model trained from scratch
using the CASIA-WebFace dataset over 6-7 days. It should be
noted that the current work uses a TitanX GPU which is twice
as fast as the standard K40 GPU which is used by the other
methods. Despite accounting for this difference, we still real-
ize a faster training method compared to other approaches due
to our training strategy that involves initializing part of our
network with pre-trained weights, which are publicly avail-
able. Since the proposed TSE approach maps the data to
a more discriminative low-dimensional space, it guarantees
better performance with good potential for post processing
operations like hashing and visualization. It should be noted
that similar to [7] and [6], we perform our experiments in a
closed set scenario i.e. we ignore the probe subjects which do
not appear in the gallery. The split-wise results of our system
and changes in performance at each stage of deployment are
discussed in the supplementary material.
6. CONCLUSION AND FUTURE WORK
In this paper, we proposed a deep CNN-based approach cou-
pled with a low-dimensional discriminative embedding learnt
using triplet similarity constraints in a large margin fashion.
The proposed pipeline enables a faster training time and im-
proves face verification performance especially at low FAR’s.
We demonstrated the effectiveness of the proposed method
on the challenging IJB-A dataset and achieved state of the art
performance. For future work, we plan to embed our TSE
approach into training the deep network.
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