Summary. We show that the problem of predicate detection in distributed systems is NP-complete. In the past, efficient algorithms have been developed for special classes of predicates such as stable predicates, observer independent predicates, and conjunctive predicates. We introduce a class of predicates, semi-linear predicates, which properly contains all of the above classes. We first discuss stable, observer independent and semi-linear classes of predicates and their relationships with each other. We also study closure properties of these classes with respect to conjunction and disjunction. Finally, we discuss algorithms for detection of predicates in these classes. We provide a non-deterministic detection algorithm for each class of predicate. We show that each class can be equivalently characterized by the degree of non-determinism present in the algorithm. Stable predicates are defined as those that can be detected by an algorithm with the most non-determinism. All other classes can be derived by appropriately constraining the non-determinism in this algorithm.
Introduction
Detection of a global predicate is a fundamental problem in distributed computing. This problem arises in many contexts such as designing, testing and debugging of distributed programs. For example, the detection of global predicate arises in implementing the most basic command of a debugging system:"stop the program when the predicate φ is true." To stop the program, it is necessary to detect the predicate φ; a non-trivial task if φ requires access to the global state. There are three approaches for detecting global predicates. The first approach is based on the global snapshot algorithm by Chandy and Lamport [3, 4, 22] . Their approach requires repeated computation of consistent global snapshots until a snapshot is found in which the desired predicate is true. This approach works only for stable predicates, i.e., predicates that do not turn false once they become true. If the desired predicate φ were not stable then their approach may fail to detect the predicate because φ may turn true only between two successive snapshots.
The second approach to global predicate detection is based on the construction of the lattice of global states [7, 15, 18] . This approach, first presented by Cooper and Marzullo [7] , allows the detection of definitely:φ and possibly:φ . The predicate possibly:φ is true if φ is true for any global state in the lattice. The predicate definitely:φ is true if, for all paths from the initial global state to the final global state, φ is true in some global state along that path. This approach can detect both stable and unstable predicates. However, detection may be prohibitively expensive. In a system with n processes each with m "relevant" local states, this approach requires exploring O(m n ) global states in the worst case. In the third approach, the lattice is not constructed. Instead the structure of the predicate is used to identify a subset of the global states. If the predicate is true, it must be true in one of the states from this subset. This approach is less general than the second, but results in more efficient detection algorithms. For example, [10, 11] present algorithms to detect possibly:φ and definitely:φ of complexity O(n 2 m) when φ is a conjunction of local predicates. Similarly, [13] , and independently [6, 24] present efficient algorithms to detect x i < C where the x i are variables on different processes and C is constant. In [23] , Stoller and Schneider propose a hybrid of the second and third approaches that reduces the size of the lattice that must be explored during detection. This method may require exponential complexity to detect some predicates. 1 A predicate classification scheme helps to bring order to the large collection of algorithms and approaches in the literature. In [5] , predicates are classified into three types: stable, observer independent, and general. Membership of a predicate in a class can be determined by its truthness in different modalities. A stable predicate is one for which φ is true in a global state whenever possibly:φ is also true in that state. An observer independent predicate is one for which definitely:φ and possibly:φ are equivalent.
The contributions of this paper are:
-We show that general predicates can not be efficiently detected (unless P = NP). In particular, the problem of detecting whether a boolean expression became true in a distributed computation is NP-complete. The problem stays NP-complete even when processes do not communicate with each other and each process executes a single instruction. -We define the linear class of predicates. We show that the set of global states satisfying a predicate φ is an infsemilattice if and only if φ is a linear predicate. Thus, linearity captures the class of predicates for which the first satisfying global state exists. We also present an algorithm to detect the first global state for which linear φ is true. -By considering the dual property of linearity, we get a necessary and sufficient condition for a given set of global states to be a lattice. This generalizes many earlier results. For example, the fact that the set of all recoverable states form a lattice [16] is an easy consequence of our result. -We define a larger class of predicates, semi-linear that includes linear, observer independent and stable predicates as proper subclasses. We describe the closure properties of all four classes under conjunction and disjunction. -We provide a family of non-deterministic detection algorithms. Beginning with an algorithm to detect stable predicates, we show that by constraining the nondeterminism we can derive algorithms that detect predicates in the other classes. We show that each algorithm will detect precisely those predicates that are members of the corresponding class. Thus, the degree and type of non-determinism in a detection algorithm provides an equivalent means to classify predicates. -We generalize the definitions for possibly:φ and definitely: φ for ranges of execution. In practice, it is often not desirable or even possible to begin monitoring a predicate at the start of execution. Thus, one would like to determine if φ became true between two global states. Our algorithms detect possibly:φ given two bounding global states. Alternatively, the upper bound can be left unspecified, allowing the algorithms to be used on-line.
In this paper, we restrict φ to be a condition defined on the values of program variables in a single global state. Other work in predicate detection has considered predicates defined on sequences of states. For example, [11, 20] discuss linked predicates, [2, 14] discuss atomic sequences, and [8] discusses regular patterns. We also refer the reader to [1, 9, 21] for surveys of stable and unstable predicate detection. This paper is organized as follows. In Section 2 we describe our model of a distributed system, and introduce the terminology used. In Section 3 we show that detection of possibly:φ is NP-Complete. Section 4 defines the predi- The cut formed by advancing X to the successor of s
The set of all cuts
The predicate possibly:φ is true between X and
The predicate definitely:φ is true between X and Y cate classes (stable, observer independent, linear, and semilinear). Examples of predicates, the closure properties, and significance of each class are described. Section 5 presents the detection algorithms.
Notation and model of the execution of a distributed program
Throughout this paper we make use of the following notation for quantified expressions:
quantifier : range : property
The range field restricts the values the free variable can take. When there is no need to restrict the variable, the range field is empty as in ∀x :: x = x. For simple range restrictions, we merge the range into the quantifier field as in: ∃n > 3 :: (∃a, b, c :: a n = b n + c n ). Table 1 summarizes the notation used in this paper. A distributed system consists of a set of processes P def = {p 1 , . . . , p n }. Each process executes a predefined program. Processes do not share any clock or memory; they communicate and synchronize with each other by sending messages over a set of channels. We assume that messages are not lost, altered, or spuriously introduced into a channel. We do not assume that channels are FIFO.
We model the execution of each process in the distributed system as a sequence of distinct local states. We use lowercase letters s and t to represent local states. The set of states from a single process are totally ordered. Therefore, the successor to s, denoted by succ(s), is unique when it exists. If the state has no successor (i.e., the process has terminated) then we say that final(s) holds. Following Lamport [17] we define the causally-precedes relation → (also known as "happened before") as follows: In the special case that s immediately precedes the sending of a message and t immediately follows the reception of that message, we say s t. Two states are said to be concurrent (denoted s t) when neither state happened before the other. Formally:
Note that the term state refers to the local state from a single process. We use the term global state to denote a set of concurrent local states with one state from each process. In this paper we will use a cut to represent the execution of a distributed system. We denote by sup(X) the set of supremal states in X. We define terms final and eligible as follows:
It should be noted that we do not use the term consistent cut in this paper. Our definition of a cut satisfies the commonly used notion of consistency (to end in a global state).
Note that the fourth requirement from Definition 2.1 implies that all non-final cuts have at least one eligible state. Thus, it is possible for the execution of the system to be modeled as the sequential interleaving of the processes since in any global state, there must exist at least one process which can independently advance its state.
Given a cut, X, we use the notation X ≤ Y to denote that Y is a cut reachable from X; i.e., X ⊆ Y and there is an execution of the system that takes it from X to Y . It should be noted that our cuts are defined over the set of possible executions of the system. Let W represent the partial execution of the program to some point. Let X and Y be cuts that are both reachable from W . The only relationship that we can assume between X and Y is that W ⊆ X ∩ Y . Since the system may be nondeterministic, the execution that produces X may be quite different from the execution that produces Y .
We will use the notation X < Y to denote X ≤ Y ∧X / = Y . We also use the notation [X, Y ] to denote the range of cuts (inclusive) between X and Y . It is well known that the set of global states from an execution form a lattice [19] . In our terminology the equivalent result is: given a cut Y , the set of all cuts {X : X ≤ Y } forms a lattice with respect to ≤.
A predicate is a boolean-valued function whose domain is the set of all possible cuts from all possible executions of a distributed system. The predicate detection problem is concerned with identifying a cut (or cuts) in which a predicate evaluates to true. We use φ to denote the predicate of interest. We assume in this paper that φ(X) is easy to compute given X. The difficulty in the predicate detection problem is attributable to the fact that the number of cuts from any execution may be exponential in the number of processes.
We use S to denote a sequence of cuts; S = {X 1 , . . . , X k } where for all i, X i < X i+1 . A sequence of cuts is called a path iff for all i, X i and X i+1 differ by exactly one state. We use the notation path(S, X) to denote that S is a path with X as the smallest cut. The term "observation" is used to describe a path in [5] .
NP-Completeness of global predicate detection
The global predicate detection problem (PRED) is a decision problem. It takes the form of:
Given: an execution Y of n processes, an initial cut X ≤ Y , and a predicate φ.
Note that this definition is equivalent to detecting possibly:φ. We do not consider detection of definitely:φ in this paper. We show that the predicate detection problem is NPComplete.
Theorem 3.1 PRED is NP-complete.
Proof. First note that the problem is in NP. A verifier for the problem takes as input a cut W and then determines if the predicate is true. Therefore, if φ(W ) can be evaluated in polynomial time, then the detection of φ belongs to the class NP.
We show NP-completeness of the simplified predicate detection problem where φ is a boolean function of a set of program variables, {u 1 , . . . , u n }. Each of the n processes contributes one program variable. Furthermore, program variables are restricted to taking the values "true" or "false". We reduce the satisfiability problem (SAT) to PRED by constructing an appropriate execution.
In an instance of SAT, we are given a boolean expression, e(u 1 , . . . , u n ), and we wish to determine if there exist a set of truth values for the u i such that e evaluates to true. To answer this question, we construct a distributed system with n processes such that each u i is a variable in process p i . The execution Y consists of two local states from each p i . In the first state, u i has the value false. In the second state, u i has the value true. There are no messages exchanged during the computation. The initial cut X is the initial global state of the system (i.e., X consists of the first state from each process). The value of predicate φ is the result of evaluating e on the variables in the system.
It is easily verified that the predicate φ is true for some cut between X and Y if and only if e is satisfiable.
The above result suggests that detection of a general global predicate is intractable even for simple distributed computation (boolean variables, no messages exchanged). However, many predicates are known to be detectable in polynomial time. The remaining sections discuss classes of predicates for which efficient detection algorithms are known.
Classes of predicates
In this section we describe four classes of predicates; stable, observer independent, linear and semi-linear. First, we extend the predicate modalities defined by Cooper and Marzullo in [7] . We define possibly:φ to hold between cuts X and Y if there exists at least one cut, W , X ≤ W ≤ Y such that φ is true in cut W . We denote this as P φ (X, Y ). Formally:
Definitely:φ is defined to hold between X and Y iff every path from X to Y includes at least one cut for which φ is true. We use the notation D φ (X, Y ) which is defined as follows:
For completeness, when X ≤ Y we define P φ (X, Y ) and D φ (X, Y ) to be false. Obviously:
Stable predicates
The best known classification of predicates is that of the stable and the unstable predicates. Simply put, a stable predicate remains true once it becomes true. More formally, we say that φ is stable if and only if:
Well known examples of stable predicates are termination and garbage collection. It must be noted that stability depends on the system. Some properties are stable in some systems but not stable in others. For example, the formula,
is a stable predicate in distributed simulation environments when the x i 's are the timestamps in every process and every message. Clearly, it is not stable for arbitrary systems. Recall that a predicate in our terminology includes not just the formula, but the system as well.
Observer independent predicates
Charron-Bost et al. [5] describe a class of predicates that they call "observer independent". In our notation, this class is defined to be all predicates such that ∀X, Y :
The name, "observer independent," stems from the notion of a set of observers where each witnesses a different sequential execution of the system. Each observer can determine if φ became true in any of the cuts witnessed by them. If the predicate is observer independent, then all observers will agree on whether φ ever became true. It must be noted that our definition of observer independent is stronger than that given in [5] . They defined possibly:φ and definitely:φ with respect to the initial state of the system. Since we require possibly:φ and definitely:φ to be equivalent for any range of cuts, some predicates which would be observer independent in their definition are not observer independent with ours.
Any stable predicate is also observer independent. A proof of this fact appears in [5] . In our model, the proof takes the following form: given a stable predicate φ, ∀X, Y :
Thus, if a stable predicate ever becomes true in a cut that precedes Y , then it must still be true in
Thus, when φ is stable, possibly:φ and definitely:φ are equivalent.
An example of an observer independent predicate is a disjunction of local predicates. Consider a distributed system with predicate b defined on one process, and predicate c defined on another. Then the predicate φ = b ∨ c is observer independent [5] (although not necessarily stable).
Linear predicates
In this paper we introduce two new classes of predicates, linear and semi-linear. A predicate belonging to either of these classes can be detected efficiently (see Section 5) . Linear predicates subsume conjunctive predicates [10, 12] . A linear predicate is based on the definition of a "forbidden" state. States are forbidden with respect to a predicate φ and a cut X.
The intuition of forb φ (s, X) is that φ must remain false until a successor to s is reached. We say that a predicate is linear if for any cut X in which the predicate is false, at least one of the states in X is forbidden.
An important subclass of linear predicates are conjunctive predicates [10] . A conjunctive predicate is a conjunction of properties that are each local to the state of a single process; e.g.,
c must be found before the predicate can become true. Thus any eligible state which causally precedes the successor to c is forbidden.
Many interesting channel predicates [12] also satisfy linearity. A channel predicate is defined as a boolean function on the state of a uni-directional channel. Note that a channel predicate is not a local predicate; it depends on the state of the sender and the receiver. Consider the channel predicate, "there are no messages in the channel." This channel predicate may be useful in detecting termination of a computation. We show that this channel predicate is linear. Assume the predicate is false in some cut. Let s denote the supremal state from the process that receives messages on the channel. Note that the predicate will remain false in any cut that does not includes succ(s). Thus, any eligible state which causally precedes succ(s) is forbidden. More generally, the predicate "there are exactly k messages in the channel" is linear.
Linear predicates are not necessarily stable. If at least one of the local predicates is unstable, then the conjunction of these properties is also unstable. Furthermore, linear predicates are not necessarily observer independent. Consider the simple formula φ = a ∧ b, for boolean variables a and b on two different processes. Figure 1 shows a lattice of cuts in which P φ (X, Y ) is true yet D φ (X, Y ) is not. The predicate does not hold in X. There are two possible paths from X to Y . Along the path {X, X 1 , Y }, φ is always false. However, the path {X, X 2 , Y } does include a cut, X 2 , for which φ is true.
The class of observer independent predicates is not contained within the class of linear predicates. For example, a disjunction of local predicates is observer independent, but not linear (see Section 4.5).
2 If the state s is final, then any eligible state in X will be forbidden.
Semi-linear predicates
The semi-linear class of predicates contains all three of the previous classes (stable, observer independent, and linear). Semi-linear predicates are also relatively easy to detect. The class is defined with respect to the semi-forbidden property of states and cuts. We say that state s is semi-forbidden in cut X if it satisfies the following definition:
Y indicates any possible continuation of the system (after X) that includes at least the immediate successor to s. If any of the new states from Y permit the predicate to become true (i.e., P φ (X, Y )), then it must also be true in some cut that is strictly greater than X and includes the immediate successor to s. The intuition of semi-forbidden is that s is irrelevant to the truth-value of the predicate. While looking for a cut where the predicate is true, we can disregard s in favor of its successor.
We now define the semi-linear class of predicates:
We first show that the class of semi-linear predicates strictly includes the class of linear predicates.
Theorem 4.1 Any linear predicate is also semi-linear.
Proof. Let φ be any linear predicate. To show that it is semilinear, consider any X such that ¬φ(X) ∧ ¬final(X). From linearity of φ there exists a state s ∈ eligible(X) such that s is forbidden in X. We show that s satisfies sforb φ (s, X). If ¬P φ (X, Y ) we are done. Hence assume, P φ (X, Y ). Thus, ∃W : X ≤ W ≤ Y : φ(W ). From the definition of forbidden, we know X s ≤ W , and hence P φ (X s , Y ).
We now show that semi-linear includes the class observer independent.
Theorem 4.2 Any observer independent predicate is also semi-linear.
Proof. Let φ be an observer independent predicate and X be any cut such that ¬φ(X) and ¬final(X) 3 . We show that for any state s ∈ eligible(X), s is semi-forbidden. Consider 
Examples of semi-linear predicates.
For an example of a semi-linear predicate, consider the execution of a mutual exclusion algorithm. Let s be a state from process p and CS(s) denote that process p is in the critical section in state s. Recall that X[i] the supremal state in X from process p i . To ensure that the given execution does not violate mutual exclusion, we are interested in determining existence of a cut
. Note that violation of mutual exclusion is neither linear nor observer independent. 
Theorem 4.3 φ(X) = ∃i, j : i / = j : CS(X[i]) ∧ CS(X[j]) is semi-linear.

Proof. Assume that ¬φ(X). Therefore,
∀i, j : i / = j : ¬CS(X[i]) ∨ ¬CS(X[j])
(W ), there exist i, j such that CS(W [i]) ∧ CS(W [j]). Since we have assumed in this case ¬CS(s), s /
, and s is semi-forbidden in X.
Otherwise, there does not exist s in eligible(X) such that ¬CS(s).
Since eligible(X) is non-empty, it follows that there is a unique s in eligible(X) such that CS(s). We again claim that s satisfies sforb φ (s, X). Let Y and W be as before. Since X < W , and eligible(X) consists of singleton {s}, it follows from Lemma 2.2 part 2 that X s ≤ W . Therefore, s is semi-forbidden.
As another example of a semi-linear predicate consider a disjunction of local predicates. Since this predicate is observer independent, it follows from Lemma 4.2 that it is also semi-linear.
Closure properties 4.5.1 Stable is closed under conjunction and disjunction.
It is easy to see that the conjunction of two stable predicates is also stable. Let φ = φ 1 ∧ φ 2 where φ 1 and φ 2 are both stable predicates. Consider a pair of cuts, X and Y where φ(X) is true and X ≤ Y . Note that φ 1 (X) is true, and hence so is φ 1 (Y ) (because of the stability of φ 1 ). Similarly φ 2 (Y ) is true. Hence, φ(Y ) is true. A similar argument can be used to show that the class of stable predicates is closed under disjunction.
Observer Independent is closed under disjunction but not under conjunction.
A proof that the class of observer independent predicates is closed under disjunction was first given in [5] . Consider φ = φ 1 ∨ φ 2 , where both φ 1 and φ 2 are observer independent. Let X and Y be cuts such that P φ (X, Y ). By the definition of P φ (X, Y ), there must exist some cut W : X ≤ W ≤ Y where φ(W ). Without loss of generality, assume φ 1 (W ), and hence P φ 1 (X, Y ). Since φ 1 is observer independent, we know that D φ 1 (X, Y ). Therefore D φ (X, Y ) and φ is observer independent.
However, the conjunction of two observer independent predicates may not be observer independent. A simple counter example is φ = a ∧ b, for boolean variables a and b on different processes (see Section 4.3). The predicate a is observer independent, since a is local to a single process (similarly for b).
Linear is closed under conjunction but not under disjunction.
The class of linear predicates is closed under conjunction. Let φ 1 and φ 2 be any linear predicates. Let φ be the conjunction of φ 1 and φ 2 . Then we show:
Assume forb φ 1 (s, X), and let Y be reachable from X. If X s ≤ Y , then we know by the definition of forbidden that ¬φ 1 (Y ). We can conclude ¬φ(Y ). Similarly, forb φ 2 (s, X) implies forb φ (s, X).
Assume ¬φ(X). We now show that there exists a forbidden state in X. Without loss of generality, assume ¬φ 1 (X). Since φ 1 is linear, there must exist a state, s, in X such that forb φ 1 (s, X). As shown above, we know forb φ (s, X).
The class of linear predicates is not closed under disjunction. A disjunction of local predicates, such as φ = a ∨ b, is a simple counter example. Consider a cut X from a system with two processes. Assume ¬φ(X). Let s be the supremal state in X for variable a, and t be the supremal state in X for variable b. We show that s is not forbidden. If b is true in succ(t), then φ will be true in X t . Similarly, t is not forbidden. Thus, there are no states in X that are forbidden, and hence φ is not linear.
Semi-linear is not closed under conjunction or disjunction.
The class of semi-linear predicates is not closed under either conjunction or disjunction. A single counter example of a predicate that is not semi-linear can serve to prove both the conjunctive and disjunctive cases. First, we explain the example. Consider a predicate defined on integer values, i and j, from two processes. We will show that the predicate φ = i + j < 2 is not semi-linear. The following execution shows a cut in which neither of the states are semi-forbidden. 
This predicate is a conjunction of two terms. The first term is itself a conjunctive predicate (¬a ∧ ¬c). The second term is a disjunctive predicate (¬b ∨ ¬d). Both terms are semi-linear predicates, yet their conjunction is not semilinear.
Also, by rewriting φ in disjunctive normal form as:
we have a disjunction of two conjunctive predicates. Thus we have two semi-linear predicates (¬a ∧ ¬c ∧ ¬b and ¬a ∧ ¬c ∧ ¬d), whose disjunction is not semi-linear.
Linear predicates have an infimum satisfying cut
In some applications, most notably distributed debugging, it is important to detect the first cut in which a predicate becomes true. For example, a programmer may be attempting to determine what programming error causes the system to enter an undesirable state. If the debugger can identify the first such state, the programmer can more easily trace the problem to its source. However, for some predicates there is no unique first cut in which the predicate is true. Although the set of cuts is a lattice, the set of all cuts for which φ is true may not be a lattice. For example, consider a disjunctive predicate, φ = a ∨ b. In the following diagram there are two infimal cuts (shown with solid lines) for which the predicate is true. There is no unique first cut for which φ is true.
Denote by C φ the set of all cuts for which a predicate φ is true, and by C φ (X, Y ) the set of cuts between X and Y for which φ is true. We now show that for any X, Y , the set C φ (X, Y ) contains a unique infimum if and only if φ is linear.
Lemma 4.4 C φ is an inf-semilattice iff φ is linear.
Proof. (C φ is an inf-semilattice ⇒ φ is linear ) We prove the contrapositive. Assume that φ is not linear. From the definition of linearity, there exists some cut X such that ¬φ(X), ¬final(X), and none of the states in X are forbidden. Thus, for any eligible state s in X:
We show that X is equal to the intersection of all Y s . 
Therefore, X is the infimum of the set of cuts Y s . Each Y s is an element of C φ , but their infimum is not in C φ . Therefore, C φ is not an inf-semilattice.
(φ is linear ⇒ C φ is an inf-semilattice) We again show the contrapositive. Let C = {Y 1 , Y 2 , ..Y k } be any subset of C φ such that inf C ∈ C φ . We know that inf C must exist, since the set of cuts forms a lattice. Let X = inf C.
Given any
Thus, s is not forbidden in X. Since there are no forbidden states in X, φ is not linear.
Dual properties
Just as existence of the least cut requires that the predicate φ be linear, the existence of the largest satisfying cut requires a property that is the dual of linearity. We refer to the class of predicates which satisfy this property as the post-linear class. Before defining post-linear, we must define duals of some of our other terms. Let pred(s) denote the predecessor of s from the same process. Note that pred(s) is unique since the states from a single process are totally ordered. We define initial(s) to hold in the initial state from each process. Similarly, initial(X) holds when X is the initial global state of the system. We define post-eligible as follows:
We now define the post-linear class of predicates.
Definition 4.5 A predicate φ is post-linear iff
As an example of a post-linear predicate consider φ = b+c < k. If b is known to be monotonically decreasing, then the predicate is post-linear. All the results for linear predicates have dual versions for post-linear predicates. Thus, φ is a post-linear predicate iff C φ is a sup-semilattice. Combining these results, we get: Theorem 4.6 C φ is a lattice iff φ is linear and post-linear.
As an application of Theorem 4.6, we consider the problem of recovery in distributed systems [16] . We call a local state recoverable if after a failure, the state can be recovered from the disk using a checkpoint and the message log. A cut is called recoverable if all states belonging to that cut are recoverable 4 . The following is an easy corollary of the Theorem 4.6.
Corollary 4.7 The set of all recoverable cuts is a lattice.
Proof. Recoverability of a state is local to a process. Any local predicate is both linear and post-linear.
Since results for dual properties are easily derived, we will not discuss them any further.
while ¬φ(W ) and W < Y do (2) advance W ; (3) end while; (4) return φ(W ); 
Detection
We now discuss predicate detection for different classes of global predicates. Note that, detection of a predicate is specific to a single execution. Predicate detection is not a verification process that asserts the predicate becomes true (or remains false) in all possible executions. Only that it became true (or remained false) for one particular execution. We therefore treat the detection problem as one in which a partial execution from cut X to Y is provided as input to an algorithm. The algorithm responds with the value for P φ (X, Y ). If the algorithm evaluates to true, then the algorithm also returns a cut W for which φ(W ).
All the algorithms use a common paradigm shown in Fig. 2 . We refer to this algorithm as A general . Algorithm A general repeatedly checks the value of the predicate on some cut W . If the predicate is false and W is not the last cut in the computation, we advance W by setting it to some cut that is reachable from the old value of W . Note we require that W ≤ Y be maintained when W is advanced. This algorithm is non-deterministic in two ways. It does not specify the initial value of W , and it does not specify how W should be advanced. We will see later that by restricting this non-determinism, algorithms for various classes of predicates can be derived.
Any Conversely, any sequence S that satisfies these four conjuncts is a possible sequence of the algorithm.
What does it mean to say that algorithm A detects the predicate φ for execution Y ? Since the algorithm returns φ(S.last) as its value, the algorithm is correct only if P φ (X, Y ) is equal to φ(S.last). Since the detection algorithm is non-deterministic, it must return this answer for any sequence S that satisfies sequence(S, X, Y, φ, A). Thus, we can formally define the property that algorithm A detects a predicate φ as
Since φ(S.last) always implies P φ (X, Y ) we can rewrite detect as:
We now discuss how various detection algorithms can be derived from Algorithm A general .
Stable predicates
In this section we show that if we do not constrain any nondeterminism, the general algorithm detects a predicate φ if it is stable. The converse is also true. If a predicate is not stable, the general algorithm cannot correctly detect it for some execution. Therefore, A stable = A general . For the converse, assume that φ is not stable. This implies that there exists [X, Y ] such that P φ (X, Y ) and ¬φ(Y ). Let the sequence S be simply defined as a sequence consisting of a single cut -Y . It is easy to verify that sequence(S, X, Y, φ, A stable ) and P φ (X, Y ) hold but φ(S.last) is false.
Therefore, we conclude ¬detect(A stable , φ). 
Observer independent predicates
For the general algorithm to work correctly for observer independent predicates, we need to restrict its non-determinism. First, we require that the algorithm begin its search from X. Second, we require that while advancing the cut W , the algorithm advances by exactly one eligible local state from W . Observe that the resulting algorithm, A o-i , shown in Fig. 3 , is still non-deterministic, since it can choose any eligible state to advance the cut. There may be multiple eligible states in any cut. We now show that the algorithm captures the class of observer independent predicates. Observe that any sequence of the algorithm A o-i is also a sequence of the algorithm A stable . This is an alternative proof that the class of stable predicates is contained in the class of observer independent predicates. 
Semi-linear predicates
For semi-linear predicates, we need to restrict the nondeterminism further. Instead of advancing the cut W using any eligible state, we will advance it using the state determined by a function f whose domain is the set of cuts. When the function is evaluated, it returns one of the eligible states in the cut 5 . The function may use the knowledge about the predicate and the cut to determine how the cut should be advanced. We will show that for detecting semi-linear predicates, the function f must evaluate to a semi-forbidden state.
The resulting algorithm, A f is shown in Fig. 4 . It is easy to see that: Now for the converse, assume that there exists some f such that algorithm A f detects φ, and that φ is not semilinear. We show an adversary who will force the algorithm to make a mistake.
Non-semi-linearity of φ implies that there exists some execution X, such that ¬φ(X) and none of the s ∈ eligible (X) are semi-forbidden. Thus, for each s in eligible(X) there exists an extension Y s : X s ≤ Y s : P φ (X, Y s ) but not P φ (X s , Y s ). The adversary asks the algorithm to begin execution with cut X. Let s be the result of f (X). The adversary presents the algorithm with a successor of s, allowing the algorithm to advance to X s . At this point, the adversary provides to the algorithm only the remaining execution of Y s . Note that the algorithm cannot halt in a state W for which φ(W ) is true. Yet, P φ (X, Y s ) is true. Thus the algorithm does not detect φ in this case.
Since the class of linear predicates is contained within the semi-linear class, algorithm A f can also be used to detect linear predicates. Note, however, that if f evaluates to a forbidden state, then A f will not only detect φ, but it will also return the first cut for which φ is true. 
