Abstract-An innovative approach in its different implementations for the synthesis of compromise sum and difference patterns of monopulse planar arrays is presented. The synthesis method is based on a sub-arraying technique aimed at generating the compromise patterns through an optimal excitation matching procedure. By exploiting some properties of the solution space, the synthesis problem is reformulated as a combinatorial one to allow a considerable saving of computational resources. Thanks to a graph-based representation of the solution space, the use of an efficient path-searching algorithm is enabled to speed up the convergence to the compromise solution. In the numerical validation, a set of representative examples concerned with both pattern matching problems and pattern-feature optimization are reported in order to assess the effectiveness and flexibility of the proposed approach. Comparisons with previously published results and solutions obtained by a hybrid version of the approach customized to deal with the optimization of the sidelobe level (SLL) are reported and discussed, as well.
I. INTRODUCTION
A MONOPULSE tracker [1] is a device aimed at detecting the position of a target by using the information collected from an antenna that generates sum and difference patterns. These beams can be synthesized by means of a reflector antenna with two (tracking on a plane) or four (3D tracking) feeds, or by using linear or planar array antennas, respectively. The latter solution is usually preferred since array antennas are easy to built, and they do not require mechanical positioning systems to steer the beam pattern. Moreover, array structures can also be easily installed on mobile vehicles (e.g., aircrafts). Unlike linear structures, a planar array allows the generation of a sum and two spatially orthogonal difference patterns [2] [i.e., the azimuth difference mode -mode and the elevation difference mode -mode ] useful to give a complete description of the trajectory of a target in terms of range, azimuth, and elevation. In order to synthesize independent optimal sum and difference patterns, Taylor [3] and Bayliss [4] developed analytical techniques to compute the corresponding excitation coefficients by sampling suitable continuous distributions. However, these optimal solutions require three independent feeding networks. Hence, high manufacturing costs usually arise and electromagnetic interferences unavoidably take place because of the large number of elements in planar monopulse arrays.
In order to overcome these drawbacks, the sub-arraying technique [5] is a suitable compromise solution aimed at optimizing prespecified sub-array layouts. To deal with such an optimal compromise problem, global optimization approaches [6] , [7] , [8] as well as hybrid techniques have been considered [9] , [10] . However, since in optimization-based techniques the dimension of the solution space grows exponentially with the number of array elements, few examples concerned with planar arrays have been dealt with. To the best of the authors' knowledge, the compromise synthesis of planar arrays has been recently faced only in [9] , where the sub-array aggregation has been a priori fixed and a simulated annealing (SA) optimizer has been used to determine only the sub-array gains.
In [11] , an innovative method for the optimal compromise among sum and difference patterns of linear arrays has been proposed. The optimization problem has been recast as a combinatorial one to significantly reduce the dimension of the solution space and to allow a fast synthesis process. The suboptimal difference pattern has been computed by means of an iterative searching algorithm looking for the best solution that belongs to a complete set coded in a noncomplete "linear" binary tree. Thanks to its computational efficiency [12] , such a technique appears to be a good candidate to deal also with two-dimensional (2D) arrays avoiding the computational drawbacks of stochastic optimization methodologies. However, the extension of the range of applicability of [11] to planar monopulse arrays is not a trivial task. As a matter of fact, some fundamental issues have to be carefully addressed. Let us consider that the computational efficiency of the approach in [11] and [12] comes from the careful customization to linear arrays of the synthesis strategy. Moreover, unlike linear structures, the three-dimensional (3D) tracking of planar arrays needs of two difference patterns (i.e., the difference -mode and the -mode), instead of a single one. Furthermore, although the approach for linear geometries allows a significant reduction of the dimension of the solution space, the memory requirements when dealing with planar arrays are not negligible due to the large number of radiating elements. Consequently, the use of an innovative direct acyclic 0018-926X/$25.00 © 2009 IEEE graph algorithm able to reduce the space of the admissible solutions and increase the efficiency is considered in order to profitably cope with 2D synthesis problems.
The key points of the proposed approach preliminary presented in its simpler version in [14] and [15] are summarized in the following. By exploiting the properties of the solution of the planar compromise problem, the "solution tree" of the linear case has been collapsed into a more compact structure, namely the direct acyclic graph (DAG) [13] , to describe the whole solution space. Such a representation enables the excitation matching synthesis of planar arrays with large numbers of elements [16] thanks to the significant reduction of both the computational time and the CPU memory requirements. Moreover, the DAG allows the implementation and an effective use of a fast graph-searching algorithm to look for the optimal planar compromise.
The paper is organized as follows. In Section II, the problem is mathematically formulated by summarizing the synthesis procedure in Section II-A as well as the graph-based searching algorithm in Section II-B aimed at exploiting the DAG architecture to efficiently sample the solution space. Selected results from a wide set of numerical experiments are reported in Section III to carefully illustrate the behavior of the proposed method and its different implementations as well as to assess its effectiveness. For completeness, a comparative study with previously published results from state-of-the-art techniques is proposed in Section III-B, as well. Furthermore, a customized hybrid version of the approach is implemented and tested in Section III-C to effectively deal with the sidelobe level (SLL) optimization problem in planar array. Finally, some conclusions are drawn in Section IV.
II. MATHEMATICAL FORMULATION
Let us consider a planar array lying on the -plane whose elements are located on a rectangular grid with interelement spacing . The coordinates of each array element are given by and , and the array factor turns out to be [17] ( 1) where is an excitation coefficient and is an integer function of the row index depending on to the array boundary. Moreover, and . Dealing with monopulse systems, the optimal/reference sum mode is generated by setting the excitations to a set of real excitations characterized by a central and quadrantal symmetry. With regard to the optimal/reference difference patterns [i.e., the -mode and the -mode difference patterns], they are still determined by real excitations , , but with quadrantal anti-symmetric distributions. Usually, the resulting patterns are characterized by narrow beamwidths and low SLLs. Furthermore, these coefficient distributions assure pattern features attractive for tracking purposes (e.g., high directivity and maximum normalized slope along the boresight direction, i.e., a high angular sensitivity). Unfortunately, the use of three independent feeding networks is generally impracticable, and it is mandatory to find a suitable tradeoff between the optimality of the synthesized patterns and the device feasibility. Towards this purpose, the sub-arraying strategy has been introduced by McNamara [5] . The original problem has been reformulated into a compromise one:
"for a given optimal sum (difference) mode, to define the sub-array configuration and the corresponding sub-array gains, such that, the synthesized difference (sum) modes are as close as possible to the optimal/reference ones." Accordingly, the grouping operation yields to a sub-array configuration of the difference -mode described by the aggregation vector (2) where is the sub-array index of the element located at the th row and th column within the array architecture. Then, the compromise (sub-arrayed) difference excitations are given by (3) where is the weight associated to the th sub-array and if and , otherwise. Hence, the synthesis problem turns out to be equivalent to the definition of the configuration and the corresponding set of weights such that the compromise sub-arrayed difference patterns, generated by , are as close as possible to the optimal/reference ones.
A. Synthesis Procedure
In order to find the solution that better approximates the optimal difference patterns, McNamara in [5] introduced the following metric/residual: (4) to be minimized with respect to the clustering and related sub-array weights in order to solve the compromise problem. Equation (4) quantifies the "distance" between the optimal independent excitations and the actual ones , which are a function of and . Starting from such a formulation and similarly to [11] , the following cost function is defined: (5) where is the number of elements lying on the aperture, , and (6) is the so-called reference gain [i.e., the gain to be assigned to the th element of the sum array in order to afford the optimal difference pattern]. Moreover, the estimated gains, , are obtained by simply exploiting the grouping theory described by Fisher in [18] . More in detail, the value of is the weighted (with weights ) arithmetic mean of the reference gains of those elements belonging to the same th sub-array (7) and the sub-array weights are given by (8) Now, the compromise problem can be reformulated in the following dual form:
"for a given optimal/reference sum mode, to define the sub-array configuration (I) that minimize (5) (i.e., ) or, in an equivalent way, (II) where each cluster is composed by array elements whose reference gains have minimum variance."
Fisher in [18] proved that a contiguous partition 1 of the array elements is the optimal compromise solution of such a dual problem. To determine the set of admissible solutions, the array elements are sorted in an ordered list according to their reference gains . The list , being the list index and where , ,
, is then iteratively partitioned in parts to define each time a contiguous partition (i.e., a sub-array configuration characterized by convex sets 2 of ). The number of admissible sub-array configurations (i.e., the number of contiguous partitions) candidate to minimize the cost function (5) is equal to instead of as for stochastic optimization techniques (e.g., [6] , [7] , and [10] ) with the strong reduction highlighted by Fig. 1(a) . These admissible aggregations define the solution space to which the optimal sub-array configuration belongs. 
B. Iterative Graph-Searching Algorithm
Likewise to [11] , could be formally represented by means of a noncomplete binary tree of depth , 3 wherein each path identifies an admissible sub-array configuration (i.e., a contiguous partition of the array elements). However, although the introduction of the solution tree for the planar case, as well, could allow a simple representation of the solutions space, nonnegligible computational problems would still remain since a large amount of memory [see Fig. 1(b) where an indication of the storage resources is given] would be necessary to store and to explore such an architecture. Therefore, a more compact data structure, indicated as DAG [13] and shown in Fig. 2(a) , is built starting from the observation that some "subtrees" are recursively shared in the noncomplete planar solution tree [ Fig. 2(b) ] when defined analogously to the linear case. Generally speaking, the DAG is an oriented graph without cycles. In this case, the DAG of Fig. 2(a) is a rooted DAG since it has a node (the root) with no arcs pointing into it. Moreover, it is a binary DAG whose nodes have a maximum of two arcs leaving them [13] . With reference to Fig. 2(a) , the main characteristics of the direct acyclic graph as well as its advantages over the noncomplete binary tree [11] are as follows. 4 • Unlike the binary tree, the DAG is a nonredundant and more compact structure made up of rows and columns, where the th row corresponds to the th sub-array 4 The interested reader is referred to [15] for a more in depth description of the graph structure. and the th column refers to the element of the sorted list .
• The total number of nodes (called vertexes) required for the storage of the whole DAG is equal to 5 and [ Fig. 1(b) ], and being the number of nodes that would be necessary for the storage of the tree when using the noncomplete and the complete binary tree, respectively.
• In the DAG, a trial solution/path is denoted by [e.g., the red line in Fig. 2(a) ] since it might be described by a set of vertexes and through arcs among the vertexes of the path. In particular, the generic th vertex is represented by a black circle in Fig. 2(a) . It identifies the sub-array membership of the array element whose reference gain is given by . For example, the first vertex on the left of Fig. 2(a) indicates that the array element, whose reference gain is equal to , belongs to the st sub-array. The th edge describes a link between two vertexes of a path within the graph. It is denoted by a black arrow in Fig. 2 To this purpose, let us observe that only some elements of the list , called "border elements" and identified by the indexes whose adjacent list values or/and belong to a different sub-array, are candidate to change their sub-array membership without violating the sorting condition of the admissible aggregations. Therefore, the tree-searching procedure of the linear case is suitably modified [14] and extended to look for the optimal sub-array configuration that minimizes (5) among the solutions available into the DAG. The procedure, which follows the guidelines of the pseudo-code in Fig. 3 , starts with the definition of an initial path randomly chosen among the paths of the DAG and setting the initial aggregation as follows:
Successively, a sequence of trial solutions, , is generated by iteratively updating the trial path (i.e., , ). The new solutions are obtained by changing the memberships of the border elements of the DAG as detailed in [15] . The searching procedure is stopped when a condition based on either a maximum number of iterations or the stationariness of the cost function holds true, and (Fig. 3) being a fixed number of iterations and a fixed numerical threshold, respectively. The solution obtained at the end of the iterative searching procedure (i.e., the path ) is assumed as the optimal path that unequivocally identifies the best sub-array configurations and corresponding weights .
III. NUMERICAL SIMULATIONS AND RESULTS
In order to assess the effectiveness of the proposed method, a set of numerical experiments has been performed and some representative results will be shown in the following sections. The first section will be devoted to illustrate in a detailed fashion the behavior of the proposed method [indicated in the following as the border element method (BEM)] as well as its reliability to synthesize a difference pattern as close as possible to the reference one. The other sections will be aimed at comparing the BEM with state-of-the-art techniques in dealing with benchmark test cases in order to complete the preliminary validation presented in [14] , [15] , and [19] and further confirm, in a more exhaustive and complete fashion, the underlying proof-of-concept. Moreover, the third section will be devoted to present a hybrid version of the approach for the direct sidelobe control of planar arrays and a set of representative results will be shown, as well.
A. Sub-Arrayed Planar Array Synthesis
To describe the behavior of the BEM in dealing with planar sub-arrayed monopulse antennas with large numbers of elements, let us consider a test case concerned with a planar geometry of 1264 elements -spaced and distributed on a circular aperture of radius equal to . It is worth to point out that in these situations, the use of stochastic optimization-based techniques (e.g., [6] , [7] , and [10] ) involves a high computational burden that limit/prevent their application. The sum pattern excitations have been fixed to afford a Taylor pattern [3] , [20] with SLL 35 dB and [ Fig. 4(a) ]. Moreover, the reference -mode excitations have been chosen equal to those of a Bayliss difference pattern [4] , [20] with SLL 35 dB and [ Fig. 4(b) ]. Because of the symmetry of the array geometry, the optimal -mode coefficients are related to the -mode ones as follows: (10) and, analogously, the same relationship holds true for the compromise difference excitations (11) As regards to the compromise feeding network, partitions have been considered.
For illustrative purposes, let us analyze some steps of the BEM application. Once the reference gains have been computed by applying (6), they are sorted in a list as indicated by the red line in Fig. 5 . At each iteration , a path within the DAG is selected and a trial sub-array configuration is obtained. As shown in Fig. 5 , such an operation is equivalent to subdivide the list in subsets by selecting cut points. Starting from a randomly selected partition ( - Fig. 5 ), the path within the DAG is iteratively updated by changing the sub-array membership of the border elements, which results in a modification of the partition points in the list as shown in Fig. 5 . The evolution of the sub-array memberships of the array elements is shown in Fig. 6 where the sub-array configurations determined at , , , and are shown. It is worth to note that, starting from a random and unbalanced sub-array configuration [ Fig. 6-,  , , ], the array elements tend to be homogeneously distributed to each sub-array as shown in Fig. 6(d) Fig. 7) and along the plane (Fig. 8 ) confirm that the BEM is able to effectively sample the solution-graph, thus performing an effective compromise synthesis. As a matter of fact, starting from an initial pattern characterized by high SLLs as pointed out by the plot at in Fig. 8 , the final compromise solution [ Fig. 7(d) ] presents SLLs that do not exceed the value of SLL 27 dB in the whole angular region. Moreover, the main lobes of the synthesized pattern are close to those of the optimal difference pattern [see Fig. 8 and the central region of Fig. 7 (d) compared to that in Fig. 4(b) ] by guaranteeing the same accuracy in terms of angular resolution despite the large average number of array elements per sub-array . To quantitatively appreciate the fitting between the compromise pattern and the optimal one, let us observe the behaviors and the convergence values of both the cost function (5) and the matching index (defined as [11] , but extended to the planar case) shown in Fig. 9 .
As far as the computational issues are concerned, it should be firstly noticed that the dimension of the solution space is reduced from (i.e., the dimension of the solution space when using stochastic optimization approaches) to . Moreover, the convergence compromise solution and the corresponding aggregation vector are determined just after iterations with a CPU time equal to 39.44[s] (on a 3.4-GHz PC with 2 GB of RAM).
B. Comparative Assessment-SLL Control Procedure
To the best of the authors' knowledge, the synthesis of monopulse planar antennas with sub-arraying techniques has not been addressed with state-of-the-art excitation matching techniques, probably because of the arising theoretical and computational problems (i.e., ill-conditioning and matrix storage resources), and it has been recently carried out in terms of pattern-feature optimization only by Ares et al. in [9] , where a SA-based procedure has been used to define the sub-array weights of an a priori fixed sub-array configuration . More in detail, the weight vector has been calculated by minimizing the cost function, evaluated at many azimuthal patterns ( -cuts), which penalizes a maximum SLL exceeding a specified tolerable maximum level SLL . Consequently, since the BEM as well as other optimal excitations matching procedures do not allow a direct and individual control of the grating lobes of the synthesized patterns [10] , the proposed approach has been integrated into an iterative loop to perform the SLL minimization [or the optimization of other beam pattern features as the beamwidth (BW) or directivity, etc.] through the matching with a reference pattern (e.g., a pattern optimum in the Dolph-Chebyshev sense [4] ) as profitably used for the synthesis of monopulse linear arrays [21] . The flowchart of such a procedure, indicated as iterative-BEM (IBEM), is given in Fig. 10 . In particular, the reference excitations ( being the index of the iterative loop) are recursively chosen until the compromise pattern synthesized with the BEM satisfies the user-defined constraints.
As far as the comparison at hand is concerned, the side lobe ratio (SLR) SLR SLL (12) shown in [9, Fig. 9 ] has been chosen as the pattern feature to be minimized [i.e., SLR SLR , SLR being the user-defined threshold] and the same benchmark investigated by Ares in [9] with sub-arrays has been taken into account. Other values have been also considered, but no comparisons with other state-of-the-art methods are reported here since not available in the published literature. The obtained results are just shown in Fig. 11 for validation purposes in the framework of an asymptotic assessment aimed at pointing out, as expected, the convergence of the SLR behavior to that of the reference pattern when grows. The planar array consists of equally spaced elements arranged on a rectangular grid and belonging to a circular aperture 4.85 in radius. The sum mode has been set to a circular Taylor pattern [3] , [20] with SLL 35 dB and . As far as the application of the IBEM is concerned, the first reference excitations set has been chosen equal to that of a circular Bayliss pattern [4] , [20] with SLL 25 dB and . At the end of the first loop of BEM iterations ( , - Fig. 12 ), the path in the DAG shown in Fig. 13 has been identified, but the arising SLR plot (Fig. 14) does not favorably compares with that in [9] since the BEM has not been able to efficiently match the reference pattern.
Successively , the reference pattern has been updated to iterate the IBEM process. In particular, the reference set of excitations has been set to that generating a Bayliss pattern with SLL 30 dB and with SLL 35 dB , respectively. The plot of the cost function throughout the minimization process is reported in Fig. 12 . As it can be noticed, although different and more restrictive targets (i.e., SLL SLL ) have been used, the value of still decreases until the convergence when the path in Fig. 13 [coding the aggregation in Fig. 15(c) ] and the corresponding pattern shown in Fig. 16(c) have been synthesized. At the end of the process, the control of the -mode in range 0 80 appears to be more satisfactory than that in [9] as pointed out by the plots in Fig. 14 (8) starting from the element distribution in Fig. 16(c) , are given in Table I . With regard to the iterative process and with reference to Fig. 12 , it is worthwhile to notice that, as expected and unlike the matching index , the values of the beam-pattern indexes (i.e., SLL, SLR, and BW) do not monotonically decrease because of the excitation matching nature of the BEM, although in its iterative version, which allows only an indirect control of the pattern features.
For completeness, the computational efficiency of the IBEM is further pointed out by the following indications. The dimension of the solution space decreases from to [ Fig. 1(a) ], whereas the CPU time required to complete the outer iterative loop is equal to 2.64 [s] . Moreover, it should be pointed out that the use of the DAG instead of the noncomplete binary tree (IBT) allows a memory saving of about .
C. Hybrid Formulation-The Hybrid-IBEM Approach
Inspired by the investigations on the synthesis of difference patterns carried out in [22] , it has been shown in [10] that the definition of the sub-array weights for compromise monopulse array antennas can be formulated as the solution of a convex programming (CP) problem once the sub-array configuration is given. By exploiting such a property, a hybrid approach has been first proposed in [23] to deal with the synthesis of monopulse linear arrays. In the following, a hybrid version of the IBEM (i.e., the hybrid-IBEM) is customized to the synthesis of planar arrays in order to extend the range of applicability of the planar BEM from excitation matching to pattern optimization allowing, unlike the IBEM, a direct control of the pattern features (i.e., SLL, BW, etc.).
Similarly to [23] , the hybrid approach consists of a two-step procedure where at the first step the sub-array configuration is computed according to the IBEM (i.e., ). Successively, the weights , , of the sub-arrayed difference network are computed by means of a standard CP procedure minimizing the cost function shown in (13) at the bottom of the page, with being either or and , subject to (14) shown at the bottom of the page, and (15) and to where is a function descriptive of a user-defined mask on the synthesized difference power pattern. In (13) , and denote the real and imaginary part, respectively. At the initialization of the CP procedure, the guess solution is set to the values of the sub-array weights obtained at the end of the IBEM, (8) . In order to show the SLL/BW control allowed by the hybrid approach, Fig. 17 summarizes the results from a comparative study between the IBEM and its hybrid version in terms of maximum SLL [ Fig. 17 To better and more exhaustively analyze the potentialities of the proposed hybrid approach, the number of sub-arrays has been varied in the range and the synthesized sub-arrays configurations and weights are shown in Fig. 15 . For completeness, the corresponding patterns are also given [ Fig. 16 ]. As it can be observed (Figs. 16-17) , the solutions from the hybrid-IBEM outperform those of the IBEM in terms of pattern indexes even though with heavier computational costs. As far as the computational issues are concerned, the dimension of the solution space and the storage resources are given in Fig. 1 , whereas the CPU time and number of iterations required to get the final solution for the hybrid-IBEM and IBEM are reported in Table II to point out the tradeoff between pattern efficiency and computational burden. IV. CONCLUSION In this paper, an efficient approach for the synthesis of sub-arrayed monopulse planar antennas has been presented. Starting from the guidelines of an effective procedure previously developed to deal with linear geometries, some innovative features have been introduced to extend the capability of the approach as well as its efficiency, thus enabling the synthesis of planar monopulse arrays. As a matter of fact, by exploiting some features of the solution, a simple and compact representation of the space of admissible solutions has been defined, which allows a considerable reduction of the problem complexity as well as a significant saving in terms of storage resources and CPU time to synthesize the compromise solution.
The effectiveness of the proposed excitation matching technique in sampling the solution space has been assessed through some experiments concerned with high-dimension synthesis problems computationally unfeasible for stochastic optimization procedures. Furthermore, for comparison purposes and to deal with user-defined requirements besides matching a reference pattern, the BEM has been integrated in a recursive process that proved to improve the performance of optimization techniques in dealing with the benchmarks available in the related literature and concerned with SLL control.
As regards to the SLL control, the convexity of the problem with respect to a part of the unknowns has been exploited by defining a two-step hybrid approach based on the IBEM. Although the heavier computational burden affecting the second step of the hybrid method (i.e., the CP procedure), the obtained results point out the improvements coming from the exploitation of the effectiveness of the IBEM in defining the sub-array aggregation and the convexity of the problem with respect to the sub-array weights. His main interests are in the framework of electromagnetic inverse scattering, optimization techniques for microwave imaging, and antenna synthesis and design. 
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