We show that the Jaynes principle is indeed a proper inference scheme when applied to compound systems and will correctly produce the entangled maximum entropy states compatible with appropriate data. This is accomplished by including the dispersion of the entanglement along with its mean value as constraints and an application of the uncertainty principle. We also construct a "thermodynamic-like" description of the entanglement arising out of the maximum entropy principle.
in the recent past, we hope that the insight provided in this paper may prove useful in a proper quantification of the concept of entanglement.
We follow [1] 
with the mean valuê
where ρ is the system density matrix. We use the Bell basis as in [1] Φ
Before we apply the Jaynes inference scheme, we make two observations.
First, by using the Kullback-Leibler relative entropy [4] which gives a measure of the difference between two density operators, ρ 1 ,ρ 2 ,
we show that the entropy, S 2 , associated with the density operator ρ 2 , determined by the Jaynes principle of maximum entropy with two constraints, b = TrBρ 2 and another constraint as yet unspecified, is smaller than the entropy S 1 associated with the density operator ρ 1 with only one constraint chosen such that b = TrBρ 1 : S 2 ≤ S 1 . This is because the Jaynes principle in the one-constraint case giveŝ
This gives us a motivation to look for a second constraint in the entanglement problem. It may not be out of place here to mention that there have been entropic measures suggested earlier such as entanglement of formation [5] , quantum relative entropy [6] , and quantum mutual entropy [7] .
These methods have been used to study entanglement features in the Jaynes-Cummings model of interacting two-level system and radiation [8, 9] .
Second, any measurement of b must be accompanied by a statement about its dispersion quantifying the accuracy of the result of the measurement. So we consider the square of the Bell-CHSH observable given by Eq. (1):
This operator is linearly independent of the first one and its expectation value gives the dispersion about the mean value, b:
which clearly obeys the obvious inequality σ here commute, an application of Schwartz inequality in the form with X =B,Ŷ =B 2 , and the observation that X 2 =B 2 ,Ŷ 2 = 8B 2 ,XŶ = 8B, and using the definitions above, gives us an important uncertainty principle, namely
The equality in Eq. (9) gives the minimum uncertainty. This development suggests that we employ eq.(6) as the second constraint in this problem. Now, applying the maximum entropy principle with these two constraints given above, we obtain, after some algebra, the density matrix
Applying the separability criterion given in [1] that the eigenvalues of this density matrix do not exceed 1/2, we have the inequalities
Thus if
the state ρ J 2 is inseparable.
We now make several observations:
(1) The minimum entanglement state obeying the Jaynes maximum entropy principle obtained in (2) For the single constraint case considered in [1] , the dispersion is found to be
The obvious inequality σ (3) The dispersion in the one-constraint state given in [1] is found to be larger than the minimum dispersion, as expected: 
The Lagrange parameters are determined by the usual relations,
The von Neumann entropy is then found to be
We may interpret ln Z λ 1 , λ 2 ( ) as the "Free energy" of the Bell-CHSH state. When both the Lagrange multipliers go to minus infinity, the entropy vanishes for σ 2 = 8, b = 2 2 , and the Bell-CHSH pure state is reached, at this "zero temperature" limit, if we identify the Lagrange parameters as in the usual statistical mechanics, λ 1 = −β , λ 2 = −βµ , where β is identified with the inverse "temperature" and µ with the "chemical potential". In fact solving for the Lagrange multipliers in terms of the constraint patrameters, at equilibrium, we have,
and these certainly seem to admit of the "thermodynamic" identification suggested above. Since all the quantities appearing here pertain to entanglement, we may say that this development lends itself to the notion of "thermodynamics of entanglement".
In conclusion, we have shown here that if the mean value is going to be the measaured quantity, the theory should be so constructed such that the fluctuation about this mean is minimal. In this regard, it seems reasonable that the Jaynes principle applied to the problem of quantum entanglement should involve both the mean value and the dispersion of the Bell operator as constraints. We hope that the present work has thus clarified the Jaynes scheme of statistical inference for entanglement processing. This clarification is particularly important in view of the power of the Jaynes principle in solving important statistical inference problems, be it classical or quantal [2] . We also outline an interpretation of the results obtained here in terms of the thermodynamic language by identifying the Lagrange multipliers in terms of inverse "temperature" and "chemical potential". Thus it appears that the maximum entropy principle may lead to the notions of "thermodynamics of entanglement" that is being discussed in the current literature [10] .
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