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GERHARD STICKEL 
Eröffnung der Jahrestagung 1995 
Meine sehr verehrten Damen und Herren, 
verehrte Kolleginnen und Kollegen! 
Zur Jahrestagung 1995 des Instituts für deutsche Sprache heiße ich Sie 
alle herzlich willkommen. Gesondert begrüßen möchte ich zunächst den 
Hausherrn, den Rektor der Universität Mannheim. Ich danke Ihnen, Ma-
gnifizenz, im Namen von uns allen dafür, daß wir diesmal in Ihrem Schloß 
tagen dürfen. Noch im letzten Jahr hat der Wissenschaftsrat wieder be-
tont, wie wichtig die Zusammenarbeit zwischen außeruniversitären For-
schungseinrichtungen und den Hochschulen ist. Die Universität Mann-
heim und das IDS können in dieser Hinsicht auf eine Vielzahl erfolgrei-
cher Formen der Kooperation in Forschung und Lehre hinweisen. Daß 
wir hier in der Aula der Universität versammelt sind, macht dies auf 
sinnfällige Weise deutlich. 
Mit besonderem Dank begrüße ich auch Herrn Direktor Roschy, den Vor-
sitzenden unseres Förderkreises. Dieser Verein von Freunden des IDS 
unterstützt die Tagung wieder einmal mit einer sehr praktischen Zuwen-
dung. Ich nutze die Gelegenheit für den Hinweis, daß der Freundeskreis 
des IDS noch einige wenige Plätze für neue Mitglieder zu vergeben hat. 
Soweit die Werbeeinblendung! 
Dies ist die 31. Jahrestagung des Instituts für deutsche Sprache. Die 
unauffällige Primzahl 31 hat keinerlei Symbolwert und gibt auch für nu-
merologische Betrachtungen nichts her. Dennoch ist auch diese Tagung 
ein besonderes Ereignis, und zwar wegen ihres Themas „Deutsch - typo-
logisch". 
Wir sind in der letzten Zeit von Journalisten und anderen sprachin-
teressierten Mitbürgern gefragt worden, warum das IDS für diese Jah-
restagung ein so linguistisch-technisches Gebiet wie die Sprachtypologie 
ausgewählt hat. Warum sollte eine Forschungseinrichtung, deren Namen 
schon den Forschungsgegenstand auf nur eine Sprache beschränkt, sich 
mit typologischen Fragen beschäftigen, die nicht auf einzelne Sprachen, 
sondern auf die „Verschiedenheiten des menschlichen Sprachbaues" (W. 
v. Humboldt), die Vielfalt der verschiedenen Sprachen gerichtet sind? Die 
naheliegende Antwort ist, daß wir über den typologischen Vergleich mit 
anderen Sprachen Neues über die deutsche Sprache herausfinden möch-
ten oder doch wenigstens das Deutsche in vergleichender Beleuchtung 
stellenweise etwas deutlicher zu erkennen hoffen als bisher. Das Motiv 
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ist ähnlich wie bei den verschiedenen kontrastiv-linguistischen Projek-
ten, an denen im IDS gearbeitet worden ist und bei denen jeweils das 
Deutsche mit einer anderen Sprache verglichen wurde. Auch bei die-
sen Forschungen ging es unter der generellen Aufgabenstellung des IDS 
darum, eine kontrastreiche AuSensicht auf das Deutsche zu gewinnen, 
und dabei Eigenschaften dieser Sprache als relative Besonderheiten zu 
sehen, die in der Binnensicht der reinen Muttersprachenlinguistik oft nur 
als unauffällige Selbstverständlichkeiten erscheinen. 
Daß auch die Beschreibung einer einzelnen Sprache implizit stets verglei-
chend ist oder sein sollte, ist schon oft gesagt und geschrieben worden. 
In den Beiträgen zu dieser Tagung soll dies für das Deutsche explizit ge-
schehen. Damit sollen Teilantworten auf die Frage gegeben werden, was 
denn am Deutschen so besonders ist, das heißt, welche Eigenschaften für 
das Deutsche im Vergleich zu anderen Sprachen charakteristisch sind. 
Bei den ersten Vorüberlegungen zu dieser Tagung hat der Berliner Kol-
lege Ewald Lang ein mir besonders einleuchtendes Bild gebraucht. Bei 
der typologischen Beschreibung des Deutschen gehe es darum, meinte 
Lang, eine Art Phantombild dieser Sprache zu erstellen. So wie bei der 
kriminalistischen Arbeit ein Bild des Verdächtigen durch die Auswahl aus 
typischen Nasen, Haaransätzen, Augen, Kinnformen und anderen physio-
gnomischen Merkmalen schrittweise bis zur Erkennbarkeit rekonstruiert 
wird, sucht die typologische Beschreibung einer Sprache durch die Ana-
lyse klassifizierungsgeeigneter Eigenschaften wie Satzstellung, Wortmor-
phologie, die formale Ausprägung grundlegender Bedeutungskategorien 
und andere das charakteristische Profil dieser Sprache zu ermitteln. 
Zum Hintergrund der typologischen Beschreibung des Deutschen gehört 
ausgesprochen oder unausgesprochen stets auch die Feststellung, daß 
die deutsche Sprache in vieler Hinsicht gerade nichts Besonderes ist, 
daß sie viele ihrer Eigenschaften mit anderen Sprachen teilt. Nach den 
Ergebnissen der modernen Universalienforschung und der Allgemeinen 
Grammatik gehen die Gemeinsamkeiten erheblich weiter, als daß man 
im Deutschen wie in anderen Sprachen mit bestimmten Öffnungen im 
Kopf bedeutungstragende Geräusche produziert bzw. rezipiert. Die Cha-
rakteristik des Deutschen ergibt sich aus der Verteilung von relativen 
Besonderheiten und Gemeinsamkeiten mit mehr oder weniger vielen an-
deren Sprachen. Hierzu werden wir in den folgenden Vorträgen mehr und 
Genaueres erfahren. 
Ich hoffe, es wird zumindest aus einigen der Beiträge auch erkennbar, 
daß es bei dieser Tagung nicht ausschließlich um innerlinguistische Theo-
riefragen geht. In der vergleichenden Außensicht auf die deutsche Sprache 
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entsprechen die typologischen Forschungen der Grundsituation des Lehr-
und Lerngebiets Deutsch als Fremdsprache, und sie sind damit sicherlich 
auch hilfreich für die Sprachreflexion im muttersprachlichen Unterricht, 
vom Germanistikstudium ganz zu schweigen. 
Angesichts des Themas war eine Zusammenarbeit mit Vertretern der 
Allgemeinen Linguistik schon bei der Tagungsvorbereitung naheliegend. 
Anders als in früheren Jahren ist die Vorbereitung dieser Tagung in ei-
ner wirklichen Kooperation von zwei Forschungsinstituten geleistet wor-
den, dem IDS und dem Forschungsschwerpunkt Allgemeine Sprachwis-
senschaft, Typologie und Universalienforschung, Berlin. Genau genom-
men haben auch diesmal nicht die Institute kooperiert, sondern Men-
schen. Es waren vor allem meine Institutskollegin Gisela Zifonun und 
der schon genannte Berliner Kollege Ewald Lang. Was im übrigen die 
Berliner Beteiligung an den Vorträgen angeht, so läßt eine Durchsicht 
des Programms die Befürchtung aufkommen, daß in der Berliner Lingui-
stik zur Zeit nur wenig passiert, weil ein Großteil der Berliner Linguisten 
in Mannheim ist und an dieser Tagung mitarbeitet. Allen Referenten, ob 
aus Berlin oder den wenigen anderen Herkunftsorten, möchte ich herzlich 
für die Bereitschaft danken, zu dieser Tagung beizutragen. 
Mit dem Wunsch, daß wir in diesen drei Tagen in Vorträgen und Dis-
kussionsbeiträgen Neues und Wichtiges lernen mögen, eröffne ich die 
Jahrestagung 1995. 

Eins t iege u n d Zugänge 

EWALD LANG 
Das Deutsche im typologischen Spektrum 
Einführung in den Band 
1. Deutsch — typologisch. Warum und wozu? 
Nach einem Rundblick auf die Wissenschaftslandschaft in der Germa-
nistik und in den sich zunehmend verzweigenden anderen sprachwissen-
schaftlichen Disziplinen erwies sich die Themenwahl zur Jahrestagung 
1995 als ebenso naheliegend und einleuchtend in der Sache wie werbend 
und anregend in der Absicht. Das Deutsche ist vielfältig und gründlich 
unter kontrastiven Gesichtspunkten analysiert und dokumentiert wor-
den, aber es war von germanistischer Seite her bislang kaum Gegen-
stand typologischer Betrachtung. Umgekehrt ist die typologische For-
schung selbst eher am zwischensprachlichen Vergleich von ausgewählten 
Schlüsselphänomenen interessiert, so daß das Deutsche dort zwar häufig 
vorkommt, aber meist nur in selektiven Ausschnitten. 
Angesichts dieser Sachlage haben sich Mitarbeiter des Instituts für 
deutsche Sprache (IDS) und des Berliner Forschungsschwerpunkts 
„Allgemeine Sprachwissenschaft, Typologie und Universalienforschung" 
(FAS)1 zusammengetan und den Versuch verabredet, unter dem Thema 
„Deutsch - typologisch" eine neue Sicht auf die Struktur des Deutschen 
insgesamt zu ermitteln und wenigstens in Ausschnitten auch zu vermit-
teln. In den Blick zu nehmen für das Tagungsprogramm und die hier 
abgedruckten Beiträge sind zunächst die Prämissen des Unternehmens, 
nämlich die Rahmenbedingungen, innerhalb derer die Beschreibung einer 
einzelnen Sprache und die typologische Betrachtungsweise von Sprachen 
als unterschiedliche Zugänge innerhalb eines durch Universalien definier-
ten Konzepts von „Sprache" zueinander in Beziehung zu setzen sind. 
Es geht dabei vornehmlich um folgende intradisziplinäre und methodi-
sche Zusammenhänge, zu deren Bewußtmachung grundsätzlich jeder der 
Aufsätze auf seine eigene Weise beiträgt: 
1 Der FAS ist eine 1992 auf Empfehlung des Wissenschaftsrats gegründete 
außeruniversitäre Forschungseinrichtung, die bis Ende 1995 von der Förde-
rungsgesellschaft Wissenschaftliche Neuvorhaben mbH München, einer 
Tochter der Max-Planck-Gesellschaft, getragen wird und ab 1996 als gei-
steswissenschaftliches Zentrum (gemeinsam finanziert vom Land Berlin und 
der DFG) weitergeführt wird. Der Name des FAS ist sein Programm; vgl. 
das Kurzporträt im SPRACHREPORT 1/1995. 
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(1) Typologie und Universalien stehen im Konnex. Die Universalien defi-
nieren zum einen den Bereich der invarianten, d.h. der notwendigen und 
der unmöglichen, zum anderen den Bereich der variierenden, d.h. der 
möglichen, aber nicht notwendigen Struktureigenschaften von „(natürli-
cher) Sprache" (in Abgrenzung gegen nicht-menschliche Kommunikati-
onssysteme einerseits und künstliche Zeichensysteme andererseits). Auf-
gabe der Sprachtypologie ist es, den Variationsbereich von „Sprache" 
anhand der Vielfalt seiner Belegungen durch die auf der Erde existie-
renden und in stetem Wandel begriffenen Sprachen zu erforschen und 
daraus rekurrierende, die Struktur von Sprachen nach Typen sortierende 
Charakteristica zu gewinnen. 
(2) Die typologischen Merkmale bilden ein Raster grammatischer Optio-
nen, das die Struktur einer Sprache über verschiedene Ebenen hinweg 
bestimmt, was sich u.a. in der thematischen Gruppierung der Beiträge 
im Band manifestiert. Für jede Sprache kann daher letztlich so etwas wie 
ein typologisches Gesamtporträt entworfen werden. Dies für das Deut-
sche zu konturieren, ist der gemeinsame Nenner aller Beiträge, wenn-
gleich die Ausmalung des Porträts noch lange Zeit beanspruchen dürfte. 
Aber schon mit dem heute verfügbaren Raster ist nicht nur jede einzelne 
Sprache für bestimmte Parameter oder Konstruktionstypen im Spek-
trum der Sprachen einzuordnen (die Beiträge des Bandes diskutieren ge-
rade die hierfür nötigen Vergleichsinstanzen), es sind auch die diversen 
Ausprägungen einer Sprache - hier also der deutschen - im Variations-
bereich ihrer Dialekte und historischen Stadien lokalisierbar (vgl. speziell 
dazu die Beiträge von K. Donhauser, U. Engel/E. Geller, W. U. Wurzel 
und E. Hentschel). 
(3) Das so verstandene typologische Raster bildet einen geeigneten Rah-
men, in den kontrastive Studien einzubetten sind (Grundsätzliches dazu 
im Beitrag von E. König, speziellere Analysen u.a. in den Beiträgen von 
S. Olsen, V. Ehrich, J . Grabowski/P. Weiß), aus dem praktische Folge-
rungen für Deutsch als Fremdsprache zu ziehen sind (hier sei auf einen 
etwa zeitgleich erscheinenden Sammelband verwiesen2) und mithilfe des-
sen gerade auch dem muttersprachlichen Germanisten im Studium und 
danach wichtige Einsichten zu vermitteln sind. 
2 Handwerker, Brigitte (Hg.) (1995): Fremde Sprache Deutsch. Grammati-
sche Beschreibung - Erwerbsverläufe - Lehrmethodik. Tübingen. (Tübinger 
Beiträge zur Linguistik 409). 
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2. Programm und Beiträge 
Themenwahl und Vortragsangebot der IDS-Jahrestagung 1995 verstan-
den sich somit als Plädoyer für die typologische Betrachtungsweise im 
Rahmen von (1) bis (3) - exemplifiziert anhand der deutschen Spra-
che, die zu den am intensivsten untersuchten und am ausführlichsten 
dokumentierten Sprachen zählt und die bei aller Vielfalt der Interes-
sen und Aspekte alle Teilnehmer der Tagung oder Leser des Jahrbuchs 
als Gegenstand und Medium verbindet. Ziel der Tagung und der hier 
z.T. stark überarbeiteten Beiträge ist zum einen die Präsentation neuer 
Fakten über die Struktur und die Verwendung des Deutschen auf der 
deskriptiven Ebene, zum anderen und vor allem aber die Vorstellung 
einer Sehweise, die die Deutsche auf eine jeweilige Vergleichsebene mit 
anderen Sprachen bringt und somit seine spezifischen, seine typisierbaren 
und seine generellen Struktureigenschaften in ein neues Licht rückt. 
Was damit beabsichtigt war und - wie der Band zeigt - in einem erhebli-
chen Ausmaß auch erreicht wurde, ist die Erzeugung von Aha-EfTekten. 
Für germanistische Muttersprachler erscheint bislang Selbstverständli-
ches unter einer typologischen Perspektive heilsam verfremdet - man 
schaue nur in die Beiträge über Wortstellung (B. Haftka, C. Wilder), 
Pronomina (M. Starke, W. Abraham), Genus (K.-M. Köpcke/D. Zu-
bin) oder Orthographie (P. Eisenberg). Für den Auslandsgermanisten 
läßt sich manche als „typisch Deutsch" beleumdete Spezialität dieser 
Sprache (Mark Twain3 läßt grüßen!) aus typologischer Sicht auf erhel-
lende Weise einordnen - man lese etwa die Beiträge zu Satzklammer (U. 
Engel/E. Geller, J . 0 . Askedal), Partikelverben (S. Olsen) oder Fugen-
elementen (N. Fuhrhop). Dem Typologen bietet der hier unternommene 
Versuch, eine einzelne gut lintersuchte Sprache auf allen Ebenen der 
Strukturbildung kritisch zu mustern, Einblicke in unbeachtet gebliebene 
Zusammenhänge zwischen den strukturellen Optionen, die das gramma-
tische Porträt einer Sprache ausmachen - dazu mehr in Abschnitt 5. 
Weil die hier in Auswahlen vorgeführte typologische Betrachtungsweise 
mit ihrer Fokussierung auf das Deutsche so viele Aspekte umfaßt und 
zugleich so viele in ihren Interessen durchaus unterschiedliche Adressa-
ten erreichen soll, ist eine kurze Einführung in die Lektüre des Bandes 
wohl angebracht. Auf ein das Inhaltsverzeichnis mehr oder minder para-
3 Mark Twains berühmte Satire „The awful German language/Die schreck-
liche deutsche Sprache" (etwa in der preiswerten Ausgabe des Verlags 
Sindlinger-Burchartz, Frickenhausen 1993) im Seminar referieren zu las-
sen, ist ein probates Mittel, um Studenten der Germanistik im Anschluß 
daran für die typologische Betrachtungsweise zu interessieren. 
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phrasierendes Vorwort wird verzichtet zugunsten von Abstracts, die den 
Beiträgen vorangestellt sind. Die Gruppierung der Beiträge nach thema-
tischen Schwerpunkten gibt gewiß eine erste Orientierung, dennoch ist 
die in herkömmlicher Terminologie formulierte sachbezogene Einteilung 
nur eine Zugangshilfe - die eigentlichen Meriten der typologischen Be-
trachtungsweise liegen in der Diversifikation der Vergleichsinstanzen quer 
durch die Ebenen sprachlicher Strukturbildung und in der Vernetzung 
der dabei erhobenen Befunde. 
Um dem vornehmlich mit dem Deutschen befaßten Leser die zahlreichen 
Facetten von „Deutsch - typologisch" zu erschließen, werden im folgen-
den anhand bestimmter Leitfragen einige denkbare Routen durch die 
Beiträge des Bandes empfohlen, die unterschiedlichen Zugangsinteressen 
entsprechen. 
3. Wie betre ibt man Typologie? 
Jegliche Wissenschaft, also auch die Sprachtypologie, beginnt mit der 
Klassifizierung von Befunden, aber sie kann dabei nicht stehenbleiben. 
Das damit umrissene Problem betrifft in unserem Falle die Eruierung 
geeigneter Vergleichskriterien und die Interpretation der aus ihnen zu 
gewinnenden Resultate. Wir finden im Band Bemühungen zur Präzisie-
rung von Vergleichskriterien, zur Erweiterung des Inventars der für den 
Vergleich herangezogenen Parameter und auch zur Validität der jeweils 
erhebbaren Befunde. 
Mehrere Beiträge des Bandes diskutieren den wissenschaftshistorisch zu 
verzeichnenden Übergang von den klassischen pauschalen Typisierungen 
(etwa den primär morphologisch basierten Typzuweisungen „isolierend", 
„agglutinierend", „fusionierend/flektierend" oder den Greenbergschen 
„basic word order types" gemäß der Abfolge von Subjekt, Objekt, Verb) 
zu wesentlich feiner differenzierten und weiter verzweigten Vergleichsin-
stanzen: B. Comrie plädiert vor diesem Hintergrund für eine konstruk-
tionsbezogene Typologie; W. U. Wurzel zeigt, daß die klassischen mor-
phologischen Typzuweisungen aufs Deutsche nicht disjunkt anwendbar 
sind, sondern daß sich die Charakteristik der deutschen Flexion diachron 
und synchron gerade aus einer anteilig spezifizierbaren Mischung der-
selben ergibt. Die Beiträge zur Negation überprüfen Jespersens Zyklus 
als typologisches Kriterium und kommen ebenfalls zu nötigen Diffe-
renzierungen: etwa bezüglich der Interaktion von Negationsverstärkung 
und Wortstellungstypologie (B. Lenz) oder bezüglich der perspektivi-
schen Verkürzung, die der Zyklus induziert, wenn man ihn als einfache 
Erklärungsschablone für die diachrone Syntax der Negation des Deut-
schen anlegt (K. Donhauser). 
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Die meisten Beiträge bringen Argumente für die Erweiterung und 
Komplettierung der zwischensprachlichen Vergleichsbasis und für die 
Diversifikation des Kriterieninventars, um so das in (2) erwähnte Raster 
von Optionen zu verfeinern. In der Tat ist die typologische Betrachtungs-
weise prinzipiell auf jeder Ebene grammatischer Strukturbildung anzu-
wenden, nur sind viele Domänen diesbezüglich noch wenig erschlossen. 
Als wichtige Vorstöße in dieser Richtung sind die Beiträge zur Phonologie 
zu betrachten: T.A. Hall demonstriert die Rolle von Silbe vs. Morphem 
als Domänen phonotaktischer Bedingungen, U. Kleinhenz diskutiert den 
Status der phonologischen Phrase, und K. Alter illustriert durch expe-
rimentelle Befunde den Zusammenhang von Akzentplacierung und pro-
sodischer Phrasierung. Eines der zentralen Themen der theoretischen 
Diskussion der letzten Jahre ist die Argumentstruktur lexikalischer Ein-
heiten, d.h. das lexikalisch verankerte Scharnier zwischen morphosyn-
taktischer und semantischer Strukturbildung. Die Aufsätze von B. Pri-
mus, S. Olsen und V. Ehrich belegen, daß und wie die Beschaffenheit 
der Argumentstruktur von Verben typologische Signifikanz gewinnt. Als 
Versuche, die typologische Vergleichsbasis um zunächst nur sehr indirekt 
erschließbare Domänen wie Lexikalisierung (was wird wie in einem Wort 
semantisch codiert?) und Wortfeldstruktur (wie ordnen sich die lexika-
lisierten Einheiten zu einem Feld?) zu erweitern, dürfen die Beiträge u.a. 
von V. Ehrich, J . Grabowski/P. Weiß und E. Lang gelten. 
Typologie ist nicht einfach ein Schüttelsieb mit unterschiedlichen 
Durchlaßöffnungen, sondern eine ständige Bemühung um Strukturver-
gleiche auf einer zweiten Stufe, nämlich um die Sortierung von Über-
einstimmungen und Differenzen, die man in der Strukturbildung der 
verglichenen Sprachen, also auf der ersten Stufe, ausfindig gemacht hat. 
Nicht jeder Unterschied zwischen zwei Sprachen ist als typologisch rele-
vant qualifizierbar (wie B. Comrie zeigt) und nicht alle typologisch ein-
schlägigen Parameter haben dasselbe Gewicht (wie u.a. W. U. Wurzel, 
B. Haftka, C. Platzack, Ö. Dahl, T.A. Hall, P. Eisenberg für ganz ver-
schiedene Bereiche der Grammatik illustrieren). Daher partizipiert die 
typologische Betrachtungsweise nicht nur rezeptiv (im Sinne der Über-
nahme theoretischer Vorgaben als Vergleichsinstanzen), sondern in zu-
nehmendem Maße auch aktiv an der linguistischen Theoriediskussion 
(im Sinne der crosslinguistischen Überprüfung theoretischer Konzepte 
auf ihre generelle Gültigkeit und ihre typologische Aussagefähigkeit hin). 
Auch dafür finden sich im Band deutliche Spuren, insonderheit in den 
Beiträgen zu V2 und Satzklammer sowie zur Phonologie. 
Theoretische Kontroversen stehen hier nicht im Zentrum, deshalb spre-
chen wir auch modellneutral von „typologischer Betrachtungsweise". 
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Aber wegen des in (1) erläuterten Zusammenhangs von Typologie und 
Universalien gilt grundsätzlich, daß jeder, der sich mit der linguistischen 
Beschreibung einer Sprache befaßt, möglicherweise intuitiv und unre-
flektiert, aber von der Sache her unabdingbar als Typologe agiert. In 
diesem Sinne will der Band den primär mit dem Deutschen befaßten 
Lesern nicht neue Vorgehensrezepte andienen, sondern ihnen eher ver-
deutlichen, was sie (zumindest implizit) ständig praktizieren. Auch dies 
ein wichtiger Aspekt des Vorhabens, eine neue Sicht zu vermitteln. 
4 . W a s h e i ß t „ D e u t s c h a l s M i s c h t y p " ? 
Nicht allein in den entsprechend rubrizierten Beiträge von O. Dahl, J . 
O. Askedal und U. Engel /E. Geller, sondern in fast allen Beiträgen wird 
das Deutsche unter der jeweiligen typologischen Optik als „Mischtyp" 
ausgewiesen. Wer auf holzschnittartige Einteilungen ä la „flektierend", 
„VI, V2, VLetzt" und „freie Wortfolge" gefaßt war, könnte angesichts 
der zahlreichen Auskünfte über den Mischcharakter des Deutschen am 
Nutzen der typologischen Betrachtungsweise zweifeln. 
Nun, „Mischtyp" ist hier nicht etwa das Verlegenheitsetikett für die 
Resultate einer Analyse, die vor einer unübersichtlichen Gemengelage 
kapituliert hat , sondern „Mischtyp" ist eine nach Domänen und Para-
metern jeweils exakt ausbuchstabierte Charakterisierung. Angesichts der 
detailliert vorgeführten Befunde ist „Mischtyp" genau die zutreffende 
Bezeichnung: sie verrät die nötige Umsicht gegenüber vorschnellen Ein-
ordnungen, und sie umfaßt die erklärte Absicht zu weitergehender Diffe-
renzierung. Tatsächlich besteht der hauptsächliche Erkenntnisgewinn der 
Beiträge des Bandes gerade im differenzierten Nachweis für die folgende 
generelle Aussage: das Spezifische des Deutschen besteht gerade in seiner 
jeweiligen Mischcharakteristik. Dies ist alles andere als trivial. Denn es 
sind die unter dem Label „Mischtyp" anteilig spezifizierten Strukturei-
genschaften, die synchron den jeweiligen Platz des Deutschen im Spek-
t rum der Sprachen zu bestimmen und diesen Platz diachron als Resultat 
von Sprachwandel zu erklären gestatten und so die Puzzlesteine liefern 
für ein schrittweise auszufertigendes Gesamtporträt . Zur Illustration drei 
Beispiele aus ganz unterschiedlichen Bereichen: 
Syntax: Im Hinblick auf die klassischen „basic Word order types" hat sich 
schon sehr früh die Diskussion am Deutschen als „Mischtyp" (Haupt-
satz SVO, Nebensatz SOV) entzündet und mittlerweile eine ganze For-
schungsrichtung zu „V2-Phänomenen" begründet. Die Lokalisierung von 
„Deutsch als Mischtyp" zwischen Verbzweit- und Verbletzt-Sprache in 
Termen neuester Theorieentwicklung (etwa im „minimalistischen Pro-
gramm") bildet auch den Angelpunkt für mehrere in diesem Band vorge-
Das Deutsche im typologischen Spektrum 13 
legte Beiträge. B. Haftka nimmt gängige, aber widersprüchliche typologi-
sche Einordnungen des Deutschen zum Ausgangspunkt, um mit einigen 
wenigen Annahmen über „scrambling" und „checking" den Mischtyp so 
auszubuchstabieren: Deutsch ist eine abgeleitete V2-Sprache mit zugrun-
deliegender SOV-Reihenfolge und flexibler, aber keineswegs ungeregelter 
Wortfolge. Ebenso folgt C. Platzack in seinem Beitrag über die germa-
nischen V2-Sprachen dem auch für das Deutsche gültigen Symmetrie-
Prinzip, daß das finite Verb im Hauptsatz stets dieselbe Position ein-
nimmt, sieht jedoch für die typologische Variation in der Vorfeldbeset-
zung andere Mechanismen vor. C. Wilder schließlich ordnet die sog. V2-
Effekte bezüglich der Grammatik der Ellipse (etwa Deutsch vs. Eng-
lisch) als Resultat unabhängiger einzelsprachlicher Optionen innerhalb 
von sprachübergreifend wirksamen Prinzipien der Ellipsen-Bildung ein. 
Diachronie: Wenn, wie in (1) oben festgestellt, die Typologie die Auf-
gabe hat, den kontingenten Variationsbereich sprachlicher Ausdrucks-
bildung zwischen „Notwendig" und „Unmöglich" zu strukturieren, dann 
legt sie natürlich auch die jeweiligen Spielräume für historische Verände-
rungen fest. Nun aber ist die diachrone Abfolge der Zustände einer Spra-
che keineswegs einfach als sequentielle Rückprojektion ihrer synchronen 
Koordinaten in die Sprachgeschichte zu erfassen, und wieder ist es die 
ausbuchstabierte Charakterisierung als „Mischtyp", die einem solchen 
Kurzschluß vorbeugt, wie die Beiträge von W. U. Wurzel zur Flexion 
und K. Donhauser zur Negation verdeutlichen. 
Wortfeldstruktur. Daß sich selbst in einem generell zum Grundwort-
schatz gehörigen und durch Universalien hinreichend prädeterminier-
ten Wortfeld wie dem der Ausdrücke für räumliche Dimensionen Par-
titionstypen unterscheiden lassen, zeigt der Aufsatz von E. Lang. Wie-
der erscheint hierbei das Deutsche als anteilig spezifizierter „Mischtyp" 
zwischen proportionsbasierter und betrachterbasierter Dimensionszuwei-
sung. Genau dies aber ist die Basis, von der aus sprachspezifische Mehr-
deutigkeiten, Lücken und Inferenzen erklärt werden können. Hier zeigt 
sich erneut, daß die Charakteristik „Mischtyp" gekoppelt ist mit einer 
exakten Angabe der Ingredienzen. 
Schießlich ist eine begründete Kennzeichnung als „Mischtyp" auch 
der geeignete Ausgangspunkt, um das Deutsche in areallinguistischen 
Bezügen (vgl. die Beiträge von O. Dahl und E. König) und Interferenz-
prozessen (dazu u.a. E. Lang und U. Engel/E. Geller) zu positionieren. 
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5. Was bringt die Typologie für die Grammatikschreibung? 
Eine deutsche Grammatik, die dem hier als Zielbild entworfenen typolo-
gischen Gesamtporträt die nötige Grundierung verleihen könnte, gibt 
es noch nicht und es wird sie, trotz einiger beeindruckender Leistun-
gen4 auf dem Wege dahin, in nächster Zeit kaum als einheitliches 
Opus zwischen zwei Buchdeckeln geben können. Der Grund ist eben-
falls aus dem vorliegenden Band ablesbar: in dem Maße, wie unsere dif-
ferenzierte Kenntnis über die typologisch relevanten Vergleichsinstan-
zen wächst, wächst auch die Kenntnis unserer Unkenntnis: stets lie-
gen Sondierungstiefe und Darstellungsbreite im Widerstreit, und kom-
promißlerische Gesamtbeschreibungen werden zu Recht gescheut. Der 
unmittelbare Wert der typologischen Betrachtungsweise für die Gram-
matikdarstellung beruht - jenseits der in Abschnitt 3 erwähnten kri-
tischen Funktion für die Theoriebildung und den Modellvergleich - in 
der Sichtbarmachung von bislang wenig beachteten Zusammenhängen 
zwischen den Strukturbildungsdomänen, genauer: in der Einsicht in die 
Funktionsweise von sog. Schnittstellen und in der Aufdeckung von Korre-
lationen zwischen bestimmten Parameterwerten innerhalb einer Sprache 
als typologisches Indiz. Hier ein Beispiel für einen solchen Zusammen-
hang zwischen Wortstruktur und Phrasenstruktur: 
S. Olsen leitet den handfesten Unterschied zwischen höchst produkti-
ver Präfixverb-Bildung im Deutschen und vergleichsweise marginaler 
im Englischen ebenso wie die Unterschiede in der Argumentvererbung 
bei ansonsten vergleichbaren Partikelverben aus den unterschiedlichen 
Entwicklungslinien ab, die die beiden Sprachen vom gemeinsamen ger-
manischen SOV aus genommen haben (Mittelenglisch wird SVO, das 
Deutsche bewahrt SOV und nimmt SVO im Hauptsatz dazu), und aus 
den damit induzierten Differenzen in der Köpfigkeit (im Englischen sind 
Phrasen kopfinitial, Wortstrukturen kopffinal, im Deutschen harmoniert 
4 Hier ist nicht der Ort, auf zwei ganz unterschiedliche jüngere Werke, de-
ren Titel für sich selbst sprechen, genauer einzugehen, aber sie verdienen 
im vorliegenden Kontext vorrangige Erwähnung: Abraham, Werner (1995): 
Deutsche Syntax im Sprachenvergleich. Grundlegung einer typologischen 
Syntax des Deutschen. Tübingen. ( = Studien zur deutschen Grammatik 
41); Glinz, Hans (1994): Grammatiken im Vergleich. Deutsch - Französisch 
- Englisch - Latein. Formen - Bedeutungen - Verstehen. Tübingen. ( = 
Reihe Germanistische Linguistik 136). Nicht explizit typologisch ist die von 
Gisela Zifonun, Ludger HofTmann, Bruno Strecker u.a. im IdS gerade fer-
tiggestellte zweibändige „Grammatik der deutschen Sprache" (Berlin/New 
York 1996) ausgerichtet. Als breit angelegte Gesamtdarstellung trägt sie 
allein schon durch ihre Detailliertheit dazu bei, das typologische Porträt 
des Deutschen zu vervollständigen. 
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die Form des Partikelverbs mit der Rechtsköpfigkeit der Wortstruktur). 
- Abschließend eine mögliche Leseroute durch den Band, wie sie sich aus 
dem Verfolg von Zusammenhängen ergeben kann: 
Jeder, der Deutsch als Fremdsprache lernen muß, nimmt die Genuszu-
weisungen für die Nomina als arbiträre Liste wahr und - etwa im Ver-
gleich zum Englischen - als zusätzlichen Lernaufwand in Kauf. Nun zeigt 
der Beitrag von K.-M. Köpcke/D. Zubin, daß die Genuszuweisung im 
Deutschen - wiederum in einem arbeitsteiligen Mischverfahren aus pho-
nologischen, morphologischen und semantischen Prinzipien - durchaus 
motiviert ist. Von da aus ist es nur ein kleiner Schritt, um zu sehen, daß 
die unterschiedliche Realisierung der Kategorie Genus im Deutschen (wo 
es für alle Nomina obligat zu spezifizieren ist) gegenüber dem Englischen 
(wo nur im Pronominalsystem noch Reste erhalten sind) nicht einfach 
unter Morphologie abzubuchen ist, sondern z.B. via Kongruenz auch 
syntaktische Folgeerscheinungen zeitigt: im Deutschen und Englischen 
ist wegen neutralisierter Genusmarkierung im Plural zulässig meine On-
kel und Tanten/my úneles and aunts, im Singular aber gestattet eben 
nur das Englische die entsprechende Ellipse: my auni and uncle/ *meine 
Tante und Onkel/ *mein Onkel und Tante, und damit sind wir bei den 
von C. Wilder diskutierten generellen Ellipse-Prinzipien mit sprachspezi-
fischer Anwendungssteuerung. Die genusspezifizierten (Personal-)Prono-
mina er/sie/ es im Deutschen und he/she/it im Englischen (und ihre Ge-
genstücke in vielen anderen Sprachen) zeigen indes noch eine weitere syn-
taktische Involvierung: sie zerfallen nach ihrem Verhalten bezüglich To-
pikalisierung, Koordinierbarkeit etc. in die syntaktisch definierten Sub-
gruppen „stark - schwach - klitisch" (M. Starke) und determinieren 
gemäß dieser Differenzierung in erheblichem Maße u.a. die möglichen 
Besetzungen des „Mittelfeldes" (W. Abraham). Pronominal mehrfach 
besetzte Mittelfelder hinwiederum fallen dadurch auf, daß gegenüber ih-
rer Besetzung mit vollen NP „die relative Abfolge der pronominalen Ar-
gumente eigenen Regeln zu folgen scheint" (B. Primus) ... 
So kommt man zwanglos und gleich über mehrere Anmarschwege vom 
Genus zur Syntax. Kurzum: die typologische Betrachtungsweise fungiert 
für die Grammatikschreibung des Deutschen als ständiger Impulsgeber 
für die Unterscheidung von Zusammenhängen und Indikator für den Zu-
sammenhang von Unterschieden. 
BERNARD COMRIE 
Sprache und Sprachen: Universalien und Typologie 
A b s t r a c t 
Die Sprachtypologie hat sich bisher im allgemeinen mit der Typologisierung 
von Sprachen beschäftigt, z.B. im Versuch, die Gesamtstruktur einer Sprache 
nach ihrer morphologischen Struktur oder nach ihrer Wortfolge zu charakteri-
sieren. Seit neuerem neigen viele Typologen eher dazu, Konstruktionen ans ta t t 
Sprachen zu typologisieren. Diese Möglichkeit wird anhand von vier Konstruk-
tionen erläutert, die Kontraste zwischen dem Deutschen und anderen Sprachen 
aufweisen: Kasusmarkierung nominaler Prädikate, Tough Movement, Rela-
tivsätze und Nominalsätze, Tempus und Aspekt. Die Typologisierung einer 
Sprache sollte also nicht, oder wenigstens nicht nur, als die Charakterisierung 
der Gesamtsprache betrachtet werden, sondern eher als die Charakterisierung 
der verschiedenen Konstruktionen, die diese Sprache umfaßt. 
Wenn Nichttypologen an die Sprachtypologie denken, denken sie mei-
stens an ein Unternehmen, bei dem man Sprachen typologisiert und klas-
sifiziert.1 Eine Sprache wird also als agglutinerend oder isolierend klassi-
fiziert, als OV-Sprache (rechtsköpfig) oder VO-Sprache (linksköpfig), als 
Sprache mit oder ohne Pro-Drop, als konfigurationeil oder nichtkonfigu-
rationell. Obwohl die Termini nur auf gewisse Aspekte der Struktur der 
Sprache hinweisen - auf ihre morphologische Struktur, auf ihre Wortstel-
lung usw. - steckt öfters die Erwartung dahinter, daß diese typologischen 
Unterschiede größere Bedeutung für die allgemeine Struktur der gegebe-
nen Sprache haben. 
In diesem Aufsatz möchte ich eine Kritik anbringen. Obwohl ich die Lei-
stungen der mehr oder weniger holistischen Sprachtypologie keineswegs 
unterschätzen will, glaube ich, daß es wichtig ist, nicht nur Sprachen, 
sondern auch Konstruktionen zu typologisieren. An Hand von vier Bei-
spielen werde ich zu zeigen versuchen, daß man in einigen Fällen mit 
der Typologisierung einer Konstruktion zufrieden sein muß, obwohl es 
andere Fälle gibt, wo man doch an größere Zusammenhänge zwischen 
logisch unabhängigen Merkmalen denken kann. 
1 Eine frühere Version dieses Aufsatzes wurde im März 1995 bei der 31. 
Jahrestagung des Inst i tuts für deutsche Sprache vorgetragen. Ich bin allen 
Diskussionsteilnehmern für ihre Anmerkungen dankbar. 
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1. K a s u s m a r k i e r u n g n o m i n a l e r Prädikate 
In vielen Sprachen der Welt kommt eine Kopulakonstruktion vor, in der 
sowohl das Subjekt als auch das nominale Prädikat im Nominativ stehen. 
Ein Beispiel dafür ist der lateinische Satz (1). 
(1) Verae amiciiiae sempiternae sunt. 
echt.NOM Freundschaften.NOM ewig.NOM sind 
'Echte Freundschaften sind ewig.' 
Bei der Analyse dieses Satzes entsteht ein Problem. Sollte man den No-
minativ des nominalen Prädikats als einen Fall von Rektion - die Kopula 
regiert den Nominativ - oder aber als einen Fall von Kongruenz - das 
nominale Prädikat s t immt mit dem Subjekt im Kasus überein - betrach-
ten? Beide Analysen können die Struktur von (1) beschreiben. 
Die allgemeine Sprachtheorie muß die Möglichkeit zulassen, daß eine 
Kopula ein nominales Prädikat regiert, da es Sprachen gibt, wo das no-
minale Prädikat in einem obliquen Kasus steht, obwohl das Subjekt im 
Nominativ steht. Ein Beispiel dafür ist das Polnische, wie in Satz (2). 
(2) Ten chlopiec jest moim uczniem. 
dieser.NOM Junge.NOM ist mein.INS Schüler.INS 
'Dieser Junge ist mein Schüler.' 
Die allgemeine Sprachtheorie muß aber auch mit der Möglichkeit rech-
nen, daß eine Sprache Kongruenz zwischen nominalem Prädikat und Sub-
jekt verlangt, da es Sprachen gibt wie zum Beispiel das Lateinische, die 
gerade diese Möglichkeit aufweisen. In der Acl-Konstruktion in (3) muß 
das Prädikat, da sein Subjekt im Akkusativ steht, auch im Akkusativ 
stehen. In (4) gilt das gleiche für den Dativ.2 
(3) Creditur Pythagorae auditorem fuisse Numam. 
es.wird.geglaubt Pythagoras.GEN Zuhörer.AKK gewesen.sein 
Numa.AKK 
'Man glaubt, daß Numa ein Zuhörer von Pythagoras war.' 
(4) Mihi neglegenti esse non licet. 
ich.DAT nachlassig.DAT sein nicht es.ist.erlaubt 
'Es ist mir nicht erlaubt, nachlässig zu sein.' 
2 Beispiel (4) ist eigentlich etwas komplizierter, da der Dativ hier nicht 
buchstäblich Subjekt des infinitivischen Satzes ist, sondern eher mit dem 
nicht ausgedrückten Subjekt dieses Satzes koreferent ist. Das allgemeine 
Prinzip, daß das nominale Prädikat seinen Kasus durch Kongruenz be-
kommt, bleibt aber gültig. 
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Man sollte nicht denken, daß solche Beispiele nur in toten Sprachen vor-
kommen, da das Neuisländische fast das gleiche Muster darbietet. In (5) 
stehen sowohl das Subjekt der Kopula als auch das nominale Prädikat 
im Nominativ, in (6) stehen beide im Akkusativ. 
(5) Sirdkamir vom killaSir. 
die.Jungen.NOM wurden gekitzelt.NOM 
'Die Jungen wurden gekitzelt. ' 
(6) Eg tel strdhana hafa veriSkiilaSa. 
ich glaube die.Jungen.AKK haben worden gekitzelt.AKK 
'Ich glaube, daß die Jungen gekitzelt worden sind. ' 
Hängt dieser Unterschied zwischen Rektion und Kongruenz nominaler 
Prädikate mit anderen Unterschieden zwischen diesen Sprachen zusam-
men? Ich glaube, die Antwort muß negativ sein, obwohl die Begründung 
dafür Daten aus zwei weiteren Sprachen verlangt, unter ihnen das Deut-
sche. 
Wir wenden uns aber zuerst dem Finnischen zu. In Hauptsätzen und 
finiten Nebensätzen stehen sowohl das Subjekt als auch das nominale 
Prädikat im Nominativ, wie zum Beispiel in (7).3 Außer finiten Ne-
bensätzen, wie zum Beispiel in (8a), hat das Finnische auch nichtfinite 
Nebensätze, wie zum Beispiel in (8b). In nichtfiniten Nebensätzen dieser 
Art steht das Subjekt im Genitiv, also sinun 'du.GEN' in (8b). 
(7) Kirja on valkoinen. 
Buch.NOM ist weiß.NOM 
'Das Buch ist weiß.' 
(8a) Tiedän, eitä sind ölet Helsingissä. 
ich.weiß daß du.NOM bist Helsinki.LOK 
(8b) Tiedän sinun olevan Helsingissä. 
ich.weiß du.GEN seiend Helsinki.LOK 
'Ich weiß, daß du in Helsinki bist. ' 
Wie verhält sich nun ein nominales Prädikat in einem finnischen nichtfini-
ten Nebensatz? Die Antwort fällt nicht nur für verschiedene Idiolekte des 
Finnischen unterschiedlich aus, sondern hängt auch von der lexikalischen 
3 Im Finnischen gibt es auch die Möglichkeit, nominale Prädikate in den 
Partitiv zu setzen, was ein Beispiel für die Rektion nominaler Prädikate 
darstellt. Für unsere Zwecke ist aber nur die Möglichkeit des Nominativs 
des nominalen Prädikats wichtig. 
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Wahl des nominalen Prädikats ab. Bei Adjektiven der morphologischen 
Klasse, die einen Nominativ auf -inen und einen Genitiv auf - isen hat , 
ist die bei weitem bevorzugte Form der Nominativ, wie im Beispiel (9). 
(9) Tiedän kirjan olevan valkoinen/*?valkoisen. 
ich.weiß Buch.GEN seiend weiß.NOM/GEN 
'Ich weiß, daß das Buch weiß ist. ' 
Im Fall des Adjektivs heikko 'schwach' wird aber der Genitiv viel leich-
ter akzeptiert, einige Sprecher bevorzugen sogar den Genitiv bei diesem 
Adjektiv. 
(10) Tiedän kirjan olevan heikko/heikon. 
ich.weiß Buch.GEN seiend schwach.NOM/GEN 
'Ich weiß, daß das Buch schwach ist. ' 
Eine ähnliche Variation findet man auch im Deutschen, obwohl hier die 
Variation eher verschiedene chronologische Stufen der Sprache betrifft. 
In einem Satz wie (11) bevorzugt die heutige Sprache den Nominativ 
des nominalen Prädikats, und einige Sprecher lehnen den Akkusativ so-
gar ab, während der Akkusativ in früheren Sprachstadien die Regel war 
(Drosdowski 1984, S. 658). 
(11) Laß mich dein Freund (NOM)/deinen Freund (AKK) sein. 
Wenn eine einzige Sprache Variation zwischen zwei typologischen Mu-
stern zulassen kann, kann dieser Unterschied kein tiefgehender typologi-
scher Parameter sein. Solche Beispiele beweisen, daß die Untersuchung 
zwischensprachlicher Unterschiede auch mit Fällen rechnen muß, wo ein 
eindeutiger struktureller Unterschied nicht mit anderen Unterschieden 
korreliert. 
2. Tough Movement 
Der Ausdruck Tough Movement ist auch in der deutschsprachigen Lite-
ratur geläufig für Sätze wie (12a)-(12b) im Englischen und Deutschen.4 
Hauptmerkmal der Konstruktion ist, daß das Subjekt des Hauptsatzes 
eine direkte semantische Beziehung zum Infinitiv hat , und zwar sich so 
verhält, als wäre es das Objekt des Infinitivs. Man vergleiche (13a)-
(13b), wo diese Nominalphrase tatsächlich als direktes Objekt des Infi-
nitivs auftaucht . 
4 Dieses Kapitel stützt sich auf Comrie/Matthews (1990). Erst während der 
Jahrestagung des Instituts für deutsche Sprache habe ich zwei wichtige 
neuere Beiträge zur Analyse von Tough Movement kennengelernt: Blosen 
et al. (1987) und Demske-Neumann (1994). 
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(12a) This problem is easy to solve. 
(12b) Dieses Problem ist leicht zu lösen. 
(13a) Ii is easy to solve this problem. 
(13b) Es ist leicht, dieses Problem zu lösen. 
Auf den ersten Blick sehen die deutsche und die englische Konstruktion 
sehr ähnlich aus. Wenn man sie weiter untersucht, stellt man jedoch 
fest, daß es doch erhebliche Unterschiede gibt. Einer dieser Unterschiede 
taucht auf, sobald man die Konstruktion nicht prädikativ, sondern at-
tributiv gebrauchen will. Im Englischen ist das Adjektiv Kopf der Kon-
struktion, die aus Adjektiv und Infinitiv besteht, und deshalb hat die 
attributive Konstruktion, wie zum Beispiel in (14a), das Adjektiv in at-
tributiver Stelle, wobei der Infinitiv seine abhängige Stelle behält. Im 
Deutschen dagegen erscheint gerade der Infinitiv, allerdings in die Form 
des Gerundivums umgewandelt, als Kopf der attributiven Konstruktion 
- erkennbar zum Beispiel an der flektierten Form des Gerundivums. Die 
Entsprechung des englischen Adjektivs bleibt unflektiert, was eher eine 
Analyse als Adverb denn als Adjektiv nahelegt. Diese Analyse wird wei-
ter von der Beobachtung unterstützt, daß dieses Adverb weggelassen 
werden kann, wie zum Beispiel in (15), also keine unentbehrliche Kon-
stituente der Konstruktion ist. Dies weist eher auf ein Adverb als auf ein 
Adjektiv hin. 
(14a) an easy problem to solve 
(14b) *ein leichtes Problem zu lösen 
(14c) ein leicht zu lösendes Problem 
(15) Dieses Problem wäre zu lösen. 
Die Verteilung der beiden Konstruktionen, des englischen Typs und des 
deutschen Typs, unter den germanischen Sprachen ist interessant. Schwe-
disch und, nach Blosen et al. (1987), Dänisch ähneln bis in die Einzel-
heiten dem Englischen. Im schwedischen Satz (16) ist svär 'schwer' ein 
Adjektiv. Im Schwedischen stimmen prädikative Adjektive mit ihrem 
Subjekt in Numerus und Genus überein, deshalb steht das Adjektiv in 
(16) im Singular, in (17) aber im Plural. 
(16) Boken är svär att läsa. 
'Das Buch ist schwer zu lesen.' 
(17) Böckema är svära att läsa. 
'Die Bücher sind schwer zu lesen.' 
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In (18) findet man ein attributiv gebrauchtes Adjektiv als Kopf der at-
tributiven Konstruktion, genau wie im englischen Beispiel (14a). 
(18) en svär bok alt läsa 
'ein schwer zu lesendes Buch' 
Niederländisch scheint beide Konstruktionen zu besitzen, wobei der deut-
sche Typ mit dem Infinitiv ohne om 'um' vorkommt, der englische Typ 
mit dem Infinitiv mit om.5 
(19a) Die man is moeilijk tevreden te stellen. 
(19b) ?Die man is moeilijk om tevreden te stellen. 
'Jener Mann ist schwer zufriedenzustellen.' 
Der Unterschied zwischen den beiden niederländischen Konstruktionen 
läßt sich an Hand des attributiven Gebrauchs feststellen. Die Konstruk-
tion (20a) entspricht genau der des Deutschen, mit dem einzigen Un-
terschied, daß das Niederländische den Infinitiv behält, ohne ihn in ein 
Partizip zu verwandeln. Die Konstruktion (20b) entspricht genau der des 
Englischen; man beachte zum Beispiel die flektierte Form des Adjektives 
moeijlijk 'schwer'.6 
(20a) een moeilijk tevreden te stellen man 
(20b) een moeilijke man om tevreden te stellen 
'ein schwer zufriedenzustellender Mann' 
Die Verteilung der Konstruktionstypen unter den germanischen Spra-
chen scheint ziemlich willkürlich zu sein. Die slavischen Sprachen, hier 
durch das Russische vertreten, unterscheiden sich aber etwas grundsätz-
licher von den germanischen Typen. Auf den ersten Blick gibt es kein 
Tough Movement im Russischen. Der russische Satz (21) entspricht 
5 Die b-Version von (19) wird von einigen Sprechern in der Standardsprache 
zugunsten der a-Version vermieden. Das hängt anscheinend mit der Tat-
sache zusammen, daß die Nicht-Standardsprache dazu neigt, die Sphäre 
des Infinitives mit om ständig zu erweitern. Das führt in der Standard-
sprache zu einer negativen Reaktion gegen diejenigen Varianten mit om, 
die nur durch die Anwesenheit von om von synonymen Ausdrucksweisen 
unterschieden werden. Die negative Reaktion erstreckt sich nicht auf den 
attributiven Gebrauch, da es hier weitere Unterschiede als die Anwesenheit 
bzw. Abwesenheit von om gibt. 
6 Der niederländische Infinitiv, im Gegensatz zum deutschen Partizip, ist im 
allgemeinen nicht flektierbar, deshalb kann man Flektion nicht als Krite-
rium gebrauchen, um zu prüfen, ob der Infinitiv Kopf der Konstruktion ist. 
Allerdings lassen einige Infinitive Flektion zu, z.B. de te voorziene Proble-
men 'die zu erwartenden Probleme'. 
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dem deutschen und englischen Beispiel (13); die Kons t ruk t ion ist un-
persönlich, das Ad jek t iv s teht also im Neu t rum, und das W o r t knigv 
'Buch ' s teh t i m Akkusa t iv als direktes Ob jek t des Inf ini t ivs . Eine 
buchs täbl iche Überse tzung von (12) ist aber völlig u n a n n e h m b a r i m Rus-
sischen. Der ung rammat i s che Satz (22) bietet kniga als Sub jek t dar , im 
Nomina t iv u n d m i t dem kongruierenden Adjek t iv im Femininum, da das 
russische Wor t kniga g r ammat i s ch Femin inum ist. 
(21) Legko citat' etu knigu. 
leicht.NT lesen dies- Buch.AKK 
'Es ist leicht, dieses Buch zu lesen. ' 
(22) *Eta kniga legka citat' . 
dies- Buch.NOM leicht.F lesen 
Eine gu te En tsprechung des germanischen (12) im Russischen bietet 
Beispiel (23), wo die g rammat i schen Relat ionen i m Vergleich zu (21) 
unveränder t bleiben - die Kons t ruk t ion ist unpersönl ich, weshalb das 
Adjek t iv im N e u t r u m und das d i rekte Ob jek t knigu im Akkusa t iv ste-
hen. Das O b j e k t wird aber vorangestel l t , was durch die syntakt i sch freie 
Wortfolge des Russischen zugelassen ist und die Themat i s i e rung wider-
spiegelt, die in den germanischen Sprachen durch Tough Movement er-
folgt . Das häng t m i t einer al lgemeinen Eigenschaft des Russischen (und 
anderer slavischer Sprachen) z u s a m m e n : Themat i s i e rung erfolgt eher 
durch Wor ts te l lungsveränderungen als durch Veränderungen der Satz-
glieder. 
(23) Etu knigu legko öitat' . 
dies- Buch.AKK leicht.NT lesen 
Im Russischen gibt es aber Sä tze wie z u m Beispiel (24), die diesem ty-
pologischen Unterschied anscheinend widersprechen. Hier s teht kniga im 
Nominat iv , das Ad jek t iv ist feminin , al lerdings gebraucht m a n a n s t a t t 
des Infinit ivs das Verbalnomen m i t der Präpos i t ion dlja ' für ' . 
(24) Eta kniga legka dlja itenija. 
dies- Buch.NOM leicht.F fü r Lesen 
Sobald m a n solche Beispiele weiter un tersucht , ergibt sich, daß sie kei-
neswegs syntakt i sche Entsprechungen der germanischen Kons t rukt ionen 
sind, obwohl solche russischen Beispiele unter gewissen Ums tänden als 
p ragmat i sche Entsprechungen der germanischen Kons t ruk t ionen dienen 
können . Ein wichtiges Merkmal der germanischen Kons t rukt ionen , so-
wohl des deutschen wie des englischen Typs , ist, daß es zwar eine direkte 
semant ische Beziehung zwischen der Nominalphrase i m Nominat iv und 
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dem Infinitiv gibt, aber keine notwendige semantische Beziehung zwi-
schen dieser Nominalphrase und dem Adverb bzw. Adjektiv. Man kann 
zum Beispiel sagen das Brot ist leicht zu schneiden, oder auf englisch the 
bread is easy to cut, obwohl die Äußerungen das Brot ist leicht oder the 
bread is easy kaum interpretierbar sind, wenigstens im gleichen Sinn. Im 
Russischen ist die Konstruktion (24) nur dann möglich, wenn der einfa-
chere Konstruktionstyp ita kniga legka 'dieses Buch ist leicht' möglich 
ist. Bei (24) ist die einfachere Konstruktion möglich, weshalb die erwei-
terte Konstruktion auch zugelassen ist. Da der einfache Satz ètot xleb 
legok 'dieses Brot ist leicht' unannehmbar ist, wird auch der erweiterte 
Satz (25) abgelehnt. 
(25) *Etot xleb legok dlja rezanija. 
dies- Brot.NOM leicht.M für Schneiden 
'Dieses Brot ist leicht zu schneiden.' 
Interessant ist, daß (26) völlig annehmbar ist, obwohl eine buchstäbliche 
Entsprechung im Deutschen unmöglich wäre: *Dieses Zimmer ist ange-
nehm zu schlafen. Die Möglichkeit des einfachen èia komnata prijatna 
'dieses Zimmer ist angenehm' läßt auch (26) zu. Im allgemeinen kann 
man sagen, daß diese russische Konstruktion eine einfache Konstruk-
tion mit einem Subjekt und einem prädikativen Adjektiv ist, wobei der 
Satz mit einem fakultativen adverbialen Präpositionalgefüge erweitert 
ist, also etwa 'dieses Buch ist leicht in Bezug auf Lesen'. 
(26) Eta komnata prijatna dlja sna. 
dies- Zimmer.NOM angenehm.F für Schlaf 
'Dieses Zimmer ist angenehm zum Schlafen.' 
Das alles hängt mit der Abneigung des Russischen gegen produktive satz-
gliedverändernde Regeln (bzw. ihre Entsprechungen in anderen gramma-
tischen Terminologien) zusammen. 
3. R e l a t i v s ä t z e u n d N o m i n a l s ä t z e 
Der deutsche Relativsatz ist in seiner allgemeinen Struktur ein Para-
debeispiel für den in Europa am meisten verbreiteten Relativsatztyp. 
Deutsche Relativsätze werden von einem Relativpronomen eingeleitet, 
das zwei wichtige Eigenschaften besitzt: Erstens, das Pronomen wird 
vorangestellt, auch wenn es ein Satzglied vertritt , wie zum Beispiel ein 
direktes Objekt , das normalerweise nach dem Verb stehen würde. Zwei-
tens, das Relativpronomen hat ein morphologisches Kasusmerkmal, wel-
ches, zusammen mit Präpositionen, die syntaktische bzw. semantische 
Rolle des Relativpronomens innerhalb des Relativsatzes ausdrückt. In 
(27) zum Beispiel ist das Relativpronomen zwar vorangestellt, der Akku-
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sativ (ohne Präposition) läßt aber erkennen, daß es sich um ein direktes 
Objekt handelt. 
(27) der Band, [den ich - kaufte] 
In diesem Typ von Relativsätzen kann man in ziemlich konkreter Weise 
von einer Leerstelle reden, in (27) und späteren Beispielen durch einen 
Strich dargestellt. Im Deutschen ist es im allgemeinen nicht möglich, 
Argument-Satzglieder einfach wegzulassen, man vergleiche die Ungram-
matikalität der drit ten Version in Beispiel (28) mit den Versionen, in 
denen direkte Objekt durch eine Nominalphrase mit lexikalischem Kopf 
oder durch ein Pronomen vertreten ist. 
(28) Ich kaufte den Band/ihn/H. 
Diese Eigenschaften der Relativpronomenkonstruktion führen zu weite-
ren Beobachtungen. Wenn das Relativpronomen vorangestellt ist, ent-
steht die Frage, ob es Beschränkungen für diese Bewegung gibt.7 Es 
gibt sie. Im Schriftdeutschen sind die Beschränkungen sogar sehr streng. 
Es ist zum Beispiel unmöglich, eine Konstituente eines Nebensatzes vor-
anzustellen, was durch die Ungrammatikalität von (29a) gezeigt wird. 
(29a) *der Band, [den er sagt, [daß ich - kaufte]] 
(29b) der Band, [von dem er sagt -, daß ich ihn kaufte] 
Die grammatische Entsprechung ist (29b), wo die Leerstelle im Haupt-
satz der Relativkonstruktion liegt (vgl. er sagt von dem Band, daß ich 
ihn kaufte). Obwohl einige Dialekte des Deutschen sowie das Englische 
und andere germanische Sprachen lockere Beschränkungen haben, gibt 
es trotzdem Beschränkungen in jeder dieser Sprachen. Keine von ihnen 
würde zum Beispiel die buchstäbliche Übersetzung des japanischen Bei-
spiels (35) (s. unten) zulassen. 
Die Eigenschaften des europäischen Relativsatzes - europäisch, da dieser 
Typ in Europa, und nur in Europa, verbreitet ist - weisen auf einen 
klaren Unterschied hin zwischen Relativsätzen und Ergänzungssätzen 
mit einem substantivischen Kopf wie (30). Nur der Relativsatz hat eine 
Leerstelle; dagegen sind in (30) alle Argumente des Verbs im Nebensatz 
vorhanden. 
7 Falls man die prozessuale Terminologie nicht verwenden will, kann man das 
Problem auch anders formulieren: Welche Einschränkungen gibt es für die 
Beziehung zwischen einem Relativpronomen und der entsprechenden Leer-
stelle, oder sogar zwischen dem Relativpronomen und dem entsprechenden 
Satzglied in einem Hauptsatz? Die Hauptlinie der Argumentation hängt 
also nicht von den Einzelheiten unterschiedlicher beschreibender Techni-
ken ab. 
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(30) die Tatsache, daß ich den Band kaufte 
Der Nebensatz in (30) kann nur durch die unveränderliche Konjunktion 
daß eingeleitet werden, im Gegensatz zum flektierbaren Relativprono-
men, das Relativsätze einleitet. Die Konstruktion (30) entspricht genau 
der Ergänzungskonstruktion mit einem verbalen Kopf, wie zum Beispiel 
in (31). 
(31) Er weiß, daß ich den Band kaufte. 
Wie oben gesagt, ist der Relativsatztyp, der ein Relativpronomen ge-
braucht, ziemlich selten unter den Sprachen der Welt, nur in Europa 
kommt er massenhaft vor, sogar in nichtindogermanischen Sprachen Eu-
ropas, was sicher arealtypologische Beziehungen widerspiegelt. Weit ver-
breiteter unter den Sprachen der Welt ist der japanische Typ (33), den 
man im Vergleich zum einfachen Satz (32) analysieren kann. Innerhalb 
des Relativsatzes, der durch eckige Klammern hervorgehoben ist, gibt 
es keinen expliziten Hinweis auf den Kopf der Relativkonstruktion (hier: 
'das Buch'). Der Relativsatz hat mehr oder weniger die Struktur eines 
Hauptsatzes; der einzige Unterschied zwischen (32) und dem Relativsatz 
von (33) liegt in der Anwesenheit bzw. der Abwesenheit des Substantivs 
hon 'book'. 
(32) Gakusei ga hon o katia. 
Student NOM Buch AKK kaufte 
'Der Student kaufte das Buch.' 
(33) [jaJtusej ga kaita] hon 
Student NOM kaufte Buch 
'das Buch, das der Student - kaufte. ' 
Es gibt zwei Richtungen, die man bei der Beschreibung dieser Unter-
schiede zwischen dem Deutschen und dem Japanischen verfolgen kann; 
und beide sind in der Literatur vertreten. So kann man behaupten, daß 
die Unterschiede oberflächlich sind und daß japanische Relativsätze auf 
mehr oder weniger dieselbe Weise wie deutsche Relativsätze zu analy-
sieren sind. Ich vertrete die entgegensetzte Richtung, und zwar, daß die 
Unterschiede zwischen den beiden Sprachtypen tiefgehend und außerdem 
mit anderen grammatischen Unterschieden verknüpft sind.8 
Als erste zusätzliche Beobachtung können wir feststellen, daß das Japa-
nische sogenannte Nullanaphern zuläßt, wie zum Beispiel in (34), welches 
8 Diese Analyse des japanischen Relativsatzes wird ausführlicher von Matsu-
moto (1988) entwickelt. Für eine Anwendung auf eine weitere Sprache des 
ost-/südostasiatischen Areals s. Comrie/Horie (1995). 
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die normale Entsprechung eines deutschen Satzes mit einem unbetonten 
Pronomen darstellt. 
(34) Gakusei ga katia. 
Student NOM kaufte 
'Der Student kaufte es.' 
Da das Japanische Nullanaphern zuläßt, ist es viel schwieriger, oder so-
gar unmöglich, ein Plädoyer zugunsten der Anwesenheit von Leerstellen 
zu entwickeln. Der Relativsatz von (33) ist ein wohlgeformter einfacher 
Satz der japanischen Sprache. Eine mögliche Analyse wäre, daß die japa-
nische Konstruktion (33) ganz einfach aus einem Substantiv und einem 
attributiven Nebensatz besteht und daß die japanische Grammatik nichts 
weiter über das Verhältnis zwischen den beiden Konstituenten sagt. Die 
genauere Angabe dieses Verhältnisses ist eher pragmatisch: Man muß ein 
pragmatisch plausibles Verhältnis finden. Wir kommen gleich auf einige 
Folgen dieser Analyse zurück. 
Wenn es aber so ist, gibt es keine Voranstellung oder andere „Bewegung" 
in der japanischen Konstruktion. Und wenn es keine Voranstellung gibt, 
kann es selbstverständlich auch keine syntaktischen Einschränkungen für 
diese Voranstellung geben. In der Tat gibt es Beispiele japanischer Re-
lativsätze, deren buchstäbliche Übersetzung in eine europäische Sprache 
völlig unmöglich wäre, wie zum Beispiel Satz (35). 
(35) \[Kawaigaite.ita\ hito ga nakunatta] inu ga maiban eki made 
kainusi o mukae.ni kiia. 
hielt Mann NOM starb Hund NOM jeden.Abend Bahnhof zu Herr 
AKK um.zu.grüßen kam 
'*Der Hund, den der Mann, der - hielt, starb, kam jeden Abend 
zum Bahnhof, um seinen Herrn zu grüßen.' 
Der Sinn des Satzes ist, daß ein Mann einen Hund hielt. Dieser Mann ist 
gestorben. Trotzdem kommt der Hund jeden Abend zum Bahnhof, um 
den Mann zu grüßen. Wichtig dabei ist, daß jeder Japaner in diesem Satz 
die Geschichte des treuen Hundes Hatschiko erkennt, der so berühmt in 
Japan ist, daß sein Standbild vor dem Bahnhof Schibuja in Tokio steht. 
Alle pragmatischen Bedingungen für eine erfolgreiche Interpretation sind 
also erfüllt. 
Wenn die oben skizzierte Analyse des japanischen Relativsatzes zutrifft, 
würde man erwarten, daß diese sehr locker strukturierte Konstruktion 
noch weitere Interpretationsmöglichkeiten hat. Die Unterschiede, die 
das Deutsche oder das Englische zwischen Relativsätzen wie (27) und 
Ergänzungssätzen mit substantivischem Kopf wie (30) aufweisen, exi-
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stieren nicht im Japanischen. Beispiel (36) hat dieselbe Struktur wie 
(33) - ein substantivischer Kopf mit einem attributiven Nebensatz -
insbesondere wenn man auf die Annahme einer Leerstelle im Falle des 
Relativsatzes verzichtet. 
(36) [gakttsei ga hon o kaiia] zizitu 
Student NOM Buch AKK kaufte Tatsache 
'die Tatsache, da6 der Student das Buch kaufte ' 
Wichtig dabei ist, daß die Struktur von (36) keineswegs den normalen 
japanischen Ergänzungskonstruktionen mit verbalem Kopf entspricht. 
Man vergleiche zum Beispiel (37), wo der Nebensatz explizit durch no 
oder koio nominalisiert werden muß, um als Ergänzungssatz zu fungie-
ren. 
(37) [Gaüruset ga hon o kaita] no/koto o siranakatta. 
Student NOM Buch AKK kaufte NMS AKK nicht.wußte 
'Ich wußte nicht, daß der Student das Buch gekauft hat te . ' 
Relativsätze und Ergänzungssätze erschöpfen ferner keineswegs den Um-
fang der Interpretationen, die diese Konstruktion charakterisieren. Bei-
spiel (38) gehört zu keiner dieser beiden Interpretationsmöglichkeiten, ist 
trotzdem völlig grammatisch und leicht interpretierbar im Japanischen. 
Eine wortgetreue deutsche Ubersetzung wäre zum Beispiel 'der Laut, 
daß jemand an der Tür klopft ' . 
(38) [dareka ga doa o tataku] oto 
jemand NOM Tür AKK klopft Laut 
'der Laut von jemand, der an der Tür klopft ' 
Der Unterschied zwischen deutschen und japanischen Relativsätzen ist 
sogar oberflächlich ziemlich erheblich. Wenn man aber diese Unterschiede 
auf dem Hintergrund anderer Unterschiede zwischen den beiden Spra-
chen betrachtet , so sieht man, daß einige dieser Unterschiede - wie zum 
Beispiel, Relativsatztyp und Nullanapher - doch miteinander verknüpft 
sind, d.h., es gibt einige zwischensprachliche Unterschiede, die als Teile 
eines allgemeineren typologischen Porträts der gegebenen Sprachen be-
trachtet werden können. 
4 . T e m p u s - A s p e k t 
Als letztes Beispiel möchte ich kurz das Zusammenwirken von Seman-
tik und Pragmatik innerhalb von Tempus-Aspekt-Systemen berühren. 
Es kommt oft vor, daß die eine Sprache eine grammatische Opposition 
im Tempus-Aspekt-System hat, die in der anderen Sprache fehlt. Im 
Deutschen gibt es zum Beispiel ein Plusquamperfekt, das unter gewis-
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sen Umständen feine semantische Nuancen ausdrücken kann. In einer 
Erzählung spiegelt eine Reihe von Verben im Imperfekt normalerweise 
die chronologische Reihe der Ereignisse wider, wie zum Beispiel in (39), 
wo man normalerweise folgern würde, daß der Sprecher ankam, bevor 
sein Freund wegging. 
(39) Ich kam an. Mein Freund ging weg. 
Das Plusquamperfekt weist auf ein Ereignis, das vor der Bezugszeit - in 
einer Erzählung, normalerweise das gerade geschilderte Ereignis - s tat t -
findet, was dazu führ t , daß Anordnung in der Erzählung und chronologi-
sche Reihenfolge nicht unbedingt übereinstimmen. Bei (40) würde man 
annehmen, daß ich ankam, nachdem mein Freund wegging. 
(40) Ich kam an. Mein Freund war weggegangen. 
Im Russischen gibt es kein Plusquamperfekt. Was das Tempus-Aspekt-
System betrifft , so ist die einzige Entsprechung das Präteri tum, vor allem 
des perfektivischen Aspekts. Die russische Satzfolge (41), wie ihre deut-
sche Entsprechung (39), legt nahe, daß der Sprecher ankam, bevor sein 
Freund wegging. Wie drückt man das Gegenteil im Russischen aus, wo 
es kein Plusquamperfekt gibt? 
(41) Ja priSel. Moj drug usel. 
Ein einfacher Ausweg ist, den Unterschied s ta t t grammatisch lexikalisch 
auszudrücken. Russisch hat ein Adverb uze 'schon', und in (42) drückt 
dieses Adverb aus, daß der Zustand der Abwesenheit des Freundes des 
Sprechers gültig war, als der Sprecher ankam, d.h., daß der Sprecher erst 
dann kam, als sein Freund schon weg war. 
(42) Ja prisel. Moj drug uze usel. 
ich kam.an mein Freund schon ging.weg 
Um den Eindruck zu vermeiden, es sei immer das Deutsche, das reichere 
grammatische Möglichkeiten als das Russische aufweist, wenden wir uns 
zuletzt einem Beispiel für das umgekehrte Verhältnis zu. Im Russischen 
erstreckt sich die grammatische Opposition zwischen Perfektiv und Im-
perfektiv auf fast alle Verben, und diese grammatische Opposition fehlt 
im Deutschen. Im Russischen wird die Opposition in Beispielen wie (43) 
sehr erfolgreich ausgenutzt. Der Imperfektiv des Verbs umirat " s t e rben ' 
kann die Vorstadien des Todes ausdrücken, d.h. die Stadien, die norma-
lerweise, nicht aber unbedingt zum Tod führen. Der Perfektiv schließt 
den Tod unbedingt mit ein. Beispiel (43) sagt also, daß jemand die Vor-
stadien des Sterbens erlitten hat , trotzdem aber genesen ist. 
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(43) On umiral, no ne umer. 
er s tarb. iPFV aber nicht s tarb.PFV 
'Er lag im S te rben , s t a r b aber n ich t . ' 
E ine wört l iche Uberse tzung ins Deutsche, wo diese g r ammat i s che Oppo-
si t ion feh l t , würde zu e inem Wider sp ruch führen : 'Er s t a rb , aber er s t a r b 
n ich t . ' Desha lb m u ß m a n zu lexikalischen M a ß n a h m e n greifen, wie z u m 
Beispiel z u m Ausdruck im Sterben liegen, der explizit auf die Vors tadien 
des S t e rbens hinweist.® 
5. Z u s a m m e n f a s s u n g 
A n H a n d von vier Beispielen h a b e ich zu zeigen versucht , daß es einerseits 
isolierte Unterschiede zwischen Sprachen g ib t , die in keinen größeren ty-
pologischen Z u s a m m e n h a n g gehören, obwohl sie na tür l ich wichtig s ind, 
wenn m a n ein vollständiges Bild der zwischensprachlichen Var ia t ion ge-
winnen will. Andererse i t s gibt es Gebiete , wo verschiedene logisch un-
abhäng ige Unterschiede doch mi te inander ve rknüpf t zu sein scheinen, 
öf te rs auf Weisen, die in der bisherigen Sprachtypologie k a u m be rüh r t 
worden s ind. 
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EKKEHARD KÖNIG 
Kontrastive Grammatik und Typologie 
Abstract 
Dem traditionellen Programm der kontrastiven Linguistik (effektivere Gestal-
tung von Fremdsprachenunterricht auf der Grundlage eines systematischen 
Vergleichs zwischen Muttersprache und zu erlernender Fremdsprache) wird 
eine Konzeption gegenübergestellt, die kontrastive Linguistik als Grenzfall ei-
nes typologischen Vergleichs auffaßt. Nach einer Diskussion der besonderen 
Möglichkeiten, die ein auf zwei Sprachen beschränkter typologischer Vergleich 
bietet (Feinkörnigkeit, Zahl der Parameter, Umfang des Vergleichs), wird ein 
Gesamtbild der typischen Eigenschaften des Deutschen im Vergleich zu den 
germanischen und zu den europäischen Sprachen insgesamt entworfen. Basis 
dieser 'Charakterologie' ist eine umfassende Auswertung der kontrastiven Un-
tersuchungen zum Deutschen sowie der relevanten typologischen Literatur. 
0. Kontrast ive Grammatik: Programm und Wirklichkeit 
Das Programm der kontrastiven Linguistik wurde in den sechziger Jah-
ren aus dem Bestreben heraus entwickelt, den Fremdsprachenunterricht 
durch einen systematischen Vergleich von Muttersprache und zu er-
lernender Fremdsprache effektiver zu gestalten. Ausgangspunkte die-
ses Programms waren die Annahmen, daß jede Fremdsprache auf der 
Grundlage der bereits erworbenen Muttersprache gelernt wird und daß 
Gemeinsamkeiten zwischen Mutter- und Fremdsprache den Lernprozeß 
erleichtern (positiver Transfer), Unterschiede diesen Lernprozeß jedoch 
erschweren (Interferenz). Durch einen Vergleich zwischen Muttersprache 
und zu erlernender Fremdsprache hoffte man, Fehler vorhersagen und 
erklären sowie Strategien zu ihrer Vermeidung entwickeln zu können. 
Insbesondere im Bereich der Lautstruktur einer Sprache hat dieses Pro-
gramm durchaus ein großes Maß an Plausibilität und führte somit auch 
zu einigen Erfolgen. Da jedoch bei der Umsetzung dieses Programms viel-
fach übersehen wurde, daß die Beziehungen zwischen bereits beherrschter 
Muttersprache und zu erlernender Fremdsprache nur einer der Faktoren 
sind, die beim Prozeß des Fremdsprachenerwerbs eine Rolle spielen (cf. 
Wienold 1973), mußten die hochgesteckten Erwartungen bezüglich der 
praktischen Implikationen des Sprachvergleichs enttäuscht werden. Viele 
Anhänger der o.g. Programmatik wandten sich daraufhin der empiri-
schen Beschäftigung mit dem lernersprachlichen Verhalten in den ver-
schiedenen Phasen des Fremdspracherwerbs zu, d.h. der Fehleranalyse 
(vertikalen kontrastiven Analyse) oder der Analyse von Interimsspra-
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che und von approximativen Systemen. Andere sprachen sich dafür aus, 
die kontrastive Linguistik von ihrer ursprünglichen Zweckbestimmung zu 
lösen und einfach als neuen Zweig der vergleichenden Sprachwissenschaft 
zu definieren, gleichsam als Grenzfall eines typologischen Vergleichs. Ziel 
einer so verstandenen kontrastiven Linguistik ist ein umfassender Ver-
gleich zweier Sprachen, der allerdings nur dann sinnvoll ist, wenn er 
Muster und Regelhaftigkeit der Variation sichtbar macht, die einer Ana-
lyse jeder der beiden Sprachen für sich allein weitgehend verschlossen 
bleiben. Ein solcher Vergleich ist grundsätzlich nicht gerichtet und wird 
erst bei bestimmten praktischen Interessen zu einem gerichteten Ver-
gleich zwischen Ausgangs- und Zielsprache (Übersetzungswissenschaft), 
zwischen Erst- und Zweitsprache (Sprachkontaktforschung) oder Mutter-
und Fremdsprache (Fremdsprachenunterricht). 
In dem vorliegenden Beitrag wird dieses zuletzt genannte Programm 
näher ausgeführt. Möglichkeiten einer intensiven Zusammenarbeit und 
Interaktion zwischen Typologie, dem systematischen Vergleich vieler 
Sprachen entlang weniger Parameter der Variation, und der kontrasti-
ven Linguistik, einem feinkörnigen Vergleich zweier Sprachen entlang 
vieler Parameter der Variation, werden aufgezeigt und diskutiert. Der 
größte Teil des Aufsatzes ist der Frage gewidmet, inwieweit kontrastive 
Analysen zwischen dem Deutschen und anderen Sprachen (insbesondere 
europäischen Sprachen) neues Licht auf das Deutsche geworfen und ei-
nen Beitrag zur Charakterisierung des Deutschen als Sprachtyp geliefert 
haben. Andererseits ist es auch interessant zu sehen, wie das Fehlen 
jeder vergleichenden Perspektive zu unverständlichen Idiosynkrasien in 
der Terminologie und zu Problemen in der Analyse einer Einzelsprache 
führt. 
1. K o n t r a s t i v e G r a m m a t i k als Grenz fa l l de r Typo log ie 
1.1 Möglichkeiten 
Wenn kontrastive Sprachanalysen nicht mehr allein mit der Zielsetzung 
verbunden werden, neue Fundamente für die Planung und Steuerung 
von Fremdsprachenunterricht zu liefern, müssen sie sich anderen Anfor-
derungen stellen und anderen Kriterien der Relevanz und Adäquatheit 
genügen. Eine elementare Anforderung dieser Art ist die Erwartung, daß 
durch kontrastive Analysen das Spezifische einer Einzelsprache sichtbar 
wird. Ein Blick in die umfangreiche Literatur zum Deutschen als ei-
ner der kontrastierten Sprachen zeigt, wie schwierig diese Zielsetzung zu 
verwirklichen ist. Immerhin finden sich aber in der relevanten Literatur 
selbst für so intensiv beschriebene Sprachen wie das Deutsche und Eng-
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lische immer wieder neue Beobachtungen, die erst durch den Vergleich 
in den Blickpunkt rücken. Drei Beispiele seien hier genannt: 
(i) Nur in deutschen Imperativsätzen ist die Erststellung des Verbs ob-
ligatorisch. Im Englischen sind Adverbiale (u.a. der Art und Weise) vor 
dem Verb zulässig und in Instruktionstexten sogar üblich: 
(1) a. Mischen Sie gründlich den Sand, Zement und Kies ... 
b. Thoroughly mix the sand, cement and gravel together ... 
(ii) Infinitivkonstruktionen, in denen das mitverstandene Subjekt von 
einem unspezifizierten Objekt des Hauptsatzes kontrolliert wird, sind im 
Deutschen mit einer großen Zahl von Verben möglich (z.B. anordnen, 
befehlen, bitten, drängen, empfehlen, erlauben, raten etc.), im Englischen 
jedoch weitgehend ausgeschlossen (cf. Rohdenburg 1990, 1991; Panther 
1994): 
(2) a. Wer hat erlaubt, den Firmenwagen zu benutzen? 
b. Sie drängte, die Gefangenen zu befreien. 
(iii) Rekursion von Präpositionalphrasen ist im Deutschen wesentlich 
üblicher als im Englischen. Im Englischen erscheinen an der Stelle einer 
deutschen Präposition häufig Partizipien:1 
(3) a. Die Antwort auf die Frage an den Menschen von heute ... 
b. The answer to the question facing modern man ... 
Zu den elementaren Erwartungen an den Ertrag einer kontrastiven Ana-
lyse gehört auch die, daß diese Perspektive völlig idiosynkratische Termi-
nologie zu vermeiden hilft. In der grammatikographischen Tradition jeder 
Einzelphilologie gibt es Termini, die für einen Vergleich selbst mit eng 
verwandten Sprachen völlig ungeeignet sind. Zu diesen Termini gehört 
z.B. im Deutschen die Bezeichnung 'Pertinenzdativ' für eine Verwendung 
des sog. 'freien Dativs' , in der dieser Kasus den Besitzer von Körper-
teilen ('externen Possessor') kennzeichnet, die von der durch das Verb 
ausgedrückten Handlung betroffen werden: 
(4) Paul massierte ihr den Rücken. 
Wegen der völlig anderen Bedeutung von pertinence im Englischen und 
Französischen ist ein Terminus wie 'possessiver Dativ ' für eine verglei-
chende Analyse unbedingt vorzuziehen. Ein weiteres Beispiel für Termi-
nologie, die zu stark an der grammatikographischen Tradition der Ger-
manistik und den Verhältnissen der deutschen Sprache orientiert zu sein 
1 Weitere Informationen zu den genannten Phänomenen sind in Rohdenburg 
(1990), (1991) zu finden. 
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scheint, ist die Differenzierung zwischen 'Vorgangspassiv' und 'Zustands-
passiv': 
(5) a. Das Essen wird zubereitet. 
b. Das Essen ist zubereitet. 
Eine parallele Differenzierung ist in vielen Sprachen nicht zu finden. Zu-
dem wird, wie Nedjalkov (1988) gezeigt hat , oft übersehen, daß es im 
Deutschen neben dem 'Zustandspassiv' auch ein 'Zustandsaktiv' (sub-
jective resultative) gibt: 
(6) a. Die Apfel sind allmählich/vor einer Woche verfault. (Perfekt) 
b. Die Apfel sind ganz)seit einer Woche verfault. ( 'Zustandsaktiv') 
Nedjalkov subsumiert sowohl das 'Zustandspassiv' (objective resulta-
tive), als auch das Zustandsaktiv (subjective resultative) unter die Kate-
gorie des Resultativs, die sich für sprachvergleichende Analysen, ebenso 
wie für die historische Analyse des Perfekts (Resultativ > Perfekt) als 
wesentlich relevanter erwiesen hat . Schließlich kann man noch den Ter-
minus 'Gerund' als Beispiel für den Gebrauch eines Terminus für sehr 
unterschiedliche Erscheinungen in der Grammatikographietradition ver-
schiedener Philologien erwähnen. Mit diesem Terminus bezeichnet man 
im Deutschen und Englischen die Nominalisierung von Sätzen oder Ver-
balphrasen in Argumentpositionen. Die für die Beschreibung von roma-
nischen Sprachen verwandten Termini 'gerundio' und 'gérondif' werden 
dagegen für die Bezeichnung von adverbialen Partizipien (Konverben) 
verwendet. Auch zu solchen elementaren terminologischen Klärungen 
können kontrastive Analysen einen wesentlichen Beitrag liefern. 
Ein zentrales Problem jeder typologischen Analyse ist es, eine ausrei-
chende Breite und eine gewisse Tiefe oder Feinkörnigkeit der Analyse 
miteinander zu verbinden. Diese beiden Anforderungen sind nur sehr 
schwer miteinander zu vereinbaren und im allgemeinen gilt, daß die 
Breite der Analyse umgekehrt proportional ist zu ihrer Tiefe und umge-
kehrt. Eine Beschränkung des Vergleichs auf zwei Sprachen, wie sie für 
kontrastive Analysen charakteristisch ist, schafft hier besondere Möglich-
keiten für die Tiefe oder Feinkörnigkeit des Vergleichs. Anstat t eine Viel-
zahl von Sprachen entlang eines oder weniger Parameter (z.B. lineare 
Abfolge von S, V und O, Kodierung von grammatischen Relationen, Sil-
benstruktur etc.) zu vergleichen, werden durch einen kontrastiven Ver-
gleich zwei oder drei Sprachen in Bezug auf viele Parameter miteinander 
verglichen. Durch diesen Verzicht auf große Breite des Vergleichs ist es 
möglich, Verbindungen zwischen einzelnen Unterschieden herzustellen 
und Verallgemeinerungen zu treffen, die einzelne Unterschiede als Mani-
festationen einiger weniger fundamentaler Unterschiede einordnen. 
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Insbesondere für die Sprachen Deutsch und Englisch gibt es mehrere Ver-
suche, diese besonderen Möglichkeiten eines kontrastiven Vergleichs zu 
erkunden (cf. Hawkins 1986; Rohdenburg 1990, 1991, Abraham 1995). 
In Hawkins (1986) z.B. werden eine Fülle von Kontrasten in verschiede-
nen grammatischen Domänen unter den folgenden allgemeinen Kontrast 
subsumiert: 
(7) Im Deutschen besteht eine engere Korrespondenz zwischen Ober-
flächenstruktur und Bedeutung als im Englischen: 
- Im Englischen manifestieren Oberflächenstrukturen mehr Vag-
heit oder Ambiguität . 
- Im Englischen besteht weniger Ubereinstimmung zwischen 
syntaktisch definierten Teilsätzen und semantischen Proposi-
tionen. 
- Das Deutsche weist einen engeren Zusammenhang zwischen 
Oberflächenstruktur und semantischen Repräsentationen auf. 
Die spezifischen Kontraste, auf denen diese Verallgemeinerungen be-
ruhen, sind u.a. die reichere Flexionsmorphologie des Deutschen, die 
spezifischeren Selektionsbeschränkungen vieler Verben im Deutschen ge-
genüber dem Englischen, die größere Freiheit der Wortstellung des Deut-
schen und die geringere Beschränkung von Extraktionen im Englischen 
gegenüber dem Deutschen. Aufgrund von verschiedenen kritischen Reak-
tionen auf sein Buch (cf. Rohdenburg 1990, 1991) hat Hawkins in einer 
neueren Veröffentlichung (Hawkins 1992) seine Globalcharakterisierung 
deutsch-englischer Kontraste modifiziert. Als klare Manifestationen des 
o.g. generellen Unterschieds in der Entsprechung zwischen Form und Be-
deutung in den beiden Sprachen sieht er jetzt vor allem die Phänomene 
' temporäre Ambiguität ' (cf. (8)), 'Grenzüberschreitung von Argumen-
ten' (cf. (9)), sowie die Frage der Differenzierung von Argumenten durch 
Zuordnung zu grammatischen Relationen (cf. (10)): 
(8) a. The candidate expected to win lost. 
b. Der Kandidat, von dem ein Sieg erwartet worden war, verlor. 
(9) a. Literature is boring to study. 
b. Es ist langweilig, Literatur zu studieren. 
(10) a. My guitar broke a string mid-song. 
b. An meiner Guitarre riß mitten im Lied eine Saite. 
Im Deutschen sind temporäre Ambiguitäten, wie wir sie in (8) finden, 
und die durch Bewegungstransformationen erzeugten Grenzüberschrei-
tungen von Argumenten des Typs (9)a. seltener als im Englischen. An-
dererseits werden im Deutschen unterschiedliche thematische Rollen we-
sentlich konsequenter durch morphologische Kodierung unterschieden 
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als im Englischen. Nach der von Hawkins (1992) geäußerten Auffas-
sung sind es letztlich die zugrundeliegende Position des Verbs im Deut-
schen (SOV) sowie bestimmte Prinzipien der Sprachverarbeitung, die 
den Schlüssel zum Verständnis der genannten Unterschiede enthalten. 
Umfassende Vergleiche dieser Art sind ein Schritt zur Verwirklichung 
des Programms von V. Mathesius, eine Charakterologie für eine Sprache 
zu entwickeln, und insbesondere des Programms einer holistischen Ty-
pologie, wie es z.B. Georg von der Gabelentz formuliert hat (cf. Plank 
1986). 
Die besonderen Möglichkeiten einer auf zwei Sprachen beschränkten, 
aber dafür umfassenden vergleichenden Analyse zeigen sich auch darin, 
daß interessante und wesentliche Parameter typologischer Variation im 
Anschluß an kontrastive Analysen entwickelt worden sind. Im Anschluß 
an Arbeiten von G. Rohdenburg hat z.B. F. Plank (1983) die Art der 
Abbildung von thematischen Rollen auf grammatische Relationen als re-
levanten Parameter typologischer Variation vorgeschlagen. Plank unter-
scheidet zwischen transparenter und funktionaler Kodierung von gram-
matischen Relationen und zeigt, daß das Deutsche (transparente Ko-
dierung) und Englische (funktionale Kodierung) extrem unterschiedli-
che Positionen auf diesem Parameter einnehmen. Im Englischen können 
sehr verschiedene thematische Rollen als Subjekte kodiert werden, wie 
die Beispiele in (10) und (11) zeigen: 
(11) a . Tomorrow will be cloudy. 
b. This adveri will seil us a lot of dog food. 
c. This hoiel forbids dogs. 
Dagegen fehlt im Englischen völlig eine paradigmatische Differenzierung 
von Objekten durch Kasus, wie wir sie im Deutschen finden. Das Engli-
sche kennt lediglich eine syntagmatische Differenzierung von Objekten, 
d.h., nur wenn mehr als ein Objekt auftaucht, erfolgt eine Differenzierung 
durch Wortstellung (He seni me a postcard) oder durch Präpositionen 
(He gave the book to me). Alle Objekte von zweistelligen Verben werden 
dagegen identisch kodiert und behandelt. Charakteristisch für das Deut-
sche ist dagegen eine mehr oder weniger konsistente Identifikation von 
thematischen Rollen durch grammatische Relationen. Nicht-agentivische 
Subjekte sind im Deutschen selten und Objekte werden paradigmatisch 
als Akkusativ-, Dativ- und Genitivobjekte differenziert. Die wesentlich 
strengeren Restriktionen, die im Deutschen für die Bildung von Pas-
sivsätzen mit werden und abgeleiteten Subjekten2 bestehen (Sätze mit 
2 Daneben sind im Deutschen allerdings auch subjektlose Passivkonstruktio-
nen unabhängig von der Valenz des jeweiligen Verbs zulässig. 
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agentivischen Subjekten, zweiwertige Verben mit kasusindizierten Ob-
jekten), die Zulässigkeit von subjektlosen Sätzen, sowie die Kennzeich-
nung der Objektposition durch ein Reflexivpronomen in der sog. 'middle 
voice' sind weitere Manifestationen dieses generelleren Unterschieds in 
der Kodierung von thematischen Rollen durch grammatische Relationen 
in den beiden Sprachen: 
(12) a. Paul wird von seinen Eltern unterstützt/ *geholfen. 
b. Mich friert./ Mir graust vor dir. 
c. Dieses Buch liest sich sehr spannend. 
In Müller-Gotama (1994) wird die Relevanz dieses Parameters der Va-
riation für eine größere Stichprobe von Sprachen nachgewiesen. Die von 
Van Valin entwickelte Unterscheidung zwischen 'role-dominated' und 
'reference-dominated languages' (cf. Van Valin 1993) ist mit der oben 
skizzierten Unterscheidung eng verwandt.3 
Aufgrund der herausragenden Rolle amerikanischer Sprachwissenschaft-
ler/innen war die Theoriediskussion in der Sprachwissenschaft besonders 
eng mit der Analyse der englischen Sprache verknüpft. Die Rolle des Eng-
lischen als Ausgangspunkt und Fokus der Analyse sowie als bevorzugter 
Exemplifikationsgegenstand für alle möglichen Phänomene und Berei-
che führte oft zu der unglücklichen Tendenz, andere Sprachen als eine 
Art 'verbogenes Englisch' (distorted English) zu betrachten. Wenn man 
jedoch von vornherein alle Phänomene unter einer vergleichenden oder 
kontrastiven Perspektive betrachtet, wird deutlich, daß das Englische 
als Ausgangspunkt und Demonstrationsobjekt für die Analyse bestimm-
ter Phänomene wenig geeignet ist, weil bestimmte Unterscheidungen im 
Englischen entweder überhaupt nicht zu finden oder aufgrund aktuel-
ler Prozessse des Wandels nicht klar erkennbar sind. Dies gilt z.B. für 
die Untersuchung von Reflexivität und die Analyse der sog. 'emphati-
schen Reflexiva' wie dt. selbst. Die folgenden Beispiele zeigen, daß im 
Englischen eine Reihe von Unterscheidungen nicht sichtbar sind, die im 
Deutschen deutlich getroffen werden. Englisch himself hat völlig unter-
schiedliche Entsprechungen in den folgenden vier Beispielen: 
3 Ein interessanter Versuch, eine Reihe von Kontrasten zwischen dem Eng-
lischen und Deutschen auf einen generellen Unterschied bzw. Parameter 
zurückzuführen ist auch in Doherty (1993) zu finden: M. Doherty sieht 
eine Reihe von typischen Kontrasten zwischen englisch-deutschen Uberset-
zungen als Reflex der durchgängigen Rechtsverzweigung der Satzstruktur 
im Englischen gegenüber der Linksverzweigung in der Struktur deutscher 
Sätze an. 
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(13) a. The director himself will look into this problem. 
b. Der Direktor selbst wird sich um dieses Problem kümmern. 
(14) a. The director regarded himself in the mirror. 
b. Der Direktor betrachtete sich im Spiegel. 
(15) a. He was reluctant to admit even to himself 
that he had no more moves left. 
b. Er zögerte, auch nur sich selbst einzugestehen, daß ... 
(16) a. I think Bob sees himself in her. He sees something 
that reminds him of himself. 
b. ... Er sieht etwas, was ihn an ihn selbst erinnert. 
Das System der Anaphern (dt. sich), d.h. der Geltungsbereich der Bin-
dungsprinzipien, ist im Englischen nur sehr schwer vom System zum 
Ausdruck von Diskursprominenz (dt. selbst) zu trennen, und genau diese 
Tatsache ist zum großen Teil für die Konfusion verantwortlich, die in der 
Literatur zu den sog. emphatischen Reflexiva zu beobachten ist. Das Alt-
englische hat te keine Reflexivpronomina, und im Laufe der geschichtli-
chen Entwicklung des Englischen wurden solche reflexiven Anaphern aus 
einer Kombination von Personalpronomina und sog. 'emphatischen Re-
flexiva' entwickelt (Aer + self> herseif). Diese Formen sind im Englischen 
nur schwach grammatikalisiert und werden zudem auch als Ausdruck von 
Diskursprominenz analog zu deutsch selbst verwendet. Somit wären das 
Deutsche oder die skandinavischen Sprachen, die diese beiden Systeme 
deutlich unterscheiden, ein wesentlich geeigneterer Ausgangspunkt für 
die Analyse von Reflexivität und die 'emphatischen Reflexiva' (cf. König 
1991; Primus 1992; Baker 1995). Interessante lexikalische Differenzierun-
gen in diesem Bereich (cf. norw. selveste, sehe, selv) machen insbesondere 
die skandinavischen Sprachen zu einem idealen Ausgangspunkt für die 
Analyse von 'emphatischen Reflexiva'. 
Andererseits ist das Deutsche nicht gerade repräsentativ für lexikalische 
Unterscheidungen, die im System der Indefinitpronomina für die Spra-
chen der Welt oder auch nur die europäischen Sprachen typisch sind 
(cf. Haspelmath, erscheint). Im Deutschen ist mit dem formalen Kon-
trast zwischen jemand und irgend jemand oder etwas und irgend etwas, 
der ohnehin nur für Personen und Sachen getroffen werden kann, nur 
in wenigen Kontexten ein deutlicher Bedeutungsunterschied verbunden. 
Systematische Differenzierungen wie die zwischen some und any im Eng-
lischen oder zwischen -to und -nibud' im Russischen fehlen im Deutschen 
völlig: 
(17) a. someone - somewhere - some time - something ... 
b. anyone - anywhere - any time - anything ... 
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(18) a. cto-io - kto-to - gde-io ... 
b. cto-nibud' - kto-nibud' - gde-nibud'... 
Beispiele wie diese zeigen, wie sinnvoll und nützlich es ist, die Analyse 
einer Einzelsprache mit einer vergleichenden Perspektive zu verbinden. 
Eine solche Perspektive verhilft einer einzelsprachlichen Analyse zu einer 
Orientierung im Raum des Möglichen und des für die Sprachen der Welt 
Typischen. 
1.2 Grenzen 
Ein auf zwei oder wenige Sprachen begrenzter Vergleich hat zwar seine 
besonderen Möglichkeiten, muß aber letztlich an einem umfassenden 
Vergleich orientiert bleiben, damit voreilige Schlüsse vermieden werden 
können, die aufgrund der verengten Perspektive naheliegend sind. Insbe-
sondere Aussagen über Zusammenhänge und Korrelationen zwischen va-
riierenden Eigenschaften bedürfen der Untermauerung durch eine breite 
und möglichst repräsentative Stichprobe von Sprachen. Häufig werden 
jedoch solche Hypothesen auf der Basis von wenigen Sprachen entwickelt 
und schon durch eng verwandte oder benachbarte Sprachen in Frage ge-
stellt oder sogar deutlich widerlegt. Drei Beispiele sollen die Problematik 
eines zu schmalen Fundaments für Aussagen über Korrelationen und Zu-
sammenhänge verdeutlichen. 
Das Deutsche besitzt im Gegensatz zum Englischen und Französischen 
ein reichhaltiges Inventar von Modal- oder Abtönungspartikeln (mal, ja, 
doch, eben, etwa, denn ...). Der Schluß allerdings, daß die Verfügbarkeit 
einer solchen Klasse von Indikatoren für den Stärkegrad einer Äußerung 
bzw. für den relevanten Kontext der Verarbeitung einer Äußerung (cf. 
König 1991, S. 180fF.) etwas mit der Verbstellung oder speziell mit ei-
nem durch Verbstellung identifizierten Mittelfeld zu tun hat (cf. Abra-
ham 1991; 1995), ist äußerst problematisch. Für den größten Teil der 
skandinavischen Sprachen läßt sich diese Annahme noch vertreten, da 
hier unterschiedliche topologische Felder, einschließlich eines Nexusfel-
des, unterschieden werden können. Völlig unplausibel ist diese Annahme 
jedoch für das Jiddische oder Isländische, die auch in Nebensätzen die 
Abfolge SVO haben, ebenso wie für das Finnische. Alle drei der genann-
ten Sprachen haben ein mehr oder weniger differenziertes Inventar an 
Modalpartikeln. 
Ein weiteres Beispiel für einen übereilten und unzulänglich abgesicherten 
Schluß ist die Annahme, das Deutsche habe deshalb kein Preposition 
Stranding (im Gegensatz zum Englischen), sondern lediglich Postposiiion 
Slranding, weil es Kasus von rechts nach links zuweise (Bayer 1990): 
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(19) a. What are you looking at? 
b. Wem hast du das zuliebe getan? 
Zweifel an dieser Korrelationsaussage und damit an der Erklärung wer-
fen wiederum allein schon andere germanische Sprachen auf. Im Afri-
kaans finden wir Verbzweitstellung im Hauptsatz und SOV im Neben-
satz, ebenso wie im Deutschen, aber auch sowohl Preposition Stranding 
als auch Postposition Stranding. 
Das dri t te Beispiel betrifft Konstruktionen mit externen Possessoren des 
folgenden Typs: 
(20) a. Mir zittern die Knie. 
b. Paula massierte Paul den Rücken. 
Im Deutschen, wie in vielen anderen Sprachen, werden bei Handlungen, 
die Körperteile betreffen, die Possessoren nicht mit dem Possessum zu-
sammen in der gleichen Phrase kodiert, sondern als separate Satzglieder 
( 'externe Possessoren'). S t rukturen des Typs (20) stellen ein notorisches 
Problem in der Analyse der Valenz oder Arguments t ruktur der entspre-
chenden Verben dar, weil nicht ganz klar ist, ob m a n die Possessoren 
zur Valenz des Verbs rechnen oder als Pseudo-Aktanten betrachten soll. 
Dieses in den europäischen Sprachen weitverbreitete Strukturmuster ist 
jedoch im Englischen und in den keltischen Sprachen nicht zu finden: 
(21) a. My knees are shaking. 
b. I Scratch your back ... 
Die Beobachtung dieser Kontraste im Englischen und Französischen und 
eine spezifische Analyse des bes t immten Artikels in Konstruktionen des 
Typs (20), nach der der Artikel in Konstruktionen dieses Typs nicht ein 
token sondern einen Typ bezeichnet, veranlassen Vergnaud/Zubizarreta 
(1992) zu der Annahme, daß externe Possessoren in solchen Sprachen 
nicht möglich sind, in denen der bes t immte Artikel invariant ist.4 Diese 
Hypothese wird - wie schon erwähnt - durch das Englische und die 
keltischen Sprachen gestützt , ist aber für das Hebräische, das Maltesische 
und Baskische nicht hal tbar . 
4 Die Argumente für diese Analyse lassen sich etwa wie folgt zusammenfassen: 
In Konstruktionen mit externen Possessoren wird der bestimmte Artikel als 
Expletiv verwendet und bezeichnet nicht ein token, sondern den Typ eines 
Körperteils. In diesen Fällen ist der bestimmte Artikel daher nicht durch 
semantische Interpretation (als Bezeichnung eines tokens) lizenziert, son-
dern durch morphologische Interpretation, d.h., er mufi mit dem folgenden 
Nomen in Numerus, Genus, Kasus etc. kongruieren. 
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Beispiele wie diese zeigen, daß Aussagen über Zusammenhänge und Kor-
relationen nicht auf die schmale Basis eines Vergleichs zwischen zwei oder 
drei Sprachen gestellt werden können, sondern die breite Basis eines ty-
pologischen Vergleichs erfordern. Eine solche breite Basis ist zudem auch 
erforderlich, um Beobachtungen über Kontraste zwischen zwei Sprachen 
in einen größeren Zusammenhang einzuordnen und zu verstehen. Die Be-
obachtung, daß im gesprochenen Deutsch das Perfekt als Erzähltempus 
dem Past Tense des Englischen weitgehend entspricht, ist ohne den wei-
teren Horizont einer typologischen Untersuchung wenig aussagekräftig. 
Erst umfassendere Vergleiche, wie die von Dahl (1985) und Bybee/Dahl 
(1989), zeigen, daß die Innovation im Deutschen liegt, daß das Perfekt 
in vielen Sprachen die Funktionen des Präteritums übernimmt und das 
Präteritum sogar verdrängt. Im Jiddischen und im Afrikaans ist dieser 
Prozeß der Verdrängung des Präteritums weitgehend abgeschlossen. In 
diesem größeren Zusammenhang werden auch bestimmte Innovationen 
in Varianten des Deutschen verständlich: Die Entwicklung eines doppel-
ten Perfekts, das auch im Jiddischen und im Afrikaans zu finden ist, 
ist die Folge des Verlusts einer Präteritumsform für das Hilfsverb haben 
(cf. (22)), und das sog. doppelte Plusquamperfekt (cf. (23)) kann als 
Zwischenschritt in dieser Entwicklung angesehen werden: 
(22) Als ich angekommen bin, hat er seine Arbeit schon beendet gehabt. 
(23) Ich hatte mit ihm gesprochen gehabt. 
2. Zur typologischen Charakterisierung des Deutschen 
2.1 Das Deutsche als typischer Vertreter der germanischen Sprachen 
Nach der Diskussion der Anforderungen an kontrastive Analysen, ih-
rer Möglichkeiten und Grenzen sowie der Notwendigkeit ihrer Einbet-
tung in den größeren Zusammenhang der Sprachtypologie, können wir 
die verfügbaren kontrastiven Studien zum Deutschen und anderen Spra-
chen5 mit der zentralen Frage dieser Jahrestagung konfrontieren, d.h. 
mit der Frage nach ihrem Beitrag zum Entwurf eines typologischen Ge-
samtportraits für das Deutsche. Eines der Ergebnisse, die sich aus die-
ser Kontrastierung des Deutschen mit anderen Sprachen ergeben, ist die 
5 Neben den bereits genannten Arbeiten zum Deutschen und Englischen 
sind z.B. Blumenthal (1987) für das Sprachenpaar Deutsch-Französisch, 
Kaneko/Stickel (1983) für das Sprachenpaar Deutsch-Japanisch, Carta-
gena/Gauger (1989) für das Sprachenpaar Spanisch-Deutsch, Engel/Mra-
zovic (1986) für das Sprachenpaar Deutsch-Serbisch/Kroatisch und Engel 
et al. (1993) für das Sprachenpaar Deutsch-Rumänisch zu nennen. 
42 Ekkehard König 
Charakterisierung und Einstufung des Deutschen als typischer Vertreter 
der germanischen Sprachen.6 
Viele, wenn nicht sogar die überwiegende Mehrzahl der Eigenschaften, 
die wir aufgrund unseres heutigen Wissens über die Sprachen der Welt 
als typisch für die Familie der germanischen Sprachen ansehen, sind im 
Deutschen zu finden. Eine repräsentative Auswahl von diesen Eigenschaf-
ten wird in der folgenden Liste gegeben, die in dem darauffolgenden Text 
näher kommentiert wird: 
(24) Das Deutsche als typischer Vertreter der germanischen Sprachen 
- Phono- ungerundet und gerundete Vorderzungenvokale 
logie: Englisch, Jiddisch) 
Opposition zwischen gespannten und ungespannten Vokalen 
Isländisch) 
Wortakzent auf der Stammsilbe Finnisch, Lezgisch, 
Polnisch, Französisch) 
- Morpho- starke und schwache Flexion von attributiven Adjektiven 
logie: Englisch) 
Unterscheidung von starken und schwachen Verben 
Afrikaans, Jiddisch) 
morphologische Differenzierung von zwei Tempora 
roman. Sprachen) 
nur schwach grammatikalisierte Aspektformen 
slaw. Sprachen) 
- Syntax: Wortstellung: V/2, SOV, topologische Felder; Differenzierung 
von Satztypen; Englisch) 
Kennzeichnung von grammatischen Relationen durch Kasus 
( ^ Englisch, Norw., Island.) 
geringer Gebrauch von Konverben/Adverbialpartizipien 
roman./slaw. Sprachen) 
- Lexikon: durchgängige Lexikalisierung von Art und Weise der Bewe-
gung in Bewegungsverben romanische Sprachen) 
reiches Inventar an Modalpartikeln Englisch) 
Charakteristisch für das segmentale Inventar von germanischen Sprachen 
ist u.a. die Opposition zwischen ungerundeten und gerundeten Vorder-
zungenvokalen (z.B. Kissen - küssen-, lesen - lösen). Mit Ausnahme des 
Englischen und des Jiddischen, die vermutlich durch Sprachkontakt ihre 
6 Eine neuere Zusammenstellung von strukturellen Skizzen aller germani-
schen Sprachen, einschließlich ihrer wichtigsten historischen Stufen, ist in 
König/van der Auwera (1994) zu finden. 
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gerundeten Vorderzungenvokale verloren haben, ist dieser Kontrast noch 
in allen germanischen Sprachen zu finden. Ein charakteristischer Zug der 
Vokalsysteme dieser Sprachen ist auch die Unterscheidung von Vokalpaa-
ren durch die Opposit ion 'gespannt - ungespannt ' (z.B. bieten - bitten; 
fühlen - füllen), wobei allerdings in manchen Fällen lediglich ein quanti-
tativer und kein qualitativer Kontrast in der phonetischen Realisierung 
besteht (z .B. Saat - satt). Die Assoziierung des Wortakzents mit der 
Stammsilbe ist ein Kennzeichen des heimischen Kernwortschatzes der 
germanischen Sprachen und unterscheidet diese Sprachen deutlich von 
Sprachen, in denen der Wortakzent auf eine best immte Silbe fällt , auf 
die erste wie in den finno-ugrischen Sprachen, auf die zweite wie im Lez-
gischen, auf die vorletzte wie im Polnischen oder auf die letzte wie im 
Französischen. 
Typische Eigenschaften der germanischen Sprachen in der Morphologie 
sind die Unterscheidung zwischen starken und schwachen Verben, sowie 
die Unterscheidung zwischen starker und schwacher Flexion von attri-
butiven Adjekt iven (z .B. ein starker Tee - der starke Tee). Beide Op-
positionen sind im Deutsche erhalten, während z .B. das Afr ikaans kaum 
noch starke Verben benutzt und die Unterscheidung zwischen starker 
und schwacher Adjekt ivf lexion in vielen germanischen Sprachen auf we-
nige Mitglieder der Paradigmen beschränkt ist. W i e in allen anderen 
germanischen Sprachen ist auch im Deutschen die Klasse der starken 
(unregelmäßigen) Verben eine geschlossene Klasse, die zudem allmählich 
reduziert wird (z .B. schallen - schallte; backen - backte). Eine typische 
Erscheinung der germanischen Sprachen ist auch die Unterscheidung von 
lediglich zwei morphologisch differenzierten T e m p o r a (Präsens - Präter-
itum). Diese Opposit ion ist ein Reflex des ursprünglichen Tempussy-
stems aller germanischen Sprachen. Die anderen Tempusunterscheidun-
gen, die heute in vielen germanischen Sprachen zu finden sind (Per-
fekt, Plusquamperfekt , Futur) wurden allerdings auch weitgehend par-
allel ausgebildet und grammatikalisiert. Die Entwicklung vom Perfekt 
zum narrativen Tempus ist dagegen nur in einem Teil der germanischen 
Sprachen zu beobachten. Im Deutschen ist dieser Prozeß noch in vollem 
G a n g , während er im Jiddischen völlig und im Afrikaans weitgehend 
abgeschlossen ist. In den zuletzt genannten Sprachen ist das Präteri-
tum durch das Perfekt (feist) völlig verdrängt worden. A n die Stelle des 
Plusquamperfekts ist ein 'doppeltes Perfekt ' getreten, da auch für das 
Hilfsverb haben keine Präteri tumsform mehr gebräuchlich ist. A l s wei-
teren typischen Zug des Tempus- und Aspektsystems der germanischen 
Sprachen kann m a n auch die nur schwache Ausbi ldung (Grammatikali-
sierung) von Aspektunterscheidungen ansehen. Stark grammatikalisierte 
Aspektunterscheidungen sind lediglich im Englischen (Progressivform -
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einfache Form) zu finden. Anfänge, die in Richtung einer ähnlichen Dif-
ferenzierung weisen (dt. ich war am Lesen), kann man zwar auch in allen 
anderen germanischen Sprachen finden, diese Bildungen sind jedoch noch 
vielen Restriktionen (Transitivität, Aktionsart, Tempus) unterworfen.7 
Ein typischer Vertreter der germanischen Sprachen ist das Deutsche auch 
in Bezug auf die Stellung des Verbs. Die Zweitstellung des finiten Verbs 
im Hauptsatz gehört zu den markanten Eigenschaften dieser Sprachfa-
milie. Daneben ist auch die Endstellung von Verben in eingebetteten 
Sätzen (SOV) oder zumindest die Differenzierung von topologischen Fel-
dern aufgrund der Wortstellung ein markanter Zug der meisten germani-
schen Sprachen und ihrer früheren historischen Stufen. Ausnahmen sind 
hier das Englische, das Isländische, das Färöische und das Jiddische. Die 
Differenzierung von Satztypen (Satzmodi) durch Wortstellung gehört 
ebenfalls zu den Eigenschaften, die das Deutsche als typischen Vertreter 
der germanischen Sprachen ausweisen. Insbesondere die Unterscheidung 
zwischen Deklarativ- und Interrogativsätzen wird in den germanischen 
Sprachen durch die Reihenfolge von Subjekt bzw. Topik und Verb ge-
troffen. Weitaus häufigere Strategien der Bildung von Interrogativsätzen 
in den Sprachen der Welt sind die Verwendung von Partikeln (z.B. -ko/ 
-kö im Finnischen, Ii im Russischen) oder die Disjunktion. 
Die ausschließliche Kodierung von grammatischen Relationen (Subjekt, 
Objekt) durch Kasus ist eine Eigenschaft, die das Deutsche mit keiner 
anderen modernen germanischen Sprache teilt, wohl aber mit deren hi-
storischen Vorstufen. Auch im Altisländischen und im Altenglischen wird 
das Subjekt jeweils im Nominativ kodiert, bzw. der im Nominativ ko-
dierte Aktant ist das Subjekt. Es ist dieser konservative Zug gegenüber 
den anderen germanischen Sprachen, in denen grammatische Relationen 
fast ausschließlich durch die Wortstellung angezeigt werden, der hier zu 
der durchaus problematischen Aufnahme dieser Eigenschaft in die Ta-
belle (24) führte. Vom synchronen Standpunkt aus betrachtet ist es eine 
Eigenschaft, die das Deutsche mit einigen slawischen Sprachen, mit eini-
gen finno-ugrischen Sprachen, mit dem modernen Griechisch, dem Türki-
schen, Baskischen und dem Albanischen in Europa teilt. Absolut charak-
teristisch für germanische Sprachen ist dagegen der geringe Gebrauch, 
7 Zu den neueren Entwicklungen im Aspektsystem des Deutschen könnte 
man auch die Entwicklung der aspektuellen Kategorie des Absentivs zählen: 
(i) Er ist einkaufen/Bier holen/schwimmen ... 
Die durch solche Sätze ausgedrückte aspektuelle Bedeutung ist der einer 
Progressivform vergleichbar, hat jedoch die zusätzliche Implikation, dafi 
die durch das Subjekt bezeichnete Person nicht am Ort des Sprechers ist 
(cf. de Groot (erscheint)). 
Kontrastive Grammatik und Typologie 45 
den das Deutsche von adverbialen Partizipialkonstruktionen ( 'Konver-
ben' ) macht . Der Gebrauch solcher Konverben ist im Deutschen, wie 
in den meisten anderen germanischen Sprachen, starken Beschränkun-
gen unterworfen. Ausnahmen bilden hier lediglich das J iddische und vor 
allem das Englische (cf. Pusch 1980; Haspelmath/König 1995) : 
(25) a. Not knowing ihe picture, he bought ii. 
b. Da er das Bild nicht kannte, kaufte er es. 
Mit der Charakterisierung des Deutschen als typischen Vertreter der ger-
manischen Sprachen ist natürlich nicht die Behauptung verbunden, das 
Deutsche folge in allen seinen Eigenschaften dem Muster der Mehrheit 
der germanischen Sprachen. In einigen seiner Eigenschaften ist das Deut-
sche durchaus in einer Minderheitenposition. Auslautverhärtung finden 
wir neben dem Deutschen nur noch im Niederländischen und im Afri-
kaans. Andererseits findet sich diese Eigenschaft auch in slawischen Spra-
chen, wie dem Russischen und Polnischen.8 Die wesentlichen Kasusun-
terscheidungen für Nomina der älteren germanischen Sprachstufen sind 
nur noch im Deutschen, Isländischen und Jiddischen bewahrt worden, 
und eine morphologische Differenzierung zwischen Indikativ und Kon-
junkt iv ist heute nur noch in zwei modernen 'Dialekten' des Germani-
schen zu finden, dem Isländischen und dem Deutschen. Insgesamt hat 
das Deutsche wesentlich mehr von den ursprünglichen Flexionsunter-
scheidungen der alten Sprachstufen bewahrt als alle anderen germani-
schen Sprachen, mit Ausnahme des Isländischen. Schließlich finden sich 
im Deutschen natürlich auch einige Eigenschaften, die in keiner ande-
ren germanischen Sprache, wohl aber in anderen europäischen Sprachen 
zu finden sind. Ein interessantes Beispiel dieser Art ist die Fusion von 
Präposit ionen und definiten Artikeln (am, zum, beim, ans, zur, ins etc . ) . 
Eine ähnliche Erscheinung ist auch im Französischen zu finden (de + le 
> du; ä + le > au). I m Unterschied zu den französischen Beispielen, 
wo diese Fusion obligatorisch ist, gibt es im Deutschen einen interessan-
ten semantischen Kontrast zwischen Fällen mit Fusion und Fällen ohne 
Fusion (an dem vs. am). Eine genaue Klärung dieses Kontrastes steht 
wohl noch aus, ganz grob kann man jedoch sagen, daß in den Fällen 
keine Fusion erfolgt, in denen die Definitheit durch den vorausgehenden 
Ko-text bedingt ist, während in Fällen der Skriptdefinitheit, d.h. der Be-
dingtheit von Definitheit durch allgemeines Hintergrundwissen, Fusion 
zu beobachten ist. 
8 Im Gegensatz zum Russischen und Polnischen tritt die Auslautverhärtung 
im Deutschen nicht am Wortende, sondern am Silbenrand auf. 
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(26) a. Plötzlich kamen wir an ein Tor. An dem Tor stand ein Soldat. 
b. Wo ist Peter? - Er steht dort am Tor. 
2.2 Das Deutsche als typischer Vertreter des Standard Average Euro-
pean 
Dem von B.L. Whorf (1962) geprägten Begriff Standard Average Euro-
pean (SAE) liegt die Intuition zugrunde, daß durch den Vergleich von eu-
ropäischen Sprachen mit dem völlig Fremden, d.h. mit Sprachen wie dem 
Hopi, wesentliche Gemeinsamkeiten unter den Mitgliedern eines Kernbe-
reichs der europäischen Sprachen deutlich sichtbar werden, die bei einem 
auf Europa beschränkten Vergleich kaum zu erkennen sind. Im Rahmen 
des Forschungsprojekts „Typology of Languages in Europe" (EURO-
T Y P ) wurde dieser Begriff bei der Charakterisierung arealer Phänomene 
wieder aufgegriffen und erwies sich durchaus als sinnvoll und nützlich. Es 
zeigte sich bei verschiedenen Teilprojekten, daß nicht nur der gesamteu-
ropäische Sprachraum durch bestimmte Erscheinungen charakterisiert 
werden kann, sondern daß darüber hinaus auch für einen Kernbereich von 
europäischen Sprachen best immte Eigenschaften charakteristisch sind. 
Als für ganz Europa charakteristische Phänomene könnte man etwa die 
Opposition zwischen bestimmten und unbestimmten Artikeln, die weit-
gehende Akkusativität in der Kodierung grammatischer Relationen, die 
subjektlosen Infinitive als häufige Strategie der Komplementierung, eine 
Präferenz für finite Subordination und die Möglichkeit der koordinativen 
Verknüpfung von Phrasen aller Art (hier und heute, auch und gerade weil 
etc.) ansehen. Daneben gibt es jedoch auch einige Erscheinungen, die le-
diglich für einen Kernbereich von europäischen Sprachen charakteristisch 
sind, aber kaum in der Peripherie zu finden sind. Eine solche Erschei-
nung ist z.B. die Kodierung des externen Possessors im Dativ, die in 
nahezu allen europäischen Sprachen mit Ausnahme des Englischen, der 
keltischen Sprachen, und der skandinavischen Sprachen zu finden ist (cf. 
König/Haspelmath, erscheint). Die folgenden Beispiele, ebenso wie schon 
die Beispiele in (20), verdeutlichen diese Erscheinung für das Deutsche: 
(27) a. Du hast mir den Arm gebrochen. 
b. Er putzte sich die Nase. 
c. Du bist mir auf das Kleid getreten. 
Im Englischen, ebenso wie in den keltischen Sprachen, werden die Pos-
sessoren in den entsprechenden Strukturen als Possessivpronomina oder 
Genitivattribute in der gleichen Phrase wie das Possessum, d.h. also als 
interne Possessoren, ausgedrückt: 
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(28) a. You broke my arm. 
b. He blew his nose. 
c. You stepped on my dress. 
Externe Possessoren sind im Englischen nur dann möglich, wenn das 
Possessum in einer Präpositionalphrase ausgedrückt wird: 
(29) a. He kissed her on the cheek. 
b. She took me by the hand. 
In den skandinavischen Sprachen werden, wie das folgende schwedische 
Beispiel zeigt, externe Possessoren durch den Superessiv, d.h. durch eine 
Präpositionalphrase mit der lokativen Präposition pä 'auf ' , kodiert: 
(30) a. Nägon brät armen pä honom. 
' Jemand hat ihm den Arm gebrochen' 
b. Han darrade pä banden. 
' Ihm zitterte die Hand' 
Es ist somit die Peripherie des europäischen Sprachraums im Nordwesten 
(Englisch, Keltisch), im Norden (skandinavische Sprachen) und zum Teil 
im Osten (Russisch), die externe Possessoren entweder völlig ausschließt 
oder durch Lokalkasus (Superessiv, Adessiv) kodiert. 
Eine weitere Erscheinung, die das Deutsche mit einem Kernbereich der 
europäischen Sprachen verbindet, ist das Fehlen von kausativen Verben, 
die durch produktive morphologische Prozesse von inchoativen Verben 
abgeleitet werden (cf. Haspelmath 1993). Verbpaare dieser Art sind z.B. 
im Arabischen und im Finnischen zu finden: 
(31) a. (arab.) darasa 'lernen' - darrasa 'lehren' 
b. (finn.) herätä 'aufwachen' - herättä 'wecken' 
Für das Deutsche, ebenso wie für andere Beispiele des SAE, ist die um-
gekehrte Ableitungsrichtung, von kausativen zu inchoativen (antikausa-
tiven) Verben, der wesentliche, produktive Prozeß ( ö f f n e n - sich ö f f -
nen; sammeln - sich sammeln). Beispielpaare des Typs sinken - senken, 
schmilzen - schmelzen, sitzen - setzen, springen - sprengen widerspre-
chen der eben gemachten Aussage nur scheinbar, da es sich um einen auf 
wenige lexikalische Elemente beschränkten, im Deutschen nicht produk-
tiven Prozeß handelt. 
Als für das SAE typische areale Erscheinung kann man zudem noch 
die Kodierung des Aquativs (z.B. so alt wie) durch Demonstrativ- und 
Relativadverbien nennen (Haspelmath/Buchholz, erscheint): 
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(32) a. (dt.) so ADJ wie 
b. (russ.) tak ADJ kak 
c. (lat.) tarn ADJ quam 
d. aber: (engl.) as ADJ as 
Schließlich gehören noch eine Reihe von Eigenschaften, die mit der Form 
und Stellung von adverbialen Konjunktionen zusammenhängen, zu den 
Charakteristika, die den arealen Begriff Standard Average European mit 
Sinn erfüllen: die satzeinleitende Stellung von adverbialen Konjunktio-
nen, die Finitheit und variable Stellung der entsprechenden Adverbi-
alsätze, die Bildung von adverbialen Konjunktionen durch Inkorporie-
rung von Adpositionen, Interrogativpronomina und Komplementierern, 
die Verfügbarkeit eines großen Inventars von Konjunktionen im seman-
tischen Bereich 'Konditionalität ' , 'Kausali tät ' und 'Konzessivität' etc. 
Eine detaillierte Diskussion dieser Eigenschaften und ihrer arealen Be-
schränkungen ist in Kortmann (erscheint) zu finden. 
2.3 Typologische Charakterisierung des Lexikons 
Der typologische Vergleich von Sprachen war bisher im wesentlichen auf 
Phonologie, Syntax und Morphologie beschränkt, während Lexikon und 
sprachliche Interaktion weitgehend ausgeklammert blieben. Bescheidene 
Anfänge in der Einbeziehung des Lexikons in einen kontrastiven oder 
typologischen Vergleich waren erst in den letzten Jahren möglich, als 
man davon abging, das Lexikon lediglich als eine Ansammlung von idio-
synkratischen Eigenschaften zu betrachten. Den ersten überzeugenden 
Versuch einer Ausweitung der typologischen Perspektive auf das Lexi-
kon kann man wohl in der Untersuchung von L. Talmy (1985) über die 
Lexikalisierungsmuster bei Bewegungsverben sehen. Talmy unterscheidet 
fünf Komponenten, die bei Bewegungsverben lexikalisiert sein können: 
die Tatsache der Bewegung (Motion), die bewegte Enti tät oder Figur 
(Figure), die Richtung der Bewegung (Path), den Hintergrund, auf dem 
etwas bewegt wird (Ground), sowie die Art und Weise bzw. die Ursache 
der Bewegung (Manner/Cause). Je nachdem, was in einer Sprache sy-
stematisch in den Bewegungsverben ausgedrückt wird, lassen sich nun 
verschiedene Typen unterscheiden. In den germanischen Sprachen wird 
zusammen mit der Tatsache der Bewegung fast ausnahmslos auch ihre 
Art und Weise lexikalisiert (z.B. rollen, kriechen, gehen, fahren, sprin-
gen, schwimmen etc.). Wenn darüber hinaus die Richtung der Bewegung 
ausgedrückt wird, geschieht dies meist durch ein separates Morphem (Af-
fix, Adverb). In den romanischen Sprachen, ebenso wie im Japanischen 
und Koreanischen wird neben der Tatsache der Bewegung typischerweise 
auch die Richtung der Bewegung, nicht aber ihre Art und Weise aus-
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gedrückt (frz. soriir, partir, passer, monter, entrer, quitter, surgir etc.). 
Eine durchgängige gemeinsame Lexikalisierung von Tatsache der Bewe-
gung und bewegter Entität weist Talmy schließlich für das Atsugewi 
nach. In den europäische Sprachen ist dieses Lexikalisierungsmuster da-
gegen sehr selten und nur bei Verben wie regnen oder spucken zu finden. 
Innerhalb dieser Typologie ist das Deutsche ein typischer Vertreter der 
Sprachen, in denen die Tatsache der Bewegung durchgängig mit ihrer 
Art und Weise lexikalisiert wird.9 Außer dem Verb kommen gibt es nur 
sehr wenige Fälle, in denen eine Richtung (hier: zum Orientierungszen-
trum) aber keine Art und Weise ausgedrückt wird, während das Engli-
sche durchaus eine Reihe von Entlehnungen dieser Art aus dem Französi-
schen übernommen hat. So drückt z.B. die Übersetzung von enter als 
'betreten', oder von go als 'gehen', zusätzlich die Art und Weise der Be-
wegung ('zu Fuß') aus. Aus diesem Grund ist eine solche Ubersetzung in 
Fällen wie den folgenden ausgeschlossen: 
(33) a. The thought never entered my mind. 
b. This should have never entered into the discussion. 
c. I'll go crazy. 
d. I have to go to London. 
Interessante Anregungen für einen systematischen Vergleich des lexikali-
schen Inventars von Sprachen kamen in den letzten Jahren insbesondere 
von kontrastiven Analysen. Auf der Grundlage eines umfassenden Ver-
gleichs der Selektionsbeschränkungen von transitiven Verben im Deut-
schen und Englischen hat z.B. F. Plank (1984) auf ein Phänomen auf-
merksam gemacht, das für das Deutsche charakteristisch ist, aber im 
Englischen weitgehend fehlt. Im Deutschen werden bedeutungsähnliche 
Verben (meist durch trennbare Präfixe) häufig nach bestimmten Eigen-
schaften der folgenden Objekte differenziert. „Semantische Kongruenz" 
(semantic agreement) nennt Plank dieses Phänomen, dessen Relevanz er 
an verschiedenen Wortfeldern und Verbgruppen demonstriert. So gibt 
es z.B. im Englischen für den Vorgang des Bekleidens und Entkleidens 
nur das reversive Verbpaar put on - take o f f , das keinerlei Selektions-
beschränkungen bezüglich des durch das Objekt ausgedrückten Klei-
dungsstückes aufweist. Neben dem genannten Wortpaar könnte man 
auch noch das leicht archaische Paar don - doff nennen, das in der Be-
deutung 'to put on/take off with a purpose' verwendet wird: 
9 Einige der relevanten Verben haben allerdings im Laufe der geschichtlichen 
Entwicklung eine Verengung auf eine bestimmte Art und Weise hin erfah-
ren. Im Althochdeutschen bedeutete faran z.B. noch 'sich bewegen', ohne 
auf eine bestimmte Art und Weise der Bewegung festgelegt zu sein. 
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(34) a. He donned a crash keimet. 
b. He doffed his hat. 
Im Deutschen hängt dagegen die Auswahl eines speziellen Verbs un-
ter mehreren Möglichkeiten (anziehen, aufsetzen, umbinden, anstecken, 
umlegen etc.) jeweils von der Position des Kleidungsstückes und seinem 
Kontakt mit dem Körper ab: 
(35) a. to put on one 's glasses - die Brille aufsetzen 
b. to to put on one's jacket - die Jacke anziehen 
c. to put on a tie - eine Krawatte umbinden 
d. to put on a ring - einen Ring anstecken etc. 
Weitere Beispiele für den erwähnten generellen Unterschied zwischen 
dem Deutschen und Englischen finden sich im Wortfeld „Kochen" oder 
etwa bei den Verben mit effizierten gegenüber solchen mit affizierten 
Objekten. Auch hier unterscheidet das Deutsche in vielen Fällen zwei 
Verben je nach Art des Objekts: 
(36) a. to paint a picture - ein Bild malen 
b. to paint the wall - die Wand anmalen 
Leichter als bei den offenen lexikalischen Klassen der Nomen, Verben und 
Adjektive lassen sich bei den relativ geschlossenen Klassen der Funkti-
onswörter umfassende Vergleiche durchführen und Kontraste aufdecken. 
Wie bereits erwähnt gibt es im Englischen keine Entsprechungen zu den 
Modalpartikeln des Deutschen (ja, doch, denn, etwa, eben, wohl etc.). 
Das Fehlen solcher Ausdrücke ist eine der zahlreichen Eigenschaften, die 
das Englische zu einem völlig untypischen Repräsentanten der germa-
nischen Sprachen machen. Auch die Klasse der Fokuspartikeln ist im 
Englischen im Vergleich zum Deutschen sehr begrenzt (cf. König 1991). 
So gibt es im Englischen z.B. keine Entsprechung für die Verwendung 
von noch und schon als Fokuspartikeln, und es fehlt eine Differenzierung 
der Art, wie sie im Deutschen zwischen nur und erst getroffen wird. Be-
sonders deutlich läßt sich die unterschiedliche Ausdifferenzierung der le-
xikalischen Teilklasse der Fokuspartikeln an der Tatsache demonstrieren, 
daß für die äußerst vielseitige englische Partikel even im Deutschen eine 
große Zahl von Entsprechungen zur Verfügung stehen und je nach be-
stimmten Eigenschaften von Fokus und Skopus gewählt werden müssen: 
(37) a. Even giants started from small beginnings. 
b. Selbst Riesen haben einmal klein angefangen. 
(38) a. He even drove very fast. 
b. Er ist sogar sehr schnell gefahren. 
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(39) a. The Situation is serious, even dangerous. 
b. Die Situation ist ernst, ja sogar gefährlich. 
(40) a. He did not even say hello. 
b. Er hat uns nicht einmal begrüßt. 
(41) a. I refuse to even talk to him. 
b. Ich weigere mich, mit ihn auch nur zu sprechen. 
(42) a. Even the attempt is punishable. 
b. Schon der Versuch ist straflar. 
(43) a. Even as they were negotiating ... 
b. Noch während sie verhandelten ... 
Ein besonders reiches Betätigungsfeld für kontrastive Beobachtungen 
zum Lexikon ist natürlich die Wortbildung. Eine Besonderheit des Deut-
schen in diesem Bereich ist die Ableitung von Diminutivformen von Ver-
ben (köcheln, hüsteln, tänzeln, lächeln, kränkeln, tröpfeln, streicheln). 
Was die Kontrastierung von Strategien der verbalen Interaktion anbe-
langt, so gibt es einige interessante Ansätze zu kontrastiven Vergleichen 
von Ausdrucksmitteln und Strategien der Höflichkeit, zur Verwendung 
von Sprechakten und zum Zusammenhang zwischen kulturellen Wer-
ten und Maximen der verbalen Interaktion (Wierzbicka 1991; Blum-
Kulka/Kaspar 1993), auf die hier jedoch nicht näher eingegangen werden 
soll. 
3. Zusammenfassung 
Ziel des vorausgegangenen Ausführungen war es, Möglichkeiten und 
Grenzen einer kontrastiven Linguistik zu diskutieren, die sich als Grenz-
fall eines typologischen Vergleichs versteht. Die besonderen Möglichkei-
ten eines solchen auf zwei Sprachen beschränkten Vergleichs bestehen 
im Umfang und in der Feinkörnigkeit des Vergleichs. Um vorschnelle 
und unzulängliche Verallgemeinerungen zu vermeiden, muß sich ein kon-
trastiver Vergleich jedoch stets an einem umfassenderen, typologischen 
Vergleich orientieren. In dem Maße, in dem eine kontrastive Analyse auf 
eine präzise Erfassung von Kontrasten und auf weitgehende Verallgemei-
nerungen abzielt, wird sie sich allerdings auch von dem ursprünglichen 
Programm der kontrastiven Linguistik entfernen. Im Zusammenhang mit 
der Diskussion dieser Möglichkeiten und Grenzen einer kontrastiven Lin-
guistik wurde gleichzeitig eine Bestandsaufnahme bezüglich des Beitrags 
vorgenommen, den kontrastive und typologische Vergleiche der letzten 
Jahre zur Charakterisierung des Deutschen als Sprachtyp geliefert ha-
ben. 
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V 2 und Satzklammer 
und ihre Folgen 
für die übrige Grammat ik 

BEATRICE PRIMUS 
D e p e n d e n z und Serialisierung: das Deutsche im 
Sprachvergleich 
A b s t r a c t 
Die vorliegende Arbeit untersucht grammatische Serialisierungsfaktoren und 
geht auf die semantische Rolle und die Rektion der Verbargumente näher 
ein. Das sind zwei unabhängige Faktoren der Wortstellung, die zwar gemein-
sam auf einen allgemeinen multifaktoriellen Dependenzbegriff zurückgeführt, 
aber nicht voneinander abgeleitet werden können. Die wortstellungsrelevante 
Hierarchie von semantischen Rollen kann als Spezialfall semantischer Depen-
denzasymmetrien ausgewiesen werden. Auf der Grundlage dieses Dependenz-
begriffs wird ein allgemeines Serialisierungsprinzip aufgestellt, das mehrere 
in der Forschung diskutierte Prinzipien zusammenfaßt. Die beiden Parame-
ter der Dependenz können bei der Determination der Abfolge der Verbargu-
mente in Abhängigkeit vom verblexemspezifischen Konstruktionstyp gegenein-
ander konkurrieren oder miteinander koalieren. Diese Interaktion wird im Rah-
men eines Wettbewerbsmodells der Serialisierung präsentiert. Uber die koalie-
rende vs. konkurrierende Interaktion wird die konstruktionsspezifische festere 
vs. freiere Stellung der Verbargumente im Deutschen und im Sprachvergleich 
erklärt. Im sprachvergleichenden Teil werden ditransitive Konstruktionen mit 
Rezipient und Patiens in 50 europäischen Sprachen untersucht. 
1. P r ä f e r e n z r e g e l n i m W e t t b e w e r b 
Die relative Abfolge der Verbargumente im Deutschen und in ande-
ren Sprachen wird nicht durch strikte Grammatikregeln, sondern durch 
Präferenz- bzw. Markiertheitsregeln determiniert. Dies erkennt man in 
den folgenden deutschen Beispielen daran, daß die Abfolge in ( l b ) nicht 
absolut ungrammatisch ist: 
( l a ) 1 hierbei legte Herr von Schröder die Hand aufs Herz. (TM, S. 21) 
( l b ) 4hierbei legte die Hand Herr von Schröder aufs Herz. 
Daß die Abfolge Akkusativobjekt - Subjekt markiert ist, beweist nicht 
nur ihre deutlich geringere Akzeptabilität1 , sondern auch ihre deutlich 
geringere Texthäufigkeit. So beträgt die Häufigkeit der markierten Ab-
folge definites Akkusativobjekt - definites Subjekt relativ zur unmar-
1 Vgl. die Ergebnisse der Akzeptabilitätsbefragungen in Connolly (1987) und 
Primus (1994). Die Zahlen vor den Beispielen in (la)-(2b) zeigen lediglich 
die ungefähre relative Akzeptabilität dieser Sätze: ( la) >(2a) >(2b) >(lb). 
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kierten Abfolge nur 0,6% im Mannheimer Korpus, das Hoberg (1981) 
untersucht hat . 
Die Abfolge Akkusativobjekt - Subjekt kann verwendet werden, wenn 
sie einer anderen, z.B. pragmatischen Präferenzregel genügt. Eine sol-
che Präferenz ist, vorerwähnte oder nicht-fokussierte Information vor 
nicht-vorerwähnte oder fokussierte Information zu stellen.2 Die Wir-
kung dieser pragmatischen Präferenz erkennt man, wenn man eine leicht 
abgewandelte Variante von (1) als Antwort auf eine W-Frage nach dem 
Subjekt auffaßt. Vgl. (2): 
Wer durfte denn die Hand aufs Herz der Großherzogin legen? 
(2a) 2/cA glaube, daß nur Herr von Schröder die Hand aufs Herz der 
Großherzogin legen durfte. 
(2b) 3Ich glaube, daß die Hand aufs Herz der Großherzogin nur Herr 
von Schröder legen durfte. 
Die Interaktion zweier Präferenzregeln, einer grammatischen und einer 
pragmatischen, führt dazu, daß im Textkontext des Romans (2b) akzep-
tabler ist als ( lb) . Solche Akzeptabilitätsdifferenzen deuten da r au fh in , 
daß die Abfolgeregeln des Deutschen kumulativ operieren. M.a.W ver-
suchen Sprecher des Deutschen alle Präferenzregeln zu befolgen. Diese 
Ansicht über die Interaktion von Abfolgeregeln hat u.a. Reis (1987) tref-
fend als „Wettbewerbsmodell" bezeichnet. Die vorliegende Arbeit ver-
steht sich als weiterer Beitrag zur Präzisierung des Wettbewerbsmodells 
der Serialisierung.3 
Charakteristisch für das hier angenommene Wettbewerbsmodell ist, daß 
es einen absoluten Begriff der Grundabfolge ablehnt. Weil im Deutschen 
und in vielen anderen Sprachen mehrere Serialisierungsfaktoren operie-
ren, kann es keine absolut unmarkierte Abfolge geben, sondern immer 
nur eine unmarkierte Abfolge relativ zu einer bestimmten Präferenzregel 
mit genau einem determinierenden Faktor bzw. Parameter. Diese An-
nahme, die in (3') präzisiert wird, ist ein Spezialfall einer vielerorts ver-
tretenen Grundannahme der Markiertheitstheorie, die in (3) erscheint: 
(3) Markiertheitsbewertungen sind strikt lokal, d.h. sie gelten nur 
relativ zu genau einem determinierenden Parameter. 
2 Die Formulierung dieser pragmatischen Präferenz beansprucht nicht, be-
schreibungsgenau und explanativ adäquat zu sein, sondern soll lediglich zur 
Veranschaulichung der Interaktion mehrerer Präferenzregeln beitragen. 
3 Vgl. z.B. auch Uszkoreit (1986), Jacobs (1988) und Dietrich (1994). 
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(3') Die Abfolge zweier Konstituenten <X, Y> ist unmarkiert relativ zu 
P genau dann, wenn <X, Y> eine Serialisierungsregel hinsichtlich 
genau eines Parameters P befolgt (<Y, X> heißt markierte Abfolge 
relativ zu P). 
Diese Auffassung vom Serialisierungsmodul einer Sprache steht im Ge-
gensatz zur Ansicht vieler Sprachwissenschaftler, die von genau einer 
unmarkierten Abfolge (d.h. der Grundabfolge) einer Sprache ausge-
hen, so z.B. für das Deutsche Lenerz (1977a), Hoberg (1981), Grewen-
dorf/Sternefeld (1990), Haftka (1994), Rosengren (1994). In generativ-
grammatischen Arbeiten wird die durch syntaktische Funktionen deter-
minierte Abfolge als Grundabfolge postuliert, während andere Abfolgen 
durch Transformationen, z.B. Scrambling, von der Grundabfolge abgelei-
tet werden. In sprachtypologischen Ansätzen ist die Annahme genau ei-
ner Grundabfolge der Verbargumente in einer Sprache die Mehrheitsmei-
nung, die man z.B. bei Greenberg (1963), Mallinson/Blake (1981), Haw-
kins (1983) und Siewierska (1988) findet. Im Rahmen solcher Ansätze 
ist nur die Abfolge in ( la) und (2a) die Grundabfolge. Unter dieser An-
nahme kann man nicht ohne weiteres erklären, warum die Abfolge in 
(2b) im angegebenen Kontext ähnlich gut akzeptiert wird wie ( la) im 
Textkontext des Romans. 
Wie lassen sich in einem Wettbewerbsmodell die Akzeptabilitätsunter-
schiede in (la), ( lb) , (2a) und (2b) datengerecht und einfach formulie-
ren? ( la) , die beste Variante im Textkontext des Romans, weist eine 
grammatisch und pragmatisch unmarkierte Abfolge auf. In ( lb) , der 
schlechtesten, von Thomas Mann nicht gewählten Variante, liegt eine 
sowohl grammatisch als auch pragmatisch markierte Abfolge vor. (2a) 
zeigt eine grammatisch unmarkierte, aber pragmatisch markierte Abfol-
ge, (2b) eine grammatisch markierte, aber pragmatisch unmarkierte Ab-
folge. Die Tatsache, daß viele, aber nicht notwendigerweise alle Sprecher 
des Deutschen (2a) gegenüber (2b) bevorzugen, deutet darauf hin, daß 
Sprecher des Deutschen Präferenzen unterschiedlich gewichten und da-
bei die grammatische Präferenz den Ausschlag gibt.4 Die gewichtete 
Interaktion der beiden Serialisierungsfaktoren führt also zum Akzepta-
bilitätsgefalle, das durch die Zahlen vor den jeweiligen Beispielen an-
gedeutet wurde: ( la) >(2a) >(2b) >(lb). 
4 Vgl. Jacobs (1988) zur Präzisierung dieser Auffassung. Die Postulierung 
unterschiedlich gewichteter Präferenzregeln ist nicht unproblematisch, und 
es ist daher erstrebenswert, die unterschiedliche Gewichtung als Folgeer-
scheinung anderer Gesetze zu erklären. Vgl. für einen Versuch im Hinblick 
auf pragmatische Präferenzen Primus (1994). 
60 Beatrice Primus 
Erwähnenswert ist auch folgende Beobachtung im Kontext einer W-
Frage nach dem Subjekt wie in (2): jede der beiden theoretisch möglichen 
Abfolgen von Subjekt und Objekt befolgt eine Präferenz und mißachtet 
eine andere, weil hier die grammatische und die pragmatische Präferenz 
in Konkurrenz zueinander stehen. Das Resultat ist eine Wortstellungs-
freiheit von Subjekt und Objekt im Kontext einer W-Frage nach dem 
Subjekt, die im Textkontext des Romans für das Subjekt und Objekt 
in (1) nicht gegeben ist. Im Textkontext von (1) besteht zwischen der 
grammatischen und der pragmatischen Präferenz eine Koalition. Bei ei-
ner Koalition aller Präferenzen entsteht im Deutschen der Eindruck einer 
festen Wortstellung. Das liegt daran, daß in einem solchen Fall die mar-
kierte Abfolge keine Motivation hat. 
Zusammenfassend läßt sich feststellen, daß man im Rahmen des Wettbe-
werbsmodells nicht nur nachweisbare Akzeptabilitätsunterschiede daten-
gerecht erfassen, sondern auch Unterschiede der Wortstellungsfreiheit 
erklären kann. 
Ich werde im folgenden zeigen, daß im Deutschen und in anderen Spra-
chen zwei verschiedene grammatische Serialisierungsfaktoren angenom-
men werden müssen, so daß schon auf der grammatischen Ebene die An-
nahme genau einer Grundabfolge problematisch ist. Die Eigenständigkeit 
dieser Parameter führt dazu, daß konglomerate Begriffe wie Subjekt, di-
rektes Objekt und indirektes Objekt eher hinderlich als nützlich sind. 
Probleme im Zusammenhang mit der Verbstellung und pragmatische 
Faktoren werden ausgeklammert.5 
2. Semant ische Dependenz 
2.1 Die Ableitung der wortstellungsrelevanten Hierarchie von 
semantischen Rollen 
Ausgangspunkt der folgenden Überlegungen zum rollensemantischen 
Serialisierungsparameter bildet der Ansatz von Dowty (1991), der hier 
in einigen wesentlichen Aspekten modifiziert wird. 
Die rollensemantische Struktur eines Prädikats abstrahiert von der Verb-
lexembedeutung diejenigen grundlegenderen relationalen Komponenten, 
die für den syntaktischen Valenzrahmen des Prädikats relevant sind. 
Es handelt sich bei diesen relationalen Komponenten um Prädikate wie 
Kontrolle, Verursachung, Wahrnehmung, Aktivität bzw. Bewegung und 
5 Pragmat ische Faktoren wurden von der Autorin dieses Beitrags in anderen 
bereits publizierten Arbei ten eingehender untersucht, vgl. Primus (1993) 
und (1994) . 
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Besitz. Im folgenden werden solche Prädikate „rollensemantische Ba-
sisprädikate" genannt, und die Relation zwischen einem rollensemanti-
schen Basisprädikat und einer bestimmten semantischen Argumentstelle 
wird als „Basisrolle" bezeichnet. 
Durch bestimmte Basisprädikate determinierte Basisrollen stehen in ei-
nem engeren semantischen Zusammenhang und bilden einen multifak-
toriellen und somit graduierbaren PrototypenbegrifF, den Dowty Proto-
Rolle nennt. Die Basisrollen, die die Agens-Proto-Rolle charakterisieren, 
erscheinen in (4): 
(4a) CONTROL(x, . ..) x kontrolliert/Kontrolleur 
(4b) CAUSE(x, ...) x verursacht/Verursacher 
(4c) MOVE(x, ...) x ist physisch aktiv/Bewegungsträger 
(4d) EXPER(x, ...) x nimmt wahr bzw. hat eine psychische 
Einstellung/Wahrnehmer (engl, experiencer) 
(4e) POSSESS(x, ...) x verfügt über etwas/Besitzer 
Die linke Spalte führt die agentivischen Basisprädikate ein, während in 
der rechten Spalte die Bezeichnungen für die entsprechenden Basisrollen 
erscheinen. 
(4a)-(4d) enthalten Basisprädikate und Basisrollen, die bei Dowty 
(1991), aber auch in vielen anderen Ansätzen im Zusammenhang mit 
dem Agensbegriff diskutiert wurden. Stat t Willkürlichkeit oder Inten-
tionalität habe ich Kontrolle gewählt, weil diese Agenseigenschaft mehr 
als Willkürlichkeit umfassen soll. Kontrolle impliziert auch bestimmte 
Fähigkeiten oder Verantwortung von seiten des Handelnden (vgl. Ray-
field (1977) und Thalberg (1972)). Es muß jedoch betont werden, daß der 
Unterschied zwischen Kontrolle im weiteren Sinn und Willkürlichkeit im 
engeren Sinn für die Serialisierungsdaten nicht unmittelbar relevant ist. 
Bewegung wird ebenfalls sehr allgemein aufgefaßt und soll jede Form von 
physischer Veränderung oder Aktivität und nicht nur den Ortswechsel 
bzw. die Fortbewegung eines Partizipanten erfassen. EXPER erfaßt nicht 
nur sensorische oder geistige Zustände wie bei sehen und denken, son-
dern auch psychische Einstellungen wie bei gefallen, mißfallen, nützen 
oder schaden. Das Besitzprädikat in (4e) kommt bei Dowty nicht vor und 
soll nicht nur Besitz im engeren Sinn, sondern jede Form von Verfügbar-
keit erfassen. Die Einführung von Wahrnehmern und Besitzern als agen-
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tivische Rollen findet man seltener in der Literatur und muß deshalb 
besonders hervorgehoben werden. 
Die Liste der agensrelevanten Basisprädikate in (4) mag nicht vollständig 
sein, aber sie enthält die wichtigsten Begriffe. Es ist für das Folgende 
wichtig festzuhalten, daß sich die Formulierung der folgenden Prinzi-
pien und Definitionen nicht ändert, wenn man zusätzliche Basisprädikate 
einführt. 
Ahnlich wie in Dowtys Arbeiten (z.B. Dowty (1979)) werden auch in die-
ser Arbeit Basisprädikate im Rahmen von Bedeutungspostulaten einge-
setzt. Bedeutungspostulate geben Bestandteile von Lexembedeutungen 
wieder und stellen keine Paraphrasen von Lexembedeutungen dar, was 
durch eine unilaterale Implikationsrelation zum Ausdruck gebracht wird. 
Vgl. (5), wo nur eine rudimentäre, alle irrelevanten Details vernachlässi-
gende Repräsentation angeboten wird: 
(5a) Peter gab dem Kind den Apfel. 
Vx Vy Vz [GEB(x, y, z)— 
CONTROL(x, BECOME(POSSESS(y, z)) k MOVE(x, z))] 
(5b) Peter nahm dem Kind den Apfel. 
Vx Vy Vz [NEHM(x, y, z)— 
CONTROL(x, BECOME(-i POSSESS(y, z)) k MOVE(x, z))] 
(5c) Peter erzählte dem Kind ein Märchen. 
Vx Vy Vz [ERZÄHL(x, y, z)— 
CONTROL(x, BECOME(EXPER(y, z)) k MOVE(x))] 
(5d) Peter zeigte dem Kind sein neues Auto. 
Vx Vy Vz[ZEIG(x, y, z)—CONTROL(x, BECOME(EXPER(y, z)) 
k MOVE(x))] 
(5e) Der Junge tötete den Vogel. 
Vx Vy[TÖT(x, y)—CAUSE(x, BECOME(DEAD(y)) 
k MOVE(x, y))] 
(5f) Dem Jungen gefiel der Film. 
Vx Vy[GEFALL(x, y)—EXPER(x , y)] 
(5g) Peter hat ein neues Auto. 
Vx Vy[HAB(x, y)—POSSESS(x, y)] 
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(5h) Der Junge ähnelt seinem Vater. 
Ä H N E L ( x , y) 
B E C O M E wird ähnlich wie bei Dowty (1979) verwendet und soll zum 
Ausdruck br ingen, daß der vom u n m i t t e l b a r folgenden Präd ika t bezeich-
nete Sachverhal t erst a m Ende des vom Verblexem bezeichneten Vor-
gangs zut r i f f t . 
Die semant ische Rolle des A r g u m e n t s x fäll t in (5a)-(5h) un te r das 
Pro to-Agenskonzept . In (5a)-(5d) kontroll iert x 6 die vom Verb deno-
t ier te S i tua t ion . Daraus folgt fü r prototypische Handlungsverben wie die 
in (5a)-(5d) , daß x die vom Verb bezeichnete S i tua t ion verursacht und 
sich auch ihrer wesentlichen Aspekte bewußt is t . 7 In (5a) kontroll iert 
x ein Ereignis, in welchem y in den Besitz von z k o m m t . In (5b) kon-
trolliert x ein Ereignis, in welchem y den Besitz über z verliert . In (5c) 
kontrolliert x ein Ereignis, in welchem y zum Wahrnehmer von z wird. 
Die Verben erzählen in (5c) und zeigen in (5d) unterscheiden sich durch 
den P a r a m e t e r der akust ischen vs. optischen Wahrnehmung . In (5e) ent-
spricht dem ersten Argumen t von töten ein Verursacher, wobei Kontrol le 
und W a h r n e h m u n g nicht ausgeschlossene, aber auch nicht notwendige 
Bedeutungsbes tand te i l e sind. In (5a)-(5e) ist x auch in Bewegung, also 
an der S i tua t ion physisch akt iv betei l igt . In (5a)-(5b) und (5e) man ipu -
liert x dabe i auch einen weiteren Par t i z ipan ten unmi t t e lba r oder mi t t e l s 
eines Ins t rumen t s . In (5f) h a t x nur eine psychische Einstel lung, während 
in (5g) x nur über etwas verfügt . Besonders hervorheben muß mein die 
rol lensemantische S t r u k t u r in (5h), die in diesem Modell zugelassen ist. 
Das Verblexem ähneln selegiert kein Basisprädikat aus der Liste (4) und 
somit auch keine semant ische Rolle im tradi t ionel len Sinn. Alle semant i -
schen Argumente , die in den Beispielen m i t x bezeichnet wurden, fallen 
unter den Proto typenbegr i f f der Agent iv i tä t , obwohl ein Verb wie geben, 
sagen oder zeigen, meh r Agenseigenschaften an x zuweist, als das Verb 
gefallen, haben oder gar ähneln. 
Die bisherigen Ausführungen bewegen sich t ro tz geringfügiger Modifika-
t ionen noch im R a h m e n , den Dowty (1991) abgesteckt ha t . Das änder t 
sich mi t der Rekons t ruk t ion der Unterscheidung zwischen Proto-Agens 
und Pro to-Pa t iens . Dowty versucht, den Unterschied zwischen Pro to-
Agens und P ro to -Pa t i ens dadurch zu erfassen, daß er dem Pro to -Pa t i ens 
Basisprädikate zuordne t , die möglichst verschieden sind von denen des 
6 In verkürzter Redeweise wird x mit seinem Denotat gleichgesetzt. 
7 Vgl. über diesen Zusammenhang von Kontrolle, Kausalität und Wahrneh-
mung Thalberg (1972), von Wright (1974) und Primus (1995a). 
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Proto-Agens: sukzessive telische Affiziertheit im Sinne Krifkas (1989), 
Unbeweglichkeit oder Zustandsveränderung. Aber schon bei Dowtys kau-
saler Affiziertheit und der Zustandsveränderung durch Bewegung zeigt es 
sich, daß der Unterschied zwischen Agens und Patiens im Grunde genom-
men nicht durch den Inhalt der Basisprädikate entsteht, denn Kausalität 
und Bewegung kommen auch agentivischen Rollen zu. Der grundlegende 
Unterschied zwischen Proto-Agens und Proto-Patiens muß daher woan-
ders liegen. 
Bei der Rekonstruktion des Unterschieds zwischen Agens und Patiens 
muß man beachten, daß es zwei Typen von rollensemantischer Informa-
tion gibt: zum einen den Inhalt und die Zahl der einer Argumentstelle zu-
gewiesenen Basisprädikate, zum anderen die Strukturposition der Argu-
mente in der Rollenstruktur eines Verbs oder Satzes. Ich gehe davon aus, 
daß der hier relevante Unterschied zwischen Agens und Patiens durch 
die Position der entsprechenden semantischen Argumente in der rollen-
semantischen Struktur eines Prädikats entsteht und nicht dadurch, daß 
sie Argumente verschiedener rollensemantischer Basisprädikate sind.8 
Es stellt sich nun die Frage, welche kognitiv-semantische Interpretation 
die Reihenfolge der Argumente in der rollensemantischen Struktur eines 
Prädikats hat. Die Reihenfolge der Argumente bildet die relativen rollen-
semantischen Abhängigkeiten zwischen den semantischen Argumenten 
eines Prädikats ab. Eine plausible Erklärung ist meiner Annahme nach 
die, daß die kognitive Verarbeitung des Begriffs des Verursachers, Wahr-
nehmers oder Sich-Bewegenden unabhängig erfolgen kann vom Begriff 
des Verursachten, Wahrgenommenen oder Bewegten, aber nicht umge-
kehrt. Das, was Linguisten als prototypisches Patiens oder Thema auf-
fassen, also das Verursachte, Wahrgenommene oder Bewegte, können wir 
nur mit Rückgriff darauf interpretieren, wie sich der Verursacher, Wahr-
nehmer oder Sich-Bewegende in der vom Verb denotierten Situation 
verhält. In diesem Sinne hat die kognitive Verarbeitung einer agentivi-
schen Rolle Priorität über die kognitive Verarbeitung einer Patiensrolle. 
Rollensemantische Abhängigkeit verstehe ich als Spezialfall des allgemei-
nen Dependenzbegriffs, der laut Mehrheitsmeinung wie in (6) bestimmt 
wird: 
8 Daß die Position eines Arguments in der rollensemantischen Struktur ei-
nes Prädikats für seine oberflächensyntaktische Strukturposition relevant 
ist, wird oft behauptet, z.B. von Jackendoff (1987), (1991) und Grimshaw 
(1990). Dennoch wird der Agensbegriff in den erwähnten Arbeiten nicht 
ausschließlich strukturell definiert, sondern mit Hilfe einer inhaltlichen Kau-
salitätskomponente von anderen agensverwandten Rollen wie Wahrnehmer 
oder Bewegungsträger und von patiensähnlichen Rollen abgegrenzt. 
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(6) Y ist abhängig von X genau dann, wenn X ohne Y, aber Y nicht 
ohne X vorkommen bzw. interpretiert werden kann. 
In syntaktischer Hinsicht ist eine Konstituente Y abhängig von einer 
Konstituente X in einer bestimmten Konstruktion genau dann, wenn X 
ohne Y, aber Y nicht ohne X in dieser Konstruktion vorkommen kann. 
In semantischer Hinsicht besagt (6), daß X ohne Y, aber Y nicht ohne 
X interpretierbar ist.9 
Die hier vertretene Auffassung von Proto-Patiens kann auf der Grund-
lage der bisherigen Ausführungen wie in (7) präzisiert werden: 
(7) Ein beliebiges semantisches Argument x fungiert als Proto-Patiens 
eines rollensemantischen Basisprädikats P genau dann, wenn P eine 
von x verschiedene Argumentposition hat, die x vorangeht, sonst 
fällt die Rolle von x unter Proto-Agens. 
Bei semantisch intransitiven Verben gibt es keine zweiten Argumente, 
wenn man leere Argumentpositionen ausschließt. Bei Verbot leerer Ar-
gumentstellen können sich intransitive Verben entweder durch den Inhalt 
bzw. die Zahl der Basisprädikate oder durch eine Präsenz bzw. Absenz 
einer semantischen Dependenzrelation zum Verb voneinander unterschei-
den, aber nicht durch die Besetzung verschiedener Argumentstellen.10 
Dagegen nimmt z.B. Grimshaw (1990) tiefer eingebettete Positionen bei 
semantisch einstelligen Verben an, so daß die erste Position leer bleibt. 
(7) läßt diesen Fall zu. Es hängt davon ab, wie man den Begriff der 
Argumentposition in (7) einschränkt. 
Semantische Abhängigkeiten sind transitiv. Bei dreistelligen Verben wie 
in (5a)-(5d) entsteht eine Hierarchie von Abhängigkeiten. Das mittlere 
Argument y in (5a)-(5d) hat hybride semantisch-strukturelle Eigenschaf-
9 Diese Annahme ist möglicherweise zu stark. Für unsere Zwecke reicht die 
Abschwächung, daß Y mit Rückgriff auf X leichter oder schneller interpre-
tiert werden kann als ohne Rückgriff auf X. 
1 0 Daß sich sogenannte 'unergative' intransitive Verben (z.B. arbeiten, la-
chen) von 'ergativen' Verben (z.B. wegfahren, verblühen) durch die se-
mantische Dependenzrelation zwischen Verb und Argument unterscheiden, 
wird in Primus (1995a, Kap. 6.6) gezeigt. Es ist in diesem Zusammen-
hang erwähnenswert, dafi die 'semantische Verbnähe', die zu inkorporati-
onsähnlichen Erscheinungen führt, von der semantischen Dependenz zwi-
schen zwei Koargumenten unterschieden werden muB, auch wenn die zwei 
Phänomene letztlich auf dasselbe dependenzbasierte Prinzip zurückgeführt 
werden können. 
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t e n . n Einerseits ist y das erste Argument des Basisprädikats POSSESS 
oder EXPER und fungiert somit relativ zu z als Proto-Agens. Ande-
rerseits ist y in der CONTROL-Prädikation ein zweites Argument rela-
tiv zu x und somit von diesem semantisch abhängig. Relativ zu x fun-
giert y als Proto-Patiens. Argumente mit dieser Kombination von struk-
turellen Proto-Agens- und Proto-Patiens-Eigenschaften fasse ich unter 
Proto-Rezipient zusammen. Auch ein Benefaktiv wie in Peter strickt sei-
ner Frau einen Pulli hat eine Besitzerlesart: Peter intendiert durch sein 
Stricken, daß seine Frau über einen Pulli verfügt. In einer anderen Lesart 
des Benefaktivs strickt Peter einen Pulli anstatt seiner Frau, die somit die 
Rolle eines potentiellen, aber nicht realisierten Agens übernimmt. Solche 
Eigenschaften von Benefaktiven fallen unter das Proto-Agens-Konzept. 
Aber andererseits setzen Benefaktive immer einen Verursacher und aktiv 
Beteiligten voraus (vgl. Fillmore (1968), Dik (1978)) und sind somit von 
diesem semantisch abhängig. Hinsichtlich ihrer hybriden rollensemanti-
schen Dependenzeigenschaften fallen Benefaktive unter das Konzept des 
Proto-Rezipienten. 
Auf der Grundlage der relativen rollensemantischen Abhängigkeiten zwi-
schen den semantischen Koargumenten eines Prädikats entsteht folgende 
Hierarchie von Proto-Rollen (angezeigt durch ' ... <©...'): 
(8) Proto-Agens (A) <0 Proto-Rezipient (R) <0 Proto-Patiens (P) 
Die Abkürzungen für die jeweiligen Proto-Rollen erscheinen in Klam-
mern. 
Während die Hierarchie (8) im vorliegenden Ansatz eine Folgeerschei-
nung der rollensemantischen Dependenzen zwischen den Koargumenten 
eines Prädikats ist, wird sie in mehreren Arbeiten zur deutschen Wort-
stellung postuliert, so z.B. bei Lange (1978), Uszkoreit (1986), Connolly 
(1987), Jacobs (1988) und Kefer (1989). Unterschiede zwischen den zi-
tierten Autoren sowie zwischen den zitierten Autoren und der hier ver-
tretenen Hierarchie (8) entstehen dadurch, daß die Auffassungen über 
semantische Rollen divergieren. Der auffälligste Unterschied betrifft die 
Einordnung des Wahrnehmers (engl, experiencer), der in den zitierten 
Ansätzen explizit ausgeschlossen oder auf einer Stufe mit dem Rezipien-
ten oder Benefaktiven gesetzt wird. Die Relevanz der Hierarchie (8) für 
die Wortstellung und für andere sprachliche Phänomene wurde auch in 
sprachvergleichenden oder sprachtypologischen Ansätzen erkannt (vgl. 
z.B. Fillmore (1968), Jackendoff (1972) und Givön (1984)). 
11 Die Tatsache, dafi hybride Rollen und somit Kategorienüberlappung zuge-
lassen ist, ist ein weiterer Vorteil der prötotypensemantischen Konzeption 
von Proto-Rollen. 
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Das strukturell-topologische Prinzip, das diesen Dependenzparameter 
der Argumentabfolge erfaßt, ist in (9) formuliert: 
(9) Wenn ein Ausdruck Y bezüglich eines Parameters P von einem Aus-
druck X abhängt, dann sind X und Y in der syntaktischen Struktur 
im unmarkierten Fall so plaziert, daß X Y vorangeht (oder X Y 
asymmetrisch c-kommandiert). 
Die topologische Präzedenzrelation wird in (9) um die strukturelle Re-
lation des c-Kommandos ergänzt. Für die Zwecke der vorliegenden Ar-
beit reicht die einfachste Definition von c-Kommando aus: Ein Knoten 
X c-kommandiert einen Knoten Y , wenn X und Y einander nicht do-
minieren und der erste verzweigende Knoten, der X dominiert, auch Y 
dominiert. Die Präzedenzrelation und die c-Kommando-Relation deter-
minieren zwei voneinander unabhängige Ordnungsrelationen zwischen 
zwei Ausdrücken. Allerdings gilt für das Deutsche, daß X Y vorangeht 
genau dann, wenn X Y c-kommandiert unter der plausiblen und jüng-
stens mehrheitlich vertretenen Annahme, daß die Grundstellung des fi-
niten Verbs am rechten Satzrand ist. Mit Ausnahme des Albanischen, 
das im Abschnitt 5 dieser Arbeit erwähnt und in einer anderen Arbeit 
(Primus (1995b)) eingehender diskutiert wurde, spielt die c-Kommando-
Beschränkung für die folgenden Ausführungen keine wesentliche Rolle. 
Deshalb wurde sie in (9) in Klammern gesetzt.1 2 
Für die hier behandelten rollensemantisch determinierten Abfolgen gilt 
ein Spezialfall von (9), der in (9') formuliert wird: 
(9') Wenn ein Verbargument Y von einem anderen Koargument X rol-
lensemantisch abhängig ist, dann sind X und Y in der syntaktischen 
Struktur im unmarkierten Fall so plaziert, daß X Y vorangeht (oder 
X Y asymmetrisch c-kommandiert). 
Das Prinzip (9') erfaßt zum Beispiel die Präferenz, die Rollenhierarchie 
(8) durch die syntaktische Abfolge der Verbargumente ikonisch abzu-
bilden. Rollensemantische Abhängigkeit determiniert eine Abfolge von 
Verbargumenten, die im folgenden entsprechend der strikt lokalen, re-
lationalen Markier theitsauffassung und aufgrund des determinierenden 
Parameters „rollensemantisch unmarkiert" genannt wird. Rollenseman-
tisch unmarkierte Abfolgen zeigen die Beispiele ( la ) , (2a) und (5a)-(5h). 
Die Reichweite des Prinzips (9) ist sehr groß. Es erfaßt u.a. folgende 
attestierte universelle Präferenzen: 
1 2 Vgl. die eingehendere Diskussion des Verhältnisses zwischen der topolo-
gischen Präzedenzrelation und der strukturellen c-Kommando-Relation in 
Primus (1995a, Kap. 5 und 6) sowie (1995b). 
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(a) Ein Antezedens c -kommandie r t seine Anaphe r (z.B. ein referenziden-
tisches Ref lexivpronomen) asymmetr i sch oder geht ihr voran (vgl. z.B. 
Langacker (1969), Re inha r t (1983)). 
(b) Ein Modif ikator oder ein quantif izierter Ausdruck c-kommandier t 
seinen semant ischen Bereich asymmetr i sch oder geht ihm voran (vgl. 
z.B. Jacobs (1988), Pafe l (1993)) . 
(c) Ein referentiell unabhäng iges Argumen t (z.B. ein Satztopik im Sinne 
Re inhar t s (1981)) c -kommandie r t ein referentiell abhängiges Argumen t 
asymmetr i sch oder geht i h m voran (vgl. z.B. Gundel (1988), P r i m u s 
(1993)). 
Die W i r k u n g der Anaphe rbesch ränkung (a) im Deutschen wurde vieler-
or t s besprochen (vgl. z.B. P r i m u s (1989)) und wird hier in (10) i l lustriert: 
(10a) weil ich die Kinder1 sich1 selbst überließ 
(10b) 7 weil ich sich1 selbst die Kinder1 überließ 
Daß die Abfolge in (10b) ta tsächl ich anaphersemant isch markier t ist, 
zeigt das Beispielpaar (11) ohne Anapher , das eine freiere Abfolge der 
relevanten A r g u m e n t e aufweis t : 
( I I a ) weil ich die Kinder der Mutier überließ 
( I I b ) weil ich der Mutter die Kinder überließ 
Angewandt auf quant i f ikat ionssemant ische Dependenz ergibt (9) die in 
(b) formulier te Präferenz . Die W i r k u n g dieser Präferenz zeigt ein Text-
beleg aus me inem Korpus , der die Quantoren niemand und irgendwelches 
enthä l t : 
(12a) Es steht ganz fest, daß niemanden irgendwelches Verschulden 
t r i f f t . ( T M , S. 31) 
(12b) 77Es steht ganz fest, daß irgendwelches Verschulden niemanden 
t r i f f t . 
'Es gibt n iemanden , den irgendein Verschulden t r i f f t ' 
Im Textkontex t des R o m a n s ist die intendier te Lesart 'es gibt n ieman-
den, den irgendein Verschulden t r i f f t ' . Das bedeu te t , daß das Nomina-
t iva rgument irgendwelches Verschulden relativ z u m Akkusa t ivargument 
niemanden, in dessen semant i schem Bereich es sich befindet , interpre-
t ier t wird. Das ergibt die Abfolge in (12a), die quantif ikat ionssemantisch 
unmark ie r t , aber rol lensemantisch markier t ist . Die von T h o m a s Mann 
in tendier te Lesart ist bei der rol lensemantisch unmark ie r t en Abfolge in 
(12b) so gu t wie ausgeschlossen. 
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2.2 Der erweiterte rol lensemantische Dependenzbegriff 
Semant ische Abhängigkei ten ents tehen nicht nur bei den in (4) e ingeführ-
ten Basisprädikaten und bei den in der Rollenhierarchie (8) genann ten 
Rollen. Eine semant ische Abhängigkei t bes teht auch zwischen den Ar-
gumen ten von ähneln in (5h) . Das erste A r g u m e n t von ähneln fungier t 
als Bezugspunkt des Vergleichs, so daß das zweite Argumen t relat iv zum 
ersten A r g u m e n t in terpre t ie r t wird. Das erkennt m a n auch da ran , daß 
das zweite Argumen t eine de dicto Lesart haben kann, während das erste 
A r g u m e n t nur eine de re Lesart aufweist . 
(5h) belegt außerdem die Unabhängigkei t der hier ver t re tenen rollen-
semant ischen Pa rame te r : eine semant ische Abhängigkei t zwischen zwei 
A r g u m e n t e n kann auch ohne die in (4) e ingeführ ten rollensemantischen 
Inha l te en ts tehen . Abhängigkei ten , die t radi t ionel le semant ische Rollen 
betreffen, sind nur ein Spezialfall rollensemantischer Abhängigkei ten . 
Ich möch te im folgenden weitere Evidenz fü r die A n n a h m e liefern, daß 
für die Abfolge der Verbargumente die S t ruk turpos i t ion eines Argumen t s 
in der semant ischen Repräsen ta t ion eines Verbs bzw. Satzes relevant ist 
und nicht der spezifische Inhal t eines semant ischen Basisprädikats und 
die da r an geknüpf ten tradi t ionellen semant ischen Rollen. Darauf deuten 
Verben hin, deren Bedeu tung keines der oben genannten Basisprädikate 
inkludiert und deren Argumen te keine t radi t ionel le semant ische Rolle 
t ragen. Neben dem Verb ähneln in (5h) gibt es eine reichliche Auswahl 
von rol lensemantisch unterspezif izierten Verben. Vgl. einige Beispiele in 
(13), in denen nicht das gesamte Bedeu tungspos tu la t , sondern nur eine 
rud imen tä re rol lensemantische S t ruk tu r angeboten wird: 
(13a) daß sich ein Teil des Wasserstoffes in schwerere Elemente verwan-
delt (HH, S. 18) 
C H A N G E ( S T A T E l ( x ) , STATE2(x) ) 
(13b) daß der Urzustand der Materie ans den allereinfachsten Baustei-
nen bestanden hat (HH, S. 18) 
W H O L E - P A R T ( x , y) 
(13c) Die Naturwissenschaft gleicht einem gewaltigen Kreuzworträtsel. 
(HH, S. 10) 
G L E I C H ( x , y) 
(13d) als Columbus Amerika fand (Hü, S. 10) 
F IND(x , y) 
(13e) weil aus diesem Prinzip weitere Gesetze folgen 
x =>y 
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(13f) Auch die Natur kann aus einem gewaltigen Ball von Wasserstoff 
und Helium lediglich eine Sonne schaffen. (HH, S. 23) 
CAUSE(x, CHANGE(STATEl(y) , STATE2(y))) 
(13h) weil dem Erdinneren schwefelhaltige Gase entweichen 
WHOLE-PART(x, y) 
Die Verben in (13) haben Argumente, die keine in der einschlägigen For-
schung etablierte semantische Rolle tragen. Bis auf das hier irrelevante 
Argument x in (13f) sind sie weder Verursacher noch Verursachte, we-
der Wahrnehmer noch Wahrgenommene, weder sich bewegende, noch 
bewegte Mitspieler. Aber auch solche Verben haben eine semantische 
Valenzstruktur, durch die semantische Dependenzen entstehen. So setzt 
in (13a) der Endzustand 2 einen Anfangszustand 1 temporal und kausal 
voraus. In (13b) kann die semantische Funktion des Teils bzw. Inhalts 
nur relativ zum Ganzen interpretiert werden. Das erste Argument von 
gleichen in (13c) fungiert als Bezugspunkt des Vergleichs, so daß das 
zweite Argument relativ zum ersten Argument interpretiert wird (vgl. 
auch (5h)). Bei einem Finden-Ereignis (vgl. (13d)) kann man y nur dann 
als das Gefundene interpretieren, wenn man x verifiziert und feststellt, 
daß das Verhalten von x der Rolle des Finders entspricht. Die seman-
tische Asymmetrie zwischen Antezedens und Konsequens einer Folge-
rungsrelation wie in (13e) zeigt sich sowohl in ihren Bezeichnungen als 
auch in der Abfolge dieser Argumente in der angegebenen standardlogi-
schen Notation. In (13f) haben wir dieselbe relevante rollensemantische 
Teilstruktur wie in (13a), in (13h) dieselbe rollensemantische Struktur 
wie in (13b). 
In all diesen Fällen determiniert das in der Rollenstruktur vorangehende 
Argument die semantische Interpretation des nachfolgenden Arguments 
und nicht umgekehrt. Wenn man für alle Verben, die keine traditionel-
len Rollen selegieren, weitere semantische Rollen einführt, so würde das 
Inventar der semantischen Rollen ins Uferlose expandieren. Das würde 
mit sich ziehen, daß auch die rollensemantische Abfolgeregel des Deut-
schen durch viel mehr semantische Rollen ergänzt werden müßte. Der 
rollensemantische Parameter des Prinzips (9) erfaßt jedoch solche Fälle 
und weist die in (13a)-(13h) gezeigten Abfolgen als rollensemantisch un-
markiert aus. 
Das Prinzip (9) erklärt aber einige Besonderheiten der relativen Abfolge 
von Verbargumenten im Deutschen nicht. Eine erste in der Literatur 
häufig diskutierte Besonderheit ist, daß die Stellung mancher Nominativ-
argumente fester ist als die Stellung anderer Nominativargumente, was 
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ein Vergleich zwischen (1) einerseits und (14)-(15) anderersei ts demon-
s t r ie r t : 1 3 
(14a) Allerdings schienen auch diese Ausführungen die Psychologin 
nicht besonders zu interessieren. (EH, S. 15) 
(14b) Allerdings schienen die Psychologin auch diese Ausführungen 
nicht besonders zu interessieren. 
(15a) Da der Firma Z. enge Geschäftsbeziehungen zu Siemens nachge-
sagt werden (SZ) 
(15b) Da enge Geschäftsbeziehungen zu Siemens der Firma Z. nachge-
sagt werden 
Eine zweite u .a . von Gadler (1980) und Reis (1987) beobachte te Beson-
derhei t ist, daß die relat ive Abfolge zweier Ob jek t e relat iv frei ist . Vgl. 
(16): 
(16a) um Charles diesen Anblick zu ersparen (EH, S. 5) 
(16b) um diesen Anblick Charles zu ersparen 
Die Abfolge Akkusa t ivob jek t -Da t ivob jek t ist bei zwei definiten Argu-
menten (wie in (16b)) mi t 40% fast so häufig wie die umgekehr te 
Abfolge im Mannhe imer Korpus (vgl. Hoberg (1981)). In pragmat isch 
kontroll ierten Akzeptab i l i t ä t s tes t s läßt sich eine Präferenz fü r die Ab-
folge Da t iva rgument -Akkusa t iva rgument nicht nachweisen (vgl. Gadler 
(1980)). 
Eine dr i t te Besonderhei t betr i f f t die relative Abfolge pronominaler Verb-
argumente . (17)-(19) sind die pronominalen Varianten von (14)-(16), wo-
bei in (17) auch das Genus des Akkusat ivs veränder t wurde, u m den 
wortstel lungsrelevanten Kasusunterschied s ichtbar zu machen: 
(17a) Allerdings schienen sie ihn nicht besonders zu interessieren. 
(17b) ? ? Al lerd ings schienen ihn sie nicht besonders zu interessieren. 
(18a) ??£>a ihr sie nachgesagt werden 
(18b) Da sie ihr nachgesagt werden 
(19a) ? ? u m ihm ihn zu ersparen14 
(19b) um ihn ihm zu ersparen 
1 3 Vgl. die Ergebnisse der Akzeptabilitätstests mit ähnlichen Verben in Pri-
mus (1994). 
14 Diese Abfolge ist möglich, wenn man das Akkusativpronomen klitisch an 
das Dativpronomen anfügt (vgl. (23a) weiter unten). 
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Die relative Abfolge der pronominalen Argumente scheint eigenen Regeln 
zu folgen. 
All diese Phänomene deuten auf die Wortstellungsrelevanz der syntak-
tischen Funktion eines Verbarguments hin. Bei diesem Serialisierungs-
faktor handelt es sich nicht um ein beliebig definierbares Konzept von 
syntaktischer Funktion, sondern um den Kasus oder die Präposition, die 
ein Prädikat seinen Argumenten zuweist. Diese formale Valenzrelation 
bezeichnet man als Rektion. Ihr widmet sich der nun folgende 3. Ab-
schnitt. 
3 . R e k t i o n s d e p e n d e n z 
Eine wichtige Annahme des vorliegenden Ansatzes ist, daß auch morpho-
logische Kasussysteme hierarchisch organisiert sind und daß sich auch 
diese Hierarchie in der relativen Abfolge der Argumente widerspiegelt. 
Die relevante Hierarchie von Formfunktionen ist (20): 
(20) Nominativargument <m Akkusativ-/Ergativargument <m Dativ-
argument <m andere oblique (adpositionale) Argumente 
(20) ordnet nicht kategoriale Einheiten, also kasusmarkierte Nominal-
phrasen beliebiger Funktion, sondern funktionale Konzepte, d.h. regierte 
Argumente verbaler Prädikate. 
Die Relevanz der Hierarchie (20) in der Grammatik des Deutschen ist 
mindestens für folgende Phänomene gut belegbar: Reflexivierung (vgl. 
Primus (1989)), diachronischer Kasusabbau (vgl. Primus (1987)), Ka-
suserwerb (vgl. Primus/Lindner (1994)). Die Wortstellungsrelevanz der 
Hierarchie (20) wird in erster Linie durch die relativen Rektionsdepen-
denzen in (21) etabliert: 
(21) Für beliebige Sprachen S, beliebige hierarchisch angeordnete Form-
funktionen in S und beliebige verbale Prädikate in S gilt im unmar-
kierten Fall: 
(a) Die Selektion einer rangniedrigeren Formfunktion impliziert 
asymmetrisch die Selektion (mindestens) einer ranghöheren 
Formfunktion. 
(b) J e höher die Formfunktion auf der Hierarchie von S rangiert, 
um so mehr verbale Prädikate selegieren sie. 
Die Wirkung der Rektionsdependenzen zwischen den ersten drei Kasus-
funktionen in der Hierarchie zeigt (22). Die Verbliste ist Mater (1971) 
entnommen. 
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(22) <Kasus X, ... > (17.500) — <Nom, .... > (17.500) 100% 
<Dat, ... > ( 5.460) — <Nom, Akk, Dat> ( 5100) 93% 
<Akk, ... > ( 9.740) — <Nom, Akk, Dat> ( 5100) 52% 
Die erste Zeile in (22) zeigt, daß jedes Verb mit mindestens einem Kasus-
argument mit überaus großer statistischer Dominanz den Nominativ für 
dieses Argument selegiert. M.a.W. kann ein Akkusativ im syntaktischen 
Valenzrahmen eines Verbs nicht ohne Nominativ vorkommen, aber ein 
Nominativ kann ohne Akkusativ vorkommen. In der Liste von Mater gilt 
das für alle Verben (100%). Die zweite Zeile zeigt, daß jedes Verb mit 
einem Dativargument mit überaus großer statistischer Dominanz auch 
ein Akkusativ- und ein Nominativargument selegiert. Bei Mater sind es 
93% der Verben. Die Umkehrung in der dritten Zeile ergibt mit 52% 
keine statistische Dominanz: Von der Präsenz eines Akkusativarguments 
im Valenzrahmen eines Verbs kann man nicht ein Dativargument erwar-
ten. Nicht berücksichtigt wurden die Verben mit Genitivargumenten, die 
mit weniger als 1% des Gesamtbestandes für die Statistik in (22) nicht 
repräsentativ sind. 
Die Kasushierarchie (20) ist wortstellungsrelevant im Deutschen und in 
anderen Sprachen, und zwar aufgrund der Tatsache, daß sie die relativen 
Rektionsdependenzen zwischen zwei Koargumenten genau widerspiegelt. 
Angewandt auf Rektionsdependenz ergibt das allgemeine dependenzba-
sierte Wortstellungsprinzip (9) eine Präferenz, die Kasushierarchie (20) 
auf die oberflächensyntaktische Abfolge der Argumente ikonisch abzu-
bilden. Diesen Spezialfall von (9) formuliert (9"): 
(9") Wenn ein Verbargument Y von einem Koargument X rektions-
abhängig ist, dann sind X und Y in der syntaktischen Struktur 
im unmarkierten Fall so plaziert, daß X Y vorangeht (oder X Y 
asymmetrisch c-kommandiert). 
Aufgrund des determinierenden Faktors wird eine durch (9") als unmar-
kiert ausgewiesene Abfolge als „formfunktional unmarkiert" bezeichnet. 
Eine Motivation für das Prinzip (9") könnte darin liegen, daß einige 
Kasusformen im Deutschen und in anderen Sprachen zusammengefallen 
sind. In solchen Fällen kann die Wortstellung zur Disambiguierung und 
somit rascheren Verarbeitung der Kasusfunktion dienen. Eine zusätzliche 
verwandte Motivation für das Prinzip (9"), die auch für Sprachen mit ge-
ringem Kasussynkretismus gilt, könnte sein, daß (9") eine beschleunigte 
Sprachverarbeitung des morphologischen Kasusrahmens eines Prädikats 
garantiert. Zu dieser Annahme passen die folgenden vier Beobachtun-
gen. Der in (20) angegebenen Reihenfolge der Kasus entspricht (a) die 
in (22) erfaßte Rektionsdependenz zwischen den Kasus des Deutschen, 
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(b) die Reihenfolge des Kasuserwerbs, (c) eine abnehmende statistische 
Häufigkeit der Kasus und (d) eine steigende Allomorphiekomplexität der 
Kasusformen. Es ist also in mehreren Hinsichten optimal, dem Hörer die 
Kasusargumente in der in (20) etablierten Reihenfolge zu präsentieren. 
Im Hinblick auf die Kodierung rollensemantischer Information muß fol-
gende Beobachtung besonders hervorgehoben werden (vgl. dazu ein-
gehender Primus (1995a, Kap. 4 und 6): semantische Abhängigkeiten 
werden bevorzugt strukturell-topologisch kodiert, die unterschiedliche 
Zahl und der Inhalt von Basisprädikaten werden bevorzugt durch Ka-
sus kodiert. Die Unabhängigkeit dieser rollensemantischen Parameter 
erklärt auch, warum Rezipient und Patiens bei kanonischen ditransi-
tiven Verben im Deutschen und in vielen anderen Sprachen morpho-
logisch kontra-ikonisch zur semantischen Hierarchie (8) kodiert wer-
den. Morphologisch ergative Konstruktionen sowie Konstruktionen mit 
nicht-nominativischem Zustandsträger gehören ebenfalls zu den kontra-
ikonisch kodierenden Konstruktionstypen.1 5 
Die Wirkung der Präferenz (9") zeigt sich ohne Interferenz von Sei-
ten rollensemantischer Dependenzen16 bei der Abfolge der sogenann-
ten 'schwachen' Pronomina im Deutschen. Zu dieser Klasse gehören 
die Personal- und Reflexivpronomina. Relevante Daten wurden in (17)-
(19) präsentiert. Eine von der Kasushierarchie abweichende Abfolge ist 
möglich, wenn das zweite Pronomen an das erste Pronomen klitisiert 
wird, wie in (23):17 
(23a) da habe ich dir'n falsch geschildert 
(23b) Er ließ sich's versichern. 
Die starke Klitisierungstendenz des Pronomens es erklärt möglicher-
weise, warum es bei zwei Akkusativpronomina immer vorangehen muß 
1 5 Dowty hat weder der Unabhängigkeit der beiden rollensemantischen Para-
meter noch der Unabhängigkeit der beiden Kodierungssysteme Beachtung 
geschenkt. Letzteres sieht man daran, daß er mit diesbezüglich undifferen-
zierten Begriffen wie Subjekt und Objekt arbeitet. Sein Argumentselek-
tionsprinzip basiert auf der unterschiedlichen Zahl der Basisprädikate, die 
einer Argumentstelle zugewiesen wird. Deshalb trifft sein Prinzip nur für 
die Kasuskodierung korrekte Prognosen. 
1 6 Dieses Faktum ist selbst erklärungsbedürftig. Eine Beobachtung, die zu 
seiner Erklärung beitragen könnte, ist, daß die 'schwachen' Pronomina im 
Deutschen außerhalb der Satzdomäne der anderen Argumenttypen plaziert 
sind (vgl. Lenerz (1994)). 
1 7 Vgl. Lenerz (1994) zur Unterscheidung zwischen 'schwachen' Pronomina 
und Klitika. 
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oder nur in klitisierter Form nachgestellt werden darf (vgl. Hofmann 
(1994, S. 53)): wir lassen es ihn spüren/wir lassen ihn's spüren/™wir 
lassen ihn es spüren. 
Zusammenfassend kann man festhalten, daß die Stellungsbesonderhei-
ten der 'schwachen' Pronomina daher rühren, daß sich bei ihnen der rol-
lensemantische Serialisierungsparameter nicht bemerkbar macht. Daraus 
resultieren folgende Unterschiede zum topologischen Verhalten von Verb-
argumenten, die nominal oder als 'starke' Pronomina realisiert werden: 
(a) keine Aufspaltung der Nominativargumente in solche mit freierer und 
solche mit festerer Stellung, (b) eine Präferenz für die Abfolge Akkusativ-
vor-Dativ und (c) eine relativ feste Abfolge, weil es für die Umkeh-
rung der kasusdeterminierten Abfolge keine rollensemantische Motiva-
tion gibt. Die formfunktional unmarkierte Abfolge kann jedoch ähnlich 
wie bei nominalen Argumenten für pragmatische Zwecke umgekehrt wer-
den unter der Voraussetzung, daß das entsprechende Pronomen einen 
Satzakzent tragen kann. 
4. Konkurrenz und Koalit ion der Serialisierungsparameter 
im Deutschen: festere und freiere Abfolgen 
Ich möchte nun im folgenden 4. Abschnitt zeigen, daß dieselbe Hierarchie 
von Formfunktionen, die für die relative Abfolge von Personalpronomina 
angenommen werden muß, auch für nominale Argumente im Deutschen 
wortstellungsrelevant ist. Außerdem möchte ich zeigen, daß der Wechsel 
zwischen freier und fester Serialisierung durch die Interaktion zwischen 
Rektionsdependenz und semantischer Dependenz einfach erklärt werden 
kann. 
Ich fange mit den festeren Abfolgen an. Eine festere Abfolge ergibt sich 
von selbst bei Koargumenten, die rollensemantisch und kasusfunktional 
kongruente Abhängigkeiten aufweisen. Diese Koalition von Faktoren fin-
den wir beim stellungsfesteren Nominativargument in (1), weil das Verb 
legen in der vorgegebenen Valenzvariante ein agentivisches Nominativar-
gument und ein akkusativisches Patiensargument selegiert. Dasselbe gilt 
für die Nominativargumente in (5a)-(5e). 
Entgegen der Annahme von Lenerz (1977b), Uszkoreit (1986) und Ja-
cobs (1988) ist ein Nominativargument, dem kein willkürlich handeln-
des Agens entspricht, stellungsfest, wenn es in der rollensemantischen 
Struktur des Prädikats vor seinen Koargumenten erscheint. Wie aus den 
Ausführungen im Abschnitt 2.2 weiter oben ersichtlich wurde, trägt ein 
solches Nominativargument nicht notwendigerweise die traditionelle, auf 
willkürlich Handelnde eingeschränkte Rolle des Agens. Nominativargu-
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mente, denen kein Agens im engeren Sinn entspricht, die aber im vorlie-
genden Modell die Bedingungen für eine festere Abfolge erfüllen, zeigen 
die Beispiele in (5g)-(5h) weiter oben sowie (24)-(25): 
(24a) daß Joseph K. das Geld von einem Schweizer Konto erhalten 
habe 
(24b) daß das Geld Joseph K. von einem Schweizer Konto erhalten 
habe 
(25a) bei dem die Beteiligten der Profitsucht verfielen (SZ) 
(25b) ??bei dem der Profitsucht die Beteiligten verfielen 
Das Nominativargument in (24a) fungiert als Besitzer, d.h. als erstes 
Argument einer POSSESS-Prädikation und steht vor dem akkusativi-
schen Besitzobjekt. Daß die won-Phrase nicht als Agens fungiert, wurde 
von vielen Linguisten festgestellt (vgl. ausführlicher Kunze (1991)). Das 
Nominativargument in (25a) fungiert als Träger einer psychischen Ein-
stellung und steht vor einem akkusativischen Einstellungsobjekt. Die 
Abfolge in den Sätzen (24b) und (25b) hat keine grammatische Motiva-
tion, wodurch der Eindruck der festeren Wortstellung entsteht. Natürlich 
sind (24b) und (25b) akzeptabel, wenn sie einer pragmatischen Präferenz 
genügen, was weiter oben am Beispiel (2) gezeigt wurde. Das ist der 
Grund, warum ich von relativ fester Abfolge spreche. Die pragmatische 
Reparaturmöglichkeit werde ich im folgenden nicht mehr erwähnen, weil 
sie immer gegeben ist und nicht direkt für die hier diskutierten Fallun-
terscheidungen verantwortlich ist. 
Weitere relativ feste Abfolgen betreffen rollensemantische Dependenzen, 
die durch traditionelle semantische Rollen nicht erfaßt werden. Die rela-
tive Abfolge der Argumente solcher Verben hat Lötscher (1981) einge-
hender besprochen. Die rollensemantische Struktur solcher Verben wurde 
in (13) dargestellt. Bei den Verben in (13a)-(13d) entspricht der rol-
lensemantischen Dependenz auch eine koalierende Rektionsdependenz, 
so daß die illustrierten Abfolgen relativ fest sind, was der Leser selbst 
überprüfen kann. Eine grammatische Motivation für eine andere als die 
in (13a)-(13d) illustrierte Abfolge gibt es nicht. Lötscher listet für sol-
che Verben verschiedene disparate Abfolgeregeln auf. Dieser Vorschlag 
ist ein guter Beginn, aber keine befriedigende Lösung des Problems, weil 
er die im vorliegenden Beitrag nachgewiesene gemeinsame semantische 
Eigenschaft solcher und ähnlich gelagerter Fälle nicht erfaßt. 
Eine andere Konstellation mit gleichem Wortstellungseffekt liegt bei zwei 
gleichwertigen Formfunktionen vor, wie in (26)-(27): 
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(26a) Der Lateinlehrer fragt den Schüler die Vokabeln ab. 
(26b) Der Lateinlehrer fragt die Vokabeln den Schüler ab. 
(27a) Der Lateinlehrer läßt den Schüler die Vokabeln aufsagen. 
(27b) ? ? Der Lateinlehrer läßt die Vokabeln den Schüler aufsagen. 
(26) und (27) inkludieren die rollensemantische Information, daß der 
Lateinlehrer ein Ereignis bewirkt, in welchem der Schüler die Vokabeln 
hört bzw. mitteilt . Relativ zu den Vokabeln fungiert also der Schüler 
als Wahrnehmer bzw. Dicendi-Agens. Aufgrund der rollensemantischen 
Dependenzen ist die in (26a) und (27a) angegebene relative Abfolge der 
beiden Akkusativargumente zu erwarten. Da die Umkehrung dieser Ab-
folge wie in (26b) und (27b) weder rollensemantisch noch kasusfunktional 
motiviert ist, ist sie ohne pragmatische Reparatur nicht akzeptabel. 
Bei einer Koalition der grammatischen Serialisierungsparameter kann 
man folgendes Ergebnis festhalten. Diejenigen Nominativargumente sind 
relativ stellungsfest, bei denen ein Abweichen von der kasusdeterminier-
ten Abfolge keine rollensemantische Motivation hätte . Ähnliches gilt für 
die kasusfunktional determinierte Abfolge 'schwacher' Pronomina, weil 
der rollensemantische Parameter ausfallt. Die rollensemantisch determi-
nierte Abfolge zweier Akkusativargumente ist ebenfalls relativ fest, weil 
ein Abweichen von ihr keine kasusfunktionale Motivation hätte. Der Ko-
alitionsfall der grammatischen Serialisierungsparameter und die daraus 
resultierende Wortstellungsrigidität entsteht im Deutschen bei drei Ty-
pen von Konstruktionen: beim ikonisch kodierenden Konstruktionstyp 
und trivialerweise durch Ausfall eines Parameters beim kasusfunktional 
neutralisierten Konstruktionstyp und bei der rollensemantisch neutrali-
sierten Abfolge 'schwacher' Pronomina. 
Es gibt im Deutschen aber auch Konstruktionen, in denen die rollense-
mantischen und kasusfunktionalen Abhängigkeiten zweier Koargumente 
inkongruent sind. Das führt zu einer Konkurrenz zwischen rollenseman-
tischer und formfunktionaler Dependenz. Diese Situation findet man in 
den Belegen in (14)-(16). In (14a) haben wir beim Verb interessieren den 
Zustandsträger vor dem Zustandsobjekt aber Akkusativ vor Nominativ. 
Folglich gibt es eine formfunktionale Motivation für die Umkehrung die-
ser Abfolge zu Nominativ vor Akkusativ, wie in (14b). Zu diesem Verbtyp 
gehört auch gefallen in (5f). 
Eine grammatisch freie Wortstellung liegt auch in (13e)-(13g) weiter 
oben vor. In (13e) erscheint das logische Antezedens als regierte Präpo-
sitionalphrase, und das Konsequens steht im Nominativ. Die seman-
tisch motivierte Abfolge Antezedens-Konsequens kann aus formfunktio-
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nalen Gründen umgekehrt werden. In (13f) und (13g) kann von der illu-
strierten rollensemantisch unmarkierten Abfolge ebenfalls aus formfunk-
tionalen Gründen abgewichen werden. Kasusfunktional determinierte 
„Minimalpaare" mit identischer Rollenstruktur bilden (13a) und (13f) 
einerseits und (13b) und (13g) andererseits. Die freiere Abfolge in den 
kontra-ikonischen Konstruktionen (13f) und (13g) kontrastiert mit der 
festeren Abfolge in (13a) bzw. (13b), wo eine ikonische formfunktionale 
Kodierung vorliegt. 
Ähnlich gelagert sind auch die Fälle (15) und (16), die zu den rollen-
semantisch kanonischen ditransitiven Konstruktionen zählen. In diesen 
Konstruktionen geht das Dativargument dem Akkusativargument in der 
rollensemantischen Struktur des Satzes voran, was in (5a)-(5d) gezeigt 
wurde. Wenn im Passiv das Akkusativargument im Nominativ erscheint, 
wie in (15), so ändern sich die relativen kasusfunktionalen Abhängigkei-
ten zwischen den beiden Argumenten nicht. Die Inkongruenz zwischen 
rollensemantischer und formfunktionaler Dependenz erklärt die freie Ab-
folge solcher Argumente.1 8 
Im folgenden möchte ich auf problematischere Fälle eingehen. Es ist frag-
lich, ob es semantisch in jeder Hinsicht gleichwertige Argumente gibt, 
weil referentiell-semantisch in der Regel das erste Argument als Bezugs-
konstituente für alle nachfolgenden Argumente gewählt wird, aber es 
gibt einige Verben bzw. verbale Konstruktionen, die rollensemantisch 
symmetrisch beteiligte Argumente selegieren (vgl. auch Dowty (1991)). 
Ein Beispiel bietet (28): 
(28a) daß die Entstehungsgeschichte der Erde sehr eng mit der Entste-
hungsgeschichte der Sonne verknüpft ist (HH, S. 11) 
(28b) 7 7 d a ß mit der Entstehungsgeschichte der Sonne sehr eng die Ent-
stehungsgeschichte der Erde verknüpft ist 
Es gibt für die Umkehrung der kasusfunktional determinierten Abfolge 
in (28a) keine rollensemantische Motivation und somit liegt wie erwartet 
eine relativ feste Abfolge vor. 
Schwieriger zu beurteilen ist die rollensemantische Symmetrie der Ob-
jektpaare in (29): 
(29a) weil er den Kollegen seiner Familie vorstellte 
(29b) weil er seine Wünsche der neuen Situation anpaßte 
1 8 Die formfunktionalen Dependenzen zwischen Rezipient und Patiens ändern 
sich beim ieJfcommen-Passiv (weil der Junge das Fahrrad geschenkt be-
kommt). Im vorliegenden Ansatz wird korrekt vorhergesagt, dafi in dieser 
Konstruktion eine festere Abfolge Rezipient vor Patiens vorliegt. 
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(29c) weil er die jüngeren Mitarbeiter den älteren Kollegen gleichstellte 
(29d) weil er roten Wein dunklem Bier vorzieht 
Unter der Annahme, daß die Objektpaare in (29) partiell symmetrisch 
beteiligte Mitspieler bezeichnen, erklärt sich im vorliegenden Modell die 
zugegebenermaßen sehr schwach ausgeprägte Präferenz für die Abfolge 
Akkusativ-vor-Dativ von selbst: es gibt für die Dativ-Akkusativ-Abfolge 
keine hinreichende rollensemantische Motivation. Diese Motivation ist 
nur bei den semantisch kanonischen ditransitiven Verben, die in (5a)-
(5d) illustriert wurden, gegeben. Die Rezipienten in (5a)-(5d) zeichnen 
sich durch eine eindeutige rollensemantische Asymmetrie gegenüber den 
Patiensargumenten aus. 
Dativargumente, deren Rolle ebenfalls nicht zu den kanonischen Proto-
Rezipienten gezählt werden kann, zeigen die Beispiele (30a,b): 
(30a) weil er das Buch (x) dem Regal (y) entnahm 
(30b) weil er die Blumen (x) der Kälte (y) auslieferte 
(30c) LOC(x, REG(y)) 
(30c) stellt die lokale rollensemantische Struktur dar, an denen die zwei 
Objekte in (30a, b) beteiligt sind, wie sie von Bierwisch (1988) und Lang 
(1991) mit besonderem Augenmerk auf lokale Präpositionen vorgeschla-
gen wurde. REG erfaßt näher spezifierbare Regionen der Lokalisierung 
wie z.B. Fläche, Innenraum usw. Für diese Lesart von (30a, b) sprechen 
Paraphrasen wie 'er nahm das Buch aus dem Regal' und 'er bewirkte, 
daß die Blumen in der Kälte waren'. Die in (30) illustrierten Verben 
haben aber auch andere Lesarten, in denen die rollensemantischen De-
pendenzen zwischen den fraglichen Argumenten anders ausfallen, wie 
(31) zeigt: 
(31a) weil er diesen Worten (y) eine Drohung (x) entnahm 
WHOLE-PART(y, x) 
(31b) weil er den Kunden (y) die Ware (x) auslieferte 
POSSESS(y, x) 
(30) und (31) verdeutlichen, daß es eine Reihe von Verben gibt, die 
bezüglich der rollensemantischen Dependenzen zweier Koargumente 
mehrere Optionen zulassen. 
Es ist außerdem damit zu rechnen, daß die rollensemantischen Dependen-
zen unterspezifizierter Argumente lexemspezifisch ausfallen können oder 
durch morphologische derivationelle Prozesse verändert werden können. 
Zu dieser lexemspezifischen Restklasse von Verben mit leicht bevorzugter 
Akkusativ-Dativ-Abfolge, die beim jetzigen Stand der Forschung rollen-
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semantisch nicht befriedigend erklärt werden kann, gehören die Verben 
überlassen und übergeben. 
5. K o n k u r r e n z u n d K o a l i t i o n der S e r i a l i s i e r u n g s p a r a m e t e r 
in d e n d i t r a n s i t i v e n K o n s t r u k t i o n e n europä i scher 
S p r a c h e n 
Wie anhand deutscher Daten gezeigt werden konnte, sind formfunktio-
nale Dependenzen und rollensemantische Dependenzen in einigen Kon-
struktionen ikonisch und in anderen Konstruktionen kontra-ikonisch auf-
einander abgebildet. Für den ikonisch abbildenden Konstruktionstyp 
trifft der hier vorgestellte Ansatz die Prognose, daß die Abfolge der Argu-
mente solcher Verben innerhalb eines Sprachsystems relativ fest und im 
Sprachvergleich konstant ist. Dieser Sachverhalt erklärt sich von selbst 
dadurch, daß es keinen alternativen grammatischen Wortstellungsfaktor 
gibt, der eine andere Abfolge motiviert. Für den kontra-ikonisch abbil-
denden Konstruktionstyp trifft der hier vorgestellte Ansatz die Prognose, 
daß die Abfolge der Argumente solcher Verben innerhalb eines Sprach-
systems relativ frei und im Sprachvergleich variabel ist. Dieser Sachver-
halt erklärt sich von selbst dadurch, daß jede Abfolge zweier kontra-
ikonisch kodierter Argumente einer grammatischen Serialisierungspräfe-
renz genügt. 
In diesem Abschnitt sollen die Beobachtungen zum Deutschen durch 
sprachtypologische Daten ergänzt werden. Die Einbettung einer detail-
lierteren einzelsprachlichen Analyse in eine sprachtypologische Perspek-
tive ist sowohl für germanistische als auch für sprachtypologische Fra-
gestellungen von Nutzen. Für den germanistisch Interessierten wird die-
ser Abschnitt zeigen, daß deis allgemeine dependenzbasierte Prinzip (9) 
keine sprachspezifische Serialisierungsregel des Deutschen, sondern ein 
universelles Präferenzgesetz ist. Für den sprachtypologisch wie für den 
germanistisch Interessierten sind die im folgenden dargestellten Mecha-
nismen der Sprachvariation von besonderem Interesse. 
Unter der Annahme des universellen Prinzips (9) ist Sprachvariation 
hinsichtlich der hier diskutierten wortstellungsrelevanten Dependenzpa-
rameter zu erwarten. Es gibt Sprachen, in denen beide grammatische 
Parameter 'neutralisiert' sind und stattdessen diskursbasierte Depen-
denzen eine besonders starke Wirkung zeigen. Solche Sprachen zeich-
nen sich durch eine rollensemantisch und kasusfunktional absolut freie 
Abfolge aller Verbargumenten aus. Kiss (1995) nennt solche Sprachen 
diskurskonfigurationell. Zu diesen Sprachen zählen Baskisch, Finnisch, 
Georgisch, Lazisch, Rumänisch, Ungarisch und Türkisch. Die 'Neutrali-
sation' des rollensemantischen Parameters bei gleichzeitiger Relevanz des 
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formfunktionalen Parameters zeigt sich in der Abfolge der 'schwachen' 
Pronomina im Deutschen. Auch beim kasusfunktionalen Parameter ist 
mit erheblicher Sprachvariation zu rechnen, denn zur 'Neutralisation' 
dieses Parameters kommen Variationsfaktoren hinzu, die die Zahl der 
wortstellungsrelevanten Kasusdistinktionen oder das Verhältnis zwischen 
semantischer Rolle und Kasusfunktion betreffen. Ich werde mich im fol-
genden auf den kasusfunktionalen Parameter in seiner Interaktion mit 
dem rollensemantischen Parameter konzentrieren und habe dafür rollen-
semantisch kanonische ditransitive Konstruktionen (d.h. Rollenstruktu-
ren wie in (5a)-(5d)) gewählt .1 9 
Ich habe im Rahmen des EUROTYP-Programms zur Typologie der eu-
ropäischen Sprachen die relative Abfolge von Proto-Rezipient und Proto-
Patiens in 50 Sprachen untersucht (vgl. Pr imus (1995b)). Dieser Ab-
schnitt faßt die Ergebnisse dieser Untersuchung zusammen. 
Ich beginne mit den Sprachen, die rollensemantisch kanonische ditran-
sitive Verben wie im Deutschen mittels Kasus formal voneinander un-
terscheiden, wobei das Proto-Pat iens und der Proto-Rezipient kontra-
ikonisch kodiert werden. Im folgenden wird dies als Kodierungstyp 2 
abgekürzt. Vgl. (32): 
(32a) On dal bratu knigi (Weißrussisch)20 
er gab Bruder-DAT Bücher-ACC 
'Er gab (seinem/einem) Bruder (die) Bücher. ' 
(32b) Dao je bratu knjigu (Serbo-Kroatisch) 
gab AUX Bruder-DAT Bücher-ACC 
'Er gab (seinem/einem) Bruder (die) Bücher. ' 
(33) faßt die relative Abfolge von Proto-Rezipient (R) und Proto-Pat iens 
(P) für alle Sprachen aus meiner Stichprobe, die den Kodierungstyp 2 
aufweisen, zusammen: 
(33) 1. <R, P> leicht bevorzugt (15 Sprachen): Artschinisch, Deutsch, 
Inguschisch, Kaschubisch, Lettisch, Litauisch, Ober-Sorbisch, Pol-
nisch, Russisch, Serbo-Kroatisch, Slowakisch, Slovenisch, Tsche-
chisch, Ukrainisch, Weißrussisch. 
19 Die Auffassung, daß geben, nehmen, erzählen und zeigen rollensemantisch 
kanonische ditransitive Verben sind, vertritt in seiner sprachtypologischen 
Untersuchung auch Blansitt (1973). 
2 0 Interlinearübersetzungen erscheinen nur bei weniger bekannten Sprachen 
oder wenn die Formfunktion zur Diskussion steht. Die Beispiele wurden 
durch Informantenbefragungen eruiert. 
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2. <P, R> leicht bevorzugt (1 Sprache): Albanisch, vgl. Primus 
(1995b) 
3. Keine Präferenz (12 Sprachen): Awarisch, Altgriechisch, Beschit-
inisch, Darginisch, Estnisch, Finnisch, Latein, Lezgisch, Rumä-
nisch, Tzesisch, Udmurtisch, Ungarisch. 
<R, P> leicht bevorzugt wegen diskurskonfigurationeller Faktoren 
(4 Sprachen): Baskisch, Georgisch, Lazisch, Türkisch. 
4. Feste Abfolge von R und P: keine Sprache 
Für den Kodierungstyp 2 gibt es keine andere feste oder unmarkierte 
Abfolge in meiner Sprachenstichprobe. Mit Ausnahme des Albanischen, 
auf das ich in einer anderen Arbeit (1995b) näher eingehe, wird in 15 
Sprachen (darunter auch das Deutsche) die Abfolge <R, P> leicht be-
vorzugt. Diese leichte Präferenz für die <R, P>-Abfolge charakterisiert 
kasusmarkierende Sprachen: sie findet sich nämlich bei keinem anderen 
Kodierungstyp in meiner Stichprobe. 
Keine klare Präferenz zeigen 12 weitere Sprachen unter Punkt 3, wobei 
sich darunter einige diskurskonfigurationelle Sprachen mit grammatisch 
absolut freier Argumentabfolge befinden wie z.B. Finnisch, Rumänisch 
und Ungarisch. In 4 weiteren diskurskonfigurationellen Sprachen ent-
steht eine Präferenz für <R, P> nachweislich durch die Tatsache, daß ein 
Proto-Patiens als unmarkierter, verbnah plazierter Assertionsfokus fun-
giert. Die relative Abfolge von R und P ist in diesen Sprachen ebenfalls 
grammatisch frei. Sprachen mit grammatisch freier Wortstellung wie das 
Türkische und Georgische unterscheiden sich von Sprachen mit scheinbar 
freier Stellung von R und P wie das Deutsche u.a. darin, daß sie für alle 
Verben und alle Argumenttypen eine grammatisch freie Abfolge aufwei-
sen. Es ist damit zu rechnen, daß sich bei genaueren einzelsprachlichen 
Analysen Verschiebungen innerhalb der Gruppen 1 und 3 ergeben. 
Solche Korrekturen beeinträchtigen die auffälligsten Ergebnisse nicht, 
und diese erscheinen unter 2 und 4 in (33): bei diesem Kodierungstyp 
ist eine Präferenz für die <P, R>-Abfolge selten und eine feste Abfolge 
nicht attestiert. 
Für diese sprachvergleichenden Befunde bietet sich dieselbe Erklärung 
an, wie für die deutschen Daten: Der Kodierungstyp 2 führt zu einer 
kontra-ikonischen ditransitiven Konstruktion, was das Verhältnis zwi-
schen rollensemantischer Dependenz und Rektionsdependenz betrifft. 
Es überrascht somit nicht, daß sich bei diesem Kodierungstyp keine 
festen Abfolgen durch einzelsprachliche Grammatikalisierungsprozesse 
entwickeln konnten. Daß bei einer Konkurrenz zwischen kasusfunktiona-
ler Dependenz und rollensemantischer Dependenz der rollensemantische 
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Faktor in der Performanz vorrangig behandelt wird, ist nicht überra-
schend, weil rollensemantische Dependenzen bei der (De)kodierung ei-
ner Äußerung wichtiger sind. Deshalb gibt es, wenn überhaupt, nur eine 
leichte Präferenz für <R, P>-Abfolgen in dieser Gruppe von Sprachen. 
Betrachten wir nun die Abfolge von Proto-Rezipient und Proto-Patiens 
in Sprachen, die diese Rollen kasusfunktional nicht voneinander differen-
zieren. In meiner Abkürzung ist das Kodierungstyp 1. Vgl. (34): 
(34a) Zij gaf Johan een boek. (Niederländisch) 
sie gab Johann-OBJ ein Buch-OBJ 
(34b) *Zij gaf een boek Johan. 
'Sie gab Johann ein Buch' 
Den sprachvergleichenden Uberblick für den Kodierungstyp 1 bietet (35): 
(35) Feste Abfolge <R, P> (7 Sprachen): Dänisch, Englisch, Friesisch, 
Niederländisch, Norwegisch, Schwedisch 
Anderer Kodierungstyp: Isländisch (2), nur bei einigen Verben 
Andere feste oder bevorzugte Abfolge von R und P: keine Sprache 
Eine feste Stellung von Rezipient und Patiens gibt es mit Ausnahme 
einiger isländischer Verben nur bei diesem Kodierungstyp, und für alle 
Konstruktionen dieses Kodierungstyps ist die feste Abfolge <R, P>. Für 
den Konstruktionstyp 1 gibt es keine andere feste oder präferierte Ab-
folge in meiner Sprachenstichprobe. Meine Erklärung für diese Befunde 
ist dieselbe wie beim doppelten Akkusativ im Deutschen (vgl. (26)). Eine 
Umkehrung der Abfolge <R, P> kann grammatisch nur durch die Kasus-
hierarchie motiviert werden. Fehlt diese Motivation, weil es keine Ka-
susunterschiede (bzw. keine wortstellungsrelevanten Kasusunterschiede) 
gibt, so fehlt auch die Umkehrungsoption. 
Die Relevanz der Kasushierarchie für die Erklärung der Sprachvariation 
in diesem Bereich zeigt sich auch bei der eingehenderen Analyse einiger 
mit dem Deutschen verwandter Sprachen. Das Niederländische besitzt 
nur zwei wortstellungsrelevante Kasuskategorien, den Nominativ und ei-
nen weiteren Kasus, den ich Objektiv nenne. Diese Unterscheidung ist 
nur noch in der Flexion der Pronomina und einiger Substantive overt. 
Fangen wir mit der relativen Abfolge von Nominativ- und Objektivar-
gumenten an. Vgl. (36): 
(36a) Hei meisje sloeg de jongen. 
das Mädchen-NOM schlug den Jungen-OBJ 
(36b) ?De jongen sloeg hei meisje. 
(36c) * Sloeg de jongen hei meisje? 
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Bei dieser ikonischen Kodierung hat die Umkehrung der Abfolge in (36a) 
keine grammatische Motivation und ist somit wie im Deutschen beson-
ders markiert (vgl. (36b)). In Ja/Nein-Fragen mit Verberststellung wie 
in (36c) ist sie im Niederländischen sogar blockiert. 
Ein Vergleich zwischen (34) und (36) hilft, die Wortstellungsrelevanz der 
Kasusfunktionen im Rahmen des Wettbewerbsmodells besser zu beurtei-
len. In (36) entsteht die feste Abfolge wegen der ikonischen Kasuskodie-
rung, in (34) wegen der Absenz jeglicher Kasusdistinktion. In beiden 
Fällen gibt es keine kasusfunktionale Motivation für die Umkehrung der 
rollensemantisch determinierten Abfolge. 
Betrachten wir nun kontra-ikonisch kasusmarkierende Konstruktionen, 
die Passivkonstruktion in (37) und die Zustandskonstruktion in (38): 
(37a) Mijn oom «'s de urn geschonken. 
meinem Onkel-OBJ ist die Urne-NOM geschenkt (worden) 
(37b) De urn is mijn oom geschonken. 
(37c) Is mijn oom de urn geschonken? 
(37d) Is de urn mijn oom geschonken? 
(38a) Jouw vader bevali mijn boek. 
deinem Vater-OBJ gefällt mein Buch-NOM 
(38b) Mijn boek bevalt jouw vader. 
(38c) Bevalt jouw vader mijn boek? 
(38d) Bevalt mijn boek jouw vader? 
In solchen Fällen gibt es eine kasusfunktionale Motivation für die Um-
kehrung der rollensemantisch determinierten Abfolge (37a, c) und (38a, 
c). Die kasusdeterminierten Abfolgen sind (37b, d) und (38b, d). Alle 
Abfolgen sind grammatisch motiviert und folglich in etwa gleich akzep-
tabel. 
Im Gegensatz zum Niederländischen und Deutschen haben das Englische 
und die festlandskandinavischen Sprachen, also Dänisch, Schwedisch und 
Norwegisch, keine syntaktisch relevanten Kasuskategorien mehr. Dabei 
ist die Annahme Chomskys (1981) plausibel, daß in diesen Sprachen 
die Kasuskategorien Nominativ vs. Objektiv von bestimmten strukturel-
len Positionen ableitbar und somit in diesem Sinn syntaktisch irrelevant 
sind. Bei Chomsky ist diese strukturelle Kasuszuweisung postuliert, im 
vorliegenden Ansatz ist sie auf der Basis der Kasushierarchie (20) durch 
das universelle Prinzip (9) insoweit erklärt, als (9) und (20) durch viele 
andere Phänomene unabhängig motiviert sind. 
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Für solche Sprachen trifft der vorliegende Ansatz drei korrekte Progno-
sen. Die erste Prognose betrifft die feste Stellung von nominativischem 
Agens und objektivischem Patiens. Vgl. (39): 
(39a) The girl ate the cake. 
(39b) 71 The cake the girl ate. 
(39c) *Did the cake eat the girl? 
Die zweite Prognose sagt zutreffenderweise eine feste Stellung von ob-
jektivischem Rezipienten und objektivischem Patiens voraus. Vgl. (40): 
(40a) She gave John a book. 
(40b) *She gave a book John. 
Die dritte Prognose betrifft Passivkonstruktionen und Konstruktionen 
mit objektivischem Zustandsträger. Aufgrund der sprachspezifischen, 
strukturell determinierten Kasuszuweisung muß das Nominativargument 
unabhängig von seiner rollensemantischen Funktion in einer bestimmten 
satzinitialen strukturellen Position („Subjektposition") stehen. Vgl. (41) 
und (42): 
(41a) He was given her. 
(41b) *Her was given he. 
(42a) This matter annoys me. 
(42b) * Me annoys this matter. 
Es gibt einen weiteren Konstruktionstyp, im welchem die Wirkung der 
Formfunktion auf die Abfolge von R und P im Sprachvergleich deutlich 
wird. Beim Kodierungstyp 3 wird R durch eine Adposition und P nomi-
nal, mit oder ohne overtem Kasus, kodiert. Bei diesem Kodierungstyp 
haben wir wieder eine kontra-ikonische Konstruktion. Beispiele für die-
sen Kodierungstyp und für die leicht bevorzugte Abfolge in der jeweiligen 
Sprache erscheinen in (43). 
(43a) Hvn skilaSi bökinni til Mariu. (Isländisch) 
'She returned the book to Mary' 
(43b) Ho scritto una leitera a Carlo. (Italienisch) 
'I wrote a letter to Carlo' 
(43c) Jien nibghat l-ittra Iii Alan. (Maltesisch) 
I send the-letter to Alan 
'I send the letter to Alan' 
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(43d) Dadox knigata na profesora. (Bulgarisch) 
gave the-book to the-teacher 
'gave the book to the teacher ' 
(43e) Thug me ull don ghasúr sin inné. (Irisch) 
gave I apple to-the boy tha t yesterday 
'I gave an apple to tha t boy yesterday' 
Für die Beispiele in (43) wurden englischsprachige Ubersetzungen an-
geboten, weil das Englische für jedes illustrierte Verb eine genau ent-
sprechende Konstruktion mit präposit ionalem Proto-Rezipienten zur 
Verfügung stellt. 
Den sprachvergleichenden Befund für den Kodierungstyp 3 faßt (44) zu-
sammen: 
(44) 1. <P, R> leicht bevorzugt (18 Sprachen): Bulgarisch, Dänisch, 
Deutsch, Englisch, Französisch, Friesisch, Isländisch, Irisch, Itali-
enisch, Katalanisch, Makedonisch, Maltesisch, Neugriechisch, Nie-
derländisch, Norwegisch, Spanisch, Schwedisch, Walisisch. 
2. Keine Präferenz (1 Sprache): Bretonisch 
3. <R, P> (feste oder unmarkierte Abfolge): keine Sprache 
4. Feste Stellung von P und R: keine Sprache 
Für Konstruktionen des Typs 3 gibt es keine andere feste oder unmar-
kierte Abfolge in meiner Sprachenstichprobe. Sprachen, die sowohl in 
(44) als auch in (33) oder (35) erscheinen, haben zwei Konstruktionen 
für R und P: John gave Mary the book/a book to Mary; Hans schickte 
dieser Fima einen Brief/einen Brief an diese Firma. 
Der Kodierungstyp 3 führ t wie der Kodierungstyp 2 zu einer kontra-
ikonischen ditransitiven Konstruktion, was das Verhältnis zwischen rol-
lensemantischer Dependenz und Rektionsdependenz betrifft . Es über-
rascht somit nicht, daß sich bei diesem Kodierungstyp keine festen Ab-
folgen durch einzelsprachliche Grammatikalisierungsprozesse entwickeln 
konnten. 
Es gibt dennoch einen Unterschied zwischen den Befunden beim Ko-
dierungstyp 2 und denen beim Kodierungstyp 3. Wenn es eine leichte 
Präferenz für eine bes t immte Abfolge beim Kodierungstyp 3 gibt, so ist 
das die formfunktional motivierte <P, R>-Abfolge. Dafür ist der einzige 
Unterschied zwischen Kodierungstyp 2 und 3 verantwortlich und dieser 
besteht in der Konsti tuentenlänge, ein wortstellungsrelevanter Faktor, 
der von Behaghel (1923) über Lenerz (1977a) bis Hawkins (1990), (1994) 
immer wieder Beachtung erfahren ha t . Beim Kodierungstyp 3 entsteht 
zwischen den fraglichen Argumenten ein systematischer Gewichtsunter-
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schied, d a der Rezipient wegen der Präpos i t ion auch bei einer minimalen 
kategorialen Fü l lung länger ist als das nominale Pat iens . Das Gewichts-
prinzip der Wor ts te l lung favorisiert daher fü r alle in (44) aufgeführ ten 
Sprachen die Abfolge <P, R>. Zu dieser A n n a h m e paß t die Beobachtung, 
daß eine Umkehrung der <P, R>-Abfolge zu <R, P> möglich ist, wenn 
das Pa t iens länger als der Rezipient ist . Vgl. (45): 
(45a) She gave to John the book I bought yesterday. 
(45b) Ho scrilio a Carlo una lettera di cinque pagine. 
'I wro te to Car lo a le t ter of five pages ' 
Zum Abschluß der sprachvergleichenden Bet rachtungen sei noch e rwähnt , 
daß sich die Variat ionsmöglichkeiten der Abfolge von Pat iens und Re-
zipient in d i t rans i t iven Kons t rukt ionen k a u m ändern , wenn m a n auch 
Sprachen außerha lb Europas heranzieht , was aus der Arbei t von Blan-
si t t (1973) leicht rekonstruier t werden kann, aber hier aus P la tzg ründen 
nicht nachgewiesen werden konnte. 
6. S c h l u ß b e m e r k u n g e n 
Die von mi r präsent ier ten deutschen und sprachvergleichenden Daten 
belegen, daß die beiden diskut ier ten Pa rame te r der Dependenz, rollen-
semant ische Dependenz und Rekt ionsdependenz, bei der Dete rmina t ion 
der Abfolge der Argumen te in Abhängigkei t vom verblexemspezifischen 
Kons t ruk t ions typ gegeneinander konkurrieren oder mi te inander koalie-
ren können . 
Der Koali t ionsfal l kann bei mehreren Kons t ruk t ions typen eintre ten: 
beim ikonisch kodierenden Kons t ruk t ions typ , be im kasusfunkt ional neu-
tral isierten Kons t ruk t ions typ und beim rollensemantisch neutral is ier ten 
Kons t ruk t ions typ . Für den Koalit ionsfall t r i ff t der hier vorgestellte An-
satz die i m Laufe der Arbei t bes tä t ig te Prognose, daß die Abfolge der 
Verba rgumente innerhalb eines Sprachsystems, z.B. des Deutschen, rela-
tiv fest u n d im Sprachvergleich kons tan t ist . Bei oberflächlicher Betrach-
tung scheint sich eine aus einem Koalit ionsfall resul t ierende Abfolge nur 
nach dem P a r a m e t e r der rol lensemantischen Dependenz zu richten (in-
soweit der rol lensemantische Pa rame te r selbst nicht neutral is ier t ist, was 
bei den ' schwachen' P r o n o m i n a des Deutschen der Fall ist) . 
Der Konkurrenzfa l l t r i t t nur bei kontra-ikonisch kodierenden Kons t ruk-
t ionen ein. I m Sprachvergleich ents teht im Konkurrenzfa l l eine größere 
Variat ion, was die leicht präfer ier te Abfolge bet r i f f t . Feste Abfolgen 
sind nicht zu erwarten und konnten für den untersuchten Datenbereich 
ta tsächl ich nicht gefunden werden. Innerhalb eines Sprachsystems, z.B. 
des Deutschen, en t s teh t im Konkurrenzfal l der Eindruck der Wortstel-
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lungsfreiheit. Es handelt sich dabei um eine Scheinfreiheit, weil in solchen 
Konstruktionen jede Abfolge genau einen grammatischen Serialisierungs-
parameter befolgt und somit grammatisch determiniert ist. 
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C H R I S T E R P L A T Z A C K 
Germanic Verb Second Languages 
A t t r a c t v s . R e p e l : O n O p t i o n a l i t y , A - b a r M o v e m e n t a n d t h e 
S y m m e t r i c a l / A s y m m e t r i c a l V e r b S e c o n d H y p o t h e s i s * 
A b s t r a c t 
Im 'Minimalistischen Programm' (Chomsky 1995) werden A-Bewegungen ('A-
movements' , d.h. N-Hebung, V-Hebung usw.) und A'-Bewegungen ( 'A-bar-
movements', d.h. Extraposition, VP-Adjunktion, 'scrambling' usw.) als sehr 
ungleichwertige Operationen behandelt. Der vorliegende Aufsatz untersucht 
die distinkten Eigenschaften von A-Bewegungen und A'-Bewegungen an-
hand von drei Gruppen von Argumenten, nämlich Topikalisierung (Abschnitt 
2), Verschiebung schwacher Pronomina (Abschnitt 3) und Verb-Zweit unter 
der Symmetrie-Annahme (Abschnitt 4). Die Konklusionen daraus sind, daß 
die hier vertretene Analyse eine Möglichkeit bietet, A-Bewegungen und A'-
Bewegungen zu unterscheiden, ohne letztere aus dem Zuständigkeitsbereich 
der Grammatik zu verbannen. 
1 . I n t r o d u c t i o n 
W i t h i n t he Min imal i s t p r o g r a m ( C h o m s k y 1995) m o v e m e n t is t aken t o 
be a t t r a c t i o n of f ea tu re s by cor responding fea tu res in f u n c t i o n a l catego-
ries. T h i s theory offers p r o f o u n d p rospec t s for descr ibing t he core c o m p u -
t a t i ona l p rope r t i e s of t he l anguage facu l ty like V-ra is ing a n d N-rais ing, 
ag reemen t , a n d genera l ly t he kind of processes s u b s u m e d u n d e r A-move-
m e n t . T h e behav ior of ope ra t ions like ex t rapos i t ion , r i gh t -node raising, 
V P - a d j u n c t i o n , s c rambl ing a n d o ther types of A - b a r - m o v e m e n t s are no t 
readi ly i nco rpo ra t ed , however . C h o m s k y (1995, ch. 4, sect ion 7.3.) even 
* Der Aufsatz greift in die aktuelle Diskussion innerhalb des 'Minimalisti-
schen Programms' ein und kann daher u.a. auch als günstiger Einstieg 
in die Hintergrundsliteratur und die metaphernreiche Terminologie dieser 
Modellversion dienen. Wir haben uns daher entschlossen, den englischen 
Originaltext des Tagungsvortrags beizubehalten. (Anmerkung der Heraus-
geber) 
In preparing this paper I have benefitted from discussions with Lars-Olof 
Delsing, Cecilia Falk, Gunlög Josefsson and Inger Rosengren. I have also got 
valuable comments by the audience of a workshop organized in August 1994 
held in honour of professor Inger Rosengren, as well as by the audiencies 
of the 10th Comparative Germanic Syntax workshop in Brussels, January 
1995, and the conference Grammar in Focus, Lund University, February 
1995. The usual disclaimers apply, of course. 
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suggests tha t such rearrangements are not the subject-matter of the Mi-
nimalist program. 
It is undeniable that A-movement and A-bar-movement have different 
properties. Whereas A-movement is local in nature (it is commonly as-
sumed tha t no instance of A-movement can cross the boundary of a 
tensed clause, for instance), no such restriction holds in general for A-
bar-movement. Furthermore, as is evident from the success of the Relati-
vized Minimality condition of Rizzi (1990), these two types of movement 
result in different types of chains. However, to exclude the study of A-
bar movement from grammar proper (i.e. saying that A-bar movement is 
not explicable in terms of the computational system of the I-grammar) 
seems to me to be an unnecessarily drastic way to handle a problematic 
set of cases. 
In this paper I will defend the thesis tha t there is a theoretically based 
difference between A-movement and A-bar-movement, which is the basis 
for the different properties of these two types of movement. Whereas 
I will follow Chomsky (1995) in describing A-movement as the result 
of Attract F, where F is an abstract feature, I will claim tha t A-bar 
movement should be described as Repel F. Attraction takes place in 
order to check features, covertly if the at tracting feature is weak, overtly 
otherwise (pied piping the phrase associated with the at tracted feature 
in the latter case). Repel F, on the other hand, is not a case of feature 
checking. Assuming theoretically that any element in the clause can be 
marked [Repel F], this element is forced to move out of the domain 
hosting F (the maximal projection of the functional head containing F). 
Repel F must presumably always be applied prior to Spell-Out. 
I will provide three sets of arguments for the proposed distinction bet-
ween A-movement and A-bar movement. In section two I will demon-
strate that , applied to Topicalization, my approach has several virtues 
compared to a checking account. Section three is about a more local in-
stance of A-bar-movement, the displacement of weak pronouns: as will 
be shown, an analysis in terms of Repel F seems preferable in such cases 
as well.1 
1 There is no consensus today regarding the status of pronoun displacement; 
with respect to Scandinavian Object Shift (see section 3 below), the move-
ment involved has been claimed to be A-movement, A-bar-movement, Head 
movement or PF-movement. See Holmberg/Platzack (1995, p. 145ff.) for 
an overview. Unless there is a one-to-one relation between Attract/Repel 
and type of movement, the exact classification of the movement involved 
in pronoun displacement has no consequences for my discussion. 
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Finally, in section four, I will approach verb second, demonstrating that 
the Repel-analyses of Topicalization and weak pronouns favour the sym-
metrical verb second hypothesis (the finite verb always moves to C ' ) 
over the asymmetrical one (the finite verb is in Agrs' in subject first 
clauses, in C * otherwise). In section five I conclude that although the 
approach taken here can be seen as uneconomical, introducing another 
reason for movement in addition to attraction, it has certain virtues due 
to offering a possibility to keep A-movement and A-bar-movement apart 
without having to take the drastic step of expelling A-bar-movement 
from grammar proper. 
2. Topicalization 
2.1 Introduction 
In this section I will claim that Topicalization is triggered by the presence 
of a feature incompatible at Spell-Out with the highest A-projection; for 
convenience I will simply call this feature "A" . Prior to Spell-Out, an 
element marked [Repel A] must move to the first available node outside 
the highest A-position. 
From a functional perspective, Topicalization can be described in 
terms of dichotomies like Theme-Rheme, Topic-Comment, Focus-
Presupposition, or Given-New; how to interpret the division of a par-
ticular sentence is determined by the context. From the point of view 
of grammar, the interpretation of the fronting in terms of information 
structure is less salient compared to the fronting per se: whatever con-
textual reason we may find to front a phrase, grammar must provide us 
with the possibility to perform such a fronting. This is accomplished if we 
assume that a marker [Repel A] may be added to any one of the phrases 
within the clause. The description of Topicalization in terms of Repel A 
is outlined in 2.2. Subsection 2.3 is about Narrative Inversion, and sub-
section 2.4 about Topic-Drop, both constructions being of importance 
for the comparison of my account of Topicalization with approaches in 
terms of attraction. 
2.2 Topicalization as a result of [Repel A] 
According to the theory presented here, the German sentence (1), where 
the direct object is topicalized, is derived as outlined in (2): 
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(1) Dieses Buch lets er gerne. 
(2) [CP [c* las] UgreP er .... dieses Buch gerne]]—» 
[Repel A] 
[cp dieses Buchi [c • las] [AgreP er ti gerne]] 
The direct object dieses Buch ' this book' is marked [Repel A]. Hence, 
this phrase must be moved out of the domain of A-positions prior to 
Spell-Out. Taking the highest A-position to be AgrsP, the phrase marked 
[Repel A] must move to the first available position in front of AgrsP; a 
restriction like Shortest Movement prevents the phrase to move anywhere 
else. In a structure like (3), where the finite verb has moved to C *, Spec-
CP is available as a landing site for the repelled phrase. 
Alternatively, we may envisage the possibility tha t the finite verb is still 
in A g r s ' , as in (4), i.e. its finiteness feature has not yet been checked: 
(3) [AgrsP er las....dieses Buch] 
[Repel A] 
In this case there is no C-projection, and as a consequence there is no 
available landing site for the repelled phrase.2 A theoretical possibility in 
such a case is to generate an empty functional head in front of AgrsP: let 
us call this head f i ' , following a suggestion by Johnson (1991). Spec-/jP 
would then be available for the repelled phrase, as illustrated in (4): 
(4) [/iP dieses Buch; [^ * e] [AgrsP er las ---ti]] 
Verb second apparently forces verb movement to f t ' . However, since 
H ' does not carry any features of its own, it cannot at tract the verb. 
Only if the verb is at tracted by a higher head does it have to pass 
through fi ° . In a framework assuming a symmetrical analysis of verb 
second, according to which C ° hosts a strong finiteness feature to be 
checked against a corresponding feature of the finite verb (see section 
four below)3, the presence of a finite verb in the structure forces the 
generation of CP. Hence, also when (4) is generated to provide a landing 
site for the repelled phrase, a C-projection must be created on top of 
2 Following Kayne (1994) I take adjunction to a phrase with a specifier to be 
impossible, hence the phrase to be topicalized cannot adjoin to AgrsP. 
3 Another possible way is to lexicalize the strong finiteness feature in C ° with 
an expletive complementizer like that;, see Law (1991) for such a suggestion. 
Taking lexicalization to make strong features weak (see Groat 1995), the 
raising of the finite verb to C * is now postponed till after PF. 
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/iP, giving us (5), where the verb has moved from Agrs ° to C ' in order 
to check the finiteness feature: 
(5) [CP [C- lasv] fip dieses Buchj \p ° tv] [Agn.p er tv ...tj gerne]] 
This derivation is ruled out by economy principles. The structure in 
(5) was created in order to take care of both the finiteness feature of 
the verb, and the marking of dieses Buch with [Repel A]. However, the 
structure given in (2) offers a more efficient way to perform the same 
things, hence (5) is a less economical description, and consequently must 
be blocked. It is in accordance with this account that the word order of 
(5) is ungrammatical: 
(6) * Las dieses Buch er gerne. 
The description of Topicalization just outlined directly accounts for the 
absence of embedded clauses introduced by Topic + that. The domain 
to escape by a phrase marked [Repel A] must be the one delimited by 
the highest A-position, blocking cases like Swedish (7). 
(7) *Han beklagade [aldrig att han kommer hit], 
'he regretted never t ha t he comes here' 
Note that my account predicts that Topic + that is possible in case we 
have a Mat-clause which is independently used. In Swedish, that-clauses 
can be used without any matrix as exclamations: it is in accordance 
with my description that Topicalization is possible in such cases, see (8) 
below: 
(8) Aldrig att han kommer hit! 
'never tha t he comes here' 
In the next subsection I will discuss Narrative Inversion, a construction 
which might be problematic for a description where Topicalization is the 
result of overt attraction of a strong feature. 
2.3 Narrative Inversion 
A description where Topicalization is triggered by a strong Topic fea-
ture in C " h a s problems explaining why cases like (7) are bad. If To-
picalization is an instance of Attract F, (see Zwart 1993, p. 243 and 
Wilder/Cavar 1994, p. 69 for checking accounts compatible with such a 
description) there must be a feature in C ° which attracts a feature in 
the fronted element. Following standard procedures within the Minimar 
list program, this feature should be strong or weak, i.e. languages would 
potentially differ with respect to overt Topicalization. It has been taken 
as a defining feature of verb second languages that there must be some 
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element in f ron t of the f ini te verb, hence p resumably there is a s t rong To-
pic fea ture in C " in these languages . Under this scenario the presence of 
a construct ion like Nar ra t ive Inversion is problemat ic , since it is not ob-
vious t h a t this const ruct ion involves any movement . T h e Dutch example 
in (9) is t aken f rom Zwar t (1993, p. 201):4 
(9) 1. Afijn, ik naar die vent toe (Zwart 1993, p. 201): 
'so I to that guy went. PRT ' 
2. Begint-ie me toch een verhaal op te hangen 
'starts-he me MODAL a story on to hang' 
So I went over to this guy, and he s t a r t s to tell m e a 
(crazy) s tory 
(you would not believe i t ) 
Zwart (1993, p. 201-205) claims t h a t the finite verb in ma in clauses is in 
C * in V2-languages except in sub jec t first clauses, where it is in Agrs *, 
immedia te ly following the sub jec t in Spec-AgrsP ( the asymmetr ica l hy-
pothesis of verb second, see section 4). T h i s analysis predicts (Zwart 
1993, p. 202) t h a t there is a tr iggering element in Spec-CP in cases of 
Narra t ive Inversion - otherwise t he theory mus t be supplemented with 
the ad hoc a ssumpt ion t h a t C ° hosts a par t icular s t rong V-feature only 
in this construct ion. To avoid such a const ruct ion par t icu lar solution, 
Zwart describes Narra t ive Inversion as conta ining an e m p t y opera tor 
in Spec-CP. E labora t ing u p o n a suggestion by Card ina le t t i (1990) re-
garding Topic-Drop, Zwart f u r t h e r m o r e assumes this opera tor to bind 
a pronominal variable. Ju s t like the emp ty opera tor in the Topic-Drop 
construct ions, this opera to r is assumed to indicate contiguity. 
Whereas the opera tor analysis is t he only na tu ra l one given the asym-
metr ical V2 hypothesis of Zwar t (1993), t he symmet r ica l V2 hypothesis 
and the approach to Topical izat ion in t e rms of [Repel A], t h a t I a m 
advocat ing here, clearly favour an analysis where there is no th ing in 
f ront of C ° in Narra t ive Inversion construct ions: Narra t ive Inversion is 
wha t we get in ma in clauses when there is no element marked [Repel A]. 
According to the symmetr ica l V2 hypothesis , there is always a s t rong 
V-feature in C ' , hence f ron t ing of the verb in the absence of someth ing 
in Spec-CP is in no way an ad hoc solut ion in this approach . 
4 Swedish examples with Narrative Inversion have been discussed e.g. by 
Platzack (1987) and by Dahlback/Vamling (1983), from which the following 
example is taken: 
(i) S i lag han bara dar. Kom hon in dar, kande han igen henne, borjade 
han darra ... 
'then lay he only there. Came she in there, recognized he her, began he 
to-tremble ...' 
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Comparing my approach to Zwart's, the two analyses assign the following 
structures, respectively, to the Dutch example given in (9.2) above (only 
the leftmost part of the structure is indicated). 
(10) Zwart's account of Narrative Inversion 
[cp Opi [c- begint-ie me toch een verhaal op te hangen pro;]]5 
(11) My account of Narrative Inversion 
[c • Begint-ie me toch een verhaal op te hangen] 
As is immediately clear, the analysis in (11) is more economical than the 
one in (10). However, we cannot just compare two analyses of a single 
example (or type of examples) to determine which solution is the most 
economical one; to do this we must of course consider the involved as-
sumptions in a broader perspective. Nevertheless, given the symmetrical 
V2-hypothesis and the approach to A-bar-movement advocated in the 
present paper, there is no need to assume any hidden material in a 
construction with Narrative Inversion. 
The two approaches to Narrative Inversion make different predictions 
with regard to the relation between this construction and Topic-Drop: 
whereas my analysis is compatible with a description where Topic-Drop 
and Narrative Inversion have different structures (Topic-Drop differs 
from Narrative Inversion in involving movement of an element to Spec-
CP), Zwart's analysis predicts Topic-Drop and Narrative Inversion to be 
instances of the same process: in both cases there is an empty operator 
in Spec-CP binding a small pro. This difference is illustrated in (12): 
(12) a. Zwart's account of (object) Topic-Drop (after Cardinaletti 1990) 
[CP Opi [ c - vet [A g r s P jag inte proi]]] (=10) 
know I not 
b. My account of Topic-Drop 
[CP proi [ c - vet [ A g r s P jag inte t;]]] (^11) 
Zwart's account appears to be more economical than mine: he is able to 
reduce two constructions to one. However, it is not clear to me that there 
is a factual basis for reducing Narrative Inversion to a subcase of Topic-
Drop: there is no real argumentation in Zwart (1993) for this description, 
only his observation that both constructions indicate continuity with the 
preceding discourse. Although this observation is correct, its value as an 
5 Remember that Zwart (1993) uses Cardinaletti's analysis, which incorpora-
tes Cinque's (1990) idea that the operator is binding a small pro. The exact 
position of this small pro bound by Op is unclear to me. For the discussion 
here, the exact position of small pro in (10) is of no importance. 
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argument for assigning Narrative Inversion and Topic-Drop the same 
structural description may be doubted. 
The value of the continuity argument is weakened by the fact that the 
operator analysis of Topic-Drop does not pertain to all instances of this 
construction: Cardinaletti (1990) argues that constructions with object 
Topic-Drop are structured differently compared to constructions with 
subject Topic-Drop, as illustrated in (13): 
(13) a. Habe ich gestern gekauft. 
b. Op, habe ich gestern pro\ gekauft. 
c. Habe es gestern gekauft. 
d. proj habe t; es gestern gekauft 
Whereas object Topic-Drop involves an operator in Spec-CP binding 
small pro, subject Topic-Drop involves the fronting of small pro to Spec-
CP (or, given the asymmetrical analysis of Zwart (1993), to Spec-AgrsP). 
Zwart's account predicts a certain similarity between Narrative Inversion 
and cases with object Topic-Drop, whereas no similarity is predicted with 
respect to subject Topic-Drop. Since both subject Topic-Drop and object 
Topic-Drop indicate continuity with the preceding context, it is clear 
that Zwart's observation that Narrative Inversion also indicates such 
continuity cannot be a strong argument: if Cardinaletti is right there 
are obviously constructions with a continuity interpretation that do not 
contain an empty operator in Spec-CP. Hence the economy argument 
for reducing Narrative Inversion to a subcase of Topic-Drop cannot be 
considered a strong one. 
So far I have tried to show that Zwart's account of Narrative Inversion is 
not necessarily the correct one. Under my description, there is no need 
to assume the presence of an empty operator in Spec-CP in Narrative 
Inversion constructions: as a matter of fact, I claim that there is no 
Spec-CP in this case. Such a description is possible in a grammar where 
Topicalization is triggered by [Repel A], as mentioned above, whereas it 
leads to an ad hoc solution in case Topicalization is triggered by a strong 
feature in C ' . 
Narrative inversion is not the only construction where it seems feasible 
to assume the lack of Spec-CP: also tAat-clauses are of this type. As 
mentioned in connection with example (8) above it is a problem for de-
scriptions that assume the obligatory presence of Spec-CP to account for 
the fact that this position is not an appropriate landing site for topica-
lized elements in that-clauses. In my account, however, the structure of 
ordinary Mat-clauses and the structure of main clauses with Narrative 
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Inversion are considered to be identical: both constructions are head-
ed by a specifier-less CP, indicating that neither the main clause with 
Narrative Inversion, nor the ordinary embedded thai-clause, has the two-
part structure typical of root clauses. Consequently they should have the 
same pragmatic interpretation in terms of topic-comment, theme-rheme 
etc. Discussing Narrative Inversion in German, Onnerfors (forthcoming) 
comes to the conclusion that clauses with Narrative Inversion are empha-
sizing their full-comment interpretation. It seems to me that the same 
interpretation can be given to Mat-clauses; to make the comparison as 
simple as possible, consider the use as exclamatives of the Swedish att-
clauses in (14): 
(14) a. Att han ska vara sa djakla dum! 
'that he shall be so bloody stupid' 
b. Att han inte kan lugna sig! 
'that he not can calm himself (=calm down)' 
c. Att du alltid ska behova skrika sa! 
'that you always shall have-to shout so' 
d. Att det aldrig kan bli vackert vader! 
'that it never can be nice weather' 
As already mentioned in connection with the discussion of (9) above, in 
such cases there is an alternative construction, in which an adverbial of 
the embedded clause is repelled: 
(15) a. Inte a t t han kan lugna sig! 
'not that he can calm down' 
b. Alltid a t t du ska behova skrika sa! 
'always that you shall have-to shout so' 
c. Aldrig at t det kan bli vackert vader! 
'never that it can be nice weather' 
My description automatically accounts for the occurrence of examples 
like (15): in the absence of a matrix clause, an element marked [Repel A] 
within the Mat-clause must be outside the highest A-projection. Spec-
C P is available as a landing site. Note, however, that my description 
does not explain why only adverbials may be fronted in cases like this. 
2.4 Topic-drop as a general fronting of small pro 
In this subsection I will try to show that Cardinaletti (1990) is not 
necessarily on the right track when she argues for different analyses of 
subject and object Topic-Drop. I will provide support for an analysis 
where both subject and object Topic-Drop are the result of the fronting 
of small pro. Since Cardinaletti (1990) provides good reasons to assume 
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subject Topic-Drop to be an instance of small pro fronting, I will here 
inspect her arguments for giving another analysis of object Topic-Drop 
and demonstrate that these arguments are not compelling. 
The analysis of object Topic-Drop that I am envisaging is given in (16); 
compare with Cardinaletti's account in (13b): 
(16) pro-, habe ich gestern ti gekauft 
Such a description would be in line with the analysis of Topicalization 
that I am advocating here. Contrary to Cardinaletti's proposal, Topic-
Drop could then be generalized as involving small pro marked [Repel A], 
Below I will try to show that the arguments Cardinaletti (1990) gives 
for distinguishing subject and object Topic-Drop are not water tight. 
There are several properties of object Topic-Drop which are captured by 
both descriptions. Cardinaletti mentions the following ones; for details, 
see Cardinaletti (1990): 
1. No null argument is possible when Spec-CP is filled by another ele-
ment, either lexical (a topicalized phrase or a tuA-element), or empty 
(question-operator). Furthermore, only one null element of this kind is 
possible per sentence, indicating that there is a single position involved 
(Spec-CP).6 
2. Object Topic-Drop obeys island constraints, like other cases of fronting 
to Spec-CP.7 
3. Only NPs are possible to drop, although movement to Spec-CP is not 
restricted to NPs. Since small pro is an NP, not a PP, for instance, this 
fact is compatible with the small pro analysis of object Topic-Drop.8 
6 Compare (ia) with (ib), both examples are taken from Cardinaletti 1990, 
(her examples (2a) and (3a)): 
(i) a. Habe ich gestern gekauft. 
b. 'Gestern habe ich gekauft. (OK: Gestern habe ich es gekauft.) 
7 Consider the following example violating Complex NP Constraint (Cardi-
naletti 1990, her example (8a)). 
(i) *Glaube ich an die Möglichkeit zu sehen. 
8 The following illustration is taken from Cardinaletti (1990, p. 79): 
(i) Speaker A: Hast du auf Hans gewartet? 
Speaker B: *Habe ich lange gewartet. 
(OK: Auf ihn habe ich lange gewartet.) 
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4. The null object cannot be coreferential with the subject of the clause, 
i.e. there seems to be a kind of strong cross over effect.9 
5. Object Topic-Drop allows parasitic gaps.10 
Let us now turn to the properties of object Topic-Drop that according 
to Cardinaletti (1990) are incompatible with the small pro approach, 
and which therefore constitute the basis for her assumption that object 
Topic-Drop is structurally different from subject Topic-Drop. Firstly, she 
notices that whereas successive cyclic wh- and XP-movement to Spec-
CP are possible, the supposed movement of an empty small pro from 
an embedded clause leads to ungrammatically (in this presentation, 
all German examples are from Cardinaletti's paper, unless otherwise 
stated): 
(17) a. Den Professor; sagt Hans t¡ hat (habe) er t¡ gesehen, 
b. *Sagt Hans hat (habe) er gesehen. 
(18) a. Den Hans, glaube ich t¡ daß er t¡ gesehen hat. 
b. *Glaube ich daß er gesehen hat. 
Secondly, whereas extraction out of infinitive clauses of overt elements 
is possible both from a preverbal clause and a postverbal clause, object 
Topic-Drop is possible only if the infinitive clause is preverbal: 
(19) a. *Habe ich beschlossen zu kaufen, 
b. Habe ich zu kaufen beschlossen. 
Thirdly, the null object cannot be a pronoun of the 1st and 2nd person; 
such a restriction is not found with overt fronting: 
(20) Speaker A: Habe ich dich gestört? 
Speaker B: Mich hast du sehr gestört. 
Speaker B: *Hast du sehr gestört. 
These differences between object Topic-Drop and overt fronting to Spec-
CP are compelling for the small pro hypothesis, but not impossible to 
overcome. Consider first the fact that not all types of extractions are 
9 Compare (i) with (ii), both examples taken from Cardinaletti (1990), her 
examples (20) and (21): 
(i) *Liebt er sehr, (ii) *Wen liebt er 
1 0 The following example has number (22) in Cardinaletti (1990): 
(i) a. Habe ich [ohne zu erkennen] gesehen 
b. Habe ich [ohne zu kaufen] gelesen 
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possible. Note that object Topic-Drop in a case like (18b) is possible in 
other V2-languages. (21) gives a Swedish example: 
(21) Tror jag inte att han kanner. 
'believe I not that he knows' 
Swedish allows two different word orders for constructions like (17a) with 
overt Topicalization: 
(22) a. Den ilickan, sa han, hade han kysst. 
'that girl said he had he kissed' 
b. Den ilickan sa han han hade kysst. 
'that girl said he he had kissed' 
In (22a), sa han 'said he' is clearly parenthetical. (22b) illustrates the 
case where the complementizer is not visible (complementizer deletion is 
possible in Swedish in argument clauses). Note that only the word order 
in (23b) is compatible with object Topic-Drop: 
(23) a. *Sa han hade han kysst. 
'said he had he kissed' 
b. Sa han han hade kysst. 
'said he he had kissed' 
The only possible word order in German is the one corresponding to 
the parenthetical interpretation in Swedish (22a/23a). In these cases, 
Topic-Drop is impossible in both languages, maybe as a consequence of 
a restriction on parentheticals that they cannot be sentence initial. It is 
to be noted that Reis (1994) offers further support for the assumption 
that cases like (17a) do not involve fronting but parentheticals. 
The proposed analysis does not explain why object Topic-Drop out of the 
da/i-clause in (18b) is prohibited, and why German differs from Swedish 
in this respect. However, since extraction out of embedded clauses is 
more restricted in German than in Swedish, I believe the solution will 
be found as soon as we understand this restriction properly. Like the 
restriction illustrated in (19), to which there is no Swedish counterpart, 
the OV/VO distinction between German and Swedish is probably of 
importance. 
Consider finally the restriction illustrated in (20), showing that the null 
object in German cannot be a pronoun of 1st or 2nd person. In Swe-
dish, on the other hand, there is no such restriction: the null object can 
be of any person, see Môrnsjô (1996). Cardinaletti's description cannot 
account for the Swedish facts, since the operator in Spec-CP in her de-
scription is only compatible with 3rd person NPs. The small pro analysis, 
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on the other hand, can account for both the German and the Swedish 
facts. It is well-known that languages may differ with respect to the pos-
sible interpretation of small pro: e.g. Frisian and Bavarian only allow null 
subject small pro of 2nd person, and the Swedish dialect Alvdalsmalet 
only allows null subject small pro of 1st plural and 2nd plural. Hence it 
should be possible to argue for some language particular interpretation 
of small pro to be involved also with respect to object Topic-Drop. 
Concluding, the arguments for a distinction between subject and object 
Topic-Drop presented in Cardinaletti (1990) are not as strong as they 
may seem to be when only German is taken into consideration. As I 
have shown, the analysis presented here, with fronting of small pro in 
both subject and object Topic-Drop, is more economical and hence pre-
ferrable. In addition, this is the natural analysis in a framework where 
Topicalization is triggered by [Repel A]. 
3. W e a k pronouns 
3.1 Introduction 
Like Romance and the other Germanic languages, the Scandinavian lan-
guages, i.e. Danish, Faroese, Icelandic, Norwegian and Swedish, display 
the difference between strong and deficient pronouns proposed by Cardi-
naletti/Starke (1994) and Starke (this volume), deficient pronouns being 
either weak or clitics. A pronoun is considered strong when it can be con-
joined, stressed or modified. Weak pronouns are morphologically iden-
tical to strong pronouns but pronounced unstressed; furthermore they 
cannot be conjoined or modified. The clitic pronouns are morphologically 
different from the strong pronouns, in addition to not being able to be 
stressed, conjoined, and/or modified. Compare Swedish henne 'her' (3sg 
fem objective case) which is used both as strong and as weak pronoun 
(as a weak pronoun it is often pronounced [ana]), whereas its clitic coun-
terpart is 'na, pronounced [(a)na], obviously not a phonetically reduced 
form of henne. 
According to Cardinaletti/Starke (1994) and Starke (this volume), weak 
pronouns must occur in a position different from the position of the 
strong pronouns. Whether or not they are right in claiming that Weak 
Pronoun Demotion is obligatory will be discussed in section 3.4 below; 
here it is enough to note the fact that weak pronouns may occur in posi-
tions where we do not find strong pronouns or full DPs. I will claim that 
Weak Pronoun Demotion is triggered by a marker [Repel Case], discus-
sing weak subject pronouns in section 3.2 and weak object pronouns in 
section 3.3. 
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It is to be noted tha t I am not the first one who is envisaging a de-
scription of Weak Pronoun Demotion in terms of repellence, although 
- to the best of my knowledge - no one has used the term Repel. Die-
sing/Jellinek (1993), for instance, argue that Object Shift (the demotion 
of a weak object pronoun, see section 3.3 below) is movement out of the 
existential closure of the clause. Similarly, Rosengren (1993) claims that 
Scrambling involves movement of a phrase out of the Focus domain. Both 
descriptions have been of importance for the account presented here. 
3.2 Subject pronouns 
The behavior of Mainland Scandinavian weak subject pronouns in invert-
ed structures indicates that such pronouns occupy a position different 
from the position taken by DP-subjects and strong subject pronouns. 
The following Swedish examples show that a weak subject pronoun fol-
lowing the finite verb must be adjacent to the verb, whereas a DP-subject 
and a strong subject pronoun may be separated f rom the verb by one 
or several adverbials. To the best of my knowledge, these facts were first 
discussed within a generative framework in Platzack (1986, p. 43-46).11 
(24) a. Har verkligen Kalle / HAN / *'n gjort det har? 
'has really Kalle / he (strong) / he (weak) done this here' 
b. Igâr kôpte «nie Erik / HAN / * 'n en ny bil. 
'yesterday bought not Erik / he (strong) / he (weak) a new car' 
In embedded clauses, adverbials may occur between the complement-
izer and a DP-subject or strong subject pronoun, but not between the 
complementizer and a weak subject pronoun: 
(25) a. Hon undrade om verkligen Kalle / HAN / *'n hade kôpt boken. 
'she asked if really Kalle / he (strong) / he (weak) had 
bought book-the' 
b. Det àr markligt a t t inie Erik / HAN / *'n 
har kôpt en ny bil. 
'it is curious that not Erik / he (strong) / he (weak) 
has bought a new car' 
These facts indicate that a weak subject pronoun is not in the same po-
sition as a strong subject pronoun or a DP subject. Assuming the latter 
ones to be in Spec-AgrsP, the weak subject pronoun must be in a higher 
1 1 In the examples I have indicated the weak pronoun with a reduced spelling, 
'n for han 'he', d'n for den 'it ' (common gender). In written Swedish, there 
is no spelling difference between strong and weak personal pronouns, as 
already mentioned. 
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position, outside of AgrsP. A way to account for this placement of the 
weak subject pronoun is to assume a description where the weak subject 
pronoun is marked [Repel Case]: since AgrsP is the highest functional 
projection for checking Case, this description forces the weak subject 
pronoun to move out of AgrsP, presumably to Spec-^P. See the discus-
sion in section 4.2 below and the introduction of the ft in connection 
with example (4) above. 
3.3 Weak Object Pronouns 
A description in terms of [Repel Case] will account for the placement of 
a weak subject pronoun outside of AgrsP as I have just shown. With re-
spect to weak object pronouns, it is not immediately clear tha t they are 
always placed outside of their relevant Case position, i.e. Spec-AgroP. As 
a mat ter of fact, Cardinalet t i /Starke (1994) claim that weak pronouns 
actually occupy the Case position, which would mean that a weak object 
pronoun in VO-languages like the Scandinavian ones are in Spec-AgroP. 
Since AgroP is outside of NegP in Scandinavian, this description imme-
diately accounts for the observation tha t weak object pronouns in these 
languages are in front of the negation at Spell-Out (Object Shift), whe-
reas strong object pronouns and DP objects are left behind the negation 
at Spell-Out, as illustrated by the Swedish examples in (26): 
(26) a. Han kopte d'n inte. 
'he bought it (weak) not' 
He did not buy it. 
b. *Han kopte DEN / boken inte. 
'he bought it (strong) book-the not' 
c. Han kopte inte DEN / boken. 
'he bought not it (strong) / book-the' 
He did not buy it / the book. 
Although I do not have examples which undoubtedly tell us that weak 
object pronouns in front of the negation are in a position outside of 
AgroP, there are da ta pointing in that direction. Consider the Swedish 
examples in (27), illustrating the position of a weak object pronoun in a 
case where both sentence adverbials and the negation are involved:12 
(27) a. Han kopte d'n formodligen faktiskt inte. 
'he bought it probably actually not' 
12 Only the word order (27a) is possible in Danish and Norwegian, only Swe-
dish has the full set of possibilities. See Hellan/Platzack (1995) for an over-
view of the distribution of weak pronouns in Mainland Scandinavian. 
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b. Han kopte formodligen d'n faktiskt inte. 
c. Han kopte formodligen faktiskt d'n inte. 
As these examples show, a weak object pronoun may occur in front 
of all middle field adverbials, including the negation, or in between such 
adverbials, the only restriction being that it precedes the negation, which 
is usually the last one of the adverbials in the middle field (see Holm 
1991). Unless we are willing to assume that AgroP may precede not 
only the negation, but also optionally one or several sentence adverbials, 
these examples suggest a position for the weak object pronoun outside 
of AgroP.13 
With respect to Object Shift, Johnson (1991) has suggested that shifted 
objects occupy a particular position, i.e. Spec-/jP.14 I have already in-
troduced the technical possibility to generate an empty ^-projection in 
section 2.2 above. Let us assume that the /iP involved in Object Shift is 
localized somewhere between T P and AgroP. As mentioned in 2.2, since 
/1" does not carry any features, it cannot attract the verb - only if the 
verb is attracted to a higher position does it have to go through /i °, as 
a consequence of the Shortest Distance requirement. 
With n ' created, its Spec-position may serve as a landing site for the 
weak object pronoun, which due to its marker [Repel Case] must be 
outside of AgroP.15 Hence a description in terms of Repel forces us to 
assume the possibility to create "empty" phrases like /jP. Note however 
that such phrases are not allowed unless their heads are filled (by a trace) 
at Spell-Out.16 This will explain e.g. why Object Shift is possible only 
1 3 The same type of argument can be levelled against the suggestion in Die-
sing/Jelinek (1993) that the Object Shifted pronoun has moved to an As-
pectual node - once again the different word orders illustrated in (48) 
indicate that the landing site of the pronoun is not a fixed one, hence 
presumably not determined by some abstract feature of the verb. 
1 4 Johnson (1991) discusses the status of this projection, suggesting a connec-
tion with AgroP, whereas Diesing/Jelinek (1993) suggest that /¿P is AspP 
(aspect phrase); in both cases ft would be an A-position. Although I use 
johnson's term, I consider /i to be an A-bar-position. 
1 5 Another possibility would be to assume that the weak object pronoun cli-
ticizes to ft °, much in line with the suggestion in Josefsson (1994). Under 
this analysis, it is unclear why the pronoun cannot raise with the verb 
to C ' , where it would precede the finite verb (assuming Kayne's (1994) 
restriction that only left adjunction is available). 
1 6 In section 2.2 I claimed that there may be a phrase / iP between C P and 
AgrsP, also in embedded clauses. If overt movement through /J ° is a neces-
sary condition for its presence, we have to assume an analysis where the 
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in case the verb has moved t o a higher posit ion; compare (26a) wi th the 
Swedish example in (28a), which is ungrammat ica l : 
(28) a. *Han hade d'n in te kop t . 
'he had it (weak) not bought ' 
b . Han hade inte kopt d'n / d e n / boken. 
'he had not bought it (weak) / i t (strong) /book-the' 
3.4 Weak p ronouns in situ 
Weak pronouns undergo Objec t Shif t only when the verb has left V P (or 
AgroP, ac tual ly) , see Holmberg (1984, 1986). As a consequence, there is 
no Objec t Shi f t in Main land Scandinavian in cases wi th auxiliaries (see 
(28) above), in embedded clauses, or in control infinitives; the following 
examples are all Swedish: 
(29) a. *Han kunde h e n n e / d e t inte fors ta . 
'he could her / it not understand' 
b . Han kunde inte fo r s ta henne / det . 
'he could not understand her / i t ' 
(30) a. *Det a r konst igt a t t han henne / d e t inte fors tod. 
'it is peculiar that he her / it not understood' 
b. Det ar konst igt a t t han inte fors tod henne / det . 
'It is peculiar that he did not understand her / i t ' 
(31) a. *Han lovade a t t den inte lasa. 
'he promised to it not read' 
b. Han lovade a t t inte lasa den. 
'he promised to not read i t ' 
He promised not to read it . 
Note t h a t Ob jec t Shif t is possible in cases like (30) and (31) in languages 
like Icelandic, where the tensed verb leaves V P in embedded clauses and 
the infinitive leaves V P in control infinitives. On the other hand , there 
is no movement of the ma in verb in Icelandic in cases with auxiliaries, 
and consequently Objec t Shif t is blocked in such construct ions. 
(32) a. Eg veit a 3 J o n las h a n a ekki. 
'I know that John read her not ' 
I know t h a t J o h n did not read it . 
complementizer is generated in Agrs ' , subsequently moved to C ' to check 
the finiteness feature. 
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b. Hann lofaô i ad lésa hana ekki. 
'he promised to read her not' 
He promised not to read it. 
c. *Jon hefir hana ekki lesiS. 
John has her not read 
d. Jôn hefir ekki lesiô hana. 
John has not read her 
The restriction on Object Shift to contexts where the verb has moved 
out of VP (AgroP) is somewhat problematic for the account in Cardina-
letti/Starke (1994), according to which a deficient (including weak) pro-
noun cannot occur at Spell-Out in its base position. They are therefore 
forced to assume some kind of vacuous movement of the object pronouns 
in cases like (29)-(33). Of course, such a description is possible but - to 
the best of my knowledge - there is no way to support it empirically. 
According to the theory presented above, weak pronouns are marked 
[Repel Case], If the presence of this marker is a necessary property of 
weak pronouns, my description would erroneously predict that the un-
grammatical cases of (29)-(33) are well-formed - the pronoun has to repel 
AgroP at Spell-Out.17 Consequently, we must assume a weak pronoun 
to be optionally marked [Repel Case]. In this way the marker [Repel 
Case] behaves as the marker [Repel A], which is also optional in nature, 
see section 2 above. 
If the option [Repel Case] is picked for cases like (29)-(33), the pronoun 
is forced to leave AgroP. Creating a /JP outside of AgroP will give us 
a landing site for the weak object pronoun. However, since there is no 
overt movement of the verb, the head (i ° will remain empty, leading to 
a crashed derivation. Since the pronoun cannot remain «n situ, being 
marked [Repel Case], there is no way to save the derivation. 
In the absence of a Repel-feature, there is no problem: Procrastinate 
will block the movement of the pronoun prior to Spell-Out, deriving the 
well-formed cases of (29)-(33) with the weak pronoun in siiu. Having 
1 7 Naturally we could envisage some hitherto not mentioned mechanism with 
the same effect as movement (compare the possibility in many languages 
to express the focus of a clause either by moving it to a particular Focus 
position, or prosodically marking it as the focus), but to the best of my 
knowledge there is no empirical support (at least not any specific prosody) 
for such a description. 
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introduced the possibility that weak pronouns do not have to be marked 
[Repel Case], we predict that also the pronoun in a Swedish example like 
(34) may be weak: 
(34) Mannen kopte inte den. 
'man-the bought not it' 
The maul did not buy it. 
It has been claimed, e.g. in Holmberg (1986, 1991), that the pronoun 
in such a case is necessarily interpreted as strong. On the other hand, 
Josefsson (1994) is of the opinion that the pronoun might be weak: it 
might e.g. be phonologically reduced, as in (35): 
(35) a. Han kopte inte'n. 
'he bought not it (reduced form') 
b. Han sag inte'na. 
'he saw not her (reduced form)'18 
If Cardinaletti/Starke (1994, p. 12) are right in claiming that only defi-
cient pronouns may prosodically restructure, the pronouns in (35) must 
be weak. Hence examples like (35) show that weak pronouns do not have 
to undergo Object Shift, even in contexts where this is the most natural 
option. 
4 . V e r b S e c o n d 
4.1 Introduction 
Both within the Principle-and-Parameter approach to syntax and within 
the Minimalist approach, there are essentially two competing analyses of 
verb second: the symmetrical analysis, going back to den Besten (1977), 
the essential claim of which is that the finite verb always goes to C " in 
main clauses, and the asymmetrical approach of Travis (1984), according 
to which the verb moves to C * in all cases except in subject-first main 
clauses, where the CP-level is lacking. The proponents of the symmetrical 
account have generalized verb movement to C " in all main clauses, but on 
the other hand they have to provide a special mechanism for getting the 
subject to the position in front of the finite verb in subject initial clauses. 
No special mechanism of this kind is needed under the asymmetrical 
account - however, under this account the finite verb has two different 
1 8 As mentioned in section 3.1. the form 'na is not a reduced form of the full 
oblique form henne 'her', but a particular weak oblique form, presumably 
a reduction of the old accusative hana 'her', which has been lost in its full 
form for about 500 years. 
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positions in main clauses, Agrs ° (or I " ) in subject first clauses, C ° in 
other cases. 
Travis' (1984) reason to adopt the asymmetrical analysis of verb second 
is the existence of a difference between subject-first main clauses and 
other main clauses in the Germanic V2-languages: neither German nor 
Dutch accept a weak object pronoun in first position, although a weak 
subject pronoun is permitted. The relevant opposition is given in (36) 
and (37): 
(36) a. Ze/Zij komen. (Dutch, Zwart 1994, p. 5) 
'they (weak/strong) come' 
b. *Ze ken ik niet. 
'they (weak) know I not ' 
c. Hen ken ik niet. 
'they (strong) know I not ' 
(37) a. Es hat das Brot gegessen. (German, Travis 1991, p. 359) 
b. *Es haben die Kinder gegessen. (es = the bread) 
As in Dutch, there is a weak/strong opposition in German: replacing es 
with the stressed form das makes (37b) grammatical: 
(38) Das haben die Kinder gegessen. 
Not all pronouns behave the same way. As Vikner/Schwartz (forthcom-
ing) show, there is no morphological difference between the weak and 
strong forms of e.g. German er/ihn 'he/him' and sie/sie 'she/her', hence 
no subject-object asymmetry with these pronouns. The same holds for 
Scandinavian, where an asymmetry like (36) and (37) is found only with 
a set of phonetically reduced pronouns. See Vikner/Schwartz (forthco-
ming) for examples. 
It is clear that an asymmetric analysis of V2 elegantly accounts for 
subject-object asymmetries as the ones illustrated above. Under a sym-
metrical analysis of V2, there is no obvious reason why such an asym-
metry should exist, although it is possible to account for the factual 
asymmetry in various ways (see Vikner/Schwartz (forthcoming) for a 
review). 
However, since the difference between the symmetric and the asymmetric 
analyses of verb second is manifested mainly in the different analyses of 
fronted weak pronouns (see 4.3 for a discussion of some other alleged 
factual differences between the two approaches), it is obvious that the 
asymmetrical approach would lose much of its appeal if it is possible to 
show that this difference follows as a consequence of the nature of the 
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pronouns, and hence does not necessarily have anything to do with verb 
second per se. The following discussion intends to demonstrate that this 
is the case. 
4.2 The subject-object asymmetry with weak pronouns 
The main problem with the symmetrical account of verb second, accor-
ding to Travis (1984) and Zwart (1993), among others, is the inability, 
without further proviso, to account for the subject-object asymmetry 
with respect to fronted weak pronouns: weak subject pronouns, but not 
weak object pronouns, may introduce the main clause. However, given 
the analysis of Weak Pronoun Demotion in terms of [Repel Case], as 
outlined above, and the assumption that weak pronouns cannot be to-
picalized, i.e. they cannot be marked [Repel A], this factual difference is 
directly compatible with a symmetrical analysis of verb second. Let us 
first consider the possibility to front a weak subject pronoun. 
Assume the derivation of a main clause where a weak subject pronoun 
has been overtly attracted to Spec-AgrsP, checking for Case, and the 
finite verb is in Agrs ° , where it has checked for features. According to 
the symmetrical analysis of verb second, the finite verb still has its finite-
ness feature to check; furthermore, since this feature is checked against 
the finiteness feature of C ° , which is strong in verb second languages, 
this checking must take place prior to Spell-Out. 
There are two possibilities, both of which may provide well-formed deri-
vations. Recall that the weak pronoun, marked [Repel Case], has to get 
out of AgrsP. Under the first scenario, a phrase /iP is generated on top 
of AgrsP: remember that this is possible only if the verb is attracted to 
a higher position, forcing it to pass through / i ' on its way to C °. We 
now have a landing site for the weak subject pronoun outside of AgrsP, 
namely Spec-/iP. If the clause contains an element marked [Repel A], 
this element is moved to Spec-CP, as illustrated above. See the analysis 
in (39). 
(39) [CP das Brotj [ c - hatv] [^ P esj tv [ A g r s P t j t v ... t, gegessen ]]] 
Under the second scenario, there is no fiP on top of AgrsP. In this case 
AgrsP is the complement of C ' . A weak subject pronoun in Spec-AgrsP, 
marked [Repel Case], has to move to the first available position outside 
of AgrsP, i.e. Spec-CP, as illustrated in (40): 
(40) [CP esj [[c . hatv] [AgrsP ti tv ... das Brot gegessen ]] 
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This analysis is compatible with the fact that no other element can be 
moved to Spec-CP: an example like (41) is not well-formed:19 
(41) *Das Brot es hat gegessen. 
Thus under the second scenario, no element of the clause may be marked 
[Repel A]. As the analysis outlined demonstrates, it is a coincidence that 
Spec-CP is available both for phrases marked [Repel A] and for phras-
es marked [Repel Case], Since there is just one position, only one of 
these options may be picked for the fronted element. Presumably, weak 
pronouns cannot be marked [Repel A], hence there is actually only one 
option. 
Consider now the case of weak object pronouns. These pronouns are Case 
checked in Spec-AgroP, i.e. the marker [Repel Case] forces them to be 
outside of AgroP. The shortest possible movement is movement to Spec-
HP, as discussed above. There is no way to get from AgroP to Spec-CP by 
a short move. Hence, there is only one position for weak object pronouns, 
assuming, as above, that deficient pronouns may not be marked [Repel 
A], Consequently, my analysis accounts for the asymmetry with respect 
to the possibility of fronting weak subject pronouns, and the inability to 
front weak object pronouns, without giving up the symmetrical analysis 
of verb second. 
4.3 Zwart's arguments for distinguishing between Topicalization and 
subject first clauses 
Whereas I have shown that my analysis in terms of [Repel Case] makes it 
possible to account for examples like (36) and (37) with the symmetrical 
hypothesis of verb second, this naturally does not a priori disqualify 
an asymmetric account of verb second: there might be other empirical 
virtues of this approach. However, the arguments that Zwart (1993) gives 
for his asymmetric analysis of verb second are not wholly compelling, as 
the following discussion will show. 
According to the asymmetric V2-analysis, subject first V2 sentences are 
AgrsPs, hence something else than V2-sentences with Topicalization. 
1 9 The same restriction is found in West Flemish, where clitic ze 'she' in first 
position cannot be preceded by a topicalized phrase. See (i), taken from 
Haegeman (1991), example (26b): 
(i) *Morgen ze werkt zie. 
' tomorrow she (clitic) works she' 
See Haegeman for a discussion of the ambivalent s tatus of the clitic pro-
noun as head or maximal projection. No such ambivalency is needed in the 
description proposed here. 
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Zwart (1993, p. 243-254) gives four arguments for this assumption (in 
addition to the asymmetry between subject and object weak pronouns). 
The first argument is based on a difference found in Dutch with respect 
to the 2nd person ending in subject-first clauses and in clauses where 
something else has been fronted: 
(42) a. Ji j kent /*ken dat boek. 
'you know that book' 
b. Dat boek ken /*kent jij. 
'that book know you' 
That book you know. 
According to Zwart, the short form is used when V is in C °, as an indi-
cation of Agrs-to-C movement. The long form is used otherwise; hence in 
(42a) with subject-first and only the long form available, the verb is not 
in C ° . A problem for this analysis is why not both endings are possible 
in (42a): after all, also subjects can be topicalized. 
Zwart approaches this problem in Zwart (1993, p. 183, fn. 8), and also in 
Zwart (1994, p. 31-33). His solution, which is pretty technical, involves 
a separation of the licensing of the features of the phrase and of the 
checking of the N-features of the head. As he himself contends, it is 
not clear whether there is independent support for such extensions of 
the analysis. Presently, it can be concluded that Zwart has envisaged a 
way to solve the problem, although the consequences have not yet been 
investigated. Thus, we can conclude that the argument based on the 
facts in (42) is at best unsufficient. 
Zwart's second argument involves examples like (43): 
(43) a. Jan kent (*nog altijd) 't niet. 
'John knows still always it not' 
John (*still) doesn't know it. 
b. Toch kent (nog altijd) Jan (*nog altijd) 't niet 
'yet knows still always John still always it not' 
Yet John still doesn't know it. 
The verb and the clitic are adjacent in (43a), and the subject and the 
clitic are adjacent in (43b). According to Zwart (1993, p. 245), this is 
accounted for if the subject is in Spec-AgrsP in both cases, whereas 
the verb is in Agrs ° in (43a), in C ' i n (43b). Under the symmetrical 
analysis, where the verb moves to C * in both (43a) and (43b), it is not 
clear, according to Zwart, how the subject can undo the requirement 
that the verb and the clitic must be adjacent. 
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There are several things unclear with this argument. First of all it is 
not obvious where the clitic is situated. From (43b) we can see that ad-
verbials may not intervene between Spec-AgrsP and the clitic, whereas 
adverbials are allowed between C ° and Spec-AgrsP. Under the asym-
metrical analysis, (43a) furthermore indicates that adverbials may not 
intervene between Agrs * and the clitic. I do not understand, frankly, why 
this should be an argument for the asymmetrical analysis. Furthermore, 
this argument can be criticized in the same way as the first argument: 
since subjects may be topicalized, one possible reading of (43a) is that 
the subject is topicalized, and then there should not be any difference 
between (43a) and (43b). 
Zwart's third argument is actually not an argument. According to Zwart 
(1993, p. 246), the symmetrical hypothesis predicts that Topicalization 
should be possible wherever subject placement is possible, given that 
subject placement and Topicalization are the same processes. He then 
procedes to show that Topicalization in embedded clauses is severely 
limited, compared to subject first embedded clauses. But this is not, 
as far as I can see, an argument against the symmetrical hypothesis: 
proponents of symmetric V2 do not claim that the subject is in Spec-CP 
in embedded clauses - on the contrary, like proponents of asymmetric 
V2, they assume the subject to be in Spec-AgrsP in ordinary embedded 
clauses. Hence this argument is a non-argument. 
The fourth argument has to do with subject deletion under coordination. 
Zwart (1993, p. 252) assumes that "an element in the second clause of 
a coordinate structure can only delete under identity with an element 
in the first clause if the two elements are in the same structural posi-
tion" . Since the asymmetrical analysis of V2 claims that the subject is 
in the same structural position when it is clause initial as when it occurs 
after the verb in inversion, this analysis predicts the correctness of the 
following four word orders: 
(44) a. subject - finite - XX and topic - finite - s u b j e c t gap - YY 
b. topic - finite - subject - XX and s u b j e c t g a p - finite - YY 
c. topic - finite - subject - XX and 
topic - finite - s u b j e c t g a p - YY 
d. subject - finite - XX and s u b j e c t g a p - finite - YY 
The word order of (44d) is correctly predicted to be well-formed also by 
the symmetrical V2 hypothesis. The word order of (44a), on the other 
hand, is predicted to be ungrammatical by the symmetrical hypothe-
sis, but well-formed by the asymmetrical one. Surprisingly, Zwart (1993) 
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does not discuss (44a). However, we immediately note that this word 
order is impossible in Swedish, as illustrated in (45): 
(45) *Det här taget fortsätter som intercitytäg till Lund 
'this here train continues as intercity train to Lund 
och sedan stannar _ bara i Eslöv. 
and then stops only in Eslöv' 
Hence with respect to (44a), the symmetrical hypothesis, but not the 
asymmetrical one, makes the correct prediction. 
Consider next the word order of (44b), first described in a generative 
framework by Höhle (1983). This word order is found at least in Dutch, 
German and Swedish; see also the discussion in Heycock/Kroch (1994): 
(46) 
a. In Mainz fährt Karl abends los und _kommt morgens in Bonn an. 
b. Bagaget satte han ner pa golvet och _ sprang direkt till utgangen. 
'luggage-the put he down on floor-the and _ ran directly to exit-the' 
He put the luggage on the floor and ran directly to the exit. 
In this case, the asymmetrical hypothesis, but not the symmetrical one, 
appears to make the correct prediction. Note however that there is no 
indication in these examples of the exact position of the deleted subject 
in the second conjunct: there could just as well be a gap in the position 
after the verb as before the verb; if the gap is after the verb we have 
something similar to Narrative Inversion in the second conjunct. If this 
is the correct analysis, the occurrence of the structure is predicted by 
the symmetrical hypothesis. 
The fourth word order, illustrated in (44c), is not well-formed in Swe-
dish, as shown by the example in (47). Since the gap is in the same 
structural position as its antecedent under both the symmetrical and 
the asymmetrical hypotheses of V2, both hypotheses make the wrong 
prediction: 
(47) *Igar tog han taget till Lund och dar köpte _ en ny bil. 
'yesterday took he train-the to Lund and there bought _ a new car' 
He took the train to Lund yesterday and bought a new car there. 
As the discussion has shown, the observed distribution of subject gaps in 
coordinations does not seem to provide arguments for either of the two 
V2-hypotheses. Alternatively, we may doubt the validity of the condition 
for deletion assumed by Zwart, i.e. that an element in the second con-
junct can only delete under identity with an element in the first conjunct 
if the two elements are in the same structural position. 
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Concluding, the arguments provided by Zwart (1993) for choosing the 
asymmetrical analysis of verb second over the symmetrical analysis are at 
best unclear, and we need more information about various predictions 
before being able to evaluate them. In the absence of the support of 
the subject-object asymmetry with respect to initial weak pronouns, I 
cannot see any good reason to select the asymmetrical analysis over the 
symmetrical one. 
5. Conclusion a n d discussion 
Beginning with the observation that Topicalization is a process that does 
not fit in nicely with a theory where movement is confined to instances 
of Attract F (F for feature), I have proposed an alternative account in 
terms of Repd F: an element marked [Repel A] (A for A-positions) is 
forced to find a place outside the A-positions, i.e. in front of AgrsP. 
A similar account may be used for weak pronouns - I claim here that 
weak pronouns are marked [Repel Case], forcing them to find positions 
outside of AgroP, and AgrsP, depending on their status as object or 
subject, respectively. 
The analysis of Topicalization as Repel A is compatible with the sym-
metrical V2-hypothesis, according to which the finite verb always raises 
to C " in main clauses in V2 languages, presumably attracted by a strong 
finiteness feature in C " . This hypothesis is indirectly supported by my 
account of weak pronouns - the strongest argument for the asymmetrical 
V2-hypothesis is the observation that weak subject pronouns, but not 
weak object pronouns, may topicalize, which has been taken as indicating 
a structural difference between main clauses beginning with the subject 
and main clauses where some other element is in first position. However, 
given the marking of weak pronouns as [Repel Case], this asymmetry 
is shown to be a consequence of the nature of these pronouns, hence 
not an argument for asymmetric V2. As I have attempted to show, also 
other arguments launched for the asymmetrical V2 hypothesis turn out 
to be inconclusive. Thus, the present study supports the symmetrical V2 
hypothesis over the asymmetrical one. 
Concluding, the proposal that A-bar-movement is triggered by a marker 
[Repel F] attached to some element in the string is an uneconomical 
description from one point of view, as it introduces a second trigger for 
movement besides Attract F . However, since A-bar-movement is different 
in nature from A-movement, attempts to generalize over the two types of 
movement may well be in error. This is not to say that the approach in 
terms of Repel F is necessarily the correct one. However, as I have shown 
in this paper, several seemingly disparate properties of Topicalization 
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and deficient pronoun demotion are accounted for under the proposed 
description, supporting the hypothesis that Repel F may actually be 
an option to be considered seriously. If this approach can be successfully 
applied also to other constructions containing A-bar-movement, it would 
offer an alternative to Chomsky's suggestion that several kinds of A-bar-
related constructions cannot be accounted for within the computational 
system. 
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B R I G I T T A H A F T K A 
„Deutsch ist eine V/2-Sprache mit Verbendstellung 
und freier Wortfolge." 
A b s t r a c t 
Der Titel des Beiträgs vereinigt häufige typologische Einordnungen des Deut-
schen, die, wenn sie nicht interpretiert werden, einander widersprechen: 
1. Deutsch ist eine S(ubjekt)0(bjekt)V(erb)-Sprache/eine OV-Sprache. 
2. Deutsch ist eine der germanischen Verbzweitsprachen. 
3. Deutsch ist eine Sprache mit freier Wortstellung. 
4. Deutsch ist eine Scramblingsprache. 
Im ersten Teil gehe ich zunächst auf die beiden Einordungen, die die Verbpo-
sition betreffen, ein und zeige, dafi die dem eingeleiteten Nebensatz entspre-
chende SOV- oder OV-Reihenfolge bei Annahme eines nach links regierenden 
Verbs im Deutschen sinnvollerweise als grundlegend angesehen werden kann, 
während die den germanischen Verbzweitsprachen eigene Anordnung des fini-
ten Verbs nach einer maximalen Konstituente ab abgeleitet betrachtet werden 
muß. Im zweiten Teil wird gezeigt, wie die sich aus der Vergabe der semanti-
schen Rollen (Thetarollen) des Verbs nach links ergebende hierarchische Struk-
tur auf die lineare Folge im Mittelfeld deutscher Sätze abgebildet wird und wie 
man sich Umordnungen dieser Reihenfolge (oft als Scrambling bezeichnet) bei 
Berücksichtigung von Skopusverhältnissen (z.B. der Negation/Affirmation) so-
wie von Kontextbedingungen und speziellen Topikalisierungen vorstellen kann 
und wieso sie eingeschränkt - also nicht völlig frei - sind. 
1. ( S ) O V - S p r a c h e v s . V / 2 - S p r a c h e 
W e n n beide Kennzeichen gleichzeitig gel ten sollen, kann das nu r fol-
g e n d e r m a ß e n vers tanden werden: W i r wissen, daß das f ini te Verb i m 
Deutschen , speziell im deklara t iven H a u p t s a t z normalerweise immer ei-
ner m a x i m a l e n P h r a s e ( X P ) folgt . Dies kann sowohl das S u b j e k t sein: 
(1) / d p M a n c h e Linguisten] lieben Nonsens. 
als auch j e d e andere m a x i m a l e Ph rase : 
(2) [DPNonsens] hat Vater schon immer geliebt. 
(3) [ppSeit seiner Kindheit [pp in den Bergen des Harzes]] wan-
dert er gern. 
einschließlich von verba len P r o j e k t i o n e n u n d Sätzen: 
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(4 ) / v p - f , z u J m Harz zu wandern] macht Spaß. 
(5) [vp-fMannheim besuchen] wollte er schon lange. 
(6) [cpDaß wir untere Kollegen hier wiedersehen], ist ein beson-
deres Vergnügen. 
Diese Tatsache wird als Test dafür verwendet, ob eine sprachliche Se-
quenz eine maximale Phrase ist oder nicht. Was vor dem finiten Verb 
stehen kann, ist eine maximale Phrase: 
(7) a. [\dvpAuf] steigt der Strahl und fallend gießt er voll der Mar-
morschale Rund ... (C.F. Meyer, Der Römische Brunnen) 
b- /AP/DPSeiner Mutter] ähnlich] war Peter schon immer. 
Auch im uneingeleiteten abhängigen Satz steht das finite Verb an zweiter 
Stelle: 
(8) Er meinte, [DPNonsens] habe Vater schon immer geliebt. 
Das gilt auch für «»-Phrasen, die in «^-Interrogativsätzen ebenfalls dem 
finiten Verb vorangehen: 
(9 ) /AÖVP Wo] tagen heute die Linguisten? 
(10) /pp Von wem] wurde die Tagung eröffnet? 
(11) [DP Wessen Vorlesung] hat euch gefallen? 
Im Gegensatz zu diesen Verbzweit-Sätzen steht das finite Verb in den 
eingeleiteten abhängigen Sätzen (12-19) an letzter Stelle: 
Er meinte, 
(12) daß manche Linguisten Nonsens lieben. 
(13) daß Vater schon immer Berge geliebt hat. 
(14) daß er seit seiner Kindheit Nonsens geliebt haben soll. 
Ich weiß nicht, 
(15) ob er schon lange Mannheim besuchen wollte. 
(16) a. ob der Strahl aufsteigt. 
b. ob Peter schon immer seiner Mutter ähnlich war. 
(17) wo heute die Linguisten tagen. 
(18) von wem die Tagung eröffnet wurde. 
(19) wessen Vorlesung euch gefallen hat. 
Warum wird nun davon ausgegangen, daß das Deutsche eine SOV- oder 
OV-Sprache sei, wenn doch diese Endposition des finiten Verbs meist 
nur in abhängigen Sätzen vorkommt? Dazu betrachten wir die Struktur 
der Verbalphrase im Satz (20): 
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(20) daß Peter manchen Linguisten Nonsens erzählt hat 
^VPXe 
SU 
Peter 
10 V ^ X j . t e 
manchen 
Ungutsten DO VK-+(A,3IA,2,ii.te 
Nonsens 
erzählt hat 
(S) IO DO V 
Wie (20) zeigt, steht das finite Auxiliar [ y _|_f hat] im Verbendsatz inner-
halb seiner Verbalphrase, genauer innerhalb seines Verbkomplexes [y • _|_f 
erzählt hat]. Der Verbkomplex (VK°) „erbt" - grob gesagt - neben den 
formalen Eigenschaften auch die referentielle Argumentstelle Ae vom fi-
niten Auxiliar und die Subkategorisierungseigenschaften, semantischen 
Rollen oder Theta-Rollen (A3,A2,Aj) vom Partizip Perfekt des Haupt-
verbs. Dies ergibt - nach Bierwisch (1990) - die Argumentstruktur des 
Verbkomplexes. 
Die interne Theta-Rolle A3 wird vom VK° an seine unmittelbar vorange-
hende Nachbarkonstituente, die DP Nonsens, vergeben. Mit der Vergabe 
dieser Thetarolle A3 an die als Thema fungierende DP ist der struktu-
relle Akkusativ verbunden. Das heißt, die DP fungiert als direktes Ob-
jekt (DO). Nimmt man nun an, daß der Verbkomplex durch die Vergabe 
dieser Thetarolle zu V' projiziert, so erhält man eine erste Projektions-
stufe des Verbs, die wiederum die Theta-Rolle A2 an die als Adressat 
fungierende DP manchen Linguisten vergibt. Diese von V' vergebene in-
terne Thetarolle, die hier mit dem Dativ verbunden ist, ist das indirekte 
Objekt (IO). 
In manchen generativen Überlegungen ist damit die Verbalphrase abge-
schlossen. Deshalb bezeichnet man die verbliebene mit dem Nominativ 
verbundene Thetarolle für das Agens Ai im Gegensatz zu den internen 
Thetarollen für die Objekte als externe Thetarolle. In neueren Phrasen-
strukturmodellen wird häufig die externe Thetarolle an die im Spezifizie-
rer der VP stehende SU-DP vergeben. Durch die Vergabe der externen 
124 Brigitta Haftka 
Thetarolle projiziert V' (oder, je nach dem, wie man sich die VP-Struktur 
bei mehr als einem Objekt vorstellt, V"1 ) zur maximalen Verbalphrase 
VP. 
VP hat nun noch die referentielle Argumentstelle, die, wie Ilse Zimmer-
mann zeigt, „durch einen Operator zu spezifizieren ist, der den Referenz-
typ des betreffenden Syntagmas festlegt" (Zimmermann 1991, S. 4). Dies 
geschieht jedoch erst in einer späteren Stufe der Ableitung des Satzes. 
Wenn das Verb nun im deutschen Nebensatz seine Thetarollen in der 
beschriebenen Weise nach links vergibt (s.(21)), 
(21) S U < - 10 <~ DO < - Verb 
V 
so ist es sinnvoll, anzunehmen, daß das Verb im Deutschen nach links 
0-regiert, daß also den verschiedenen Reihenfolgen im deutschen Satz 
eine Reihenfolge SOV innerhalb der VP zugrundeliegt.2 
Die normale Aussagesatz-Verbstellung V/2 ist dann als Abwandlung die-
ser Grundreihenfolge zu beschreiben, d.h. man muß eine Verschiebung 
des finiten Verbs aus seiner die hierarchische Struktur spiegelnden End-
position in eine Position nach der ersten maximalen Phrase und, wie die 
einleitenden Beispiele zeigen, nicht einfach nach dem Subjekt annehmen. 
In der generativen Grammatik wird in verschiedenen Variationen ange-
nommen, daß das finite Verb als Head der Verbalphrase (VP) seine mor-
phologischen Merkmale im Head einer die VP dominierenden funktiona-
len Kategorie INFL (I) bzw. der Unterkategorien von INFL: Subjekt-
1 Auf die VP-Schalen von Larson (1988) soll hier nicht eingegangen werden. 
2 Im Rahmen der generativen Grammatik wird zur Zeit heftig darüber debat-
tiert, wie eine universelle Phrasenstruktur aussehen sollte. Vorausgesetzt, 
daß der Kopf einer Phrase ein Komplement und einen Spezifizierer haben 
kann, 
- so wird nach der hier favorisierten Auffassung angenommen, daß deren 
Anordnung sprachspezifisch parametrisiert ist. Für das Deutsche gilt 
dann eine weitere Differenzierung nach sog. verbalen oder nominalen 
Kategorien: 
+V-Kategorien (Verb, Adjektiv) ©-regieren ihre Komplemente nach 
links 
+N-Kategorien (Substantiv, Präposition) ©-regieren ihre Komplemente 
nach rechts 
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und Objekt-Kongruenz (Agreement ) , Tempus (Tense) usw. abholen 
oder neuerdings (vg l . Chomsky 1992) spätestens in der LF-Komponente 
überprüfen oder checken muß. Das bedeutet, daß das finite Verb suk-
zessive an die jeweil igen Headpositionen adjungiert wird und auf diese 
Weise in eine Position links von der V P gelangt, nämlich nach 1° 
( = A G R S ) . Beschränkt wird diese Bewegung durch den sog. Head-
Movement-Constraint, der besagt, daß Heads - also X ' -Kategorien - nur 
in eine Y " -Position verschoben werden dürfen, d.h. in die Head-Position 
einer hierarchisch höheren Kategorie. Betrachten wir die INFL-Phrase 
der Einfachheit halber hier als Blackbox, berücksichtigen wir also hier 
nicht die einzelnen Unterkategorien, so kann man sich diese Verbbewe-
gung vorstellen wie in (22): 
XP (VP/AP) 
/ l 
SpecXP X' 
/ \ 
Komple- X° 
ment-YP 
b. XP (PP/NP) 
/ I 
SpecXP X' 
/ \ 
X" Komple-
ment-YP 
- Nach der anderen Auffassung (Kayne u. a.) gibt es nur eine universelle 
Phrasenstruktur, in der der Spezifizierer stets links und das Komplement 
stets rechts vom Kopf steht. 
c. XP 
/ l 
SpecXP X' 
/ \ 
X" Komplement-YP 
Im ersteren Falle ist die 0-Rektionsrichtung des Kopfes innerhalb einer an-
genommenen VP-Struktur parametrisiert und damit typologisch relevant. 
Im zweiten Falle wäre die Rektionsrichtung des Verbs typologisch irrele-
vant. Die Struktur der VP wäre in allen Sprachen gleich. Die typologische 
Einordnung des Deutschen müßte von Oberflächeneigenschaften der Sätze 
abgelesen werden. 
Siehe zu den Auswirkungen einer solchen universellen Phrasenstrukturan-
nahme für die Beschreibung des Deutschen z.B. auch die Diskussion in 
Donati/Tomaselli (1995) und in C.M. Schmidt (1995). 
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(22) ^ C P ^ 
S p e c C C 
v : ( c° [ ± 7 ,± ! ) S p e c IP r h i 
/ N 
\ 1° V P Xe 
/ \ 
t , I" S p e c V V' 
X P 
N i m m t m a n unter simplifizierender Vernachlässigung der Differenzhypo-
these 3 an , daß der Satz immer eine C O M P - P h r a s e (CP) ist und daß in 
C" der an die Posi t ion des finiten Verbs gekoppelte Referenztyp des Sat-
zes (Deklara t ivsa tz , In ter rogat ivsa tz usw.) codiert ist, so wird die oben 
schon genann te referentielle Arguments te l le durch den Ope ra to r in CT 
gebunden. Im Komplement sa tz ist dies der Komplement ierer daß oder 
ob. 
Ist in C ein Sa tz typ codiert (z.B. durch [+?,-!]), der die oberflächen-
s ichtbare Anordnung des finiten Verbs in der zweiten Posit ion versus 
in der ersten Posi t ion erfordert , so muß das Verb sich aus seiner V ° -
Posit ion über die INFL-Head-Pos i t ionen in die höchste Head-Posi t ion, 
also in das lexikalisch leere C" bewegen und an dieses ad jungieren . Da-
durch wäre - s ta rk vereinfacht - die Sa tz typcharakter i s t ik z.B. eines 
Entscheidungsinter rogat ivsa tzes gesichert: 
(23) a. [cp[c [c Lieben [c [+•> -'] 0] [\p fr t v / y p manche Linguisten 
[v Nonsens t [v ]]]]]]]] ? 
3 Die hybride Differenzhypothese (2. Alternative), wie sie von Brandt et al. 
(1992) vertreten wird, besagt, daß 
- Verb-letzt-Deklarativsätze und Verb-letzt-w-Interrogativsätze CP/IPs , 
- Verb-zweit-Deklarativsätze und Verb-zweit-w-Interrogativsätze IPs, 
- Verb-letzt-Entscheidungsinterrogativsätze C ' / I 1 , 
- Verb-erst-Deklarativsätze und Verb-erst-Entscheidungsinterrogativsätze 
I1 sind. 
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Für V/2-Sätze muß mindestens und höchstens eine Phrase aus VP in 
die Spezifiziererposition der CP, also in eine Position vor das finite Verb 
gebracht werden. 
Gibt es eine tü-Phrase im Satz und ist C° als interrogativ [+?,-!] aus-
gezeichnet, so verlangt die Spezifizierer-Head-Kongruenz, daß diese w-
Phrase in die Spezifizierer-Position der COMP-Phrase wandert (24): 
(24 ) / c p t o a « j / c ' [ c lieben [c [ + ' - ' ] 0///ip [i'Ufvp manche Linguisten 
[vMU ]]]]]]? 
Ist C" dagegen als deklarativ [-?,-!] ausgezeichnet, so verlangt die 
Spezifizierer-Head-Kongruenz, daß entweder eine -«¿-Phrase, d.h. eine 
maximale Phrase, die kein Fragewort enthält, nach Spec-CP verschoben 
wird, siehe (25) mit der Baumstruktur (26) und die Beispiele (1-8): 
(25 ) / c p m a n c h e Ungutsten,[c [c lieben [c- [-?;-!] 0]] [IP ti [v tv 
lvp [v Nonsens <v ]]]]]] 
(26) CP 
DP C' 
manche / \ 
Linguisten, / 
oder daß in SpecCP wie in (27) ein expletives ES eingesetzt wird, s.u.: 
( 2 7 ) [cpEa[c> [c~ Heben [c [-?;-!] 0]] [\p [y tv [yp manche Linguisten 
[w Nonsens tv ]]]]]] 
Diese Linksverschiebungen des finiten Verbs nach C° und der maxima-
len Phrase nach SpecCP finden natürlich nur unter der Voraussetzung 
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statt , daß C° zwar Satzmodus-Merkmale enthält, die aber lexikalisch 
unausgedrückt (0) bleiben. Das ist auch der Fall bei den uneingeleiteten 
abhängigen Sätzen, wie z.B. in unserem obigen Beispiel (8): 
(8') Er meinte, / c p / d p N o n s e n t f r [& [c habe /c-[_?;_;] 0]] [ip Vater 
schon immer geliebt <v ]]] 
Steht in C ' ein Komplementierer, also eine Konjunktion daß oder ob wie 
in unseren Beispielen (12) - (16), so charakterisiert der Komplementierer 
den folgenden Satz als deklarativ oder interrogativ, und die Spezifizie-
rerposition bleibt in der Standardsprache obligatorisch unbesetzt: 
(12') [CP[C [C [—?;—!] daß] [ip manche Linguisten Nonsens lieben]]] 
Ich gehe hier nicht auf die zahlreichen Besonderheiten ein, die mit der Be-
setzung der C° - und der SpecCP-Position verbunden sind. Mehr darüber 
s. Haftka (1993) sowie Brandt/Reis/Rosengren/Zimmermann (BRRZ) 
(1992), die eine wichtige Alternative zu dieser hier nur angedeuteten 
traditionelleren Auffassung bieten (Differenzhypothese, s. Anm. 3)). 
Man sieht, daß bei Annahme von projizierenden funktionalen Katego-
rien oberhalb der Verbalphrase, deren Head- und Spezifizierer-Merkmale 
die Veränderung der Verbposition und die Linksverschiebung einer XP 
veranlassen, relativ gut zu erklären ist, welches Verhältnis zwischen SOV 
und V/2-Stellung besteht, daß es sich dabei also um zwei verschiedene 
Ebenen handelt: 
- (S)OV betrifft die Basisanordnung in der VP. Man findet dafür in 
der typologischen Literatur (vgl. Hawkins 1983, S. 230) auch Klein-
schreibung: (s)ov, die als Hinweis auf die dargestellte Problematik 
zu deuten ist. 
- V/2 und auch V/1 sind in einem solchen generativen Modell 
Derivationsergebnisse. Die Besetzung des lexikalisch leeren C* 
durch das finite Verb und die angedeuteten Spezifizierer-Head-
Kongruenz-Eigenschaften müssen sprachspezifisch parametrisiert 
sein. Das heißt, die Verschiebung des Verbs in die V/2- oder V / l -
Position hat, da sie j a in der Oberflächenstruktur des Satzes sicht-
bar ist, vor der Eingabe der derivierten Struktur in die Phonologi-
sche Komponente der Grammatik zu erfolgen. 
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2 . F r e i e W o r t s t e l l u n g v s . „ S c r a m b l i n g " - S p r a c h e 
Zwei weitere typologische Einordnungen des Deutschen lau ten: 
3. Deutsch ist eine Sprache mi t freier Worts te l lung. 
4. Deutsch ist eine Scramblingsprache. 
Satz 3, der b e h a u p t e t , Deutsch h a b e eine freie Worts te l lung, und Satz 
4, der Deutsch als eine Sprache m i t „durcheinandergebrachter" ( = ge-
scrambel ter ) A n o r d n u n g der Kons t i tuen ten charakter is ier t , scheinen sich 
im Ergebnis zunächst nicht zu widersprechen, nur daß Satz 4 möglicher-
weise eine geordnete Grundre ihenfolge voraussetzt , während Satz 3 nicht 
unbeding t eine solche Voraussetzung macht . Dies allerdings ist wichtig 
für die Deskript ion der deutschen Worts te l lung. Die Abfolge von Sub-
jek t , Ob jek t ( en ) und Adverbialen ist zwar nicht so s t reng geregelt wie 
im Englischen 4 , diese „Freiheit" ist aber durchaus s t rengen Regeln un-
terworfen. 
U m das zu zeigen, gehen wir zurück zu unserer S t ruk tu r der V P : Mit 
der Vergabe der Arguments te l len des Verbs an die Komplemente und an 
das Subjek t ist ein Gerüs t für den Satz, genauer für die Verbalphrase 
en ts tanden , das auf den verschiedenen Stufen durch adverbiale Modifi-
katoren erweitert werden kann. Dies geschieht normalerweise durch Ad-
junk t ion . Der Einfachhei t ha lber nehme ich hier an, daß Modifikatoren an 
die verschiedenen V-Pro jek t ionss tu fen basis-adjungier t werden können, 
in (28) also an V ' die modale Adverb ia lbes t immung [ppmil viel Humor] 
und an V P z.B. das Frequenzadverbia le [AdvP°ft]• Eine Anmerkung : Von 
den Modifikatoren zu unterscheiden ist z.B. die direktive adverbiale P P 
[ppuor die Nase]: deren direktive Präpos i t ion vor wird vom Verbkom-
plex [gesetzt hat] subkategoris ier t , und sie vergibt ihrerseits ihre interne 
The ta ro l le (Di rek t ivum) an die D P [op^ie JVase], Die P P ist also ein 
Komplement des Verbs, da ihr Head P vom Verb subkategorisiert ist, sie 
ha t aber selbst keinen A r g u m e n t s t a t u s . 
4 Das Deutsche kann auf die Kennzeichnung der syntaktischen Funktion der 
Argumentphrasen als Subjekt (SU), indirektes Objekt (IO) oder direktes 
Objekt (DO) durch feste Positionen weitgehend verzichten, weil es eine aus-
reichende Substantiv- und vor allem Artikelflexion hat, die es ermöglicht, 
den Kasus einer DP auch in derivierter Position zu identifizieren. Bei Ei-
gennamen ohne Artikel muß jedoch oft eine SU-IO-DO-Reihenfolge einge-
halten werden, um Mißverständnissen vorzubeugen, vgl. Dann hat Hans 
Franz Maria vorgestellt. 
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(28) VP 
VP 
(Oft) 
SU V 
Kabarettisten 
(PP) V 
( mit viel Humor) 
IO V 
einem gr. Publikum 
DO V^ 
NONsens ^ ^ 
PP X, VK° 
P DP V" V* 
vor die Nase gesetzt haben 
Wir haben also nun einen Sachverhalt, dergestalt daß 
(29) ofl Kabarettisten mit viel Humor einem großen Publikum Nonsens 
vor die Nase gesetzt haben. 
Damit ist noch nichts darüber gesagt, ob dieser Sachverhalt bejaht oder 
verneint werden soll, ob er also im Skopus eines Negations- oder Affirma-
tionsoperators stehen, ihm also folgen muß. In syntaktischen Termen aus-
gedrückt, bedeutet das, daß der Negations- oder Affirmationsoperator die 
VP c-kommandiert.5 Der Affirmationsoperator ist entweder phonetisch 
s tumm oder wird durch eine Partikel (wie z.B. wohl, aber auch kaum) 
bzw. eine Partikelkombination (wie z.B. [[pt* sehr [pt- tüoAi]]) lexikali-
siert. Der Negationsoperator ist entweder ebenfalls durch eine Partikel 
wie nicht ausgedrückt, oder er ist in eine nte-oder fcem-Phrase (keiner, 
niemand) integriert. Nimmt man an, daß der die negierende oder affir-
mierende Position zum Sachverhalt angebende Operator, wenn er leer 
ist oder durch eine Partikel lexikalisiert ist, als eine minimale Kategorie 
(X° -Kategorie) zu einer maximalen Phrase projiziert, so ergibt sich die 
Positionsphrase (30). 
5 x c-kommandiert nach Chomsky (1986) y, gdw.: 
i. x y nicht dominiert und 
ii. wenn jedes z, das x dominiert, auch y dominiert. 
V/2-Sprache mit Verbendstellung und freier Wortfolge 131 
(30) POSP 
SAdvP POSP 
SpecPOS 
[+NEG] 
POS' 
POS" 
[±NEG] 
(Ich weiß, daß) 
a. 
b. 
c. keines-
wegs 
d. tatsächl. 
e. leider tatsächl. keiner, 
Naf>sehrwoNI0] 
(gar) nicht 
(nicht) 
oft einer mit viel 
Humor einem 
' großen Publikum 
NONsens erzählt 
hat 
oft t, einem gro-
ßen Publikum 
NONsens 
erzählen konnte 
Ist die negierte Phrase eines der Elemente aus VP, so muß sie, soll die 
gesamte Proposition negiert sein, die VP verlassen, damit ihr [+NEG]-
Merkmal den Rest der VP in ihren Skopus nehmen kann, vgl. das kei-
ner in (30e), das in die Spezifiziererposition der funktionalen Kategorie 
POSP oberhalb der VP wandern muß, vgl. die unterschiedlichen Skopus-
verhältnisse in (30e) und (30e'): 
(30) e. daß leider tatsächlich keiner\[yp oft t, einem großen Publikum 
NONsens erzählt hat] 
'daß tatsächlich für keinen gilt, daß er oft einem großen Publikum 
Nonsens erzählt ha t ' 
e'. daß leider tatsächlich [vpof t keiner einem großen Publikum 
Nonsens erzählen konnte] 
'daß tatsächlich gilt, daß oft keiner einem großen Publikum Non-
sens erzählen konnte' 
Die die Negation oder Affirmation der Proposition modifizierenden Po-
sitionsadverbialia (tatsächlich, keinesfalls, keineswegs ...) werden an die 
Positionsphrase basis-adjungiert (30c-e). 
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Nimmt man nun eine VP-Struktur wie (29) - ergänzt durch eine POSP 
wie (30) - an, so ergibt sich eine direkt der hierarchischen Struktur ent-
sprechende Reihenfolge, die ich als Grundreihenfolge bezeichne. In solch 
einer Positionsphrase wird der Hauptakzent des Satzes dem syntaktisch 
zu bestimmenden Fokusexponenten zugewiesen, in (30) der am tiefsten 
eingebetteten subkategorisierten lexikalischen Nachbarkonstituente des 
Verbkomplexes6, nämlich NONsens. 
Dieselbe Reihenfolge wird auch von definiten Substantiven eingehalten, 
die Bekanntes, aber nicht unmittelbar vorher schon einmal Erwähntes 
bezeichnen, also zum Fokusbereich gehören: 
(31) (Ich habe gehört,) 
daß [gestern die Chefin des Hause» charmant dem Publikum 
den jungen AUtor vorstellte] 
Weitere wichtige Veränderungen dieser Grundreihenfolge - neben der 
Linksverschiebung einer negierten Phrase nach SpecPOS - ergeben sich 
bei der Anpassung eines Satzes an den Diskurs. Diese Anpassung ist im 
Deutschen und Niederländischen mit Linksverschiebungen von in der VP 
generierten Konstituenten innerhalb des Mittelfeldes verbunden, die man 
häufig alle oder nur teilweise als Scrambling bezeichnet, wobei Scramb-
ling meist mit Adjunktion gleichgesetzt wird. Ich will hier nicht auf (mehr 
oder weniger kontrastive) Umordnungen mit lediglich informationsstruk-
turellen Konsequenzen eingehen, die nach Rosengren innerhalb der VP 
stattfinden und nach ihrer Meinung die einzig legitimen Scramblingfälle 
sind. In einem Syntaxmodell, das nach Chomsky (1992) nur Checking 
formaler Merkmale als Motiv für Bewegung zuläßt, habe ich dafür in 
Haftka (1994) eine Kontrastfokusphrase7 angesetzt, die der POSP über-
geordnet ist und eine Spezifiziererposition für eine zwischen dem Satzad-
verbiale und der Negation/Affirmation anzuordnende sekundär betonte 
maximale Phrase zur Verfügung stellt: 
(32) daß / F O C C P natürlich / F O C C P einem seRIOsen PublikumJ / F O C C ' 
0 /posp tatsächlich /posP keiner, [pos'O [vpoft t\ tj NONsens 
erzählt hätte]]]]]]] 
6 Auf die Festlegung des grammatisch zu definierenden Fokusexponenten im 
Satz kann hier nicht eingegangen werden. Vgl. dazu unter vielen anderen 
B. Haftka in: Grundzüge einer deutschen Grammatik (1981, S. 741-751), 
W. Abraham (1992), Rosengren (1994). 
7 Die Kontrastfokusphrase ist an die Annahme gebunden, daß neben morpho-
logischen Merkmalen (wie AGR(eement), T(ense)) auch das frei zugewie-
sene Kontrastfokus-Merkmal in einer entspechenden Spezifiziererposition 
gecheckt werden kann/mufi. 
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So entsteht die für solche Sätze typische Hutkontur (Kapitälchen (se-
kundärer) - unterstrichene Großbuchstaben (primärer Akzent)). 
An die Kontrastfokusphrase wird das Satzadverbiale basis-adjungiert , 
das auf diese Weise die gesamte affirmierte oder negierte Proposition 
subjektiv bewertend in seinen Skopus n immt, s. (30e). Ist kein Kon-
tras t fokusmerkmal und damit auch keine Kontrastfokusphrase im Satz 
vorhanden, so kann m a n annehmen, daß das Satzadverbiale an P O S P 
adjungiert wird, worauf wir uns hier der Übersichtlichkeit halber be-
schränken wollen. 
Ein anderer Komplex von Linksverschiebungen aus der V P betrifft die-
jenigen maximalen Phrasen, die auf Individuen referieren, die im un-
mit telbar vorangehenden Kontext oder in der Gesprächssituation schon 
„gegeben" sind, und deshalb als für den Hörer bewußtseinspräsent und 
in diesem hörerbezogenen (Molnár (1991)) Sinne als „thematisch" ange-
sehen werden. Solche Umordnungen können dazu führen, daß die POSP, 
vom Verb und von den Adverbialen abgesehen, teilweise oder völlig le-
xikalisch entleert wird. Die verschobenen Konsti tuenten hinterlassen an 
ihrer ursprünglichen Position koindizierte Spuren (t¡, t j ) : 
(33) Ich habe gehört, 
a. daß die Chefini den Leuten¡ [angeblich [gestern <¡ charmant t¡ 
den jungen AUtor vorstellte]] 
b. daß die Chefin¡ diesen Mann^ [angeblich [gestern t¡ char-
mant dem PUBlikvm t^ vorstellte]] 
c. daß den X e u t e n j diesen Manny [angeblich [gestern die CHE-
fin des Hauses t j t^ vorstellte]] 
d. daß die Chefin¡ den Leuten¡ diesen Mann^ [angeblich 
[gestern t¡ t j tk charmant VORstellte]] 
Auch unbetonte Personal- oder Demonstrat ivpronomen müssen über das 
Satzadverbiale „gehoben" werden, also links vom Satzadverbiale stehen, 
vgl. (33e,f): 
(33) e. daß «¿e¡ ihnen3 deny [angeblich [gestern t\ charmant ij ty 
VORstellte]] 
f. daß ihnenj den^ [angeblich [gestern die Chefin des Hauses 
charmant t} ik VORstellte]] 
gegenüber dem ungrammatischen (33e'): 
(33) t\*daß [angeblich [gestern sie charmant ihnen den vorstellte]] 
Die Syntaxdeskription muß nun folgender Tatsache Rechnung tragen: 
Die Reihenfolge der unbetonten Konsti tuenten links vom Satzadver-
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biale/links von Modalpartikeln wie ja/doch ist nicht beliebig, sondern 
wortform- und kasusabhängig, das heißt, es gibt eine Präzedenzhierar-
chie für gescrambelte Phrasen, links vom Satzadverbiale, die - sehr grob 
gesagt, - darauf hinausläuft, daß sich hier ebenfalls die Reihenfolge SU 
- 10 - D O ergibt, außer wenn es sich um Personalpronomen handelt, für 
die SU - D O - 10 gilt . 
Au f die Einzelheiten, wie diese Zusammenhänge beschrieben werden 
können, will ich hier nicht eingehen. Zwei Ansätze aber will ich nennen: 
- Die der Vorstellung vom Deutschen als einer Scramblingsprache am 
nächsten kommende Alternat ive wäre eine Adjunktion an IP. Bei 
dieser Annahme kommt man nicht umhin, Filter zu formulieren, die 
sichern, daß die genannte Präzedenzhierarchie eingehalten wird (vgl . 
dazu das Filtersystem in Haftka 1988a, b ) . 
- Die andere Alternative wäre, daß (wie in (34 ) ) die verschiede-
nen Unterkategorien von I N F L (SU-Kongruenz, IO-Kongruenz, DO-
Kongruenz, Tempus) , die als funktionale Kategorien zu maximalen 
Phrasen projizieren, Spezifizierer-Positionen für die oberflächensicht-
bare Kasusüberprüfung zur Verfügung stellen.8 Das würde bedeuten, 
daß Kasusüberprüfung nur für solche DPs oberflächensichtbar ist, die 
vor einem (mögl ichen) Satzadverbiale und damit vor der Positions-
phrase und vor an die V P adjungierten Adverbialen stehen müssen, 
weil sie auf Vorerwähntes referieren und nicht im Skopus der Nega-
t ion/Aff irmation erscheinen dürfen, wenn sie nicht kontrastiv inter-
pretiert werden sollen (Haftka 1994, 1995). 
8 Die Annahme der Kongruenz- oder Agreement-Phrasen geschieht hier in 
Anlehnung an die Checking-Theorie des Minimalistischen Programms von 
Chomsky (1992), wobei es allerdings kaum empirische Evidenz dafür gibt, 
daß es im Deutschen neben dem overten Agreement-Checking bei diesen 
unbetonten vorerwähnten Phrasen auch noch ein verdecktes Checking der 
Kasusmerkmale aller anderen Argument-DPs auf dem Wege zur LF gibt. 
Das heißt, hier wird - Haftka (1994, 1995) wieder aufnehmend - nur ver-
sucht, die angeblich universellen Agreement-Spezifizierer für die Beschrei-
bung der Reihenfolgerestriktionen gescrambelter Phrasen zu nutzen und zu 
zeigen, wo die Grenzen dieses Verfahrens liegen. 
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Rechnet man das durch, so bleibt auch dabei ein Problem offen, nämlich 
die idiosynkratisch feste Reihenfolge: akkusativisches Personalpronomen 
vor dativischem (35): 
(35) a. daß dui ihn^ ihrnj tj leider gestern t; t j t^ GABst 
b. daß dw, deuij das^ t j leider gestern t; t j t^ GABst 
gegenüber der normalen Reihenfolge Dativ vor Akkusativ im Falle der 
Demonstrativpronomen (35b) und der definiten Nomina (34). Nimmt 
man einen Checking-Mechanismus wie in (34) an, so müßte das indirekte 
Objekt immer vor dem direkten Objekt erscheinen. Möglicherweise ist 
die DO-IO-Anordnung der Objekte ebenso wie die Klitisierung z.B. an 
daß in (36a) oder an du in (36b) 
(36) a. dasses ihm sicher einer gegeben hat 
b. daß du's ihm sicher gegeben hast 
jedoch ein phonologischer Prozeß, der durch Prinzipien der PF-
Komponente abgedeckt wäre, also keinen Einwand gegen die Checking-
theorie darstellen müßte.9 
Ich verwende hier für diese Linksverschiebungen im Mittelfeld nicht den 
Begriff „Scrambling", weil es sich in dem angenommenen Modell nicht 
um Adjunktion etwa an IP handelt. 
Nach meinen Beobachtungen (seit Haftka 1988) gibt es noch eine weitere 
Möglichkeit, die Grundreihenfolge SOV innerhalb der Verbalphrase zu 
verändern. Unter anderem kann dies auch dadurch geschehen, daß eine 
der Phrasen als Topik ausgezeichnet ist, d.h. als Gegenstand, über den 
bzw. als Situation, über die etwas ausgesagt werden soll. Das ist zwar 
häufig das Subjekt des Satzes10 , kann aber auch eines der Objekte oder, 
wie ich annehme, auch eine der auf eine Situation referierenden adver-
bialen Phrasen (Temporale, Kausale ...) sein, unabhängig davon, ob das 
9 Vgl. auch H. Wegener (1985). In der Diskussion nach diesem Vortrag wies 
W. Abraham mich auf seinen interessanten Erklärungsansatz in Abraham 
(1995, S. 517) hin, der davon ausgeht, daß unbetonte Personalpronomina 
klitischen Charakter haben: „Der strukturelle Akkusativ steht dem CL-
Träger, vermittelt durch das funktionale Kongruenzmerkmal (AGR-O), 
näher als der lexikalische Dativ". Eine Annahme, die aber bezogen auf 
(34) weitere Zusatzannahmen erfordert. 
1 0 Statistiken, die ganze Texte untersuchen, kommen meist auf ca. 60% aller 
Sätze, die mit dem Subjekt beginnen. Ich kann solche Angaben aus einer 
eigenen unveröffentlichten statistischen Untersuchung aus den 60er Jah-
ren (Novellen und Zeitungstexte aus der Goethezeit und der Gegenwart) 
bestätigen. 
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Bezeichnete kontextuell oder situativ bewußtseinspräsent ist oder nicht. 
Eine solche Phrase, die einen Gegenstand/eine Situation bezeichnet, über 
den/die etwas ausgesagt werden soll und die deshalb das Merkmal [+To-
pik] erhält ( = „sachbezogene Ebene" bei Molnär 1991) kann zwischen 
daß oder dem Verb einerseits und den vorerwähnten Phrasen links vom 
Satzadverbiale andererseits erscheinen. 
Wenn in einem syntaktischen Modell Verschiebungen von maximalen 
Phrasen immer nur dadurch zustande kommen, daß ein Spezifizierer-
merkmal einer funktionalen Kategorie das gleiche Merkmal hat wie die 
jeweilige Phrase, dann folgt aus der Tatsache, daß in einer Sprache eine 
Phrase mit einem bestimmten Merkmal wie z.B. Topik immer eine be-
stimmte Position einnimmt, daß dort die Spezifiziererposition sein muß, 
in der dieses Merkmal überprüft werden muß. Das heißt, zwischen C" 
und IP / AGRSP müssen wir eine Topikphrase annehmen. 
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Das Topik ist immer dann sekundär betont, wenn es auf etwas referiert, 
das nicht unmittelbar vorerwähnt ist, vgl. in (37a): manche Linguisten, 
mit Hutkontur vs. siej ohne diese Kontur. 
Von der Topik-Position ausgeschlossen ist per definitionem stets die 
Phrase, die den Hauptakzent des Satzes trägt, also der Fokusexponent: 
(38) *daß MUT Vater ihm zugesprochen hat 
Die Annahme, daß hier nur eine Position für eine Phrase zur Verfügung 
steht, entspricht dem empirischen Befund, daß vor den auf Vorerwähn-
tes referierenden Phrasen normalerweise vom Hörer nur eine Phrase als 
Topik akzeptiert wird, s. (39-41): 
(39) ? daß gestern manche linguisten^t•, es^ lAmj t[ sicher nicht 1, 
ernsthaft tj <k übelnahmen 
(40) ? daß seitdem gute Witze t^ lAmj t^ sicher keiner, t-, ernsthaft 
übelnahm 
(41) ? daß im Urlaub Vater t-, »Amj t-, sicher keinen Scherz^ t\ emst-
haft tj h übelnahm 
In deklarativen Verbzweit-Sätzen wandert nun im möglicherweise topik-
prominenten Deutschen die als Topik markierte Phrase in die als Vorfeld 
bekannte Position vor das finite Verb, d.h. in die Spezifiziererposition von 
CP, vgl. (42-44), es sei denn diese Position ist durch die den Hauptakzent 
des Satzes tragende maximale Phrase, die nie Topik sein kann, besetzt 
wie in (45): 
(42) Viele Linguisten-, /sie, nahmen t, e«k ihmj t, sicher nicht ij 
ernsthaft tj tk Übel 
(43) Gute Witze^ nahm ihmj 4 sicher KEIner, t\ ernsthaft tj <k übel 
(44) Im Urlaub nahm Vater, ihmj t, sicher KEinen Scherz^ t-, ernsthaft 
tj <k übel 
(45) MUT hat Vater ihm zugesprochen 
Ist weder die den Hauptakzent des Satzes tragende maximale Phrase in 
SpecCP angeordnet, noch eine Topikphrase vorhanden, dann wird häufig 
wie in (46) ein expletives ES eingesetzt:11 
(46) Es nahmen /AGROP'Amj sicher /vpviele Linguisten tj so manche 
Äußerung übel]] 
1 1 Daneben gibt es (sicher häufiger in der gesprochenen Sprache) auch oft als 
narrativ bezeichnete deklarative V / l - S ä t z e vom Typ „Kam ein Hase zum 
Apotheker..." , „Hat (doch) gestern Anton Fritz getroffen und .. ." usw. 
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Daß dieses expletive Element für ein leeres Topik steht, beweist die ge-
ringere Grammatikalität von Sätzen wie (47)-(49), wo ein vorhandenes 
Topik nicht in die SpecCP-Position, also ins Vorfeld, verschoben worden 
ist: 
(47) ? Es nahmen viele Ungutsten t\ ihms den Scherz^ U sicher i; 
ernsthaft <j t^ übel tv 
(48) ? Es nahm gute Witzek k ihmt sicher keiner, t-, ernsthaft t} t^ 
übel tv 
(49) ?? Es nahm im Urlaub Vater,; ihmj t, sicher keinen Scherz^ t, 
ernsthaft <j k übel tv 
und die Ungrammatikalität von (50), wo das prototypische Topik, 
nämlich das pronominale Subjekt, nicht nach SpecCP ins Vorfeld ge-
wandert ist: 
(50) *Ea nahmen / T O P P *»« I / A G R S P ihn^ tArnj /; sicher nicht IJ ernst-
haft <j <k übel tv7/ 
Im Deutschen können also durchaus viele statistisch mögliche Reihenfol-
gen von Subjekt- und Objektkonstituenten auch tatsächlich vorkommen, 
deren Anordnung unterliegt aber trotzdem strengen Restriktionen, ist 
also keineswegs frei im Sinne von beliebig. Deshalb komme ich zu dem 
meinen Titel einschränkenden Schluß: Deutsch ist eine abgeleitete V/2-
Sprache mit zugrundeliegender SOV-Reihenfolge. Die scheinbare Freiheit 
der Wortstellung ist streng restringiert. 
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CHRIS WILDER 
V2-Effekte: Wortstellungen und Ellipsen* 
A b s t r a c t 
Verschiedene Sprachen, wie auch verschiedene Konstruktionen in den einzel-
nen Sprachen, weisen divergente und z.T. sehr komplexe elliptische Muster auf. 
Auf den ersten Blick scheinen komplexe Beschreibungen durch sprach- und 
konstruktionspezifische Ellipseregeln erforderlich zu sein. Dies wird anhand 
kontrastierender Möglichkeiten zur Objektellipse in Koordinationen sowie in 
unabhängigen elliptischen Sätzen (z.B. elliptischen Antworten) des Deutschen 
und des Englischen verdeutlicht. Bei näherem Hinschauen stellt sich jedoch 
heraus, daß die unterschiedlichen Ellipsemöglichkeiten mit unterschiedlichen 
Wortstellungsmustern korrelieren. So können die syntaktischen Determinanten 
der Wortstellungsmuster, die ohnehin notwendige sprach- und konstruktions-
spezifische Annahmen darstellen, verwendet werden für die Erklärung von vari-
ierenden Ellipsemöglichkeiten, ohne dafi aufspracheigene Ellipseregeln zurück-
gegriffen werden muS. Diese These wird exemplarisch bewiesen an dem Zusam-
menwirken der invarianten Tilgungsregeln (Vorwärts- und Rückwärtstilgung) 
mit zwei Wortstellungsparametern (V2-Parameter und VO/OV-Parameter), 
die für die unterschiedlichen Konstituentenabfolgen des Deutschen und des 
Englischen verantwortlich sind. 
1. E i n l e i t u n g 
Es ist selbstverständlich, daß eine universalgrammatische Theorie neben 
universellen Prinzipien auch sprachspezifische Regeln einräumen muß, 
um überhaupt in der Lage zu sein, die offensichtlichen Fakten der zwi-
schensprachlichen Variation (z.B. Wortstellungsvariation) zu erfassen. 
Solche sprachspezifischen Regeln werden im Prinzipien-und-Parameter-
Ansatz als allgemeine Regeln (Prinzipien) konzipiert, die Optionen (Pa-
rameter) offenlassen, unter denen die einzelnen Sprachen auswählen 
können. Ein solcher Parameter, der im folgenden von Belang sein wird, 
ist der „VO/OV-Parameter". Er bestimmt, ob in einer Sprache bei kano-
nischer Wortfolge das Hauptverb seinem Objekt-NP folgt (wie im Deut-
schen) oder vorangeht (wie im Englischen). 
Der Unterschied zwischen V 0 - und OV-Sprachen kann durch die An-
nahme zum Ausdruck gebracht werden, daß deutsche und englische Satz-
strukturen jeweils von unterschiedlichen Phrasenstrukturregeln determi-
* Ich danke Ewald Lang für die gründliche Durchsicht des Manuskripts. 
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niert sind, wobei die (hier zu Illustrationszwecken sehr vereinfachten) 
Regeln jeweils der Grammatik der Einzelsprache zuzuordnen sind: 
(1) a. VP — V NP (Engl.) 
b. VP —• NP V (Deutsch) 
Beide Regeln besagen, daß NP und V zusammen eine Konstituente (VP) 
bilden; die Sprachen unterscheiden sich lediglich in der linearen Anord-
nung von NP und V in der betreffenden Regel. Für jede Sprache gilt 
jedoch eine eigene Regel - das beiden Sprachen „Gemeinsame" wird so 
nicht zum Ausdruck gebracht. 
Die beiden Regeln können zu einer einzigen „universell geltenden", 
„parametrisierten" Regel (hier wieder vereinfacht) zusammengefaßt wer-
den, wobei der offen gelassene „Parameter" - rechts/links - von Sprache 
zu Sprache verschieden „gesetzt" werden kann: 
(2) VP besteht aus V und NP, wobei V rechts (Dt.)/ l inks (Engl.) von 
NP steht 
Nun gilt für beide Sprachen (ex hypoihest für jede Sprache) diese eine 
Regel, und es müssen nicht für jede einzelsprachliche Grammatik ge-
sonderte Regeln angegeben werden. Das „Spezifische", worin die einzel-
sprachlichen Grammatiken sich unterscheiden - die lineare Anordnung 
- wird als solches beschrieben, ohne daß die Beschreibung von gemein-
samen Eigenschaften als solche verloren ginge. 
Ein zweiter Parameter, mit dem wir im folgenden zu tun haben werden, 
ist der „V2-Parameter" Damit sind diejenigen Faktoren gemeint, die die 
verschiedenen Stellungseigenschaften von finiten Verben z.B. im Engli-
schen und im Deutschen determinieren. Aus diesem Parameter soll u.a. 
folgen, (i) daß in deutschen Hauptsätzen finite Verben entweder die erste 
oder die zweite Position einnehmen (wo sie dann auch meist vor s ta t t 
hinter dem Objekt stehen), nicht aber in Nebensätzen; und (ii) daß in 
englischen deklarativen Hauptsätzen finite Verben diese Stellungseigen-
schaft nicht aufweisen, in interrogativen Hauptsätzen aber schon. 
Zusammen sind der „V2-Parameter" und der „VO/OV-Parameter" für 
die wichtigsten Verbstellungsunterschiede zwischen Deutsch und Eng-
lisch verantwortlich. Hier sind Festlegungen über die genauere Natur 
dieser beiden Wortstellungsparameter nicht von Belang - wichtig sind 
vielmehr die verschiedenen Strukturen und Wortfolgemuster, die durch 
sie determiniert werden. 
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Das eigentliche Thema dieses Beitrags bilden Ellipsen, insbesondere zwi-
schensprachlich unterschiedliche Ellipsemöglichkeiten, wie die in (3) - (6) 
illustrierten: 
(3) a. The hare, he souaht and cauoht. 
b. * Den Hasen suchte er und fina. 
(4) a. Wenn er den Hasen iaat und fänat. 
b. * If he hunts the hare and catches. ... 
(5) a. Was soll ich mit dem Bier machen? 
b. In den Kühlschrank stellen. 
(6) a. What should I do with the beer? 
b. * Put in the fridge 
In den Koordinationsbeispielen (3) und (4) ist das zweite Konjunkt je-
weils elliptisch - zumindest das direkte Objekt (the hart / den Hasen) 
ist ausgelassen worden - mit unterschiedlichen Effekten, was die Gram-
matikalität des Beispiels in der jeweiligen Sprache betrifft. Die Antwor-
ten (5b) und (6b) sind ebenfalls elliptische Sätze mit Objektauslassung 
(das Bier / the beer), die denselben Kontrast aufweisen. Die Kontra-
ste in (3) und (4) sowie die zwischen (5) und (6) könnten als Evidenz 
für die Notwendigkeit sprachspezifischer Ellipseregeln gedeutet werden. 
Darüber hinaus korrelieren die kontrastierenden Möglichkeiten bzgl. der 
Objektauslassung innerhalb der jeweiligen Sprachen - (3a) vs. (4b), (3b) 
vs. (4a) - auch mit unterschiedlichen grammatischen Konstruktionen 
(etwa Hauptsatz vs. Nebensatz), was zu der Annahme verleiten könnte, 
daß hier für die einzelnen Sprachen verschiedene, an einzelne grammati-
sche Konstruktionen gebundene Ellipseregeln aufzustellen seien. 
Im folgenden wird gezeigt, daß für diese Beispiele keine sprach-
bzw. konstruktionsspezifischen Ellipseregeln aufgestellt werden müssen: 
alle Kontraste lassen sich auf der Basis einer gemeinsamen, nicht-
parametrisierten (evtl. universellen) Ellipseregel erklären. Dem durch 
(3)-(6) erweckten Anschein zum Trotz zählt die betreffende Ellipseregel 
nicht zu den parametrisierten Regeln der Universalgrammatik. Diese Re-
gel wird unten „Vorwärtstilgung" genannt - sie erfaßt das als Forward 
Conjunciion Reduction bekannte Phänomen sowie einige andere Ellip-
setypen. Die vorliegende Fallstudie unterstützt die folgende allgemeinere 
These: 
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(7) (i) Prinzipien, die Ellipsen steuern, gelten sprachübergreifend 
(universell). 
(ii) Unterschiede ergeben sich aus dem Zusammenwirken dieser 
Prinzipien mit unabhängigen Spezifika einzelsprachlicher 
Grammatiken. 
Wesentlich ist dabei die Beobachtung, daß Unterschiede in Ellip-
semöglichkeiten mit unterschiedlichen Wortstellungsmustern korrelie-
ren. Das bedeutet, daß die syntaktischen Determinanten der Wortstel-
lungsmuster, die völlig unabhängig von Ellipseerscheinungen notwen-
dige sprachspezifische Annahmen darstellen, dann ausgebeutet werden 
können zur Erklärung von variierenden Ellipsemöglichkeiten, ohne daß 
auf spracheigene Ellipseregeln zurückgegriffen werden muß. 
Andererseits müssen jedoch verschiedene Ellipseregeln unterschieden 
werden: Rückwärtsellipsen (solche, die Lücken erzeugen, die links von 
den sie identifizierenden Wörtern stehen) weisen nicht eliminierbare Un-
terschiede zu den Vorwärtstilgungen auf. Im Laufe der Diskussion wird 
auf das Wesen dieser verschiedenen Ellipseregeln näher eingegangen, und 
es wird insbesonders für das Deutsche gezeigt, wie sie mit unabhängi-
gen Wortstellungsfaktoren (insbesonders Verbstellungsfaktoren) intera-
gieren, um eine breite Palette von elliptischen Satzmustern zu bestim-
men. 
2. E l l i p se u n d S y n t a x 
2.1 Topic Drop 
Eine Hauptbeschäftigung theoretischer Linguisten ist die Suche nach Ge-
neralisierungen, die in Form von Regeln (z.B. Wortfolgeregeln) in die 
Grammatik eingebaut werden sollen. Die Methodik beruht auf Idealisie-
rung und Introspektion: Man bereinigt die Daten, indem man z.B. nur 
vollständige Sätze betrachtet und unvollständige Äußerungen außer Acht 
läßt - die gesuchten Generalisierungen (mögliche vs. unmögliche Wort-
folgen usw.) werden dann aus den 'bereinigten' Daten gewonnen. Die 
Intuition bietet eine unerläßliche Datenquelle: Ein externer Datenkor-
pus (Äußerungen) könnte lediglich eine Untermenge der wohlgeformten 
Satzmuster belegen und darüber hinaus „unreine" Daten enthalten. Um 
korrekte Generalisierungen zu gewährleisten, werden durch Intuition ge-
wonnene Informationen darüber benötigt, was nicht wohlgeformt ist, ge-
nauso wie darüber, was wohlgeformt sein könnte. Die solchermaßen durch 
Beobachtung und Introspektion gewonnenen Generalisierungen bilden 
dann die Fakten, für die eine Theorie eine Erklärung liefern soll. 
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Dabei werden fragmentarische Ausdrücke wie (8b,c) des öfteren ausge-
schlossen (allerdings bilden gerade diese Beispiele ein inzwischen gut un-
tersuchtes Phänomen, das sog. Topic-Drop - siehe u.a. Haegeman (1990), 
Platzack (in diesem Band)): 1 
(8) a. Das habe ich schon beschrieben. 
b. habe ich schon beschrieben. 
c. habe das schon beschrieben. 
Grammatikalitätsurteile können auch über solche fragmentarischen 
Ausdrücke gefallt werden. Wir wissen z.B., daß (8b) und (8c) zulässige 
Auslassungen enthalten, konstruierte Beispiele mit Subjekt- und Ob-
jektauslassungen wie in (9) aber sind ungrammatisch: 
(9) a. * ich habe schon beschrieben. 
b. * das habe schon beschrieben. 
c. * habe schon beschrieben. 
Im Prinzip können auch für Ellipsen grammatiktheoretische Erklärungen 
gesucht werden. In der Tat ist Ellipse ein Phänomen, das im hohen Maße 
durch grammatische (syntaktische und phonologische) Faktoren bedingt 
ist. 
Wir können das, was schon über vollständige Sätze bekannt ist, verwen-
den, um über die Analyse von elliptischen Ausdrücken zu entscheiden. In 
(8b,c) steht das finite Verb an erster Stelle; sonst stehen finite Verben nur 
in Entscheidungsfragen und bestimmten Konditionalsatztypen in erster 
Position. Die Sätze in (8b,c) sind jedoch weder Fragen noch Konditio-
nalsätze, sondern haben übliche Deklarativsatzbedeutung. Wenn wir da-
von ausgehen, daß das ausgelassene Satzglied „in erster Position steht", 
dann lassen sich diese Sätze den normalen V2-Deklarativsätzen zuord-
nen. 
Angesichts der Möglichkeit der Objekt- bzw. Subjektauslassung in (8) 
fragt man sich, was die Auslassungen in (9) unmöglich macht. Durch 
Vergleich der beiden Paradigmen kann eine vorläufige Generalisierung 
in Form einer „Auslassungsregel" aufgestellt werden: 
1 Die gängigen Analysen von Topic Drop gehen wie hier - und aus ähnlichen 
Gründen - davon aus, daß diese Sätze syntaktisch vollständig sind. Sie 
werden aber nicht wie übliche Ellipsen als Fälle von phonologischer Tilgung 
behandelt, sondern es wird ein spezielles Element (null Topic bzw. null 
Operator) postuliert, das die erste Position in diesen Sätzen besetzt. Das 
Vorkommen dieses Elements wird per Stipulation auf die prä-finite Position 
(Spec.CP) von V2-Sätzen beschränkt. Unter diesen Annahmen erübrigt 
sich die hier angedeutete Möglichkeit, diesen Satztyp als Spezialfall eines 
allgemeineren Ellipsephänomens zu behandeln. 
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(10) Nur Satzglieder, die in prä-finiter Position stehen, dürfen ausge-
lassen werden. 
Die Ungrammatikalität der Ausdrücke in (9) ließe sich dann als Verstoß 
gegen (10) erklären. Es gibt vor dem Finitum Platz nur für ein Satzglied. 
Wenn diese prä-finite Position schon besetzt ist (9a,b), kann das ausge-
lassene Satzglied dort nicht stehen. Wie (9c) zeigt, konkurrieren auch 
ausgelassene Konstituenten um die Position vor dem Finitum. 
Was heißt es, zu sagen, daß ein ausgelassenes Satzglied nur in prä-
finiter Position stehen darf? Machen wir den Unterschied zwischen pho-
nologischer Kette (lineare Folge von Wortformen) und syntaktischer 
Repräsentation (hierarchische Struktur in Form eines Baumdiagramms 
bzw. Klammerrepräsentation), dann gibt es darauf zwei mögliche Ant-
worten: 
(11) a. das Fehlen einer Teilkonstituente im syntaktischen Baum 
b. das Fehlen eines Teils der phonologischen Kette 
(die syntaktische Struktur ist vollständig) 
Diese Alternativen machen verschiedene Aussagen über die Beziehung 
zwischen elliptischen Konstruktionen und den entsprechenden vollständi-
gen (nicht-elliptischen) Sätzen. Nach ( I Ia ) ist der oberflächliche Unter-
schied zwischen dem elliptischen und dem vollständigen Satz - daß bei 
ersterem an der entsprechenden Stelle in der phonologischen Kette nichts 
steht - ein Reflex unterschiedlicher syntaktischer Strukturen: dem ellip-
tischen Satz liegt eine syntaktisch „defektive" Struktur zugrunde. Unter 
( I Ib) ist die syntaktische Struktur des elliptischen Satzes komplett, so 
daß der elliptische Ausdruck und sein vollständiges Pendant im wesent-
lichen syntaktisch identisch sind. Was dem elliptischen Satz fehlt, ist nur 
ein Teil der entsprechenden phonologischen Repräsentation, der getilgt 
worden ist. 
Ich halte ( I Ib) für den geeigneteren Ansatz. Wenn in (8b,c) die 'ausgelas-
sene' Konstituente nur in der phonologischen Repräsentation fehlt, sind 
dann syntaktisch gesehen diese Beispiele vollständige V2-Sätze (12b) - es 
ist nur an der fraglichen Stelle Material aus der phonologischen Repräsen-
tation getilgt worden und wird nicht ausgesprochen (symbolisiert durch 
gestrichene Teile): 
(12) a . [habe das schon beschrieben] 
b. [habe das schon iescAn'e ien]] 
Nur so können Aussagen wie „das ausgelassene Satzglied steht in erster 
Position" oder „ausgelassene Konstituenten konkurrieren um die Posi-
tion vor dem Finitum" sinnvoll gedeutet werden. Wenn man für diese 
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Beispiele ( I I a ) zugrunde legen würde, hätten solche Ausdrücke eine syn-
taktische Struktur wie (12a), in der es keine Position vor dem Finitum 
gäbe, um die nicht-vorhandene Konstituenten konkurrieren könnten usw. 
Die in (12b) illustrierte Art von phonologischer Tilgung ist als syntak-
tisch bedingt durch eine Generalisierung erfaßbar, die sich auf syntakti-
sche Begriffe s tützt : „In einem finiien Satz darf nur in prä-finiter Position 
getilgt werden". Es wird sich herausstellen, daß dies bloß einen Spezial-
fall eines allgemeineren Prinzips bildet, das eine Vielzahl von weiteren 
Fällen erfaßt. 
2.2 Elliptische Antworten 
Kann ein finites Verb getilgt werden? Was passiert, wenn das finite Verb 
getilgt wird? Fragmentarische Ausdrücke kommen auch als Antworten 
auf Fragen vor - z.B. (13), (14). Es gibt gute Gründe, auch für solche el-
liptische Ausdrücke vollständige Satzstrukturen wie in (15) anzunehmen 
(vgl. u.a. Klein 1993, Schwabe 1994): 
(13) a. Was hat er gemacht? 
b. Sich gewaschen. 
(14) a. Wer hat wem geholfen? 
b. Maria, dem kleinen, Hans, den anderen. 
(15) a. [«*: hai sich gewaschen] 
b. [Maria Jutf dem kleinen geholfen], ... 
So können wir direkt aus der syntaktischen Repräsentation der Antwort 
(14b) erklären, warum die Wörter des Ausdrucks dem kleinen für den 
Dativ flektiert sind bzw. sein müssen. Das - hier phonologisch getilgte -
Verb helfen verlangt den Dativ an seinem grammatischen Objekt . Würde 
man davon ausgehen, daß die syntaktische Repräsentation des Ausdrucks 
(14b) gar kein Verb enthält , müßte man die Rektionsbedingungen des 
Verbs in der vorangegangenen Frage für den obligatorisch vorhandenen 
Dativ in der Antwort direkt verantwortlich machen. Dies würde der Hy-
pothese gleichkommen, daß die Rektionsdomäne eines Verbs sich auf eine 
NP außerhalb des eigenen Satzes erstrecken könnte. 
Die Annahme eines (phonologisch getilgten) Subjekts in der syntakti-
schen Repräsentation von (13b) erlaubt die Aufrechterhaltung einer ge-
nerellen Aussage über die Distribution des Reflexivpronomens sich -
etwa, daß dieses ein Subjekt in der 3. Person im gleichen Satz verlangt. 
Wäre in (13b) kein syntaktisches Subjekt vorhanden, müßte man, um 
erklären zu können, warum die Antwort (13b) sich als Antwort auf (13a), 
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nicht aber auf (16a) eignet, die Domäne dieser Aussage auf die Subjekte 
benachbarter Sätze ausdehnen. 
(16) a. Was hast du gemacht? 
b. # Er hat sich gewaschen. 
c. # Sich gewaschen. (=13b) 
Mit dem Tilgungsansatz ergibt sich, daß sich (13b) genausowenig wie 
(16b) als Antwort auf (16a) eignet, und aus demselben Grund (in der 
Regel kann eine Frage mit einem Subjekt in der 2. Person nicht mit 
einem Satz mit einem Subjekt in der 3. Person beantwortet werden). 
Die Schlußfolgerung ist also, daß ein finites Verben getilgt werden kann. 
Dann wird es auch möglich, weitere post-finite Satzglieder zu tilgen, z.B. 
geholfen in (14b). Daß diese Art der Ellipse - wie Topic drop- der Bedin-
gung (10) unterliegt, zeigt (17). Wird in einer elliptischen Antwort das 
finite Verb nicht getilgt, kann nichts getilgt werden, was hinter diesem 
steht (17b). Wieder kann post-finites Material (das Partizip gekommen) 
nur getilgt werden, wenn das Fini tum auch getilgt wird (17c). 
(17) a. Wer ist gekommen? 
b. * Peter ist gekommen 
c. Peter ist gekommen 
Man kann (10) also zu (18) erweitern: 
(18) In einem finiten Satz darf nur die in prä-finiter Position stehende 
Konstituente getilgt werden, es sei denn, das finite Verb selbst 
ist getilgt worden 
Die letztlich richtige Generalisierung ist noch allgemeiner: wir kommen 
darauf zurück. 
2.3 Kontrast Deutsch/Englisch 
Auch das Englische erlaubt Ellipse am linken Rand von Hauptsätzen. 
So kann z.B. die Entscheidungsfrage (19a) die Form (19b) annehmen -
mit Ellipse des Auxiliars, oder (19c) - mit Tilgung von Auxiliar und 
Subjektpronomen. Alleinige Auslassung des Subjekts ist allerdings nicht 
möglich (19d): 
(19) a. Did you see anyone? 
b. You see anyone? 
c. See anyone? 
d. * Did see anyone? 
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Die Möglichkeit zur Vergangenheitsinterpretation spricht dafür, daß den 
elliptischen Varianten (19b,c) eine syntaktische Repräsentation zugrunde 
liegt, die die Vergangenheitsform des finiten Auxiliars (did) enthält . Die 
Beispiele (19b,c) lassen auschließlich eine Interpretation als eine direkte 
Entscheidungsfrage zu, was sich ebenfalls erklären läßt, wenn ihnen eine 
vollständige syntaktische Repräsentation mit Auxiliarinversion zugrunde 
gelegt wird:2 
(20) a. -Did you see anyone? 
b. Did you see anyone? 
c. * Did see anyone? 
Wie im Deutschen können - wenn das finite Verb nicht getilgt ist -
keine weitere Konstituenten ausgelassen werden, vgl. (20c). Die Genera-
lisierung in (18) scheint also auch für das Englische zu gelten. 
Es gibt einen Unterschied zwischen Englisch und Deutsch, der sich am 
besten anhand von Frage-Antwort-Paaren (vgl. (5)-(6)) zeigen läßt, wo-
bei der abweichende Ausdruck (22b) mit der möglichen Antwort Put it 
(the beer) in ihe fridge zu kontrastieren ist: 
(21) a. Was soll ich mit dem Bier machen? 
b. In den Kühlschrank stellen. 
c. [du sollst das Bier in den Kühlschrank stellen] 
(22) a. What should I do with the beer? 
b. * Put in the fridge 
c. * [you should put ihe beer in the fridge] 
Im Englischen ist - im Gegensatz zum Deutschen - die Auslassung des 
Objekts nicht möglich. Es entsteht der Eindruck, daß für die Bedingun-
gen, die die Form von elliptischen Antworten steuern, sprachspezifische 
Unterschiede eingeräumt werden müssen. 
Fragmentarische Ausdrücke dieser Art bilden auch Teilsätze (Konjunkte) 
in Koordinationen (vgl. (3)-(4)). Bei Koordinationen wird das Phäno-
men, daß ein Ausdruck (unterstrichen in (23)-(24)) gleichzeitig Teil von 
2 (19b,c) können auch eine Lesart wie Do you see anyone? bekommen, d.h. 
diese elliptischen Varianten können auch durch die Tilgung des Hilfsverbs 
im Präsens entstehen. Die Interpretation der elliptischen Beispiele als Ent-
scheidungsfragen und nicht als Deklarative wird durch das Vorhandensein 
des Polaritätsausdrucks anyone erzwungen. Wohlgeformte Beispiele dieser 
Art sind - wahrscheinlich durch die mangels linguistischer Antezedenten 
eingeschränkten Möglichkeiten zur Wiederauffindung des getilgten Mate-
rials - äußerst beschränkt. Weitere Diskussion findet sich bei Haegeman 
(1990), Klein (1993), Schwabe (1994), Wilder (1995). 
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mehreren Konjunkten zu sein scheint, als das Ergebnis einer Ellipse ange-
sehen: in einem Konjunkt unterliegt eine dem unterstrichenen Ausdruck 
entsprechenden Konstituente der phonologischen Tilgung.3 
(23) a. The hare. he sought and caught. 
b. * Den Hasen suchte er und fing. 
(24) a. Wenn er den Hasen jagt und fängt, ... 
b. * If he hunts the hare and catches, ... 
Die Kontraste in (23) und (24) legen nahe, daß auch für die Koordi-
nationsellipse für verschiedene Sprachen unterschiedliche Möglichkeiten 
anzunehmen sind. Ich werde hingegen dafür plädieren, daß Elidierungs-
prozesse in den beiden Sprachen durch identische allgemeine Bedingun-
gen gesteuert werden. 
Der Kontrast in (24) ist offenbar mit dem in (21) vs. (22) verwandt. In 
beiden Fällen wird ein direktes Objekt von Ellipse betroffen. Für (24) 
läßt sich das zweite Konjunkt wie (25) repräsentieren:4 
(25) a. ... und [wenn er den Hasen fängt] 
b. * ... and [if he catches the Aar«] 
In beiden Bereichen - bei elliptischen Antworten wie bei Koordina-
tionsellipsen - sollte der zwischensprachliche Kontrast auf denselben 
Faktor zurückgeführt werden: diejenige Eigenschaft des Englischen, die 
(22b/22c) unmöglich macht, macht auch (24b/25b) unmöglich - während 
das Deutsche diese Eigenschaft nicht aufweist. Die Eigenschaft könnte 
als spezifische Klausel einer allgemeinen Ellipseregel - d.h. in Form einer 
„parametrisierten Ellipseregel" - formuliert werden, etwa wie in (26): 
(26) Ein direktes Objekt darf (dt . ) /darf nicht (engl.) von Ellipse be-
troffen werden. 
Verschiedene Indizien sprechen jedoch dafür, daß die Annahme von pa-
rametrisierten Ellipseregeln nicht nur nicht notwendig ist (man kommt 
ohne Parametrisierung von Ellipseregeln aus), sondern sogar falsch wäre 
(mit parametrisierten Ellipseregeln würden abstraktere Generalisierun-
gen verschenkt werden). 
3 Ich gehe davon aus, dafi die Konjunkte in diesen Beispielen als vollständige 
Sätze zu analysieren sind, d.h. als CP und nicht etwa als VP. Siehe auch 
Abschnitt 5. sowie Wilder (1994), (1995). 
4 Beim Auswahl solcher Beispiele muB auf die Möglichkeit einer „intransitiven 
Verwendung" des Verbs im 2. Konjunkt geachtet werden: vgl. He roasted 
the hare and ate (it) vs. He roasted the hare and devoured *(it). 
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Der Kontrast in (25) fallt mit einem unabhängigen Unterschied zwi-
schen den beiden Sprachen zusammen, nämlich mit dem Wortfolgepara-
meter (VO/OV-Parameter) . Eine invariante Ellipseregel, die sich direkt 
auf Wortstellungsfaktoren bezieht, kann mit den unabhängig gegebe-
nen Wortfolgeunterschieden interagieren, um die zwischensprachlichen 
Kontraste zu ergeben. (26) kann daher durch eine nicht-parametrisierte 
Ellipseregel ersetzt werden, die sich auf Verbpositionen bezieht: 
(27) Ein Satzglied darf nicht getilgt werden, wenn es hinter einem 
(nicht-getilgten) Verb steht. 
Dieser Alternative birgt noch weitere Vorteile in sich. Die Bedingung 
(18), die sich allein auf finite Verben bezieht, wird von (27), die sich 
auch auf nicht-finite Verben bezieht, mit erfaßt. Mit der Annahme von 
(27) kann also auf (18) verzichtet werden: die Effekte von (18) ergeben 
sich als Sonderfall der allgemeineren Formulierung. 
Der Ansatz wird weiter durch die Tatsache unterstützt, daß Variatio-
nen in der Konstituentenabfolge innerhalb einer Sprache zu veränderten 
Ellipsemöglichkeiten führen. Im Englischen führt die Voranstellung des 
Objekts in eine prä-verbale Position dazu, daß das Objekt dann doch 
ausgelassen werden kann, ohne daß das regierende Verb mitgetilgt wer-
den muß. Genau dies ist im zweiten Konjunkt des englischen Beispiels 
(23a) der Fall:5 
(28) [the Aare, he sought] and [<A« hare, he caughi] 
Eine Erklärung für die Ungrammatikalität des deutschen Beispiels (23b) 
liegt jetzt auf der Hand: Gleichzeitig wird der Kontrast zwischen (23b) 
und dem entsprechenden englischen Beispiel (23a) einerseits und dem 
deutschen Nebensatz (24a) andererseits verständlich. Wie in (28) gezeigt, 
sind hier zwei Konstituenten - Objekt und Subjekt - getilgt worden. Das 
gleiche gilt für (23b) und (24a): 
(29) * [den Hasen suchte er] und [den Hasen fing -«r] 
(=23b) 
(30) [wenn er den Hasen sucht] und [w«nn er den Hasen fängt] 
(=24a) 
5 Diese Art der Auslassung ist im Englischen in alleinstehenden Sätzen nicht 
möglich. Es kann kein vorangestelltes („topikalisiertes") Objekt unter Be-
zug auf einen nicht explizit vorhandenen „Diskurs-Referenten" ausgelassen 
werden - m.a.W., Topic Drop ist im Englischen - im Gegensatz zum Deut-
schen - nicht möglich. Der Grund für diese Beschränkung ist nicht bekannt 
- vgl. Haegeman (1990), Wilder (1995). 
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Der Unterschied ergibt sich aus der Position des finiten Verbs: das zweite 
Konjunkt von (23b/29) ist ein V2-Satz, dessen Verb nicht getilgt worden 
ist. Es kann also höchstens eine phrasale Konstituente getilgt werden, 
nämlich die, die vor dem Finitum steht - vgl. (9c) oben. Unter der An-
nahme, daß das getilgte Objekt in der prä-verbalen Position steht, steht 
das getilgte Subjekt hinter dem Verb: das Beispiel scheitert somit an 
der unzulässigen Tilgung des Subjekts. Der Kontrast von (29) mit (28) 
und (30) folgt also direkt aus unabhängigen Verbstellungsfaktoren. (28) 
ist möglich, weil im Englischen bei Topikalisierung des Objekts kein V2-
Effekt (d.h. keine Subjekt-Auxiliar-Inversion) auftritt - das finite Verb 
wird nicht dem Subjekt vorangestellt. (30) ist möglich, weil das finite 
Verb in deutschen Nebensätzen an satzfinaler Stelle - also nicht vor dem 
getilgten Subjekt - steht. 
Im nächsten Abschnitt wird die syntaktische Beschreibung dieser Wort-
stellungsunterschiede präzisiert bei Hervorhebung der Annahmen, von 
denen in der anschließenden Diskussion Gebrauch gemacht wird. In 
Abschnitt 3. werden dann mehrere Ellipsetypen vorgestellt und ihre 
Hauptmerkmale notiert. Es ist wichtig, daß die hier relevante Regel -
„Vorwärtstilgung" - von anderen Typen klar abgegrenzt werden kann, 
damit die einschlägigen Generalisierungen aus den Daten ersichtlich wer-
den. Anschließend wird ein Vorschlag zur Präzisierung der Generalisie-
rung in (27) gemacht. 
3. Wor t s t e l lungsparame te r 
Der erste hier wichtige Parameter ist der OV/VO Parameter. Er be-
stimmt, daß im Deutschen das Objekt vor den Verben steht (abgese-
hen vom Finitum in V2-Sätzen), während im Englischen das Objekt 
hinter dem Verb steht, außer wenn das Objekt z.B. als Topikphrase 
oder Fragewort an die Satzspitze gestellt wird. Der zweite - der V2-
Parameter - unterscheidet zwischen Sprachen, die in Hauptsätzen eine 
generalisierte Zweit-Stellung für finite Verben aufweisen (V2-Sprachen 
wie dem Deutschen), und Nicht-V2-Sprachen wie dem Englischen. Der 
Unterschied zwischen Englisch und Deutsch zeigt sich vor allem in de-
klarativen Hauptsätzen, wo im Deutschen finite Verben nur an zweiter 
Stelle stehen, im Englischen aber auch an dritter (vierter usw.) Stelle. 
Wortfolgeunterschiede zeigen sich in den phonologischen Ketten. Be-
stimmt werden sie jedoch durch Unterschiede in den hierarchischen/ 
linearen Beziehungen unter Konstituenten in den syntaktischen Repräsen-
tationen. „Wortfolgeparameter" sind also mithilfe von Relationen zwi-
schen Konstituenten in Baumstrukturen zu beschreiben. Vorausgesetzt 
wird hier eine Beschreibung der Satzstruktur finiter Sätze wie in (31). 
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a. Deutsch (V2/Obj-V): 
CP 
Wen hat er 
Mich hat er 
Er hat 
... daß er 
mich 
mich 
gesehen? 
gesehen, 
gesehen, 
gesehen hat 
b. Englisch (V2 / V-Obj ): 
CP 
often 
often 
often 
often 
see? 
saw. 
saw Mary. 
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Die Position C, die in deutschen Nebensätzen die satzeinleitenden Kon-
junktionen daß, ob usw. enthält, wird in Hauptsätzen durch das finite 
Verb besetzt (31a). In englischen Nebensätzen (31b) wird C durch that, 
if usw. besetzt. Englisch weist eine „beschränkte" V2-Eigenschaft auf, da 
in direkten Fragesätzen das finite Hilfsverb in C steht. Der Unterschied 
zum Deutschen zeigt sich in deklarativen Hauptsätzen: C bleibt „leer", 
das finite Verb steht in V (Hauptverben) bzw. I (Hilfsverben). 
Der OV/VO-Parameter kommt durch die Anordnung der VP-internen 
Konstituenten zum Ausdruck. Im Deutschen folgt der Kopf „V" anderen 
VP-Konsti tuenten: das Hauptverb steht rechts von seinem Komplement 
(z.B. direkten Objekt); das Hilfsverb steht rechts von seinem Komple-
ment (VP des Hauptverbs). Im Englischen hingegen steht jedes verbale 
Element vor seinen Komplementen. 
Für Deutsch wird eine IP (INFL-Phrase) angesetzt, wobei der Kopf dem 
Komplement (oberste VP) vorangeht (siehe hierzu u.a. Zwart (1993)). 
An sich spielt diese Annahme hier keine besondere Rolle: wichtig ist nur, 
daß das finite Hauptverb bzw. Hilfsverb in Nebensätzen - im Unterschied 
zum finiten Hilfsverb des Englischen - nicht die I-Position, sondern eine 
Position in VP innehat. 
Eine zusätzliche Annahme, die im folgenden eine wichtige Rolle spielt, 
betrifft die hierarchische Position des direkten Objekts. Im Einklang mit 
vielen anderen Autoren gehe ich davon aus, daß prä-verbale Objekte im 
Deutschen Positionen außerhalb der VP besetzen können. Dafür spricht 
u.a., daß ein nicht-finites Verb alleine die satzinitiale Position vor dem 
Finitum besetzen kann, wobei das Objekt im Mittelfeld bleibt. In dieser 
Position darf nur eine phrasale Konstituente stehen - das Objekt muß 
daher außerhalb der minimalen das Verb enthaltenden Phrase (=VP) 
stehen: 
(32) a. Gesehen habe ich den Film nicht 
b. [CP[vp <NP gesehen] habe [jp ich den Film nicht <VP]] 
Eine entsprechende Konstruktion ist im Englischen nicht möglich: das 
Verb kann nicht vorangestellt werden, ohne daß sein Objekt mit voran-
gestellt wird. Die minimale phrasale Konstituente, die das Verb enthält 
(VP), enthält auch das Objekt: 
(33) a. * Seen, I kaven'i the film 
b. Seen the film, I haven't 
c. [CP[VP seen the film] C [ip I haven't <]] 
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Die vom deutschen direkten Objekt eingenommene Position könnte eine 
„Spec-Position" oder die Position einer „Adjunktion" an eine „INFL"-
Projektion sein (vgl. u.a. Müller/Sternefeld (1993), Zwart (1993)). 
Diese Annahme hat zur Folge, daß die Asymmetrie zwischen Deutsch 
und Englisch bzgl. der linearen Anordnung des Verbs und seines Ob-
jekts mit einer hierarchischen Asymmetrie einhergeht. In deutschen OV-
Sätzen steht das prä-verbale Objekt „höher" in der Struktur als V -
d.h. das Objekt ist nicht Schwester von V, sondern von einer höheren 
Konstituente, die V enthält. Das englische postverbale Objekt ist nicht 
„höher" als V, da die beiden Schwesterkonstituenten sind. In deutschen 
V2-Sätzen steht das Objekt im Mittelfeld auch „niedriger" als das finite 
Verb, jedoch höher als alle nicht-finiten Verben. Diese hierarchische Re-
lation „höher/niedriger als" kommt durch den Begriff „c-Kommando" 
zum Ausdruck - mehr dazu in Abschnitt 4. unten. 
4. El l ipse 
Fehlendes phonologisches Material in einer Ellipsestelle E wird durch ein 
Antezedens A mit identischem Inhalt, das in einer bestimmten lokalen 
Beziehung zu E steht, lizensiert. In Koordinationen, wo E in einem Kon-
junkt K enthalten ist, steht A in einem benachbarten Konjunkt K'. Nach 
der Richtung der Beziehung lassen sich zwei Haupttypen feststellen: 
(34) a. Vorwärtstilgung: [K< ••• A ... K'] & [K ••• E ... K] 
b. Rückwärtstilgung: [K ... E ... K] & [K- ••• A ... K'] 
Hinsichtlich der Stellung von A und E in K bzw. K' scheinen dies spiegel-
bildliche Operationen zu sein: bei Vorwärtstilgung wird an der „linken 
Peripherie" getilgt, bei Rückwärtstilgung an der „rechten Peripherie": 
(35) a. Vorwärts: A und E sind linksperiphere Wortketten in 
K' bzw. K 
b. \Hans hat Maria gestern angerufen] und 
[Hans hat Maria heute 6esucAi] 
(36) a. Rückwärts: E und A sind rechtsperiphere Wortketten in 
K bzw. K' 
b. [Hans kann Maria heute besuchen] und 
[Fritz muß Maria heute besuchen] 
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Der Eindruck von Symmetrie ist jedoch nicht richtig. In Vorwärts-
abhängigkeiten müssen E und A nicht strikt (im linearen Sinne) peri-
pher sein - in der sog. Gappinj-Konstruktion (37) entstehen Lücken in 
medialer Stellung in nicht-initialen Konjunkten: 
(37) [.ffans hat das Buch ausgeliehen] und [.Fri'iz zurückgebracht] 
Vorwärts 
(38) * [Hans ausgeliehen] und [Fritz hat das Buch zurückgebracht] 
Rückwärts 
Bei näherem Hinschauen bestätigt sich, daß mit der Richtung der Ellipse 
eine Reihe weiterer Asymmetrien verknüpft sind (siehe z.B. Wesche 1995, 
Wilder 1994, 1995). 
Im folgenden geht es primär um die Vorwärtstilgung. Die im Abschnitt 
2 besprochenen Ellipsetypen, die Koordinationsellipsen wie auch die un-
abhängigen Ellipsetypen (elliptische Antworten usw.), haben wesentliche 
Eigenschaften gemeinsam. Dieser Sachverhalt läßt sich dadurch erklären, 
daß sie durch den gleichen Prozeß - hier Vorwärtstilgung genannt - Zu-
standekommen. Um Vorwärtstilgungen von den anderen Typen abgren-
zen zu können, werden jetzt Rückwärts-, Vorwärts- und weitere Ellip-
setypen in einigen wesentlichen Eigenschaften verglichen. Die wichtig-
sten Kontraste zwischen Vorwärts- und Rückwärtstilgungen betreffen 
(i) die Stellung der Ellipse E im Konjunkt K (bzw. im unabhängigen 
Satz): ob eine Ellipse in „medialer" Stellung auftreten kann oder nicht 
(vgl. (37), (38)); (ii) den syntaktischen Status der elidierten Wortket-
ten: während „Vorwärts-Lücken" nur syntaktischen Konstituenten be-
stimmter Art entsprechen dürfen, kommen „Rückwärts-Lücken" durch 
aus syntaktischer Sicht beliebig zusammengesetzte Wortketten zustande. 
4.1 Rückwärtstilgung 
Für Rückwärtstilgung ist (36) ungefähr richtig - es gibt keine nicht-
periphere Rückwärtstilgungen. Die Tatsache, daß das „Antezedens" 
an der rechten Peripherie von K' stehen muß, kann als eine Art 
„Parallelismusbedingung" für die Wiederauffindung des Inhalts der El-
lipse verstanden werden: A muß genau dort in K ' stehen, wo E in A 
steht. Wo E in K überhaupt stehen darf, ist dann Sache unabhängiger 
Bedingungen. 
Die Tilgungsregel kann nur unter Bezug auf wohlgeformte Wortfolgen 
in entsprechenden nicht-elliptischen Ausdrücken formuliert werden. Was 
„peripher" besagt, läßt sich als Abhängigkeit zwischen Tilgungsstellen 
formulieren: ob ein Wort X getilgt werden kann, hängt davon ab, ob alle 
158 Chris Wilder 
Wörter Y, die in der normalen Wortfolge rechts von X (in K) stehen, 
auch getilgt werden. Die Tatsache, daß nur am rechten Rand von K 
getilgt werden darf, ergibt sich dann von selbst. 
(39) Peripheriebedingung (Rückwärtstilgung): 
Ein Wort X in K kann nur dann getilgt werden, wenn jedes 
Wort Y, das rechts von X in K steht, auch getilgt wird 
In deutschen Nebensätzen beispielsweise hängt die Tilgung des Parti-
zips (=X) von der Tilgung des Finitums (=Y) ab. Beispiele wie (40c), 
in denen das Hauptverb allein getilgt wird, sind nicht möglich. In der 
Hauptsatzwortfolge (40d) beobachten wir eine solche Abhängigkeit nicht: 
bei vorhandenem Fini tum kann das nicht-finite Verb getilgt werden. 
(40) a. ... daß er mich angerufen, und daß sie dich besucht hat. 
[daß er mich angerufen Aai] und 
[daß sie dich besucht hat] 
b. ... daß er mich, und daß sie dich besucht hat. 
[daß er mich besucht fta<] und 
[daß sie dich besucht hat] 
c. * ... daß er mich hat, und daß sie dich besucht haben. 
* [daß er mich besucht hat] und 
[daß sie dich besucht haben] 
d. Er hat mich und sie hat dich besucht. 
[er hat mich besucht] und 
[«t'e haben dich besucht] 
Der Grund für die Asymmetrie ist leicht zu sehen: aufgrund der V2-Regel 
nimmt das Fini tum in Hauptsätzen eine Position ein, in der es für die 
Tilgung des Partizips nicht mehr relevant ist. Das Beispiel illustriert den 
allgemeineren Punkt , daß die Peripheriebedingung für Rückwärtstilgung 
lediglich unter Bezug auf die unabhängig gegebenen Anordnungen von 
Worteinheiten X und Y definierbar ist, ganz ohne Bezug auf den syntak-
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tischen Status von X und Y.6 Anders sieht es bei den Vorwärtstilgungen 
aus. 
Ein weiterer Unterschied zwischen Rückwärts- und Vorwärtstilgungen 
betrifft die Tatsache, daß bei Rückwärtsellipsen E und A syntaktisch 
nicht unbedingt kompletten Hauptkonstituenten (Satzgliedern) entspre-
chen müssen. In (41a) wird beispielsweise neben dem Hauptverb auch 
der Verbkomplex des Relativsatzes zum Objekt ausgelassen; das Umge-
kehrte kommt bei Vorwärtsellipse überhaupt nicht in Frage: 
(41) a. [tcA hatte den Brief, den Maria gelesen hat, geschrieben] und 
[du hattest den Brief, den Josef gelesen hat, geschrieben1 
b. * \der Brief, den Maria gelesen hat, wurde vernichtet] und 
[der Brief, den Maria geschickt hat, ging verloren] 
Ellipsen nach diesem Muster kommen auch in nicht-koordinierten Struk-
turen vor: 
(42) a. Es scheint so, als ob jeder, der die rote _ auch die grüne 
Scheibe getroffen hat 
b. Dem Sohn ein Fahrrad _ heißt auch der Tochter ein Dreirad 
kaufen zu müssen 
Solche Beispiele weisen auf ein Problem bei der Bestimmung der 
Domänen K, K ' für Ellipsen hin, auf das hier nicht weiter eingegangen 
wird (für weitere Diskussion, siehe Williams (1990), Wilder (1995)). Bei-
spiele dieser Art unterstreichen die rein auf Wortketten bezogene Natur 
der Rückwärtsellipse: Man braucht anscheinend bloß zwei benachbarte 
phonologische Ketten miteinander zu vergleichen - sind sie am rechten 
Rand identisch, dann darf der identische Teil der ersten Kette wegfallen. 
4.2 Nicht-gerichtete Ellipsetypen 
Bevor ich auf Vorwärtstilgung zu sprechen komme, eine Zwischenbe-
merkung zu einigen weiteren Ellipsetypen, die in Koordinationen auf-
treten, und die von den Rückwärts- und von den Vorwärtstilgungen zu 
unterscheiden sind. Im Englischen kann unter gewissen Bedingungen ein 
Hauptverb zusammen mit seinen Komplementen ausfallen, z.B. bei der 
sog. VP-Ellipsekonstruktion (43). Zu den Bedingungen gehört, daß ein 
(meist finites) Hilfsverb zurückbleibt, das gewissermaßen die Stelle der 
Ellipse markiert . 
6 Angesichts der Möglichkeit zur Tilgung von Teilen von Wörtern - vgl. 
Sie sucht den Ein- und er sucht den Ausgang - müßte diese Formulierung 
entsprechend modifiziert werden. 
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(43) a. John might have [seen someone]. but Mary hasn't [ _]. 
b. Mary hasn't [ _], but John might have [seen someone]. 
In e twa analog zur englischen VP-El l ipse ist die „NP-Ell ipsekonstrukt ion" 
des Deutschen (44). Hier hande l t es sich u m den Wegfall eines Subs t an -
tivs mi t seinen Ergänzungen , wobei ein Determinierer , Quan to r oder 
dergl. zurückble ib t . 7 
(44) a. Hans hat [zwei Bilder von mir] gemacht, 
aber Maria wollte nur [eins _ ] haben. 
b. Mary hat nur [eins _ ] gemacht, 
aber Hans will [zwei Bilder von mir] haben. 
Diese Kons t ruk t ionen stellen ebenso wie die bislang besprochenen Ellip-
sear ten eine Herausforderung f ü r die Thesen in (7) dar, zumal das Deut-
sche (wie viele andere Sprachen) die VP-Ell ipse nicht kennt (zumindes t 
nicht in dem A u s m a ß wie das Englische), die NP-Ellipse anderersei ts im 
Englischen viel beschränkter ist als im Deutschen: 8 
(45) a. * Hans mag jemanden gesehen haben, Maria hat aber nicht 
(vgl. (43a)) 
b. Peter bought a red car and Paul a blue *(one) 
(vgl. (45c)) 
c. Peter hat ein rotes Auto gekauft und Paul ein blaues _ 
Eine erfolgreiche Redukt ion dieser Erscheinungen auf das Zusammen-
spiel von universellen Ellipseprozessen m i t einzelsprachlichen Spezifika 
im Sinne von (7) s teht bislang aus. 
7 Von der DP-Hypothese (vgl. Haider (1988) u.a.) ausgehend kann man in 
diesem Fall von Auslassung des NP-Komplements von D sprechen, in Ana-
logie zur Tilgung des VP-Komplements von INFL. 
8 Es treten gelegentlich auch im Deutschen - unter noch ungeklärten Be-
dingungen - VP-EUipsen auf, meist in umgangssprachlichen Registern und 
eher bei Modalverb- als bei periphrastischen Tempuskonstruktionen: 
(i) Wir müssen nicht da hinfahren, und ich glaube nicht, daß ich will. 
(ii) Obwohl wir nicht müssen, hören wir uns doch lieber die Vorlesung 
an. 
Häufig wird jedoch eine Konstruktion mit pro-prädikativem es unausweich-
lich: 
(iii) Maria wird sich in dich verknallen, aber ich werde *(es) nicht 
(iv) Wir sind in unseren Bemühungen gescheitert, und die anderen sind 
*(es) auch. 
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Die Konstruktionen (43)-(45) sind in einer anderen Hinsicht relevant. 
Daß sie in initialen wie auch in finalen Konjunkten auftreten können, 
zeigt, daß sie analytisch von Rückwärts- und Vorwärtstilgungen zu tren-
nen sind. Des weiteren ist es erforderlich, bei der Betrachtung von 
Vorwärts- und Rückwärtstilgungen auf die Möglichkeit von VP- und 
NP-Ellipse zu achten, denn beide können Lücken erzeugen, die aufgrund 
ihrer Stellung im Konjunkt mit echten Vorwärts- bzw. Rückwärtslücken 
verwechselt werden können. 
So können wir z.B. NP-Ellipse dadurch von Rückwärtstilgung von N un-
terscheiden, daß bei ersterer ein übriggebliebener unbestimmter Artikel 
im Neutrum die starke Flexion aufweisen muß (vgl. (46c)). 
(46) a. Hans hat ein . . und 
Maria hat kein Bild von mir gesehen 
Rückwärtstilgung/*NP-Ellipse 
b. * Hans hat nur ein __ gesehen, aber 
Maria hat mehr als ein Bild von mir gemacht 
* NP-Ellipse/*Rückwärtstilgung 
c. Hans hat nur eins ~ gesehen, aber 
Maria hat mehr als ein Bild von mir gemacht. 
NP-Ellipse/*Rückwärtstilgung 
Eine Ellipse in nicht-satzfinaler Stellung macht die für NP-Ellipsen cha-
rakteristische starke Flexion erforderlich. Falls die starke Flexion nicht 
vorhanden ist (46a), kann es sich nur um eine Rückwärtstilgung han-
deln. (46b) kann nicht durch Rückwärtstilgung entstanden sein, da die 
Ellipse nicht am rechten Rande des Konjunktes steht. Setzt man aber, 
wie in (46c), die starke Flexion ein, wird das Beispiel grammatisch - also 
handelt es sich um eine NP-Ellipse. 
4.3 Vorwärtstilgung 
Bei den Vorwärtstilgungen werden in der Regel drei Haupttypen un-
terschieden: linksperiphere Auslassungen (35b), mediale Auslassungen 
(Gapping - (37)) sowie Fälle, bei denen nur ein Satzglied übrigbleibt 
(sog. Bare Argument Ellipsis - (47)): 
(47) a. Josef trinkt Wein zum Mittag, und [Maria (auch)] 
b. Josef trinkt Wein zum Mittag, aber [kein Biel] 
Letztere lassen sich als Extremfälle von Vorwärtstilgung in einem sen-
tentialen Konjunkt analysieren: 
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(48) a. Josef trinkt Wein zum Mittag, und [[A/aria] trinkt Wein »um 
Mittag (aucA)] 
b. Josef trinkt Wein zum Mittag, aber [Josef trinkt [kein Bier] 
JtlTT) J / j^f l j j 
4.3.1 Die „Hauptkonstituentenbedingung" 
Alle drei Typen von Vorwärtstilgung reagieren in einer Weise auf syn-
taktische Konstituenz, wie sie bei Rückwärtstilgung nicht gegeben ist 
- es könnnen nur komplette Hauptkonstituenten von Vorwärtstilgung 
betroffen werden:9 
(49) Hauptkonstituentenbedingung (Vorwärtsellipse): 
E entspricht nur kompletten syntaktischen Hauptkonstituenten 
in K 
Ich sehe hier vom Versuch einer formalen Definition des Begriffs 
„Hauptkonstituente" („Satzglied", engl, major constituent) ab - vgl. aber 
Chao (1988, Kap 2); informell läßt er sich wie folgt charakterisieren: 
Die phonologische Kette eines Satzes ist zerlegbar in eine Sequenz von 
Hauptkonstituenten bestehend aus (i) dem Hauptprädikat (meistens ein 
Vollverb), (ii) seinen Argumenten (Subjekt, Objekt(e), präpositionalen 
und satzartigen Ergänzungen, usw.), (iii) Modifikatoren des Satzes bzw. 
des Prädikates (adverbiale Ergänzungen), und (iv) funktionalen Elemen-
ten (Kopula- sowie Hilfsverben, Komplementierer, usw.), soweit diese in 
(ii) und (iii) nicht enthalten sind. 
Die Hauptglieder eines Satzes teilen sich im Hinblick auf ihren X'-
theoretischen Projektionsstatus in zwei Gruppen auf: Konstituenten mit 
dem Status von Köpfen („minimale Projektionen" i.S. der X'-Projektion) 
- V, I, und C, d.h. (i) und (iv); und phrasale Konstituenten („maximale 
Projektionen"): Subjekt, Komplemente von V und adverbiale Ergänzun-
gen, d.h. (ii) und (iii). „Zwischenprojektionen" (Gruppierungen, die 
zwar Konstituentenstatus haben, die jedoch weder „maximale" noch 
„minimale" Projektionen sind) zählen nicht zur Klasse der Hauptkon-
stituenten. Beispiele wie (50) ließen sich zwar als Ergebnis der Tilgung 
einer einzelnen elidierten C'-Konstituente analysieren: 
(50) a. Zum Mittag trinkt er Wein und 
... und [K [zum Abend\ [C [<rwfc<] [.#*] [J4£««i]]] 
9 Die Hauptkonstituentenbedingung ist bisher als Bedingung für die nicht-
getilgten Reste in elliptischen Konstruktionen formuliert worden: „Reste 
haben major constituents zu sein" (vgl. Hankamer (1979), Neijt (1979), 
Chao (1988)). 
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b. Wann hat er es gemacht und wie? 
... und [K [uiie] [ c [Aal] [s#] [gemacA<]]] 
Sie könnten aber auch eine Sequenz aus adjazenten Tilgungstellen dar-
stellen: z.B. ein Kopf C * (trinkt) neben zwei Phrasen (Subjekt und Ob-
jekt) in (50a). Das simultane Auftreten von mehreren Vorwärtsellipsen in 
einem Konjunkt muß ohnehin berücksichtigt werden, um diskontinuier-
liche Ellipsen zu erfassen, die sich aus mehreren Konstituenten zusam-
mensetzen (Kopf und Phrase in (51a)), wie auch, um einzelne Lücken 
erfassen zu können, denen keine einzelne syntaktische Konstituente ent-
spricht (51b): 
(51) a. Josef trank Bier gestern und Maria, Wein. 
... und [K [Maria] [franij [Wein] [geWsrn] K] 
b. Josef trinkt Bier zum Mittag, und Wein zum Abend. 
... und [K [-JWe^ [<rin£<] Wein zum Abend} K] 
Damit wird das aus (50) entstehende Motiv, die Klasse der möglichen 
Tilgungsziele auf Zwischenprojektionen zu erweitern, hinfällig. 
Verwandte Überlegungen betreffen die Frage, ob die phrasalen Projek-
tionen der Hauptkonstituenten mit Kopfstatus (C, I, V) selbst auch als 
Hauptkonstituenten gelten sollen. Immer wo eine solche Konstituente 
(z.B. IP) in einer Ellipse enthalten ist, läßt sie sich auch als Sequenz 
von einzelnen Tilgungen (I * + V ° + dazugehörigen phrasalen Satelliten) 
analysieren. Ich ziehe die „konservativere" Theorie vor, in der die ma-
ximalen Projektionen von I und V, und Zwischenprojektionen generell, 
nicht zur Klasse der Hauptkonstituenten eines Satzes zählen. 
Wenn nur ganze Hauptkonstituenten von Vorwärtstilgung betroffen wer-
den können, dann können auch nur ganze Hauptkonstituenten von der 
Tilgung „hinterlassen" werden. Oft bleibt eine einzelne Konstituente 
übrig (Bare Argument Ellipsis), es kann aber auch eine Reihe von meh-
reren Hauptkonstituenten zurückbleiben (Gapping). Die Wirkung von 
(49) zeigt sich z.B. in (52). Weder bei Gapping noch bei Bare Argument 
Ellipsis ist die Tilgung eines Teils eines nominalen Satzglieds möglich 
(52a,b). Die Auslassung eines Objektnomens zusammen mit einem Teil 
seines Relativsatzes (52c) - vgl. (41) oben - führt ebenfalls zu starker 
Ungrammatikalität: 
(52) a. * Josef hat drei Männer gesehen, und [[Maria] hat 
\drei Frauen] gesehen] 
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b. * Drei Männer sind gekommen, und [ [dm Frauen] smd 
(auch) gefcomtngn] 
c. * [der Brief, den Maria gelesen hat, wurde vernichtet] und 
[der Brief, den Maria geschickt hat, ging verloren] 
Derselbe Effekt läßt sich bei unabhängigen Ellipsen nachweisen. Auf die 
Frage (53a) kann (53b) als elliptische Antwort dienen, nicht aber (53c):10 
(53) a. Was fährt er für einen Wagen? 
b. [er fährt [einen schnellen Wageri]] 
c. * [er fährt [«*a«a schnellen WageiC^ 
(54) a. Mit wem gehst du dorthin? 
b. [icA gehe [mtf dir] dorthin\ 
c. * [icA gehe [m»i dir] dorthin] 
Diese Überlegungen genügen, um erstens festzustellen, daß sich Vorwärts-
von Rückwärtsellipse bzgl. (49) unterscheidet, und zweitens, daß diese 
Bedingung nicht nur für Vorwärtsellipse in Koordinationen gilt, sondern 
auch für die im Abschnitt 2. besprochenen nichtkoordinativen Ellipsety-
pen (z.B. elliptische Antworten). 
4.3.2 Peripherie, Mediale Ellipsen und „Kopfbedingung" 
Der Konstrast in (41) (vgl. auch (52c)) zeigt schon, daß die Einhaltung 
der Peripheriebedingung (35a) allein nicht ausreicht, um eine Vorwärts-
ellipse zu ermöglichen. Auch das Vorkommen von medialen Ellipsen bei 
Vorwärtsabhängigkeiten zeigt, daß die Peripheriebedingung für E nicht 
rein linear best immt werden kann. Es ist aber auch nicht so, daß belie-
bige Ellipsen, sofern sie die Hauptkonstituentenbedingung (49) erfüllen, 
möglich sind. Ein repräsentatives Minimalpaar bilden die Beispiele in 
(55): 
(55) a. [Josef trinkt Wein zum Mittag] und [Maria trinkt Wein 
zum Abendbrot] 
b. * [ Josef liebt Rotwein] und [Maria verabscheut Rotwein] 
Nicht-initiale (mediale usw.) Tilgungen in Vorwärts-Richtung dürfen nur 
hinter gewissen Wörtern vorkommen. Das finite Verb verabscheut in 
(55b) blockiert mediale Ellipse, das Subjektnomen Maria in (55a) nicht. 
10 Die Tilgung von „Wagen" in (i) ist als ein Fall von NP-EUipse (und nicht 
von Vorwärtstilgung) hier nicht relevant: 
(i) [or fährt [einen schnellen Wagen]] 
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An diesem Punkt kehren wir zur Bedingung (27) (Abschnitt 2. oben) 
zurück. Dort hieß es, daß ein Satzglied nicht getilgt werden kann, wenn 
es hinter einem Verb steht: 
(56) E darf nicht hinter nicht-getilgtem X stehen, wobei X = V 
Nun ist (56) in zweierlei Hinsicht nicht ganz richtig. Zum einen ist die 
Beziehung zwischen E und X nicht als lineare Präzedenz („hinter ... X") 
zu formulieren, vielmehr muß sie ausschließlich unter Bezug auf hierar-
chische Strukturbegriffe ausbuchstabiert werden. Dies zeigt sich sofort 
daran, daß (56) nur dann zur Geltung kommen darf, wenn X (das nicht-
getilgte Verb) zum selben Satz wie E gehört, d.h. nicht in einer phrasalen 
Konstituente enthalten ist. Das Verb verabscheut im Relativsatz zu die 
Frau in (57) blockiert z.B. nicht die Tilgung der hinter ihm stehenden 
Wörter trinkt Wein: 
(57) [Josef trinkt Wein zum Mittag] und 
[[rfte Frau, die er verabscheut,] trinkt Wem zum Abendbrot] 
Es gibt auch Fälle, in denen eine Vorwärtsellipse durch ein nicht getilgtes 
Element X, das hinter der Ellipsestelle steht, blockiert wird: d.h. Fälle, 
wo E „nicht vor X stehen d a r f ' . So ist z.B. in deutschen Nebensätzen 
die Tilgung eines nicht-finiten Verbs nur dann möglich, wenn das ihm 
folgende finite Verb ebenfalls getilgt wird: 
(58) a. * ... daß Hans mich besuchen möchte und dich wird 
... und [daß -Bans dich besuchen wird] 
b. ... daß Hans mich besuchen möchte und dich nicht 
... und [daß Hans dich nicht besuchen möchte] 
Die hierarchische Beziehung zwischen Ellipsestelle E und „blockierendem 
Element" X, die diese Unterschiede korrekt erfaßt, ist c-Kommando. 
Zum anderen ist X in (56) nicht ausschließlich mit V zu identifizieren. 
Auch Wörter anderer Kategorien blockieren Vorwärtsellipsen, z.B. satz-
einleitende Konjunktionen (=C) : 
(59) a. [daß Josef Wein trinkt] und [daß Maria Bier 
b. * [daß Josef Wein trinkt] und [daß Maria Bier <r»'nt<] 
Die Klasse der Elemente, die Vorwärtsellipsen blockieren, läßt sich rein 
hierarchisch erfassen: Kopf-Konstituenten (V, C usw.) blockieren, phra-
sale Konstituenten (NP, P P usw.) nicht. Der Unterschied zwischen Maria 
und verabscheut in (55) korreliert mit deren jeweiligem phrasenstruktu-
rellen Status. 
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Wir ersetzen daher (56) durch die „Kopf-Bedingung" (60): 
(60) Kopf-Bedingung (Vorwärtsellipse): 
E wird von keiner nicht-getilgten Kopf-Konstituente in K c-
kommandiert 
(60) macht die Tilgung einer Konstituente Y von der Tilgung von an-
deren Konstituenten X abhängig. Nur „Y c-kommandierenden" Kopf-
Knoten (N ", C ", usw) sind relevante Kandidaten für „X". c-Kommando 
ist eine strukturelle Beziehung, definiert zwischen Konstituenten (=Kno-
ten in einem Baum): Ein Knoten c-kommandiert alle seine Schwester-
knoten sowie alle Knoten, die in diesen enthalten sind (alle Töchter der 
Schwester): 
(61) X c-kommandiert Y gdw. (i) Y ist eine Schwester von X 
(ii) Y ist eine Tochter einer Schwester 
von X 
Um die c-Kommando-Beziehung zu bestimmen, muß man die hierarchi-
schen Beziehungen im Baum untersuchen. In (62), das das 2. Konjunkt 
von (55a,b) darstellt, hat der N-Knoten (Maria) keine Schwester. Es 
gibt also keine weiteren Knoten, die von diesem N c-kommandiert sind; 
insbesondere ist N (Wein) nicht von N (Maria) c-kommandiert. Dieses 
Wort ist - wie alle anderen Wörter, die zu phrasalen Hauptkonstituenten 
gehören - gemäß (60) für die Tilgbarkeit von weiteren „untergeordneten" 
Hauptkonstituenten irrelevant. 
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In (62a) befindet sich das finite Verb (trinkt) in C. Das C-Element hat 
eine Schwesterkonstituente - nämlich IP, und c-kommandiert somit alles, 
was in IP enthalten ist (alle Töchter von IP), inklusive N = Wein. Der 
Inhalt von C (das Verb) gilt jedoch als „getilgt". Da keine weitere (nicht-
getilgte) Kopfkonstituente das Objektnomen ( Wein) c-kommandiert, ist 
die Tilgung von Wein gemäß (60) zulässig. In (62b) hingegen ist der 
Inhalt von C - das finite Verb verabscheut - nicht getilgt. Da das Nomen 
(Wein) sich in diesem Fall im c-Kommandobereich eines nicht-getilgten 
Kopfes befindet, läßt (60) die Tilgung von Wein nicht zu. 
Die Kopf-Bedingung faßt mediale Ellipsen (Gapping) mit linksperipheren 
Ellipsen zusammen. In V2-Sätzen sind Konstituenten rechts von V von 
V c-kommandiert und können nur dann ausgelassen werden, wenn das 
Verb mitgetilgt wird. Dies ist die grundsätzliche Generalisierung, was 
Gapping betrifft. Konstituenten links vom Verb sind nicht von diesem 
c-kommandiert und können auch unabhängig vom Verb getilgt werden 
(linksperiphere Ellipse). 
Gapping wird oft als ein selbständiges Phänomen betrachtet, das direkt 
von der Tilgung finiter Verben abhängt - eine Sichtweise, die z.T. da-
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durch en ts teh t , daß nur V2-Sätze in Bet racht gezogen werden. Daß dies 
nicht richtig ist , zeigt die Tatsache , daß in Nebensätzen mediale Ellipsen 
auch dann vorkommen, wenn das F i n i t u m nicht getilgt ist: 
(63) a. ... daß Hans ein Buch gekauft hat und ihr schenken will. 
b. ... und [daß Hans ihr «»'»> Buch schenken wil^ 
Bei Nebensatzwor t fo lge s t ehen phrasale Kons t i tuenten i m Mit telfeld 
(Sub jek t , Ob jek t e ) außerha lb des c-Kommando-Bereiches des f ini ten 
Verbs, können also auch d a n n geti lgt werden, wenn das finite Verb selbst 
nicht geti lgt wird, ohne daß dabei ein Verstoß gegen die Kopfbedin-
gung (60) en t s t eh t . In (63) erzeugt die Ti lgung des Akkusa t ivob jek t s 
eine mediale Lücke zwischen Dat ivob jek t und Verb. Das Da t ivob jek t c-
kommand ie r t zwar die Lücke, gilt als phrasa le Kons t i tuen te gemäß (60) 
j edoch nicht als „Blockierer".1 1 
Dieses Beispiel kann m a n direkt mi t e inem V2-Satz vergleichen, in dem 
das nach C angehobene finite Verb die O b j e k t - N P c-kommandier t : 
(64) * [Hans hat ein Buch gekauft] und [Hans will ihr ein Buch 
schenken] 
(64) exemplifiziert wieder den scheinbaren Zusammenhang zwischen me-
dialer T i lgung und T i lgung des finiten Verbs: der Vergleich m i t (63) un-
te r s tü tz t die Veral lgemeinerung, die mi t der Kopfbed ingung ausgedrückt 
wird. Die Tatsache , daß in deutschen Hauptsä tzen Phrasen t i lgung im 
Mittelfeld von der T i lgung des finiten Verbs abhäng t , ergibt sich j e t z t 
als Nebenproduk t des Zusammenwirkens des allgemeineren Pr inzips (60) 
mi t den Spezifika der deutschen Wortstel lungsregeln. 
Beispiele wie (63) und (64) lassen sich auch mi t Nebensätzen vom T y p 
(65) vergleichen, in deren zweitem K o n j u n k t ebenfalls ein nicht-geti lgter 
Kopf ( d a ß in C) genau wie das vorangestel l te F in i t um in (64) die Til-
gung von Phrasen in seinem c-Kommando-Bere ich (d.h. i m Mit telfeld) 
verhinder t : 
(65) * [daß Hans ein Buch gekauft hai\ und [daß Hans ihr «in Buch 
schenken will] 
Nebensätze mi t n icht-get i lg tem Komplement ierer unterscheiden sich von 
Haup t sä t zen m i t n icht -get i lg tem F i n i t u m in C dar in , daß im ersten Fall 
ü b e r h a u p t keine Vorwärtsell ipse zugelassen wird (66a), während im zwei-
ten eine phrasa le Kons t i tuen te ausgelassen werden kann (66b): 
11 Es ist streng genommen auch möglich, daß die Ellipse in (63) keine „mediale 
Lücke" ist, jedoch nur dann, wenn für das 2. Konjunkt eine unplausible 
Konstituentenabfolge: ein Buch ihr schenken - angenommen wird. 
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(66) a. * [daß Hans ein Buch gekauft hat] und [daß Hans es ihr 
schenken will] 
b. [Hans hat ein Buch gekauft hat] und [HWM will es ihr 
schenken] 
Der Kontrast folgt aus der unabhängigen Wortstellungsasymmetrie zwi-
schen Haupt- und Nebensätzen: in Hauptsätzen ist eine phrasale Konsti-
tuente in der Position vor C (außerhalb des c-Kommando-Bereichs von 
C) zulässig, in deklarativen Nebensätzen nicht. 
Dieser Ansatz wirft auch neues Licht auf eine Asymmetrie in der Tilgbar-
keit von finiten Verben in deutschen Nebensätzen. Unter der Annahme, 
daß Gapping eine selbstständige Regel ist, die die Tilgung von finiten 
Verben (evtl. zusammen mit weiteren Konstituenten) bewirkt, ließen 
sich Beispiele vom Typ (67) als Fälle von Gapping ansehen (vgl. die 
Diskussion über backwards Gapping bei Ross (1970)): 
(67) a. [daß Maria gekommen isi] und 
[daß Hans gegangen ¿5<] 
b. [daß Maria das Buch bringen soll] und 
[daß Hans die Blumen bringen soll) 
c. [daß Maria mir Blumen schenken soll] und 
[daß Hans dir Blumen schenken soll] 
Diese Beispiele sind aus zwei Gründen von üblichen Gapping-SäXzen zu 
differenzieren. Erstens enthalten sie Rückwärtsellipsen, während echtes 
Gapping im Sinne einer „medialen Lücke" nur bei Vorwärtsellipse vor-
kommt. Zweitens erfolgen die Tilgungen in (67) bei Vorhandensein eines 
nicht-getilgten Komplementierers (daß), was bei Vorwärtsellipse auch die 
alleinige Tilgung des finiten Verbs blockiert (68b): 
(68) a. [daß Maria gekommen und [daß Hans gegangen is<] 
Rückwärts 
b. * [daß Maria gekommen Iii] und [daß Hans gegangen 4«i] 
Vorwärts 
Daher sind die Beispiele (67) als normale Fälle von Rückwärtstilgung ein-
zuordnen. Die Asymmetrie bzgl. der Tilgbarkeit des finiten Verbs und 
anderer Konstituenten bei vorhandenem Komplementierer erklärt sich 
einfach daraus, daß Rückwärtstilgung der Kopfbedingung (60) nicht un-
terliegt. Eine Gappj'nj-Regel braucht es nicht mehr: „Vorwärts- Gapping 
entpuppt sich als Spezialfall von Vorwärtstilgung, einem allgemeineren 
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Prozeß, der u.a. durch (60) geregelt wird; „Rückwärts- Gappintf' ist als 
Rückwärtstilgung aufzufassen, als linear arbeitender Prozeß, der bei fi-
naler Verbstellung natürlich auch das finite Verb als erstes erwischt. 
Wesentlich bei der Erklärung des asymmetrischen Verhaltens des finiten 
Verbs bei Vorwärtstilgung im Deutschen - in Zweitstellung verhindert 
es die Tilgung von Phrasen im Mittelfeld; in Endposition nicht - ist 
die Annahme, daß Mittelfeldkonstituenten außerhalb des c-Kommando-
Bereichs der satzfinalen Verbposition stehen (bzw. stehen können). Phra-
sale Konstituenten unterliegen optionalen Verschiebungen nach links -
sog. Scrambling - wobei sie außer Reichweite des Verbs gelangen. Wenn 
Mittelfeldkonstituenten Scrambling unterliegen können, wird ihre Tilg-
barkeit nicht vom finalen Verb beeinflußt. Eine VP kann jedoch nicht im 
Mittelfeld verschoben werden (vgl. Grewendorf/Sabel 1994 für ausführ-
liche Diskussion), was sich an der Immobilität des nicht-finiten Verbs bei 
periphrastischem Tempus in Nebensätzen zeigt: 
(69) a. ... daß Hans dich nicht [< besuchen] möchte 
b. * ... daß Hans dich [< besuchen] nicht t möchte 
Dies hat zur Folge, daß eine nicht-finite VP im Mittelfeld nie außerhalb 
des c-Kommando-Bereichs des finalen finiten Verbs steht. Wir erwarten 
also, daß ein finites Hilfsverb die Tilgung einer nicht-finiten VP blockiert, 
was sich in (70) bestätigt:12 
(70) a. * ... daß Hans mich besuchen möchte und dich wird. 
* [daß Hans mich besuchen möchte] und 
[daß -Hans dich [[6e««cAen] win/|] 
b. ... daß Hans mich besuchen möchte und dich nicht. 
[daß Hans mich besuchen möchte] und 
[daß Hans dich nicht [[frcstic/icn] tncchtc]] 
1 2 Falls Beispiele wie (i) für akzeptabel gehalten werden, bilden sie ein Pro-
blem, da die nicht-finite V P im 2. Konjunkt bei nicht-getilgtem finiten 
Modalverb getilgt worden ist. 
(i) f daß Hans mich besuchen kann und will 
Ein möglicher Ausweg wäre, die VP-Lücke als Ergebnis einer zusätzlichen 
VP-Ellipse (ii-b) zu analysieren (vgl. auch Fußnote 8). 
(ii) a. ... und [daß Hans mich [[vp - besuchen] will] Vorwärtstilgung 
b. ... und [daß Hans mich [[vp - besuchen] will] VP-Ellipse 
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Obwohl Scrambling von nicht-finiten Verbphrasen nicht möglich ist, 
können sie topikalisiert, d.h. ins Vorfeld verschoben werden (71a). Dies 
ist der einzige Fall, wo solche VPs nicht im c-Kommando-Bereich des fi-
niten Hilfsverbs stehen, und auch - wie prognostiziert - der einzige Fall, 
wo Vorwärtstilgung der VP bei nicht-getilgtem finiten Hilfsverb möglich 
ist (71b): 
(71) a. Thomas Mann lesen will jeder <VP 
b. Thomas Mann lesen will jeder und kann keiner. 
c. [ T h o m a s Mann lesen will jeder <yp] u n < ' 
[Thomas Mann lesen kann keiner <vp] 
Der Vergleich mit dem Englischen, der in Abschnitt 2 durchgeführt 
wurde, läßt sich nun unter der Annahme der Kopfbedingung - jetzt 
als sprachübergreifendes Prinzip verstanden - erweitern. Der wesentli-
che Unterschied zum Deutschen besteht darin, daß englische Objekte 
von V in VP c-kommandiert werden. Folglich kann das Objekt nur dann 
getilgt werden, wenn das Hauptverb selbst mitgetilgt wird - vgl. (72), 
(73): 
(72) * [John bought a book] and [^«A» gave a book to her] 
(73) a . [John bought a book for me today] and bought a book 
for her yesterday] 
b. [John bought a book for me] and [Mary bought a book 
for her] 
(73a) weist eine periphere Lücke auf (Tilgung von Subjekt, V und Ob-
jekt). Wenn das Verb getilgt worden ist, entsteht auch die Möglichkeit 
für Gapping: in (73b) sind Verb und Objekt getilgt worden, Subjekt und 
weitere VP-Konstituenten bleiben - das Subjekt c-kommandiert zwar 
Verb- und Objektellipsen, als phrasale Konstituente blockiert es jedoch 
die Tilgung nicht. 
Ein Subjekt kann in Nebensätzen getilgt werden, solange die einleitende 
Konjunktion auch getilgt wurde. Nicht-getilgtes that in C blockiert die 
Tilgung von Konstituenten in IP (Subjekt, Verb, Objekt usw) in allen 
Kombinationen: 
(74) a . * . . . that John has bought a book and [that John will give it 
to her\ 
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b. * ... that John bought a book for me and [that Mary bovgkt 
a book for Aer} 
Parallel dazu zeigt sich die Wirkung der Kopfbedingung bei Hilfsverbvor-
anstellung in Fragesätzen - Subjektellipse ist bei nicht-getilgtem voran-
gestelltem Verb (75b) nicht möglich: 
(75) a. [The siudents must leave] and students may not retvrn] 
b. * [Must the students leave] or [may the students siaj/] ? 
Zusammenfassend läßt sich bestätigen, daß die Kopfbedingung eine 
Erklärung für Asymmetrien bei Vorwärtstilgungen sowohl zwischen 
Sprachen als auch zwischen Konstruktionen innerhalb einzelner Spra-
chen liefern kann. Darüber hinaus zeigt sich die Wirkung dieser Bedin-
gung in elliptischen Ausdrücken, die keine expliziten Antezedenten im 
selben Satz aufweisen. Sowohl elliptische Antworten als auch „gekürzte 
Hauptsätze" können als Produkte von „Vorwärtstilgungen" aufgefaßt 
werden. Das „Antezedens" befindet sich in diesen Fällen im vorange-
henden Diskurs - bei elliptischen Antworten, als Teil der Frage, die sie 
beantworten; bei „gekürzten Hauptsätzen" als salientes Diskurs-Topik. 
Bei Koordinationen gilt das vorangehende Konjunkt als Spezialfall von 
„vorangehendem Diskurs". 
5. A s y m m e t r i s c h e K o o r d i n a t i o n 
Die vorangegangene Diskussion geht von der Prämisse aus, daß Koordi-
nationsellipsen als Ergebnis von phonologischen Tilgungen in satzartigen 
Konjunkten zu behandeln sind. Eine wesentliche Rolle spielt dabei die 
Annahme, daß die Stellung von „getilgten" Konstituenten in satzartigen 
Konjunkten vollständig durch Wortfolgeregeln determiniert wird. Die 
Möglichkeiten zur Tilgung der einen oder anderen Konstituente hängen 
dann von den allgemeinen Bedingungen für die Ellipseregeln ab, die auf 
der Basis von unabhängig bestimmten Konstituentenstrukturen sowie 
den sich daraus ergebenden Wortfolgen operieren. 
Zu diesem Ansatz gibt es eine Alternative, die von der Annahme ausgeht, 
daß Koordinationen schon in der syntaktischen Struktur aus „kleinen 
Konjunkten" bestehen (und nicht erst durch phonologische Tilgung 
Zustandekommen). Die Beispiele in (76), die hier als elliptische Satz-
verknüpfungen wie in (77) analysiert werden, erhalten in diesem Alter-
nativansatz eine syntaktische Analyse wie in (78): 
(76) a. Der Jäger ging in den Wald und fing einen Hasen. 
b. Er wird mich anrufen und dich besuchen. 
c. Er kauft und liest die Zeitung. 
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(77) a. [[der Jäger ging in den Wald\ und 
[der Jäger fing einen Hasen]] Vorwärts 
b. [[er wird mich anrufen] und 
[gr wird dich 6esucAen]] Vorwärts 
c. [[er kauft die Zeitung] und 
[w liest die Zeiiuna]\ 
Rückwärts 
Vorwärts 
(78) a. Der Jäger [[ging in den Wald] und ¡fing einen Jfasen]] 
b. Er wird [[m»cA anrufen] und [dich besuchen]] 
c. Er [[&au/i] und [/te¿<]] die Zeitung 
Die unterstrichenen Wörter befinden sich in (77) innerhalb eines Kon-
junkts und kontrollieren eine Ellipse im anderen Konjunkt . In (78) da-
gegen werden sie als syntaktisch nur einmal vorhandenes Material be-
handelt, das sich außerhalb der Koordinationsdomäne befindet. Diese 
Konstituenten sind dann für beide Konjunkte gemeinsam relevant, in-
dem sie gleichzeitig mit beiden Konj unkten grammatische Beziehungen 
eingehen: Das Subjekt in (78a) z.B. kongruiert mit zwei ñniten Verben 
- mit einem in jedem Konjunkt . 
Diese Alternative erlaubt es anscheinend, zumindest für Koordinationen, 
auf den Mechanismus der phonologischen Tilgung zu verzichten. Im fol-
genden werden Argumente skizziert, die die Notwendigkeit von Tilgungs-
regeln für Koordinationsellipsephänomene nachweisen und somit gegen 
den Ansatz (78) sprechen. 
Wie aus (77)-(78) hervorgeht, bringen die beiden Alternativen unter-
schiedliche Annahmen über den syntaktischen Status von Konjunkten 
mit sich. Der Tilgungsansatz geht davon aus, daß Konjunkte generell 
vollständige Sätze sind (zumindest, was die hier angeführten Beispiele 
betrifft), während der Ansatz (78) die weniger restriktive Annahme 
macht, daß syntaktische Konstituenten aller Arten koordinativ verknüpft 
werden können: 
(79) Konjunkte sind syntaktische Konstituenten 
Es läßt sich leicht nachweisen, daß (79) nicht ausreicht, um Rückwärts-
tilgung überflüssig zu machen. Rückwärtsellipsen entsprechen in diesem 
Ansatz die Fälle, in denen „gemeinsames Material" den (kleinen) syntak-
tischen Konjunkten folgt, während die Wortketten, die in der Tilgungs-
analyse sozusagen als „Satzreste" zurückbleiben, als „kleine Konjunkte" 
analysiert werden. In vielen Beispielen entspricht dieser Rest jedoch kei-
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ner syntaktischen Konstituente und kann daher nach (79) kein Konjunkt 
sein: 
(80) a. Peter glaubt, daß Maria, und Hans glaubt, daß Nina, am 
schnellsten fertig wird 
b. * [Peter glaubt, daß M.] und [Hans glaubt, daß .AT.] am 
schnellsten fertig wird 
c. [Peter glaubt, daß M. am schnellsten fertig wird\ und 
[Hans glaubt, daß N. am schnellsten fertig wird\ 
Die minimale Analyse, die mit (79) verträglich ist, ist (80c), die dann die 
Annahme einer Rückwärtstilgungsoperation, wie sie oben beschrieben 
wurde, erforderlich macht .1 3 
Ein Argument für die Notwendigkeit einer Vorwärtstilgungsoperation 
läßt sich aus der Existenz von sog. asymmetrischen Koordinationen her-
leiten: 
(81) a. In den Wald ging der Jäger und fing einen Hasen 
b. Gestern ist Maria einkaufen gegangen und hat sich einen 
Pullover gekauft 
Für übliche Vorwärtsellipsen werden Strukturen angesetzt, in denen ge-
meinsame Konstituenten links von den kleinen syntaktischen Konjunk-
ten stehen (vgl. (77)). In (81) aber erscheint die gemeinsame Konstitu-
ente nicht links von dem ersten Konjunkt, sondern ist in diesem enthal-
ten. Das finite Verb, das jeweils links vom Subjekt steht, gehört nicht 
zu dem gemeinsamen externen Kontext, sondern muß in beiden Fällen 
dem ersten Konjunkt zugerechnet werden. Beispiele dieser Art können 
nicht ohne zusätzliche und sonst unbegründete Annahmen mit einem 
Ansatz, der ohne Vorwärtstilgung arbeitet, verträglich gemacht werden: 
1 3 Manchmal wird versucht, solche Beispiele über eine Bewegungstransforma-
tion (Right Node Raising) zu analysieren, wobei die Kette am schnellsten 
fertig wird, die ja eine Konstituente (vielleicht eine Zwischenprojektion von 
INFL, d.h. I') bildet, nach rechts aus beiden Konjunkten angehoben worden 
ist: 
(i) [[Peter glaubt, daß M. t] und[Hans glaubt, daß N. t]] [j* am schnellsten 
fertig wird] 
Es gibt keinerlei unabhängige Evidenz für eine derartige Bewegungsre-
gel, die I'-Konstituenten aus Nebensätzen nach rechts anhebt. Vgl. Wilder 
(1995) für weitere Diskussion. 
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die Annahme von „kleinen Konjunkten" vermag nicht alle Instanzen von 
Vorwärtstilgung zu ersetzen.14 
Im Tilgungsansatz ergeben sich die wesentlichen Eigenschaften dieses 
Satztyps ohne zusätzliche Annahmen. 
(82) a. [/n den Wald ging der Jäger] und 
[der Jäger fing einen Hasen] Vorwärts 
b. [Gestern ist Maria einkaufen gegangen] und 
[Maria hat sich einen Pullover gekauft] Vorwärts 
Die asymmetrische Natur von Beispielen wie (81) erweist sich als Asym-
metrie im syntaktischen Status der Konjunkte: verknüpft werden ein V2-
Satz mit topikalisierter Konstituente im Vorfeld und ein subjekt-initialer 
V2-Deklarativsatz (d.h. ein Satz ohne topikalisierte Phrase im Vorfeld). 
Im zweiten Konjunkt wird das Subjekt jeweils unter Identität mit der 
entsprechenden Konstituente im vorangehenden Konjunkt getilgt. Die 
Tilgung genügt allen bisher diskutierten Bedingungen für Vorwärtstil-
gung: das Antezedens befindet sich im vorangehenden Konjunkt, die 
Ellipsestelle entspricht einem Satzglied, und sie befindet sich nicht im 
c-Kommando-Bereich eines nicht-getilgten Kopfes in ihrem Konjunkt. 
Ist die prä-verbale Position des zweiten Konjunktes besetzt, wird diese 
Art der Subjekt-Ellipse unmöglich: 
(83) * Gestern ist Maria einkaufen gegangen und heule hat sich 
einen Pullover gekauft. 
* [gestern ist Maria einkaufen gegangen] und 
[heute hat Maria sich einen Pullover gekauft] 
Aus der V2-Bedingung folgt, daß die Subjekt-Lücke in (83) sich in post-
verbaler Position befindet; die Tilgung verletzt also die Kopfbedingung 
(60). 
Eine weitere Asymmetrie-Eigenschaft dieser Beispiele betrifft die jewei-
lige Position der Ellipse und des Antezedens: ein post-verbales Subjekt 
lizensiert die Tilgung eines prä-verbalen Subjekts. Diese asymmetrische 
Stellung ist bei Objekt-Tilgung nicht möglich - ein Objekt im Vorfeld 
im zweiten Konjunkt kann nicht unter Identität mit einem post-verbalen 
Objekt im ersten Konjunkt getilgt werden, obwohl diese Ellipse den bis-
14 Siehe Zwart (1991), Wilder (1994), (1995). Versuche, bei solchen Beispie-
len ohne Vorwärtstilgung auszukommen, finden sich in Höhle (1990), Hey-
cock/Kroch (1994). 
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her diskutierten Voraussetzungen (einschl. der Kopfbedingung) genügen 
würde. 
(84) a. * Der Jäger hat den Hasen gesucht und hat er auch gefangen. 
b. * [der Jäger hat den Hasen gesucht] und [den Hasen hat er 
- T O P + T O P 
auch gefangen 
Wie kann der Kontrast zwischen (81) und (84) erklärt werden? Tilgungs-
operationen unterliegen im allgemeinen zwei Arten von Bedingungen: (i) 
solchen, die regeln, wo die Ellipse stehen kann (unabhängig von der Be-
ziehung zum Antezedens); (ii) solchen, die festlegen, wie die Relation 
der Ellipse zum Antezedens sein muß. Die Kopfbedingung fällt unter (i). 
Unter (ii) fallen Identitätsbedingungen, die - im Falle von Vorwärtstil-
gung - vorschreiben, daß die grammatische Funktion des Antezedens und 
die der getilgten Konstituente identisch sein müssen. Ein Objekt kann -
auch unter formaler Identität mit dem Subjekt - nicht dessen Tilgung 
lizensieren; und umgekehrt. 
Ich schlage vor, den Kontrast zwischen (81) und (84) an einer Asymme-
trie zwischen prä-verbalen Subjekten und prä-verbalen Objekten festzu-
machen, die sich dann bei der für Vorwärtstilgung erforderlichen Iden-
t i tä t bemerkbar macht. Diese Asymmetrie läßt sich wie folgt formulieren: 
(85) a. Eine Phrase im Vorfeld, die nicht Subjekt ist, erhält ein 
Merkmal [+TOP] 
b. Ein prä-verbales Subjekt erhält nicht notwendigerweise [+TOP] 
c. Keine weitere Phrase (z.B. im Mittelfeld) erhält [+TOP] 
Nehmen wir zusätzlich an, daß Antezedens und Ellipse bzgl. des Merk-
mals [TOP] übereinstimmen müssen, um bei der Vorwärtstilgung als 
„identisch" zu gelten. Dann ergibt sich daraus die Asymmetrie. Aus (85a) 
und (85c) folgt für (84), daß das Objekt im Mittelfeld im ersten Konjunkt 
nicht identisch ist mit dem Objekt im Vorfeld im zweiten Konjunkt: die 
Ellipse scheitert also an der Identitätsbedingung. Aus (85b) und (85c) 
folgt für (81), daß das Subjekt im Vorfeld mit dem Subjekt im Mittelfeld 
im ersten Konjunkt identisch sein kann: solange das prä-verbale Subjekt 
kein [+TOP]-Merkmal erhält, ist die Vorwärtstilgung möglich.15 
15 Der Kontrast zwischen (81) und (84) korreliert mit einer weiteren Asym-
metrie zwischen prä-verbalen Subjekten und prä-verbalen Objekten in V2-
Sätzen - nämlich, daß das schwache Pronomen ei im Vorfeld nur als Subjekt 
vorkommen kann: 
(i) Es hat das Gras gegessen 
(ü) * Es hat der Esel gegessen 
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Weitere asymmetrische Beispiele lassen sich konstruieren - z.B. aus der 
Verbindung einer W-Frage mit einem Subjekt-initialen Deklarativsatz 
(86): 
(86) a. * Wen hat Maria besucht und hat mich angerufen? 
b. * [wen hat Maria besucht] und [Maria hat mich angerufen] 
Obwohl dieses Beispiel den Bedingungen für Vorwärtsellipse genügt, bil-
det es keinen akzeptablen Satz. Dies läßt sich möglicherweise erklären 
mit Bezug auf Faktoren, die unabhängig bestimmen, was sich womit ko-
ordinativ verknüpfen läßt, denn Konstituentenfragen lassen sich generell 
nicht mit Deklarativsätzen (auch nicht-elliptischen) verbinden (87): 
(87) * Wen hat Maria besucht und Peter hat mich angerufen? 
Andererseits ist manches Beispiel dieser Art (mit Subjektellipse) nicht 
so schlecht: 
(88) a. Wann ist Maria einkaufen gegangen und hat sich einen 
Pullover gekauft? 
b. * [mann ist Maria einkaufen gegangen] und 
[wann hat sich Maria einen Pullover gekauft 
c. [wann ist Maria einkaufen gegangen] und 
[Mar*« hat sich einen Pullover gekauft] 
Im Rahmen des hier vertretenen Ansatzes muß dieses Beispiel als Koor-
dination von einer direkten W-Frage mit einem subjektinitialen Dekla-
rativsatz analysiert werden (88c).16 Würde das Beispiel als Ergebnis der 
Koordination zweier W-Fragen analysiert, ergäbe sich eine Struktur, in 
der die Tilgung des Subjekts dann die Kopfbedingung verletzen würde 
(88b). 
Die Korrelation läßt sich herleiten mit der Annahme, dafi sich es mit dem 
Merkmal [+TOP] nicht verträgt. 
16 Semantisch gesehen ist (88) jedoch eher ab eine komplexe Frage zu be-
trachten, in der der Inhalt des zweiten Konjunkts im Skopus des Frageworts 
liegt. Der Satz wird verwendet, um nach dem Zeitpunkt eines komplexen 
Ereignisses zu fragen, das den Inhalt des zweiten Konjunkts mit einbe-
zieht, wobei impliziert wird, dafi es einen Zeitpunkt gibt, zu dem ein aus 
Einkaufen-Gehen und einen-Pullover-Kaufen bestehendes Ereignis stattfin-
det. Ähnliche Überlegungen gelten auch für (81) und (89). 
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Ähnlich verhält es sich mit Beispielen des Typs (89a), sofern sie akzepta-
bel sind. Das Beispiel besteht aus einer verbinitialen Entscheidungsfrage 
und einem finiten Konjunkt mit Subjektellipse:17 
(89) a. Ist er in die Schule gegangen und hat die Arbeit 
geschrieben? 
b. * [is< er in die Schule gegangen] und [Aa< die Arbeit 
geschrieben] 
c. [i's< er in die Schule gegangen und [«f hat die Arbeit 
geschrieben] 
Hartmann (1994, S. 9) setzt hierfür eine Analyse an, in der zwei Entschei-
dungsfragen miteinander verknüpft werden, wobei die Subjekt-Lücke im 
zweiten Konjunkt rechts vom finiten Verb steht (89b). Nur die Analyse 
von (89a) als asymmetrische Verknüpfung von Entscheidungsfrage und 
subjektinitialem Deklarativ (89c) ist mit der Kopfbedingung vereinbar. 
6. Schlußwort 
Im Vorangehenden ist an einer Reihe verschiedener Beispiele dargestellt 
worden, wie vermutlich universale, nicht-parametrisierte Tilgungsregeln 
mit unabhängig gegebenen Konstituentenstrukturen und Wortfolgen in-
teragieren, um die vielfaltigen Muster der möglichen (und unmöglichen) 
elliptischen Konstruktionen zu ergeben. Klare Erfolge für die Thesen 
in (7) sind für Rückwärtstilgung mithilfe der Peripheriebedingung (39) 
erzielbar, wie auch für Vorwärtstilgung mithilfe der Hauptkonstituenten-
bedingung (49) und der Kopfbedingung (60). Die letztgenannte Bedin-
gung erweist sich als besonders ertragreich, indem sie es erlaubt, (i) mit 
einer Tilgungsregel sowohl linksperiphere wie auch mediale Ellipsen zu 
erfassen; (ii) dabei zwei speziellere Regeln (Forward Conjunction Reduc-
tion und Gapping) durch eine allgemeinere zu ersetzen; und (iii) die in 
Abschnitt 2. besprochenen zwischensprachlichen Unterschiede hinsicht-
lich der Objektti lgung auf die Effekte der in Abschnitt 3. besprochenen 
Wortstellungsparameter zurückzuführen. 
Probleme bleiben (natürlich). Um eins hier abschließend zu erwähnen 
(weitere finden im Text und in Fußnoten Erwähnung): es ist in Abschnitt 
2. angedeutet worden, daß das im Deutschen vorkommende Phänomen 
Topic Drop auch als Fall von Vorwärtstilgung (mit implizitem Anteze-
dens) erfasst werden kann - die Effekte der Kopfbedingung sind j a klar 
ersichtlich. Es bleibt dann aber die Frage, warum diese Art der Ellipse 
1 7 Das Englische läßt für analoge Beispiele (vgl. (75b)) offenbar eine solche 
„asymmetrische" Analyse nicht zu. 
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beispielsweise im Englischen überhaupt nicht möglich ist - d.h. warum 
ich statt thai, I have solved already unter keinen Umständen *I have 
solved already (bei mitverstandenem Objekt-Topik) äußern darf. 
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BARBARA LENZ 
Negationsverstärkung und Jespersens Zyklus im 
Deutschen und in anderen europäischen Sprachen 
A b s t r a c t 
Im Zentrum meiner Ausführungen steht ein Phänomen, das unter dem Stich-
wort „Jespersens Zyklus" ein Begriff geworden ist, nämlich die in vielen 
Sprachen zu konstatierende zyklisch auftretende Verstärkung von äußerlich 
zu schwach gewordenen Negatiönswörtern. (Ich spreche in Anlehnung an 
Jacobs (1991) von „Negationsträgern".) Im Abschnitt 1 werde ich das Phäno-
men „Jespersens Zyklus" anhand einiger Beispiele vorstellen und dann einige 
Aspekte behandeln, die im Kontext dieses Phänomens eine Rolle spielen: Ne-
gationsverstärkung (Abschnitt 2), Stellung der Negationsträger (Abschnitt 3) 
und Areallinguistische Ausprägungen (Abschnitt 4). 
1. J e s p e r s e n s Zyklus 
Mit „Jespersens Zyklus" wird ein Phänomen bezeichnet, welches Jesper-
sen selbst folgendermaßen beschrieben hat: 
(1) (a) „The original negative adverb is first weakened, then found in-
sufficient and therefore strengthened, generally through some ad-
ditional word, and this in its turn may be felt as the negative 
proper and may then in course of time be subject to the same 
development as the original word." (Jespersen 1917, S. 4) 
Horn bringt „Jespersens Zyklus" auf einen kurzen Nenner: 
(1) (b) „Jesperen's Cycle - the repeated pattern of successive weakening 
and restrengthening of the negative marker." (Horn 1989, S. 446) 
Jespersens prototypisches und oft zitiertes Beispiel ist die Entwicklung 
des französischen Negationsträgers (ne) pas, dessen Entwicklung im La-
teinischen seinen Ausgang nahm: 
(2) 1. lat. ne dico 
2. non dico (<ne oenum dico) 
3. frz. jeo ne di 
4. je ne dis pas 
5. je dis pas 
Die lateinische Negationsform hieß ursprünglich ne, wurde dann zu non 
verstärkt, was eine Zusammenziehung und Verschleifung von ne oenum 
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(= nicht eines) darstellt (oenum ist die alte Form von unum). Aus dem 
Lateinischen haben sich alle romanischen Sprachen entwickelt, so auch 
das Französische. Im Altfranzösischen nun hat te sich das lateinische non 
wieder abgeschwächt zu ne, welches dann im Laufe der Zeit seinerseits 
wieder verstärkt wurde, nämlich durch pas (=ne pas). Und dieses pas, das 
wörtlich j a „Schritt" bedeutet, also selbst ursprünglich keinerlei Nega-
tion beinhaltet, t r i t t in der heutigen französischen Alltagssprache häufig 
schon ohne ne auf (siehe Stufe 5 in (2)), es übernimmt allein die Ne-
gationsfunktion und -bedeutung; der Verstärker wird also zum Nega-
tionsträger. Einen deutlichen Hinweis darauf, daß pas im Gegenwarts-
französischen als der eigentliche Negationsträger fungiert, gibt eine von 
Ramat (1987, S. 181) erwähnte Untersuchung, derzufolge französische 
Kleinkinder beim Spracherwerb als erste Negationsform pas bilden. 
Vermutlich wird irgendwann das ne ganz verschwinden, so wie es heute 
schon in verschiedenen Wendungen der Fall ist: 
(3) (a) Pas du tout\ Überhaupt nicht1. 
Pourquoi pas? Warum nicht? 
In anderen Fällen jedoch ist ne noch immer obligatorisch, wie etwa in 
den folgenden Wendungen: 
(3) (b) Ne pas fumer! Nicht rauchen1. 
Ne pas marcher sur la pelousel Nicht über den Rasen laufen\ 
Möglicherweise spielt hier das Vorhandensein eines Verbs eine Rolle. 
Verbnegation ist meist Satznegation, d.h. im Skopus der Negation be-
findet sich nicht nur das Verb, sondern der ganze Satz. Deshalb ist die 
Beziehung zwischen Verb und Negationsträger von besonderer Bedeu-
tung und es ist kein Zufall, daß bei den in der Literatur angeführten 
Beispielen für Jespersens Zyklus meist Verbnegation im Zentrum der 
Betrachtung steht. Ich werde später auf diesen Punkt zurückkommen. 
Jespersens Zyklus läßt sich auch in vielen anderen Sprachen nachwei-
sen. Im Englischen etwa ging die Entwicklung vom altenglischen Ne-
gationsträger ne zunächst über Verstärkung im Frühmittelenglischen 
(ne not), dann Abschwächung durch Verlust des ursprünglichen Nega-
tionselementes im späten Mittelenglischen (nur noch not) zu Wieder-
Verstärkung im Neuenglischen (do not): 
(4) eng l i s ch (nach Jespersen 1917: S. 9ff.) 
1. ae. ic ne secge 
2. frühme. I ne seye not 
3. spätme. I say not 
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4. ne. I do not say 
5. I don't say 
6. [aj d n saej] 
Im Verlaufe der neuenglischen Sprachperiode läßt sich nun wieder eine 
Abschwächung feststellen: do not wird zu don't zusammengezogen und in 
der Alltagssprache heute noch weiter verschliffen (siehe Stufe 6 in (4)). 
Jespersens Zyklus folgend wird die nächste Stufe vermutlich wieder eine 
Verstärkung des reduzierten Wortkörpers durch ein zusätzliches Wort 
sein. 
Im Deutschen (vgl. (5a)) verlief die Entwicklung vom althochdeutschen 
ni über Abschwächung des Wortkörpers im Frühmittelhochdeutschen 
(der volle Endsilbenvokal [i] wurde zu [a] » n e oder auch en), dann 
Verstärkung durch niht bis zu Wieder-Abschwächung im Neuhochdeut-
schen, wo ne ganz wegfiel und nicht alleiniger Negationsträger wurde. 
Ganz ähnlich verlief die Entwicklung im Niederländischen (vgl. (5b)), 
das seinen Ursprung im Altniederfränkischen hat (vgl. Hutterer 1990, 
S. 263): 
(5) (a) d e u t s c h 
1. ahd. ni V 
2. frühmhd. ne/en V 
3. mhd. ne/en V niht 
4. nhd. V nicht 
(b) n i ede r l änd i sch 
1. anfrk. en V 
2. mnl. en V niet 
3. nnl. V niet 
Auch in den nordgermanischen Sprachen haben sich die Negationsträger 
Jespersens Zyklus gemäß entwickelt: 
(6) norwegisch (nach Jespersen 1917, S. 8f.). 
1. Haraldrne veit 
2. ne veii-at Haraldr 
3. veit- fit at Haraldr 
ne V 
ne V eigi/ekki 
V ikke 
Im Altnordischen war ne der alleinige Negationsträger, im Norwegischen 
wurde er dann durch- at verstärkt. Später verschwand der ursprüngliche 
Negationsträger ne und -at allein übernahm dessen Funktion und Be-
deutung. -at findet sich vor allem in poetischen Texten, in Prosatexten 
trat eigi oder ekki als Verstärker und späterer alleiniger Negationsträger 
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auf, im heutigen Norwegisch heißt er ikke und hat Entsprechungen in 
allen anderen nordgermanischen Sprachen: 
(7) schwedisch icke / dänisch ikke / isländisch ekki / faröisch ikki 
Alle diese Formen waren ursprünglich Verstärker des aus dem Altnordi-
schen ererbten Negationsträgers ne, der in allen nordgermanischen Spra-
chen jedoch schon f rüh obligatorisch verschwand. Mit diesem alten Nega-
tionsträger ne verschwand auch der für indoeuropäische Negationswörter 
typische initiale Nasallaut, vgl. etwa in (8a) die Entsprechungen von 
nicht in verschiedenen germanischen, romanischen, keltischen und slawi-
schen Sprachen; alle beginnen mit Nasal, in indoeuropäischen Sprachen 
typischerweise mit [n]. Auch in vielen nicht-indoeuropäischen Sprachen 
beginnen Negationswörter mit Nasallaut, mit [n] oder auch mit [m], vgl. 
etwa (8b): 
(8) (a) serbkr. ne portug. näo rumän . na got. ni 
russ. ne span. no bulg. ne altsächs. ne 
poln. nie ital. non irisch na aleman. ni 
niederld. niet afrikaan. nie niederdt. nich 
(b) ungarisch nem armenisch mi koreanisch ma türkisch me 
Weshalb Negationswörter so oft mi t einem Nasallaut beginnen, auch 
darüber macht sich Jespersen Gedanken und kommt zu folgender 
Erklärung: Negationspartikeln waren ursprünglich primitive Interjektio-
nen, die Abscheu ausdrückten, gepaart mit einer Geste des Naserümp-
fens, und durch die Kontraktion der Nasenmuskeln beim Naserümpfen 
kam die Nasali tät der Äußerung zustande: 
(9) (a) ".. . the old negative ne, which I take to be ... a primitive interjec-
tion of disgust, accompanied by the facial gesture of contracting 
the muscles of the nose ... This natural origin will account for 
the fact t ha t negatives beginning with nasals (n, m) are found in 
many languages outside the Indo-European family." (Jespersen 
1917, S. 6f.) 
Wir mögen heute über derartige Erklärungsversuche die Nase rümpfen. 
Doch zu Beginn unseres Jahrhunder t s lag Jespersen damit durchaus im 
Trend seiner Zeit, den Ursprung menschlicher Sprache mit Gestik und 
Mimik in Verbindung zu bringen; vgl etwa Uhl 1906: 
(9) (b) „Wir haben uns nun vorzustellen, daß jeder Sprachlaut ursprüng-
lich mit einer entsprechenden Körperbewegung oder Körperhal-
tung verbunden war. Das eine kann eigentlich ohne das andere 
gar nicht gedacht werden." (Uhl 1906, S. 4) 
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Doch zurück zur Negationsverstärkung, die oft genug der Grund dafür 
war, daß der ursprüngliche Negationsträger mit initialem Nasal ganz 
verschwand und durch ein Wort ersetzt wurde, das ursprünglich gar kein 
Negationsträger war. 
2. Nega t ionsvers tärkung 
Negationsverstärkung kann auf unterschiedliche Weise geschehen. Die 
negationsverstärkenden Elemente, um die es bei der Diskussion über 
Jespersens Zyklus geht, verstärken die ä u ß e r e F o r m , den 
Wortkörper des ursprünglichen Negationsträgers, wenn dieser allein als 
zu schwach angesehen wird. Es handelt sich bei Jespersens Zyklus nicht 
darum, die Negation inhaltlich mit Nachdruck zu versehen, dies wäre 
ein andersgeartetes Phänomen; inhaltliche Negationsverstärkung kann 
im Deutschen etwa mit folgenden Wendungen geschehen: 
(10) (a) nicht im geringsten 
(b) nicht einen Pfifferling 
(c) nicht die Bohne 
(d) nicht ums Verrecken 
Derartige Ergänzungen fügen zur Negationbedeutung einen verstärken-
den Bedeutungsbestandteil hinzu; die Ausdrücke in (10) kann man mit 
überhaupt nicht, ganz und gar nicht paraphrasieren. Jedoch ist ihre Ver-
wendung kontextuell stark eingeschränkt vg. (11): 
(11) (a) Das interessiert mich nicht die Bohne 
Das ist nicht einen Pfifferling wert 
? Das ist nicht die Bohne wert 
? Das interessiert mich nicht einen Pfifferling 
(b) Das stört mich nicht im geringsten 
Das mache ich nicht ums Verrecken 
? Das stört mich nicht ums Verrecken 
? Das mache ich nicht im geringsten 
Die negationsverstärkenden Wendungen haben zwar dieselbe Funktion 
und Bedeutung, sind aber in den einschlägigen Kontexten nicht gegen-
einander austauschbar. Ein weiteres Charakterist ikum dieser inhaltlich 
verstärkenden Phrasen besteht darin, daß es sich um „Negative Pola-
ritäts-Elemente" (NPEs) handelt, d.h. sie sind nur im Kontext von Ne-
gation akzeptabel. Vgl. die Sätze in (12) ohne Negation: 
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(12) (a) ? Das interessiert mich im geringsten 
(b) ? Das ist einen Pfifferling wert 
(c) ? Das interessiert mich die Bohne 
(d) ? Das werde ich ums Verrecken tun 
Die Funktion dieser Phrasen ist auf Verstärkung von Negation be-
schränkt. 
Auch in älteren Sprachstufen des Deutschen finden sich schon solche 
Phrasen, die die Negation inhaltlich verstärken, etwa die Wendungen in 
(13) (entnommen aus Schützeichel 1981, Paul 1920 und Moser/Schröbler 
1969): 
(13) ahd. ni trophen/drof 
mhd. niht ein blat/strö/hast/har 
niht eine böne 
Die Wendung nicht die Bohne ist offensichtlich keine neuzeitliche Errun-
genschaft. Auch im Alt- und Mittelhochdeutschen ging es darum, mit 
derartigen Ausdrücken die Negation inhaltlich mit Nachdruck zu verse-
hen. 
Anders ist es bei den Negationsverstärkern, die im Rahmen von Jes-
persens Zyklus eine Rolle spielen; hier handelt es sich um Ausdrücke, 
die die äußere Form eines Negationsträgers stärken. Ausdrücke wie pas 
im Französischen, do im Englischen oder ekki im Norwegischen verlie-
ren in negationsverstärkender Funktion ihre Eigenbedeutung, sie werden 
„desemantisiert". Sie gehen mit dem ursprünglichen Negationsträger eine 
Verbindung ein, deren Bedeutung die einfache Negation ist. 
Das gilt auch dann, wenn das verstärkende Element seinem Ursprung 
nach selbst schon ein Negationsträger ist, wie etwa das deutsche niht 
oder das englische not, hier nochmal aufgeführt in (14): 
(14) mhd. ne V niht 
me. ne V not 
Beide Formen, niht und not, gehen - wie übrigens auch das niederländi-
sche niet - auf die gemeingermanische Form ni io wiht zurück, die nicht 
ein Ding, nicht ein Wesen bedeutet und im Gotischen als ni waiht belegt 
ist. Im Deutschen und Englischen verlief die Entwicklung wie in (15c und 
d) angeführt: 
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(15) (a) germ. ni io wiht (= nicht ein Ding / Wesen) 
(b) got. ni waihi 
(c) dt . niowiht >niwihi »niht 
(d) engl, nowiht >noughi >not 
In Verstärkerfunktion werden auch niht und not desemantisiert und bil-
den jeweils mit ne gemeinsam e i n e n , wenn auch morphosyntaktisch 
diskontinuierlichen, Negationsträger. In solchen Fällen sprechen wir von 
„pleonastischer" Negation. Behaghel spricht von Negations-„Häufungen" 
und konstatiert (Hervorhebung von mir. BL): 
(16) „Für alle diese Häufungen gilt bis in die neueste Zeit hinein die 
Regel, daß der Satz verneinend bleibt; die Verneinungen heben 
sich nicht gegenseitig auf; man kann aber auch im allgemeinen 
n i c h t sagen, daß sie einer V e r s t ä r k u n g d e s A u s -
d r u c k s dienen." (Behaghel 1924, S. 80) 
Verstärkt wird, wie Behaghel ganz richtig bemerkt, nicht „der Aus-
druck", d.h. die Bedeutung, verstärkt wird nur die äußere Form. 
niht verstärkte im Mittelhochdeutschen und Frühneuhochdeutschen 
nicht nur den einfachen Negationsträger ne, sondern auch komplexe Ne-
gationsträger. Mit der Unterscheidung „einfacher vs. komplexer Nega-
tionsträger" beziehe ich mich auf Jacobs (1991), er differenziert folgen-
dermaßen: ein semantisch einfacher Negationsträger beinhaltet nur ei-
nen einzigen Bedeutungsbestandteil, nämlich NEGATION, ein seman-
tisch komplexer Negationsträger beinhaltet außer NEGATION noch 
weitere Bedeutungsbestandteile. Semantisch komplexe Negationsträger 
sind im Deutschen beispielsweise Pronomina und Adverbien wie nie-
mand, nichts, niemals, nirgendwo. Betrachten wir fürs Mittelhochdeut-
sche und Frühneuhochdeutsche die Beispiele in (17) (entnommen aus 
Moser/Schröbler (1969) und Paul (1920)): 
(17) mhd. swelch herre nieman niht versaget 
waz ob er hie heime in niemer mere niht gewirret 
ich gehört bi minen tagen nie selhes niht gesagen 
frnhd. wem niemand nicht gefällt 
nicht$ gutes war es freilich nicht 
arm ist er aber n i m m e r n i c h t 
Pleonastische Negation gibt es im heutigen Standarddeutschen nicht. 
Wenn zwei Negationsträger auftreten, so wird keiner von beiden dese-
mantisiert, beide behalten ihre Negationsbedeutung und die Äußerung 
wird affirmativ verstanden, die Negationen heben sich gegenseitig auf. 
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So etwa in den Sätzen in (18), die als korrektive Erwiderungen auf vor-
hergehende Behauptungen geäußert werden könnten: 
(18) Kein Student hat nicht* gelesen 
(= Jeder Student hat etwas gelesen) 
Karl strebt nicht nach nichts 
( = Karl strebt sehr wohl nach etwas) 
Solcherart aufhebende Negation gab es bis in die frühneuhochdeutsche 
Sprachepoche hinein überhaupt nicht, ich zitiere Behaghel: 
(19) (a) „Daß mehrere Verneinungen sich gegenseitig aufheben, ist erst 
Errungenschaft der neueren Schriftsprache." (Behaghel 1924, S. 
80) 
Laut Behaghel hat sich die deutsche Standardsprache damit weit von 
der „volkstümlichen Rede" entfernt. Er schreibt: 
(19) (b) „Da die Doppelung in einem großen Teil der heutigen Mund-
arten noch lebendig ist, so kann die Zurückdrängung in der 
Schriftsprache nicht das Ergebnis einer bodenständigen Ent-
wicklung sein. Sie ist vielmehr die Folge der Schulung am La-
teinischen, und die Stellung der nhd. Schriftdenkmäler hängt 
ab von ihrer größeren oder geringeren Entfernung von der 
volkstümlichen Rede." (Behaghel 1924, S. 81f.) 
Pleonastische Negation findet sich, wie auch Behaghel konstatiert, heut-
zutage noch in einigen regionalen Varianten des Deutschen, wie etwa 
dem Bairischen und dem Zürichdeutschen, vgl. die Beispiele in (20) (das 
bairische entnommen aus Zehetner (1985), das zürichdeutsche aus Weber 
(1987)): 
(20) bairisch Koan bessan weasd ned finddn 
((K)einen besseren wirst du nicht finden) 
zürichdt. Nie tsch kä Galt da 
(Nie ist (kein) Geld da) 
Allerdings ist diese diskontinuierliche Negation gewissen Beschränkun-
gen unterworfen hinsichtlich der Funktion des negierten Elementes im 
Satz: im Bairischen ist pleonastische Negation nur akzeptabel, wenn das 
Objekt negiert wird, bei Subjektnegation ist der Satz unakzeptabel, vgl. 
die Sätze in (21): 
(21) (a) Da Loisl hot neamats net g'seng 
(Der Alois hat niemanden (nicht) gesehen) 
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(b) Neamats hot an Loisl g'seng 
(Niemand hat den Alois gesehen) 
*Neamata hot an Loisl net g'seng 
Ist niemand Objekt, wie in (a), so ist ein verstärkender Negationsträger 
möglich, ist niemand hingegen Subjekt des Satzes, wie in (b), dann wird 
der Satz durch einen zusätzlichen Negationsträger unakzeptabel. 
Die Gründe für diese Subjekt/Objekt-Asymmetrie wurden gelegent-
lich erörtert. In Bayer (1988) wurde etwa eine Erklärung durch das 
universell geltende Empty Category Principle (ECP) im Rahmen der 
Prinzipien-Parameter-Theorie (PPT) diskutiert. In Lenz (1989) wurde 
anhand von Sätzen mit pleonastischer Negation aus verschiedenen Spra-
chen, Sprachstufen und Dialekten gezeigt, daß zuviele Daten gegen eine 
solche Begründung sprechen. 
Ich fasse kurz zusammen: 
- In vielen Sprachen läßt sich folgende Entwicklung nachweisen: ein Ne-
gationsträger wird seiner äußeren Form nach geschwächt und deshalb 
durch eine zusätzliche Wortform verstärkt, schließlich verschwindet 
er ganz, der Verstärker wird zum alleinigen Negationsträger und die 
Entwicklung beginnt von vom. 
- Von besonderem Interesse sind bei derartigen Entwicklungen dieje-
nigen Stadien, in denen das ursprüngliche Negationswort und sein 
Verstärker gemeinsam auftreten und e i n e n - morphosyntaktisch 
diskontinuierlichen - Negationsträger bilden; der Verstärker hat seine 
Eigenbedeutung verloren, er wurde desemantisiert. 
- Dies gilt auch für solche Verstärker, die ihrem Ursprung nach selbst 
Negationsträger sind: sie heben nicht die Bedeutung des ersten Ne-
gationswortes auf, sondern bilden mit diesem zusammen eine seman-
tische Einheit. 
Abschwächung und evtl. Wieder-Verstärkung von Wortkörpern be-
schränkt sich natürlich nicht auf Negationsträger, sondern es handelt 
sich dabei um eine generelle Erscheinung in der Entwicklungsgeschichte 
von Sprachen überhaupt: Wenn ein Wortkörper, der eine wichtige Be-
deutung trägt, zu schwach wird, um dieser Bedeutung gerecht zu werden, 
wird er entweder verschwinden und durch einen anderen ersetzt oder er 
wird äußerlich verstärkt. Ein typisches Beispiel für ersteres ist die Er-
setzung des klassisch-lateinischen rus durch vulgärlateinisches campania, 
welches die Grundlage der entsprechenden Lexeme in den romanischen 
Sprachen wurde, während rus ausstarb (vgl. (22)). Die andere Möglich-
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keit, die Verstärkung von Wortkörpern, kann auf ganz unterschiedliche 
Weise geschehen; beispielsweise durch Anhängung eines Diminutivsuf-
fixes, welches dabei seine Diminutivbedeutung verliert, also desemanti-
siert wird und lediglich zur Verstärkung des Wortkörpers dient; ganz 
systematisch geschah solches etwa im Vulgärlateinischen: so wurde (vgl. 
(23)) aus sol soliculum (und daraus später frz. soleiT), aus agnus wurde 
agnellus (und daraus später frz. agneau): 
(22) rus > 0 
campania > fr. champ / sp. po. campo / 
it. campagna / rum. cimp 
(23) sol > soliculum > aoleil 
agnus > agnellus > agneau 
Die lateinisch-französische Sprachgeschichte weist noch viele weitere 
Fälle dieser Art auf. In den nach-lateinischen Stadien zeigt sich auch 
hier dann wieder eine Abschwächung der jeweiligen Wortkörper. Doch 
zurück zu den Negationsträgern. 
3. Stel lung der Negat ionsträger 
Bisher standen Abschwächung und Wieder-Verstärkung von Negati-
onswörtern im Zentrum meiner Ausführungen. Wenn wir die Entwick-
lung der Negationsträger in den verschiedenen Sprachen betrachten 
(etwa die Beispiele in (2), (4), (5) und (6) oben), so stellen wir fest, 
daß sich im Laufe der jeweiligen Entwicklung nicht nur die äußere Form, 
sondern auch die S t e l l u n g der Negationsträger ändert, und zwar 
speziell ihre Stellung relativ zum finiten Verb. Schon die wenigen hier 
angeführten Beispiele zeigen, daß man von drei Stellungsvarianten aus-
gehen kann, die mit einer gewissen Regelhaftigkeit einander ablösen: 
(24) 1. NEG V präverbale Negation 
2. NEG V NEG diskontinuierliche Negation 
3. V NEG postverbale Negation 
Im ersten Stadium steht der Negationsträger vor dem finiten Verb, im 
zweiten Stadium gibt es diskontinuierlich verteilte Negationsträger, die 
sich die Negationsbedeutung teilen, im dritten Stadium gibt es einen 
Negationsträger hinter dem finiten Verb. Und dieser tendiert nun dazu, 
in die präverbale Position zu wandern, so daß die Ausgangsposition 1 
wiederhergestellt wird. 
Die Entwicklung im Englischen zeigt deutlich diese zyklische Bewegung 
des Negationsträgers von präverbal über diskontinuierlich zu postverbal 
und wieder zu präverbal (vgl. (25) und auch (4)): 
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(25) 1. ne V 
2. ne V not 
3. V not 
4. io not V 
Präverbales ne - diskontinuierliches ne not - postverbales not - präver-
bales not, verstärkt durch do. 
Wie Lehmann (1978, S. 104) anführt, sind aus frühneuenglischer Zeit 
auch einzelne Sätze mit präverbalem not ohne do belegt - eine Kon-
struktion, die im Gegenwartsenglischen mit anderen Negationsträgern 
noch möglich ist, etwa mit neuer 
(26) I never went io London 
Die Verstärkung des Negationsträgers innerhalb der präverbalen Posi-
tion - wie im Englischen durch do und im Lateinischen durch oenvm 
(hier nochmals aufgeführt in (27)) - ist nicht der nächste Zyklusschritt, 
sondern dient dazu, den Negationsträger möglichst lange innerhalb der 
präverbalen Position zu erhalten und eine zu schnelle Abschwächung und 
somit den nächsten Zyklusschritt, den der Diskontinuität, zu vermeiden: 
engl. lat. 
not V ne V 
do not V ne oenum V 
don'i V non V 
Ich beziehe mich damit auf die Ausführungen in Jespersen (1917), Ber-
nini (1987) und Horn (1989), ohne hier im Detail darauf eingehen zu 
können. Der entscheidende Punkt ist, daß der präverbalen Stellung des 
Negationsträgers eine besondere Bedeutung zukommt. Sie scheint in den 
indoeuropäischen Sprachen die ursprüngliche zu sein und führt die zykli-
sche Entwicklung in den einzelnen Sprachen offensichtlich immer wieder 
zu dieser Stellung zurück. 
Die präverbale Stellung des Negationsträgers scheint auch die univer-
sell vorherrschende zu sein. Wie Bernini (1987) ausführt, sind nicht-
präverbale, d.h. postverbale und diskontinuierliche, Negationsträger in 
den Sprachen der Welt nicht sehr zahlreich. Interessanterweise konzen-
triert sich ihr Vorkommen im Bereich der romanischen, germanischen 
und keltischen Sprachen; daneben treten sie gehäuft nur noch in einigen 
afrikanischen Sprachgruppen auf. 
Schon Jespersen (1917, S. 5) stellte fest, daß präverbale Stellung des 
Negationsträgers wesentlich häufiger vorkommt als nicht-präverbale, er 
spricht von einer „natürlichen Tendenz, das Negationswort als erstes zu 
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plazieren". Horn (1989, S. 446) formuliert mit Bezug auf Jespersen das 
„Neg First Principie", das er allerdings weiter faßt und damit auch solche 
Konstruktionen einbezieht, in denen der Negationsskopus sich auf nicht-
verbale Elemente beschränkt; er spricht von der „Vorliebe der Negation, 
ihrem Fokus voranzugehen", vgl. (28), dazu einige Beispiele aus dem 
Gegenwartsdeutschen in (29): 
(28) Neg First Principie: t h e p r e f e r e n c e for nega t ion t o p r e c e d e 
i t s f o c u s (Horn 1989, S. 446) 
(29) Sie kommt nicht heute (sondern morgen) 
[vs. Sie kommt heute n icht ] 
Er liest nicht das Buch (sondern die Zeitung) 
[vs. Er liest das Buch nicht] 
Nicht Petra schläft (sondern Maria) 
[vs. Petra schläft n ich t ] 
In den Sätzen links steht jeweils nur der unterstrichene Ausdruck im Sko-
pus der Negation, es handelt ich um replazive oder kontrastierende Ne-
gation, die eine angeschlossene sonrfern-Phrase erfordert. In den Sätzen 
rechts in eckigen Klammern hingegen umfaßt der Negationsskopus den 
gesamten Restsatz; es handelt sich um das, was in der älteren Literatur 
meist als „Verbnegation" bezeichnet wird, angemessener ist der Terminus 
„Satznegation". 
Negationen, die keine Satznegationen sind, werden in der Literatur recht 
unterschiedlich behandelt. Es würde zu weit und zu unnötiger Verwir-
rung führen, sie hier in die Betrachtungen miteinzubeziehen. Ich be-
schränke mich deshalb weiterhin auf Verb- bzw. Satznegation. 
Versuche, die Position der Negationsträger mit bestimmten typologi-
schen Satzmustern in Verbindung zu bringen, waren nicht sehr erfolg-
reich, da es zu viele Gegenbeispiele für die jeweils postulierten Zuord-
nungen gibt. Wenn man das Deutsche und die skandinavischen Sprachen 
betrachtet, dann scheint eine solche Zuordnung von Negationsposition 
und Satzmuster zunächst naheliegend. So wie im Deutschen unterschei-
den sich auch in den skandinavischen Sprachen Matrix- und Konstitu-
entensätze durch die unterschiedliche Position des finiten Verbs: in Ma-
trixsätzen liegt im unmarkierten Falle SVO-Stellung vor (Subjekt-Verb-
Objekt), in Konstituentensätzen SOV-Stellung (Subjekt-Objekt-Verb). 
Entsprechend unterscheidet sich auch die Position des Negationsträgers: 
bei SVO-Stellung steht er postverbal, bei SOV-Stellung präverbal, vgl. 
die Sätze in (30) (das norwegische Beispiel wurde entnommen aus Sand-
vei (1956, S. 169)): 
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(30) SVO: postverbal SOV: präverbal 
dt. Ich glaube dem Mann nicht (daß) ich dem Mann nicht 
glaube 
norw. Jeg tror ikke mannen (at) jeg ikke tror mannen 
Diese im Deutschen und Skandinavischen beobachtbare Zuordnung läßt 
sich jedoch nicht generalisieren, schon in der verwandten englischen Spra-
che bestätigt sie sich nicht, vgl. (31): 
(31) SVO: präverbal SVO: präverbal 
engl. I don't believe the man (that) I don't believe the man 
Hier liegt sowohl im Matrix- als auch im Konstituentensatz SVO-Stellung 
vor und in beiden Fällen präverbale Negation. Es hat verschiedene Ver-
suche gegeben, unter Berücksichtigung zusätzlicher Faktoren plausible 
Generalisierungen zu finden, etwa Vennemann (1974), Lehmann (1978) 
und Bernini (1987), doch bleiben viele Fragen offen. Ramat bringt den 
Stand der Dinge auf einen kurzen Nenner: 
(32) "We must accept for the moment ... that it is dangerous to relate 
NEG (discontinuous or simple) to a typology of word order in a 
simplistic and schematic way." (Ramat 1987, S. 185) 
Für das hier zu behandelnde Thema ist dieses Problem von nur margi-
naler Bedeutung, Horn äußert sich diesbezüglich folgendermaßen: 
(33) "Word order is not a crucial factor (or at least not the crucial 
factor) in motivating Jespersen's cycle." (Horn 1987, S. 457) 
Auslöser für Jespersens Zyklus ist stets ein zu schwach gewordener Nega-
tionsträger, der nach formaler Verstärkung verlangt, um seiner Funktion 
gerecht zu werden. 
4. Areallinguistische Ausprägungen 
Jespersens Zyklus beschreibt einen diachronen Ablauf in der jeweiligen 
Entwicklungsgeschichte einer bestimmten Sprache: von einem präverba-
len über ein diskontinuierliches und ein postverbales wieder zum präver-
balen Stadium. Die einzelnen Stadien sowie ihre zeitlichen Ausdehnungen 
sind von Sprache zu Sprache verschieden. Im Deutschen und Englischen 
beispielsweise lief die Entwicklung über Jahrhunderte parallel: in alteng-
lischer/altdeutscher Zeit präverbale Negation, im Mittelalter diskontinu-
ierliche Negation, seit dem Übergang zur Neuzeit postverbale Negation. 
Das Deutsche ist seitdem in diesem Stadium stehengeblieben, das Engli-
sche hat schon vor Jahrhunderten den nächsten Schritt zur präverbalen 
Negation vollzogen. Im Französischen hat sich das seit den ältesten Tex-
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ten belegte präverbale Stadium zeitgleich mit dem Altdeutschen und 
Altenglischen bis in die mittlere Sprachepoche hinein erhalten; das dar-
auf folgende Stadium diskontinuierlicher Negation blieb jedoch weitaus 
länger erhalten als in den beiden anderen Sprachen; erst in unserem 
Jahrhundert deutet sich ein Übergang zum postverbalen Stadium an. 
Alle drei Sprachen hatten vor gut tausend Jahren dieselbe Ausgangs-
position, nämlich präverbale Negation, heute befindet sich jede von den 
Dreien in einem anderen Stadium: Französisch diskontinuierlich mit Ten-
denz zu postverbal, Deutsch seit langem postverbal und Englisch bereits 
wieder präverbal. 
Mit diesem synchron so uneinheitlichen Zustand befassen sich drei italie-
nische Sprachwissenschaftler mit jeweils unterschiedlicher Schwerpunkt-
setzung: Molinelli (1987) untersucht die Situation in den heutigen ro-
manischen Sprachen unter Einbeziehung vieler regionaler Varianten und 
konstatiert ein areales typologisches Kontinuum. Bernini (1987) analy-
siert die heutige Situation der germanischen Sprachen, ohne auf regionale 
Varianten einzugehen und konstatiert ein Kontinuum, das an das roma-
nische Kontinuum anschließt. Und Ramat (1987) befaßt sich mit der 
gegenseitigen Beeinflussung der beiden Kontinua. 
Ich fasse die Ergebnisse ihrer Untersuchungen kurz zusammen. Präver-
bale Negation weisen im romanischen Sprachraum synchron folgende 
Sprachen auf: Portugiesisch, Spanisch, Italienisch, Rumänisch und Ost-
Romansch (Romansch wird laut Crystal (1987, S. 442) von ca. 50.000 
Menschen im Schweizer Kanton Graubünden gesprochen), vgl dazu die 
Beispielsätze in (34), entnommen aus Molinelli (1987, S. 166): 
(34) Portugiesisch Näo venho 
Spanisch No vengo 
Italienisch Non vengo 
Rumänisch Nu vin 
Ost-Romansch Riconun avaiva mamma 
Diskontinuierliche Negation findet sich außer im Französischen noch 
im Catalanischen, im Zentral-Romansch und im Ladinischen (das laut 
Crystal (1987, S. 440) noch etwa 20.000 Menschen in Südtirol sprechen), 
Beispiele in (35): 
(35) Französisch Je ne viens pat 
Catalanisch No te 7 deixarä pat 
Zentral-Romansch Ke co n u fatschi britch 
Ladinisch Ne sie pa a davei festidi de nos 
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Postverbale Negation konstatiert Molinelli im Provengalischen, im West-
Romansch und im Lombardischen, Beispiele in (36): 
(36) Provengalisch Volt pat 
West-Romansch Kwela diitna play a mi buk 
Lombardisch Dormi no 
Auf einen kurzen Nenner gebracht: präverbale Negation findet sich im 
südlichen und diskontinuierliche im zentralen und nördlichen romani-
schen Sprachgebiet, postverbale Negation konzentriert sich im Zentrum, 
kommt jedoch in keiner der nationalen Standardsprachen vor. 
Ein Phänomen, das bei der Betrachtung der Daten in (34) bis (36) ins 
Auge fällt, auf das Molinelli jedoch nicht weiter eingeht, ist die starke 
Differenzierung im relativ kleinen Romansch-Sprachgebiet mit insgesamt 
nur etwa 50.000 Sprechern: im Osten präverbale, im Zentrum diskonti-
nuierliche und im Westen postverbale Negation. Berninis (1987) Unter-
suchung des germanischen Sprachraums ist insofern unvollständig, als 
er die regionalen deutschen Varianten mit pleonastischer Negation völlig 
außer Betracht läßt. Er unterscheidet: 
1. Sprachen mit präverbaler Negation wie das Englische (Berninis Bei-
spielsatz in (37)). 
2. Sprachen mit postverbaler Negation und Bindung des Negati-
onsträgers ans Verbsyntagma, wie die nordgermanischen Sprachen, wo-
bei er nur die Matrixsatz-Struktur zugrundelegt (seine Beispielsätze in 
(38)). 
3. Sprachen mit postverbaler Negation in Matrixsatz-Konstruktionen, 
die darüberhinaus noch „rhematische" Negation zulassen, er meint damit 
Sätze wie in (29) (nicht das Buch, nicht heute, nicht Petra) und Sätze 
mit wortinterner Negation wie deutsch kein, niederländisch/afrikaans 
geen und jiddisch keyn (seine Beispielsätze in (39)). Jiddisch und Afri-
kaans weisen hier diskontinuierliche Negation auf. Auch im Bereich des 
Niederländischen gibt es einzelne regionale Varianten mit diskontinuier-
licher Negation, beispielsweise im Raum Utrecht. 
(37) Englisch I do not care 
(38) Isländisch päd veit eg ekki 
Norwegisch eg sä ham ikke 
Dänisch Jeg ved al han ikke har penge 
Schwedisch Han künde icke komma 
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(39) Deutsch Er kannte keine Regeln 
Jiddisch Im darf men heyn finger in moyl nit araynleygn 
Afrikaans Daar is geen kos in die kas nie 
Bernini konstatiert ein germanisches Kontinuum mit Englisch und seiner 
präverbalen Negation am einen Ende, den „kontinentalen" germanischen 
Sprachen mit „rhematischer" Negation am anderen Ende und den nord-
germanischen Sprachen mit verbsyntagma-gebundenen Negationsträgern 
in der mittleren Position. 
Im Hinblick auf Jespersens Zyklus sind Berninis „kontinentale" Spra-
chen als Gruppe jedoch uninteressant. Das Deutsche gehört aufgrund 
seiner postverbalen Negation in V2-Sätzen in dieselbe Gruppe wie die 
skandinavischen Sprachen. Afrikaans und Jiddisch sowie einige deutsche 
und niederländische Dialekte mit diskontinuierlicher Negation bilden eine 
Gruppe für sich. 
Das romanische und das germanische Kontinuum treffen sich da, wo 
die Sprachen diskontinuierliche Negation aufweisen. Eine verbindende 
Position zwischen den beiden Kontinua sieht Bernini auch in den kel-
tischen Sprachen, die ebenfalls diskontinuierliche Negation aufweisen 
(vgl. die Beispiele in (40)); er betrachtet diskontinuierliche Negation als 
„Zwischenstadium" in der Negationsentwicklung: 
(40) Bretonisch Ne lavaro ket kemeni-se 
Walisisch Nid ydyw'r tad ddim yn qweithio yn y siop 
Ramat (1987) geht der Frage nach, ob die streckenweise sehr ähnliche 
Negations-Entwicklung in den romanischen und germanischen Sprachen 
auf gegenseitige Beeinflussung schließen läßt. Gemeinsamer Ausgangs-
punkt war die indoeuropäische Negationspartikel *ne, deren Wortkörper 
schwach war und schon früh zur Klitisierung neigte, siehe etwa latei-
nisch non (entstanden aus ne oenum). Die zyklische Schwächung und 
Verstärkung des Negationsträgers verlief in den einzelnen Sprachen ver-
mutlich unabhängig voneinander, streckenweise mag es jedoch gegen-
seitige Beeinflussungen gegeben haben, historische Kontakte zwischen 
romanischen und germanischen Populationen sind hinreichend bekannt. 
Gemeinsam ist den Sprachen beider Zweige die zyklische Änderung der 
Negationsposition im Laufe der Jahrhunderte und die Tatsache, daß sich 
synchron nicht-präverbale Negationen gerade in ihren Gebieten häufen, 
während in fast allen übrigen Sprachgebieten der Welt präverbale Nega-
tion vorherrscht. 
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Zusammenfassend läßt sich festhalten: 
Die drei diachron zu beobachtenden, einander zyklisch ablösenden 
Negations-Stadien lassen sich im romanisch-germanischen Sprachgebiet 
auch synchron nachweisen. Wahrscheinlicher Ausgangspunkt der Nega-
tion in allen Sprachen dieses Gebietes war die indoeuropäische Negati-
onspartikel *ne in präverbaler Position. Die Entwicklung der einzelnen 
Spachen verlief unterschiedlich bezüglich der zeitlichen Ausdehnung der 
drei Negations-Stadien, woraus die Uneinheitlichkeit der heutigen Situa-
tion resultiert. Die Verteilung der einzelnen Negationstypen läßt jedoch 
areale Konzentrierungen erkennen. Grob betrachtet - ausgehend von V2-
Konstruktionen und dialektale Varianten außer acht lassend - ergibt sich 
folgende Verteilung: im Westen und Süden präverbale Negation, im west-
lichen Zentrum diskontnuierliche Negation, im Norden und im östlichen 
Zentrum postverbale Negation: 
(41) p r ä v e r b a l : Westen: 
Süden: 
d iskont in . : Westl. Zentrum: 
p o s t v e r b a l : Norden: 
Ostl. Zentrum: 
englisch 
portugiesisch, spanisch, 
italienisch, rumänisch 
französisch, catalanisch 
skandinavisch 
deutsch 
Diese gegenwärtig zu konstatierende Situation betrifft einen punktuellen 
Querschnitt. Sie sollte jedoch nicht darüber hinwegtäuschen, daß die 
Negationsträger auch weiterhin auf Wanderschaft sein werden. 
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KARIN D O N H A U S E R 
Negat ionssyntax in der deutschen Sprachgeschichte: 
Grammatikalisierung oder Degrammatikalisierung?* 
A b s t r a c t 
Die Diskussion um die Entwicklung der Negation im Deutschen hat durch 
den Bezug auf das sprachtypologische Modell des Jespersen-Zyklus eine per-
spektivische Einengung erfahren, durch die zentrale Aspekte dieser Entwick-
lung, die Diversifikation der Negationskennzeichnung vom Althochdeutschen 
zum Neuhochdeutschen und der Stellenwert der Phänomene der Mehrfachne-
gation, weitgehend ausgeblendet bzw. unzutreffend bewertet wurden. Erwei-
tert man die Untersuchungsperspektive in diesen beiden Bereichen, so ergibt 
sich nicht nur ein wesentlich differenzierteres Bild der historischen Entwicklung 
des Deutschen, sondern man wirft zugleich einen Blick hinter die Kulissen des 
Jespersen-Zyklus, d.h., man erhält Einblick in strukturelle Optionen für die 
Realisierung der Kategorie Negation innerhalb der Grammatik, die im Rah-
men typologischer Überlegungen zu berücksichtigen sind. 
1. P r o b l e m s t e l l u n g : V o n J e s p e r s e n s Z y k l u s 
z u r N e g a t i o n s s y n t a x d e s D e u t s c h e n 
Die Entwicklung der Negation oder - genauer gesagt - des Negationsaus-
drucks im Deutschen ist in den vergangenen Jah rzehn ten dominan t unter 
einer Perspekt ive be t rach te t worden, nämlich mi t Fokus auf die Heraus-
bi ldung des „verbalen Negators" nicht, die bereits von Jespersen (1917) 
als Beispiel für seine Vorstellung von der zyklischen Erneuerung der Ne-
gat ionskennzeichnung angeführ t wird. Dieser Prozeß, der im Deutschen 
mi t einer Posi t ionsveränderung verbunden ist, wird im allgemeinen in 
folgender Weise schemat is ier t und beschrieben: 
* Die Überlegungen, die in diesem Aufsatz kondensiert präsentiert werden, 
habe ich in den Jahren 1992 und 1993 in Vorträgen an den Univer-
sitäten Passau, Osnabrück, Berlin und Jena (DGfS-Tagung) ausführlich 
vorgestellt. Diese Vorträge sind bislang nicht publiziert. - Wertvolle Un-
terstützung bei der Fertigstellung dieses Manuskriptes verdanke ich Frau 
Koyka Stoyanova (Berlin), die die Glossierung der alt- und mittelhochdeut-
schen Belege besorgt hat. 
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(1) Schema 1: 
Phase I 
Phase II 
Phase III 
Phase IV 
Phase V 
ni 
ni 
en/nt 
(ne) 
+ Vfin 
+ Vfin + (niwiht) 
+ Vfin + nihi 
+ Vfin + nicht 
+ Vfi n + mckt 
Er beginnt in spätalthochdeutscher Zeit. Dort tritt zu der aus dem Ger-
manischen überkommenen Negationspartikel ni (Phase I), die im all-
gemeinen prä-finit, d.h. unmittelbar vor dem finiten Verb plaziert ist, 
immer häufiger die ursprünglich wohl als adverbialer Akkusativ zu deu-
tende Form mwiht ('nicht-etwas') oder niowiht ('nicht-irgendetwas'), die 
ihrerseits in post-finiter Stellung erscheint und die von Jespersen funk-
t ional als Negationsverstärker analog zu nhd nicht die Bohne, nicht 
ein bißchen etc. gedeutet wird (Phase II). Die Setzung dieses Negati-
onsverstärkers wird im Mittelhochdeutschen zunehmend obligatorisch 
(Phase III), die Negationskennzeichnung geht auf nicht über und ver-
lagert sich weg von der tonschwachen Partikel ne, die dann im Frühneu-
hochdeutschen ihrerseits nur noch fakultativ gesetzt wird (Phase IV) 
Nach dem 16. Jahrhundert ist sie nicht mehr belegt 
Die Fokussierung auf diesen Entwicklungsgang, der in der neueren 
Forschung vorrangig unter wortstellungstypologischen Gesichtspunkten 
(vgl Jacobs 1982, S 415fF und die dort referierte Literatur) disku-
tiert wurde und der lokal als Grammatikalisierungsprozeß zu werten 
ist, beinhaltet jedoch zwei gravierende perspektivische Verzerrungen, die 
das Verständnis der Negationsentwicklung im Deutschen nachhaltig be-
einträchtigt haben 
Die erste perspektivische Verzerrung betrifft den Status der Mehrfachne-
gation im Deutschen, die im Kontext von Schema 1 als reine Transitions-
erscheinung gedeutet wird In diesem Sinne charakterisieren z B Pensei 
(1981) und noch deutlicher Qian (1987) den Entwicklungsablauf bei den 
Veränderungen der Negationskennzeichnung im Deutschen als Ubergang 
von einem mononegativen System der Negationskennzeichnung zu einem 
anderen, der durch ein zwischengelagertes polynegatives System vermit-
telt wird. Diese Verallgemeinerung von Schema 1 ist in zweierlei Hinsicht 
unzutreffend 
Erstens, sie ignoriert das bereits im 19. Jahrhundert erarbeitete Wis-
sen über das Negationssystem des Althochdeutschen, das von Anfang an 
außerhalb der noch wenig verbreiteten Doppelkennzeichnung der Nega-
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tion durch ni ... niwiht regulär auch andere Ins tanzen einer Mehrfach-
kennzeichnung negativer Sätze vorsieht: 
(2) Ther heilant ni gab iru nihhein antuurti ( T 85,3) 
der Heiland NEG gab ihr NEG-ein Antwort 
Kombinier t werden dabei die prä-f ini te Negat ionspart ikel ni, deren Set-
zung im Al thochdeutschen im allgemeinen obligatorisch ist, und die 
„negative" Form von Indef in i tpronomina (z.B. nihhein), die ihrerseits -
morphologisch t r ansparen t - durch die Verbindung der Negat ionspart ikel 
ni mi t dem Indef in i tpronomen gebildet werden. Diese zusätzliche Nega-
t ionskennzeichnung a m Indef in i tum ist im Al thochdeutschen zwar al lem 
Anschein nach nur opt ional und nicht obligatorisch; dennoch kann das 
Negat ionssystem des Al thochdeutschen vor diesem Hintergrund k a u m 
pauschal als mononega t iv klassifiziert und beschrieben werden. 
Zweitens, die Aussage, das Negat ionssystem des Neuhochdeutschen 
sei mononegat iv , gilt nur für die S tanda rdva r i e t ä t des geschriebenen 
Deutsch. Im Nons tanda rd , in den Dialekten und ebenso im s t anda rd -
sprachnahen gesprochenen Deutsch, sind Mehrfachkennzeichnungen der 
Negation auch im Neuhochdeutschen möglich, wenn nicht sogar geläufig: 
(3) Ja sogd da Doogda, merkens ihnen, vor den sechs Wochen darf 
keine alte Frau kein Kind nicht anschauen. (DuH 79) 
(4) Keine Macht für niemand. 
Die Mehrfachnegat ion ist demnach definitiv nicht per se ein Charak te -
r i s t ikum der mi t te lhochdeutschen Ubergangsphase , sondern sie ist eine 
durchgehend präsente S t ruk tu rop t ion , die als solche offenbar nicht an 
die Veränderungen in der Realisierung der Negat ionskennzeichnung ge-
bunden ist. 
Die zweite perspektivische Verzerrung, die mi t der General is ierung von 
Schema 1 verbunden ist, ergibt sich unmi t t e lba r aus der ausschließlichen 
Fokussierung auf die Negat ionspart ikel nicht. Dabei wird ausgeblendet , 
daß die Part ikel nicht im Neuhochdeutschen nicht die einzige Möglich-
keit darstel l t , einen Satz als negat iv zu markieren . Das Neuhochdeutsche 
verfügt vielmehr über ein ganzes Sample von Negat ionswörtern (nichts , 
niemand, nie, nirgends, kein, keinesfalls, . . .) mi t eigenständiger negat i -
ver Kra f t und mi t jeweils charakteris t ischen Einsatzbereichen, die über 
den W o r t a r t s t a t u s u n d / o d e r zusätzliche Bedeu tungkomponen ten gere-
gelt sind. So kann etwa die Negat ionspart ikel nicht als Ausdruck der 
204 Karin Donhauser 
Satznegation nur dann verwendet werden, wenn im Satz keine Indefinita 
vorkommen bzw. wenn die Indefinita außerhalb des Skopus der Negation 
liegen. 
(5a) Ich habe niemanden gesehen. 
'Es ist nicht der Fall, daß ich jemanden gesehen habe. ' 
(5b) Ich habe jemanden nicht gesehen. 
'Es gibt jemanden, den ich nicht gesehen habe. ' 
^ ' E s ist nicht der Fall, daß ich jemanden gesehen habe. ' 
Im Althochdeutschen dagegen ist die Setzung von ni in der Regel durch-
wegs obligatorisch: ni erscheint auch dann, wenn im Satz Indefinita vor-
handen sind, die sich im Skopus der Negation befinden. 
(6) Gibot, ihaz sie firnamin, ouh wihi mit in rti namin (O III 14,89) 
(er) gebot, daß sie beachteten und etwas mit ihnen NEG nahmen 
'er gebot, daß sie das beachteten und nichts mit sich nahmen' 
^ ' e r gebot, ... und etwas nicht mit sich nahmen' 
Die mit ni gebildeten „negativen" Indefinita, die etymologisch einem Teil 
der Negationswörter des Neuhochdeutschen zugrunde liegen, haben im 
Althochdeutschen in der Regel noch keine selbständige negative Kraft . 
Sie fungieren dominant als „polarity items", d.h., sie bilden additive, 
nicht alternative Kennzeichnungsinstanzen der Negation im Althoch-
deutschen, die zudem nicht obligatorisch, sondern nur fakultativ zum 
Einsatz kommen. 
Vergleicht man in dieser Weise die Gesamtsystematik des Negations-
ausdrucks im Alt- und im Neuhochdeutschen, so wird deutlich, daß 
die Funktionen des althochdeutschen Negators ni im Neuhochdeutschen 
nicht einfach auf die Negationspartikel nicht übergehen, sondern der 
Funktionsbereich von ahd. ni ist im Neuhochdeutschen verteilt auf eine 
ganze Gruppe von Negationswörtern mit unterschiedlichem syntaktisch-
kategorialen Status, die zudem auch verschiedene Stellungseigenschaften 
haben. Der in Schema 1 modellierte Ubergang von ahd. ni zu nhd. nicht 
ist demnach kein isoliert zu betrachtendes Phänomen, sondern er steht in 
einem größeren Entwicklungszusammenhang, der im Sinne von Schema 
2 vorrangig dadurch gekennzeichnet erscheint, daß die morphologische 
und syntaktische Homogenität des Negationsausdrucks verloren geht: 
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(7) Schema: 
AHD NHD 
ni ... (n»+Indef.) 
nicht 
nichts 
niemand 
nirgends 
nie 
niemals 
kein 
keinesfalls 
Die sprachhistorische Interpretation dieses Diversifikationsprozesses er-
fordert einen deutlich erweiterten Untersuchungsansatz, und zwar sowohl 
im Hinblick auf die zu analysierenden sprachhistorischen Datensätze 
als auch in bezug auf den grammatiktheoretischen Rahmen der Unter-
suchung, der mit Blick auf Art und Umfang der zu interpretierenden 
Phänomene im größeren Kontext einer Negationssyntax des Deutschen 
zu definieren ist. Die moderne Forschung offeriert hierzu für das Neu-
hochdeutsche zwei grundsätzlich verschiedene Modelle, die in folgender 
Weise zu charakterisieren sind: 
1) ein transformationalistisches Modell: 
Dieses erklärt die in Schema 2 aufgeführten Negationswörter des Neu-
hochdeutschen in gleicher Weise als Realisierungsinstanzen einer ab-
strakten syntaktischen Kategorie NEG (moderne Grammatiker sprechen 
in diesem Zusammenhang von einer funktionalen Kategorie), die unter 
bestimmten Bedingungen an im Satz vorkommende Indefinita attrahiert 
und mit diesen verschmolzen wird. Unterbleibt diese Attraktion, dann 
erscheint in der Oberflächenstruktur die Partikel nicht, die als unmittel-
bare Realisierung von NEG zu betrachten ist (vgl. Kürschner 1983). 
2) ein lexikalistisches Modell: 
Dieses sieht die Satznegation NEG im Neuhochdeutschen als Teil der le-
xikalischen Bedeutung der in Frage stehenden Wörter. Die Auswahl und 
Positionierung des Kennzeichnungsmittels richtet sich nach den Skopus-
verhältnissen im Satz, wobei die negativen Indefinitpronomina die Stel-
lungsbeschränkungen des in diesem Analyserahmen meist als Satzadver-
biale klassifizierten Negators nicht kompensieren (vgl. Jacobs 1982). 
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Diese beiden Modelle, die für das Neuhochdeutsche bis heute kontro-
vers diskutiert werden, werfen in jeweils spezifischer Weise Licht auf Art 
und Umfang der grammatischen Veränderungen, die dem in Schema 2 
skizzierten Diversifikationsprozeß zugrunde liegen: Nach dem transfor-
mationalistischen Modell, das ohne weiteres auch auf das Althochdeut-
sche zu übertragen ist, beruhen die zwischen dem Alt- und dem Neu-
hochdeutschen zu beobachtenden Unterschiede im Negationsausdruck 
aller Wahrscheinlichkeit nach auf eher geringfügigen Differenzen im Be-
reich der syntaktischen Regelstruktur, auf einer Positionsveränderung 
der funktionalen Kategorie NEG innerhalb des Strukturbaums und auf 
der unterschiedlichen inhaltlichen Ausgestaltung einer „Zusatzregel", die 
im Althochdeutschen wohl nicht als obligatorische Attraktionsregel, son-
dern als fakultative Kopier- oder Kongruenzregel zu fassen ist. Die Über-
nahme des lexikalistischen Modells für das Neuhochdeutsche dagegen 
impliziert eine grundlegendere Umstrukturierung im Negationssystem, 
da der Befund zum Althochdeutschen eine lexikalische Deutung der Ne-
gation dort wenig wahrscheinlich macht. In diesem Fall ergibt sich ein 
Veränderungsszenario, das als Degrammatikalisierung oder Lexikalisie-
rung zu charakterisieren ist: das abstrakte Merkmal NEG verlagert sich 
von der Syntax in das Lexikon und definiert dort ein Wortfeld, das in 
einer spezifischen Weise wortartübergreifend organisiert ist. 
Den sich hier abzeichnenden Interpretationsmöglichkeiten soll nun im fol-
genden in einer diachronen Studie etwas genauer nachgegangen werden, 
und zwar auf einer erweiterten Datenbasis, die nicht auf den „verbalen 
Negator" beschränkt bleibt, sondern die die Entwicklung der „nominalen 
Negatoren" miteinschließt. Mein Interesse gilt dabei zunächst der Ver-
laufsstruktur der mit Schema 2 anvisierten Entwicklung, die bislang nur 
über ihre Eckpunkte beschrieben ist, und sodann einigen Beobachtun-
gen zum Phänomen der Mehrfachnegation, die bei der Kalkulation der 
Negationsentwicklung im Deutschen mitberücksichtigt werden müssen. 
2. Ausgewähl te Aspekte der Negationsentwicklung vom 
Althochdeutschen zum Neuhochdeutschen 
2.1 Zur Verlaufsstruktur der Entwicklung 
Wie in Abschnitt 1 bereits näher erläutert, handelt es sich bei der Heraus-
bildung von nhd. nicht nach allgemeiner Auffassung um einen mehrere 
Jahrhunderte umgreifenden, mehrstufigen Prozeß, dessen entscheidende 
Phase - die Verlagerung der Negationskennzeichnung auf den ursprüng-
lichen Negationsverstärker - im Bereich des Mittelhochdeutschen anzu-
siedeln ist. Diese Vorstellung und die damit verbundene zeitliche Lo-
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kalisierung beruhen auf der Analysearbeit der Sprachhistoriker des 19. 
und frühen 20. Jahrhunderts, die die zentralen alt- und mittelhochdeut-
schen Textdokumente entweder vollständig oder zumindest in größeren 
Abschnitten ausgewertet haben. Ergebnis dieser Arbeit ist der im fol-
genden spezifizierte Befund, der synoptisch bei Behaghel (1924) zusam-
mengetragen ist: Demnach findet sich vor Mitte des 11. Jahrhunderts im 
Althochdeutschen bestenfalls ein Hinweis für die Verwendung von niht 
bzw. niwiht als Negationsverstärker, nämlich die folgende Stelle aus dem 
Evangelienbuch Otfrids von Weissenburg, die Behaghel (1918, S. 230 und 
1924, S. 70) neben zwei Stellen aus dem altsächsischen Heliand (H 5120 
und H 5471) als Erstbeleg für diesen Gebrauch von niwiht anführt: 
(8) nt zaweia imo es niawiht (O II 5,12) 
NEG gelang ihm dessen NEG-etwas 
Dabei wird zawen, das nur bei Otfrid belegt ist, von Behaghel als zwei-
wertiges Verb mit Dativ- und Genitivrektion interpretiert, was mit Blick 
auf die bei Kelle (1881, S. 722) aufgeführte gesamte Beleglage vertretbar, 
aber auch nicht zwingend erscheint. In allen anderen Belegen, in denen 
ni und niwiht in Kombination miteinander auftreten, fungiert niwiht - so 
jedenfalls Behaghel - eindeutig nicht als adverbialer Negationsverstärker, 
sondern als Indefinitpronomen in Subjekts- oder Objektsfunktion, - eine 
Funktion, in der es als Vorläufer von nhd. nichts und nicht als Vorläufer 
von nhd. nicht zu betrachten ist. Der Gebrauch von niwiht als Negations-
verstärker in Kombination mit ahd. ni wird daher für diese frühe Phase 
der deutschen Sprachgeschichte sicher zurecht als marginal betrachtet. 
Diese Belegsituation, die für das 8. und 9. Jahrhundert charakteristisch 
ist, ändert sich um 1050 mit Notker III von St. Gallen, in dessen Werken 
das adverbielle, negationsverstärkende niht erstmals in größerem Umfang 
zu belegen ist. Behaghel zählt auf den ersten 100 Seiten von Notkers 
Psalmen immerhin bereits 8 Belege, die in ihrer Mehrzahl eindeutig als 
Instanzen des „verstärkenden" niht zu interpretieren sind: 
(9) Ih ne habo nieht in gemeitun so uilo geuueinöt. (N II 16,11) 
ich NEG-habe NEG grundlos so viel geweint 
(10) Sie nechedent nieht. uuieo malt chrtstiani tuont. (N II 99,25) 
sie NEG-sprechen NEG wie schlechte Christen tun 
Bei Williram ist - so Behaghel (1924, S. 70f.) - „die Anwendung von 
nicht bei der Verneinung des Verbs bereits grundsätzlich durchgeführt ... 
Von nun an ist niht neben en das Regelmäßige" mit einigen spezifischen 
Ausnahmen wie z.B. den Modalverben, die bis ins Frühneuhochdeutsche 
hinein dominant nur mit proklitischem en- negiert werden. Diese Regu-
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laritätsannahme, die im allgemeinen generell für das Mittelhochdeutsche 
übernommen wird, gilt bestenfalls bis in die Mitte des 13. Jahrhunderts. 
Ab dann mehren sich die Fälle von selbständig gebrauchtem nicht - man 
vergleiche dazu die zeitlich nicht weit auseinander liegenden Handschrif-
ten A und B des Nibelungenliedes. 
( I Ia ) des engerte niht her Sivrit (NL 43,4-Hs.B, Mitte 13. Jh.) 
dessen NEG-begehrte NEG Herr Siegfried 
( I Ib) des gerie niht Sifrit (NL 43,4-Hs.A, 2. Hälfte 13. Jh.) 
dessen begehrte NEG Siegfried 
Dies gilt vor allem für oberdeutsche Texte wie z.B. die Urkunden der 
Stadt Basel, die bereits in der Zeit von 1278 bis 1290 nur mehr ein Bei-
spiel für die Verbindung von en- und nihi aufweisen. In Texten anderer 
Provenienz wird niht in bestimmten Konstellationen noch länger von ne 
bzw. en- begleitet, z.T. bis hinein ins 16. Jahrhundert, das abgesehen von 
einigen dialektalen Besonderheiten (Behaghel 1918, S. 247) als maximale 
Vorkommensgrenze zu betrachten ist (Ebert/Reichman/Solms/Wegera 
1993, S. 426). Die Verselbständigung von nicht als „verbaler Negator" 
ist aber wohl auch für nicht-oberdeutsche Texte wesentlich früher an-
zusetzen, spätestens im 15. Jahrhundert, in dem auf breiter Front Fre-
quenzrückgänge bei der Setzung von ne/en- beobachtet werden (Pensei 
1981, S. 306f.). - Soweit die nähere Aufschlüsselung des sprachistorischen 
Befundes, der dem in Schema 1 gefaßten Verlaufsprotokoll der Entwick-
lung von nhd. nicht zugrunde liegt. 
Die oben angeführten Analysen der Sprachhistoriker des späten 19. Jahr-
hunderts geben in der gleichen Weise allerdings auch Einblick in den 
Werdegang der nominalen Negatoren, der vor allem in Hinblick auf die 
zeitliche Lokalisierung in charakteristischer Weise von dem des „verbalen 
Negators" abweicht. Dabei ergeben sich mindestens zwei Gruppen von 
„nominalen Negatoren", die auch von ihrer morphologischen Struktur 
voneinander zu unterscheiden sind: 
1) die mit ni gebildeten und auch noch neuhochdeutsch mit n- anlau-
tenden Negatoren wie niemand, nirgends, nichts, nie usw. und 
2) der Negator kein und die von ihm abgeleiteten Bildungen wie keines-
wegs, keinesfalls usw., die keinen Reflex der althochdeutschen Nega-
tionspartikel in sich tragen. 
Die Verselbständigung dieser beiden Gruppen von Negationswörtern 
läuft in keinem Fall unmittelbar parallel zur Entwicklung des verba-
len Negators. Sie erfolgt vielmehr allem Anschein nach mit einer jeweils 
charakteristischen zeitlichen Verschiebung, wobei Gruppe 1 durch einen 
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Vorlauf, Gruppe 2 dagegen durch einen leichten Nachlauf zu der Ent-
wicklung des verbalen Negators gekennzeichnet erscheint. Grundlage für 
die Annahme eines solchen Vorlaufs im Falle der Gruppe 1 sind die sehr 
umfassend angelegten Untersuchungen zum Althochdeutschen, die - wie 
wir oben gesehen haben - für negationsverstärkendes niwiht nur einen 
zudem strittigen Beleg ausweisen. Ganz anders ist die Situation bei den 
nominalen Elementen der Gruppe 1. Sie alle sind im Althochdeutschen 
in der Kombination mit nt gut ausgewiesen, j a sie erscheinen durchwegs 
bereits althochdeutsch auch allein in negierender Funktion so z.B. in 
folgenden Belegen, die alle zweifelsfrei als negiert zu interpretieren sind: 
(12) thaz imo fisg nihhein infloh (O V 14,23) 
daß ihm Fisch NEG-ein entging 
(13) nioman sententi sina hant in phluog inli uuidarscouuonti 
ist gifuoglih gotes rihhe (T 51,4) 
NEG-jemand legend seine Hand an (den) Pflug und zurückschauend 
ist geeignet Gottes Reich 
(14) nio in altere araugta sih so in Israhel (T 61,6) 
NEG-je jemals (es) ereignete sich so in Israel 
Dieser Entwicklungsvorsprung ist auch in vielen mittelhochdeutschen 
Texten noch durchaus erhalten, insofern als die nominalen Negatoren 
auch dort häufiger als das adverbiale nicht allein als Negationsträger er-
scheinen. Diese Differenzen nivellieren sich jedoch offenbar gegen Ende 
des 13. Jahrhunderts. Jedenfalls nimmt Behaghel (1924, S. 74) aufgrund 
seiner Untersuchungen an, daß der Verlust des en- in den Fällen, „wo sich 
niht neben en- gestellt hat, ... Hand in Hand mit dem Untergang des en-
neben verneinten nicht-verbalen Gliedern (nieman, nehein usw.)" geht, 
d.h., für die letzte Phase des Verselbständigungsprozesses ist - zumindest 
beim derzeitigen Stand der Forschung - von einem Gleichlauf zwischen 
dem verbalen Negator und einem Teil der nominalen Negatoren auszuge-
hen. Die nominalen Negatoren der Gruppe 2 (kein, keinesfalls usw.) da-
gegen haben durchgehend einen deutlichen Nachlauf zur Entwicklung des 
verbalen Negators. Dies gilt zunächst für die Entwicklung des „negativen 
Indefinitartikels" kein, der im Unterschied zu dem auch formal als ne-
gativ gekennzeichneten nihhein bis ins 16. Jahrhundert (Pensei 1981, 
S.321f., Ebert/Reichmann/Solms/Wegera 1993, S. 320) hinein auch in 
positiver Bedeutung ('irgendein') zu belegen ist - allerdings dominant in 
ganz spezifischen Kontexten: in nicht-affirmativen Sätzen 
(15) waer er mir keine wile bi, er lieze sine Untugend durch mich 
(Trist. 11628, zit. n. Paul/Wiehl/Grosse 1989, S. 379) 
wäre er irgendeine Weile bei mir er ließe ab (von) seiner Untugend 
durch mich 
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bzw. in Verbindung mit der Komparation: 
(16) mein gotlich hertze ist mer zu dir geneigei denn zu keinem 
menschen (A. Langmann 25, zit. n. Ebert/Reichmann/Solms/ 
Wegera 1993, S. 320) 
mein göttliches Herz ist mehr zu dir geneigt als zu irgendeinem 
Menschen 
Daneben erscheint kein in seiner Vorform dehein von Anfang an ebenso 
wie nihhein in negativen Sätzen, 
(17) tzn gereii nie mit schilte dehein riter als volkommen 
(Iw. 1458/59, zit. n. Paul/Wiehl/Grosse 1989, S. 379) 
es-NEG ritt NEG-je mit (einem) Schild (NEG-)irgendein Ritter so 
vollkommen 
allerdings zunächst nicht mit eigenständiger negativer Kraft, wie sie für 
nihhein schon für das Althochdeutschen belegt ist. Die ersten Belege für 
die Verwendung von kein als selbständiger Negator datieren vielmehr aus 
dem 12. und 13. Jahrhundert (Paul/Wiehl/Grosse 1989, S. 379), also in 
etwa in den zeitlichen Bereich, in dem auch der verbale Negator nicht 
mit selbständiger negativer Kraft zu beobachten ist. 
(18) man sol deheiniu wafen tragen in den sal (NL 1745,2) 
man soll NEG-irgendwelche Waffen tragen in den Saal 
Kein bleibt jedoch - wie insbesondere die Untersuchung von Pensei 
(1981) ausweist - in seiner Entwicklung im folgenden deutlich zurück: 
es findet sich bis ins 16. Jahrhundert hinein überdurchschnittlich häufig 
in Verbindung mit anderen Negationswörtern, vor allem in Verbindung 
mit nicht - eine Kombination, die auch noch heute im Nonstandard und 
in vielen Dialekten die mit Abstand geläufigste Form der Mehrfachkenn-
zeichnung negativer Sätze darstellt. 
(19) Frau Mutter / es bedarf hier keines Looses nicht. Das Recht der 
Erstgeburth / das Hertze / das mir bricht für das gemeine Heil 
/ bestimmen mir die Würde. (34) 
(20) Do hejft koa Betn nimma, do ghört a Fuhr Mist hi, Mesner. 
(BW 16) 
Dem entspricht, daß die von kein abgeleiteten Negationswörter wie kei-
nesfalls, keineswegs usw. ihrerseits noch einmal jüngere Erscheinungen 
darstellen. Die einschlägigen Handbücher (vgl. DWB 1873, S. 493ff.) da-
tieren ihr Auftreten ins 14. (keineswegs) bzw. 18. (keinesfalls) Jahrhun-
dert, also in eine Zeit, in der die wesentlichen Umstrukturierungsprozesse 
im deutschen Negationssystem mit Sicherheit bereits abgeschlossen sind. 
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Wir erhalten demnach unter Verwendung der seit dem 19. Jahrhunder t 
vorliegenden Untersuchungsergebnisse ein gegenüber Schema 1 erweiter-
tes Verlaufsprotokoll der in Frage stehenden Entwicklung, wonach in dem 
in Schema 2 anvisierten Gesamtprozeß drei, vielleicht sogar vier Teilent-
wicklungen zu unterscheiden sind, die leicht phasenverschoben gegenein-
ander ablaufen: 
(21) Schema 3: 
T E 1: Die Verselbständigung der nominalen Negatoren 
aus Gruppe 1 
(selbständige Verwendung belegbar ab 8. Jh . ) 
T E 2: Die Verselbständigung des verbalen Negators nicht 
(selbständige Verwendung belegbar ab 12. Jh ) 
T E 3: Die Verselbständigung des Negators kein 
(selbständige Verwendung belegbar ab 13. Jh . ) 
T E 4: Die Verselbständigung weiterer Negationselemente 
auf der Basis von T E 3 
Die Identifikation dieses Ablaufmusters beinhaltet folgende Festlegungen 
in bezug auf die sprachhistorische Interpretation des Entwicklungsgan-
ges: Erstens, die absolute Chronologie der Ereignisse läßt Zweifel auf-
kommen, ob bzw. inwieweit die unter Fokussierung auf T E 2 geläufige 
Erklärung, der Niedergang des althochdeutschen Negators ni sei bedingt 
durch die Tonschwäche und dadurch forcierte Klitisierung dieses Ele-
ments im Mittelhochdeutschen, für die Gesamtentwicklung übernom-
men werden kann. T E 1 jedenfalls setzt ein zu einem Zeitpunkt, in dem 
die Abschwächungsprozesse bei der ursprünglichen Negationspartikel ni 
noch nicht graphisch zu greifen sind. 
Zweitens, die ermittel te relative Chronologie T E 1 vor T E 2 schließt aus, 
daß die in Schema 2 illustrierte Diversifikation der Negationskennzeich-
nung ausgelöst wird durch die positionelle Verlagerung der funktionalen 
Kategorie NEG, die nach Maßgabe des transformationalistischen Mo-
dells mi t dem Wechsel von ahd. ni zu nhd. nicht (TE 2) verbunden ist. 
Letzteres ist nicht per se ein Argument gegen eine Interpretat ion der 
Gesamtentwicklung im Kontext des transformationeilen Modells, es be-
deutet zunächst lediglich eine Festlegung in bezug auf die Reihenfolge der 
unter Maßgabe dieses Modells anzusetzenden Regelveränderungen (At-
traktionsregel vor Strukturregel mi t Effekt der Dislozierung von NEG). 
Diese Reihenfolge, die innerhalb des Modells erst noch zu motivieren 
wäre, spiegelt sich in den vorliegenden Daten allerdings nicht mit der vom 
Modell her zu erwartenden Deutlichkeit, vielmehr suggerieren die Daten 
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einen wesentlich diffuseren Prozeßablauf , in dem selbständiger und nicht-
selbständiger Gebrauch der nominalen Negatoren und selbständiger bzw. 
nicht-selbständiger Gebrauch von nicht (in nicht-nominaler Funkt ion) 
für einen längeren Zei tabschni t t nebeneinanders tehen. Möglicherweise 
result iert dieser Eindruck aus der Lückenhaft igkei t bzw. der noch un-
zureichenden Durchdr ingung der zur Verfügung s tehenden Da ten . I m 
Kontex t des lexikalistischen Modells wäre ein solches Erscheinungsbild 
aber nicht nur möglich, sondern in Verbindung mi t dem dort anvisierten 
Degrammatikal is ierungsprozeß sogar zu erwar ten , da die Umst ruk tu r i e -
rung von e inem grammat i schen in ein lexikalisches System der Negat i-
onse inführung die E tab l ie rung der lexikalischen Negat ionsträger berei ts 
voraussetzt . Dies schließt die Möglichkeit ein, daß beide Systeme fü r eine 
gewisse Zeit nebeneinander existieren - eine A n n a h m e , die mi t dem oben 
skizzierten Erscheinungsbild des Alt- und Mit te lhochdeutschen sehr gut 
zu vereinbaren ist . 
Die „Negat ionswörter" des Mit te lhochdeutschen wären demnach als 
s t rukture l l ambig zu interpret ieren, und zwar sowohl als „polarity i tems" 
(wenn sie m i t ne bzw. en- verbunden sind) wie auch als selbständige 
Negat ions t räger (wenn sie alleine im Satz vorkommen) . Die zuletzt 
genannte Op t ion bes teht e rwar tungsgemäß zunächst nur für solche 
„polari ty i t ems" , deren morphologische S t ruk tu r die Inkorpora t ion des 
Merkmals N E G identif izierbar macht . Die Einbeziehung von kein ( T E 3) 
demgegenüber setzt voraus, daß sich das lexikalische System der Negati-
onskennzeichnung berei ts vom grammat i schen abgelöst ha t bzw. daß das 
g rammat i sche Sys tem der Negat ionskennzeichnung zu diesem Zei tpunkt 
berei ts aufgegeben ist. Spätere Neubi ldungen wie keineswegs oder kei-
nesfalls ( T E 4) orientieren sich daher nicht notwendig am grammat i sch 
bes t immten Bildungsprinzip des Alt- und Mit te lhochdeutschen: sie er-
folgen ohne Rückgriff auf das grammat i sche Nega t ionsmorphem ne bzw. 
en- und sie entwickeln sich unabhäng ig von den „positiven Indef ini ta" , 
insofern als eineswegs und einesfalls als lexikalische Einheiten auch zum 
Zei tpunkt der En t s t ehung von keinesfalls und keineswegs nicht zu bele-
gen sind. 
Die Analyse der Ver laufss t ruktur der Negationsentwicklung im Deut-
schen ergibt demnach einige positive Argumente fü r die Übe rnahme des 
lexikalistischen Ansatzes, eine In te rp re ta t ion im R a h m e n der t ransfor-
malist ischen Analyse ist aber auf dieser Basis ebenfalls nicht definitiv 
auszuschließen. 
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2.2 Beobachtungen zur Mehrfachnegat ion im Deutschen 
Betrachten wir vor diesem Hintergrund nun eine weitere G r u p p e von Da-
ten zur Negat ionsentwicklung des Deutschen, die in den gängigen Analy-
sen ebenfal ls k a u m Beachtung gefunden haben, nämlich Veränderungen 
in S t r u k t u r und In te rp re ta t ion von Sätzen, die mehrere Negat ionskenn-
zeichnungen aufweisen. Wie eingangs bereits dargelegt , handel t es sich 
dabei u m eine durchgehende S t ruk tu rop t ion des Deutschen, die im Re-
gelfall keine Auswirkung auf die negat ive In te rpre ta t ion des Satzes ha t ; 
d .h . es hande l t sich u m Ins tanzen einer Mehrfachkennzeichnung bzw. u m 
die E in füh rung von Bedeutungse lementen , die i m allgemeinen bei der Be-
deutungskalkula t ion von Sätzen nicht gegeneinander zu verrechnen s ind. 
Diese Aussage gilt im Pr inzip für alle Sprachstufen des Deutschen, fü r 
das Neuhochdeutsche allerdings mi t der Einschränkung, daß Sätze wie 
die folgenden nicht als s tandardsprachl ich akzeptier t werden: 
(22) Aber ich habe kein Geld nicht gehabt. 
'Aber ich h a t t e kein Geld . ' 
Sätze dieses T y p s er lauben aber auch unter s tandardsprachl ichen Bedin-
gungen keine Verrechnung der Negationen; d.h. sie sind im R a h m e n der 
S tandardsprache schlicht und einfach nicht in terpre t ierbar . 
Das in dieser Weise nahezu durchgängige P h ä n o m e n der Mehrfachne-
gat ion spricht auf den ersten Blick deutlich für eine t r ans fo rmat iona-
listische Anlage der Negat ionssyntax des Deutschen, die mi t der funk-
tionalen Kategorie N E G nur eine semantisch in terpre t ierbare Negati-
onsins tanz innerhalb der Syn tax vorsieht, die an der Oberf lächenst ruk-
tur aber j e nach Regelanlage u .U. mehrfach in Erscheinung t r i t t . Auch 
das lexikalistische Modell , nach dem Satznegat ionen voneinander un-
abhängig durch einzelne Lexeme eingeführ t werden, ist durchaus offen 
für das P h ä n o m e n der Mehrfachkennzeichnung, es impliziert seinerseits 
aber zumindes t die Möglichkeit einer Verrechnung, nämlich dann , wenn 
beide Negat ionst räger eigene Skopusbereiche definieren, die aufe inander 
zu beziehen sind. 
Dies deckt sich m i t der Beobachtung, daß die Negat ionswörter des Neu-
hochdeutschen sowohl in der S tandardsprache wie auch in den Dialekten 
im Sinne der sich au fhebenden Negation gegeneinander zu verrechnen 
sind, wenn der zweite Negator in spezifischer Weise be ton t wird: 
(23a) Ich habe niemandem NICHTS gegeben, (S t anda rd ) 
(23b) I hob neamads NIX gem. (Bair .) 
5: 'ich habe j e d e m etwas gegeben' 
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Diese Betonung definiert einen eigenständigen Skopusbereich, auf den 
dann der andere Negator bezogen wird. 
Beispiele dieser Art finden sich auch über das Neuhochdeutsche hinaus 
in älteren Sprachstufen des Deutschen, 
(24) nicht nvmmer hab die Zuversicht nach lobelicher wirde - nymmer 
bichte nicht (Altd. Museum 11,223, zit. n. Behaghel 1918, S. 244) 
(25) er wiss gerade so Viel, als Niemand ohne seinen Schaden nicht 
wissen kann (Wieland 22,56, zit. n. Behaghel 1918, S. 244) 
allem Anschein nach aber erst ab dem 14. Jahrhundert , für das das DWB 
(Bd. V, Sp. 468) folgenden Beleg ausweist: 
(26) irn ist niht dekeiner. ir ist maniger und einer an blindtheit 
so verflizzen (Trist. 17779ff.) 
ihrei-NEG ist NEG NEG-irgendeiner, ihrer ist (sind) mancheiner (viele) 
so auf Blindheit bedacht 
Für das Althochdeutsche und das frühe Mittelhochdeutsche dagegen 
nennt die Literatur keine einschlägigen Belege. 
Bestätigt sich diese Verteilung, dann spricht dies für die Degrammatika-
lisierungshypothese und damit für die Annahme einer umfassenderen 
Umstrukturierung im deutschen Negationssystem, wobei der Gleichlauf 
der zeitlichen Terminierung dieses Prozesses mit den unter 2.1 genannten 
Veränderungen mit der gebotenen Vorsicht als zusätzliche Bestätigung 
gewertet werden kann. 
3. D i e N e g a t i o n auf Wanderschaf t? 
Von der N e g a t i o n s s y n t a x des D e u t s c h e n zu Jespersens 
Zyklus 
Fassen wir diese Überlegungen zusammen, dann müßte deutlich gewor-
den sein, daß die durch die Fixierung auf Schema 1 erfolgte perspektivi-
sche Einschränkung der sprachhistorischen Datenbasis für das Verständ-
nis der Negationsentwicklung im Deutschen gravierend ist. Sie verdeckt 
die syntaktische und semantische Komplexität der zu interpretierenden 
Phänomene und damit den grammatischen Tiefgang der Problemstel-
lung, die hier unter Bezugnahme auf an der Gegenwartssprache ent-
wickelte Modelle einer Negationssyntax des Deutschen illustriert und 
diskutiert wurde. Die dabei vorgetragenen Überlegungen erlauben ei-
nen ersten Blick hinter die Kulissen von Jespersens Zyklus und zeigen 
die Negation auf Wanderschaft nicht nur auf dem planen Gelände der 
Oberflächenstruktur, sondern im mehrdimensionalen Areal der Gramma-
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tik - als Kletterer im Strukturbaum der Syntax oder vielleicht sogar als 
Wanderer zwischen den Welten, der vom syntaktischen zum lexikalischen 
Teilmodul der Grammatik überwechselt. Voraussetzung für die Entschei-
dung zwischen diesen beiden Optionen, die bei genauerer Analyse u.U. 
noch u m zusätzliche Modelle zu erweitern wären, ist nicht zuletzt die 
Ergänzung und Vertiefung der im 19. Jahrhundert erarbeiteten sprachhi-
storischen Datenbasis, die interpretatorischen Anforderungen und Stan-
dards einer modernen historischen Linguistik derzeit nur z.T. Rechnung 
trägt. 
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ELKE HENTSCHEL 
Negation in Interrogation und Exklamation 
Abstract 
Der Beitrag beschäftigt sich mit negierten Interrogationen des Typs Guck 
mal dort drüben, ist das nicht Udo?, die als Vergewisserungsfragen verwen-
det werden, sowie mit negierten W-Interrogationen zum Ausdruck des Erstau-
nens, wie sie in Was es nicht aües gibt! vorliegen. Es wird gezeigt, dafi beide 
Aufierungstypen weit über das Deutsche und die indoeuropäischen Sprachen 
hinaus verbreitet sind, so dafi sich die weit verbreitete Ansicht, dafi nicht in sol-
chen Fällen als Modalpartikel anzusehen sei, nicht halten läfit, sondern andere, 
sprachübergreifend gültige Interpretationen des Phänomens gefunden werden 
müssen. Angesichts der Befunde im Falle des negierten Ausrufs wird darüber 
hinaus dafür plädiert, diachronische Faktoren in die Untersuchung mit aufzu-
nehmen. 
1. Neg ier te Interrogation 
Warum sagt man: Guck mal da drüben, ist das nicht Udo?, wenn man der 
Meinung ist, daß es sich höchstwahrscheinlich um Udo handelt (und eben 
gerade nicht, wenn man vermutet, daß er es nicht ist)? Das nicht, das 
in diesem oft als „Vergewisserungsfrage" bezeichneten Satztyp auftritt , 
wird meist als Modal- oder Abtönungspartikel aufgefaßt (cf. z.B. Blan-
ken 1983, Heibig 1988, Thurmair 1989, Brauße 1994). In vieler Hinsicht 
verhält es sich tatsächlich anders als das nicht der „normalen" (meist als 
„propositional" bezeichneten) Negation. Als äußeres Unterscheidungs-
merkmal wird oft angeführt, daß propositionales nicht im Gegensatz zu 
nicht-propositionalem stets betont sei. Dagegen muß allerdings einge-
wandt werden, daß durchaus abweichende Betonungen vorkommen, ohne 
daß sich am Bezug der Negation etwas ändern müßte, cf. z.B. Bist du IM-
MER noch nicht satt? (propositionale Negation, Betonung auf immer). 
Es gilt aber die umgekehrte Regel: nicht-propositionales nicht kann nicht 
betont werden. 
Interessanter als der Betonungsunterschied ist die bisher kaum beachtete 
Tatsache, daß die grammatischen Regeln für die Fusion von nicht und 
unbestimmtem Artikel oder Nullartikel zu kein- in den Fällen der nicht-
propositionalen Negation nicht wirksam werden. Cf. z.B. die folgenden 
Sätze: 
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Ich habe keine Lust. 
*Ich habe nicht Lust. 
Wieso kommst du nicht mit ins Kino? Hast du keine Lust? 
Wieso kommst du nicht mit ins Kino? *Hast du nicht Lust? 
vs. 
Hast du nicht Lust, mit ins Kino zu kommen? 
Ebenso: 
Ich habe kein Auto. 
*Ich habe nicht ein Auto. 
Hast du kein Auto? 
vs. 
Hast du nicht ein Auto? (Nur Vergewisserungsfrage) 
etc. 
Auch die anderen Kontraktionen der Negation mit einem indefiniten 
Element, wie sie in nie(mals), nirgends, nirgendwo, niemand vorliegen, 
lassen sich nicht in Vergewisserungsfragen verwenden. Cf. z.B.: 
Hast du nie(mals) geraucht? 
Hast du nicht mal geraucht? (Vergewisserungsfrage) 
Wachsen hier nirgends Pilze? 
Wachsen hier nicht irgendwo Pilze? (Vergewisserungsfrage) 
Hat niemand angerufen? Hat nicht jemand angerufen? (Vergewisserungsfrage) 
Die unterschiedlichen Funktionen der Negation schlagen sich also in der 
Morphologie nieder. 
Negierte Vergewisserungsfragen dieses Typs sind nicht auf das Deut-
sche beschränkt; dies zeigen die Ergebnisse einer empirischen Untersu-
chung von bisher 46 Sprachen, davon 24 indoeuropäische (germanische, 
romanische, slawische und auch weiter östliche indoeuropäische Sprachen 
von Farsi über Bengali bis Singhalesisch) und 22 nicht-indoeuropäische. 
Unter den nicht-indoeuropäischen Sprachen sind drei europäische aus 
zwei Familien (Finnisch, Ungarisch/Georgisch); außerhalb Europas wur-
den untersucht: zwei semitische Sprachen, sechs schwarzafrikanische 
Sprachen aus verschiedenen Sprachfamilien, drei Turksprachen und 
eine südamerikanische sowie zwei nordamerikanische Indianersprachen; 
außerdem Chinesisch, Indonesisch, Japanisch, Koreanisch, Tagalog. Nur 
zwei Sprachen aus diesem Sample, nämlich die beiden nordamerikani-
schen Indianersprachen Apache und Navajo (zwei nahe verwandte po-
lysynthetische Sprachen aus der athapaskischen Sprachfamilie) kennen 
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eine solche Verwendung der Negation nicht, obgleich sie grundsätzlich 
eine gleichzeitige Verwendung von Negation und Interrogation zulassen;1 
diese wird aber ausschließlich propositional verstanden. Aus diesen Be-
funden folgt, daß es sich um ein universelles, logisch erklärbares Phäno-
men und nicht um eine spezielle deutsche Partikel handeln muß. 
Um zu erklären, wie dieses Phänomen zustandekommt, müssen zunächst 
drei Ebenen der Satzbedeutung unterschieden werden: 
- die propositionale Bedeutung oder Proposition, die sich aus den le-
xikalischen Elementen eines Satzes zusammensetzt und die in Maja 
kommt/Kommt Maja?/Maja komm! etc. identisch bleibt. 
- der Satzmodus; in den obigen drei Beispielsätzen liegen drei ver-
schiedene Satzmodi vor (Assertion, Interrogation, Imperativ). 
- die illokutive Bedeutung, die bekanntlich häufig, aber keineswegs im-
mer mit der Funktion des Satzmodus übereinstimmt; keine Uberein-
stimmung zwischen Satzmodus und Illokution liegt beispielsweise dann 
vor, wenn Interrogationen als Aufforderungen benutzt werden (cf. z.B. 
Hilfst du mir mal eben?). 
Eine logische Erklärung für die Funktionsweise negierter Interrogationen 
kann sich nur aus dem Zusammenwirken der Bedeutung des Satzmodus 
Interrogation und der Negation ergeben. Wenn die Negation nicht auf 
den propositionalen Gehalt bezogen wird, sondern auf den Satzmodus, 
dann läßt sich ein solcher Satz leicht formalisiert beschreiben als 
NEG (INTERR (p)) 
wobei NEG für Negation, INTERR für Interrogation und p für Propo-
sition stehen soll. Mit anderen Worten: Eine Proposition wird in die 
Form einer Interrogation gekleidet. Da unter neutralen Bedingungen 
die Antworten „Ja" und „Nein", also das Zutreffen und das Nicht-
Zutreffen der Proposition, ungefähr gleich wahrscheinlich sind, erfährt 
die Äußerung durch den Interrogativmodus eine starke Einschränkung 
ihrer Wahrheits- oder, da es hier nicht um formale Logik geht, vielleicht 
besser: ihrer Gültigkeitsbedingungen; die Proposition trifft sozusagen nur 
noch mit einer Wahrscheinlichkeit von 50% zu. Nun kommt die Negation 
hinzu. Wenn sie nicht auf die Proposition, sondern auf den Satzmodus be-
zogen wird, dann wird durch sie die soeben beschränkte Einschränkung 
der Gültigkeitsbedingungen verändert, denn es ist j a dann gerade die 
1 Ich danke B. Comrie für den Hinweis auf Sprachen, in denen die gleich-
zeitige Verwendung von Negation und Interrogation ausgeschlossen ist. 
Dieser Sprachtyp kann natürlich schon aufgrund dieser strukturellen Ein-
schränkung keine negierten Vergewisserungsfragen bilden. 
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gültigskeitseinschränkende Einwirkung des Satzmodus auf die Proposi-
tion, die negiert wird. Dadurch entsteht die positive Tendenz der Frage. 
Zugleich läßt sich auch zeigen, daß es im Gegensatz zu den Annahmen 
Meibauers (1990, S. 463) nicht sinnvoll ist, die Funktion der Negation 
auf die pragmatische Ebene zu beziehen. Pragmatisch gesehen ist eine 
Äußerung wie „Ist das nicht Udo?" ganz genauso eine Frage wie die 
Äußerung „Bist du denn immer noch nicht sa t t?" . Es wird in beiden 
Fällen eine Antwort erwartet, und diese Antwort ist für die fragende 
Person wichtig, um ihre Annahmen zu bestätigen oder notfalls zu falsifi-
zieren. Es mag zwar durchaus richtig sein, daß die Entscheidung über die 
propositionale resp. nicht-propositionale Zuordnung der Negation (also 
ihr Bezug auf die Proposition resp. ihren Bezug auf den Satzmodus) in 
Einzelfällen ausschließlich aufgrund pragmatischer Gegebenheiten gefällt 
werden kann; damit ist die Funktionsweise einer Konstruktion, die sich 
in so vielen verschiedenen Sprachen in immer der gleichen Weise findet, 
aber noch lange nicht erklärt. 
2. N e g i e r t e E x k l a m a t i o n e n 
Neben den Interrogativsätzen des Typs Entscheidungsfrage gibt es 
auch die des Typs W-Frage (auch Bestimmungsfrage, Pronominalfrage, 
Ergänzungsfrage, Satzteilfrage genannt). Dieser Formtyp mit einleiten-
dem Interrogativum - Pronomen oder Proadverb - kann als selbständi-
ger Satz2 nicht nur zum Zwecke der Interrogation, sondern auch zum 
Zwecke der Exklamation benutzt werden, cf. z.B.: 
Wie kalt es ist! 
Näf (1987, S. 143) unterscheidet dabei 14 verschiedene Typen von W-
Exklamationssätzen, die man folgendermaßen systematisieren könnte: 
Die sieben folgenden Satztypen können jeweils mit Zweitstellung oder 
mit Endstellung des finiten Verbs (bei Näf: „Personalform") auftreten. 
Es gibt dann drei Typen mit einleitendem wie, und zwar (in Klammern 
ausgeführte Beispielsätze nach Näf (1987)): 
2 Als unselbständige Sätze können Sätze mit einleitendem Interrogativum die 
unterschiedlichsten syntaktischen und semantischen Funktionen wahrneh-
men. Als indirekte Fragesätze stehen sie in Subjekt- oder Objekt-Position-, 
als Relativsätze bilden sie Attribute, als konzessive Konditionalsätze (unter 
obligatorischem Zusatz von a u c h und/oder i m m e r, cf. was du auch 
sagst/was auch immer du sagst ... /was immer du sagst ...) Adverbialbe-
stimmungen. 
222 Elke Hentschel 
- mit Verb 
(Wie bist du gewachsen/Wie du gewachsen bist) 
- mit prädikativem Adjektiv 
(Wie bist du groß geworden/Wie du groß geworden bist!) 
- mit direkt auf wie folgendem Adjektiv 
(Wie groß bist du geworden/Wie groß du geworden bist!) 
ferner zwei Typen mit was: 
- mit Verb 
( Was hast du dich verändert/Was du dich verändert hast!) 
- mit prädikativem Adjektiv 
( Was bist du groß geworden'./Was du groß geworden bist?) 
und zwei mit was für ein: 
- mit Aufspaltung der Wortfolge von was für ein 
( Was ist das für ein riesiger KerU/Was das für ein riesiger Kerl istf) 
- ohne Aufspaltung der Wortfolge von was für ein 
( Was für ein riesiger Kerl ist das/Was für ein riesiger Kerl das ist!) 
Diese detaillierte Auflistung ist aber nur scheinbar vollständig. Ergänzen 
müßte man sie zunächst noch um die - wenn auch archaisch wirkende -
Verwendung von welch- und welch ein wie in 
Welche Schönheil! Welche Pracht! 
Welch ein Zufall! 
sowie um den schon an diesen Äußerungen belegbaren Hinweis, daß Ex-
klamationen des wie-, was für ein- und uie/cA-Typs besonders häufig 
elliptisch geäußert werden; cf. auch: 
Was für ein Mistwetter! 
Wie nett! 
Zu Recht weist Näf (1987, S. 147f.) daraufhin, daß was in Exklamativ-
sätzen in Funktion und Bedeutung mit wie übereinstimmen kann. Daß 
dies aber nicht notwendig immer der Fall ist und daß es zudem noch 
weitere Typen von W-Exklamativen gibt, zeigen Beispielsätze wie die 
folgenden: 
Was du alles weißt! 
Wer alles gekommen ist! 
Wen die so kennt! 
Wo du schon überall warst! 
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Rosengren (1992, S. 281) schließt aus solchen Beispielen, daß „alle w-
Phrasentypen vorzukommen (scheinen)" , 3 wobei „bestimmte w-Phrasen 
... in der Regel zusammen mit alles (wie, was, wer, wo, womit) 
aust re ten) ." 
Interessant ist der Nachweis, daß die Zweitstellung des Finitums in 
dem von Näf untersuchten Corpus, den Grimmschen Kinder- und 
Hausmärchen, gegenüber der Endstellung eindeutig überwiegt. Insofern 
scheint es sich bei der Endstellung also um eine neuere Entwicklung zu 
handeln. Da sie eindeutig fakultativ ist, kann sie zumindest nicht zur 
zentralen Grundlage der Interpretation von exklamativen W-Sätzen ge-
macht werden. 
Der Satzmodus der W-Interrogation scheint nun abermals über das 
Deutsche hinaus auch generell besonders gut dafür geeignet zu sein, Er-
staunen auszudrücken, cf. z.B. das folgende vielsprachige Staunen über 
Schönheit: 
dt. Wie schön du bist! 
engl. How'beautiful you are! 
franz. Quelle jolie femme il a épousée!4 
russ. Kakaja krasata! 
serb. Sta je lepa! 
türk. Ne gûzelsin! 
etc. 
Auch dies ist bereits ein sehr interessantes Phänomen, denn offenbar 
kann man die Erklärung für die Bevorzugung dieses Satztyps zum Aus-
druck des Staunens nicht einzelsprachlich und auch nicht auf indoeu-
ropäische Sprachen beschränkt geben, sondern es muß sich um ein uni-
versales Phänomen handeln. Es scheint generell möglich zu sein, die Ver-
wunderung über die Eigenschaften eines Objektes mit der Frage nach 
eben diesen Eigenschaften auszudrücken - womit so etwas wie 'mir feh-
len die Worte' auf Satzebene geäußert wird. Eine Erklärung in dieser 
Richtung ist sicher einleuchtend. Warum aber ist es zusätzlich möglich, 
eine Negation zu verwenden, ohne daß dadurch über einen negativen 
Sachverhalt gestaunt würde? Cf.: 
Was es nicht alles gibt! 
Was du nicht alles erlebt hast! 
3 Problematisch ist dabei allerdings die Auffassung, auch bei den Sätzen 
Warum der immer so früh aufsteht! und Wieso der immer zu spät kommt! 
handle es sich um Exklamationen. 
4 Beispiel nach Grevisse (1986, S. 665). 
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Im Deutschen unterscheiden sich solche W-Exklamationen normalerweise 
durch ihre Satzstellung von „echten" Interrogationen. Außerdem treten 
sie typischerweise, wie in den obigen Beispielen, mit dem Allquantor all-
zu f . Diese letztere Beobachtung hat eine ganze Reihe von Autorinnen 
und Autoren zu der Annahme verführt, daß dies eine zwingende Be-
dingung für diese Art von Negation sei. Dabei schwanken die Angaben, 
die über diese Gebrauchsbeschränkung gemacht werden, zwischen dem 
strikten „In wh-exclamatory sentences nicht is bound to a / W (Meibauer 
1991, S. 463) resp. „Für diesen Typ ist das Vorkommens von alles nach 
nicht obligatorisch (Brauße 1994, S. 121) und dem etwas vager formulier-
ten „In den Exklamativsätzen ist nicht immer mit einem allquantifizie-
renden Ausdruck wie alles verbunden (...)" (Thurmair 1989, S. 160). Nun 
sind solche Kombinationen in der Tat häufig; aber sie sind keineswegs 
zwingend, wie die folgenden Beispiele zeigen: 
In wieviel Not hat nicht der gnädige Gott über dir Flügel gebreitet! 
Was du nicht sagst! 
Was du nicht sagst! wurde gelegentlich (Meibauer 1990, S. 461) als aus-
schließlich ironische Bemerkung sowie mit dem Hinweis, das positive Ge-
genstück Was du sagst! sei nicht möglich, aus dem Untersuchungsbereich 
herausgenommen. Der Satz muß aber nicht notwendig ironisch geäußert 
werden, sondern kann auch schlicht Erstaunen über etwas ausdrücken, 
was das Gegenüber gesagt hat . Mit seiner Ausklammerung ist zudem 
das Problem noch lange nicht gelöst; auch die archaische Wendung In 
wieviel Not hat nicht der gnädige Gott über dir Flügel gebreitet!(aus dem 
Choral „Lobet den Herren") ist j a durchaus noch synchron verständlich; 
und damit nicht genug: sie weist auch keine Stellungsunterschiede zu 
einer „echten" W-Interrogation auf. Angesichts solcher Befunde erhebt 
sich also die naheliegende Frage: wie funktionieren solche Äußerungen 
wirklich, und gibt es sie auch in anderen Sprachen? 
Auch hier wurden weitere indoeuropäische wie außerindoeuropäische 
Sprachen zum Vergleich herangezogen. Nachweisen ließ sich bisher ein 
ganz genauso wie im Deutschen strukturiertes, von Quantoren durchweg 
offenbar völlig unabhängiges Verfahren zum Ausdruck des Erstaunens 
über einen positiven Sachverhalt mithilfe einer negierten W-Frage in 20 
Sprachen, davon 13 indoeuropäische und sieben nicht-indoeuropäische. 
Dieser Befund bedeutet, daß es sich abermals um ein mit logischen Mit-
teln erklärbares allgemeines Verfahren handeln muß. Abermals läßt sich 
das Zusammenwirken von Interrogation und Negation durchaus logisch 
erklären. W-Interrogationen haben allerdings andere Wahrheits- oder 
Geltungsbedingungen als Interrogationen des Typs Entscheidungsfrage: 
während im letzteren Fall die gesamte Proposition zur Disposition ge-
Negation in Interrogation und Exklamation 225 
stellt wird, wird in ersterem nur ein einzelnes Element innerhalb einer als 
gültig vorausgesetzten Proposition als offene Variable gesetzt. Wenn die 
Negation wie im vorgenannten Fall auf den Satzmodus bezogen wird, 
so entsteht wiederum eine formale Frage, die als Nicht-Interrogation 
gekennzeichnet ist. Es ist klar, daß der Unterschied zwischen der negier-
ten und der nicht-negierten Interrogation hier nicht so stark ist wie bei 
Entscheidungsfragen. Die Gültigkeitsbedingungen der Proposition wer-
den durch diesen Interrogationstyp nicht eingeschränkt, und der Modus 
kann auch ohne zusätzliche Markierung als Ausruf fungieren; Negationen 
sind folglich fakultativ. 
Interessant ist nun, daß die Möglichkeit einer solchen Verwendung der 
negierten W-Frage weder von der Sprachfamilien-Zugehörigkeit noch von 
regionalen Faktoren abzuhängen scheint: was z.B. im Französischen und 
Italienischen möglich ist, geht im Portugiesischen anscheinend nicht; im 
Finnischen sind negierte W-Fragen dieses Typs nicht möglich, wohl aber 
im Ungarischen; und während das Tartarische diese Konstruktion zuläßt, 
ist sie im Türkeitürkischen ausgeschlossen. Wenn man aber die Angaben 
einiger Informanten berücksichtigt, denen zufolge negierte Exklamatio-
nen etwa im Dänischen oder Norwegischen „mostly by older speakers"5 
getätigt werden, und dabei zugleich im Auge behält, daß das Vorhan-
densein oder Fehlen der Negation in diesem speziellen Satztyp keinen 
Bedeutungsunterschied bewirkt, so liegt die Überlegung nahe, daß es 
sich hier um ein diachronisch zu betrachtendes Phänomen handelt. Ver-
mutlich lassen die meisten Sprachen diese Konstruktion im Prinzip zu, 
aber ob von der Möglichkeit der Markierung durch eine Negation Ge-
brauch gemacht wird oder nicht, ist historischen Schwankungen unter-
worfen, die möglicherweise ganz ähnlich verlaufen wie die verschiedenen 
Markierungen der Negation selbst in Jespersens Zyklus (cf. Jespersen 
1966).6 In dem Maße, in dem die W-Interrogation bereits durch andere 
Mittel - im Deutschen etwa durch die Endstellung des Verbs - als Ausruf 
kenntlich gemacht ist, steigt vermutlich auch die Tendenz, die zusätzliche 
Markierung durch den Negator fallenzulassen. Zugleich zeigen die vor-
liegenden Befunde und Überlegungen, daß es äußerst sinnvoll sein kann, 
5 Persönliche Auskunft von G. Andersen. 
6 Hierfür spricht auch die Tatsache, daß sich gelegentlich auch für Sprachen, 
in denen die Mehrheit der Befragten bisher das Vorhandensein negierter 
Exklamationen ausgeschlossen hat, einzelne AuSerungen finden lassen, die 
diesem Schema doch entsprechen; cf. z.B. spanisch: ¡Cuanto no tendre que 
sufrir hasta conseguirlo! (für diesen Hinweis danke ich C. Sanz, George-
town) oder englisch: What I didn't do to get that report finished on time! 
(für diesen Hinweis danke ich K. Stanley, Piedmont). 
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auch bei typologischen Untersuchungen diachronische Faktoren mit zu 
berücksichtigen. 
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VERONIKA EHRICH 
Verbbedeutung und Verbgrammatik: 
Transportverben im Deutschen 
A b s t r a c t 
In diesem Aufsatz behandele ich die komplexe Bedeutung morphologisch ein-
facher Verben. Im Mittelpunkt steht der Zusammenhang zwischen der lexi-
kalischen Bedeutung eines Verbs und den grammatischen Realisierungen, in 
denen es auftreten kann. Unter semantisch-lexikalischen Gesichtspunkten be-
trachte ich die thematischen Rollen der Verbargumente (AGENS, PATIENS), 
die Aktionsarten der Verben (ZUSTAND, PROZESS, EREIGNIS) sowie die 
Frage, ob die Art und Weise der Durchführung einer Handlung in der Be-
deutung eines Verbs spezifiziert ist (manner vs. non-manner-Verben). Unter 
grammatischen Gesichtspunkten gehe ich ein auf das Problem der Auxiliarse-
lektion (haben vs. sein) bei den komplexen Vergangenheitstempora und auf das 
Variationspotential der jeweiligen Verb-Argumentstruktur (Argumentalterna-
tion und Argumentreduktion). Typologisch gesehen spielt die Tatsache, daß 
Transportverben im Deutschen die Komponente der Ortsveränderung und die 
Komponente der Bewegungsart in der Bedeutung eines einfachen Verbstammes 
bündeln, für die Analyse eine zentrale Rolle. 
Du glaubst zu schieben, 
und du wirst geschoben. 
(Mephisto) 
1. V o r b e m e r k u n g e n — Z u m S t a t u s d e s L e x i k o n s i n d e r 
G r a m m a t i k 
Der Status lexikalischer Information in der Grammatik ist - un-
abhängig von dem jeweils adoptierten Forschungsparadigma - zwischen 
„Lexikalisten" und „Nicht-Lexikalisten" umstritten und gilt als Prüfstein 
für die Reichweite syntaktischer respektive lexikalischer Regeln. In der 
Kontroverse zwischen den Vertretern der Standardtheorie und der Ge-
nerativen Semantik in den frühen siebziger Jahren kristallisierte sich die 
Debatte um die Frage, wie morphologisch komplexe Formen (z.B. No-
minalisierungen) und semantisch komplexe Wörter (z.B. kill) herzulei-
ten sind - als unzerlegbare Einheiten des Lexikons mit idiosynkratischer 
Bedeutung oder als das Ergebnis von syntaktischen Operationen. Die 
beiden Grundpositionen stehen einander immer noch gegenüber. Aller-
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dings haben sich nicht nur die grammatischen Strukturformate geändert, 
die den Bezugsrahmen der Auseinandersetzung bilden, auch der Begriff 
„Lexikalismus" hat sich gewandelt: Während in der Debatte der siebziger 
Jahre die lexikalistische Position durch die Auffassung gekennzeichnet 
war, daß das Lexikon eine Liste phonologisch ausbuchstabierter Wort-
einträge und ihrer idiosynkratischen Bedeutungen sei, hat sich im Ge-
folge des Lexikalistischen Funktionalismus über die Paradigmengrenzen 
hinweg die Einsicht durchgesetzt, daß das Lexikon eine innere Architek-
tur aufweist, die es erlaubt, komplexe Wortbedeutungen durch systema-
tische Operationen lexikalisch herzuleiten. 
Lexikalistisch orientierte Studien dieses neueren Typs bewegen sich im 
Spannungsfeld zwischen universalistischen Annahmen über die Struk-
tur möglicher Wörter in allen Sprachen und einzelsprachlichen Untersu-
chungen zur Struktur tatsächlicher Wörter in bestimmten Sprachen. Ty-
pologische Untersuchungen nehmen in diesem Spannungsfeld eine Mit-
telstellung ein, indem sie Sprachen mit übereinstimmender Lexikonar-
chitektur unterhalb der Ebene universaler Festlegungen einem gemein-
samen lexikologischen Typ zuordnen. Entscheidende Anstöße zu einer 
lexikologischen Typologie haben die Arbeiten von Talmy (1985) gege-
ben. Talmy betrachtet darin die Bündelung (conflation) verschiedener 
Komponenten der Wortbedeutung in einem atomaren Worts tamm und 
faßt Sprachen nach der Zugehörigkeit zu bestimmten conflation-types zu-
sammen. So zeichnen sich etwa die germanischen Sprachen nach Talmy 
dadurch aus, daß sie bei Bewegungsverben die Komponente der Fortbe-
wegung (moiion) und die Komponente der Bewegungsart (manner) in 
einem einzigen Worts tamm bündeln (Beispiele: rutschen, gleiten, krie-
chen, krabbeln etc.), während sie URSPRUNG, WEG und ZIEL der Fort-
bewegung mithilfe von präpositionalen „Satelliten"-Phrasen (ins Waa-
ser gleiten, durch den Tunnel kriechen) explizit machen. Romanische 
Sprachen bündeln in Verben wie span. salir und enirar demgegenüber 
URSPRUNG und W E G bzw. WEG und ZIEL, Ortsveränderung und 
Bewegungsart vermögen sie nicht in einem einfachen Verbstamm zu 
bündeln; Sätze wie Der Wagen rollt in den Graben sind daher in di-
rekter Ubersetzung im Spanischen oder im Französischen nicht möglich 
und müssen periphrastisch konstruiert werden. 
Als ein wesentlicher Parameter lexikologischer Typologien gilt die Ei-
genschaft der Unakkusativität bzw. Unergativität von Verben (Perl-
mutter 1978, Levin/Rappaport 1991a). Als „unakkusativ" werden da-
bei Intransitiva wie ankommen, sinken, verschwinden klassifiziert. Diese 
Verben lassen es zu, daß das Partizip der Vergangenheit (angekommen, 
gesunken, verschwunden) als Attribut zur Subjekt-NP verwendet wird 
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(Das angekommene Paket, das gesunkene Schiff, die verschwundenen 
Gelder). Ihr Partizip verhält sich damit zu der attribuierten Subjekt-
NP genauso wie das Partizip transitiver Verben zu einer attribuierten 
Objekt-NP (Das gestohlene Paket, das versenkte Schiff, die verschwen-
deten Gelder). Unter der Unakkusativitätshypothese wird deshalb ange-
nommen, daß die Subjekt-NP unakkusativer Verben dieselbe Thetarolle 
(THEMA) realisiert wie die Objekt-NP transitiver Verben und daher 
syntaktisch aus der Position des direkten Objekts herzuleiten ist.1 Den 
unakkusativen Intransitiva mit THEMA-Subjekt stehen die unergati-
ven Intransitiva mit AGENS-Subjekt (z.B. tanzen, lachen, klatschen) 
gegenüber. Diese Verben teilen mit transitiven AGENS-Verben die Ei-
genschaft der Passivierbarkeit (Es wurde getanzt, es wurde gelacht, es 
wurde geklatscht), sie verbieten die attributive Verwendung des Parti-
zips der Vergangenheit (*Die getarnte Braut, *das gelachte Publikum).2 
In neueren Arbeiten zur Struktur der Verbbedeutung (z.B. Levin/Rappa-
port 1989, Levin 1993, Jackendoff 1990, Grimshaw 1991) spielt die 
Unergativ/Unakkusativ-Unterscheidung eine zentrale Rolle. Diese Ar-
beiten thematisieren vor allem den Zusammenhang von Wortsemantik 
und Syntax. Sie gehen davon aus, daß selbst feinste Nuancierungen der 
semantischen Struktur eines Wortes in seinem grammatischen Verhal-
ten ihren Niederschlag finden. Attribuierbarkeit und Passivierbarkeit bil-
den in diesem Zusammenhang nur einen Ausschnitt aus dem Potential 
grammatischer Realisierungsvarianten. Reflexivierung, Nominalisierung, 
die Bildung von Resultativkonstruktionen und das gesamte Spektrum 
möglicher Variationen der Argumentstruktur werden in diese Studien 
einbezogen. In der psycholinguistischen Literatur, vor allem zum Sprach-
erwerb, hat man im Anschluß an solche Studien danach gefragt, ob 
der Erwerb der Bedeutung dem Erwerb des syntaktischen Wissens lo-
gisch und zeitlich vorausgeht („semantic bootstrapping", vertreten u.a. 
von Pinker 1989), oder ob umgekehrt das grammatische Verhalten ei-
nes Verbs für das sprachlernende Kind den Schlüssel zur Rekonstruktion 
seiner Bedeutung bildet („syntactic bootstrapping", vertreten z.B. von 
Gleitman 1990, Landau/Gleitman 1985, Naigles 1990). Für eine syste-
matische Untersuchung, in der es nicht um Prozesse geht, weder um 
den des Spracherwerbs, noch um den der Sprachverarbeitung, spielt die 
„Unakkusativ" heißen diese Verben deshalb, weil ihr Objekt wegen der feh-
lenden Subjekt-Phrase (nach Burzios Gesetz) keine Akkusativmarkierung 
annehmen kann und daher in Nominativsprachen an der Satzoberfläche 
durch den Nominativ zu realisieren ist. 
2 Durch Beispiele wie (25-27) unten wird diese Feststellung allerdings einge-
schränkt. 
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Frage nach der zeitlichen Ordnung des Zugriffs auf die Ebenen der Wort-
bedeutung und der Syntax keine Rolle; es genügt, wenn sich überhaupt 
ein systematischer Zusammenhang zwischen der Bedeutung eines Verbs 
und dem Potential syntaktischer Realisierungen, in denen es vorkom-
men kann, aufzeigen läßt. Diesem Zusammenhang will ich im folgenden 
nachgehen. Dabei beschränke ich mich auf die Auxiliarselektion bei den 
komplexen Vergangenheitstempora (haben vs. «ein) einerseits sowie auf 
Veränderungen der Arguments t ruktur durch Argumental ternat ion und 
Argumentredukt ion andererseits. 
Daß es hinsichtlich dieser Eigenschaften Unterschiede schon zwischen 
etymologisch verwandten Wör te rn und /oder typologisch verwandten 
Sprachen gibt, mögen die folgenden Betrachtungen illustrieren: 
1. Auxiliarselektion 
Das Deutsche gehört bekanntlich zu den Sprachen, die bei der Bil-
dung der komplexen Vergangenheitstempora zwischen haben- und sein-
selegierenden Verben bzw. Verbphrasen differenzieren (1). Es unterschei-
det sich in dieser Hinsicht vom Englischen, das nur die Aave-Form kennt 
(2) . 
(1) Jonathan ist gerannt/hat getrampelt/ist in das Blumenbeet 
getrampelt. 
(2) Jonathan has run/has stamped/has stamped into ihe flower bed. 
Das Französische, das Italienische oder das Niederländische besitzen 
ebenfalls zwei Formen, weisen diese aber teilweise anders zu als das 
Deutsche. Dies wirft die Frage auf, ob die betreffenden Verben in diesen 
Sprachen andere Bedeutungen haben, oder ob - bei Ubereinst immung 
in der Bedeutung - andere Kriterien für die Auxiliarselektion gelten, 
mit der Folge, daß die verglichenen Sprachen verschiedenen lexikalischen 
St ruktur typen zuzuordnen wären. 
2. Argumental ternat ion 
Im Englischen gibt es ein umfangreiches Inventar von Inchoat iv/Kausa-
t ivpaaren (wie open, dose, fill, empty etc.), die formal allein durch die 
Transi t iv/Intransi t iv-Opposi t ion gekennzeichnet sind (3). Im Deutschen 
müssen die entsprechenden Verben in inchoativer Bedeutung reflexiviert 
sein (4): 
(3) a Jonathan opened ihe door./The door opened (*itself). 
b Jonathan filled the tank with gas./The tank filled (*itself) with gas. 
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(4) a Jonathan öffnete die Tür./Die Tür öffnete sich (*öffnete). 
Jonathan füllte den Tank mit Benzin./Der Tank füllte sich 
(*füllte) mit Benzin. 
Engl, fill und pour verbieten die Alternation von ZIEL- und MITTEL-
Phrase, fill kann nur das ZIEL, pour nur das MITTEL zum Objekt ma-
chen (5), irn Deutschen ist die Alternation für füllen zulässig (6 a, b), bei 
den Partikelverben ist sie verbreitet (7a, b), teilweise bei obligatorischer 
Reduktion des MITTEL-Arguments (7c, d). 
(5) a Jonathan filled the pot with coffee. 
b *Jonathan filled coffee into the pot. 
c Jonathan poured coffee into the pot. 
d *John poured the pot with coffee. 
(6) a Jonathan füllte die Kanne mit Kaffee. 
b Jonathan füllte den Kaffee in die Tasse. 
c Jonathan goß den Kaffee in die Kanne. 
d * Jonathan goß die Kanne mit Kaffee. 
(7) a Jonathan goß den Kaffee/die Tassen ein. 
b Jonathan goß die Milch/die Kanne aus. 
c Jonathan fegte die Krümel vom Tisch ab. 
d Jonathan fegte den Tisch (*tton den Krümeln) ab. 
Sind die englischen und die deutschen Verben nur scheinbar bedeutungs-
gleich, bündeln sie unterschiedliche Bedeutungskomponenten in ihrer se-
mantischen Struktur (i)? Gelten bei übereinstimmender Verbbedeutung 
für Variationen der Arguments t ruktur im Englischen und im Deutschen 
grundsätzlich unterschiedliche Regeln (ii)? Oder handelt es sich hier ein-
fach um arbiträre Unterschiede, die zu den idiosynkratischen Bestandtei-
len lexikalischer Information gehören (iii)? Eine positive Antwort auf (i) 
würde das Englische und das Deutsche im Bereich der Lexikonarchitek-
tur typologisch unterscheiden, eine positive Antwort auf (ii) im Bereich 
der Grammat ik (vgl. dazu den Beitrag von Olsen in diesem Band). 
3. Argumentredukt ion 
Zu den klassischen Problemzonen der Valenztheorie gehört die Weglaß-
barkeit von Objektphrasen. Best immte Verben (eines der Standardbei-
spiele ist essen) erlauben es, das direkte Objekt zu unterdrücken (8a, b), 
andere verbieten dies (9a, b). 
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(8) a Jonathan ißt eine Suppe. 
b Jonathan ißt . 
(9) a Jonathan verzehrt seinen Proviant. 
b * Jonathan verzehrt . 
In der intransitiven Variante (8b) ist der Bezug auf ein (indefinites) Ob-
jekt aber implizit mitgegeben (Wer ißt, ißt etwas). Prädikatenlogische 
Repräsentationen geben den Bezug auf das implizite Objekt daher durch 
existentielle Bindung wieder: 
(10) b ' 3y [Ess (Jonathan, y)] 
Daß eine solche Repräsentation nicht alle impliziten Argumente erfassen 
kann, zeigen Verben wie backen mit einer kreativen (11) und einer kau-
sativen Bedeutungsvariante (12). Nur in der kreativen Lesart kann das 
Objekt unterdrückt werden ( I Ib ) , aber genau diese Variante läßt sich 
nicht durch existentielle Bindung repräsentieren, da der Kuchen, den 
Hans backt, beim Backen erst entsteht.3 
(11) a Jonathan backt einen Kuchen. 
b Jonathan backt . 
c * 3x [back (Jonathan, x)] 
(12) a Jonathan backt eine Forelle. 
b *Jonathan backt . 
Das implizite Argument kann in der Redesituation deiktisch verankert 
sein (z.B. wenn Eva (13a) äußert, während sie Adam den Apfel reicht) 
oder sich auf ein in der Rede selbst eingeführtes Antezedens zurückbezie-
hen (anaphorische Verankerung, (13b)). In diesen Fällen ist das implizite 
Argument nicht durch existentielle Bindung darstellbar, denn Adam ißt 
nicht irgendeinen, sondern den ihm von Eva gereichten Apfel. Das impli-
zite Argument muß daher durch eine freie Variable dargestellt werden, 
für die im Kontext eine geeignete Belegung zu suchen ist. Transitive 
Verben wie verzehren verbieten die Unterdrückung der Objektphrase al-
3 Ein anderes Problem der existentiellen Bindung impliziter Argumente be-
trifft den Skopus des Existenzquantors in Sätzen wie Alle essen oder Hans 
hat den ganzen Tag gegessen. Mit weitem Skopus ((Es gibt etwas, das alle 
essen bzw. Es gibt etwas, das Hans den ganzen Tag ißt) repräsentiert, 
würden diese Sätze besagen, daß alle dasselbe essen bzw. daß Hans den 
ganzen Tag dasselbe ißt. Für Verben wie essen wäre also der Existenz-
quantor auf engen Skopus zu beschränken, eine Beschränkung, die für zie-
hen oder lesen (Alle ziehen (denselben Karren) oder Hans hat den ganzen 
Tag (dasselbe Buch gelesen) nicht gilt. 
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lerdings auch dann, wenn ein geeigneter Kontext für die deiktische oder 
anaphorische Verankerung zur Verfügung steht (13c). 
(13) a „Iß .* 
b Eva reichte Andam einen Avfel und er aß . 
c *Eva reichte Adam einen Apfel, und er verzehrte . 
Auch hinsichtlich der Optionalität von Argumenten gibt es Unterschiede 
zwischen dem Englischen und dem Deutschen. Während etwa für das 
deutsche Verb gießen die explizite Realisierung von URSPRUNG, WEG 
oder ZIEL obligatorisch ist, können sie im Englischen deiktisch veran-
kert werden und damit implizit bleiben: An einer gedeckten Kaffeetafel 
ist (15b) im Englischen möglich, die deutsche Entsprechung (14b) muß 
demgegenüber als abweichend gelten. 
(14) a Wer wird den Kaffee in die Tassen gießen? 
b *Wer wird den Kaffee gießen? 
(15) a Who is going to pour the coffee into the cups? 
b Who is going to pour the coffee ? 
Das Deutsche verlangt in solchen Fällen die Verwendung eines Partikel-
verbs (16). 
(16) a Wer wird den Kaffee eingießen? 
b *Who is going to pour the coffee in? 
Ich beschränke mich in diesem Aufsatz auf das Deutsche und greife als 
eine konzeptuell klar abgrenzbare Teilklasse der Basisverbstämme die 
Transportverben heraus. Im Mittelpunkt der Erörterung steht das Pro-
blem der Argumentreduktion. Ich werde zu zeigen versuchen, daß die 
Weglaßbarkeit der Argumente eines Verbs durch seine lexikalische Be-
deutung determiniert ist und also nicht zu seinen idiosynkratischen Ei-
genschaften gehört. 
2. Semantische Klassifikationsdimensionen 
2.1 Thematische Rollen 
Die Bedeutung der Transportverben läßt sich in allgemeiner Weise so 
charakterisieren: 
(17) Ein Transport ist ein Vorgang, bei dem ein AGENS (x) auf 
ein PATIENS (y) einwirkt, so daß y ausgehend von seinem 
URSPRUNGSort (u) längs eines WEGES (w) seinen Ort 
kontinuierlich ändert und schließlich zu dem ZIELort (z) gelangt. 
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Die Variablen x, y, u, w und z repräsentieren die Argumente des Verbs. 
AGENS, PATIENS, URSPRUNG, WEG und ZIEL charakterisieren die 
thematischen Rollen der Argumente, d.h. sie geben an, in welcher Weise 
die von den Argumentvariablen bezeichneten Individuen an dem durch 
das Verb bezeichneten Vorgang beteiligt sind. Der Begriff „Argument" ist 
verwandt, aber nicht identisch, mit dem valenztheoretischen Begriff der 
„Stelle" bzw. der Ergänzung. Argumente repräsentieren Initiator oder 
Auslöser, Nutznießer oder Opfer eines Geschehens auf der Ebene der 
lexikalischen Form. Ergänzungen, die eine Verbstelle besetzen, kodifi-
zieren Argumente auf der Ebene der syntaktischen Form. Aus der Va-
lenztheorie ist die Unterscheidung zwischen Ergänzungen und Angaben 
bekannt. Auch diese Unterscheidung betrifft die syntaktische Form. Für 
die Abgrenzung zwischen Ergänzungen und Angaben gibt es bekanntlich 
keine eindeutigen Kriterien (cf. Steinitz 1969, Vater 1978, 1981). Versu-
che, Optionalität als Entscheidungskriterium zu etablieren, müssen als 
gescheitert gelten; erfolgversprechender scheint eine multidimensionale 
Gewichtung verschiedener Merkmale (Jacobs 1994). Nach allgemein ak-
zeptierter Auffassung ist AGENS die Rolle des willentlichen Verursa-
chers einer Handlung, THEMA die Rolle des Objekts, das durch die im 
Verb ausgedrückte Handlung eine Zustandsveränderung erfährt (bzw. 
im Falle der Transportverben eine Ortsveränderung). Dieser Auffassung 
gemäß realisieren die Tasche und die Kundin in (18) gleichermaßen die 
THEMA-Rolle. 
(18) Jonathan trägt die Tasche/die Kundin ins Auto. 
Im Gefolge der Fillmoreschen Kasustheorie hat man ausgiebig darüber 
nachgedacht, ob zwischen THEMA als dem unbelebten Objekt und PA-
TIENS oder BENEFAKTIV als dem belebten Teilhaber oder Nutznießer 
einer Handlung unterschieden werden muß. Daß eine solche Unterschei-
dung durchaus Sinn macht, läßt sich an Konstruktionen mit lassen de-
monstrieren: 
(19) a Die Kundin läßt sich von Jonathan ins Auto tragen. 
b *Die Tasche läßt sich von Jonathan ins Auto tragen. 
Unter Hinweis auf das Verhalten bei Passivierung in Beispielen wie (20) 
kann man ähnlich auch für die Differenzierung zweier Verursacherrollen 
argumentieren, der Rolle des belebten und der Rolle des unbelebten Ver-
ursachers. (Jackendoff 1983,1990 unterscheidet in diesem Sinne zwischen 
AGENT und ACTOR): 
(20) a Die Tasche wurde von dem Jungen in den fünften Stock getragen. 
b ?Die Tasche wurde von dem Fahrstuhl in den fünften Stock 
getragen. 
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Die Diskussion solcher und ähnlicher Beispiele in den f rühen siebzi-
ger J a h r e n ha t freilich gezeigt, daß es schnell zu einer Rolleninflat ion 
k o m m t , wenn j ede Bedeutungsnuanc ie rung die E tab l ie rung einer wei-
teren Rolle rechtfer t ig t . Vermieden oder jedenfal ls e ingedämmt werden 
kann eine solch inf la t ionäre Rollen Vermehrung, wenn m a n von der Vor-
stel lung Abschied n i m m t , daß ein Argumen t in einer b e s t i m m t e n Rolle 
alle definierenden Eigenschaften dieser Rolle besitzen muß . Einem Vor-
schlag von Dowty (1992) folgend, n e h m e ich s ta t tdessen an, daß m a n 
die Argumen te eines Verbs danach gewichten kann, ob sie mehr Pro to -
Agens-Eigenschaf ten oder mehr Proto-Pat iens-Eigenschaf ten realisieren. 
Proto-Agens- und Pro to-Pat iens-Eigenschaf ten sind nach Dowty die fol-
genden: 
(21) P r o t o - A g e n s : 
- W I L L E N T L I C H K E I T : Arg. ist willentlicher Par t i z ipan t der 
Handlung . 
- E M P F I N D U N G S - / W A H R N E H M U N G S F Ä H I G K E I T : Arg. ist an 
der Hand lung als empfmdungs- u n d / o d e r wahrnehmungsfähiges 
Ind iv iduum betei l igt . 
- V E R U R S A C H U N G : Arg. ist Verursacher einer Zus tandsverände-
rung bei e inem anderen Par t iz ipan ten der Handlung . 
- B E W E G U N G : Arg. ist relativ zu einem anderen Par t iz ipan ten in 
Bewegung. 
- U N A B H Ä N G I G E E X I S T E N Z : Arg. existiert unabhäng ig von der 
Handlung . 
(22) P r o t o - P a t i e n s : 
- Z U S T A N D S V E R Ä N D E R U N G : Arg. wird durch die Hand lung ei-
ner ZustandsVeränderung unterworfen. 
- I N K R E M E N T A L I T Ä T : Die Zus tandsveränderung ist inkremen-
tell, d.h. , der Zus tand von Arg. veränder t sich for t laufend in der 
Zeit. 
- K A U S A L E A F F I Z I E R U N G : Die Zus tandsveränderung von Arg. 
wird durch Einwirkung eines anderen Par t iz ipan ten der Hand lung 
herbe igeführ t . 
- N I C H T - B E W E G U N G : Arg. ist relativ zu einem anderen Part izi-
pan ten s t a t ionä r . 
- A B H Ä N G I G E E X I S T E N Z : Arg. existiert nicht unabhäng ig von 
der Hand lung . 
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Wenn im folgenden von der PATIENSrolle bei Transportverben die Rede 
ist, dann besagt dies, daß PATIENS bei allen Transportverben die ersten 
drei, aber nicht die letzten beiden Eigenschaften der Proto-Patiens-Rolle 
besitzt. 
2.2 Aktionsarten 
Traditionell sind unter dem Stichwort „Aktionsarten" Phaseneigenschaf-
ten von Verben wie Ingressivität, Inchoativität, Kontinuativität, Egres-
sivität oder I terativität betrachtet worden. In der jüngeren Aktionsar-
tendiskussion stehen dagegen die sog. Vendler-/Dowtyklassen mit der 
(letztlich auf die Kategorienlehre des Aristoteles zurückgehenden) Unter-
scheidung von Sachverhaltskategorien wie aciivities, states, accomplish-
ments und achievements im Mittelpunkt (Vendler 1967, Dowty 1979). 
In der Aktionsartenliteratur ist wenig danach gefragt worden, ob Pha-
senkategorien und Sachverhaltskategorien verschiedene Aktionalitätsdi-
mensionen bilden oder ob es sich hier bloß um verschiedene Terminolo-
gien handelt. In meinen eigenen Arbeiten zur Aktionalitätsproblematik 
(Ullmer-Ehrich 1977, Ehrich 1992) habe ich den zweiten Standpunkt ver-
treten und Ingressiva wie Egressiva unterschiedslos den („resultativen" 
oder „terminativen") Ereignisverben zugerechnet. Die Kritik an einer 
solchen Gleichsetzung in einer frühen Arbeit von R. Steinitz (1981) 
nötigt zu einer Revision dieser Auffassung. Steinitz betrachtet in die-
ser Arbeit Ingressiva auf los- und Egressiva auf aus- (losschreien, los-
schreiben, loslaufen, austoben, ausweinen, ausschlafen). Diese Verben 
genügen den beiden von Steinitz geforderten Kriterien für Aktionsar-
ten, erstens dem formalen Kriterium, indem sie das jeweilige Basisverb 
morphologisch verändern, und zweitens dem semantischen Kriterium, in-
dem sie die Grundbedeutung des Basisverbs modifizieren. Steinitz zeigt, 
daß einige der klassischen Tests für die Aktionsartenzuweisung, wie sie 
außer von Vendler selbst für das Deutsche z.B. von Andersson (1972) in 
die Diskussion eingebracht wurden, für die Abgrenzung etwa der Akti-
vitäts* und Zustandsverben von den ingressiven oder egressiven Ereig-
nisverben nicht brauchbar sind. Zwar stimmen ingressive Verben auf los-
(23b) im Hinblick auf die Kombinierbarkeit mit durativen Begrenzungs-
adverbialen mit den Ereignisverben (Vendlers „accomplishments" und 
„achievements") überein (23c), was dafür spricht, sie derselben Gruppe 
zuzuordnen, bei den aus-Verben gibt es in dieser Hinsicht jedoch Unter-
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schiede: Die nicht-reflexiven Varianten (24b) verhal ten sich anders als 
die reflexiven (24c).4 
(23) a Das Kind hat stundenlang geschrieen. 
b *Das Kind hat stundenlang losgeschrieen. 
c *Das Kind ist stundenlang hingefallen. 
(24) a Das Kind hat stundenlang getobt. 
b *Das Kind hat stundenlang ausgetobt. 
c Das Kind hat sich stundenlang ausgetobt. 
Par t i z ip ia la t t r ibu te sind von intransi t iven Ereignisverben (25a), nicht 
aber von /os-Verben (25b) möglich, während sie fü r au»-Verben minde-
stens akzeptabe l scheinen (25c). 
(25) a Das hingefallene Kind 
b *Das losgeschrieene Kind 
c Das ausgetobte Kind 
(25c) m a g m a n auf die reflexive Var iante von austoben zurückführen . Dies 
spricht dann allerdings dagegen, die Akt iona l i t ä t smerkmale der Verben 
als allein ausschlaggebend für die At t r ibuierbarkei t des Par t iz ips anzuse-
hen und legt nahe , die themat ischen Rollen der Verbargumente mi t ein-
zubeziehen. Daß die themat ische Rolle ( P R O T O - P A T I E N S ) über die At-
t r ibuierbarkei t des Part izips (mit)entscheidet , zeigen Beispiele wie (26), 
die sich bei übere ins t immenden Phasenkategor iemerkmalen hinsichtlich 
der themat i schen Rollen ihrer Argumen te unterscheiden: (26a) und (26b) 
mi t A G E N S - S u b j e k t verbieten, (26c) m i t P R O T O - P A T I E N S - S u b j e k t er-
laubt die At t r ibu ie rung des Part izips. Allerdings sind die themat i schen 
Rollen nicht allein entscheidend. Die Verben in (27) haben übere ins t im-
m e n d ein AGENS-Sub jek t und unterscheiden sich untere inander nur hin-
sichtlich ihrer Akt iona l i tä t smerkmale ( P R O Z E S S vs. E R E I G N I S ) . Das 
Ereignisverb ausbrechen läßt den a t t r ibu t iven Gebrauch des Par t iz ips zu, 
das Prozeßverb rennen verbietet dies. 
(26) a Das Kind hat losgebrüllt./*Das losgebrüllte Kind 
b Die Wettkämpfer sind losgelaufen./?Die losgelaufenen Wett-
kämpfer 
c Der Bus ist losgefahren./Der losgefahrene Bus 
4 Dies mag ein Hinweis darauf sein, daß aus- neben einer egressiven Lesart 
in austoben eine exhaustive Lesart in sich austoben hat. Auf diesen Punkt 
kann ich hier jedoch nicht näher eingehen. 
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(27) a Die Häftlinge sind gerannt./*Die gerannten Häftlinge 
b Die Häftlinge sind ausgebrochen./Die ausgebrochenen Häftlinge 
Da es in diesem Aufsatz um Basis-Transportverben geht, werde ich im 
folgenden die Phasen-Aktionalitätsmerkmale vernachlässigen und mich 
auf Sachverhaltskategorien beschränken. Neben EIGENSCHAFTEN wie 
blond/geizig sein, auf die ich hier nicht eingehen will, unterscheide ich 
ZUSTÄNDE wie brüllen und sitzen, PROZESSE wie laufen und wach-
sen sowie EREIGNISSE wie ausbrechen und anwachsen.5 In allen 
drei Kategorien können Intransitiva entweder ein PROTO-AGENS oder 
ein PROTO-PATIENS-Subjekt haben. Brüllen, laufen und ausbrechen 
etwa haben ein PROTO-AGENS-, sitzen, wachsen und anwachsen ein 
PROTO-PATIENS-Subjekt . 
haben sein 
AG HAT 
ZUSTANDE brüllen sitzen 
Zustands-
veränderung 
PROZESSE laufen wachsen 
EREIGNISSE ausbrechen anwachsen 
Tab. 1: Sachverhaltskategorien, Thematische Rollen, Auxiliarselektion 
Zustände mit PROTO-AGENS-Subjekt sind dynamische, Zustände mit 
PROTO-PATIENS-Subjekt statische Zustände. Brüllen und sitzen be-
ziehen sich auf ein zeitlich offenes Geschehen, sie sind nicht auf einen 
definiten Endzustand bezogen und involvieren nicht einmal eine Verände-
rung in der Zeit. Im Prinzip kann man nicht nur beliebig lange brüllen, 
sondern auch mit gleichbleibender Intensität. Zustände sind insofern zeit-
lich ofFen und stabil. Prozesse teilen mit Zuständen das Merkmal der 
zeitlichen Offenheit, man kann beliebig lange laufen oder wachsen, ohne 
ein definitives Endstadium zu erreichen. In einer an Vendler orientier-
ten Klassifikation werden Verben wie laufen und brüllen daher derselben 
Kategorie (den Aktivitäten) zugeordnet. Prozesse involvieren aber not-
wendig eine kontinuierliche Veränderung in der Zeit. Mit jedem Schritt, 
den man läuft, und mit jedem Zentimeter, den man wächst, ist eine 
Ortsveränderung bzw. eine Größenveränderung verbunden. Prozesse sind 
5 Interessanterweise gibt es im Deutschen kaum intransitive Basis-Ereignis-
verben mit AGENS-Subjekt. Die meisten Verben dieser Kategorie sind Par-
tikelverben. 
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insofern Zustandsveränderungen. Diese Eigenschaft teilen sie mit Ereig-
nissen. Allerdings sind Ereignisse anders als Prozesse zeitlich nicht offen, 
sondern auf einen definitiven Endzustand bezogen, sie lassen sich daher 
nicht mit durativen Begrenzungsadverbialen verbinden (28). 
(28) a Das Kind hat stundenlang gebrüllt 
b Die Häftlinge sind stundenlang gerannt. 
c *Die Häftlinge sind stundenlang ausgebrochen. 
M.a.W., ZUSTÄNDE sind zeitlich offen und stabil [+o, +s], PROZESSE 
sind zeitlich offen und nicht-stabil [+o, -s], EREIGNISSE sind zeitlich 
geschlossen und nicht-stabil [-o, -s]. 
In der germanistischen und indogermanistischen Philologie weiß man 
spätestens seit Brugmann, daß die Aa6en/sein-Selektion bei intransiti-
ven Verben mit den Aktionsarten zusammenhängt (vgl. dazu H. Paul 
1917, Dal 1952). Diese alte Erkenntnis ist in jüngerer Zeit im Zusam-
menhang mit der Unakkusativitätshypothese wiederbelebt worden. Als 
ein zentraler Parameter, der unakkusative Verben gegenüber unerga-
tiven auszeichnet, gilt gemeinhin die Selektion von sein bei den kom-
plexen Vergangenheitstempora. Ausschlaggebend für die Selektion von 
sein ist nach der Unakkusativitätshypothese die thematische Rolle des 
Subjekts: Verben mit THEMA- oder (PROTO-) PATIENS-Subjekt se-
legieren sein, Verben mit AGENS-Subjekt haben: Diese Version der Un-
akkusativitätshypothese stützt sich vor allem auf die Betrachtung ro-
manischer Sprachen. Für die germanischen Sprachen ist in jüngerer Zeit 
die ausschlaggebende Rolle der Aktionalitätsmerkmale hervorgehoben 
worden. Aktionalität gilt neuerdings als weiterer Parameter für Unakku-
sativität (bzw. „Ergativität" (Abraham 1993)). Dazu ist zu bemerken, 
daß Aktionalität und Rollenzugehörigkeit grundlegend verschiedene se-
mantische Dimensionen ausmachen. Aktionalitätsmerkmale betreffen die 
temporalen Eigenschaften der Verbhandlung, Rollenmerkmale die Betei-
ligungsmodalität, also die Art, in der die Argumente (genauer gesagt, 
ihre Referenten) an der Verbhandlung teilhaben. Für die haben/ sein-
Selektion bzw. für die Attribuierbarkeit des Partizips spielt keine dieser 
Dimensionen die alleinausschlaggebende Rolle, vielmehr wirken beide 
zusammen. Im Deutschen sind (abgesehen natürlich von den transiti-
ven Verben, die grundsätzlich haben selegieren) nur die Zustandsverben 
mit PROTO-AGENS-Subjekt eindeutig Aaien-selegierend (Tab.l) . Bei 
den Zustandsverben mit PROTO-PATIENS-Subjekt konkurrieren ha-
ben und sein (ich bin gesessen/ich habe gesessen). Prozeß- und Ereig-
nisverben mit PROTO-PATIENS-Subjekt selegieren ausnahmslos sein. 
Dagegen gibt es bei den Prozeßverben mit PROTO-AGENS wiederum 
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eine haben/sein-Konkurrenz (Wir sind/haben gelaufen, geschwommen, 
geritten etc.). 
Bei intransitiven Verben der Zustandsveränderung (Prozeß- und Ereig-
nisverben) ist es jeweils das Subjekt, das die Zustandsveränderung durch-
macht. Transitive Verben der Zustandsveränderung fallen in drei Teil-
klassen, solche wie heiraten, bei denen beide Argumente (Jonathan und 
Maria) eine Veränderung erfahren (29 a), Verben wie verletzen, bei de-
nen die Veränderung auf das als Objekt realisierte PROTO-PATIENS 
beschränkt ist (29b) und schließlich Verben wie vergessen, bei denen die 
Veränderung nur das PROTO-AGENS (Mana) betrifft (29 c). 
(29) a Maria heiratet Jonathan. 
b Maria verletzt Jonathan. 
c Maria vergißt Jonathan. 
Im Bereich der Transportverben, um die es hier geht, kann man entspre-
chend unterscheiden zwischen solchen Verben, bei denen allein PATIENS 
eine Ortsveränderung durchmacht (notiert als OV-PAT) und solchen, bei 
denen AGENS zusammen mit PATIENS seinen Ort ändert (notiert als 
OV-AG): 
(30) a Hans wirft den Ball aufs Dach. (OV-PAT) 
b Hans trägt den Ball aufs Dach. (OV-AG) 
2.3 Die Art und Weise der Handlungsdurchführung: manner- vs. non-
manner-Verben 
Bestimmte Verben enthalten in ihrer lexikalischen Bedeutung eine Cha-
rakterisierung der Handlungsdurchführung, andere sind in dieser Hin-
sicht unbestimmt. Besonders augenfällig ist dies bei den Verben der 
Ortsveränderung. Schleichen, kriechen, trippeln, tänzeln kennzeichnen 
die Bewegungsart, kommen, ausbrechen, fliehen lassen sie unbestimmt. 
Den Kontrast zwischen manner- und non-manner-Verben gibt es aber 
auch in anderen semantischen Domänen, z.B. bei den Konsumverben 
(essen vs. mummeln, kauen, schlingen; lesen vs. schmökern, vgl. dazu 
Tschernitschek 1993), bei den Wahrnehmungsverben (gucken vs. spähen, 
starren, glotzen) oder den Reinigungsverben (säubern vs. fegen, wischen, 
schrubben, moppen). In diesem Aufsatz, in dem es um transitive Trans-
portverben geht, interessiert neben dem Kontrast zwischen manner- und 
non-manner-Verben vor allem die Frage, ob das Verb die Bewegungsart 
des AGENS- oder die des PATIENS-Arguments hervorhebt. Schubsen 
etwa kennzeichnet die Handlungsart des AGENS (notiert als M-AG), in 
(31a) ist es Jonathan, der schubst, und nicht der Ball. Demgegenüber 
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hebt kullern die Bewegungsart von PATIENS hervor (notiert als M-
PAT), in (31b) kullert der Ball und nicht Jonathan. 
(31) a Jonathan schubst den Ball in den Teich./*Der Ball schubst in 
den Teich. (M-AG) 
b Jonathan kullert den Ball in den Teich./Der Ball kullert in den 
Teich. (M-PAT) 
3. Transportverben 
3.1 Subklassifikation der Transportverben 
Im folgenden werden die Transportverben nach Maßgabe der oben ein-
geführten semantischen Klassifikationsdimensionen in Gruppen unter-
teilt. Schieben und rollen gehören zu den PROZESS-Verben6 , werfen 
und schleudern zu den EREIGNIS-Verben.7 
Hinsichtlich des Merkmals der Ortsveränderung unterscheiden sich Ver-
ben, die eine Ortsveränderung nur von PATIENS involvieren (OV-
PAT: schaufeln, tröpfeln, werfen, schleudern, stapeln, gießen), von Ver-
ben, bei denen AGENS zusammen mit PATIENS seinen Ort ändern 
kann oder muß (OV-AG: schieben, rollen, bringen, tragen). Verben 
mit AGENS-spezifischer manner-Komponente (M-AG: schieben, schau-
feln, werfen) stehen in Kontrast zu Verben mit PATIENS-spezifischer 
manner-Komponente (M-PAT: rollen, tröpfeln, schleudern). Verben wie 
stapeln haben ebenfalls eine manner-Komponente, die jedoch nicht die 
Bewegungsart betrifft, sondern die aus der Verbhandlung resultierende 
Positionsmodalität von PATIENS (notiert als PM-PAT). Bringen, tra-
gen und gießen schließlich enthalten keine manner-Spezifizierung. 
6 Mit explizitem ZIEL-Argument beziehen sich auch schieben und rollen auf 
Ereignisse. Verben wie werfen und schleudern haben aber auch ohne ZIEL-
Argument nur eine EREIGNIS-Lesart. 
7 Ich betrachte die Verben nur in ihrer aufgeführten Lesart als Transportver-
ben. Schleudern hat auch eine Interpretation als reines Körperbewegungs-
verb, z.B. Jonathan schleudert die Arme hoch. 
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OV-AG OV-PAT 
PROZESS schieben 
rollen 
schaufeln 
tröpfeln 
M A G 
M-PAT 
EREIGNIS werfen 
schleudern 
knallen 
stapeln 
M-AG 
M-PAT 
PM-PAT 
bringen 
tragen 
gießen 
Tab. 2: Transportverben im Deutschen 
In der folgenden Liste (32-43) sind die Transportverben in verschiedene 
Teilklassen gruppiert , das erste Verb s tammt jeweils aus Tab. 2, die ihm 
folgenden Verben gehören zur selben Teilklasse und zeigen dieselben se-
mantischen und syntaktischen Eigenschaften. 
(32) schieben, schubsen, treiben, zerren, ziehen; (AGENS als Antrieb 
oder als Anstoß). 
(33) a schleppen, puckeln; (AGENS als Vehikel) 
b karren, kutschen, kutschieren, schippern; ( Instrument als Vehikel) 
c paddeln, rudern, radeln, reiten; (Instrument als Vehikel, 
Körperbewegung von AGENS) 
(34) schaufeln, fegen, harken, hebeln, löffeln, pumpen, schippen, 
schneiden, schöpfen; (AGENS gibt Anstoß mit Hilfe eines 
Instruments) 
(35) werfen, kicken, köpfen, treten, stoßen, schnipsen, spucken, 
heben, wuchten, stemmen; (AGENS als Anstoß) 
(36) rollen, kugeln, kullern, schleifen; (AGENS als Antrieb oder 
als Anstoß) 
(37) tröpfeln, tropfen, träufeln, streusein; (AGENS als Anstoß) 
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(38) schleudern, spritzen, sprühen; (AGENS als Anstoß) 
(39) knallen, schmettern, rumpeln, klatschen; 
(Geräusch-Emissions-Verben) 
(40) stapeln, breiten, kleben, schichten, stopfen, türmen; 
(Resul t ierende Posi t ionsmodal i tä t ) 
(41) gießen, streuen, schütten; (AGENS als Anstoß) 
(42) a bringen, holen; (AGENS als Antr ieb) 
b schicken; ( A G E N S als Anstoß 
(43) tragen; ( A G E N S als Antrieb) 
Die Verben (32-35) spezifizieren die Bewegungsart von A G E N S (M-AG-
Verben), die Verben (36-38) kennzeichnen die Bewegungsart von PATI-
ENS (M-PAT-Verben) . Bei den Verben der G r u p p e n (33), (36) und (42a) 
kann die Or t sve ränderung von PATIENS durch A G E N S in G a n g g e h a l -
t e n werden (ANTRIEBS-Verben) , bei den Verben der G r u p p e n (34), 
(35) u n d (37-39) wird sie von AGENS in G a n g g e s e t z t (ANSTOSS-
Verben) . 8 Die Verben der Gruppen (32) und (36) lassen dabei die 
A N T R I E B S - ebenso wie die ANSTOSS-Lesar t zu: Wer sein Fahr rad nach 
Hause schiebt, gelangt selbst nach Hause (AGENS als A N T R I E B ) , wer 
einen Geldschein in die Tasche schiebt, behäl t seine Ausgangsposi t ion 
bei ( A G E N S als ANSTOSS) . Wer den Käse zum Bahnhof roll t , geht mi t 
( A N T R I E B ) , wer ein Geldstück über den Tisch rollt , nicht (ANSTOSS) . 
Der Unterschied zwischen ANTRIEBS- und ANSTOSS-Verben fäl l t im 
übrigen nicht zusammen mit der Unterscheidung zwischen E R E I G N I S -
und PROZESS-Verben , bringen, holen sind EREIGNIS- , aber keine 
ANSTOSS-Verben . Bei den Verben der Gruppe (33) ist zu differenzieren 
zwischen Verben, bei denen AGENS selbst als Vehikel des T ranspor t s 
fungier t (33a), und solchen, bei denen A G E N S ein In s t rumen t als Ve-
hikel benu tz t u n d zusätzlich eigene Körperkra f t mobilisiert (33c) oder 
nicht (33b). Morphologisch sind die Ins t rument - und Vehikelverben als 
Konversionsbildungen gekennzeichnet. Die Verben der G r u p p e (34) be-
ziehen sich auf Transpor te , bei denen ein Ins t rument benu tz t wird. Mor-
8 Jackendoff (1990) spricht von „inception of motion" und unterscheidet 
zwischen entraining und launching als Subfunktionen einer allgemeinen 
CAUSE-Funktion. 
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phologisch sind sie ebenfalls als Konversionen gekennzeichnet. Bei diesen 
Verben, ebenso wie bei denen der Gruppe (35) und (37-39), wechselt nur 
PATIENS seinen Ort. Den ANSTOSS-Verben mit PATIENS-spezifischer 
Bewegungsart (38) entsprechen die Geräusch-Emissions-Verben (39). Sie 
sind primär nicht auf Transportereignisse bezogen, in Kombination mit 
ZIEL-Phrasen nehmen sie aber eine sekundäre Transportlesart an und 
heben in dieser Lesart das Geräusch hervor, das bei dem Transport von 
PATIENS ausgeht. Zu den ANSTOSS-Verben gehören auch Verben wie 
gießen und schütten (41). Anders als die meistens anderen ANSTOSS-
Verben geben sie weder einer AGENS- noch einer PATIENS-spezifischen 
Handlungsart Ausdruck, sie kennzeichnen lediglich die Bewegungsrich-
tung des Transports und involvieren Beschränkungen über den Aggre-
gatzustand des Transportguts. 
Bringen, holen und schicken (42) sind deiktische Verben, URSPRUNG 
und ZIEL werden hier relativ zu einem kontextuell gegebenen Referenz-
punkt RL identifiziert. Bei bringen haben AGENS und PATIENS densel-
ben von ZIEL verschiedenen URSPRUNG, RL kann mit ZIEL identisch 
sein ( D e r Briefträger brachte die Post) oder m i t U R S P R U N G ( J o n a t h a n 
brachte die Briefe zum Postamt). Im Englischen sind diese beiden Fälle 
unterschiedlich lexikalisiert, der erste wird durch bring wiedergegeben, 
der zweite durch take. (The postman brought the mail/ Jonathan took the 
letters to the post-office.) Bei holen nimmt AGENS einen Transportweg, 
der von seinem URSPRUNG UAG über den davon verschiedenen UR-
SPRUNG von PATIENS U P A T zum Ausgangspunkt U A G zurückführt. 
RL fällt dabei mit UAG zusammen und ist wie dieser identisch mit ZIEL. 
Bei schicken teilen AGENS und PATIENS denselben URSPRUNG, aber 
nur PATIENS gelangt zu dem mit RL identischen ZIEL. Das Verb tragen 
steht in seiner Kategorie allein. Von den hier aufgeführten Transport Ver-
ben ist es das einzige, bei dem die Ortsveränderung von AGENS und 
PATIENS optional ist. (Man kann einen Rucksack tragen, ohne sich von 
der Stelle zu bewegen, z.B. beim Warten an einer Bushaltestelle.) Tragen 
gehört zu den Verben, bei denen AGENS selbst als Vehikel fungiert. Falls 
also tragen einen Ortswechsel von PATIENS zum Ausdruck bringt, so ist 
damit notwendig auch ein Ortswechsel von AGENS verbunden. Die Ve-
hikeleigenschaft teilt tragen mit puckeln und schleppen, anders als diese 
gibt tragen jedoch keiner AGENS-spezifische Handlungsart Ausdruck. 
3.2 Die lexikalische Repräsentation von Transportverben 
Mit der lexikalischen Repräsentation von Verben beschäftigt sich eine 
Vielzahl neuerer Arbeiten, auf die ich hier im einzelnen nicht eingehen 
kann. Gemeinsam ist den verschiedenen Ansätzen eine (teilweise uneinge-
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s t andene) Aff in i tä t zu Vorstellungen der Genera t iven Semant ik . Mit die-
ser teilen sie insbesondere das Konzept der lexikalischen Dekomposi t ion, 
die A n n a h m e also, daß Wor tbedeu tungen komplex sind und in mehrere 
e lementare P r ä d i k a t / A r g u m e n t - S t r u k t u r e n zerlegt werden müssen. Mit 
der Dekomposi t ionshypothese verbindet sich der universalistische An-
spruch, d a ß verschiedene Einzelsprachen in ihrem Lexikon von denselben 
a t o m a r e n Präd ika ten Gebrauch machen, diese aber in unterschiedlicher 
Weise bünde ln (s.o. die Diskussion von Ta lmy) . 
Thema t i s che Rollen (AGENS, PATIENS etc.) werden in einigen Analy-
se fo rmaten (z.B. Jackendoff 1990) indirekt e ingeführ t , und zwar durch 
Rekurs auf die Arguments te l len der a tomaren Basisprädikate . Dieser 
Konzept ion schließe ich mich hier an . F ü r die Repräsen ta t ion der Trans-
por tve rben genügen A C T , A F F E C T , G O , BE AT, C A U S E und BE-
C O M E als Basisprädikate: 
(44) A C T (x) „x ist t ä t ig" 
A F F E C T (x,y) „x wirkt auf y ein" 
G O ( x > w ) » x geht einen Weg w" 
BE A T (x,z) „x befindet sich a m Or t z" 
C A U S E ([p] ,[q]) ,,[p] verursacht [q]" 
B E C O M E [BE A T (x,y)]z „x gerät in einen Zus tand z" 
Das ers te Argumen t von A F F E C T ist (ebenso wie das Argumen t von 
A C T ) ein P R O T O - A G E N S , das zweite ein P R O T O - P A T I E N S 9 , G O 
und BE A T haben ein P R O T O - P A T I E N S als erstes Argumen t , G O ha t 
einen W E G , BE A T einen O R T als zweites. Das Wegargument kann als 
Strecke [u, z] mi t u als U R S P R U N G und z als ZIEL repräsent ier t werden. 
Von dieser Repräsenta t ion mache ich immer dann Gebrauch , wenn der 
T ranspor t ZIEL-bezogen ist (wie in Jonathan schiebt das Rad in den 
Teich). 
Das zweite Argument von A F F E C T und das erste von G O spielen die-
selbe themat i sche Rolle ( P R O T O - P A T I E N S ) , wobei A F F E C T und G O 
9 Jackendoff (1990) etabliert zwei verschiedene Stränge (ii'er»), auf denen die 
thematischen Rollen definiert werden, den action tier mit dem Basis-Prädi-
kat A F F E C T und den thematic tier mit den Basis-Prädikaten CAUSE, 
GO, GOTO. Ein gegebener Individuenausdruck kann auf dem action tier 
als zweites Argument von AFFECT ein PATIENS sein und auf dem thema-
tic tier als erstes Argument von GO oder GOTO ein THEMA. Jackendoff 
weicht damit von der landläufigen Auffassung ab, daß der Referent einer 
NP in genau einer thematischen Rolle vorkommt. In einem Ansatz mit 
PROTO-Rollen ä la Dowty, wie ich ihn hier vertrete, kann auf die Unter-
scheidung zwischen PATIENS und THEMA verzichtet werden. 
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allerdings verschiedene PROTO-PATIENS-Eigenschaften hervorheben, 
A F F E C T die Eigenschaft der kausalen Affizierung, GO den Aspekt der 
Zustandsveränderung (s.o.(22)). CAUSE nimmt EREIGNISSE, PRO-
ZESSE oder ZUSTÄNDE, kurz Situationen, als Argumente.1 0 Das er-
ste Argument von CAUSE repräsentiert die Ursache [p], das zweite die 
resultierende Wirkung [qj. [p] und [q] sind Situationsvariable, sie bezie-
hen sich auf den Sachverhalt, dem in einer Proposition p bzw. q Aus-
druck gegeben wird. Auch das inchoative Prädikat BECOME nimmt ein 
Situationsargument, genauer ein Zustandsargument, welches durch BE 
AT mit seinem PATIENS-Argument repräsentiert wird. 
Intransitive Verben in unergativer Verwendung (lachen) haben ein ein-
stelliges ACT-Prädikat mit AGENS als einzigem Argument (45a). Un-
akkusative Intransitiva (sinken) gehen auf ein AFFECT-Prädikat mit 
PATIENS als einzigem Argument und in zweiter Position zurück (45b). 
Intransitive Prozeßverben (laufen) mit einer Ortsveränderungskompo-
nente haben ein einstelliges ACT-Prädikat und ein durch CAUSE ver-
bundenes GO-Prädikat (45c): 
(45) a lachen 
ACT ((x) BY lachen (x)) 
b sinken 
[AFFECT ( , y)] CAUSE [(GO (y, w) BY sinken (y)] 
c laufen 
[ACT ((x) BY laufen(x))] CAUSE [GO (x, w)] 
Bei Verben mit AGENS-spezifischer manner-Komponente (schieben) 
wird diese als eine BY-Phrase dem AFFECT-Prädikat lexikalisch subor-
diniert (46), bei Verben mit PATIENS-spezifischer manner-Komponente 
(rollen) erscheint die BY-Phrase in Subordination zu dem GO-Prädikat 
(47). Die Unterscheidung zwischen ANTRIEBs-Verben (schieben, rollen) 
und ANSTOSS-Verben (wer fen , schleudern) kann durch eine entspre-
chende Differenzierung des AFFECT-Prädikats dargestellt werden (48, 
49). 
10 In diesem Punkt weiche ich von der verbreiteten Auffassung ab, wonach 
CAUSE ein AGENS-Argument zu einem EREIGNIS-Argument in Bezie-
hung setzt. Der Grund dafür ist philosophischer Natur: „Verursachung" 
wird seit Hume als Beziehung zwischen Ereignissen definiert. (Vgl. zu den 
Problemen der Kausalanalyse Lewis (1973) und Dowty (1979)). 
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(46) schieben 
[ A F F E C T A N T R I E B ( (X , y ) B Y s c h i e b e n ( x ) ) ] C A U S E [ G O ( y , w ) ] 
(47) rollen 
[AFFECTANTRIEB (x,y)] CAUSE [GO ((y,w) BY rollen (y))] 
(48) werfen 
[AFFECTANSTOSS ((x,y) B Y werfen (x))] CAUSE [GO (y,w)] 
(49) schleudern11 
[ A F F E C T A N S T O S S ((X, y ) ] C A U S E [ G O ( ( y , w ) B Y s c h l e u d e r n ( y ) ) ] 
Vehikelverben wie karren oder rudern haben in ihrer semantischen 
Repräsentation kein PATIENS-Argument. Es ist nämlich durchaus vor-
stellbar, daß jemand rudert, ohne etwas anderes als sich und sein Boot 
zu transportieren (50). Das PATIENS-Argument in Sätzen wie Jonathan 
rudert die Gäste über den See, das zu dem Verb transitivierend hinzu-
treten kann, ist ein o p t i o n a l e s Argument, das weder hinzutreten muß, 
noch mitverstanden wird, wenn das Verb intransitiv verwendet ist. In 
diesem Sinne ist das o p t i o n a l e PATIENS zu unterscheiden vom i m -
p l i z i t e n PATIENS, welches, auch wenn es an der Satzoberfläche un-
terdrückt wird, konzeptuell mitgegeben ist. 
Für Vehikelverben wie karren und kutschieren ist ebenso wie für An-
stoßverben vom Typ schaufeln oder löffeln ein zusätzliches Prädikat USE 
einzuführen, das ein INSTRUMENT als zweites Argument nimmt (50, 
51). 
11 In den Repräsentationen (45-57) habe ich die Argumente der atomaren 
Basisprädikate durch freie Variablen indiziert. Dabei ist allerdings nicht 
sichergestellt, dafi zwei Vorkommen desselben Argumentausdrucks x sich 
auf denselben Referenten beziehen. Eine Möglichkeit, dies zu gewährleisten, 
ist die Indizierung durch Subscripte x¡ xj Xk, eine andere die Bindung durch 
den Lambda-Operator (Bierwisch 1983). 
(58) schieben 
Aw Ay Ax [[AFFECT ((x, y) BY schieben(x))] CAUSE [GO (y, w)]] 
Die Lambda-Abstraktion wird von links nach rechts abgearbeitet, d.h., der 
am weitesten links stehende Abstraktor bindet das am tiefsten eingebettete 
Argument, der am weitesten rechts stehende Abstraktor bindet das externe 
Argument, das bei Verben schliefilich als Subjekt zu realisieren ist. Aus 
Gründen der einfacheren Lesbarkeit habe ich hier auf Indizierung bzw. 
Bindung der Variablen durch Lambda verzichtet. Als Notationskonvention 
nehme ich an, daß jeder Argumentname für genau einen Referenten steht. 
250 Veronika Ehrich 
(50) karren 
[ACT ((x) BY (USE (x, m)) k Karren (m))] CAUSE [GO (x, w)] 
(51) schaufeln 
[AFFEKTANSTOSS ((X, y ) B Y ( U S E (x , m ) ) k S c h a u f e l ( m ) ) ] 
CAUSE [GO (y, w)] 
Verben, die die resultierende Positionsmodalität kennzeichnen, (stapeln, 
türmen), ordnen die manner-Komponente dem BE-Prädikat der Resul-
tatsituation unter (52). 
(52) stapeln 
[AFFECT (x, y)] CAUSE [BECOME [BE AT ((y, z) BY stapel (y))]] 
Bei Verben, die weder eine AGENS- noch eine PATIENS-spezifische 
manner-Komponente haben (gießen, tragen), wird BY direkt dem über-
geordeten CAUSE-Prädikat zugeordnet. Gießen ist ZIEL-bezogen und 
hat daher [u, z] als zweites Argument von GO (53). Tragen ist in sei-
ner lexikalischen Struktur weder ZIEL- noch WEG-bezogen (s.o.). Es 
hat lediglich ein AFFECT-Prädikat mit dem Index ANTRIEB. Die In-
dizierung garantiert, daß eine optionale WEG- und/oder ZIEL-Phrase 
hinzutreten kann (54). 
(53) gießen 
([AFFECT (x, y)] CAUSE [GO (y, <u, z>)]) BY gießen(x) 
(54) tragen 
AFFECTANTRIEB ( x , y ) 
Bringen, holen, schicken unterscheiden sich in ihrer semantischen 
Repräsentation durch die Zuordnung des Referenzortes RL ZU UR-
SPRUNG und ZIEL (55-57). 
(55) bringen 
[AFFECTANTRIEB (X, y ) ] C A U S E [GO (y, < u , z > ) ] 
BY [ G O (x, <u, z>)] 
a RL = z und RL ^ u (engl, bring) 
b RL = u und RL ^Z (engl, take) 
(56) holen 
[AFFECTANTRIEB ( x , y ) ] C A U S E [GO (y, < w , z> ) ] 
BY [ G O (x, <u, w>)] 
RL = u = z, RL ^ w 
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(57) schicken 
[ A F F E C T A N S T O S S (x ,y)] C A U S E [ G O (y, <u, z >)] 
R l = z, RL # u 
Die Repräsentationen (46-57) enthalten keinen Aufschluß darüber, ob 
AGENS seinen Ort zusammen mit PATIENS wechselt oder nicht. (Das 
GO-Prädikat bezieht sich immer nur auf das PATIENS-Argument y). 
Der Grund dafür ist, daß M-AG-Verben nicht notwendig einen Ortswech-
sel von AGENS involvieren. (58) wird man so verstehen, daß PATIENS 
auf seinem WEG von AGENS begleitet wird, in (59) behält PATIENS 
seinen Ausgangsort dagegen bei. 
(58) a Jonathan schiebt das Auto zur Tankstelle. 
b Jonathan zieht die Kuh auf die Weide. 
c Jonathan rollt den Teppich ins Wohnzimmer. 
(59) a Jonathan schiebt das Geld in die Hosentasche. 
b Jonathan zieht die Taschentücher aus dem Hut. 
c Jonathan rollt die Münzen über den Tisch. 
Die unterschiedlichen Interpretationen für (58) und (59) beruhen auf 
alltäglichem Erfahrungswissen. Lexikalisches Wissen sagt uns lediglich 
folgendes: 
(60) ANTRIEBSverben können (aber müssen nicht) auf Transport-
vorgänge referieren, bei denen AGENS zusammen mit PATIENS 
seinen Ort wechselt. ANSTOSSverben beziehen sich auf Trans-
porte, bei denen ausschließlich PATIENS seinen Ort wechselt. 
Die für die Interpretation von (58) und (59) herangezogene Alltagserfah-
rung spielt auf der Ebene der lexikalischen Bedeutung keine Rolle. Sie 
trägt das zur vollen Interpretation eines Verbs notwendige Kontextwis-
sen bei, wird aber erst auf der Ebene enzyklopädischen Faktenwissens 
wirksam. 
Es ist nicht immer klar (und wird zumeist auch nicht diskutiert), ob 
es sich bei den angenommenen Prädikat/Argument-Strukturen einer le-
xikalischen Zerlegung lediglich um Einheiten einer semantischen Re-
konstruktionssprache handelt oder ob ihnen ein psychologisch realisti-
scher Status im mentalen Lexikon zukommt. Die Frage nach der psy-
chologischen Realität von Dekompositionsstrukturen hat wie alle psy-
cholinguistischen Fragen zwei Aspekte. Der eine betrifft den mentalen 
Kode, in dem die Bedeutungsinformation repräsentiert ist, der andere 
die Prozeßcharakteristiken des lexikalischen Zugriffs beim Sprechen und 
beim Verstehen. Die zu letzterem Punkt verfügbaren empirischen Ar-
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beiten weisen in entgegengesetzte Richtungen. Roelofs (1992) stellt die 
Evidenzen CONTRA Dekomposition zusammen, Bierwisch/Schreuder 
(1992) gehen vor allem auf die PRO-Argumente ein. Die Contra-
Evidenzen haben alle mit dem Zeitverlauf des Zugriffs zu tun. Es gibt 
keinen empirisch nachweisbaren Zusammenhang zwischen ansteigender 
semantischer Komplexität eines Wortes und ansteigendem Zeitverbrauch 
für den Zugriff auf das betreffende Wort. Allerdings besagen selbst ein-
deutig negative Evidenzen hinsichtlich der Prozeßcharakteristiken des 
Zugriffs nichts über den Repräsentationskode des mentalen Lexikons. 
Die lexikalische Information kann durchaus in Dekompositionskomplexen 
repräsentiert sein und gleichwohl beim Sprechen und Verstehen holistisch 
abgerufen werden. Während die Frage nach den Prozeßcharakteristiken 
durch Experimente zwar noch nicht entschieden, aber grundsätzlich 
doch entscheidbar ist, bildet für die Frage nach den Repräsentations-
eigenschaften die linguistische Analyse selbst die eigentliche empirische 
Grundlage: Wenn sich zeigen läßt, daß grundlegende lexikalische Opera-
tionen über verschiedene Einzelsprachen hinweg durch Rekurs auf ver-
gleichbare Dekompositionsstrukturen rekonstruierbar sind, so mag dies 
zumindest als ein wichtiges Indiz dafür gelten, daß die betreffenden 
Strukturen im mentalen Lexikon ein psychologisches Äquivalent haben. 
3.3 Veränderungen der Argumentstruktur bei Transportverben 
In diesem Abschnitt geht es um Veränderungen der grundlegenden Argu-
mentstruktur von Transportverben. Es wird gefragt, wann die verschie-
denen Argumente der Basisstruktur ihre Rolle vertauschen (Argumental-
ternation) bzw. unter welchen Bedingungen ein Argument unterdrückt 
werden kann (Argumentreduktion). Ich gehe diesen Fragen nacheinander 
für AGENS, PATIENS und W E G / Z I E L nach. Dabei möchte ich zeigen, 
daß die oben (Abs. 3.1) dargestellten Bedeutungseigenschaften verschie-
dener Subklassen von Verben für das Argumentverhalten entscheidend 
sind. 
3.3.1 AGENS/PATIENS-Alternation 
Das AGENS-Argument eines Transportverbs kann mit dem PATIENS-
Argument koindiziert sein. AGENS und PATIENS sind dann referenz-
identisch und PATIENS wird entweder unterdrückt oder als Reflexivpro-
nomen realisiert. 
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(61) a Jonatharii schiebt [ ]j «n die Schule. (... sich) 
b Jonathanj fegt [ ]j um die Ecke. (* ... sich) 
c Die Demonstrantenziehen [ ]i durch die Stadt. (* ... sich) 
d Jonathan; schleppt sichi durch den Supermarkt. (? ... schleppt) 
(62) a Jonathan; stemmt sichi ««/ die Mauer. (* stemmt) 
b Jonathan, wirft sichi wütend auf den Teppich. (* wirft) 
c Jonathan, knallt sichi ' n s Sofa. (* knallt) 
d Jonathan, schaufelt sichi durch die Menge. (? schaufelt) 
Diese Form der Alternation ist beschränkt auf manner-Verben. Bei M-
AG-Verben sind reflexive oder nicht-reflexive Varianten möglich. Bei M-
PAT-Verben ist die Reflexivierung obligatorisch. Zwar ist (62c) ohne 
Reflexivuni grammatisch, in dieser Variante ist das Subjekt jedoch nicht 
mehr AGENS des Geschehens, sondern PATIENS. Bringen, tragen oder 
gießen, die die Handlungsart nicht kennzeichnen, können nicht nach dem 
Muster von (61) (62) alternieren: 
(63) a * Jonathan bringt (sich) in die Schule. 
b ? Die Menge gießt sich über den Roten Platz. 
c * Jonathan trägt sich auf den Speicher. 
Es ist klar, daß die Beispiele in (61) auf metaphorischer Umdeutung 
der betreffenden Verben beruhen. Von der Ausgangsbedeutung bleiben 
die manner-Komponente und die Komponente der Fortbewegung erhal-
ten. Letztere bezieht sich allerdings auf die Fortbewegung von AGENS, 
deswegen ist in der semantischen Repräsentation PATIENS (erstes Argu-
ment von GO) identisch mit AGENS (erstes Argument von AFFECT) . 
(64) a schieben (intransitive Variante) 
[AFFECT ((x, y) BY schieben (x))] CAUSE [GO (x, w)] 
b rollen (reflexive Variante) 
[AFFECT (x,x)] CAUSE [GO ((x,w) BY rollen (x))] 
Die Repräsentationen für schieben und rollen unterscheiden sich hier da-
durch, daß die zweite Argumentstelle von A F F E C T bei schieben leer ist 
(und daher kein Reflexivum erfordert), während rollen die erste und die 
zweite Argumentstelle von A F F E C T mit referenzidentischen Argumen-
ten besetzt, so daß die PATIENSstelle reflexiv realisiert werden muß. 
Jonathan schiebt, schleppt, fegt, knallt, rudert, schaufelt (sich) ... besagt 
soviel wie Er geht, als ob er etwas schiebt/schleppt/wirft/knallt bzw. Er 
geht mit rudernden, schaufelnden Armbewegungen. In all diesen Wen-
dungen wird die Bewegungsart von AGENS hervorgehoben. Es ist daher 
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nicht verwunderlich, daß nur manner-Verben diese Realisierungsvariante 
zulassen. 
3.3.2 AGENS-Reduktion 
Manner-Verben mit PATIENS-spezifischer Handlungskennzeichnung er-
lauben nicht nur die Besetzung der PATIENS-Stelle durch ein mit 
AGENS identisches Argument, sondern auch die Unterdrückung von 
AGENS, die betreffenden Verben kommen dann in ihrer unakkusativen 
Variante vor (65). Daß M-AG-Verben (vom Typ ziehen) nicht in dieser 
Weise verwendbar sind, ist leicht zu erklären. Die Verben in (65) kenn-
zeichnen die Bewegungsart von PATIENS, M-AG-Verben heben dem-
gegenüber die Bewegungsart von AGENS hervor. Aus genau diesem 
Grunde kann AGENS bei diesen Verben nicht unterdrückt werden. 
(65) a Das Abendkleid schleiß durch die Pfütze. 
b Das Fahrrad rollt in den Graben. 
c Der Bleistift kullert vom Tisch. 
(66) a *Das Abendkleid zieht in den Ballsaal. 
b * Das Fahrrad schiebt in den Graben. 
c *Der Bleistift schubst vom Tisch. 
Die unakkusative Variante von rollen unterscheidet sich in ihrer seman-
tischen Repräsentation von der transitiven Variante nur dadurch, daß 
die erste Argumentstelle von A F F E C T leer bleibt: 
(65) rollen (unakkusativ) 
[AFFECT (., y)] CAUSE [GO (y, w) BY rollen (y)] 
Die reflexiven und die unakkusativen Varianten der M-PAT-Verben (Typ 
rollen) stehen zueinander in deutlichem Kontrast. In der reflexiven Va-
riante hat das AGENS-Subjekt Kontrolle über seine eigene Körperbe-
wegung (68a, b), in der unakkusativen Variante wird das Subjekt als 
PATIENS eines Geschehens konzeptualisiert, das es nicht kontrollieren 
kann (68c, d). 
(68) a Der Junge rollt sich aus dem Bett. 
b * Der Tote rollt sich aus dem Bett. 
c Der Junge rollt aus dem Bett. 
d Der Tote rollt aus dem Bett. 
Da M-AG-Verben keine unakkusativen Varianten haben, ist der Kontrast 
reflexiv/nicht-reflexiv bei diesen Verben nicht funktional, in der Version 
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mit koindizierten AGENS und PATIENS gehört Reflexivierung daher zu 
den beliebigen idiosynkratischen Eigenschaften der M-AG-Verben. 
3.3.3 Reduktion des PATIENS-Arguments 
M-AG-Verben, die eine AGENSspezifische Handlungsart kennzeich-
nen (Typ schieben, schaufeln), erlauben die Unterdrückung des PA-
TIENS, M-PAT-Verben mit PATIENS-spezifischer Handlungskennzeich-
nung (Typ rollen, knallen) lassen dies ebensowenig zu wie Verben ohne 
manner-Komponente (Typ bringen) (69-71). 
(69) a Wen darf jetzt [ ]j werfen? 
b Jonathan,steht vor dem Haus und schaufelt [ ]j wie ein Besessener. 
c Hast du gesehen, wie Jonathanj [ ]j geköpft hat? 
d Sieh mal, wie der Postbote-, [ ]j schleppt! 
(70) a * Wer, darf jetzt [ ]j rollen? 
b * Jonathan-, ist im Garten und wälzt [ ]j wie ein Besessener. 
c * Hast du gesehen, wie Jonathan[ ]j getröpfelt hat? 
d * Sieh mal, wie der Postbote-, [ ]j schleudert. 
(71) a * Wir brauchen Milchj. Wer, muß jetzt [ ]j holen? 
b * Schau mal, der Postbote-, kommt und bringt []j. 
c * Der Tramper, steht an der Straße und trägt [ ]j. 
Es macht dabei nichts aus, daß das unterdrückte PATIENS-Argument 
ohne weiteres aus dem Kontextwissen rekonstruiert werden kann (wie 
in (71a, b)). Allerdings kann PATIENS auch bei M-AG-Verben nicht 
unter allen Umständen implizit bleiben, sondern nur dann, wenn AGENS 
beim Transport selbst einen Ortswechsel durchmacht. Aus diesem Grund 
verhalten sich Verben wie zerren und schieben in den Sätzen (72) und 
(73) unterschiedlich. 
(72) a Die Mutter, wollte nach Hause, aber das Kind zerrte [ ]j zum 
Eissalon. 
b Jonathan-, lud sich den Sackj auf und puckelte [ ]j in den Keller. 
c Das Autoj saß im Schlamm fest, und Jonathan; schob [ ]j bis esj 
freikam. 
(73) a * Jonathan-, brauchte dringend eine Münzej und zerrte [ ]j aus der 
Manteltasche. 
b * Der Sachbearbeiter , nahm die Kaffeetassej und schob [ ]j in die 
Schreibtischschublade. 
c * Der Prinzj wartete schon und Rapunzel, zog [ ]j nach oben. 
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Eine weitere Einschränkung für die Unterdrückung von PATIENS be-
trifft die gleichzeitige Realisierung von WEG oder ZIEL. Verben wie 
schaufeln, die eine AGENS-spezifische Handlungsart kennzeichnen, bei 
denen wie bei allen Anstoßverben aber nur PATIENS seinen Ort wech-
selt, lassen die Unterdrückung von PATIENS nämlich nur dann zu, wenn 
auch W E G / Z I E L implizit bleiben. Deswegen ist nur (74a), nicht aber 
(74b) wohlgeformt. 
(74) a Jonathan schaufelt schon den ganzen Morgen. 
b * Jonathan schaufelt schon den ganzen Morgen in den Keller. 
3.3.4 Die Unterdrückung von W E G / Z I E L 
W E G und ZIEL werden syntaktisch als Lokaladverbiale realisiert, wes-
halb man sie landläufig als „Adjunkte" oder „Angaben" klassifiziert. 
Weglaßbarkeit kann für die Zuweisung des Adjunkts ta tus dann aber kein 
definierendes Merkmal sein, denn WEG/ZIEL sind bei Transportverben 
keineswegs unter allen Umständen weglaßbar. Verben, die eine Richtung 
spezifizieren wie gießen, schütten, wuchten verlangen, daß WEG oder 
ZIEL explizit gemacht werden (75). Nur wenn einem emphatischen Kon-
trast Ausdruck gegeben werden soll, kann bei Verben des Typs gießen 
die WEG/ZIEL-Phrase unterdrückt werden (76). 
(75) a * Jonathan goß den Sekt [in die Gläser]. 
b * Jonathan schüttete die Möhren [in den Topf], 
c * Jonathan wuchtete die Koffer [ins Gepäcknetz]. 
(76) a Du sollst den Sekt gießen, nicht tröpfeln! 
Die deiktischen Verben des bringen-Typs, bei denen der kontextuell ein-
geführte Referenzort RL mit dem ZIEL-Ort zusammenfallt, lassen dem-
gegenüber die Unterdrückung von WEG/ZIEL zu (77). Die M-AG/M-
PAT-Verben des schieben- und ro//en-Typs erlauben dies nur, wenn - wie 
in den Beispielen (72) - auch das PATIENS-Argument implizit bleibt. 
Ist PATIENS dagegen explizit gemacht, so muß auch W E G / Z I E L an der 
Satzoberfläche realisiert werden (78). 
(77) a Alle warteten unterm Tannenbaum^. Endlich brachte jemand die 
Geschenke [ ]k. 
b Alle saßen schon im Poolk. Endlich holte jemand den Sekt []|(. 
(78) a * Alle warteten unterm Tannenbaum^. Endlich schob jemand die 
Geschenke [ ]i,. 
b * Alle saßen schon im Pooly. Endlich goß jemand den Sekt []i(. 
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In (78) etabliert der Kontext ein Antezedens für die anaphorische Ver-
ankerung von ZIEL, trotzdem kann die ZIEL-Phrase nicht einfach un-
terdrückt werden. Dies macht wiederum deutlich, daB die Bedingungen 
für die Unterdrückung eines konzeptuell gegebenen Arguments nicht al-
lein durch Eigenschaften der Textstruktur festgelegt werden. 
Insgesamt lassen sich die Bedingungen für Veränderungen der Argument-
struktur bei Transportverben wie folgt zusammenfassen: 
(79) a AGENS kann mit PATI ENS koindiziert sein bei allen 
manner-Verben (M-AG/M-PAT-Verben), 
a l MAG-AG-Verben kommen als reflexive oder als 
nicht-reflexive Formen vor. 
a2 M-PAT-Verben sind obligatorisch reflexiv, 
b M-PAT-Verben kommen in einer unakkusativen Variante mit 
implizitem AGENS vor. 
b l Die unakkusative Realisierung ist obligatorisch nicht-reflexiv. 
(80) a PATIENS kann implizit bleiben bei M-AG-Verben. 
b Tritt ein ZIEL oder WEG-Argument hinzu, kann PATIENS nur 
implizit bleiben, wenn AG einen Ortswechsel durchmacht. 
(81) a ZIEL/WEG kann implizit bleiben bei deiktischen Verben und 
bei manner-Verben (M-AG/PAT). 
b Nur bei deiktischen Verben kann ZIEL/WEG anaphorisch 
verankert werden. 
Abschließend ist die Frage zu stellen, warum die Argumente eines 
Verbs unterdrückt werden, wenn sie doch als implizite Argumente 
„mitverstanden" sind. Ein Geschehen, an dem zwei oder mehr Mitspie-
ler beteiligt sind (ein „transitives Geschehen"), ist unter verschiedenen 
Perspektiven konzeptualisierbar. Alle Mitspieler können gleichgewich-
tig in den Blick kommen (in diesem Fall werden alle Argumente des 
Verbs an der Satzoberfläche realisiert), es ist aber auch möglich, daß 
ein Mitspieler wie durch einen zoom aus dem Gesamtbild herausgelöst 
wird, so daß die anderen im Hintergrund verschwimmen. In diesem Fall 
wird nur das Argument explizit gemacht, das die hervorgehobene Rolle 
spielt, und die anderen Argumente bleiben implizit. Welche Perspektive 
ein Sprecher jeweils einnimmt, hängt von seiner Mitteilungsintention ab 
und gehört damit zu pragmatischen Faktoren, die hier nicht behandelt 
werden können. Die obige Analyse hat aber deutlich gemacht, daß jede 
Klasse von Verben ihr eigenes Potential von möglichen Perspektivierun-
gen eröffnet. Das AG ENS-Argument eines transitiven Verbs kann (durch 
Unterdrückung des PATIENS) nur dann in den Vordergrund gerückt 
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werden, wenn das betreffende Verb schon in seiner lexikalischen Bedeu-
tung das A G E N S hervorhebt, indem es die Handlungsart von A G E N S 
kennzeichnet (M-AG-Verben des T y p s ziehen, schaufeln) und/oder einer 
Zustandsveränderung von A G E N S Ausdruck gibt (OV-AG-Verben bzw. 
Antriebsverben). Umgekehrt kann das PATIENS-Argument nur dann 
herausgelöst werden, wenn das Verb in seiner lexikalischen Bedeutung die 
Handlungsart des PATIENS hervorhebt (M-PAT-Verben). Ist ein Verb 
gegenüber den Handlungsarten von A G E N S oder PATIENS neutral (wie 
die Verben des bringen/ holen-Typs), so lassen sich A G E N S oder PATI-
ENS mit diesem Verb auch nicht aus dem Gesamtgeschehen herauslösen. 
Auch wenn der Diskurskontext ein Antezedens für die Verankerung ei-
nes impliziten Arguments zur Verfügung stellt, können die lexikalischen 
Bedingungen für die Weglaßbarkeit nicht außer Kraft gesetzt werden. 
Die Erklärung dafür ist in den Bedingungen für die Wahrnehmung von 
Transporthandlungen zu suchen. Ob x etwas zieht oder schiebt, ob x 
schaufelt oder dribbelt, ob y rollt oder schleift, das sieht man an der 
Fortbewegungsart von x bzw. y. Dagegen kann man einem Transport 
nicht ansehen, ob etwas geholt wird oder gebracht. Dazu müssen UR-
S P R U N G und ZIEL von A G E N S und PATIENS bekannt sein. Was von 
einer Handlung wahrnehmbar ist und wie verschiedene Handlungsarten 
sich in der Wahrnehmung unterscheiden, gehört zu unserem empirischen 
Faktenwissen. In den Transportverben des Deutschen ist dieses Fakten-
wissen in der Unterscheidung von A G E N S - und PATIENS-spezifischen 
manner-Verben lexikalisiert. 
4. Schlußbetrachtung 
Ich habe in diesem Aufsatz einen kleinen Ausschnitt aus dem Verblexikon 
des Deutschen unter verschiedenen typologischem Aspekten (Bündelung 
von Komponenten der Verbbedeutung, Unakkusativität/Unergativität, 
Aktionalität) betrachtet. Zwei Gesichtspunkte erwiesen sich für die 
Klassifikation der Transportverben als zentral: Die AGENS-/PATIENS-
spezifische Kennzeichnung der Bewegungsart (M-AG/M-PAT-Verben) 
und die Kennzeichnung der Ortsveränderung, die entweder nur PATI-
ENS betrifft (OV-PAT- bzw. ANSTOSS-Verben) oder auch A G E N S mit 
einschließt ( O V - A G - bzw. ANTRIEBS-Verben) . Die Bündelung dieser 
Bedeutungskomponenten eröffnet für jedes Transportverb ein Potential 
an Perspektiven, unter denen eine komplexe bzw. „transitive" Situation 
gesehen werden kann: AGENS-zentriert bei M - A G - und OV-AG-Verben, 
PATIENS-zentriert bei M-PAT- und OV-PAT-Verben. Das Argument-
verhalten der betrachteten Verben (Argumentalternation und Argument-
reduktion) wird durch dieses lexikalisch festgelegte Perspektivenpoten-
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tial eingeschränkt. Es ist damit weder idiosynkratisch noch durch rein 
pragmatisch zu explizierende Kontextbedingungen determiniert. 
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SUSAN OLSEN 
Partikelverben im deutsch-englischen Vergleich* 
A b s t r a c t 
Nach einer knappen Abgrenzung von Partikelverben vs. Präfixverben werden 
in den Abschnitten 2 und 3 beide Arten der Verbbildung im Deutschen mitein-
ander kontrastiert. In Abschnitt 4 wird auf das Phänomen der Argumentverer-
bung bei Partikelverbbildung näher eingegangen. Dies führt in Abschnitt 5 zu 
einer vorläufigen Bilanz der Ergebnisse für das Deutsche, die im zweiten Teil 
des Aulsatzes mit Partikelverbbildungen im Englischen verglichen werden. Die 
Diskussion in den Abschnitten 6 und 7 demonstriert, wie die formalen Unter-
schiede zwischen den beiden Sprachen im Bereich der Partikelverbbildung in 
typologischen Unterschieden verankert sind, die sich im Laufe der Sprachge-
schichte des Englischen herausgebildet haben. Das Phänomen der Argument-
vererbung kommt in Abschnitt 8 erneut zur Sprache, wo Unterschiede zwischen 
den beiden Sprachen thematisiert werden. In 9 werden schließlich die Ergeb-
nisse der Gesamtuntersuchung zusammengefaßt. 
1. Formale A b g r e n z u n g der Part ike lverben v o n 
Präf ixverben 
Thematischer Gegenstand dieses Aufsatzes ist die Bildung komplexer 
Verben mit Hilfe präpositionaler Relationen. In der deutschen Gegen-
wartssprache treffen wir auf zwei formal voneinander abzugrenzende Ty-
pen komplexer Verben:1 Präfixverben wie in (1) 
( la ) Er beschreibt die Tafel mtt Formeln. 
( lb) Sie entnimmt dem Paßfotoautomaien die Fotos. 
(lc) Er überklebt die Wunde mit einem Pflaster. 
( ld) Sie umhängten das Rednerpult mit Fahnen. 
(le) Ste durchzog die Handarbeit mit goldenen Fäden. 
und Partikelverben wie in (2). 
(2a) Sie sprüht ein Pflegemittel auf. 
(2b) Sie bauen einen Seitenflügel an. 
(2c) Er kippte die Asche aus. 
" Für Anregungen möchte ich Anette Dralle, Ewald Lang, Marga Reis, Re-
nate Steinitz, Dieter Wunderlich und Ilse Zimmermann danken. 
1 Für eine detailliertere Diskussion dieser formalen Typen vgl. Stie-
bels/Wunderlich (1994). 
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(2d) Er riß das Blatt ab. 
(2e) Sie forderten ein vergleichendes Guiachten ein. 
Die Verbalpräfixe bilden eine kleine und geschlossene Klasse, die aus den 
gebundenen Elementen be-, ent-, er-, ver- und zer- sowie den fünf selb-
s tändigen Präpos i t ionen durch, hinter, über, um und un te r bes teh t . 2 Die 
Klasse der Verbpar t ikeln dagegen ist größer. Sie u m f a ß t Präpos i t ional -
adverbien wie ab, an, aus, ein, hinab, heraus usw. 
Was im Vers tändnis dieser Diskussion Par t ikeln von Präf ixen fo rma l 
unterscheidet , ist ihre Trennbarbe i t vom Verbs t amm: Par t ikeln sind 
t rennbare Elemente , Präf ixe nicht. Bei der Festlegung des Begriffs 
„Part ikelverb" darf nicht übersehen werden, daß die Präpos i t ionalpräf ixe 
durch, hinter, über, um und un ie r auch Par t ike lverbkonst rukt ionen ein-
gehen. Neben den festen Bildungen in ( lc-e) t re ten unfeste wie in (3) 
auf . 
(3a) Die Milch schwappt über. 
(3b) Sie leiten den Verkehr um. 
(3c) Sie zieht den Faden durch. 
(3d) Schieb doch einen Bierdeckel unter! 
2. Präpositionsinkorporation (PI) bei Präfixverben 
Historisch gesehen gehen auch die heut igen Präfixe auf ursprünglich frei 
au f t r e t ende Präposi t ionale lemente zurück wie got . bi, us, af und and, 
die zunächst in einer unfesten Beziehung zum Verb gestanden und sich 
erst im Laufe der Sprachentwicklung zu unselbständigen Elementen ent-
wickelt haben , die dem Verbs t amm vorausgehen. Daraus wird klar, daß 
beide Klassen komplexer Verben auf einem Prozeß der engen Assozia-
tion eines präposi t ionalen Elements mi t dem Verb basieren. Da Präfix-
und Par t ikelverben in dieser Hinsicht eine gemeinsame Genese haben 
und von daher ein identisches worts t rukturel les Verhalten zu erwarten 
wäre, stellt sich die Frage, ob die in der heutigen Sprache s t reng gehand-
h a b t e formale Abgrenzung der beiden Verbtypen voneinander durch eine 
weitere funk t iona le oder semant ische Eigenschaft un te r s tü tz t wird. 
2 Vgl. hierzu Wunderlich (1987). 
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Charakteristisch für die präfixalen Muster in (1) ist das Phänomen der 
Argumentvererbung3 , das durch die Kontraste in (4) und (5) veranschau-
licht wird. 
(4a) Er schreibt Formeln an die Tafel. 
(4b) Er beschreibt die Tafel mit Formeln. 
(5a) Er klebt Tesa über den Riß. 
(5b) Er überklebt den Riß mit Tesa. 
Uberkleben wird aus kleben abgeleitet, indem das Komplement von über 
zum direkten Objekt des Präfixverbs wird. Das ursprünglich direkte 
Objekt Tesa verliert dabei seinen Status als direktes Objekt und wird 
durch eine oblique Präposition (mit) neu angeschlossen. Dieses (sog. 
'Applikativ'-)Muster läßt sich lexikalisch mittels funktionaler Kompo-
sition erklären, wie im folgenden zu zeigen ist. Die Bedeutungsrepräsen-
tationen in (6a, b) sind - inklusive der Klammernotation - an die in 
Wunderlich (1991) und (1994) entwickelte Semantik von Präpositionen 
und Verben angelehnt. 
Kleben ist ein kausatives Positionsverb, das eine Situation (wofür die 
Situationsvariable s steht) denotiert, in der ein Agens x bewirkt, daß 
ein Thema y in eine neue Lokation P gebracht wird. Die Dekomposi-
tionsstruktur des Verbs umfaßt m.a.W. eine direktionale Komponente 
als Teil der verbalen Bedeutung (intuitiv gesprochen: man klebt etwas 
irgendwohin). 
Die Semantische Form ( = SF) des Verbs wird in der Notationsweise der 
Kategorialgrammatik festgehalten, die als Basiskategorien die Katego-
rien 0 ( = Propositionen) und 1 (= Individuen) hat . Aus den Basiska-
tegorien setzen sich Funktorkategorien je nach ihrer kombinatorischen 
Potenz zusammen. Das SF-Prädikat KLEB beispielsweise gehört der 
Kategorie 0 / 1 / 1 an, P der Kategorie 0 /1 und & der Kategorie 0 /0 /0 . 
3 Baker (1988), von dem der Begriff Präpositionsinkorporation ausging, ver-
steht den Prozeß so, dafi der Kopf einer präpositionalen Ergänzung zum 
Verb mittels Kopfbewegung in der Syntax an das regierende Verb adjun-
giert wird. Die syntaktische Inkorporation einer Präposition dient dazu, die 
Rektionsdomäne des Basisverbs zu erweitern, so dafi das komplexe (Appli-
kativ-)Verb nach der Inkorporation in die ursprüngliche Rektionsdomäne 
der Präposition hineinregiert und somit imstande ist, ihr Objekt zu sei-
nem strukturellen (applizierten) Objekt zu machen. Im Gegensatz dazu 
wird hier der Standpunkt vertreten, daß eine präpositionale Relation in ein 
Verb schon im Lexikon mittels funktionaler Komposition inkorporiert wird 
mit der Konsequenz, dafi das komplexe Verb lexikalisch ein neues internes 
Objekt von der präpositionalen Relation erbt. 
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Die SF selbst ist eine offene Formel der Kategorie 0. Diejenigen Ar-
gumente der Formel, die in der Syntax wirksam sind, werden durch 
Lambda-Abstraktoren gebunden, die vor die semantische Formel ge-
schrieben werden. Die Lambda-Operatoren wandeln die SF-Proposition 
in ein n-stelliges Prädikat um und enkodieren so die Argumentstruktur 
des Lexems.4 
(6) Lexikoneinträge 
(6a) kleb-: [+V,-N] AP Ay Ax As [KLEB(x, y) & P(y)](s) 
I 
[+dir] 
(6b) über : [-V,-N, adir] Az Av { a BECOME}(LOC(v, ÜBER[z])) 
U ° b l ] 
Die lokale bzw. direktionale Präposition über in (6b) verfügt über zwei 
Argumente - ein internes z und ein externes v - und denotiert eine 
Relation, die darin besteht, daß das externe Argument v innerhalb der 
UBER-Region (kategorisiert als 1/1) des Relatums z lokalisiert wird. 
Die geschweiften Klammern um das BECOME-Prädikat repräsentieren 
seine Fakultativität: Wenn BECOME vorhanden ist, so handelt es sich 
um die direktionale Lesart der Präposition, die eine Änderung in der 
Lokalisierung von v beinhaltet. In diesem Fall instantiiert der lambda-
Operator Az das Merkmal [-obl], das mit Akkusativ assoziiert wird. Fehlt 
das BECOME-Prädikat, so ist von der statischen (nicht-direktionalen) 
Variante auszugehen. Der entsprechende Lambda-Operator wird in die-
sem Fall mit dem Merkmal [+obl] adressiert, das als Dativ realisiert 
wird. Durch die Möglichkeit, die Lambda-Operatoren auf diese Weise mit 
grammatischen Merkmalen auszustatten, können sie als Aufhänger für 
4 Vgl. hierzu Bierwisch (1989), Maienborn (1990) und (1995), Wunderlich 
(1994) und Kaufmann (1995). Wunderlich (1994) und Kaufmann (1995) 
argumentieren, dafi die Kausalrelation CAUSE (x, BECOME (P)) nicht in 
der Semantischen Form ( = SF) dieses Verbs explizit erscheinen muß, da sie 
aus allgemeinen Prinzipien folgt. Da ein lexikalisches Verb eine kohärente 
Situation denotiert, wird automatisch eine kausale Beziehung ergänzt, wenn 
zwei Konjunkte seiner SF nicht zeitgleiche Ereignisse beinhalten. Im Falle 
von kleben steht der Prädikätsausdruck P für ein direktionales Adverbial, 
das eine punktuelle Transition (den Ubergang von -< P zu P ) impliziert, 
was nicht mit der (ausgedehnten) Aktivität KLEB zeitgleich sein kann. In 
der Terminologie von Wunderlich (1994) stellen aus diesem Grund Verben 
wie kleben implizite kausative Verben dar. 
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die Theta-Information des Lexems dienen. Das kausative Positionsverb 
kleben wählt nun aufgrund des implizit vorhandenen Prädikats CAUSE 
(vgl. hierzu Anm. 4) die direktionale Variante (— [-obl]) von ¿6er. 
Die von über denotierte präpositionale Relation kann mittels funktiona-
ler Komposition an der geeigneten Stelle in der Bedeutung von kleben 
(nämlich für die Prädikatsvariable P ) durch Lambda-Konversion ein-
gesetzt werden. Funktionale Komposition stellt eine kombinatorische 
Operation der Kategorialgrammatik dar, die die Sättigung einer Ar-
gumentposition eines Funktors durch einen Ausdruck, der selbst noch 
ungesättigte Argumente hat , erlaubt. Diese Operation wird in (7a) sche-
matisch angedeutet. Aus der SF von kleben in (6a) erkennt man, daß 
dieses Verb ein prädikatives Argument ( = die Variable P ) vom Typ 
0 /1 verlangt. Da die Präpositionalrelation über vom Typ 0 / 1 / 1 ist, muß 
sie um ein Argument reduziert werden, bevor sie an der P-Stelle der SF 
von kleben eingesetzt werden kann. Die interne Argumentstelle z wird an 
kleben vererbt. Das Schema in (7b) veranschaulicht die dafür verantwort-
lichen Schritte: Ein Funktor der Kategorie 0 / 1 / 1 / ( 0 / 1 ) wird mit einem 
Funktor der Kategorie 0 / 1 / 1 verbunden, indem das niedrigste Argument 
1 des zweiten Funktors auf den ersten Funktor vererbt wird, wobei ein 
neuer Funktor der Kategorie 0 / 1 / 1 / 1 entsteht. 
(7c) unten zeigt nun die Integration der Bedeutung von über in die 
Verbbedeutung mittels Lambda-Konversion. Auf diese Weise entsteht 
die kompositionelle Bedeutung des komplexen Verbs. Das interne Argu-
ment von über ( = z) wurde auf die Argumentstruktur von überkleben 
vererbt, wo es als niedrigster Lambda-Operator erscheint. Dabei wurde 
das externe Argument der Präposition mit dem internen Objekt des 
Basisverbs identifiziert. Die interne Struktur des Präfixverbs überkleben 
wird im Baum (7d) gezeigt. Die Variable s (der Kategorie 1) steht für 
eine Situation, z.B. ein Ereignis, das die Proposition instantiiert. 
(7) c. überkleb-: 
Az Ay Ax As [KLEB(x, y) k BECOME (LOC (y, ÜBER[z]))](s) 
(7) a. Funktionale Komposition: a/ß ßfy—• 
b. Ideben: über: 
0/1 /1 / fo /n 0/1/1 
0/1/1/1 
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Anders als Bierwisch (1989), der eine Konstante INST der Kategorie 
0 / 0 / 1 annimmt, die eine Instantiierung der SF-Proposition durch die re-
ferentielle Variable des Verbs bewirkt (e in der Konfiguration [e INST 
...]), geht Wunderlich von einer gleichwertigen impliziten Konstante aus, 
die eine Instantiierung der verbalen Proposition durch die Variable s er-
laubt. Auf die Explizierung der Instantiierungskonstante in der SF eines 
Verbs kann nach Wunderlich verzichtet werden, weil sie völlig regelmäßig 
und daher aufgrund der Variablen s stets vorhersagbar ist. 
(7) d. x y z KLEB & BECOME y LOC (INST) s 
3. Präposit ionsinkorporat ion (PI ) bei Part ike lverben 
Da Partikeln ebenso wie Präfixe zum größten Teil auf präpositionalen 
Relationen basieren, ergibt sich die Frage, ob im Falle eines Partikelverbs 
die präpositionale Relation auf ähnliche Weise in die Verbbedeutung in-
tegriert wird. Der Punkt , auf den es mir hier in erster Linie ankommt, 
ist, zu zeigen, daß Argumentvererbung in der oben illustrierten Form für 
trennbare Partikelverben nicht charakteristisch ist. Die präpositionale 
Bedeutung wird im Falle der Partikelverben nicht in der zweistelligen 
Form inkorporiert, die für Präfixverben typisch ist, sondern hauptsäch-
lich in 'intransitiver' (oder 'adverbieller') Form. Insbesondere kommt es 
bei Partikelverben charakteristischerweise nicht zu einer Argumentver-
erbung wie in (5b), wo das Komplement der Präposition das direkte 
Objekt des Basisverbs verdrängt. Dies wird durch die Partikelverben in 
(8) verdeutlicht. 
(8a) Sie montiert den Feuerlöscher an. (z.B. an die Wand) 
(8b) Ich lege eine Folie auf. (auf den Projektor) 
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(8c) Sie graben die Kartoffeln aus. 
(8d) Er goß die Soße über. 
(aus der Erde) 
(über den Braten) 
Diese Beispiele sprechen dafür, daß eine zweistellige präpositionale Re-
lation schon im Lexikon zu einer einstelligen 'Partikel ' abgeleitet wird, 
bevor sie in die Verbbedeutung inkorporiert wird. Auf der Grundlage 
des präpositionalen Eintrags für auf in (9a) wird die Partikel in (9b) 
abgeleitet, indem die zweite Variable existentiell gebunden wird. Der 
Partikeleintrag ist dabei zu verstehen als ein Eintrag, der aus dem Ba-
siseintrag ( = BLE im Sinne von Bierwisch (1989)) im Lexikon abgeleitet 
wird und den Status eines virtuellen Lexikoneintrags ( = VLE, vgl. Bier-
wisch (1989)) aufweist. Aus der Bedeutung 'v wird lokalisiert innerhalb 
der AUF-Region eines z ' wird die Bedeutung gewonnen 'es gibt ein z, 
innerhalb dessen AUF-Region v lokalisiert wird'. 
(9a) auf. [-V, -N, +dir] Az Av [BECOME(LOC(v, AUF[z]))] 
[-obl] 
(9b) Partikelbildung: Av 3 z [BECOME(LOC(v, AUF[z]))] 
Nun kann eine solche Partikelbedeutung in die Bedeutung geeigneter 
Verben eingebunden werden. Als kausatives Positionsverb selegiert legen 
(aufgrund des impliziten CAUSE-Prädikats, vgl. Anm. 4) die direktio-
nale Variante der Präposition auf. Der kompositionale Aufbau der kom-
plexen Verbbedeutung auflegen geschieht auf der Grundlage des Eintrags 
in (10a) mittels funktionaler Applikation, wie in (10c) gezeigt wird. 
(10a) leg-: [+V,-N] AP Ay Ax As [LEG(x,y) k P(y)] (s) 
[-obl] 
(10b) auf. [Part] Av Az [BECOME(LOC(v, AUF[z]))] 
(10c) aufleg-: [+V.-N] Ay Ax As [3z[LEG(x, y) k 
BECOME(LOC(y, AUF[z]))]](s) 
Die Prädikatsstelle P von legen wird durch die Partikelbedeutung 
vollständig gesättigt, so daß es nicht zu einer Argumentvererbung 
kommt, wie das Resultat in (10c) zeigt. Auflegen ist ein zweistelliges 
Verb, in dem die direktionale Komponente von legen lexikalisch durch 
auf gesättigt wird. Da die Präpositionalbedeutung im Falle des Präfixes 
in (7) zweistellig ist, kann sie, wie in (7b) explizit dargestellt, nur über 
funktionale Komposition mit der Verbbedeutung verbunden werden. 
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Funktionale Applikation stellt nun den kombinatorischen Prozeß dar, 
der einen Funktor auf sein Argument anwendet. In diesem Fall kann die 
Partikelbedeutung, da sie ja einstellig ist, direkt für die Prädikatsvariable 
P in der Bedeutung des Verbs per funktionaler Applikation eingesetzt 
werden. Ihre Wirkungsweise wird in ( I Ia ) vereinfacht angedeutet. Der 
Baum in ( I Ib) zeigt die interne Struktur des komplexen Partikelverbs 
auflegen , die in der SF von (10c) implizit vorhanden ist. 
(11) a. Funktionale Applikation: a/ß ß • a 
b. x y LEO & BECOME y LOC AUF z s 
1 1 0/1/1 0/0/0 0/0 1 0/1/1 1/1 1 0/0 
Daß diese Analyse richtig ist, bestätigt in interessanter Weise die Klasse 
der fünf Präpositionen, die sowohl Präfix- wie auch Partikelverben ab-
leiten. In ihrer Präfixvariante weisen sie Argumentvererbung auf, 
(12a) Die Mücken fliegen um die Kerze. 
(12b) Die Mücken umfliegen die Kerze. 
während sie in ihrer Partikelvariante das Präpositional-Relatum implizit 
lassen: 
(12c) Sie band eine Schürze um. (etwa: um ihre Taille) 
Was wir allerdings im Gegensatz zur Argumentvererbung bei Parti-
kelverben häufig antreffen, ist, daß die Partikelbedeutung, die ein im-
plizites (d.h. existentiell gebundenes) Argument beinhaltet, durch eine 
vollständige Präpositionalphrase mit semantisch kongruenter Präposi-
tion syntaktisch wiederaufgegriffen werden kann. Diese Konstruktion 
wird in (13) exemplifiziert. 
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(13a) Sie bügelt ein Stickmuster (auf den Kissenbezug) auf. 
(13b) Sie will ein Pflegemittel (auf die Schuhe) aufsprayen/aufsprühen. 
(13c) Sie versucht, (auf eine Bluse) ein Monogramm aufzusticken. 
(13d) Wir müssen noch die Glasur (auf den Kuchen) auftragen. 
(13e) Die Stadt läßt eine neue Teerschicht (auf die Straße) aufwalzen. 
(13f) Sie leimt die abgebrochenen Figürchen wieder (an die Vase) an. 
Die Präpositionalphrase (auf den Kissenbezug usw.) dient dazu, das 
zunächst implizit gelassene Argument der Partikel explizit zum Aus-
druck zu bringen. Das bei der Partikelbildung lexikalisch unterdrückte 
Präpositional-Relatum erscheint explizit in der Syntax als Argument ei-
ner kongruenten Präposition.5 
4. (Beschränkte) Argumentvererbung bei Partikelverben? 
Die vorangegangene Diskussion ergab, daß Präpositionsinkorporation bei 
Präfixverben mittels funktionaler Komposition, bei Partikelverben mit-
tels funktionaler Applikation erfolgt mit der Konsequenz, daß sich das 
präpositionale Relatum bei Präfixverben als ein Objekt an das abgelei-
tete Verb vererbt, während es bei Partikelverben implizit bleibt. Daraus 
ergibt sich die Frage, ob die Vererbung eines präpositionalen Komple-
ments auf ein Partikelverb grundsätzlich ausgeschlossen ist. Es ist frag-
lich, ob die Inkorporation der vollen (d.h. zweistelligen) präpositionalen 
Relation bei Partikelverben tatsächlich in nennenswertem Umfang vor-
kommt. Die Beispiele in (14) illustrieren einige der wenigen Fälle, in 
denen die Partikel au / ih r Objekt tatsächlich durchbringt. 
(14a) Der Vertreter hat dem Mann ein Abo aufgedrängt. 
(14b) um den Kälbern das Zeichen der Ranch aufzubrennen. 
(14c) Du hast dem Maultier zu viele Lasten aufgepackt. 
Auch im System der an-Verben lassen sich im beschränkten Maße ähn-
liche Fälle finden. 
(15a) Man trug ihm den Vorsitz an. 
(15b) Sie werben sich grundsätzlich nur Gleichgesinnte an. 
(15c) die Bücher, die ich mir angeschleppt habe. 
Ein Blick zurück in die Sprachgeschichte lehrt uns, wie es zu dieser Konfi-
guration gekommen ist. Die Kombination aus einem Simplexverb plus 
5 Wie diese Analyse formal zu implementieren wäre, kann an dieser Stelle 
nicht weiter ausgeführt werden, vgl. aber Olsen (1995b). 
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einem präpositionalen Akkusativ wurde im Ahd. als ein doppelter Ak-
kusativ realisiert, vgl. (16).® 
(16a) blias er sie ana ihen selbon heilegon geist (Otfrid 5,11,9) 
blies er sie an den heiligen Geist ('er blies den heiligen Geist in sie') 
(16b) er tod sih anauuentit (Otfrid 1,15,34) 
er den Tod sich an wendet ('er wendet sich dem Tod zu') 
Im Laufe der Zeit wurde diese Konstruktion systematisch abgebaut, in-
dem der zweite Akkusativ in einen Dativ umgewandelt wurde. Die Tat-
sache, daß dieser Dativ dem Nominativ-Wechsel beim bekommen-Passiv 
unterliegt, deutet darauf hin, daß er in diesem Sprachstadium als struk-
tureller Kasus des Verbs zu deuten ist und nicht mehr durch eine Präpo-
sition regiert wird: 
(17) Der Mann bekommt ein Abo aufgedrängt. vs. 
(14a) Der Vertreter hat dem Mann ein Abo aufgedrängt. 
Charakterist ikum der exzeptionellen Dativ-Vererbung bei Partikelver-
ben ist, daß das Komplement der Präposition nicht als direktes Objekt 
vererbt wird wie bei den Präfixverben, sondern zusätzlich zum direkten 
Objekt als Dativ-Objekt des Verbs erscheint. Diese Dativmarkierung ist 
interessant, weil sie offensichtlich einen Weg eröffnet, der es erlaubt, die 
bei Partikelverbbildung übliche Unterdrückung des präpositionalen Rela-
tums zu umgehen. Dadurch ähnelt diese Konstruktion der Präfixbildung. 
Andererseits bewahrt die Dativ-Vererbung gerade das typische Charak-
teristikum der Partikelverbbildung, nämlich, daß das direkte Objekt des 
Basisverbs diesen Status nicht verliert. Dies wird in (18) nochmals ver-
deutlicht. Ausgehend von Sie wickelte eine breite Schärpe um die Puppe 
wird die Partikelkonstruktion gebildet: Sie wickelte der Puppe eine breite 
Schärpe um, wo Schärpe in beiden Fällen Objekt des Verbs ist. 
(18a) Sie wickelte eine breite Schärpe um die Puppe. DO 
(18b) Sie wickelte der Puppe eine breite Schärpe um. DO 
Demgegenüber findet beim vergleichbaren Präfixverb in (19) eine Her-
abstufung im grammatischen Status des direkten Objekts zu einem obli-
quen Objekt s ta t t , das nicht länger als strukturelles Argument des Verbs 
gilt, sondern ein eigenes Regens (die Präposition mit) fordert. 
(19) Sie umwickelte die Puppe mit einer breiten Schärpe. DO > PO 
Auf der Grundlage der Semantik der beteiligten Lexeme in (20a und b) 
erhalten wir über funktionale Komposition die Repräsentation in (20c), 
6 Für eine detailliertere Diskussion hierzu vgl. Müller (1948). 
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die in diesem Fall beiden Verbkonstruktionen, sowohl der Präfixverbkon-
struktion umwickeln als auch der Partikelverbkonstruktion umwickeln 
mit Dativvererbung zugrundeliegt. Dieser Eintrag hat den Status eines 
virtuellen Lexikoneintrags (= VLE, vgl. Bierwisch (1989)) und stellt die 
gemeinsame zugrundeliegende semantische und grammatische Informa-
tion als Default-Information für beide Verbformen bereit. 
(20a) wickel -: [+V,-N] AP Ay Ax As [WICKL(x, y) k P(y)](s) 
[-obl] 
(20b) am: [-V,-N] Az Av [BECOME(LOC(v,EXT[z]) k ENCL(D[u],z))]7 
[-obl] 
(20c) Az Ay Ax As [WICKL(x,y) k BECOME(LOC(y,EXT[z]) 
k ENCL(D[y], z))](s) 
Das präpositionale Relatum (die Variable z) wird dem komplexen Verb 
vererbt. Im Falle des Partikelverbs umwickeln wird nun der Kasusrahmen 
um einen strukturellen Dativ erweitert, wie in (21a) angedeutet.8 
(21a) Az Ay Ax As [WICKL(x,y) k BECOME(LOC(y,EXT[z]) 
I I I k ENCL(D[y],z))](s) 
dat acc nom 
(21b) Az Ay Ax As [WICKL(x.y) k BECOME(LOC(y,EXT[z]) 
k ENCL(D[u],z))](s) 
acc * nom 
Beim Präfixverb umwickeln andererseits behält das Verb den Kasusrah-
men des Simplexverbs bei ohne eine solche Kasuserweiterung. Da um-
wickeln also nach wie vor lediglich über zwei Kasus (Nominativ und 
Akkusativ) verfügt, ist es nicht in der Lage, alle drei Argumente mit 
Kasus zu versehen. Ein solches Kasusdefizit, bei dem zwei interne Ar-
gumente eines komplexen Verbs um denselben Kasus konkurrieren (hier 
den Akkusativ), führt nach der Hypothese der Priorität der affixalen Be-
7 Die Semantik der Präposition um entstammt Wunderlich (1993). Sie besagt, 
dafl u in der proximalen externen Region eines v lokalisiert wird, wobei eine 
Dimension von u v umgibt. 
8 Das Situationsargument des Verbs erhält nicht auf dieselbe Art und Weise 
wie die anderen verbalen Rollen eine thematische Rolle, sondern dient dazu, 
die vom Verb denotierte Proposition in einer Situation referentiell zu ver-
ankern. 
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deutung in (22) stets dazu, daß das präpositionale Objekt (z) gegenüber 
dem verbalen Objekt (y) bei der Kasuszuweisung Vorrang hat. 
(22) Hypothese der Priorität der affixalen Bedeutung 
Reichen die Kasusmerkmale eines komplexen Verbs nicht aus, um 
alle seine Thetarollen mit Kasus zu versehen, so haben die Argu-
mente des Affixes bei der Zuweisung der vorhandenen Merkmale 
Vorrang. 
Die Hypothese, daß das Affix Priorität bei der Realisierung seiner Argu-
mente erhält, habe ich in Olsen (1994) angeboten als Erklärung für die 
Veränderung bei den grammatischen Funktionen, die mit der Argument-
vererbung bei Präfixverben einhergeht. In (21b) bleibt Ay ohne verbalen 
Kasus, so daß ein neues Regens erforderlich wird. In Olsen (1995a) wird 
gezeigt, daß die Präposition mit mit ihrer Pertinenzsemantik (v HAB z) 
geeignet ist, in den Applikativkonstruktionen die Aufgabe eines Regens 
zu übernehmen. 
Empirisch gesehen kann also ein ursprüngliches Argument eines Basis-
verbs wie Ay in (21b) unterdrückt werden, wenn dieses Verb einer präpo-
sitionalen Affigierung unterzogen wird. Die affixalen Argumente erhalten 
bei der Realisierung der verbalen Argumente Präferenz. Warum sollte 
dies so sein? Die Antwort auf diese Frage liegt auf der Hand: Das ur-
sprüngliche Objekt gehört zum Basisverb und ist auf der Grundlage 
der im Lexikoneintrag enkodierten semantischen Repräsentation dieses 
Verbs eindeutig rekonstruierbar. Bei der Anfügung eines Präfixes an ei-
nen lexikalisch gegebenen Verbstamm andererseits geht es nicht mehr 
um das ursprüngliche Lexem, sondern um eine derivationelle Abwand-
lung der Verbbedeutung. Fehlt das Argument des Affixes, so kann die 
durch das Präfix denotierte präpositionale Relation nicht zur Geltung 
kommen. Es liegt im Wesen einer Ableitung, daß ein neues Wort mit 
neuen Eigenschaften geschaffen wird. 
Argument Vererbung mit Dativ ist in den wenigen Fällen, die tatsäch-
lich bei Partikelverben vorkommen, starken Beschränkungen unterwor-
fen, die ganz offensichtlich mit den Restriktionen zusammenhängen, die 
dem Dativ als strukturellem Kasus in der Gegenwartssprache anhaften. 
Tauschen wir das Beispiel in (18) und (19) gegen (23) aus, in dem ein 
unbelebtes anstelle eines belebten Präpositionalobjekts vorkommt, so ist 
das Partikelverb mit Dativvererbung schon sehr fragwürdig, wie (23c) 
zeigt, vgl. Wunderlich (1983). 
(23a) Sie legen Blumen um das Grab. 
(23b) Sie umlegen das Grab mit Blumen. 
(23c) *Sie legen dem Grab Blumen um. 
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Das Präfixverb in (23b) dagegen bleibt unverändert in seiner Gramma-
tikalität. 
In dieser Hinsicht macht Wunderlich (1983) eine interessante Beobach-
tung. Er vergleicht Sätze wie in (24) miteinander und zeigt, daß die Form 
des Verbs von der Stereotypizität des präpositionalen Komplements ab-
zuhängen scheint. 
(24a) Der Rhein flutet über seine Ufer. 
(24b) Der Rhein flutet über die Felder/die Gärten/die Straßen. 
(25a) Der Rhein flutet über. 
(25b) ?Der Rhein überflutet seine Ufer. 
(25c) Der Rhein überflutet die Felder/die Gärten/die Straßen. 
Die Präposition über in (24a) enthält ein stereotypisches Komplement 
für den Kontext fluten, während das Komplement in (24b) pragmatisch 
gesehen weniger erwartbar ist. Das stereotypische Komplement in (24a) 
ergibt das Partikelverb in (25a), während das Präfixverb in (25b) abwe-
gig wirkt. Präfixverben sind dagegen bildbar bei nicht-stereotypischen 
präpositionalen Komplementen wie in (25c).9 
Im Hinblick auf die vorangegangene Diskussion kann dieser Umstand 
folgendermaßen gedeutet werden: Wird in einer bestimmten Situation 
eine präpositionale Relation gewählt, die als internes Argument ein se-
mantisch nicht prädiktables Denotat hat , so wird diese Relation in ih-
rer vollständigen Ausführung mittels funktionaler Komposition in die 
Verbbedeutung integriert. Funktionale Komposition bewirkt, daß das 
interne Argument der Relation auf das neue Verb vererbt und in sein 
Thetaraster als zu realisierendes Objekt aufgenommen wird. Auf diese 
9 Weitere Beispiele sind (i), (ii) und (iii). Da Arnim am Bodensee lebt(e), 
stellt See in (ia) ein Objekt dar, das aufgrund von Weltwissen aus dem 
Kontext leicht ergänzbar ist. Für das Objekt in (ib) (Hasen ) gilt dies 
dagegen nicht. Insofern ist das Partikelverb in (ii) ableitbar, bei dem See 
implizit gelassen wird, während das Präfixverb mit Argumentvererbung in 
diesem Fall abweichend ist. 
(ia) Arnim fährt über den See. 
(ib) Arnim fährt über den Hasen. 
(iia) Arnim fährt über. 
(iib)??i4rn«m überfährt den See. 
Da man (auch Arnim) andererseits nicht typischerweise Hasen überfährt, 
wird in (iii) das Präfixverb gewählt, wo Hasen explizit zur Realisierung 
kommt. 
(iiia) Arnim überfährt den Hasen. 
(iiib) 71 Arnim fährt über. 
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Weise entsteht ein Präfixverb. Deckt sich andererseits der Inhalt der 
internen Stelle der präpositionalen Relation mit Information, die ent-
weder der verbalen Bedeutung oder aber der pragmatischen Situation 
entnommen werden kann, so wird diese Stelle ihrer Redundanz wegen 
im Lexikon existentiell geschlossen mit der Folge, daß sie nicht vererbt 
wird. In diesem Fall wird ein Partikelverb abgeleitet. Die Arbeitsteilung 
funktionale Komposition vs. Applikation geht einher mit einem forma-
len Unterschied: Präfixale Elemente sind formal gesehen unselbständige 
Morpheme, Partikel dagegen stellen (lexikalische) Prädikate dar und tau-
chen in der Syntax scheinbar selbständig (d.h. getrennt vom Verbstamm) 
auf. 
5. V o r l ä u f i g e B i lanz 
Uberleitend zu einem Vergleich mit der Partikelverbbildung im Engli-
schen läßt sich zusammenfassend festhalten, daß ein Präfix im Deutschen 
in dem Sinne präpositional ist, daß es zwei Argumente in die Konstruk-
tion einbringt. Eine Partikel dagegen ist adverbial, indem das interne 
Argument implizit bleibt. Allein die Partikel stellt also ein wohlgeform-
tes Prädikat dar. Obwohl es nach wie vor rätselhaft ist, warum ein le-
xikalischer S tamm wie die Verbindung Partikel + Verb syntaktisch bei 
gewissen Konstruktionen wie z.B. Verbzweitstellung trennbar sein kann, 
kommt diese Eigenschaft allein dem einwertigen Prädikat (d.h. der Par-
tikel) zu, niemals dem zweiwertigen Präfix. 
Dennoch sieht die Sprachstruktur des Deutschen zwei Wege vor, um das 
implizit gelassene Relatum der Partikel syntaktisch zum Ausdruck zu 
bringen. Es kann einerseits mit Hilfe einer präpositionalen Explikation 
realisiert werden, oder aber es wird über eine fakultative Realisierung 
im Dativ ergänzt: 
(26a) Sie trug Feuchtigkeitscreme (auf ihre Haut) auf. 
(26b) Sie trug (ihrer Haut) Feuchtigkeitscreme auf. 
In der obigen Darstellung habe ich mich bemüht , ein kohärentes Bild 
der komplexen Verbbildung im Deutschen zu skizzieren. Es muß betont 
werden, daß diese Analyse nicht auf alle einzelnen Präfix- und Parti-
kelverben zutrifft, die im Wortschatz des Deutschen vorhanden sind. 
Präfix- und Partikelverbsysteme stellen sehr komplexe Geflechte dar, die 
viele Einflüsse teilweise sehr heterogener Art reflektieren. Ich habe mir 
hier lediglich im Sinne einer linguistischen Analyse zum Ziel gesetzt, 
die produktive Regularität der kompositionellen Bildungen zu charak-
terisieren. Die aufgezeigte Kompositionalität, die durch die Verbindung 
eines Bewegungsverbs mit einer direktionalen Präpositionalrelation er-
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zeugt wird, dient als Ausgangspunkt für die einzelnen Systeme und stellt 
einen Maßstab dar, mittels dessen Idiosynkrasie im System erkannt und 
gemessen werden kann.10 
So wird es nicht überraschen, daß, wie im folgenden zu zeigen ist, die eben 
skizzierte Analyse der Partikelverben im Deutschen fast unverändert auf 
Partikelverben im Englischen übertragen werden kann. Auch im Engli-
schen besteht die Partikelverbbildung aus der Inkorporation einer ein-
stelligen präpositionalen Relation. Wo formale Unterschiede auftreten, 
gehen sie in interessanter Weise auf typologische Unterschiede zwischen 
beiden Sprachen zurück. 
6. Typo log i sche r Vergle ich d e r S a t z s t r u k t u r 
Deutsch und Englisch haben als germanische Sprachen in ihren ältesten 
Sprachstadien zunächst die SOV-Struktur ihres gemeinsamen Ahnen ge-
erbt. Das Mittelenglische wandelte sich dann zu einer SVO-Sprache, was 
eine deutliche Auswirkung auf die Struktur von Partikelverben in die-
ser Sprache hatte, die ab diesem Zeitpunkt produktiv werden.11 Der 
Vergleich mit dem Deutschen ist v.a. deswegen aufschlußreich, weil das 
Deutsche die SOV-Grundabfolge des Germanischen bewahrt hat. Diese 
ältere Struktur wird allerdings in der modernen Sprache durch das Verb-
zweitphänomen ergänzt: Das finite Verb steht im Hauptsatz an der zwei-
ten Stelle. Typische Satzstrukturen der beiden Sprachen werden in (27) 
genauer gezeigt. 
1 0 Für eine eingehendere Diskussion dieser Thematik sei auf Olsen (1995) 
verwiesen. 
1 1 Kennedy (1920) skizziert die folgende Entwicklung des Partikelverbs (nach 
ihm: Verfc-zldterb-Kombination) im Englischen. Im Altenglischen herrschte 
die untrennbare Kombination (Präfixverbkonstruktion) deutlich vor, die 
t rennbare Kombination (Partikelverbkonstruktion) war selten belegt. In der 
mittelenglischen Literatur konkurrieren dann zunächst entlehnte untrenn-
bare Verbkombinationen aus dem Romanischen mit dem heimischen Präfix-
verb. Die heimische Partikelverbkonstruktion ist im Ggs. dazu auch im 
frühen Me. kaum vertreten. Erst im 15 Jh. tri t t sie stärker hervor und zwar 
hauptsächlich in den weniger formalen Literaturstilen. Kennedy schließt 
aus seinen Auszählungen, daß das romanische Präfixverb als mittelengl. 
Lehnkonstruktion einen zweifachen Effekt auf die entlehnende Sprache 
ausübte: Es diente einerseits dazu, das heimische Präfixverb zu verdrängen 
und bremste zugleich das Aufkommen des heimischen Partikelverbs deut-
lich ab. In der Literatur des 17. und 18. Jh. gerät das untrennbare romani-
sche Verb zunehmend in Konkurrenz mit dem heimischen Partikelverb. Ins-
besondere in Literatur weniger hohen Niveaus (elisabethanische Komödien 
vs. etwa die Bibel) gewinnt das heimische Partikelverb schließlich die Ober-
hand. 
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(27a) En: [ip5Ae will [ypsem the sleeve on the ¿ress]] 
(27b) Dt: [cP'S'iej wird, [yp tjrfen Ärmel an das Kleid nähen ti]] 
Im heutigen Englisch steht das lexikalische Hauptverb am Anfang der 
Verbalphrase. Auxiliare werden in der Kopfposition der höheren funk-
tionalen Kategorie (= IP) erzeugt. Der Verbkomplex im Deutschen be-
findet sich dagegen in VP-finaler Position, wobei ein finites Verb im 
Hauptsatz aus der Endstellung in die höchste funktionale Kopfposition 
(hier: C) bewegt wird. Eine weitere Konstituente füllt die vorangehende 
Spezifizierer-Position der CP aus. 
In beiden Sprachen steht ein direktionales Prädikat nach den indirekten 
und direkten Objekten. Im frühesten Englischen und Deutschen stand 
dieses Element unmittelbar vor dem Verb in Endstellung. Das Deutsche 
bewahrt diese Abfolge im Nebensatz, wie (28b) mit annähen zeigt. Die 
ältere Abfolge Präpositionalelement + Verb wird aber im Englischen 
durch die Grammatikalisierung der VP-initialen Positionierung des Verbs 
zu Verb + Partikel geändert, vgl. to sew on in (28a). 
(28a) She will [ypsem on the sleeve], 
(28b) Sie wird [vp<ien Ärmel annähen]. 
Als Innovation weicht also die neue Kopfposition innerhalb der VP so-
wie die Form der dadurch beeinflußten Partikelverben (VO bzw. Verb + 
Partikel) im Englischen von den entsprechenden Strukturen im Deut-
schen ab. Aber auch innerhalb des Englischen selbst entsteht durch 
die neue VO-Struktur eine Divergenz zwischen der kopfinitialen phra-
salen Struktur und der konservativeren kopffinalen Wortstruktur. Dem-
gegenüber harmoniert die Form des Partikelverbs im Deutschen mit der 
Rechtsköpfigkeit der Wortstruktur in dieser Sprache. 
In Folge ihrer regulären Bildungsweise gehen deutsche Partikelverben in 
alle produktiven derivationellen Prozesse ein, die für Verbstämme defi-
niert sind. (29) zeigt, daß sich die produktiven Suffixe wie -er, -bar, -ung 
anstandslos mit einfachen wie komplexen Verbstämmen verbinden. 
(29) Abnutzer, abnutzbar, Abnutzung-, Ausbilder, ausbildbar, 
Ausbildung 
Diese Situation läßt sich aufgrund der morphologisch irregulären Bil-
dungsweise der Partikelverben im Englischen nicht dokumentieren. Die 
Linksköpfigkeit der Partikelverben erschwert ihre Verwendung als Basen 
für produktive derivationelle Prozesse. Obwohl die Suffixe -er, -ee, -able 
auf Verben spezialisiert sind und sogar Präfixverben als Basen zulassen, 
verweigern sie sich einer Verbindung mit Partikelverben, vgl. (30a) mit 
(30b): 
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: (30a) refill 'wieder füllen'; debug 'entwanzen' 
refiller, refillee, refillable; debuger, debugee, debugable 
: (30b) show o f f ' sich brüsten' , vote in 'beschließen' 
* shower o f f , *showee o f f , *showable-off, 
*voter in, *votee in, *voteable~in 
(30c) *show offer, ??show-off-ee, ?show-off-able 
Marginale Bildungen wie in (30c), die gelegentlich in der Umgangspra-
che auftauchen, zeigen, daß die Blockade gegen suffixale Derivationen 
damit zusammenhängt , daß die lexikalischen Eigenschaften der Suffixe 
bei Partikelverben mit wohl etablierten Prinzipien der Wor ts t ruktur in 
Widerstreit geraten. Ein Suffix fügt sich in Einklang mi t dem Kopf-
prinzip rechts in der Worts t ruktur an einen selegierten S t a m m an. Der 
von diesen Suffixen selegierte Verbkopf bildet bei englischen Partikel-
verben (im Gegensatz zu deutschen Partikelverben und zu englischen 
Präfixverben) den linken Bestandteil des komplexen Verbstamms. Dies 
hat zur Folge, daß ein, gemessen an seinen lexikalischen Forderungen legi-
t im angefügtes Suffix mit ten im Wort erscheint wie in (30b) und nicht als 
rechte Konstituente, wie die formalen Prinzipien der Suffigierung verlan-
gen. Die Bildungen in (30c) entstehen, indem die Selektionseigenschaften 
der Suffixe gelockert werden zugunsten der Aufrechterhal tung der festen 
Rechtspositionierung des Suffixes. Weil diese Derivationsweise die Selek-
tionseigenschaften der Suffixe verletzt, werden ihre Produkte als Verle-
genheitslösungen empfunden. Die Folge dieser komplexen Situation ist, 
daß weder (30b) noch (30c) eine produktiv auszuschöpfende Möglichkeit 
des Englischen darstellt. 
Als echte lexikalische S tämme zeigen sich Partikelverben im Englischen 
am deutlichsten, wenn der Kopffaktor nicht störend wirkt, was sowohl 
bei präfixalen Bildungen wie in (30a) als auch bei deverbaler Konversion 
zum Nomen der Fall ist. Letztere sind in der Gegenwartssprache sogar 
sehr produktiv, vgl. (31). 
(31) a bailout, breakthrough, carry out, comeback, handout, kickoff, 
patchup, putdown, setup, showdown, spinoff, takeover, turnout, tur-
nover 
'Ret tung, Durchbruch, Ausfuhr, Comeback, Aushändigung, An-
stoß, Zusammenflicken, Abweisung, Errichtung, Auseinanderset-
zung, Abfal lprodukt , Übernahme, Herstellung, Umsatz ' 
Die in (30) aufgezeigte Irregularität von Partikelverben im Englischen 
ist kein Argument gegen den Sta tus der Verbindung Verb+Part ikel als 
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lexikalischen Stamm. Die obige Diskussion zeigt, daß ihre Eigenschaften 
durchaus mit der Theorie konform sind, die sie als irregulär charakteri-
siert. 
7. Stellung der Partikel im Englischen vs. Deutschen 
In Einklang mit dem Ergebnis der vorangegangenen Diskussion wird im 
folgenden von dem Leitgedanken ausgegangen, daß Partikelverben im 
Englischen genauso wie im Deutschen lexikalische Stämme darstellen. 
Wenn diese Annahme richtig ist, so teilt der verbale Bestandteil der Par-
tikelverben im Englischen mit seinem deutschen Gegenstück die kuriose 
Eigenschaft, von der zugehörigen Partikel abtrenn- und wegbewegbar zu 
sein. Das Paradebeispiel im Deutschen ist die Voranstellung des finiten 
Verbs bei Verbzweitstellung, die den Verbstamm von der Partikel trennt 
und die Partikel in Endstellung strandet. 
(32) Sie nähti [vp den Ärmel an t ,] 
Das Englische weist im Bereich der Partikelverben als Gegenstück dazu 
das Paradigma in (33) auf. Dabei gehe ich, wie eingangs betont, von der 
Annahme aus, daß das englische Partikelverb als lexikalische Einheit in 
Einklang mit der SVO-Struktur dieser Sprache VP-initial erzeugt wird, 
so daß die Struktur in (33a) primär und die diskontinuierliche Form in 
(33b) davon abgeleitet sein muß. 
(33a) She [vp [v sewed on] ihe sleeve\ 
(33b) Skt sewed the sleeve on. 
Wenn die Partikel im Englischen das formale Gegenstück zu Partikeln in 
den anderen germanischen Sprachen ist, so ist zu erwarten, daß sie das 
Hauptcharakteristikum der Partikel in diesen Sprachen teilt, nämlich 
ihre Positionsfestigkeit. Im Deutschen und Niederländischen beispiels-
weise sitzt die Partikel ganz fest in der rechten Satzklammer und ist 
aus dieser Position nicht wegbewegbar.12 Dieses grammatische Faktum 
1 2 Im Deutschen und Niederländischen trennen Verbbewegungsprozesse wie 
Verbzweit den Verbstamm von der Partikel, was die Partikel in Endstellung 
strandet: 
(ia) Jan ruft[ [vp das Mädchen an t,]. 
(ib) Jan belt, [vp het meisje 0£ t j . 
Die Partikel kann nur mit dem Verbstamm zusammen aus dieser Position 
herausbewegt werden, da sie alleine keine selbständige syntaktische Kon-
stituente darstellt. Dies zeigt deutlich das Phänomen der Topikalisierung 
im Deutschen: 
(iia) \Anrufen\ sollst [vp du sie nicht t;]. 
(iib) *[j4ni] sollst [vp du sie nicht t; rufen]. 
Bei Verbanhebung im Niederländischen besteht die Option, daß entweder 
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wird im Englischen oft dadurch verdunkelt, daß das Englische eine Bewe-
gungsregel besitzt, die thematische Objekte voranstellt. Sie macht sich 
typischerweise bei pronominalen Objekten bemerkbar, wo sie fast obli-
gatorisch wirkt, vgl. (34). 
(34a) She sewed it on. 
(34b) *She sewed on it. 
Daß sie nicht obligatorisch ist, sondern mit der Thematizi tät des Objekts 
zu tun hat , zeigen Pronomen, die fokussiert werden können wie in (35).13 
(35a) Am I supposed to check off myselß 
'Soll ich mich etwa selbst abhaken?' 
(35b) The lights won't pick up thts. 
'Die Scheinwerfer werden dies nicht beleuchten.' 
Da das Objektpronomen in (35) nicht thematisch ist, unterliegt es der 
Bewegungsregel nicht und verbleibt in seiner Grundstellung. In dieses 
Bild paßt, daß eine nicht-pronominale Nominalphrase als direktes Objekt 
nur vorangestellt werden kann, wenn sie thematisch ist wie in (36a). 
(36a) She sewed the sleeve on. 
(36b) ??She sewed the sleeve with lace around the cuff on. 
'Sie nähte den Ärmel mit der Spitze um die Manschette an.' 
(36c) She sewed on the sleeve with lace around the cuff. 
Die Erweiterung der einfachen definiten Nominalphrase durch Modifika-
toren wie in (36b) hat den Effekt, daß der Informationswert der Phrase 
vergrößert wird, was automatisch zu einer Fokussierung der Phrase führ t . 
Folglich ist die Voranstellung nicht adäquat und die Phrase bleibt in ihrer 
Grundstellung, vgl. (36c). 
Das Beispiel in (37) belegt, daß diese Bewegungsanalyse durchaus plausi-
bel ist. In (37a) wird ein ECM-Komplement Pete to be a fool unter einem 
Partikel verb eingebettet. Das Subjekt wird aus dem Infinitiv herausbe-
wegt und in Einklang mit den bisherigen Annahmen vor die Partikel der 
Matrix-VP gestellt, wie (37b) zeigt. Die Voranstellung der Subjekts-NP 
ist im Beispiel (37c), das ein pronominales Subjekt enthält, im gleichen 
der Verbstamm allein nachgestellt wird oder das ganze Verb. In (iiia) wird 
das komplexe Verb als Ganzheit nach rechts angehoben, in (üib) nur der 
Verbstamm. Im letzteren Fall bleibt die Partikel in ihrer satzfinalen Grund-
stellung. 
(iiia) dat Jan het meisje tj wil [opbellen,]. 
(iiib) dat Jan het meisje oj> tj wil [belleni], 
1 3 Vgl. Bolinger (1971), dem diese Beispiele (s. S. 40) entnommen sind. 
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Sinne obligatorisch wie bei der einfachen Konstruktion (34a), wie (37d, 
e) zeigen. In (37e) unterbleibt wie in den Beispielen (35) die Voranstel-
lung, weil das Pronomen fokussiert ist. 
(37a) He made out [ip Pete to be a fool\. 
'Er gab an, dafi Peter ein Narr sei.' 
(37b) He made Petet out [ipt¡ to be a foolj. 
(37c) *He made out [n> Aim to be a fool}. 
(37d) He made him, out [ip t¡ to be a foolj. 
(37e) He made out [ip mé/himself to be a /oo/j. 
Es lassen sich drei weitere Argumente anführen für die hier vertretene 
Analyse, dafi die Grundstel lung im Englischen so beschaffen ist, dafi die 
Basiseinheit Verb + Partikel ihren Platz vor dem direkten Objekt ha t . 
Erstens läßt nur diese Abfolge in (38) die Nominalisierung des Partikel-
verbs als Gerundium zu (vgl. Fräser 1976, S. 3). 
(38a) the denting in of his car fender 
'Einbeulen des Autokotflügels' 
(38b) *the denting of his car fender in 
Zweitens ist bekannt , daß eine bewegte Phrase eine Insel für weitere Ex-
trakt ionen darstell t . Sie toleriert keine weitere Bewegung aus sich heraus. 
Nach meiner Analyse befindet sich das direkte Objekt in (39a k b) in 
seiner Basisposition, während es in (39c k d) der Partikel vorangestellt 
wurde. Wh-Extraktion des Adjunk ts from his wife 's office ist nur möglich 
aus der Grundposi t ion in (39a, b) . 
(39) John filled out the forms from his wife's office. 
'Hans füllte die Formulare vom Büro seiner Frau aus.' 
(39a) Which office did John fill out the forms from? 
(39b) From which office did John fill out the forms? 
(39c) * Which office did John fill the forms from oufl 
(39d) ??From which office did John ¿II the forms out?14 
Dieses Ergebnis bestät igt sich in den weiteren Beispielen in (40). 
(40) John totaled up the bills for the books. 
'Hans addierte die Rechnungen für die Bücher zusammen.' 
(40a) Which books did John total up the bills for? 
(40b) For which books did John total up the bills? 
(40c) * Which books did John total the bills for up? 
(40d) For which books did John total the bills up? 
1 4 Nicht intendiert ist hier die Lesart, in der from which office die Situation 
des Formularausfüllens modifiziert. 
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Zu diesen Argumenten kommt schließlich hinzu, daß kurze Adverbien 
(u.a. right) nur vor die Partikel in Endstellung einfugbar sind, wo sie 
dem direkten Objekt folgen. Sie dürfen nie die Einheit Verb + Partikel 
am Anfang der V P unterbrechen. 
(41a) Sally poured the coffee right out. 
'Sally goß den Kaffee sofort aus.' 
(41b) *Sally poured right out the coffee. 
Alle drei oben angeführten Argumente stellen Indizien dafür dar, daß 
die Verbindung Verb+Partikel zusammen vor dem direkten Objekt im 
Englischen am Anfang der VP erzeugt wird, und zwar in SVO-Stellung 
spiegelbildlich zu den SOV-Verhältnissen im Deutschen. Die davon ab-
weichende Folge Verb + direktes Objekt + Partikel stellt eine abgeleitete 
Konstruktion dar, bei der die Partikel eine Positionsfestigkeit ähnlich der 
in den anderen germanischen Sprachen aufweist. Es ist das Objekt , das 
sich um die Partikel bewegt.1 5 
8. Argumentvererbung im Englischen 
Das Applikativmuster ist im Englischen im Gegensatz zum Deutschen 
nicht an ein Präfixmuster gebunden: Die alten germanischen Präfixe be-
und en- sowie with- (vgl. (42a)) sind nicht länger produktiv. Under- und 
over- in (42b) sind zwar produktiv, kommen aber in der heutigen Sprache 
1 5 Genauer gesagt lege ich den Sätzen (33) und (34) folgende Analyse zu-
grunde, die auf der von Larson (1988) entwickelten und von Haider (1993) 
erneut aufs Deutsche und Englische angewandten 'Schalenkonzeption' der 
Verbphrase basiert: 
( ö VP 
V V 
sewj DP 
itj /the sleevej V 
V ' 
V DP 
t | o n 1> Die thematischen Phrasen itbzw. the sleeve werden in der VP vorangestellt, 
was wiederum erzwingt, dafi auch der Verbstamm angehoben wird, da das 
Verb im Englischen seine Argumente nur nach rechts lizenziert. 
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in einer skalaren Bedeutung vor, die für Argumentvererbung nicht von 
Belang ist.16 Die produktiven Verbalpräfixe de-, un- und re- in (42c) 
weisen schließlich keine Argumentvererbung auf, da sie (in der heutigen 
Sprache) nicht mit einer präpositionalen Relation assoziiert werden. 
(42a) befriend, enslave, withstand 
'als Freund behandeln, versklaven, widerstehen' 
(42b) undervalue, overestimate 
'unterschätzen, überschätzen' 
(42c) debug, unwrap, rewind 
'entwanzen, auspacken, aufziehen' 
Die Veränderung der grammatischen Relationen, die für die präfixalen 
be- und ent- Muster im Deutschen charakteristisch sind, erscheint im 
Englischen ohne die Hilfe eines Präfixes.17 
(43a) John sprayed/smeared/spread paint on the wall. 
'Hans sprühte Farbe auf die Wand. ' 
(43b) John sprayed/smeared/spread the wall with paint. 
Der Bereich der Partikelverben ist also ein Bereich, wo Ähnlichkeiten 
zwischen den beiden Sprachen hinsichtlich des Phänomens der Argu-
mentvererbung auftreten könnten. Im Englischen wie im Deutschen ba-
sieren Partikelverben auf einer einwertigen präpositionalen Relation, die 
in eine dafür geeignete Verbbedeutung mittels funktionaler Applikation 
inkorporiert wird. 
(44a) He pulled off the tablecloth. 
'Er zog die Tischdecke ab. ' 
(44b) She put on her engagement ring. 
'Sie steckte ihren Verlobungsring an. ' 
(44c) They sent in their annual report. 
'Sie schickten den Jahresbericht ein.' 
(44d) He banged down the piano lid. 
'Er knallte den Klavierdeckel runter . ' 
(44e) She held up the sign. 
'Sie hielt das Schild hoch. ' 
(44f) They voted through the bill. 
'Sie verabschiedeten das Gesetz.' 
1 6 Dies ist das Thema von Risch (1994). 
1 7 Für eine detailliertere Diskussion dieser grammatischen Erscheinung im 
Englischen und Deutschen s. Olsen (1995a). 
(etwa: off the table) 
(on her finger) 
(in to someone) 
(down on the piano top) 
(up in the air/upwards) 
(through congress) 
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Interessant ist, daß die zwei Möglichkeiten, die im Deutschen vorhanden 
sind, um das lexikalisch implizit gelassene Argument der Partikel syn-
taktisch zum Ausdruck zu bringen, im Englischen nicht gegeben sind. 
Sie werden beide durch die neuen typologischen Gegebenheiten im Eng-
lischen unterdrückt. 
Da das heutige Englisch nicht mehr über morphologische Kasusmarkie-
rung verfügt, ist nicht zu erwarten, daß Argumentvererbung des präpo-
sitionalen Objekts mit dativischem Anschluß auftritt. Die Beispielsätze 
(45b, d) zeigen, daß diese Konstruktion in der Tat nicht möglich ist. 
(45a) He pulled the tablecloth off (the table). > 
(45b) *He pulled the table the tablecloth o f f . 
(45c) She put the parka on (the chtld). > 
(45d) *She put the child the parka on. 
Auch die Möglichkeit, das implizit gelassene Objekt der Präposition 
durch eine zusätzliche kongruente Präpositionalphrase zu explizieren, 
scheint sich im Englischen nicht gehalten zu haben. Die anvisierte Kon-
struktion entstammt dem Germanischen und ist im heutigen Deutschen 
durchaus noch produktiv.18 Daß das Englische diese Konstruktion nicht 
bewahrt hat, scheint eine Auswirkung der neuen SVO-Struktur zu sein. 
1 8 Die explizierende Präpositionalphrase ist - genauer gesagt - nicht nur in 
den germanischen Sprachen etabliert, sondern auch im Lateinischen. In (i) 
werden Beispiele aus dem Gotischen (vgl. de la Cruz (1972, S. 87 u. 89)) 
angeführt, in (ii) ein Beispiel aus dem Althochdeutschen (vgl. Curme (1914, 
S. 333)) und in (iii) drei aus dem Lateinischen (vgl. Müller (1948, S. 343 
u. 349)). Nach Curme ist diese, in seiner Terminologie, 'Mischkonstruktion' 
aus dem Englischen und Skandinavischen verschwunden. 
(ia) Alluh auk ufhnaiwida uf fotuns imma (I Cor. 15,26) 
For he hath put all things under his feet 
(ib) Hwaiwa inn galaith in gard gudis (Luk.6,4) 
How he went into the house of God 
(ii) Giang mit krisle er tho fon in in thaz sprdhhus in (Otfrid 4,23,30) 
'Er ging mit Christus von ihnen in das Richthaus.' 
(iiia) tu praeibis antefaciem domini 
thu forafeuris fora truhtines annuzzi (Got.Ubers.) 
(iiib) turbe inruerent in eum 
thie menigi anafielun in inan 
(iiic) accesserunt ad eum 
zuogiengun zi imo 
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Die Konstruktionen in (46) sind im Englischen nicht distinkt von der 
Konstruktion in (47) mit einem einfachen Verb und einer Präpositional-
phrase. Daher sind sie völlig redundant und werden durch die einfachere 
Konstruktion ersetzt. Die scheinbare Abwesenheit einer präpositiona-
len Explikation im Englischen ist daher wohl darauf zurückzuführen, 
daß durch die VO-Struktur dieser Sprache die Kombination Partikel-
verb plus präpositionale Explikation durch ein einfaches Verb mit einer 
Präpositionalphrase ohne Verlust abgedeckt werden kann, wie in (47) 
veranschaulicht. 
(46a) He pulled off the tablecloth - off the table. 
(46b) He pulled the tablecloth off - off the table. 
(47) He pulled the tablecloth off the table. 
Bolinger (1971, S. 31) weist allerdings im Zusammenhang mit seiner Ka-
tegorie adpreps19 auf Konstruktionen hin, die scheinbar beides zulas-
sen, eine (intransitive) Partikel und eine kongruente präpositionale Ex-
plikation. Aus den Partikelverbkonstruktionen in (48a) und (48c) lassen 
sich nach Bolinger Relativsätze konstruieren, die das Präpositionalobjekt 
zum Bezugsnomen haben, was die Präposition am Satzende notwendi-
gerweise stranden läßt. In diesem Fall kann die Folge Verb + kongruente 
Partikel vor der Präpositionalphrase erscheinen. Die Ergebnisse in (48b) 
und (48d) wirken nach meinem Sprachgefühl äußerst marginal. 
(48a) He crossed over the bridge. > 
'Er überquerte die Brücke.' 
(48b) Is that the bridge that was crossed over over? 
(48c) He climbed up the pole. > 
'Er kletterte auf den Pfahl.' 
(48d) Is that the pole that was climbed up up? 
Wenn man Bolingers Beobachtung allerdings auf transitive Fälle aus-
dehnt, so wird klar, daß die Verdeutlichung des impliziten Inhalts der 
Partikel durch eine präpositionale Explikation in der Tat möglich ist. 
Interessanterweise ist dies aber nur in strukturellen Varianten ohne vor-
angestellte Nominalphrase erlaubt, die im Sinne dieses Aufsatzes die Ba-
sisabfolge darstellt. 
(49a) Is that the windshield that he pulled off the sticker o f f ! 
'Ist das die Windschutzscheibe, von der er den Aufkleber abzog?' 
1 9 Diese Kategorie umfafit bei Bolinger (1971, Kap. 2) Elemente, die gleichzei-
tig in der Funktion als Präposition und Adverb vorkommen wie beispiels-
weise in in dem Satz: He came to the water and jumped in (the water). 
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(49a') *Is thai the windshield that he p-ulled the sticker off off? 
(49b) Is this the table that he handed around the document around? 
'Ist dies der Tisch, um den er das Dokument herumreichte?' 
(49b') *Is this the table that he handed the document around around? 
Konstruktionen wie in (49) scheinen mir strengen Restriktionen zu un-
terliegen. Zum einen scheinen sie nur in der konkret-direktionalen Bedeu-
tung der Präposition möglich, weshalb das Beispiel (50) ausgeschlossen 
ist. 
(50a) ? Was it the latest session of congress that they voted 
through the bill through? 
'War es in der letzten Sitzung des Kongresses, daß 
sie die Gesetzesvorlage beschlossen?' 
(50b) * Was it the latest session of congress that they voted 
the bill through through? 
Zum zweiten setzt eine präpositionale Explikation voraus, daß dieselbe 
(einfache) morphologische Form sowohl die Partikel als auch die Präposi-
tion instantiieren kann. Diese Bedingung schränkt die Möglichkeiten des-
wegen radikal ein, weil einfache Präpositionen im Englischen (im Gegen-
satz zum Deutschen, das über eine Akkusativ-Dativ-Distinktion verfügt) 
selten alleine imstande sind, Direktionalität zu signalisieren. Oft wird zu 
diesem Zweck eine komplexe morphologische Form benötigt, vgl. in/into, 
on/ onto. Wenn keine im Sinne von Bolinger (1971, S. 31ff.) fusionierte 
Form lexikalisiert ist, tritt eine zusammengesetzte Form auf down/down 
on> o f f / o f f of, out/ out of, over/ over to. Wie die Sätze in (51) zeigen, 
gehen einfache und komplexe Formen im Englischen eine Arbeitsteilung 
ein der Art, daß die einfache Form immer die Partikel darstellt und die 
komplexe Variante immer die Präposition. 
(51a) John brought in dinner to his wife. Part 
'Hans brachte das Abendessen zu seiner Frau hinein. ' 
(51b) John brought dinner in to his wife. Part 
(51c) John brought dinner [m<o the living room]. Präp 
'Hans brachte das Abendessen in das Wohnzimmer hinein.' 
(51d) *John brought into dinner the living room. Präp 
Insofern liegt immer dann, wenn die morphologisch komplexe Form 
gewählt wird, eine Konstruktion Verb + Präpositionalphrase vor - vgl. 
(52a) und (52b), die die Partikelverb-Konstruktion mit präpositionaler 
Explikation ersetzt, wie die Ungrammatikalität von (52c) und (52d) be-
weist. 
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(52a) He chased the cat off (of) the lawn. 
'Erjagte die Katze vom Rasen.' 
(52b) Was it the neighbor's laum he chased the cat off of? 
(52c) * Was it the neighbor's lawn he chased off the cat off! 
(52d) * Was it the neighbor's lawn he chased the cat off off! 
9. Konklusionen 
Das Hauptergebnis dieses Aufsatzes ist, daß Partikelverbbildung in bei-
den Sprachen grundsätzlich denselben lexikalischen Prinzipien unter-
liegt. Aus der vorangegangenen Diskussion wurde klar, daß die formalen 
Unterschiede zwischen dem Deutschen und dem Englischen in diesem 
Bereich durch Divergenzen, die sich im Laufe der englischen Sprachge-
schichte herausgebildet haben, maßgeblich geprägt sind. 
Seit dem Mittelenglischen werden syntaktische Phrasen kopfinitial gebil-
det. Diese typologische Eigenschaft führte zur Ausbildung von Partikel-
verben in der (fürs Germanische unregelmäßigen) Form Verb + Partikel, 
die gegen die Rechtsköpfigkeit der Wortstruktur verstößt. Konsequenz 
dieses Sprachwandels ist, daß Partikelverben im Englischen für kopf-
basierte derivationelle Prozesse nicht zugänglich sind. Mit dem Abbau 
der alten germanischen Präfixe verlor das Englische darüber hinaus die 
Möglichkeit, das Applikativmuster von (1), (4) und (5) morphologisch 
zu enkodieren. Dieses Muster lebt zwar im Englischen - wie (39) zeigt 
- weiter fort, da es aber durch morphologisch einfache Verben getra-
gen wird, unterliegt es nicht im gleichen Maße wie ein affixales Muster 
der Reihenbildung. Insofern ist es weniger transparent als im Deutschen, 
wo es präfixal (und zwar mit Hilfe von be-, ent-, tim- etc.) signalisiert 
wird. Obwohl die Partikelverbbildung im heutigen Englisch wie im heu-
tigen Deutsch denselben Prinzipien unterliegt, hat das Englische durch 
den Verlust von morphologischem Kasus die Möglichkeit der Dativverer-
bung eingebüßt. Was die Möglichkeit angeht, das nicht-vererbte (implizit 
gelassene) Argument der Partikel durch eine kongruente Präpositional-
phrase zu explizieren, so zeigt das von Bolinger beobachtete Phänomen in 
(48), daß diese Möglichkeit im Englischen grundsätzlich vorhanden ist, 
obwohl sie durch die formale Redundanz dieser Konstruktion in einer 
Sprache, die eine Verb + Partikel und P + O-Abfolge hat, grundsätz-
lich durch ein einfaches Verb -f Präpositionalphrase verdrängt wird. Die 
latente Möglichkeit, die kongruente Partikel zu realisieren, kommt ledig-
lich in gewissen Konstruktionen zum Vorschein, in denen das Objekt der 
Präposition extrahiert wird und die Partikel ihre konkret direktionale 
Bedeutung bewahrt. 
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JOACHIM GRABOWSKI / PETRA WEISS 
Das Präpositioneninventar als Determinante des Ver-
stehens von Raumpräpositionen: vor und hinter in 
fünf Sprachen 
Abstract 
Die Frage der Verwendung und des Verstehens von Richtungspräpositionen 
und der Beschaffenheit korrespondierender Raumkonzeptionen wird in Psy-
chologie und Linguistik spätestens seit Miller und Johnson- Laird's Language 
and Perception (1976) und der Gegenüberstellung der deiktischen und der in-
trinsischen Raumauffassung intensiv diskutiert. Dabei wurde unter anderem 
der Einfluß des Diskurskontexts (Ehrich), der Statik vs. Dynamik der Situation 
(Wunderlich), des individuellen kognitiven Stils (Levelt) und der Richtungsei-
genschaften des Bezugsobjekts (Miller) auf die Wahl eines räumlichen Bezugs-
systems untersucht, ohne dafi insgesamt eine zufriedenstellende Bestimmung 
erreicht werden konnte. 
Am Beispiel der Präpositionen der 1. Horizontalen im System der sekundären 
Raumdeixis wird anhand einer Experimentalserie im Deutschen, Französi-
schen, Italienischen, Niederländischen und Englischen gezeigt, dafi bei der 
hörerseitigen Identifikation eines Teilraums auf der Basis einer Lokalisati-
onsäußerung psychologische, psycholinguistische, linguistisch-semantische und 
sprachtypologische Faktoren spezifisch interagieren: (1) die variable Gerichtet-
heit des Bezugsobjekts; (2) die verwendete Präposition; (3) die soziale Situa-
tion, in der eine Lokalisationsäußerung produziert wird; sowie (4) das Präpo-
sitioneninventar der verwendeten Einzelsprache, vor allem das Verhältnis der 
räumlichen zu den zeitlichen Ausdrücken. Insbesondere mit den Faktoren (3) 
und (4) wird ein Determinationsgrad der hörerseitigen Teilraumwahl erzielt, 
der die in der Literatur dokumentierten Zusammenhangsannahmen übertrifft. 
Dennoch bleibt in allen untersuchten Sprachen ein Rest an kommunikativer 
Unscharfe; an welchen Stellen diese Unschärfen auftreten, hängt jedoch vom 
jeweiligen Präpositioneninventar ab. 
Warum sitzt man eigentlich 
hinter seiner Schreibmaschine, 
aber vor seinem Computer? 
1. Problemeingrenzung 
Der Raum ist eine grundlegende Erfahrungsqualität des Menschen 
(Gosztonyi 1976). Insofern erscheint es nur natürlich, daß Menschen auch 
oft über räumliche Gegebenheiten kommunizieren (vgl. allgemein Vater 
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1991). Der vorliegende Aufsatz handelt von der sprachlichen Verständi-
gung über einen sehr einfachen Fall einer räumlichen Gegebenheit: Ein 
Objekt befindet sich an einem Ort oder soll sich an einem Ort befin-
den. Unter einem Objekt seien dabei im weitesten Sinne alle materiellen 
Gegebenheiten in der Welt verstanden, also Lebewesen und konkrete 
Gegenstände. Die Einschränkung auf Objekte - gegenüber den ebenfalls 
lokalisierbaren Zuständen und Ereignissen (Jackendoff 1983) - erfolgt 
dabei lediglich aus Vereinfachungsgründen. 
Wenn in der Kommunikation die räumliche Lage eines Objektes an-
gegeben wird, kann dies im wesentlichen zwei Gründe haben (Herr-
mann/Grabowski 1994): (1) Der Sprecher will das Objekt hervorheben 
und damit ins Bewußtsein des Kommunikationspartners rücken. Dies 
kann dadurch erfolgen, daß der Sprecher durch Angabe der (variabel spe-
zifizierten) Objektklasse, der das Objekt angehört, durch Angabe mehr 
oder weniger spezifizierender Attribute des Objektes oder eben durch 
die Angabe des Ortes, an dem sich das Objekt befindet, auf das besagte 
Objekt referiert. Unter diesem Ziel des Sprechers steht das Lokalisieren 
somit äquifunktional neben dem Benennen und dem Beschreiben von 
Objekten. (2) Oder der Sprecher will einen Ort hervorheben, an dem 
sich das in Frage stehende Objekt befindet, befinden soll, befunden hat, 
noch nie befunden hat, befinden wird, auf keinen Fall befinden soll etc. 
Welchem kommunikativen Zweck die Angabe der räumlichen Lage eines 
Objektes in der jeweils konkreten Situation auch dient: Das gemeinsame 
Kennzeichen von lokalisierenden Äußerungen besteht darin, daß das Ziel-
objekt oder der Zielort in eine räumliche Beziehung zu einem anderen 
Objekt (dem Bezugsobjekt oder Relatum) beziehungsweise zu dem Ort, 
den das Relatum einnimmt, gesetzt wird. (Zur hier nicht weiter zu vertie-
fenden Frage, ob eigentlich Objekte oder ob Örter die Argumentstellen 
von Lokalisationsrelationen besetzen, vgl. Habel 1989.) 
Als geeignetes sprachliches Mittel für die Angabe von räumlichen Rela-
tionen zwischen Objekten finden vor allem Präpositionen Verwendung. 
Raumpräpositionen lassen sich danach unterteilen, ob sie sich auf die 
topologische (zum Beispiel in, bei) oder auf die dimensionale Struk-
tur des Raumes (zum Beispiel vor, neben, über) beziehen (vgl. Jacken-
doff/Landau 1991; Klein 1994; Landau/Jackendoif 1993). Präpositio-
nen wie beispielsweise auf können auch spezifische Verbindungen topo-
logischer und dimensionaler Eigenschaften des Raumes thematisieren. 
Wir beschränken uns bei den folgenden Erörterungen auf dimensionale 
Präpositionen (Richtungspräpositionen, projektive Präpositionen; vgl. 
Herskovits 1986; Retz-Schmidt 1988) und bewegen uns somit im Bereich 
der sekundären Raumdeixis (Ehrich 1985). Die nachfolgend berichteten 
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Untersuchungen betreffen Raumrelationen auf der 1. Horizontalen, der 
Sagittalen; soweit es das Deutsche betrifft, behandeln wir also die Ver-
wendung der Präpositionen vor und hinter. Der sprachliche Ausdruck 
räumlicher Relationen auf der 2. Horizontalen (rechts von, links von) 
ist jedoch implizit mitbehandelt, wogegen für die Vertikale einige Son-
derbetrachtungen erforderlich wären (vgl. Friedend 1989; Levelt 1984, 
1986). 
Wir erläutern zunächst (Abschnitt 2), warum bei der Interpretation der 
Präpositionen der 1. Horizontalen (beziehungsweise bei der Interpreta-
tion von Äußerungen, die entsprechende Präpositionalphrasen enthalten) 
Mehrdeutigkeit auftreten kann. Dann (Abschnitt 3) skizzieren wir einige 
schon vorliegende Versuche, angesichts dieses Ambiguitätspotentials be-
schreibende und erklärende Ordnung zu schaffen, das heißt anzugeben, 
unter welchen Bedingungen die Präpositionen in welcher Weise verwen-
det werden. An Hand eigener experimenteller Untersuchungen wird dar-
gestellt (Abschnitt 4), daß die genannten Interpretationsprobleme im 
Deutschen tatsächlich bestehen und daß es mindestens drei Faktoren 
sind, die das Verstehen von vor und hinter determinieren, die zusam-
mengenommen aber immer noch keine vollständige Vorhersage des in-
terpretierenden Hörerverhaltens ermöglichen. Wir führen die Hypothese 
an (Abschnitt 5), daß ein Teil der bestehenden Mehrdeutigkeit darauf 
zurückzuführen ist, daß das Deutsche im Hinblick auf sein Präpositionen-
inventar zu einem bestimmten Typ von Sprachen gehört, und zeigen an 
Hand weiterer Untersuchungen, daß diese Annahme berechtigt ist und 
welche Einschränkungen und Erweiterungen sich daraus für eine einzel-
sprachenübergreifende Theorie der Determination der Verwendung von 
Richtungspräpositionen ergeben. 
2. Das Problem: Bezugssys teme des dimensionalen 
Lokalisierens 
Klein (1994, S. 165) nennt drei Voraussetzungen, die erfüllt sein müssen, 
damit raumbezogene Äußerungen 'funktionieren' können, das heißt, da-
mit der Hörer aufgrund der Äußerung denjenigen Referenten ausmachen 
kann, auf den die Äußerung nach der Intention des Sprechers referieren 
soll: (1) Die Kommunizierenden müssen über eine hinreichend ähnliche 
Raumauffassung verfügen. (2) Sie müssen die Bedeutung der verwen-
deten Ausdrücke kennen. (3) Sie müssen 'allerlei Kontextinformation' 
heranziehen, um die Äußerung geeignet interpretieren zu können. Wir 
behandeln die Frage der Verwendung und der potentiellen Mehrdeutig-
keit von vor und hinter im folgenden unter dem drittgenannten Aspekt 
der Kontextinformation und skizzieren die unter (1) und (2) genannten 
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Voraussetzungen nur, ohne auf die damit verbundenen Probleme einzu-
gehen. 
Was die Raumauffassung des Menschen betrifft, so kann man anneh-
men, daß Objekte Orter einnehmen, für die eine topologische und eine 
dimensionale Struktur definiert ist. Man kann diese Raumauffassung an-
thropomorph begründen, den Menschen also als die primäre raumstruk-
turierende und raumdimensionierende Origo betrachten (vgl. Grabowski, 
in Vorb.): 
(i) Der Mensch nimmt einen bestimmten Ort ein, an dem sich kein an-
deres Objekt befinden kann, es sei denn, es ist in ihm ( = Inklusionsrela-
tion). (ii) Andere Objekte beziehungsweise die Orter, die sie einnehmen, 
können unmittelbar an den Menschen angrenzen ( = Kontaktrelation), 
(iii) Um den Menschen herum gibt es weiterhin eine Umgebung oder eine 
Region im Sinne eines Bereichs, den der Mensch von dem eingenomme-
nen Ort aus manipulieren kann. Diese drei Bestimmungsstücke bilden 
die topologische Struktur des Raumes; sie erlauben die Unterscheidung 
von in beziehungsweise innerhalb und nicht in beziehungsweise außerhalb 
(qua (i)), von an, an ... dran und nicht an (qua (ii)) sowie von (nahe) 
bei und nicht bei beziehungsweise fern von (qua (iii)). Man beachte, daß 
die topologische Struktur zunächst einmal beliebigdimensional definiert 
ist. 
Die dimensionale Struktur des Raumes ergibt sich bei Hinzuziehung 
zweier weiterer Annahmen: (iv) Die menschliche Raumauffassung ist 
dreidimensional, (v) Dabei handelt es sich jedoch nicht um einen Eu-
klidischen Raum mit beliebigem Ursprung und beliebiger, zweifach or-
thogonaler Achsenorientierung und -polarisierung; vielmehr ergeben sich 
sowohl die Orientierung als auch die Polarität der drei Achsen aus den 
menschlichen Körperasymmetrien: Die Vertikale ist die Kopf-Fuß-Achse, 
wobei der Kopf den oberen, die Füße den unteren Pol bilden. Die 1. Hori-
zontale verläuft durch Brust und Rücken, wobei der positive Pol (vorne) 
in Richtung des bevorzugten Einzugsbereichs der Wahrnehmungsorgane 
zeigt. Die 2. Horizontale schließlich ergibt sich orthogonal zu diesen bei-
den Achsen. Die asymmetrische Polarität dieser Achse ist umstritten; 
immerhin sind links und rechts jedoch durch die Händigkeit und die Lage 
der unpaarigen Organe unterschieden. An Hand der Orientierung und der 
Polarität der raumdimensionierenden Achsen kann man die Region ei-
nes Menschen in Teilräume aufgliedern und somit den VOR-, HINTER-, 
ÜBER-, UNTER-, RECHTS-VON- und LINKS-VON-Teilraum spezifi-
zieren. 
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Die dergestalt egozentrisch abgeleiteten Kennzeichen der menschlichen 
Raumauffassung können dann auch auf andere Menschen und andere 
Objekte übertragen werden; daraufkommen wir weiter unten ausführlich 
zurück. 
Die sprachlichen Ausdrücke, die die dimensionalen Teilräume bezeich-
nen, nennt man das System der sekundären Raumdeixis (vgl. Ehrich 
1985; wir beschränken uns hier auf die präpositionalen Ausdrücke). Ihre 
semantische Beschreibung erfolgt traditionell mit Hilfe einer Lokalisie-
rungsfunktion, die unter Voraussetzung der dimensionalen Teilraumglie-
derung und unter Ausnutzung der topologischen Inklusion das Objekt, 
dessen räumliche Lage bezeichnet wird, in dem jeweiligen Teilraum des 
Relatums lokalisiert (Wunderlich/Herweg 1991). Vor dem Relaium be-
deutet somit in dem Vor-Raum des Relatums beziehungsweise in dem 
Teilraum, der an die Vorderseite des Relatums angrenzt, wobei die Vor-
derseite des Relatums diejenige Seite ist, die in Richtung des positiven 
Pols der 1. Horizontalen zeigt. Entsprechend lassen sich die Bedeutun-
gen von hinter, über, unter, links von und rechts von bestimmen. Wir 
teilen diese semantische Auffassung nicht, sondern halten es aus unter-
schiedlichen Gründen für vorteilhafter, den invarianten Bedeutungsanteil 
von Richtungspräpositionen im Zusammenhang mit der perzeptuellen 
Zugänglichkeit von Objekten und nicht über die Inklusion in seitenad-
jazenten Teilräumen zu rekonstruieren (Grabowski in Vorb.). Für das 
Folgende können wir es aber dabei belassen; es ist festzuhalten, daß das 
Verstehen der betreffenden Richtungspräpositionen und die damit ver-
bundene Identifikation des intendierten Teilraums die Identifikation der 
entsprechenden Seiten des Relatums voraussetzt. 
Beim Menschen als primärer raumdimensionierender Origo sind Vorder-
seite, Rückseite etc. aufgrund der erwähnten Körperasymmetrien pro-
blemlos bestimmbar. Andererseits ist Ego aber in vielen Fällen kein allzu 
verläßlicher Kandidat für die Verankerung von räumlichen Relationen 
zwischen Objekten. Wir haben nämlich - neben unserer Egozentrik -
auch die Vorstellung einer räumlich stabilen Objektwelt, durch die wir 
uns hindurchbewegen. Mit dieser Bewegung durch die Welt ändert sich 
fortwährend unsere Position und die relative Orientierung unserer ego-
zentrischen Raumachsen, vor allem in der Ebene: Mit einer Drehung des 
Körpers kann das, was gerade noch vor mir war, nun rechts von mir 
sein. Es kommt noch hinzu, daß wir wissen, daß jeder andere Mensch 
ebenfalls eine von sich aus egozentrische, von mir aus alterozentrische 
raumdimensionierende Origo konsti tuiert . Deshalb ist es sinnvoll, die 
Raumangabe von Objekten nicht nur an meiner egozentrischen Origo 
zu verankern, sondern Objekte auch in Relation zu anderen - in ihrer 
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Raumlage und -Orientierung mutmaßlich zeitstabileren - Objekten zu 
lokalisieren. Dazu müssen aber - wenn wir uns jetzt wieder auf die 1. 
Horizontale beschränken - die Vorder- und Hinterseite des Bezugsobjekts 
best immt werden. Das Problem besteht nun darin, daß es (a) mehrere 
Prinzipien gibt, nach denen einem Objekt eine Vorderseite zugeschrie-
ben werden kann, daß (b) diese Prinzipien in einigen Fällen konkurrie-
ren können, und daß man (c) der raumbezogenen Äußerung in der Regel 
nicht ansehen kann, welches Prinzip gewählt wurde. 
Die beiden Grundprinzipien, nach denen Menschen Objekten Vorder-
und Rückseiten zuschreiben, die die dimensionale Lokalisierung in Re-
lation zu diesen Objekten erlauben, sind das extrinsische und das 
intrinsische Bezugssystem (vgl. hierzu und zum Folgenden Carlson-
Radvansky/Irwin 1993; Ehrich 1985; Grabowski 1994; Levelt 1986; 
Retz-Schmidt 1988) beziehungsweise die merkmalsfundierte vs. nicht-
merkmalsfundierte Gerichtetheit von Objekten (Herrmann 1990). Im in-
trinsischen Bezugssystem bezieht sich der Sprecher auf die Raumdimen-
sionierung an Hand der inhärenten räumlichen Eigenschaften und Ach-
senasymmetrien des Bezugsobjekts; diese liegen, wie oben beschrieben, 
beim Menschen und anderen automobilen Lebewesen vor, aber auch bei 
Objekten, die der Mensch in charakteristischer Orientierung benutzt, wie 
beispielsweise Autos und allgemein Fahrzeuge, Kleidungsstücke, Uhren, 
Schränke und Schreibtische. Im extrinsischen Bezugssystem erfolgt die 
Frontattribution durch den aktuellen Situationskontext. Dies kann auf 
verschiedene Art erfolgen (Wunderlich 1982); ein besonderer und in der 
Literatur dem intrinsischen Lokalisieren bevorzugt gegenübergestellter 
Fall des extrinsischen Systems ist das deiktische System, in dem die Po-
sition und Orientierung des Sprechers beziehungsweise des Betrachters 
zur Bestimmung der Vorderseite herangezogen wird. In unserer Kultur 
erfolgt dies nach dem Prinzip des 'canonical encounter' (Clark 1973) 
beziehungsweise der 'facing strategy': Der dem Betrachter zugewandten 
Seite eines Objektes wird dessen Front zugeschrieben. (In anderen Kultu-
ren (Hill 1982) und in unserer Kultur in anderen extrinsischen Systemen, 
beispielsweise bei sich bewegenden Relata, kann auch die 'aligning stra-
tegy' zum Tragen kommen, bei der die dem Betrachter abgewandte Ob-
jektseite als Front interpretiert wird.) Abbildung 1 zeigt die Verwendung 
von vor und hinter im deiktischen und im intrinsischen Bezugssystem. 
Das Präpositioneninventar 295 
Abb. 1: Korund hinter im deiktischen (links) und intrinsischen (rechts) Be-
zugssystem. Im deiktischen Fall induziert der Betrachter (B) die Front des 
Relatums (R) und damit dessen Gerichtetheit auf der 1. Horizontalen durch 
Gegenüberposition. 
Formal läßt sich die Verwendung von vor und hinter in beiden Referenz-
systemen im Bild einer Euklidischen Uber formung des Raumes fassen 
(vgl. Grabowski 1994; Klein 1994). Im deiktischen System bildet der Be-
obachter beziehungsweise der Sprecher den Ursprung O eines Koordina-
tensystems, seine Blickrichtung spann t den positiven Ord ina tenabschn i t t 
auf mi t y (O) = 0. Sei L das lokalisierte Ob jek t und R das R e l a t u m mi t 
y(L) > 0 und y (R) > 0; das heißt , daß die in Beziehung gesetzten In-
s tanzen in 'Blickrichtung' der Origo liegen. Dann ist L vor R, wenn y(L) 
< y (R) . L ist hinter R, wenn y(L) > y (R) . Im intrinsischen Sys tem bildet 
das Re la tum R die Origo mi t y (R) = 0. L ist vor R, wenn y(L) > 0. L ist 
hinter R, wenn y(L) < 0. Bei dieser formalen Beschreibung ist außer acht 
gelassen, wieweit die Verwendung von vor und hinter gegenüber seitli-
chen Abweichungen tolerant ist, also bei welchen Verhältnissen von y(L) 
- y (R) und x(L) - x (R) (beziehungsweise der Beträge dieser Differenzen) 
L noch vor /h in te r R und nicht links oder rechts vo r /h in t e r R oder schon 
links oder rechts von R lokalisiert wird. 
Das Prob lem der Mehrdeutigkei t ergibt sich nun daraus , daß das deik-
tische Bezugssystem natür l ich auch bei intrinsisch gerichteten Re la t a 
angewandt werden kann, wobei sich fü r vor und hinter gerade gegensätz-
liche In te rpre ta t ionen ergeben. Die Sprache stellt zwar Mit te l bereit , das 
verwendete Bezugssystem eindeutig zu markieren: Äußerungen der Ar t 
Von mir aus gesehen ... beziehungsweise Von dir aus gesehen ... können 
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nur deiktisch, die Wendungen ... zur Linken ... oder ... an der Vorder-
seite ... können nur intrinsisch verstanden werden. Im kommunikativen 
Alltag verzichten Sprecher aber fast ausnahmslos darauf, diese Mittel 
einzusetzen (Grabowski/Miller, 1995), so daß Lokalisationen mit intrin-
sisch gerichteten Bezugsobjekten in aller Regel mehrdeutig sind. Diese 
Ambiguität illustriert Abbildung 2, in der die räumliche Lage jeder der 
beiden Katzen sowohl durch den Satz Die Katze ist vor dem Kabrio. als 
auch durch den Satz Die Katze ist links vom Kabrio. zutreffend beschrie-
ben werden kann. 
Abb. 2: Die Katze ist vor dem Kabrio. - Die Katze ist tinks vom Kabrio. 
3. D e t e r m i n a n t e n der B e z u g s s y s t e m w a h l 
Es stellt sich nun die Frage, unter welchen Bedingungen welches System 
verwendet wird beziehungsweise unter welchen Bedingungen Hörer Lo-
kalisationsäußerungen auf die eine oder andere Art interpretieren. Wir 
skizzieren dazu, ohne Anspruch auf Vollständigkeit, vier Ansätze, die 
uns wesentlich erscheinen (vgl. Grabowski 1994; Weiß 1993). 
Nach Miller/Johnson-Laird (1976) (vgl. auch Abkarian 1982) dominiert 
die intrinsische Perspektive generell die deiktische, wann immer ein Re-
la tum als inhärent gerichtet wahrgenommen wird. Das Zutreffen dieser 
Annahme setzt jedoch voraus, daß in einer Kultur- und Sprachgemein-
schaft Übereinstimmung herrscht, welche Objekte (gegebenenfalls in wel-
chen Situationen) als gerichtet wahrgenommen werden. Angesichts der 
vielfachen Möglichkeiten situativer, nicht-merkmalsfundierter Frontzu-
schreibungen (vgl. Herrmann 1990) muß das generelle Vorliegen dieser 
Das Präpositioneninventar 297 
Voraussetzung bezweifelt werden. Es kommt hinzu, daß selbst im Falle 
des mehr oder weniger eindeutigen Vorliegens objektimmanenter Ge-
richtetheit die polare Orientierung der Objektachse wechseln kann. In 
der kanonischen Orientierung des Kirchgängers bildet, solange er sich 
außerhalb der Kirche befindet, das Portal die Vorderseite der Kirche, 
der Altar steht hinten. Befindet man sich jedoch in kanonischer (Sitz-) 
Position in der Kirche, so ist jetzt der Altar vorne und das Portal hinten. 
Kirchen haben also zwei intrinsische Vorder- und Rückseiten. Insgesamt 
werden wir jedoch zeigen (s. unten Abschnitt 5), daß die Annahme der 
intrinsischen Präferenz die Verhältnisse im Englischen bei Relatumob-
jekten mit eindeutiger intrinsischer Orientierung (und Polarität) weitge-
hend zutreffend beschreibt. 
Ehrich (1985) zeigt am Beispiel von Zimmerbeschreibungen, daß die 
Integration einzelner Objektkonstellationen innerhalb größerer räumli-
cher Arrangements besonders dann gelingt, wenn eine im Diskurs einmal 
gewählte Strategie beibehalten wird (vgl. auch Linde/Labov 1975; von 
Stutterheim/Carroll 1993). Oft treten Raumreferenzen jedoch nicht, wie 
es bei Wohnungsbeschreibungen oder Wegeinstruktionen der Fall ist, im 
lokalisierenden Diskurskontext auf, sondern stehen allein oder in nicht 
raumreferentiellen Zusammenhängen, so daß sich der Hörer bei seiner In-
terpretation nicht an vorangegangenen Bezugssystemwahlen orientieren 
kann. 
Wunderlich (1981) weist daraufhin, daß der - durch die Verwendung sta-
tischer oder dynamischer Verben vermittelte - statische vs. dynamische 
Charakter der Situation, in der lokalisiert wird, die Interpretation präpo-
sitionaler Objektrelationen beeinflußt. Äußerungen, die Bewegungsver-
ben e n t h a l t e n ( z u m Beispiel Die Lampe soll rechts neben das Sofa gestellt 
werden.), werden eher deiktisch, Äußerungen mit statischen Verben (Die 
Lampe soll rechts neben dem Sofa stehen.) eher in t r ins i sch i n t e r p r e t i e r t . 
Es handelt sich dabei jedoch nicht um einen deterministischen Zusam-
menhang, vielmehr liegen die übereinstimmenden Präferenzen im Be-
reich von 70 bis 80 Prozent. 
Levelt (1982) weist auf individuelle Präferenzen und Stile bei der Wahl 
des deiktischen oder intrinsischen Bezugssystems hin. Eigene Untersu-
chungen zeigen jedoch, daß uneinheitliche Interpretationen sowohl zwi-
schen Individuen als auch innerhalb desselben Individuums vorkommen 
(Grabowski, i. Vorb.; vgl. auch Bürkle/Nirmaier/Herrmann 1986). Zu-
dem erscheint die Annahme individueller Stile auch nicht plausibel: 
Wenn jemand einen solchen Stil ausgebildet hat, dann ist anzunehmen, 
daß die bevorzugte Lokalisationsstrategie sowohl die Interpretation als 
auch die eigene Außerungsproduktion betrifft. Wir suchen uns unsere 
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Kommunikationspartner nun aber nicht nach ihrem Stil räumlicher Re-
ferenz heraus; raumbezogene Kommunikation muß zwischen beliebigen 
Partnern gelingen. Wären die 'Deiktiker' und die 'Intrinsiker' in der Po-
pulation gleichverteilt, so läge maximale kommunikative Unsicherheit 
vor - nur bei durchschnittlich 50 Prozent aller deiktisch oder intrinsisch 
faßbaren Lokalisationsäußerungen, also mit Zufallserwartung, würde der 
Hörer die Sprecherintention erfolgreich nach vollziehen. Überwiegt jedoch 
andererseits einer der Stile in der Population, so fragt man sich, warum 
die Angehörigen der kleineren Gruppe ihre raumreferentielle Strategie 
angesichts ihrer überwiegenden kommunikativen Mißerfolge als Stil kul-
tivieren. Generell neigen Versuchspersonen bei wiederholter ähnlicher 
Aufgabenstellung zur Ausbildung gleichbleibender Reaktionsmuster, die 
dispositionelle Verhaltensstabilität vortäuschen können. 
Die genannten und weitere Ansätze tragen jeweils einen Aspekt zur Vor-
hersage deiktischer vs. intrinsischer Interpretationen bei; insgesamt ist 
die Frage der Determination der Verwendung von Richtungspräpositio-
nen jedoch weder umfassend noch zufriedenstellend geklärt. In den nach-
folgend beschriebenen Untersuchungen wird zunächst gezeigt, daß und 
unter welchen Bedingungen im Deutschen nicht unerhebliche Ambiguität 
bei der Interpretation von vor und hinter besteht, und es wird erläutert, 
wie weit die empirisch-experimentelle Berücksichtigung einer Reihe von 
Einflußfaktoren zur Klärung des Problems beitragen kann. 
4 . E x p e r i m e n t e zur I n t e r p r e t a t i o n von vor u n d hinter 
Betrachten wir folgendes Beispiel (Abbildung 3), das auch bei Vater 
(1991) und bei Ruhrberg/Rutz (1990) als mehrdeutige Situation an-
geführt wird und das wir für die nachfolgend dargestellten Untersu-
chungen verwendeten (vgl. zum Folgenden auch Grabowski 1994; Gra-
bowski/Herrmann/Weiß 1993): Ein Fahrer und ein Beifahrer befinden 
sich in einem Auto auf der rechten Fahrbahnseite. In sichtbarer Entfer-
nung sind am rechten Straßenrand mehrere Parkbuchten eingelassen; in 
der mittleren Bucht befindet sich ein Objekt. Der Beifahrer fordert den 
Fahrer auf, vor oder hinter diesem Objekt zu parken; das Objekt dient 
somit als Relatum der Lokalisationsäußerung. 
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Abb. 3: Modellszenario zur Untersuchung der Verwendung von trorund hinter. 
Die folgenden Erläuterungen zur Versuchsdurchführung gelten für alle 
berichteten Experimental Varianten: Die Versuchspersonen standen vor 
einem ca. 60 x 40 cm großen Modellszenario, das wie Abbildung 3 be-
schaffen war, wobei sich in der mittleren Parkbucht das jeweils kritische 
Relatum befand: im intrinsisch gerichteten Fall ein gelber VW Käfer, 
im ungerichteten Fall ein Baum. Nach der von der Versuchsleiterin je-
weils mündlich vorgetragenen Instruktion bewegten die Teilnehmer das 
Modellauto in den Teilraum, der ihrer Interpretation der Lokalisati-
onsäußerung entspricht. Die Untersuchung erfolgte im Einzeldurchgang. 
Die Versuchspersonen wurden bei ihrer Anwerbung mit der Frage an-
gesprochen, ob sie einen Führerschein besäßen; deshalb nahmen sie an, 
daß die Untersuchung ein Verkehrsproblem behandelt. Kein Teilnehmer 
äußerte die Hypothese, es würden Fragen der Lokalisation behandelt. 
Diese lokalisationsbezogene Naivität kann jedoch nur für einen experi-
mentellen Durchgang erhalten werden, deshalb wurde für jede Person nur 
ein Meßwert (gewählter Teilraum bei gegebener Instruktion) erhoben. 
Wir haben das Grundmuster unseres Modellszenarios in eine private, 
informelle Situation eingebettet. Die Instruktion lautete: „Stell dir vor, 
du hast nach einer Party einem Freund angeboten, ihn nach Hause zu 
fahren. Du weißt aber nicht, wo er wohnt. Er sagt: Laß mich bitte vor 
[,hinter] dem gelben Käfer [dem Baum] aussteigen. W o w ü r d e s t d u m i t 
dem Auto anhalten?" 
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Nach der im vorangegangenen Abschnitt skizzierten Literaturlage läßt 
sich allenfalls erwarten, daß bei ungerichtetem Relatum (Baum) deik-
tisch (das heißt vor als Teilraum 1, hinter als Teilraum 3), bei gerich-
tetem Relatum (gelber Käfer) intrinsisch (das heißt vor als Teilraum 3, 
hinter als Teilraum 1) interpretiert wird, wobei nur im letztgenannten 
Fall potentielle Mehrdeutigkeit besteht. Tabelle 1 zeigt die Ergebnisse. 
Teilraum 
Baum 1 3 
"vor" 20 0 
"hinter" 3 17 
Gesamt 23 17 
gelber Teilraum 
Käfer 1 3 
"vor" 24 15 
"hinter" 23 17 
Gesamt 47 32 
Tab. 1: Teilraumwahlen als Interpretationen von vor und hinter in der 
Nachhauseweg-Situation bei ungerichtetem (links: Baum) und gerichtetem 
(rechts: gelber Käfer) Relatum. 
Bei ungerichtetem Relatum wird erwartungsgemäß überwiegend deik-
tisch interpretiert, während die Interpretationen im Falle des intrinsisch 
gerichteten Relatums völlig uneinheitlich ausfallen. Hier differenzieren 
die Präpositionen vor und hinter nicht zwischen den Teilräumen, es be-
steht Ambiguität . Anders formuliert: Der Sprecher kann mit der Wahl 
seiner Präposition das Hörerverhalten nicht in intendierter Weise be-
einflussen. Zusammengenommen zeigt sich, daß die variable intrinsische 
Gerichtetheit des Relatums, wie erwartet, tatsächlich eine Determinante 
der Interpretation von vor und hinter darstellt. 
Es finden sich in diesen und den nachfolgenden Ergebnissen immer wie-
der Fälle, in denen auch in Relation zu dem ungerichteten Baum nicht-
deiktische Interpretationen vorgenommen werden. Hierbei dürfte es sich 
um extrinsische Interpretationen handeln, bei denen dem Baum durch 
die Gesamtgerichtetheit des Straßensettings eine in Fahrtrichtung wei-
sende Vorderseite zugeschrieben wird. 
Eine Anmerkung zur inferenzstatistischen Befundauswertung: Die Ur-
teile über mehrdeutige vs. eindeutige Fälle, also darüber, ob die bei-
den Richtungspräpositionen in einer Situation zwischen den beiden 
Teilräumen differenzieren, beruhen auf quantitativen Analysen der Re-
aktionshäufigkeiten mit Hilfe des Fisher-Tests. Dabei handelt es sich um 
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die zweidimensionale Erweiterung des Binomial-Tests; eine signifikante, 
das heißt statistisch bedeutsame Differenzierung der Teilräume anhand 
der Präpositionen liegt anschaulich dann vor, wenn sich die überwie-
gende Zahl der Fälle in einer Situation in den beiden Zellen einer der 
beiden Diagonalen der Ergebnistabellen befindet (vgl. Siegel 1987). 
Wir haben in einem nächsten Schritt die Charakteristika der Situation 
verändert, in der die raumbezogene Kommunikation erfolgt. Handelte 
es sich bei der Nachhauseweg-Situation um eine informelle, eher pri-
vate Situation, so wurde die Produktion und Interpretation der Loka-
lisationsäußerung nun in einen formalen, institutionalisierten Kontext 
eingebunden: Die Versuchspersonen erhielten im Rahmen ihrer prak-
tischen Führerscheinprüfung vom Fahrprüfer die Anweisung, vor oder 
hinter dem Bezugsobjekt zu parken. Die Ergebnisse zeigt Tabelle 2. 
Teilraum 
Baum 1 3 
"vor" 8 2 
"hinter" 7 3 
Gesamt 15 5 
Tab. 2: Teilraumwahlen als Interpretation von vor und hinter in der 
Fahrprüfung-Situation bei ungerichtetem (links: Baum) und gerichtetem 
(rechts: gelber Käfer) Relatum. 
Hier kehren sich die Eindeutigkeits- beziehungsweise Ambiguitäts-
verhältnisse im Vergleich zur Nachhauseweg-Situation um: Wiederum 
stellt sich die Gerichtetheit des Relatums als wichtige Determinante der 
Interpretation heraus, doch wird nun bei gerichtetem Relatum überwie-
gend intrinsisch interpretiert, während die Teilraumwahlen bei ungerich-
tetem Relatum völlig uneinheitlich ausfallen, so daß der Sprecher durch 
die Wahl einer der beiden Präpositionen das Hörerverhalten nicht lenken 
und somit nicht zwischen den Teilräumen differenzieren kann. Alle ge-
nannten Befunde wurden mehrfach repliziert und können als stabil und 
gesichert gelten. 
Betrachtet man zusammenfassend die Situation im Deutschen (Tabelle 
3), so ist festzustellen, daß die Interpretation von vor und hinter zu-
mindest die Berücksichtigung der Wechselwirkung zwischen der sozialen 
gelber Teilraum 
Käfer 1 3 
"vor" 3 17 
"hinter" 17 3 
Gesamt 20 20 
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Situation, in der sich Sprecher und Hörer befinden, und der vorhandenen 
oder nicht vorhandenen Gerichtetheit des Relatums erfordert. 
Situation 
Relatum 
gerichtet ungerichtet 
Nachhauseweg mehrdeutig 
eindeutig 
(deiktisch) 
Fahrprüfung 
eindeutig 
(intrinsisch) 
mehrdeutig 
Tab. 3: Soziale Si tuat ion und Gerichtethei t des Rela tums als Determinanten 
der In terpre ta t ion von vor und /»Interim Deutschen. 
Man kann diesen Befund - post hoc - damit erklären, daß Menschen un-
seres Kulturkreises in einer institutionalisierten, formalen Situation ei-
nen neutralen Bezugspunkt, eine nicht an die veränderliche Position der 
Interaktanten gebundene Verankerung - und damit den intrinsischen Re-
ferenzrahmen - bevorzugen und als Hörer auch erwarten, in einem infor-
mellen Kontext dagegen eher die beteiligten (in unserer Situation gleich-
gerichteten und an gleichem Ort positionierten) Personen - und damit 
das deiktische System - als Bezugspunkt präferieren. Der ungerichtete 
Baum in der Nachhauseweg-Situation und der gerichtete gelbe Käfer in 
der Fahrprüfung-Situation passen zu diesen Anforderungen; die Inter-
pretationen fallen eindeutig aus. In der Nachhauseweg-Situation kon-
fligiert die intrinsische Gerichtetheit des gelben Käfers jedoch mit der 
deiktischen Präferenz, so daß sich wahlweise deiktische oder intrinsische 
Interpretationen ergeben. In der Fahrprüfung-Situation konfligiert die 
Ungerichtetheit des Baumes mit der Präferenz nicht-personaler Veran-
kerung der Raumrelation, die dadurch möglich wird, daß dem Baum im 
extrinsischen Bezugsrahmen eine 'objektive' Orientierung zugeschrieben 
wird. Hier kommt hinzu, daß die Interpretationen von vor und hinter 
nicht symmetrisch sind: vor wird öfter deiktisch, hinter öfter intrinsisch 
verstanden. 
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Wir haben in weiteren, hier nicht berichteten Experimenten geprüft 
(Grabowski, i. Vorb.; Weiß 1993), daß die Uneinheitlichkeit der Inter-
pretationen nicht lediglich daher rührt, daß es den Versuchspersonen in 
den vorgegebenen Situationen nicht so genau darauf ankommt, an wel-
cher Stelle sie mit ihrem Auto anhalten. 
Zwei ergänzende Befunde: Bringt man das gerichtete Relatum (den gel-
ben Käfer) in der Nachhauseweg-Situation aus der Fahrtrichtung (es 
genügen schon 30°), verschwindet der Konflikt, und es ergeben sich ein-
heitliche deiktische Interpretationen (Tabelle 4). 
Teilraum 
1 3 
"vor" 10 0 
"hinter" 0 9 
Gesamt 10 9 
Teilraum 3 ^ 
I 9 e l b e r I- • " c f c Käfer 
r Teilraum 1 
l|—i Auto mit 
" 4 j \ , Sprecher 
und Hörer 
Tab. 4: Teilraumwahlen bei Aufhebung der Ko-Dimensionierung von Fahrt-
r ichtung und intrinsischer Gerichtethei t des Relatums. 
Dasselbe gilt, wenn man den deiktisch-intrinsischen Interpretationskon-
flikt durch die gegengerichtete Orientierung des gerichteten Relatums 
aufhebt, weil dann beide Interpretationssysteme übereinstimmen (Ta-
belle 5). 
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Teilraum 
1 3 
"vor" 8 2 
"hinter" 0 10 
G e s a m t 8 12 
Q gelber 
i L 
Teilraum 3 I 
. \ M Käfer 
I i " 
Teilraum 1 
I 
I « Auto mit 
1 , Sprecher 
l _ J und Hörar 
Tab. 5: Teilraumwahlen bei Gegenrichtung des Relatums (intrinsische und 
deiktische Interpretationen stimmen überein). 
5. D a s P r ä p o s i t i o n e n i n v e n t a r a l s I n t e r p r e t a t i o n s d e t e r m i -
n a n t e 
Die Berücksichtigung der De te rminan ten „soziale Si tua t ion" und „Gerich-
te thei t des Re la tums" er lauben die Vorhersage der In te rpre ta t ion von vor 
und hinter nur in be s t immten Wechselwirkungsbedingungen. Lassen sich 
wei ter führende Bedingungsfaktoren angeben? Dazu be t rachten wir das 
Verhäl tnis zwischen räumlicher Referenz und tempora ler Referenz. Es 
gibt vielfältige Hinweise und detai l l ierte linguistische Analysen zu deren 
Verknüpfung (zum Beispiel Ehrich 1989; Wunderl ich 1985). Da die ver-
wendete Exper imenta l s i tua t ion in ihrer Dynamik festgelegt ist, kann die 
räumliche O r d n u n g auch durch zeitliche Metaphern ausgedrückt werden. 
Der dem Sprecher und Hörer nächstgelegene Tei l raum 1 ist zugleich der 
Tei l raum, der als erstes erreicht wird und der dami t vor dem anderen 
erreicht wird; entsprechend ' k o m m t ' Tei l raum 3 nach Te i l raum 1. Im 
Deutschen sind nun die präpos i t ionalen Wor t fo rmen fü r die unmarkie r -
ten Pole der räumlichen wie der zeitlichen sekundären Deixis identisch, 
sie lauten beide vor. F ü r die mark ie r ten Pole ist dies mi t hinterund nach 
ersichtlich nicht der Fall. Es ist deshalb zu f ragen, ob ein Teil der be-
obachte ten Ambigu i t ä t vielleicht gar nicht den Konflikt zwischen deikti-
schem und intr insischem Lokalisat ionssystem widerspiegelt , sondern aus 
tempora len In te rpre ta t ionen der Sprecheräußerung result iert , zumindest 
soweit es die Verwendung von vor betr i f f t . 
Wie kann m a n diese Hypothese prüfen? Sprachen unterscheiden sich 
danach , wieviele unterschiedliche Ausdrücke (Wor t fo rmen im nicht-
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flexionsmorphologischen Sinne) sie für die Präpositionen der 1. Hori-
zontalen der sekundären Raumdeixis und der temporalen Deixis zur 
Verfügung stellen. Genauer gesagt unterscheiden sie sich dahingehend, 
ob es Präpositionen der sekundären Raumdeixis gibt, die nicht wort-
formidentisch mit zeitlichen Präpositionen sind. Es geht nicht darum, 
das Bedeutungs- oder Verwendungspotential dieser Präpositionen er-
schöpfend zu beschreiben. Auch ist nicht tangiert, daß temporale Me-
taphern in aller Regel für den Ausdruck räumlicher Gegebenheiten her-
angezogen werden können. Das einzige hier interessierende Charakteri-
stikum betrifft die Frage, ob es in einer Sprache Richtungspräpositionen 
gibt, die nicht zugleich als temporale Präpositionen verstanden werden 
können. 
Man kann diese sprachtypologische Hypothese prüfen, indem man die 
Verwendung der Richtungspräpositionen in Sprachen untersucht, de-
ren Präpositionensystem sich von dem des Deutschen unterscheidet. 
Maximal kann eine Sprache im hier interessierenden Zusammenhang 
vier unterschiedliche Wortformen bereitstellen; dies ist beispielsweise 
im Französischen {devant/derrière, avant/après), im Italienischen (da-
vanii/dietro, prima/dopo) und im Englischen (in front of/behind, be-
fore/after) der Fall. Wir nennen diese Sprachen Vier-Präpositionen-
Sprachen. Das Deutsche ist mit den Wortformen vor, hinter und nach 
eine Drei-Präpositionen-Sprache wie auch das Niederländische (voor, 
achter, na). Zu den Zwei-Präpositionen-Sprachen gehört Latein, in dem 
mit ante und post die polaren Ausprägungen des räumlichen wie des 
zeitlichen Systems bezeichnet werden. Uns ist keine Ein-Präpositionen-
Sprache bekannt, in der mit nur einem Ausdruck weder zwischen dem 
räumlichen und zeitlichen System noch zwischen den Polen dieser Di-
mensionen unterschieden würde. 
Um zu zeigen, daß es sich um einen typologische Einflußfaktor und 
nicht lediglich um ein einzelsprachliches Phänomen handelt, müssen je 
Sprachtyp mehr als eine Sprache berücksichtigt werden. Wir haben die 
in Abschnitt 4 referierten experimentellen Untersuchungen im Deut-
schen deshalb in den Sprachen Niederländisch, Französisch, Italienisch 
und Englisch durchgeführt und damit Drei-Präpositionen-Sprachen und 
Vier-Präpositionen-Sprachen einander gegenübergestellt (Tabelle 6). Die 
Instruktionen an die Versuchspersonen wurden in die jeweilige Sprache 
übersetzt; s ta t t vor und hinter wurden die jeweiligen Präpositionen der 
sekundären Raumdeixis verwendet, die in Tabelle 6 in den beiden lin-
ken Zellen jedes Vierfelderschemas aufgeführt sind. Versuchsleiter waren 
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Muttersprachler der jeweiligen Sprache; die Untersuchungen wurden an 
Universitäten des jeweiligen Auslands durchgeführt (s. unten Abschnitt 
7)-
Französisch 
devant avant < 
derrière après 
<D 
TJ 
c 
V 
£ Deutsch Italienisch O 
S 
Q. 
CO 
vor vor davanti prima O 
3 
(D 
3 
CO 
T3 
c 
Q> 
C 
o 
hinter nach dietro dopo 
« o 
Q. 
>01 
Niederländisch Englisch 
B) 
O 
voor voor in front of before 
(D 
3 
1 
*a> 
Q 
achter na behind after 
Tab. 6: Das Präpositioneninventar der sekundären Raumdeixis (1. Horizontale: 
linke Spalte der Vierfelderschemata) und der sekundären temporalen Deixis 
(rechte Spalte der Vierfelderschemata) der fünf untersuchten Sprachen. 
Wir berichten die erhaltenen Ergebnisse nicht im einzelnen, sondern fas-
sen sie hinsichtlich der sich ergebenden Eindeutigkeiten und Mehrdeu-
tigkeiten zusammen (Tabel le 7) . 
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u gerichtst unger. 
Heimweg deikt. WZ 
Fahrprüf. intr. 
1- gerichtet unger. 
Heimweg intr. 
Fahrprüf. intr. 
N gerichtet unger. 1 gerichtet unger. 
Helmweg deikt. Heimweg intr. 
Fahrprüf. Intr. deikt. Fahrprüf. intr. 
t gerichtet unger. 
Heimweg intr. « 
Fahrprüf. Intr. intr. 
Tab. 7: Die Interpretation von Richtungspräpositionen der 1. Horizontalen 
in Abhängigkeit von der sozialen Kommunikationssituation, der Gerichtetheit 
des Relatums und dem Sprachtyp. Die mehrdeutigen Bedingungsfälle sind 
durch Schraffur angegeben; intr. bedeutet einheitliche intrinsische Interpre-
tation, deikt. bedeutet einheitliche deiktische Interpretation. D = Deutsch, N 
= Niederländisch, P = Französisch, I = Italienisch, E = Englisch. 
Es zeigt sich, daß sich die Interpretationen der Richtungspräpositio-
nen einerseits im Deutschen und Niederländischen und andererseits im 
Französischen, Italienischen und Englischen untereinander sehr ähnlich 
verhalten. In den Drei-Präpositionen-Sprachen liegt jeweils eine Wechsel-
wirkung zwischen der sozialen Situation und den Richtungseigenschaften 
des Relatums vor. In den Vier-Präpositionen-Sprachen ist hingegen die 
Gerichtetheit des Rela tums der entscheidende Faktor; im Bezug zu ei-
nem ungerichteten Re la tum werden die Präpositionen der 1. Horizonta-
len, zumindest in der hier untersuchten dynamischen Situation, generell 
uneinheitlich interpretiert. In diesen Sprachen ist die Struktur des Präpo-
sitioneninventars sozusagen auf die Verwendung im Zusammenhang mit 
intrinsisch gerichteten Rela ta angelegt. 
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Gleichwohl lassen sich die beobachteten Mehrdeutigkeiten nicht dar-
auf zurückführen, daß die Versuchsteilnehmer Äußerungen interpretie-
ren mußten, die sie selber in den gegebenen Situationen nicht verwenden 
würden. Wir haben im Deutschen und im Englischen identische Experi-
mente aus der Sprachproduktionsperspektive durchgeführt, in denen der 
intendierte Teilraum vorgegeben wurde und die Teilnehmer in der Rolle 
des Beifahrers die Aufforderung an den Hörer/Fahrer, an Hand derer er 
den intendierten Teilraum identifizieren sollte, selber produzierten (Gra-
bowski 1994; Grabowski/Miller 1995). Hier zeigte sich, daß unter allen 
Bedingungen über 50 Prozent der Versuchspersonen Äußerungen genau 
der Art produzierten, die den von uns gewählten Instruktionen in den 
Experimenten zur Interpretation entspricht, nämlich einfache Präposi-
tionalphrasen mit vor oder hinter und der Bezeichnung für das jewei-
lige Relatum als Nominalphrase. Sprecher verwenden demnach bei der 
Lokalisation genau die Äußerungen, die sie als Hörer nicht eindeutig in-
terpretieren können; sie sind sich der möglichen Mehrdeutigkeit und der 
alternativen räumlichen Bezugssysteme - die sie perfekt zu beherrschen 
und anzuwenden wissen - nicht bewußt. Selbst angesichts der alltägli-
chen kommunikativen Unscharfen sind sie von der Eindeutigkeit ihrer 
Sprachverwendung überzeugt (vgl. auch Buhl 1995). Dagegen kommen 
Teilnehmer unserer Untersuchungen manchmal noch nach Monaten zu 
uns und berichten, sie hätten nun ihre raumreferentielle Unschuld verlo-
ren und seien sich, wann immer sich etwas vor etwas anderem befindet, 
der Tatsache bewußt, daß es sich zugleich auch dahinter befindet. So 
gesehen waren unsere Experimente - unbeabsichtigt - auch ein Beitrag 
zur Sprachaufklärung. 
6. Resümee 
Die folgenden drei Schlußfolgerungen erscheinen uns wesentlich: 
1. Die Präferenz des intrinsischen Systems bei gerichteten Relata wird 
in der anglo-amerikanischen Forschung oft behauptet. Sie scheint für 
den Sprachtyp, dem das Englische angehört, auch zuzutreffen. Es 
handelt sich jedoch nicht um ein generelles Prinzip. Für das Deut-
sche sind diese theoretischen Vorstellungen nur begrenzt tauglich, 
weil der Einfluß des in einer Sprache zur Verfügung stehenden Präpo-
sitioneninventars auf die Interpretation von Richtungspräpositionen 
übersehen wurde. 
2. Zu der in der Literatur bereits diskutierten Gerichtetheit des Re-
latums kommen, zumindest für die hier untersuchte Situationscha-
rakteristik, als weitere Determinanten der Verwendung von Rich-
tungspräpositionen die Art der sozialen Situation, in der eine Lo-
Das Präpositioneninventar 309 
kalisationsäußerung steht, und das Präpositioneninventar, das die je-
weilige Einzelsprache zur Verfügung stellt, hinzu. 
3. In allen untersuchten Sprachen treten an systematischen Stellen 
Mehrdeutigkeiten auf. Es ist also keine der Sprachen insgesamt besser 
für eine eindeutige präpositionale Referenz auf räumliche Relationen 
geeignet. Je nach Präpositioneninventar gelingt die Kommunikation 
jedoch in unterschiedlichen Fällen unterschiedlich gut. 
7. D a n k s a g u n g 
Die Experimente im Ausland wurden durch die Gastfreundschaft und 
kollegiale Unterstützung von Wolfgang Klein und Ursula Brinkmann 
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nardi (Verona) sowie George Miller und Christiane Fellbaum (Princeton) 
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durch ein Forschungsstipendium der Deutschen Forschungsmeinschaft an 
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L i t e r a t u r v e r z e i c h n i s 
Abkarian, G.G. (1982): Comprehension of deictic locatives: the object 
„behind" it. In: Journal of Psycholinguistic Research 11, S. 229-245. 
Bürkle, B./Nirmaier, H./Herrmann, Th. (1986): „ Von dir aus . . ." Zur hörerbe-
zogenen lokalen Referenz. Mannheim: Universität, Lehrstuhl Psychologie 
III. (Arbeiten der Forschergruppe „Sprechen und Sprachverstehen im so-
zialen Kontext" Heidelberg/Mannheim, Bericht Nr. 10). 
Buhl, H.M. (1995): Zur Blickpunktbezogenheit sprachlicher Lokalisationen: 
Der Genese-Effekt. Unveröffentl. Dissertation, Universität Mannheim. 
Carlson-Radvansky, L.A./Irwin, D.E. (1993): Frames of reference in visión and 
language: Where is above? In: Cognition 46, S. 223-244. 
Clark, H.H. (1973): Space, time, semantics, and the child. In: Moore, T.E. 
(ed.): Cognitive development and the acquisition of language. New York. 
S. 27-63. 
Ehrich, V. (1985): Zur Linguistik und Psycholinguistik der sekundären Raum-
deixis. In: Schweizer, H. (Hg.): Sprache und Raum. Psychologische und 
linguistische Aspekte der Aneignung und Verarbeitung von Räumlichkeit. 
Stuttgart . S. 130-161. 
Ehrich, V. (1989): Die temporale Festlegung lokaler Referenz. In: Habel, 
Ch./Herweg, M./Rehkämper, K. (Hg.): Raumkonzepte in Verstehens-
prozessen: Interdisziplinäre Beiträge zu Sprache und Raum. Tübingen. 
S. 1-16. 
310 Joachim Grabowski / Petra Weiß 
Friedend, A.D. (1989): Raumreferenz unter extremen perzeptuellen Bedin-
gungen: Perzeption, Repräsentation und sprachliche Abbildung. In: Ha-
bel, Ch./Herweg, M./Rehkämper, K. (Hg.): Raumkonzepte in Verstehens-
prozessen: Interdisziplinäre Beiträge zu Sprache und Raum. Tübingen. 
S. 17-36. 
Gosztonyi, A. (1976): Der Raum. Geschichte seiner Probleme in Philosophie 
und Wissenschaften. Freiburg. 
Grabowski, J. (1994): Kommunikative Unscharfen - Zur Rezeption und Pro-
duktion von Richtungspräpositionen am Beispiel von „vor" und „hinter". 
In: Kornadt, H.-J./Grabowski, J./Mangold-Allwinn, R. (Hg.): Sprache und 
Kognition: Perspektiven moderner Sprachpsychologie. Heidelberg. S. 183-
208. 
Grabowski, J. (in Vorb.): Die Raumauffassung des Menschen und ihr Ausdruck 
in der Sprache: Determinanten der Verwendung dimensionaler Präpositio-
nen. Habilitationsschrift, Universität Mannheim. 
Grabowski, J . /Herrmann, Th./Weifl, P. (1993): Wenn „vor" gleich „hinter" ist 
- zur multiplen Determination des Verstehens von Richtungspräpositionen. 
In: Kognitionswissenschaft 3, S. 171-183. 
Grabowski, J./Miller, G.A. (1995): Factors affecting production and compre-
hension of spatial prepositions: a comparison of German and American 
English. Mannheim. (Arbeiten der Forschungsgruppe „Sprache und Ko-
gnition". Bericht Nr. 56). 
Habel, Ch. (1989): „zwischen"-Bericht. In: Habel, Ch./Herweg, M./Rehkäm-
per, K. (Hg.): Raumkonzepte in Verstehensprozessen: Interdisziplinäre 
Beiträge zu Sprache und Raum. Tübingen. S. 37-69. 
Herrmann, Th. (1990): Vor, hinter, rechts und links: das 6H-Modell. Psycho-
logische Studien zum sprachlichen Lokalisieren. In: Zeitschrift für Litera-
turwissenschaft und Linguistik 78, S. 117-140. 
Herrmann, Th./Grabowski, J. (1994): Sprechen: Psychologie der Sprachpro-
duktion. Heidelberg. 
Herskovits, A. (1986): Language and spatial cognition. An interdisciplinary 
study of the prepositions in English. Cambridge. 
Hill, C.A. (1982): Up/down, front/back, left/right. A contrastive study of 
Hausa and English. In: Weissenborn, J./Klein, W. (eds.): Here and there. 
Cross-linguistic studies on deixis and demonstration. Amsterdam. S. 13-
42. 
Jackendoff, R.S. (1983): Semantics and Cognition. Cambridge. 
Jackendoff, R.S./Landau, B. (1991): Spatial language and spatial cognition. In: 
Napoli, D. J./Kegl, J.A. (eds.): Bridges between psychology and linguistics: 
A Swarthmore Festschrift for Lila Gleitman. Hillsdale. S. 145-169. 
Klein, W. (1994): Keine Känguruhs zur Linken - Über die Variabilität von 
Raumvorstellungen und ihren Ausdruck in der Sprache. In: Kornadt, H.-
J./Grabowski, J./Mangold-Allwinn, R. (Hg.): Sprache und Kognition: Per-
spektiven moderner Sprachpsychologie. Heidelberg. S. 163-182. 
Landau, B./Jackendoff, R.S. (1993): „What" and „where" in spatial language 
and spatial cognition. In: Behavioral and Brain Sciences 16, S. 217-265. 
Das Präpositioneninventar 311 
Levelt, W . J . M . (1982): Cognitive styles in the use of spatial direction terms. 
In Jarvella, R.J ./Klein, W. (eds.): Speech, place, and action. Studies in 
deixis and related topics. Chichester. S. 251-268. 
Levelt, W . J . M . (1984): Some perceptual limitations on talking about space. 
In: van Doom, A. J./van de Grind, W.A./Koenderink, J . J . (eds.): Limits in 
perception. Essays in honour of Maarten A. Bouman. Utrecht. S. 323-358. 
Levelt, W . J . M . (1986): Zur sprachlichen Abbildung des Raumes: Deiktische 
und intrinsische Perspektive. In: Bosshardt, H.-G. (Hg.): Perspektiven auf 
Sprache. Interdisziplinäre Beiträge zum Gedenken an Hans Hörmann. Ber-
lin. S. 187-211. 
Linde, C./Labov, W. (1975): Spatial networks as a site for the study of lan-
guage and thought. In: Language 51, S. 924-939. 
Miller, G.A./Johnson-Laird, Ph. N. (1976): Language and Perception. Cam-
bridge. 
Retz-Schmidt, G. (1988): Various views on spatial prepositions. In: AI Maga-
zine 9, S. 95-105. 
Ruhrberg, P./Rutz, H. (1990): Räumliches Wissen und Semantik im Kon-
text der Generierung von Wegbeschreibungen. In: Freksa, C./Habel, 
Ch. (Hg.): Repräsentation und Verarbeitung räumlichen Wissens. Berlin. 
S. 235-249. 
Siegel, S. (1987): Nichtparametrische statistische Methoden. 3. Aufl. Esch-
born. 
Stutterheim, Ch. von/Carroll, M. (1993): Raumkonzepte in Produktionspro-
zessen. In: Kognitionswissenschaft 3, S. 70-82. 
Vater, H. (1991): Einführung in die Raum-Linguistik 2. Aufl. Hürth-Efferen. 
( K L A G E Kölner Linguistische Arbeiten - Germanistik; 24). 
Weiß, P. (1993): Psychologische und sprachtypologische Determinanten der 
Rezeption und Interpretation von „vor" und „hinter". Unveröffentl. Di-
plomarbeit. Mannheim: Universität, Lehrstuhl Psychologie III. 
Wunderlich, D. (1981): Linguistic strategies. In: Coulmas, F. (ed.): A Fest-
schrift for native speaker. The Hague. S. 279-296. 
Wunderlich, D. (1982): Sprache und Raum. Studium Linguistik, Heft 12/13, 
S. 1-19 und S. 37-59. 
Wunderlich, D. (1985): Raum, Zeit und das Lexikon. In: Schweizer, H. (Hg.): 
Sprache und Raum. Psychologische und linguistische Aspekte der Aneig-
nung und Verarbeitung von Räumlichkeit. Stuttgart. S. 66-89. 
Wunderlich, D./Herweg, M. (1991): Lokale und Direktionale. In: von Stechow, 
A./Wunderlich, D. (Hg.): Semantik. Ein internationales Handbuch der zeit-
genössischen Forschung. Berlin. S. 758-785. 
EWALD LANG 
Lexikalisierung und Wortfeldstruktur - typologisch 
betrachtet 
R ä u m l i c h e D i m e n s i o n s a u s d r ü c k e a l s Fa l l s tud ie* 
A b s t r a c t 
Der Zusammenhang von Lexikalisierung und Wortfeldstruktur ergibt sich aus 
den Bedingungen, wie bestimmte semantische Komponenten in Wörtern co-
diert sind und wie sich diese als variierende Belegungen einer „general formal 
structure" zu einem Wortfeld gruppieren. Kap. 2 führt in die für das Fall-
beispiel nötigen semantischen und konzeptuellen Grundlagen der räumlichen 
Dimensionsauszeichnung (DA) ein, liefert die Begründung des einschlägigen 
Inventars an Komponenten (Parametern) und erläutert deren Verträglichkeit 
untereinander. Kap. 3 diskutiert einige die Wortfeldstruktur beschränkende 
semantische und lexikalische Universalien für Dimensionsausdrücke. Kap. 4.1 
erläutert die innerhalb dieses Spielraums möglichen Partitionierungen des 
Wortfelds nach Proportions- vs. Betrachterbasiertheit der DA, Kap. 4.2 be-
legt die sich daraus ergebenden Grundtypen, Kap. 4.3 bringt eine skalierte 
Feineinteilung der dem Mischtyp zugehörigen Sprachen, beide werden gestützt 
durch jeweils prädizierbare Mehrdeutigkeiten, Lücken und Inferenzen. Kap. 
5 illustriert die typ-verschiedenen Wortfeldstrukturen bezüglich lexikalischer 
Abdeckung und formuliert einen Ausblick. 
1. E i n f ü h r u n g 
1.0 Fragestellung 
Die neuere typologische Forschung hat - und das zeigt auch der vorlie-
gende Band - grammatische Strukturbildung vornehmlich anhand aus-
gewählter und gut isolierbarer Vergleichsinstanzen und domänenspezifi-
scher Parameterbelegungen untersucht: Inventare von Grundeinheiten, 
Typen von Grundwortstellung, lokale Konfigurationsbildung, morpho-
logische Kategorienmarkierung etc. Typologie wird aber besonders in-
* Ich danke Paul Kay (Berkeley) für nützliche Hinweise zur Anlage der Tests 
und zur methodischen Absicherung der Befunde. Für die Beschaffung oder 
Uberprüfung von fremdsprachigen Daten habe ich vielen zu danken: Byong-
Rae Ryu [Koreanisch], Horst D. Gasde, Chen Xuan [Chinesisch], Joanna 
Blaszczak, Walter Duda [Polnisch], Svetlana Poljakova, Vladimir Klimonov 
[Russisch], Marcela Adamikova [Slovakisch], Anregende Ideen verdanke ich 
der Lektüre von Zubin/Choi (1984) und Zubin/Svorou (1984). 
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teressant, wenn sie sich die Systematisierung von Variationsbereichen 
des sprachlichen Ausdrucks vornimmt, die durch das Zusammenwirken 
mehrerer Domänen grammatischerer Strukturbildung determiniert sind. 
Den zweifellos komplexesten Bereich dieser Art stellt das Lexikon ei-
ner Sprache dar, dessen interne Architektur nicht nur durch die Bünde-
lung phonologischer, morphologischer, syntaktischer und semantischer 
Information in Form von lexikalischen Einträgen, sondern auch durch 
die systematische Vernetzung dieser Einträge nach ihrer Zugehörigkeit 
zu entsprechenden Wortschatzgruppen, darunter auch die traditionell 
„Wortfeld" genannten, bestimmt ist. 
Der mit diesem Beitrag thematisierte Zusammenhang von Lexikalisie-
rung („ Welche semantische Information wird wie in einem Wort verpackt 
?") und Wortfeldstruktur („Wie ordnen sich die lexikalischen Packun-
gen zu einem Feld ?") und seiner eventuell typologisch variierenden 
Ausprägung betrifft genau diese beiden Aspekte der Lexikonarchitek-
tur. Freilich liegt die Frage nach dem Zusammenhang als solche nicht 
auf der Hand, vielmehr entwickelt sich ihre Formulierung - etwa bezo-
gen auf unsere Fallstudie zu den Dimensionsausdrücken - erst anhand 
von Teilfragen, die sich im Anschluß an empirische Beobachtungen etwa 
folgender Art stellen: 
(1) Im Dt. und Engl, können sich dick - dünn bzw. thick - thin auf die 
drit te Achse oder den Durchmesser fester Objekte, die Stärke von 
Belägen, die Konsistenz von Flüssigkeiten, die Dichte von Substan-
zen u.a.m. beziehen. Im Chin. und Russ. sind die Entsprechungen 
hingegen lexikalisch feiner differenziert (Transkription vereinfacht): 
(a) hdu - bö (dritte Achse), cu - xt (Durchmesser), 
mi- xi (Dichte), n6ng - xi (Konsistenz) u.a. 
(b) tolstyj - tonkij (dritte Achse), tuchnyj - xudoshchavyj (Durch-
messer), 
gusioj - redkij (Dichte), plotnyj - zhidkij (Konsistenz) u.a. 
Frage: Ist diese Verteilung in der Lexikalisierung zufällig oder ableit-
bar aus einer allgemeiner zu fassenden Charakteristik der Struktur von 
Wortfeldern? 
(2) Im Dt. kann tief in bestimmten Kontexten antonymisch zu hoch ver-
wendet werden und ist dann synonym zu niedrig, in anderen Spra-
chen jedoch ist in diesen Kontexten nur das entsprechende lexikali-
sche Antonym zum Ausdruck für Höhe zulässig: 
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( a ) D a s F l u g z e u g fliegt höher / / niedriger / tiefer a l s de r 
Ballon 
(b ) L ' a v i o n vole plus haut / / plus bas / *plus profond q u e 
le ballon (Frz.) 
(c) The plane flies higher / / lower / *deeper than the 
balloon (Engl.) 
(d) Nei j iä feiji fei de bl nei ge qiqiü yäo jao / / di / *shen (Chin.) 
Frage: Läßt sich dieses offenbare Spezifikum des Deutschen in einer Theo-
rie der Antonymbildung unterbringen und läßt sich eine solche wiederum 
mit der Explikation der Struktur von Wortfeldern verbinden? 
Verglichen mit der reichen Literatur über typisierbare Unterschiede in 
den Sprachen hinsichtlich ihrer Phonologie, Morphologie und Syntax 
steht die Typologie der Lexikalisierung und der damit verbundenen 
Strukturierung lexikalischer Felder noch ziemlich in den Anfangen - vgl. 
Lehrer (1992) und König (in diesem Band). Die Gründe dafür mögen u.a. 
darin zu suchen sein, daß wir es bei einem solchen Vergleich mit kom-
plexen Befunden zu tun haben, deren Vergleichsbasis wenigstens drei 
Domänen sprachlicher Strukturbildung und die damit verbundenen ana-
lytischen Grundannahmen involviert. Ich werde die drei ineinandergrei-
fenden Strukturierungsaspekte kurz skizzieren und mit Beispielen illu-
strieren. 
1.1 Semantische Dekomposition 
Der erste Aspekt besteht in der Bedeutungsstruktur von Wörtern und 
beruht auf der Akzeptierung der Annahme, daß Wörter - zumindest in 
den sog. lexikalischen Hauptkategorien - keine semantisch unanalysier-
baren Ganzheiten darstellen, sondern eine interne Bedeutungsstruktur 
aufweisen, die je nach theoretischem Rahmen als Liste von Merkma-
len, als Konfiguration aus Komponenten oder als Bündel von Bedeu-
tungspostulaten repräsentierbar ist. Ohne weitere Diskussion über die 
(theoretisch durchaus triftigen) Unterschiede zwischen diesen Repräsen-
tationsalternativen lege ich hier die Auffassung zugrunde, daß die Be-
deutung einer lexikalischen Einheit d e k o m p o n i e r b a r ist 
i n f o r m a l k a t e g o r i s i e r t e u n d s u b s t a n t i e l l 
m o t i v i e r t e B a u s t e i n e (forthin notiert als KOMPONEN-
TEN), die letztlich als Elemente eines begrenzten Inventars universeller 
semantischer Primes zu legitimiern sind. Die Details hierzu werden im 
Abschnitt 2.2 ausgebreitet. 
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1.2 Lexikalisierung 
Die zweite Aspekt betrifft den Variationsbereich, innerhalb dessen die 
oben genannten KOMPONENTEN einzeln oder in typisierbaren Kon-
figurationen l e x i k a l i s c h a b g e d e c k t oder - präziser -
l e x i k a l i s i e r t werden. Hier etabliert Lehrer (1992, S. 249) eine 
neue Forschungsrichtung - „By lexical typology I refer to the charac-
teristic ways in which language lexicalizes concepts; that is, packa-
ges material into words." - und verweist auf den typisierbaren Unter-
schied, ob in Ausdrücken für physische Krafteinwirkung das benutzte 
INSTRUMENT (Körperteil) l e x i k a l i s c h i n k o r p o r i e r t 
wird (wie in den engl. Verben und Nomina kick, punch, slap) oder s y n-
t a g m a t i s c h e x p l i z i e r t wird (wie in den frz. Verbalkon-
struktionen bzw. Nomina (donner un) coup de pied, coup de poing, coup 
de main (ä qn). 
Weitere einschlägige Beispiele stammen aus der kontrastiven Lingui-
stik, etwa für Differenzen im Wortfeld der Verben des An- und 
Ablegens von Kleidungsstücken oder des Anbringens bzw. Entfer-
nens von Teilen eines Ganzen (bei Artefakten). So ist das Engl, 
hier ziemlich sparsam und abstrakt, jedenfalls u n s p e z i f i s c h 
- vgl. die Auswahl in (3) nach König (in diesem Band) bzw. in 
(4) nach Macheiner (1995, S. 335), während die entsprechenden Ver-
ben im Dt . n a c h s e m a n t i s c h e n K o m p o n e n t e n wie 
GESTALT, POSITION und (Art von) KONTAKT des Kleidungsstücks 
am Körper bzw. des Teils am Ganzen s p e z i f i z i e r t l e x i k a l i -
s i e r t sind und so das betreffende Wortfeld anreichern und struktu-
rieren: 
(3) to put on/off 
one's glasses/hat - die Brille/den Hut aufsetzen/abnehmen, 
absetzen 
one's jacket/skirt - die Jacke/den Rock anziehen/ausziehen, 
ablegen 
a be l t / a tie - einen Gürtel/Schlips umbinden/umlegen, 
ablegen 
a r ing/a medal - einen Ring/einen Orden anstecken/abstreifen, 
ablegen 
(4) to remove 
the spark plugs 
the plug leads 
the filler cap 
die Zündkerzen herausdrehen 
die Zündkabel abziehen 
die Verschlußklappe aufdrehen 
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the bolts 
the lid 
- die Schrauben lösen 
- den Deckel abnehmen etc. 
Nun sind dies vorerst nur nützliche Auswahldaten, aber die oben 
erwähnten Verfahren der lexikalischen Abdeckung von semantischen 
KOMPONENTEN (lexikalisch inkorporiert, komponentenweise differen-
ziert, syntagmatisch expliziert etc.) geben zumindest die Richtung an, 
in der nach Typisierungsmöglichkeiten zu suchen ist. Wortfelder, deren 
Umfang und Struktur hier als intuitiv unproblematisch vorausgesetzt 
werden, sind unter dem Blickwinkel der „Lexical typology" mehr der 
Lieferant für Lexikalisierungsaspekte, ihre Struktur an sich ist jedoch 
nicht primärer Gegenstand der Analyse. Dies bringt den dritten Struk-
turierungsaspekt ins Spiel. 
1.3 Wortfelder 
Unzweifelhaft läßt sich der Wortschatz einer Sprache in Gruppen glie-
dern, wobei die unter „Wortfeld", „lexical field" oder „semantic field" 
bekannten Gruppierungsbefunde empirisch ebenso evident sind wie theo-
retisch klärungsbedürftig (vgl. Lutzeier (Hg.) 1993, sowie Lutzeier 1995 
und die dort angegebene Literatur), vor allem hinsichtlich der Frage, ob 
und wie die ebenfalls gruppenbildenden Sinnrelationen, d.h. Inkompati-
bilität, (Ko-) Hyponymie, Antonymie u.a., für die Struktur eines Wort-
feldes konstitutiv sind und wie sie darin theoretisch zu rekonstruieren 
sind. 
Auf dem Hintergrund der Annahmen über Dekomposition und Lexika-
lisierung liegt es nahe, den Zusammenhang zwischen der Struktur eines 
Wortfeldes und der Bedeutungsstruktur einzelner Wörter - in Analogie 
zur Morphologie - als den zwischen einem Paradigma und seinen ein-
zelnen Belegungsinstanzen (für die durch KOMPONENTEN definierten 
Slots) zu sehen. Die Probleme dabei bestehen in der Spezifikation der for-
malen Struktur des „Paradigmas". Adrienne Lehrer hat es schon (1974, 
S. 66) und bis heute gültig so formuliert: 
„Lexical i tems belong to the same semantic field, provided the same 
general formal s tructure of the readings remains, although the number 
or content of the markers may differ or the selection restrictions may 
differ. <...> However, whether a sufficiently clear analysis of „some ge-
neral formal structure" can be given, remains to be seen, especially in 
the case of lexical items with relatively simple formal structure." 
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Bisher haben sich lediglich (a) g l e i c h e s y n t a k t i s c h e K a -
t e g o r i e und (b) g e m e i n s a m e r f u n d i e r e n d e r A s -
p e k t als haltbare Kriterien für die Zugehörigkeit lexikalischer Einhei-
ten zu einem Wortfeld erwiesen. 
Die hier durch 1.1 - 1.3 eingenommene Perspektive - von den 
KOMPONENTEN über ihre auswahlweise Lexikalisierung in Wörtern zu 
deren Anordnung in Wortfeldern - ist bisher heuristisch und metho-
disch eher in umgekehrter Blickrichtung wirksam geworden: die Betrach-
tung von Wortfeldern und Lexikalisierungsdifferenzen war meist der Aus-
gangspunkt, um semantische Distinktionen zu ermitteln, daraus Kom-
ponenten (oder Merkmale) zu extrahieren und dann erstere durch letz-
tere deskriptiv dingfest zu machen. Die folgende Fallstudie - ein erster 
Zwischenbericht aus dem größer angelegten Projekt „Basic Dimension 
Terms" (vgl. Lang 1995b) - will den Konnex der drei genannten Struk-
turbildungsaspekte anhand eines exemplarisch geeigneten Wortfeldes il-
lustrieren und zugleich zeigen, wie sich dabei universelle Strukturannah-
men und typologische Exploartion wechselseitig befördern. 
Was macht die räumlichen Dimensionsausdrücke zu einem exemplari-
schen Wortfeld? Ihr gemeinsamer Fundierungsaspekt, die Auszeichnung 
räumlicher Dimensionen, ist durch den semantisch codierten Rekurs 
auf die perzeptiven Grundlagen der Raumorientierung bestimmt - dies 
macht ihre Analyse ergiebig für die Ermittlung formal kategorisierter und 
substantiell motivierter Bausteine eines universellen Inventars - (vgl. 
1.1); sie bilden daher einen Ausschnitt aus dem Grundwortschatz jeder 
Sprache und sind vorrangige Kandidaten für lexikalische Primäreinheiten 
- nämlich nach Lehrer (1974, S. 66) „lexical items with relatively simple 
formal structure" (vgl. 1.2); ihr grammatisches Verhalten ist in hohem 
Ausmaße gleichartig, so daß ihre „general formal structure" als konsti-
tutives Element eines Wortfelds präzise erfaßbar ist und damit zugleich 
den Variationsspielraum ihrer Verteilung im Wortfeld vorzeichnet. 
2. G r u n d l a g e n d e r D i m e n s i o n s a u s z e i c h n u n g ( D A ) 
2.1 Der Ansatz im Uber blick 
In einer Reihe neuerer Studien (Bierwisch/Lang (eds.) 1989; Lang 1990 
a,b; Lang 1995 b; Lang/Carstensen/Simmons 1991) wurde gezeigt, daß 
die G r a m m a t i k d e r D i m e n s i o n s a u s z e i c h n u n g 
(DA), d.h. die Bedingungen, nach denen natürliche Sprachen räumli-
che Dimensionen auswählen und lexikalisch encodieren, zumindest die 
B e s t a n d t e i l e ( I ) - (IV) in ihrem mehrere Ebenen umgreifen-
den F u n d i e r u n g s z u s a m m e n h a n g gemäß (V) umfaßt: 
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(I) A c h s e n b a s i e r t e D i m e n s i o n i e r u n g . Die DA 
ist nicht primär durch die Projektion des Körperschemas auf die räum-
liche Umgebung best immt (wie das u.a. Herskovits 1986 annimmt), 
sondern durch zwei unabhängige, aber interagierende Kategorisierungs-
raster für Achsen, genannt Primärer Orientierungsraum (POR) und 
I n h ä r e n t e s P r o p o r t i o n s s c h e m a (IPS), die - auf je 
eigene Weise in der perzeptiven Grundausstat tung des Menschen ver-
ankert - die für die DA relevanten Identifizierungskriterien für Raum-
Achsen und Objekt-Achsen liefern. 
(II) L a g e - u n d G e s t a l t e i g e n s c h a f t e n . Die DA 
räumlicher Objekte beruht darauf, daß bestimmte Achsenabmessungen 
eines gegebenen Objekts nach ihrer Koinzidenz mit einer der Achsen aus 
P O R und/oder IPS als D i m e n s i o n e n ausgezeichnet und ent-
sprechend lexikalisch belegt werden. So wird im Dt. z.B. eine Achse d 
eines Objekts x 
(a) als Höhe von x bzw. als Tiefe von x ausgezeichnet, wenn d mit 
der Vertikalen bzw. der Betrachterachse des POR koinzidiert 
und/oder 
(b) als Länge von x oder als Dicke von x, wenn d mit der Maximalen 
bzw. der Substanzachse des IPS koinzidiert. 
Es ist offensichtlich, daß die DA von Objektachsen nach IPS gemäß (b) 
sich auf die G e s t a l t e i g e n s c h a f t e n , d i e nach POR gemäß 
(a) sich auf die L a g e e i g e n s c h a f t e n eines Objekts x be-
zieht. 
(III) P a r a m e t e r . Die DA erfolgt mithilfe einer begrenzten 
Menge von Dimensionsauszeichnungsparametern (DAP), die resultie-
rend aus den perzeptiv fundierten Achsensystemen POR und IPS über 
ihre konzeptuelle Kategorisierung das Inventar potentieller semantischer 
KOMPONENTEN bilden, das für die Lexikalisierung des Bezugs auf 
räumliche Dimensionen zur Verfügung steht. Wegen seiner - konzeptu-
ell vermittelten - Fundierung in der perzeptiven Grundausstat tung des 
Menschen ist das Inventar der DAP die geeignete Basis, um linguistische 
Universalitätsannahmen zu formulieren und Befunde zwischensprachli-
cher Variation zu bewerten. 
(IV) S c h n i t t s t e l l e v o n s e m a n t i s c h e r S t r u k -
t u r u n d k o n z e p t u e l l e : I n t e r p r e t a t i o n . Die 
Grammatik der DA umfaßt die Spezifikation der Bedingungen, nach de-
nen mithilfe sprachlicher Ausdrücke räumliche Objekte bezüglich ihrer 
primären und/oder kontextuell induzierten Dimensionen ausgezeichnet 
werden. So etwa ist bezüglich ein und derselben Objektachse d der Aus-
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druck (a) die Stange ist 3 m lang eine p r imäre Auszeichnung der Ma-
ximalen des Ob jek t s unabhäng ig von seiner Lage, der Ausdruck (b) die 
Stange ist 3 m hoch hingegen eine kontextuel le Spezifikation der Maxima-
len bezüglich der Lage des Objek ts , und es gilt , daß (a) aus (b) able i tbar 
ist . Erse tz t m a n hier die Stange z.B. durch die Mauer, d ann können die 
Ausdrücke lang und hoch nicht dieselbe Objek tachse d identifizieren und 
die Inferenz von (b) auf (a) gilt nicht . 
Die sys temat i sche Erfassung solcher Z u s a m m e n h ä n g e in der G r a m m a t i k 
der DA erforder t generelle Verfahren, die der In terakt ion von „Word kno-
wledge" u n d „world knowledge" angemessen - d .h . bezüglich der betref-
fenden Ausdrücke ohne die A n n a h m e inf lat ionärer Polysemie, aber mi t 
einer k laren Trennung von l e x i k a l i s c h f i x i e r t e r B e d e u -
t u n g u n d k o n t e x t u e l l e r A n w e n d u n g - Rechnung 
t ragen. Das da fü r entwickelte sog. Z w e i - S t u f e n - M o d e l l 
der semant i schen In terpre ta t ion (vgl. u .a . Bierwisch/Lang (eds.) 1989; 
Lang 1990a, b; Lang 1994; Lang 1995b) m a g als Versuch gelten, der Un-
terscheidung wie der Überschneidung von sprachgebundenem lexikalisch-
semant i schem Wissen und n icht -sprachgebundenem konzeptuellen Welt-
wissen in kontroll ierter Form be izukommen. Das Modell sieht da für zwei 
Repräsen ta t ions formate , nämlich Semant ische Form (SF) und Konzeptu-
elle Ebene (CS), sowie diverse Abbi ldungen zwischen ihnen vor - Detai ls 
in der genann ten Li tera tur . 
(V) F u n d i e r u n g s z u s a m m e n h a n g von (I) - (IV). 
Abb. 1 un ten (zitiert aus Lang 1995b) zeigt drei unterscheidbare Ebe-
nen der Repräsenta t ion und Verarbe i tung räumlicher In format ion und 
die d a r a u s zu gewinnenden Dimensionsauszeichnungsparameter ( D A P ) 
im Z u s a m m e n h a n g . Die P e r z e p t i v e E b e n e ist durch die 
sensorische W a h r n e h m u n g physikalischer P a r a m e t e r b e s t i m m t , hier vor-
nehmlich solcher, die sich aus der W i r k u n g der Schwerkraft ablei ten. 
Die K o n z e p t u e l l e E b e n e ist b e s t i m m t durch die verhal-
tensrelevante Kategoris ierung perzept iver In fo rmat ion , d .h . perzept ive 
Unterschiede werden nur in dem Maße konzeptualis ier t und eventu-
ell auch lexikalisiert, wie sie für unser Al l tagsvers tändnis vom R a u m 
benöt ig t werden. Auf dieser Ebene liefern die beiden achsenbezoge-
nen Kategor is ierungsras ter IPS und P O R das Inventar von Pa rame-
tern ( D A P ) , das der sprachlich codierten DA semant isch zugrunde 
liegt. Bei der linguistischen Analyse von Dimensionsausdrücken figurie-
ren die D A P - unter völliger W a h r u n g ihres konzeptuellen Gehal t s - in 
z w e i e r l e i R e p r ä s e n t a t i o n s f o r m a t e n : 
(a) als E in t räge in sog. O b j e k t s c h e m a t a (OS), d .h . als Elemente der 
gedächtnisf ixier ten oder der ak tua len kontextuel l spezifizierten, mi th in 
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begrifflichen Repräsentation räumlicher Objekte (— Konzeptuelle Ebene 
in Abb. 1) 
(b) als semantische KOMPONENTEN in der SF von Dimensions-
ausdrücken (und Bezeichnungen von räumlichen Objekten, die wir hier 
aber nicht diskutieren), d.h. als das Material „which language packages 
into words" (= Semantische Ebene in Abb. 1). 
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Abb. 1: Fundierung und Ausgliederung der Parameter für die 
Dimensionsauszeichnung 
Im Kontrast zu anderen Ansätzen in der Literatur sind für den 
hier vertretenen linguistischen Ansatz zwei Annahmen unverzichtbar. 
E r s t e n s , es gibt keine direkten Verbindungen zwischen Perzeption 
und Lexikalisierung, vielmehr wird der unbestreitbare Konnex zwischen 
beiden Bereichen phylo-, onto- und aktualgenetisch und daher auch in 
der Diachronie und Synchronie der Versprachlichung stets über die kon-
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zeptuelle Kategorisierung vermittelt und gesteuert. Z w e i t e n s , die 
als semantische Bausteine in SF figurierenden DAP sind zwar aus dem-
selben Stoff wie die Einträge in den OS der Konzeptuellen Ebene, stellen 
aber nur eine designierte Teilmenge davon dar: {DAP in SF} C {Einträge 
in OS}, designiert durch ihre Encodierung in sprachliche Ausdrücke. Wir 
benutzen zur Kennzeichnung des Unterschieds die typographische Kon-
vention KAPITALCHEN vs. Kursiv. Die so postulierte Unterscheidung 
zwischen semantischen und konzeptuellen Elementen entspricht dem un-
strittigen Befund, daß nicht alles, was konzeptuell kategorisiert ist, auch 
lexikalisiert wird, und sie eröffnet und begrenzt zugleich damit auch den 
uns hier interessierenden Variationsbereich für Lexikalisierungen. 
2.2 Die Auszeichnungsparameter 
2.2.1 Der p r i m ä r e O r i e n t i e r u n g r a u m (POR), unser 
internes Modell des externen Raums, wird durch drei Achsen gebildet, 
die Vertikale, die Betrachter-Achse und die sog. Horizontale oder bes-
ser: die Quer-Achse. Jede der Achsen hat ihre spezifischen, aus der un-
terschiedlichen Verankerung im Perzeptionsapparat stammenden Eigen-
schaften, alle zusammen bestimmen wesentlich die Art und Weise, wie 
wir die räumliche Umgebung begrifflich repräsentieren und sprachlich 
encodieren. Es sind diese drei Achsen des POR, mithilfe derer 
(5) (a) Objekten eine Lage und/oder ein Ort im Raum zugewiesen wird 
(b) Objekte inbezug auf andere Objekte lokalisiert werden 
(c) Objekten Bewegung (= Änderung der Lage und/oder des Ortes) 
zugeschrieben wird 
Als Illustration diene die räumliche Situation in Abb. 2 mit der Auswahl 
von sprachlichen Ausdrücken (6), deren Bedeutung jeweils einen Bezug 
auf die Vertikale nach (5)(a - c) enthält. 
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1.80 m < 
0.7 m 
1 m 
0.8 m 
[Lage] 
Abb. 2: Die Vertikale als Orientierungsachse 
(6) Der Tisch ist 0.8 m hoch / hat eine Höhe von 0.8 m / 
steht / steht normal 
Das Plakat ist 0.7 m hoch / hat eine Höhe 
von 0.7m / hängt / hängt verkehrtrum 
Das Plakat ist 1.8 m hoch / in einer Höhe von 1.8 m [Ort] 
Der Tisch ist unter dem Plakat / unterhalb des Plakats [Lokali-
sierung] 
Das Plakat ist Im über dem Tisch / Im höher als der 
Tisch 
Das Plakat ist am Tisch ausgerichtet / [Lage-
mit dem Kopf nach unten gehängt änderung] 
Das Plakat wurde angehoben / über den Tisch gehängt [Ortsän-
derung] 
Alle u n t e r s t r i c h e n e n Ausdrücke in (6) enthalten in ihrer le-
xikalischen Bedeutung einen Bezug auf die Vertikale des POR, der in 
der semantischen Repräsentation (SF) dieser Ausdrücke als Parameter 
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VERT figuriert, wobei die Art seiner Verpackung und Einpassung u.a. 
von der syntaktischen Kategorie des Ausdrucks abhängt (zu Dimensions-
adjektiven vgl. Lang 1989, zu Positionsverben vgl. Maienborn 1990a,b, 
1995; Lang, Carstensen, Simmons 1991; zu den einschlägigen Präposi-
tionen - vgl. Lang 1991, 1993). Natürlich enthalten auch die kursiven 
Ausdrücke, d.h. die Objektbezeichnungen Tisch und Plakat, einen se-
mantischen Bezug auf die Vertikale des POR. So gehört es zu unserem 
Begriff „Tisch" (und entsprechend zur Bedeutung des Wortes Tisch ), 
daß ein solches Objekt eine ausgezeichnete Achse d hat, die mit der 
Vertikalen des umgebenenden Raum übereinstimmt und so die kanoni-
sche Ober- und Unterseite eines Tisches sowie dessen kanonische Lage 
im Raum bestimmen. Ein Plakat (Bild etc.) hat hingegen eine inhärente 
Orientierung, dergestalt, daß es eine Achse d umfaßt, die - abhängig 
vom Dargestellten - als inhärente Höhe bzw. Oben-Unten-Achse ausge-
zeichnet ist, unabhängig von der Vertikalen und von der aktuellen Lage 
des Objekts im Raum. 
Analoges gilt für den Bezug auf die B e t r a c h t e r - A c h s e des 
POR, für die Rolle des semantischen Parameters OBS in der Bedeu-
tung von Ausdrücken wie tief, vor, hinten etc., für die kanonische (Fluß, 
Schrank) vs. inhärente (Loch, Wunde) Perspektivierung von Objekten 
und ihre Repräsentation - ich verweise auf Lang/Carstensen/Simmons 
(1991). 
Anzumerken ist jedoch, daß die dritte Achse des POR, die sog. Horizon-
tale oder Quer-Achse, keine eigenständige Kategorisierung von Objek-
ten (etwa bezüglich kanonischer oder inhärenter „Horizontalität" oder 
„Transversalität") bewirkt. Der Grund: wir haben keine organische Aus-
stattung für die eigenständige Identifizierung der Quer-Achse, vielmehr 
wird diese stets relativ zu einer anderen unabhängig identifizierbaren 
Achse bestimmt. Aufgrund ihrer unterschiedlichen Verankerung im Per-
zeptionssystem (kurz in Abb. 1, ausführlicher in Lang 1989) haben 
die Achsen des POR unterschiedliche Eigenschaften und entsprechend 
distinkte Funktionen innerhalb unseres internen Modells des äußeren 
Raums. Sehr gerafft: 
(7) Die V e r t i k a l e , konstituiert aus der organismischen Re-
aktion auf die Gravitation, stellt eine u b i q u i t ä r e und 
k o n s t a n t e Orientierungsachse dar. Sie ist physikalisch und 
konzeptuell die p r o m i n e n t e s t e und daher innerhalb des 
POR die d o m i n a n t e Achse: die anderen Achsen definieren 
sich relativ zur Vertikalen. 
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(8) Die B e t r a c h t e r a c h s e ist bestimmt durch die B l i c k -
r i c h t u n g eines (potentiellen oder aktuellen) Betrachters. 
Daher ist sie z w e i f a c h b e w e g l i c h : 
(a) sie ist - anders als die schwerkraftbasierte Vertikale - nicht 
im physikalischen Raum verankert, sondern durch den beweglichen 
und sich bewegenden menschlichen Interpreten des physikalischen 
Raums induziert; 
(b) sie hat einen anatomisch bedingten Drehpunkt, der Drehungen 
bis 180" in zwei Richtungen erlaubt. 
Im unmarkierten Fall, der durch die Augenlage des Betrachters im 
aufrechten Gang gegeben ist, ist die Betrachterachse orthogonal 
90 ° ) zur Vertikalen. Der andere relevante Fall ist der, wo Be-
trachterachse und Vertikale in jt 180 * zueinander, also parallel, 
aber in entgegengesetzter Richtung laufen. Die Betrachterchse ist 
die Quelle der Tiefenwahrnehmung. 
(9) Die Q u e r - A c h s e gründet sich nicht auf perzeptive 
Primärinformation, ihre Identifizierung ist abhängig von der der 
beiden anderen Achsen. Die Quer-Achse ist definiert durch ihre 
Orthogonalität zur Vertikalen und zur Betrachterachse. 
Die Achsen des P O R liefern die als jeweilige Achsen-Identifizierungsbe-
dingungen fungierenden semantischen Parameter VERT, OBS und 
QUER, die für die DA unmittelbar einschlägig sind. In Abschnitt 4 
werden wir sehen, daß die unterschiedlichen Eigenschaften der in (7) 
- (9) charakterisierten Achsen unmittelbare Auswirkungen für die Be-
stimmung des Bereichs von universeller und typologisch variierender Le-
xikalisierung haben. 
2.2.2 Die Achsen, die aus dem I n h ä r e n t e n P r o p o r t i o n s -
s c h e m a (IPS) resultieren, beziehen sich auf relevante Gestaltei-
genschaften von Objekten wie Begrenztheit oder nicht, Dimensionalität 
(1D, 2D, 3D), Symmetrieachsen, Achsenproportion (z.B. ob ein Objekt 
eine M a x i m a l e aufweist, worauf sich u.a. die Bedeutung von 
Ausdrücken wie lang, kurz, entlang, long, iall, short, alongétc. bezieht), 
ob eine Objektachse den Durchblick gewährt ( D i s t a n z ) oder ver-
wehrt ( S u b s t a n z ). Die Achsen des IPS liefern die ebenfalls als 
Achsen-Identifizierungsbedingungen fungierenden semantischen Parame-
ter MAX, SUB, DIST und QUER. 
2.2.3 D a s I n v e n t a r d e r D A P . Die Interaktion der beiden 
Kategorisierungsraster POR und IPS liefert zum einen das für DA ein-
schlägige Inventar von semantischen Parametern (DAP), zum anderen 
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das Inventar sämtlicher konzeptuell zulässigen Objektschemata (OS), 
das die gesamte Bandbreite der Dimensions-, Lage- und Beweglichkeits-
eigenschaften räumlicher Objekte umfaßt . Der so bestimmte „catalogus 
mundi" möglicher räumlicher Objekte ist in Lang/Carstensen/Simmons 
(1991) im Detail dargestellt und braucht daher hier nicht aufgeblättert 
zu werden. 
Kurz charakterisiert werden sollen indes die semantischen Parameter des 
für die DA zuständigen Inventars (ausgenommen den holistisch determi-
nierten Parameter SIZE für dt . groß - klein - vgl. Lang 1989), und zwar 
mit dem Hinweis, daß MAX, VERT etc. nicht bloße Etiketten, sondern 
kategorisierte Bausteine mit einer klaren innertheoretischen Interpreta-
tion darstellen. In vereinfachter Diktion beinhalten die jeweiligen DAP 
folgende 
(10) I d e n t i f i z i e r u n g s b e d i n g u n g e n : 
MAX identifiziert die maximale desintegrierte Achse d eines Objekts 
x, was voraussetzt, daß g e n a u e i n e solche Achse bei x 
verfügbar ist (daher sind z.B. lang, kurz nicht anwendbar auf 
Bälle, Kreise, Quadrate etc.). 
SUB identifiziert eine nicht-maximale drit te (dickes Breit, dünne 
Scheibe) oder integrierte Objektachse (z.B. den Durchmesser 
wie in dicke Stange, dünner Faden).1 
DIST identifiziert eine Objektachse, die als Innendurchmesser eines 
Hohlkörpers begriffen wird. Obwohl SUB und DIST geome-
trisch gesehen dieselbe Art Abmessung betreffen können, be-
ruhen sie auf perzeptiv gegensätzlichen Eigenschaften, nämlich 
Durchblick verwehrend vs. Durchblick gewährend. So bezieht 
sich SUB auf Achsen massiver Objekte, DIST auf Achsen kon-
kaver oder hohler Objekte. 
VERT identifiziert genau diejenige desintegrierte Achse d eines Ob-
jekts x, die mit der Vertikalen des umgebenden Raum koinzi-
diert. 
OBS identifiziert eine desintegrierte nicht-minimale Objektachse, die 
mit der Betrachterachse koinzidiert - zu zusätzlichen Selekti-
onsbeschränkungen siehe 4.2 unten. 
1 SUB liegt darüberhinaus einer Reihe von nicht-achsenbasierten Dimen-
sionszuweisungen zugrunde, etwa bezogen auf Konsistenz oder Dichte. Die 
davon betroffenen Lexikalisierungsdifferenzen wurden in (1) auswahlweise 
illustriert. 
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QUER identifiziert eine desintegrierte Objektachse, die nicht bereits 
durch die Parameter MAX, SUB, VERT oder OBS identifiziert 
ist. Q U E R und DIST können sich auf dieselbe Achse beziehen, 
wobei DIST zusätzlich spezifiziert ist für (Innen-)Abstand. 
Man beachte, daß Q U E R (und mit der genannten Zusatzbedingung 
auch DIST) - da ihnen pr imäre Identifizierbarkeit abgeht - in beiden 
Kategorisierungsrastern eine Art L ü c k e n f ü l l e r darstellen: in 
P O R deckt Q U E R Horizontalität insofern ab, als es sich auf Objektach-
sen bezieht, die weder durch V E R T noch durch OBS identifiziert sind; 
in IPS ergänzt es MAX und SUB, indem es Achsen identifiziert, die 
durch diese Parameter nicht identifizierbar sind. Kurzum: Q U E R liegt 
im Uberlappungsbereich von P O R und IPS und bildet so eine Quelle für 
Mehrdeutigkeit und Variation in der lexikalischen Abdeckung bzw.der 
Lexikalisierung - vgl. 4.2 unten. 
2.2.4 D A P u n d W o r t f e l d s t r u k t u r . Um von den DAP 
zu den zu Wortfeldern gruppierten sprachlichen Ausdrücken zu kommen, 
bedarf es zunächst der von Lehrer geforderten „general formal s t ructure" , 
die das dem Wortfeld zugrunde liegende Paradigma best immt - vgl. Ab-
schnitt 1.3 oben und auch die von V. Ehrich (in diesem Band) vorgeschla-
genenen Repräsentat ionsschemata für Transportverben. Als semantische 
KOMPONENTEN sind die einzelnen DAP in kategorienspezifische - d.h. 
für Positionsverben, Präpositionen oder Dimensionsausdrücke jeweils 
verschiedene - komplexere Bedeutungsstrukturen verpackt. Die relevante 
Gemeinsamkeit von Dimensionsausdrücken (Adjektiven und ihren Nomi-
nalisierungen) besteht darin, daß ihre Lexikoneinträge auf der SF-Ebene 
alle dem folgenden R e p r ä s e n t a t i o n s s c h e m a genügen: 
(11) Ac Ax [QANT [DIM x] = [v ± c]] 
Mit dem Hinweis auf Lang (1989) und Bierwisch/Lang (eds.) (1989) 
vernachlässigen wir alle Details zu den für Graduierung (QUANT) und 
Vergleich ( [[x] = [v ± c]] ) zuständigen Komponenten und beschränken 
uns auf die als Variable für die einschlägigen DAP figurierende Kom-
ponente DIM. 2 Mit der aus (11) und der jeweiligen kategorialen Infor-
mation (Adjektiv, Nomen) nun gewonnenen „general formal structure" 
2 Wir begrenzen den Bereich der Variablen DIM hier auf Werte aus der 
Domäne Raum. Als generelles Strukturschema ist (11) jedoch auch gültig 
für Dimensionsausdrücke aus anderen ontologischen Domänen wie Gewicht 
(schwer, leicht), Temperatur (warm, kalt), Alter (alt, jung), Preis (teuer, 
billig). 
Lexikalisierung und Wortfeldstruktur 327 
sind strikte Bedingungen für die F e l d Z u g e h ö r i g k e i t eines 
Wortes fixiert. Sie beinhalten u.a. folgende Anforderungen: 
(12) Ein Ausdruck A der Kategorie K gehört nur dann zum Wortfeld 
der K-Lexikalisierungen von DIM, wenn 
(a) A mit Maßphrasen kombinierbar ist 
(b) A regulär komparierbar ist 
(c) A ein konträres lexikalisches Antonym A' besitzt 
(d) A und A ' im Komparativ reguläre Konversen bilden 
Bezogen aufs Deutsche werden durch (12)(a)-(d) Ausdrücke wie riesig 
oder flach aussortiert, durch (c) wird die Antonymie-Relation präzisiert 
(vgl. Lang 1995a), durch (c) und (d) werden die Distanzausdrücke hoch 
(springen), tief (tauchen), weit (werfen) von den gleichlautenden Dimen-
sionsausdrücken separiert - ausführlich dazu Lang (1989), (1995a). Nach 
der in (11) und (12) fixierten Eingrenzung betrachten wir nun die Frage, 
wie die Elemente der Menge 
(13) DIM = {MAX, SUB, DIST, QUER, VERT, OBS} 
arbeitsteilig oder in Kombination lexikalisiert werden und damit die 
Struktur des resultierenden Wortfelds bestimmen. Dazu bedarf es noch 
eines Blicks auf ihre konzeptuelle Verträglichkeit. 
2.3 Verträglichkeitsbedingungen 
2.3.1 P a r a m e t e r k o m b i n a t i o n e n . Die Annahme, daß 
das Inventar DIM aus der I n t e r a k t i o n der beiden Achsen-
systeme POR und IPS resultiert, trägt dem Umstand Rechnung, daß 
eine Objektachse häufig nicht durch einen einzelnen Parameter, son-
dern durch eine Kombination von Parametern aus P O R und IPS als 
Dimension ausgezeichnet wird. Solche Kombinationen kommen auf der 
semantischen und der konzeptuellen Ebene vor, hier ein paar Beispiele: 
S e m a n t i s c h umfaßt z.B. das engl. Adjektiv tall die 
(asymmetrische) Konjunktion von MAX und VERT, wobei die Tatsache, 
daß als Antonym zu tall das Adjektiv short fungiert (nicht etwa low oder 
ein eigenes), daraufhinweist , daß tall eine Objektachse als die Maximale 
identifiziert, die zudem noch spezifiziert ist durch ihre Koinzidenz mit 
der Vertikalen. 
K o n z e p t u e l l erscheint die Kombination max-vert etwa 
im OS für „Baum" oder „Turm", was besagt: (i) daß diese Objekte eine 
kanonische Orientierung bezüglich der Vertikalen besitzen, (ii) daß diese 
Orientierung sich auf die Maximale bezieht. Außer in dieser gedächt-
nisfixierten Form kommt die Kombination max-vert auch als Resultat 
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kontextueller Spezifikation vor. So enthält das primäre OS für „Stange" 
nur den Eintrag max, was ausreicht, um etwa den Ausdruck die Stange 
ist 3m lang regulär zu interpretieren. Die Interpretation von die Stange 
ist 3m hock oder the pole is 3 m tall/high indes versieht das aktuelle OS 
für „Stange" mit einer kontextuell induzierten Spezifikation bezüglich 
der Vertikalen, die zu einem Eintrag max-vert führt. 
Dies nur als Beispiel dafür, wie im Rahmen der DA Gestalteigenschaften 
(MAX) in Lageeigenschaften (VERT) überführt werden. Die Tatsache, 
daß dies in umgekehrter Richtung (Lage- in Gestalteigenschaften zu ver-
wandeln) nicht geht, liefert zusätzliche Evidenz für unsere Analyse von 
engl, tall wie für die asymmetrische Beziehung zwischen IPS und POR 
überhaupt. 
2.3.2 V e r t r ä g l i c h k e i t u n t e r d e n P a r a m e t e r n . 
Die hier zu vertretende Annahme lautet, daß die Gesamtheit konzeptuell 
möglicher OS ebenso wie der Spielraum zulässiger Dimensionsauszeich-
nungen und Lagevariationen von Objekten (gleichviel, ob primär oder 
kontextuell induziert) durch einige wenige Verträglichkeitsbedingungen 
bestimmt sind, die festlegen, welche Kombination von Achsenidentifizie-
rungsbedingungen - also von DAP - vorkommen und damit auch lexi-
kalisiert werden können. Unter der in (10) angesetzen Interpretation der 
DAP erhalten wir 14 mögliche Kombinationen in drei Gruppen: 
(14) (a) einzelne Parameter: 
MAX, VERT, OBS, QUER, DIST, SUB 
(b) zulässige Kombinationen (beruhend auf kompatiblen 
Achseneigenschaften): 
MAX-VERT, QUER-MAX, QUER-DIST, MAX-OBS, 
VERT-OBS (it 180 °) 
(c) unzulässige Kombinationen (beruhend auf inkompatiblen 
Achseneigenschaften): 
•MAX-SUB, »DIST-SUB, »OBS-SUB, »OBS-VERT ( ¿ 0 ° ) 
Man beachte, daß eine Kombination aus Parametern - wie oben an-
hand von engl, tall illustriert - keine einfache Konjunktion, sondern einen 
strukturierten Komplex aus einem fundierenden Parameter (linker Teil) 
und einem spezifikatorischen (rechter Teil) darstellt. Die Kombination 
VERT-OBS in (14)(b) ist bei Lexikalisierung selektional beschränkt auf 
konkave Objekte, die einerseits kanonisch an der Vertikalen orientiert 
sind und zugleich spezifiziert sind durch eine kanonische (Fluß, Gra-
ben) oder kontextuell induzierte (Topf) Perspektive in Gegenrichtung. 
Die Kombinationen *MAX-SUB, »DIST-SUB, »OBS-SUB in (14)(c) 
sind aufgrund von perzeptiv unverträglichen Eigenschaften ausgeschlos-
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sen, die Kombination *OBS-VERT 0 ' ) ist zwar perzeptiv durchaus 
verträglich (Blick nach oben), aber offenbar konzeptuell irrelevant.3 
Als Lexikalisierungskandidaten verbleiben somit die 11 Parameter(kom-
binationen) in (14)(a-b). 
3. Semantische u n d lexikalische Universalien für 
Dimensionsausdrücke 
3.1 Ausgangsannahmen 
Im Rahmen des oben schon erwähnten Zwei-Stufen-Modells der seman-
tischen Interpretation wird der Status semantischer Universalien wie in 
(15) und ihre Rolle in der Theoriebildung durch Anforderungen wie (16) 
- (18) bestimmt. 
(15) Semantische Universalien sind generelle Aussagen darüber, wie 
semantische Komponenten (oder Konfigurationen daraus) in lexi-
kalisch kategorisierte. morphosyntaktisch spezifizierbare, somit 
kompositioneil paßfähige Einheiten encodiert werden, aus denen 
sich Phrasen- und Satzstrukturen aufbauen. 
Wir beschränken uns hier auf die unterstrichenen Teile in (15) und un-
terwerfen ihre theoretische Ausbuchstabierung den folgenden Anforde-
rungen: 
(16) Semantische Universalien müssen zur Aufhellung der Unterschei-
dung wie der Interaktion von sprachlich codierter Bedeutung und 
kontextueller Information beitragen. 
(17) Semantische Universalien müssen die Basis liefern, um (a) Am-
biguität, Polysemie, Unspezifiziertheit zu unterscheiden sowie (b) 
Lücken und (c) verschiedene Typen von Inferenz zu erklären. 
3 Als Beleg für die lexikalische Aussparung dieser semantisch möglichen Kom-
bination mag das folgende Zitat aus einer TV-Sendung aus Cape Canaveral 
gelten: 
(i) Die Rakete steigt in die Höhe und verschwindet in der Tiefe des Alls 
Die Tatsache, daß der Flugweg der Rakete eine gerade Strecke bildet (die 
mit der Vertikalen und der parallelen Blickrichtung des Betrachters koinzi-
diert), kann semantisch und lexikalisch nicht durch eine Einheit abgedeckt 
werden, sondern muß - mit einem Wechsel des Bezugssystems - auf zwei 
Einheiten (Höhe, Tiefe) verteilt werden. 
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(18) Semantische Universalien, die konstatieren, welche (Kombinatio-
nen von) Komponenten lexikalisiert („packaged into categorized 
lexical items and this way put into grammatical structure forma-
tion") werden, sollten sich so weit wie möglich auf unabhängige 
Erklärungen stützen. 
Auf diesem Hintergrund können wir nun probehalber einige Universalien 
formulieren. 
3.2 Was wird wie lexikalisiert? 
Angesichts der entscheidenden Rolle der in 2.3.2 erläuterten Verträglich-
keitsbedingungen legt (14) eine universelle Einschränkung wie (19) nahe, 
die wir in zwei Versionen bieten: 
(19) Nur zulässige Kombinationen von Parametern aus DIM 
werden lexikalisiert (= U-l) 
Es gibt keine lexikalischen Einheiten, die simultan 
die Identifizierung von Achsen gemäß MAX-SUB, 
DIST-SUB, OBS-SUB oder OBS-VERT beinhalten (=U-1') 
Die auf den ersten Blick trivial erscheinende Feststellung über systema-
tische lexikalische Lücken hat aber durchaus nicht-triviale Implikationen 
für die Lexikalisierung, z.B. die, daß Parameter, die sich auf wechselseitig 
inkompatible Achseneigenschaften beziehen, separat lexikalisiert werden: 
(20) Wenn MAX, SUB, DIST, OBS als semantische Komponenten in 
Einheiten ein und desselben Wortfeldes figurieren, dann sind diese 
Einheiten lexikalisch distinkt. 
Zwei weitere (mutmaßliche) Universalien beziehen sich auf die jeweils 
prominenten Achsen aus IPS und POR. Die erste Feststellung - wie-
derum in zwei Versionen - lautet: 
(21) Die prominenten Achsen aus IPS und POR werden 
separat lexikalisiert (=U-2) 
In einem Wortfeld von Dimensionsausdrücken gibt es 
zumindest distinkte Ausdrücke für MAX und SUB wie 
auch für VERT und OBS. (=U-2') 
Anders als (20), das ein Korollar zu (19) darstellt, ist (21) eine un-
abhängige Feststellung. Sie postuliert separate Lexikalisierung von MAX 
(aus IPS) und VERT und OBS (aus POR) und QUER (evtl. aus beiden) 
trotz der Tatsache, daß die Achseneigenschaften, auf die sich die jewei-
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ligen Parameter beziehen, paarweise kompatibel sind, wie die zulässigen 
Kombinationen in (14)(b) zeigen. (21) ist eine Hypothese über promi-
nenzbasierte minimale Distinktheit innerhalb des Wortfeldes der Dimen-
sionsausdrücke, und als solche durchaus im Einklang mit dem Befund, 
daß das Englische M A X (long, short), V E R T (high, low) und MAX-
VERT ( f a l l ) separat lexikalisiert, wie auch mit der Möglichkeit, daß es 
Sprachen gibt, die OBS (im jt 90 ° zu VERT) und VERT-OBS (it 180 °) 
in distinkte Wörter verpacken. 
Die Festellung (22) ist eine vorläufige Annahme über den Zusammenhang 
von konzeptueller Salienz und Codierung in lexikalischen „primes" (d.h. 
in wortstrukturellen Basiswörtern). 
(22) Dimensionsausdrücke für MAX, VERT, OBS 
sind lexikalische „primes" (=U-3) 
Nun mag (22) trivial erscheinen, wo doch in dem guten Dutzend bisher 
im Projekt untersuchter Sprachen die Dimensionsausdrücke stets zum 
jeweiligen Kernlexikon gehören. Dennoch ist (22) zum einen ein Krite-
rium, um Ausdrücke wie länglich, gigantisch, quadratisch ergänzend zu 
(11) und (12) auszusortieren, zum anderen ist es eine Herausforderung, 
crosslinguistisch nach Gegenbeispielen zu fahnden. Zusammen bestim-
men (U-l) - (U-3), was im Wortfeld der Dimensionsausdrücke minimal 
lexikalisiert ist und damit auch den Bereich möglicher Variation. 
4. Typo log i sche Variat ion in der Wort fe lds truktur der 
D imens ionsausdrücke 
4.1 Ausgangslage 
4.1.1 M e h r K o m p o n e n t e n a l s W ö r t e r . Unter Berück-
sichtigung der in Kap. 2 gegebenen Erläuterungen läßt sich das Inven-
tar der für die Lexikalisierung verfügbaren Parameter zunächst wie in 
Abb. 3 veranschaulichen. Die Schraffur kennzeichnet die Herkunft der 
Parameter aus IPS bzw. POR, DoppelschrafTur folglich kombinierte Her-
kunft , fehlende Schraffur bei QUER und DIST deren in Abschnitt 2.2.3 
diskutierte Lückenfüller-Funktion bezüglich IPS und POR. Umrandete 
Parameter sind gemäß (U-2, U-3) Kandidaten für distinkte primäre Le-
xikalisierung. 
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Abb.3: Inventar semantischer Komponenten für räumliche Dimensions-
ausdrücke 
Theoretisch reicht das Inventar in Abb. 3 für 11 potentielle Dimensions-
ausdrücke (lexikalische Antonyme nicht mitgezählt), andererseits gibt 
es den robusten empirischen Befund, daß in den untersuchten Sprachen 
die Zahl der nach (12) ausgegliederten Dimensionsausdrücke zwischen 5 
und 8 rangiert (lexikalische Antonyme nicht einberechnet). Also gibt es 
keine eins-zu-eins Abbildung zwischen Komponenten und Dimensions-
ausdrücken, sondern offenbar ein „few-many-mapping". Wir stehen so-
mit vor der Frage, welche Dimensionsausdrücke welche Teilmengen des 
Inventars abdecken, genauer: wie das Inventar bezüglich seiner lexika-
lischen Abdeckung partitioniert ist. Tatsächlich unterscheiden sich Spra-
chen danach, wie das Inventar der Komponenten lexikalisch aufgeteilt 
ist. Die Suche nach rekurrierenden Aufteilungsmustern und Versuchen 
zu ihrer Erklärung ist somit ein Vorstoß in die Typologie der Wortfeld-
struktur. 
4.1.2 D e t e r m i n a n t e n d e s V a r i a t i o n s b e r e i c h s . 
Wenn wir die als Universalien gedachten Feststellungen in (21) und (22), 
daß MAX, SUB, VERT, OBS distinkt und als „primes" lexikalisiert wer-
den, als gültig betrachten (und die Befunde sprechen bisher nicht dage-
gen), dann ist die mögliche Variation in der lexikalischen Abdeckung auf 
den Bereich der restlichen Parameter eingeschränkt. Die Frage ist: Was 
bestimmt die Grenzen für die lexikalische Partition? 
Die Trennlinie zwischen POR und IPS ist es offenbar nicht, denn es 
gibt - wie aus Abb. 3 zu ersehen - zwei Bereiche, die einer so simplen 
Aufteilung widersprechen. 
Lexikalisierung und Wortfeldstruktur 333 
Erstens: Die zulässigen Kombinationen MAX-VERT und MAX-OBS 
umfassen Parameter aus beiden Rastern (Doppelschraffur in Abb. 3), 
und weil es lexikalische „primes" gibt, die solche Kombinationen ab-
decken (wie engl, fall), verläuft die Partitionierung nicht notwendig nach 
der Herkunft der Parameter aus POR vs. IPS. 
Zweitens: Parameter wie QUER (und DIST), die als Lückenfüller in-
nerhalb und zwischen beiden Rastern ohnehin perzeptiv unterbestimmt 
sind (vgl. 2.2.3), geben auch keine gute Grenzmarkierung für Lexikalisie-
rungbereiche ab. Im Gegenteil, die Daten aus den untersuchten Sprachen 
zeigen, daß QUER und DIST offenbar wegen dieser Unterbestimmtheit 
gerade einen Bereich des Wortfeldes der Dimensionsausdrücke bilden, 
bezüglich dessen lexikalischer Abdeckung sich die Sprachen erkennbar 
unterscheiden. 
Aus den bisher aus ca. 15 Sprachen erhobenen Daten (die hier 
natürlich nicht reproduziert, sondern nur durch Beispiele illustriert wer-
den können) lassen sich d r e i D e t e r m i n a n t e n für die lexi-
kalische Aufteilung des Wortfeldes der Dimensionsausdrücke extrahieren. 
Zwei sind als Strategien der Dimensionsauszeichnung in erster Näherung 
(genauer in 4.3) so zu umschreiben: 
(23) P r o p o r t i o n s b a s i e r t e S t r a t e g i e : 
Das relative Ausmaß von zwei Objektabmessungen a, b , also ob a 
> b oder b > a, entscheidet über die Dimensionszuweisung an a 
und b. 
(24) B e t r a c h t e r b a s i e r t e S t r a t e g i e : 
Die Bedingung, ob a = OBS, b = QUER zu OBS (oder umgekehrt) 
entscheidet über die Dimensionszuweisung an a und b . 
Unabhängig von (23) und (24) wirkt sich die in 2.2.1 erläuterte Do-
minanz der Vertikalen als Orientierungsachse in Gestalt eines wie folgt 
umschreibbaren Prinzips aus: 
(25) D i e V e r t i k a l e g e w i n n t : 
Wenn eine (desintegrierte) Objektachse a mit der Vertikalen des 
umgebenden Raums koinzidiert, dann bestimmt dies die Dimen-
sionszuweisung an a. 
Zur Illustration stelle man sich einen Schreibtisch mit den Abmessun-
gen a = 2 m , b = 1 m, c = 0.80 m vor. Wie auch immer die Ach-
senverteilungen sein mögen, das Prinzip in (25) pickt die kanonische 
Oben-Unten Abmessung heraus (sagen wir c) und reserviert sie für eine 
Identifizierung mit dem Ausdruck, der VERT lexikalisiert, im Dt. also 
er ist 0.80 m hoch / hat eine Höhe von 0.80 m. W e n n die verble ibenden 
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Abmessungen a , b identifiziert werden durch er ist 2m lang und Im breit, 
dann ist (23) wirksam; wenn durch er ist 2m breit und Im tief, dann ist 
(24) wirksam. In der Tat bedienen sich das Dt., Engl, und weitere Spra-
chen beider Strategien (was sich als typologisch relevantes Kennzeichen 
erweist - vgl. Abschnitt 4.2 unten), aber grundsätzlich nicht simultan 
innerhalb einer Konstruktion: *Er ist 2m breit und Im breit ist klar ab-
weichend. Die Unakzeptabilität solcher Ausdrücke bringt eine generelle 
Distinktheitsbedingung für koordinierte Konstruktionen ins Spiel (vgl. 
Lang 1984), die spezialisiert auf Dimensionsausdrücke so lautet: 
(26) E i n z i g k e i t s b e s c h r ä n k u n g . 
Innerhalb ein und desselben komplexen Ausdrucks zur gleichran-
gigen Identifizierung distinkter Objektachsen a, b , c darf ein Di-
mensionsausdruck A nur einmal vorkommen. 
Mit den in (19) - (22) und (23) - (26) genannten Determinanten 
ist der Variationsbereich für die lexikalische Partit ion des Wortfeldes 
der Dimensionsausdrücke soweit eingegrenzt, daß wir Datenmaterial 
nach rekurrierenden Mustern auswerten und diese typologisch einordnen 
können. Aus Platzgründen kann dies hier nur in illustrativen Auswahlen 
geschehen. 
4.2 Typologische Grobeinteilung und Ermittlungsverfahren 
4.2.1 P a r t i t i o n i e r u n g s t y p e n . Beginnen wir mit der le-
xikalischen Abdeckung der in 2.2.3 erwähnten Lückenfüller-Parameter 
QUER und DIST und den damit zusammenhängenden Effekten auf die 
übrige Wortfeldstruktur. Die im Projekt untersuchten Sprachen unter-
scheiden sich danach, ob der Teilbereich des Wortfeldes, der QUER le-
xikalisch abdeckt 
(27) (a) der proportionsbasierten (Chinesisch (Mandarin)) 
Strategie (23) folgt oder 
(b) der betrachterbasierten (Koreanisch) 
Strategie (24) folgt oder 
(c) einer Verschmelzung (Dt., Engl., Franz., 
beider Strategien folgt Russ. u.a.). 
Wohlgemerkt, (27)(a-b) lassen sehr wohl zu, daß sich in einer Sprache 
die beiden Strategien auf disjunkte Teile des Wortfeldes der Dimensions-
ausdrücke beziehen (Koreanisch ist dafür ein Belegfall), der springende 
Punkt bei (27)(c) ist, daß sich beide Strategien auf dieselben lexikalischen 
Einheiten beziehen - wie anhand von Dt. breit in 4.1.2 oben illustriert. 
Dabei lassen sich, wie in Abschnitt 4.3 unten ausgeführt wird, die un-
ter (27)(c) angegebenen Sprachen noch nach dem jeweiligen Anteil von 
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Proportions- bzw. Betrachterbasiertheit skalieren: Dt. ist die Nummer 1 
bezüglich Betrachterbasiertheit, Russ. die Nummer 1 bezüglich Propor-
tionsbasiertheit, Engl., Franz., Poln., Slovak. liegen dazwischen. 
4.2.2 E r m i t t l u n g s v e r f a h r e n . Die Datenerhebung im 
Projekt erfolgt (wie bei allen verwandten Untersuchungen z.B. Dir-
ven/Taylor (1988), Durrell (1988a, b), Lafrenz (1983), Lang (1989), 
(1990a), Spang-Hanssen (1990), Svorou (1987), Zubin/Choi (1984), Zu-
bin/Svorou (1984)) durch Elizitierungstests, meist Aufgaben zur Benen-
nung von Objektabmessungen. Anders als bei den Erhebungen anderer 
Autoren ist das „experimental design" im Projekt jedoch bewußt so ange-
legt, daß dabei der Unterschied von primärer und kontextuell induzierter 
Dimensionsauszeichung (Beispiel 3m lange/hohe Stange in 2.1 (IV) oben) 
systematisch eruierbar wird, um bei der semantischen Analyse als Indiz 
für die Trennung von lexikalisch fixierter Bedeutung vs. kontextueller 
Anwendung der Dimensionsausdrücke zu dienen. Außerdem werden die 
erhobenen Befunde bezüglich ihrer semantischen Relevanz den in (12) 
und (15) - (18) formulierten Anforderungen unterworfen. Ich führe hier 
zwei aus den im Projekt benutzten Elizitierungstests mit repräsentati-
ven Daten vor. Einen in 4.2.3, um damit die typologische Grobeinteilung 
gemäß (27)(a-c), den anderen in 4.3, um die typologische Feineinteilung 
innerhalb von (27)(c) zu belegen, aber beide, um sie semantisch unter 
den genannten Anforderungen (12) und (15) - (18) zu rechtfertigen. 
4.2.3 D i e l e x i k a l i s c h e A b d e c k u n g v o n Q U E R . 
Als illustrativ und ergiebig hat sich der folgende Test erwiesen, bei dem 
die Vpn gebeten wurden, anhand von Abb. 4 die Abmessungen a, b , 
c eines Bretts mit verschiedenen Lageeigenschaften in den räumlichen 
Situationen (I) - (III) dimensional (adjektivisch oder nominal) zu be-
nennen. Den Vpn waren als plausible konstante Ausmaße des Bretts 
mitgeteilt worden: a = 1 m, b = 30 cm, c = 3 cm. Die in (28) - (29) auf-
gelisteten Benennungsresultate werden anschließend, die in (30) - (32) 
in 4.2.7 kommentiert und gedeutet. 
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Abb. 4: Benennung von Objektachsen: Brett 
(28) Dt. a = lang a = breit a = breit 
b = breit b = hoch b = tief 
c — dick c — dick c = dick 
(29) Engl, a = long a = wide 
b -- wide b = high 
c = thick c — thick 
a = wide 
b = deep 
c = thick 
(30) Chin, a = chäng 
b = kuän 
c = höu 
a - chäng/*kuän 
b -- gäo 
c = hou 
a = chang/*kuan 
b = kuän/*shen 
c = höu 
(31) Koreanisch 
(A) a — selo 
b = kalo 
c — khuki 
a = selo a = selo 
b = nophi/kalo b = kalo 
c = khuki c = khuki 
(B) a = kalo 
b = selo 
c = khuki 
a = kalo 
b = selo/nophi 
c : khuki 
a = kalo 
b = selo 
c : khuki 
(C) a = kili 
b = phok 
c = khuki 
a - kili 
b - nophi 
c : khuki 
a = kili 
b = phok/kiphi 
c — khuki 
(32) Russ. a = dlina a = dlina/shirina a = dlina/*shirina 
b = shirina b = vysota b = shirina/*glubina 
c = tolshchina c = tolshchina c = tolshchina 
Als erstes fallt auf, daß die Benennung der dritten Abmessung c in den 
Sprachen gegenüber den Lagevarianten (I) - (III) konstant bleibt. Dies 
entspricht den Vorgaben über die Encodierung des Parameters SUB in 
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(10), (14), (19) und (21). Bei den Abmessungen a und b hingegen beo-
bachten wir Wechsel in der Benennung, die offenbar (i) durch die jewei-
lige Lage des Bret ts bedingt sind, (ii) Aufschluß darüber geben, wie der 
Parameter QUER lexikalisch abgedeckt wird. 
4.2.4 D t . u n d E n g l . Betrachten wir diesbezüglich zunächst die 
uns vertrauten, aber hinsichtlich der Zuweisungsstrategie gemischten, 
also kritischer Prüfung doppelt bedürftigen Sprachen in (28) und (29), 
und zwar unter dem Blickwinkel: was besagen die Verteilungsdaten von 
breit/wide über die durch sie lexikalisch abgedeckten Parameter? 
Im Hinblick auf die in (14) und Abb. 3 aufgeführten 10 Parameter(-
kombinationen) ist als erstes festzuhalten, daß breit/wide den Einzel-
parameter QUER abdecken können - wie in (28/29)(I), aber auch 
die Parameterkombination MAX-QUER - wie in (28/29)(II) und (III). 
Als nächstes vergegenwärtigen wir uns, daß der Parameter QUER 
keine unabhängige perzeptive Fundierung hat , sondern wie in (10) for-
muliert, stets die durch MAX, SUB, VERT, OBS gelassene Lücke 
füllt. Für breit/wide (als Encodierung von QUER) heißt das, die 
Benennung einer Objektabmessung d durch breit/wide erfolgt stets 
i n R e l a t i o n z u einer unabhängig identifizierbaren Objektab-
messung d ' . Die Bedingungen für die Wahl von d und d ' zeigt ein Blick 
auf die Daten in (28/29) bezüglich (I) - (III). 
In (I) folgt die Zuweisung von a = lang/long, b = breit/wide der propor-
tionbasierten Strategie (23), d.h. QUER in breit/wide wird zugewiesen 
in Relation zu einer Achse d ' , die als Maximale (d.h. d ' = a = M A X ) 
durch lang/long identifiziert wird. Das Vorkommen von lang/long ist 
nach der Universalienannahme (21) ein sicheres Indiz dafür, daß Maxi-
malität die definierende Eigenschaft der betreffenden Objektachse ist. 
In (II) folgt die Zuweisung von a = hoch/high dem Prinzip (25) „die 
Vertikale gewinnt" und liefert somit ebenfalls eine Achse d ' = b = 
VERT), in Relation zu welcher QUER bestimmt werden kann, somit 
a = breit/wide. Nach welcher Strategie? Wenn a in (II) proportionsba-
siert benannt würde, müßte gelten a = lang/long, was zwar nicht völlig 
ausgeschlossen ist, aber von den Vpn in Kombination mit b = hoch/high 
abgelehnt wird. Somit folgt die Zuweisung von a = breit/wide in (II), wo 
breit/wide die Parameterkombination MAX-QUER lexikalisch abdecken, 
der betrachterbasierten Strategie (24). Dies ergibt sich aus der Ortho-
gonalität der Achsen des POR zueinander (OBS im 9 0 ' zu VERT, 
QUER im ff 90 ° zu OBS), wie in (7) - (9) erläutert. In (III) folgt die Zu-
weisung a — breit/wide, b = tief/deep ebenfalls der betrachterbasierten 
Strategie (24). Das Vorkommen von tief/deep ist nach (21) ein sicheres 
Indiz für Betrachterbasiertheit. 
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Wir können nun zwei Feststellungen über die lexikalische Abdeckung 
von QUER durch breit/wide im entsprechenden Wortfeld der dt . und 
engl. Dimensionsausdrücke treffen und anschließend in 4.2.5 eine wichtige 
semantische Frage klären. 
(33) (a) In Relation zu d ' = MAX werden breit/wide proportionsbasiert 
zugewiesen und decken dann allein den Parameter QUER ab; 
(b) in Relation zu d ' = VERT oder d ' = OBS werden breit/wide 
betrachterbasiert zugewiesen und können dann auch die Para-
meterkombination MAX-QUER abdecken. 
4.2.5 D i e l e x i k a l i s c h e B e d e u t u n g v o n breit/wide. 
Besagt (33) nun, daß breit/wide eine Lexikalisierung sowohl von QUER 
allein als auch von der Kombination MAX-QUER darstellen und so-
mit echt polysem ist? Nein. Die in breit/wide lexikalisch fixierte, d.h. im 
strengen Sinne l e x i k a l i s i e r t e Bedeutungskomponente ist nur 
QUER, wohl aber kann breit/wide kontextuell bedingt - vgl. (33) (b) -
auf die Kombination MAX-QUER angewandt werden. Wie breit/wide 
weisen auch andere Dimensionsausdrücke die Eigenschaft auf, daß sie 
- falls der entsprechende Kontext gegeben ist - in einem über die in 
ihnen lexikalisch codierten Identifizierungsparameter hinausreichenden 
Bereich anwendbar sind. Die erweiterte Anwendung - wie von QUER 
in breit/wide auf MAX-QUER - ist wiederum grundsätzlich durch die 
Verträglichkeitsbedingungen in (14) geregelt. Ob der Grund für die Er-
weiterung des Anwendungsbereichs eines lexikalisierten Parameters in 
einer systematischen Bezeichnungslücke, d.h. im Fehlen eines eigenen 
Wortes4 , zu suchen ist, kann letztlich nur durch spezielle diachronische 
Studien beantwortet werden. Ein dt.-engl. Vergleich spricht jedoch dafür: 
so sind im Dt. breit - schmal Lexikalisierungen von QUER, weit - eng 
von DIST, während im Engl, die fehlende Belegung von DIST eine echte 
lexikalische Lücke bildet, so daß wide - narrow als Lexikalisierungen von 
QUER kontextuell qua Verträglichkeit auch auf QUER-DIST anwendbar 
sind. 
Die semantisch wichtige Unterscheidung von lexikalisch fixierter Be-
deutung und kontextuell gesteuerter Anwendung (eine Facette der Un-
terscheidung von semantischer vs. konzeptueller Ebene in 2.1) wird 
durch die A n t o n y m e n b i l d u n g und das Inferenzverhalten 
4 Am ehesten wäre engl, broad ein Kandidat für eine Lexikalisierung von 
MAX-QUER, aber broad verhält sich bezüglich der Feldzugehörigkeit nach 
(12) ziemlich idiosynkratisch: es nimmt keine Maßphrasen: *the board is Im 
broad, wohl aber the board is Im in bredth, und es bildet keine Wh-Phrasen 
(*How broad is the board?). 
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gestützt. Zu Inferenzen mehr in 3.2.6, zu Antonymie hier nur zwei Be-
merkungen. 
Erstens, wenn die Vpn mit zwei bezüglich a unterschiedlich dimensio-
nierten Brettern in (II) oder (III) konfrontiert werden, wo breit/wide 
also QUER-MAX abdecken, akzeptieren sie etwa Das linke Brett ist 
breiter als das rechte, vermeiden aber bei der Konverse das lexikalische 
Antonym schmal bzw. narrow und weichen aus auf das rechte Brett ist 
weniger breit/kürzer als das linke (bzw. the righi board is less wide / / 
shorter than the left one). Dies entspricht auffallend dem Befund bei 
tall (das eine Lexikalisierung von MAX-VERT darstellt), als dessen An-
tonym ebenfalls nur das lexikalische Antonym des fundierenden Parame-
ters MAX, nämlich short fungieren kann. 
Zweitens, die Bedingung, daß die lexikalisierten Komponenten die ge-
meinsame Basis für die Antonymbildung darstellen, ermöglicht die 
klärende Unterscheidung zwischen lexikalischer Antonymie (z.B. hoch 
- niedrig) und kontextuell induzierter Antonymie (hoch - flach, tief -
flach, hoch - tief - vgl. auch (2)), über die im IdS-Jahrbuch 1993 (Lang 
1995a) ausführlich diskutiert wurde. Die bei letzterer zu beobachtenden 
„Antonymgabeln" sind Resultat der kontextuell bedingten erweiteren 
Anwendung von Dimensionsausdrücken. 
F a z i t : Wir haben bei der Rekonstruktion der Wortfeldstruk-
tur der Dimensionsausdrücke unter dem Gesichtspunkt der lexikalischen 
Abdeckung somit folgende Befunde zu berücksichtigen: 
(34) (a) die eigentliche Lexikalisierung von einzelnen oder kombinierten 
DAP; 
(b) die kontextuell bedingte erweitere Anwendung dieser Lexikali-
sierungen auf damit verträgliche DAP(-Kombinationen). 
(c) lexikalische Lücken (wie im Engl, bezüglich DIST, im Dt. 
bezüglich MAX-VERT) 
(d) Anwendungslücken von Lexikalisierungen (vgl. 4.3.3 unten). 
4.2.6 K o n t e x t b e d i n g u n g e n . Der Test in Abb. 4 ist des-
halb so ergiebig, weil er ein Brett in drei Situationen mit zunehmender 
Integration in die räumliche Umgebung zeigt, von den reinen Gestal-
teigenschaften des Bretts an sich in (I) (lang, breit) über die vertikale 
Orientierung in (II) (breit, hoch) und die Integration in ein räumliches 
Makro-Objekt (Fensternische), von dem das Brett die spezifikatorischen 
Auszeichnungen (breit, tief) erbt. In dieser Hinsicht geben die eruierten 
Benennungsvarianten darüber Aufschluß, wie kontextabhängig die Zu-
weisung von Dimensionsausdrücken ist bzw. umgekehrt, was diejeweili-
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gen Dimensionsausdrücke an kontextueller Spezifikation einbringen. Der 
letztgenannte Aspekt verdeutlicht bezüglich des Inferenzverhaltens der 
Dimensionsausdrücke im Kontext noch einmal die in 4.2.5 verfochtene 
Unterscheidung von lexikalischer Bedeutung und kontextuell bedingter 
Anwendung. Hierzu zwei bemerkenswerte Befunde: 
Erstens, die in 4.2.4 und 4.2.5 erläuterten Zuweisungsbedingung für 
breit/wide gelten für sprachliche wie nicht-sprachliche Kontexte glei-
chermaßen. Was in Abb. 4 durch nicht-sprachliche Kontextinformation 
geboten wurde, kann ebenso durch sprachliche in Sätzen wie (35) geliefert 
werden, die - gemäß den Einzigkeitsbedingung (27) - dieselbe Informa-
tion bezüglich d ' bereitstellen, die für die Zuweisung von breit/wide an 
d nötig ist: 
(35) Das Brett ist lang und breit genug, aber zu dünn 
The board is long and wide enough but too thin 
[d' = MAX, b = QUER wie in Abb. 4 (I)] 
Das Brett ist breit und hoch genug, aber zu dünn 
The board is wide and high enough but too thin 
[d' = VERT, a = MAX-QUER wie in Abb. 4 (II)] 
Das Brett ist breit und tief genug, aber zu dünn 
The board is wide and deep enough but too thin 
[d' = OBS, a = MAX-QUER wie in Abb. 4 (III)] 
Dies macht erneut klar, daß die in der sonstigen Literatur häufig zu fin-
dende Polysemieannahme für breit/wide semantisch kaum gerechtfertigt 
ist, sondern die hier vertretene Auffassung, für breit/wide e i n e durch 
QUER repräsentierte lexikalische Bedeutung (die allerdings, wie gezeigt, 
inhärent relational ist) zu postulieren und entsprechende kontextuelle 
Anwendungsbedingungen zu formulieren, den Fakten eher gerecht wird. 
Zweitens, der Test mit dem Brett bringt zuverlässige Daten über die 
inferenziellen Beziehungen zwischen den Gestalteigenschaften und den 
Lageeigenschaften von Objekten. Vgl.: 
(36) (a) Das Brett ist 1 m breit, 30 cm tief 
—• Das Brett ist 1 m lang, 30 cm breit 
(b) The board is 1 m wide, 30 cm high 
—» The board is 1 m long, 30 cm wide 
(c) Das Brett ist 1 m lang, 30 cm breit 
-/• Das Brett ist 1 m breit, 30 cm hoch/tief 
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Dies zeigt, daß die inhärenten Gestalteigenschaften eines Objekts gültig 
aus seinen kontextuell induzierten Lageeigenschaften gefolgert werden 
können, aber nicht umgekehrt. Die diesen Inferenzen zugrunde liegende 
Operation ist die der De-Spezifizierung (vgl. Lang, Carstensen, Simmons 
(1991)), die wiederum beweist, daß aus der kontextuell bedingten An-
wendung eines Dimensionsausdrucks wie breit/wide auf MAX-QUER in 
(36) (a-b) auf dessen lexikalische Bedeutung QUER geschlossen werden 
kann, nicht aber umgekehrt, wie in (36) (c) zeigt. 
Schließlich ist Abb. 4 auch noch gut als „diagnostic" für die aufgrund der 
Strategienmischung gemäß (27) (c) zu erwartende Mehrdeutigkeit von 
breit/wide. So zeigt sich nicht nur, daß ohne einschlägigen sprachlichen 
oder nicht-sprachlichen Kontext ein Satz wie 
(37) Das Bret t ist 50 cm bre i t /The board is 0.5m wide/in width 
m e h r d e u t i g ist bezüglich der Abmessung, auf die 
sich breit/wide beziehen, sondern auch, daß wir den Spielraum und die 
Quelle der verschiedenen Zuweisungsmöglichkeiten für breit/wide exakt 
aufzählen können. Wohlgemerkt: diese Mehrdeutigkeit ist nicht zu ver-
wechseln mit Polysemie, vielmehr zu vergleichen der referentiellen Un-
terbestimmtheit von anaphorischen Pronomina, die auch eine fixierte 
lexikalische Bedeutung haben, aber nur kontextabhängig referieren.5 
Wenn nun die Mehrdeutigkeit von breit/wide eine Folge der Tatsa-
che ist, daß Dt. und Engl, bezüglich der lexikalischen Abdeckung zum 
„gemischten" Typ gehören, dann sollte man erwarten, daß die Sprachen 
vom rein proportionsbasierten Typ diesbezüglich keine Mehrdeutigkeiten 
aufweisen, und das ist in der Tat so. 
4.2.7 C h i n e s i s c h u n d K o r e a n i s c h . Die Daten in (30) 
- bitte zurückblättern! - weisen das Chin. als klar proportionsbasiert aus, 
die Abmessung a wird konstant mit chdng benannt, das ausschließlich 
MAX lexikalisiert, während b in (I) und (III) für kuä.n reserviert ist, 
das seinerseits - anders als breit/wide - strikt beschränkt ist auf die 
Lexikalisierung von QUER in Relation zu d ' = MAX und somit für die 
Abmessung a und für eine Anwendung auf MAX-QUER grundsätzlich 
ausscheidet. In (30) (II) folgt die Zuweisung b = gäo dem Prinzip (25) 
„die Vertikale gewinnt", was mit der proportionsbasierten Zuweisung von 
a = chdng/ *kuän in (II) nicht interferiert, somit (25) als unabhängiges 
Prinzip bestätigt . 
5 Eine ganz analoge Form von Mehrdeutigkeit besteht bei den von J. Grabo-
wski/P. Weiß (in diesem Band) untersuchten Präpositionen vor und hinter 
bezüglich ihres deiktischen vs. intrinsischen Gebrauchs. 
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Die Tatsache, daß b = *shen, das OBS lexikalisiert, für alle drei Si-
tuationen ausgeschlossen ist, belegt, dafi das Chin. nicht über eine be-
trachterbasierte Strategie verfügt. Natürlich hat das Chin. eine primäre 
Lexikalisierung für den Parameter OBS, nämlich shen, aber dies ist selek-
tional beschränkt auf Abmessungen in konkaven oder hohlen Objekten 
und interagiert in keiner Weise mit der Zuweisung und lexikalischen Ab-
deckung von QUER. Die aus der Proportionsbasiertheit zu prädizieren-
den Eigenschaften von iuän [QUER zu MAX] bezüglich Mehrdeutigkeit 
und Inferenzverhalten werden bestätigt. Anders als breit/wide in (37) ist 
ku&n in (38) nicht m e h r d e u t i g . 
(38) Zhe kuäi mübän kuän wü-shi lim! 
dies CL Brett QUER zu MAX 50 cm 
Das Brett ist 50 cm breit 
[d.h in seiner zweitgrößten Abmessung!] 
Und ebenso gibt es keine zu (36) (a-b) analogen gültigen Inferenzen, weil 
die Voraussetzung dafür, nämlich die betrachterbasierte Zuweisung von 
shen und Anwendung von Jtuän auf MAX-QUER im Chin. fehlen. Vgl.: 
(39) (a) Zhe kuäi mübän kuän Im, *shen 30 cm 
-f* Zhe kuäi mübän chäng Im, kuän 30cm 
(b) Zhe kuäi mübän '''kuän Im, gäo 30cm 
-/• Zhe kuäi mübän chäng Im, kuän 30cm 
(c) Zhe kuäi mübän chäng Im, gäo 30cm 
—• Zhe kuäi mübän chäng Im, kuän 30cm 
Das Koreanische ist reich an Dimensionsausdrücken, aber diese bilden 
disjunkte Subgruppen, von denen die mit kill und phok als Lexikalisie-
rungen von MAX bzw. QUER dem Chin. chdng bzw. jtuän ähnelt, indem 
sie proportionsbasiert zugewiesen wird - vgl. (31)(C). Die andere Sub-
gruppe kalo und selo aber ist klar betrachterbasiert nach Zubin/Choi 
(1984, S. 337): „the spatial terms kalo and selo <... > pick out the edges 
of a surface which are across and in line with the observer's Visual field, 
respectively, with no regard for the relative extension of these edges." 
Ubersetzt in unsere Redeweise heißt das, daß kalo und selo korrelativ 
zugewiesen werden, so daß kalo QUER abdeckt in Relation zu d ' = 
OBS und selo OBS abdeckt in Relation zu d " = QUER. Um dies aus 
den Testdaten zu entnehmen, ist für (31) (A) und (B) die Blickrich-
tung des jeweiligen Betrachters längs bzw. quer zum Brett angesetzt. 
Bemerkenswert ist die komplementäre Verteilung von kalo und selo auf 
die Abmessungen a und b innerhalb von und zwischen den Datengrup-
pen (A) und (B). Die zusätzliche Option für b = nophi [VERT] in (A) 
bis (C) folgt unabhängig aus dem Prinzip (25) „die Vertikale gewinnt". 
Lexikalisierung und Wortfeldstruktur 343 
Bemerkenswert ist ferner, daß Ausdrücke aus beiden Subgruppen nicht 
miteinander in koordinativen Konstruktionen vorkommen können, was 
(a) die Disjunktheit der zugrunde liegenden Strategien verdeutlicht, (b) 
einen Hinweis auf die einzelsprachliche Verschärfung des Prinzips (26) zu 
einem Homogenitätsprinzip darstellt. Entsprechend verhält es sich mit 
der Mehrdeutigkeit, die Ubersetzung von (37) in Ausdrücke der erstge-
nannten Subgruppe ist wie im Chin. eindeutig - vgl. (40), die in die 
Ausdrücke kalo und selo hingegen ist ohne Kontexthilfen absolut unter-
spezifiziert bezüglich ihrer Referenz auf a und b - vgl. (41): 
(40) Ku-nelphanci-nun phoki il meta ita. 
DET.Brett .TOP QUER zu MAX.SUBJ 1 m DECL 
Das Brett ist 1 m breit 
[d.h in seiner zweitgrößten Abmessung] 
(41) Ku-nelphanci-nun selo-ka/kalo-ka il meta ita. 
DET.Brett .TOP OBS.SUBJ/QUER zu OBS.SUBJ 1 m DECL 
Das Brett ist 1 m lang, breit 
Das Inferenzverhalten ist leicht vorhersagbar. Wenn durch Maßangaben 
die Proportionen erschließbar sind, dann gibt es gültige Inferenzen von 
Ausdrücken der zweiten auf die der ersten Subgruppe, d.h. von kon-
textuell induzierten Lageeigenschaften der Objekte auf ihre inhärenten 
Gestalteigenschaften, andersrum natürlich nicht. Vgl.: 
(42) Ku-nelphanci-nun kalo-ka 1 m, selo-ka 0.3 m ita. 
-•Ku-nelphanci-nun kili-ka 1 m, phoki 0.3 m ita. 
Das Brett ist in der Querachse Im, in der Betrachterachse 0.30 m. 
—• Das Brett ist Im lang, 0.30 breit. 
Zum Russ., dessen Daten in (32) strukturell denen des Chin. sehr ähneln 
und mithin auf Proportionsbasiertheit verweisen, sind nur zwei Bemer-
kungen nötig. E r s t e n s , anders als im Chin. ist shirina als Lexika-
lisierung von QUER nicht auf die Zuweisung in Relation zu d ' = MAX 
beschränkt, sondern es kann auch in Relation zu d ' = VERT zugewie-
sen werden, wie (32)(II) zeigt. Hier ist gemäß (25) b mit vysota [VERT] 
belegt, was Raum läßt, a entweder proportionsbasiert mit dlina [MAX] 
oder - „weniger gern" (so die Vpn) - mit shirina [QUER] zu belegen. 
Z w e i t e n s , wie im Chin., aber anders als im Dt. und Engl., ist die 
Lexikalisierung von OBS, glubina, selektional auf Abmessungen konkaver 
oder hohler Objekte beschränkt. Somit fallt OBS als relevante Achse d ' 
für die Zuweisung von shirina [QUER] im Russ. aus. 
Der letzte Punkt zeigt eine weitere Facette der crosslinguistischen Va-
riation bezüglich des Wortfelds der Dimensionsausdrücke: Sprachen, die 
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nach (22) dieselbe Anzahl von primären distinkten Lexikalisierungen von 
MAX, VERT, OBS aufweisen, können sich dennoch unterscheiden in den 
Selektionsbeschränkungen, die mit diesen Ausdrücken verbunden sind. 
Somit sollten wir Selektionsunterschiede auf die Liste der typologischen 
Parameter setzen. 
4.3 Typologische Feineinteilung und Interferenz 
Die in (27)(c) erwähnten Sprachen vom Misch-Typ (Dt., Engl., Russ.) 
sollen nun in ihrer Skalierung bezüglich proportionsbasierter oder be-
trachterbasierter Zuweisung eingeordnet und erläutert werden. Zugleich 
will ich einen zweiten Test vorführen und die aus den Daten zu ent-
nehmende Feineinteilung auf einen Fall von sprachlicher Interferenz an-
wenden. Dazu müssen die in (23) und (24) bloß in erster Näherung for-
mulierten Kennzeichen von Proportions- vs. Betrachterbasiertheit etwas 
detaillierter ausgeführt werden. Wir können uns dabei auf die in 4.2. 
diskutierten Daten stützen. Wir zerlegen die beiden Strategien in je vier 
„diagnostics", die zusammen oder eben in typologisch relevanten Aus-
wahlen die lexikalischen Abdeckungsbereiche im Wortfeld der Dimen-
sionsausdrücke einer Sprache L (so die Variable über den untersuchten 
Sprachen) bestimmen. 
4.3.1 B e t r a c h t e r b a s i e r t e S t r a t e g i e . Ihr Einfluß auf 
die Struktur des Wortfelds der Dimensionsausdrücke in der Sprache L 
läßt sich nach folgenden Kriterien diagnostizieren: 
(43) 0 - 1 
Die Ausdrücke, die OBS und/oder VERT in L lexikalisch ab-
decken, bestimmen den Abdeckungsbereich und die Interpretation 
der Ausdrücke in L, die QUER abdecken. 
(44) 0-2 
Die Ausdrücke, die OBS in L lexikalisch abdecken, sind n i c h t 
selektional auf konkave oder hohle Objekte beschränkt. 
(45) 0 - 3 
Für eine spezifizierbare Klasse von Objekten gibt es bezüglich der 
Achse d in L eine Benennungsalternation von Ausdrücken, die 
VERT und VERT-OBS lexikalisch abdecken. 
(46) 0 -4 
In L kann die Vertikalitätsauszeichnung die Maximalitätsauszeich-
nung absorbieren, d.h. die Anwendung des Ausdrucks für VERT 
auf MAX-VERT verhindert die gesonderte Anwendung des Aus-
drucks für MAX auf dasselbe Objekt. 
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Einen Kommentar benötigten höchstens (0-3) und (0-4). Die Benen-
nungsalternation ist am einfachsten anhand konkaver Objekte wie in 
(47) zu belegen, im Dt. aber - wie in (2) gezeigt - weit ausdehnbar auch 
auf andere Objekte und sogar Distanzen. 
(47) Der Topf ist zu hoch, um ins Regal zu passen, aber nicht tief genug 
für die Pute 
(0-4) bezieht sich auf die Alternative, die übrigbleibt, wenn „die Verti-
kale gewonnen hat" . Die Absorption ist typisch für Dt.und Engl., vgl. die 
Ausze ichnungen high, wide (*long), deep f ü r b in (29) oder f ü r e inen 2 m 
hohen Eckschrank fall, wide, deep, wobei im Engl, lall die Absorption 
sogar lexikalisiert ist. Eine getrennte Vertikalitäts- und Maximalitätszu-
weisung für denselben Eckschrank findet sich im Chin. oder Russ. (vysota 
- dlina - shirina). 
4.3.2 P r o p o r t i o n s b a s i e r t e S t r a t e g i e . Die analo-
gen, außer (P-l) zu (0-1 ) bis (0-4) komplementären Kriterien für eine 
so determinierte Wortfeldstruktur der Dimensionsausdrücke lauten: 
(48) P-l 
Die Ausdrücke, die MAX in L lexikalisch abdecken, bestimmen den 
Abdeckungsbereich und die Interpretation der Ausdrücke in L, die 
QUER abdecken. 
(49) P-2 
Die Ausdrücke, die OBS in L lexikalisch abdecken, sind selektional 
auf konkave oder hohle Objekte beschränkt. 
(45) P-3 
Falls vorhanden, ist eine Benennungsalternation von Ausdrücken, 
die VERT und VERT-OBS lexikalisch abdecken, auf eine enge 
Klasse von Objekten (Hohlkörper) begrenzt 
(46) P-4 
In L sind Vertikalitätsauszeichnung und Maximalitätsauszeichung 
stets separierbar. 
Mit den Os und Ps können wir die Sprachen nun ziemich genau nach 
ihrem Mischungsverhältnis skalieren und darüberhinaus Mehrdeutigkei-
ten und Anwendungslücken erklären. Ich illustriere das anhand der Da-
ten aus einem weiteren Test. 
4.3.3 S t u f e - t r e p p a u f / t r e p p a b. In der folgenden Auf-
gabe sollten die Vpn die Abmessungen der ersten (schraffierten) Stufe 
einer Treppe und der Treppe insgesamt benennen, und zwar in zwei Ver-
sionen: (a) bei Bewegung treppauf, (b) bei Bewegung treppab. Der Test 
346 Ewald Lang 
liefert Daten über die Bewegung als Kontextfaktor und über die dimen-
sionale Teil-Ganzes-Erblichkeit zwischen Stufe und Treppe. Zunächst die 
Daten in Auswahl, dann die Erläuterungen. 
(47) Chin. a = gäo [VERT] 
b = cháng [MAX] 
c = kuän [QUER zu MAX] 
(48) Korean. a = nophi [VERT] 
b = kalo [QUER zu OBS] 
c = selo [OBS] 
(49) Dt. a = hoch 
b = breit 
c = tief 
a = kiphi [VERT-OBS] 
b = kalo [QUER zu OBS] 
c = selo [OBS] 
a = tief 
b = breit 
Abb. 5: Benennung von Objektabmessungen: Treppenstufe 
(50) Russ. 
a = vysota [VERT] 
b = dlina [MAX] /shirina [QUER zu VERT] 
c = shirina [QUER zu MAX] /??? 
(51) Poln. 
a = wysoki [VERT] a = glgboki [VERT-OBS] 
b = dlugi [MAX] b = dlugi [MAX] 
c = szeroki [QUER zu MAX] c = szeroki [QUER zu MAX] 
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(52) Slovak. 
a = vysoky [VERT] a = hlboky [VERT-OBS] 
b = dlhy [MAX] /siroky [QUER] b = dlhy [MAX] 
c = siroky [QUER] /hlboky [OBS] c = siroky [QUER zu MAX] 
4.3.4 S k a l i e r u n g . Chin. (47) und Russ. (50) machen trepp-
auf / t reppab keinen Unterschied in der Benennung der Stufe, was die 
Proportionsbasiertheit beider unterstreicht. Wir können es durchprüfen, 
alle Ps sind im Chin. erfüllt: 
P - l (¿uän wird nur relativ zu MAX zugewiesen); P-2 (Stufe ist kein 
konkaves Objekt); P-3 (keine Benennungsalternation bei nicht-konkaven 
Objekten); P-4 (Vertikalitäts- und Maximalitätsauszeichnung getrennt), 
und kein O. Russ. ist ähnlich, nur dafi hier (0-1) ergänzend hinzukommt, 
nämlich daß QUER relativ zu VERT zugewiesen wird - was shirina in 
(50) für b erlaubt, dann aber für c eine Anwendungslücke aufreißt (???), 
weil glubina [OBS] selektional auf konkave Objekte beschränkt ist. 
Kor. (48) erfüllt alle Os der Betrachterbasiertheit, was aber trepp-
auf / t reppab ebenfalls keinen Unterschied bezüglich b und c bewirkt, 
wohl aber nutzt das Kor. die Benennungsalternative für a nach 0 -3 . 
Eine Anwendungslücke kann hier nicht auftreten. 
Dt. erfüllt 0 - 1 bis 0 -3 , wie man in (49) leicht sieht, aber auch 0 -4 : wenn 
man sich die Stufe mit a als der Maximalen vorstellt, wird die Treppe 
zwar unbequem zu benutzen sein, aber die Auszeichnung bleibt treppauf 
diesselbe hoch - breit - tief. Wo aber rührt die Anwendungslücke im Dt. 
(49) her? Aus zwei unabhängigen, aber im Effekt konvergierenden Fakto-
ren. E r s t e n s , i ie/deckt im Dt. OBS und OBS-VERT ab, letzteres 
ist die Basis für die Benennungsalternative in 0 -3 , ersteres führt dazu, 
daß 0 - 1 und 0 - 3 bezüglich interferieren - eine einzelsprachliche Op-
tion. Z w e i t e n s , treppab wird die Einzigkeitsbeschränkung (26) 
wirksam, indem sie verhindert, daß tief, wiewohl auf distinkte Abmes-
sungen bezogen, zweimal auftr i t t - eine universelle Beschränkung, die 
sich erwartungsgemäß durchsetzt. So erklärt sich die Anwendungslücke 
im Dt., anders als die im Russ. in (50) mit b = shirina (vgl. oben). 
4.3.5 I n t e r f e r e n z z w i s c h e n S p r a c h e n . Die Daten in 
(49) - (51) sind besonders interessant, weil sie eine Feineinteilung inner-
halb der slavischen Sprachen zeigen, die - trotz der gemeinslavischen 
Herkunft der Dimensionsausdrücke - in der Skalierung Russ. - Poln. -
Slovak. einen schrittweisen Ubergang von Ps auf Os aufweisen und sich 
dem Dt. annähern. Die sich verändernde Arbeitsteilung zwischen Ps und 
Os läßt sich anhand der Daten so tabellieren: 
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Chin. P- l P-2 P-3 P-4 
Russ. P- l P-2 P-3 P-4 0 - 1 
Poln. P- l P-2 0 - 3 P-4 0 - 1 
Slovak. P- l 0 -2 0 - 3 P-4 0 -1 
Dt. P- l 0 -2 0 - 3 £t4 0 - 1 
Im Poln. wird P-3 durch 0 - 3 ersetzt (oder ergänzt), jedenfalls läßt es 
die Benennungsalternative zum Zug kommen, der Rest bleibt wie im 
Russ. Im Slovak. indes wird zusätzlich P-2 durch 0 -2 ersetzt, was ein 
entscheidender Schritt zur Betrachterbasiertheit ist. Er beruht auf einer 
winzigen, doch effektvollen Veränderung: während im Russ. die Lexika-
lisierung von OBS, glubokij/glubtna, selektional gemäß P-2 auf konkave 
und hohle Objekt beschränkt ist, ist für Slovak. hlboky/hl'bka - mögli-
cherweise unter dem Einfluß des Dt. - diese Bedingung sehr gelockert 
und die Klasse der Objekte, die die Benennungsalternative zulassen, ist 
gewachsen. 
Hier, am Beispiel von Ausdrucksinventaren mit erkennbar denselben hi-
storischen Wurzeln, zeigt sich erneut, daß Selektionsbeschränkungen un-
bedingt zu den relevanten Parametern einer „lexical typology" und einer 
Typologie der Wortfeldstruktur gehören. 
4.3.6 T e i l - G a n z e s - I n f e r e n z e n . Nur andeuten will ich 
zum Schluß, wie sich die in Ps und Os errechnete Feintypologie in der 
Vererbung der Dimensionsauszeichnungen von Stufe zu Treppe nieder-
schlägt. Eine Konsequenz aus dem Prinzip (25) „die Vertikale gewinnt" 
ist, daß die Auszeichnung einer kanonischen Höhen-Abmessung vom Teil 
aufs Ganze und vom Ganzen auf die Teile vererblich ist. Hier ist kaum 
Variation zu erwarten: 
(53) (a) The height of the staircase is composed of the heights of the 
Steps 
(b) Die Höhe der Treppe ergibt sich aus den Höhen der Stufen 
(c) Vysota lestnicy sootvetstvuyet summe vysoty stupenej [Russ.] 
(d) Wysokosc schodöw wynika z wysokosci schodköw [Poln.] 
(e) Vyska schodistä sa skladä zo sü ctu vysiek schodov [Slovak.] 
Anders bei den Lexikalisierungen von OBS. Eine Vererblichkeit der Aus-
zeichnungen ist nur vom Ganzen auf Teile möglich (etwa treppab in den 
Keller), und nur wenn 0 -3 gilt, daher * für Russ., aber möglich im Poln. 
und Slovak. 
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(54) (a) The depth of the staircase is composed of the depth of the 
stairs 
(b) Die Tiefe der Treppe ergibt sich aus den Tiefen der Stufen 
(c) *Glubina lestnicy sootvetstvuyet summe glubiny stupenej 
[Russ.] 
(d) Glgbokosc schodöw wynika z glgbokosci schodköw [Poln.] 
(e) Hl'bka schodistä sa sklada zo sü ctu hl'bok schodov [Slovak.] 
Bei den Ausdrücken, die MAX und QUER lexikalisch abdecken, ist die 
Vererblichkeit der Dimensionsauszeichnungen klar vorhersagbar: bei pro-
portionsbasierten Sprachen wie Russ. muß eine Bezeichnungsänderung 
erfolgen, bei betrachterbasierten können sie vererbt werden: 
(55) (a) The width of the steps is equal to the width of the staircase 
(b) Die Breite der Stufen ist gleich der Breite der Treppe 
(c) Düna stupenej sootvetstvuyet shirine lestnicy [Russ.] 
*Shirina stupenej sootvetstvuyet shirine lestnicy 
5. Wortfeldstruktur - typologisch: Zusammenfassung und 
Ausblick 
5.1 Konklusionen 
In den vorangegangenen Abschnitten wurde versucht, die Struktur von 
Wortfeldern als Resultat verschiedener, teils disjunkter, teils überlap-
pender Abdeckungsbereiche von lexikalischen Einheiten zu beschreiben, 
und die grobe Einteilung nach den zwei dabei erkennbaren Strategien -
proportionsbasiert vs. betrachterbasiert - im Detail auszubuchstabieren, 
anhand von Daten zu interpretieren und so zu gewissen Einsichten über 
Lexikalisierung, die Verpackung semantischer Komponenten in Wörtern 
und deren Anordnung zu einem Wortfeld zu gelangen. 
Wenn wir nun das in Abschnitt 4.1.1 Abb. 3 gezeigte Inventar seman-
tischer KOMPONENTEN für räumliche Dimensionsausdrücke mit eini-
gen der bisher erzielten Ergebnisse auffüllen (wir nehmen nur vier Spra-
chen), so läßt sich die hier entworfene Typologie der Wortfeldstruktur 
wie folgt illustrieren. Abb. 6 zeigt zunächst die beiden mehr oder minder 
reinen Typen, nämlich die proportionsorientierte Partition des Wortfel-
des im Chinesischen (Abb. 6a) und die betrachterbasierte im Korea-
nischen (Abb. 6b). In Abb. 7 die beiden „Mischtypen" Deutsch und 
Englisch. Die jeweilige Schraffur markiert den gesamten lexikalischen 
Abdeckungsbereich des kursiv gesetzen Dimensionsausdrucks (wir las-
sen polare Antonyme weg), innerhalb desselben kennzeichnet der fett 
umrandete Parameter dessen direkte Lexikalisierung, die von da aus 
sich erstreckende Schraffur kennzeichnet deren kontextuell erweiterten 
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Anwendungsbereich. Doppelte Schraffur besagt entsprechend, daß eine 
Parameterkombination im Anwendungsbereich zweier primärer Lexika-
lisierungen liegt. Die Komplementarität der Kriterien für Proportions-
basiertheit (P-l) - (P-4) und Betrachterbasiertheit (0-1) - (0-4) läßt 
sich für die beiden dafür repräsentativen Sprachen ganz gut veranschau-
lichen. Es bedarf nur weniger Kommentare. 
kuan guang 
O I 
shèn 
g a O [ _/hollow] 
/ • in" 
chäng 
) 
nong 
[consistency] 
(phok) 
(kili) 
khuki 
u 
-MA*-
DIST / i ; n 
Vitt 
SUB 
mav inoaxi may 
MAX quer OOS 
hòu 
[ _/3 rd axis] 
mi 
E dens i ty ] 
Abb. 6a: Chinesisch 
kalo ncpi nophi selo 
vN 
kiphi 
M W » 
I v /jv 
flSäSH 
Abb. 6b: Koreanisch 
Man sieht, daß im Chin. gemäß (P-l) die Lexikalisierung von QUER, 
nämlich kuä.n stets nur relativ zur Lexikalisierung von MAX, nämlich 
chdng, zugewiesen wird, während dieses wiederum alle Parameterkom-
binationen mit MAX als erweiterten Anwendungsbereich abdeckt. (P-2) 
und (P-3) sind durch die Selektionsbeschränkung [_/hollow] für shen 
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vermerkt. Im Kor. ist - wenn man von den beiden eingeklammerten pro-
portionsbasierten Ausdrücken phok und kili, die sich wie Chin. Jtuän und 
chang verhalten und ein eigenes Subfeld bilden, absieht - der lexikalische 
Abdeckungsbereich deutlich nach (0-1) - (0-4) strukturiert: MAX und 
die Parameterkombinationen mit MAX liegen im Anwendungsbereich 
von drei verschiedenen primären Lexikalisierungen, nämlich von nophi 
gemäß (0 -4 ) und - je nach Betrachterposition - von kalo bzw. selo. Die 
primäre Lexikalisierung von OBS ist gemäß (0-2) nicht auf Hohlkörper 
eingeschränkt, dafür ha t das Kor. mit kipht eine eigene Lexikalisierung 
für VERT-OBS. 
Der hier anhand von Chin. vs. Kor. unternommene Vergleich von propor-
tionsbasierter und betrachterbasierter Wortfeldstruktur führ t außerdem 
auf die eingangs unter (1) verzeichneten Beobachtungen und Fragen 
zurück und legt als Antwort eine universalienverdächtige Tendenz nahe. 
Offenbar besteht nämlich zwischen der lexikalischen Differenzierung des 
Parameters SUB in L und dem Typ des Wortfeldes nach Os und Ps fol-
gender Zusammenhang: in Sprachen vom proportionsbasierten Typ ste-
hen die Gestalteigenschaften der zu dimensionierenden Objekte im Vor-
dergrund. Das entspricht dem Befund, daß solche Sprachen - in unserem 
Sample Chin. (vgl. Abb. 6a) und Russ. - den Bezug auf die Substanz-
achse ebenfalls nach Gestalteigenschaften (desintegriert oder nicht, Um-
fang, Dichte, Konsistenz) l e x i k a l i s c h d i f f e r e n z i e r t e r 
vornehmen, während die Sprachen vom betrachterbasierten Typ, wo 
nicht die Gestalteigenschaften, sondern die Lageeigenschaften der Ob-
jekte im Fokus stehen, hier offensichtlich abstrakter sind (vgl. Abb. 6b 
und Abb. 7). 
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lang 
dick 
-MAX-
SUB 
breit weit hoch tiel 
DIST 
long 
thick 
ffij 
-WH-
j/PTfi i M 
1 
Abb. 7: Deutsch und Englisch 
Der Mischtyp - ( P - l ) und ( 0 - 1 ) gelten zugleich - zeigt sich bei die-
sen beiden Sprachen in den Doppelschraffuren, die anzeigen, im Anwen-
dungsbereich welcher primärer Lexikalisierungen die Kombinationen mit 
MAX liegen. Sie reflektieren genau die in den Abschnitten 4.2.5 - 4.2.6 
über Kontextbedingungen und Inferenzen angeführten Daten. Sichtbar 
werden auch drei Differenzen zwischen dem dt. und dem engl. Wortfeld 
der Dimensionsausdrücke: im Dt. ist DIST lexikalisiert (weit - eng ), im 
Engl, nicht, dafür hat Engl, iall als Lexikalisierung von M A X - V E R T 
und evtl. als historisches Relikt mit idiosynkratischen Eigenschaften mit 
broad eine Lexikalisierung von MAX-QUER. 
Einige weitere Unterschiede, darunter der schon eingangs in (2) ange-
sprochene, werden in dieser zweidimensionalen Darstellung noch nicht 
sichtbar. Eine detailliertere Studie zu den Distanzausdrücken hoch - tief 
- weit könnte belegen, daß bezüglich des Kriteriums ( 0 - 3 ) (Benennungs-
alternative) das Dt. tatsächlich extrem ist. Die kontextuelle Antonymie 
von hoch - tief (hängen, fliegen) beruht darauf, daß im Dt. nicht nur die 
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Blickrichtung des Betrachters (OBS) als Koordinate zur Lokalisierung 
eines entfernten Objekts fungiert, sondern daß - bei einer Konstellation 
VERT im 0 ' zu OBS - der Betrachter seinen Standort in das zu loka-
lisierende Objekt projizieren und von dort „zurückblicken" kann, also 
VERT-OBS vom entfernten Objekt aus konstruiert. 
5.2 Ausblick 
Die in diesem Entwurf einer Typologie der Wortfeldstruktur formulier-
ten Anforderungen halte ich für unverzichtbar, auch wenn sie bisher nur 
ausschnittweise eingelöst wurden, die getroffenen Annahmen bezüglich 
lexikalisch fixierter Bedeutung vs. kontextuell erweiterte Anwendung von 
(Dimensions-)Ausdrücken für zumindest plausibel. Beide zusammen be-
stimmen auch die Richtung, in der die Projektarbeit weitergeführt wer-
den muß: die Typologie der Wortfeldstruktur der Dimensionsausdrücke 
muß sich auf mindestens drei weitere Bereich erstrecken: (a) die Mor-
phosyntax der Komparation, (b) die Antonymbildung, (c) die möglichen 
Zusammenhängen zwischen dem (in Os und Ps auszurechenden) Typ 
der Wortfeldstruktur der Dimensionsausdrücke und der Wortfeldstruk-
tur von Lokalisierungsausdrücken (etwa Präpositionen) bezüglich intrin-
sischer vs. deiktischer Seitenzuweisung (vor, hinter etc.), vgl. dazu J. 
Grabowski/P. Weiß (in diesem Band). 
Auch unter der Rubrik „UniVersalien" bleibt flankierend dazu viel zu tun. 
Die Untersuchung der Lexikalisierung von OBS ist noch sehr oberfläch-
lich. Wie z.B. erklärt sich der aus allen untersuchten Sprachen erhobene 
Befund, daß es zu den Lexikalisierungen von OBS kein polares lexikali-
sches Antonym gibt? Wir müssen tiefer gehen - in die Tiefenwahrneh-
mung und deren konzeptuelle Verarbeitung. 
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Grammatikalisierung und „Mischtyp" 

O S T E N DAHL 
Das Tempussystem des Deutschen im typologischen 
Vergleich 
Abstract 
Als grundlegende Analyseeinheit für das typologische Studium von Tempus-
und Aspektsystemen wird das 'Gramm' eingeführt - eine Kategorie, unter die 
zum Beispiel 'Progressiv' oder 'Perfektiv' fallen. Im typologischen Vergleich 
spielen übereinzelsprachliche Grammtypen eine Rolle. Bezüglich der Vertei-
lung von Grammtypen lassen sich in den europäischen Sprachen bestimmte 
areale Tendenzen feststellen. Das deutsche Tempus- und Aspektsystem kann 
als relativ „arm" eingeordnet werden. Genauer analysiert werden das Perfekt 
und die Ausdrucksmöglichkeiten für Zukunft im Deutschen. 
Typologisches über Tempus und Aspekt 
Das typologische Studium von Tempus- und Aspektsystemen ist nicht 
so gut entwickelt wie z.B. die Wortfolgetypologie. Das hängt wohl damit 
zusammen, daß es sich in diesem Bereich um schwer vergleichbare, se-
mantisch definierte Kategorien handelt. Doch sollten Arbeiten wie Frie-
drich (1974), Comrie (1976), (1985), Chung/Timberlake (1985), Ultan 
(1978) erwähnt werden. 
Ende der siebziger Jahre habe ich eine datenorientierte Untersuchung 
von Tempus- und Aspektsystemen verschiedener Sprachen initiiert. Mit 
Hilfe eines Fragebogens von etwa 160 Sätzen, die aus dem Englischen in 
die jeweilige Sprachen übersetzt wurden, haben wir Materialien aus 64 
Sprachen gesammelt, die eine Art „convenience sample" ausmachten. Zu 
derselben Zeit haben Joan Bybee und ihre Mitarbeiter Revere Perkins 
und William Pagliuca eine Untersuchung von morphologischen Verbka-
tegorien in einer kontrollierten Auswahl von 50 Sprachen durchgeführt, 
mit Hilfe existierender grammatischer Beschreibungen als hauptsächli-
cher Informationsquelle. Die Ergebnisse dieser Projekte wurden gleich-
zeitig, aber unabhängig voneinander publiziert, in den Monographien 
Dahl (1985) bzw. Bybee (1985), und waren trotz der unterschiedlichen 
Methodologie, auffallend ähnlich. 1989 haben wir einen gemeinsamen 
Artikel verfaßt, in dem wir versuchten, unsere Ansätze zu integrieren. 
Vor kurzem haben Bybee, Perkins und Pagliuca ihre gemeinsame Arbeit 
in einer Monographie vorgelegt (Bybee et al. 1994). Dieses Buch ist zur 
Zeit das vollständigste und aktuellste Werk über Tempus, Aspekt und 
Modalität aus einer typologischen Perspektive. 
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„Gramme" 
Die grundlegende Analyseeinheit in Bybee/Dahl (1989) und Bybee et 
al. (1994) sind nicht die traditionellen Kategorien Tempus und Aspekt 
sondern, was wir grams, zu Deutsch „Gramme", nennen d.h. Kategorien 
wie das Progressiv im Englischen, das Passé simple im Französischen 
usw. Begriffe wie Tempus, Modus und Aspekt sehen wir als Charakte-
risierungen zu dem semantischen Inhalt eines Gramms, oder lieber als 
Domäne, aus denen ihre Bedeutungen gewählt werden. Im typischen Fall 
sind sie aber nicht strukturell wesentliche Einheiten grammatischer Sy-
steme. Viele, vielleicht die meisten Gramme verbinden in ihrer Semantik 
Elemente aus verschiedenen Domänen, und es ist eher die Regel als eine 
Ausnahme, daß Gramme, die traditionell unter einer Kategorie geführt 
worden sind, im Hinblick auf ihren Ausdruck sehr unterschiedlich sind. 
Der Begriff Gramm ist auf der sprachspezifischen Ebene zu verstehen, 
d.h. ein Gramm gehört zur Grammatik einer bestimmten Sprache eher 
als zur allgemeinen Grammatiktheorie. Eine wichtige These unserer Ar-
beiten ist jedoch, daß Tempus- und Aspektgramme unter eine relativ 
begrenzte Zahl von übereinzelsprachlichen Typen fallen. In der universel-
len Grammatiktheorie ist also die grundlegende Einheit der übereinzel-
sprachliche Gramm-Typ, der in den individuellen Sprachen als Gramm 
manifestiert wird. Diese Grammtypen sollen nicht als absolute Einheiten 
- etwa als Buchstaben eines universalen Alphabets - verstanden wer-
den, sondern als die statistisch wahrscheinlichsten Bündelungen von Ei-
genschaften im „grammatischen Raum" oder als vergleichmäßig stabile 
Punkte längs der Grammatikalisierungswege, die die Gramme in ihrer 
Entwicklung beschreiben. Die Grammtypen sind auch nicht „semantische 
Kategorien" oder „Begriffskategorien". Freilich ist ein Grammtyp von 
seiner Semantik zusammengehalten, aber es ist doch wesentlich, daß ein 
Grammtyp nicht ein Begriff ist, sondern ein Typ von grammatischem Ele-
ment, das auch im Hinblick auf seine Ausdruckseigenschaften charakte-
risiert werden kann: jeder Grammtyp hat eine typische Ausdrucks weise, 
die seiner Position in den Grammatikalisierungsprozessen entspricht. 
Ich habe auch den Begriff Grammfamilie (gram family) eingeführt. Eine 
Grammfamilie ist eine Gruppe von Grammen, die in einem historischen 
Prozeß erstanden sind - entweder durch Erbe von einer gemeinsamen 
Ursprache oder durch Sprachkontakt. 
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D i e S truktur e ines typ i schen Tempus - u n d A s p e k t s y s t e m s 
In Figur 1 werden die wichtigsten Tempus- und Aspekt-Grammtypen 
dargestellt. Die Pfeile zeigen die möglichen Grammatikalisierungspro-
zesse. 
LOKATIVEN 
KONSTRUKTIONEN 
Itera 
Habituell 
ZUSÄTZLICHE 
TYPEN: Narrativ, 
Exponenten, 
"Distanzmarkierer" 
"Evidenzmarkierer" 
Kerngramm-Typen 
(hauptsächlich 
flexivisch) 
Resul-
t a t e ( 
^ A -SCHON' 
P e r f e k t i 
ABSICH 
f :uturoiden 
1 'FERTIG' 
Peripher« Grammtypen 
(hauptsächlich 
periphrasttsch) 
VERÄNDERUNG 
Figur 1. Hauptgrammtypen 
Als Glieder des „harten Kerns" von Tempus- und Aspekt-Systemen 
finden wir nur wenige Grammtypen: Perfektiv:Imperfektiv, Präter i tum 
(„Past") und Futur. Perfektiv:Imperfektiv ist in strukturalistischer Ter-
minologie ausgedrückt eine „äquipollente Opposition", wo beide Glieder 
markiert sein können. 
Diese Opposition hat nicht nur eine aspektuelle, sondern auch eine tem-
porale Bedeutung: Das Perfektiv wird allgemein auf die Vergangenheits-
referenz beschränkt. Der Grammtyp Präter i tum wird oft nur mit dem 
Imperfektiv kombiniert (das „Imperfekt" der traditionellen Grammatik) . 
Vier Arten von Realisationen der „Kerntypen" Perfektiv: Imperfektiv 
und Präter i tum treten häufig auf. (Figur 2). 
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Typ 0: Kain« Kemgramma 
(gewöhnlich) 
Figur 2. Systeme von Kerngrammen 
An der Peripherie des Systems finden wir Grammtypen wie das Per-
fekt, das Progressiv und die Jüngeren" Zukunftskonstruktionen (hier 
„Futuroiden" genannt), die alle normalerweise periphrastich (analytisch) 
ausgedrückt werden. Außerhalb des Systems sind einige der typischen le-
xikalischen Quellen der verschiedenen Grammtypen angegeben. 
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Areale Tendenzen 
Man kann in der Arealtypologie Erscheinungen auf wenigstens zwei Ebe-
nen unterscheiden, die man die Mikro-Ebene und die Makro-Ebene nen-
nen kann. 
Die Mikro-Ebene ist das traditionelle Forschungsgebiet der arealen Lin-
guistik, in der der Begriff „Sprachbund" zentral gewesen ist. Ein Sprach-
bund (das Wort wird auch in anderen Sprachen gebraucht) ist eine 
Gruppe von Sprachen, die geographisch benachbart, aber nicht notwen-
digerweise genetisch verwandt sind und die ähnliche grammatische Ent-
wicklungen aufweisen. Man kann wohl sagen, daß Sprachbundphänomene 
in Grammatikalisierungsprozessen eher die Regel als eine Ausnahme sind 
- solche Prozesse verbreiten sich oft zu mehreren benachbarten Sprachen 
und schaffen dadurch Grammfamilien. Beispiele von solchen Grammfa-
milien finden wir in Figur 3, wo die wichtigsten Futurkonstruktionen in 
den europäischen Sprachen gezeigt werden. 
Figur 3. Grammfamilien in Europa, die Zukunftsreferenz ausdrücken. 
Synthetisch ausgedrückte Gramme sind grau grundiert. 
Die Makro-Ebene behandelt statistische Tendenzen, die für Kontinente 
oder Teile von Kontinenten gelten. In der typologischen Forschung ist 
es jetzt klar geworden, daß die meisten grammatischen Phänomene geo-
graphisch nicht gleichmäßig verteilt sind. Das gilt z.B. für die Wortfol-
getypen von Greenberg (SOV, SVO usw.), wie in den letzten Jahren 
gezeigt worden ist. Tempus- und Aspektsysteme sind in dieser Hinsicht 
keine Ausnahme. Die Grammtypen verteilen sich geographisch sehr un-
gleichmäßig: die arealen Einflüsse sind im Bereich der Grammatikali-
sierungsprozesse sehr stark. Letzten Endes sind natürlich die arealen 
Makro-Erscheinungen auf die Mikro-Ebene zurückzuführen. 
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Figur 4 zeigt die Verteilung der Grammtypen Präteri tum und Imper-
fektiv/Perfektiv in der Sprachenauswahl von Bybee et al. (1994). (Die 
Karte ist nicht skalenrecht.) Man sieht hier deutlich die Konzentrationen 
von Sprachen bestimmter Typen. Der Grammtyp Präteri tum hat dabei 
eine besonders deutliche Verbreitung. 
Figur 4. Verteilung der Hauptgrammtypen in der Auswahl von Bybee et 
al. 1994 
In den europäischen Sprachen finden wir ganz bestimmte areale Tenden-
zen: 
- Alle europäische Sprachen haben den Grammtyp Präteri tum. 
- Der Unterschied Perfektiv:Imperfektiv fehlt in vielen Sprachen, be-
sonders in Nord-Europa. 
- Das Perfekt kommt in den europäischen Sprachen sehr häufig vor; 
das „habeo-Perfekt" - d.h. ein Perfekt das auf einer possessiven Kon-
struktion basiert - findet man fast nur in diesem Weltteil. 
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- In Nord-Europa ist außerdem das Futur nur schwach grammatikali-
siert oder fehlt überhaupt. 
Für das Verstehen des deutschen Systems sind die zwei letzten Punkte 
von besonderer Bedeutung, und wir werden sie jetzt näher beleuchten. 
D a s Perfekt in E u r o p a 
Das Perfekt kommt in den europäischen Sprachen sehr häufig vor. Das 
„habeo-Perfekt" findet man fast nur in diesem Weltteil. In vielen Spra-
chen, z.B. im Deutschen, ist das Perfekt eine Mischung zwischen dem 
„habeo" und dem „esse"-Typ. 
Das Perfekt ist in den peripheren Teilen Europas gut bewahrt. 
Die Expansion des alten Perfekts in mehreren Sprachen des europäischen 
Zentralgebietes, auch im Deutschen, und der damit zusammenhängende 
„Präteritumschwund" in vielen Varianten des Deutschen ist ein klas-
sischer Fall von Grammatikalisierung. Weil dieser Prozeß nicht überall 
gleichmäßig weit gegangen ist, bietet das „Kontinentalgermanische" eine 
Möglichkeit, die Grammatikalisierung „live" zu studieren. 
Uber die Semantik der Vergangenheitstempora im Deutschen ist sehr viel 
geschrieben worden. Die Literatur gibt einen Eindruck von Verwirrung, 
teils sogar von Verzweiflung. 
Aus typologischer Sicht muß man die Situation im Hochdeutschen als 
ein typisches Ubergangssystem charakterisieren. Solche Systeme lassen 
sich schlecht an das strukturalistische Ideal anpassen, aber sind aus der 
Perspektive der Grammatikalisierungstheorie heraus normal. 
Die nicht vollgezogene Grammatikalisierung des Perfekts zu einem allge-
meinen Präteritumtempus schafft eine eigenartige Konkurrenzsituation 
zwischen dem Perfekt und dem alten Präteritum, wo es eigentlich nicht 
möglich ist, die Wahl zwischen den beiden Grammen in einer einfachen 
Formel zu erfassen. Am besten können wir eine Reihe von Faktoren iden-
tifizieren, die die Wahl beeinflussen. 
Latzel (1974), (1977) hat die Wahl zwischen den deutschen Vergangen-
heitstempora quantitativ studiert. Am interessantesten für unsere 
Zwecke sind vielleicht seine Daten über den Gebrauch von Perfekt und 
Präteritum in Todesanzeigen in verschiedenen Teilen Deutschlands, d.h. 
wo der Kontext konstant gehalten und die geographische Dimension va-
riiert wird: 
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Perfekt (%) Präter i tum (%) 
Süddeutsches Sprachgebiet 56 44 
Rhein-Main-Gebiet 39 61 
Niederdeutsches Sprachgebiet 29 81 
Die Entwicklung von Perfekt zu Prä ter i tum folgt in allgemeinen ei-
nem bestimmten Muster, wobei die letzten Kontexte, die davon berührt 
werden, die erzählenden/narrativen sind. Die Entwicklung im Deut-
schen ist ein gutes Beispiel dafür. Daß das Präter i tum das bevorzugte 
Erzählungstempus im Deutschen ist, ist eine wohlgekannte Tatsache, die 
unter anderem der Ausgangspunkt der Tempus- und Aspekttheorie von 
H. Weinrich (1964) war. Nach der Meinung von Weinrich ist das Präteri-
tum ein Tempus der „erzählten Welt". Eine Variation desselben Themas 
ist die Unterscheidung zwischen dem Perfekt als ein „Isolations-Tempus" 
und dem Präter i tum als ein „Ketten-Tempus". Latzel (1974) kommt zu 
dem Schluß, daß es im Deutschen besondere Beschränkungen für den 
Gebrauch von Prä ter i tum in Ein-Satz-Texten und in Einleitungssätzen 
zu längeren Texten gibt. Man könnte also eine Todesanzeige wie (a) oder 
(b) aber nicht wie (c) beginnen: 
(a) Am ... starb unser Mitarbeiter Herr XY 
(b) Unser Mitarbeiter Herr XY ist gestorben 
(c) Unser Mitarbeiter Herr XY starb 
Mehrere Forscher haben vorgeschlagen, Fälle des „echten Perfekts" von 
Fällen des „Quasiperfekts" (mit der Terminologie von Fabricius-Hansen 
1986) zu unterscheiden, wobei das „echte Perfekt" etwa dem englischen 
Perfekt entspricht. In einer extremen Version findet man diese These in 
Bäuerle (1979), wo behauptet wird, daß das deutsche Perfekt homonym 
sei, d.h. daß man es als zwei verschiedene Einheiten sehen muß, wobei 
die eine einfach eine von zwei Realisierungsmöglichkeiten der Kategorie 
Präter i tum sei. Die Homonymiethese scheint nicht mit dem Kontinuum-
Charakter der Unterscheidung zwischen den Vergangenheitstempora ver-
einbar zu sein. Die Unterscheidung von „echten" und „unechten" Fällen 
des Perfekts ist dagegen ganz kompatibel mit der Hypothese, daß das 
deutsche Perfekt sich in einem Ubergangsstadium zwischen einem (typi-
schen) Perfekt und einem allgemeinen Präter i tum befindet. 
Die germanischen Sprachen, in denen das Perfekt das Präter i tum 
verdrängt hat , gliedern sich in zwei Typen. Im ersten (z.B. Afrikaans) 
ist die Präter i tumform der Kopula (was/war) noch bewahrt. Im zweiten 
(z.B. Jiddisch) ist diese Form verlorengegangen: man verwendet auch 
hier das Perfekt. 
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Im deutschen Sprachraum findet man Beispiele beider Typen: der erste 
im Süd-Osten, der zweite im Süd-Westen. 
Die Zukunft im Deutschen 
Die Zukunftsreferenz wird im Deutschen, besonders in der gesproche-
nen Sprache, verhältnismäßig oft nicht markiert. Statt dessen verwendet 
man das Präsens. Die ujerden-Konstruktion ist historisch gesehen relativ 
jung und ist noch nicht in alle Dialekte eingedrungen; so wird sie z.B. im 
Zürichdeutschen als fremd empfunden (Bickel 1992). In diesem Sinn ist 
das Deutsche ein Teil des „nordeuropäischen futurlosen Gebietes", das 
alle germanischen Sprachen (ausgenommen das Englische) und auch die 
Ostseefinnischen (Finnisch, Estnisch) umfaßt. Was diese Sprachen im 
Vergleich mit etwa dem Englischen und dem Französichen charakteri-
siert, ist die Abwesenheit einer grammatikalisierten, d.h. obligatorischen 
Markierung von Zukunftsreferenz in „reinen Voraussagen". Im folgenden 
Satz aus unserem EUROTYP-Fragebogen wurden für das Deutsche so-
wohl das Präsens als auch die periphrastische Konstruktion mit werden 
(„Futur I" ) als Alternative gegeben: Morgen regnet es/wird es regnen. 
Im Englischen wäre es dagegen nicht möglich, das Präsens zu verwen-
den: It 's going io rain/will rain iomorrow. 
Das futurlose Gebiet war früher stärker ausgeprägt als heute: sowohl 
das Gotische wie auch das Altslawische hatten eigentlich keine systema-
tischen, grammatischen Mittel, die Zukunft zu markieren. 
Die Armut des Deutschen 
In meinem Vortrag habe ich ein wenig provokativ gesagt, daß das deut-
sche Tempus- und Aspektsystem im allgemeinen recht arm ist. Das 
würde vor allem für die Dialekte gelten, wo der Präteritumschwund völlig 
durchgeführt worden ist und auch das tuerrfen-Futur nicht systematisch 
gebraucht wird. Man vergleiche z.B. das Bulgarische, wo ein deutscher 
Satz wie Er hat einen Brief geschrieben wenigstens zwölf Ubersetzungen 
hat. 
Dabei sollte man wohl hinzufügen, daß diese „Armut" nicht bedeutet, 
daß die deutsche Sprache weniger ausdrucksfähig ist. Es handelt sich j a 
hier darum, was grammatisch markiert wird, nicht um die allgemeine 
Ausdruckskraft der Sprache. 
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J O H N O L E A S K E D A L 
Überlegungen zum Deutschen als 
sprachtypologischem „Mischtyp" 
A b s t r a c t 
Ausgehend von einschlägigen typologischen Parametern (Verbstellung, Kasus-
markierung, analytische und synthetische Konstruktion) werden Aspekte einer 
allgemeinen morphosyntaktischen Charakterisierung des Deutschen zur Dis-
kussion gestellt. Die deutschen Klammerbildungen werden unter dem Aspekt 
links- und rechtsverzweigender Serialisierung betrachtet. Es wird dabei erwo-
gen, die Verbalklammer im Hauptsatz als die Oberlagerung einer zugrundelie-
genden Verbendstellung durch eine pragmatische Satzartenmarkierung anzu-
sehen. Das Verhältnis zwischen Morphologie und syntaktischen Regeln wird im 
Hinblick auf die „Konfigurationalitäts''-Diskussion erläutert. Sowohl bei Verb-
konstruktionen als auch bei der Funktionskodierung im nominalen Bereich 
wird auf die Analytitizität/Synthetizität-Unterscheidung Bezug genommen. 
Im Rahmen dieser Parameter erscheint das Deutsche als ein sprachtypologi-
scher „Mischtyp", der aber insgesamt durch weitgehende funktionale Konver-
genz der typologisch unterschiedlichen Strukturen und Verfahren gekennzeich-
net ist. 
0 . A l l g e m e i n e s 
Aus auslandsgermanistischer Sicht erscheint die Themenwahl der dies-
jährigen IDS-Tagung „Deutsch - typologisch" in hohem Maße sinnvoll. 
Auch wer von mit dem Deutschen nahe verwandten Sprachen ausgeht, 
wie es beispielsweise die skandinavischen Sprachen angeblich sind, wird 
in Lehre und Forschung täglich mit kontrastiv-grammatischen Fragestel-
lungen konfrontiert. Als kennzeichnender Unterschied zwischen kontra-
stiver Grammat ik einerseits und Sprachtypologie andererseits wird - frei-
lich etwas vereinfachend - angeführt, die kontrastive Grammat ik verglei-
che zwei (oder jedenfalls wenige) Sprachen im Hinblick auf viele Eigen-
schaften, während die allgemeine Sprachtypologie möglichst viele Spra-
chen auf eher wenige Eigenschaften hin untersuche (Gnutzmann 1990, 
S. 7; König 1990, S . 117, 129). Bei genauerem Hinsehen erweist sich aber 
die in der kontrastiven Grammat ik gestellte Frage nach dem Tertium 
comparationis - einer für Muttersprache und Fremdsprache gleich gülti-
gen gemeinsamen Vergleichsgrundlage - als eine Frage nach Parametern 
allgemeinerer, letzten Endes universeller Art, wie sie von der sprachty-
pologischen Forschung bereitgestellt werden. 
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Wie die verschiedenen Vorträge auf dieser Tagung zeigen, ist die ge-
genwärtige Sprachtypologie kein monolithisches Unternehmen. Es ste-
hen sich zwei Hauptrichtungen gegenüber: zum einen die generativi-
stische, die von einer im Grunde kognitiv-psychologischen Parameter-
konzeption mit Universalitätsanspruch ausgeht, und zum anderen die 
auf strukturalistisches Gedankengut zurückzuführende und durch die 
maßgeblichen Arbeiten von Joseph Greenberg (insbesondere 1966) ange-
regte Richtung, die pragmatisch-funktionale Erklärungen anstrebt und 
zunehmend semiotische Fragestellungen einbezieht. Die erstere Richtung 
ist weniger, die letztere, die sich in der Diskussion häufig als die Sprach-
typologie schlechthin versteht und auch so verstanden wird, stärker 
„Oberflächen" bezogen. Die letztere Richtung zeigt wohl die größere Affi-
nität zu der Auslandsgermanisten vertrauten kontrastiv-grammatischen 
Seh weise (vgl. hierzu insbesondere den Titel und die Darstellung von 
Hawkins 1986). Ihr werden die typologischen Parameter entnommen, 
auf die im folgenden zur Veranschaulichung eingegangen wird. 
Bei der typologischen Diskussion einer Einzelsprache kann auf zweier-
lei Art und Weise verfahren werden: Zum einen kann nach dem Nutzen 
der allgemeinen Sprachtypologie für die einzelsprachliche Beschreibung 
gefragt werden. Zum anderen kann man aber auch die Frage stellen, 
welche Eigenschaften der betreffenden Sprache bzw. welche Beiträge zu 
ihrer Erforschung sich für die allgemeine Sprachtypologie als besonders 
einschlägig erweisen. Im folgenden soll unter dem letzteren Aspekt kurz 
auf gewisse Aspekte der deutschen Morphosyntax hingewiesen werden, 
die einzeln und insgesamt geeignet sind, gängige Annahmen der allge-
meinen Sprachtypologie zu ergänzen oder gar zu modifizieren. 
1. Wort - /Gl ieds te l lung und Klammerbi ldung 
Die Endstellung von Verbformen und mit dem lexikalischen Voll-
verb semantisch und dependentiell eng zusammengehörenden Elemen-
ten (trennbare Vorsilben, Funktionsnomina, Bestandteile phraseologi-
scher Fügungen) wird seit Drach (1940) als ein besonderes, für das 
Deutsche kennzeichnendes Konstruktionsmerkmal der „Klammer-" oder 
„Rahmenbildung" aufgefaßt, dem auf psychologischer Ebene auch eine 
informationssteuernde „Spannungs"funktion zugesprochen wird (vgl. 
z.B. Thurmair 1991, S. 182, 199; Weinrich 1993, S. 29f.; Gesichtspunkte 
dieser Art finden sich schon bei Adelung 1781, S. 510). Ohne irgend-
welche psychologischen Implikationen anzustreben, wies der Däne Gun-
nar Bech (1955/57) sehr detailliert nach, wie das von ihm so benannte 
„verbale Schlußfeld" für die deutsche Satztopologie konstitutiv ist (vgl. 
insbesondere Bech 1955, S. 60-80). In der damaligen, von der Weis-
Deutsch als sprachtypologischer „Mischtyp" 371 
gerberschen inhaltbezogenen Grammatik stark beeinflußten deutschen 
Sprachgermanistik wurde zunächst nur mit deutlichem Vorbehalt von 
Bechs Untersuchungen Kenntnis genommen (Brinkmann 1957; Henzen 
1959). Ihre Bedeutung wurde aber von der deutschen generativen Trans-
formationsgrammatik (Bierwisch 1966, S. 176f.; Grewendorf 1987) und 
später auch im Rahmen der deutschen Rezeption von Greenberg (1966) 
gewürdigt. Es folgte eine intensive Diskussion über die deutsche Grund-
wortstellung - als (S)VO wie in Hauptsätzen oder (S)OV wie in Ne-
bensätzen - , die sich nun sowohl im generativen Lager als auch bei den 
nichtgenerativen Sprachtypologen weitgehend zugunsten der Verbend-
stellung entschieden zu haben scheint (Eisenberg 1994, S. 381f.). 
Die Annahme einer zugrunde liegenden Verbendstellung im Deutschen 
gibt zum einen Anlaß, das Verhältnis von syntaktischer und pragma-
tischer Unmarkiertheit nochmals zu überdenken. Während im Bereich 
der selbständigen Sätze die Aussagesätze im Verhältnis zu Fragesätzen, 
Ausrufesätzen usw. ohne Zweifel illokutiv unmarkiert sind, haben die 
Nebensätze allgemein keine eigene illokutive Funktion (Lehmann 1988, 
S. 193). Vgl. z.B.: 
(1) Sie hat das Buch schon gelesen. 
(2) Hat sie das Buch schon gelesen? 
(3a ) Er weiß, daß sie das Buch schon gelesen hat. 
(3b) Stimmt es, daß sie das Buch schon gelesen hat? 
(3c) Sag ihm, daß sie das Buch schon gelesen hat! 
Nebensätze wie (3) sind m.a.W. illokutiv merkmallos und gehen in Satz-
gefüge ein, deren illokutive Funktion durch den Obersatz festgelegt wird. 
Aussagesätze (1) und Entscheidungsfragesätze (2) sind illokutiv merk-
malhaltig, aber von den beiden jeweils charakterisierenden Werten [+As-
sertion] und [+Frage] ist der erstere der weniger markierte. Daraus läßt 
sich folgern, daß im Deutschen die pragmatisch neutrale zugrunde lie-
gende Verbendstellung in Hauptsätzen durch besondere pragmatische 
Markierungsfunktionen des finiten Verbs überlagert wird. Auf die glei-
che Weise verhalten sich Niederländisch und Friesisch und - freilich to-
pologisch etwas weniger deutlich markiert - Festlandskandinavisch (fa-
kultativ auch Färöisch; vgl. insgesamt Askedal 1995, S. 97-101). Dafür 
vertreten im germanischen Raum Englisch und Isländisch den univer-
salgrammatisch üblichen Fall der gleichen topologischen Strukturierung 
von Haupt- und Nebensätzen. 
Zum anderen sind deutsche Klammerbildungserscheinungen von Inter-
esse in Zusammenhang mit dem - freilich empirisch fragwürdigen -
Vennemannschen Prinzip der „natürlichen Serialisierung" (z.B. Ven-
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nemann 1973, S. 40-47) als durchgehender Modifikator-Kopf- oder 
Kopf-Modifikator-Abfolge und der sog. typologischen „Inkonsistenz" als 
Abweichung davon (Vennemann 1973, S. 32; vgl. dazu auch Abra-
ham/Scherpenisse 1983, S. 294-300). Das Deutsche ist nun - wohl wie die 
meisten anderen Sprachen auch - offensichtlich insofern „inkonsistent", 
als verschiedene Konstruktionen unterschiedliche Serialisierungsrichtung 
(als Modifikator-Kopf- oder Kopf-Modifikator-Abfolge) aufweisen. In fol-
genden Konstruktionen liegt Modifikator-Kopf-Abfolge (M-K) vor: 
M-K 1. Verbale Schlußfeldstruktur (mit grundlegender interner Vn - V2 
Vi -Abfolge): 
(4) als er den Brief zu schreiben versucht hatte 
M-K 2. Entsprechende Voranstellung von Adjektivergänzungen: 
(5) viel Geld wert, schwere Arbeit gewohnt 
M-K 3. Flektierende Attribute vor Nomen: 
(6) eine schöne Frau 
M-K 4. Adverb/adverbialer Modifikator vor Adjektiv: 
(7) sehr vorlaut 
Kopf-Modifikator-Abfolge (K-M) liegt vor in folgenden Fällen: 
K-M 1. (Überwiegend) Adposition (als Präposition) vor Regiertem 
(8) an eine schöne Frau 
K-M 2. Nomen vor nichtflektierendem Attribut: 
(9) der Mann an der Ecke 
(10) das Haus, das er verkaufen wollte 
(11) der Wunsch, nach Argentinien zu emigrieren 
(12) die Hoffnung, daß sie bald wieder zu ihm zurückkehrt 
K-M 3. Vergleichsprädikat vor Vergleichsstandard: 
(13) größer als sein Bruder 
Das Deutsche besitzt vier hauptsächliche Arten der Klammerbildung 
(vgl. insgesamt auch Weinrich 1973, S. 29-70): 
Kl 1. Die Nebensatzklammer aus Subjunktion und verbalem Schlußfeld: 
(14) weil er von diesem Tag an hart gearbeitet hatte 
Kl 2. Die verbale Hauptsatzklammer in Aussagesätzen und Entschei-
dungsfragen: 
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(15) Von diesem Tag an hatte er hart gearbeitet. 
(16) Hatte er von diesem Tag an hart gearbeitet? 
Kl 3. Die Nominalklammer aus Artikelwort und nominalem Kern: 
(17) ein hart arbeitender Mensch 
Kl 4. Die Präpositionalklammer - oder genauer: Adpositionalklammer 
- aus Präposition und Postposition oder postpositionaler adverbieller 
Partikel: 
(18) von diesem Tag an 
Von diesen Klammerbildungen sind in den betreffenden Konstruktionen 
die Nebensatzklammer immer, und sowohl die Nominalklammer als auch 
die Hauptsatzklammer meistens vorhanden (zur statistischen Dominanz 
der Hauptsatzklammer in der gesprochenen Sprache gegenüber Sätzen 
ohne zweiten Klammerteil bzw. zur Produktivität dieser Art von Klam-
merbildung vgl. Thurmair 1991, S. 186, 193-198). Die Adpositionalklam-
mer tritt vergleichsweise weniger häufig auf (jedoch ist bei den Präposi-
tionsausdrücken in Rechnung zu stellen, daß sie am häufigsten eine No-
minalklammer enthalten). An den deutschen Klammerbildungen ist des 
weiteren zu beobachten, daß sie in unterschiedlichem Ausmaß konstruk-
tionsinterne Kontinuierlichkeit oder Diskontinuierlichkeit aufweisen. Dis-
kontinuierlich sind die Hauptsatzklammer mit getrenntem finitem und 
infinitem Verb (infiniten Verben) bzw. anderen hinteren Klammerteilen 
und die Adpositionalklammer mit getrenntem prä- und postpositionalem 
Bestandteil. 
Die genannten vier deutschen Klammerkonstruktionen divergieren auch 
im Hinblick auf die Serialisierungsrichtung(en). Das Verhältnis zwischen 
Subjunktion und darauf folgendem Satzinhalt kann man als eine den 
Präpositionalgliedern vergleichbare Kopf-Modifikator-Abfolge auffassen 
(vgl. schon Blümel 1914, S. 180f.), während die Nominalklammer einen 
klaren Fall der Modifikator-Kopf-Abfolge darstellt. Die Hauptsatzklam-
mer und die Adpositionalklammer sind bekanntlich beide Abfolgen ver-
einende „Umklammerungen". 
Durch die Klammerbildungen werden Konstruktionsdomänen markiert, 
die weitgehend auch semantische Interpretationsdomänen sind. (Nur 
das für die Diskursgestaltung besonders wichtige Vorfeld der Aussa-
gesätze scheint sich diesem Prinzip zu entziehen.) Dies wird in ein-
schlägigen deutschen Darstellungen durch den eher psychologischen Aus-
druck „Spannung" umschrieben (z.B. Weinrich 1993, S. 30). Für das 
Deutsche zeichnet sich hier ein Prinzip der Isomorphie von syntak-
tischen Konstruktions- und semantischen Interpretationsdomänen ab, 
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an der die deutschen Klammerbildungen wesentlich - man könnte 
schon sagen: diagrammatisch-ikonisch - beteiligt sind. Diese Isomor-
phie kommt durch eine Konvergenz von Serialiserungskontinuierlichkeit 
und -diskontinuierlichkeit bzw. von verschiedenen konstruktionsinternen 
Serialisierungsrichtungen - in Vennemannscher Terminologie: Serialisie-
rungsinkonsistenz - zustande. Insofern liegt es hier nahe, in der Seriali-
sierungsinkonsistenz dennoch eine funktionale diagrammatische Konver-
genz (Konsistenz) zu sehen. 
In diesem Zusammenhang wäre noch zu erwähnen, daß das Deutsche 
im allgemeinen wenig Extraktion von Konstituenten aus Konstruktio-
nen heraus erlaubt (Hawkins 1986, S. 87-114). Aus Präpositional- (und 
Postpositional-)gliedern kann anders als etwa im Englischen und in den 
skandinavischen Sprachen nicht herauspermutiert werden: 
(19a) An die Zukunft dachte er nicht. 
(19b) *Die Zukunft dachte er nicht an _. 
(19c) Norw. : Fremtiden lenkte han ikke pä _. 
Die Extraktion von Satzgliedern aus Nebensätzen begegnet im Deut-
schen eventuell nur als systemwidrige, kommunikativ motivierte Perfor-
manzerscheinung (Wunderlich 1980): 
(20a) * Dieses Auto bedauert er sehr, daß e r _ gekauft hat. 
(20b) Norw. : Denne bilen angrer han sv<srt pä at han har kj0pt _. 
Gelegentlich nicht ganz abzulehnen ist dafür die Extraktion von Satzglie-
dern aus extraponierten Infinitivkonstruktionen (Hawkins 1986, S. 88 f.), 
die keinen 1. Klammerteil aufweisen und noch dazu auf einer (universel-
len) Sententialitätsskala einen niedrigeren Platz einnehmen (Chr. Leh-
mann 1984, S. 168-173; 1988, S. 200); vgl. den Unterschied zwischen der 
kohärenten Konstruktion ohne Extraktion in (21a) und der inkohärenten 
Konstruktion in (21b) mit Extraktion aus der nachgestellten Infinitiv-
konstruktion: 
(21a) Dieses Problem hat er dennoch nicht zu lösen versucht. 
(21b) Dieses Problem hat er dennoch nicht versucht _ zu lösen. 
Auch wenn die deutschen Extraktionsrestriktionen durch tiefensyntak-
tische Parameter motiviert sein mögen, ist unter oberflächensyntaktisch 
typologischem Aspekt eine starke Korrelation zwischen domänenmarkie-
render Klammerbildung einerseits und einer starken Abneigung gegen 
das Überschreiten von Konstruktionsgrenzen andererseits zu beobach-
ten. 
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Zum dritten sind die deutschen Klammerbildungen für die allgemeine 
linguistische Stilistik sowie für psychologische Sprachrezeptionstheorien 
von Interesse, da sie eine funktionalstilistisch unterschiedliche Streu-
ung aufweisen. Es ist nachgewiesen worden, daß die Einrahmungen in 
der gesprochenen Sprache, aber auch in weniger anspruchsvollen schrift-
sprachlichen Textsorten zumeist wenig umfangreich sind und daher leicht 
zu überblicken und zu rezipieren, in fachsprachlicher und akademischer 
Prosa dagegen häufig erheblich umfangreicher sind (Thurmair 1991, 
S. 185-190, 191f., 198). Ahnliches gilt insbesondere auch für die sog. 
„erweiterten" vorangestellten Adjektiv- und Partizipialattribute, die in 
der gesprochenen Sprache sowie in belletristischen Texten im allgemeinen 
weniger üblich sind, in fachsprachlichen und wissenschaftlichen Texten 
aber häufig vorkommen (vgl. Weinrich 1993, S. 546; Thurmair 1991, S. 
197) und dort einen erheblichen Umfang erreichen können: 
(22) der im März 1976 völkerrechtlich in Kraft getretene Internationale 
Pakt 
(23) das allgemein damit in Verbindung gebrachte wirtschaftliche 
Elend 
(24) eine im kollektiven Gedächtnis der Deutschen glanzvoll vergoldete 
Vergangenheit 
Praktisch bedeutet dies, daß unter bestimmten funktionalstilistischen 
Bedingungen in höherem Ausmaß von typologisch kennzeichnenden 
Modifikator-Kopf-Abfolgen Gebrauch gemacht wird als unter anderen. 
2. Kasusmorphologie , Satzgliedstellung u n d 
Konfigurat ional i tä t 
In Greenbergs (1966, S. 96) Universale 41 wird ein Zusammenhang zwi-
schen Kasusmarkierung und Verbstellung postuliert, dem das Deutsche 
bei der Annahme zugrunde liegender Verbendstellung entspricht: „If in a 
language the verb follows both the nominal subject and nominal object 
as the dominant order, the language almost always has a case system." 
Daran schließt sich aus typologischer Perspektive die Frage an, inwieweit 
die Stellung der nichtverbalen Satzglieder (Ergänzungen und Angaben, 
allgemein Argumente zum Prädikat) eine sog. „freie" ist (wie dies ge-
legentlich für das sog. „Mittelfeld" angenommen wird; vgl. Eisenberg 
1994, S. 383, und des weiteren den Beitrag von Haftka in diesem Band). 
Einerseits findet sich z.B. bei Engel (1970; 1988, S. 320-327) eine auf 
morphosyntaktischen Merkmalen basierende Beschreibung, deren weit-
gehende Gültigkeit durch Textuntersuchungen bestätigt werden kann 
(Zeman 1979, S. 14f. u.ö.). Andererseits können aber auch semantische 
Kategorien sowie eher pragmatische Bedingungen wie Empathie, Fokus-
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erscheinungen und Thema-Rhema-Gliederung die von Engel angenom-
mene morphosyntaktische Normalabfolge sozusagen überspielen (Lenerz 
1977; Lötscher 1981; Zemb 1978, S. 392-432). Insofern steht die Satz-
gliedstellung des Deutschen im Spannungsfeld zwischen Grammatikali-
sierung (Syntaktifizierung) und eigenständiger, semantisch-pragmatisch 
motivierter Funktionalität. 
Ein wichtiges universalgrammatisches Thema ist der Zusammenhang 
von Morphologie und Syntax. Möglich ist, daß eine syntaktische Regel 
entweder nur mit einem oder mit zwei oder sogar mehr unterschied-
lichen morphologischen Kasus korreliert ist (vgl. z.B. Collinge 1984, 
S. 19; Comrie 1983, S. 64-68). Der letztere Fall - d.h. die Zuordnung einer 
syntaktischen Regel zu zwei oder mehr Kasus - liegt bekanntlich in Spra-
chen mit Ergativ/Absolutiv-Markierung vor, in denen das ergativische 
Subjekt transitiver Verben und das absolutivische Subjekt intransitiver 
Verben sich trotz unterschiedlicher Kasusmarkierung normalerweise syn-
taktisch gleich verhalten (Anderson 1976; Comrie 1978, S. 336-350). Aus 
dem Bereich der germanischen Nominativ/Akkusativ-Sprachen wären in 
diesem Zusammenhang das Neuisländische und Färöische zu erwähnen, 
deren sog. „oblique" Subjekte im Dativ und Akkusativ (und im Isländi-
schen ganz vereinzelt auch im Genitiv) gleiche syntaktische Eigenschaf-
ten wie die Nominativsubjekte aufweisen, denen sie stellungsmäßig ent-
sprechen (vgl. jeweils Höskuldur Thräinsson 1994, S. 175f.; Barnes 1986). 
Demgegenüber sind im Deutschen die gleichen syntaktischen Regeln (in 
bezug auf Passivkonstruktionen, Imperativ- und Infinitivbildung, sog. 
„Anhebungs"-Konstruktionen, gewisse Koordinationserscheinungen) mit 
nur einem Kasus korreliert (Reis 1982, S. 185-198; ähnlich auch Wegener 
1986, S. 21). Vgl. z.B. den Unterschied zwischen den folgenden isländi-
schen (25) und deutschen (26) Beispielen für Infinitivbildung: 
(25a) Mig (A) vantar ekki peninga (A) . 
(25b) Eg vonasi til aS _ (A) vanta ekki peninga (A) . 
(26a) Mir (D) fehlt das Geld (N) . 
(26b) *Ich hoffe, _ (D) das Geld (N) nicht zu fehlen. 
(26c) Ich hoffe, daß mir (D) das Geld (N) nicht fehlt. 
Vgl. weiter die unterschiedlichen Tilgungsmöglichkeiten bei Koordina-
tion im Isländischen (27) und im Deutschen (28): 
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(27a) Honom (D) finst verkefniS (N) of])ungt. 
(27b) Hann (N) segist vera duglegur, en _ (D) finst verkefniS 
(N) ofpungt. 
(28a) *Er (N) gilt als tüchtig, aber _ (D) kommt die Hausarbeit 
(N) zu schwer vor. 
(28b) Er gilt (N) als tüchtig, aber ihm (D) kommt die Hausarbeit 
(N) zu schwer vor. 
Deutsche Daten dieser Art sind für den Problembereich einschlägig, 
der in den 80er Jahren als „syntaktische Konfigurationalität" disku-
tiert wurde (vgl. Askedal 1993b). Wichtig ist in diesem Zusammenhang 
der Nachweis von Fanselow (1987, S. 32-48, 215-236), daß das Deutsche 
zum einen deutlich konfigurationale Züge aufweist, zum anderen aber 
auch im Hinblick auf gewisse andere Parameter weniger konfiguratio-
nal ist. Daraus ergibt sich die allgemein interessante Folgerung, daß sog. 
„Konfigurationalität" - wie vieles andere in der Grammatik auch - eine 
gradiente Skala und keine starre dichotomische Taxonomie darstellt. Die 
fraglichen deutschen Daten aus dem Bereich syntaktischer Konstruktio-
nen wird man in Zusammenhang mit dem oben angesprochenen Schillern 
deutscher Gliedstellungsregeln zwischen grammatikalisierter Festigkeit 
und pragmatisch-semantischer Motiviertheit sehen dürfen. 
3. A n a l y t i s c h e und synthet ische K o n s t r u k t i o n 
In der klassischen, morphologisch orientierten Sprachtypologie ist die 
Unterscheidung von synthetischer und analytischer Konstruktion wich-
tig (auch wenn sie nicht ganz einheitlich verstanden wird; Bally 1932, 
S. 25). Synthetische Konstruktion besagt bekanntlich Relationskodie-
rung durch morphologische Markierung in Gestalt von Agglutination 
oder/und Flexion, während analytische Konstruktion als Abwesen-
heit morphologischer Markierung bei Zuhilfenahme grammatikalisierter 
Verknüpfungswörter zu verstehen ist (Abraham 1988, S. 38, 787f., 865f.; 
vgl. auch Askedal 1993a, S. 308-311, 316). Es begegnet ab und zu die Auf-
fassung, das Deutsche sei aus diachronischer Sicht von einer eher synthe-
tischen zu einer mehr analytischen Konstruktionsweise unterwegs, was 
sich insbesondere im Ersatz von Kasus durch präpositionale Ausdrucks-
weisen manifestiere. Diese These mag für große Teile des deutschen Dia-
lektgebietes zutreffen (Dal 1971a; Russ 1990), ist aber für die deutsche 
Standardsprache, die hier vorrangig zur Diskussion steht, in dieser Form 
nicht aufrechtzuerhalten. 
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Im verbalen Bereich ist im Verlauf der Sprachgeschichte eine Entwick-
lung zu verzeichnen, die sich als Zunahme von Konstruktionsanalytizität 
verstehen läßt. Das urgermanische Tempussystem bestand bekanntlich 
aus den beiden finiten Formen Präsens und Präteritum mit morphologi-
scher Modusopposition zwischen Indikativ und Konjunktiv. Das Subsy-
stem der infiniten Formen hatte vorwiegend nominalen Charakter: Die 
Partizipien wurden wie Adjektive flektiert (Ebert 1978, S. 57-64), und 
die Flexion des Infinitivs zeigt bis ins mittelalterliche Deutsch substanti-
vische Züge (Dal 1966, S. 100). Im Gegenwartsdeutsch ist beim produk-
tiven Konjugationstyp der schwachen Verben ein Großteil der morpholo-
gischen Konjunktivmarkierung verlorengegangen, was einen Verlust an 
Synthetizität bedeutet. Im Bereich der Verbkonstruktionen mit infinitem 
Verb finden sich drei nichtflektierende - im Sinne von Bech (1955, S. 12-
16) supinische - Formen (0-Infinitiv, zu-Infinitiv, sog. Perfektpartizip), 
die in Konstruktion mit Auxiliarverben bzw. auxiliarähnlichen Verben 
ein insgesamt sehr umfassendes System von aktivischen und passivischen 
Tempusformen und modalen Verbfügungen ausmachen; Eroms (1987, 
S. 75) spricht von einer allgemeineren Tendenz zur „Periphrastisierung" 
(vgl. z.B. auch Askedal 1982). In diesen Zusammenhang gehören wohl 
auch die sog. „t/mrie-Umschreibungen" sowie die mehr oder weniger weit-
gehende Generalisierung des periphrastischen Perfekts. Damit geht in 
der Satztopologie die Herausbildung der deutschen Schlußfeldstrukturen 
einher (Härd 1981), deren synchronische Systematik bei Bech (1955, 
S. 60-80) ihre eindrucksvolle Darstellung gefunden hat. 
Im Bereich der nominalen Kasus sieht dies etwas anders aus. Der Be-
stand der Kasus - Nominativ, Akkusativ, Dativ, Genitiv - im heutigen 
Deutsch ist praktisch der gleiche wie im Althochdeutschen und Goti-
schen (abgesehen vom nur relikthaften Instrumental bzw. Vokativ dieser 
beiden frühen germanischen Sprachstufen). Dafür hat sich eine funktio-
nale Verschiebung vollzogen: Aus dem Genitiv ist weitgehend ein Kasus 
der nominalen Subordination geworden, und der Akkusativ und Dativ 
sind in hohem Maße auf die beiden Funktionen direktes bzw. indirek-
tes Objekt spezialisiert worden. Im Bereich der Adverbialbestimmun-
gen haben die Kasus, vor allem der Genitiv, gegenüber den Präpositio-
nalgliedern an Bedeutung verloren. Diese unterschiedlich weit gehende, 
aber als diachronische Gesamttendenz unverkennbar vorhandene funk-
tionale Vereinheitlichung wird man schwerlich generell als Kasusabbau 
bzw. Übergang zu mehr analytischer Konstruktionsweise abtun können. 
Geändert hat sich dabei die Art der morphologischen Markierung der 
Kasus in der Nominalphrase. Für das Germanische und das Althoch-
deutsche kann man ohne wesentliche Vorbehalte ein Kongruenzsystem 
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ansetzen, wie es z.B. sowohl in älteren als auch in neueren slawischen 
und romanischen Sprachen vorliegt. Uber das Mittelhochdeutsche als 
Ubergangsstadium mit zunehmender Formenneutralisierung macht sich 
im Neuhochdeutschen die Tendenz geltend, den Kasus einer Nominal-
phrase nicht mehr an allen Einzelwörtern, sondern vielmehr nur an einer 
oder höchstens zwei Stellen der gesamten Nominalphrase, vorzugsweise 
am konstruktionsinitialen Determinativ, morphologisch zu markieren 
(sog. „Monoflexion" oder „monoflexivische Kooperation", vgl. Dal 1971b, 
S. 241, Anm. 2 mit Hinweis auf Admoni; Weinrich 1993, S. 487; des wei-
teren auch Werner 1979). Man vgl. folgende Beispiele: 
(29) die Wünsche des neuen Kunden ^ der neuen Kunden 
(30) Sie wollte den jungen Mann unterstützen. ^ Sie wollte 
dem jungen Mann helfen. 
Zweimalige Markierung liegt im Gen.Sg.M./N. und im Dat.PI. gewisser 
Flexionsklassen vor: 
(31) die Wünsche des jungen Mannes 
(32) mit den alten Männern 
Derartige morphologische Markierungsmuster bedeuten an sich auch kei-
nen Kasusabbau bzw. Ubergang zur Konstruktionsanalytizität, sondern 
stellen vielmehr ein ökonomischeres Verfahren der Kasusmarkierung dar. 
Ubergänglichkeit zu konfigurationell-analytischen Markierungsverfahren 
bezeugen eher die Fälle, wo bei weitergehendem Kasussynkretismus Po-
sition bzw. Topologie eine syntaktisch disambiguierende Funktion hat. 
Vgl. die folgenden Minimalpaare (bei vorausgesetzter Normalintona-
tion): 
(33) Er übermittelte den Gruß der Frau (attributiver Genitiv Sg.). / 
Er übermittelte der Frau den Gruß (indirektes Objekt im Dativ Sg.) 
(34) ... weil die junge Frau (Nominativsubjekt) die andere Dame (Akku-
sativobjekt) schon kannte. ^ ... weil die andere Dame (Nomi-
nativsubjekt) die junge Frau (Akkusativobjekt) schon kannte. 
Die in diesem Punkt besprochenen Züge des Deutschen dürften zeigen, 
daß nicht alle Bereiche eines grammatischen Systems sich typologisch 
gleich verhalten müssen: Der Bereich der Verbkonstruktionen weist im 
Deutschen deutlich analytische Züge auf, während der nominale Be-
reich noch weitgehend synthetisch ist. Dabei ist freilich die historisch ur-
sprüngliche Kasusmarkierung durch Kongruenz einem neuen Prinzip der 
morphologischen Okonomisierung von Konstruktionssynthetizität weit-
gehend gewichen. 
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4. Schluß 
Das Deutsche ist in seiner syntaktischen Basis eine Verbendstellungs-
( „SOV"- ) Sprache, deren Grundabfolge durch eine universalgramma-
tisch seltene Satzartenmarkierung überlagert wird. In verschiedenen 
syntaktischen Kopf/Modif ikator-Konstruktionen tragen unterschiedli-
che Serialisierungsrichtungen zur „Klammer"-Markierung syntaktischer 
Konstruktions- und semantischer Interpretationsdomänen bei, wodurch 
ein syntaktisch-semantisches Isomorphie-Prinzip sichtbar wird. Im nomi-
nalen Bereich zeigt das Deutsche strenge Bindung syntaktischer Regeln 
an die Kasusmorphologie, jedoch auch in nicht unbedeutendem Ausmaß 
eher „konfigurationale" Züge. Ahnlich sind in Verbkonstruktionen und 
bei der Funktionskodierung im nominalen Bereich sowohl synthetische 
als auch analytische Verfahren zu beobachten. Insgesamt erscheint das 
Deutsche als ein sprachtypologischer „Mischtyp", in dem aber die ty-
pologisch unterschiedlichen - etwa „inkonsistenten" - Strukturen und 
Verfahren im Gesamtsystem deutlich funktionalisert sind. (Dabei sind 
freilich auch gewisse areale Beziehungen in Rechnung zu stellen; vgl. 
etwa Askedal 1989, 1995.) 
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U L R I C H E N G E L / E W A G E L L E R 
Das Verb in seinem Umfeld 
D i e d e u t s c h e S t a n d a r d s p r a c h e i m L i c h t d e s S c h w ä b i s c h e n , d e s 
J i d d i s c h e n u n d d e s P o l n i s c h e n 
A b s t r a c t 
Ein Vergleich mit drei benachbarten oder verwandten Sprachen soll die Kon-
turen des Standarddeutschen deutlich machen. Die Konstrastierung erfolgt 
in folgenden Bereichen: 1. Die deutschen „Vergangenheitstempora" Präteri-
tum und Perfekt. Die Gegenüberstellung mehrerer deutscher Sätze und ih-
rer Entsprechungen/Übersetzungsäquivalente läßt erkennen, daß die genann-
ten Tempora nicht nur zeitbezogene Informationen liefern. 2. Umfangreichere 
Verbalkomplexe im Nebensatz. Hier zeigt sich in den Vergleichssprachen eine 
„logischere" Wortstellung, die aber vermutlich auch im älteren Deutsch gültig 
war. Die heute als „typisch deutsch* erscheinende Topologie hat sich offen-
bar erst seit dem Mittelalter entwickelt. 3. Entscheidungsfragen werden im 
Standarddeutschen und auch im Schwäbischen anders markiert als in den Ver-
gleichssprachen Jiddisch und Polnisch: während hier neben der wohl weltweit 
charakteristischen Frage-Intonation einleitende Partikeln verwendet werden, 
bestimmen dort Intonation und Wortstellung („Verb-Erst") den Fragecharak-
ter. Im Zusammenhang mit diesen grammatischen Fragen wird auch die Ent-
stehungsgeschichte des Jiddischen noch einmal zur Diskussion gestellt. 
0. V o r b e m e r k u n g e n 
Unser Be i t rag zur Typo log ie des Deu t schen - der deutschen S t a n d a r d -
sprache in ihrer gegenwär t igen F o r m - g r ü n d e t sich auf die U n t e r s u c h u n g 
einiger g r a m m a t i s c h e r Ka tegor ien aus d e m Umfe ld des Verbs. W i r verste-
hen hier un te r „Verb" den sogenann ten V e r b s t a m m , also das „nackte" 
Verb ohne aff igier te oder inf igier te E l emen te . D a m i t gehören auch die 
F lex ionse lemente z u m „Umfe ld" , u n t e r ihnen der Ab lau t , der bei den 
s t a rken Verben den Tempusbe re i ch gl iedern hi l f t . Bei der gebo tenen Aus-
wahl aus den in Frage k o m m e n d e n Umfeldka tegor ien war die Versuchung 
s t a rk , die va lenzfund ie r t en E lemen te - A k t a n t e n / E r g ä n z u n g e n / O b j e k t e 
u .a . - zu un te r suchen . W i r h a b e n dieser Versuchung wide r s t anden , weil 
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diese Erscheinungen im wesentlichen bekannt, wohlbeschrieben und auch 
kaum strittig sind.1 So haben wir uns beschränkt auf die Untersuchung 
- gewisser Erscheinungen aus dem Bereich der sog. Vergangen-
heitstempora, 
- von Stellungserscheinungen in mehrgliedrigen Verbalkomplexen, 
- der Möglichkeit, einen bestimmten Illokutionstyp durch die Verbstel-
lung zu markieren. 
Es handelt sich um Phänomene aus den Bereichen der Flexematik, der 
Satzsyntax und der Pragmatik. 
Die Auswahl der Kontrastsprachen bedarf zusätzlicher Begründung. 
Zunächst: Wir haben drei Sprachen ausgewählt, die in besonders enger 
räumlicher Beziehung zum Deutschen stehen: 
- das Schwäbische als einen der oberdeutschen Dialekte, 
- das Jiddische als „Nahsprache" des Deutschen, 
- das Polnische als östliche Nachbarsprache. 
Diese zu vergleichenden Sprachen bilden ein einzigartiges räumliches und 
typologisches Kontinuum, wobei das Jiddische eine Zwischenstellung ein-
nimmt.2 Als Extreme des Kontinuums fungieren eine germanische und 
eine westslawische Sprache. 
Beim Jiddischen handelt es sich um das Ostjiddische als einzige heute 
noch lebendige Sprache des ehemals mittel- und osteuropäischen Juden-
tums. Wir gehen dabei vom Standardjiddischen aus, wie es von Uriel 
Weinreich festgelegt wurde, lassen somit dialektale Unterschiede beiseite. 
Das Jiddische wird in der Germanistik gemeinhin immer noch als Va-
rietät des Deutschen, gelegentlich gar als deutsche „Mundart" bezeich-
net. Selbst wenn dies für das ausgestorbene Westjiddische stimmen sollte, 
muß dem Ostjiddischen mit seinem slawisch-germanischen Mischcharak-
ter doch der Status einer völlig autonomen Sprache zugebilligt werden.3 
1 Umstritten ist lediglich die Art der Kategorisierung der valenzabhängigen 
Elemente, auch ihre Gesamtmenge, kaum aber die zwischensprachlichen 
Kontraste im einzelnen. 
2 Vgl. Timm (1986, S. 14). 
3 Die Streitfrage, ob man es im Falle des Ostjiddischen mit einer stark sla-
wisierten germanischen Sprache oder mit einer später germanisierten west-
slawischen Sprache zu tun habe, spielt für unsere folgenden Überlegungen 
keine Rolle und kann deshalb hier unerörtert bleiben. Vgl. dazu Wexler 
(1991), Wexler (1993) und Geller (1994). 
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Das Schwäbische ist ein oberdeutscher, aus einer einstigen Stammes-
sprache (dem Alemannischen) hervorgegangener Dialekt. Bei der Her-
ausbildung der modernen deutschen Standardsprache, die im 18. Jahr-
hundert ihren Abschluß fand, ist das Schwäbische nicht zum Zuge ge-
kommen, spielte infolgedessen als Schul- und Amtssprache keine Rolle 
mehr und vermochte auch keine nennenswerte Schriftlichkeit herauszu-
bilden. Heute ist es, wie die übrigen deutschen Dialekte, dem regionalen 
Ausgleich, der Nivellierung und der Anpassung an die deutsche Stan-
dardsprache ausgesetzt und wird über kurz oder lang den modernen 
Formen des Verkehrs und der Kommunikation zum Opfer fallen. Noch 
ist es nicht soweit, noch lohnt es sich, auch durch die Brille des Schwäbi-
schen das Standarddeutsche zu beleuchten. Zugrunde gelegt wurde das 
Ostschwäbische der Gegend um Aalen-Ellwangen-Bopfingen. 
Die schwäbischen Beispiele wurden phonetisch transkribiert, wobei teil-
weise die IPA-Regelung zugrundegelegt wurde; in einer syntaktischen 
Untersuchung minder wichtige Feinheiten wie der Offnungsgrad be-
stimmter Vokale wurden nicht berücksichtigt. Die jiddischen Beispiele 
wurden gemäß einer verbreiteten Tradition transliteriert. Es ergaben 
sich dabei einige Inkongruenzen (z.B. wurde der z-Laut im Schwäbi-
schen anders wiedergegeben als im Jiddischen). Wir sind zuversichtlich, 
daß die Leser mit der Erschließung der „richtigen", d.h. der von uns ge-
meinten Ausdrucksformen keine unüberwindlichen Schwierigkeiten ha-
ben werden. 
1. F l e x e m e b e n e : V e r g a n g e n h e i t s t e m p o r a 
Die deutschen „Tempora" sind in den vergangenen anderthalb Jahrzehn-
ten detailliert und weitgehend überzeugend beschrieben worden.4 Dane-
ben gibt es allerdings noch die extrem abweichende Tempuskonzeption 
von Harald Weinrich (seit 1964) und Ulrich Engels Auffassung, die Wein-
rich näher steht als den erstgenannten Autoren. Angesichts dieser Situa-
tion erscheint es durchaus gerechtfertigt, das deutsche Tempussystem 
aus typologischer Perspektive neu zu durchleuchten. Wir konzentrieren 
uns dabei auf die „Vergangenheitstempora", speziell auf Präter i tum und 
Perfekt im Deutschen und ihre Entsprechungen in den Vergleichsspra-
chen. 
Wir geben zunächst vier deutsche Sätze mit ihren jeweiligen Überset-
zungen. 
4 Vgl. vor allem Bäuerle (1979), Fabricius-Hansen (1986) und Ballweg (1988); 
zur kontrastiven Beschreibung vor allem Czochralski (1972). 
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(1) d t . Ich vergaß, den Wagen zur Werkstatt zu bringen Das bereute 
ich sehr. 
schw. i ho' vrgesa da wa.ga en d werkstat z i r e g s / . des hopme 
saumäsey^ ghait. 
j i d d . ix hob fargesn, dos ojto in warstat awektsufirn. dos hob i\ 
stark badojiert. 
poln . Zapomniatem/zapominalem oddac/oddawac samochöd do 
warsztatu. Bardzo tego zalowalem/pozalowalem. 
(2) d t . Ich vergaß, den Wagen zur Werkstatt zu bringen. Das habe 
ich sehr bereut. 
schw. I ho' vrgesa da waga en d werkstat z breTjat. des hopme ghait. 
j i d d . hob fargesn, dos ojto in warstat awektsufirn. dos hob 
stark badojert. 
poln . Zapomniatem/zapominaiem oddac/oddawac samochöd do 
warsztatu. Bardzo tego pozalowalem. 
Im zweiten Teil der deutschen Beispiele sind unterschiedliche Tempusfor-
men verwendet : das P r ä t e r i t u m in (1), das Perfekt in (2). Die schwäbi-
schen, j iddischen und polnischen Beispiele en tha l ten in diesen Teilen je-
weils ein einziges Tempus : zweiteiliges Perfekt im Schwäbischen und im 
Jiddischen, einteiliges P r ä t e r i t u m im Polnischen.5 Das Gleiche zeigt sich 
in den folgenden Beispielpaaren: 
(3) d t . Sie wollten den Namen wissen. Aber den sagte ich nicht. 
schw. se hont da no'ma wisa gwelt. abr den ho'ne ne gsaet. 
j i dd . zej hobn gewolt wisn dem nomen. ober rx hob im nit gezogt. 
poln. Chcieli znac nazwisko. Ale go nie mowilem/powiedzialem. 
(4) d t . Sie wollten den Namen wissen. Aber den habe ich nicht gesagt. 
schw. se hont da no'ma wisa gwelt. abr den ho'ne ne gsaet. 
9 Genau betrachtet ist das polnische Präter i tum freilich auch eine Art 
Perfekt, weniger aus historischen Gründen (die Präter i ta lendungen sind 
aus einstigen Formen des Auxil iarverbs byc 'sein' hervorgegangen und 
später agglutiniert worden) als wegen der relativen Selbständigkeit der 
„Endungen", die im Satz prinzipiell ( fast ) frei verschiebbar und an nahezu 
beliebige Elemente anheftbar sind, vgl.: 
Juz dlugo na ciebie czekalem ... 
Juzem dlugo na ciebie czekal. 
Juz dlugom na ciebie czekal. 
Juz dlugo ciebiem czekal. 
Powiedziala, zem juz dlugo na ciebie czekal. 
Aber diese strukturel le Eigenschaft des Tempusmarkers ist für unsere wei-
teren Betrachtungen nicht von Belang. 
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j idd. zej hobn gewolt wisn dem nomen. ober hob im nit gezogt. 
poln. Chcieli znac nazwisko. Ale go nie powiedzialem. 
Offenbar wird das Vergangene in den vier Sprachen unterschiedlich ge-
gliedert. Wie kommt es, daß drei dieser Sprachen mit einem Tempus 
auskommen, ohne daß offenbar irgendein Informationsdefizit entstünde, 
ohne daß jedenfalls der Zeitwert der jeweiligen Sätze in irgendeiner Form 
mangelhaft erfaßt würde? 
Es liegt nahe zu folgern, daß in den vier Sprachen Zeitgleiches jeweils un-
terschiedlich perspektiviert, auch unterschiedlich gewichtet wird, womit 
ein wesentlicher Teil der sprachlich übermittelten Information unüber-
setzbar bliebe. Man könnte weiter aus diesem Befund folgern, daß der 
Hauptunterschied zwischen den deutschen Tempora Perfekt und Präter-
i tum gar nichts mit 'Zeit' zu tun habe, sondern anderswo zu suchen 
sei (dazu unten mehr).6 Aber die polnischen Ubersetzungsäquivalente 
weisen, zunächst wenigstens, in eine andere Richtung. Zwar stimmen in 
den Beispielpaaren (1), (2) und (3), (4) die polnischen Tempusendungen 
jeweils überein. Aber zugleich werden Aspektdifferenzen sichtbar: 
In (1) kann dem deutschen Präter i tum (bereute) im Polnischen so-
wohl eine imperfektive Form (zalowalem) als auch eine perfektive Form 
(pozalowalem) entsprechen, und ebenso läßt sich in (3) das deutsche 
Präter i tum (sagte) alternativ durch die Formen mdwilem (imperfektiv) 
und powiedzialem (perfektiv) übersetzen. 
Auch dem deutschen Perfekt in (2) (habe bereut) entsprechen alternativ 
die poln. Formen zalowalem (imperfektiv) und pozalowalem (perfektiv). 
Aber in (4) entspricht dem deutschen Perfekt (habe gesagt) nur eine poln. 
perfektive Form (powiedzialem). 
Das bedeutet: Es besteht eine gewisse Tendenz, das deutsche Perfekt 
durch ein perfektives Verb wiederzugeben, während das deutsche Präter-
i tum („Imperfekt") den Übersetzer weniger festlegt, freilich die Wie-
6 Das Germanische kannte (wie das Indoeuropäische) eine Opposition Präter-
itum:Perfekt, die jedoch dem Ausdruck der Aktionsart diente, vgl. Streit-
berg (1896, S. 276ff.), und im Zusammenhang damit die Relation zwischen 
Sachverhalt und Sprechzeit differenzierte, vgl. Kurylowicz (1987). Diese ur-
sprüngliche Opposition, die im Englischen am klarsten erhalten ist, wurde 
im Deutschen früh neutralisiert, was den „Präteritumschwund" im Ober-
deutschen und auch im Jiddischen zur Folge hatte. Im Slawischen existierte 
diese Opposition nicht, dafür gab es die Aspektopposition. Tempus- und 
Aspektdifferenzierung dieser Art kommen selten in einer Sprache zugleich 
vor. Die beiden Oppositionen sind durchaus heterogen. Aber es scheint enge 
Berührungszonen zu geben, speziell beim deutschen Perfekt (vgl. unten). 
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dergabe durch ein imperfektives polnisches Verb prinzipiell offenhält.7 
Das deutsche Perfekt hat, so scheint es, auch eine aspektuale Funktion, 
nämlich: es vermag die aspektual meist neutralen deutschen Verben als 
„perfektivisch", d.h. als „terminativ" o.ä. zu kennzeichnen.8 Ahnliches 
scheint Fourquet gemeint zu haben, als er zwei Bezugssysteme - das der 
Gegenwart und das der Vergangenheit - unterschied und lediglich dem 
(gegenwartsbezogenen) Perfekt 'Abgeschlossenheit' zusprach.9 
Es soll gar nicht bestritten werden, daß sich aus isolierten Sätzen oder 
solchen - wie hier - mit Minikontexten nur mit Vorbehalt generalisier-
bare Schlüsse ziehen lassen. Dennoch lassen sich gewisse, offenkundig 
in den sprachlichen Fakten begründete Zwänge nicht einfach wegdisku-
tieren. Dies nötigt uns freilich die Überlegung auf, ob die Weinrichsche 
„pragmatische" Interpretation von Perfekt vs. Präteritum nicht doch 
Aporien klären könnte, in denen wir uns ständig verfangen. Denn ein 
Vergleich der beiden deutschen Formulierungen zeigt, daß sich der emp-
findsame Leser von der originalen Fassung des letzten Satzes viel mehr, 
direkter, verpflichtender angesprochen fühlen müßte als von der perver-
tierten Fassung: das Perfekt zieht, unabhängig von jeglichem Zeitbezug, 
das Geschehen in den Vordergrund, in die Welt des zu Besprechenden, 
trägt es damit als für Schreiber und Leser belangvoll, unmittelbar, unab-
dingbar vor; das Präteritum rückt dagegen das Geschehen in den Hinter-
grund, hält es auf Distanz, macht es für die Gesprächsbeteiligten relativ 
belanglos. 
Noch schwerer durchschaubar sind die Ubersetzungsprozesse in einem Fall, 
wo es um die Beschreibung eines Geschehens geht, das für den imperfektiven 
Aspekt geradezu prädestiniert zu sein scheint. Die deutschen Sätze 
Mein Großvater trank täglich nach dem Essen eine Tasse Kaffee. 
und 
Mein Großvater hat täglich nach dem Essen eine Tasse Kaffee getrunken. 
werden, sofern der zwischen beiden vorhandene Unterschied zum Ausdruck 
7 Vor einer allzu simplen Parallelsetzung des deutschen Tempus mit dem 
slawischen Aspekt (z.B. Perfekt — perfektiv) wird freilich zu Recht gewarnt, 
so Czochralski (1972, S. 25 et passim). Andererseits gibt Czochralski selbst 
zahlreiche Ubersetzungsbeispiele, in denen sich dt. Perfekt und poln. perf. 
Aspekt, ebenso dt. Präteritum und poln. imperf. Aspekt entsprechen. 
8 Czochralskis epochales Standardwerk zu Tempus und Aspekt im Deutschen 
und im Polnischen gibt auffallenderweise keine semantische Definition des 
Aspekts und klammert damit das Problem aus, an dem sich Generationen 
von Slawisten und Linguisten die Zähne ausgebissen haben. 
9 Fourquet (1970, S. 114, S. 126-128 et passim). 
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gebracht werden soll - also etwa bei ausdrücklicher Gegenüberstellung - , im 
Polnischen folgendermaßen wiedergegeben: 
Moj dziadek pijal codziennie po jedzeniu filizankf kawy. 
bzw. 
Moj dziadek pil codziennie po jedzeniu filizankf kawy. 
Im ersten Fall liegt also eine iterative, im zweiten Fall eine imperfektive Form 
vor. Perfektiv ist keine der beiden Formen. Der deutsche Tempusunterschied 
aber geht offenbar verloren. 
So hat sich auf Grund des Vergleichs mit dem Polnischen gezeigt, daß 
die Vergangenheitstempora der deutschen Standardsprache durch Beizie-
hung aspektualer und „modaler" Kriterien eine verfeinerte Beschreibung 
erfahren können. Der Vergleich mit dem Jiddischen und dem Schwäbi-
schen dürfte demgegenüber wenig hergeben. Beim Schwäbischen scheint 
in der Tat ein „Präteritumschwund" eingetreten zu sein, und zwar er-
satzlos. Das Jiddische hingegen hat ein eigenes Aspektsystem entwickelt, 
das sich zwar an das der slawischen Sprachen anlehnt, aber doch deut-
lich eigene Formen zeigt.10 Wenn sich das Jiddische in den angeführten 
Fällen ähnlich wie oberdeutsche Mundarten zu verhalten scheint, so muß 
dahingestellt bleiben, ob dies als spätmittelalterliches Erbe anzusehen ist 
oder, wie neuerdings vermutet wird11 , auf späteren Einfluß des West-
jiddischen zurückgeht. 
2. Satzebene: Umfangreiche Verbalkomplexe 
Nehmen wir an, daß einem Mann verweigert wurde, sein Auto waschen zu 
lassen, sich aber später herausstellte, daß der vorgehabte Waschvorgang 
doch das Empfehlenswertere gewesen wäre. Diesen komplexen Sachver-
halt kann man im Deutschen auf verschiedene Weise sprachlich wieder-
geben, zum Beispiel in der soeben vorgetragenen, recht umständlichen 
Form, aber auch mit Hilfe der fünf Verben 
haben sollen dürfen lassen waschen 
Diese Verben lassen sich zu einem Verbalkomplex ordnen, und zwar nach 
verbindlichen Regeln: Dependenzbäume entsprechen hier vollkommen 
den hierarchischen Strukturen der GB-Theorie. Wir haben die Verben 
oben schon gemäß dieser Hierarchie (wie auch sonst?) angeordnet: links 
für oben, rechts für unten. 
1 0 Zum Verbalaspekt im Jiddischen vgl. Schaechter (1951) und Mark (1978, 
S. 291ff.). 
1 1 So Wexler (1993). 
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Aus der hierarchischen Struktur läßt sich die lineare Abfolge ableiten. 
Die Dependenzgrammatiker haben es dabei ganz einfach: indem sie den 
Dependenzast nach rechts „kippen", erhalten sie, im Prinzip wenigstens, 
die Nebensatzfolge mit dem Hauptverb ganz links, dem finiten Verb ganz 
rechts, also eine der obigen Anordnung gerade entgegengesetzte Folge, 
zum Beispiel 
waschen lassen dürfen sollen hätte 
etwa in dem Satz 
*Er meint, daß er seinen Wagen waschen lassen dürfen sollen hätte. 
Der Stern soll hier andeuten, daß die meisten Sprecher des Deutschen 
diese Folge unerträglich finden werden. Es sind dazu verschiedentlich 
Zusatzregeln formuliert worden, ohne daß man sich völlig hätte einigen 
können12 ; die meisten dieser Regeln laufen darauf hinaus, daß bei so 
vielen Infinitiven ein Element oder mehrere, dann in umgekehrter Rei-
henfolge, nach links verschoben werden. Dann ergibt sich die folgende 
korrekte Formulierung, die zugleich mit ihren Ubersetzungsäquivalenten 
angegeben wird: 
(5) dt. (Er meint,) daß er hätte sollen den Wagen waschen lassen 
dürfen 
schw. (dr moent,) das r het sola defa da wa.ga wäsa losa 
j idd. (er mejnt,) az er wolt gezolt megn lozn wasn dos ojto 
poln. (Mysli), ie powinno mu bylo byc wolno kazac umyc samochod. 
Was auffällt, ist die Tatsache, daß sich das Standarddeutsche und das 
Jiddische gerade entgegengesetzt verhalten: im Deutschen wird, wenn 
auch mit Korrekturen, der Dependenzast nach rechts, im Jiddischen nach 
links gekippt, er entspricht somit genau der eingangs angegebenen hier-
archischen Abfolge von oben nach unten. 
Das (freilich nur bedingt vergleichbare) Polnische zeigt eine mit der 
des Jiddischen übereinstimmende Folge. Das Schwäbische zeigt demge-
genüber einen Zwischenzustand, freilich eher mit Tendenz zum Jiddisch-
Polnischen. Ein sehr alter Informant bestätigte denn auch, zögernd im-
merhin, daß die Formulierung 
...das r het sola defa da wa:ga losa wäsa 
1 2 S. dazu Engel (1991, S. 447), Engel (1994, S. 110), Heidolph (1984, S. 723f.), 
Haftka (1994). 
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ebenfalls möglich und wohl die ältere sei. 
Ein fast identisches Bild zeigen die Beispiele 6 - 9 , freilich mit der Ein-
schränkung, daß das Polnische die Perfektform des (hypothetischen) 
Konjunktiv II nicht eindeutig wiederzugeben vermag. Beim Schwäbi-
schen werden jeweils zuerst die älteren, kaum mehr gebrauchten, dann 
die neueren Formen angegeben: 
(6) dt. daß er den Wagen hätte sollen waschen lassen13 
schw. das r het sola da wa:ga losa wäsa (neuer: das r het sola da 
wa:ga wäsa losa) 
j idd. az er woll gezolt losn wasn dos ojto 
poln. ze mialby/poWinten byl kazac umyc samochod 
(7) dt. daß sie ihn nicht alleine hätte sollen schwimmen gehen lassen. 
schw. das se an net aloe' het sola losa gaT)a swema (neuer: das 
se an ned aloe' hed sola swema galja losa) 
j idd. az zi woll nit gezolt im lozn alejn gejn swimen 
poln. ze nie powinna byla pozwolic mu samemu pöjsc poplywac 
(8) dt. daß sie ihn nicht sollte daran haben erinnern müssen 
schw. das se an net sot han miasa dra' erennra 
j idd. az zi wolt nit gedarfl muzn (im wegn dem) dermonen 
(im wegn dem)14 
poln. ze nie powinna byla musiec (mu o tym) przypominac (mu o ty 
(9) dt. daß sie sollte davon benachrichtigt worden sein 
schw. das se hot sola drvo' emformiert woara sae' 
jidd. az zi wolt gezolt wegn dem wern informirt/informirt wem15 
poln. ze powinna byla zostac o tym powiadomiona 
Das Schwäbische zeigt in (9) insofern ein Sonderverhalten, als bei Au-
xiliarverben in Endstellung wohl eher die „deutsche" Abfolge gewählt 
1 3 Die Stellung der nichtverbalen Elemente, die sich nach bestimmten Regeln 
zwischen die Verbformen einschieben lassen, wird hier nicht weiter berück-
sichtigt. 
1 4 Die jiddische Formulierung ist, ebenso übrigens wie die polnische, der deut-
schen Vorgabe nicht völlig äquivalent, weil es im Jiddischen keine Perfekt-
form des Infinitivs mit Modalverben und im Polnischen keine Perfektform 
des Infinitivs gibt. 
1 5 Auch hier besteht, wie poln., keine restlose Ubersetzungsäquivalenz, weil 
es keine Perfektformen zum Infinitiv und zum Konjunktiv II gibt. 
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wird. 
Auch die folgenden Gegenübers te l lungen bes tä t igen im ganzen das bisher 
gewonnene Bild (mi t der Besonderhei t , daß das J iddische kein Perfekt 
des Infinit ivs bei Modalverben zuläßt und das Polnische kein Perfekt fü r 
Infinit iv u n d K o n j u n k t i v I I kennt ) : 
(10) d t . daß er getäuscht worden sein soll. 
schw. das r tatst woara sae' sol16 
j i dd . (az me zogt) az er iz geworn opgenart/opgenart gewom17 
poln. ( m o w i s i f ) jakoby zosta zmylony 
(11) d t . daß ich gefahren worden sein soll 
schw. das e sol sae' gfa:ra woara (neuer: das e sol gfa:ra woara sae 
j i d d . (az me zogt) az ¿X. bin geworn awekgefirt/awekgefirt geworn18 
poln. (mowi s i f ) jakobym zostala zßwieziona 
(12) d t . daß sie ihn soll kommen sehen haben 
schw. das se n sol ho" koma säa (neuer: das se n sol koma söa ho') 
j idd . (az me zogt) az zi hot im gezen kumen 
poln. (ze mowi s i f ) jakoby zobaczyla go nadchodzgcego19 
(13) d t . daß sie ihn hätte kommen sehen sollen 
schw. das se n het sola säa koma (neuer: das se n het sola koma söa) 
j idd . az si wolt gezolt im zen kumen 
poln. ze mialaby zobaczyc go nadchodzfcego 
(14) d t . daß ich hätte getäuscht werden sollen 
schw. das e het sola weara tatst (neuer: het sola tatst weara) 
16 Dies scheint eine moderne, „schriftnähere" Form zu sein. Mein Informant 
hielt die Form das r sol sae' woara täiit für die ältere, die er allerdings nicht 
mehr gebraucht. 
17 
18 
19 
Die Übersetzbarkeit stöfit auch hier an ihre Grenzen. Das epistemisch ge-
brauchte sollen (dt. und schwäb.) wird im Jiddischen und im Polnischen 
durch einen entsprechenden Hypersatz wiedergegeben, wodurch sich die 
Struktur des Nebensatzes erheblich vereinfacht. 
Auch hier und ebenso in Beispiel 12 zeigt sich, daß epistemischer Gebrauch 
des Modalverbs (sollen) durch eine periphrastische Konstruktion umgangen 
wird; und wieder gilt dasselbe für das Polnische. 
Die Übersetzung kompliziert sich zusätzlich dadurch, dafi anstelle der Acl-
Konstruktion im Polnischen eine Partizipialkonstruktion verwendet werden 
muß. 
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j idd. az i\wolt gezolt wem opgenart/opgenari wem 
poln. jakobym miala zostac zmylona 
(15) dt . daß ich hätte gefahren werden sollen 
schw. das e het sois weara gfa:ra (neuer: hei sola gfa:ra weara) 
j idd. az tywolt gezolt wem awekgefirt/awekgefirt wem 
poln. jakobym miala zostac zawieziona 
Alle Beispiele lassen erkennen, daß die Abfolge im Jiddischen in allen 
wesentlichen Punkten mit der Stellung im Polnischen übereinstimmt, 
mindestens übereinstimmen kann. Die Frage, ob das Polnische als Spra-
che der wichtigsten Gastgebernation hier als Substrat oder als Superstrat 
in Frage kommen könnte2 0 , kann hier dahingestellt bleiben. 
Das Verhalten des Schwäbischen muß nachdenklich stimmen. In seinen 
neueren Formulierungen ist es der deutschen Standardsprache recht ähn-
lich. Die älteren Abfolgen hingegen erinnern eher an Jiddisch und Pol-
nisch, entsprechen also dem nach links gekippten Dependenzast. Nimmt 
man mittelhochdeutsche und frühneuhochdeutsche Texte hinzu, so läßt 
sich eine hierarchisch gesteuerte Folge (nach links gekippter Dependenz-
ast) als ältere Form erschließen. Der Umschwung erfolgt im Verlauf ei-
nes halben Jahrtausends, Entscheidendes scheint sich im 16. Jahrhun-
dert vollzogen zu haben. In Luthers früheren Texten (1520) werden 
Nebensatz-Verbalkomplexe meist noch mit dem Finitum eröffnet, in der 
Bibelübersetzung letzter Hand (1545) steht das Finitum eher an letz-
ter Stelle.21 Härd hat gezeigt, wie die ältere hierarchisch bestimmte 
2 0 Letzteres entspricht der immer noch herrschenden Auffassung, ersteres der 
von Paul Wexler und anderen formulierten These, dafi die Menschen jüdi-
schen Glaubens nach jahrhundertelanger Wanderung durch den Balkan in 
ihrer neuen osteuropäischen Heimat zunächst ein mit hebräischen Elemen-
ten durchsetztes Westslawisch (Sorbisch) gesprochen hätten, das erst in der 
Neuzeit in Anlehnung an das kulturell überlegene Westjudentum - damit 
das damals noch lebendige Westjiddische - „germanisiert" worden sei. 
21 Streng genommen ist Luthers Verfahren differenzierter zu sehen. Zweiglie-
drige Verbalkomplexe folgen in der Bibel von 1545 ohnehin meist der 
neuhochdeutschen standardsprachlichen Regelung. Ausnahmen sind selten, 
z.B. Ev. Johannis IV: Es kompt die zeit/das jr weder auff disem Berge/noch 
zu Jerusalem werdet den Vater anbeten ...Ich habe euch gesand zu 
schneiden/ das jr nicht habt geerbeitet ...das er das wasser hatte zu 
wein gemacht ... sowie Ev. Johannis V: Denn es kompt die stunde/in 
welcher alle die in den Grebern sind/ werden seine stimme hören. Da-
gegen zeigen die (seltenen) dreigliedrigen Verbalkomplexe gewöhnlich Vor-
anstellung des Finitums, während die restlichen Infinita wieder der stan-
dardsprachlichen Regelung folgen, z.B. Ev. Lucae: Darumb das du meinen 
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Folge seit 1450, wenn auch mit zeitweiligen Schwankungen, allmählich 
in die heute standardsprachlich übliche übergeht.2 2 In noch frühere 
Epochen zurückgreifende Betrachtungen sind problematisch, weil es sich 
beim mittelhochdeutschen Schrift tum fast ausschließlich um Reimdich-
tungen handelt, zudem häufig um Ubersetzungen; beides beeinflußt die 
Wortstellung auf bisher noch unzureichend erforschte Weise. Eine Unter-
suchung von Teilen des Prosa-Lancelot, den die Forschung in die erste 
Hälfte des 13. Jahrhunderts verweist, läßt immerhin bei den dreiglie-
drigen Nebensatzkomplexen eine deutlich dominante hierarchisch orien-
tierte Abfolge erkennen; Verbalkomplexe wie hett gesehen driben, ketten 
hören blasen, wurt hören sagen überwiegen gegenüber solchen mit End-
stellung des Finitums.2 3 In den Mundarten hat sich diese - st immt man 
unserer und Härds Auffassung zu - ältere Abfolge noch weitergehend 
erhalten.2 4 
Die neuhochdeutsche Standardsprache ist also, was die Stellung im Ver-
balkomplex betrifft , einen eigenen, völlig ungewöhnlichen Weg gegangen. 
Das Polnische hingegen folgt, wie sehr viele Sprachen, dem einfacheren 
und irgendwie auch „logischeren" Prinzip. Daß das Deutsche in Fällen 
besonders umfangreicher Verbalkomplexe das Finitum und andere Verb-
formen nach links rückt, ist bisher mit dem Streben nach Übersichtlich-
keit, mit einer durch allzu viele aufeinanderfolgende Infinitive bewirk-
ten Undurchschaubarkeit, die vermieden werden soll, begründet worden. 
Eine bessere Erklärung liefert möglicherweise der diachronische Prozeß, 
der eben in größeren Verbalkomplexen noch nicht völlig abgeschlossen 
ist: die hierarchisch höchststehenden Elemente folgen der alten, die tiefer 
hängenden Elemente der neuen Ordnung. Das Schwäbische folgt offen-
bar der standardsprachlichen Entwicklung mit deutlicher Verzögerung. 
Jüngere Sprecher, vor allem soweit sie zu städtischen Umgangssprachen 
übergegangen sind, verwenden fast ausschließlich die standardsprachli-
worten nicht gegleubet hast/welche tollen erfüllet werden zu jrer zeit. 
Und daselbst: Vnd sie wincketen seinem Vater/wie er jn wolt heißen 
lasten. 
2 2 Vgl. Härd (1981, bes. S. 33ff.) Härd gewinnt seine Ergebnisse aus umfang-
reichen Corpusanalysen; die Interpretation der Daten erfolgt in kritischer 
Auseinandersetzung mit Hammarström. 
2 3 Die ausführlichen Ergebnisse dieser Untersuchung werden demnächst an 
anderer Stelle vorgelegt. 
2 4 Aus diesen Beobachtungen erhellt jedenfalls, daß die vieldiskutierte Ten-
denz zur Endstellung des Finitums im Deutschen in Wahrheit als viel kom-
plexerer Vorgang zu sehen ist: Man muß, um die Fakten richtig einzuordnen, 
die Folgeverhältnisse im gesamten Verbalkomplex untersuchen. 
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che Abfolge. 
Das (Ost- )J iddische s t i m m t in diesen Dingen mi t dem Polnischen und 
wohl auch mi t dem äl teren Deutsch überein. Wo liegen dann wohl die 
Wurzeln der j iddischen Stel lungsregeln? Es kann weiter spekuliert und 
auch geforscht werden. 
3. Pragmatische Ebene: Entscheidungsfragen 
In Entscheidungsfragen (Sa tz f ragen , Ja-Nein-Fragen) s teht im Deutschen 
das finite Verb prototypisch in Spitzenstellung; anders ausgedrückt : das 
F i n i t u m steht im linken Rahmente i l , und das Vorfeld ist leer: 
(16) d t . Hat Anna die Bücher zurückgegeben? 
Durch diese lineare A n o r d n u n g ist die Äußerung in der Regel eindeutig 
als Entscheidungsfrage mark ie r t . „Interrogative Tonführung" t r i t t meist 
hinzu, wird in der Regel in no rmat iven Darste l lungen 2 5 auch verlangt , 
ist aber nicht unbed ing t erforderlich; die le tztgenannte Äußerung würde 
auch mi t te rminaler T o n f ü h r u n g als Frage vers tanden. 
Die Fronts tel lung des F i n i t u m s 2 6 in Entscheidungsfragen teilt das Deut-
sche mi t einer Reihe von Sprachen, unter anderem mit dem Englischen 
und dem Französischen, die freilich zum Teil zusätzlich periphrast ische 
Formen verwenden. Ganz anders verfahren die osteuropäischen Spra-
chen, aber auch das Jiddische, während das Schwäbische hier eindeutig 
dem Verfahren der deutschen S tandardsprache folgt: 
(16) j i dd . tsi hot \ane di biy^er opgegebn? 
schw. Hot d Anna dia bto\r zrukge.ba/a.ge.ba? 
poln. Czy Anna oddala (te) ksiifiki? 
Die „Fragepar t ikel" , eine für slawische Sprachen typische Erscheinung, 
ha t das J iddische offenbar - hier gibt es keine e rns thaf ten Meinungsun-
terschiede - vom Polnischen ü b e r n o m m e n . 2 7 Sie ha t zur Folge, daß in der 
2 5 Vgl. dazu Essen (1964). 
2 6 Die traditionelle Grammatik spricht in diesen Fällen von „Inversion". Wir 
halten den Terminus für gefährlich, weil er eine Normalität suggeriert, die so 
nicht existiert. In 60 bis 65 % beliebiger Texte steht in Konstativsätzen das 
Subjekt an erster, das Finitum an zweiter Stelle: das ist ein ansehnlicher 
statistischer Wert, der aber unseres Grachtens für die Begründung einer 
„Normalstellung" nicht ausreicht, zumal wahlweise fast alle verschiebbaren 
Elemente diese Erststelle einnehmen können. 
2 7 Es sollte freilich überlegt werden, ob frz. est-ce que, das vielfach noch als 
illokutiver Hypersatz interpretiert wird, in Wirklichkeit nicht schon zur 
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Entscheidungsfrage - auch wenn hier das Finitum obligatorisch an die 
erste Stelle rückt28 - praktisch unbegrenzte Permutationsmöglichkeiten 
bestehen: 
tsi hol di bix_er\ane opgegebn? 
tsi hot opgegebn di btyerXane? 
tsi hot opgegebn \ane di bi\_er? 
Die Partikel tsi/czy reicht also im wesentlichen zur Kennzeichnung der 
Entscheidungsfrage aus, sie konkurriert in dieser Funktion allerdings im 
Polnischen wie im Jiddischen mit der interrogativen Intonation. So kann 
mein - mit „Frageintonation" - auch sagen: 
jidd. \ane hot di bi\er opgegebn? 
poln. Anna oddala ksigzkt! 
Zwar gibt es diese Möglichkeit formal auch im Standarddeutschen und 
im Schwäbischen: 
dt. Anna hat die Bücher zurückgegeben? 
schw. D Anna hot dis bia\r zruckge:ba/a:ge:ba? 
Aber hier handelt es sich nicht mehr um offene Entscheidungsfragen, 
sondern um Rückfragen (Vergewisserungsfragen).29 
Wie wenig gerade im Jiddischen und im Polnischen bei der Kennzeich-
nung der Entscheidungsfrage die Wortstellung eine Rolle spielt, zeigen 
die zahlreichen Permutationsmöglichkeiten, die am Fragecharakter der 
Äußerung überhaupt nichts ändern; man vergleiche 
jidd. opgegebn hot \ane di bi\er? 
(ohnehin unveränderlichen) Partikel geworden ist. Die von Isatenko 1959 
in einer Diskussion aufgeworfene Frage, aus wievielen Wörtern est-ce que 
bestehe, läßt sich jedenfalls nicht einfach beantworten. Frz. Est-ce que tu 
viens? entspricht im übrigen dem poln. Czy idziesz? 'Kommst du mit?'. 
2 8 Dies schreiben jedenfalls die gängigen Grammatiken des Jiddischen vor. Die 
Jiddisch-Informanten, die für die vorliegende Untersuchung befragt wurden, 
können eine solche Regel nicht bestätigen, sind aber hierin - sie leben seit 
50 Jahren in Warschau - möglicherweise durch das Polnische beeinflußt. 
2 9 Dies unterscheidet das Deutsche offenbar von mehreren seiner Nachbar-
sprachen. Die frz. Äußerung Tu viens (avec)? (etwa am Ende einer Party 
an einen Mitgast gerichtet) ist eine reine Entscheidungsfrage. Die angemes-
sene dt. Entsprechung wäre aber Kommst du mit? Die mit dem Frz. for-
mal übereinstimmende Äußerung Du kommst mit? wäre in dieser Situation 
nicht äquivalent, sie könnte allenfalls als Ausdruck starker Überraschung 
verwendet werden. 
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di bf)^er hot \ane opgegebn? 
poln. (Czy) Anna ksigzki oddala? 
(Czy) oddala Anna ksiqzki? 
(Czy) ksigzki Anna oddala? 
Diese Permutationen dienen allein der Fokusierung bestimmter Ele-
mente. 
Das Schwäbische verfügt in dieser Hinsicht, wie das Standarddeutsche, 
nur über beschränkte Möglichkeiten: 
dt . Hat die Bücher Anna abgegeben? 
schw. Hot dia biayar d Anna zrvckge:ba? 
Frontstellung des infiniten Verbs ist im Deutschen und im Schwäbischen 
hier sowieso ausgeschlossen. Sie wäre nur möglich bei Uberraschungs-
und bei Vergewisserungsfragen (Abgegeben hat Anna die Bücher? 
Zruckge:ba hot d Anna dia 6w\ar?) . 
Die in den verschiedenen Sprachen vorhandenen Möglichkeiten sollen 
anhand zweier weiterer Entscheidungsfragen illustriert werden: 
(17) dt . Sind diese Demonstrationen denn umsonst gewesen? 
j idd. tsi zenen di demonstratsjes take gewen umsist/umzist gewen? 
schw. Senen dia demonstraziona omasust gwest? 
poln. Czy te demostracje byly zatem na darmo? 
Im Jiddischen und im Polnischen gibt es zahlreiche Permutationsmöglich-
keiten: 
j idd. Take zenen di demonstracjes umzist gewen? (gewen umzist) 
poln. Zatem na darmo byly te demonstracje? 
j idd. Zenen take umzist gewen di demonstracjes? 
poln. Byly zatem na darmo te demonstracje? 
j idd. Zenen di demonstracjes take umzist gewen/gewen umzist? 
poln. Byly te demonstracje zatem na darmo? 
j idd. Umzist zenen take gewen di demonstracjes? 
poln. Na darmo byly zatem te demonstracje? 
j idd. Umzist take zenen gewen di demonstracjes? 
poln. Na darmo zatem te demonstracje byly? 
Das Standarddeutsche (kaum die Schwäbische) erlaubt nur Permutation 
der Abtönungspartikel denn: 
dt. Sind denn diese Demonstrationen umsonst gewesen? 
- eine Stellung, die im Schwäbischen (s.o.) ohnehin die reguläre ist. 
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Ähnliches wird in den folgenden Beispielen deutlich, wo das Deutsche 
und das Schwäbische auf eine einzige Stellung festgelegt sind: 
dt. Hat der Vater das wirklich nicht gewußt? 
schw. hot dr babo des ärle\ ne gwist? 
Im Jiddischen und im Polnischen gibt es dagegen wieder reiche Permu-
tationsmöglichkeiten: 
j idd. (tsi) hot der täte dos take nisi gewust? 
poln. (Czy) ojciec naprawdf tego nie wiedziat? 
j idd. Take hot der täte dos nisi gewust? 
poln. (Czy) naprawdf ojciec tego nie wiedzial? 
j idd. Dos hot der täte take nist gewust? 
poln. Tego nie wiedzial ojciec naprawdf? 
j idd. Dos hot der täte nist gewust take? 
poln. Tego ojciec nie wiedzial naprawdf? 
j idd. nist gewust hot dos der täte take? (selten) 
poln. Nie wiedzial tego ojciec naprawdf? 
Nie wiedzial tego naprawdf ojciec? (seltener) 
Nie wiedzial naprawdf tego ojciec? (selten) 
Es bleibt festzuhalten, daß Polnisch und Jiddisch in Entscheidungsfra-
gen die Folgeelemente wesentlich freier positionieren können als Stan-
darddeutsch und Schwäbisch. Daß die beiden erstgenannten Sprachen 
über anderweitige Mittel verfügen, um die Entscheidungsfrage eindeu-
tig zu charakterisieren, wäre nur eine dürftige Erklärung, denn über die 
interrogative Satzintonation verfügen Deutsch und Schwäbisch j a auch. 
4. Z u s a m m e n f a s s u n g 
In allen drei untersuchten Bereichen zeigt das (Standard-)Deutsche ge-
genüber den Vergleichssprachen eine weitgehend eigene Struktur. 
Man mag sagen, nichts anderes sei zu erwarten gewesen, weil Tempus 
und Wortstellung im Deutschen anerkanntermaßen anders geregelt sind 
als in vielen anderen Sprachen. Aber die Untersuchung hat für uns - die 
Autoren - doch manche Überraschungen ergeben. 
Wenn im Bereich der Vergangenheitstempora das Deutsche gegenüber 
östlichen Sprachen als überdifferenziert galt, so muß mindestens dieser 
Gemeinplatz stark relativiert werden; das Zusammenwirken von Tem-
pus, Aktionsarten und Aspekt läßt das Polnische (und andere slawische 
Sprachen) eher als ihrerseits feiner gegliedert erscheinen. 
Was die Wortstellung betrifft, so kamen wir gerade bei umfangreichen 
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Verbalkomplexen mit dem Prinzip der umgekehrten Linearstruktur zu 
einem neuartigen Befund. In der Literatur haben wir darüber wenig ge-
funden, was auch nicht wunder nehmen kann, denn mit derart vielglie-
drigen Komplexen hat man auch im Polnischen (und umso mehr im 
Jiddischen und im Schwäbischen) selten zu tun. Und im Bereich der 
Entscheidungsfragen zeigte sich, daß die Abfolge der Elemente in den 
vier Sprachen jeweils ganz unterschiedlichen Zwecken dient, allein im 
Deutschen jedenfalls best immte Illokutionen vereindeutigen kann. 
Daneben fanden wir auch Anlaß, die Struktur des Jiddischen und auch 
des Schwäbischen neu zu überdenken. Daß das Schwäbische sich, bei al-
len Unterschieden, als dem Standarddeutschen relativ ähnlich erwiesen 
hat, lediglich einen älteren Stand der Sprachentwicklung wiederzugeben 
scheint, mag dabei weniger überraschen. Aber die bisher kaum in Frage 
gestellte Hypothese von der Herkunft des Jiddischen aus spätmittelalter-
lichen deutschen Dialekten ist mindestens soweit erschüttert, daß man 
sich dieses Problems ernsthaft annehmen sollte. Heute steht hier Mei-
nung gegen Meinung. Unsere Wissenschaft hat genug, übergenug, mit 
Scheinproblemen zu schaffen. Da kann man es schon als Fortschritt be-
trachten, wenn ein Problem, das bisher scheinbar keines war, als For-
schungsgegenstand neu entdeckt wird. 
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Pronomina: 
stark, schwach oder klitisch 

M I C H A L S T A R K E 
Germanische und romanische Pronomina: 
stark — schwach — klitisch 
A b s t r a c t 
In Abschnitt 1 wird das System der Personalpronomina, im Deutschen mit 
seiner scheinbar paradoxen Ausnahme es dargelegt und in Abschnitt 2.1 durch 
den Vergleich mit dem entsprechenden System im Italienischen einer plau-
siblen Erklärung zugeführt, die in die Annahme von drei Pronominalklassen 
stark - ichwach - klitisch mündet. In 2.2 werden einige Voraussagen aus dieser 
Dreiteilung diskutiert, in 2.3 werden die Eigenschaften der drei Klassen von 
Pronomina auf ihre jeweiligen (teils defizienten) syntaktischen Projektions-
eigenschaften zurückgeführt. Die Grundthese lautet, daß die Dreiteilung stark 
- schwach - klitisch universell angelegt ist und sich die Einzelsprachen typolo-
gisch nur in der Auswahl der jeweils lexikalisierten Pronomina unterscheiden. 
1. D a s d e u t s c h e P a r a d o x 
Auf den ersten Blick scheint das Sys tem der Persona lpronomina im Deut-
schen ziemlich banal zu sein. Anscheinend verhalten sich die P ronomina 
genau wie Nomina lphrasen (NP) , ob in Verb-Zweit-Sätzen in satzeinlei-
tender Posi t ion (1) oder im Mittelfeld (2), ob als Subjekte , vgl. ( l a ) und 
(2a), oder als Objekte , vgl. ( l b ) und (2b):1 
(1) a. { . H a n s ; Er} ist sehr nett 
b. {Hans; J / i n } haben alle gesehen 
(2) a. Heute ist {Hans; e r } sehr nett 
b. Alle haben {Hans; i ü n } gesehen 
Freilich weiß m a n schon lange, daß es in diesem sonst regelmäßigen und 
unauffäl l igen System eine sel tsame Ausnahme gibt : das P ronomen ei 
[3. Person, Singular , Neut rum] . Eine der „bizarren" Eigenheiten von es 
1 Hier und im ganzen Aufsatz werden Klammer-Symbole wie folgt verwen-
det: (a) {geschweifte Klammern} zeigen ausschließende Alternativen an. 
Wenn mehrere Elemente innerhalb einer geschweiften Klammer stehen (vgl. 
(1)), dann sind sie unterschiedliche Optionen zur Belegung der betreffenden 
Position; wenn mehrere geschweifte Klammern innerhalb eines Ausdrucks 
vorkommen (vgl. (14)), dann kennzeichnen sie alternative Positionen für 
ein Element. 
(b) [eckige Klammern] umschließen morphologische und semantische Merk-
male. 
(c) /Schrägstriche/ kennzeichnen Glossen zu fremdsprachigen Beispielen. 
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besteht darin, daß es nicht koordinierbar ist - wiederum in all den schon 
illustrierten Positionen: 
(3) a. {Dieses Buch; *Es} und diese Zeitungen sind sehr schön 
b. {Dieses Buch; *Es} und diese Zeitungen hat er gekauft 
(4) a. ..., daß {dieses Buch; *es} und diese Zeitungen sehr schön sind 
b. ..., daß er {dieses Buch; *es} und die Zeitungen gekauft hat 
Ebensowenig ist es modifizierbar/fokussierbar: 
(5) Sogar {dieses Buch; *es} ist auf den Boden gefallen 
Und schließlich hat es eine sehr eingeschränkte Distribution: es ist auf 
lokale verbnahe Positionen beschränkt, vgl. (6a) und (7a). Das heißt, es 
kann nicht topikalisiert werden. Auch diese Beschränkung gilt sowohl für 
das Objektpronomen es, das nicht aus dem Mittelfeld heraus in die satz-
einleitende Position einer Verb-Zweit-Konstruktion verschoben werden 
kann - vgl. (6b), als auch für das Subjektpronomen es, das nicht in 
einen höheren Teilsatz bewegt werden kann - vgl. (7b): 
(6) a. Hans hat {dieses Buch; e i } gestern gekauft 
b. {Dieses Buch; *Es} hat Hans gestern gekauft 
(7) a. {Dieses Buch; Es} ist sehr teuer 
b. {Dieses Buch; *Es,} glaube ich, ist sehr teuer 
Nichts davon trifft zu auf die übrigen Personalpronomina wie in (1) und 
(2), die sich in den genannten Hinsichten ganz wie NP verhalten: 
(8) a. Er und sein Bruder sind sehr nett (Koordination) 
b. Sogar er ist sehr nett (Modifikation/Fokussierung) 
c. Er, glaube ich, ist sehr nett (nicht-lokal, Subjekt) 
d. Ihn habe ich gesehen (nicht-lokal, Objekt) 
Das Paradox, daß innerhalb vollkommener Normalität ein total befremd-
liches Element wie es auftr i t t , macht den besonderen Reiz des deutschen 
Systems der Personalpronomina aus und ist als solches ein Tatbestand, 
der sich bisher einer befriedigenden Erklärung entzogen hat. 
Der nächstliegende Erklärungsansatz für die Lösung dieses Paradoxes 
versucht es mit verschiedenen „Klassen von Personalpronomina". Be-
kanntlich kann in manchen Sprachen ein und dasselbe Merkmalsbündel 
[Person, Numerus, Genus, Kasus] auf zwei unterschiedliche Weisen reali-
siert werden. So etwa im Französischen, wo die Personalpronomina ganz 
systematisch zwei Realisierungen haben. Das Merkmalsbündel [3.Per-
son, Singular, Feminin, Akkusativ] kann z.B. entweder als la oder als 
eile realisiert werden. 
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Die Pronomina vom Typ la und die vom Typ eile haben deutlich ver-
schiedene grammatische Eigenschaften, so daß es am günstigsten er-
scheint, zwei zugrunde liegende Klassen von Pronomina anzunehmen, 
nämlich kliiische Pronomina und starke Pronomina. Die französischen 
Personalpronomina werden danach als in zwei Formen realisiert ange-
nommen: in einer klitischen Form (la) und in einer starken Form (eile). 
Nun bietet es sich an, diese Differenzierung in Pronominalklassen auf das 
deutsche Paradox zu übertragen. Es könnte ja sein, daß sich es deshalb 
grammatisch so deutlich von den übrigen Personalpronomina im Deut-
schen abhebt, weil es zu einer anderen Klasse von Pronomina gehört. 
Diese Überlegung scheint aussichtsreich, nicht nur weil sie eine Hand-
habe für das Paradox bietet, sondern auch weil es eine deutliche Parallele 
zwischen der Unterscheidung klitische vs. starke Pronomina und der Un-
terscheidung es vs. übrige Personalpronomina gibt. Zum einen verhalten 
sich starke Pronomina exakt wie NP, und dies gilt auch für die meisten 
deutschen Personalpronomina, wie (1) - (2) zeigen. Zum anderen un-
terliegen klitische Pronomina Beschränkungen, die wiederum auffallend 
denen ähneln, die für das Pronomen es gelten. So etwa können klitische 
Pronomina weder koordiniert noch modifiziert/fokussiert werden, und sie 
müssen in enger lokaler Umgebung zu ihrem jeweiligen Verb verbleiben. 
Dies sei hier anhand klitischer Pronomina aus dem Französischen und 
Slowakischen illustriert: 
(9) Jean le trouve gentil 
/Jean ihn findet nett / 
Jean findet ihn nett 
a. * Jean le et son frère trouve gentil 
/Jean ihn und seinen Bruder findet nett/ 
b. * Jean seulement le trouve gentil 
/Jean nur ihn findet nett / 
c. {Jean; *ie}, Marie croit que Pierre l'apprécie 
/{Jean; ihn} Marie glaubt daß Pierre ihn-schätzt / 
{Jean; Ihn}, glaubt Marie, schätzt Pierre 
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(10) Vcera ho skoro presvedcil 
/gestern ihn.[3.sg.m.acc.] fast überzeug.[Prät.Perf.3.sg.m.]/ 
Gestern hat er ihn fast überzeugt 
a . * Vcera ho a jeho brata skoro presvedcil 
/gestern ihn und seinen Bruder fast überzeug.[Prät.Perf.2.sg.m 
b . * Vcera ibaho skoro presvedcil 
/gestern nur ihn.[3.sg.m.acc.] fast überzeug.[Prät.Perf.3.sg.m.]/ 
Gestern hat er nur ihn fast überzeugt 
c. * Vcera ho, provedal, ze skoro presvedcil 
/gestern ihn.[3.sg.m.acc.], sag.[Prät.Perf.3.sg.m.], daß fast überzeug. 
[Prät.Perf.3.sg.m.] 
Gestern hat er ihn, sagte er, fast überzeugt 
Das Paradox scheint somit aufgelöst: das seltsame Pronomen es ist ein-
fach ein klitisches Personalpronomen, während die übrigen deutschen 
Personalpronomina starke Pronomina sind. Angesichts der großen Uber-
einstimmung zwischen (3) - (6) einerseits und (9) - (10) andererseits 
macht dies auch durchaus Sinn. Zudem ist es eine unbestrittene und 
signifikante Tatsache, daß die klitischen Pronomina quer durch typolo-
gisch sehr unterschiedliche Sprachen gleiche grammatische Eigenschaften 
aufweisen, und die hier gezeigte Parallele zwischen es - il - ho erscheint 
dann nur als ein weiterer Belegfall für den generellen Parallelismus. Aber 
genau hier stoßen wir auf neue Probleme: in einigen Hinsichten verhält 
sich es nämlich nicht wie ein klitisches Personalpronomen, und dies ist 
angesichts der cross-linguistisch stabilen Uniformität der klitischen Pro-
nomina ein gravierender Umstand. So etwa können - quer durch alle 
betreffenden Sprachen - nach Präpositionen keine Objektklitika, son-
dern nur starke Pronomina vorkommen. Das deutsche es aber kann dies 
doch und weicht darin klar von den Klitika ab:2 
(11) a . Je pars avec { * f e ; lui} 
Ich gehe mit ihm 
b. Isiel som k { * m u ; nemu} 
/geh.[Prät.Imperf.l.sg.m.] bin zu ihm/ 
Ich bin zu ihm gegangen 
(12) Ich kann ohne es nicht leben 
2 Die meisten deutschen Präpositionen verlangen anstelle von P + es eine 
da + P-Konstruktion (vgl. van Riemsdijk 1978). Dies ist ein unabhängiges 
Phänomen, das die Argumentation hier nicht berührt. 
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Ein weiterer Unterschied zwischen es und den klitischen Pronomina be-
steht darin, daß alle bekannten Klitika jeweils nur in einer von zwei Posi-
tionen vorkommen: entweder adjazent zum Verb wie das französische le 
in (9), oder in der sog. „zweiten Stelle im Teilsatz" wie das slowakische 
ho in (10). Und dieses Muster zieht sich durch viele Sprachen. Das deut-
sche es jedoch verhält sich deutlich anders, indem es weder verb-adjazent 
ist noch als zweite Konsti tuente im Teilsatz erscheint: 
(13) ..., [daß] [die Mutter] [dem Jungen] es jetzt gezeigt hat 
Weitere Unterschiede zwischen es und den Klitika werden anhand des 
Subjektpronomens es in Abschnitt 2.2 erörtert . Das Paradox bleibt so-
mit bestehen und erscheint vielleicht noch rätselhafter: die deutschen 
Personalpronomina sind durchweg starke Pronomina, nur mit tendrin ist 
da dies seltsame Gebilde es, das irgendwie klitikartig, aber doch auch 
wieder kein echtes Klitikon ist. 
Das Paradox und seine Gegenstücke in anderen germanischen Sprachen 
hat eine statt l iche Reihe von Untersuchungen gezeitigt, etwa Haider 
(1984), Travis (1984), Jaspers (1989), Tomaselli (1990), Abraham (1991), 
Cardina le t t i /Rober ts (1991), Holmberg (1991), Vikner/Schwartz (1991), 
Zwart (1991, 1993), Cardinalet t i (1992), Haegeman (1992, 1993), Lenerz 
(1992), Tomasell i /Polet to (1992), Beerman (1993) - um nur einige zu 
nennen, aber es hat sich bislang einer Erklärung hartnäckig widersetzt. 
2. D i e i ta l i en i sche Lösung 
2.1 Parallel i tätsbetrachtung 
Die entscheidende Beobachtung zur Auflösung des Paradoxes besteht 
darin, daß einige Sprachen, die reguläre starke und klitische Pronomina 
haben, ebenfalls so „seltsame" Pronomina haben, die sich weder wie 
klitische noch wie starke Pronomina verhalten. Dies gilt etwa für das 
Italienische - vgl. (14) mit Beispielen aus Cardinalett i (1991), aber auch 
für die französischen Objektpronomina in Imperativsätzen, vgl. Cardi-
nale t t i /S tarke 1994, Anm. 32): 
(14) a. Non {*a /tu'} dirò mai {*a lui} tutto {a lui} 
b. Non {*/oro} dirò mai {loro} tutto {*loro} 
c. Non {gli } dirò mai tutto 
/nicht ihm/ihnen/ihm sag.[Fut.l.sg] nie alles/ 
Niemals werde ich ihm/ ihnen / ihm alles sagen 
Das Pronomen gli / i h m / in (14c) ist klitisch, und sämtliche pronomi-
nalen Klitika des Italienischen könnten an dieser Position auftreten. Of-
fensichtlich ist das nicht-präpositionale Dativpronomen loro / i h n e n / in 
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(14b) nicht klitisch: es unterliegt anderen Distributionsbedingungen. An-
dererseits ist loro aber ebenso offensichtlich kein starkes Pronomen wie 
etwa das präpositionale Pronomen a lui / i h m / in (14a), das in einer 
Position steht, die auch eine NP einnehmen könnte. Somit ist loro als 
Pronomen ein eigenartiges Zwischending.3 
Die Ähnlichkeit zwischen dem deutschen es und dem italienischen loro 
wird noch durch den Umstand verstärkt, daß loro dieselben klitikarti-
gen Eigenschaften wie es ha t . Es ist nicht koordinierbar - vgl. (15a), 
nicht modifizierbar/fokussierbar - vgl. (15b), und seine Bewegung aus 
der üblichen NP-Position heraus ist strikt lokal - vgl. (15c), wohinge-
gen alle diese Konstruktionen mit starken Pronomina (oder vollen NP) 
möglich sind - vgl. (16): 
(15) a. *Non metterei mai loro e loro/ai mierei figli 
/nicht aufsetz.[Cond.l .sg] nie ihnen und ihnen/meinen 
Kindern 
il cappuccio 
die Mütze 
b. *Non metterei mai solo loro il cappuccio 
/ n i ch t aufse tz . [Cond. l . sg] nie nur ihnen die M ü t z e / 
c. *Loro, non metterei mai il cappucio 
/Ihnen, nicht aufsetz.[Cond.l .sg] nie die Mütze/ 
(16) a. Non metterei mai il cappuccio a lui e a Gianni 
/nicht aufsetz.[Cond.l .sg] nie die Mütze ihm und Gianni/ 
Ich würde niemals ihm und Gianni die Mütze aufsetzen 
b. Non metterei mai il cappuccio solo a lui 
/nicht aufsetz.[Cond.l.sg] nie die Mütze ihm und Gianni/ 
Ich würde niemals nur ihm die Mütze aufsetzen 
c. A lui, non metterei mai il cappuccio 
/ Ihm, nicht aufsetz.[Cond.l .sg] nie die Mütze/ 
Ihm würde ich die Mütze niemals aufsetzen 
Schließlich sind es und loro nicht den Adjazenz-Bedingungen unterwor-
fen, ganz im Gegensatz zu den romanischen Klitika müssen sie nicht ad-
3 Die /oro-Kons t rukt ion ist klar zu t rennen von „ D o p p e l o b j e k f ' - K o n s t r u k t i -
onen, vgl. dazu die Diskussion in Card ina le t t i (1991). 
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jazent zum regierenden Verb stehen - vgl. (13) fürs Deutsche und (14b) 
fürs Italienische, und im Unterschied zu anderen Klitika erscheinen sie 
nicht an der zweiten Position im Teilsatz. 
Das deutsche Objektpronomen es und das italienische Dativpronomen 
loro verhalten sich somit strikt parallel. Ja , die Parallele geht sogar noch 
weiter: das Italienische hat seine Gegenstücke zum deutschen es. Neben 
dem starken Pronomen lui in (17a) verfügt das Italienische über klitik-
artige Pronomina wie egli in (17b). Egli steht im Kontrast zu den kliti-
schen Subjekten in norditalienischen Dialekten (z.B. dem von Venedig), 
die verb-adjazent bleiben müssen - vgl. (17c): 
(17) a. Lui questo libro forse lo ha già letto 
b. queso libro {egli}forse lo ha già letto 
c. i*-®'} sto libro {*«'} forse {el}lo ga za leto 
/ e r dieses Buch {er} vielleicht {er}es ha t schon gelesen/ 
Er hat dieses Buch vielleicht schon gelesen 
Pronomina wie egli verhalten sich exakt wie das deutsche Subjektprono-
men es: sie sind weder koordinierbar noch modifizierbar/fokussierbar, ihr 
Bewegungsspielraum ist strikt lokal, und sie müssen nicht verb-adjazent 
sein. 
Das italienische Paradigma zeigt somit klar, daß es drei Klassen von 
Pronomina gibt, und nicht etwa nur zwei. Neben starken und klitischen 
Pronomina gibt es einen dritten Typ, der auf keinen der beiden anderen 
Typen zu reduzieren und also zwischen stark und klitisch anzusiedeln 
ist. In Anlehnung an die für klitikartige germanische Pronomina übliche 
Terminologie (vgl. den Besten (1977, S. 25) und Koster (1978, S. 209)) 
nennen wir diese dri t te Klasse von Pronomina schwache Personalpro-
nomina. Um die starken Pronomina auszugliedern, reservieren wir den 
Terminus defiziente Pronomina für die Vereinigungsmenge der klitischen 
und schwachen Pronomina. Zur Motivierung dieses Terminus - vgl. Car-
dinalet t i /Starke (1994). 
Die Existenz einer dritten Klasse von Pronomina liefert nun eine prinzi-
peile Lösung für das deutsche Paradox. Wir haben oben gesehen, daß die 
Idee verschiedener „Klassen von Pronomina" der Lösung des Rätsels im-
merhin nahekommt (nämlich wenn es zu einer von den übrigen deutschen 
Personalpronomina verschiedenen Klasse gehören würde). Das Geheim-
nis bleibt aber dennoch eins, weil es keinen kohärenten Ansatz gibt, nach 
dem man es in eine der beiden Klassen - stark bzw. klitisch - einpassen 
könnte. Nun aber, da wir nach genauerem Hinsehen ein drit te Klasse 
von Pronomina entdeckt haben, ist die Situation ganz anders: es hat 
dieselben Eigenschaften wie italienisch loro und egli oder französisch il-
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vgl. (29a) unten - oder andere ähnliche Pronomina dieses dri t ten Typs. 
Damit verflüchtigt sich der Eindruck, daß das deutsche es eine höchst 
eigenwillige Ausnahme inmit ten eines ganz normalen Systems darstellt . 
Unter der neuen Sicht ist das deutsche Pronominalsystem nicht mehr 
rätselhaft , seltsam oder paradox. Vielmehr erscheint es nun als ganz nor-
male Belegung des zugrundeliegenden dreiteiligen Systems der Personal-
pronomina. Anders gesagt, das deutsche Pronominalsystem ist genau 
wie sein italienisches Gegenstück. Wir können dies (mit einer kleinen 
Änderung, die in (25) unten erfolgt) folgendermaßen darstellen: 
(18) Italienisch Deutsch 
[3.sg.rn.dat] [3.pl.dat] [3.sg.m.acc] [3.sg.n.acc] 
kliiisch gli - -
schwach - loro - es 
stark a lui a loro ihn 
Diese Dreiteilung ist keineswegs nur eine für Deutsch und Italienisch. 
Die Personalpronomina aller Sprachen, die wir bisher geprüft haben, ob 
Englisch, Französisch, Hebräisch oder Gun, lassen sich in dieses dreitei-
lige Muster einordnen - vgl. Cardinale t t i /Starke (1994). Dies legt die 
Annahme nahe, daß die menschliche Sprache universell nur ein System 
von Personalpronomina vorgibt, wobei die Einzelsprachen sich lediglich 
darin unterscheiden, welche Klasse sie lexikalisieren. 
2.2 Einige Voraussagen aus dem System 
Das in (18) exemplifizierte System löst nicht nur das deutsche Paradox 
auf, es macht auch einige testbare Voraussagen: wenn Deutsch und Itali-
enisch das zugrunde liegende Pronominalsystem gemeinsam haben, dann 
müßten die Eigenschaften des italienischen Systems auch im Deutschen 
nachweisbar sein. Und das sind sie in der Tat . 
Voraussage Nr. 1: Referenz auf Personen 
Ein besonders überraschender Zug von Personalpronomina ist es, daß 
einige nur auf Personen referieren können (das dafür in der Literatur 
übliche semantische Merkmal lautet [± Menschlich], obwohl - da auch 
Bezeichnungen für Götter , Engel und Fabelwesen etc. darunterfallen -
[± Person ] treffender wäre, aber dieses ist schon von der Morphologie 
besetzt - Anm. d. Ubers.). Genauer gesagt, starke Pronomina können nur 
auf Personen referieren, während klitische und schwache Pronomina auf 
beliebige Ent i tä ten referieren können. Im folgenden italienischen Beispiel 
(19) kann cappuccio entweder „Mütze" bedeuten (in diesem Falle sollte 
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loro auf Personen referieren) oder „Füllfederkappe" (hierbei sollte loro 
nicht auf Personen referieren). Was wir feststellen können, ist, daß das 
defiziente (nicht-präpositionale) ¡oro zwei Lesarten haben kann, daß aber 
die starke (präpositionale) Form a loro nur auf Personen, also nicht auf 
Füllfedern, referiert: 
(19) 
[+ Menschl.] [- Menschl.] 
a. Non metterò mai ¡oro cappuccio ^J 
b. Non metterò mai il cappuccio a loro ^J * 
a. Ich werde ihnen nie die Mütze aufsetzen/die Füllfederkappe 
aufstecken 
b. Ich werde ihnen nie die Mütze aufsetzen/*die Füllfederkappe 
aufstecken 
Diese Eigenschaft des Systems der Personalponomina ist umso überra-
schender, als sie genau so in vielen völlig unverwandten Sprachen auftr i t t 
- vgl. Cardinalett i /Starke (1994). 
Wie erinnerlich können defiziente Pronomina nicht koordiniert wer-
den. Das heißt, daß gerade diejenigen Personalpronomina, die auf 
nicht-menschliche Entitäten referieren können, nicht koordinierbar sind. 
Daraus folgt, daß koordinierte Personalpronomina sich nie auf nicht-
menschliche Entitäten beziehen: 
(20) 
[+ Menschl ] [- Menschl ] 
a. *Non metterò mai l o r o e loro iI cappucc io - -
b. N o n metterò mai ti cappuccio a l o r o e alle altre ^J * 
Ich werde ihnen und den anderen nie die M ü t z e / 
*die Fü l l e rkappe aufse tzen 
Wenn unsere Argumentation st immt, daß das deutsche Pronominalsy-
stem gar nicht so bizarr, sondern im Grunde identisch mit dem italieni-
schen ist, dann müßten die in (19) und (20) illustrierten Beschränkungen 
auch fürs Deutsche gelten. Die erste Voraussage ist daher, daß koor-
dinierte Personalpronomina im Deutschen nicht auf nicht-menschliche 
Enti täten referieren können, oder andersherum, daß deutsche Personal-
pronomina, die auf nicht-menschliche Entitäten referieren, nicht koordi-
nierbar nicht. 
Die Bewertung dieser Befunde ist sehr robust. Personalpronomina, die 
auf nicht-menschliche Entitäten referieren, widersetzen sich der Koordi-
nation: 
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(21) 
a. Maria hat ihn und den anderen eingeladen ( i h n = Karl) 
b. * Maria hat ihn und den anderen repariert ( i h n = den Wagen) 
(22) 
a. Er und sein Bruder sind sehr nett ( er = Kart) 
b. *Er und der daneben sind nicht verständlich ( er = der Fahrplan) 
Die Asymmet r i e zwischen dem ihn in (21a), das koordinierbar ist, aber 
nicht auf nicht-menschliche En t i t ä t en referieren kann, und dem ihn in 
(21b), das nicht koordinierbar ist, aber auf nicht-menschliche En t i t ä t en 
referieren kann, folgt direkt aus dem zugrunde gelegten Pronominalsy-
s tem, nämlich un te r der A n n a h m e , daß ihn ambig ist zwischen einer 
schwachen Form (nicht-koordinierbar , Referenz auf nicht-menschliche 
En t i t ä t en ) und einer starken Form (koordinierbar , nur Referenz auf Per-
sonen). 
Anderersei ts ist es das einzige schwache Pronomen im Deutschen, das 
kein Gegenstück in Gesta l t eines s tarken Personalpronomens ha t . Die an-
hand des Merkmals [ iMensch l . ] sort ier ten Fakten liefern eine grundsä tz-
liche Erk lä rung fü r die Abwesenheit eines s tarken Pronomens es im Deut-
schen: es kann keine s tarken P r o n o m i n a geben, die auf nicht-menschliche 
En t i t ä t en referieren.4 
Das Kr i te r ium der (Nicht-)Koordinierbarkei t war nur ein I l lustrat ionsfall 
fü r die Eigenschaften der schwachen Pronomina , aber natürlich treffen 
andere typische Eigenschaf ten ebenso zu. Da nur defiziente P r o n o m i n a 
auf nicht-menschliche En t i t ä t en referieren können, sollten sich alle deut-
schen P ronomina , die auf nicht-menschliche Ent i tä ten referieren, als de-
fizient erweisen, und folglich alle Eigenschaften von es teilen, nicht nur 
die Nicht-Koordinierbarkei t . Und das tun sie auch. 
Nehmen wir die Lokal i tä tsbeschränkung. In (6b) vs. (8d) oben wurde 
gezeigt, daß ihn nicht auf die verbnahe Position beschränkt ist. Aber 
sobald sich die Referenz von ihn zu [-Menschl.] verändert , wird die Be-
wegung von ihn lokal, d.h. auf verbnahe Posit ionen beschränkt , genau 
wie bei es - vgl. (23a) vs. (23b) und (23c). Derselbe Kontras t findet sich 
auch bei den S u b j e k t p r o n o m i n a in (24) - vgl. auch (7b) und (8c) oben: 
4 Umgekehrt gibt es einige Fälle, wo es auf Personen referiert, etwa das 
Mädchen oder das Kind. Hier greift die prinzipielle Erklärung für die Ab-
wesenheit eines starken Pronomens ei natürlich nicht. Im Gegenteil, die 
Variation zwischen den Sprachen sollte sich u.a. darin zeigen, ob für diese 
Lesart von es ein starkes Personalpronomen existiert oder nicht. 
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(23) a. Ihn, hat Maria gesagt, daß Hans schon eingeladen hai 
(ihn = den Freund) 
b. *Ihn, hat Maria gesagt, daß Hans schon gekauft hat 
(«Tin = den Wagen) 
c. *Es, hat Maria gesagt, daß Hans schon gekauft hat 
(es = das Auto) 
(24) a. Er, glaube ich, ist sehr nett (er = sein Freund) 
b. *Er, glaube ich, ist sehr teuer (er — der Zug) 
c. *Es, glaube ich, ist sehr teuer (es = das Auto) 
Dasselbe gilt fü r Modif iz ierung/Fokussierung. Eingangs ha t t en wir ge-
zeigt, daß er modif iz ier t / fokussier t werden kann, was aber nur gilt, wenn 
er (ebenso das Akkusa t ivpronomen ihn) sich auf Personen bezieht . 5 
K u r z u m , die erste Menge von Voraussagen bes tä t ig t klar die Hypothese, 
daß das Deutsche die seinen Persona lpronomina zugrunde liegende Syn-
t a x mi t anderen Sprachen teilt . Genauer gesagt: (i) ei ist innerhalb des 
deutschen Pronomina lsys tems keine Ausnahme , sondern sämtl iche auf 
nicht-menschliche En t i t ä t en referierenden P r o n o m i n a verhalten sich wie 
es; (ii) es ist keine A u s n a h m e im Sprachsys tem, vielmehr gibt es eine 
große Klasse von P r o n o m i n a (eben die schwachen, d.h. weder klitischen 
noch s tarken Pronomina) , die sich wie es verhal ten. Die Tabelle in (18) 
oben ist demnach wie folgt abzuändern : 
(25) Italienisch Deutsch 
Voraussage Nr. 2: Maximale Projektion. 
Wenn wir uns nun den abs t rak te ren Eigenschaften zuwenden, so zeigt 
sich ein syntakt ischer Unterschied zwischen klitischen und schwachen 
P r o n o m i n a in ihrer Posit ion in der Phrasens t ruk tu r . Klitika verhal ten 
sich wie Köpfe: wenn das Verb, d.h. ein Kopf, zu dem sie adjazent sind, 
wegbewegt wird, dann bewegen sie sich mi t ihm: 
5 Allerdings ist nicht jegliche Modifizierung für defiziente Pronomina ausge-
schlossen. Sie können z.B. durch „floatende" Quantoren modifiziert werden: 
(i) Ich habe sie gestern alle/beide gekauft 
(ii) le temo tutte/entrambe 
/sie.[3.pl.acc] fürchte alle / beide/ 
Ich fürchte sie alle/beide 
klitisch 
schwach 
stark 
[3.sg.rn.dat] [3.pl.dat] [3.sg.m.acc] [3.sg.n.acc] 
gli -
loro ihn es 
a lui a loro ihn 
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(26) a. Se Gianni Tavesse organizzato con un certo anticipo, ... 
/wenn Gianni es.hätte organisiert im voraus, ... / 
Wenn Gianni es im voraus organisiert hät te , ... 
b. L'avesse Gianni organizzato con un certo anticipo, ... 
/es.hätte Gianni organisiert im voraus, ... / 
Hät te es Gianni im voraus organisiert, ... 
Dies ist Indiz dafür , daß das Klitikon buchstäblich an das Verb angeklebt 
ist, woraus wiederum folgt, daß es selbst ein Kopf ist. 
Andererseits zeigt sich bei genauerer Betrachtung, daß das nicht-präposi-
tionale Pronomen loro / i h n e n / die Position einer ganzen Phrase (XP) 
einnimmt - vgl. Cardina le t t i /S tarke (1993) zu Einzelheiten. Zu ähnlichen 
Folgerungen gelangen Kayne (1983) and Rizzi (1986) bezüglich defizien-
ter pronominaler Subjekte im Französischen - vgl. (29a) unten, indem 
sie deren phrasalen Sta tus als X P als Differenzpunkt zu den Subjekt-
und Objektkl i t ika in den norditalienischen Dialekten herausstellen. 
Wenn unsere Annahme s t immt, daß im Deutschen das Pronomen es und 
die übrigen Personalpronomina in ihrer Referenz auf nicht-menschliche 
Ent i tä ten klare Belegfälle für schwache Pronomina sind, dann müßten 
diese Pronomina Positionen besetzen, die für maximale Projektionen 
(XP) reserviert sind, und sie dürften sich nicht wie Köpfe verhalten. 
Dafür gibt es Belege sowohl aus der Stellung dieser Pronomina in Verb-
Zweit-Sätzen wie auch aus ihrer Kombination mit Präpositionen: 
(27) a. Es ist zu teuer 
b. Er ist zu teuer (, dieser Zug) 
(28) a. Ich kann ohne es nicht leben 
b. (Dieser Zug ist sehr schnell,) 
ich könnte ohne ihn nicht pünktlich ankommen 
In (27) besetzen die schwachen Pronomina die Spitzenposition in ei-
nem Verb-Zweit-Satz. Diese Sätze sind bekanntlich durchweg vom Typ 
[XP V ... ], was gerade ihre Verb-Zweit-Eigenschaften bedingt. Daraus 
folgt, daß die schwachen Subjektpronomina eine XP-Position einnehmen 
- vgl. Cardina le t t i /S tarke (im Druck) für Argumente gegen alternative 
Annahmen. In (28) werden die schwachen deutschen Pronomina von ei-
ner Präposit ion regiert und nehmen innerhalb einer Präpositionalphrase 
(PP) wiederum eine Position ein, die für maximale Projektionen, also 
XP, reserviert ist. 
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Voraussage Nr. 3: Satzkoordination. 
Da schwache P r o n o m i n a maximale Projekt ionen sind, verschmelzen sie 
nicht m i t dem dazugehörigen Verb, da Klit ika aber Köpfe sind, können 
sie in bes t immten Si tua t ionen m i t dem Verb verschmelzen. Rizzi (1986) 
bemerk t , daß dies eine Erk lä rung fü r folgende Koordina t ionsasymme-
trien liefert: 
(29) a. Il travaille à son article et - - pense à ses problèmes 
Er arbeitet an seinem Aufsatz und - - denkt an seine Probleme 
b. *Jean le lavera soigneusement et - - remettra en place 
c. Jean le lavera soigneusement et le remettra en place 
Jean wird {ihn, sie, es)sorgsam waschen und ({ ihn, sie, ei}) 
wieder an seinen Platz legen 
(29b) ist abweichend. Um den Satz akzeptabel zu machen, muß das kli-
tische le wiederholt werden wie in (29c). Diese Asymmet r i e folgt aus der 
Tatsache , daß es in (29b) keine Kons t i tuen te gibt , die zu koordinierenn 
wäre, d.h. keine Konst i tuente , die das Klitikon ausschließt, aber das Verb 
einschließt. In (29a) und (29c) hingegen gibt es eine solche Konst i tuente . 
Der Kon t ras t ist in (30) als B a u m d i a g r a m m dargestel l t , wobei a den re-
levanten Knoten kennzeichnet: 
(30) 
a. IP b. IP 
il travaille \ son article Jean le lavera soigneusement 
Derselbe Kont ras t findet sich, wenngleich noch subti ler , zwischen defizi-
enten Sub jek ten vom egli - T y p im Standardi ta l ienischen, die im zweiten 
Kon junk t wegfallen können, und den defizienten Sub jek ten in einigen 
norditalienischen Dialekten, die das nicht können: 
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(31) a. Egli canta e - - balla benissimo (S tandard i ta l ien isch) 
Er singt und - - tanzt sehr gut 
b *La canta a canta e 
/Sie singt und 
- bala 
- t a n z t / 
(Trent ino) 
Hier gilt genau dieselbe E r k l ä r u n g : egli ist ein schwaches P ronomen u n d 
daher in einer Specif ier-Posi t ion - wie il in (30a) - und kann folglich im 
zweiten K o n j u n k t wegfal len. Hingegen ist la klitisch - wie le in (30b) -
u n d kann folglich i m zweiten K o n j u n k t nicht wegfallen. 
Nun , wenn es ein schwaches P r o n o m e n ist, das die einlei tende Specifier-
Pos i t ion in e inem Verb-Zwei t -Satz bese tz t , dann sollte es möglich sein, es 
( u n d andere defiziente deutsche P r o n o m i n a ) im zweiten K o n j u n k t weg-
zulassen, ganz so wie f ranzösisch ¿ /und i tal ienisch egli, aber im Gegensa tz 
zu f ranzösisch le u n d nordi ta l ienisch la: 
(32) a. Es kostet viel und - schmeckt auch nicht gut (es = das Eis) 
b. Er kostet viel und - schmeckt auch nicht gut (er = der Kuchen) 
Wieder ist die U b e r e i n s t i m m u n g wie e rwar t e t . Sie bes tä t ig t die Ähnlich-
keit zwischen den ge rmanischen u n d den romanischen Pronominalsys te-
m e n , spezieller noch , die U b e r e i n s t i m m u n g der schwachen P r o n o m i n a 
wie deu tsch ei, f ranzösisch il u n d italienisch egli (als Sub jek t ) und loro 
( im Da t iv ) . 
Voraussage Nr. 3: Feste Position 
Ein C h a r a k t e r i s t i c u m defizienter P r o n o m i n a ist ihre feste Posi t ionierung: 
sie können weder „außerha lb" ihrer Teilsätze, also topikalisiert oder dis-
loziert , noch in ihrer g rund legenden thema t i schen Posi t ion vorkommen: 
(33) a. {/«»}, qvesto libro, {/u»} lo ha comprato {lui} 
{*egli},questo libro, {egli}lo ha comprato {*egli} 
/er , dieses Buch er es hat gekauft e r / 
b. { a /u t} , Maria, { a /u»} ha dato questo libro {a /«»} ieri { a l u i ) 
/ ihm, Maria ihm hat gegeben dieses Buch ihm gestern ihm/ 
{*/oro}, Maria, {*loro} ha dato {¡oro}questo libro {*loro} 
ieri {*/oro} 
/ ihnen, Maria, ihnen hat gegeben ihnen dieses Buch ihnen 
gestern/ ihnen/ 
Die feste Pos i t ion von schwachen S u b j e k t p r o n o m i n a ist ganz sys tema-
t isch über - d .h . l inks von - der festen Posi t ion von schwachen O b j e k t -
p r o n o m i n a : 
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(34) a. Egli ha dato loro questo libro 
Er hat ihnen dieses Buch gegeben 
b. II a tout fait 
Er hat alles getan 
Die Dis t r ibut ion scheint somit die generell angenommene Verteilung von 
Elementen in den Konfigurat ionen spec-AgrS und spec-AgrO zu reflek-
tieren, ein F a k t u m das a m einfachsten so zu erfassen ist: „Schwache Pro-
nomina werden nur in einer Konfigurat ion spec-Agr lizensiert, wo sie in 
einer lokalen Relat ion mi t Kasusmerkmalen stehen." - vgl. die ausführ-
liche Diskussion in C a r d i n a l e t t i / S t a r k e (1994). 
Die General is ierung über die Verteilung der schwachen P r o n o m i n a gilt 
auch fü r das Deutsche. W ä h r e n d volle N P im Mittelfeld ziemlich frei 
in ihrer Dis t r ibut ion sind, sind das P ronomen es und andere defiziente 
P r o n o m i n a fest placiert . Man vergleiche (35b) mit (36b), wo ihn = den 
Parkschein: 
(35) a. ..., daß der Automat/das Gerät dem Kunden 
den Parkschein doppelt berechnet hat 
b. ..., daß den Parkschein dem Kunden der Automat/ 
das Gerät doppelt berechnet hat 
(36) a daß er /es ihn dem Kunden doppelt berechnet hat 
b. *..., daß ihn er / es dem Kunden doppell berechnet hat 
Ein schlagendes Argumen t für diese Verteilung ist die Tatsache, daß eine 
Folge von zwei es nur auf eine Weise interpret ier t werden kann. Deutsche 
Sprecher können in (37a) das erste ei nur als Subjekt und das zweite ei 
nur als Ob jek t interpret ieren, wohingegen die vollen N P in (37b) und 
(37c) viel freier in ihrer Abfolge sind: 
(37) a. ..., weil es es gegessen hat 
b. ..., weil das Kind das Brot gegessen hat 
c. ..., weil das Brot das Kind gegessen hat 
Wieder verhal ten sich die deutschen Persona lpronomina wie e rwar te t , 
wenn man a n n i m m t , daß das deutsche Pronominalsys tem ähnlich wie 
seine romanischen Gegenstücke aufgebaut ist. 
Voraussage Nr. 5: Wähle das am meisten reduzierte Pronomen! 
In Sprachen, in denen defiziente und s tarke Persona lpronomina eine 
unterschiedliche Morphologie aufweisen, könnte ein simpler Satz wie 
420 Michal Starke 
Hans beobachtet sie oder John watches her im Prinzip zwei Varianten 
besitzen, nämlich eine mi t einer starken Pronominalform und eine mit 
einer defizienten. Nun zeigt sich aber, daß in solchen Sprachen immer 
nur eine von beiden möglich ist, nämlich die am meisten reduzierte: 
(38) a. Jean la regarde 
b. * Jean regarde elle 
Hans betrachtet sie 
Dies schließt jedoch die Verwendung der starken Form nicht grundsätz-
lich aus, wie die folgenden Beispiele zeigen: 
(39) a. Jean regarde elle ei son frère 
Hans betrachtet sie und seinen Bruder 
b. Jean regarde seulement elle 
Hans betrachtet nur sie 
Allerdings kann die starke Variante der Pronomina nur dann verwendet 
werde, wenn die defiziente nicht zugänglich ist. Dies ist die knappste 
Formulierung eines generellen Prinzips, das besagt, daß stets die am 
meisten defiziente Form zu verwenden ist. Wenn eine klitische Form 
verfügbar ist, muß sie gewählt werden - vgl. (38). Wenn keine defizi-
ente Form vorhanden ist, wird die starke Form (trivialerweise) zur am 
meisten defizienten Form und kann folglich verwendet werden - vgl. (39). 
An der Oberflächenstruktur ergibt sich daraus ein Paradigma, in dem 
ein Pronomen „weit links" erscheinen muß, außer wenn es koordiniert 
oder modifiziert ist, dann kann es auch „weiter rechts" auftreten - vgl. 
(38) und (39) oben. 
Und wie steht 's damit im Deutschen? Wenn das Pronominalsystem im 
Deutschen und Italienischen das gleiche ist, dann sollte das Auswahl-
prinzip auch in beiden Sprachen wirksam sein. Der Gleichklang der 
stark-schwach Paare (ihn - ihn, sie - sie) im Deutschen erschwert die 
Überprüfung. Man betrachte jedoch das folgende Paradigma: 
(40) a. Ich habe ihn gestern eingeladen 
b. Ich habe gestern *ihn eingeladen 
c. Ich habe gestern ihn und Maria eingeladen 
d. Ich habe gestern nur ihn eingeladen 
Auf den ersten Blick erscheint dieses Paradigma ziemlich willkürlich. 
Warum kann ihn in (40b) nicht nach dem Adverb stehen, wohl aber in 
(40c) und (40d), also in Kontexten, die im Italienischen ein starkes Pro-
nomen erzwingen würden? Angesichts des Auswahlprinzips und der Tat-
sache, daß die Oberflächenform ihn mehrdeutig ist bezüglich einer schwa-
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chen u n d einer s tarken Lesart des Personalpronomens , werden diese Fak-
ten be inahe tr ivial . Das schwache ihn wird bevorzugt gegenüber seinem 
s ta rken Gegenstück ausgewähl t , und das s tarke (post-adverbiale) Prono-
men kann nur auf t re ten , wenn das schwache aus unabhängigen Gründen 
ausgeschlossen ist. Tatsächlich ist die Verteilung in (40) dieselbe wie in 
den romanischen Sprachen: 
(41) a. Ich habe {ihn}gestern {*i7in} eingeladen 
a ' Jean {/o} regarde {*/a} 
b. Ich habe gestern ihn und Maria eingeladen 
b ' . Jean regarde elle et son frère 
c. Ich habe gestern nur ihn eingeladen c' Jean regarde seulement elle 
Die Aufl is tung dieser Beispiele soll nicht implizieren, daß die S t ruk tu r 
der deutschen und der französischen Sätze übere ins t immt , es geht hier 
nur u m die parallele Verteilung der P ronomina . (41) bes tä t ig t erneut die 
grundlegende Ähnlichkeit der germanischen und romanischen Pronomi-
nalsysteme, speziell die Tatsache , daß auch das Deutsche verschiedene 
Klassen von P ronomina ha t , deren Verteilung durch das Auswahlpr inzip 
gesteuer t wird. 
Es gibt noch einen weiteren durch das Auswahlpr inzip determinier ten 
Phänomenbere ich , an dem m a n die Ubere ins t immung der germanischen 
und der romanischen Sys teme illustrieren kann, nämlich die Nomen-
Pronomen-Asymmet r ien . D a in den betreffenden Sprachen N P nicht in 
verschiedenen Varianten vorkommen (d.h. N P sind nur s tark und besit-
zen keine schwachen oder klitischen Varianten) , während Personalpro-
mon ina verschiedene Varianten aufweisen, liefert das Auswahlpr inzip in 
den beiden Fällen unterschiedliche Ergebnisse. Bei Nomina er laubt es 
s te ts die s tarke Form, die trivialerweise unter den zugänglichen Formen 
die a m meisten reduzierte ist, bei P r o n o m i n a aber läßt es die s tarke 
Form nur in solchen Kontexten zu, die eine defiziente Form ausschließen 
(also bei Fokussierung etc.) . Somit sollte es gewisse Kontexte geben, in 
denen s tarke N P auf t re ten können, aber nicht s tarke Pronomina , es sei 
denn, sie sind kontras t ier t oder modifiziert etc. Dies läßt sich gut am 
Französischen veranschaulichen: während das Auswahlpr inzip in (38b), 
hier wiederholt als (42a), das s tarke Pronomen ausschließt, impliziert es, 
daß in derselben Posit ion eine N P vollkommen akzeptabel ist: 
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(42) <L.*Jean regarde eile 
b .Jean regarde Marie 
Jean be t r ach te t s ie/ Marie 
Dami t haben wir ein zweites Pa rad igma , das die Wirksamkei t des 
Auswahlpr inzips im Deutschen zeigt: das Auswahlprinzip verhindert ein 
s tarkes P ronomen in post-adverbia ler Position - vgl. (41a) und (43a), 
aber es kann nicht verhindern, daß in dieser Posit ion eine s tarke N P 
a u f t r i t t - vgl. (43b): 
(43) a. Ich habe gestern *thn eingeladen 
b. Ich habe gestern Hans eingeladen 
Diese Asymmet r i e folgt unmi t t e lba r aus dem Auswahlpr inzip und lie-
fert dami t weitere Evidenz für die grundlegende Ubere ins t immung der 
germanischen und romanischen Pronominalsys teme. 
Die Pa rad igmen in (40) - (43) fallen direkt unter die minimale Annahme , 
daß das deutsche P ronomina l sys t em nicht etwa bizarr ist, sondern sich 
verhäl t wie alle übr igen Systeme, die wir kennen. Sie alle folgen aus ei-
nem einzigen Prinzip, das etwas vereinfacht laute t : „Wähle das jeweils 
defizienteste P r o n o m e n " . Dieses Prinzip ha t seine unabhängige Motivie-
rung in anderen Sprachen und kann möglicherweise aus allgemeineren 
A n n a h m e n ablei te t werden. 
Die genannten Pa rad igmen haben auch einige wichtige Nebeneffekte. 
E r s t e n s , das schwache ihn kann [+ Menschl.] sein. Aber es gilt 
nicht, daß ein ihn mi t [- Menschl.] schwach und ein ihn mi t [+ Menschl.] 
s tark ist (was j a eine der bisherigen Deutungen war): die Verteilungsbe-
schränkungen in (41) und (43) beziehen sich auch auf ihn mi t [+ Men-
schl.], was besagt , daß das schwache ihn sowohl für eine [+ Menschl.] 
wie auch für eine [- Menschl.] In terpre ta t ion zur Verfügung s teht (wie 
das französische Klitikon le oder das italienische Klitikon lo). Das s tarke 
ihn jedoch ist nur [+ Menschl.] - genau wie die s tarken romanischen 
P ronomina . 
Z w e i t e n s , die Verte i lungsmuster zeigen, daß auch alle übri-
gen deutschen O b j e k t p r o n o m i n a eine schwache Form besitzen. So 
sind nicht nur die P r o n o m i n a der 3. Person ihn und sie mehrdeu-
tig bezüglich schwacher und starker Form, sondern auch alle Pro-
nomina der 1. und 2. Person. Dies ha t m a n bisher nicht zu se-
hen vermocht , weil es für die Existenz einer schwachen Form keine 
morphologische Indikat ion gibt , und weil der Test mit der Referenz 
auf Personen (nur defiziente Formen können auf nicht-menschliche 
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Ent i tä ten referieren) für die Pronomina der 1. und 2. Person irrelevant 
ist. Nun aber zeigt sich, daß die Verteilungsmuster in (41) und (43) 
genauso für die Pronomina der 1. und 2. Person gelten: 
(41 ' /43 ' ) 
a. Hans hat {mich, dich}gestern { *mich, *d»c/i} eingeladen 
b. Hans hat gestern { m i c h , d i ch} und Tom. eingeladen 
c. Hans hat gestern nur { m i c h , dich} eingeladen 
Wenn wir nun die auf das Auswahlprinzip gestützte Erklärung für all 
diese Asymmetrien beibehalten wollen, so folgt daraus, daß die Per-
sonalpronomina der 1. und 2. Person mehrdeutig sind bezüglich einer 
schwachen und einer starken Form. 
Abschließend sei noch einmal betont, daß das Auswahlprinzip keineswegs 
als Elementarprinzip der Grammat ik anzusehen ist, eine solche Auffas-
sung wäre angesichts seines konstruktionsspezifischen Charakters sogar 
suspekt. Wir haben es hier lediglich als deskriptiv adäquate Generali-
sierung benutzt , um die Gemeinsamkeiten zwischen den germanischen 
und den romanischen Pronominalsystemen zu verdeutlichen und um zu 
erhärten, daß das Deutsche über schwache Pronomina verfügt. Wir sind 
jedoch davon überzeugt, daß das Auswahlprinzip ein Epiphänomen dar-
stellt, das aus der Interaktion allgemeinerer Prinzipien abzuleiten ist -
vgl. Cardinale t t i /Starke (1994) für eine ausführlichere Diskussion. 
2.3 Eigenschaften des zugrunde liegenden Systems 
Zusammenfassend läßt sich feststellen, daß sich alle Voraussagen erfüllt 
haben, die sich unter der Annahme einer grundlegenden Ubereinstim-
mung zwischen den germanischen und den romanischen Pronominalsy-
stemen (wobei es und die auf nicht-menschliche Ent i tä ten referierenden 
Personalpronomina als schwache Pronomina gelten) formulieren lassen. 
Insgesamt bezeugen die Fakten bezüglich Referenz auf Personen, Aus-
wahl unter Pronominalklassen, feste Positionierung in einem ansonsten 
recht liberalen Mittelfeld, Koordination mit tilgbaren Subjekten und 
Projektion von Pronomina als XP vs. X o robust und hinreichend die Nor-
malität des deutschen Pronominalsystems. Es gibt kein es-Paradoxon, 
oder aber das es-Paradoxon im Deutschen ist dasselbe wie das lora-
Paradoxon oder das ¿/-Paradoxon im Italienischen bzw. Französischen. 
All diese Paradoxa lösen sich auf angesichts der Verteilungsmuster, die 
auf die Existenz einer dritten Klasse von Pronomina verweisen. 
Zum Abschluß ein kurzer Blick auf die strukturellen Quellen des zu-
grunde liegenden Systems der Personalpronomina. Die Kategorie der 
schwachen Pronomina steht irgendwie zwischen den starken und den 
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klitischen Pronomina: mit den starken teilt sie die Eigenschaft, eine XP-
Projektion zu bilden (und andere Eigenschaften wie die mögliche Beibe-
haltung des Wortakzents), mit den klitischen hingegen teilt sie die Ei-
genschaft der Nicht-Koordinierbarkeit und der Nicht-Modifizierbarkeit. 
Dies ergibt das folgende Bild: 
(44) a. Klitische Elemente sind defiziente X°-Projektionen. 
b. Schwache E l e m e n t e s ind def iz iente X P - P r o j e k t i o n e n . 
c. Starke Elemente sind nicht-defiziente XP-Projektionen. 
Nicht-defiziente Köpfe sind gewöhnlich nicht-klitische Köpfe, also Ver-
ben, Nomina etc. Es verdient angemerkt zu werden, daß wir streng 
genommen durch das vorgeschlagene dreiteilige Pronominalsystem der 
Standardtheorie der Grammatik nichts hinzufügen. Die beiden für un-
sere Annahme zentralen Eigenschaften, nämlich XP vs. Xo and Defizi-
enz (= Nicht-Koordinierbarkeit, Nicht-Modifizierbarkeit etc.), sind Ei-
genschaften, auf die jede Grammatik, die sich auch nur minimal mit 
Klitika befaßt, zurückgreifen muß. Außerdem betrachtet jede Gramma-
tik diese beiden Eigenschaften als unabhängig: es gibt Minimalpaare von 
Köpfen, von denen einer defizient ist, der andere nicht (z.B. viele Auxi-
liare in den slavischen Sprachen). Daher gibt es keine Kovariation zwi-
schen Defizienz und X°-Projektion. Alle Theorien enthalten folglich den 
Begriff „schwaches Pronomen" als logische Möglichkeit. Um die Möglich-
keit schwacher Pronomina tatsächlich auszuschließen, benötigte man ei-
nen Filter, der die Kombination der Eigenschaften XP-Projektion und 
Defizienz effektiv ausschließt. Solche Erwägungen sind wichtig, weil man 
bei einer oberflächlichen Betrachtung der angeführten Fakten den irri-
gen Eindruck gewinnen könnte, daß mit der Postulierung der schwachen 
Pronomina der Grammatiktheorie eine neue Einheit hinzugefügt würde. 
Die „defizienten" Eigenschaften der Personalpronomina sind wie folgt 
verteilt (gezeigt wird nur eine Teilmenge der relevanten Eigenschaften, 
die sich über Morphologie, Phonologie und Semantik erstrecken): 
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(45) 
Lokale 
Bewegung, 
•Modifikation 
•Koordination 
Lokale 
Bewegung, 
•Modifikation 
•Koordination 
XP ] I XP I x ° 
I I I 
I I I 
stark schwach klitisch 
[ihn ; a lui) [es ; ihn ; loro} (g/i) 
Schließlich sei a n g e m e r k t , d a ß die Beziehung stark > schwach > klitisch 
in (45) nicht allein auf den oben genann ten Eigenschaf ten be ruh t , son-
dern auch in verschiedenen anderen D o m ä n e n s ich tbar wird . So e twa 
besagt das Auswahlp r inz ip , das i m Wesent l ichen die Auswahl -Abfolge 
zwischen s t a rken u n d defizienten P r o n o m i n a als stark > defizient fo rmu-
liert , n a tü r l i ch auch, d a ß Kli t ika Vor rang h a b e n vor schwachen Prono-
m i n a u n d schwache vor s ta rken , also stark > schwach >klitisch. 
Freilich ist dies nur ein sk izzenhaf te r Abr iß des zug runde l iegenden Sy-
s t ems der P e r s o n a l p r o n o m i n a , eine auf die Eigenschaf ten des Sys tems 
konzent r ie r te Diskussion findet sich C a r d i n a l e t t i / S t a r k e (1994). Hier 
ging es uns vornehml ich u m den Nachweis, daß das deutsche P rono-
mina l sys t em nur p a r a d o x erscheint , wenn m a n die klare Drei te i lung des 
Sys tems nicht kennt . D a ß alle Spuren des Rätse ls verschwinden, sobald 
m a n das z u g r u n d e l iegende Sys tem herausgefunden ha t , m a c h t das vor-
geschlagene Sys t em g laubwürd ig . 
In diesem Z u s a m m e n h a n g ist na tü r l i ch auch zu e rwähnen , daß die oben 
gebrauch te Redeweise über die „Angleichung" des Deutschen an die i ta-
lienische Lösung nur ein pädagogischer Kunstgr i f f ist . Die Analyse des 
Deutschen h ä n g t in keiner Weise von der der romanischen Sprachen ab . 
Auch wenn die romanischen Sprachen nicht exis t ier ten, würden wir zu 
denselben Schlußfolgerungen gelangen. W i r h ä t t e n die Exis tenz einer 
d r i t t en Klasse von P r o n o m i n a (und die Dre i te i lung des zugrunde lie-
genden Sys tems) auch ausschließlich aus der Analyse deutscher Da ten 
ablei ten und die Ähnl ichkei t zu anderen Sprachen nur als Konsequenz 
a n f ü h r e n können . In diesem Sinne ist das Deutsche, wie der Aufsa tz 
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zeigt, eine wichtige Belegquelle für Einsichten in die zugrunde liegende 
Dreiteilung stark - schwach - klitisch. 
[autorisierte Ubersetzung aus d. Engl.: Ewald Lang] 
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W E R N E R A B R A H A M 
Personalpronomina, Klit iktypologie und die Struktur 
des 'Mittelfeldes' 
Wer in einer fremden Sprache schreibt, 
der muß seine Denkungsart, wie ein Liebhaber, zu bequemen wissen. 
Wer in seiner Muttersprache schreibt, 
hat das Recht eines Ehmanns, 
falls er dessen mächtig ist. 
(Johann Georg Hamman, Versuch über eine akademische Frage) 
Abstract 
Personalpronomina und ihre reduzierten und klitischen Formen stehen an mar-
kanten Satzpositionen, die sich von der Position der koreferenten vollen No-
mina grundsätzlich unterscheiden. Sie erscheinen allerdings in manchen Spra-
chen verbbezogen als Enklitika, in anderen als Proklitika. Es wird zuerst er-
wogen, diese enklitische bzw. proklitische Position von der grundlegenden Li-
nearitätstypologie im greenbergschen Sinne (SVO und SOV/VSO) abhängig 
zu machen. Wiewohl prinzipiell richtig zwingen klitische Pronomina im Skan-
dinavischen sowie die Klitikstellung in Nichtdeklarativen zur Annahme, nach 
der ersten (rechtesten) thematischen Diskursposition im strukturellen Satz-
schema als Ort für die schwachen Pronominalformen zu suchen. Diese An-
nahme erscheint für eine Reihe von nichtverwandten Sprachen als haltbar. Im 
Blickpunkt stehen Sprachen aus den drei greenbergschen Haupttypen: SVO als 
V-mittelständigen Sprachen sowie SOV/VSO als V-randständige Sprachen. Je 
nachdem wie nichtdeklarative Sätze sich aus den zugrundegelegten Strukturen 
ableiten, erreicht das pronominale Klitikum eine enklitische oder eine postkli-
tische Position, die sich dadurch auszeichnet, daß sie die rechteste diskursfunk-
tionale Themaposition ist. Diese Einsicht macht die strukturelle Verschiebung 
der schwachen Pronomina systematisch ableit- und voraussagbar. 
1. Vorrede und Problematisierung 
Es ist auffällig, daß pronominale Klitika in jüngeren Arbeiten zur forma-
len Linguistik zu einem Dauerbrenner geworden sind.1 Dies hat beson-
1 So formte das vom Europarat geförderte linguistische Großforschungsprojekt 
Eurotyp einen eigenen Arbeitskreis zu diesem Thema; siehe Teilergebnisse 
in EUROTYP. PROGRAMME IN LANGUAGE TYPOLOGY. EURO-
PEAN SCIENCE FOUNDATION. Band 5: Clitic doubling and cütic groups 
sowie Band 6: Clitics: their origin, status, and position, jeweils herausgege-
ben von H. van Riemsdijk/L. Hellan (ohne Jahresangabe). 
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dere Gründe. Wie sich zeigen wird, stehen diese phonologisch reduzierten 
Pronominalformen in anderen distributiven Zusammenhängen als ihre 
phonologisch starken Entsprechungen, so daß sich die Frage erhebt, wo-
hin genau, d.h. an welchen strukturell vorgezeichneten Ort , die Klitika 
(CL) 'hinwandern' und vor allem was der Anlaß für diese Wanderung ist. 
Der vorliegende Aufsatz nimmt solche Fragen auf und diskutiert sie für 
eine Reihe verschiedener Sprachen, stets mit Blick auf die besondere Stel-
lung des Deutschen, das solche reduzierte Pronomina mit eigenen Stel-
lungseigenschaften ebenfalls hinreichend kennt. Folgende Feststellungen 
sind bereits erhärtet bzw. ergeben sich jeweils aus vorigem: 
(i) Konservative Dialekte des Deutschen zeigen ausschließlich phonolo-
gisch reduzierte Formen bzw. klitische Entsprechungen (CL) der perso-
nalen Vollpronomina (Pron). Im besonderen gibt es keine Möglichkeit, 
Personalpronomina betont zu verwenden. Ist dies die ur- oder prototy-
pische Funktion von CL? Worin ist diese Erscheinung begründet? Zur 
Feststellung, daß pronominale Klitika nicht in der Basisposition der kore-
ferentiellen Objekte innerhalb von VP stehenbleiben können, vergleiche 
man die folgenden Beispiele aus dem modernen umgangssprachlichen 
Deutsch. 
(1) a daß-s (= es, das Kind) dem Vater gefolgt hat 
Träger = COMP (Konjunktion) 
b Was hat-s dem Vater gegeben? 
Träger = finites V 
c Hat-n der Vater gesehen? 
Träger = finites V 
d *daß dem Vater-s gefolgt hat 
Träger ungleich COMP, nämlich Dativobjekt 
e *Was hat dem Vater-s gegeben? 
Träger ungleich finitem V, nämlich Dativobjekt 
f *Hat dem Vater-s gefolgt? 
Träger ungleich finitem V (Dativ) 
g *-n hat der Vater gesehen? (Satzspitze) 
h S-ist einmal ein kleines Männchen gewesen. (Satzspitze) 
nur phonolog. Bedingg. (geringe Sonorität) gegeben 
i *R-hat einmal ein kleines Männchen gesehen. (Montafonerisch) 
schnellsprachl. R- bzw. 'r für Er: 
phonolog. Bedingg. alleine reicht nicht 
Klitische Positionen (Positionen von 'pronominalen Klitika' = CL) sind 
eben nicht identisch mit den koreferenten NP-Positionen. Sie hängen 
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zum einen, so wollen wir vorwegnehmen, von bestimmten 'Trägerkate-
gorien' ab - das ist die phonologische Bedingung. Vgl. auch ( lg) , wo j a 
ein derartiger phonologischer Träger nicht gegeben ist im Vergleich zu 
(lc). Solche phonologischen Bedingungen alleine können aber die CL-
Erscheinung nicht erklären, wie ( lh , i) zeigen. Vielmehr hängen CL-
Positionen und ihre Verteilungscharakteristika weiter ebenso notwendig, 
aber darüber hinaus erst hinreichend, von bestimmten syntaktisch be-
stimmten Stellungen im Satz ab; vgl. wieder (la-c) und ( ld-f) . Es wird 
zu zeigen sein, daß die syntaktische Bedingung durch alle hier untersuch-
ten (idg.) Sprachen hin streng eingehalten wird, aber von typologischen 
Determinanten der jeweiligen zugrundeliegenden Satzstruktur abhängig 
ist. 
(ii) Entgegen Wackernagels (1892) Generalisierung gibt es klitische Pro-
nomina in Satzerstposition (vgl. Taylor 1993 zum Altgriechischen oder 
Eythörsson (1994) zu einer Reihe frühgermanischer Dialekte). Steht dies 
im Widerspruch zu (i)? 
(iii) Die Frage danach, welcher grammatischen Kategorie der Klitikträger 
angehören muß, ist auf den ersten Blick verwirrend: in SOV-Sprachen 
müssen die Träger entweder finite (Hilfs-)Verben oder unterordnende 
Konjunktionen sein. Andere Kategorien sind ausgeschlossen. Vgl. (la-
i). Jedoch: was sind die Gemeinsamkeiten zwischen finiten Verben und 
einbettenden Konjunktionen derart, daß sie diese Eigenschaft teilen 
können? Bei SVO-Sprachen sieht dies anders aus, da von Trägern im en-
geren Sinne bei den proklitischen Stellungen gar nicht gesprochen werden 
kann (Italienisch, Französisch) - bei den enklitischen wie im Rumäni-
schen oder Italienischen hingegen wohl. Die Frage ist auch berechtigt, 
wieso denn CL im Romanischen (und allgemein in SVO-Sprachen) nicht 
an COMP wie im Deutschen herantreten. Spielt COMP im Romanischen 
keine so ausgezeichnete Rolle wie im Deutschen (genauer: beim Typus 
'SOV+V-Zweit', den das Deutsche, Niederländische und Westfriesische 
ja mit der Scheidung zwischen abhängigem (SOV) und unabhängigem 
(V-Zweit) Satz darstellen)? 
(iv) Pronominale Klitika (CL) sind unabhängig davon, ob sie spezifische, 
von den vollpronominalen Formen verschiedene phonologische Formen 
aufweisen, syntaktisch-positionell ausgezeichnet. Dies gilt für CL in bei-
den Sprachtypen: SOV ebenso wie SVO. Die syntaktischen Positionen 
von starken pronominalen Formen (Pron) und ihren klitischen Entspre-
chungen (CL) sind nicht identisch. 
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(v) Unabhängig von der typologischen, greenbergschen Unterscheidung 
stehen CL ausschließlich links von ihren vollpronominalen Entsprechun-
gen. 
(vi) Wo Kasusunterscheidungen eine Rolle spielen wie im Deut-
schen, stehen Subjekt-CL immer links von Objekt-CL. Bei der Dativ-
Akkusativabfolge dreht sich die Abfolge um: NP-3+NP-4 ^ CL-4+CL-3. 
Beide Erscheinungen erfordern eigene syntaktische Erklärungen. 
(vii) Typologische Zugehörigkeiten alleine erlauben keine Voraussage 
darüber, ob CL auftreten. Das Serbokroatische und das Bulgarische z.B. 
erlauben sich den Luxus von CL-Gruppen (CL Clusters) und CL-Pron-
Kopien, während das Russische überhaupt keine CL besitzt. Man vgl. 
auch den Unterschied zwischen Altgriechisch und Lateinisch: letzteres 
hat uns keine CL überliefert. 
(viii) ALLGEMEINE THESE ZUR CL-TYPOLOGIE: Es wird hier zu-
erst die empirisch und kausal weiter plausibel zu machende Position ver-
folgt, daß die Stellung der klitischen Pronomina (CL) - sofern in einer 
Sprache überhaupt pronominale CL auftreten - typologisch bestimmt 
ist: V-interne Sprachen (SVO, OVS (?)) zeigen Proklitika, V-periphere 
Sprachen (SOV, VSO, VOS (?)) dagegen Enklitika. 
(ix) Es wird sich allerdings zeigen, daß die allgemeine stellungstypolo-
gische These in (viii) nach bestimmten Details zu präzisieren und zu 
modifizieren ist und zwar folgendermaßen: 
SPEZIELLE CL-THESE: Pronominale CL sind hochthematisch ('the-
matisch' als Diskurskategorie, in Opposition zu 'rhematisch'). Sie stehen 
demgemäß in jener thematischen Position, die den geringsten Abstand zu 
den koreferenten nominalen Entsprechungen aufweist. Im Szenario eines 
Verschiebungsmechanismus der CL aus der VP heraus nach links heißt 
dies, daß CL in der erstmöglichen thematischen Position stehen bleibt. 
Wir haben diese diskursstrukturelle Satzperiode, in die das thematische 
pronominale CL zu stehen kommt, FP ('Funktionalphrase') genannt und 
es weiterer empirischer Arbeit vorbehalten, diese vorerst diskursfunk-
tionale Kategorie FP jeder Sprache extra auf die universalgrammatisch 
relevanten strukturellen Satzperioden abzubilden. 
Mit dieser Präzisierung ist auch die Begründung gegeben (vgl. auch (x) 
unten): Klitische Pronomina rücken aus der Basisposition für die ent-
sprechenden koreferentiellen NPs nach links heraus und zwar so weit 
nach links - entweder in das 'Mittelfeld' oder noch weiter über das finite 
Prädikat hinaus - , bis sie die erste mögliche Position im satzstruktu-
rellen Diskursthemabereich, also den Bereich links von VP erreicht ha-
ben. Es ist unmittelbar deutlich, daß unter solchen Arbeitsprämissen ein 
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nichttriviales, detailliert formalisiertes sowie eben dadurch einer empiri-
schen Detailüberprüfung zugängliches Konzept einer satzsyntaktischen 
Struktur zugrundezulegen ist. Ganz konkret: es muß unmittelbar und 
einleuchtend verständlich werden, unter welchen Bedingungen die typo-
logisch gröbere These in (viii) zugunsten von (ix) aufzugeben ist und 
wieso dann - d.h. unter welchen sehr spezifischen Zusatzkriterien, die 
sich aus dem Zusammenspiel zwischen diskursfunktionalen Kategorien 
wie Thema und Rhema und einer empirisch wohlbegründeten syntakti-
schen Untergliederung des Mittelfeldbegriffs ergeben - die These in (viii) 
doch noch sinnvoll bleibt. 
(x) Wenn (viii) und (ix) empirisch haltbar sind, dann erhebt sich die 
Frage, wie sich diese deutlich unterschiedliche Verteilung zwischen pro-
nominalen CL und deren koreferentiellen NPs begründet. Wie in (ix) 
angedeutet werden Argumente der Thema-Rhema-Verteilung ins Treffen 
geführt: je schwächer Pronomina, desto thematischer ist ihre Diskurslei-
stung. Dies wirkt sich durch Verschiebung nach links in den satzstruk-
turellen Themabereich aus und führt zu folgendem Arbeitsprogramm: 
(x . l ) Für den Landeplatz der diskursfunktional motivierten CL-Linksver-
schiebung nimm an, daß CL nicht weiter als zur grammatischen Satzka-
tegorie FP vorrückt. 
(x.2) FP, Maximalprojektion mit kanonischer Projektionsgliederung 
(vornehmlich einem [Spez,P] mit Spez° sowie einem Kopf, F°), ist der 
rechte Randknoten in einer universalgrammatischen Satzstruktur, des-
sen Kernbereich in der diskursthematischen Satzperiode liegt. Vgl. (34) 
unten. 
(x.3) Weder ist FP hinsichtlich der kategorialen Alternative 'Argu-
ment /Adjunkt ion ' festgelegt, noch ist CL von vornherein als XP, also als 
Maximalprojektion bestimmt. Beide Optionen sind nach einzelsprachli-
chen Distributionsdispositionen festzulegen.2 
So weit zum Programm des Aufsatzes. Nun zur Ausführung. Zuerst dis-
kutiere ich in Abschnitt 2 den kategorialen Status von Pronomina und 
ihren klitischen Formen, CL. In Abschnitt 3 stelle ich verschiedene Spra-
chen der drei Typen SVO, SOV und VSO mit ihren CL-Vertretungen vor. 
Abschnitt 4 gibt einen Überblick über distributionelle Gemeinsamkeiten 
und Unterschiede zwischen SVO- bzw. V-randständigen Sprachen. In 5 
werden die diskursfunktionalen Satzperioden Thema und Rhema auf die 
universalgrammatische Satzstruktur abgebildet und der genaue syntak-
2 Fürs Deutsche nehmen Abraham/Wiegel (1993) an, daß CL kategorien-
selektiv an Köpfe rechtsadjungieren (also enklitisch stehen). Aufgrund des 
Strukturerhaltungsprinzips folgt damit, daß CL als Nullprojektionen, also 
N° bzw. D° zu sehen sind. 
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tische O r t von CL, schwachen P r o n o m i n a sowie s tarken P r o n o m i n a und 
Vollnomina festgelegt . In Abschni t t 6 gehe ich kurz auf eine rä tse lhaf te 
Inversionserscheinung ein. In Abschni t t 7 wird die spezielle typologische 
CL-These a n h a n d dreier Kons t ruk t ions typen (Infinitiven, Impera t iven 
und Gerundien) d iskut ier t . In Abschni t t 8 werden die unserer allgemei-
nen typologischen These scheinbar widersprechenden skandinavischen 
Sprachen auf ihre CL-Eigenschaf ten hin übe rp rü f t , was direkt zur spe-
ziellen CL-These in (ix) f ü h r t . Abschni t t 9 schafft einen abschließenden 
generellen Überblick. 
2. S y n t a k t i s c h e C L - C h a r a k t e r i s t i k a b e i S O V 
2.1 N P - ( = Kons t i tuen ten- ) S ta tus , XP, oder Einzelworts ta tus , X°? 
Es ist f ü r die Analyse nicht unerheblich, was der P ro jek t ionss t a tus von 
s tarken, schwachen und C L - P r o n o m i n a ist. Man vgl. dazu die folgenden 
Selekt ionsbeschränkungen. 
(2) *der e r - außer st . P r o n o m i n a modifiziert durch einen Relat ivsatz: 
er, der-n gesehen hat 
(3) ^schöner e r 
(4) * e r Mann 
Daraus geht e indeut ig hervor, daß der W o r t a r t s t a t u s der einer DP, nicht 
bloß einer N P ist. D.h. der er bzw. er Mann gehen deshalb nicht, weil er 
bereits den bes t immten Artikel (D) ebenso wie den N-Kopf soz. inkor-
porier t . Wie ist der janusköpfige P ro jek t ionss t a tus aufzulösen? Es ist j a 
nicht vorstel lbar , daß das P ronomen sowohl D wie auch N-Kopf ist. Nun 
sind wir bei CL relat iv sicher: das s tarke Pronomen ist von Maximalpro-
jekt ionss ta tus , also eine D P . 3 D a sich CL anderersei ts an einen Kopf mi t 
dem S ta tu s von X° affigiert ( C O M P , V; man denke an die Konjunkt i -
onsflexion im Bairisch-Osterreichischen), m u ß nach einem sehr allgemei-
nen S t ruk tu re rha l tungspr inz ip CL von derselben Projekt ionsklasse sein: 
X° . Da es sowohl D-Referenz als auch Kopfs ta tus haben muß, ist es ein 
3 nach herkömmlicher Annahme mit folgender Struktur: 
DP 
D' 
D° NP 
434 Werner Abraham 
D-Kopf , also D ° . 4 Dies trägt dem Umstand Rechnung, daß bei Enklit i -
sierung wie im Deutschen Rechtsadjunktion vorliegt. Wenn jedoch, was 
sich nicht so leicht nachweisen läßt , C L in einem eigenen Funktionskno-
ten innerhalb von I P steht , dann ergibt sich, sofern wir Verschiebung aus 
V P annehmen, ein Lizensierungsproblem: eine DP, verschoben aus V P 
heraus in die thematische Strukturperiode, kann nur in eine Kopfposition 
rücken, wenn auch die Spezifikatorstelle, die DP vertretende Stelle, be-
setzt ist. Daraus ergibt sich ein Lizensierungsproblem: wir nehmen - im 
üblichen formalen Jargon - an, daß die Spez-Stelle mit einem pro besetzt 
ist, das seinerseits (über Spez-Kopf-Rektion) das Kopf-CL lizensiert. 
Diese strukturellen Vorgaben haben auch zwingende diskursfunktionale 
Folgen. Erstens sind nichtfokussierte bzw. nichtfokussierbare Elemente 
links von V P vom Thema-Hintergrund-Status . Vgl. zu Genauerem (34) 
unten. Zweitens ist der Pro jekt ionsstatus (vgl. die Diskussion zu (2 ) - (4 ) ) 
ein kritischer Parameter : Maximalprojektionen ( X P , somit in Sonderheit 
Artikelkonstituenten, D P bzw. [Spez, CP] , die Sa tz -TOP-Pos i t ion) sind 
definit und deshalb im allgemeinen referentiell spezifisch, eben auf kei-
nen Fall referentiell unspezifisch und indefinit. Die Minimalprojektion 
X ° , diejenige, in der wir Klit ika identifiziert haben, muß aufgrund der 
prinzipiellen Spez-Kopf-Beziehung ebenfalls definit und referentiell spe-
zifisch sein. Den Unterschied zwischen diesen beiden Positionen lokali-
siere ich in der Fokussierbarkeit: D P (in Spez-TopP) kann immer Satz-
akzentträger sein, die dazugehörige X°-Posit ion dagegen nie. Sie lassen 
sich aus diesem Grunde mit den beiden ersten diskursfunktionalen Peri-
oden in (34 ) identifizieren: sie haben gemeinsam diskursfunktionale The-
mageltung, unterscheiden sich aber mittels der Kriterien 'Vordergrund' 
gegen 'Hintergrund'. Was den Spezifizitätscharakter von C L (und des 
NP-Sub jek ts ) im besonderen ausmacht , sind die Merkmale der Person 
und des Numerus relativ zur Sprecherperson und somit auch der Person-
und Numeruskongruenz. Während starke Pronomina (die j a auch reinen 
D P-C harak ter haben) selbst Identifikationen nach Person und Nume-
rus erlauben, sind C L im D-Sta tus (haben also Kopfcharakter bei D-
Status , den sie mit starken Pronomina teilen), sind also wie alle Arti-
kelwörter nicht nach Person identifiziert. Diese Identifikation muß durch 
einen Lizensierungsmechanismus erwirkt werden, der referentielle, also 
pragmatische Indizierung nach Personenreferenz erlaubt. Ich nehme an, 
daß eine solche Indizierung dem thematischen Vorfeld vorbehalten bleibt . 
4 Cardinaletti (1994, S. 198) faßt dies in folgender 'flachen' Struktur: 
DP 
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Somit muß jedes pronominale CL in diesen diskursfunktionalen Bereich 
vorrücken.5 Und mit Kopfstatus als D(et(erminer)) ist ihm eine Kopfpo-
sition in TopP vorbehalten: CL kann nur so weit 'aufsteigen', bis es eine 
derartige Stelle erreicht hat, in der Thematizi tät in Ableitung von der 
Spezifizität bezügl. Person gesichert ist. Starke Pronomina haben diese 
S p e z i f i t ä t in situ, also innerhalb von VP so wie NPs. 
Daß CL nicht weiter steigen als bis zum erstmöglichen thematischen 
Kopfknoten, zeigen Verbkomplexe im Französischen sowie COMP-
Häufungen im Niederländischen und Deutschen. 
(5) a Nous (*te) voulons te voir (*te) 
Frz. (nach Uriagereka 1995, S. 106: sein Beispiel (26)) 
b ... weile '*n>daß<'n>der Teufel geholt hat 
bair.-österr. Dialekte 
c ... voor< '*t>dat< ' t>iemand zag 
ndl. Standard 
vor daß es-CL jemand sah 
Damit sind wichtige Korrelationen zwischen diskursfunktionalen Satzpe-
rioden und syntaktisch strukturellen Kategorien erkannt. Es zeigt sich 
einmal mehr, daß sich die strukturellen Abschnitte der Diskursfunk-
tionen Thema und Rhema in Abhängigkeit von einer entsprechend lei-
stungsfähigen Satzsyntax aus begründen lassen. 
3. P r o n o m i n a und ihre k l i t i schen Formen in a n d e r e n 
S p r a c h e n 
3.1 SVO-Sprachen. Romanische Beispiele (SVO): 
FRANZÖSISCH (Kayne 1975): 
(6) a *Marie ne connait que les ...*CL Pron-Form 
M. NEG kennt außer sie 
„Marie kennt nur sie" 
b Marie les connait ... CL 
CL in linksverschobener Stellung 
5 Uriagereka (1995) nimmt, um eben dies zu erreichen, einen eigenen funk-
tionalen Knoten, FP, über dem Flexionsknoten, IP (oder dessen Satelliten 
AgrS bzw. AgrO) an, der diese Attraktion auf CL ausübt. Es bleibt aber 
unklar, warum dieser funktionale Knoten gerade dort sitzt, wo er von Uria-
gereka hingesetzt wird - wenngleich er denselben Horizont anstrebt, wenn 
er sagt „... F, the syntactic element interfacing with pragmatic indexicality." 
(Uriagereka 1995, S. 93) 
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c Marie ne connait qu 'eux ... *CL, Pron-Form 
Pron bei rechtsläufiger Rektion 
M. NEG kennt auSer euch 
d *Marie eux connait ... * Pron-Form in CL-Position 
Natürlich ist je bereits klitisch, da es nur präverbal stehen kann. Post-
verbal, in Fokusposition, muß es j a durch eine Suppletivform vertreten 
sein (moi) . 
ITALIENISCH (Cardinaletti 1994): 
(7) a *Maria conosce ci ... *CL, Pron-Form 
b Maria ci cognosce 
CL in linksverschobener Stellung 
c Maria cognosce noi 
Pron bei lechtsläufiger Rektion 
d *Maria noi cognosce ...* Pron-Form in CL-Position 
RUMÄNISCH (Dobrovie-Sorin 1994, S. 70): 
(8) a L-am rugat ... CL (Pron *il) 
ihn=habe(-ich) gebeten 
b *am i l /o rugat 
habe(-ich) ihn/sie gebeten 
c baiatul pe care l-am vazut 
der Junge P-den ihn=habe(-ich) gesehen 
Daß allerdings das klitisch-pronominale Femininum als Objekt enklitsch 
und nicht proklitisch wie alle anderen schwachen Pronomina erscheint, 
läßt den Schluß zu, daß bei Klitisierung phonologische Prozesse von 
syntaktischen zu trennen sind. Dies ist angesichts des Sonderverhaltens 
von deutsch es bzw. 's sowie ndl. 't nicht überraschend. Siehe (9a-c) 
- es handelt sich hierbei eben nicht um syntaktische CL, sondern um 
Schnellsprechformen ohne syntaktische Systematisierbarkeit. 
(9) a Am rugat-o ... rumän. CL 
habe(-ich) gebeten=sie 
b 's ist e inmal / ' s hat e inst / ? ? s' a tmet noch 
in TOP-Position: 
nur für expletives ei, nie für ei(N), ste(F) 
c 't is nu eenmaal zo 
ndl. Expletivum, nie statt het(N) 
Ebenso wie im Deutschen erscheint auch im Rumänischen die Konjunk-
tion oder die Negationspartikel als phonologischer CL-Träger; man be-
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achte, daß dieser Umstand nicht an der syntaktischen Prokliseeigenschaft 
rüt te l t : 
(10) Nu stie ca-l/c-o/ca-i as teapta m a m a 
Nicht weiß(-er), daß= ihn /daß=s i e /daß=s i ePL erwartet Mutter 
Slawische Beispiele (Bulgarisch, Makedonisch, Serbokroatisch und Tsche-
chisch, alle SVO; nach Dimitrova-Vulchanova 1993): 
BULGARISCH 
(11) a Ne si Ii mu j a dal knigata? 
CL-Häufung nach der Generalisierung li+AUX-CL+PRON-CL 
NEG hast Q-PARTIKEL i h m es gegeben Buch-das? 
b Ste mu go p ra t j a 
kanonische Kasusabfolge: DAT + AKK 
werden i h m es schicken 
c Knigata dali mu j a dadoxa? 
Buch-das ob ihm es gaben? 
"Haben sie ihm dieses Buch wirklich gegeben?" 
d Toj kaza, ce knigata sum mu j a bil dal 
er sagte daß Buch-das habe(ich) i h m es gehabt gegeben 
e Toj kaza, ce na tebe knigata sum j a bil dal 
er sagte daß DIR Buch-das habe(ich) es gehabt gegeben 
Wie ( l l d , e) zeigen, steht das nichtklitische Pronomen - im obigen Fall 
das emphatische na tebe „dir" - in einer anderen syntaktischen Position 
als CL. 
MAKEDONISCH 
(12) a Go vidov nego 
CL-Dopplung (umggsprachl.) 
i h n sah (ich) ihn 
b Zima j a imase prit isnato Struga 
Winter es hatte gepackt (die Stadt) Struga 
c Jas sum mu gi zel parite 
ich habe i hm sie weggenommen Geld-das 
d J a vidov Mar i ja /zena ta 
sie sah(ich) Maria/Frau-die 
e Da j mu go 
gib i h m es 
SERBOKROATISCH 
(13) a J a mu ga zelim dati 
ich i h m es möchte geben 
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b Ta j <pesnik>mi je <pesnik>napiso knjigu 
dieser (Dichter) mi r hat (Dichter) geschrieben Buch-ein 
c Zelim da mu ga dam 
möchte(ich) zu ihm es gebe(ich) = 'ich möchte zum ihm es geb(e)' 
vgl. zum=s=m geben 
oder zum=8=n= unschädlich machen 
TSCHECHISCH 
(14) a Ma te Jan rad? 
hat dich Jan gerne? 
b Nevidel jsem te cely den 
NEG=gesehen habe dich den ganzen Tag 
"Ich habe dich den ganzen Tag nicht gesehen" 
c Nemel jsi ho urazet 
NEG=solltest haben ihn beleidigt 
Zu beachten ist, daß Proklitizität im Slawischen, wie oben dargestellt, 
nicht mit Blick auf das finite Hilfsverb, sondern auf das (oft infinite) 
Vollverb gilt. Mit andern Worten: wo im Romanischen oberflächlich CL= 
A UX+ Vgilt, setzt das Slawische, jetzt einmal von anderen Bedingungen 
ganz abgesehen, A IJX= CL+ V. Dies soll als erste wesentliche Schärfung 
des am greenbergschen Typologieinventar orientierten Begriffsapparats 
gesehen werden: Pro- bzw. Enklitizität sind jedenfalls - und sehr wahr-
scheinlich nicht ausschließlich - mit Blick auf die syntaktische Periode 
zwischen finiten und infiniten Komponenten eines komplexen Prädikats 
zu bestimmen. Wir kommen noch ausführlich dazu. 
Zum klitischen Status des Reflexivpronomens und seiner spezifischen 
Verwendung als Diatheseanzeiger, also in der Funktion eines Verbge-
nusmorphems im Deutschen und einer Reihe anderer Sprachen vgl. Ab-
raham (1995a). Der klitische Status des 'diabet ischen' Reflexivs mag 
nicht gleich ersichtlich sein. Sofern nicht durch das Intensivierpronomen 
verstärkt (und nur dann fokussierbar: sich selbst) sind sich und seine 
Vertreter der 1. und 2. Person stellungsbeschränkt und zwar im Sinne 
der Klitikrestriktionen auf die Position nach V bzw. COMP. Klitiksta-
tus sollte sich aber auch im Romanischen durch Proklisis erweisen; dies 
bestätigt sich, etwa am Rumänischen (Dobrovie-Sorin 1994, S. 169ff.; 
vgl. auch Grosu 1994, Kap. 7 sowie Farkas/Zec 1995): 
RUMÄNISCH 
(15) a Nu se poate dormi cu a t t a zgomot 
nicht se kann schlafen bei all dem Lärm 
„Man kann bei all dem Lärm nicht schlafen" 
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b S -a spus cä Ion e nebun 
se=hat gesagt daß Hans ist verrückt 
„Man sagt..." 
(15b) zeigt die or thographisch signalisierte P rä inkorpora t ion an den 
finiten Präd ika t te i l . In der Bedeutung ähnel t dies natür l ich dem si-
impersonale der i talienischen G r a m m a t i k bzw. dem on dit des frz. Refle-
xivs ( A b r a h a m 1995a, S. 34-40; zu viel Genauerem dazu vgl. Dobrovie-
Sorin 1994, S. 175ff.). Wie sehr dieses deagentivierende Reflexiv bereits 
aus dem P r o n o m i n a l p a r a d i g m a herausget re ten ist und Verbeigenschaf-
ten wie Diathese anzeigt , läßt sich lebendig auch am Deutschen zeigen. 
(16) a Es läßt sich A r m e n Almosen besser geben als Reichen, 
b Es lassen sich Almosen Armen besser geben als Reichen.6 
Die Objektva lenz ist in (16) voll abgesä t t ig t , keinesfalls durch das Re-
flexiv m i t ü b e r n o m m e n . Wenn aber sich kasuslos ist, kann es nicht mehr 
P ronomen bzw. in einer nominalen Satzgl iedfunkt ion sein (Kasusfi l ter) . 
Zudem zeigt sich j a keine koreferentielle Bindung an ein Antezedens -
insofern t r i t t dieses ' dena tu r ie r t e ' Reflexiv auch aus anderen syntakt isch-
semant ischen Zusammenhängen , in denen es sich sonst universalgram-
matisch begründe t . Die diathet ische Funkt ion dieser Reflexivverwendung 
häng t offenbar dami t zusammen , daß koreferentielle Reflexivität die Pas-
sivablei tung blockiert (so Fanselow 1991, der diese Bedingung jedoch 
nicht weiter begründet ) : aus X wäscht sich ist kein Passiv, e twa * Er/sich 
wird durch X gewaschen abzulei ten. Dies ist keineswegs unmi t t e lba r ein-
sichtig, da j a die sonstige (und einzige) Pass ivbedingung im Deutschen, 
nämlich Agent iv i tä t des P räd ika t s wäscht vorliegt.7 
6 Die beiden bedeutungsmäßig identischen Sätze haben unterschiedliche syn-
taktische Strukturen: (a) ohne Prädikatkongruenz mit dem referentiellen 
Subjekt hat ein strukturell höheres Expletivum es, also in CP, als (b), wo 
das subjektkongruierende Prädikat es tiefer, also in AgrS, vorzusehen ist. 
Zu solchen Argumentationen vgl. Abraham (1992b). 
7 Wenn wir davon ausgehen, daß Prinzip A der Bindungstheorie zur tiefe-
ren Begründung des Reflexivpronomens irgendwo erfüllt sein muß, dann 
muß dies in der Komponente der Logischen Form, LF, gegeben sein, jener 
Komponente, wo alle lexikalischen und morphologischen Elemente ihre volle 
funktionale und logisch-semantische Interpretation erhalten. Dies wäre so 
vorstellbar, daß das direkte Objekt an die Stelle des in Mittelkonstruktionen 
wie (16) notwendigen expletiven es rückt und die Funktion des für die Bin-
dungsbeziehung unverzichtbaren Antezedens übernimmt. Allerdings trägt 
dieses Szenario im Deutschen deswegen nicht, weil es ja auch intransitive 
Mittelkonstruktionen gibt, wo also kein direktes Objekt für die Rekonstruk-
tion des Antezedens in LF herhalten kann. Es bleibt somit nur die Bindung 
an die agentische Thetarolle, die ja in LF sichtbar wird. Damit wird aber 
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3.2 Typologische Erweiterungen 
3.2.1 Modernes Arabisch und Hebräisch 
Das Arabische ist vom Typ SVO mit distributioneilen VSO-Spuren; vgl. 
Fassi-Fehri (1993). Die Beispiele hier stammen aus Shlonsky (1994) ( ' = ' 
notiert die CL-Bindung an den lexematischen Träger). Das moderne 
Hebräisch, wiewohl heute SVO, hat noch Spuren des alten VSO-Typs 
bewahrt. 
(17) a [kaan bixayyt]=ha 'Er nähte es gerade' 
(er) war nähend-3FS 
modernes palästinensisches Arabisch:[V-fin]=CL 
b asaan-ha bitxayyt 1-fistyaan... 'weil sie näht das Kleid' 
COMP=Subj-CL 
c t m u n o t - e h a t luyot al ha-kir 
Bild-3FS hängt an der-Wand 
'ihr Bild hängt an der Wand' 
d xasavnu a l - e h a 
(wir) dachten an-3FS 
'Wir dachten an sie' 
Modernes Hebräisch 
Subj-NP=Poss-CL 
Modernes Hebräisch 
P=CL 
(18) a VERB + OBJECT 
b N + POSSESSOR 
fhim 1-malme fhimt-ha 
(Ich) verstand den Lehrer (Ich) verstehe sie 
beet-ha 
Haus-ihr 
beet 1-malme 
Haus der-Lehrer 
'des Lehrers Haus' 
c P + OBJECT min 1-malme min-ha 
von dem-Lehrer von-ihr 
d CONJ + SUBJECT innu 1-malme in-ha 
das der-Lehrer das-sie 
e QUANTIFIER+NP kull 1-malmaat kull-hin 
all die-Lehrer alle-sie 
(19) a il mudarris fahh im -u Ii 1-bint Kairoter Arabisch 
der-Lehrer CAUS-verstehen-es dem-Mädchen 
Objektpronominalisierung 
umso mehr die verbmorphologische diathetische Leistung des klitischen Re-
flexivs sichtbar und begründet (so schon Abraham 1988a; ebenso Abraham 
1994, Kap. 12). 
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b il mudarris fahhim-ha 1-dars 
der-Lehrer CAUS-verstehen-sie die Stunde 
nur ein einziges CL an V, das andere als P P innerhalb VP 
c il m u d a r r i s f a h h i m - u l a a - h a 
der-Lehrer CAUS-verstehen-es i h r V + D O - P + I O 
d *il m u d a r r i s f a h h i m - h a - u / u - h a 
der-Lehrer CAUS-vers tehen- ihr -es /es - ihr 
Kein Clustering: ' P + I O + D O 
3.2.2 Walisisch: 
Das Walisische ist wie alle keltischen Sprachen mit Ausnahme des Bre-
tonischen, heute und in seinen historischen Vorstadien (Lewis/Pedersen 
1937, S. 267ff.; Schafer 1995; Ternes 1970; Evans 1976: 179ff.; Thurneysen 
1966, S. 327) streng und unkontrovers VSO, mit präverbalen Verbpar-
tikeln, die die Satzart (affirmativ bzw. interrogativ) sowie Satznegation 
(vgl. hierzu besonders Ternes 1970 und Schafer 1995 fürs Bretonische) 
festlegen. Personalpronomina - und nur diese, nicht andere wie Pos-
sessivpronomina, die als Nominalpräfixe erscheinen, oder die erwähnten 
Satzartpartikel - , die klitisch ( 'abhängig', als grammatisch gebundenes 
Morphem) sowie frei vorkommen, standen und stehen als Suffixe (also 
'enklitisch') oder infigiert (Lewis/Pedersen 1937, S. 193ff.; Mittelwali-
sisch: Evans 1976, S. 49f.).8 Subjektpronomina haben oft keine klitischen 
Vertreter, sondern werden nur durch die Kongruenzendung am Verb aus-
gedrückt (so auch Lewis/Pedersen 1937, S. 194; somit eingeschränkte 
'pro-drop'Erscheinung). Es werden (nach Roberts/Shlonsky 1994) heute 
16 unterschiedliche und weitgehend heterogene CL-Klassen verzeichnet, 
durchaus mit unterschiedlichen Stellungen zum Trägerlexem. Siehe zur 
Heterogenität (20). 
Possessivpronomina unterschiedlicher syntaktischer Herkunft, freie Kli-
tika der Klasse 1, erscheinen wie oben angedeutet unveränderlich prok-
litisch bzw. (in der Terminologie von Ternes (1970), allerdings auf das 
8 Es ist nochmals zu betonen, daß es hier nur um die besondere Stellung 
der Personalpronomina und deren 'Herkunft ' aus den koreferentiellen NP-
Stellungen geht, nicht jedoch um eine unifizierende Erklärung der Stellung 
aller klitischen Morpheme, d.h. eine Beschreibung und Erklärung über alle 
unterschiedlichen Kategorien und Herkünfte hinweg. Damit verfällt im be-
sonderen die Kritik von E. Ternes, der auf den proklitischen bzw. präfigalen 
Charakter der bretonischen Possessivpronomina und Verbpartikel verwies 
- welche Erscheinung j a gegen meine hypothetische typologische Verallge-
meinerung zu sprechen schien. 
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Bretonische beschränkt, 'präfigiert') mit Trägerkategorien wie N, V und 
CONJ: 
(20) a ei wraig9 
seine Frau 
b Mae Megan wedi ei weld 'M. hat ihn gesehen' 
ist M. nach seinem Sehen 
c Dywedodd y bachgen e in bod wedi cyrraedd 
sagte der Junge unser Sein-Nach-Ankommen 
'Der Junge sagte, daß wir angekommen sind' 
Diese Präfixklasse von CL mit den spezifischen Selektionsbeschränkun-
gen unterscheidet sich von den meisten der anderen 15 CL-Klassen 
grundlegend. (20) ähnelt dem traditionellen nominalen Gerundium. Man 
beachte, daß hierbei nicht wie im Satzverband Thema- und Rhemafunk-
tionen zu unterscheiden sind, die als treibende funktionale Kraft für die 
CL-Positionen verantwortlich gemacht werden. Die Erscheinungen die-
ser Klasse bleiben weiter unberücksichtigt. Was uns hingegen brennend 
interessiert, ist, wie sich CL im freien Satzverband verhalten. Die Perso-
nalpronomina, Klasse 2, nun erscheinen in solchen syntaktischen Umge-
bungen und zwar als Kongruenzpronomina enklitisch als Suffixe oder als 
unfreie Suffixmorpheme, beim nichtzusammengesetzten Verb bzw. bei 
der Präposition (Lewis/Pedersen 1937, S. 282; Roberts/Shlonsky 1994, 
S. 3).10 
(21) Mae Emrys yn ei roi iddo 
ist Emrys in seinem Geben=ihm Enklise; nie Traubenbildung 
„Emrys gibt es ihm" 
(22) a Roeddent hwy wedi clywed [pp yddint ennil y gadair] 
waren=sie nach Hören für=sie Erringen den Lehrstuhl 
P-Kongruenz 
„Sie hatten gerade erfahren, daß sie den Lehrstuhl errungen 
hatten" 
b Mae Emrys yn ei roi iddo 
ist Emrys in seinem Geben es ihm keine Traubenbildung! 
9 Ich danke E. Ternes (Hamburg) für insistente Aufklärung. 
1 0 Lewis/Pedersen (1937, S. 282) erwägen - das ist gegen den Hintergrund 
der Ausgangsthese, wonach SOV und VSO eine gemeinsame Strategie ge-
genüber schwachen Pronomina und CL entwickeln, nicht uninteressant - , 
daß aus dem Idg. ererbte Verbpersonalendungen den keltischen dermaßen 
ähnelten, daß sie in das neue System inkorporiert werden konnten. 
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c Mae Megan wedi ei weld o/*Emrys 
ist Megan nach seinem Sehenihn/*Emrys 
Beschränkung der Postposition zu V auf CL 
d Dywedodd bachgen ei bod hi/*Megan wedi cyrraedd 
sagte der Junge ihr Sein sie/*Megan nach Ankommen 
In der folgenden Ubersicht sind die wesentlichen Gemeinsamkeiten und 
Unterschiede der CL und sw. Pronomina im modernen Arabischen und 
Walisischen einander gegenübergestellt. 
(23) CL-Status und distributionelle Eigenschaften (nach Roberts/ 
Shlonsky 1994, S. 4). 
WALISISCH ARABISCH 
kein Clustering Clustering 
('Traubenbildung') 
kein schwaches 
Nominativpronomen 
schwaches 
Nominativpronomen 
Wortstatus oder Affix 
Kopfstatus, also X° 
NP-Status 
Konstituentenstatus, also XP 
syntaktische Affigierung lexikalische Affigierung 
(Inkorporation) 
Das negative Merkmal bei 'Traubenbildung' scheint von Belang insofern, 
als sich darin der Status eines freien lexikalischen Morphems mit eige-
ner lexikalischer Semantik und syntaktischen Selektionsbeschränkungen 
verrät; Traubenbildung dagegen hat mit morphologischer Affigierung zu 
tun, die nach allgemeiner Einsicht gegenüber kategorialen Selektionen 
weniger empfindlich ist. Es ist weiter für eine reine VSO-Sprache er-
wartbar, daß sich nur ein Subjektpronomen in CL-Enklise zeigt; das 
Arabische hat mit der Mischung aus VSO- und SVO-Merkmalen Raum 
für ein freies DP-Subjekt im Nominativ, der in [Spez, AgrS] lizensiert 
ist. Schließlich ist die Enklitisierung im Arabischen insofern weiter fort-
geschritten, als sich aus den enklitischen Positionen bereits durch Inkor-
poration Personalendungen am Verb ergeben haben. Damit zeigen sich 
in (22) Gemeinsamkeiten aus der gemeinsamen VSO-Geschichte der drei 
Sprachen ebenso wie Unterschiede aufgrund des modernen typologischen 
Wandels des Arabischen und Hebräischen. 
3.3 CL-Traubenbildung 
Zur CL-Traubenbildung im Deutschen und dazu, daß Trauben ('Clu-
sters') nicht disjungiert werden dürfen, vgl. (24). 
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HOCHALEMANNISCH (MONTAFON) 
(vgl. ausführlicher Abraham/Wiegel 1993) 
(24) a *Gutsili hot-r göschtr-m ko:ft 
b Gutsiii hot-r-m göschtr ko:ft 
Bonbons hat=er=ihm gestern gekauft 
c *Gutsili hot göschtr-r-m ko:ft 
NEUGRIECHISCH (Drachman 1994, S. 4ff.) 
(25) a (aftos) tu- to -dixni 
(er) ihm-es-zeigt 
b *(Ego) tu-sixna ta-exo dosi 
(Ich) ihm oft ihnen habe gegeben 
c *To-thelo na agoraso 
es-will-(ich) SUBJUNCTIVE kaufe(-ich) 
3.4 Partielle Konjunktionskongruenz 
Nicht alle, nämlich nur die zweiten Personen im Singular und Plural, 
kongruieren mit der Verbpersonalendung und zwar regelhaft durch Ko-
pierung der Verbflexion, in der ein Personsuffix steckt (so unter Wieder-
aufnahme älterer rein philologischer Beschreibungen bei Bayer 1994/85): 
(e)s, der alte Dual für den Plural ihr, t(u) für den Singular. Wenn wir die 
Konjunktion in COMP nur als phonologischen Träger betrachten, den 
syntaktischen Ort aber unterhalb von COMP in AgrS bzw. AgrO anneh-
men (wie bereits in Abraham/Wiegel 1993; s. auch Abraham 1994: Kap. 
11), erklärt sich der Zusammenfall von (i) klitischem Personalpronomen, 
(ii) Verbalsuffix in der syntaktischen Satzzweitstelle, in die ja das Verb 
rücken muß, sofern diese Stelle nicht durch eine Konjunktion besetzt ist, 
und (iii) der bestimmten, unverwechselbaren Stelle von CL (bei V oder 
bei COMP). Gleichzeitig spüren wir damit den janushaften Status von 
CL als Verbaffix und Personalpronomen auf, auf den j a in der traditio-
nellen Indogermanistik schon immer hingewiesen wurde (Wackernagel 
1892). 
(26) a ... ob-t-s e:s kum-t-s 
b ... wann-st (du) arbat-st 
Dies sollte nicht zuletzt zweierlei zeigen: zum einen, daß die CL-
Verbaffixe (Verbinkorporationen und Restrukturierungen; vgl. Dobrovie-
Sorin 1994, S. 62) im Romanischen kein Einzelfall sind und daß sich 
solche Affigierungen eigens und gegen die allgemeine (greenbergsche) ty-
pologische Hypothese begründen (also spezifisch gegen 'SVO hat Pro-
klise'); und zum andern, daß sich hier in statu nascendi vor unseren 
(freilich mundartlich gewieften) Augen ein Grammatikalisierungsprozeß 
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anbahnt, der bisher nur in toten Sprachen mehr erschlossen als beobach-
tet wurde. 
4. Gemeinsamkeiten zwischen dem Romanischen und 
Germanischen: Pronominalklit ika (CL) 
(27) CL Sc schwache (atonische) Pronomina, nicht jedoch starke 
(tonische) Pronomina: 
a nicht-fokussierbar (nicht nach P; nicht kontrastiv betonbar) 
tonische Pronomina) 
b nicht modifizierbar 
( = Vollpronomina außer bei Relativsätzen) 
c keine Konstituentenkoordination 
Vollpronomina) 
d nicht in Satzspitzenposition (in Isolation?) 
e haben den Status von N ('Kopfstatus'), nicht von NP 
(komplexen Konstituenten) 
f morphonologisch reduziert (keine notwendige Bedingung) 
g lassen sich nicht 'dislozieren' ('herausstellen') 
(28) Eigenschaften (nur) von CL, im Unterschied zu stark-tonischen 
(nicht jedoch zu schwach-tonischen) Pronomina: 
a morphologisch reduziert 
b syntaktisch Köpfe (legen den Kategorienstatus des Komplexes 
fest) 
c und nicht frei, d.h. kein Vorkommen in: 
Positionen für koreferentielle NPs 
in Isolation, innerhalb PPs, in Herausstellung, Spaltkonstruktionen 
... Koordination, Modifikation, Kontrastfokus 
d nicht notwendig f+animate] (Cardinaletti/Starke 1994) 
(29) a XP frei 
klitisch 
(CL) 
starkes + 
Pron 
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-frei +frei 
XP ? stark 
x ° CL kanonische 
Köpfe 
Die Stellung starker pronominaler Elemente im Deutschen ist identisch 
mit der der koreferenten Objekte - diese stehen ohne spezielle Kontext-
verknüpfung rechts innerhalb von VP. Es ist wieder zu betonen, daß dies 
besser an Dialekten zu zeigen ist, da nur dort echte CL vorkommen und 
somit die Stellungsunterschiede deutlich werden. Vgl. (30)-(33). 
(30) Gebundene Prons in Spitzenstellung IN V-2 
V-2-INITIAL FREI (z.B. IN 
ISOLATION) 
NUR 
MENSCHLICH 
e:r 'er' 
stark, tonisch 
+ + + 
ES 'es' 
schwach, atonisch 
+ - -
o - s/z 'er - es' CL - - -
SÜDTIROLER DIALEKT 
[eckige Klammern für strukturelle VP-Grenzen] 
(31) a ... d a ß = a / r immer [INTELLIGENT isch] 
COMP=CL 
b ...?? daß e:r intelligent isch 
FOKUSSIERTES VOLLPRONOMEN 
(32) a E:r isch immer [intelligent] 
PRONOMEN IN TOPIKPOSITION; FOKUSSIERT 
b *a / r isch immer [intelligent] 
CL IN TOPIKPOSITION 
(33) a Ich habe gestern [*sie/SIE getroffen] 
FOKUS AUF PRONOMEN IN VP 
b Ich habe sie gestern [getroffen] 
SW. PRON AUSSERHALB/LINKS VON VP 
c Ich habe gestern wirklich [SIE getroffen] 
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5. T h e m a - R h e m a - V e r t e i l u n g i m ( S O V - ) S a t z - t o p o l o g i s c h e 
F e l d e r 
5.1 Integration der Diskurskategorien in die Satzstruktur 
Gehen wir von folgender, für eine Sprache wie das Deutsche weiter si-
cher unkontroverser diskursfunktionaler Struktur aus. Man beachte, daß 
die Satzgliedzuordnungen zu den diskursfunktionalen Perioden nur sehr 
grob vorgenommen worden sind. Wohl sind bereits die Vorkommensbe-
schränkungen der CL angedeutet - mit der Unsicherheit in der Dimen-
sion 'Thema-Hintergrund' (?CL), die daher rührt, daß wir nicht wissen, 
wie sich diese diskursfunktionale Periode satzsyntaktisch im Detail struk-
turieren läßt. 
(34) 
einfacher Satz 
Thema/Topic Rhema/Comment 
Fokus Hintergrund Fokus Hintergrund 
ADVERB FINITES V DO (Nicht-) 
AUXILIAR PP Finites V 
SUBORDINATOR NEG 
*CL ' C L CL *CL *CL 
Diese CL-Einreihung basiert auf zweierlei empirischen Vorgaben: einmal 
den Distributionseigenschaften, die wir bisher beobachtet haben (sowohl 
anhand der Literatur als auch hier in Beispielreihen vorgeführt); und 
zum andern auf der Einsicht, daß pronominale CL nur mit hohem dis-
kursspezifischem, d.h. hochthematischem, referentiell vorgegebenem (in 
Uriagerekas Sinne 'spezifischem') Status verwendbar sind.1 1 Vgl. zum 
1 Ich habe diese Einsicht nur in zwei Fällen in der linguistischen Literatur 
wiedergefunden: einmal explizit bei Givön (1976), das andere Mal implizit 
bei Uriagereka (1995, S. 90). Letzterer schreibt den Anlaß für den weiter 
in der Literatur unkontroversen 'Linksruck' von CL deren Spezifizitäts-
funktion zu. Es bleibt aber völlig undiskutiert, j a es wird nicht einmal 
die Frage gestellt, warum Spezifizität nun außerhalb von VP angesiedelt 
ist. Nur zu vermuten ist, daß Uriagereka eigentlich an Spezifizität im dis-
kursfunktionalen Sinne insofern denkt, als spezifische und definite NPs mit 
Satznormalakzent außerhalb von VP stehen, während nichtspezifische, in-
definite NPs (Subjekte wie Objekte) ihren Basisplatz innerhalb von VP 
haben. Diese Opposition läßt sich aber diskursfunktional verallgemeinern 
als logisch-semantische Interpretation von CL und sw. Pronomina inner-
halb des kontextsensitiv strukturierten Satzes: also als strukturelle Peri-
ode für Satzthema im Unterschied zum Satzrhema. Siehe zu Begründungs-
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Themastatus der klitischen Pronomina bereits Givön (1976). Im beson-
deren sind CL - das haben die Distributionstests eindeutig erwiesen -
nicht in VP, offenbar der Satzperiode besonderer diskursfunktionaler Un-
spezifizität, d.h. von hochrhematischem Status, anzusiedeln. Was die ge-
nauere Position in der zweiten diskursfunktionalen Periode mit den Klas-
semen 'Thema' und 'Hintergrund' anlangt, so läßt sich jedenfalls sagen, 
daß es um den Rechtsrandbereich, also den Ubergangsbereich zwischen 
der zweiten und dritten Spalte gehen muß. Die genaue Position ist ohne 
eine leistungsfähigere Syntax nicht zu erheben. 
ansi tzen und vielschichtiger Nachweisführung Abraham (1992; 1994, Kap. 
14; Abraham 1995a, b). Immerhin kann auch Uriagereka nicht anders als 
im Zusammenhang mit einer bestimmten, CL motivierenden Funktions-
kategorie im Satz an eine Diskursfunktion the speaker 's point of view zu 
denken. Er spricht in diesem Zusammenhang von einem syntaktischen Ele-
ment „interfacing with pragmatic indexicality" (Uriagereka 1995, S. 93). 
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(35) Satzfeldtypologische Einordnung von CL, schwachen und starken 
Pronomina: 
CL und sw. Pron. in der Themaperiode, st. Pron. ebenso wie Voll-NPs 
in der Rhemaperiode. Winkelklammern zu lesen als „entweder < A > oder 
<B> (oder <C>)". 
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6. K a s u s u n t e r s c h i e d e u n d l i nea re N i c h t i n v e r t i e r b a r k e i t 
Die Basisabfolge bei Objekten ist Dativ vor Akkusativ, bei schwachen 
Pronomina und CL jedoch Akkusativ vor Dativ. Die folgenden Abfolge-
beschränkungen sind zu beobachten: 
(36) a *Er hat ihm-DAT ihn-ACC überreicht 
^ (dem-DAT) Rotkappchen den-ACC Korb 
b *Sie will ihm-DAT es-ACC nicht sagen 
^ (dem-DAT) Rotkäppchen daa-ACC Versteck 
c *Die Eltern wollten ihnen-DAT sie-ACC nicht lassen 
(37) a ? Er hat ihr-n (DAT-ACC) überreicht 
b *Er will ihm-n nicht zeigen 
c Sie will ihm-s nicht sagen 
d ? Er hat ihr ihn überreicht 
e *Er will ihm ihn nicht zeigen 
f *Sie will ihm es nicht sagen 
Haegeman (1993) für das Westflämische und Vikner (1991) für die skan-
dinavischen Sprachen zeigen, daß dieser Objektwechsel nicht auf das 
Deutsche beschränkt ist. Eine genauere Scheidung nach phonologischen 
Eigenschaften mag freilich ausweisen, daß hierbei auch nichtsyntaktische 
Bedingungen mitspielen - etwa daß Klitikkonsonanten mit schwacher So-
norität vor solchen mit höherer Sonorität stehen müssen (also / s / vor 
/ n / , / n / vor / m / usw.; vgl. (37b, c)). Freilich liegt hiermit eine ge-
mischte, syntaktisch-phonologische Bedingungstraube vor. Sollten sich 
die Beobachtungen oben nicht als vollständig erweisen (so die Behaup-
tung von Lenerz 1992) und zu gemischten Distributionen führen, dann 
ist nur der Schluß zu ziehen, daß schwache Pronomina infolge von pho-
nologischen oder idiomatischen Merkmalen flach konfiguriert sind, also 
keinen strukturellen Lizensierungsbedingungen unterworfen sind. Auch 
im Frz. zeigen sich solche reversiblen Abfolgen - doch vgl. auch (38c-e), 
aber eben gegen (38f): 
(38) a Je le lui dirai 
ich es ihm sage-FUT 
b Je t e le dirai 
ich dir es sage-FUT 
c Gib-s i hm! 
d Gib ihm-s! 
e Er h a t - s - m / n - m gemacht 
f Er h a t - m - s / * m - n gemacht 
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Sollten jedoch die pronominalen syntaktischen Reversibilitätsverteilun-
gen - eventuell neben phonologischen Nebenerscheinungen - allgemein 
haltbar sein, dann sind syntaktische Lösungen erforderlich. Diese Lösung 
ist komplex (Abraham/Wiegel 1993; Abraham 1994, S. 531ff.): sie geht 
davon aus, daß die Dativvalenz in einer Adjunktschale zu VP steht und 
daß somit der VP-interne Akkusativ über das Dativadjunkt nach links 
rückt, daß der Dativ als Linksadjunkt zur rhematischen VP andererseits 
stehen bleiben kann, da er eben nicht im Rhema-VP steht, das seiner-
seits nicht der diskursstrukturelle Ort für die fokusschwachen Thema-CL 
ist. Man beachte, daß die Datenbeobachtungen (nominale Dative vor 
Akkusativen, jedoch pronominal-klitische Akkusative vor Dativen, dies 
in weit über einzelne Sprachen hinausgehenden Beobachtungen, damit 
die Vorbehalte bei Lenerz 1992 entwertend) folgenden Schluß erzwin-
gen: Dative stehen nach statistisch signifikanten Zählungen (Givön 1976, 
S. 160) in der Topikalisierungshierarchie deswegen höher, weil sie stärker 
referentiell-definit und durch die Eigenschaft [-(-menschlich] vertreten 
sind als Akkusative. Dies scheint mit ihrem prototypischen BENEFAKT-
Status zusammenzuhängen und dies wiederum mit dem relativ stärkeren 
Anteil am Zustandekommen des Ereignisses der Satzprädikation. Nun 
ändert sich an diesen übergrammatischen Beziehungen natürlich nichts, 
wenn die Nomina durch Pronomina oder deren klitisch schwache For-
men ersetzt sind. Trotzdem wechselt die Topikreihung so typisch und mit 
stark übereinzelsprachlicher Tendenz. Dies läßt nur die Folgerung zu, daß 
Pronomina und CL nicht mehr wie freie Lexeme im Satz den topikalisie-
rungshierarchischen Bedingungen unterliegen, sondern in grammatische 
Bindungsprozesse eingebunden, soz. grammatikalisiert sind: eingebunden 
eben in Inkorporationsprozesse mit kategorialer Trägerabhängigkeit, wie 
morphologische Köpfe der Art, wie sie hier beschrieben wurden. Auf den 
minimalistischen Erklärungsrahmen bezogen könnte dieser Wechsel frei-
lich bedeuten, daß der Akkusativ als struktureller Kasus zu einem funk-
tionalen Knoten aufrücken muß, der Dativ als inhärenter Kasus dagegen 
VP-intern (oder VP-nahe) stehenbleibt. Ich diskutiere dieses Szenario 
hier nicht weiter (vgl. allgemein zur Kasuszuweisung im Rahmen der 
minimalistischen Syntax Abraham et al. (1996)). 
7. Enklise vs. Proklise, nicht deklarative Konstruktions-
typen und der Finitheitsparameter 
7.1 Unterschiede 
Die allgemeine Stellungsthese zu CL in Abhängigkeit von den greenberg-
schen Abfolgetypen erfordert auf jeden Fall eine Präzisierung. Bereits 
auf ein paar wenige Sprachen beschränkt ergibt die CL-Verteilung nach 
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! best immten Konstruktionsbedingungen ein Bild, das aufs erste der all-
! gemeinen typologisch begründeten These widerspricht. Dies betrifft die 
I drei folgenden Konstruktionstypen: Imperative, Gerundien und Infini-
j tive. Es zeigen sich folgende CL-Umgebungen bzw. Korrelationen (z .T . 
; unter Rückgriff auf Daten bei Drachman 1994, Dobrovie-Sorin 1994 und 
| Uriagereka 1995) . Man vgl. (39) . 
1 (39) 
Proklise bei finitem Infinitiv Imperativ Gerundium 
Prädikat. 
Französisch C L + V V + C L V + C L 
Italienisch C L + V V + C L V + C L 
Spanisch V + C L V + C L V + C l 
Neugriechisch C L + V V + C L V + C L 
Portug. unabhgg. Satz V + C L V + C L V + C L 
Portug. abhgg. Satz C L + V _ _ 
Deutsch C L + V V + C L C L + V 
Enklise bei finitem Prädikat Infinitiv Imperativ Gerundium 
Ganz offensichtlich erfordern diese Daten eine feinkörnigere Analyse 
als das weniger feinkörnige greenbergsche Raster mittels S , V und O. 
Außerdem liefert diese tiefergehende syntaktische Analyse nicht nur den 
Schlüssel dazu, daß sich die allgemeinere These (unter dem gröberen 
greenbergschen Raster) halten läßt, sondern sie erhärtet auch den dis-
kursfunktionalen Erklärhintergrund. 
Die herausfallenden und erklärungsbedürftigen Abfolgen sind unten ty-
pographisch hervorgehoben: im spanischen Infinitiv wie in (40) im Ver-
gleich zum übrigen romanischen, etwa im Französischen wie in (41) , im 
unabhängigen Satz des Portugiesischen sowie im gesamten Deutschen 
als einzigem Vertreter des S O V / S V O - T y p s (d.h. eines Typus mit rela-
tiv strenger V-letzt-Abfolge im abhängigen Satz und gleichzeitig ganz 
strenger V-zweit-Abfolge im unabhängigen Satz) . 
(40) a Lo oimos modernes Spanisch 
es hörten(-wir) „Wir hörten es" 
b P a r a oirlo 
zu hören=es „es (zu) hören" 
(41) a T u le feras modernes Frz. 
du es tun-FUT „Du wirst es tun" 
b Elle va le faire 
sie geht es tun „Sie wird es tun" 
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(42) a Levä-lo-ei europ. Portugiesisch 
h e b e ( i c h ) = e s = F U T U R A U X „Ich werde es heben" 
b Mostra-no-los-ä 
z e i g e n = u n s = s i e - F U T U R A U X 
Zum Portugiesischen habe ich hier nichts weiter zu sagen (dazu vgl. 
Rivero 1988; Madeira 1992) , außer daß m a n sich durch scheinbar sub-
jekt lose Deklarative wie in (42a, b) oben nicht darüber hinwegtäuschen 
lassen darf, daß hier tatsächlich echte SVO-Strukturen vorliegen. Die 
pronominalen thematischen Sub jekte sind j a flexivisch erkennbar. Frei-
lich sind keine Proklit ika beobachtbar , sind keine topikalisierten phono-
logisch starken Morpheme vorhanden, die als TYäger der C L fungieren 
könnten. Dies ist eine der syntaktisch strukturellen Einschränkungen, 
denen die allgemeine These zur typologischen Verteilung zwischen Pro-
klitika und Enklit ika unterliegt. Die grammatische Alternative ist somit 
Inkorporation in die Verbflexion. 
Im Deutschen wäre, gerechnet nur nach der SOV-Typologie , gerade ein 
Stellungsspiegelbild zum Romanischen zu erwarten gewesen - das sich 
mit den Abfolgen im Infinitiv und im Imperativ jedoch nicht einstellt, 
im Gerundium dagegen ist die Abfolge 'erwartungsgemäß' spiegelbildlich 
zum Romanischen Was ist der tiefere Sinn dessen 7 
7 2 Imperative 
Imperative verzeichnen im allgemeinen die folgenden Eigenschaften, so-
fern nicht bloß Sprechaktfunktion und nicht ein eigenes morphologisches 
Flexionsparadigma den Imperativcharakter best immt (l) sie erscheinen 
nur in unabhängigen Sätzen, (ii) sie haben demgemäß niemals eine ein-
leitende Konjunktion (in C O M P ) oder ein anderes einleitendes Satzglied 
wie ein Adverb (in Sonderheit die Negationspartikel - im Deutschen wird 
gerade mit Negation gerne der Inifinitiv verwendet, nicht schlagen!, was 
erklärungsbedürftig ist) ; (iii) die Imperativformen stehen am absoluten 
Satzbeginn - vorabgehende NPs sind offenbar als T h e m a t a pendentia 
linksherausgestellt Den überzeugendsten Nachweis für die Top-Stel lung 
des Imperat ivs liefern SOV-Sprachen wie das Deutsche, das Niederländi-
sche und das Westfriesische - erwarten wir doch nach der Zweitstellung 
des Imperativischen Prädikats CL-Enkl ise , die sich auch ausnahmslos 
einstellt 
In Strukturen mit V-Top-Stel lung wie den Imperativen muß auch im 
Romanischen das Verb in C O M P stehen - im Gegensatz zu allen anderen 
Strukturen, wo es in I P steht 1 3 Vgl (43) (Dobrovie-Sorin 1994, S 59 f )• 
1 3 Im Deutschen dagegen steht das finite V außer in Nebensätzen, wo COMP 
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(43) a FRZ. regarde-le 
mit der Struktur [COMP regardei=le)(][ip t^ t,] 
b RUM. da-i-1 
gib- ihm- ihn 
c tr imite-mi-o 
schick- mir-s ie 
Diese Imperativstrukturen werden wie gesagt deshalb eigens vermerkt, 
weil sie ja der zentralen, aber eben durch die zweite These strukturell 
spezifisch eingeschränkten Verallgemeinerung zu widersprechen scheinen: 
bei strengem SVO stehen CL proklitisch. Wie wir sehen, bezieht sich 
dieser allgemeine Schluß auf SVO mit IP-Stellung von V (also der Verb-
stellung im deklarativen Satz), nicht jedoch auf Strukturen mit V in CP 
(dem Konjunktionsknoten), also einem Knoten über IP, dem Satzflexi-
onsknoten ( im Imperativ muß das Verb in die Satzspitzen-, die TOP-
Position, um dort sowohl der Satzoperatoren- wie auch einer Fokusposi-
tion zu genügen). Der diskursfunktionale Grund für die Linksverrückung 
ist gleichwohl erfüllt: die pronominalen CL sind in (43a-c) ja aus V P 
heraus nach links gerückt und stehen adjungiert an das finite Verb in 
COMP. Man sieht dies nur mit der oberflächlichen traditionellen Gram-
matikbrille nicht, weil die Klitika in gleicher Weise rechts von V stehen! 
Ein wichtiges Weiteres läßt sich aus (43a-c) oben ableiten: wenn die CL 
einzelne strukturelle Köpfe - etwa in 1° und in C° - wären, dann könnte 
das Verb bei seinem Linksrücken in eine TOP-Posit ion auch zwischen 
den beiden CL stehen bleiben. Das ist aber völlig ausgeschlossen. Damit 
liegt der Schluß nahe, daß die beiden CL ins Verb inkorporiert sind. Die-
ser Schluß wird fürs Deutsche - und soviel ich sehe ausschließlich fürs 
Deutsche - auch gestützt durch die Kongruenzbeobachtungen für Kon-
junktionen (Bayer 1984/85; Abraham 1994, S. 521), also genau an der 
Kategorie, wo sich auch die CL adjungieren und wohin das finite Verb 
rücken muß, sofern diese Stelle nicht (wie im konjunktionseingeleiteten 
Nebensatz) durch eine Konjunktion besetzt ist. Solche scheinbaren En-
klitika wie in (43a-c) haben also einen anderen Strukturaufbau als die 
normal beobachteten Proklitika. Vgl. (44) (nach Dobrovie-Sorin 1994, 
S. 61). 
(44) a Ausgangsposition für SVO wie das Rumänische: 
COMP ... [ I P CL [,P V-I [ V p t v ...]]] 
durch die Konjunktion besetzt ist, vermutlich immer in COMP. Das sieht 
man nicht ohne weiteres. 
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b prokli t ische Inkorpora t ionsres t ruk tur ie rung ( ' res t ruc tur ing 
incorpora t ion ' ) : 
C O M P ... [ I P [,. CL V-I [ V P t v ...]]] 
c enklit ische morphologische CL-Prädikate inschmelzung ( 'merger ' ) : 
[ C O M P V - I = C L [ IP TCL [IP t V - I ] ] ] 
Prokl i t ika sind t ro tz der unverrückbaren Adjazenz zum finiten V freie 
Morpheme , in ihrer Selektionsposit ion dem Artikel vergleichbar; vgl. 
(44b). Enkl i t ika dagegen haben worteingebundenen Charak te r , sind so-
mi t unfrei , s tärker verbkongruenzmorphologisch in ihrem C h a r a k t e r . 1 4 
Soweit zu Impera t iven , die sich quer durch alle Sprachen dar in gleichen, 
daß das impera t ivf in i te Verb als Sa tzopera tor an die absolu te fokus-
sierende Satzspi tze rücken muß und dabei CL auf jeden Fall in einer 
Themapos i t i on landen läßt . 
Gelegentliche Prokl i t ika be im Impera t iv sind entweder als herausgestel l t 
( T h e m a pendens) oder als topikalisiert, also noch innerhalb des Satz-
gefüges, zu be t rach ten . Man vergleiche die beiden neugriech. mundar t l i -
chen Impera t ive (von Chios: (45a, b)) in derselben Bedeutung „Halte dei-
nen Mund!" (nach D r a c h m a n 1994, S. 13). Die bedeutungsgleichen Ent-
sprechungen des Standardgriechischen zeigen bloß die kanonische Pro-
klise (vgl. (45c, d)): 
(45) a ta-loya-su t a - thu Dialekt von Chios; Proklise(!) 
die Worte-deine sie=halte 
b t h u n - t a ta-loya-su Dialekt von Chios; Enklise 
halte=sie die Worte-deine 
c k r a t a - t a ta-loya-su Standardgriech.; Proklise 
d *ta-loya-su t a -k ra ta -k 
Die Negat ionspar t ikel s teh t nie links vom (d.h. s t rukturel l höher als das) 
Verb (Drachman 1994, S. 13). Da Neg anderersei ts s t rukturel l höher als 
der funk t iona le Kongruenzknoten liegt, muß das imperat ivische Präd ika t 
in C O M P s tehen. 
7.3 Gerundien 
Gerundien verhal ten sich nach (39) in allen hier beobachteten Sprachen 
gerade umgekehr t , als m a n es nach der allgemeinen typologischen Stel-
lungsthese (V-Randsprachen Enklise, V-Mittelsprachen Proklise) erwar-
14 Einen, wie mir scheint, ganz ähnlichen, nur in anderem Jargon ausgedrück-
ten Unterschied trifft auch Uriagereka (1995), indem er im Sinne der Mini-
malismustheorie zwischen starken und schwachen CL-attrahierenden Kate-
gorien bzw. dem parametrischen Fehlen solcher Kategorien unterscheidet. 
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ten würde: der romanische SVO-Typus zeigt Enklise, der deutsche SOV-
Typus dagegen Proklise. Zum Deutschen vgl. man: 
(46) a zum's /es ihm mit einem Blumenstrauß Überreichen 
b zum'n/ ihn den Safe sauber aufbrechen Lassen 
c zum ihm <'s /?es> mit einem Blumenstrauß <*'s /*es> 
Überreichen 
d zum den Safe <*'n/* ihn> sauber <*'n/* ihn> aufbrechen 
Lassen 
CL ist nur mit dem präpositionalen Träger zum verträglich. Wenn die no-
minale Verbform mit ihren Valenzen im VP-Status ist und die Adverbiale 
mit einem Blumenstrauß bzw. sauber linke VP-Grenzmarken darstellen, 
dann steht die Präposition zum im Satzflexionsknoten IP oder in COMP 
oder irgendwo dazwischen. Wenn wir davon ausgehen, daß Gerundien 
zumindest Aspekt, wenn nicht sogar Tempus (aber eben nicht Person 
und Numerus) ausdrücken, also in den IP-Knoten vorrücken, ohne AgrS 
zu erreichen, dann steht CL in der deutschen Gerundialkonstruktion auf 
jeden Fall in der thematischen Satzperiode. 
Ganz anders jedoch haben wir den anderen Gerundialtypus zu analysie-
ren. Ich orientiere mich am Neugriechischen (Beispiele und Analyse nach 
Drachman 1994, S. 12f.). 
(47) NEUGRIECHISCH (Drachman 1994, S. 12): 
a to grama-su, ematha oti i-Maria, diavanzondas-to, yelase 
dein Brief, ich hörte, daß die Maria lesend ihn 
b ematha oti o-Petros fevgondas pire ta klidya mazi-tu 
ich erfuhr daß Peter weggehend nahm die Schlüssel mit sich 
c *to grama-su, ematha oti i-Maria, diavanzondas-to yelase 
(kein Komma vor yelase!) 
d Sie hat den ganzen Kaffee zum Trinken ausgeschüttet, 
e Sie hat das Kind das ganze Flascherl-, zum ti Austrinken 
gezwungen. 
f Sie hat <* 's i> 1 5 das Kind <*'s i> <das ganze Flascherli> 
zum <'si> Austrinken gezwungen. 
Drachman nennt auch das adverbiale Konverb ohne Rektion in (b) 'Ge-
rundium'. Wir beschränken uns hier auf die objektregierende Form in 
(a, c) sowie das Deutsche in (d-f). (a, c) sowie (f) zeigen Objekt-CL. Im 
Deutschen weisen die Stellungsbeschränkungen nach (f) die PP-interne 
15 Winkelklammern kodieren alternative Verwendung, also 'entweder - oder 
- oder ...'. 
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Position des Objekts als Basisposition aus. Im hochnormalisierten Hoch-
deutschen gilt keine der Alternativen (zwischen <>) - um überhaupt zu 
Daten zu gelangen, muß man die gewachsene Umgangssprache bemühen. 
Zum Griechischen schließen wir, nur z.T. Drachman folgend, folgen-
des. Daß nur die Version mit Parenthese grammatisch ist, bestätigt nur 
die Position, daß nichtfinite Konstruktionen ein (unsichtbares) PRO-
Subjekt mit Nullkasus (also nicht mit Nominativ!) haben müssen. Da 
in (c) das Subjekt i-Maria realisiert ist, ist gegen diese Bedingung ver-
stoßen. Dies erklärt einerseits den Grammatikalisierungsunterschied zwi-
schen (a) und (c). Andererseits zeigt die grammatische Parenthese deut-
lich, daß keine finite Konstruktion, im besonderen keine Satzflexions-
kategorie (Agr-Knoten) vorliegt. Damit ist diese Gerundialstruktur in 
(a) genauso ein adverbielles Konverb wie die in (b). Solchen tempus-, 
modus- und numeruslosen Strukturen lassen sich jedoch keine Diskurs-
funktionen wie Thema vs. Rhema zuordnen. Dann aber braucht CL das 
Rhemagebiet, nämlich die VP, auch nicht zu verlassen. Es bleibt folglich 
in seiner Grundposition unter Rechtsrektion, nämlich kanonisch rechts 
von V. Man prüfe anhand von (47), daß im Gerundium auch fürs Deut-
sche die unter Linksrektion gültige Position gilt. Da alle romanischen 
Sprachen für nicht V-topikalisierende Strukturen vom SVO-Typus (wo 
das Verb in IP bzw. dessen Subselektion AgrP steht, nicht in CP wie 
im Deutschen) sind, gilt durchgehend und völlig erwartbar 'V + CL'. 
Das deutsche präpositionale Gerundium mit ausschließlichem P-CL zeigt 
letztlich, daß kongruenzlose CP-Strukturen existieren - CL hängt sich an 
eine Kategorie an, die sonst COMP als CL-Träger vorbehalten ist. Und 
wenn man Gerundien nominalen Kategorialstatus zuspricht, dann zeigt 
ebendies, daß es nominale CP-Strukturen gibt - was freilich keinen logi-
schen Semantiker (perseverierenden 'Lambdakonvertiten') überrascht. 
Es bleibt darauf hinzuweisen, daß die beiden Enklisen für den Impe-
rativ (ebenso wie den Interrogativ) und das Gerundium trotz gleicher 
Oberflächenposition auf völlig unterschiedliche Mechanismen zurückge-
hen; die einen, Imperativprädikate, haben nominativische pro-Subjekte 
und stehen an der Satzspitze; die anderen dagegen, Gerundien, haben 
kasuslose PRO-Subjekte (wie in Kontrollstrukturen unter Verben wie 
versprechen/raten/befehlen + Infinitiv) und stehen keineswegs an der 
Satzspitze - sie sind j a nichtflnit nach Person, Numerus und eventuell 
Tempus (sicher nicht jedoch nach Aspekt). Und letztlich ist zu beach-
ten, daß die CL-Enklise quer durch alle Sprachen, in Sonderheit die der 
sonst proklitischen romanischen CL-Realisierer, auf eine Verbvorrückung 
über alle möglichen Landeplätze nach links zurückgeht - weiter als sonst 
in den romanischen Deklarativsätzen nötig ist. Somit ergibt sich eine the-
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mat i sch diskurskodier te Landestel le schon vor dem imperat ivisch-f ini ten 
V. 
7.4 Infinit ive 
Mit 7.2-7.3 ist auch klar, inwiefern das oberflächlich gemeinsame Merk-
ma l der Nichtfini theit bei Gerundien und Infinitiven für den d iamet ra len 
Unterschied (Enklise be im roman . Gerund ium, Proklise be im Infinitiv 
mi t A u s n a h m e des Spanischen) keinen erklärenden S t a tu s besitzt (d .h . 
über die al lgemeine typologische These hinausgehen muß) . Infinitive ha-
ben kein P R O , das j a wie bei der Kontrol lkonst rukt ion regiert sein muß 
(Er, versprach PROi zu kommen). Ohne Sub jek t und ohne Kongruenz 
bes teh t kein Anlaß für V, ü b e r h a u p t aus seiner durch die Thetaro l len be-
s t i m m t e n VP-Pos i t ion in den Kongruenzknoten ins Mittelfeld zu rücken; 
es bleibt rechts von CL in V-Letztposi t ion, wie es die Rektionsläufigkeit 
deutscher Verbak tan ten vorschreibt ( A b r a h a m 1994, Kap. 1). O b a m 
Beginn des Infini t ivkomplexes s tehende CL-Formen in die syntakt ische 
Argumen ta t ion miteinbezogen werden sollten, s teht dahin: es wäre dann 
ein Sub jek t -p ro vorauszusetzen, das alleine the tasemant isch begründet 
ist und für die Lizensierung von CL herzuhal ten hä t t e . 
(48) a - s - m / n gern gebm bairisch-österreichisch 
=es=ihm gerne gegeben 
b -s den gern gebm 
=es dem gerne gegeben 
c *den-s gebm 
d eam des /*es gebm 
den „dem" bzw. des „das/es" ist die schwache Pronomina l form, die in 
einer Vielzahl deutscher Dialekte das schwächste Glied im Pa rad igma , 
es, dann ver t r i t t , wenn dieses nicht als syntakt isches CL a u f t r i t t . 1 6 Die 
Al ternat ive wäre, den S ta tus derart iger Formen ausschließlich phonolo-
gisch, also als Schnellsprechformen festzulegen. 
Syntakt ische Subjekt losigkei t ist der G r u n d , weshalb die gleichermaßen 
rektionsrechtsläufigen romanischen SVO-Sprachen Gerundia l - und Infi-
ni t iv-CL grundlegend asymmetr isch konstruieren. Wieso fallt aber das 
Spanische mi t V+CL aus dem allgemeinen Infinit ivbild der R o m a n i a 
heraus? Wir können im Augenblick nur so viel sagen, daß CL in span . 
16 es kommt in der schwachen und der starken syntaktischen Verteilung nicht 
oft vor und wird in solchen Umgebungen im allgemeinen durch (/-Formen 
ersetzt. Von schwäbischen Kollegen (U. Lutz/Tübingen) habe ich mir sagen 
lassen, daß man seinen Dialekt gerade aufgrund dieser Ausnahme erkennt. 
Zu dialektalen Varianten des Deutschen vgl. Abraham/Wiegel 1993. 
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para oirlo verbinkorporiert ist und als Affix nur in Kopfstellung, also 
rechts vom Verbstamm stehen kann. Uriagereka (1988) bringt dies mit 
der Existenz eines parametrisch agierenden Funktionsknotens in Verbin-
dung bzw. der Attraktionskraft dieser Funktion derart, daß ein freies 
CL-Morphem oder ein Verbaffix entsteht (s. auch Uriagereka 1995, 
S. 92ff.). 
7.5 Schlußfolgerung 
Der zentrale Schlüssel für die auseinanderlaufenden Positionen der pro-
nominalen Klitika (CL) ist die Finitheit des Prädikats nach den Be-
stimmungsstücken Tempus, Subjektperson und Subjektnumerus bzw. die 
spezifische syntaktisch-semantische Funktion des CL-regierenden Prädi-
kats. Beim Imperativ (ebenso wie beim Interrogativ, gleichgültig ob in 
der Wortfrage oder Satzentscheidungsfrage) muß das Prädikat in die 
Satzoperatorposition in CP rücken, um den spezifischen grammatika-
lisierten Imperativsprechakt zu lizensieren. Das imperativisch-finite V 
steht also strukturell höher als im einfachen Deklarativsatz, für den der 
Greenbergtypus SOV bzw. SVO ausgelegt ist (dies, so wissen wir alle, 
in Ermanglung einer detaillierteren und leistungsfähigeren Syntaxstruk-
tur). In einer solchen Top-Position des V braucht aber auch bei SVO 
(dem Typus, dem alle der romanischen Sprachen in (39) angehören) CL 
nicht höher als bis eben außerhalb von V P (genauer in die strukturelle 
Dimension von IP oder AgrP) nach links zu verrücken. Somit bleibt 
die allgemeine, auf Deklarativstrukturen ausgelegte These unbeschadet: 
SVO zeigt Proklise. Im speziellen Imperativfall müßte man greenbergisch 
von VSO und damit von Enklise ausgehen - was j a mit der Hauptthese 
im Einklang ist. 
8. Die germanisch-skandinavischen S p r a c h e n vom SVO-
T y p u s m i t Enklise — C L - A u s s c h e r e r ? 
Das Schwedische zeigt CL-Nachbindung, obwohl es vom SVO-Typus ist. 
Widerspricht dies unserer Generalisierung? 
(49) a Jag kan inte *ä ta - t /ä ta det ( *CL statt det) 
ich kann NEG ess=es(CL) 
b Du tar-n inte pa allvar (statt h a n ) 
du nimmst=ihn(CL) NEG ernst 
c Varför tar du-n inte pä allvar? 
weshalb nimmst du=ihn NEG ernst 
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Das Schwedische stellt t rotz seines unkontroversen SVO-Typus die 
schwachen und klitischen P r o n o m i n a postverbal (aber vor die Satzne-
ga t ion) . Vgl. auch (50) fü r s Norwegische. 
(50) N O R W E G I S C H (Chris tensen-Koch 1985): 
a H u n / * a har bodd her *CL in Satzspitzenstellung 
s ie /*CL hat gewohnt hier 
b Vi vet a t ikke h u n / * a har b o d d her *CL nach NEG 
wir wissen daß NEG sie hat gewohnt hier 
c Vi vet a t a ikke ha r bodd her CL im Mittelfeld, vor NEG 
Ohne hier näher darauf eingehen zu können gehe ich davon aus, daß die 
Posi t ion des s tarken Sa tznegators eine s t rukture l le Grenze setz t . Im Kel-
t ischen (VSO) s teht ein solches N E G , ket (als Par t ikel lexem, nicht als 
prokli t ischer Sa tzaf i i rmator präverbal wie im Bretonischen), pos tverbal 
vor O b j e k t e n , Adverbien, Ob jek tnebensä tzen oder Prädikatspar t iz ip ien , 
jedenfal ls aber vor dem Kongruenzkomplex, I P (vgl. neuerdings Scha-
fer 1995, S. 161 et pass im). Auch in den romanischen SVO-Sprachen 
s teht die s ta rke Neg-Part ikel of t direkt vor den Objek ten : m a n denke 
an pas d i rekt h inter dem finiten Verb im Frz., ohne daß sich ein ande-
res Satzglied zwischen dieses NEG und das finite Verb drängen kann. 
Starkes N E G setzt zum finiten Prädikats te i l einerseits und zur Ke t te 
von O b j e k t e n anderersei ts eine enge Beziehung, allerdings in Abhängig-
keit von der typischen Rektions- und Satzskopusr ichtung: nach rechts 
bei SVO-Sprachen, nach links bei SOV. Man denke an das Deutsche, wo 
die NEG-Par t ike l nicht durch nichts von der V-letzt-Posi t ion get rennt 
werden kann und sich auf alle definiten Ob jek t e links von N E G bezieht. 
(51) a weil <*nicht> er <*nicht> [vp [den Nachbarn <nicht> 
<—S—skopus] ausstehen kann] 
b because he < * n o t > of ten does [s-skopus-> <no t> <*of ten> 
[vp par t i c ípa te a t parties]] 
Das Wesentliche ist, daß zwischen der unabhängigen und der abhängigen 
Sa t z s t ruk tu r eine auffal lende Asymmet r i e in dem Sinne bes teht , daß sich 
im abhängigen Satz ein 'Mit te l fe ld ' (nach Diderichsen (1962) ein eigenes 
'Nexusfeld ' ) öffnet, in das schwache Adverbien rücken können (Platzack 
1988). In dieser s t rukture l len Periode landen CL in der erstmöglichen 
Stelle auf ihrer Suche nach einer Themapos i t i on - durchaus im Sinne 
der speziellen CL-These in (ix), zusammengefaß t nochmals in (xv) un-
ten. Eine solche Asymmet r i e besteht in den anderen SVO-Sprachen, den 
romanischen Sprachen und dem Englischen, nicht; entsprechend muß CL 
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über das finite Prädikat weiter nach links rücken. Man vgl. nochmals die 
norweg. Beispiele in (50). 
9. Schluß: Erklärung für die CL-Verschiebung vor d e m 
Hintergrund v o n Di skurs funkt ion u n d Satz typo log ie 
(xi) Für strenge SVO-Sprachen, also Sprachen ohne stellungsfreies Sub-
jekt ist die THEMATISCHSTE Position die des Subjekts. Jedes andere 
Satzglied links vom Subjekt steht außerhalb des einfachen Satzes (etwa 
als Thema pendens); andere Satzglieder als Subjekte sind vor dem fini-
ten V oder AUX im allgemeinen nicht gestattet . Thematisches Material, 
sofern nicht selbst S, steht zwischen S und V. Es muß links von V stehen, 
denn V + O ist j a RHEMATISCH. Diese Situation führt zu PROKLISIS. 
Sie gilt für die romanischen SVO-Sprachen. Die kanonische phonologi-
sche Verschleifung mit dem finiten Verbträger spricht dafür, von einem 
Vorschritt zu Präfigierung zu sprechen. Ohne Zweifel ist die Proklise im 
Bretonischen - das j a eine keltische Sprache und ursprünglich vom Typus 
VSO ist - durch arealen Einfluß des Französischen (SVO) zu erklären. 
(xii) Die Merkmalskombination [+stellungsfreies S, +SVO] wie im Sla-
wischen (sofern diese Sprachen die CL als Erscheinung überhaupt auf-
weisen; das Russische etwa hat keine pronominalen CL, wohl aber Null-
subjekte) erlaubt jedes Satzglied in der Topikposition. Auch in solchen 
Sprachen steht CL links von V, allerdings nicht in präfigaler Bindung 
(also als Morphem freier). Auch solche Sprachen zeigen jedoch PROK-
LISIS. 
(xiii) Der SOV/SVO-Typus der kontinentalen westgermanischen Spra-
chen (Deutsch, Niederländisch, Westfriesisch, Jiddisch) sowie der eben-
falls V-randständige VSO-Typus des Walisischen hat eindeutig EN-
KLISE, unabhängig davon ob S stellungsfrei ist oder nicht. Er zeigt 
ENKLISE, weil die Position zwischen V und S die am weitesten linke 
bzw. vorderste ist, bis zu welcher ein THEMATISCHES Element auf-
steigen kann in dem Bestreben, seine Diskursfunktion zu signalisieren. 
Beim Walisischen ist erwägbar, daß sein VSO aus einem früheren indoeu-
ropäischen SOV (V[SO] aus [SO]V) s tammt. Weiter sieht es so aus, als 
verhielte sich der VOS-Typus (nach dem Befund der australischen Ein-
geborenensprachen; vgl. Schachter 1976) wie VSO. Der exotische Typus 
ist jedenfalls SVO! 
(xiv) Auch das Semitische (kairoter Umgangsarabisch, modernes Hebrä-
isch) zeigt ENKLISE der pronominalen CL, jedoch mit bestimmten Un-
terschieden zum Walisischen. Diese Unterschiede sind auf den gemischten 
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typologischen Status des modernen Arabischen und Hebräischen (SVO 
mit VSO-Optionen) zurückzuführen. 
(xi)-(xiv) bestätigen die eingangs aufgestellte rein empirische allgemeine 
CL-Hypothese, daß die V-randständigen Sprachtypen ENKLISE, die V-
mittelständigen dagegen PROKLISE aufweisen. Dies ist jedoch insofern 
zu korrigieren bzw. zu präzisieren, als es nichtdeklarative Satzbilder gibt, 
in denen auch die V-mittelständigen Sprachtypen CL-Enklise zeigen. Wir 
haben veranschaulicht, daß dies dann vorliegt, wenn die finite Prädikat-
komponente in die Topikposition vorrückt. Andererseits gibt es den V-
mittelständigen Typus wie die kontinentalskandinavischen Sprachen mit 
CL-Enklise (statt der für diesen Typus vorausgesagten Proklise). Dieser 
Umstand zwingt dazu, die allgemeine These zugunsten der spezielleren 
aufzugeben. 
(xv) SPEZIELLERE CL-THESE: Pronominale CL sind hochthematisch. 
Sie stehen demgemäß in jener thematischen Position, die den geringsten 
Abstand zu den koreferenten nominalen Entsprechungen aufweist. Im 
Szenario eines Verschiebungsmechanismus der CL aus der VP heraus 
nach links heißt dies, daß CL in der erstmöglichen thematischen Posi-
tion stehen bleibt. Wir haben diese diskursstrukturelle Satzperiode, in 
der das thematische pronominale CL zu stehen kommt, FP genannt und 
es weiterer empirischer Arbeit vorbehalten, diese vorerst diskursfunk-
tionale Kategorie FP jeder Sprache extra auf die universalgrammatisch 
relevanten strukturellen Satzperioden abzubilden. 
In den kontinentalskandinavischen V-mittelständigen Sprachen ist der 
Ort dieser diskursfunktionalen CL rechts vom finiten Prädikat. Diese FP-
Periode unterscheidet sich distributionell so von der der romanischen V-
mittelständigen Sprachen, daß die in der Linksverrückung früheste the-
matische Bedingung bereits vor dem mittelständigen V, also in der Enk-
lise, erfüllt ist. FP in den skandinavischen V-mittelständigen Sprachen 
liegt rechts vom finiten Satzprädikat, in den ebenfalls V-mittelständigen 
romanischen Sprachen dagegen links davon. 
(xvi) Mit der Ausbildung von CL scheint ein gewisser Ausprägungs-
grad der Kongruenzfunktion (nach Person und Numerus beim Verb) bei 
den CL-Trägern einherzugehen. Daraus folgt, daß AGR ausgeprägten, 
paradigmatisch hochidentifizierten Status hat. Das Englische hat kein 
solches hochentwickeltes Kongruen'zparadigma, folglich kein pronomina-
les CL. Auch wenn (zusätzlich) kasusidentifizierende Strukturpositionen 
für CL in Anspruch genommen werden (etwa bei Cardinaletti 1994, Ab-
raham/Wiegel 1993, Abraham 1995), wird verständlich, daß das sowohl 
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kongruenz- wie kasusfremde moderne Englische keine CL-Positionen be-
reitstellt. 
Da im Altenglischen das Kongruenz- und Kasusparadigma noch ähnlich 
wie im Deutschen ausgebildet war, sollten syntaktische CL (und nicht 
nur phonologische wie in we're, they'll) vorkommen können. Eine der 
Schwierigkeiten bei toten Sprachen stellt die schreibsprachliche Überlie-
ferung dar. Das moderne Griechische besitzt CL, wie wir dargestellt ha-
ben, das Altgriechische hingegen nicht, soweit wir dies beurteilen können 
- d.h. das Altgriechische verfügt nur über 'schwache Pronomina' (nach 
der bei Cardinaletti/Starke 1994 entwickelten Nomenklatur). Das Latei-
nische scheint bloß einen Personalpronomentypus zu besitzen, nämlich 
'stark'. Sicheres verschließt sich uns bei alten Sprachen jedoch. 
(xvii) Es ist nur natürlich, davon auszugehen, daß Null-CL-Sprachen 
('pro-drop'-Sprachen) das Vorstadium der CL-Erscheinung kennen. 
Diese Annahme, so plausibel sie ist, wird einem aber durch verschie-
dene Sprachen schwer gemacht: etwa durch das Russische, das sehr 
wohl Nullprosubjekte kennt, uns aber in der Schriftsprache keinen CL-
Anhaltspunkt dafür zur Verfügung stellt. Dasselbe gilt für das Lateini-
sche. Und: inwiefern erlaubt das Verbflexionsparadigma weniger eindeu-
tige Verbkongruenzidentifikationen als das Italienische? Oder: wie läßt 
sich angesichts jedes Fehlens von verbaler Objektflexion die pro-drop-
Erscheinung von Objekten in italienischen Dialekten erklären? Zwingen 
uns solche Einsichten dazu, den CL-Zwischenschritt auf dem Weg zu 
pronominalen Nullsubjekten aufzugeben? Oder fehlt in dieser Kalkula-
tion ein Aspekt, den wir bisher völlig unterschlagen haben? Liegen hier 
einfach rein unsystematische pragmatische Auslöser zugrunde, die sich 
dann einfach konventionell - d.h. ohne tieferen typologischen Grund -
fixiert haben?17 
7 Eine Erwägung in dieser Richtung ist folgendes wert. Man geht allgemein 
davon aus, daß pro-drop-Sprachen wie das Italienische, Rumänische, Por-
tugiesische und Spanische, etwa im Unterschied zum Französischen hinrei-
chend reich unterschiedene Verbkongruenzparadigmen aufweisen, um auf 
die Nennung des diskursfunktional schwachen Subjektpronomens verzich-
ten zu können. Vgl. die Übersicht in (i). 
(i) 
Französ. Deutsch Italien. Neugriech. 
starke Pronomina 
schwache Pronomina 
CL 
+ 
+ 
+ + + + 
+ 
+ 
+ + + 
pro-drop 
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(xviii) Worin in den einzelnen CL-Sprachen auf jeden Fall Gemeinsam-
keiten bestehen, sind die folgenden Stellungskriterien (zu (a)-(c) vgl. 
Dimitrova-Vulchanova 1993, S. 23): 
(a) sie lassen als CL-Träger nur einen Vertreter einer spezifischen gram-
matischen Kategorie zu; 
(b) sie ordnen CL einer bestimmten linearen Position zu, bleiben aber 
inbezug auf die kategoriale Zugehörigkeit des CL-Trägers neutral; 
(c) sie ordnen CL in eine größere CL-Traube ein; 
(d) der CL-Position in der Satzstruktur, die ja die erste (vom linken 
VP-Rand aus gezählte) erreichbare thematische Position ist, kommt 
unterschiedlicher kategorialer Status zu und zwar eine zwischen der 
TOP-Posit ion und eben dem linken VP-Rand. 1 8 
Diese Annahme machen solche Sprachen noch plausibler, die sich aufgrund 
von Objektkongruenz in der Verbmorphologie diskursfunktional schwache 
Nullobjekte leisten: etwa das Ungarische. Freilich scheint eine solche verbale 
Objektflexion gar nicht nötig zu sein, wenn wir solchen Erscheinungen wie 
in italien. Dialekten Glauben schenken. Nun ist das Deutsche aber auf jeden 
Fall unter den Sprachen, die sich aufgrund ihres Verbkongruenzparadigmas 
Nullsubjekte leisten könnten: vgl. 6in - bist - ist - sind - seid - sind bzw. 
-e - (e)st - (e)t - en - (e)t - en. Das erlaubt eine fast 100%ige Identifika-
tion nach Person und Numerus. Das Französische identifiziert sogar noch 
vollständiger. Trotzdem fehlen Nullrealisierungen. Einen Schlüssel scheinen 
die Umgangssprache und Dialekte zu liefern. So kann man im Deutschen 
in Fragen und Ausrufen durchaus sagen: Bist (du) blöd!? Seid's (ihr/es) 
ganz gescheit?! Daß't/Wann'st nur aufpaßt!, in Notizen wie Bin um 5 zu-
hause/habe schon gegessen, Sind bald zurück sowie in Erzählanfängen wie 
in Ist einmal ein kleines Männchen gewesen, Hat einmal Natürlich gibt 
es auch hier Einschränkungen (so spielen diese Beispiele nie das gesamte 
Personparadigma durch); auch sehe ich von den mundartlichen Besonder-
heiten der Beispiele ab, ohne welche die Identifikation schlechter ginge. Es 
geht darum, daß die Subjektidentifikation eben auch ohne Subjektprono-
men eindeutig wäre, sollte sich das Deutsche konventionell zur Nullreali-
sierung verstehen. Aber die Sprechergemeinschaft des Deutschen läßt sich 
diese Doppelidentifikation, 'diesen Luxus' eben nicht nehmen. Es ist durch-
aus zu erwägen, daß sich mit diesem Konservativismus - den ja z.B. eine 
so verwandte Sprachgemeinschaft wie die Niederländer nicht mit uns teilen 
- auch eine Typologie der Sprechergemeinschaften und der Sprachkultur 
erstellen ließe. Zu einem ersten Versuch in dieser Richtung vgl. Abraham 
(1995b). 
1 8 Dimitrova-Vulchanova (1993) bestimmt diesen Ort fürs Slawische als ka-
tegorial offenen Satzknoten, der über der Negationskonstituente (die im 
Slawischen immer vorne steht) und der Moduskonstituente rangiert, die 
ihrerseits über dem Auxiliarkomplex und VP sitzt und zu dem sie für CL 
Rechtsadjunktion beobachtet. Uriagereka (1995) bestimmt diesen Ort rein 
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Zwischen diesen vier Kriterien besteht keineswegs komplementäre Ver-
teilung; vielmehr lassen sich verschiedene Kombinationen denken: etwa 
zwischen (a ) (wie im Deutschen) und (b) (Wackernagelgeneralisierung). 
D ^ Deutsche beachtet ohne jeden Zweifel sowohl (a) wie auch (b) . Ohne 
Zweifel wandeln sich Sprachen auch derart, daß sie vom einen Typus zum 
andern übergehen oder indem sie zwei Regelkriterien zulassen, die al-
lerdings unterschiedlichen regional best immten Systemen ents tammen. 
So beobachtet Dimitrova-Vulchanova (1993 , S . 23) für das Makedoni-
sche Zugehörigkeit zu (c) (CL-Traubenbi ldung) wie auch (b ) , ersteres 
offenbar als Folge der analytischen Entwicklungen innerhalb des Bal-
kansprachbundes (etwa bei Bulgarisch und Rumänisch), (b) im besonde-
ren erlaubt die Verallgemeinerung, daß die strukturelle T O P - P o s i t i o n im 
Satz von j e d e m Satzglied eingenommen werden kann, solange sie nur ent-
sprechende Textanknüpfungsfunktionen verkörpern kann. Dies ist j a , wie 
wir am Englischen leicht ablesen können, nicht in jedem Sprachtypus ge-
geben ( im Englischen etwa kann nur das grammatische Sub jek t in dieser 
T O P - P o s i t i o n stehen; eigene fokussierte Topikalisierungen müssen über 
Spaltkonstruktionen realisiert werden). Die Wackernagelposition, die vor 
allem für die alten idg. Sprachstadien beobachtet wurde (Wackernagel 
1892), gilt mit Sicherheit für eine große Zahl moderner Sprachen nicht, 
selbst für das in vieler Hinsicht konservative Deutsch nicht (vgl. Taylor 
(1993) zum Altgriechischen, das schon aus der Wackernagelverallgemei-
nerung ausschert) . Es wäre sinnvoll, der Frage nachzugehen, ob diese 
Wackernagelposition als tendenziell optimale CL-Position an best immte 
satzstrukturelle, typologische Eigenschaften geknüpft ist. Es ließe sich 
bei einer solchen Forschungsstrategie z .B . die Idee verfolgen, daß S O V -
Typus mit V-Zweit vorliegen muß. Man denke bei diesem Ausgangspunkt 
an die alten Stadien der romanischen Sprachen wie das Altfranzösische, 
-italienische, -spanische sowie Altenglisch mit der SOV-Struktur , das 
im Unterschied zum modernen Französischen CL enklitisch an seinen 
phonologischen Träger band (Adams 1987, Fontana 1993). Dimitrova-
Vulchanova (1993 , S. 23) beobachtet , daß das Makedonische dabei ist, 
(b) ( = Wackernagelbedingung, d.h. rein lineare Festlegung ohne katego-
riale Eindeutigkeit) zugunsten des areal beeinflußten (c) aufzugeben. 
Allgemein hat sich wieder gezeigt, daß diskursfunktionale Kategorien 
wie T h e m a , R h e m a , Vorder- und Hintergrund nicht nur direkte Ent-
sprechungen in der syntaktischen Struktur haben, sondern daß sich ihr 
jeweiliger syntaktisch-struktureller Ort auf der Grundlage einer hin-
reichend stark differenzierenden und empirisch-distributionellen Eigen-
kategorial als FP, läßt aber nicht erkennen, worin eine allgemeine kontex-
tuelle Identifikation dieser FP bestehen könnte. 
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Schäften Rechnung tragenden Unterscheidung festlegen läßt. Dies wurde 
hier vornehmlich fürs Deutsche vorgetragen; aber es besteht begründeter 
Anlaß, die diskurstechnische Struktur in (34) je nach den eigenen Distri-
butionseigenschaften der einzelnen Sprachen ebenso satzsyntaktisch zu 
best immen. 
Dies beschließt meine Ausführungen. 1 9 Es sollte deutlich geworden sein, 
daß diese typologische Exerzitie - sofern ihr irgendein empirischer Wert 
zukommt - gezeigt hat, daß man typologisch ohne detaillierte Distribu-
tionskriterien einer Verallgemeinerung des CL-Ortes gar nicht nachhor-
chen kann, daß mit anderen Worten typologische Erörterungen auf der 
Basis der greenbergschen Unterscheidungen alleine zu keinem sinnvollen 
Ergebnis führen. 
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Morphologische Variation 

KLAUS-MICHAEL KÖPCKE / DAVID ZUBIN 
Prinzipien für die Genuszuweisung im Deutschen 
A b s t r a c t 
In dem Beitrag wird gegen die Arbitraritätsthese bei der Genuszuweisung im 
Deutschen argumentiert. Es wird davon ausgegangen, daß das Genus durch 
phonologische, morphologische und semantische Prinzipien motiviert wird. Sol-
che Prinzipien werden exemplarisch vorgestellt. Es wird auch der Nachweis er-
bracht, daß die Kategorie Genus semantisch-pragmatisch zum Transport von 
Bedeutungen ausgenutzt wird. Schließlich wird in dem Beitrag der Versuch un-
ternommen, das Motivationsniveau für die Genuszuweisung im gesamten nomi-
nalen Lexikon zu bestimmen. Zu diesem Zweck wird auf den Begriff „Entropie" 
zurückgegriffen. Es stellt sich heraus, daß der ermittelte Entropiewert für das 
Gesamtsystem niedrig ist; d.h., daß der Grad der Ungewißheit für die Genus-
zuweisung im Deutschen insgesamt nur schwach ausgeprägt ist. Abschließend 
wird der Grad der Motiviertheit des Genussystems im Deutschen mit anderen 
nominalen Klassifikationssystemen und deren Motivierungsgrad verglichen. 
1. D a s P r o b l e m 
Die Faszination, die von der Genuszuweisung im Deutschen ausgeht, und 
zwar für Kinder wie für Erwachsene, ist u.E. in dem sehr einprägsamen 
Liedchen der Sesamstraße aufgehoben. Da heißt es: 
Der, die, das, 
Wer, wie, was, 
Wieso, weshalb, warum? 
Wer nicht fragt, bleibt dumm. 
Kinder lieben es, in Spielsituationen das Genus zuzuweisen. Erwachsene 
fragen sich, ob es nun der oder das Teil, der, die oder das Joghurt heiß, 
und sie sinnieren darüber, ob die Genusopposition bei der Tag und die 
Nacht oder die Sonne und der Mond motiviert ist und warum sich in-
nerhalb eines situativen Zusammenhangs, wie etwa dem der Arbeit mit 
Küchenutensilien, kein einheitliches Genus etabliert hat; man denke an 
der Löffel, die Gabel und das Messer. 
Manchmal bleibt es nicht bei der Faszination allein, etwa wenn 'Der 
Spiegel' den Ex-Bundespräsidenten Carstens dafür tadelt, die Kleinmut 
anstatt der Kleinmut gesagt zu haben. Gelegentlich wird die Genusun-
terscheidung auch für spezifische poetische Wirkungen ausgenutzt, etwa 
in der von Heinrich Heine beschriebenen Liebesaffäre zwischen einem 
Fichtenbaum (maskulin) und einer Palme (feminin): 
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Ein Fichtenbaum steht einsam 
Im Norden auf kahler Höh. 
Ihn schläfert; mit weißer Decke 
Umhüllen ihn Eis und Schnee. 
Er träumt von einer Palme, 
Die, fem im Morgenland, 
Einsam und schweigend trauert 
Auf brennender Felsenwand. 
Ubersetzungen dieses Gedichts in das Englische geraten langweilig, sol-
che in das Russische, wo beide Bäume feminin klassifiziert sind, oder 
Französische, wo beide Bäume maskulin klassifiziert sind, erhalten eine 
etwas eigenartige Konnotation. In allen Fällen wird - und hierauf hat 
schon Roman Jakobson verwiesen - der von Heine intendierte erotische 
Beigeschmack verwischt oder völlig geopfert. Offenkundig aber weist der 
Ansatz der sexus-basierten Herangehensweise an die Genuskategorisa-
tion eine Reihe von Problemen auf: Zum einen ist bei dieser Sichtweise 
eine unkontrollierbar große Anzahl kontextuell stimulierter Bedeutungs-
varianten vorauszusetzen, um das Genus eines jeden x-beliebigen Seg-
ments des nominalen deutschen Lexikons zu erklären. Zum anderen ist 
überhaupt nicht klar, was kontextuelle Bedeutungsvarianten mit einer 
zugrundeliegenden Sexusbedeutung zu tun haben sollen. 
Die Enttäuschung darüber, daß die Erwartung einer konsistenten und 
transparenten semantischen Motivierung der Genuszuweisung sich nicht 
bestätigen ließ, führ te zu der zweiten Herangehensweise in der modernen 
grammatischen Theoriebildung, nämlich zu der Annahme, die spezifische 
Genuszuweisung eines Nomens sei arbiträr. 
Das Problem, ob die Mitgliedschaft eines spezifischen Nomens konzep-
tuell motiviert ist oder arbiträr erfolgt, kann in der sprachwissenschaftli-
chen Forschung auf eine mittlerweile ganz beachtliche Tradition zurück-
blicken, vgl. etwa Royen (1929), Fodor (1959), Wienold (1967), Kopeke 
(1982), Claudi (1985) und Zubin/Köpcke (in Vorb.). Gr imm (1831) ver-
folgte bei seinen Überlegungen zum Genus die Grundidee, daß dem gram-
matischen Geschlecht sprachhistorisch die Kategorie Sexus vorausgegan-
gen sei. Als Ergebnis eines „gigantischen Metaphorisierungsprozesses" 
(Leiss 1994) wird ausgehend von Bezeichnungen für Menschen auch die 
gesamte unbelebte Welt sexualisiert. 
„Das grammatische genus ist...eine in der phantasie der menschlichen 
spräche entsprungene ausdehnung des natürlichen auf alle und jede ge-
genstände." (S. 345). „Das maskulinum scheint das frühere, größere, 
festere, sprödere, raschere, das thätige, bewegliche, zeugende; das femi-
ninum das spätere, kleinere, weichere, stillere, das leidende, empfan-
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gende; das neutrum das erzeugte stoffartige, generellere, unentwickelte, 
collektive." (Grimm 1831, S. 359) 
Die Charakterisierung des Genus als metaphorische Ausdehnung von Ge-
schlechtscharakteristika ist empirisch nicht haltbar, weder für das Deut-
sche noch für irgendeine andere indoeuropäische Genus-Sprache. 
Die Position der Junggrammatiker auf die eher romantisierenden Überle-
gungen Grimms verfiel in das andere Extrem. Brugmann (1889) vertrat 
die Ansicht, daß Sexus von Genus abgeleitet worden ist und nicht um-
gekehrt und daß die Genuskategorisation, abgesehen von Geschlechtsun-
terscheidungen bei Bezeichnungen für Menschen jeglicher semantischer 
Basis entbehrt . Die Genuskategorien selbst würden ursprünglich auf die 
morpho-phonetische Form der Nomina zurückgehen. Viele dieser genus-
anzeigenden formalen Merkmale seien jedoch im Laufe der Jahrhunderte 
verlorengegangen. 
Die Brugmannsche Position hat in der modernen Linguistik weite An-
erkennung gefunden. Forschungen über die Kategorie Genus waren vor 
diesem Hintergrund dann auch meist auf morphologische und syntakti-
sche Aspekte des Systems beschränkt, vgl. etwa Werner (1975), Hyman 
(1980) und Corbett (1988). In der modernen Linguistik werden nominale 
Klassifikationssysteme und insbesondere das Genus manchmal geradezu 
als paradigmatische Beispiele für die Arbitrari tät der sprachlichen Struk-
tur schlechthin analysiert. 
Wir werden in diesem Aufsatz in partieller Übereinstimmung mit der 
Grimmschen Position versuchen zu zeigen, daß im nominalen Lexikon 
Wortfelder existieren, deren Genuszuweisung semantisch motiviert ist. 
Hierbei handelt es sich jedoch letztlich nicht um sexus-basierte Charakte-
ristika. Neben den semantischen Mustern werden wir produktive formale 
Muster für die Genuszuweisung nachweisen. Schließlich wollen wir zei-
gen, daß im Lexikon Felder existieren, deren Genuszuweisung weder mit 
semantischen noch formal motivierten Mustern harmonieren. Insgesamt 
meinen wir beweisen zu können, daß die Genuszuweisung im Deutschen 
doch in bemerkenswertem Maße semantischen und formalen Organisa-
tionsprinzipien unterworfen ist. Dies wäre dann unsere Entgegnung auf 
die Brugmannsche Position, der sich auch heute noch viele „moderne" 
Linguisten verpflichtet fühlen. 
2. P r i n z i p i e n d e r G e n u s z u w e i s u n g 
2.1 Formale Prinzipien 
Arbitrari tät wird gemeinhin für die monomorphematischen Nomina an-
genommen. Für derivierte Nomina ist bekannt, daß mit den meisten 
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Derivationssuffixen eine kategorische Genuszuweisung einhergeht; Femi-
ninum etwa bei -ung und -heit/keit, Maskulinum etwa bei -ling und Neu-
t rum z.B. bei dem Zirkumfix ge-.-e. Die monomorphematischen Nomina 
sind noch einmal in polysyllabische und monosyllabische Nomina aufzu-
spalten. Bei den polysyllabischen Nomina korreliert eine spezifische En-
dung mit einer Genuszuweisung, etwa das auslautende Schwa mit dem 
Femininum (Typ Kurve) oder auslautendes -en mit dem Maskulinum 
(Typ Wagen) oder dem Neutrum, sofern Nullableitungen aus Infiniti-
ven, also derivierte Nomina vorliegen (Typ das Essen). Das Problem 
reduziert sich damit gewissermaßen auf die Genuszuweisung zu den mo-
nosyllabischen Nomina. 
Exemplarisch für formale genuszuweisende Prinzipien soll zunächst ein 
allgemeines Prinzip, das sogenannte Konsonantenhäufungsprinzip, vor-
gestellt werden. In Anschluß daran geht es um vier phonologische Prin-
zipien, die deutliche Korrelationen mit der Genuszuweisung aufweisen. 
Das K onsonanlenhiufungsprinzip besagt, daß mit steigender Konsonan-
tenzahl im Onset und in der Koda eines monosyllabischen Nomens 
die Tendenz einer maskulinen Genuszuweisung zunimmt, vgl. auch Zu-
bin/Köpcke (1981) und Kopeke (1982). Tabelle 1 zeigt, daß der pro-
zentuale Anteil der maskulin klassifizierten Nomina kontinuierlich mit 
zunehmender Konsonantenzahl in prävokalischer oder postvokalischer 
Position ansteigt. 
Tabelle 1: Korrelation zwischen der Anzahl der Konsonanten und der 
Genuszuweisung bei monosyllabischen Nomina 
a) Konsonaten Nomina davon Mask. Beispiele 
im Onset insgesamt in Prozent 
0 57 46 Axt, Eis 
1 853 59 Mast, Tür 
2 505 73 Spaß, Brief 
3 51 82 Sproß, Strumpf 
b) Konsonaten 
in der Koda 
0 77 43 Schuh, Brei 
1 753 63 Schuß, Tür 
2 503 74 Schutz, Halt 
3 73 77 Schurz (surts/) 
4 4 - Arzt ( / a r t s t / ) 
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Neben diesem unabhängig von spezifischen Lautwerten wirkenden Prin-
zip gibt es eine Reihe spezifischer phonologischer Regelmäßigkeiten für 
die monosyllabischen Nomina, für die Korrelationen mit der Genuszu-
weisung nachgewiesen werden können. 
(1) [kn_#] — Mask. 
Distribution: m: 14, f: 0, n: 1; andere Prinzipien: 0, Total: 15. 
(2) [s + K _ # ] — Mask. 
Distribution: m: 144, f: 2, n: 8; andere Prinzipien: 13; Total: 167. 
(3) [#_Nasa l (m, n, r)) + K] — Mask. 
Distribution: m: 75, f: 4, n: 11; andere Prinzipien: 17; Total: 107. 
(4) [ # _ ( K ) + Frikativ(f, S , x) + t] —Fem. 
Distribution: m: 4, f: 35, n: 0; andere Prinzipien: 16; Total: 55. 
Die unter (1) und (2) abgedruckten Prinzipien operieren über den An-
laut, die Prinzipien unter (3) und (4) über die Koda. Wie die Prinzipen 
zu lesen sind, soll exemplarisch an (4) vorgeführt werden: Es gilt mit 
großer Wahrscheinlichkeit die feminine Genuszuweisung, sofern die Koda 
eines monosyllabischen Nomens auf Frikativ plus Verschluß auslautet. 
Diesem Auslautcluster kann fakultativ ein weiterer Konsonant voraus-
gehen. Prinzip (4) trifft auf insgesamt 55 monosyllabische Nomina zu; 
darunter finden sich 35 Feminina, wie etwa Frucht, Luft, Kluft, Schicht, 
und 4 als Ausnahmen zu wertende Maskulina. 16 Nomina erhalten ihr 
Genus aufgrund anderer, insbesondere semantischer Prinzipien, etwa bei 
Bezeichnungen für Menschen wie der Knecht, der Wicht. 
Die eigentlich interessante Frage lautet nun, ob und wie diese und ähnli-
che Prinzipien mental repräsentiert sind, ob ihnen also so etwas wie eine 
psychologische Realität zugeschrieben werden darf. Wir haben hierzu ein 
Experiment mit erwachsenen Sprechern des Deutschen durchgeführt, vgl. 
Köpcke/Zubin (1983). Die Sprecher hatten die Aufgabe, Kunstwörtern, 
die der deutschen Phonotaktik entsprachen, ein Genus zuzuweisen. Die 
Kunstwörter wurden mit jeweils zwei Genusalternativen vorgelesen, da-
bei wurde sowohl die Wahl der Genusalternativen selbst wie auch ihre 
Reihenfolge systematisch ausgetauscht. Für das Konsonantenhäufungs-
prinzip und die phonologischen Prinzipien (1) bis (4) gelten die in Tabelle 
2 abgedruckten Ergebnisse. 
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Tabel le 2: Ergebnisse des Kuns twor texper iments für das Konsonan-
tenhäufungspr inz ip und die phonologischen Prinzipien 
(1) bis (4) 
Muster beteiligte Test- Prognose Genuszuw. %-Anteile 
Muster wörter + - der 
+Fälle 
(1) [kn_#] 1 4 m 29 11 
[ä+K_#] 1 4 m 24 16 66% 
(2) [KK.KK] 1 4 m 27 13 68% 
(3) [kn-KK] 2 2 m 15 5 
[ ä + K _ K K ] 2 2 m 14 6 73% 
(4) [kn-Nas+K] 3 2 m 15 5 
[S+K_Nas+K] 3 2 m 17 3 80% 
(5) [#-f t ] 1 2 f 14 6 
[#-*»] 1 2 I 15 5 73% 
Alle in der Tabelle abgedruckten Ergebnisse sind signifikant, die fü r die 
Zeilen (1) und (2) auf dem .05 Niveau und die für die Zeilen (3) bis (5) 
auf .01 Niveau. Die Prognosen werden also von den Versuchspersonen 
eingelöst. A m interessantesten an diesen Ergebnissen ist aber die Beob-
achtung, daß die Prinzipien offenbar kumulieren können. W ä h r e n d für 
die beiden ersten Zeilen, die jeweils die Anwendung nur einer Regel in 
(1) bzw. des Konsonan tenhäufungspr inz ips in (2) betreffen, nur Wer te 
von 66% und 68% erzielt werden, steigt in Zeile (3) der prozentuale 
Antei l der entsprechend zur Prognose getroffenen Entscheidungen der 
Versuchspersonen auf 73% an. Bei den Kuns twör te rn der Zeile (3) sind 
immer zwei Prinzipien betei l igt , nämlich die Anlautpr inzipien aus Zeile 
(1) und das Konsonan tenhäufungspr inz ip aus Zeile (2). Die Test i tems der 
vierten Zeile vereinigen drei Prinzipien auf sich, nämlich zusätzlich zu 
den eben genann ten noch das Aus lau tpr inz ip 'Nasal laut + Konsonan t ' . 
Wiede rum steigt der prozentuale Antei l der entsprechend zur Prognose 
getroffenen Entscheidungen an, und zwar auf nunmehr 80%. Die Ergeb-
nisse in Zeile (5) zeigen, daß das Auslautpr inz ip 'Fr ikat ivlaut + Ver-
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schluß', mit dem die feminine Genuszuweisung assoziiert wird, dieselbe 
Stärke aufweist, wie die Kumulation zweier Prinzipien in (3). Uberhaupt 
gilt ganz generell, daß Auslautprinzipien insgesamt etwas bessere Ergeb-
nisse erzielen als Anlautprinzipien, vgl. Köpcke/Zubin (1983). Für den 
Fall einer Konkurrenz zwischen einem Anlaut- und Auslautprinzip ob-
siegt im allgemeinen das Auslautprinzip, etwa bei Schrift, wo trotz des 
maskulinen Anlauts ([s+K_#]—>m) das Femininum gilt. Offensichtlich 
erscheint es vor dem Hintergrund dieser Ergebnisse gerechtfertigt, den 
Prinzipien psycholinguistische Realität zuzuschreiben. 
2.2 Semantische Prinzipien 
Nachfolgend soll es wieder um natürliche Nomina gehen, also solche, die 
nicht nur eine Ausdrucks- sondern auch eine Inhaltsseite haben. Wir 
kommen damit zu den semantischen Charakteristika der Nomina und 
einer damit einhergehenden Genuszuweisung. Die Klassifikation der No-
mina auf der Grundlage semantischer Eigenschaften ist selbstverständ-
lich nicht durch ausdrucksseitige Merkmale der Nomina beschränkt; die 
folgenden Prinzipien beziehen sich demzufolge nicht nur auf monosylla-
bische Nomina. 
Es ist allgemein bekannt, daß mit einem auslautenden Schwa, sofern die 
obliquen Kasus nicht auf / n / gebildet werden, wie etwa bei der Junge -
des Jungen, fast immer das Femininum assoziiert wird. Allerdings ist es 
keineswegs immer der Fall, daß ein spezifisches auslautendes Segment, 
auch wenn es häufig auftr i t t , immer mit einer spezifischen Genuszuwei-
sung zusammenfällt . Dies soll beispielhaft an den Nomina vorgeführt 
werden, die ausdrucksseitig mit unbetontem / i / auslauten, etwa das Kali, 
der Chianii, das Maori und die Kiwi. Obwohl im Lexikon etwas mehr 
als 200 Nomina diesen Auslaut aufweisen, ist die Distribution der No-
mina über die drei Genera weit davon entfernt, einheitlich zu sein. Es 
gilt: m = 97, f = 27 und n = 79. Eine genauere Analyse der Nomina 
zeigt jedoch, daß fast alle durch semantische Prinzipien erklärt werden 
können. U.a. sind die folgenden semantischen Prinzipien hier von Bedeu-
tung (ausführlicher hierzu Zubin/Köpcke (in Vorb.)): 
(1) Prinzip des natürlichen Geschlechts —• m / f 
Beispiele: Rabbi, Bubi, Kadi, Mutti, Omi, Lady, wie auch solche ohne 
unbetontes / i / im Auslaut, etwa Knecht, Mann, Frau, Braut usw. 
(2) Bezeichnungen für alkoholische Getränke —• m 
Beispiele: Mariini, Chianti, Brandy, wie auch solche ohne unbetontes 
/ [ / im Auslaut, etwa Schnaps, Wodka, Sekt usw. 
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(3) Bezeichnungen für chemische Grundstoffe und Substanzen —• n 
Beispiele: Kali, Alkali, wie auch solche ohne unbetontes / i / im Aus-
laut, etwa Brom, Eisen, Chlor usw. 
(4) Bezeichnungen für Spiele —• n 
Beispiele://oMy, Derby, Hockey, wie auch solche ohne unbetontes / i / 
im Auslaut, etwa Schach, Halma, Whist usw. 
(5) Bezeichnungen für kalendarische Angaben —• m 
Beispiele: Juni, Juli, wie auch solche ohne unbetontes / i / im Auslaut, 
etwa Januar, Herbst, Winter, Mittwoch usw. 
(6) Bezeichnungen für Farben —» n 
Beispiele: Khaki, Uni, wie auch solche ohne unbetontes / i / im Aus-
laut, etwa Rot, Gelb, Ocker, Azur usw. 
(7) Bezeichnungen für Früchte —• f 
Beispiele: Kiwi, Peperoni, wie auch solche ohne unbetontes / i / im 
Auslaut, etwa Birne, Mango, Melone usw. 
(8) Bezeichnungen für Sprachen —<• n 
Beispiele: Pali, Maori, Hindi, wie auch solche ohne unbetontes / i / im 
Auslaut, etwa Deutsch, Schwedisch usw. 
Wie eben gezeigt, muß eine spezifische Endung nicht notwendig mit einer 
einheitlichen Genuszuweisung einhergehen. Analog kann es sich auch für 
Nomina verhalten, die demselben semantischen Feld angehören. Intuitiv 
würde man in einem solchen Fall eine einheitliche Genusklassifikation 
erwarten. Auch dies trifft nicht immer zu: Nomina, die beispielsweise 
das semantische Merkmal „Körperteilbezeichnung" miteinander teilen, 
haben keineswegs alle ein übereinstimmendes Genus. 
Tabelle 3: Genuszuweisung bei Körperteilbezeichnungen 
maskulin feminin neutral 
Arm, Finger, 
Nerv, Knochen, 
Zeh, Mund, 
Zahn, Schwanz usw. 
Brust, Nase, 
Faust, Wange, 
Hand, Scham, 
Stirn, Schulter usw. 
Auge, Haar, 
Becken, Knie, 
Bein, Kinn, 
Ohr, Herz usw. 
Bei den Nomina dieser Aufzählung handelt es sich ausnahmslos um Mit-
glieder des Kern Wortschatzes. Interessanterweise verletzen viele der ge-
nannten Nomina formale Prinzipien. So gilt etwa für die Stirn sowohl das 
Konsonantenhäufungsprinzip wie auch das oben vorgestellte phonologi-
sche Prinzip (2). Aufgrund dieser beiden Prinzipien hät te hier s ta t t des 
Femininums das Maskulinum gelten müssen. Für die Hand gilt das schon 
genannte phonologische Prinzip (3), demzufolge dieses Nomen eigentlich 
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ebenfalls maskulin klassifiziert sein sollte und für das Auge schließlich 
gilt, daß Schwa-Auslauter feminin sein sollten. Wahrscheinlich können 
diese Nomina ihr spezifisches, in gewissem Sinne abweichendes Genus 
nur konservieren, weil sie sehr frequent sind, täglich verwendet und zu-
dem im Spracherwerb früh erworben werden. In diesem Sinne handelt 
es sich bei diesen Nomina um Mitglieder des Kernwortschatzes. Zudem 
sollte nicht vergessen werden, daß es eine der wesentlichen Funktionen 
des Genus ist, Eindeutigkeit bei der pronominalen Referenz zu gewähr-
leisten. Die textverweisende und Kohärenz sichernde und ermöglichende 
Funktion des Genus macht es gerade bei solchen Wortfeldern, für die 
man vermuten kann, daß in einer kommunikativen Situation im allge-
meinen auf mehr als ein Mitglied verwiesen wird, sinnvoll, möglichst 
große Heterogenität anstatt Homogenität bei der Genuskategorisation 
zu haben. Erst so wird effektive pronominale Referenz ermöglicht, vgl. 
hierzu Köpcke/Zubin (1984). 
Nachfolgend soll es um Bezeichnungen für Menschen gehen, wir greifen 
damit die eingangs vorgestellte Auffassung von Grimm über die Einheit 
von Sexus und Genus wieder auf, vgl. ausführlich hierzu Zubin/Köpcke 
(in Vorb.). Gerade die defektive Korrespondenz zwischen Sexus und Ge-
nus, wie etwa bei das Mädchen und das Weib, muß immer wieder als 
Evidenz für die vermeintliche semantische Arbitrarität bei der Genuszu-
weisung im Deutschen herhalten. Ausgangspunkt für unsere Überlegun-
gen soll das Prinzip des perzipierten Geschlechts sein. Dieses Prinzip ist 
in zwei Teile untergliedert und besagt folgendes: 
1. Wenn ein Nomen noch keine stabile Genuszuweisung erhalten hat, 
etwa bei spontanen Entlehnungen, der Referent aber als weiblich 
bzw. männlich wahrgenommen wird, dann wird das feminine bzw. 
maskuline Genus zugewiesen. 
2. Wenn der Referent als Mensch perzipiert wird und gleichzeitig nicht 
hinsichtlich des natürlichen Geschlechts unterschieden wird, dann er-
folgt die maskuline Genuszuweisung. 
In dieses Prinzip des perzipierten Geschlechts sind auch Nomina mit ab-
weichender Genuszuweisung eingebettet, die sich jedoch zu spezifischen 
semantischen Gruppen zusammenschließen. Bei der Diskussion von Ab-
bildung 1 soll von der Verzweigung nach rechts zu den Verwandtschafts-
bezeichnungen abgesehen werden; hier werden kategorisch das Femini-
num und das Maskulinum entsprechend zum natürlichen Geschlecht des 
Referenten zugewiesen. 
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Abbildung 1: Genuszuweisung bei Bezeichnungen für Menschen 
Für Nomina, bei denen es sich nicht um Verwandtschaftsbezeichnungen 
handelt und die auf Menschen referieren, ohne explizit das natürliche 
Geschlecht zu kennzeichnen, gilt das Maskulinum, etwa der Professor, 
Beamte, Spion, Nachbar, Gast, Feind. Solche Nomina, die gerade das 
natürliche Geschlecht des Referenten kennzeichnen sollen, werden ent-
sprechend hierzu als Maskulinum oder Femininum klassifiziert, z.B. der 
Mann, Greis, Kerl bzw. die Frau, Dame, Braut. Dieses Prinzip findet 
ebenfalls Anwendung für Nomina, die auf Frauen in ihrer beruflichen 
Eigenschaft referieren. Hier kann, muß aber nicht in allen Fällen ein De-
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rivationssuffix auftreten: die Beamtin, Sekretärin, Arztin aber Nonne, 
Magd, Krankenschwester. 
Neben diesen sehr transparenten Prinzipien gibt es eine Reihe ande-
rer, bei denen immer das Konzept der Abwertung auf tr i t t , vgl. Mathiot 
(1979). Die neutralen Pejorativa für Frauen sind Nomina mit herab-
setzender oder bemitleidender Bedeutung, etwa das Weib, das Mensch, 
das Frauenzimmer. Bedeutsam ist die Tatsache, daß Nomina, die auf 
Männer, Jungen, Verwandtschaftsverhältnisse und Frauen in ihrer sexu-
ellen Funktion referieren, niemals eine Abwertung via Genuszuweisung 
erfahren. Darüber hinaus wird das Neutrum bei Bezeichnungen für Kin-
der gebraucht, um „Unreife" zu signalisieren, etwa das Kind, das Baby, 
das Wurm. Wenn spezifisch Männer einem abwertenden Muster unter-
worfen werden sollen, dann geschieht dies niemals durch das Neutrum; 
sehr wohl aber gibt es eine Reihe Feminina, die sich auf Männer beziehen, 
die „unmännliche" Verhaltensweisen zeigen: die Tunte, die Schwuchtel, 
die Memme. 
Insgesamt sollte deutlich geworden sein, daß das Genus in spezifischen 
Kontexten Bedeutung transportiert , etwa wenn bei Bezeichnungen für 
Menschen abwertende Konnotationen impliziert sind. Es sei in diesem 
Zusammenhang noch einmal an das eingangs schon erwähnte Gedicht 
von Heinrich Heine erinnert. 
Die These, daß die Kategorie Genus semantisch-pragmatisch dafür aus-
genutzt wird, Bedeutungen zu transportieren, läßt sich auch bei der 
Klassifikation der belebten Welt in Relation zum Menschen bestätigen. 
Grundlage für die nachfolgende Diskussion ist das ethnozoologisch oder 
anthropozentrisch organisierte Kontinuum in Abbildung 2, vgl. ausführ-
licher Zubin/Köpcke (in Vorb.). 
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Abbildung 2: Ethnozoologisches (anthropozentrisches) Kontinuum. 
( m * / f zeigt an, daß das Mask. das Default-Genus ist. Das 
heißt aber nicht, daß die Anzahl der Maskulina hier do-
miniert.) 
maximal geringste Ähnlichkeit 
menschenähnlich mit Menschen 
m m m ( f ) m * / f f(m) < ; ; > 
Mensch Affen Säugetier Vogel/ Reptilien Schlangen Insekten Weichtiere 
gener. Raubtiere Fische 
Zeuge Schimp. Elephant Fasan Alligator Viper 
Nachbar Makak Hamster Specht Lurch Python 
Athlet Orang-U. Fuchs Barsch Frosch Kobra 
Hummel Assel 
Laus Schnecke 
Fliege Krake 
( m / 0 
Giraffe Lerche Unke 
Taube Echse 
Käfer Egel 
Das Kontinuum zeigt einen allmählichen Wechsel von der dominant mas-
kulinen Genuszuweisung hin zur dominant femininen, und zwar in dem 
Maße, wie bei der Bezeichnung von Tieren mit dem Menschen gemein-
same Charakterist ika in den Hintergrund treten. Solange generische Be-
zeichnungen für Menschen und Bezeichnungen für Affen und Raubtiere 
vorliegen, wird maskulin klassifiziert; bei Säugetieren überwiegt das Mas-
kulinum, jedoch tritt gelegentlich das Femininum auf. Hierbei handelt es 
sich meist um Nomina auf Schwa im Auslaut . Sehr viel häufiger erscheint 
das Femininum bei Bezeichnungen für Vögel, Fische und Reptilien. Für 
diese Gruppen ist das Maskulinum das Default-Genus, d a alle Nomina 
dieser Gruppen, die ein hiervon abweichendes Genus aufweisen, spezifisch 
phonologisch markiert sind, etwa durch Schwa, wie bei Unke und Echse 
oder durch -il, wie bei das Krokodil. Bei Bezeichnungen für Schlangen, 
Insekten und Weichtiere, also im Bereich der Peripherie des ethnozoo-
logischen Kontinuums, ist das Femininum das dominante Genus. Nur 
vereinzelt finden sich hier noch Maskulina. Vor dem Hintergrund der 
allgemeinen Annahme, daß das Genus in spezifischen Kontexten als be-
deutungstragende Kategorie ausgenutzt wird, kann nun als Generalisie-
rung über einige hundert Nomina hinweg festgehalten werden, daß das 
Deutsche im Kontext der Klassifikation der belebten Welt das Femini-
num dafür ausnutzt , um Distanz zum Menschen auszudrücken. Kom-
plementär hierzu dient das Maskulinum dazu, Nähe zum Menschen auf 
einem anthropozentrischen Kontinuum zu signalisieren. 
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Soviel zu den Prinzipien für die Genuszuweisung im Deutschen. Insge-
samt meinen wir zeigen zu können, daß die Genuszuweisung keinesfalls 
arbiträr ist, allerdings ist sie auch nicht, wie Grimm glaubte, auf eine 
Grundopposition von männlich/weiblich zurückzuführen. Vielmehr ist 
davon auszugehen, daß im nominalen Lexikon so etwas wie ein semanti-
scher Kern und eine Vielzahl formal oder semantisch motivierter Felder 
existieren. Für manche der semantisch motivierten Felder läßt sich nach-
weisen, daß die Kategorie Genus dafür ausgenutzt wird, Bedeutung zu 
transportieren. 
3. Zur B e s t i m m u n g des Motivierungsgrades für das 
Gesamtlexikon 
Nach diesen „Tiefbohrungen" in die motivationale Struktur der Genus-
zuweisung im Deutschen ist natürlich zu fragen, wie charakteristisch 
die beschriebenen motivationalen Eigenschaften für das Gesamtsystem 
sind. Manche Sprachen, wie etwa das Englische, haben ein nominales 
Klassifikationssystem, das semantisch in dem Sinne transparent ist, daß 
die Nomina auf der Grundlage ihrer zentralen Bedeutung der he-, she-
oder ¿¿-Klasse zugewiesen werden. Andere Sprachen, wie etwa das Spa-
nische, sind entlang eines morphologisch transparenten Systems orga-
nisiert, da hier die meisten Nomina auf der Basis phonologischer Merk-
male des Stammes dem Maskulinum oder Femininum zugeordnet werden 
können. Im Deutschen gibt es für die nominale Klassifikation ein erheb-
lich reduzierteres Motivationsniveau. Weder aber ist das Genus eines No-
mens immer völlig vorhersagbar, noch ist die Genuszuweisung arbiträr. 
Das Verhältnis von Motiviertheit einerseits und Arbitrarität andererseits 
schwankt, je nachdem in welchem spezifischen Teil des nominalen Lexi-
kons man sich gerade befindet. Benötigt wird also ein Maß für den Grad 
der Ungewißheit hinsichtlich der Genuszuweisung, und zwar nicht nur 
hinsichtlich spezifischer lexikalischer Felder, sondern über das gesamte 
nominale Lexikon hinweg betrachtet. Wir haben uns dazu entschlossen, 
in diesem Zusammenhang von „Entropie" zu sprechen. 
Ein geringer Grad an Entropie, also keine Ungewißheit hinsichtlich der 
Klassifikation, liegt vor, wenn das Genus aufgrund produktiver Prin-
zipien zugewiesen wird, wie etwa im Spanischen. Wir wollen in einem 
solchen Fall den Wert „5" zuweisen. Auch im nominalen Lexikon des 
Deutschen gibt es solche Segmente, beispielsweise die Derivationssuffixe 
und die damit häufig einhergehende Genuszuweisung. 
Etwas weniger gering ist der Entropie-Wert, wenn es sich um die Klas-
sifikation großer semantischer Felder handelt, für die nur begrenzte Pro-
duktivität gilt und innerhalb derer auch einige Ausnahmen nachgewiesen 
486 Klaus-Michael Kopeke / David Zubin 
werden können. Man denke etwa an die Klassifikation von Früchten, die 
zwar im allgemeinen feminin ist, zu der aber auch Ausnahmen existieren, 
nämlich Apfel und Pfirsich. In diesen Fällen soll der Wert „vier" gelten. 
Höher ist der Entropie-Wert, wenn es sich um größere Cluster von No-
mina handelt, etwa um Bezeichnungen für offene Wasserflächen, die zu 
femininer Klassifikation tendieren. Es gibt aber eine Reihe von Ausnah-
men und der Produktivitätsgrad ist vergleichsweise gering. Der Grad der 
Ungewißheit hinsichtlich der Genusklassifikation nimmt zu. Wir verge-
ben hier den Wert „drei". 
Der Wert „zwei" wird zugewiesen, wenn es sich um kleinere Cluster han-
delt und ein Default-Genus in einem gemischtklassifizierten Feld zuge-
wiesen wird, etwa das Maskulinum bei Vogelnamen. Die Unsicherheit bei 
der Genuszuweisung ist in solchen Fällen schon relativ groß. 
Ein hohes Maß an Entropie, und damit Ungewißheit gilt, wenn die Ge-
nuszuweisung lediglich auf der Basis von Analogien vorgenommen wird, 
e twa der/das Juwel zu der Edelstein bzw. das Schmuckstück. In solchen 
Fällen soll der Wert „eins" gelten. 
Der höchste Entropie-Wert, wir vergeben hier eine „null", liegt schließlich 
vor, wenn für die Genuszuweisung eines Nomens überhaupt keine mo-
tivationale Basis mehr nachgewiesen werden kann. Hier herrschte dann 
dató Chaos, die Genuszuweisung wäre arbiträr. 
Das Ausmaß der Entropie im Gesamtsystem haben wir durch die Ana-
lyse von zwei Querschnitten durch das gesamte nominale Lexikon be-
stimmt. In einem ersten Querschnitt, bei dem jeweils der erste nominale 
Eintrag auf jeder Seite des Duden-Universalwörterbuchs gezählt wurde, 
wurde die Bedeutung der Morphologie bestimmt. Ergebnis: In nahezu 
65% aller Fälle reduziert sich das Problem der Genuszuweisung auf die 
genuszuweisenden Eigenschaften einer relativ kleinen Anzahl von Deri-
vationsaffixen. 
Der zweite Querschnitt setzte sich aus den zurückgebliebenen Simplizia 
des ersten Querschnitts zusammen. Hier wurden nun durch die Anwen-
dung der oben vorgestellten und ähnlicher Zuweisungsprinzipien für je-
des Nomen die Entropie-Werte ermittelt. Der Beitrag, den die einzelnen 
Nomina zur Gesamtentropie des Systems beitragen, ist sehr unterschied-
lich. Das Genus mancher Nomina ist aufgrund eines Summeneffekts ver-
schiedener genuszuweisender Prinzipien hochgradig determiniert, etwa 
der Knall durch die Addition des semantischen Merkmals „punktuell" 
mit dem oben vorgestellten Anlautprinzip / k n / . Beide Effekte sorgen 
für eine maskuline Genuszuweisung und in diesem Fall für sehr niedrige 
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Entropie. Für manche Nomina konnten keine Prinzipien gefunden wer-
den, und gelegentlich operierten die Prinzipien sogar entgegen der im 
Lexikon festgelegten Genuszuweisung. Andererseits jedoch, und dies ist 
weitere Evidenz für die Tragfähigkeit unserer Prinzipien, korrespondie-
ren solche Fälle meistens mit einer Genusschwankung. Insgesamt können 
wir die Genuszuweisung von gut 90% des nominalen Wortschatzes mehr 
oder weniger verläßlich erklären. Hinsichtlich der Gesamtentropie für die 
Simplizia des Lexikons haben wir den Wert „4" ermitteln können. Die-
ser Wert rangiert auf dem zweiten der oben beschriebenen Niveaus. Mit 
anderen Worten, der Entropiewert für das Gesamtsystem ist niedrig, da-
mit ist der Grad der Ungewißheit für die Genuszuweisung im Deutschen 
nur schwach ausgeprägt. Das System der Genuszuweisung im Deutschen 
ist somit, wenn wir uns ein Kontinuum mit den beiden Extrempunkten 
determiniert einerseits und chaotisch andererseits vorstellen, sehr viel 
näher am Determinismus als am Chaos. 
4. B e m e r k u n g e n zur typologischen E i n o r d n u n g des Genus 
i m Deutschen 
Welche typologischen Gemeinsamkeiten und Unterschiede gibt es nun 
zwischen einem Genussystem und anderen nominalen Klassifikationssy-
stemen? Eine mögliche Antwort auf diese Frage erhielte man sicherlich 
bei der Gegenüberstellung der jeweiligen morpho-syntaktischen Differen-
zen von nominalen Klassifikationssystemen. Dixon (1982) unterscheidet 
zwischen nominalen Klassensystemen und numeralen Klassifizierersyste-
men. Während sich der erste Typ durch eine geschlossene Anzahl von 
Klassen und die obligatorische Klassifikation aller Nomina, die sich ir-
gendwo außerhalb des Nomens selbst manifestiert, auszeichnet, gilt für 
den zweiten Typ eine offene - oder zumindest große - Zahl von Klas-
sen und eine wenigstens in einigen grammatischen Kontexten optionale 
Kreuzklassifikation der Nomina. 
Anstatt morphosyntaktische Differenzen weiterzuverfolgen, soll nachfol-
gend ein Vorschlag skizziert werden, der die verschiedenen Klassifika-
tionssysteme hinsichtlich ihres kognitiven Organisationsgrades oder des 
Ausmaßes ihrer Motivierung zu typologisieren versucht. Wir wollen uns 
dabei ausschließlich auf die semantische Motivierung beschränken, von 
formalen Motivierungsprinzipien soll ausdrücklich abgesehen werden. 
Die Unterscheidung von Dixon hat in bezug auf unsere Überlegungen 
für die kognitive Organisation der Klassifikation zumindest zwei Konse-
quenzen: 
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1. Da die Genussysteme die Klassifikation der Nomina obligatorisch vor-
schreiben, muß jedes neue Nomen sofort klassifiziert werden, auch 
dann, wenn es den Klassifikationskriterien des Systems nicht ent-
spricht. Das kann dazu führen, daß zusätzlich zu einer semantischen 
Basierung der Klassifikation phonetische und derivationelle Kriterien 
relevant werden, oder daß so etwas wie eine Restklasse entwickelt 
wird. 
2. Genussysteme zeichnen sich typischerweise durch eine sehr kleine und 
fixierte Anzahl von Klassen aus. Das bedeutet, daß dieselben Klassen-
markierer für verschiedene und sehr unterschiedliche semantische Fel-
der verwendet werden müssen. Mit anderen Worten: Genussysteme 
haben die Tendenz, viele verschiedene semantische Konzepte durch 
dieselbe formale Markierung abzubilden, während numerale Klassi-
fikationssysteme, eben weil sie mit offenen Klassen operieren, dahin 
tendieren, eine l: l-Korrespondenz zwischen Klassifizierer und dem 
jeweiligen Konzept zu etablieren. 
Vor dem Hintergrund dieser Überlegungen soll nun ein Kontinuum skiz-
ziert werden, das von hochgradig semantisch motiviert bis hin zum Chaos 
reicht. Die hierzu verwendeten Niveaus 1 bis 6 lassen sich als Grade der 
Entropie für die Klassifikationssysteme begreifen. 
Niveau 1: Hier gilt geringe Entropie und damit eine hohe Wahrschein-
lichkeit der korrekten Vorhersage. Die Klassenzuordnung erfolgt auf der 
Basis nur eines oder weniger Merkmale. Solche Systeme sind so trans-
parent, daß sie kaum als Klassifikationssysteme verstanden werden. Im 
Englischen etwa werden die Pronomina auf der Basis des perzipierten Se-
xus der Enti tät , auf die sie referieren, ausgewählt. Von der rudimentär 
vorhandenen affektiven Klassifikation mit she von Autos, Maschinen und 
Booten durch spezifische Sprachbenutzergruppen sehen wir hier ab. 
Niveau 2 betrifft die Einordnung der Nomina in Klassen auf der Grund-
lage prototypischer Eigenschaften. Alle Mitglieder einer spezifischen 
Klasse teilen eine gewisse Ähnlichkeit miteinander, gleichwohl sind die 
Ähnlichkeiten immer nur partiell. Dieses Muster ist charakteristisch für 
die Formklassifizierer im Mandarin. Ein- und zweidimensionale Objekte 
werden in Abhängigkeit von Form, Stärke, Funktion verschiedenen Klas-
sen zugewiesen. In die chang-Klasse etwa werden zweidimensionale Ob-
jekte eingeordnet; das bedeutet aber nicht, daß beispielsweise die Kon-
sistenz der Objekte identisch ist, noch daß es sich notwendig um sehr 
dünne oder flache Objekte handeln muß. Zudem gilt, daß nicht alle zwei-
dimensionalen Objekte dieser Klasse zugeordnet werden, insofern ist die 
Mitgliedschaft in dieser Klasse nicht vollständig prognostizierbar. 
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Niveau 3 zeichnet sich durch das Vorhandensein eines semantischen 
Kerns und radialer S t ruk tu ren aus, so daß die Klassenmitgl iedschaft über 
die Beziehung z u m Kern definiert wird. Dabei können die Klassenmit-
glieder an ganz unterschiedliche radiale Gelenkstücke der Gesamts t ruk-
tur angebunden sein. Das füh r t dazu, daß die Klassenmitglieder ohne 
den Rückgriff auf die zugrundeliegende radiale S t ruk tu r keine Ähnlich-
keiten mi te inander aufweisen. Der Japanische Numeralklassifizierer hon 
ist durch die Arbe i ten von Downing (1986) und Lakoff (1987) ein be-
kanntes Beispiel fü r diesen T y p geworden. Zum Geltungsbereich von hon 
gehören p r imär eindimensionale in der Hand zu ha l tende Objekte . Die 
radia le Ausdehnung vollzieht sich folgendermaßen: 
- durch die Nadel auf die Spritze; 
- durch den Telefonhörer auf die Telefonleitung und von da auf den 
Telefonanruf, 
- durch den Baseballschläger auf den home run usw. usf. 
Spritzen, Telefonleitungen, Telefonanrufe und home runs weisen unter-
e inander keine semant ischen Ähnlichkeiten auf; sie werden jedoch mi t te ls 
der radia len P fade zu demselben semantischen Kern mi te inander in Be-
ziehung gesetzt . 
Niveau 4' Auf diesem semantischen Organisat ionsniveau findet man viele 
Genussprachen, auch das Deutsche. Zwar gibt es, wie oben ausführl i-
cher dargestel l t , einen semant ischen Kern, aber keine radialen S t ruk tu-
ren, die das Kernkonzept in das Lexikon hinein ausdehnen. Als Folge 
davon ents tehen viele untere inander unverbundene semantisch basierte 
„Miniklassen". Das ist nicht nur charakteris t isch für das Deutsche, son-
dern übrigens auch für die Bantusprachen . Im Deutschen gibt es, wie 
oben gezeigt, einen auf das natür l iche Geschlecht gegründeten seman-
tischen Kern, aber u m diesen Kern gibt es eine Vielzahl semantischer 
S t ruk tur ie rungen , die mi t dem Kern nichts zu tun haben . 
Niveau 5 ist dadurch charakter is ier t , daß auch der semantische Kern 
verloren gegangen ist. Die grammat i sch definierten Klassen weisen eine 
Vielzahl semantischer Cluster auf, von denen aber keines dominiert , ge-
schweige denn als Basis für die anderen identifiziert werden kann. Ge-
nau dies scheint fü r das N e u t r u m im Deutschen zu gelten. Es ist dami t 
vergleichbar der sogenannten „Restklasse" im Dyirbal , einer Ureinwoh-
nersprache Austral iens , vgl. Dixon (1982). 
Niveau 6 ist nur theoret isch anzunehmen , insofern handel t es sich u m 
ein Gedankenexper iment . Nehmen wir e inmal an, daß nicht nur der se-
mant ische Kern und die radialen Gelenkstücke verlorengegangen sind, 
sondern auch der Rest einer semant ischen Subs t ruk tu r . W ä r e dies dann 
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überhaupt noch eine für den Menschen lernbare und speicherbare kogni-
tive Struktur? Wir behaupten, daß eine solche semantische Un-struktur 
nicht überdauern kann und prognostizieren drei Auswege: 
1. Das System weist sehr starke phonologische Korrelate auf und wird 
als Deklinationssystem reinterpretiert; eine Vorstellung, die auf das 
Russische zuzutreffen scheint; 
2. Klassenmarkierungen werden als phonologische Bestandteile des No-
mens reinterpretiert, das grammatische Klassifikationssystem ver-
schwindet vollständig; ein Prozeß, der für eine Reihe von Bantu-
Sprachen angenommen wird, vgl. Denny/Creider (1986); und schließ-
lich 
3. die Motivierung der Klassenmitgliedschaft der Nomina fällt auf völlig 
transparente Klassifikationsprinzipien zurück, etwa auf das Prinzip 
des natürlichen Geschlechts. Genau das scheint beim Ubergang vom 
Mittelenglischen zum frühen Neuenglischen der Fall gewesen zu sein. 
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W O L F G A N G U L L R I C H W U R Z E L 
Morphologischer Strukturwandel: Typologische 
Entwicklungen im Deutschen 
A b s t r a c t 
Der Aufsatz thematisiert die typologische Veränderung in der morphologi-
schen Struktur des Deutschen vom frühen Althochdeutschen zum modernen 
Neuhochdeutschen. Das Althochdeutsche ist eine noch weitgehend fusionierend 
aufgebaute Sprache. Im Laufe der Sprachgeschichte entwickelt das Deutsche in 
starkem Maße nichtfusionierende Strukturzüge. Ihre Herausbildung ist (im we-
sentlichen) durch das Zusammenwirken von phonologischem Wandel, morpho-
logischem Wandel und Grammatikalisierung/Reanalyse bedingt. Die einzelnen 
Wandelprozesse sind höchst unterschiedlich motiviert und verlaufen in typo-
logisch unterschiedliche Richtungen; auch eine 'Grundrichtung' der Verände-
rung (etwa von der Synthese zur Analyse oder von der Fusion zur Isolierung) 
ist nicht auszumachen. Das Ergebnis dieser Entwicklungen ist das typolo-
gisch stark inkohärente morphologische System des Neuhochdeutschen, das 
fusionierende, agglutinierende, introflexive, isolierende und polysynthetisch-
inkorporierende Strukturzüge aufweist und insgesamt keinem der gängigen 
morphologischen Sprachtypen zugewiesen werden kann. 
0. E i n l e i t u n g 
Sprachtypologie kann m a n bekanntl ich auf sehr verschiedene Weise be-
treiben; wie in anderen Bereichen der Linguistik gibt es auch in der Typo-
logie recht unterschiedliche Herangehensweisen. Doch ein wohl ziemlich 
durchgängiges Cha rak te r i s t i kum der modernen Typologieforschung ist, 
daß sie nicht p r imär die exist ierenden Sprachen insgesamt klassifizieren 
will und sie als mehr oder weniger konsequente Verkörperungen eines 
der angenommenen morphologischen Sprachtypen bet rachte t . Vielmehr 
untersucht sie p r imär die einzelnen grammat ischen Einheiten und Teil-
sys teme der Sprachen hinsichtlich ihrer typologischen S t ruk tu r und bau t 
dann darauf ihre veral lgemeinernden Aussagen auf. 
Schon Humbo ld t ha t festgestel l t , daß die Sprachen nicht notwendiger-
weise typologisch einheitl ich aufgebau t sind. Er verweist im Gegenteil 
darauf , daß alle Sprachen „eine oder mehrere dieser Formen", gemeint 
sind seine drei morphologischen T y p e n flektierend, agglutinierend und 
isolierend, „in sich t ragen" (1836, S. 317). In jüngerer Zeit ha t dann vor 
al lem Skalicka immer wieder be ton t , daß jede gegebene Sprache S t ruk-
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tureigenschaften mehrerer Sprachtypen aufweist (so u.a. 1979, S. 23). Es 
soll hier nicht diskutiert werden, ob die Aussage in dieser strikten Form 
wirklich für sämtliche Sprachen gilt. Interessant für unseren Zusammen-
hang ist jedoch, daß Skalicka als gut nachvollziehbares Beispiel für eine 
Sprache, in der alle fünf von ihm angenommenen morphologischen Typen 
zugleich realisiert sind, gerade das Deutsche, genauer das Neuhochdeut-
sche, anführ t . Damit stellt sich das Neuhochdeutsche als eine Sprache 
dar, die zur detaillierten Untersuchung ihrer typologischen Struktur ge-
radezu herausfordert. Hier ergibt sich unter anderem natürlich auch die 
Frage, wie sich eine solche, doch offenbar recht spezifische, stark un-
einheitliche Struktur des Neuhochdeutschen sprachhistorisch überhaupt 
herausbilden konnte. 
Der vorliegende Aufsatz will dieser Fragestellung nachgehen. Der Aus-
gangspunkt der Untersuchung ist die älteste überlieferte Form des Deut-
schen, das frühe Althochdeutsche. Es soll überprüft werden, wie sich die 
formalen Mittel der Flexion und partiell auch der Wortbildung, die den 
unterschiedlichen morphologischen Typen zuzuordnen sind, im Laufe der 
Geschichte des Deutschen entwickeln. Wenn wir hier in diesem Sinne von 
typologischen Entwicklungen sprechen, so bezieht sich das also auf die 
Veränderung der typologischen Struktur von Elementen des Systems und 
nicht auf den Ubergang des Gesamtsystems von einem zu einem anderen 
Sprachtyp. 
Den Untersuchungen sollen Skalicka folgend (vgl. speziell Skalicka 
(1979)) fünf morphologische Sprachtypen zugrundegelegt werden. Es 
sind dies: 
- der isolierende Typ, 
- der agglutinierende Typ, 
- der fusionierende Typ (bei Skalicka: flektierend), 
- der introflexive Typ, 
- der polysynthetisch-inkorporierende Typ (bei Skalicka: polysynthe-
tisch). 
Natürlich ist diese typologische Klassifizierung (wie im Prinzip auch jede 
andere) nicht unproblematisch. Das betrifft, speziell die Annahme eines 
eigenen introflexiven Typs, der sich auf morphologische Formen mit in-
terner Flexion bezieht, wie sie vor allem für die semitischen Sprachen 
prägend und im Deutschen durch Umlaut- und Ablautformen vertreten 
sind.1 Da sich die Formen dieses Typs in ihrer Struktur grundsätz-
1 Das heißt natürlich nicht, daß die introflexiven Formen des Deutschen und 
der semitischen Sprachen strukturell völlig gleichzusetzen sind; vgl. dazu 
Wurzel (1989, S. 287ff.). 
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lieh von fusionierenden (flektierenden) Formen mit Suffixen und/oder 
Präfixen unterscheiden und solche Formen gerade im Deutschen eine 
wichtige Rolle spielen, wollen wir auch in diesem Punkt Skalicka folgen. 
Der polysynthetische Typ wurde zum polysynthetisch-inkorporierenden 
Typ erweitert, weil im Deutschen neben polysynthetischen ('vielfach 
zusammensetzenden') Konstruktionen (Kern-waffen-versuchs-stop) auch 
i n k o r p o r i e r e n d e ( ' e i n g l i e d e r n d e ' ) K o n s t r u k t i o n e n ( t e i l - n e h m e n , gewähr-
leisten) existieren, die eben nicht 'vielfach', sondern nur 'einfach' zu-
sammengesetzt sind. Schließlich wurde der Terminus 'flektierend' durch 
'fusionierend' ersetzt, weil erstens Flexion und Agglutination keine Ge-
gensätze sind (auch typisch agglutinierende Sprachen wie Türkisch ha-
ben natürlich eine Flexion, d.h. Deklination und Konjugation) und zwei-
tens auch in der Wortbildung fusionierende ('flektierende') Strukturen 
vorkommen. 
1. Zur typologischen Struktur des Althochdeutschen 
Das Althochdeutsche gilt im allgemeinen als eine typische ältere indoeu-
ropäische Sprache und wird entsprechend als eine fusionierende Sprache 
klassifiziert, was durchaus angemessen ist. Doch es enthält daneben auch 
nichtfusionierende Strukturzüge. Wir wollen im folgenden im Detail, d.h. 
anhand der einzelnen Formen und Kategorienmarker, überprüfen, wie 
sich das fusionierende und das nichtfusionierende Potential im Flexions-
system des frühen Althochdeutschen verteilen. 
1.1 Das fusionierende Potential des Althochdeutschen 
Der Grundstock der althochdeutschen Flexionsmorphologie ist eindeutig 
fusionierend, d.h. die Symbolisierung der Kategorien erfolgt durch addi-
tive Kategorienmarker, genauer: durch Suffixe, die für mehrere Katego-
rien zugleich stehen. Das gilt sowohl für die Deklination der Substantive 
und Adjektive als auch für die Konjugation der Verben. 
Bei den Substantiven werden durch die additiven Marker jeweils zwei 
Kategorien symbolisiert, eine Numeruskategorie und eine Kasuskatego-
rie: 
(1) tag 'Tag' tag - es tag - a tag - o 
PL N 
Dabei ist zu betonen, daß die substantivischen Kategorienmarker des 
frühen Althochdeutschen ausschließlich fusionierend sind. In bestimm-
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ten Paradigmen t r i t t zwar bereits Umlaut im Plural auf, doch ist der 
Umlaut noch strikt phonologisch (durch folgendes vokalisches oder kon-
sonantisches t) bedingt, d.h. er ist noch kein morphologischer Marker, 
vgl. z.B. gast 'Gas t ' - N.P1. gestt.2 
In der Deklination der Adjektive stehen die einzelnen Marker für jeweils 
vier Kategorien zugleich, was einen sehr hohen Grad an Fusion bedeutet . 
Meist werden nur drei Kategorien angeführt , eine Numerus-, eine Kasus-
und eine Genuskategorie. Doch die Flexionsformen der althochdeutschen 
Adjektive unterscheiden sich nicht nur hinsichtlich dieser Kategorien, 
sondern zusätzlich auch darin, ob sie 'schwach' oder ' s tark ' dekliniert 
werden. Es ist also eine weitere Flexionskategorie zu berücksichtigen. 
Wenn man davon ausgeht, daß etwas vereinfacht gesagt die 'schwache' 
Flexion des Adjektivs in Verbindung mit dem Demonstrat ivpronomen 
und später mit dem sich daraus entwickelnden best immten Artikel auf-
tr i t t und die 'starke' Flexion sonst, vgl. der blinto man 'der blinde Mann ' 
- blinter man 'ein blinder Mann' , so läßt sich hier am angemessensten 
ein Kategoriengefüge der Definitheit mit den Kategorien Definit und 
Indefinit annehmen. Damit sehen die Symbolisierungsverhältnisse beim 
althochdeutschen Adjektiv folgendermaßen aus: 
Noch wesentlich komplexer stellt sich das Verhältnis von Markern und 
Kategorien bei den althochdeutschen Verben dar, nicht zuletzt auch des-
halb, weil neben den fusionierenden Markern auch Marker anderer Ty-
pen an der Kategoriensymbolisierung beteiligt sind. Bei den starken Ver-
ben symbolisiert das fusionierende Suffix zunächst Modus, Person und 
Numerus. Doch es ist zugleich auch der Hauptmarker für das Tempus; 
der Ablaut ha t (noch) den Sta tus eines Nebenmarkers. Bei den schwa-
chen Verben steht der fusionierende Marker für drei Kategorien, je eine 
Modus-, Personal- und Numeruskategorie, als alleiniger Marker und zu-
gleich für die Tempuskategorie, deren Hauptmarker das Dentalsuffix ist, 
2 Genau genommen ist der Marker nicht der Umlautvokal als solcher, sondern 
die Umlautalteration; vgl. (die) Vögel zu (der) Vogel, aber (die) Bügel zu 
(der) Bügel. Entsprechendes gilt auch für den Ablaut; vgl. einerseits (sie) 
braten - (sie) brieten und andererseits (sie) Regen - (sie) lagen. 
(2) blint 'blind' blint - Ar 
S G N M A IND PL N FE DEF 
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als Nebenmarker. (Auf das Dentalsuffix und den Ablaut kommen wir 
gleich zurück.) Vgl. die folgenden beiden Beispiele (Hauptmarker sind 
durch durchgehende, Nebenmarker durch unterbrochene Linien gekenn-
zeichnet): 
(3) (a) swimman 'schwimmen' (b) suochen 'suchen' 
suoh - t - ös k/V, 
PRÄT IND 2.PS SG 
Soweit das fusionierende Potential der althochdeutschen Flexion, das -
wie leicht zu sehen - noch das gesamte System dieser Sprachstufe prägt. 
1.2 Das nichtfusionierende Potential des Althochdeutschen 
Es wurde gerade festgestellt, daß es in der Substantiv- und Adjektivde-
klination des Althochdeutschen nur fusionierende Marker gibt. Dagegen 
treten in der Komparation der Adjektive (wenn man von den einzelnen 
suppletiven Bildungen einmal absieht) grundsätzlich nur agglutinierende 
Marker auf, also additive Marker, die jeweils genau eine Kategorie sym-
bolisieren: 
swi/nm -
PRÄS IND 2 > S 
(4) höh 'hoch' höh - ir - höh - ist -
KOMP SUP 
Diese agglutinierende Symbolisierung der Komparationskategorien ist 
keine deutsche oder germanische Neuerung; sie findet sich interessan-
terweise in allen alten indoeuropäischen Sprachen, auch wenn diese in 
ihrer Flexion sonst keine weiteren agglutinierenden Affixe aufweisen. 
Es wurde bereits erwähnt, daß das Präteritum der schwachen Verben im 
Althochdeutschen mit Hilfe des Dentalsuffixes -t- gebildet wird. Dieser 
Marker ist eine relativ junge, gemeingermanische Bildung, die ja be-
kanntlich mit großer Wahrscheinlichkeit auf die Grammatikalisierung ei-
ner analytischen Form mit dem Verb 'tun' zurückgeht. Er steht für eine 
einzige Kategorie, hat also eindeutig agglutinierenden Charakter. Da-
bei funktionieren die Suffixe, die auf fusionierende Weise Modus, Person 
und Numerus kombiniert anzeigen, zusätzlich auch als Nebenmarker des 
Tempus, denn sie sind jeweils tempusspezifisch. Man vgl. dazu beispiels-
weise die Formen der 2. Person Singular im Präsens und Präteritum: 
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(5) Präsens Präter i tum 
Ind ika t iv suoch-\s suoh-i-ös 
O p t a t i v suoch-es suoh-t-is 
In der Flexion der starken Verben tr i t t bekanntermaßen im Althoch-
deutschen wie im Neuhochdeutschen der Ablaut, also ein Vokalwechsel, 
auf. Sein Auftreten ist nicht (genauer: nicht mehr) phonologisch bedingt. 
Die Ablautal ternation funktioniert also (bereits) morphologisch. Den-
noch unterscheidet sich die Flexion der starken Verben im Althochdeut-
schen wesentlich von der im Neuhochdeutschen. 
Erstens gilt für den Großteil der starken Verben (die der stark belegten 
Klassen I bis IV), daß kein einheitlicher Präteritalvokal in den Para-
digmen existiert; vgl. die Indikativformen swam ( l . /3.Ps.Sg.) , swummi 
(2.Ps.Sg.) und swummum, swummut, swummun (Plural). Das bedeutet, 
daß der Ablaut neben dem Tempus zugleich auch Modus, Numerus und 
sogar die Person mitsymbolisiert: 
Zweitens erscheint im Präter i tum der Verben aufgrund der in den Para-
digmen variierenden Vokale und der vielen verschiedenen starken Klas-
sen eine große Anzahl unterschiedlicher Vokale und Diphthonge, nämlich 
ei, i, ou, u, 6, a, a, uo, ia und io, während im Neuhochdeutschen nur 
die vier Vokale i, a, u und o (deren Länge automatisch geregelt ist) als 
Präteritalmarker fungieren.3 
Drittens schließlich sind die fusionierenden Suffixe der starken Verben 
(wie die der schwachen) voll distinktiv hinsichtlich Tempus und Modus; 
vgl. wiederum die Formen der 2. Person Singular: 
(7) Präsens Präter i tum 
Ind ika t iv swimm-ia swumm-i 
O p t a t i v swimm-e s swumm-is 
Die Suffixe sind dabei anders als die Präteritalvokale für sämtliche Klas-
sen der starken Verben einheitlich. 
3 Vgl. dazu z.B. Wurzel (1970, S. 69ff.). 
P R Ä T I N D 1 . /3 .PS S G 
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Diese Befunde erweisen, daß die von uns vorgenommene Wertung der fu-
sionierenden Suffixe als Hauptmarker und des introflexiven Ablauts als 
Nebenmarker des Tempus (und des Modus) im Althochdeutschen den 
gegebenen Verhältnissen entspricht. Der Ablaut ist noch recht schwach 
grammatikalisiert und insofern faktisch eine Art von 'unsystematischem 
Beiwerk' der Verbflexion. Dafür spricht im übrigen auch die Tatsache, 
daß es im Althochdeutschen noch keinerlei Tendenzen zur Vereinheitli-
chung der Präteritalvokale in den Paradigmen gibt. 
Damit ist das Potential an nichtfusionierenden Kategorienmarkern in der 
althochdeutschen Flexion bereits erschöpft. Es läßt sich also konstatie-
ren, daß das Flexionsystem im Althochdeutschen noch in ganz überwie-
gendem Maße fusionierend aufgebaut ist. Abweichungen davon haben 
faktisch den Charakter von Ausnahmen. In diesem Sinne ist das Alt-
hochdeutsche insgesamt ohne Schwierigkeiten als fusionierende Sprache 
zu charakterisieren. 
2. Typo log i s che Veränderungen v o m frühen A l t h o c h d e u t -
schen z u m N e u h o c h d e u t s c h e n 
2.1 Die Herausbildung des agglutinierenden Potentials 
In der Substantivflexion entwickelt sich bereits relativ früh in der alt-
hochdeutschen Periode aus dem Stammbildungselement -ir- (das dem 
indoeuropäischen Element -ts-/-os- entspricht) in einer Flexionsklasse 
ein Marker, der ausschließlich die Kategorie des Plurals symbolisiert, 
d.h. ein agglutinierender Pluralmarker. Er ist damit das erste aggluti-
nierende Element in der deutschen Substantivflexion überhaupt.4 Dabei 
ist jedoch zu beachten, daß die Flexionsformen dieser Klasse insgesamt 
nicht konsequent agglutinierend aufgebaut sind, da Flexive wie -um noch 
als Nebenmarker des Numerus funktionieren; vgl. dazu auch die Verhält-
nisse in den anderen Flexionsklassen, wo diese Flexive noch fusionierende 
Numerus-Kasus-Marker sind: 
(8) (a) hrind 'Rind' hrind - ' n (b) lag lag -
Im Mittelhochdeutschen (genauer: mit der Reduzierung der Endsilben-
vokale) wird dann die gesamte Substantivdeklination in entsprechender 
PL D 
4 Eine detaillierte, die gesamte Substantivflexion einbeziehende Darstellung 
der Herausbildung einer eigenständigen Pluralsymbolisierung im Deutschen 
gibt Werner (1969). 
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Weise umges ta l t e t . Anstelle der a l ten fusionierenden Marker erscheint 
j e tz t i m Plura l der Parad igmen ein agglut inierender Numerusmarker , im 
Dat iv z .T. kombiniert mi t einem quasi-agglut inierenden Kasusmarker : 5 
(9) ahd . m h d . ahd . m h d . 
N.Sg. zung-a zunge tag tac 
N.P1. zung-un zvnge-n tag-a tag-e 
D.P1. zung-öm zunge-n tag-um tag-e-n 
Mit diesem Wandel von fusionierenden zu agglut inierenden Markern 
in den Subs tan t ivparad igmen sind zwei weitere Veränderungen verbun-
den, die zu fü r agglut inierende Sys teme charakter is t ischen St rukturzügen 
führen: 
- ers tens der Ubergang von der S tammflexion , deren Basis der S t a m m 
des Wortes ist (zung-a - zung-ün, zur Grundformflexion, deren Basis 
die G r u n d f o r m des Wortes ist (zunge - zunge-n); 
- zweitens der Ubergang von der formalen Kennzeichnung (im Prin-
zip) aller Kategorien zur formalen Kennzeichnung nur der abgelei teten 
(markier ten) Kategorien, d.h. der n ichtnominat ivischen Kasus und des 
nichtsingularischen Numerus (in zung-a ist -a der Marker des N.Sg., 
in zunge ist weder der Nominat iv noch der Singular symbolisiert ; in 
zung-un ist das -in der Marker des N.P1., in zunge-n ist -n nur der 
Marker des Plurals) . 
Beides entspricht genau den Verhältnissen in agglut inierenden Sprachen 
wie Türkisch oder Ungarisch. 
Auch im Verbsystem wird im Laufe der deutschen Sprachgeschichte das 
agglut inierende Potent ia l vers tärkt , wenn auch in völlig anderer Weise. 
Vom Mit te lhochdeutschen angefangen t re ten nämlich s tarke Verben zur 
schwachen Flexion über . Das bedeu te t in erster Linie, daß die introfle-
xivische Tempusflexion mi t Ablau t , die im Mit te lhochdeutschen an die 
Stelle der a l thochdeutschen fusionierenden Tempusflexion getreten ist 
(vgl. den nächsten Abschni t t ) , bei den betroffenen Verben nun selbst 
durch die agglut inierende Tempusflexion mi t Dentalsuffix abgelöst wird; 
vgl. dazu das Beispiel der 2 .Ps .P l .P rä t . Ind . : 
5 Der Marker -n in mhd. tag-e-n und nhd. Tag-e-n symbolisiert anders als der 
entsprechende ahd. Marker -um in tag-um also nicht den D.P1., sondern den 
Dativ im Plural. Von einem echt agglutinierenden Marker unterscheidet er 
sich durch diese Kontextbindung. 
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(10) ahd. smiogan sm 
PRÄT IND 2.PS PL 
mhd. smiegen 
nhd. schmiegen schmieg - t - et 
PRÄT 2.PS PL 
Zur neuhochdeutschen Form ist zu bemerken, daß bei Verben dieses Typs 
Indikativ und Konjunktiv nicht mehr unterschieden sind. 
2.2 Die Herausbildung des introflexiven Potentials 
Zunächst zur Deklination der Substantive. Bereits im späteren Althoch-
deutschen erhält der ursprünglich rein phonologisch bedingte Umlaut 
aufgrund des Unproduktivwerdens der phonologischen Umlautregel und 
der Verteilung der umgelauteten und nichtumgelauteten Formen in den 
Paradigmen bei den Neutra des Typs lamb 'Lamm' - N.P1. lembir und 
bei den Maskulina des Typs gast 'Gast ' - N.P1. gesti den Status eines 
Nebenmarkers für den Plural. Beim Übergang zum Mittelhochdeutschen 
verschwindet mit der Reduzierung des i zu [a] dann auch die Bindung 
des Umlauts an ein i der folgenden Silbe vollständig. Damit wird der 
Umlaut frei als Kategorienmarker und kann auch auf Wörter übertragen 
werden, denen er 'lautgesetzlich' nicht zukommt. So wird der Umlaut als 
Pluralmarker auf neue Instanzen ausgedehnt:6 
- durch den Übertritt von Neutra und Maskulina in die er-Pluralklasse, 
bei denen (wenn der Vokal umlautbar ist) generell Umlaut auftritt 
(Typ mhd. lamp - Umher) speziell im späten Mittelhochdeutschen 
und im Frühneuhochdeutschen; hierher gehören z.B. Land - Länder 
u n d Mann - Männer, 
6 Zur Entwicklung des Umlauts zum Pluralmarker vgl. Wurzel (1980) und 
(1992). 
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durch den Übertri t t vieler Maskulina und einiger Neutra in die e-
Pluralklasse mit Umlaut (Typ mhd. gast - geste)\ hierher gehören 
Wolf - Wölfe und Floß - Flöße; 
durch die Verallgemeinerung der unumgelauteten G./D.Sg.-Formen 
der femininen ¿-Stämme, d.h. den Abbau der entsprechenden umge-
lauteten Formen, im Frühneuhochdeutschen, so daß auch hier dann 
konsequent ein Plural mit Umlaut einem Singular ohne Umlaut ge-
genüberstand: 
(11) mhd. fnhd. 
N.Sg. kraft N.P1. krefte N.Sg. kraft N.P1. kräfte 
G. krefte, kraft G. krefte G. kraft G. kräfte 
D. krefle, kraft D. kreften D. kraft D. kräften 
A. kraft A. krefte A. kraft A. kräfte 
In all diesen Fällen ist der Umlaut Nebenmarker des Plurals, Hauptmar-
ker ist das Suffix -er bzw. -e. Wichtig ist, daß der Umlaut aber auch auf 
Wörter übertragen wird, die ihr Suffix (aus unterschiedlichen Gründen) 
verloren hatten, vgl. bereits mhd. vater - N.P1. veter, bruoder - N.P1. 
brüeder, später dann auch mutier - N.P1. mutier und tochter - N.P1. 
töchter. Diese Entwicklung erfaßt dann immer mehr Maskulina, was Plu-
ralformen wie Nägel, Gärten und Kästen, in jüngster Zeit auch Hammel, 
Hämmer und Wägen (sämtlich bereits vom „Duden" sanktioniert!) zei-
gen. Hier bildet der Pluralumlaut den Hauptmarker. Man kann also kon-
statieren, daß sich vom Althochdeutschen zum Neuhochdeutschen beim 
Substantiv ein durchaus beachtenswertes introflexives Potential heraus-
bildet. 
Bei den starken Verben wird der Ablaut, im Althochdeutschen wie 
herausgearbeitet noch Nebenmarker, trotz seiner aufgezeigten 'Defizite' 
durch die phonologische Neutralisierung der Suffixe im Mittelhochdeut-
schen zum einzigen Marker des Tempus; vgl. die jeweiligen Flexionsfor-
men der 2. Person Plural: 
(12) ahd. mhd. 
Präs.Ind. swimm-ei swimm-et 
Präs.Opt. swimm-et swimm-et 
Prät.Ind. swumm-ut swumm-et 
Prät .Opt . swumm-it swümm-et 
Zugleich wird der Umlaut bei Verben mit umlautbarem Präteritalvokal 
zum Marker des Optat ivs im Präteri tum, vgl. swümmet vs. swummet. 
Beide Entwicklungen werden weitergeführt. Die Präteritalvokale werden 
beginnend mit dem Frühneuhochdeutschen innerhalb des Paradigmas 
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vereinheitlicht. Im modernen Neuhochdeutschen haben dann alle Verben 
durchgängige Präteritalvokale: 
(13) 
1./3.Ps.Sg. 
2.Ps.Sg. 
1./3.Ps.Pl. 
2.Ps.Sg. 
mhd. 
swam 
swümme 
swummen 
swummet 
nhd. 
schwamm 
schwammst 
schwammen 
schwammst 
Auf diese Weise gewinnt der Ablaut im deutschen Verbsystem einen 
höheren Grammatikalisierungsgrad. Durch diese Entwicklung ergibt sich 
eine Entflechtung der Kategoriensymbolisierung bei den starken Verben. 
Während im Althochdeutschen ein Marker für vier Kategorien zugleich 
steht, symbolisieren im Neuhochdeutschen (ohne Berücksichtigung des 
Personalpronomens, s. weiter unten) zwei Marker je zwei Kategorien, 
was eine Reduktion des Fusionsgrades bedeutet: 
(14) ahd. nhd. schwamm - st 
PRÀT IND 2.PS SG PRÀT IND 2.PS SG 
Auch der Umlaut als Optativ- bzw. Konjunktivmarker wird systemati-
siert, indem die entsprechenden Formen soweit möglich von den jeweili-
gen Indikativformen gebildet werden. So wird z.B. schwömme (das das 
ältere schwümme fortsetzt) durch schwämme ersetzt. Desweiteren wird 
der Konjunktivumlaut auf eine Reihe irregulärer schwacher Verben über-
tragen: er hätte, er dächte usw. So wird auch bei den Verben im Laufe 
der deutschen Sprachgeschichte das intoflexive Potential auf Kosten des 
fusionierenden Potential beträchtlich erweitert. Doch ist an dieser Stelle 
daran zu erinnern, daß erstens vom Mittelhochdeutschen an die starken 
Verben zur agglutinierenden schwachen Flexion tendieren und daß zwei-
tens der Konjunktiv des Präteri tums zur Ersetzung durch die isolierende 
umrde-Konstruktion tendiert (vgl. dazu den folgenden Abschnitt). 
2.3 Die Herausbildung des isolierenden Potentials 
Beim Substantiv beginnt sich bereits im Althochdeutschen der Artikel als 
'Definitheitsmarker' aus dem Demonstrativpronomen der/diu/da^ bzw. 
dem Numerale ein herauszubilden. Diese Entwicklung wird in der Ge 
schichte des Deutschen konsequent weitergeführt. Aufgrund des Abbaus 
bzw. der Neutralisierung der unterschiedlichen Kasusflexive des Substan-
tivs übernimmt der Artikel zusätzlich die Funktion eines Kasusmarkers; 
vgl. nhd. die/der/der/die Frau und die/der/den/die Frauen. Wo die 
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Singular- und Pluralformen der Substantive formal identisch sind, fun-
giert er weiterhin auch als Marker des Numerus, partiell schon mhd. wie 
bei der jeger(e) - die jeger(e), nhd. der Jäger - die Jäger. Im modernen 
Deutschen ist die Anzahl der hierher gehörigen Maskulina und Neutra 
sehr groß; vgl. Lehrer, Hebel bzw. Fenster, Segel usw. Kasus und partiell 
Numerus werden außerhalb der Wortgrenzen symbolisiert. 
Beim Verb sind hier zwei Entwicklungen einschlägig, die Herausbildung 
des obligatorischen Personalpronomens und die Entstehung der analyti-
schen Verbformen. Das Personalpronomen entwickelt sich im Laufe der 
Sprachgeschichte zum Hauptmarker von Person und Numerus, der auch 
dort funktioniert, wo keine anderen Mittel mehr zur Verfügung stehen; 
vgl. dazu nhd.: 
(15) er vs. ihr schwimmt/arbeitet 
ich vs. er schwamm/arbeitete 
wirvs. sie schwimmen/arbeiten/schwammen/arbeiteten 
Analytische Formen des Perfekts und Plusquamperfekts sowie des Pas-
sivs begegnen teilweise bereits im Althochdeutschen; vgl. 
(16) (a) Denne der paltet, der g i p u a 3 3 i t h a p e t 
'Deshalb wird sich freuen, wer gebüßt hat . ' 
(b) Denne w i r d i t untar in uuic a r h a p a n . 
'Dann wird ein Kampf zwischen ihnen begonnen.' 
Mit ihrer einigermaßen konsequenten Grammatikalisierung ist allerdings 
erst im 13. Jahrhundert zu rechnen. Von dieser Zeit an werden sie etwa 
so verwendet wie im modernen Neuhochdeutschen. Gewissermaßen in ei-
nem zweiten Schub beginnt dann die Herausbildung des analytischen Fu-
turs seit dem 13./14. Jahrhundert sowie in seiner Folge des Konditionals, 
der heute bereits vielfach den alten introflexiven Optat iv/Konjunkt iv er-
setzt hat . Weis das Futur betrifft, so gibt es bereits frühe Ansätze der 
Umschreibung mit 'sollen' bzw. 'wollen'. Später setzen sich dann die 
'werden'-Formen durch, zunächst mit dem Partizip Präsens, später mit 
dem Infinitiv gebildet, also z.B. 
(17) (a) Diu w e r d e n t min stimme h o e r e n d . 
'Sie werden meine Stimme hören.' 
(b) ... wan sie unser w e r d e n s e h e n . 
'... wenn sie uns sehen werden.' 
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Der Konditional ist dann etwa bei Luther voll grammatikalisiert: 
(18) Wäre mein Reich von dieser Welt, meine Diener würden 
darob kämpfen. 
Kurz zusammengefaßt: Wenn sich in einer Sprache mit der Struktur des 
Deutschen auch keine strikt isolierenden Konstruktionen ohne jede Fle-
xion (wie sie beispielsweise im Chinesischen oder Vietnamesischen vor-
kommen) herausbilden können, so gelangt doch speziell im Mittel- und 
Frühneuhochdeutschen mit den analytischen Konstruktionen ein starkes 
isolierendes Potential in das grammatische System des Deutschen. 
2.4 Die Herausbildung des polysynthetischen und inkorporierenden 
Potentials in der Wortbildung 
Bisher wurde, was die Herausbildung von nichtfusionierenden Mitteln im 
Deutschen betrifft, ausschließlich die Flexion betrachtet. Doch das Deut-
sche hat seit dem Althochdeutschen auch interessante nichtfusionierende 
morphologische Konstruktionen entwickelt, die zwar nur in der Wort-
bildung auftreten, aber nichtsdestoweniger seine typologische Struktur 
insgesamt stark prägen und sie von vielen anderen Sprachen, speziell 
indoeuropäischen deutlich unterscheiden, nämlich polysynthetische und 
sogar inkorporierende Bildungen. In diesem Zusammenhang sollen drei 
Typen von bemerkenswerten Konstruktionen angeführt werden. 
Erstens hat das Neuhochdeutsche bekanntlich eine echt polysyntheti-
sche Kompositastruktur herausgebildet. Demgegenüber unterliegt im 
Althochdeutschen die formale Struktur von Komposita noch starken 
Einschränkungen. So sind im Althochdeutschen (nach Henzen (1965, S. 
47f.)) Komposita, deren zweite Glieder selbst „schwere Komposita" dar-
stellen, „zunächst ungeläufig". Entsprechend kommen Komposita mit 
einem Zweitglied, das mehr als zwei Stämme enthält, nicht (oder doch 
kaum) vor. Nicht allzu häufige Fälle wie ban=fier-tag 'gebotener Feiertag' 
und holz=werc-man 'Holzarbeiter' bilden hier faktisch das Maximum. 
Das Erstglied von Komposita ist „meist noch ein einsilbiger, unabgelei-
teter Stamm". Bildungen mit einem ersten Glied, das aus zwei Stämmen 
besteht, wie wi-rouh=fa3 'Weihrauchgefäß' und hazal-nu^=kemo 'Ha-
selnußkern' treten dann erst im späteren Althochdeutschen auf. Kompo-
sita, die mehr als drei Stämme enthalten, sind offensichtlich nicht über-
liefert. Man vgl. dagegen neuhochdeutsche Komposita wie die folgenden, 
deren Bildungstyp j a keineswegs selten vorkommt: 
(19) Bundes - ver-fassungs - gerichls - grund - satz - ur-ieil 
Heiz - 61 - rück - stoß - dämpf-ungs - ver-ordn-ung 
Fuß - ball - weit - meister-schafls - qualifikalions - spiel 
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Zweitens entsteht bereits im Althochdeutschen ein neuer Kompositi-
onstyp, nominale Komposita mit verbalem Erstglied. Er nimmt seinen 
Ausgang von Zusammensetzungen mit nominalem Erstglied, das aber 
seiner Form nach auch ein Verbstamm sein konnte; vgl die Fälle un-
ter (a). Dieses Erstglied wurde dann als Verbstamm aufgefaßt, und nach 
diesem Muster wurden dann Komposita mit (eindeutigen) Verbstämmen 
gebildet; vgl. die Fälle unter (b): 
(20) (a) decki-lachan 'Tuch zur Bedeckung' (b) scepfi-fa3 'Schöpfgefäß' 
släf-hüs 'Haus für den Schlaf' scer-sahs 'Schermesser' 
stö$-isen 'Eisen für den Stoß' wezzi-stein 'Wetzstein' 
Komposita mit Verbstämmen als erstem Glied nehmen in der Ge-
schichte des Deutschen nahezu ununterbochen zu; gegenwärtig werden 
ständig neue Wörter dieses Typs gebildet. Vgl Beispiele wie Drohgebärde, 
Eßkultur, Fahrprüfung, Lesebuch, Merkmal, Rauchverbot, Schreibhem-
mung; Singakademie, Stinkstiefel u n d Turnhalle sowie Probierstube, Re-
nommiergehabe, Schnupperpreis u n d Verwöhnaroma. Wenn m a n bei die-
sem Wortbildungstyp auch nicht im strengen Sinne von polysyntheti-
schen, also 'vielfach zusammensetzenden' Konstruktionen sprechen kann, 
so gehören sie doch ohne Zweifel in den hier diskutierten Zusammenhang. 
Sie sind ein typisches Charakteristikum der deutschen Wortbildung, das 
in der Mehrzahl der europäischen Sprachen kein Pendant hat. 
Drittens schließlich entwickelt das Deutsche, ebenfalls beginnend mit 
der althochdeutschen Periode, einen Strukturtyp, den man als inkorpo-
rierend bezeichnen kann, wenn die entsprechenden Konstruktionen auch 
nur zu einem Teil durch wirkliche Inkorporierungsprozesse, zum ande-
ren Teil aber durch Wortbildungsprozesse anderer Art ('Rückbildungen') 
entstanden sind. Es handelt sich dabei um Verben mit inkorporierten 
Substantiven und Adjektiven. Wir wollen uns hier auf die Betrachtung 
von Verben mit inkorporierten Substantiven beschränken. Solche Bildun-
gen treten vereinzelt bereits im Althochdeutschen auf; vgl. die Verben 
halswerfön 'den Hals drehen' und muotbrechön '(sich) vor Gram ver-
zehren'. Die Anzahl solcher komplexen Verben, die teils untrennbar wie 
schlußfolgern, teils trennbar wie danksagen sind, wächst seit dem Alt-
hochdeutschen beständig an. Die deutschen Verben mit inkorporierten 
Substantiven speisen sich aus unterschiedlichen Quellen. Neben 'echten' 
Inkorporierungen von direkten Objekten in das Verb wie danksagen und 
schlußfolgern gehören hierher 'unechte' Inkorporierungen; diese entste-
hen durch 
- Reverbalisierungen von komplexen substantivischen Infinitiven: bau-
sparen, probesingen; 
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- Reverbalisierungen von komplexen adjektivischen Perfektpartizipien: 
platinbeschichten, schalldämpfen; 
- Reverbalisierungen von deverbalen Nomina actionis: ehebrechen 
(< Ehebruch), notlanden (< Notlandung); 
- Ableitungen von Nomina agentis: heimwerken, testfahren. 
Im gegenwärtigen Deutschen nehmen solche Konstruktionen geradezu 
sprunghaft zu. Man kann faktisch ständig entsprechende Neubildungen 
hören bzw. lesen. Man vgl. z.B. die folgende Auswahl: 
(21) Chomsky-adjungieren, endchecken, ergänzungsausstatten, 
feldforschen, genmanipulieren, kollektivbestrafen, kuhhandeln, 
säbelrassen, schleimscheißen, strafverfolgen, spitzelberichten, 
testfahren, volkswandem, wortprasseln 
Soviel zur Entwicklung des doch beachtlichen polysynthetisch-inkorpo-
rierenden Potentials in der deutschen Wortbildung. Es spricht alles dafür, 
daß dieses Potential auch in Zukunft weiter wachsen wird. 
3. Zur typo logischen S t r u k t u r des Neuhochdeutschen 
Nachdem zu zeigen war, daß die typologische Entwicklung der Morpho-
logie vom frühen Althochdeutschen zum modernen Neuhochdeutschen 
im wesentlichen durch eine Zurückdrängung der fusionierenden durch 
nichtfusionierende Strukturelemente gekennzeichnet ist, soll jetzt kurz 
zusammenfassend die typologische Struktur des Neuhochdeutschen be-
trachtet werden. Wir gehen dabei nacheinander auf die einzelnen Gebiete 
der Morphologie ein. 
3.1 Die Substantivflexion 
Da sich Numerusflexion und Kasusflexion im Neuhochdeutschen typolo-
gisch nicht einheitlich darstellen, sollen sie hier getrennt behandelt wer-
den. 
Zunächst zur Numerusflexion. Diese funktioniert primär agglutinierend, 
d.h. sie geschieht durch Suffixe, die nur noch für den Plural stehen, also 
keine Kasus mehr mitsymbolisieren. Die Suffixe -e, -(e)n, -er und -s wie 
in Hunde, Hasen, Rinder und Ponys sind eindeutig nur Numerusmarker. 
Es ist die Tendenz zu beobachten, bei Formengleichheit des Substantivs 
selbst in Singular und Plural neue, 'sekundäre' agglutinierende Suffixe 
einzuführen; vgl. (der) Onkel - (die) Onkel >(die) Onkels/Onkeln, (das) 
Mädel - (die) Mädel > (die) Mädels/Mädeln (Madeln) usw. Desweiteren 
erscheint in der Numerusflexion der Umlaut als introflexives Mittel, wie 
erwähnt ebenfalls mit der Tendenz der Ausdehung auf neue Instanzen: 
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die Bogen > die Bögen, die Hammer > die Hämmer. Schließlich tr i t t bei 
den Nichtfeminina der flektierte Artikel als isolierender Pluralmarker auf: 
der/das - die. Es ist charakteristisch, daß diese Marker unterschiedlichen 
Typs auch kombiniert erscheinen; vgl. z.B. der Wolf - d i e Wölfe mit drei 
Pluralmarkern. 
Die Kasusflexion erfolgt primär isolierend durch den Artikel und resthaft 
noch zusätzlich durch agglutinierende Suffixe:der Hund - des Hund-es -
den Hund-e-n, wobei sämtliche noch vorhandenen Kasussuffixe am Sub-
stantiv deutliche Abbautendenzen zeigen; vgl. z.B. des Dollar, des Iltis; 
dem/den Bär, dem/den Präsident; ab zwölf Meier, Käse mit Kräuter 
usw.7 Interessant ist nun, daß der Artikel als isolierender Marker der 
Substantivflexion selbst wiederum stark fusionierend flektiert wird: 
So ist mit dem isolierenden Marker des obligatorischen Artikels zugleich 
auch neues fusionierendes Potential in die Substantivflexion gelangt. 
In der Flexion des neuhochdeutschen Substantivs wirken also fusionie-
rende, aggluinierende und isolierende Marker zusammen. Eine solche 
Kombination von typologisch unterschiedlichen Strukturmerkmalen in 
einem Teilbereich der Flexion ist in den Sprachen der Welt sicher nicht 
häufig. 
3.2 Die Adjektivflexion 
Hier liegen die Verhältnisse wesentlich einfacher. Die Deklination der 
Adjektive ist wie im Althochdeutschen rein fusionierend und Tendenzen 
zur Einschränkung der Fusion sind nicht vorhanden. Die Komparation 
ist wie ebenfalls schon im Althochdeutschen agglutinierend. 
3.3 Die Verbflexion 
In der Tempusflexion ist die Präteritalbildung der schwachen Verben ag-
glutinierend, partiell, nämlich in der 3.Ps.Sg., verbunden mit einem fu-
sionierenden Suffix: er sagte vs. er sagt. Die Präteritalbildung der starken 
DEF MASK AKK SG 
7 Der Verlauf und die Bedingungen dieses Abbaus sind dargestellt in Wurzel 
(1980) und (1992). 
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Verben funktioniert introflexiv, partiell, in der l . /3 .Ps.Sg. ergänzt durch 
fusionierende Suffixdistinktionen; vgl. ich/er schrieb vs. ich schreibe/er 
schreibt Die fortwirkende Tendenz zum Ubergang von den introflexiven 
starken Verben zu den agglutinierenden schwachen Verben wurde bereits 
erwähnt. Die analytischen Tempusformen sind selbstredend isolierend, 
kombiniert mit fusionierenden Mitteln, beim Perfekt der starken Verben 
z.T. zusätzlich verbunden mit dem introflexiven Ablaut des Partizips 
Perfekt: schreiben - ich habe geschrieben. 
Die Modusbildung erfolgt heute in Gestalt des 'wurde-Ersatzkonjunktivs' 
schon weitgehend isolierend, verbunden mit fusionierenden Mitteln und 
bei einigen Gruppen von starken Verben im Präteritum noch introflexiv; 
vgl. wir kämen vs. wir kamen. 
Für das Passiv gilt das gleiche wie für die analytischen Tempora. 
Die Personal-Numerus-Flexion schließlich funktioniert im Neuhochdeut-
schen in Kombination der isolierenden Personalpronomen und der fusio-
nierenden Suffixe. 
3.4 Zur Wortbildung 
Die neuhochdeutsche Kompositabildung zeigt (wie eben festgestellt) 
starke Tendenzen zur Polysynthese und es gibt eine ständig wachsende 
Zahl von Verben mit Inkorporierung. Die neuhochdeutsche Derivation, 
zu der bisher noch nichts gesagt wurde, ist wie die althochdeutsche im 
wesentlichen agglutinierend. 
An dieser Stelle ergibt sich natürlich die Frage, welcher der fünf zugrun-
degelegten morphologischen Stukturtypen im System des Neuhochdeut-
schen am stärksten ausgeprägt ist, welchem dieser Typen die Sprache 
also insgesamt zuzuordnen wäre. Betrachtet man die diskutierten Fak-
ten vorurteilsfrei, so ist wohl kaum eine begründete Antwort auf diese 
Frage möglich. Was man sagen kann, ist lediglich, daß das Neuhoch-
deutsche einen morphologischen 'Mischtyp' realisiert, der in dieser Form 
unter den Sprachen der Welt ziemlich rar, wenn nicht vielleicht sogar 
unikal ist. 
4. Die M e c h a n i s m e n der typologischen V e r ä n d e r u n g e n v o m 
A l t h o c h d e u t s c h e n z u m m o d e r n e n D e u t s c h e n 
Nachdem wir herausgearbeitet haben, welche Veränderungen in der typo-
logischen Struktur vom frühen Althochdeutschen zum modernen Deut-
schen eingetreten sind, soll im folgenden untersucht werden, auf welche 
Weise sich diese Veränderungen vollzogen haben, was die Mechanismen 
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dieser Veränderungen sind. Die Betrachtung der Ergebnisse des Wandels 
soll also durch eine Betrachtung der Wandelprozesse ergänzt werden. 
Wert soll vor allem auf die Beantwortung der Frage gelegt werden, wel-
che Wandeltypen jeweils bei den einzelnen typologischen Veränderungen 
zusammenwirken. 
4.1 Die Mechanismen der Herausbildung des agglutinierenden 
Potentials 
Beginnen wir mit der Substantivflexion. Es war zu zeigen, daß die sub-
stantivischen Flexionsformen und damit auch die substantivischen Pa-
radigmen (wenn wir hier zunächst die Herausbildung des Artikels ver-
nachlässigen) in der Geschichte des Deutschen von einer konsequent fu-
sionierenden zu einer zumindest stark agglutinierenden Struktur über-
gehen. Diese Struktur ist (wie weiter oben festgestellt) charakterisiert 
durch Grundformflexion, durch Nichtbezeichnung der nichtabgeleiteten 
(unmarkierten) Kategorien Nominativ und Singular sowie durch agglu-
tinierende Numerusmarker und, soweit noch vorhanden, quasiagglutinie-
rende Kasusmarker (im übrigen symbolisiert auch der introflexive Plu-
ralumlaut ausschließlich die Kategorie Plural). 
Diese stark agglutinierende Struktur hat sich in fünf Schritten heraus-
gebildet: 
(i) Phonologischer Wandel: Bedingt durch den dynamischen Anfangs-
akzent wird die phonologischen Substanz der unbetonten Silben 
des Wortes stark reduziert (es wirken die sogenannten 'Auslautge-
setze'). Von dieser Reduktion sind u.a . auch die Formen der Para-
digmen vom Typ ahd. hrind betroffen, die nicht nur einen Teil ihrer 
Flexive, sondern im N . / A . S g . auch ihr Stammbildungselement -ir-
einbüßen. 
(ii) Reanalyse und Grammatikalisierung: Die im Plural dieser Paradig-
men durchgängig erhaltenen Instanzen des Stammbildungselements 
-ir- werden als Pluralmarker analysiert, was entsprechend auch eine 
Grammatikalisierung dieses Morphems darstellt. Damit erfolgt eine 
Trennung von Numerus- und Kasusflexion bei diesen Substantiven 
(vgl. D.Pl.Arind-ir-um). 
(iii) Morphologischer Wandel: Die im Paradigma (aus phonologischen 
Gründen) verbliebenen Singularinstanzen des Morphems -ir- (G .Sg . 
und D.Sg. ) werden abgebaut , so daß sich ein höheres Maß an mor-
phosemantischer Transparenz im Paradigma ergibt. 8 
8 Der morphosemantischen Transparenz liegt das alte 'Form-Funktions-
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(iv) Phonologischer Wandel: Im Laufe der weiter fortschreitenden Re-
duktion der phonologischen Substanz der unbetonten Silben werden 
u.a. auch in den Flexionsformen sämtlicher Substantivparadigmen 
alle Vokale der Flexionssuffixe zu [a] abgeschwächt. 
(v) Reanalyse und 'Umgrammatikalis ierung' : Alle Flexionsformen des 
substantivischen Flexionssystems werden nach dem Muster der 
Substantive des Typs mhd. rini reanalysiert. Damit erfolgt eine 
durchgängige Trennung von Numerus- und Kasusflexion; vgl. iag-
e-n wie rind-er-n. Zugleich werden die N.Sg.-Formen als flexivlos 
reanalysiert (so etwa zunge - G .Sg . zungen als zunge - zunge-n, 
nicht mehr dem Althochdeutschen entsprechend als zung-e - Zung-
en). 
Das agglutinierende Potential des deutschen Substantivs kommt also 
durch das Wirken von phonologischem Wandel, morphologischem Wan-
del und Reanalyse/Grammatikal i s ierung zustande, d.h. durch die Inter-
aktion sehr unterschiedlicher Wandelprozesse. 
Bei den Verben bildet sich zusätzliches agglutinierendes Potential durch 
den Ubertritt starker Verben zu den schwachen heraus. Hier sind die 
folgenden Wandelprozesse relevant: 
(i) Phonologischer Wandel: Durch die erwähnte Reduktion der phono-
logischen Substanz der unbetonten Silben werden auch die Vokale 
der verbalen Flexive zu [a], wodurch die starken und schwachen 
Verben nicht mehr anhand ihrer Grundform, des Infinitivs, zu un-
terscheiden sind; vgl. ahd. neman vs. suochen, salbön, haben >mhd. 
nemen, suochen, salben, haben. 
(ii) Morphologischer Wandel: Aus der weit schwächer belegten, instabi-
len Flexionsklasse der starken Verben treten Wörter in die stärker 
belegte, stabile Flexionsklasse der schwachen Verben über, was sich 
noch heute fortsetzt. Unter dem hier zugrundegelegten Gesichts-
punkt handelt es sich dabei um Ubertritte von der introflexiven zur 
agglutinierenden Tempusflexion. 9 
Hier interagieren also phonologischer und morphologischer Wandel, in 
Pauls Terminologie 'Lautgesetz ' und 'Analogie'. 
Prinzip' zugrunde. Zum Konzept der morphosem an tischen Transparenz vgl. 
Wurzel (1994, S. 57ff.). 
9 Morphologische Wandelprozesse solcherart sind unter dem Stichwort 'Fle-
xionsklassenstabilität' ausführlich behandelt in Wurzel (1984), S. 116ff. 
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4.2 Die Mechanismen der Herausbildung des introflexiven Potentials 
Wie zu zeigen war, spielen in der Flexion des Neuhochdeutschen anders 
als im Althochdeutschen Umlaut und Ablaut eine entscheidende Rolle. 
Betrachten wir zunächst den Umlaut beim Substantiv. Auch in diesem 
Fall ist wieder eine ganze Reihe von Wandelprozessen einschlägig: 
(i) Phonologischer Wandel: Betonte hintere Vokale werden an ein voka-
lisches oder konsonantisches i der Folgesilbe assimiliert, also umge-
lautet. Aufgrund der Verteilung dieses Segments in den Paradigmen 
wird nur ein Teil der Flexionsformen vom Umlaut erfaßt. 
(ii) Phonologischer Wandel: Durch die Reduktion der phonologischen 
Substanz der unbetonten Silben werden die umlautbewirkenden 
Segmente zu [a] oder getilgt. Die Verteilung von nichtumgelauteten 
und umgelauteten Vokalen in den Paradigmen büßt ihre phonolo-
gische Motivation ein. 
(iii) Reanalyse und Grammatikalisierung: Der Umlaut wird als gramma-
tisch bedingt reanalysiert, d.h. an die grammatischen Kategorien 
gebunden. Damit findet eine Morphologisierung, d.h. eine Gramma-
tikalisierung einer phonologischen Alternation s ta t t . Bei den Sub-
stantiven mit erhaltenem Flexionssuffix wird der Umlaut zum Ne-
benmarker (gast - geste, lamp - lember), bei denen mit verlorenem 
Flexionssuffix zum einzigen und damit zum Hauptmarker (nagel -
negel). 
(iv) Morphologischer Wandel: Im Sinne der Verstärkung der morphose-
mantischen Transparenz im Paradigma werden die störenden Um-
lautinstanzen im Singular beseitigt. Der Umlaut wird zum eindeu-
tigen Pluralmarker. 
(v) Morphologischer Wandel: Maskulina mit 0- und e-Pluralen treten in 
die Umlautpluralklasse über, bedingt im ersten Fall durch das Feh-
len eines Pluralmarkers am Wort (so mhd. vater - vater > veter, nhd. 
Bogen - Bogen>Bögen), im zweiten Fall dadurch, daß die Umlaut-
klasse stärker belegt und stabil, die Nichtumlautklasse schwächer 
b e l e g t u n d i n s t a b i l ist (so f r n h d . wolf - wolfe >tvölfe, n h d . Strand 
- Strande >Strände). 
Bei der Herausbildung des Pluralumlauts spielen also wiederum alle drei 
bisher registrierten Typen von Wandel, phonologischer und morphologi-
scher Wandel sowie Reanalyse/Grammatikalisierung eine Rolle. 
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Im Rahmen der Verbflexion äußert sich die Herausbildung eines intro-
flexiven Potentials vor allem in der Entwicklung des Ablauts. Auch hier 
sind wieder mehrere Stufen dieser Entwicklung zu konstatieren: 
(i) Phonologischer Wandel: Die Ablautalternation ist, nach allem was 
wir wissen, durch phonologischen Wandel entstanden und zwar be-
reits im Indoeuropäischen. Die Qualität und die Quantität der Vo-
kale wurde bedingt durch bestimmte suprasegmentale Eigenschaf-
ten (wahrscheinlich Akzent und Ton) dahingehend verändert, daß 
sich eine qualitative 'Abtönung' (z.B. e - o und e - <5) und eine 
quantitative 'Abstufung' (z.B. e - e - a - 0) u.a. auch der Stamm-
vokale in den Verbparadigmen ergab.10 
(ii) Phonologischer Wandel: Durch Veränderungen im suprasegmen-
talen System werden die phonologischen Bedingungen der Ab-
lautalternationen abgebaut, die Verteilung der Alternanten in den 
Verbparadigmen wird phonologisch demotiviert. Dieser Stand ist 
(spätestens) im Gemeingermanischen erreicht. 
(iii) Reanalyse und Grammatikalisierung: Die Vokalalternationen in den 
Verbparadigmen werden als grammatisch bedingt reanalysiert, d.h. 
an die entsprechenden Kategorien gebunden und damit morpholo-
gisiert. Der Ablaut wird damit zum kombinierten Nebenmarker für 
Tempus, Modus, Numerus und Person mit einer zumindest partiell 
stark unsystematischen Verteilung der Alternanten in den Paradig-
men. Auf dieser Stufe steht das Althochdeutsche. 
(iv) Phonologischer Wandel: Durch die Reduktion der phonologischen 
Substanz der unbetonten Silben werden u.a. auch die Vokale der 
verbalen Flexionssuffixe zu [a]. Auf diese Weise werden diese Suf-
fixe hinsichtlich Tempus und Modus neutralisiert und als einziger 
Marker bleibt der Ablaut, der damit zum Hauptmarker wird. 
(v) Morphologischer Wandel: Die morphosemantische Transparenz im 
Paradigma wird dadurch verstärkt, daß die Präteritalvokale im Pa-
radigma jeweils vereinheitlicht werden. 
An dieser Entwicklung sind wieder alle schon bisher relevanten Wandel-
typen beteiligt. 
Der Umlaut beim Verb, der speziell als einziger Marker des Konjunk-
tivs im Präteritum Bedeutung hat (wir kämen vs. wir kamen), soll 
1 0 Vgl. dazu etwa Braune (1987, S. 53). 
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nur kurz erwähnt werden. Auch hier haben wir nacheinander eine pho-
nologische Entstehung, eine phonologische Demotivierung, eine Reana-
lyse mi t Grammatikalisierung und schließlich eine Verstärkung der mor-
phosemantischen Transparenz im Paradigma (durch Angleichung der 
Konjunktiv- an die Indikativvokale: wir sangen - wir singen > wir sangen 
- wir sängen). 
4.3 Die Mechanismen der Herausbildung des isolierenden Potentials 
Während im frühen Althochdeutschen isolierende Mittel in der Flexion 
bestenfalls sporadisch vorkommen, sind sie für das Neuhochdeutsche in 
bestimmten Bereichen geradezu charakteristisch. 
Im substantivischen Bereich ist in diesem Zusammenhang die Ausbil-
dung des obligatorischen Artikels. Wir wollen uns hier auf den definiten 
Artikel beschränken; die Entwicklung des indefiniten Artikels verläuft 
jedoch weitgehend parallel. Es sind die folgenden Entwicklungsschritte 
zu verzeichnen: 
(i) Grammatikalisierung und Reanalyse: Im Interesse einer deutlichen 
Symbolisierung von Definitheitsverhältnissen wird das Demonstra-
tivpronomen der/diu/da3 zum obligatorischen Begleiter aller Sub-
stantive entwickelt, deren Definitheit nicht lexikalisch-semantisch 
oder syntaktisch gegeben ist (der hunt\ aber sunna 'Sonne', ze naht 
'zur Nacht', si sahen kämpf der vor in was 'sie sahen den Kampf, 
der vor ihnen s ta t t fand ' ) . Semantisch gesehen erfolgt hier im we-
sentlichen ein Übergang von einer demonstrativen zu einer defini-
ten Bedeutung des Pronomens. Das Demonstrativpronomen wird 
zum Artikel grammatikalisiert, was eine Reanalyse der Kategorie 
einschließt.11 
(ii) Phonologischer Wandel: Durch die Reduktion der phonologischen 
Substanz der unbetonten Silben werden in den Substantivparadig-
men vor allem Kasusmarker abgebaut bzw. reduziert (vgl. ahd. tag 
- N.P1. taga - G.P1. tago> mhd. tac - N.P1. tage - G.P1. tage). Die 
Distinktivität vieler Kasusformen und auch bestimmter Numerus-
formen in den Paradigmen ist gefährdet. 
(iii) Reanalyse und Grammatikalisierung: Da der Artikel nicht nur nach 
dem Genus, sondern auch nach Numerus und Kasus flektiert wird 
und die Distinktivität seiner Formen wesentlich stärker als die der 
1 1 Wahrscheinlich findet hier zugleich auch eine syntaktische Reanalyse sub-
stantivischer Phrasen von der NP zur D P s ta t t . 
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Substantivformen erhalten ist, wird er als Hauptmarker des Ka-
sus und bei Formengleichheit von N.Sg. und N.P1. auch als Marker 
des Numerus analysiert, wodurch er eine zweite Grammatikalisie-
rung erfährt, die damit anders als die erste Grammatikalisierung 
motiviert ist. 
(iv) Weiterführung der ersten Grammatikalisierung: Der obligatorische 
Artikel wird schrittweise auf weitere lexikalisch-semantisch bzw. 
syntaktisch bestimmte Gruppen von Substantiven übertragen (die 
Sonne; zur Nacht; sie sahen den Kampf, der ...; aber Gott), so daß 
heute der definite Artikel im Prinzip bei allen Substantiven außer 
Eigennamen und Prädikatsnomen steht und damit in allen diesen 
Fällen den Kasus bzw. den Numerus symbolisieren kann.1 2 
(v) Morphologischer Wandel: Die verbliebenen (nicht durch phono-
logischen Wandel getilgten) Kasusflexive am Substantiv, die zu 
Nebenmarkern geworden sind, werden sukzessive abgebaut. Die-
ser Prozeß, der sich gegenwärtig vollzieht, wird aller Voraussicht 
nach schließlich zum Abbau sämtlicher Kasusflexive am Substantiv 
führen. 
Auch in der Herausbildung des Artikels als Träger der Substantivflexion 
interagieren alle erwähnten Wandeltypen. Interessant ist hier nicht zu-
letzt das Zusammenwirken von zwei unterschiedlich motivierten Gram-
matikalisierungen. 
Im verbalen Bereich entsteht ein bedeutendes isolierendes Potential 
durch die Herausbildung des obligatorischen Personalpronomens und der 
analytischen Verbformen. Zunächst zum Personalpronomen. Hier ist der 
Ablauf der involvierten einzelnen Wandelprozesse wie folgt: 
(i) Phonologischer Wandel: Bereits im Voralthochdeutschen sind in 
den Flexionsparadigmen aller Verben die 1. und 3. Ps.Sg. im 
Präs.Opt. , im Prät . Ind. und im Prät .Opt . formal zusammengefal-
len. Im Althochdeutschen werden dann durch die Reduzierung der 
phonologischen Substanz der unbetonten Silben zusätzlich die Fle-
xive der 1. und 3. Ps.Pl. im Präs.Opt. , Prät .Ind. und Prät .Opt . 
neutralisiert. 
12 Diese Entwicklung setzt sich noch heute mit der Übertragung des bestimm-
ten Artikels auf Personennamen auch in der Standardsprache fort der Ulli, 
der Meier), wodurch auch hier Kasusdistinktionen eindeutig symbolisiert 
werden können (... weil Ulli Gustav Willi empfohlen hat >... weil der Ulli 
dem Gustav den Willi empfohlen hat). 
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(ii) Grammatikalisierung und Reanalyse: Das ursprünglich nicht ob-
ligatorische Personalpronomen, das ähnlich wie in anderen älte-
ren indoeuropäischen Sprachen nur unter spezifischen Bedingun-
gen auftr i t t , wird im Interesse einer eindeutigen Person-Numerus-
Symbolisierung grammatikalisiert, d.h. es erscheint in allen Fällen, 
in denen kein nominales Subjekt vorhanden ist. Dabei wird das 
Personalpronomen als obligatorischer Teil der Verbform reanaly-
siert .1 3 
(iii) Morphologischer Wandel: Die noch im Mittelhochdeutschen vor-
handene formale Distinktion zwischen der 1. und der 3.Ps.Pl. im 
Präs.Ind. wird beseitigt (vgl. wir geben - sie gebenl >wir geben - sie 
geben), wodurch die Flexive der 1. und 3.Ps.Pl. im System generell 
vereinheitlicht werden. Die entsprechenden Formen sind nur noch 
durch das Personalpronomen unterschieden. 
Wie in allen anderen Fällen ist die skizzierte Entwicklung das Ergebnis 
des Zusammenwirkens unterschiedlicher Wandelprozesse. 
Die Herausbildung der unterschiedlichen analytischen Verbformen, d.h. 
von Perfekt/Plusquamperfekt , Futur, Passiv und Konditional vollzieht 
sich zusammengefaßt auf folgende Weise: 
(ia) Phonologischer und morphologischer Wandel: In der Entwicklung 
vom Indoeuropäischen zum Gemeingermanischen sind, offenbar 
durch die Interaktion von phonologischem und morphologischen 
Wandel, aber im einzelnen nur schwer zu rekonstruieren, eine Reihe 
von verbalen Tempuskategorien verlorengegangen. Ahnlich stellt 
sich der Abbau des Passivs (das im Gotischen noch vorhanden ist) 
in germanischer Zeit dar. 
(ib) Phonologischer Wandel: Durch die starke Reduzierung der phonolo-
gischen Substanz der unbetonten Silben vom Alt- zum Mittelhoch-
deutschen ergibt sich ein weitgehender Zusammenfall der Formen 
des Indikativs und des Konjunktivs im Präsens bei allen Verben 
und im Präter i tum bei allen schwachen und einem Teil der starken 
Verben (bei denen, deren Präteritalvokal nicht umlautbar ist). Man 
vgl. dazu die Formen der 2.Ps.Pl.; schwache Verben: Präsens ahd. In-
dikativ suochet - Optat iv suochet >mhd. beides suochl, Präter i tum 
ahd. Indikativ suochtut - Optativ suochtit >mhd. beides suochtei; 
starke Verben: Präsens ahd. Indikativ ratet - Optativ ratet >mhd. 
beides ratet, Präter i tum ahd. Indikativ rietut - Optativ rietit >mhd. 
1 3 Syntaktisch bedeutet das den Übergang des Deutschen von einer 'Pro-Drop-
Sprache' zu einer 'Nicht-Pro-Drop-Sprache'. 
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beides rietet. Damit entfallt für diese Verben die Möglichkeit, den 
Optativ formal distinkt vom Indikativ zu symbolisieren. 
(ii) Grammatikalisierung und Reanalyse: Es werden von ihrer Seman-
tik her geeignete syntaktische Konstruktionen, die jeweils ein zwei-
tes Verb (habe, bin, werde, würde) enthalten, grammatikalisiert, 
um entsprechende temporale, diathetische bzw. modale Verhält-
nisse möglichst eindeutig zu symbolisieren. Die syntaktischen Kon-
struktionen werden als einheitliche grammatische Formen des 
(Haupt-)Verbs reanalysiert.14 
Auch hier resultieren wie in allen anderen betrachteten Fällen die 
Veränderungen aus dem Ineinandergreifen unterschiedlicher Wandel-
phänomene. 
4.4 Zu den Mechanismen der Herausbildung des polysynthetisch-
inkorporierenden Potentials in der Wortbildung 
In der Wortbildung stellen sich aufgrund ihrer Spezifik die Mechanis-
men der Entstehung typologisch neuer Strukturen zumindest partiell 
anders dar als in der Flexion. Speziell der Bildung neuer Komposita 
und damit auch der Bildung neuer Kompositamuster liegt stets ein 
außergrammatischer Faktor zugrunde, der im allgemeinen mit 'Benen-
nungsbedarf' umschrieben wird. Während sich jedoch bei der Bildung 
einzelner neuer Komposita der 'Benennungsbedarf' unmittelbar, ohne 
daß ein grammatischer Wandel eintritt, durchsetzen kann, kommen neue 
Kompositamuster (wie neue Flexionsstrukturen) immer durch gramma-
tischen Wandel ins Sprachsystem. Wir wollen im folgenden herausarbei-
ten, welche Typen von Wandel bei der Herausbildung der oben erwähn-
ten drei Kompositamuster involviert sind. 
1 4 Besonders deutlich wird die Reanalyse bei der Herausbildung der Perfekt-
formen. Ausgangspunkt der Entwicklung sind hier transitive syntaktische 
Konstruktionen, in denen die Verben haben und eigan noch die ihre ur-
sprüngliche Bedeutung 'besitzen' haben und das Partizip das Attribut zum 
Objekt ist; vgl.S» e i g u n mir g i n o m m a n a n lioban druhtin min, wörtlich 
'sie haben den mir genommenen meinen lieben Herrn', d.i. 'sie haben mir 
meinen lieben Herrn genommen'. Die Verben haben und eigan werden als 
Perfektmarker reanalysiert, die zusammen mit dem Partizip eine einheitli-
che Verbform bilden. Das Partizip verliert entsprechend seine Akkusativfle-
xion. Damit kann diese Konstruktion dann auch auf nichttransitive Instan-
zen fibertragen werden: Denne der paltet, der g i p u a 3 3 i t h a p e t . Für eine 
ausführlichere Behandlung vgl. Moskalskaja (1965, S. 107ff. und S. 193ff.) 
sowie Wolf (1981, S. 80ff.). 
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Die Herausbildung der charakteristischen polysynthetischen Komposi-
t a s t ruk tu r des Neuhochdeutschen vollzieht sich durch den schrittweisen 
Abbau von strukturellen Restriktionen der Kompositabildung. In den 
alten germanischen Sprachen (das ist auch der Stand im Gotischen) sind 
nur Komposi ta aus zwei Stämmen möglich. Es existiert also lediglich der 
Typ 'N = N'; Rekursivität in der Kompositabildung ist generell ausge-
schlossen. In der Entwicklung des Althochdeutschen erscheinen dann die 
Typen 'N = N - N' und später auch 'N - N = N \ Die Einschränkung, daß 
Kompos i ta nur aus zwei Stämmen bestehen können, ist aufgehoben. Es 
gilt nun also die weniger strenge Restriktion, daß Komposi ta aus mehr 
als drei Stämmen nicht zugelassen sind. Später wird auch diese Ein-
schränkung durch eine weniger restriktive ersetzt usw. usf. Im modernen 
Neuhochdeutschen existiert schließlich keinerlei quanti tat ive Restriktion 
für die substantivische Kompositabildung mehr. Anders gesagt: Im mo-
dernen Deutschen gibt es kein längstes Substant ivkompositum; vgl. Do-
naudampfschiffahrlsgesellschaftskapitänswiiwenschänder ... usw. 
Die substantivischen Komposita mit verbalem Erstglied des Typs 
Eßzimmer entstehen aufgrund von Reanalyse: Ursprünglich existierten 
nur Komposi ta mit substantivischem Erstglied. Bereits im Althochdeut-
schen wurden dann substantische Erstglieder, die formal ambigue wa-
ren, d.h. ihrer Form nach sowohl Substantiv- als auch Verbstämme sein 
konnten, als Verbstämme reanalysiert; vgl. z.B. das Substantiv släf-hus, 
dessen erster Bestandteil der S tamm des Substantivs släf oder des Verbs 
släfan sein konnte. Nach diesem Muster werden dann Komposita mit 
'echten' verbalen Erstgliedern gebildet; vgl. z.B. scer-sahs, dessen erster 
Bestandteil der S tamm des Verbs sceran 'scheren, schneiden' ist. Damit 
ist ein neues Kompositamuster entstanden. Hier wird eine qualitative 
strukturelle Restriktion der Kompositabildung durch Reanalyse besei-
tigt. 
Die Herausbildung der deutschen Verben mit inkorporierten Substanti-
ven vollzieht sich in zwei Schritten: 
(i) Bildung einer neuen Komposi tastruktur : Substantiva, die ihrem syn-
taktischen Status nach direkte Objekte entsprechender transitiver 
Verben sind und mit diesen zusammen 'institutionalisierte Tätigkei-
ten ' bezeichnen, werden in die Verben inkorporiert, wodurch Kom-
posi ta eines neuen Typs entstehen, so im Fall von ahd. hals-werfön 
'den Hals drehen' aus hals 'Hals' und werfön 'hin und her werfen, 
drehen' . 
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(ii) Reanalyse: Das Muster 'direktes Objekt + transitives Verb' wird 
generalisierend reanalysiert als 'Substantiv + Verb', was dann die 
Herleitung von Verbkomposita dieses Typs durch 'Rückbildung' aus 
den unterschiedlichsten Ausgangsformen, so substantivierten Infini-
tiven wie (das) Kopfrechnen, adjektivischen Perfektpartizipien wie 
goldbeschichtet, Nomina actionis wie Ehebruch, Nomina agentis wie 
Testfahrer, ermöglichte. Damit entstehen verbale Komposita, die 
zwar nicht ihrer Entstehung nach, aber ihrer Struktur nach Inkor-
porierungen sind; vgl. kopfrechnen, goldbeschichten, ehebrechen und 
testfahren.15 
4.5 Zusammenfassung: Wandeltypen und sprachhistorisches Ergebnis 
Wenn wir hier wegen ihrer eben erwähnten besonderen Spezifik die 
Mechanismen der Herausbildung neuer Wortbildungsstrukturen ver-
nachlässigen, so sind es im wesentlichen drei Typen von Wandel, die für 
die vom frühen Althochdeutschen zum modernen Deutschen eingetre-
tenen typologischen Veränderungen in der Morphologie verantwortlich 
sind, nämlich 
- phonologischer Wandel, 
- morphologischer Wandel, 
- Grammatikalisierung und Reanalyse. 
Wenn schon die Gesamtentwicklung des morphologischen Systems, wie 
deutlich belegt, nicht in eine typologisch einheitliche Richtung verläuft, 
so ist in diesem Zusammenhang doch zu fragen, ob nicht zumindest diese 
drei Wandeltypen jeweils in diesem Sinne einheitlich ausgerichtet sind. 
Wir wollen uns die einschlägigen Fakten daraufhin ansehen. 
4.5.1 Phonologischer Wandel 
Die für die Entwicklung der deutschen Morphologie relevanten phonolo-
gischen Wandelprozesse, d.h. die Reduktionen einerseits und der Umlaut 
andererseits, sind ihrem Wesen nach artikulatorische Vereinfachungen, 
d.h. phonetisch motiviert. Phonetisch motivierter Wandel ist im System 
15 Es ist nicht uninteressant, daß man vielen solcher Verben ihre Herkunft 
nicht ansehen kann. So nimmt sich beispielsweise ehebrechen wie eine echte 
Inkorporierung aus (vgl. die parallele transitive Konstruktion die Ehe bre-
chen, ist aber von Ehebruch abgeleitet. Andererseits stellt die heute ver-
dunkelte Bildung stattfinden eine wirkliche Inkorporierung dar; vgl. eine 
stadt finden bei Luther mit der gleichen Bedeutung. Zur Problematik der 
Inkorporierungen im Deutschen vgl. Wurzel (1993). 
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angelegt und insofern natürlicher phonologischer Wandel, der im Abbau 
von phonologischer Markiertheit besteht.16 
Die beobachteten phonologischen Wandelprozesse stellen allesamt 
Schwächungsprozesse ('Entdeutlichungsprozesse') dar, die im Abbau 
phonologischer Substanz und/oder phonologischer Distinktivität beste-
hen. Der Abbau phonologischer Substanz bedeutet zugleich den Abbau 
morphologischer Substanz, die Tilgung und Neutralisation von Flexiven. 
In diesem Sinne führen sie, teils direkt, teils indirekt, in die Richtung iso-
lierender Strukturen. 
Doch sie haben zusätzlich noch andere Konsequenzen. Sie schaffen die 
strukturellen Voraussetzungen für die Reanalyse von fusionierenden Fle-
xiven als agglutinierende Flexive, besonders deutlich beim Ubergang vom 
Althochdeutschen zum Mittelhochdeutschen. Man vgl. dazu nochmals 
ahd . tag - N.P1. tag-a - D.P1. tag-um > m h d . tac - N.P1. tag-e - D.P1. tag-
e-n, ahd . zung-a - N.P1. zung-ün > m h d . zvnge - N.P1. zunge-n. Die pho-
nologischen Wandelprozesse bedingen also auch agglutinierende Struk-
turen. 
Desweiteren schaffen sie die strukturellen Bedingungen für die Nutzung 
des Umlauts als Kategorienmarker; vgl. vorahd. gast - N.P1. *gasti >ahd. 
gast - N.P1. gesti >mhd. gast - N.P1. geste. Sie führen damit auch zu 
introflexiven Strukturen. 
Die phonologischen Veränderungen führen also nicht in eine einheitliche 
Richtung der Entwicklung des Flexionssystems, sondern in typologisch 
unterschiedliche Richtungen. 
4.5.2 Morphologischer Wandel 
Die in der Entwicklung zu beobachtenden morphologischen Wandelpro-
zesse stellen allesamt Systematisierungen der morphologischen Struktur, 
genauer gesagt des Verhältnisses von morphologischen Kategorien ei-
nerseits und morphologischen Zeichen andererseits im Flexionssystem, 
dar. Sie sind entsprechend semiotisch motiviert. Auch diese Wandeler-
scheinungen sind im System angelegt und damit Instanzen von natürli-
chem morphologischem Wandel, dessen Wesen im Abbau morphologi-
scher Markiertheit besteht.17 
1 6 Zum phonologischen Wandel vgl. Bailey (1973, S. 36ff.), Vennemann (1988) 
und Wurzel (1994, S. 44ff.). 
1 7 Zum morphologischen Wandel vgl. Wurzel (1994, S. 55ff.). 
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Zum einen bedingen diese morphologischen Wandelprozesse die 'analo-
gische' (nichtphonologische) Tilgung von Flexiven; vgl. dazu den Abbau 
der nach den phonologischen Reduktionsprozessen verbliebenen substan-
t ivischen Kasusflexive: n h d . dem Manne >dem Mann, dem/den Bären 
> dem/den Bär usw. Insofern weisen sie in Richtung isolierender Struk-
turen. 
Zum anderen bewirken sie (im direkten Gegensatz dazu) die Erneuerung 
von phonologisch abgebauten Flexi ven, so der substantivischen Plural -
marke r a m W o r t ; vgl. m h d . klage - N.P1. klage >nhd.Klage - N.P1. Kla-
gen, n h d . Onkel - N.P1. Onkel > Onkel - N.P1. Onkels/Onkeln. Diese 
neuen Marker sind agglutinierend; in den Beispielen symbolisieren sie 
ausschließlich die Kategorie des Plurals. Hier verläuft der morphologi-
sche Wandel demnach in Richtung auf agglutinierende Strukturen. 
Zum dritten vollzieht sich die Erneuerung phonologisch abgebauter Mar-
ker auch durch die Übertragung des Umlauts als Pluralmarker auf neue 
Ins t anzen , so z .B. i m Fall von m h d . vater - N.P1. vater >vaier - N.P1. 
tieier u n d n h d . Bogen - N.P1. Bogen >Bogen - N.P1. Bögen. Es en t s t ehen 
neue introflexive Strukturen im System. 
Auch die morphologischen Wandelprozesse führen damit, je nach ihren 
spezifischen Voraussetzungen, in typologisch unterschiedliche Richtun-
gen.18 
4.5.3 Grammatikalisierung und Reanalyse 
Grammatikalisierungen von lexikalischen Einheiten bestehen, stark 
verkürzt formuliert, in der Herausbildung neuer grammatischer Mittel 
zur Symbolisierung bisher nicht systematisch ausgedrückter Verhältnisse 
(d.h. in der Schaffung neuer grammatischer Kategorien, vgl. die Gram-
matikalisierung der analytischen Verbformen) bzw. zur möglichst ein-
deutigen Symbolisierung vorhandener, aber unzureichend symbolisierter 
Kategorien (d.h. in der Schaffung neuer formaler Mittel, vgl. die Gram-
matikalisierung der Personalpronomen). 
Es ist natürlich evident, daß Grammatikalisierungen von lexikalischen 
Einheiten (die stets mit Reanalysen verbunden sind) in erster Linie Ent-
wicklungen darstellen, die in Richtung isolierender Strukturen führen. 
Doch wenn lexikalische Einheiten grammatikalisiert werden, die selbst 
flektieren, so bringen sie auch wieder fusionierende, agglutinierende oder 
introflexive Marker in die Formenbildung ein, vgl. z.B. (ich) hab - e ge-
1 8 Vgl. dazu Wurzel (1984, S. 81ff., S. 116ff.), wo speziell die Determiniertheit 
morphologischer Wandelprozesse behandelt wird. 
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arbeit-et, (er) ivürd-e arbeit-en oder den flektierten A r t i i W , der zusä tz-
lich zur Dete rmin ie r the i t auch Genus, Numerus und Kasus des Subs tan-
tivs symbol is ier t . Solche Grammat ika l i s ie rungen führen a l^o zu St ruk-
tu ren , die fusionierende, agglut inierende u n d / o d e r introflexi'vische Ele-
m e n t e en tha l t en . Es soll noch e rwähn t werden, daß Grammat ika l i s i e run-
gen von phonologischen Al te rna t ionen (ebenfalls m i t Reanaly.sen ver-
b u n d e n ) na tür l ich in Rich tung introflexiver S t ruk tu ren gehen; vgl1. m h d . 
slagen - P r ä t . sluogen und nochmals gast - N.P1. geste. Auch bei G r a m -
mat ikal is ierungen kann somit von einer einheitl ichen Entwicklungsrich-
t u n g nicht die Rede sein. 
Also: Keiner der drei be t rach te ten Typen von Wandelprozessen, die in 
der Geschichte des Deutschen eine Rolle spielen, bedingt eine einheitliche 
Entwicklungstendenz im Flexionssystem. Es liegt in ihrem Wesen, daß 
sie ein morphologisches System wie das des Deutschen nicht in Richtung 
auf eine b e s t i m m t e typologische Ziels t ruktur hin führen können. 
5. Fazit 
Wohl sind all die grammat ischen Wandelprozesse unterschiedlicher Ty-
pen, die wir hier diskut ier t haben , jeder für sich, motivier t und insofern 
auch gerichtet . So unterschiedlich sie im einzelnen auch seien mögen, 
sie 'd ienen ' alle der Beseit igung bes t immter Defizite im Sprachsys tem, 
nämlich dem A b b a u von phonologischer oder phonologischer Markier t -
heit im Sys tem bzw. der Schaffung neuer g rammat i scher Mit tel . Doch sie 
folgen keinerlei irgendwie gearteten Gesamts t ra teg ie für die Ges ta l tung 
des Systems, sind also auch durch keinen 'deutschen Sprachgeist ' ge-
s teuer t . Im be t rach te ten Zei t raum der Geschichte des Deutschen erfolgt 
demgemäß keine Entwicklung in eine typologisch einheitliche Richtung. 
Zusammenfassend läßt sich dami t das folgende Fazit der Entwicklung 
vom f rühen Al thochdeutschen zum modernen Deutschen ziehen: 
(i) Es gibt keine einheitliche Entwicklungsr ichtung von einem Sprach-
typ, dem fusionierenden, zu einem bes t immten anderen T y p (auch 
nicht tendentiel l ) im Sinne von Gabelen tz ' 'Spirale ' der Sprach-
entwicklung. Das Deutsche bewegt sich seit dem Althochdeutschen 
nicht e indeut ig auf den in der 'Spirale ' dem fusionierenden T y p 
folgenden isolierenden T y p zu . 1 9 
19 Nach Gabelentz' Modell der typologischen 'Spirale' entwickeln sich die 
Sprachen von der Isolation über die Agglutination und die Flexion (Fu-
sion) zur Isolation zurück usw. usf., ohne freilich jemals wieder genau ihren 
alten Zustand zu erreichen. Vgl. von der Gabelentz (1901, S. 255ff.). 
522 Wolfgang Ullrich Wurzel 
(ii) Es gibt auch keine einheitliche Entwicklungsrichtung von einem 
Subtyp zum anderen, also vom fusionierend-synthetischen zum 
fusionierend-analytischen, wie sie von Germanisten häufig postu-
liert wurde.20 (Man vgl dazu speziell die Herausbildung neuer 
agglutinierender Strukturen.) 
(iii) Es gibt nicht einmal eine einheitliche Entwicklungsrichtung der in-
dividuellen Marker, wie sie die Grammatikalisierungstheorie an-
nimmt. Eine Reihe der zu beobachtenden Entwicklungen von Mar-
kern erfolgen zudem von der Fusion zur Agglutination, also gerade 
entgegen der von dieser Theorie angenommenen Richtung.21 
(iv) Ebenso gibt es keine einheitliche Entwicklungsrichtung bei der 
Ersetzung von Markern eines Typs durch Marker eines anderen 
Typs. So werden die (phonologisch abgebauten) fusionierenden 
N.Pl.-Marker der Substantive durch agglutinierende Pluralmarker, 
durch introflexive Pluralmarker und durch isolierend-fusionierende 
N./A.P1- Marker (Artikel) ersetzt. 
(v) Schließlich gibt es auch keine Tendenz zur Herstellung einer ty-
pologischen Adäquatheit der einzelnen Marker und Formen des 
Systems, d.h. zur typologischen Vereinheitlichung des Systems in 
Richtung auf den darin am stärksten verankerten Typ, wie es die 
von Dressier vertretene Variante der natürlichen Morphologie an-
nimmt 22 Die unterschiedlichen Typen von Markern und Formen 
im System 'vertragen' sich im Gegenteil sehr gut 
Am ehesten könnte man die Gesamtentwicklung des morphologischen Sy-
stems vom frühen Althochdeutschen zum modernen Neuhochdeutschen 
noch negativ charakterisieren Sie führt im wesentlichen weg vom fusio-
nierenden Typ, wenn eben auch bestimmte Gegenentwicklungen auszu-
machen sind. 
Das alles heißt natürlich nicht, daß das morphologische System des Neu-
hochdeutschen eine unstrukturierte Anhäufung von Fakten darstellt. 
Zwar enthält es Formen, die alle fünf hier zugrundegelegten Sprach-
typen repräsentieren. Dennoch ist es natürlich ein strukturiertes und 
funktionierendes System, das in seinen einzelnen Teilbereichen, beson-
2 0 So spricht z.B. Wolf (1981, S. 80) bezogen auf das Deutsche recht undiffe-
renziert vom „Übergang vom synthetischen zum analytischen Sprachbau, 
der sich im nominalen ... wie im verbalen Bereich bemerkbar macht" 
2 1 Zur Grammatikalisierungstheorie vgl. Lehmann (1982). 
2 2 Vgl. u.a. Dressier (1985). 
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ders deutlich in der Kasusflexion und der Präteritalbildung, auch klare 
lokale Vereinheitlichungstendenzen zeigt. Doch darauf detaillierter ein-
zugehen, wäre ein neues Thema. 2 3 
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N A N N A F U H R H O P 
Fugenelemente 
A b s t r a c t 
Die Sprecher des Deutschen haben eine klare Intuition darüber, wann und wel-
che Fugenelemente in Komposita zu setzen sind. Dieser Intuition liegen Regeln 
unterschiedlicher Art zugrunde. Diese können in notwendigen Bedingungen 
und mitunter auch in hinreichenden formuliert werden. Zunächst werden in 
dieser Arbeit die einzelnen in der Literatur genannten Kriterien beschrieben 
(Abschnitt 1 und 2). Keines von diesen kann alleine die Systematik der Fugen-
elemente erfassen. An einzelnen Fugenelementen wird die Interaktion verschie-
dener Kriterien gezeigt (Abschnitt 4 und 5). So können Regularitäten erfaßt 
werden. Dabei erweist es sich insbesondere als sinnvoll, die Fugenelemente in 
ihrer phonologischen Substanz und nicht in ihrer ursprünglichen Funktion zu 
betrachten, die im allgemeinen dem Flexionssystem geschuldet ist.* 
0. E i n l e i t u n g 
Die Komposit ion mit Fugenelement ist im Deutschen weit verbreitet, 
das Wort selbst enthält schon ein Fugenelement: Fuge + n + element. 
Fugenelemente haben keine eindeutige Funktion und keine klare Syste-
matik. Immer wieder wurde versucht, Regeln zu formulieren.1 Zudem 
gibt es eine Reihe von Vorschlägen, die den Fugenelementen Funktionen 
im Sprachsystem zuordnen und ihre Existenz damit begründen.2 Sowohl 
die Erfassung in einheitliche Regeln als auch der Nachweis einheitlicher 
Funktionen ist bisher nicht gelungen. 
In dieser Arbeit sollen Bedingungen dafür formuliert werden, wann Fu-
genelemente gesetzt werden. Mit Hilfe dieser Bedingungen wird die 
Möglichkeit geschaffen, auf die Funktion der Fugenelemente zu schließen. 
Die Analyse verschiedener Einzelfälle ist die Voraussetzung dafür, um die 
Fugenelemente ins Sprachsystem einordnen zu können. 
* Ich danke Ulrike Demske, Peter Eisenberg, Jürgen Fuhrhop, Daniel Isele, 
Ewald Lang und Oliver Teuber für die freundliche Kommentierung. 
1 z.B. Wellmann/Reindl/Fahrmaier (1974), Äugst (1975), Dt. Wortbildung 
(1991); diachron: z.B. Gröger (1911). 
2 Dressier (1984) und Wiese (1994, Ch.5: S. 40ff.), Abraham (1994), 
Gawlitzek-Maiwald (1994), diachron: Demske (1994) 
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In den exemplarischen Analysen in den Abschnitten 4 und 5 werden 
die Fugenelemente in ihrer phonologischen Substanz einzeln beschrie-
ben. Daraus ergibt sich eine kategorielle Aufteilung. Die einzelnen Fu-
genelemente sind durch die Interaktion verschiedener Kriterien zu sy-
stematisieren. Dabei handelt es sich um phonologische, morphologische, 
syntaktische und semantische Kriterien. 
Von manchen Sprechern des Deutschen wurden die Fugenelemente mit-
unter als überflüssig empfunden und abgelehnt. Der Dichter J e a n Paul 
ermutigte seine Kollegen, die Fugenelemente ganz auszulassen und das 
Problem so zu lösen: 
„Das Erste, die Einführung der richtigen Doppelwörter, haben Schrift-
steller zwar weniger gegen das Volk - aus dessen vielkehligem Munde 
schwer die Wörter Wirtahaus, Kriegskasse, Staatsrat werden nehmen 
zu sein, aber wohl gegen Schriftsteller selber in der Gewalt; und sind 
diese bekehrt, so wird die kleine s-Stürmerei auch bald die lesenden 
Sprechklassen ergreifen." (Jean Paul 1818-1820, S. 48) 
Dieser Aufruf löste das Problem nicht. 
Hundert J a h r e später spielte der Kabarett is t Karl Valentin mit der 
scheinbaren Regellosigkeit: 
Er: „Du kannst nie aus einer Semmel Semmelnknödeln machen. [...] 
Das Wichtigste ist das n zwischen Semmel und Knödeln, 
[wie auch in ...] Kartoffel-n-knödeln [...], Schinkenknödeln [...], 
es gibt keine Knödeln ohne n." 
Sie: „Doch die Leberknödeln." 
Er: „Ja, stimmt - Lebernknödeln kann man nicht sagen." 
(Valentin 1985, S. 218) 
Valentins Problem zeigt die Unklarheit der synchronen Systematik . Auf 
sie soll hier besonders eingegangen werden, auch wenn dabei die Gefahr 
unzulässiger Reanalysen heraufbeschworen wird (wie die Interpretation 
von Gänse in Gänsebraten als Pluralform, obwohl dies ursprünglich eine 
Genit ivform war). Neben den synchronen Regularitäten spielt auch die 
Diachronie eine große Rolle, manche Fugen sind inzwischen schlichtweg 
als lexikalisiert anzunehmen, was die Suche nach Regularität erschwert 
bzw. manche Regulari tät unplausibel machen könnte. Mitunter werden 
sogar alle Fugenelemente als lexikalisiert betrachtet . Dem steht zum ei-
nen die Intuition der Sprecher gegenüber: Offenbar haben Sprecher eine 
klare Intuition über das Auftreten von Fugenelementen entwickelt. Zum 
anderen werden Fugenelemente produktiv verwendet - neue Komposi ta 
werden mit Fugenelementen gebildet. 
FugeH^lebttfUt 
1. F o r m 
1 1 Phonologische Fbrm 
Zunächst sollen die Fügendemente phonologisch beschrieben werden. 
Am häufigsten sind dabei die additiven Fugenelemente, aber es finden 
sich auch substi tut ive und subtrakt ive. Additive Fugenelemente, die in 
deutschen Komposi ta auf t re ten , sind -e-, -s-, -es-, -n-, -en-, -er-, -ens-
(die Fugen werden der Einfachheit halber orthographisch wiedergege-
ben), von manchen Autoren werden auch -at- und -o- hinzugerechnet 
(Gymnastallehrer, Elektroakustik, Dt . Wortbi ldung 1991). S tammaus lau-
tendes Schwa wird bei Komposition manchmal getilgt (z.13. -e- in Reb-
stock), seltener 'ersetzt ' (durch -s- in Hilfsstellung). 
Alle genanhten Fugenelemente außer -s- und -n- sind silbisch. Das -n-
t r i t t dabei grundsätzlich illir in SchWa-Silben auf Da es sich bei den sil-
bischen Fugenelementen ausnahmslos um Schwa-Silben handelt , erschei-
nen die Fugenelemente außer -s- nur in unbetonbaren Silben (im Sinne 
von Eisenberg 1991) Somit ist -5- das einzige Fugenelement, das - wenn 
es denn gesetzt wird - die Aufeinanderfolge zweier betonbarer Silben 
nicht verhindert Gemäß der Sonoritätshierarchie kann -s- allen Lauten 
(außer s-Lauten) in der gleichen Silbe folgen, insofern ist es als unsilbi-
sches Fugenelement prädestiniert Da es sich ansonsten bei den Fugen-
elementen um unbetonbare silbische Elemente handelt, könnte man eine 
prosodische Motivation der Fugenelemente vermuten, um zum Beispiel 
eine Folge mehrerer betonter Silben zu vermeiden so heißt es zwar Rind-
fleisch, aber Rinderhackfleisch. Während -ft-, -r- (und Schwa sowieso) 
wegen ihrer hohen Sonori tät nicht in die nächste Silbe gezogen werden 
können, kann -s- aufgrund anderer Prinzipien mit keinem anderen Kon-
sonanten im Silbenanfangsrand im Standarddeutschen kombiniert wer-
den (lediglich sk ist in Skat möglich, wird aber an der Silbengrenze stets 
getrennt Muskat [mus kat]) - die Fugenelemente verbleiben also bereits 
aus phonotaktischen Gründen im Silbenendrand. 
Die Hauptdoinäne des Fugen-s ist eine Position nach mehrsilbigen 
Wörtern, bei denen die vorangehenden Silben betonbar (also keine 
Schwa-Silben), wenn auch häufig nicht betont sind, z B. Frühlingstag, 
Hochzeitsessen Mitunter folgt es auch geschlossenen Schwa-Silben: Ver-
brechensbekämpfung, Handelsvertreter, Lehrerstochter Offenen Schwa-
Silben folgt hingegen -n- (Wiesenblume) , Hier kann direkt eine nega-
tive prosodische Regelmäßigkeit formuliert werden -s- und -n- sind die 
Standard-Fugenelemente, die nach Schwa-Silben auftreten. 
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Mitu nter wird ein phonologischer Zusammenhang zwischen S tamm und 
Fuger.\element angenommen, so z.B. das häufige Auftreten des Fugen-« 
nach /'</> w a s die Annahme nahelegt, daß eine Funktion der Fugenele-
mente die Markierung der Morphemgrenze ist (Dt. Wortbildung 1991, 
S. 51). Gerade / t / könnte aufgrund seiner niedrigen Sonorität häufig 
in den Anfangsrand der nächsten Silbe gezogen werden. Da aber nicht 
jedem auf / t / endenden Erstglied ein Fugen-s folgt, dies also auch das 
Fugenelement nicht systematisch best immt, kann die Funktion der Fu-
genelemente kaum in der Markierung der Morphemgrenze bestehen. 
1.2 Morphologische Form: Flexionsendungen 
Normalerweise komponiert als Erstglied die Nominativ-Singular-Form 
bei Substant iven (Haustür), der Verbstamm bei Verben (Backform) und 
die einfache Forr.n bei Adjektiven (Grünfink). Alle anderen Formen gelten 
als gefugt und sind Gegenstand dieser Untersuchung. Alle auftretenden 
Fugenelemente entsprechen in ihrer phonologischen Substanz Flexions-
endungen, d.h., der phonologische Bestand der Fugenelemente ist Teil-
menge des phonolo.gischen Bestandes von Flexionsendungen. Die 'frem-
den' Fugenelementen -o- und -al- sind auf Erstglieder fremder Herkunft 
beschränkt geblieben (Elektrokocher, Gymnasiallehrer) bzw. als 'Ver-
bindungsvokal' zu f remden (betonbaren) Quasi-Suffixen: Kartothek (E. 
Lang, mündl. Mitteilung). 
Wurzel (1970, S. 96) n immt für jedes Wort einen Kompositionsstamm 
an. Allerdings kann man nicht str ikt vorgehen, denn ein und dasselbe 
Erstglied tr i t t mitunter in unterschiedlichen Varianten auf, z.B. Eiweiß 
- Eierschale, Männerbekannlschaft - Mannsbild - Mannesruhm - Mann-
weib, Kinderwagen - Kindesbeinen - Kindskopf - Kindbett, Rindfleisch 
- Rindsleder - Rinderbraten. Dabei können nicht alle Fugenelemente mit 
allen Stämmen kombiniert werden, sondern es treten Restriktionen auf, 
die zum Teil mit dem Flexionsparadigma bzw. mit der Flexionsklas-
senzugehörigkeit des entsprechenden Wortes zusammenhängen. Dieses 
'morphologische' Kriterium unterscheidet das paradigmische von dem 
unparadigmischen Fugenelement (bei Wilmanns 'organisch' und 'unor-
ganisch', bei Gr imm 'unflexivisch', bei Briegleb 'Bindungs-s'). 'Paradig-
misch' meint dabei, daß das Erstglied des Kompositums zusammen mit 
dem Fugenelement eine Wortform des Deutschen bildet - so sind z.B. 
Mann, Mannes und Männer Wortformen des Deutschen, während *Ver-
sicherungs (Versicherungsvertreter) keine Wortform des Deutschen ist. 
Im letzten Fall ist also -s- ein 'unparadigmisches' Fugenelement. 
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Zusätzlich zu dieser rein formalen Unterteilung ist bei den paradigmi-
schen Fugenelementen zu prüfen, welche Markierungen diese Wortformen 
haben, ob also Wortformen bestimmter Kategorien bevorzugt werden. 
Fugenelemente treten insbesondere bei substantivischem und verbalem 
Erstglied auf; adjektivische Erstglieder erscheinen bis auf spezielle re-
gionale Fälle (eisekalt, knallerot, vgl. Abschnitt 5.2) in Komposita stets 
in der einfachen Form (Grünfink). Verbale Erstglieder können in ihrer 
Stammform oder in einem mit Schwa erweiterten Stamm erscheinen: 
Badehose. 
Die substantivischen Formen, die häufig bei dem paradigmischen Fu-
genelement auftreten, sind die Genitiv-Singular-Form (Herzenswunsch, 
Mordskerl, Freundeskreis) und die (Nicht-Dativ-) Plural-Form Hunde-
leine, Blumenvase, Rinderwahnsinn bzw. Bücherwurm, Gänsebraten, 
Müttergenesungswerk - hier ist es schon formal wegen des zusätzlich 
auftretenden Umlauts problematisch von einem Fugenelement zu spre-
chen, ohne den Zusammenhang zur Pluralform herzustellen. Die Genitiv-
Singular-Form und die Pluralform sind neben der Grundform die stabil-
sten der deutschen Substantivflexion (Wurzel 1994, S. 41); hier kann ein 
Zusammenhang zu den Fugenelementen vermutet werden. 
Im Gegensatz zum Singular bei Maskulina und Neutra ist bei den Plu-
ralformen grundsätzlich der Genitiv und somit auch der Nicht-Genitiv 
nicht eindeutig, was bei Feminina auch für die Singularformen gilt, da 
sie für den Genitiv nicht flektieren. Komposita mit einem pluralischen 
Erstglied können also analog zu den (eindeutigen) singularischen Formen 
aus Konstruktionen mit vorangestelltem Genitiv entstanden sein. 
Bei den unparadigmischen Fugenelementen ist interessant, welche Fugen-
elemente auftreten können. Produktiv trit t nur -s- auf (bereits -es- kann 
nur paradigmisch auftreten). Andere unparadigmische Fugenelemente 
wie -en- in Schwanenhals und -ens- in Schmerzensgeld sind diachron als 
paradigmisch zu werten: Schwan wurde ursprünglich schwach flektiert, 
von Schmerz hieß die Genitiv-Singular-Form Schmerzens (Paul/Betz 
1981). Wörter wie Bräutigam und Nachtigall sind nicht mehr als Kom-
posita zu analysieren, obwohl -i- ebenfalls ursprünglichen Flexionsen-
dungen entsprach. Die unparadigmischen Fugenelemente außer -s- sind 
nicht produktiv. 
Die Einteilung 'paradigmisch - unparadigmisch' suggeriert, daß das Erst-
glied das Fugenelement bestimmt. Unbestritten gilt dies für die Form; 
allerdings ha t das Zweitglied einen Einfluß darauf, ob überhaupt ein Fu-
genelement auf t r i t t , wie in Abschnitt 5 gezeigt wird. Der Einfluß scheint 
insbesondere von der Wortart des Zweitgliedes und damit von der Wort-
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art des gesamten Wortes abhängig zu sein. Zunächst betrachten wir Sub-
stantivkomposita (4); in Abschnitt 5 die Besonderheiten von Adjektiv-
und Verbkomposita. 
2. Funkt ion 
2.1 Morphologische Funktion: Gliederung 
Den Fugenelementen wird häufig die Funktion der morphologischen Glie-
derung zugeschrieben, da eine Bevorzugung von Fugenelementen nach 
polymorphemischen ersten Konstituenten festgestellt wird: Werkzeug -
Handwerkszeug, Turmuhr - Kirchturmsuhr (van Dam 1940, S. 394f.). 
Durch das Fugenelement wird eine Hierarchisierung angegeben. Hand-
werkszeug soll also zunächst in Handwerk + Zeug und nicht in Hand + 
Werkzeug segmentiert werden, Kirchiurmsuhr in Kirchturm + Uhr. Dies 
legt folgenden Schluß nahe: je komplexer das Wort, desto eher wird ein 
Fugenelement gesetzt. Hier ist das Fugenelement also von der Länge bzw. 
der Komplexität des sogenannten Erstgliedes3 bestimmt. Entsprechende 
Minimalpaare sind allerdings selten: Fleischer (1975, S. 126) nennt Trieb-
kraft - Antriebskraft, Hofmauer - Friedhofsmauer. 
In Schiffsanlegestelle steht zwischen Schiff + Anlegestelle ein Fugen-s. 
Fahrgastschiffanlegestelle ist ein komplexeres Kompositum, doch hier 
fehlt das Fugenelement zwischen Schiff \itid anlege(n). Also ist die An-
gabe der hierarchischen Ordnung weit davon entfernt, eine hinreichende 
Bedingung für die Setzung eines Fugenelements zu sein. Auch eine not-
wendige Bedingung kann sie nicht sein, wie Plank (1974, S. 144) feststellt. 
Zepic (1970, S. 53) sucht allgemeiner nach dem Zusammenhang zwi-
schen ein- und zweimorphemigen (also auch derivationell komplexen) 
Erstgliedern und ihren Fugenelementen. Er formuliert als wahrschein-
lichste Kombination das zweimorphemige Erstglied mit Fugenelement 
und das entsprechende einmorphemige ohne ein solches. Die Kombina-
tion eines einmorphemigen Erstgliedes mit und eines zweimorphemigen 
ohne Fugenelement, wurde im Deutschen nicht gefunden. 
Neben dieser Tendenz kann man festhalten, daß das Fugenelement, das 
zum Zwecke der Hierarchisierung gesetzt wird, in den meisten Fällen -s-
ist. 
3 'Erstglied' wird der Einfachheit halber statt 'vor dem Fugenelement' ge-
braucht. 
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2.2 Semantische Funktion: Plural 
Das paradigmische Fugenelement kann jeweils als Genitiv- oder Plural-
form kategorisiert werden. Die Kategorie der Erstgliedform kann Hin-
weise auf die Funktion des Fugenelements liefern. So wird die Verwen-
dung der Pluralform als Erstglied häufig rein semantisch begründet, was 
der Interpretation durch die Sprecher entspricht, wie das Beispiel Sem-
melnknödel zeigt. Trotz Valentins guter Begründung („Du kannst nie aus 
einer Semmel Semmelnknödeln machen") hat sich die Pluralform in die-
sem Beispiel nicht durchsetzen können. Dennoch tritt der Plural häufig 
als Erstglied auf, wie zum Beispiel in Bücherregal, Männerheim, Frauen-
arbeit, Quadratestadt, Mäusegift, Töchterschule, wobei ein Bücherregal 
sicher für mehrere Bücher bestimmt ist, die Quadratestadt (Mannheim) 
aus mehreren Quadraten besteht usw. Bei den tatsächlich auftretenden 
mag es sich oft wirklich um eine Vielzahl von Dingen handeln; wie das 
Beispiel der Semmelknödel zeigt, ist dies aber keine hinreichende Be-
dingung. Da auch der Schweinebraten nur Teil eines Schweines ist, ein 
Hühnerei nur von einem Huhn gelegt und ein Kinderwagen nur von ei-
nem Kind belegt wird, ist die Vielzahlbedeutung auch keine notwendige 
Bedingung für das Auftreten der Pluralform im Kompositum, so auch 
Plank (1974, S. 134). 
2.3 Syntaktische Funktion: Genitiv 
Wie zu Anfang behauptet, ist die Komposition im Deutschen kaum Re-
striktionen unterworfen. Häufig wird angenommen, daß das Fugen-s, das 
seinen Ursprung im Genitiv hat, das Begriffsverhältnis des Genitivs ver-
deutlichen soll. So ist z.B. Schweinsleder das Leder eines Schweins, der 
Amtsdiener der Diener eines Amts. Die Genitivkomposita könnten also 
als Versuche der Verdeutlichung der Komposita gelten. In diesem Sinne 
unterscheidet Grimm die Typen der Komposita: eine 'eigentliche' Kom-
position, die „eine allgemeine, vielseitige, neue bedeutung hervorbringt]" 
und eine 'uneigentliche', die „auf dem engen und bestimmten sinn [be-
ruht], den die construction enthält, aus welcher sie entwachsen sind." 
(Grimm 1878, S. 588) 
Dabei haben uneigentliche Komposita notwendigerweise interne Flexion 
(Grimm 1878, S. 588) - also Fugenelemente. Doch diese Unterscheidung 
ist nach Grimm nicht gegen Wandel gefeit: 
„Gleichwohl insofern das erste wort na.ch und nach der construction 
entzogen wird und die composition zustande kommt, kann sich auch sein 
begriff einigermaßen verändern und es gibt puñete, wo eigentliche und 
uneigentliche Zusammensetzungen einander nahe treten, wo sie nach 
zeit und mundart sich gegenseitig vertreten." (Grimm 1878, S. 588) 
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Für das heutige Deutsch sind nur bedingt Rückschlüsse auf die Syste-
matik von Fugenelementen durch diese Unterscheidung zu ziehen. 
Historisch ist der Bezug auch formal einleuchtend - war doch die Voran-
stellung des Genitivs in früheren Sprachstufen üblich: des Schwein(e)s 
Braten, des Amt(e)s Diener. So hält Grimm diese Art der Komposition 
für typisch deutsch. 
„Liebte die deutsche spräche dieses vorausstellen nicht, setzte sie gleich 
der frz. [das abhängige nomen] immer nach, so würde es weit weniger 
oder gar keine deutsche uneigentliche composita geben." (Grimm 1878; 
S. 588) 
Das Fugenelement kann Hinweis für uneigentliche Komposition sein, 
aber kein 'ausschlaggebendes' Kriterium. Das Begriffs Verhältnis des Ge-
nitivs ist keine hinreichende Bedingung für das Fugen-«; in einigen Fällen 
müßte die Abwesenheit des Genitiv-s begründet werden: wieso heißt es 
Apfelkern und nicht Apfelskern (Briegleb 1935, S.7)? Briegleb nimmt 
hier eine notwendige Bedingung an: 
„In der genitivischen Zusammensetzung herrscht also (bis auf spätere 
Ausnahmen) unbedingt das Begriffsverhältnis des Genitivs, während in 
der eigentlichen Zusammensetzung alle möglichen Begriffsverhältnisse, 
aber a u c h das des Genitivs vorliegen könnte." (Briegleb 1935, S. 8) 
Sie ist auch nicht notwendig, wie Wurzel (1970, S. 95) an dem Bei-
spiel Lieblingsgetränk erläutert, das nicht das Getränk des Lieblings ist. 
Außerdem sind feminine Erstglieder von dieser Unterscheidung ausge-
schlossen. Allerdings wird das unparadigmische Fugen-s bei Feminina 
(wie in Versicherungsvertreter) häufig als Übertragung des genitivischen 
Begriffsverhältnisses interpretiert: es wäre dann ein analoge Übertragung 
eines 'i-Suffixes' (Demske 1994, S. 18). 
Es gibt einige Fälle, in denen Komposita mit und ohne Fugen-s neben-
einander stehen. Manchmal bedeuten die Wörter mit und ohne Fugen-
element etwas Unterschiedliches: Landmann - Landsmann; in anderen 
Fällen jedoch nicht, nach Blatz (1900, S. 751) etwa Fälle wie: Bürger-
kind - Bürgerskind, Heimatkunde - Heimatskunde. 
Die unterschiedliche Bedeutung hat sich nach Blatz herausgebildet, weil 
es unterschiedliche Formen gab. Da es auch hier sehr wenige Fälle gibt, 
kann dies kaum eine allgemeine Funktion der Fugenelemente sein. 
3. Zwischenbi lanz 
Weil die Mehrzahl der Komposita ohne Fugenelement gebildet wird, kann 
man kaum eine allgemeine Funktion der Fugenelemente für die Kompo-
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sition annehmen, obwohl die phonologische Eigenschaft der Elemente, 
nicht in die nächste Silbe gezogen werden zu können, eine Erklärung 
wie 'markiert die Morphemgrenze' nahelegt. Auch die Hilfe zur Interpre-
tation der Komposita wie Markierung eines 'Genitivverhältnisses', Be-
zug auf Plural oder die Angabe der internen Struktur des Kompositums 
(Hierarchie) konnte nicht gezeigt werden. Wegen der klaren Sprecherin-
tuition muß jedoch angenommen werden, daß Fugenelemente keineswegs 
willkürlich gesetzt werden und somit gewissen Regeln unterliegen. 
Unser Ziel bleibt, hinreichende Bedingungen für die Setzung von Fugen 
zu nennen. Da die einzelnen Kriterien offenbar nicht ausreichen, andere 
nicht vorliegen, liegt die Interaktion verschiedener Kriterien nahe. 
Die Fugenelemente werden zunächst nach ihrer phonologischen Form un-
terteilt. Während diese Einteilung in der Derivationsmorphologie üblich 
ist, steht in der Flexionsmorphologie im allgemeinen die Funktion im 
Vordergrund. Da die Funktion der Fugenelemente unklar ist, liegt eine 
erste Unterteilung aufgrund der Form nahe. Ohne Bezug auf das Erst-
glied können die Fugenelemente aufgrund der Form an sich, mit Bezug 
auf das Erstglied in 'paradigmisch-unparadigmisch' unterteilt werden, 
was (produktiv) nur das Fugen-s betrifft. In der weiteren Unterteilung 
soll die Menge der auftretenen Fugenelemente möglichst adäquat be-
schrieben werden. Aus dieser Vorgehensweise ergibt sich, daß zunächst 
in den meisten Fällen nur notwendige Bedingungen formuliert werden 
können. 
Von den auftretenden Fugenelementen sind hier jeweils über 90% der 
Fälle (nach Wellmann/Reindl/Fahrmaier 1974) beschrieben, außer beim 
paradigmischen -s-, Das Fugenelement -ens- ist hier nicht berücksichtigt, 
da es sehr selten auftr i t t . Der Untersuchung liegt eine mit Hilfe von 
CELEX erstellte Liste zugrunde, die manuell ergänzt wurde. Bei den 
exemplarischen Analysen werden unterschiedliche - morphologische und 
phonologische - Kriterien angewendet. Um die Bedingungen erfassen zu 
können, sind zunächst alle Kriterien zugelassen. 
4. E x e m p l a r i s c h e A n a l y s e n 
4.1 -s-
Das -s- ist das häufigste und zugleich am wenigsten transparente Fu-
genelement. Als formale Besonderheiten des Fugen-s halten wir fest, daß 
es unparadigmisch auftreten kann, und daß es nicht silbisch ist. Der s-
Plural wird in der Komposition regelmäßig ausgespart, d.h., ein Wort, 
das den s-Plural nimmt, tr i t t niemals mit diesem als Erstglied auf, auch 
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wenn die Genitiv-Singularform homonym ist - des Autos - die Autos, 
aber nie *Autosbahn. Einzige Ausnahmen sind Shrimpscocktail, Chipsfa-
brikant (H. Wegener, mündliche Mitteilung), bei denen aber die Singu-
larform die markierte Form sein dürfte, denn sowohl Kartoffelchips als 
auch Shrimps treten bevorzugt in der Mehrzahl auf. Ein 'Chipfabrikant ' 
stellt Mikrochips her, während ein 'Chipsfabrikant' für Kartoffelchips 
verantwortlich ist. Für die Genitivform, die homonym zur Pluralform 
ist, hat K.-M. Kopeke (mündliche Mitteilung) eine Ausnahme gefunden: 
Leutnantsuniform. 
4.1.1 Unparadigmisches -s-
Das -s- t r i t t nur bei femininen Substantiven als unparadigmisches Fu-
genelement auf, weil diese gerade keine Genitivmarkierung aufweisen, 
die der Form mit -s- homonym sein könnte. 
(1) a) Kindheitserinnerungen, Tapferkeitsmedaille, Wissenschaftspoli-
tik, Versicherungsvertreter, Religionszugehörigkeit, Identitätsbe-
scheinigung 
b) Abfahrtszeit, Absichtserklärung, Ansichtsexemplar, Aufsichtsver-
pflichtung, Auskunftstisch, Durchfahrtsstraße 
c) Ansialtsleiter, Arbeitserlaubnis, Armutszeugnis, Geburtstag, Ge-
genwartssprache, Heiratsantrag, Vernunftsmensch 
d) Hochzeitsfest. 
In a) sind suffigierte feminine Substantive aufgelistet. Die hier vorhan-
denen Suffixe sind fast alle Suffixe des Deutschen, die feminine Substan-
tive bilden (daneben -ei, -erei, -in). Nach diesen treten Fugenelemente 
regelmäßig auf; bei ausdrücklicher Pluralbedeutung ist auch das ent-
sprechende Pluralflexiv als Fugenelement möglich: Antiquitätenhandel, 
Minderheitenregelung. Die Erstglieder in b) sind implizite Ableitungen 
von Partikelverben, die in c) (synchron) Simplizia, und in d) ein for-
males Kompositum, das semantisch lexikalisiert ist. Die in b) - d) auf-
gelisteten Wörter haben auffallende Gemeinsamkeiten: die Erstglieder 
sind mehrsilbig und enden auf -t, was eine phonologische Restriktion 
sein könnte. Die Wörter in b) sind alte Ableitungen mit -t aus Par-
tikelverben. Die Mehrsilbigkeit scheint eine notwendige Bedingung für 
das unparadigmische Fugen-s zu sein. Bei den Wörtern, bei denen das 
zweite Glied des komplexen ersten Wortes alleine als Erstglied auftr i t t 
(also Fahrt als Erstglied im Gegensatz zu Durchfahrt, Abfahrt), taucht 
das Fugen-s nicht auf: Fahrtrichtung, Fahrtkosten, Fahrtunterbrechung, 
Sichtbehinderung, Sichtfenster, Zeitvertreib. 
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Ausnahmen für das unparadigmische Fugen-i, die von solchen Ein-
schränkungen nicht erfaßt werden können, sind: Liebesbrief, Mietshaus, 
Hilfsdienst. Die Ausnahmen sind bezüglich ihres alternativen Fugenele-
ments markiert : bei Miete und Hilfe ist jeweils das Schwa durch -5- er-
setzt, s tammauslautendes Schwa nimmt in anderen Fällen -n- als Fugen-
element (vgl. Abschnitt 4.3.2). 
4.1.2 Paradigmisches -s- (Genitiv) 
Da ein Erstglied mit paradigmischem -s- niemals einer Pluralform ent-
spricht, kann es nur der GenSg-Form homonym sein. Hier sollen nur 
wenige Fälle er läutert werden. 
4.1.2.1 Deverbale Substantive auf -en 
Für das Genit iv-s möchte ich exemplarisch deverbale Substantive auf 
-en analysieren. Hier scheint im allgemeinen ein -s- als Fugenelement 
aufzutreten. 
(2) a) Essensmarke, Einkommensgrenze, Lebensversicherung, Leidens-
gestöhn, Mißtrauensvotum, Unternehmensberater, Verbrechens-
bekämpfung, Vermögenslage, Vertrauensami, Wissensdurst 
b) Erdbebenvorsorge, Einschreibenbearbeitung, Guihabenzinsen 
c) Bratensaft, Hustensaft, Nutzenrechnung. 
In a) haben die Erstglieder neutrales Genus; sie nehmen ein Fugen-i. Die 
Wörter in b) sind durchweg komplex, haben neutrales Genus und neh-
men kein Fugenelement, die in c) haben maskulines Genus und nehmen 
ebenfalls kein Fugenelpfnent. Die zugrundeliegenden Verben in b) sind 
trennbar: er hat 1000 Mark gut. Die Erde bebt. *Es erdbebt, während die 
in a) nicht t rennbar sind: *er traut miß, *er nimmt unter. Die Erstglieder 
der Wörter in a) und c) sind homonym zu Verbinfinitiven. 
Wir halten also fest, daß bei einfachen oder präfigierten (nicht-
trennbaren) deverbalen (neutralen) Substantiven auf -en das Fugen-s 
steht. 
Die Halbsuffixe -wert und -würdig folgen häufig deverbalen Substantiven 
auf -en: 
(3) anerkennenswert, bemitleidenswert, beneidenswert, erklärenswert, 
kaufenswert, lebenswert, liebenswert, lobenswert, merkenswert, 
rügenswert, sehenswert, tadelnswert 
(4) begehrenswürdig, bejammernswürdig, liebenswürdig, lobenswürdig, 
verabscheuenswürdig, vertrauenswürdig 
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Das Fugenelement ist hier auf einen ursprünglichen Genitiv zurück-
zuführen (Paul /Betz 1981): Sie ist des Liebens weri/wirdig. Steht als 
Erstglied eine zum Verbinfinitiv homonyme Form, so folgt bei diesen 
Halbsuffixen stets ein Fugenelement. Einzige Ausnahme sind ehrenwert 
und lobeswürdig, die aber auf die Substantive Ehre (4.3.2) bzw. Lob 
(4.1.3) zurückgeführt werden können. 
4.1.2.2 Implizite Ableitungen komplexer Verben 
Erstglieder, die implizite Ableitungen sind, komponieren manchmal mit 
Fugenelement und manchmal ohne. 
(5) Abschiedsbrief, Anfangsgehalt, Antragsformular, Bestandsaufnahme, 
Gebrauchsanweisung, Unterhaltspflicht, Verfallsdatum, Verkaufs-
preis, (Verlagsanstalt), Versuchsperson, Vertragsabschluß, Vorkaufs-
recht, Vorschlagsrecht, Widerspruchsgeist, Widerstandskraft 
(6) (Schiedsgericht), Fangarm, Standbein, Brauchtum, Halt(e)griff, 
Fallbesprechung, Kaufpreis, Schlagball, Spruchband 
In 5) sind als Erstglieder implizite Ableitungen komplexer Verben aufge-
listet; in 6) die Ableitungen der entsprechenden einfachen Verben. Not-
wendige Bedingung für das Auftreten der Fugenelemente nach Substanti-
ven, die durch implizite Ableitung entstanden sind, ist das Vorkommen 
eines Präfixes. Dieses entspricht der von Zepic (1970) angenommenen 
Tendenz, daß Fugenelemente bevorzugt nach polymorphemischen Erst-
gliedern auftreten (s. 2.1). 
Sowohl die implizite Ableitung als auch die dem Infinitiv homonymen 
Formen sind formal auf Verben zu beziehen. Briegleb (1935, S. 19) ord-
net dem Fugenelement die Funktion zu, die Substantivität des Erstglie-
des zu zeigen. So begründet er z.B. die Fugenelemente in Handelsmann, 
Zweifelsfall, Wandersmann. Diese Erstglieder entsprechen prosodisch de-
nen auf -en (4.1.2.1), könnten also auch mit diesen in Zusammenhang 
gebracht werden. Denn diese Unterscheidung entfällt gerade bei den mei-
sten impliziten Ableitungen einfacher Verben. In diesen Fällen verhalten 
sich im Gegensatz zu den Fällen in 4.1.2.1 die präfigierten Verben an-
ders als die einfachen Verben. Der grundlegende Unterschied, der hier 
zunächst festgehalten werden kann, ist die Einsilbigkeit von Erstgliedern 
wie Fall-, Kauf- usw., die kein Fugenelement nehmen. Der Bezug auf die 
Einsilbigkeit s t immt mit dem Gebrauch des unparadigmischen Fugenele-
ments überein, das in keinem Fall einem einsilbigen Erstglied folgt. 
Äugst (1975, S. 113f.) spezifiziert Zepics Aussage auf 'nach links erwei-
terte ' Kernwörter und faßt damit die hier beschriebenen Fälle zusammen. 
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Allerdings trifft diese Aussage nur die Fälle, in denen das Fugenelement 
direkt der akzenttragenden Silbe folgt, nicht bei den in 4.1.2.1 behan-
delten Substantiven auf -en. 
4.1.2.3 Paradigmisches -s- nach Ableitungssuffixen 
Das unparadigmische -s- t r i t t regelmäßig nach bestimmten Ableitungs-
suffixen auf. Von den produktiven Suffixen des heutigen Deutsch, die 
feminine Substantive bilden, nimmt die Mehrzahl ein Fugen-«; nämlich 
alle außer -ei (-ere», Eisenberg 1991) und -in (hier taucht häufig Plural 
auf: Lehrerinnenstreik, *Lehrerinstreik). Von den maskulinen Suffixen 
-ling, -ler, -er, (-ian, -bold, -rieh) nimmt nur - / i n j regelmäßig ein Fugen-
s, - er mitunter bei besitzanzeigenden Verbindungen Lehrerstochter (also 
im Falle des Genitivverhältnisses), in einigen lexikalisierten Fällen (Bau-
ersfrau, Jägersmann) und in Ortsnamen (Spindlers fe ld , Rieht erswit). 
Das Fugenelement -s- scheint im wesentlichen bei mehrsilbigen und da-
mit häufig morphologisch komplexen Erstgliedern vorzukommen. Einsil-
bige Maskulina und Neutra, denen das Fugen-s folgt, sind: 
(9) Amtsgericht, Bootsbau, Glücksklee, Heilslehre, Kalbsbrust, Kinds-
kopf, Kriegsende, Lammsgeduld, Landsmann, Mannsperson, Mords-
kerl, Ortsname, Ratskeller, Rechtswissenschaft, Reichsmark, Rinds-
leder, Schiffsbau, Sportsmann, Staatsbetrieb, Stabsarzt, Stiftskirche, 
Volksarmee, Weibsbild, Wirtshaus, Wolfsgrube 
Die Anzahl ist gering, und das Bildungsmuster scheint nicht produktiv 
zu sein. Außerdem gibt es für einige Erstglieder Varianten: Rinderleder, 
Rathaus, Lammkeule. Allerdings ist das Fugen-s bei dem Erstglied Mord-
in übertragender Bedeutung (Mordskerl) noch jung (Paul/Betz 1981). 
Aus der Distinktivität der hier ausgewählten Fälle kann auf Folgendes 
geschlossen werden: Das Fugen-s t r i t t bevorzugt nach mehrsilbigen, deri-
vationell komplexen Erstgliedern auf. Unparadigmisch tr i t t es regelmäßig 
nach Suffixen auf, die feminine Substantive bilden, und nach mehrsil-
bigen, die auf -t enden. Paradigmisch kommt es nach einfachen oder 
präfigierten deverbalen neutralen Substantiven auf -en; bei impliziten 
Ableitungen komplexer Verben und nach dem Suffix -ling. 
4.1.3 -es-
-es- gehört zu den paradigmischen Fugen, d.h., -es- tri t t nur an mas-
kuline und neutrale Stämme. Es kann nur der Genitiv-Singular-Form 
entsprechen, da diese Variante von -s- keine mögliche Pluralmarkierung 
ist. Während die Genitivform zwischen dem Flexiv -es- und -s- variieren 
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kann (des Diebes, des Diebs, des Mannes, des Manns, des Freundes, 
des Freunds), kann das Fugenelement in bestimmten Wörtern nur -es-
heißen. 
(7) Armeslänge, Bundesrat, Eidesbelehrung, Eiseskälte, Fleischeslust, 
Geistesgegenwart, Gottesfurcht, Haaresbreite, Heeresbericht, Jah-
resbeginn, Kindesalter, Kreuzestod, Landesami, Leibeskraft, Lo-
beshymne, Manneskraft, Meeresalge, Sangeslust, Siegesfeier, Sin-
nesänderung, Sohnespflicht, Stammesgeschichte, Standesamt, Ta-
gesanbruch, Todesanzeige, Windeseile, Zinseszins, Zornesausbruch 
(8) Verstandeskraft 
Nur wenige Beispiele enden auf einen koronalen Frikativ, so daß Schwa 
nicht phonologisch begründet werden kann (Kreuzestod, Zinseszins). 
Notwendige Bedingung für das Auftreten des Fugen-es ist die direkte 
Nachbarschaft zur akzenttragenden Silbe. Im allgemeinen meint dies ein 
einsilbiges Erstglied. Da -es- stets paradigmisch ist, kann es nur mas-
kulinen und neutralen Substantiven folgen. Das Fugen-es ist nicht sehr 
verbreitet, die obige Aufzählung enthält alle in der CELEX-Liste vor-
handenen; fehlen dürften nur wenige. Das Genitivverhältnis ist hier auch 
nicht durchgängig zu finden (Gottesfurcht ist nicht die Furcht Gottes) -
es ist also offenbar keine notwendige Bedingung. 
Fast alle Erstglieder können auch ohne Fugenelement bzw. mit einem 
anderen als -es- vorkommen. Die Verteilung geschieht nach unterschied-
lichen semantischen bzw. morphologischen Gesichtspunkten wie z.B. bei 
Armeslänge und Haaresbreite. Sie werden eher im übertragenen Sinne 
verwendet; ansonsten stehen die Bildungen Armlänge (Beinlänge, Arm-
weite, Armband) und Haarbreite, Haarlänge zumindest in Konkurrenz. 
Das Fugen-es ist notwendig in der Form bestimmt. Die Entscheidung 
kann entweder anhand der Morphologie des Zweitgliedes (Kindesalter, 
Kindesentziehung - Kinderwagen, Kindergarten) oder anhand der Se-
mantik des Erstgliedes in dem speziellen Kompositum (Tagebuch - Ta-
geszeitung; Tagelöhner - Tageslohn) getroffen werden. Es konkurriert mit 
anderen Fugenelementen, jedoch praktisch nicht mit dem Fugen-s (außer 
in Mannesruhm, Mannsbild, Kindesalter, Kindskopf), das in seinem Ge-
brauch nach einsilbigen Erstgliedern sowieso eingeschränkt ist (4.1.2.3). 
Eine allgemeine Tendenz ist weder aus den einzelnen semantischen Un-
terschieden noch aus der Morphologie des Zweitgliedes zu abstrahieren. 
Einzige Ausnahme für ein zweisilbiges Erstglied ist Verstandes-; hier folgt 
-es- wie in den anderen Beispielen der betonten Silbe. Allerdings nimmt 
beispielsweise Bestand in Bestandsaufnahme nur -s-. 
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Das Fugen-es ist vermutlich als lexikalisiert zu werten und wird deshalb 
hier nicht näher betrachtet. 
4.2 Schwa 
4.2.1 Verbfuge 
Verbale Erstglieder treten entweder in ihrer Stammform auf (Back-
form, Glühwürmchen, Malkasten, Schreibtisch, Singspiel, Putzlappen) 
oder nehmen als Fugenelement ein Schwa. 
(10) a) Ankleidekabine, Anlegestelle, Anzeigepflicht, Badeanstalt, Bin-
deglied, Einschreibebrief, Fragezeichen, Hängebauch, Hebebühne, 
Klagemauer, Ladefläche, Lebemann, Legehenne, Lesebuch, Lie-
gestuhl, Meldestelle, Nagetier, Pflegefall, Redefreiheit, Reibelaut, 
Schiebedach, Schmiedeeisen, Schwebebalken, Schweigepflicht, 
Sendeanstalt, Siedepunkt, Sorgepflicht, Speisekarte, Sterbebett, 
Werbefernsehen, Zeigefinger 
b) Haltestelle, Reifezeugnis, Stinkefuß, Wartesaal 
Vorwiegend tr i t t Schwa nach Stammauslaut auf st immhaften Obstru-
enten auf: Badehose, Hebebühne, Nagetier. Schwa verhindert hier die 
Gleichlautung der stimmhaften und stimmlosen Obstruenten im Aus-
laut. Außerdem folgt es manchmal dem velaren Nasal (Hängematte), 
dessen Stellung in der Phonotaxe ungeklärt ist. Mit bestimmten Voraus-
setzungen kann man hier ein / g / annehmen, das aber auch auslautend 
nicht entstimmt wird. In b) sind die Fälle mit stimmlosen Obstruenten 
angeführt. Dies scheinen jedoch die einzigen Verben mit stimmlosem Ob-
struenten zu sein, die Schwa als Fugenelement nehmen. Das zeigt, daß 
s t immhafte Obstruenten keine notwendige Bedingung für das Schwa-
Fugenelement sind. Es ist also lediglich eine Tendenz festzuhalten, daß 
ein Schwa-Fugenelement nach verbalem Erstglied bevorzugt nach aus-
lautendem stimmhaften Obstruenten auftr i t t , zumindest im Standard-
deutschen. Hier gibt es nämlich viele regionale Varianten; so wird das 
Schwa-Fugenelement im Schweizerdeutschen sehr viel seltener verwen-
det: Badzimmer, Siedfleisch, Traggriff, Wartgeld (Meyer 1989, S. 56). 
Daß der s t immhafte Obstruent im Auslaut des Verbstammes keine hin-
reichende Bedingung ist, sieht man an Fällen wie 
(11) Abblendlicht, Abzweigdose, Auffanglager, Ausreibtuch, Belegexem-
plar, Beweggrund, Bindfaden, Blendschutz, Bremslicht, Fangkorb, 
Einschreibbrief, Klebstoff, Lebtag, Lesart, Reibeisen, Saugflasche, 
Schabeisen, Schlingpflanze, Schraubstock, Schreibblock, Schwind-
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sucht, Sendbote, Singstimme, Sprengstoff, Springbrunnen, Tob-
sucht, Tragbahre, Treibmittel, Webfehler, Zündstoff 
Einige dieser Verben nehmen in anderen Komposita Schwa: 
(12) Bindfaden - Bindefaden, Einschreibbrief - Einschreibebrief, Leb-
tag - Lebemann, Lesart - Lesebuch, Reibeisen - Reibekuchen, 
Saugflasche - Säugetier, Schabeisen - Schabefleisch, Schneidei-
sen - Schneidetisch, Siedfleisch - Siedetemperatur, Umhangtuch -
Umhängetuch, Würgengel - Würgegriff 
Als These können wir festhalten, daß bei präfigierten Verben eher auf 
das Schwa verzichtet wird. Die Vokalqualität hat keinen Ginfluß auf die 
Fuge. 
4.2.2 Schwa bei substantivischen Erstgliedern 
Das Schwa-Fugenelement gibt es auch in einzelnen Fällen bei substanti-
vischen Erstgliedern. 
(13) a) Hundeleine, Schweinebraten, Pferdestall, Tagebuch, Wegegeld 
b) Gänsefeder, Mäusegifl 
c) Ärztekammer, Räterepublik, Städtetag, Ständekammer 
d) Mausefalle, Mauseloch 
In einigen Fällen tr i t t der Schwa-Plural in der Fuge auf. Nur der Schwa-
Plural (also ohne Umlaut) wie in (a) kommt bei Tierbezeichnungen und 
bei den Wörtern Tag und Weg vor. Unparadigmisch (wegen des fehlen-
den Umlauts) kommt Schwa bei Maus (d) vor. Hier sind jedoch auch 
die jeweils paradigmischen Varianten möglich: Mäuseloch, Mäusefalle. 
Das Wort mausetot ist eine lexikalisierte Ausnahme: *mäusetot, *maus-
tot. Bei vielen Wörtern mit diesem Erstglied ist nur das paradigmische 
Fugenelement möglich: Mäusebussard, Mäusekäfig, Mäusegifl. Insofern 
sind die beiden in d) aufgelisteten Varianten als lexikalisiert zu werten. 
Den in c) aufgelisteten kann man positiv Pluralbedeutung zuweisen; an-
sonsten heißt es: Arztpraxis, Stadtbesichtigung (vs. Städtetour), Rathaus, 
Standbein. Hier kann Pluralbedeutung also als notwendige Bedingung 
angenommen werden. 
Auffällig ist das häufige Auftreten von Tierbezeichnungen in den Fällen, 
in denen nur Schwa auftr i t t , aber nicht alle Tierbezeichnungen mit 
Schwa-Flexiv treten mit diesem als Fugenelement auf: 
Hirsch - Hirsche, Reh - Rehe: Hirschrücken - *Hirscherücken, 
Rehrücken - *Reherücken 
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Insofern ist zu vermuten, daß es sich genau um diese Fälle handelt und 
Schwa als 'reines' Fugenelement bei Substantiverstgliedern nicht produk-
tiv ist. Es scheint aber bei positiver Mehrzahlbedeutung produktiv zu 
sein. Bei den gefundenen ist allerdings auffällig, daß sie alle auf dentalen 
Plosiv enden, und daß sie fast alle zusätzlich den Umlaut nehmen. 
Für Schwa halten wir fest, daß es bei Substantiverstgliedern positiv die 
Mehrzahlbedeutung angibt. Für Verbstämme ist Schwa ein kategorielles 
Fugenelement, das heißt, es dient der Kennzeichnung des Verbseins. 
4.3 -en-/-n-
4.3.1 Schwache Flexion 
Substantive, die schwach flektieren, erscheinen im allgemeinen in der 
flektierten - also Nicht-NomSg - Form: 
(14) Automatenschokolade, Bärenkäfig, Funkenregen, Heldentat, Men-
schensohn, Präsidentenwahl 
Alle schwach flektierenden Maskulina treten in ihrer flektierten Form 
im Kompositum auf. Dies ist eine hinreichende Bedingung. Für schwa-
che Maskulina kann damit eine Kompositionsstamm, der sich von der 
Nominativ-Singular-Form unterscheidet, angenommen werden. Bei Fle-
xionsklassenübertritt bleibt mitunter die schwache Flexionsform in der 
Komposition erhalten (Schwanensee, Hahnenkamm). Die Erstglieder 
können analog auf andere Komposita übertragen werden; eine Übertra-
gung des -en- alleine ist jedoch nicht möglich. 
Das Fugenelement - en- ist in einer seiner produktiven Verwendungen hin-
reichend durch das Flexionssystem bedingt. Dies gilt auch für -n- bei auf 
Schwa auslautenden schwachen Maskulina (Franzose, Pole, Gedanke). 
In seiner anderen produktiven Verwendung tritt -en- bei positiver Plu-
ralmarkierung einiger femininer Substantive auf (Minderheitenregelung, 
Geburtenregelung, Antiquitätenhandel, Lehrerinnenstreik). 
4.3.2 -n-: Stammauslautendes Schwa 
Obwohl es der Normalfall zu sein scheint, daß Schwa in der Kompo-
sition -n- nimmt (Blumenvase, Bienenstock, Silbenphonologie, Wiesen-
blume) gibt es auch Fälle, in denen Schwa anders behandelt wird: Schwa-
Beibehaltung (Stärkemehl, 15), Schwa-Tilgung (Eckfenster , 16), Schwa-
Ersetzung (Hilfsverb , 17) und Schließung der offenen Schwa-Silbe durch 
-s (Liebesbrief, 18). 
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(15) a) Ensemblemusiker, Erdkundelehrer, Hansestadt, Heideröslein, 
Hirsebrei, Leuteschinder, Reservetank 
b) Erntehelfer, Folgeschäden, Lagebericht (aber: Grundlagenfor-
schung), Pflegefall, Pressevertreter, Pusteblume, Redepult 
c) Frischebehälter, Gütesiegel, Schwächeanfall, Schwüleopfer, 
Stärkemehl 
d) Beschwerdebrief (aber: Behördengang), Gebäudekunde, Gelände-
maschine, Gemäldegalerie, Gemeindevertretung, Gemüsesuppe, 
Geschmeideansammlung, Getreidemühle 
f ) Gebläsedruck, Gefälleweg, Gefügediskussion, Gelübdeschwur, Ge-
lriebegeräusch, Gewebekrankheit, Gewerbeaufsicht, Gewindemut-
ier, Gewölbebiegung 
Bei den Wörter in 15) wird Schwa beibehalten. Die Wörter in a) neh-
men teils keinen Plural (Hanse), teils nicht auf -n (Ensemble) und teils 
ist er ungewöhnlich (Heide, Erdkunde). So heißt es zwar Erdkundelehrer, 
aber Urkundenfälschung, Modemacher aber Modenschau. Bei manchen 
- namentlich denen fremder Herkunft - wird das Schwa nur in einigen 
Dialekten gesprochen (im Berlinischen): Avantgarde, Emaille usw. Die 
' f remd' klingenden Wörter scheinen in ihrer 'Grundform' im Komposi-
tum aufzutreten; häufig nehmen sie - wenn sie denn auf Schwa auslauten 
- auch keinen n-Plural. Wir klassifizieren sie hier als (lexikalisierte) Ein-
zelfälle. 
In b) (Erntehelfer, Folgeschäden, Pflegefall) sind Wörter aufgelistet, die 
auch auf Verben bezogen werden können, das heißt, es sind (mit Schwa) 
abgeleitete Substantive, also sind sie derivationell komplex oder als ver-
bale Erstglieder zu interpretieren (vgl. Abschnitt 4.2.1). Die Substantive 
in c) haben eine adjektivische Basis. Auch sie sind mit Schwa abgelei-
tet. Die abgeleiteten nehmen häufig gar keinen Plural (jedenfalls nicht 
ohne Bedeutungsänderung) oder keinen Plural mit -n. So sind Fälle wie 
?Güten, ?Frischen fraglich. Möglicherweise sind abgeleitete Substantive 
resistenter gegen Tilgung und 'Schließung' der Silbe, wodurch die 'Schwa-
Erhaltung' einigermaßen verständlich würde. 
In c) wird noch eine semantische Deutung möglich, die durch Minimal-
paare deutlich wird. So ist ?Stärkenmehl eher möglich als *Stärkenbe-
weis. So auch Säurenkocher (insbesondere in der instrumentalen Ver-
wendung) - *Säurengefühl, *Säurengeschmack. Lexikalisierung, also die 
zunehmende Undurchsichtigkeit der Bedeutung, ist nach der hier vertre-
tenen Auffassung ein allmählicher Prozeß. So kann man annehmen, daß 
bei den Varianten mit -n- die Lexikalisierung weiter vorangeschritten ist; 
der Bezug zur adjektivischen Basis wird indirekt. 
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Die Stärke als Mehl ist lexikalisierter als die Stärke des Bodybuilders, 
die auf das Adjektiv stark bezogen werden kann; die chemische Säure 
lexikalisierter (oder abstrakter) als die Säure einer Zitrone; denn die 
Säure einer chemischen Säure ist abstrakter. 
(16) a) Ascheimer, Eckfenster, Elbdampfer, Erdapfel, Farbeimer, Him-
beermarmelade, Kirschbaum, Kontrollgang, Kronjuwelen, 
Kutschbock, Palmwedel, Pappschachtel, Pfannkuchen, Rebfrucht, 
Schulangst, Sprachwissenschaft, Stimmbruch 
b) Bleichmittel, Brühwürfel, Duschvorhang, Erbmasse, Rutschbahn, 
Strafarbeit, Tauflecken, Tuschkasten, Wachposten 
In 16) sind Schwa-Tilgungen aufgelistet. Die in a) aufgelisteten nehmen 
n-Plural, einige haben Varianten mit -en- jedoch nie nur mit Schwa: 
Farbeimer - Farbeneimer, Pappschachtel - Pappenstiel, Sprachschule -
Sprachenschule. Die Schwa-Tilgung bleibt hier aber weiterhin ungeklärt. 
In b) können auch verbale Basen angenommen werden; daher kein Schwa. 
(17) Gebirgsurlaub, Geschichtsbuch (aber: Geschichtenbuch), Herbergs-
papa, Hilfsverb 
In 17) sind die Erstglieder keine 'reinen' Substantive. Hilfe kann auf ein 
Verb bezogen werden; Gebirge und Herberge sind als morphologisch kom-
plex anzusehen. Allerdings gibt es auch Hilfestellung, hilfreich. Bei Hilfe 
gibt es also drei Möglichkeiten: Schwa-Beibehaltung, Schwa-Tilgung, 
Schwa-Ersetzung. 
(18) Liebesbrief 
In 18) handelt es sich um ein unparadigmisches Fugenelement; Liebes- als 
Erstglied ist in dieser Form singulär; allerdings werden alle Komposita 
mit Liebe als Erstglied mit Liebes- gebildet. 
Stammauslautende offene Schwa-Silben werden im unmarkierten Fall in 
der Komposition mit -n- geschlossen (feminine morphologisch einfache 
Substantive, die einen n-Plural nehmen). Ist mit dem Plural eine Bedeu-
tungsänderung verbunden, wird er vermieden (z.B. Hirse als mass noun 
vs. Hirsen als count noun), so auch Fleischer: 
„Singulariatantum haben jedoch als erste Konstituente in der Re-
gel kein -n-, vgl. hilfebedürftig (neben hilfsbedürftig), rachedurstig, 
wärmespeichernd." (Fleischer 1972, S. 241, auf Adjektive bezogen) 
Je mehr die Ableitungen lexikalisiert werden, desto eher tendieren sie 
dazu, ein Fugenelement zu nehmen. 
Nach dieser Betrachtung können wir festhalten, daß -n- nur nach Schwa 
auftri t t und bei Feminina auf -er. Asternstrauß, Elsternnest, Opernball, 
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Schwesternliebe bzw. Schwesternhäubchen. Diese Regelmäßigkeit kann 
ein Grund dafür sein, daß sich Valentins Semmelnknödeln nicht durch-
gesetzt haben; gegen Lebernknödel spricht hier allerdings nichts. 
4.4 -er-
Das Fugen-er folgt einsilbigen Stämmen und ist stets paradigmisch 
(außer in Aschermittwoch) 
(19) Aschermittwoch, Bilderstürmerei, Eierlikör, Eierschale, Geister-
bahn, Götterspeise, Kinderarzt, Kleiderschrank, Lichterglanz, Lie-
derabend, Räderwerk, Rinderpest, Schilderwald, Völkerkunde, 
Wörterbuch 
Nach der hier vertretenen Ansicht entspricht das Fugen-er nicht nur stets 
der Pluralform, sondern es dient bei produktiver Verwendung auch stets 
dazu, auf eine Mehrzahl hinzuweisen. 
(20) Länderspiel, Schilderwald, Liederabend, Wörterbuch. 
Das einzige Wort, in dem das Fugenelement (synchron) nicht der Plural-
form entspricht, ist Aschermittwoch. Da heute der Bezug auf Asche kaum 
noch klar ist, ist dieses Wort lexikalisiert. Außerdem entspricht Ascher 
der alten Pluralform (Pfeifer 1989). Nun gibt es noch einige Wörter, in 
denen der Bezug auf die Mehrzahl nicht bestätigt wird. 
(21) Rinderbraten, Hühnerei, Eierschale, Kinderwagen 
Daß Tierbezeichnungen sich in Komposita mitunter anders verhalten, 
war schon bei dem Schwa-Plural zu sehen. Bei Ei wie in Eiweiß gibt 
es auch andere Erstglieder, früher hieß es z.B. Eierweiß und Eiergelb 
(so Pfeifer 1989). Die ehemalige Pluralform ist also aus dem Komposi-
tum verschwunden. Da die Wurzel von Ei sprachgeschichtlich zweisilbig 
war, entspricht das Erstglied in früheren Sprachstufen dem Stamm. Die 
Interpretation als Pluralform ist also eine Reanalyse. Der zunehmende 
Abbau dieser Form unterstützt die These, daß -er- als positive Plural-
kennzeichnung in Komposita interpretiert wird, so auch Henzen (1957, 
S. 60). 
Produktiv ist -er- bei expliziter Pluralbedeutung (Völkerkunde - Volks-
kunde). Dies ist eine notwendige und keine hinreichende Bedingung. 
„Die er- Fuge bei der Zusammensetzung von Kardinalzahlen mit Sub-
stantiven in Fällen wie Drei-er-gespräch [...] schließt sich Mustern an, 
in denen eine -er-Ableitung aus Numeralia als Bestimmungswort fun-
giert: Achterrennen usw ..." (Dt. Wortbildung 1991, S. 60) 
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4.5 Zwischenbilanz: Nominale Komposition 
Die Fugenelemente, die nach einsilbigen Substantiven auftreten, sind 
-ei-, -ens- und -s-. Sie sind in diesem Kontext als lexikalisiert zu wer-
ten. -en- tritt stets bei schwachen Maskulina auf und ist vom Flexi-
onsparadigma bestimmt, schwache Maskulina können generell nicht in 
ihrer Nominativ-Singular-Form als Erstglieder auftreten. Die produkti-
ven Fugenelemente bei substantivischen Erstgliedern sind somit -e-, -er-, 
-n- und -s-. Ferner sind -e- und -er- sowohl vom Flexionsparadigma als 
auch von der Bedeutung determiniert - sie treten nur bei positiver Plu-
ralbedeutung auf. Insofern sind -s- und -n- am unabhängigsten vom Fle-
xionssystem. 
Man kann eine Abstufung feststellen: -ens-, -s-, -es-, die nach einsilbigen 
Substantiven auftreten, sind lexikalisiert. -en- ist bei schwacher Flexion 
nur durch das Flexionssystem bestimmt, -e-, -er- sind sowohl vom Fle-
xionssystem als auch von der Bedeutung bestimmt. Damit sind alle pro-
duktiven silbischen Fugenelemente durch das Flexionssystem notwendig 
begründet; möglicherweise hängt die hinreichende Begründung mit der 
Prosodie zusammen. Das Fugenelement -n- ist formal an das Flexions-
system gebunden, semantisch jedoch nicht. Obwohl es stets dem Plural-
flexiv entspricht, bezeichnet es keine Pluralbedeutung. Dahingegen ist 
die Bindung von -s- an das Flexionssystem negativ zu bestimmen: es ist 
ausgeschlossen, wenn das Erstglied zusammen mit dem Fugenelement 
homonym zu einer Pluralform ist. Außerdem tritt es als einziges Fugen-
element unparadigmisch auf. Diese beiden Fugenelemente konnten im 
wesentlichen durch 'derivationelle Komplexität' begründet werden. Für 
diese Begründung ist Zweisilbigkeit eine notwendige Bedingung. Für -s-
haben wir das gezeigt, für -n- ergibt es sich aus der Tatsache, daß -n-
auf Sc.hwa auslautenden Substantiven folgt. Beide verändern die Proso-
die des Erstgliedes nicht. Bezüglich der morphologischen Komplexität 
treten sie allerdings komplementär auf: der unmarkierte Fall für auf 
Schwa auslautende Substantive ist das Auftreten des Fugen-n, anson-
sten die Fugenlosigkeit. Die morphologische Komplexität wird markiert 
ausgedrückt: durch das fehlende Fugen-n beim Schwa-Auslaut und sonst 
durch das Auftreten des Fugen-«. Der Schwa-Plural drückt - wie ge-
sagt - eine Mehrzahl aus. Insofern ist eine offene Schwa-Silbe stets zu 
interpretieren (als Kennzeichnung eines Verbstammes, als Pluralkenn-
zeichnung oder als Derivationssuffix). Schwa bei Verberstgliedern ist ein 
kategorielies Fugenelement, das den verbalen Charakter des Erstgliedes 
betont. Wegen seiner phonologischen Restriktion ist es allerdings nicht 
sehr stark. 
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5. Nicht-substantivische Zweitglieder 
Im allgemeinen wird das Fugenelement durch das Erstglied bestimmt. 
Dieser These liegt die Tatsache zugrunde, daß die meisten Komposita 
Substantivkomposita sind. 
5.1 Zusammensetzung - Zusammenfügung 
Ahnlich Grimms Unterscheidung von eigentlicher und uneigentlicher 
Komposition wird heute häufig eine Unterscheidung zwischen Zusam-
mensetzung und Zusammenfügung (so z.B. Äugst 1975) gemacht. Äugst 
unterscheidet lediglich danach, ob das Fugenelement vom Zweitglied be-
stimmt wird, d.h. ob sich das Erstglied von dem Erstglied eines Substan-
tivkompositums unterscheidet. Weil das Zweitglied einer anderen Kate-
gorie zugehört, erscheint das Erstglied in anderer Form als sonst. Dabei 
kann das Zweitglied ein Verb, ein deverbales Substantiv oder ein Adjektiv 
sein. Das gesamte Verb erscheint dabei stets in einer infiniten Form (Infi-
nitiv, Partizip I und Partizip II), bei Flexion wird die Zusammenfügung 
getrennt oder ist so nicht möglich. Die Formen kommen hier mitunter 
so vor wie in dem entsprechenden Satz oder mit dem Fugenelement der 
entsprechenden Substantivkomposita: 
kennenlernen, Zähneputzen, 
richtungweisend - richtungsweisend, 
verstandbegabt, aufsichtführend - geistesgestört. 
Diese Art der Komposita ist historisch jünger, so daß die Herausbildung 
und die Verselbständigung des Fugenelements noch nicht weit vorange-
schritten ist. Synchron müssen sie allerdings beachtet werden. 
5.2 Adjektivisches Zweitglied: Fugenelement der Emphase 
Bei adjektivischen Zweitgliedern tritt zur Verstärkung der Adjektivbe-
deutung manchmal ein Schwa als Fugenelement auf. 
( 2 2 ) eisekalt, heilefroh, knallerot, stinkesauer 
In der Berliner Region sind dies Varianten der gleichen Komposita ohne 
Fugenelement. Dabei scheint charakteristisch zu sein, daß das Erstglied 
ohne Fugenelement einsilbig ist. Die Wortart des Erstgliedes ist zwar 
nicht determiniert (es können Substantive, Adjektive oder Verben sein), 
aber weitgehend bedeutungsleer (das Erstglied an sich dient nur zur 
Verstärkung). 
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5.3 Deverbale Substantive 
Deverbale Substantive verlangen mitunter ein anderes Fugenelement als 
'primäre' Substantive. 
Insbesondere Ableitungen der Verben geben und nehmen werden häufig 
als ungewöhnlich eingeordnet, da sie häufig die Nominativ-Singular-Form 
verlangen, obwohl in anderen Komposita mit dem gleichen Erstglied 
ein Fugenelement verlangt wird. So heißt es zwar Arbeitswille aber Ar-
beitnehmer, Arbeitgeber und auch das sonst regelmäßige Fugen-« nach 
dem Suffix -ung wäre bei Stellungnahme ungrammatisch. Aber auch an-
dere Nomina agentis verlangen das Fugenelement der syntaktischen Kon-
struktion: Äugst (1975) nennt Plänemacher, Geschäftemacher. 
Bei anderen deverbalen Substantiven bleibt mitunter auch die von der 
Syntax geforderte Form bestehen. So kann bei einem Wort wie Eiersuche 
auf das Erstglied nur mit einem pluralischen Pronomen referiert werden: 
(23) a) Eiersuche - Die Kinder sind auf Eiersuche - wenn sie sie / 
welche / eines *es finden, kommen sie zurück. 
b) Die Kinder sind auf Eisuche. Wenn sie es / eines / ?sie / ?wel-
che finden, kommen sie zurück. (Dressler/Barbaresi 1991, S. 138) 
Der Einfluß der Zweitglieder ist keineswegs einheitlich. Allerdings bieten 
sich nur die zwei 'vorhandenen', aber keine neue Möglichkeiten: entweder 
es wird das Fugenelement der Substantivkomposita genommen oder das 
der entsprechenden syntaktischen Konstruktion. Während die Partizip-
Perfekt-Komposita weitgehend das Fugenelement der substantivischen 
Zweitglieder nehmen, stehen die Komposita, die mit dem Partizip-
Präsens gebildet werden, näher an der entsprechenden ursprünglichen 
syntaktischen Konstruktion. 
Bei Annäherung an die 'normale' Komposition ist auch eine Angleichung 
der Fugenelemente festzustellen (z.B. richtungweisend - richtungswei-
send), was darauf hindeutet, daß die Komposition sich formal von der 
ursprünglichen syntaktischen Konstruktion wegbewegt und das Fugen-
element sich zu einer selbständigen Einheit mit selbständigen Regeln 
entwickelt. 
6. Zusammenfassung 
Die Fugenelemente werden keineswegs willkürlich gesetzt. Eine einheit-
liche Begründung für alle gibt es nicht. Wann die hier exemplarisch vor-
geführten Fugenelemente gesetzt werden, dafür konnten notwendige Be-
dingungen formuliert werden; in einigen Fällen sogar hinreichende. Dabei 
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können die einzelnen phonologisch bestimmten Fugenelemente systema-
tisiert werden. Diese Systematik zeigt auch ihre Funktion. Sie sind entwe-
der nur durch das Flexionssystem bestimmt (-n-, -en- bei der schwachen 
Flexion), durch eine Pluralbedeutung (-er- und -e- bei Substantiverst-
gliedern) oder durch die Markierung der derivationellen Komplexität der 
Erstglieder ( - s - n - bei stammauslautendem Schwa). 
'Normale' Fugenelemente setzen sich durch. Wenn neue Kompositionsty-
pen entstehen, wie bei den Verbkomposita gezeigt, ist deutlich ein Wan-
del festzustellen: Die Flexionsendungen der ursprünglichen syntaktischen 
Konstruktion verschwinden, an ihre Stelle treten die in dieser Arbeit un-
tersuchten üblichen ('normalen') Fugenelemente. Deren Funktion wird 
durch diesen Wandel noch verstärkt. 
Die Fugenelemente sind auf unterschiedliche Weise entstanden. Die mei-
sten haben sich aus der Flexion entwickelt, weil sich das Sprachsystem 
verändert hat (z.B. wurde das Genitivattribut nachgestellt). Andere sind 
ursprünglich aus Stammbildungssuffixen entstanden (Rinderbraten). Sie 
konnten wegen synchroner Homonymie als Flexionsendung reinterpre-
tiert werden. 
Als es sprachgeschichtlich möglich wurde, zwei Wörter zu einem neuen 
zusammenzusetzen, entstanden sinnlose Segmente: Die Flexionsendung 
des ersten Wortes verlor ihre Funktion. Das Sprachsystem hat wenig-
stens drei Möglichkeiten, auf die 'Sinnlosigkeit' derartiger Segmente zu 
reagieren; erstens können sie getilgt werden, wie es bei Eiweiß, das ur-
sprünglich Eierweiß hieß, geschehen ist; zweitens kann das Fugenelement 
gemäß seiner Form reinterpretiert werden - z.B. als Pluralflexiv wie bei 
-er- und -e-; oder es wird ihnen drittens eine (neue) Funktion gegeben, 
wie bei -n- und -s-. Aus allen drei Möglichkeiten ergibt sich jeweils eine 
neue Systematik: das Sprachsystem ordnet sich neu und bestimmt, wel-
che Fugenelemente produktiv sind. Der Stand dieser Neuordnung wurde 
hier dargestellt. 
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T. ALAN HALL 
Silben- und Morphemstruktur in der Phonologie des 
Deutschen* 
A b s t r a c t 
In diesem Aufsatz wird anhand von überwiegend deutschen Beispielen gezeigt, 
daß sich phonotaktische Beschränkungen sowohl auf die Silbe als auch auf das 
Morphem beziehen können. Es wird die Hypothese aufgestellt, daß nur die 
Beschränkungen, die das Morphem als Domäne haben, Ausnahmen zulassen 
können. 
1. E i n l e i t u n g 
Seit Anfang der siebziger Jahre ist sehr viel über die Rolle der Silbe 
in der Phonologie geschrieben worden. Die Popularität diese Themas 
ist im großen und ganzen auf die Behauptung von Chomsky und Halle 
(1968) in Sound Patiern of Engltsh zurückzuführen, daß die Silbe keine 
phonologische Entität sei. Diese Ansicht hat sich als falsch erwiesen, 
wie zahlreiche Phonologen in den späten 70er und den 80er Jahren mit 
verschiedenen sprachspezifischen Studien gezeigt haben.1 
Eine Grundannahme der Silbenphonologie ist, daß auch die Silbe - und 
nicht nur das Wort - Domäne für phonotaktische Regularitäten sein 
kann. Ein bekanntes Beispiel ist die Auslautverhärtung im Deutschen. 
Obstruenten, d.h. Plosive und Frikative, sind im Deutschen am Ende 
eines Wortes stimmlos, aber man kann nicht davon ausgehen, daß die 
Regel der Auslautverhärtung wortfinal operiert, weil sie auch wortintern 
Anwendung findet. Relevante Beispiele sind in ( l a ) angegeben:2 
* Ich danke Peter Janker, Ursula Kleinhenz, Ewald Lang, und Sylvia Löhken 
für viele nützliche Hinweise und Vorschläge 
1 Einige dieser Studien sind Fudge (1969), Vennemann (1972), Kahn (1976), 
Hooper (1976), Steriade (1982), Clements/Keyser (1983), Levin (1985), Ito 
(1986), und Vennemann (1988). Die Silbe wurde auch von vielen Phono-
logen im Strukturalismus angenommen (z.B. Pike/Pike (1947), Hockett 
(1955) und Haugen (1956)). 
In den letzten 15 bis 20 Jahren sind auch viele Arbeiten über die Rolle 
der Silbe speziell in der deutschen Phonologie entstanden. Vier bekannte 
Studien sind Giegerich (1985), Wiese (1988), Giegerich (1992), und Hall 
(1992). 
2 Ein Punkt in der phonetischen Form entspricht einer Silbengrenze, „a" 
bezeichnet in ( lb) und unten eine Silbe. 
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( la) Freund 
freundlich 
Freunde 
[ . fRDYnt . ] 
[ . fRDYnt . l l i ; . ] 
[ . f R D Y n . d s . ] 
( lb) [+obstruent] —• [-stimmhaft]/ ](T 
Wenn die Silbe als phonologische Entität zugrunde gelegt wird, kann man 
die Auslautverhärtung als silbenbezogene Regel wie in ( lb) analysieren.3 
Dieses Beispiel zeigt, daß das Wort als Domäne für die phonologische Re-
gularität der Auslautverhärtung nicht ausreicht, sondern daß hier auch 
die Silbe zu berücksichtigen ist. Viele Phonologen gehen davon aus, daß 
alle phonotaktischen Regularitäten silbenbezogen sind. Ein Beispiel ist 
der Artikel von Hooper (1975), in dem die Autorin behauptet, daß nur 
die Silbe und nicht das Wort oder das Morphem die Domäne für pho-
notaktische Beschränkungen ist. Zahlreiche Linguisten haben sich dieser 
Idee angeschlossen. 
In diesem Artikel wird diese Auffassung in Frage gestellt. Selbstverständ-
lich kann sich die Phonotaktik auf die Silbe beziehen - dafür gibt es 
genügend Beispiele. Der wichtige Punkt ist jedoch, daß für viele phono-
taktische Regularitäten die Domäne das Morphem, ist. Dieser Artikel soll 
dazu beitragen, zwei Arten von phonotaktischen Bedingungen, nämlich 
Silbenstrukturbedingungen und Morphemstrukturbedingungen ausein-
anderzuhalten. Die letzteren gab es zwar auch schon in Sound Pattern 
of English, aber seit die Silbe in der Phonologie Fuß gefaßt hat, werden 
sie vernachlässigt.4 
Zwar ist Gegenstand der folgenden Untersuchung hauptsächlich die Pho-
notaktik des Deutschen, im Laufe des Artikels werden aber auch Silben-
und Morphemstrukturbedingungen in anderen Sprachen berücksichtigt. 
Als erstes Beispiel werden einige phonotaktische Generalisierungen des 
Englischen diskutiert, die beide Arten von Bedingungen erläutern sollen. 
3 Daß die Auslautverärtung silbenbezogen ist, ist relativ unumstri t ten. Seit 
einigen Jahren bespricht man eher die Frage, ob ein Obstruent im Deut-
schen am Ende einer Silbe auslautverhärtet wird, wie in ( lb) , oder in 
der subsilbischen Konstituente Koda (s. Vennemann (1972), (1978), Wiese 
(1988), Rubach (1990), und Hall (1992), (1993) für Diskussion). 
4 Eine Ausnahme zu diesem Trend ist Davis (1991), der eine Morphemstruk-
turbedingung des Englischen behandelt . 
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Im Englischen kann das Wort bzw. die Silbe - die Unterscheidung ist in 
diesem Fall nicht wichtig - auf zwei s t immhaf te Obstruenten auslauten 
wie in (2): 
(2) k id+s [kl dz] „Kinder" 
bag-fs [baegz] „Taschen" 
rob+s [rabz] „stiehlt" 
Beispiele wie die in (2) haben eine Gemeinsamkeit: Es gibt immer eine 
Morphemgrenze - in (2) und nachfolgend durch ein „+" gekennzeichnet 
- zwischen den zwei finalen Obstruenten. Mit anderen Worten, es gibt 
im Englischen keine finale Abfolge, die auf zwei s t immhaf te Obstruenten 
auslautet , wenn diese Laute zum selben Morphem gehören. Diese Lücke 
kann man mit der negativen Morphemstrukturbedingung in (3) erfassen 
(s. Kahn 1976): 
(3) Morphemstrukturbedingung für das Englische: 
Diese Bedingung besagt, daß zwei s t immhaf te Obstruenten, die zu dem-
selben Morphem gehören, in finaler Position (d.h. vor „ # " ) ausgeschlos-
sen sind. 
Die Lücke, die diese Bedingung erfaßt, ist nicht zufällig; Kahn (1976) 
hat gezeigt, daß erfundene englische Wörter wie [negz] und [libd] von 
Muttersprachlern immer als bimorphemisch interpretiert werden, d.h. 
als Plural- oder als Vergangenheitsformen. 
Es gibt allerdings ein paar Ausnahmen zu der Bedingung in (3): Erstens 
gibt es idiosynkratische Ausnahmen, nämlich die zwei allerdings seltenen 
Wörter adze, und ides in (4): 
(4) adze [aedz] „Breitbeil" 
ides [aidz] „Datum" 
Zweitens gibt es viele (native) Eigennamen, die gegen die Bedingung in 
(3) verstoßen. Einige Beispiele sind in (5) aufgelistet: 
(5) Boggs, Riggs, Gibbs, Hobbes, Ives 
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Die Idee, daß Namen Ausnahmen zu phonologischen Generalisierungen 
bilden können, ist nicht neu (s. Raffelsiefen 1993). Man darf aber nicht 
außer acht lassen, daß Namen ohnehin anderen phonologischen Regula-
ritäten unterliegen. In diesem Fall sind die Namen in (5) wohlgeformte 
englische Silben. Englische Silben können auf zwei Obstruenten auslau-
ten, aber nicht jede Kombination ist möglich: Ein [p] und ein [k] zusam-
men kommen beispielsweise in finaler Position nicht vor, eine Generali-
sierung, die auch für das Deutsche zutrifft, wie unten gezeigt wird. Diese 
Generalisierungen zu silbenfinalen Konsonantenverbindungen des Eng-
lischen sind in (6) in zwei Silbenstrukturbedingungen zusammengefaßt. 
Die letzteren unterscheiden sich von den Morphemstrukturbedingungen 
dadurch, daß die Abfolgen sowohl tautomorphemisch, als auch hetero-
morphemisch sein können. 
(6) Silbenstrukturbedingungen für das Englische: 
(6a) positiv: [-l-obstruent^+obstruent]]^. 
(6b) negativ: *[+obstruent, -koronal] [+obstruent, -koronal]]^ 
(6a) ist eine positive Bedingung, die zwei Obstruenten in silbenfinaler 
Position zuläßt. (6b) besagt, daß zwei nichtkoronale5 Obstruenten in 
silbenfinaler Position nicht vorkommen, d.h., englische Silben, die auf 
*[pk], oder *[kp] usw. auslauten, sind ausgeschlossen. 
Die Namen in (5) enthalten nach den Silbenstrukturbedingungen in (6) 
wohlgeformte silbenfinale Obstruentencluster. Es gibt ferner keine nati-
ven Namen im Englischen, wie +[apk] oder *[akp], die gegen (6b) ver-
stoßen würden, indem sie auf zwei nichtkoronale Obstruenten auslauten. 
Ich werde in diesem Artikel zeigen, daß die zwei Arten von phonotakti-
schen Bedingungen sich dadurch unterscheiden, daß nur die eine, nicht 
aber die andere Ausnahmen zuläßt. Diese Hypothese ist in (7) zusam-
mengefaßt: 
(7a) Silbenstrukturbedingungen haben keine Ausnahmen. 
(7b) Morphemstrukturbedingungen können Ausnahmen haben. 
Diese Ausnahmen sind idiosynkratisch wie adze und ides in dem engli-
schen Beispiel oder native Eigennamen. 
„Koronal" ist die Bezeichnung für Laute, die mit dem vorderen Zungen-
teil (d.h. Zungenspitze und/oder Zungenblatt) ausgesprochen werden. Das 
Merkmal [+koronal] umfaßt also alveolare Laute, wie [t, d, s, z] und palato-
alveolare Laute, wie [J*, 3 , t f , d3]. Alle anderen Konsonanten, zum Beispiel 
die labialen (d.h. [p, b, f, v, m]), die palatalen (d.h. [5]) und die velaren 
(d.h. [k, g, x]), sind [-koronal]. 
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2. Obstruentenverbindungen im Deutschen 
In diesem Abschnitt geht es um mögliche und unmögliche Kombinatio-
nen von Obstruenten im Auslaut deutscher Wörter. 
Eine deutsche Silbe kann auf eine Folge aus zwei Obstruenten auslauten. 
Ich zeige dies in (8) anhand von wortfinalen und einigen wortinternen 
Beispielen: 
(8a) Plosiv plus Plosiv: 
[kt] Akt 
[pt] Abt 
(8b) Plosiv plus Frikativ: 
[ps] Gips 
[ks] Lachs 
[p/] hübsch 
(8c) Frikativ plus Plosiv: 
fct] echt, Vermächtnis ([.vee.meçt.nls.]) 
[ft] Haft, Häftling ([.heft.ll rj.]) 
[st] Last 
[sk] brüsk 
(8d) Frikativ plus Frikativ: 
[xs] Dachs 
[fs] Hofs 
Die Sequenzen von zwei Obstruenten in (8) unterliegen starken Restrik-
tionen hinsichtlich der Artikulationsstelle. Es gibt zum Beispiel keine 
Abfolgen von zwei finalen Obstruenten wie in (9): 
(9a) *pk, kp, fk, kf, fp, pç , çp, kç, çk usw. 
(9b) *tp, tk, tç, tf usw. 
Die Sequenzen in (9a), die aus zwei nichtkoronalen Obstruenten beste-
hen, kommen in silbenfinaler Position niemals vor.6 Die Sequenzen in 
(9b), die aus einem koronalen Plosiv und einem nichtkoronalen Obstru-
enten bestehen, sind ebenfalls ausgeschlossen. 
Die Fakten in (8) und (9) erfordern die Silbenstrukturbedingungen in 
(10): 
6 Das [pf] in Wörtern wie Kopf ist von dieser Generalisierung nicht betroffen, 
weil [pf] eine Affrikate ist, d.h. ein einziges komplexes Segment, und keine 
Abfolge von [p] plus [f]. 
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(10) Silbenstrukturbedingungen für das Deutsche 
(10a) [+obstruent] [+obstruent]] ( r 
(10b) *[-t-obstruent, -koronal ] [4-obstruent, -koronal]],,. 
(10c) *[+obstruent, +koronal, -fplosiv] 
[-fobstruent, -koronal]]^ 
(10a) läßt eine Abfolge von zwei Obstruenten in silbenfinaler Position 
zu, und durch (10b) und (10c) werden die ungrammatischen Sequenzen 
in (9) ausgefiltert. Die Bedingungen in (10) beziehen sich auf die Silbe. 
Es gibt also keine Ausnahmen, was (7a) zu bestätigen scheint. Namen, 
die gegen (10a) und (10b) verstoßen, sind ebenfalls nicht wohlgeformt. 
Die ungrammatischen Sequenzen in (9b) und (9c) kommen jedoch in 
anderen Positionen des Wortes vor, nämlich wortintern und zwar dann, 
wenn sie zu verschiedenen Morphemen gehören wie in (11): 
( I I a ) [+obstruent, -koronal] -f [-fobstruent, -koronal] 
mach + bar, Öffenilich+keit, Päck+chen 
( I Ib ) [-fkoronal, -fplosiv, -fobstruent] + [-koronal, -f-obstruent] 
Brat+kartoffeln, Hefl+klammern, furcht + bar, Gärt + chen 
Die beiden adjazenten Obstruenten in den Beispielen in (11) gehören zu 
verschiedenen Morphemen, d.h., es gibt keine Monomorpheme im Deut-
schen wie *[akpa], oder *[apka]. Die oben besprochenen Lücken in (11) 
kann man mit den Morphemstrukturbedingungen in (12) zum Ausdruck 
bringen:7 
(12) Morphemstrukturbedingungen für das Deutsche 
7 Die umgekehrte Reihenfolge der Laute in (12b) (d.h. [-koronal, -fobstruent] 
[+koronal, -fplosiv, -fobstruent] ) ist dagegen morphemintern erlaubt: vgl. 
Faktor, Optik, Techtelmechtel. 
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* p- obstruent] p- obetnuot 
(a) koional J koronal 
Morphem 
* + obstruent 
+ f a » 
(b) L+ploi 
Morphem 
Die Silbenstrukturbedingungen in (10b) und (10c) kommen also auch 
in (12) als Morphemstrukturbedingungen vor, d.h., die entsprechenden 
Konsonantenverbindungen sind sowohl am Ende einer Silbe als auch 
morphemintern und morpheminitial ausgeschlossen.8 
Zwei idiosynkratische Ausnahmen zu dieser Regularität sind in (13a) 
angegeben, und Namen, die gegen (12b) verstoßen, in (13b): 
(13a) Freitchen, Wodka 
(13b) Stuttgart, Cottbus, Oetker, Roentgen, Edgar, Lüdke, Haftka 
Ahnliche Beispiele wie die in (14) unterliegen der Morphemstrukturbe-
dingung in (12a) nicht: 
(14a) Steppke 
(14b) Kafka, Frankfurt, Kopeke 
Das Interessante daran ist, daß nur die Morphemstrukturbedingungen 
in (12), nicht aber die Silbenstrukturbedingungen in (10) Ausnahmen 
haben. Dies bestätigt die Hypothese in (7). 
Die Silben- und Morphemstrukturbedingungen in (10) und in (12) kom-
men auch in anderen Sprachen vor. Einige Studien haben gezeigt, daß 
Sequenzen von [t] plus [k] oder [t] plus [p] in vielen Sprachen nicht zuge-
lassen sind, und zwar sowohl silbenfinal als auch zwischen zwei Vokalen. 
Beispiele hierfür finden sich u.a. bei Blust (1979) für einige austronesi-
sche Sprachen, bei Bailey (1970) für Griechisch, und bei Jacobs (1992) 
für Latein. 
8 Ein scheinbares Gegenbeispiel zu (12a) ist [kv] (z.B. Quark). Es gibt jedoch 
Argumente, daß das [v] in solchen Wörtern kein Obstruent ist (s. Hall 1992, 
S. 162ÍF.) 
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Es ist deshalb keine besondere Überraschung, daß in vielen Sprachen 
phonologische Prozesse wie Assimilation, Vokalepenthese und Metathese 
als Reparaturmechanismen üblich sind, die dazu beitragen, diese mar-
kierten Konsonantenverbindungen zu vermeiden. Im Englischen bei-
spielswiese unterliegen in der Umgangssprache koronale Plosive der Orts-
assimilation, s. (15a). Dies gilt sowohl morphemintern als auch über eine 
Morphemgrenze hinweg. Das altgriechische Beispiel in (15b) zeigt da-
gegen, daß dieselbe Abfolge von koronalem Plosiv plus nichtkoronalem 
Plosiv durch Metathese umgekehrt wurde. 
(15a) Assimilationen im Englischen (Blust 1979) 
Rutgers —• Ru[k]gers 
foot+ball -» foo[p]ball 
(15b) Metathese im Altgriechischen (Bailey 1970) 
*kw id+j} e —» t igte 
Diese und ähnliche phonologische Prozesse in anderen Sprachen deu-
ten darauf hin, daß die Bedingungen in (10b) und (10c) und (14) nicht 
sprachspezifisch sind, sondern einen universalen Charakter haben.9 
Das nächste Beispiel einer Morphemstrukturbedingung bezieht sich auf 
die Wörter in (8d) (s. (16)): 
(16) [+frikativ] + [+frikativ] # 
Hof+s, Dach+s 
Diese Wörter zeigen, daß Silben im Deutschen auf zwei Frikative auslau-
ten können. Es gibt jedoch in diesen Fällen immer eine Morphemgrenze 
zwischen diesen Segmenten. Mit anderen Worten: Es gibt kein monomor-
phemisches Wort, das auf zwei Frikative auslautet. Diese Einschränkung 
wird durch die Morphemstrukturbedingung in (17) erfaßt: 
(17) Morphemstrukturbedingung für das Deutsche 
* [ h f i i k ^ ^ ^ f f i k a t i ^ 
Mofphcin 
Eine idiosynkratische Ausnahme ist in (18a) angegeben, sowie zwei Na-
men, die gegen (17) verstoßen, in (18b): 
Vgl. die Diskussion in Lamontagne (1993). 
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(18a) Asphalt 
(18b) Lauffs, Rohlfs 
Die Morphemstrukturbedingung in (17) kann also verletzt werden und 
bestätigt damit die Hypothese in (7). 
3. Silbenfinale Sonorantencluster im Deutschen und die 
Vertei lung von Schwa 
In diesem Abschnitt werden Kombinationen von sonorantischen Kon-
sonanten und Obstruenten im Auslaut deutscher Wörter behandelt. Es 
wird außerdem gezeigt, daß ein Zusammenhang besteht zwischen silben-
finalen Konsonantenverbindungen und der Verteilung vom Schwa. 
Im Standarddeutschen sind nur bestimmte Abfolgen von sonorantischen 
Konsonanten und Obstruenten am Ende einer Silbe erlaubt. Beispiele 
von zweigliedrigen Konsonantenverbindungen sind in (19) aufgelistet: 
(19) Mögliche silbenfinale Konsonantenverbindungen: 
(19a) Liquid plus Obstruent: 
[lt] kalt, bellt 
[Rk] karg, Arktis ([.aRk.tls.]) 
(19b) Nasal plus Obstruent: 
frjk] krank 
[mt] Ami 
(19c) Liquid plus Nasal: 
[Rm] Arm, ärmlich ([.eRm.lIq.]) 
[Im] Helm 
Die drei Gruppen in (19) kommen in silbenfinaler Position und nicht nur 
in wortfinaler Position vor, weil sie auch wortintern auftreten. 
Die umgekehrten Reihenfolgen kommen in silbenfinaler Position nicht 
vor:10 
(20) Unzulässige silbenfinale Konsonantenverbindungen: 
(20a) Obstruent plus Liquid 
1 0 Der letzte Konsonant in den Clustern in (20) ist nichtsilbisch. Während 
die Abfolge [t] plus [m] zum Beispiel in dem Wort Atem erlaubt ist, weil 
das [m] silbisch ist, gibt es jedoch keine deutsche Silbe, die auf [t] plus 
nichtsilbischem [m] auslautet. 
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(20b) Obstruent plus Nasal 
(20c) Nasal plus Liquid 
* m R ] < r 
* m ' ] < r 
Die deutsche Silbe erlaubt also die finalen Sequenzen in (19 ) , aber nicht 
diejenigen in (20) . Man kann diese Diskrepanz mit einer Hierarchie wie 
der in (21) erfassen: 
(21) Liquid > Nasal > Obstruent 
Die Hierarchie in (21) nennt m a n manchmal „Sonoritätshierarchie", wo-
bei Liquidae sonorer als Nasale und Obstruenten sind, und Nasale so-
norer als Obstruenten. Seit mindestens 100 Jahren diskutiert man die 
Frage, was unter Sonori tät eigentlich zu verstehen is t . 1 1 Für meine 
Zwecke ist diese Frage nicht relevant, weil man (21) ohnehin in der Pho-
nologie des Deutschen als Wohlgeformtheitsbedingung braucht. 
Die Generalisierung in (22) erfaßt die Fakten in (19) und (20) : 
(22) Si lbenstrukturbedingung für das Deutsche 
Wenn KaKb]<j. dann a > b. 
(22) besagt folgendes: Wenn es zwei Konsonanten am Ende einer Silbe 
gibt , so hat der erste dieser Konsonanten in der Hierarchie in (21) eine 
Position, die links von der des zweiten Konsonanten i s t . 1 2 Die Silben-
strukturbedingung in (22) erklärt , warum die finalen Sequenzen in (19) 
wohlgeformt sind und die in (20) nicht. Diese Generalisierung ist nicht 
sprachspezifisch für das Deutsche. Viele Untersuchungen haben gezeigt, 
daß andere, typologisch verschiedene Sprachen diese oder ähnliche Re-
striktionen h a b e n . 1 3 
Es gibt einen engen Zusammenhang zwischen der Distribution vom 
Schwa im Deutschen und der Hierarchie in (21) . Viele deutsche Wörter 
lauten auf eine Abfolge von Konsonant plus Schwa plus Konsonant aus. 
Einige Beispiele sind in (23) angegeben: 1 4 
1 1 Vgl. Sievers (1901) sowie Jespersen (1926). 
1 2 Die zwei Konsonanten in (22) können nicht beide Obstruenten sein, weil 
sie denselben Sonoritätswert haben (z.B. Akt, Hofs). 
1 3 Eine bekannte Studie ist Clements (1991). 
1 4 Die Aussprache in (24) mit silbischen Sonoranten ist auch möglich (z.B. 
Silben- und Morphemstruktur in der Phonologie dea Deutschen 563 
! (23) Obstruent plus Liquid: Adel [a:dal] 
i Obstruent plus Nasal: Atem [a:tam] 
j Nasal plus Liquid: Himmel [hl mal] 
' Die Daten in (24) zeigen, daß das Schwa in finaler Position zwischen zwei 
| Konsonanten vorkommen kann. Es gibt Restriktionen hinsichtlich dieser 
i Segmente, d.h., in (24) liegt der erste der zwei finalen Konsonanten in 
der Hierarchie in (21) nicht links, sondern rechts vom Folgekonsonanten. 
Mit anderen Worten: Eine finale Abfolge wie die in (24a) kommt vor, die 
in (24b) jedoch kaum: 
(24a) malJo- (z.B. Himmel) 
tarn],,. (z.B. Atem) 
(24b) lam]^ — 
matJo- — 
Es gibt viele Beispiele für die Sequenzen in (24b). Es gilt aber in al-
len Fällen, daß eine Morphemgrenze zwischen den beiden Konsonanten 
liegen muß: 
(25) Liquid plus Schwa plus Nasal: teur+en 
Liquid plus Schwa plus Obstruent: kühl+es 
Nasal plus Schwa plus Obstruent: Mann+es 
Wenn keine Morphemgrenze zwischen den beiden Konsonanten liegt, 
kommen Sequenzen wie die in (24b) nur sehr selten vor. Diese Gene-
ralisierung bringt man mit der Morphemstrukturbedingung in (26) zum 
Ausdruck: 
(26) Morphemstrukturbedingung für das Deutsche 
K 3 K b ( b > a ) 
Morphem 
(26) besagt folgendes: Wenn Schwa zwischen zwei Konsonanten steht 
und es keine Morphemgrenze zwischen diesen Konsonanten gibt, dann 
muß der zweite Konsonant sonorer sein als der erste. 
[a:dl], [a:tm], [hlml]). 
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Idiosynkratische Ausnahmen zu der Morphemstrukturbedingung in (26) 
finden sich in (27a) und Namen, die dagegen verstoßen, in (27b):15 
(27a) Pommes, Tinnef, Kummet, Sammei 
(27b) Johannes, Ines, Dahlem, Golem, (Bad) Honnef 
Die Morphemstrukturbedingung in (26) kann also verletzt werden und 
bestätigt damit die Hypothese in (7). 
4. B e s c h r ä n k u n g e n auf n ichtadjazente K o n s o n a n t e n 
In diesem Abschnitt wird eine Morphemstrukturbedingung behandelt, 
die sich auf Konsonanten bezieht, die nicht unmittelbar nebeneinander-
stehen. 
Es gibt im Deutschen und Englischen Beschränkungen zwischen Kb und 
Kc in Abfolgen wie in (28). Im allgemeinen kommen solche Sequenzen 
nicht vor, wenn Kb und Kc identisch oder fast identisch hinsichtlich der 
Artikulationsstelle sind. 
(28) K „ K b V K c 
Im folgenden geht es um deutsche und englische Wortformen, in denen 
K a entweder [s] oder [/] ist.16 
Die vier Segmente in (28) können wortinitial sein, aber die Generali-
sierung, die hier Gegenstand ist, betrifft auch wortinterne Abfolgen der 
Laute in (28). Die Fakten beziehen sich auf das Morphem und nicht auf 
die Silbe, weil eine Silbengrenze zwischen den vier Segmenten in (28) 
vorkommen kann. Relevante Daten sind in (29): 
(29a) s/J[-koronal] V [+koronal] 
deutsch: Skat, Skizze, Speise, Spaß, Spedition, 
englisch: spit, spin, scold, hospital 
(29b) s / / [+koronal] V [-koronal] 
deutsch: stipulieren, Stich, stecken 
englisch: stake, stipulate 
(29c) s / / [+koronal] V [+koronal] 
deutsch: Stadt, Staat, still, Stand 
englisch: state, still, stone 
15 Die vier Ausnahmen in (27a) sind nichtnativ. Das einzige native Wort, das 
gegen (26) verstößt, ist Kirmes. 
16 Vgl. Davis (1991) für das Englische und Hall (1992) für das Deutsche. 
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(29d) s / / [ -korona l ] V [-koronal] 
deutsch: skeptisch, Speck, Skrupel, Respekt 
englisch: scope, speak 
Es g ib t viele Beispiele wie in (29a), in denen der Konsonant nach [s] 
n ichtkoronal und der zweite koronal ist . Wör t e r wie die in (29b), in denen 
der ers te Konsonan t nach [s] koronal und der postvokalische Konsonant 
n ichtkoronal ist, sind ebenfalls sehr häufig. Die Art ikulat ionsstel le von 
Kb u n d K c kann auch identisch sein, aber nur , wenn Kb und K c beide 
koronal sind, wie in (29c). Zwei nichtkoronale Konsonanten können vor-
kommen, wie in (29d), aber nur , wenn sie zwei verschiedene Ar t ikula t i -
onsstellen haben . In dem Wort skeptisch zum Beispiel sind das [kj und 
das [p] beide nicht koronal, aber da« [p] ist labial und das [k] nicht labial . 
Wor t fo rmen wie die in (30) sind hingegen in beiden Sprachen unzulässig: 
(30) *spap, skak, spim, smip, skacht 
In diesen W ö r t e r n sind Kb und K c beide nichtkoronal und sie haben die-
selbe Art ikulat ionsstel le . Diese phonotakt i sche Beschränkung wird durch 
die Morphems t ruk tu rbed ingung in (31) erfaßt : 
(31) Morphems t ruk tu rbed ingung 
Das Beispiel in (32) soll verdeutl ichen, daß (31) eine Morphems t ruk tu r -
bedingung ist . Die Abfolge in (31) kann also nur vorkommen, wenn eine 
Morphemgrenze innerhalb der vier Segmente vorkommt: 
(32) grasp+able 
Ich habe nur ein englisches Beispiel in (32) angegeben, weil es we-
nige deutsche Morpheme gibt , die auf [sp] oder [sk] aus lau ten und die 
außerdem m i t einem vokalinitialen Suffix kombinier t werden können. 
Es gibt im Englischen eine Ausnahme zu (31), nämlich das seltene Wor t 
skeg: „Teil eines Schiffes." Namen wie die in (33) unterliegen (31) eben-
falls nicht: 
Morphem 
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(33 ) Spamer, Speemann 
Die Ausnahmen in (33) bestätigen also die Aussage in (7b). 
5. Diskuss ion 
In den Abschnitten 2 und 3 sollte gezeigt werden, daß nicht nur die 
Silbe, sondern auch das Morphem die Domäne von phonotaktischen Be-
schränkungen sein kann. Ich habe behauptet, daß nur die Morphem-
strukturbedingungen Ausnahmen zulassen, die Silbenstrukturbedingun-
gen dagegen nicht. 
Eine Erklärung für diese Diskrepanz liegt vielleicht darin, daß die Silben-
strukturbedingungen und die Morphemstrukturbedingungen verschie-
dene Funktionen haben: Nur die Silbenstrukturbedingungen beziehen 
sich auf Abfolgen von Segmenten auf der phonetischen Oberfläche. Die 
Morphemstrukturbedingungen operieren dagegen auf einer abstrakte-
ren Ebene der Grammatik, nämlich auf der Ebene der phonemischen 
Repräsentationen. Dies kann in (34) mit dem englischen Wort kids illu-
striert werden: 
(34a) phonemisch /kl d / / z / Ebene der Morphemstrukturbedingun 
gen 
(34b) phonetisch [kl dz] Ebene der Silbenstrukturbedingungen 
Die meisten Phonologen nehmen an, daß es diese zwei Ebenen in der 
Grammatik gibt, die phonemische und die phonetische. 
Eine mögliche Erklärung des unterschiedlichen Verhaltens wäre, daß die 
beiden Ebenen (34a) und (34b) verschiedene Funktionen haben. (34a) 
bildet lediglich die zugrunde liegenden Formen der Morpheme ab. Zu-
gleich spiegelt sie die idiosynkratischen Eigenschaften dieser Formen wi-
der. Daher müssen die Morphemstrukturbedingungen, die sozusagen der 
Input des Lexikons sind, relativ tolerant sein. 
Im Vergleich dazu fungieren die Silbenstrukturbedingungen als Wohlge-
formtheitsbedingungen in der synchronen Grammatik, d.h., sie können 
phonologische Regeln auslösen. Morphemstrukturbedingungen können 
das jedoch nicht. Die letzte Generalisierung kann den Beispielen in (15) 
entnommen werden: Hier finden Assimilationen und Metathesen sowohl 
morphemintern als auch zwischen zwei Morphemen statt. 
Vor diesem Hintergrund wird die Tatsache verständlich, daß es Ausnah-
men zu Morphemstrukturbedingungen geben kann: Die Kookkurrenz-
restriktionen innerhalb von Morphemen werden auf einer abstrakteren 
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Ebene festgelegt als Eigenschaften von Silbenstrukturen, die auf einer 
„konkreteren" Ebene der Grammatik gelten. 
6. Z u s a m m e n f a s s u n g u n d A u s b l i c k 
In diesem Aufsatz wurde gezeigt, daß phonotaktische Beschränkungen 
sich sowohl auf die Silbe als auch auf das Morphem beziehen können. 
Es wurde anhand von Daten aus dem Deutschen und Englischen die 
Hypothese aufgestellt, daß nur Morphemstrukturbedingungen idiosyn-
kratische Ausnahmen haben können. 
Im Anschluß an diese Analyse stellen sich zwei weiterführende Fragen. 
In Abschnitt 2 wurden einige Studien zitiert, nach denen die Silben- und 
Morphemstrukturbedingungen in (10b), (10c), und (12) in typologisch 
verschiedenen Sprachen gelten. Erstens ist noch zu klären, ob es Spra-
chen gibt, in denen Cluster wie finale [tp] und [tk] doch vorkommen. Man 
könnte die Hypothese verfolgen, daß es einen Zusammenhang zwischen 
der Existenz von solchen Konsonantenverbindungen und anderen Fak-
toren in diesen Sprachen gibt. Die zweite Frage betrifft die Hypothesen 
in (7), die durch deutsche und englische Daten gestützt werden. Auch 
hier bleibt noch offen, ob diese Generalisierungen mit Daten aus anderen 
Sprachen belegt werden können. 
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URSULA KLEINHENZ 
Zur Typologie phonologischer Domänen* 
A b s t r a c t 
Eine aktuelle Debatte in der Phonologie betrifft den Status phonologischer 
Konstituenten oberhalb des Wortes, insbesondere von kleineren phonologi-
schen Einheiten innerhalb von Intonationsphrasen. In vielen Sprachen haben 
solche Phrasengrenzen eine phonologische Funktion. Offenbar bedienen sich 
andere Sprachen dieser Möglichkeit aber nicht. 
Ich möchte hier zwei Fragen diskutieren: Erstens, ob man für die Sprachen der 
zweiten Gruppe annehmen soll, daß sie ebenfalls über diese Kategorie verfügen, 
diese also abstrakt in ihrem System vorhanden ist, und zweitens, welche Ein-
sichten wir aus der Gruppe von Sprachen, in denen die phonologischen Phrase 
eine Funktion hat, gewinnen können. Besteht irgendeine Korrelation zwischen 
dieser Eigenschaft von Sprachen und anderen phonologischen Eigenschaften 
dieser auf den ersten Blick inkonsistenten Gruppe? 
Ich argumentiere, daß es nicht sinnvoll ist zu behaupten, daß die phonologi-
sche Phrase eine universelle Kategorie ist, weil man dann eine typologische 
Generalisierung über Sprachen verlieren würde. Ich zeige in diesem Beitrag, 
daß die Tendenz von Sprachen, Phrasengrenzen eine phonologische Funktion 
zuzuweisen, mit rhythmischen Eigenschaften auf der Wortebene korreliert. An-
schließend mache ich einen Vorschlag zur Revision der phonologischen Krite-
rien der Typologie des Sprachrhythmus. 
1. D i e F u n k t i o n v o n I n t o n a t i o n s e i n h e i t e n 
Alle Sprachen phrasieren, d.h., stets werden Sätze in der gesproche-
nen Sprache in kleinere Intonationseinheiten eingeteilt. Diese phoneti-
sche Phrasierung ist universell; Sprachen unterscheiden sich lediglich in 
der Art der akustischen Realisierung dieser Phrasierung (Pitch-Akzent, 
Längung etc.). Die Rolle dieser Phrasen in der Phonologie ist jedoch 
umstritten. 
Generell müssen Konstituenten bestimmte Kriterien erfüllen, bevor man 
annimmt, daß sie eine phonologische „Funktion" haben. Man vergleiche 
die folgende Liste (1). 
* Für Hinweise und Kommentare danke ich T.A. Hall, Ewald Lang, Sylvia 
Löhken, Christine Mooshammer und Iggy Roca. 
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(1) Kriterien für phonologische Konstituenten (vgl. Selkirk 1980; 
Rice 1990) 
Eine Konstituente muß eine Domäne eigener Art sein, d.h., sie darf 
nicht isomorph mit anderen Domänen sein (z.B. dürfen Phonologische 
Phrasen nicht immer identisch mit einer syntaktischen Phrase sein). 
Sie muß aber (mit ihren eigenen Regeln) abgeleitet werden können: 
es darf keine zufallige oder willkürliche Domäne sein. 
Regeln müssen sich systematisch auf sie beziehen, d.h. entweder ist 
die Konstituente selber die Domäne einer Regel oder die Grenzen 
der Konstituente blockieren eine Regel. Auf diese Weise kann man 
die Grenzen der Domäne nachweisen. 
In vielen Sprachen korrelieren phonologische Domänen nicht mit den 
vergleichbaren syntaktischen Einheiten (z.B. Wort, Phrase). Die proso-
dische Hierarchie in (2) zeigt alle Konstituenten, die in der Phonologie 
eine Funktion haben können. 
(2) Prosodische Hierarchie (vgl. Nespor/Vogel 1986) 
Äußerung 
Intonationsphrase 
Phonologische Phrase 
Klitikgruppe 
Phonologisches Wort 
Fuß 
Silbe 
subsilbische Konstituenten 
1.1 Phonologische Phrasen 
Wie gesagt sind nicht alle diese Einheiten unumstritten. Während Pho-
nologen z.B. implizit oder explizit davon ausgehen, daß es Intonations-
phrasen oder Silben gibt, herrscht Uneinigkeit über die Rolle der Phono-
logischen Phrase. Die Phonologische Phrase hat offenbar nicht in allen 
Sprachen eine Funktion. Frota (1995) z.B. hat alle in Frage kommenden 
Regeln des Portugiesischen untersucht und festgestellt, daß keine davon 
auf Domänen vom Format der phonologischen Phrase operiert. 
Diese Feststellung allein läßt noch keine Aussage über die Relevanz der 
phonologischen Phrase zu. Zwar haben manche Autoren vorgeschlagen, 
daß nicht alle prosodischen Konstituenten universell sind (z.B. Auer 1994 
für die Silbe), aber solange davon keine weiteren Argumente abhängen, 
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könnte man ebensogut (oder besser) davon ausgehen, daß die prosodi-
sche Hierarchie universell ist, man aber in einigen Sprachen die Grenzen 
bestimmter Konstituenten in der Phonologie nicht sehen kann. Bevor ich 
näher auf diese Argumente eingehe, erläutere ich kurz, was man genau 
unter der Kategorie „phonologische Phrase" versteht. 
Die phonologische Phrase ist ursprünglich in der einschlägigen Literatur 
eine rhythmische Einheit. Sie wurde zunächst nur verwendet, um rhyth-
misch bedingte Akzentverschiebungen zu beschreiben. Bekannte Bei-
spiele habe ich in (3) aufgelistet. Hauptakzente sind mit Großbuchstaben 
markiert, Nebenakzente mit ' . Von der syntaktischen Struktur her han-
delt es sich bei den Beispielen in (3) jeweils um Nominalphrasen. 
(3) Akzentverschiebung innerhalb „phonologischer Phrasen" 
(vgl. Giegerich 1985) 
(a) thirTEEN aber thirteen BAbies 
(b) PaderBORN aber Páderborner UNi 
(c) aber die UNi von PaderBORN 
Nur in (3 c) wird keiner der Hauptakzente reduziert. Als Grund hierfür 
wird häufig genannt, daß es eine rhythmische Einheit, eben die phono-
logische Phrase, gibt, innerhalb derer es nur einen Hauptakzent geben 
kann. Stoßen zwei Hauptakzente innerhalb einer phonologischen Phrase 
zusammen, so wird einer davon reduziert („Rhythm Rule"). [Paderbor-
ner Uní] wäre in diesem Beispiel eine einzige Phrase, während [die Uni] 
[von Paderborn] aus zwei Phrasen bestünde. Der Akzent kann demnach 
in (3 c) auf Paderborn bleiben, weil zwischen den beiden Akzenten eine 
phonologische Phrasengrenze liegt, die die Rhythm Rule blockiert. 
Phonologische Phrasen werden durch einen Algorithmus, den ich in (4) 
zitiert habe, abgeleitet.1 
(4) (a) Ableitung phonologischer Phrasen 
(Nespor/Vogel 1986, S. 168) 
The domain of PhP consists of a CG [=Clitic Group] which contains 
a lexical head (X) and all CGs on its nonrecursive side up to the CG 
that contains another [lexical] head outside the maximal projection 
of X. 
(b) Restrukturierung phonologischer Phrasen 
(Nespor/Vogel 1986, S. 173) 
1 Die in der Ableitung verwendete Kategorie der „Klitikgruppe" ist hier nicht 
von Bedeutung. Man kann stattdessen auch „Wort" einsetzen. 
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A nonbranching P h P which is the first complement [or adjunct] of 
X on its recursive side is joined into the P h P that contains X. 
Phonologische Phrasen werden also im Prinzip aus maximalen syntakti-
schen Projektionen abgeleitet. In einer Zwischenstufe entsprechen sie den 
syntaktischen Phrasen. Durch die „Restrukturierung" werden die eigent-
lichen phonologischen Phrasen erzeugt. Dabei fallen die intermediären 
Phrasen teilweise zusammen. Die Restriktion hierüber betrifft die Länge 
der Konstituenten, also kein syntaktisches Kriterium. 
Dies wird in (5) anhand des Italienischen demonstriert (<j> ist die 
Abkürzung für „phonologische Phrase"). 
(5) Anwendung von (4) auf das Italienische 
(vgl. Nespor/Vogel 1986, S. 171) 
MP 
K 
\ 
AP 
N ^ A 
Tré colibrì brutti 
drei Kolibri scheußliche 
I I 
[ ]+ [ u 
NP 
\ 
n ; 
\ 
AP 
N 
Tre colibri cosi 
drei Kolibri so 
\ 
A 
brutti 
scheußliche 
m H (a) PHRASEN 4 (b) RESTRUKTURIERUNG 
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Zuerst werden vom am weitesten rechts stehenden lexikalischen Kopf 
aus nach links (da das Italienische eine rechtsverzweigende Sprache ist) 
Phrasen konstruiert. Anschließend werden diese „vorläufigen" Phrasen in 
die vorangehende Phrase inkorporiert, sofern sie nicht verzweigen. Diese 
Restriktion verhindert die Bildung überlanger Phrasen. 
Die phonologische Phrase im Italienischen ist phonologisch relevant, d.h., 
sie entspricht den in (1) zusammengefaßten Kriterien. Es gibt z.B. eine 
segmentale Regel, das radoppiamento sintattico (kurz RS), die Konso-
nanten längt (Nespor/Vogel 1986, S. 38). RS längt wortinitiale Konso-
nanten, wenn bestimmte Bedingungen erfüllt sind. Diese Bedingungen 
sind regional unterschiedlich und spielen im vorliegenden Zusammenhang 
keine Rolle. Hier ist lediglich zu beachten, daß ein wortinitialer Konso-
nant nur dann gelängt wird, wenn das vorangehende Wort auf einen 
betonten Vokal auslautet und die beiden Wörter in derselben phonolo-
gischen Phrase sind. Aus (6) bis (8) wird deutlich, daß tatsächlich die 
phonologische, und nicht die syntaktische Phrasierung ausschlaggebend 
ist. 
(6) Radoppiamento Sintattico (RS) im Italienischen (Region Toskana) 
(a) Ho visto tré [k:]olibri [b:]rutti 
Ich habe gesehen drei Kolibri scheußliche 
(b) Ho visto tré [k:]olibri [k]osi [b:]rutti 
Ich habe gesehen drei Kolibri so scheußliche 
Wichtig ist der fettgedruckte Konsonant nach colibrì. Er wird in (6b) 
nicht gelängt, obwohl die segmentale Umgebung (wortinitial, nach ei-
nem betonten Vokal) gegeben wäre. Auch die syntaktische Beziehung 
zwischen colibrì/bruiti bzw. colibrì/cosi ist dieselbe, wie in (7) darge-
stellt. 
(7) Syntaktische Phrasierung von (6) 
(Nespor/Vogel 1986, S. 40) 
a. [tré [colibrì [brutti]]] 
b. [tré [colibrì [cosi [brutti]]]] 
Relevant für die Anwendung der Regel ist nicht der syntaktische Kon-
text der Äußerung, sondern ihre phonologische Phrasierung. Diese hängt 
mit der einfachen Länge der Äußerung zusammen, wie man in (8) erken-
nen kann: durch die Hinzufügung von cosi in (8b) entsteht eine zweite 
verzweigende Phrase. Die beiden Phrasen können nun nicht mehr zu-
sammenfallen. 
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(8) Phonologische Phrasierung von (6) 
a. [tré colibrì 
b. [tré colibrì]^ [cosi brutti]^ 
RS betrifft also Konstituenten, die syntaktisch gesehen keine sind. Wenn 
man z.B. sagen würde, daß RS in der syntaktischen Domäne NP ange-
wandt wird, wäre cos» in (8b) genau so betroffen wie brutti. 
Aber nicht in allen Sprachen findet man so deutliche Evidenz für pho-
nologische Phrasen als Kategorie in der Phonologie. 
Ein solcher Fall ist das Deutsche. Wiese (1995) argumentiert zwar, daß 
es phonologische Phrasen (PPh) im Deutschen gibt (wiedergegeben in 
(9) Phonologische Phrasen im Deutschen (vgl. Wiese 1995, S. 71) 
Der alte Mann am Strand fing heute besonders viele Fische 
Diese Repräsentation entspricht aber nicht dem Algorithmus von Nespor 
und Vogel, den ich in (4) wiedergegeben habe, da dort Präpositional-
phrasen wie [am Strand] keine eigene phonologische Phrase bilden (im 
Modell von Nespor/Vogel lösen nur die lexikalischen Köpfe2 N, V, A, 
aber nicht P die Bildung einer phonologischen Phrase aus). Intuitiv sind 
für den Satz in (9) auch andere Phrasierungen denkbar, vor allem die in 
(10), in welcher die P P keine eigene Phrase ist:3 
2 Nespor und Vogel nehmen an, daß nur N, V und A lexikalische Köpfe sind. 
Für Leser, die diesem Argument nicht folgen, schlagen sie eine Revision 
ihres Algorithmus vor, der nur N, V und A-Kategorien einbezieht (Nes-
por/Vogel 1986, S. 169). 
3 Wiese muß aus unabhängigen Gründen annehmen, daß der Algorithmus von 
Nespor/Vogel auch PPs einschließt: Als Evidenz für phonologische Phrasen 
verwendet er eine Regel, die Koordinationsreduktion, die aber auch für PPs 
gilt. Diese Regel kann hier nicht besprochen werden (vgl. aber Kleinhenz 
(1994) für eine Diskussion). In jedem Fall würde seine Kategorie der pho-
nologischen Phrase im Deutschen nicht in das Schema von Nespor/Vogel 
passen. 
(9))-
<t> Phonologische Phrasen 
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(10) 
[der alte Mann am Strand] [fing heute] [besonders viele] [Fische] 
oder [besonders viele Fische] 
Die Tatsache, daß die Intuitionen der Muttersprachler über die Phra-
sierung im Deutschen offenbar auseinandergehen, mag als erster Hinweis 
auf eine mangelnde Evidenz für die P P h gelten. Entscheidend ist aber der 
Mangel an phonologischen Regeln, die sich auf die Konsti tuente P P h be-
ziehen. Diese Eigenschaft teilt das Deutsche mit anderen Sprachen (vgl. 
(2.2). In (11) sind einige dieser Sprachen aufgeführt . 
(11) Phonologische Phrasen als Regeldomäne 
Sprache 
(a) 
Französisch 
Mandarin 
Bengali 
Italienisch 
(b) 
Englisch 
Portugiesisch 
Niederländisch 
Deutsch 
Beispiel 
Liaison (Nespor/Vogel 1986) 
Drit ter Ton Sandhi (Cheng 1970) 
r-Assimilierung (Hayes/Lahiri 1991) 
RS (Nespor/Vogel 1986) 
nur Akzenttilgung 
keine (Frota 1995) 
nur Akzenttilgung 
nur Akzenttilgung (phon. Phrasen = synt. 
Phrasen) 
Nur die Sprachen in ( I I a ) haben phonologische Regeln, die systematisch 
die Grenzen phonologischer Phrasen markieren, wie z.B. das Radoppia-
menlo Sinialiico im Italienischen (vgl. (5)). Die Sprachen unter ( I I b ) 
haben zwar die rhythmisch bedingte Akzentti lgung (vgl. (3)), der ent-
scheidende Unterschied zu den Sprachen in ( I I a ) ist jedoch, daß die 
Domäne der Akzentti lgung immer auch eine syntaktische Domäne ist 
(z.B. Kopf und Modifizierer). Damit sind die angenommenen „phonolo-
gischen Phrasen" noch keine eigenen Domänen. 
Die Aufstellung unter (11) erscheint zunächst wie eine ziemlich willkürli-
che Ansammlung von Sprachen, von denen einige offenbar dazu neigen, 
phonologische Phrasen als Regeldomäne zu verwenden. 
Die Frage bleibt, wie man dies bewerten soll. Dafür sind zwei Möglich-
keiten denkbar. Man kann (wie z.B. Auer (1991, S. 105)) sagen, daß 
sich Sprachen hinsichtlich der Anzahl ihrer prosodischen Kategorien 
unterscheiden können. Solange davon aber keine weiteren Argumente 
abhängen, ist es im Hinblick auf die Theorie angemessener zu sagen, daß 
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alle Sprachen über alle prosodischen Kategorien verfügen, daß aber in 
manchen Sprachen nicht alle „aktiv" sind (vgl. Frota 1995, S. 17). In 
diesem Beitrag soll untersucht werden, ob die Kategorie der phonologi-
schen Phrase tatsächlich universell ist, oder ob die Existenz phonologi-
scher Phrasen als Regeldomäne weitere Eigenschaften der betreffenden 
Sprachen impliziert. 
Meine Hypothese ist, daß die Neigung von Sprachen, den Rändern von 
phonologischen Phrasen eine Funktion zuzuweisen, mit anderen Eigen-
schaften dieser Sprachen korreliert, und zwar genau mit den Eigenschaf-
ten, die andere Autoren für die Wortakzenttypologie aufgestellt haben. 
1.2 Typologische Eigenschaften auf der Wortebene: silbenzählende vs. 
akzentzählende Sprachen 
Auf der Wortebene gibt es zahlreiche Bemühungen um eine typologische 
Einteilung der einzelsprachlichen Eigenschaften von Rhythmus. In der 
Phonetik unterschied man schon früh zwei Sprachrhythmustypen, die 
silben- und die akzentzählenden Sprachen. Diese Unterscheidung geht 
auf Pike (1945) zurück. In silbenzählenden Sprachen sollte demnach 
die Dauer der einzelnen Silben immer konstant sein, in akzentzählen-
den Sprachen dagegen der Abstand zwischen den betonten Silben. 
Aus diesen unterschiedlichen rhythmischen Grundbestrebungen der 
Sprachen ergeben sich weitere Eigenschaften, die eine Einteilung in diese 
zwei Sprachtypen rechtfertigten. So neigen nur akzentzählende Sprachen 
dazu, Silben in unbetonter Stellung zu reduzieren, um so die Abstände 
zwischen den Akzenten gleich zu halten. Silbenzählende Sprachen da-
gegen tendieren dazu, ihre Silben zu vereinheitlichen. Sie unterliegen 
typischerweise phonologischen Prozessen, die in einem CV-Silbenschema 
resultieren. 
Mit der Weiterentwicklung und Verfeinerung phonetischer Meßmethoden 
hat sich allerdings herausgestellt, daß diese Unterscheidung so nicht zu 
halten ist.4 In einer eher phonologisch basierten Arbeit schlägt Auer 
(1991) eine alternative Rhythmustypologie vor, wobei er weitere typo-
logische Parameter hinzuzieht. Auer gelangt so zu einer Einteilung in 
silbenbetonte und wortbetonte Sprachen. Dabei verwendet er im we-
sentlichen die Einteilungskriterien, die schon aus den phonetischen Ar-
beiten bekannt sind, allerdings mit zwei wichtigen Unterschieden: Zum 
einen betont er, daß eine binäre Aufteilung aller Sprachen in diese Typen 
nicht möglich ist. S ta t t dessen sieht er einen graduellen Übergang vor 
4 Für einen Überblick über die Kritik vgl. Auer (1991); Mooshammer (1994). 
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(vgl. (13)).5 Außerdem hat Auer eine funktionale Erklärung für die Ei-
genschaften, die jeweils mit den Typen „silbenbetont" und „wortbetont" 
korrelieren. In Sprachen vom letzteren Typ (wie z.B. dem Englischen) 
ist das Wort die wichtigste Domäne, da sich diese Sprachen rhythmisch 
am Wortakzent orientieren. Wortgrenzen fallen in diesen Sprachen im-
mer mit Silbengrenzen zusammen und sind daher einfach zu erkennen. 
Daraus resultieren die anderen Eigenschaften dieses Sprachtyps. Spra-
chen vom silbenbetonten Typ (wie z.B. das Französische) dagegen ha-
ben typischerweise Sandhiregeln (die Wortgrenzen ignorieren) um das 
CV-Silbenschema zu erfüllen. Diese Sprachen müssen ihre Wortgrenzen 
auf andere Weise markieren, nämlich durch segmentale Regeln, die sich 
zumeist auf Silben beziehen. Die Liste in (12) basiert auf Auers Eintei-
lungen. 
(12) Sprachrhythmustypologie (nach Auer 1991) 
Rhythmus silbenbetont Rhythmus wortbetont 
eher Tonsprache eher keine Tonsprache 
keine reduzierten Vokale unbetonte Vokale werden reduziert 
einfache Silben komplexe Silben 
Liaison keine Liaison 
Geminaten möglich Geminaten nicht möglich 
keine wortbezogenen Regeln wortbezogene Regeln 
keine silbenbezogenen Regeln silbenbezogene Regeln 
Anhand dieser (und ähnlicher) Kriterien hat Auer ein Korpus von 34 
Sprachen auf einer Skala zwischen dem Silbentyp und dem Worttyp ein-
geteilt. 
(13) Kontinuum vom „Silbenpol" zum „Wortpol" (nach Auer 1991) 
Silbensprachen Wortsprachen 
Yoruba Mandarin Französisch Uzbekisch Englisch 
Vietnamesisch Japanisch Koreanisch Russisch 
Hausa Arabisch 
An Auers Vorschlag sind meiner Meinung nach einige Punkte problema-
tisch. Sie betreffen die Behauptung, daß dem „Wortrhythmustyp" ein 
„Silbenrhythmustyp" entgegengesetzt ist, und daß sich nur der letztere 
regelhaft auf die Silbe beziehen kann. Es erscheint mir wenig sinnvoll, 
5 In diese Richtung geht auch Nespor (1990), die gegen eine Parametrisierung 
von Sprachrhythmuseigenschaften in der Phonologie argumentiert. 
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Sprachen anhand ihrer Silbenbezogenheit zu unterscheiden. Die Silbe ist 
eine Regeldomäne, auf die alle Sprachen in mehr oder weniger starkem 
Maße zurückgreifen. Die Kriterien von Auer, die sich auf Silbengrenzen 
beziehen, lassen sich nicht einmal auf alle Sprachen in seinem Korpus an-
wenden (so hat z.B. das Arabische Geminaten, obwohl es bei Auer dem 
extremen Gegenpol zum Silbenrhythmus zugeordnet ist). Eine andere 
Sprache, die man dem Wortrhythmustyp zuordnen würde, ist das Deut-
sche (es fehlt in Auers Korpus). Im Deutschen gibt es jedoch gleichzeitig 
eine Vielzahl von silbenbezogenen Regeln (vgl. Hall 1992).6 
Im Gegensatz dazu ist Auers funktionale Motivation für den Sprachtyp 
„Wortrhythmus" überzeugend: Wortgrenzen fallen in diesen Sprachen 
immer mit Silbengrenzen zusammen. Regeln, die über Wortgrenzen hin-
ausgehen, kommen (im Gegensatz zu dem Silbentyp, vgl. die französische 
Liaison in (14)) hier nicht vor. Daher ist zu erwarten, daß in den Wort-
typsprachen dem Wortende eine größere phonologische Bedeutung - im 
Sinne von Regeldomänen - zugewiesen wird. 
Meiner Meinung nach ist jedoch der Gegenpol zu diesem Sprachtyp nicht 
ein Sprachtyp, der eine kleinere Regeldomäne (wie die Silbe) bevorzugt, 
sondern einer, der die phonologische Phrase als Domäne verwendet. 
1.3 Phrasenebene: typologische Korrelate 
In diesem Abschnitt möchte ich die Vermutung aufstellen, daß es eine 
Korrelation gibt zwischen dem Trend einer Sprache zum Silbentyp nach 
Auer und dem Trend, phonologische Phrasen mit Funktionen zu beladen. 
Hierzu vergleiche ich Sprachen vom Worttyp und vom Silbentyp. 
In Sprachen vom Worttyp ist die Wortgrenze zugleich Barriere für pho-
nologische Regeln, mit anderen Worten, Wortgrenzen werden markiert, 
indem phonologische Regeln an dieser Stelle unterbrochen werden. Wei-
tere Mittel zur Markierung von Grenzen stehen in diesen Sprachen nicht 
zur Verfügung, weil unbetonte Silben zugleich reduziert werden, d.h., 
akustisch sind die Grenzen oft nicht wahrnehmbar. Aufgrund der Ak-
zentverhältnisse wäre es in solchen Sprachen schwer, ein Phrasenende zu 
6 Auer würde dieser Auffassung nicht zustimmen: Er hat argumentiert (z.B. 
in Auer (1994)), daß die Silbe keine Hauptkategorie im Deutschen ist, indem 
er zeigt, daß man die Auslautverhärtung ohne Bezug auf die Kategorie 
Silbe erklären kann. Er diskutiert aber nicht die kritischen Beispiele wie 
re[k]nen (Hall, persönliche Mitteilung). Ich möchte die Diskussion, ob die 
Silbe tatsächlich eine universale Kategorie ist, hier nicht vertiefen. Wichtig 
ist mir in diesem Zusammenhang, daß bei der Einteilung in „Wort-" und 
„Silbensprachen" die Kriterien, die auf der Einheit Silbe beruhen, nicht so 
nachvollziehbar sind wie die, die auf der Einheit Wort beruhen. 
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markieren: falls der lexikalische Akzent nicht zufallig auf die letzte Silbe 
fällt, kann er nicht dorthin bewegt werden. Aufgrund dieser fehlenden 
Prominenz könnte die phrasenfinale Silbe nur schwer dazu dienen, in der 
Phonologie etwas zu markieren. 
Wenn man annimmt, daß alle Sprachen in der einen oder anderen Form 
dem „Silbentyp" angehören, so stellt sich die Frage, welche Strategie 
die Sprachen verwenden, die nicht unter den Wortrhythmustyp fallen, 
also etwa Französisch, Italienisch, viele Tonsprachen. Das phonologische 
Wort kann in diesen Sprachen nur schwer als Regeldomäne dienen: Des-
sen Grenzen verschwimmen häufig zugunsten der Silbe. Charakteristisch 
für diese Sprachen sind Resilbifizierungen über Wortgrenzen hinweg, wie 
die französische Liaison. Als Resultat dieser Liaison entstehen größere 
artikulatorische Einheiten - vgl. (14). Daraus kann sich dann eine Ten-
denz in der Phonologie entwickeln, die Grenzen dieser Einheiten mit 
einer Funktion zu versehen. Das heißt, es wäre zu erwarten, daß Spra-
chen, die keine ausgeprägten phonologischen Wörter haben, eher dazu 
neigen, phonologische Phrasen als Regeldomäne zu entwickeln, als Spra-
chen, bei denen die entsprechenden Regeln bereits auf der Wortebene lo-
kalisiert sind. Demzufolge könnten Sprachen solche phonologischen Phra-
sen als eigene Domäne entwickeln. In einem solchen Entwicklungsprozeß 
verwandeln sich die ursprünglichen Phrasen, die mit den syntaktischen 
Phrasen übereinstimmen und (wie in 1.1 beschrieben) die Domäne von 
Phrasenakzenten sind, in unabhängige Domänen. Dadurch sind sie nicht 
mehr isomorph mit syntaktischen Phrasen. Vermutlich können Sprachen 
solche Domänen ausbilden oder verlieren. Im nächsten Abschnitt illu-
striere ich dies anhand der romanischen Sprachen Italienisch, Französisch 
und Portugiesisch. 
Danach zeige ich, wie diese Idee zu einer Sprachrhythmustypologie bei-
tragen könnte. 
2. Beispiele 
In diesem Abschnitt soll die oben aufgestellte Hypothese anhand 
von Sprachen, die unterschiedlichen Sprachrhythmustypen entsprechen, 
überprüft werden. Die Frage lautet, ob man wirklich den „Silbentyp" 
zugunsten eines „Phrasentyps" abschaffen kann. Mit anderen Worten: 
Korrelieren Sprachen, die dem „Silbentyp" entsprechen, mit den Spra-
chen, die eigene phonologische Phrasen haben? 
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2.1 Italienisch - Französisch - Portugiesisch 
Laut Auer entspricht Italienisch (wie auch Latein) dem Prototyp einer 
Silbentypsprache (so hat es Geminaten, keine reduzierten Vokale, einfa-
che Silben); Französisch hat laut Auer eine „Tendenz" zum Silbentyp, 
es weist aber weniger Eigenschaften dieses Typs auf und läßt sich daher 
nicht so gut zuordnen. 
Das Portugiesische wurde von Auer nicht untersucht. Es bietet sich hier 
als Vergleich an, weil es sich nach Auers Kriterien zu einer Worttyp-
sprache entwickelt haben müßte: Es hat keine Geminaten, alle unbeton-
ten Vokale werden zu [u] reduziert und es hat komplexe Silben. 
Die Frage lautet nun, wie sich diese Sprachen hinsichtlich größerer phono-
logischer Domänen verhalten. Im Italienischen sind phonologische Phra-
sen eigene Domänen (z.B. Radoppiamento Sintattico (6)) . Im Französi-
schen gibt es eine Resilbifizierungsregel, die über Wortgrenzen hinweg 
operiert, aber von Phrasengrenzen blockiert wird, die Liaison. Silbenfi-
nale Konsonanten werden im Französischen nicht realisiert. Durch Liai-
son können sie zum Onset einer folgenden vokalinitialen Silbe werden. 
Wie (14) zeigt, operiert diese Regel aber nur innerhalb der Domäne der 
phonologischen Phrase, also [/es enfants] [son/ allés] etc., nicht zwischen 
diesen Domänen, auch wenn die segmentale Umgebung dafür gegeben 
wäre. 
(14) Französische Liaison (vgl. Nespor/Vogel 1986) 
les enfants sont allés à l'école 
die Kinder sind gegangen in die Schule 
[le:.zäfä.s5.ta.le: ?a] j 
aber nicht [sô.ta.le.za] ! 
î | 
Im Portugiesischen gibt es überhaupt keine Evidenz für phonologische i 
Phrasen, wie Frota (1995) gezeigt hat . Sie hat alle Regeln, die über Wort-
grenzen hinweg operieren, untersucht und gezeigt, daß deren Domäne 
nicht die phonologische Phrase sein kann. ; 
Diesen Beobachtungen zufolge korreliert also die „Silbentypsprache" Ita- ' 
lienisch mit dem von mir hier postulierten „Phrasentyp", die „Worttyp- ; 
spräche" Portugiesisch hat dagegen keine phonologischen Phrasen. Das ; 
Französische läßt sich mit dem neu hinzugekommenen Kriterium der : 
Phrase nun deutlicher mit dem Italienischen zusammen gruppieren. In j 
Abschnitt 3 erläutere ich den „Phrasentyp" ausführlicher. 
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2.2 In welche Kategorie gehört das Deutsche? 
Wie schon gesagt ist das Deutsche ein Beispiel für eine Sprache, die sich 
! nicht einem von Auers Rhythmustypen zuweisen läßt. Es läßt sich aber 
; nicht in die Mitte zwischen den Polen einordnen, weil es einerseits die Ei-
genschaften von wortbetonten Sprachen aufweist, andererseits aber viele 
silbenbezogene Regeln hat (vgl. Hall 1992). Es entspricht also beiden 
Typen. Meiner Meinung nach ist dies darauf zurückzuführen, daß die 
Silbe eine universelle Konstituente ist, deren Grenzen in allen Sprachen 
phonologisch relevant sind. 
Wie läßt sich das Deutsche anhand einer Einteilung in Wort- und Phra-
sensprachen klassifizieren? Wenn man Auers Typologie hinsichtlich der 
Eigenschaften von Wortsprachen beibehält, ist das Deutsche klar eine 
Wortsprache. Das sagt auch Auer (1994). Allerdings muß er dann den 
Stellenwert der silbenbezogenen Regeln im Deutschen typologisch neu 
bewerten. 
Eine Einteilung in wort- vs. phrasenbezogene Sprachen würde die Vor-
hersage machen, daß das Deutsche keine phonologischen Phrasen hat. 
Nun hat das Deutsche aber eine Regel, die möglicherweise auf phonolo-
gischen Phrasen operiert, die „Rhythm Rule" (vgl. auch (3) oben). 
(15) Akzentabschwächung (Rhythm Rule) im Deutschen 
KONstanz aber Konstanzer UNi 
aber [die UNi] [von K O N s t a n z ] 
Allerdings genügt dies allein noch nicht, um von einer unabhängigen Ka-
tegorie „phonologische Phrase" zu sprechen. Erstens ergeben sich Akzen-
tuierung und Akzentreduktion direkt aus der syntaktischen Beziehung 
der Konstituenten. 
Außerdem ist die Akzentuierung wie auch die Akzentverschiebung Teil 
der Prosodie, die einen anderen Stellenwert in der Grammatik hat als 
die eigentlichen phonologischen Regeln, auch die sog. „postlexikalischen" 
Regeln, d.h. phonologische Regeln, die erst nach dem Lexikon applizie-
ren. In dem Modell von Selkirk (16), welches hinsichtlich der Rolle der 
Prosodie in der Grammatik als Standardmodell angesehen werden kann, 
sieht man, daß sich die Prosodie direkt auf die Syntax beziehen kann. 
Erst anschließend an den Akzentuierungsprozeß erfolgt die postzyklische 
Phonologie. Auf diese Regeln aber beziehen sich die Domänen der Pho-
nologie (z .B. die f r anzös i sche Lia i son , d a s Radoppiamento Siniattico i m 
Italienischen). 
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(16) Prosodie und Deakzentuierung in der G r a m m a t i k 
(nach Selkirk 1984, S. 34) 
Sa tzsyn tax 
1. In tona t ion 
I 
„Intonated Surface S t ruc tu re" 
I 
Zyklische Phonologie 
(metr ische Gi t t e r ; D e a k z e n t u i e r u n g ) 
1 vollständige metr ische Ober f lächens t ruk tur 
I 
Postzyklische Phonologie 
( = postlexikalische phonologische Regeln) 
In der Li tera tur wird oft kein Unterschied zwischen Prosodie und postle-
xikalischer Phonologie gemacht , weil er normalerweise nicht relevant ist. 
Wenn man aber , wie im R a h m e n der vorliegenden Problemstel lung, zwi-
schen „Wort-" und „Phrasensprachen" unterscheiden will, so wird dieser 
Unterschied wichtig. Man findet in der Phonologie des Deutschen keine 
Evidenz für phonologische Kons t i tuenten in Phrasengröße im eigentli-
chen Sinne, d .h . als von der Syn tax abweichende Domänen postzyklischer 
Regeln (vgl. die Kriterien in (1)) . Eine Regel, die sich auf das syntakt i -
sche Verhäl tnis zwischen den Konst i tuenten bezieht, wie die Akzentab-
schwächung, kann nicht als Evidenz für eine unabhängige phonologische 
Domäne gelten. 
3 . Z u s a m m e n f a s s u n g : w o r t - v s . p h r a s e n b e z o g e n e S p r a c h e n 
In wor tbe ton ten Sprachen spielen Phrasengrenzen als Regeldomäne keine 
Rolle. Phonologische Phrasen , wenn es sie übe rhaup t gibt , fallen s te ts 
mi t syntakt ischen Phrasen zusammen und erfüllen dami t nicht das Kri-
ter ium einer unabhängigen D o m ä n e gemäß (1). Andererseits ist aber die 
Silbe auch in vielen wor tbe ton ten Sprachen (nämlich wohl allen Nicht-
Tonsprachen) eine wichtige Kons t i tuen te . 
Ich habe daher für eine andere Unterscheidung a rgument ie r t , nämlich für 
eine Differenzierung in wori- und phrasenbezogene Sprachen. Für diese 
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Unterscheidung kann man viele von Auers Beobachtungen hinsichtlich 
der Worttypsprachen beibehalten, einige silbenbezogene Regularitäten 
allerdings nicht. 
Umgekehrt möchte ich dem typologischen Raster ein wichtiges Ein-
teilungskriterium hinzufügen, nämlich die Isomorphie mit morpho-
syntaktischen Einheiten. 
(17) Erweiterung von Auers Typologie auf Phrasen 
phrasenbezogen wortbezogen 
eher Tonsprache eher keine Tonsprache 
keine reduzierten Vokale unbetonte Vokale werden 
phonologisches Wort = morpho- phonologisches Wort ^ morpho-
Phrasenbezogene Sprachen haben der Domäne der Phrase und ihren 
Grenzen ein großes funktionales Gewicht verliehen. Daher sind die Wort-
grenzen weniger relevant, sie können innerhalb der Phrase verschwimmen 
(z.B. Französisch bei der Liaison). In wortbetonten Sprachen (wie dem 
Deutschen) übernehmen die Wortgrenzen viele Funktionen der Phrasen-
grenzen. Daher können sie nicht noch mit weiteren Funktionen befrachtet 
werden. Die Silbe steht beiden Sprachtypen zur Verfügung, wird aber er-
wartungsgemäß von den phrasenbetonten Sprachen stärker genutzt, da 
viele Regeltypen kleine Domänen, wie Silbe oder Wort erfordern (z.B. 
lokale Assimilationen). 
Es ist nicht sinnvoll, anzunehmen, daß Sprachen, die keine overte Mar-
kierung von phonologischen Phrasengrenzen haben, diese „unsichtbar" 
doch haben, weil man dann eine typologische Generalisierung verlieren 
würde. Allerdings können Sprachen phonologische Phrasen entwickeln. 
In der ersten Stufe werden syntaktische Phrasen verwendet, um phonolo-
gische Domänen zu markieren, wie die Akzentreduzierung im Deutschen 
oder Englischen. In der nächsten Stufe entwickeln diese Phrasen eigene 
Gesetzmäßigkeiten, so daß sie nicht mehr mit den syntaktischen Phrasen 
zusammenfallen. Dies erfüllt dann ein Charakteristikum einer phrasenbe-
tonten Sprache. Unabhängig von diesem graduellen Ubergang ist aber 
anhand des Vorhandenseins unabhängiger phonologischer Phrasen als 
Regeldomäne eine eindeutige Klassifizierung der Sprachen möglich. 
Liaison 
reduziert 
keine Liaison 
syntaktisches Wort 
phonologische Phrase syn-
taktische Phrase 
syntaktisches Wort 
wenn phonologische Phrase, 
dann = syntaktische Phrase 
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Im Schema ist dieser graduelle Übergang dargestellt: 
(18) 
Wortsprachen Phrasensprachen 
Deutsch Französisch Italienisch 
Portugiesisch 
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K A I A L T E R 
Der Zusammenhang von Akzentuierung und 
Phrasierung im Sprachvergleich* 
A b s t r a c t 
Im allgemeinen ist man sich darüber einig, daß ein Zusammenhang zwischen In-
formationsstrukturierung (Fokus-Hintergrund-Gliederung, Topik-Kommentar-
Gliederung) sowie Akzentuierung und prosodischer Phrasierung besteht (vgl. 
Hayes/Lahiri 1991). Gut untersucht ist die Beziehung zwischen der Unter-
teilung von Sätzen in prosodische Phrasen und der Fokusstruktur (vgl. Ne-
spor/Vogel 1986). Dies trifft ebenso auf die Analyse der Akzentpositionen 
in Verbindung mit der Informationsstruktur zu (Fery 1993). Bezüglich der 
Annahmen zur prosodischen Phrasierung und ihrem Zusammenhang mit der 
Akzentplazierung läßt sich ein solcher minimaler Konsens nur schwer feststel-
len. Ubereinstimmung besteht lediglich darin, daß durch Grenzsignale (Pau-
sen, Glottisverschlußinsertion, Grenztöne) die prosodische Phrasierung mani-
festiert wird. 
Ich möchte hier zeigen, daß zwischen der Akzentplazierung und der prosodi-
schen Phrasierung ebenfalls ein Zusammenhang besteht, und Möglichkeiten 
erörtern, diese Verbindung sprachübergreifend und experimentell nachzuwei-
sen. 
Ich beziehe mich dabei auf Beobachtungen zur Akzentplazierung im Deutschen 
und Französischen und schlage darauf aufbauend eine Methode zur Determi-
nierung prosodischer Grenzen im Russischen vor. 
1. P r o b l e m s t e l l u n g 
Hier soll gezeigt werden, wie mit unterschiedlichen Untersuchungsmetho-
den der Zusammenhang zwischen Akzentuierung und prosodischer Phra-
sierung in verschiedenen Sprachen exemplifiziert werden kann. Intona-
torische Phänomene wie Akzentplazierung und prosodische Phrasierung 
stehen in enger Beziehung zu informationsstrukturellen und phonologi-
schen Eigenschaften auf der Satz- und Phrasenebene, ohne daß es im-
mer eine eindeutige Korrelation zwischen linguistischen Kategorien und 
akustischen Signalparametern gibt. Das liegt a m generellen Unterschied 
von abstrakten phonologischen Beschreibungseinheiten und konkreten 
signalphonetischen Daten. 
* Ich danke Gerhard Jäger, Peter Janker, Ursula Kleinhenz und Ewald Lang 
für ihre kritischen Bemerkungen und Hinweise. 
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Ich gehe davon aus, daß die akustische Realisierung von Akzenten über 
verschiedene Parameter wie z.B. Grundfrequenzverlauf, Intensität und 
Länge gesteuert werden kann. Aus dem Bündel der akustischen Parame-
ter wird die Grundfrequenz ausgewählt und anhand des Grundfrequenz-
verlaufes nach Indizien für die prosodische Phrasierung gesucht. 
Die Basis dieser Untersuchung ist in der unterschiedlichen Funktion von 
Akzenten angelegt: in Sprachen wie dem Französischen können Akzente 
auch eine demarkative Funktion übernehmen, in anderen Sprachen wie 
dem Deutschen übernehmen Akzente diese Funktion nur unter bestimm-
ten Bedingungen. Diese Bedingungen werden durch bestimmte Faktoren 
determiniert, die sich aus der Informationsstrukturierung ergeben. 
Im folgenden werden methodische Verfahrensweisen dargelegt, die eine 
effiziente Bearbeitung akustischer Parameter unter dem Blickwinkel 
funktional-phonologischer Überlegungen gestatten. 
1.1 Methodologische Vorüberlegungen 
Der beim Sprechvorgang an den Lippen abgestrahlte Schall ist das Re-
sultat komplexer biomechanischer Artikulationsprozesse. Diese Prozesse 
werden ihrerseits durch neuronale Prozesse gesteuert. Ich beschränke 
mich hier auf diejenigen meßbaren Vorgänge in dem eigentlich nicht 
unterbrochenen physikalischen Bereich des signalphonetischen Bandes 
(Tillmann 1980), der den mittels Mikrophon aufgenommenen und im 
Oszillogramm sichtbaren Teil des phonetischen Signals betrifft. Damit 
kann eine Interpretation meßtechnisch ermittelter Daten gewährleistet 
werden, und, wenn auch in beschränktem Maße, eine Korrelierung die-
ser Daten mit linguistisch motivierten Beschreibungseinheiten erfolgen. 
Zentrales Meßobjekt ist der zeitliche Verlauf des akustischen Signals un-
ter Einbeziehung des Grundfrequenzverlaufes (Fo-Verlauf). Der Grund-
frequenzverlauf im akustischen Signal reflektiert die Stimmlippenschwin-
gungen pro Sekunde und hat auf der perzeptiven Seite sein Korrelat im 
Tonhöhen- bzw. Melodieverlauf (vgl. Abb. 2). 
Es wird gezeigt, daß die Einteilung von Äußerungen in kleinere prosodi-
sche Gruppen nur bedingt über den Grundfrequenzparameter gesteuert 
wird, daß auch andere Möglichkeiten existieren, Phrasengrenzen im aku-
stischen Signal zu ermitteln. 
Die Grundannahme besteht demnach darin, daß basierend auf der Über-
legung von Kleinhenz (in diesem Band) Phrasengrenzen in verschiedenen 
Sprachen unterschiedlich realisiert werden und ihre Existenz an funktio-
nale Eigenschaften gebunden ist. 
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Weiterhin möchte ich annehmen, daß diese Phrasengrenzen akustisch 
unterschiedlich signalisiert werden und ihre Realisierungsform von den 
Eigenschaften der lexikalischen Wortakzentuierung abhängt. 
1.2 Untersuchungsmaterial 
Zunächst werden Beispielsätze aus dem Deutschen untersucht und die 
Schwierigkeiten gezeigt, die bei der Detektion von Phrasengrenzen mit-
tels Fo-Verlauf auftreten. Die untersuchten Sequenzen sind dem von 
Jacobs (1994) analysierten Material entnommen. Weiterhin wird dafür 
argumentiert, daß es methodisch angebracht ist, Untersuchungen nicht 
nur innerhalb einer Einzelsprache vorzunehmen, sondern ähnlich gela-
gerte Phänomene auch in anderen Sprachen zu analysieren und aus dem 
Vergleich des möglicherweise unterschiedlichen Verhaltens der sprachty-
pischen Parameter Aufschluß über das generelle Verhalten der Grund-
frequenz bei Phrasierung zu erlangen. 
Daher wird auch Material aus dem Französischen und Russischen vorge-
stellt und diskutiert. Alle drei Sprachen verhalten sich bereits bezüglich 
der Festlegung des lexikalischen bzw. Wortakzentes sehr verschieden: 
Russisch ist äußerst variabel bei der Positionierung des Wortakzen-
tes (vgl. zavxöz „Verwalter" und zdvtrak „Frühstück"), die Wortakzent-
Positionierung im Deutschen unterliegt starken morphologischen und 
phonologischen Restriktionen, während im Französischen der lexikalische 
Akzent an der rechten Peripherie von Syntagmen auftritt (vgl. beaucoüp 
„viel", maman „Mama"). 
In diesen drei Sprachen wird Prominenz als phonologische Funktion von 
Wortakzentuierung in unterschiedlichen Positionen realisiert. 
Untersucht man Sätze bezüglich ihrer Akzentuierungsvariationen, hat 
man neben der lexikalischen Ebene für Wortakzentzuweisung die Ebene 
der Informationsstrukturierung zu berücksichtigen. Die informations-
strukturelle Gliederung eines Satzes wird im Diskurs festgelegt und be-
einflußt u.a. erheblich die Ausprägung der Intonationskontur. Es gibt die 
Möglichkeit, die Diskursvariabiltät relativ stabil zu halten, und, sieht 
man von der Untersuchung spontan gesprochener Sprache zunächst ab, 
durch Fokus-Hintergrund-Gliederung bedingte Effekte differenziert her-
auszustellen. 
Die Frage-Antwort-Methode erlaubt es, die Informationsstruktur eines 
Satzes zu kontrollieren und Unterschiede in der Informationsgliederung 
zu analysieren. Durch entsprechende Frageformulierungen können unter-
schiedliche Fokusstrukturen evoziert werden. 
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Hier möchte ich mich auf informationstrukturell unterschiedlich gear-
tete Deklarativsätze beschränken, die als Antwortsequenzen auf Fragen 
produziert wurden. Die Fragen wurden bezüglich des zu erwartenden 
Fokustyps unterschiedlich angelegt. 
Der Untersuchungsgegenstand ist somit der Grundfrequenzverlauf und 
die daran ablesbare prosodische Phrasierung von in ihrer Fokusstruk-
tur differierenden Deklarativen im Deutschen, Französischen und Russi-
schen. 
Im folgenden möchte ich die theoretische Basis der hier angelegten Un-
tersuchung spezifizieren und Möglichkeiten für die Berechnung der Fo-
kusakzentpositionen darstellen. 
1.3 Theoretischer Rahmen 
Derzeit gibt es verschiedene Möglichkeiten, Akzentuierung und prosodi-
sche Phrasierung mit Eigenschaften der syntaktischen und informations-
strukturellen Strukturierung von Sätzen zu verbinden. 
Algorithmen an der Schnittstelle zur Phonologie, die sich mit der Ablei-
tung der Position von Satz- und Fokusakzenten befassen, sind bevorzugt 
im Rahmen der Metrischen Phonologie zu suchen. Sie beziehen sich auf 
den Übergang einer hierarchisch organisierten syntaktischen Struktur in 
eine metrische Baum- und/oder Git terstruktur. 
Die strukturelle Position von neutralem Satz- bzw. Fokusakzent ist die 
der syntaktisch am tiefsten eingebetteten Komponente (Cinque 1993; 
Abraham 1994; Alter 1994). 
Ein ähnlich gelagerter Ansatz, der neben syntaktischen zugleich semanti-
sche Informationen berücksichtigt und ebenfalls die Position von Fokus-
akzenten voraussagt, wird von Jacobs (1994) vorgestellt. Dieses Konzept 
basiert im wesentlichen auf dem Phänomen der Integration, welches die 
syntaktischen und informationsstrukturellen Beziehungen zwischen den 
einzelnen Schwester-Konstituenten im Satz regelt. So ist beispielsweise 
ein direktes Objekt in einem Satz mit finaler Verbstellung in das Verb 
integriert, wenn neben anderen semantischen Faktoren der Kontext ein 
neutraler ist bzw. Normalfokus vorliegt. Aus der Position des Fokusmerk-
mals läßt sich dann die Satzakzentposition über dem direkten Objekt 
berechnen: 
Was ist passiert? 
( l a ) Hans hat einem Freund ein HAUS gebaut. 
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Ausschlaggebend fü r die Dete rmin ie rung der Satzakzentposi t ion ist die 
Anzah l der errechneten Eint räge („*") . Die Gesamthe i t der Eint räge bil-
det ein sog. metr isches Gi t t e r . Die Ein t räge werden a n h a n d der Spezi-
fizierung der einzelnen Kons t i tuen ten für metrische Stärke und Fokus 
zugewiesen. Sind alle Kons t i tuen ten im Satz verarbei te t worden, erhäl t 
mein eine unterschiedliche Staffelung der Einträge. Diejenige Konst i tu-
ente, die die meis ten Ein t räge b e k o m m t , ist die prominentes te im Satz: 
( l b ) . . . . [ e inem Freund] [[ein Haus] g e b a u t ^ 
* * * * * * * 
• * * * 
* * 
* 
O h n e j e t z t im einzelnen auf den exakten Algor i thmus für die Able i tung 
metr ischer B ä u m e und Gi t t e r dieses Satzes bei unterschiedlicher Fokus-
sierung einzugehen, soll hier auf das P h ä n o m e n der Fokusambigui tä t 
a u f m e r k s a m gemacht werden. Die gleiche Sequenz ohne Veränderung der 
Worts te l lung ist auch in einem minimal fokussierten Kontext realisier-
bar , nämlich auf die Frage: 
Was hat Hans einem Freund gebaut? 
(2a) Hans hat einem Freund ein HAUS gebaut. 
(2b). . . . [ e inem Freund] [[ein Haus]F gebaut] 
* * * * * * * 
* * * * 
* * 
* 
Bei der Able i tung der Prominenzverhäl tn isse in dieser Antwortsequenz 
stellt sich heraus, daß der Satzakzent ebenfalls auf dem direkten Ob jek t 
liegt und das metr ische Gi t t e r in (2b) dem in ( l b ) gleicht. Ein Unter-
schied bes teht in der Posit ion des Fokusmerkmals , welches in (2) nur das 
direkte Ob jek t u m f a ß t . 
Umgekehr t ist eine Disambiguierung a n h a n d der Prominenzverhäl t -
nisse dann gegeben, wenn eine andere Kons t i tuente als direktes Ob jek t 
e n g / m i n i m a l fokussiert wird: 
Wem hat Hans ein Haus gebaut? 
(3a) Hans hat einem FREUND ein Haus gebaut. 
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(3b). . . . [ e i n e m F r e u n d ^ [[ein Haus] gebaut] 
» * * • * * * 
* * * * 
* * 
* 
Bei dem durch die Frage vorgegeben Kontext rückt alles außer dem in-
direkten O b j e k t in den bekann ten Hintergrund, und das Fokusmerkmal 
wird nur dem indirekten O b j e k t zugewiesen. Daraus wird dann die Po-
sition des prominentes ten Akzentes berechnet . 
Ein ähnlicher Effekt t r i t t bei mult ipler Fokussierung, ausgelöst durch 
mul t ip le w-Fragen, auf: Sowohl dem indirekten als auch dem direkten 
O b j e k t wird ein separa tes Fokusmerkmal zugewiesen, und beide erha l ten 
gegenüber den anderen Kons t i tuenten entsprechend mehr E in t räge im 
metr ischen Gi t t e r , wobei zu beachten ist, daß das direkte Objek t , ausge-
zeichnet als das designierte te rminale Element , einen Ein t rag zusätzlich 
im Vergleich zu seiner l inksadjazenten Schwester bekommt . 
Was ha t Hans wem gebau t? 
(4a) Hans hat einem FREUND ein HA US gebaut. 
(4b). . . . [ e inem Freund]p [[ein Haus]F gebaut] 
* * * * * * * 
* * * * 
* » 
* * 
* 
Dieser Ansa tz ges ta t t e t es, eine syntakt ische S t ruk tu r derar t zu verarbei-
ten, daß die Posi t ion des Satzakzentes voraussagbar wird. Diese Posi t ion 
ist diejenige, die die meisten Einträge in einem metrischen Gi t t e r e rhä l t . 
Wi rd das direkte Ob jek t eng fokussiert oder kontras t ier t , ergibt sich 
die gleiche metr ische Gi t te rkons te l la t ion wie bei neutraler Fokussierung. 
Der Satzakzent fa l l t wegen In tegra t ion u n d / o d e r syntakt ischer Einbet -
tungst iefe im deutschen Verb-letzt-Satz bei neutra ler Fokussierung auf 
das direkte O b j e k t . Das Fokusmerkmal projiziert in diesen Fällen über 
einen maximalen Bereich, der nur durch Topikalisierung un te rbrochen 
wird, während in anderen Kontexten die Pro jek t ion von Fokus einge-
schränkt wird und sich u .U. nur auf das direkte Ob jek t bezieht. Die 
sog. Fokusprojekt ion kann aber durch Fokussierung anderer Kons t i tuen-
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ten aufgebrochen werden, und genau das beeinflußt auch die prosodische 
Phrasierung. 
Jedoch sind die Voraussagen metrischer Transformationen bezüglich der 
prosodischen Phrasierung restringiert, da sie ausschließlich an die Posi-
tion der metrisch stärksten Einheit gebunden sind. 
Ein Modell, welches sich in der Nähe der Schnittstelle zur Phone-
tik/Akustik ansiedelt, ist das Tonsequenzmodell (vgl. Pierrehumbert 
1980). Dieses Modell inkorporiert gleichsam eine metrische Komponente 
und transformiert die relevanten Informationen in eine tonale Kompo-
nente. 
1.3.1 Der Ton-Sequenz-Ansatz 
Dieser theoretische Ansatz erlaubt neben der Ableitung der Promi-
nenzverhältnisse mittels Einträgen der metrischen Gitter zusätzlich eine 
Annäherung an den Grundfrequenzverlauf in einem Satz. Der Fo-Verlauf 
wird in einer tonalen Komponente aus den Informationen der metrischen 
Repräsentationsebene und der Spezifizierung des Fokustyps gewonnen 
und über Interpolationsregeln in eine akustische Form übergeleitet. 
Damit ergibt sich die Möglichkeit, extrahierte Grundfrequenzverläufe zu 
interpretieren. Fo-Verläufe können reanalysiert werden, indem zwei in-
teragierende Tonniveaus angenommen werden: Hoch- und Tieftöne. Die 
aus den Tönen kombinierten Tonsequenzen bilden eine zugrunde liegende 
Form im Sinne einer prosodischen Realisierung von Konturen bzw. Me-
lodieverläufen und dienen als Eingabe für die Ableitung des Grundfre-
quenzverlaufes der Äußerung. 
Eine Äußerung ist in kleinere prosodische Einheiten - in Intonations-
phrasen und intermediäre Phrasen - zerlegbar. Jede Phrase enthält eine 
Sequenz von Hoch- und Tieftönen, die wiederum in 3 Typen klassifizier-
bar sind: Akzenttöne, Phrasentöne und Grenztöne. Akzenttöne können 
mono- oder bitonal auftreten. Sie werden über zentrale Assoziierung den 
minimalen tontragenden Einheiten zugewiesen. Uber Merkmalsperkola-
tion werden die als metrisch stark ausgewiesenen Silben mit Akzenttönen 
assoziiert. 
Grenztöne werden der letzten Silbe der Phrase zugewiesen, Phra-
sentöne stehen zwischen Akzent- und Grenztönen. Die Zuweisung von 
Grenztönen an Phrasengrenzen erfolgt über periphere Assoziierung. Die 
folgende Graphik veranschaulicht den Aufbau des Tonsequenzmodells in 
Auszügen. Wie auch in der Autosegmentalen Phonologie wird von ei-
nem multidimensionalen Aufbau der einzelnen Ebenen ausgegangen. In 
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Abb. (1) sind die prosodische, die tonale und die phonemische Ebene 
dargestellt. Die prosodische Ebene enthält die relevanten Informatio-
nen zur prosodischen Hierarchie und damit zum Aufbau der prosodi-
schen Phrasen und der darunter liegenden Ebenen. Die tonale Ebene 
kodiert die Informationen über die Zuweisungsdomäne von Akzenttönen 
und Grenztönen. Im vorliegenden Fall werden Akzenttöne der Domäne 
„pitch accent" (PA) zugewiesen und Grenztöne mit den Grenzen inter-
mediärer (ip) und Intonationsphrasen (IP) assoziiert. Die phonemische 
Ebene erhält zugleich Informationen aus der prosodischen Ebene, z.B. 
über den Aufbau der Silbenstruktur, und setzt die Informationen über 
die Tonstruktur der tonalen Ebenen um. 
Dieses Informationspaket, insbesondere jedoch die Angaben über die to-
nale Struktur, kann dann mittels Interpolationsregeln in einen Grund-
frequenzverlauf transformiert werden. 
Abb. l : Der schematisierte Aufbau einzelner Ebenen im Tonsequenz-
Modell für den Abschnitt „...ein Haus gebaut". 
Nicht unumstri t ten ist allerdings die Zuweisungsdomäne für die verschie-
denen Typen von Tönen. Erschwerend tritt hinzu, daß Akzenttöne und 
Grenztöne direkte funktionale Korrelate (Fokus resp. prosodische Phra-
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sierung) haben, diese aber akustisch nicht immer exakt determinierbar 
sind. Der Bezug zum Fo-Parameter genügt daher nicht immer, um alle 
Facetten einer globalen Kontur und diskursrelevante Varietäten zu er-
fassen. Anzeichen dafür gibt es aus aktuellen Untersuchungen von Dogil 
(1995) für das Deutsche, wo der Wortakzent (i.e. Akzent in neutraler 
Position) auch über den Zeitparameter und der Fokusakzent über den 
Grundfrequenzverlauf gesteuert werden kann. Selbiges gilt auch für die 
Detektion prosodischer Phrasengrenzen (s. Batliner 1994). 
Damit ist der theoretische Rahmen für die folgenden experimentellen 
Untersuchungen vorgegeben: Die Informationsstruktur wird in eine syn-
taktische Struktur mittels Merkmalen implementiert. Mit diesen struk-
turellen Vorgaben lassen sich in einer metrischen Komponente die Pro-
minenzverhältnisse im Satz berechnen. Eine tonale Komponente gibt 
zusätzlich dazu Informationen über die prosodische Phrasierung und die 
tonale Struktur, womit eine maximale Annäherung an die tatsächlich 
realisierte akustische Form erreicht werden kann. Auf diesem Hinter-
grund lassen sich nun die folgenden Arbeitshypothesen aufstellen, die 
experimentell verifiziert werden sollen. 
1.4 Arbeitshypothesen 
Es gibt, wie oben diskutiert, einen Zusammenhang zwischen Akzentpla-
zierung, Akzenttyp und Informationsstrukturierung. Dieser Zusammen-
hang soll um die Kategorie „Phrasierung" erweitert und am Verhalten 
des Grundfrequenzparameters nachgewiesen werden. Dabei wird gezeigt, 
inwieweit dieser Parameter für den Nachweis informationsstruktureller 
Eigenschaften strapazierbar ist. 
Die Grundfrequenzbewegung (Fo) hat (neben anderen Funktionen) die 
Aufgabe 
a) die Position der Fokusakzente anzuzeigen, 
b) die Art des Fokus zu signalisieren, 
c) die Grenzen von prosodischen Einheiten zu markieren. 
1.4.1 Beobachtungen im Deutschen 
Diejenigen Silben, die Träger für lexikalischen Wortakzent sind, tragen 
auch den Fokusakzent. Das sagt allerdings weder etwas über die Zu-
weisungsdomäne für Fokusakzente aus, noch sind Voraussagen über die 
Phrasierung möglich. 
Die oben genannten Schwierigkeiten für die Zuweisung von Akzent-
und Grenztönen und deren akustische Realisierung sollen im folgenden 
an ausgewählten Beispielen des Deutschen exemplifiziert werden. Dazu 
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wurde ein Teststimulus nach der Frage-Antwort-Methode aufgebaut und 
die von Jacobs (1994) untersuchten Sätze wurden aufgezeichnet, digita-
lisiert und einer meßtechnischen Analyse unterzogen. Dies betrifft die 
folgenden Frage-Antwort-Paare: 
(5) Was ist passiert? (=Normalfokus) 
Hans hat seinem Freund ein HA US gebaut. 
(6) Was hat Hans seinem Freund gebaut? (=Fokus auf dem) 
Hans hat seinem Freund ein HA US gebaut, direkten Objekt) 
(7) Hans hat wem was gebaut? (=multiple Foki) 
Hans hat seinem FREUND ein HAUS gebaut. 
Anhand von Fo-Verläufen und Oszillogrammen soll nun nach der Fokus-
akzentposition, der durch den Fo-Verlauf induzierten Fokusart und der 
durch Fokussierung bedingten Phrasierung gesucht werden. 
Die graphischen Darstellungen in Abb. (2) sind folgendermaßen zu inter-
pretieren: Im oberen Teil des Gesamtdiagramms ist der oszillographische 
Verlauf, d.h. die Schalldruck-Zeit-Funktion als Resultat der Membran-
schwingung des Mikrophons abzulesen, im unteren Teil ist der aus dem 
Signal extrahierte Fo-Verlauf zu sehen. Auf der x-Achse ist der zeitliche 
Verlauf der Grundfrequenz in Millisekunden ablesbar, die y-Achse zeigt 
die Werte der Grundfrequenz in Hertz an. Das Gesamtdiagramm bein-
haltet die digitalisierte und damit computerlesbare Information jeweils 
einer Antwortsequenz. 
Abb. 2: Oszillogramm und Fo-Verlauf von Beispiel (5), die mit Pfeil mar-
kierte Stelle ist die Position des Fokusakzentes bei Normalfokus-
sierung. 
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Bevor die Position und die Form der einzelnen Akzente interpretiert 
werden kann, ist einem bio-mechanisch basierten Prozeß Rechnung zu 
tragen - dem der Deklination. Dieser Prozeß bewirkt das stetige Ab-
sinken der Grundfrequenz zum Satzende hin. Dies ist am gleichmäßig 
fallenden globalen Kurvenverlauf in Abb. (2) erkennbar. 
Da Fokusakzente in dem hier untersuchten Material auf den Bereich des 
direkten und indirekten Objekts beschränkt sind, werden auch nur diese 
Sequenzen näher betrachtet. 
Zunächst fällt auf, daß die Fokusposition anhand des Fo-Verlaufes nicht 
einfach zu bestimmen ist. Aufgrund der Voraussagen aus der Metrik kann 
davon ausgegangen werden, daß das direkte Objekt ein Haus Träger 
der Fokus- resp. Satzakzentposition ist. Der Fokustyp „Normalfokus" 
beeinflußt den tonalen Verlauf über dieser Position. Dieser Verlauf kann 
als, wenn auch schwach ausgeprägtes, Fallen beschrieben werden. 
Eine Phrasierung sollte nach den Regeln der Fokusprojektion zwischen 
indirektem und direktem Objekt nicht existieren, da in diesem Satz ein 
maximaler Bereich fokussiert ist. 
In Abb. (3) ist der Fo-Verlauf aus Beispielsatz (6) zu sehen. Hier wird 
das direkte Objekt minimal fokussiert, es ist auch Träger des Satzakzents 
(s.o.). Der Tonhöhenverlauf zeigt im Gegensatz zu (5) keine signifikanten 
Unterschiede. In diesem Beispielsatz gibt es ebenfalls keine Indizien für 
eine Phrasengrenze zwischen indirektem und direktem Objekt. 
Abb. 3: Oszillogramm und Fo-Verlauf von Beispiel (6), die mit Pfeil mar-
kierte Stelle ist die Position des Fokusakzentes bei enger Fokus-
sierung des direkten Objekts. 
596 Kai Alter 
Im Vergleich dazu ist der Fall der multiplen Fokussierung in Abb. (4) 
bezüglich der Akzenttypen und auch der Phrasierung eindeutig interpre-
tierbar. Deutlich sind die zwei Fokusakzente als Fo-Anstieg über beiden 
Objekten realisiert. Damit ergibt sich auch die Möglichkeit, anhand des 
Fo-Verlaufs eine Phrasengrenze zu interpretieren. 
Abb. 4: Oszillogramm und Fo-Verlauf von Beispiel (7), die mit Pfeil mar 
kierte Stelle ist die Position der Grenze zwischen den beiden eng 
fokussierten Konstituenten. 
1.4.2 Interpretation der Daten im Tonsequenzansatz 
Die Beispiele zeigen, daß es charakteristische natürliche Tendenzen für 
die Realisierung unterschiedlicher Fokusstrukturen und der damit ver-
bundenen Phrasierung gibt (vgl. Fery 1993 und Uhmann 1989). 
Jede Ebene der prosodischen Hierarchie ist phonologisch motiviert und 
hat Verbindungen zu anderen Ebenen der Grammatik (Syntax, Informa-
tionsstruktur). 
Sprachen können sich dadurch unterscheiden, welche der Ebenen die 
wichtigste für Akzentzuweisung und Grenzmarkierung ist. Dabei können 
verschiedene Domänen miteinander konkurrieren, genauso wie es möglich 
ist, daß in einer Sprache bestimmte Ebenen nicht relevant sind. Unter 
Berücksichtigung informationsstruktureller Gegebenheiten ist es wich-
tig, diejenige Domäne zu spezifizieren, die stärker an syntaktisch-
informationsstrukturelle Einheiten gebunden ist, um die prosodische 
Strukturierung angemessen ableiten zu können. 
Akzentuierung und Phraaierung im Sprachvergleich 597 
: Ohne auf die kontroverse Diskussion zum Inventar prosodischer Ein-
; heiten einzugehen, will ich zeigen, daß die zwei höchsten prosodischen 
• Domänen relevant für Fokuseffekte sind: im vorgestellten Modell die In-
j tonationsphrase und intermediäre Phrasen. 
! Jede intermediäre Phrase ist potentielle Trägerin eines separaten Ak-
zenttons. Dies wird deutlich im Fall (7) mit multipler Fokussierung. Die 
weniger eindeutigen Fälle (5/6) bedürfen einer zusätzlichen Erläuterung. 
Neutraler bzw. globaler Fokus induziert einen maximalen Fokusbereich 
und nur die integrierte Konstituente, das adjazent zum Verb stehende 
direkte Objekt sticht als prominent hervor. 
Dies ist ebenso der Fall bei minimaler Fokussierung des direkten Objekts 
wie in (6). Vergleicht man beide Fälle, so zeigt sich Fokusambiguität, 
d.h., beide Sätze sind prosodisch nicht voneinander zu unterscheiden. 
Im Rahmen des Tonsequenzansatzes findet sich eine Erklärung für diesen 
Effekt. Bei normalem Fokus dominiert das Fokusmerkmal eine Intona-
tionsphrase, die indirektes und direktes Objekt umschließt. Bei mini-
malem Fokus (6) dominiert das Fokusmerkmal die tiefer eingebettete 
Konstituente des direkten Objekts, allerdings ändert sich an der proso-
dischen Phrasierung nichts (vgl. Nespor/Vogel 1986). Die eng fokussierte 
Objektphrase formt innerhalb der sie dominierenden Intonationsphrase 
eine eigene intermediäre Phrase (ip), die zugleich die Domäne für die 
Zuweisung des Fokusmerkmals ist. 
(8) ... [seinem Freund [ein Haus]jp]ip gebaut 
Das Fokusmerkmal perkoliert auf die höhere Ebene der Intonations-
phrase und wiederum werden beide Objekte von diesem Merkmal domi-
niert. Damit ergibt sich keine zwingende Notwendigkeit, ein Grenzsignal 
vor dem direkten Objekt einzufügen. 
Im Gegensatz dazu steht Beispiel (7) mit multipler Fokussierung, wo je-
der Objektphrase ein Fokusmerkmal zugewiesen wird und beide dadurch 
eigene prosodische Phrasen bilden können. 
(9) ... [[seinem Freund]jp [ein Haus]jp]ip gebaut 
Damit ergibt sich, daß jede fokussierte Konstituente eine eigene proso-
dische Phrase auf den unterschiedlichen Ebenen bilden kann und dann 
auch, wie im folgenden demonstriert, eine Domäne für die Fokusakzent-
zuweisung bietet. 
Gussenhoven (1994) argumentiert für eine radikale Annahme der proso-
dischen Struktur für das Englische: Es gibt bei normalem Fokus, keine 
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Indizien für Phrasierung bzw. Grenztonrealisierung sondern nur bei mul-
tiplem Fokus. 
Zunächst wird jeder Konstituente ein bitonaler Akzentton der Form H*L 
zugewiesen.1 Dieser Akzentton bedeutet, daß über der akzentuierten 
Silbe ein von einem hohen Niveau (H für high) auf ein niedrigeres Niveau 
(L für low) fallender tonaler Verlauf erzeugt wird. 
Bei weiter Fokussierung wandert der zweite Ton (L) des präfinalen bi-
tonalen Akzentes nach rechts und endet an der linken Seite des folgen-
den Akzentes (vgl. unten für das Deutsche). Die Verbindung zwischen 
beiden Akzenten wird durch Interpolationsregeln hergestellt. Bei Nor-
malfokus gibt es prosodische Restrukturierung, bei multiplen Foki wird 
die ursprüngliche, d.h. die syntaktische Phrasierung weitestgehend bei-
behalten. 
(10) einem Freund 
L H* L 
ein HAUS 
(11) 
H* 
einem Freund 
-> L H*L 
ein HAUS 
L 
gebaut 
Man kann hier annehmen, daß im Fall (10) (= (5)) das Fokusmerkmal 
oberhalb der Domäne der intermediären Phrasen operiert und die ge-
samte Verbhülle dominiert. Die Tonverschiebung ist daher möglich, weil 
keine Eigenschaft die Insertion von Grenzmarkern zwingend erfordert. 
Ahnliches gilt auch im Beispiel (11) (— (6)). Das Fokusmerkmal domi-
niert zunächst die intermediäre Phrase, bestehend aus direktem Objekt, 
perkoliert dann aber an die Intonationsphrase, womit die Fokusdomäne 
erweitert wird. Dadurch werden Grenzmarker vermieden, der Akzent-
ton erfährt die gleiche Realisierung wie in (5), woraus Fokusambiguität 
resultiert. 
1 Es wird im allgemeinen davon ausgegangen, daß Fokusakzente im Engli-
schen und Deutschen bitonal sind. 
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(12) 
L* H 
einem FREUND • * ein HAUS gebaut 
L* H L 
In (12) dominiert je ein Fokusmerkmal eine syntaktische Konstituente, 
beide Merkmale bewirken die Bildung zweier prosodischer Phrasen, über 
denen je ein bitonaler Akzentton realisiert wird. Die Tonhöhenbewegung 
weicht von der in den vorangegangenen Beispielen ab, da in (12) ein 
andere Fokustyp vorhanden ist und daher vom Sprecher eine andere 
Tonsequenz aus dem Toninventar ausgewählt wird. 
1.4.3 Zusammenfassung 
Die Hypothesen (a) und (b) aus Abschnitt 1.4 oben konnten anhand 
der akustischen Untersuchung der hier ausgewählten Beispiele bestätigt 
werden: Die Tonhöhenbewegung zeigt zugleich die Position und die Art 
der Fokusakzente an. 
Weniger eindeutig ist die prosodische Phrasierung am Grundfrequenz-
verlauf ablesbar. Das hängt mit der Eigenschaft des Deutschen zusam-
men, Wortakzente nicht demarkativ zu verwenden, sondern ihnen eine 
lexikalische Funktion zuzuweisen. 
Bildet man jedoch Extremfälle, wie bei multipler Fokussierung, und 
vergleicht zwei eng fokussierte, adjazent zueinander stehende, einsilbige 
Konstituenten miteinander, läßt sich am Tonhöhenverlauf die prosodi-
sche Strukturierung erkennen. Dies soll jedoch nicht ausschließen, daß es 
andere Möglichkeiten für die Signalisierung von prosodischen Grenzen 
gibt, z.B. die Glottisverschlußinsertion und Assimilationserscheinungen. 
Diese wurden im Rahmen der vorliegenden Untersuchungen nicht ana-
lysiert. 
Bezüglich der akustischen Realisierung der mittels metrischer Algorith-
men errechneten Prominenzverhältnisse in Sätzen muß die Untersuchung 
erweitert werden, was hier nicht geleistet werden soll. Der Verweis dar-
auf, daß Prominenz ein ganzes Merkmalsbündel akustischer Parameter 
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u m f a ß t (z.B. U m f a n g der Tonhöhenbewegung, Dauerverhäl tnisse, Inten-
s i tä t usw.) und sie im Deutschen nicht direkt a m Fo-Verhalten über den 
relevanten Posi t ionen erkennbar ist, soll hier genügen. 
Im folgenden wird eine Sprache untersucht , die Akzente in fester Posit ion 
ha t und diesen eine demarka t ive Funkt ion zuweist - das Französische. 
2. B e o b a c h t u n g e n i m F r a n z ö s i s c h e n 
Die aktuel le Diskussion zur Phonologie des Französischen betr i f f t den 
Z u s a m m e n h a n g zwischen Silbifizierungsregeln und Akzentuierung (vgl. 
Tranel 1987 und 1995), insbesondere die oft beschriebenen Phänomene 
der Liaison, Verke t tung (enchaînement ) und Schwa-Tilgung. 
Im weiteren möchte ich die eben genannten phonologischen Prozesse im 
Z u s a m m e n h a n g mi t Akzentuierungsregeln exemplifizieren. Es zeigt sich, 
daß einige Silbifizierungseffekte nur bedingt unabhäng ig von Einflüssen 
der Akzentu ierung im Französischen auf t re ten . 
Erst dann möchte ich eine an die vorherige Analyse des Deutschen an-
schließende Beschreibung der Akzentu ierungsphänomene im Zusammen-
hang m i t Fokussierungsstrategien im Französischen geben. 
2.1 Die Liaison 
Zusätzlich zu den in Nespor/Vogel (1986; vgl. Kleinhenz in diesem Band) 
beschriebenen Daten bezüglich der durch die Phras ierung blockier-
ten Liaison möchte ich weitere Daten aus der einschlägigen Li tera tur 
(z.B. Lyche /Gi ra rd 1995) und eigene Beobachtungen anführen . Liai-
son, Schwa-Ti lgung und Resilbifizierung sind phonologisch eng zusam-
menhängende Prozesse: Der betroffene Konsonant kann in den Onset 
einer Silbe eines folgenden Wortes oder aber in die C o d a der letzten (be-
tonten) Silbe des vorangehenden Wortes verlagert werden. Diese Prozesse 
sind nur dann voneinander zu differenzieren, wenn die Position und da-
mit zu sammenhängend die Ar t des Akzentes korrekt berücksichtigt wer-
den. Ich möchte zeigen, daß die Resilbifizierung und die Zuweisung von 
Fokusakzenten mi te inander in Verbindung stehen. 
Folgende zwei T y p e n der Liaison sind in Relat ion zur Verkettung im 
Französischen zu unterscheiden: nicht-verket tete (13) und verkettete (14) 
Liaison. 
(13) J ' ava is ... un rêve 
/ 3 a v £ ... zœr£ :v / 
ich hatte einen Traum 
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(14) J'avais ... un rêve 
/3av£z ... œre:v (cf. Lyche/Girard 1995, S. 211) 
ich hatte einen Traum 
Die Liaison vom Typ (13) kann allerdings dann verhindert werden, wenn 
das folgende Wort initialen Akzent trägt: 
(15) Il y a une incroyable pudeur (vgl. Lyche/Girard 1995, S. 216) 
/ i Ii ja yn ... êkrwajabla pydœ:r/ 
*/i Ii ja y ... n êkrwajabla pydœ:r/ 
es gibt eine unglaubliche Schamhaftigkeit 
Dieses Phänomen ergibt sich aus der Tatsache, daß aufgrund der Beto-
nung der ersten Silbe ein Glottisschlag eingesetzt wird und daher keine 
Position mehr frei ist für den Konsonanten der Coda des vorangehenden 
Wortes. 
Hier liegt auch der fundamentale Unterschied zwischen beiden Typen 
der Liaison (13/14). Die nicht-verkettete Liaison ist obligatorisch, die 
verkettete fakultativ. Sie wird daher in der einschlägigen Beschreibung 
auch unter der Bezeichnung „fakultative Liaison" geführt. 
Die obligatorische Liaison tritt aber im Gegensatz zu (15) auch dann 
auf, wenn die initiale Silbe des nachfolgenden Wortes betont wird: 
(16) Un appui 
/ œ ... naplj i / 
eine Unterstützung 
Andere Beispiele verweisen darauf, daß es möglicherweise einen weiteren 
Zusammenhang zwischen der Plazierung des Akzentes, also initial vs. 
final, und der Liaison gibt. 
(17) Son imagination 
3eine Vorstellungskraft 
(a) /snima03inasj5/ bei Endbetonung 
(b) /s5.. .nima3inasj5/ bei initialer Betonung 
Dennoch lassen sich systematische Unterschiede zwischen Akzentplazie-
rung und dem Vorkommen der Liaison verschiedenen Typs feststellen, 
wenn längere Sequenzen untersucht werden. 
Betrachtet man die folgenden Beispiele, läßt sich erkennen, daß bei in-
itialer Betonung von (I) (vgl. 18c) der rechte Wortrand des Wortes (I) 
nicht von der Liaison betroffen wird, während bei finaler Betonung in 
(II) sowohl der linke Wortrand von (II) als auch der rechte Wortrand 
von (I) einer Resilbifizierung durch die Liaison unterzogen werden. 
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I II 
(18) un chemin de campagne 
ein Weg des Feldes ( = ein Feldweg) 
(a) / ¿ e - J m e d - k ä p a j i / bei Endbetonung auf II 
(b) /öe-Jm E - d k ä p a j l / bei initialer Betonung auf II 
(c) / & - J m ä - d s - k ä p a j l / bei initialer Betonung auf I 
Im Beispiel (18a) t r i t t die verkettete Liaison auf, der Konsonant der 
Präposit ion de wird in die Coda des vorangehenden Wortes (I) verscho-
ben. In (18b) trifft m a n auf die nicht-verkettete Liaison, wobei der Kon-
sonant der Präposi t ion de nach der Tilgung des Schwa an den ersten 
Konsonanten der ersten Silbe des folgenden Wortes verschoben wird, je-
doch die Konst i tuente I intakt bleibt. Bei Betonung des Wortes (I), also 
bei initialer Betonung der gesamten Kombination, wird weder das Schwa 
der Präposit ion getilgt, noch t r i t t eine Variante der Liaison auf, d.h. die 
Grenzen des folgenden Wortes bleiben intakt . 
Die oben genannten Beispiele (16) und (17) sind, wie ich im folgenden 
ausführen möchte, nicht als Gegenbeispiele zu (15) oder (18c) zu inter-
pretieren. Dazu schlage ich folgende Interpretat ion für (16/17) vor: In 
diesen Beispielen ist die Liaison obligatorisch, in (15) wird sie aber durch 
die Einsetzung des Glottisverschlusses blockiert. Man kann hier anneh-
men, daß in (15) durch die initiale Akzentuierung des Adjektivs dieses 
eine selbständige prosodische Phrase bildet, während in (16/17) trotz 
initialer Betonung der Nominalphrasen diese neben dem Indefinitartikel 
und dem Possessivum keine eigenständigen prosodischen Phrasen for-
men. Die Beispiele (16/17) sind dann lediglich ein Indiz dafür , daß die 
obligatorische, d.h. die nicht-verkettete, Liaison unabhängig von der Ak-
zentplazierung s ta t t f indet , wenn durch die initiale Akzentuierung kein 
besonderer Fokustyp ausgedrückt wird. Wären die Nominalphrasen in 
(16/17) eng fokussiert, würde sich der Akzent keinesfalls verlagern, son-
dern die Art des Akzentes würde sich verändern. 
Die Beispiele unter (18) verweisen jedoch auf ein weiteres Phänomen. 
Der Vergleich zwischen (18a) und (18b) zeigt, daß bei initialer Betonung 
der Konsti tuente II campagne die Konsti tuente I chemin am rechten 
Wortrand intakt bleibt und der Onset der betonten Silbe in Konsti tuente 
II ein selbst für das Französische ungewöhnliches Konsonantencluster 
bildet. 
Die Beispiele (18b) und und (18c) haben gemeinsam, daß generell bei 
initialer Betonung rechte Wort- bzw. Phrasengrenzen nicht der Liaison 
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unterzogen werden. Die Konsti tuente I chemin bleibt in beiden Fällen 
an ihrem rechten Rand im ursprünglichen Zustand. 
Daraus läßt sich ableiten, daß drei Prozesse miteinander interagieren -
die Akzentverlagerung auf die erste Silbe einer Konstituente, die Kon-
servierung des rechten Phrasenrandes dieser Konstituente sowie die der 
rechten Peripherie der vorangehenden Konstituente. 
Im weiteren möchte ich zeigen, daß es externe Faktoren der Informati-
onsstruktur sind, die eine Verlagerung des Akzentes bedingen können 
und dadurch die eigentliche prosodische Phrasierung aufbrechen. Diese 
Prozesse sind nicht nur eine Strategie zur Konservierung der Autonomie 
kleinerer prosodischer Einheiten wie z.B. Wort (vgl. die Argumentat ion 
von Lyche/Girard 1995). Sie können auch aus einer Sicht erklärt werden, 
die sich auf die Kategorie Fokus bezieht und das Erklärungspotential we-
sentlich erweitert. 
Im folgenden möchte ich demonstrieren, daß initiale Akzentuierung von 
best immten Konsti tuenten dazu dient, Unterschiede in der Fokusstruk-
tur von Sätzen zu signalisieren. Das Untersuchungsobjekt sind hierbei 
Adverbien, die über spezielle syntaktische Eigenschaften verfügen. 
2.2 Vorüberlegung zum Experiment 
Ahnlich der für das Deutsche demonstrierten Methode wurden Mini-
malpaare nach der Frage-Antwort-Methode gebildet, wobei jedoch im 
Französischen andere Konstituenten erfragt wurden. 
Der Test bezieht sich hier auf Adverbien, die in ihrer Positionierung 
im Satz best immten syntaktischen Restriktionen unterliegen. Gradad-
verbien können im Französischen nicht an die Satzspitze bewegt oder 
linksdisloziiert werden. 
(19) * C'est énormément ce qu'il a fumé. 
es ist enorm viel was er geraucht hat 
(20) *Enormément a-t-il fumé. 
enorm viel hat er geraucht 
Anders verhalten sich dagegen Objekte . Sie können an die Satzspitze 
bewegt werden und signalisieren durch ihre veränderte Position im Satz 
einen best immten Fokustyp. 
(21) C'est W i m que Anne aime. 
es ist Wim den Anne mag 
Gradadverbien können jedoch sowohl vor als auch nach dem Partizip 
stehen: 
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(22) Il a énormément fumé. 
er hat Adv. geraucht 
(23) Il a fumé énormément. 
er hat geraucht Adv. 
Das von Objekt-Phrasen verschiedene Verhalten der Adverbien bezüglich 
ihrer Positionierung im Satz soll in der folgenden Untersuchung dahin-
gehend ausgenutzt werden, daß sie bei Verschiebung im Mittelfeld des 
Satzes die prosodische Phrasierung verändern können. Dies ist bedingt 
durch ihren kategoriellen Status - sie sind Maximalphrasen (vgl. Hirst 
1993). Werden sie zudem eng bzw. kontrastfokussiert, verlagert sich der 
Akzent auf ihre erste Silbe. Hierbei wäre wie in (15) zu erwarten, daß 
ein Glottisschlag als Grenzsignal vor der betonten Silbe eingefügt wird. 
Nur in 60% der untersuchten Fälle konnte jedoch ein Glottisschlag beob-
achtet werden (vgl. Tranel 1987, der auf die Optionalität der Glottisver-
schlußinsertion bei emphatischer Hervorhebung von Adverbien verweist). 
Damit stellt sich die Frage, wie bei bestimmten Fokusarten eine Verände-
rung in der prosodischen Phrasierung akustisch determinierbar ist. Im 
weiteren wird gezeigt, daß der bei der Phrasierung beteiligte relevante 
Parameter der Fo-Verlauf ist. 
2.2.1 Datenerfassung 
Es tr i t t der Effekt auf, daß bei kontrastiver Fokussierung des Adverbs 
die erste Silbe dieser Konstituente betont wird. Im Gegensatz dazu steht 
der Fall der Normalfokussierung, wobei die lexikalische Betonung beibe-
halten wird und die letzte Silbe des Adverbes betont bleibt. 
(24) Qu'est-ce qui s'est passé? 
Was ist passiert? ( = Normalfokus) 
(24a) Il a fumé énormément . 
(24b) Il a éno rmémen t f u m é . 
Unter Normalfokussierung und bei Kontrastfokus sind beide Stellungs-
varianten des Adverbes möglich. 
(25) A-t-il fumé beaucoup ou peu? 
Hat er viel oder wenig geraucht? (= kontrastiver Fokus) 
(25a) Il a fumé énormément. 
(25b) Il a énormément fumé. 
Bei Kontrastfokus wird hingegen die erste Silbe der erfragten Konstitu-
ente, hier des Adverbs, betont. 
Aus dem Gesamtkorpus möchte ich an zwei ausgewählten Grundfre-
quenz verlaufen belegen, daß tatsächlich Unterschiede in der prosodischen 
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Strukturierung zwischen normal- und kontrast-fokussierten Sätzen auf-
treten. 
Die Voraussetzung dafür ist, daß der Grundfrequenzparameter ein mögli-
ches akustisches Korrelat für Akzentuierung im Französischen ist2 und 
daß aus phonologischer Sicht die Position und weniger die Art des Ak-
zentes verschiedene Fokustypen anzuzeigen vermag. 
Die folgende Abbildung zeigt das Oszillogramm und den dazugehörigen 
Grundfrequenzverlauf eines aufgezeichneten Satzes (24b). Der Kontext, 
hier die entsprechende Frageformulierung, verweist auf einen normal-
fokussierten Antwortsatz. 
"-3640.00 
600.00 900.00 ms 
AI a enormema f y m e / 
300.00 600.00 900.00 ms 
Abb. 5: Der Pfeil markiert die Stelle zwischen der rechtsseitigen Grenze 
des Adverbes und dem Frikativ, der linksseitigen Begrenzung 
des Partizips. 
Wie der Abbildung zu entnehmen ist, zeigt der Gipfel des Grundfre-
quenzverlaufes über der letzten Silbe des Adverbs einen Akzent an; der 
Grundfrequenzfall über der letzten Silbe des Partizips ist durch den Satz-
modus bedingt - hier ein Deklarativ, und markiert somit eine weitere 
Akzentposition und die rechte Satzgrenze. 
2 Vgl. dazu Caelen-Haumont (1993) über die wichtigsten akustischen Korre-
late von Akzentuierung im Französischen. 
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Ein völlig abweichendes Verhalten des Fo-Verlaufs ergibt sich bei Kon-
trastfokussierung im Beispiel (25b). Obwohl die Wortfolge die gleiche 
wie in (24b) ist, ergibt sich ein anderes Bild: Anhand der Grundfre-
quenzbewegung über der ersten Silbe des Adverbs (s. Pfeil) kann davon 
gesprochen werden, daß sich an dieser Position der Phrasenakzent befin-
det. 
Der finale Fall über dem Partizip verläuft ähnlich wie in Satz (24b). 
- 2 9 4 0 . 0 0 
4 0 0 . 0 0 7 0 0 . 0 0 1000.00 1300 .00 ms 
fll a 
Z30.00 
I 
200.00 
I 
170.00 
140.00 
o r rnema f y m e / 
I 4 0 0 . 0 0 700 .00 1000.00 1300.00 ms 
Abb. 6: Der Pfeil markiert die Fo-Gipfelposition auf der ersten, beton-
ten Silbe des Adverbs. 
Ahnliche Beobachtungen ergeben sich in den Beispielen (24a) und (25a). 
Im normalfokussierten Satz (24a) liegt der Fo-Gipfel zu Beginn der be-
tonten Silbe am rechten Phrasenrand gefolgt von einem Grundfrequenz-
fall, wie in der folgenden Skizze dargestellt. 
(26) 
H*L H*L L H* L 
Il a f u m é é n o r m é m e n t 
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A m rechten Sa tz rand fallen somi t drei funkt ional-prosodische Eigen-
schaf ten zusammen: der Phrasenakzen t des Adverbs, der Satzakzent und 
der fü r Deklarat ive typische finale tiefe Grenzton. 
Eine weitere Beobachtung konnte bezüglich der Liaison ge tä t ig t werden. 
Bei Normalfokuss ierung t r a t keine Glott isverschlußinsert ion vor dem Vo-
kal der ersten Silbe des Adverbs auf. 
Entsprechend den Voraussagen für das akzentuelle Verhalten unter den 
Bedingungen des Kont ras t fokus veränder t sich das Bild für (25a) dahin-
gehend, daß der Phrasen- und somi t Kont ras t fokusakzent auf die erste 
Silbe des Adverbs fäll t und auch durch eine angemessene Grundfrequenz-
bewegung angezeigt wird. 
(27) 
H*L H*L LH* L 
Il a fumé énormément 
Bezüglich der Glott isverschlußinsert ion konnte festgestell t werden, daß 
sie in 60% der aufgezeichneten Fälle auch tatsächlich e in t r a t . 3 
Untersuchungen zum Verhal ten kontrastfokussier ter Adverbien bezüglich 
der verketteten Liaison a m rechten Phrasenrand s tehen noch aus . 4 
2.3 Auswer tung und Zusammenfassung 
Das prosodische Verhal ten des Französischen weicht vom Deutschen da-
hingehend ab, daß das Französische eine Sprache mi t festen, vorhersag-
baren Akzentposi t ionen ist. Der Akzent t r i t t immer an der Peripherie 
von Wör te rn oder Phrasen auf - sowohl bei Normal- als auch bei Kon-
trastfokussierung. 
Bei Normalfokuss ierung befindet sich der Akzent an der rechten Peri-
pherie von Phrasen , bei Kontras t fokuss ierung wird der Phrasenakzent 
an die linke Grenze von Phrasen verschoben. In beiden Fällen wird da-
durch eine Veränderung der prosodischen Phras ie rung signalisiert. Bei 
3 Das Korpus besteht aus Aufnahmen von 4 französischsprachigen Spreche-
rinnen und enthält u.a. weitere Adverbien mit initialem Vokal wie im-
modérément „unmäßig". Der Glottis Verschluß wurde phonetisch auf ver-
schiedene Weise realisiert, z.B. durch Laryngalisierung. 
4 Das sind z.B. Sätze wie: Iis se sont trop aimés. (Sie haben sich zu sehr 
gemocht). 
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Kontrastfokussierung wird eine prosodische Phrasierung erzeugt, die sich 
stark an der ursprünglichen syntaktischen Phrasierung orientiert. Die 
kontrastfokussierten Konstituenten konservieren damit ihre Autonomie, 
die Akzentverschiebung an den linken Phrasenrand bricht die normale 
Phrasierung auf und erlaubt zugleich eine Disambiguierung hinsichtlich 
der Informationsstruktur. 
Der Zusammenhang zwischen Akzentplazierung und der damit einher-
gehenden Fokussierung sowie segmentalen phonologischen Regularitäten 
wie Liaison wird besonders bei initialer Betonung deutlich. Durch die 
Glottisverschlußeinfügung in den Onset einer vokalisch anlautenden be-
tonten Silbe eines Adverbs wird diese Silbenposition gefüllt und eine 
Liaison unterbleibt. 
Ist diese Silbe nicht betont, besteht auch keine Notwendigkeit, die Au-
tonomie dieser Phrasengrenze aufrecht zu erhalten, da die prosodische 
Phrasierung in Sätzen mit konsequenter rechtsseitiger Phrasenbetonung 
normalfokussierten Sätzen entspricht. 
Im nächsten Abschnitt möchte ich eine weitere Möglichkeit der akusti-
schen Analyse unterschiedlich fokussierter Sätze andeuten. Ausgewählt 
wurde dazu ein kleines Korpus aus dem Russischen. 
3. B e o b a c h t u n g e n i m Russ i schen 
Das Russische verfügt über äußerst variable Stellungseigenschaften für 
Akzente. Damit unterscheidet es sich vom Deutschen und vom Französi-
schen, wobei das Russische einen Gegenpol zum Französischen bildet und 
das Deutsche zwischen diesen beiden Extremen liegt. 
Die Schwierigkeiten, die mit der Erkennung von Phrasengrenzen anhand 
des Grundfrequenzverlaufes im Deutschen verbunden sind, können bei 
der Analyse des Russischen von vornherein durch ein anderes Vorgehen 
umgangen werden. 
Das Ziel der Untersuchung besteht weiterhin darin, im akustischen Signal 
Indikatoren für die durch Fokussierung bedingte prosodische Phrasierung 
zu ermitteln. Wenn die Phrasierung nicht durch den Platz der Akzente 
angezeigt werden kann, bietet es sich an, nach Pausensignalen zu su-
chen und anhand derer Rückschlüsse auf die prosodische Phrasierung zu 
ziehen. 
Die Verfahrensweise, die hier vorgestellt wird, orientiert sich an einer Be-
obachtung von Hayes/Lahiri (1991) im Bengali, wo durch bestimmte As-
similationsprozesse Phrasengrenzen determinierbar sind. Ahnliches ließ 
sich für bestimmte phonologische Prozesse im Russischen ermitteln. Dort 
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kann innerhalb von phonologische Phrasen zwischen zwei Konsonanten 
Geminierung auftreten: 
(28) k kasse (29) ob bereg 
/k : asje/ /ob: je reg / 
zur Kasse über das Ufer 
Dieser Prozeß tritt auch mit regressiver Stimmassimilation auf, d.h. der 
im Auslaut verhärtete ursprüngliche stimmhafte Konsonant wird unter 
der Bedingung der Geminierung wieder stimmhaft. 
(30) iz zala 
/iz: ala/ 
aus dem Saal 
Diese Beobachtung wird hier als Grundlage für ein gegenüber den vor-
angehenden Untersuchungen modifiziertes Analyseverfahren genommen. 
3.1.1 Testaufbau 
Zunächst wurde davon ausgegangen, daß der syntaktische Kontext, d.h. 
die Wortfolge in den untersuchten Sätzen, stabil gehalten wird und die 
Konstituenten zweisilbige Wörter sind.5 
(31) Subjekt + Verb + Objekt 
Weiterhin wurde angestrebt, für jede Konstituente an den linken und 
rechten Worträndern das gleiche segmentale Material zu haben (C = 
Konsonant, V = Vokal). 
(32) Subjekt + Verb + Objekt 
QVCnVCi + CiVCnVCi + CiVC nVCi 
Der Konsonant Cn in der Wortmitte bleibt unspezifiziert, der Konsonant 
Ci dagegen wurde für diesen Test auf den stimmhaften Frikativ / z / 
festgelegt. Daraus ergibt sich folgende Wortkombination: 
(33) zavxoz zavjoz zakaz 
/zavxoz/ /zavjoz/ /zakaz/ 
der Verwalter brachte die Bestellung 
Die Voraussage betrifft die prosodische Phrasierung unter dem Einfluß 
verschiedener Fokustypen. Bei Normalfokussierung werden alle Konsti-
tuenten des Satzes fokussiert, die prosodische Phrasierung sollte daher 
5 Dieses Korpus wurde in Zusammenarbeit mit Uwe Junghanns (FAS) und 
Gerhild Zybatow (U. Leipzig) aufgebaut. 
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den gesamten Satz oder wenigstens das Verb und das Objekt umfassen. 
Das Objekt sollte bei Kontrastierung eine eigene prosodische Phrase bil-
den und es sollte ein Grenzsignal zwischen Verb und Objekt erkennbar 
sein. 
3.1.2 Durchführung des Experiments 
Zur Festlegung der Informationsstruktur wurde wiederum die Frage-
Antwort-Methode verwendet. Als Antwort auf die Fragen diente der in 
seiner Wortstellung unveränderte Antwortsatz (33). Vorgestellt werden 
hier nur die Sequenzen bei Normalfokussierung (34) und Kontrastfokus-
sierung (35). 
V c jom delo? 
Weis ist passiert? 
(34) Zavxoz zavjoz zakaz. 
Zavxoz zavjoz zavtrak ili zakaz? 
Brachte der Verwalter das Frühstück oder die Bestellung? 
(35) Zavxoz zavjoz zakaz. 
3.1.3 Ermittlung der Daten 
Beide Sätze wurden aufgezeichnet und anhand des Oszillogramms ana-
lysiert. Ich gehe davon aus, daß sich die Geminierung stimmhafter Fri-
kative im oszillographischen Bereich, d.h. anhand der Schalldruck-Zeit-
Funktion periodischer und aperiodischer Schwingungen ablesen läßt. Die-
ses Verfahren ist relativ einfach, wenn man berücksichtigt, daß stimm-
hafte Sequenzen einen periodischen Verlauf aufweisen, stimmlose Se-
quenzen dagegen keine periodischen Schwingungen haben. Das beruht 
auf der Tatsache, daß bei stimmlosen Lauten die Glottis nicht schwingt. 
3.1.4 Auswertung 
Das folgende Oszillogramm zeigt genau denjenigen Ausschnitt aus (34), 
der zwischen dem Verb und dem Objekt liegt. Es ist deutlich zu erkennen, 
daß die letzten periodischen Schwingungen des Konsonanten / z / des 
Verbs ohne Unterbrechung in die ersten periodischen Schwingungen des 
ersten Konsonanten des Objektes überführt werden. 
Akzentuierung und Phraaierung im Sprachvergleich 611 
Izl zwischen Veib und Objekt im neutralen Kontext 
1050 1100 1150 1200 ms 125C 
Abb. 7: Der nicht unterbrochene periodische Übergang von Verb zu Ob-
jekt für (34). 
Völlig anders verhält sich das akustische Signal im gleichen Abschnitt 
zwischen dem Verb und dem Objekt in der Antwortsequenz (35). Hier ist 
deutlich zu erkennen, daß das periodische Signal durch eine aperiodische 
Sequenz unterbrochen wird. 
Abb. 8: Der entsonorisierte Übergang von Verb zu Objekt für (35). 
Diese relativ lange aperiodische Sequenz, die in ihren spektralen Eigen-
schaften dem eines stimmlosen / s / entspricht6, kann in diesem Fall als 
Grenzsignal interpretiert werden. 
Obwohl die beiden untersuchten Sätze die gleiche syntaktische Struktu-
rierung und die gleiche segmentale Umgebung an der Peripherie ihrer 
Konstituenten aufweisen, sind Unterschiede zwischen den verschiedenen 
Fokustypen und damit verbunden zwischen den daraus induzierten un-
terschiedlichen prosodischen Phrasierungseigenschaften erkennbar. Die 
o.g. Voraussage, daß bei Kontrastierung des Objektes dieses eine eigene 
prosodische Phrase bildet, konnte verifiziert werden. 
6 Das Spektrogramm des relevanten Signalabschnittes wird hier nicht gezeigt. 
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Mithin ergibt sich ein dem Französischen ähnliches Bild: Die Insertion 
eines Grenzsignals bedeutet die Aufspaltung der unter Normalfokussie-
rung bestehenden Phrasenverhältnisse.7 Ebenso wurde gezeigt, daß bei 
Normalfokussierung größere prosodische Einheiten gebildet werden, was 
darauf beruht, daß der fokussierte Bereich maximiert wird. Daraus folgt, 
daß zwischen den betroffenen Konstituenten keine solche Grenze signa-
lisiert wird. 
3.2 Fazit 
Damit ergibt sich ein ähnliches Bild wie im Deutschen und Französischen. 
Werden innerhalb eines kontinuierlichen Signalverlaufs Grenzsignale ein-
gefügt, verändert sich die prosodische Phrasierung, bedingt durch die 
Änderung der Zuweisungsdomänen für Merkmale der verschiedenen Fo-
kustypen. Wird eng oder kontrastfokussiert, sind hierarchisch sehr hoch 
angesiedelte Domänen nicht mehr erkennbar und auch nicht mehr not-
wendig. Wird bei Normalfokussierung dagegen die vom Fokusmerkmal 
dominierte Domäne optimiert, sind die darunterliegenden prosodischen 
Domänen nicht mehr erkennbar. 
An drei Sprachen, die sich syntaktisch, informationsstrukturell und pho-
nologisch unterschiedlich verhalten, wurde gezeigt, daß es markante Zu-
sammenhänge zwischen Akzentuierung und prosodischer Phrasierung ge-
ben kann. Das hängt damit zusammen, daß bereits in der Syntax ope-
rierende Fokusmerkmale auf der Phonologischen Ebene Einfluß auf die 
Positionierung und den tonalen Verlauf der Akzente nehmen können. 
Hinzukommt, daß je nach Fokusart der Einflußbereich dieses Merkmals 
unterschiedlich definiert ist. 
Die Strategien zur Detektion von Phrasierungseinheiten im akustischen 
Signal müssen daher auf unterschiedliche Bedingungen im syntaktischen, 
informationsstrukturellen und phonologischen Bereich ausgerichtet wer-
den. Es wurde gezeigt, daß anhand des Parameters der Grundfrequenz 
prosodische Phrasierung in Sätzen nur bedingt nachweisbar ist: im Deut-
schen im Fall der multiplen Fokussierung adjazent zueinander stehender 
Konstituenten, im Französischen eindeutig an der Grundfrequenzbewe-
gung über der betonten Silbe. Für das Russische wurde von vornherein 
aufgrund phonologischer Vorüberlegungen ein anderer Weg gewählt. Es 
7 Ähnlich dem Französischen würde eine Phrasengrenze zwischen Verb und 
Objekt auch eine solche zwischen Subjekt und Verb verlangen. Dies trifft 
für den hier vorgestellten Typ der Kontrastierung auch zu. Weitere Unter-
suchungen dazu für die multiple Fokussierung sind in Vorbereitung. 
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; konnte belegt werden, daß im Russischen an Phrasengrenzen Assimila-
! tionserscheinungen auftreten. 
I Den Ausgangspunkt für die akustische Erkennung von Phrasierungsein-
i heiten bi ldete die Beobachtung, daß das Französische über eine festge-
| legte Position des lexikalischen Akzentes an der rechten Wortperipherie 
verfügt und bei Kontrastfokussierung von Adverbien der Akzent an die 
linke Peripherie verlagert wird. Wird der Akzent durch eine deutliche 
Grundfrequenz Veränderung angezeigt, ist damit die Phrasierung mittels 
dieses Parameters auch möglich. 
Deutsch und Russisch dagegen verfügen über andere Eigenschaften 
bezüglich der Position lexikalischer Akzente. Sie fallen nicht immer an 
die Wortperipherie, was induziert, daß nur in bestimmten Fällen die pro-
sodische Phrasierung über den Fo-Parameter realisiert wird. Im Russi-
schen zeigen Assimilationen Phrasierungen an; bezüglich des Deutschen 
muß auf die derzeit noch existierende Lücke in der Untersuchung von 
informationsstrukturell gesteuerten Assimilationsregeln und Glottisver-
schlußeinfügungen auf phrasaler Ebene verwiesen werden. 
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P E T E R EISENBERG 
Zur Typologie der Alphabetschriften: 
Das Deutsche und die Reform seiner Orthographie 
A b s t r a c t 
Alphabetschriften von altverschrifteten Sprachen weisen Charakteristika auf, 
die es erlauben, von einer Typologie der Alphabetschriften zu sprechen. Als 
typologischer Parameter gilt der einer phonologischen, prosodischen, morpho-
logischen und historischen 'Tiefe'. 
Die vorliegende Arbeit unternimmt es, typologische Eigenschaften des deut-
schen Schriftsystems zu benennen und an zwei Beispielen genauer zu explizie-
ren. An der Umlautschreibung <a-ä> sowie der Verdoppelung von Konsonant-
graphemen in Anglizismen wird gezeigt, wie phonologische und morphologische 
Struktureigenschaften von Wörtern bei der Schreibung interagieren. Typisch 
für das Deutsche scheint insgesamt zu sein, daß sich die Tiefe der Einzelpara-
meter gegenseitig auf transparente Weise begrenzen. 
Eine erste Nutzanwendung besteht im Bezug auf Formulierungen des Reform-
vorschlages. Liegt die Orthographiereform typologisch richtig? Greift sie struk-
turelle Eigenschaften des Deutschen auf oder wird sie eher zu einer 'Deregu-
lierung' beitragen? Der Beitrag möchte zeigen, wie Fragen dieser Art fundiert 
bearbeitet werden können. 
1. S c h r i f t t y p o l o g i e u n d S c h r i f t s y s t e m t y p o l o g i e 
Schrift- und Schriftsystemtypologien unterscheiden sich in der Regel 
erheblich von Sprachtypologien allgemein. Sprachtypologische Untersu-
chungen gehen letztlich der Frage nach, welche strukturellen Charakte-
ristika Sprachen haben, wenn man sie anhand vereinbarter Parameter 
vergleicht. Diese Parameter sind wie die je verwendeten kategorialen 
und funktionalen Begriffe, wie die Strukturformate und linguistischen 
Beschreibungsebenen in keiner Weise a priori fixiert. 
Auch Schrifttypologien weisen eine erhebliche Vielfalt auf und unter-
scheiden sich in Abhängigkeit vom theoretischen Rahmen, in dem sie 
angesiedelt sind. Seitdem man 'Schrift' deflatorisch auf solche visuel-
len Materialisierungen beschränkt, deren Einheiten sich systematisch auf 
sprachliche Einheiten beziehen lassen, beschäftigen sich Schrifttypolo-
gien aber eigentlich immer mit derselben - vergleichsweise engen und 
konkreten - Frage. Es ist die Frage danach, auf welcher Ebene sprach-
licher Einheiten eine Schrift operiert, auf welchen Typ sprachlicher Ein-
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heiten sich die Einheiten einer Schrift als ihre Grundebene systematisch 
beziehen lassen. 
Daß man auf diese Weise zu drei Haupttypen danach kommt, ob die 
Einheiten einer Schrift sich primär auf bedeutungstragende (logogra-
phisch), prosodische (silbisch) oder kleinste segmentale (alphabetisch) 
Einheiten bezieht, ist in der neueren Literatur weitgehend unkontrovers. 
Schwierigkeiten ergeben sich aber bei der genaueren Untersuchung jeder 
einzelnen Schrift daraus, daß sie sich als Mischtyp erweist oder sich der 
Bindung an eine der Ebenen überhaupt entzieht. So gilt das Chinesische 
als 'im Prinzip' logographisch, weist aber derart zahlreiche und struktu-
rell bedeutsame prosodische und segmentale Bezüge auf, daß die Zuord-
nung zweifelhaft wird. Das Phönizische gilt als Konsonantschrift, schon 
weil man so seine Bedeutung für die Entstehung der Alphabetschrift des 
Griechischen versteht. Aber macht diese Einordnung Sinn, wenn man 
die lineare Abfolge von Konsonanten eigentlich wie Silben liest? Es wird 
folglich auch die Auffassung vertreten, das Phönizische habe eine Silben-
schrift (zur Übersicht De Francis 1989; Faber 1992; Coulmas 1995). 
Die Schrifttypen sind im Grunde nicht einmal Idealtypen, von denen 
die Schriften der Einzelsprachen mehr oder weniger stark abweichen. 
Viele Sprachen verwenden Schriften, die sich keinem der Typen als ein-
deutig dominant zuordnen lassen. Dies gilt umso mehr, je weniger man 
die auch in der Schriftforschung bis in die jüngste Vergangenheit hinein 
übermächtige diachrone Perspektive als einzige gelten läßt. Die Schrift-
typologie der erwähnten Art ist dann eigentlich nur eine Typologie der 
Schriftzeichen. Um das Schriftsystem einer Einzelsprache angemessen 
zu beschreiben, hat man die Schriftzeichen kategorial und die Art ihrer 
Verwendung beim Aufbau sprachlicher Einheiten strukturell zu erfassen. 
Damit ist man bereits bei genuin linguistischen Fragestellungen. Für die 
Aufgabe, die sich die vorliegende Arbeit stellt, ist nun von Bedeutung, 
daß sich der Zusammenhang von Schrifttypologie und Schriftsystemty-
pologie nicht für alle Sprachen in derselben Weise stellt. Für Sprachen, 
deren Schrift einen erheblichen Anteil an logographischen und silbischen 
Zeichen aufweist, beginnt die Ebenenmischung bereits bei den Grund-
einheiten. Wie das Schriftsystem einer solchen Sprache als Ganzes kon-
sistent zu beschreiben ist, muß hier offen bleiben. Die Schwierigkeiten 
sind erheblich (ausführlich dazu Eisenberg 1995). 
Weniger groß scheinen sie bei Sprachen zu sein, die eine Alphabetschrift 
in der Art verwenden, wie es das Deutsche und alle seine näheren und 
entfernteren Nachbarn tun. Logogramme und Silbenzeichen sind in die-
sen Sprachen selten und systematisch auf Abkürzungen, Zahlen u.ä. be-
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schränkt. Sie bleiben bei der Beschreibung des Schriftsystems als Teil 
der Kerngrammatik unberücksichtigt. 
Das Gemeinsame solcher Systeme ist, daß sie mit Grundzeichen dersel-
ben Art operieren und Bezüge auf die verschiedenen Beschreibungsebe-
nen deshalb prinzipiell auf dieselbe Weise realisieren. Die Grundzeichen 
sind Buchstaben und Buchstabenfolgen (Mehrgraphen) sowie in einigen 
Fällen Buchstaben mit Diakritika. Dazu kommen Interpunktionszeichen, 
deren Status und Funktion hier unberücksichtigt bleibt. Die Grundzei-
chen, in der neueren Literatur meist als Grapheme geführt, lassen sich 
regelhaft bestimmten Abschnitten des Lautkontinuums der gesprochenen 
Sprache zuordnen, eben den Sprachlauten. Eine solche mehr oder weniger 
eindeutige oder sogar eineindeutige Zuordnung ist bei allen genannten 
Sprachen möglich. Als Zuordnung von Graphemen zu Lauten stellt sie 
den alphabetischen Anteil eines Schriftsystems dar. Der Terminus 'al-
phabetisch' bezieht sich also einmal auf das Inventar an Grundzeichen, 
zum anderen aber auch auf eine Relation zwischen diesen Grundzeichen 
und einer Menge von Sprachlauten. 
Ein Bezug auf größere sprachliche Einheiten wie Silben und Morpheme 
kann in Sprachen mit Alphabetschrift nur auf eine Weise realisiert wer-
den, nämlich durch eine besondere, von der alphabetischen im genann-
ten Sinne abweichende Verwendung der Grundzeichen. Diese besonderen 
Verwendungen sind immer wieder dieselben, sie lassen sich auf wenige 
Grundtypen reduzieren. Da eine systematische Darstellung dieser Mittel 
m.W. nicht vorliegt, sollen die wichtigsten anhand einfacher Beispiele 
aufgezählt werden. 
Prosodische und insbesondere silbenstrukturelle Information wird enko-
diert durch Diakritika oder durch besondere Graphemkombinationen. So 
kann ein betontes, gespanntes [ae] im Französischen als <ai> geschrieben 
werden, ein betontes gespanntes [i] im Deutschen als <ie>, ein entspre-
chendes [e] als <ee> usw. Ein <h> kann im Deutschen eine Silbengrenze 
markieren und eine Silbe entweder schließen (neh-men) oder öffnen (ge-
hen). Die Verdoppelung von Konsonantbuchstaben wird auf vergleich-
bare Weise zur Markierung von Silbengrenzen verwendet, z.B. deutsch 
bit-te. Besondere Zuordnungen von Graphemen zu Lauten können silbi-
sche Information tragen, indem sie auf bestimmte Positionen in der Silbe 
beschränkt sind. So steht <s> im Deutschen für [f] nur in bestimmten 
Anfangsrändern wie in Spiel. Auch das graphematische Überspringen 
echter Allophonie wie die Schreibung <ch> für [5], [x] und [k] kodiert 
silbenstrukturelle Information. 
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Werden morphologische Bezüge realisiert, so meist mi t der Funktion, 
morphologischen Einhei ten eine stabile visuelle Gestal t zu verleihen. 
Das kann bedeuten , daß ' s t umme ' Konsonanten wie im Französischen 
geschrieben werden ( tout- toute) oder daß ganze morphologische Einhei-
ten wie das Plural- oder das Fem.-Morph gelegentlich wohl zu sehen, 
aber nicht zu hören sind (enfant-enfants- lingual-linguale). Das geht im 
Französischen so weit, daß manche Wör te r eine Morphologie haben, die 
zum überwiegenden Teil ' s t u m m ' ist ([gaR.de] = garder, gardez, gardé, 
gardés, gardée, gardées). 
Zu ähnlichen Zwecken wird im Geschriebenen die Abbi ldung bes t immter 
Lau tmerkmale neutral is iert , d.h. , s t a t t auf ein Phonem bezieht sich das 
Grundzeichen auf ein Morphophonem. Beispiele sind das Überspringen 
der Aus lau tverhär tung im Deutschen ( H u n d e - H u n d ) oder die Neutrali-
sierung von Gespannthe i t des Vokals in einem Suffix wie -ig (freudiges 
mit gespanntem, freudig mi t ungespanntem Vokal). Der wichtigste logo-
graphische Zug alphabetischer Systeme besteht aber wohl in der Konser-
vierung silbischer Schreibungen wie bei Geminat ion (Stam-mes - Stamm) 
oder beim silbenschließenden <h> (hoh-ler - hohl). 
Eine Graphemat ik fü r eine Einzelsprache kann m a n sich dann so vorstel-
len, daß jede zu beschreibende sprachliche Einheit , also etwa jede Wort-
form, in Hinsicht auf ihren alphabetischen, prosodischen und morpholo-
gischen Anteil gekennzeichnet wird. Wo das nicht systematisch möglich 
ist, ha t m a n es in der Regel entweder mit Einheiten aus abgeschlossenen 
lexikalischen Klassen (funkt ionalen Einheiten), mi t historisch obsoleten 
Schreibungen oder ent lehnten Schreibungen zu tun . Ansätze für derart ige 
Beschreibungen liegen fü r viele Sprachen vor (vgl. z.B. die entsprechen-
den Artikel in G ü n t h e r / L u d w i g 1995), wirklich ausführliche Darstellun-
gen fehlen aber bisher. 
Auf der Grund lage des dami t auch für Alphabetschrif ten etablierten 
Ebenenbezugs ist nun eine typologische Charakter is ierung von Alpha-
betschr i f tsystemen in Angriff genommen worden. Als typologisch rele-
vanter Pa rame te r gilt der der Tiefe. Am weitesten ausgearbeitet wurde 
er in den Arbei ten von Trudel Meisenburg (1994), (1994a). Anhand der 
in 1 vereinfacht und leicht abgewandelten Tiefenskala vergleicht Mei-
senburg die Schrif tsysteme einer Reihe europäischer Sprachen, unter ih-
nen das Deutsche. Das Deutsche erweist sich als System mittlerer Tiefe. 
Es ha t Bezüge zu allen Ebenen. Es weist sehr viel mehr synchron-
morphologische Bezüge auf als etwa das Spanische, bleibt bei den hi-
storischen Bezügen weit hinter dem Englischen zurück und regelt sehr 
viel mehr Schreibungen über das Basissystem von Graphem-Phonem-
Korrespondenzen als das Französische. 
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(1) 
flach 
tief 
Phonetische Ebene: 
Allophonie 
Phonologische Ebene: 
Allomorphie 
Prosodie (Silbe) 
Morphosemantische Ebene, 
synchron: 
Morphemkonstanz 
Morphosemantische Ebene, 
diachron: 
Historische Formkonstanz 
Die theoretisch interessante Frage ist, in welchem Sinne die in 1 auf-
geführten Ebenen eine Ordnung bilden. Bezüge zu 'tieferen' Ebenen 
führen dazu, daß der alphabetische Anteil des Systems eingeschränkt 
wird. Das gilt für all diese Ebenen. Aber kann ein System beispielsweise 
eine ausgeprägte etymologische Komponente haben und im übrigen ganz 
alphabetisch orientiert sein? Ist ein synchron-morphologischer Zug ohne 
einen silbisch-prosodischen denkbar? 
Für das Deutsche ist ein Bezug auf ein Ebenenschema wie in 1 unpro-
blematisch. Seine systematische Beschreibung wird dann am einfachsten, 
wenn phonographische Schreibungen (z.B. menlich als phonographische 
Schreibung für männlich) zunächst nach silbenstrukturellen und dann 
nach morphologischen Regeln überformt werden. Im Beispiel ergibt sich 
die Geminate nn aus dem Bezug auf eine Form wie Männer (dazu Ab-
schnitt 3), während das <ä> sich aus einem Bezug auf Mann herleitet 
(dazu Abschnitt 2). Im Gesamtkonzept für eine Graphematik des Deut-
schen kann man in der Tat dem Phonographischen das Silbenstrukturelle 
und diesem das Morphologische im Sinne der sukzessiven Abarbeitung 
von Strukturbedingungen folgen lassen (dazu im Ansatz Eisenberg 1992; 
Duden 1995). 
Wie weit das in der Logik der Sache liegt und damit 1 zumindest bis 
auf den historischen Aspekt generell und für alle alphabetischen Sy-
steme rechtfertigt, kann nicht erörtert werden. Unabhängig von dieser 
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die Globalstruktur alphabetischer Systeme betreffenden Frage ist jedoch 
zu klären, ob und gegebenenfalls in welchem Umfang ein bestimmtes Sy-
stem phonologische, silbische oder morphologische Tiefe aufweist. Wel-
che Probleme dabei auftreten, wird im folgenden für die morphologische 
Komponente des deutschen Schriftsystems gezeigt. 
Der morphologische Bezug alphabetischer Systeme wird in der Regel 
unter Stichworten wie Stammprinzip, Morphemkonstanz oder Schema-
konstanz abgehandelt. Dabei wird kaum einmal gefragt, welche Form 
es denn ist, die konstant gehalten wird. Und ebenso wenig wird gefragt, 
weis Abweichungen von der Morphemkonstanz eigentlich bedeuten. Meist 
werden sie einfach als Abweichungen vom morphologischen Prinzip, als 
Ausnahmen oder eben als Anzeichen dafür genommen, daß das Schrift-
system nicht die mögliche morphologische Tiefe erreiche. 
Die beiden folgenden Abschnitte haben das Ziel, das morphologische 
Prinzip etwas genauer als üblich zu beschreiben. An zwei für das Deut-
sche typischen Erscheinungen wird gezeigt, wo das Prinzip seine Grenzen 
hat und was die Gründe dafür sein könnten. Was 'morphologische Tiefe' 
für dieses und vielleicht weitere Systeme heißt, wird damit einer genaue-
ren Explikation zugänglich. 
Die gewählten Bereiche ¿-Umlaut und Doppelkonsonantbuchstabe erör-
tern wir jeweils unter Bezug auf Regelformulierungen in den letzten Fas-
sungen des Vorschlags zur Reform der deutschen Orthographie (Reform-
vorschlag 1994; 1995). Dies geschieht nicht mit der Absicht, einen Beitrag 
zur aktuellen Reformdiskussion zu leisten. Dafür ist der Rahmen der vor-
liegenden Arbeit denkbar ungeeignet. Das Ziel ist vielmehr, die in den 
vergangenen Jahren in Gang gekommene Debatte um einen möglichen 
linguistischen Beitrag zu einer längerfristigen Reformarbeit fortzusetzen. 
2. G r e n z e n des morpho log i schen Prinzips: 
Markier the i t u n d phonolog i sche Fundierung der 
Schre ibung des S - U m l a u t e s 
Die Unsicherheiten der ¿-Schreibung lassen sich auf unterschiedliche 
Weise systematisch erfassen und deuten. Wir setzen für das folgende 
eine Grundklassifikation der betonbaren Vokale des Deutschen nach dem 
Merkmalspaar gespannt/ungespannt voraus. Unter synchroner Perspek-
tive und Beschränkung auf Distinktivität als funktionalem Parameter 
ergibt sich dann ein System mit acht gespannten und sieben ungespann-
ten Vokalen. 
Die Asymmetrie entsteht bei den vorderen halbgeschlossenen bis halbof-
fenen Vokalen. In diesem Bereich steht zwei gespannten Vokalen, dem [e] 
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(nehme) und dem [ae] (nähme), ein ungespannter gegenüber, der meist 
in der Posit ion des dr i t ten p r imären Kardinalvokals angesiedelt und als 
[e] (renne) t ranskribier t wird. In allen anderen Fäl len t re ten gespannte 
und ungespannte Vokale in eindeutiger Zuordnung paarweise auf. 
Bei an der Schrift orientierter Aussprache lassen sich die Verhältnisse mi t 
Min imalpaaren wie Beei - Bett und quälen - quellen i l lustrieren, wobei 
der ungespannte Stammvokal in der jeweils zuletzt genannten Form eben 
derselbe sein soll. Die Opposi t ion [e] - [ae] spielt im nat iven Wortschatz 
kaum eine Rolle. Selbst bei s t r ikter Leseaussprache finden sich wenige 
echte Minimalpaare vom Schlage Ehre - Ahre. Schon in Fällen wie Beeren 
- Bären ergibt sich eine Paa rb i ldung nur für die P lura l formen und bei Zeh 
- zäh läßt sich von 'Min imalpaar ' nicht mehr sprechen. Die funkt iona le 
Belas tung der in Rede s tehenden Opposi t ion ist gering. 
Ob sie bei realistischer Be t rach tung und Absehung vom Geschriebenen 
ü b e r h a u p t vorhanden ist, beur te i len die Phonologen unterschiedlich. Ein 
abschließendes Urteil, das überregionale Gel tung beanspruchen und sich 
auf einen ausgewiesenen Begriff von S t a n d a r d l a u t u n g berufen kann, der 
nicht identisch ist mi t einer reinen Leseaussprache, wird es in dieser Frage 
kaum geben können. Es ist fü r unsere Zwecke auch nicht erforderlich. 
Eine Formulierung wie in der D u d e n g r a m m a t i k wird den Notwendigkei-
ten gerecht, indem sie darauf verweist, es bestehe „in der S tandard lau-
tung eine Konkurrenz zwischen [e] und [ae]. Sie f ü h r t dazu, daß sich ein 
halboffenes [c] als S t anda rd durchsetz t . Man hör t heute sowohl [fae:taR] 
wie [fe:taR] und [fe:taR] (letztere Aussprache vorwiegend in Norddeutsch-
land). In Wör te rn wie Ahre und Bär ist der Vokal - anders als in Väter 
- kein Umlau t von [a]. Auch hier kommen mehrere Offnungsgrade des 
Vokals vor." (Duden 1995, S.51). 
Die Formulierung schließt nicht aus, daß die Opposi t ion [e] - [ae] in be-
sonderen Fällen funkt iona l sein kann, und in der T a t ist das der Fall. 
Für Verben wie nehmen, geben, lesen, sehen, treten gibt es S tammfor -
men mi t gespanntem [a] und [ae], z.B. sehe - sah - sähe, gebe - gab - gäbe. 
Die Vokalreihe [e] [a] - [ae] ist in allen möglichen Paarb i ldungen funkt io-
nal belas te t . Insbesondere gilt das auch für den Vokal des Konjunk t ivs 
P r ä t e r i t u m im Verhältnis zu dem des Präsens (Ind oder Konj ) . Soll der 
Konj des P r ä t markier t werden, so ist das nur durch das gegenüber [e] 
deutlich offenere [ae] möglich. Die Umlautschre ibung < ä > stellt direkt 
nur einen morphologischen Bezug zur S t a m m f o r m mi t < a > her. Daß sie 
sich hä l t und tatsächlich verwendet wird, liegt aber offenbar auch a m 
Bezug auf die S t a m m f o r m mi t <e> . 
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Welche Rolle die morphologisch fundierte Distinktivität von [e] und [ae] 
insgesamt spielt, muß dahingestellt bleiben. Im Vergleich zur graphema-
tischen Opposition im Standardfall Hahn - Hähne, Wahl - Wähler oder 
lahm - lähmen ist die phonologische Opposition von geringer Bedeutung, 
aber sie ist vorhanden und sie hat ein eindeutiges phonetisches Korrelat. 
Man kann dem <ä> immer sein Korrelat [ae] verschaffen. 
In der neuesten Fassung des Reformvorschlags ist der Fall so geregelt: 
„Für langes [e:] und [e:] (entspricht unserem [ae:], P.E.), die in der Aus-
sprache oft nicht unterschieden werden, schreibt man ä, sofern es eine 
Grundform oder verwandte Form mit a gibt, z.B. quälen (wegen Qual). 
Wörter wie zum Beispiel sägen, Ahre Ehre), Bär sind Ausnahmen." 
(Reformvorschlag 1995, S. 23). 
Diese Formulierung weist eine Reihe von Problemen auf, die für eine 
genauere Fassung des morphologischen Prinzips, wie es für das Deut-
sche gilt, von Interesse sind. Warum wird die 'Grundform' neben der 
'verwandten Form' genannt? Jede Grundform zu einer gegebenen Form 
ist mit ihr verwandt. Mit 'verwandte Form' selbst ist offenbar 'morpho-
logisch verwandte Form' gemeint. Die Art der Verwandtschaft ist ohne 
Belang. Nichts wird über Ableitungsrichtung, Flexion vs. Derivation, Re-
gelhaftigkeit, phonologische Beziehbarkeit usw. gesagt. Daß Qualifizie-
rungen dieser Art fehlen, hat nichts mit der gerade besprochenen Regel 
zu tun. Sie fehlen fast durchweg, d.h., ihr Fehlen zeigt, wie das morpho-
logische Prinzip im Reform Vorschlag verstanden wird: „Was verwandt 
ist, muß auch gleich geschrieben werden." 
Zu fragen ist weiter, warum die Regel den postulierten Zusammenhang 
zwischen Schreibung und Lautung auch umkehrt und die Schreibungen 
mit <ä> ohne morphologischen Bezug auf <a> als Ausnahmen bezeich-
net. Die Liste solcher Schreibungen ist lang, zumindest wenn man sich auf 
die synchrone Perspektive beschränkt. Sie umfaßt außer den bereits ge-
nannten Wörter wie Krähe, Strähne, Häher, Märe, Mähre, Häme, Träne, 
fähig, träge, erzählen, gähnen, mähen, während und viele andere. Ge-
rade weil morphologisch nicht fundierte Umlautschreibungen beim unge-
spannten [e] sehr viel seltener sind, spricht man beim gespannten Vokal 
im allgemeinen nicht von Ausnahmen. Ganz im Gegenteil. Es lassen sich 
zahlreiche auch neuere phonologische Arbeiten anführen, die dieses <ä> 
explizit oder implizit als Anzeichen für die Existenz eines Phonems [ae] 
ansehen (z.B. Wiese 1988; Vennemann 1991). 
Die Unsicherheiten auf der phonologischen Seite machen es unmöglich, 
das <ä> für gespannten Vokal auf eine morphologische Funktion zu re-
duzieren. Nur umgekehrt ist die Regelhaftigkeit eindeutig: wann immer 
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eine Wortform mit [e] oder [ae] morphologisch auf eine mit [a] bezogen ist, 
wird sie mit <ä> geschrieben. Ausnahmen gibt es nicht, und so enthält 
der Reformvorschlag keinen einzigen Fall, in dem ein <e> zur weiteren 
Durchsetzung des Stammprinzips künft ig durch ein <ä> ersetzt werden 
sollte. 
Ein erster Versuch, das Gesagte als Schlußfolgerung zu verallgemei-
nern, könnte so aussehen: Als markiertes Graphem für gespannten Vokal 
verhält sich <ä> dann systemkonform, wenn gilt: (1) Formen mit <ä> 
sind gegenüber Formen mit <a> morphologisch markiert , (2) Formen 
mit dem markierten Graphem <ä> kommen auch dann vor, wenn kein 
morphologischer Zusammenhang zu Formen mit <a> besteht . Formen 
mit dem unmarkierten Graphem <e> kommen dagegen nicht vor, wenn 
ein morphologischer Zusammenhang zu Formen mit <a> besteht, (3) 
das Graphem <ä> hat ein eigenes phonologisches Korrelat, d.h., es gibt 
einen Laut [ae], der im Regelfall auf <ä> abgebildet wird und auch um-
gekehrt kann jedes <ä>, wenn es für einen gespannten Vokal steht, als 
[ae] gelesen werden. 
Interessanter und in mancher Hinsicht auch kritischer ist das <ä> für den 
ungespannten Vokal [c] wie in Wände, mächtig, dämmen, [e] ist Umlaut 
zu [a], kommt aber genau so und nur so auch als nicht umgelauteter 
Vokal vor. Die Möglichkeit, den umgelauteten Vokal zu öffnen wie beim 
[ae], besteht nicht. Damit haben wir hier einen der ganz seltenen Fälle vor 
uns, bei denen im Deutschen morphologische Information graphematisch 
enkodiert ist, die nicht hörbar gemacht werden kann. 
Die letzte Fassung des Reformvorschlages formuliert so: „Für kurzes [e] 
schreibt man ä s ta t t e, wenn es eine Grundform mit a gibt. Dies betrifft 
flektierte und abgeleitete Wörter wie: Bänder, Bändel (wegen Band), 
Hälse (wegen Hals); Kälte, kälter (wegen kalt), überschwänglich (wegen 
Uberschwang)." (Reformvorschlag 1995, S. 23). 
Instruktiv ist ein Vergleich mit der Regelformulierung im Reformvor-
schlag von 1994. Dort heißt es: „Für das kurze e schreibt man ä s t a t t 
e, wenn es eine Grundform oder verwandte Wörter auf a gibt." Und 
weiter hieß es dort: „Man schreibt ausnahmsweise e in Eltern ( trotz 
alt) und bei Wörtern wie rennen - rannte, hetzen - Hätz, schwenken 
- schwanken." (Reformvorschlag 1994, S. 19). Noch 1994 war man also 
der Auffassung, daß rennen eine irreguläre Schreibung sei. Man hat diese 
Fehlanalyse je tzt beseitigt, indem die Regel von „Grundform oder ver-
wandte Wörter" auf „Grundform" eingeschränkt wurde. Der Fall bleibt 
aber weiter problematisch, wenn man ihn in einem größeren Kontext 
sieht. 
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(2) a. renne - rannte - rennte; kenne - kannte - kennte 
b. spreche - sprach - spräche; treffe - traf - träfe 
c. sterbe - starb - stürbe; werfe - warf - würfe 
d. berge - barg - ?; berste - barst - ? 
e. lege - legte - legte; trenne - trennte - trennte 
In den Beispielen sind jeweils die Formen der l .Ps Sg des Präsens 
( Ind=Konj , wenn man für den Ind die Form mit Schwa wählt) sowie 
die entsprechenden Formen für den Ind des Prät und den Konj des Prä t 
zusammengestellt. Nach der Formulierung im Regelwerk 1995 müßte der 
Konj Prät der Verben in 2b mit <e> geschrieben werden, also spreche 
und trefe. Ausschlaggebend ist offenbar nicht die Grundform, sondern 
eine geeignete Bezugsform. Für den Konj Prät ist das der zugehörige 
Ind, dessen Stammvokal in der Regel umgelautet wird. Dies ist an sich 
eine Kleinigkeit. Sie zeigt aber wieder, daß man eine ausgearbeitete Mor-
phologie braucht, um die Graphematik angemessen zu formulieren. Auch 
bei den Verben der anderen Gruppen aus 2 hat der Vokal in der Stamm-
form des Ind Präs zum Vokal der Stammform des Prät das Lautverhält-
nis des Umlauts. Morphologisch, d.h. richtungsbezogen, handelt es sich 
natürlich nicht um ein Umlautverhältnis, d.h., das Präsens wird nicht mit 
<ä> geschrieben. Bezüglich des Konj Prät ergeben sich unterschiedliche 
Konsequenzen. 
Von den Verben, die nicht schwach flektieren, bilden nur die in 2b einen 
regulären Konj Prä t durch Umlautung des Stammvokals im Ind. Möglich 
ist das, weil der Stammvokal des Prät gespannt ist und damit Distink-
tivität im Verhältnis zum Präs besteht. Die insgesamt sieben oder acht 
Verben aus 2c haben diese Möglichkeit nicht, weil die Koda der Stamm-
form starb, warf usw. komplex ist und deshalb den gespannten Vokal 
ausschließt. Es bleibt deshalb beim alten Konjunktiv mit Umlaut des 
alten Pluralvokals. Ist diese Möglichkeit blockiert oder verlorengegan-
gen wie bei den Verben in 2d, dann gibt es keinen Konj Prät . Bei den 
schwachen Verben fallt der Konj mit dem Ind zusammen. 
Die Verben in den Gruppen 2b bis 2e zeigen, daß das morphologisch rele-
vante Oppositionsverhältnis des Konj Prä t nicht zu seinem Ind, sondern 
zum Präsens besteht. Der Zusammenfall der Lautform mit dem Präsens 
blockiert die reguläre Konjunktivbildung im Prät oder verhindert sie 
ganz. Der Grund dafür liegt letztlich im Gebrauch der Konjunktivfor-
men. Unter den synthetischen Konjunktivformen ist der Konj Prät un-
markiert. Er wird in der sog. indirekten Rede, der 'eigentlichen' Domäne 
des Konj Präs, genauso verwendet wie im Potentialis. In diesem Sinne 
haben auch die Formen des Prät der schwachen Verben konjunktivische 
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Eigenschaften und werden als konjunktivisch verstanden (Näheres dazu 
in Wunderlich 1994; B. Wiese 1994; Eisenberg 1995a). 
Damit wird verständlich, warum die Verben mit Rückumlaut wie in 2a 
den Konj Prät mit <e> schreiben. Sie verhalten sich in diesem Punkt 
ganz wie die schwachen Verben. Das Umlautgraphem <ä> wäre sowohl 
phonologisch als auch morphologisch leer. Die Umlautung zum Vokal 
der Präsensstammform ist ausgeschlossen. In den Formen brennte und 
rennte liegt tatsächlich kein Umlaut vor, sondern der S tamm hat den-
selben Vokal wie das Präsens. Auch dieses Beispiel zeigt, mit welcher 
Konsequenz das morphologische Prinzip im Deutschen an die phonolo-
gische Oberfläche gebunden ist. 
3. G r e n z e n des morphologischen Pr inz ips : F lex ion vs . Der i -
va t ion be i der V e r d o p p e l u n g v o n K o n s o n a n t b u c h s t a b e n 
in Angl iz i smen 
Die Gemination von Konsonantbuchstaben wird im Reformvorschlag mit 
3 als Grundregel erfaßt und mit Beispielen wie denen in 4a illustriert. 
(3) Folgt im Wortstamm auf einen betonten kurzen Vokal nur ein ein-
zelner Konsonant, so kennzeichnet man die Kürze des Vokals durch 
Verdoppelung des Konsonantbuchstabens. 
(4) a. Affe, denn, dünn, gönnen, Hass, Paddel, schlimm, statt, wessen 
b. Bus, Chip, fit, Gag, Grog, Jet, Job, Kap, Klub, Mob, Pop, Slip, 
top, Twen 
c. Ananas, April, City, Hotel, Kamera, Kapitel, Limit, Mini, 
Relief, Roboter 
Neben den regelhaften Fällen führt der Reformvorschlag acht Gruppen 
von Ausnahmen vor, zu denen die in 4b und 4c vollständig wiedergegebe-
nen Beispiellisten von Anglizismen und sonstigen Fremdwörtern gehören 
(Reformvorschlag 1995, S. 18f.). Im weiteren interessieren nur die Ang-
lizismen und unter ihnen vor allem die Substantive. 
Als Grundregel für die Beschreibung der Gemination von Konsonant-
buchstaben wird in Eisenberg 1989 und anderen Arbeiten eine zu 3 
alternative Regelformulierung vorgeschlagen, die nicht die Vokalkürze, 
sondern die silbenstrukturelle Position des Konsonanten selbst zum ent-
scheidenden Gesichtspunkt macht. Angenommen wird, daß dann ver-
doppelt wird, wenn der entsprechende Konsonant allein zwischen be-
tontem gespanntem und unbetontem Vokal steht wie in Balles, gönnen, 
schlimmer, wenn er also die Position eines Silbengelenkes hat . Alle ande-
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ren Verdoppelungen sind aus diesen nach dem morphologischen Prinzip 
abgeleitet, z.B. Ball, gönnst, schlimm. 
Es sollen an dieser Stelle nicht die anderenorts ausführlich diskutierten 
Vor- und Nachteile der prosodisch orientierten gegenüber der segmental-
phonologisch orientierten Lösung vorgeführt werden. Zur Demonstration 
der strukturellen Gegebenheiten, auf denen die Geminatenschreibung 
im Deutschen beruht, ist es aber instruktiv, das Verhalten von Angli-
zismen zu studieren. Dahinter steht die Auffassung, daß Eigenschaften 
des zentralen Systems einer Sprache besonders gut an peripheren Ein-
heiten studiert werden können, sofern diese in hinreichend großer Zahl 
zur Verfügung stehen und den Eigenschaften der Einheiten des zentralen 
Systems gegenüber in einem zu explizierenden Sinne offen sind. 
Beispielsweise ist dafür argumentiert worden, daß gewisse Prinzi-
pien der Plazierung des Wortakzents im Deutschen besonders gut an 
Fremdwörtern untersucht werden können, weil nur in diesem Bereich des 
Lexikons eine große Zahl von mehrsilbigen und dennoch morphologisch 
einfachen Einheiten zur Verfügung steht (dazu z.B. Vennemann 1991; 
Eisenberg 1991; zur Fremdwortschreibung Meisenburg 1992). Allerdings 
bleibt dies ein methodisch riskanter Weg, weil nicht immer klar ist, ob 
man tatsächlich Eigenschaften des zentralen Systems entdeckt oder ob 
man sie ihm nicht eher zuschreibt. Noch komplizierter wird die Situation, 
wenn mit einem Wandel im zentralen System zu rechnen ist, der mögli-
cherweise gerade durch die zu beschreibenden Einheiten mit verursacht 
wird. All dies wird im folgenden eine Rolle spielen. Unserem Eindruck 
nach lassen sich trotz der Schwierigkeiten einige interessante Aussagen 
über das Funktionieren der deutschen Orthographie machen. Man sollte 
auch nicht vergessen: Die Zahl der Anglizismen ist im gegenwärtigen 
Deutsch so groß, daß sie bei einer systematischen Beschreibung nicht 
unter den Tisch fallen können. 
Die weiteren Ausführungen knüpfen an eine Diskussion zwischen Ger-
hard Äugst und mir an, deren Stand anhand der Daten in 5 resümiert 
wird (vgl. zuletzt Eisenberg 1991a und die zum Teil bereits seit 1990 
vorliegende Untersuchung in Äugst 1995). Die Beispiele in 5 sind zum al-
lergrößten Teil der Arbeit von Äugst entnommen. Als Geminatenschrei-
bung gilt dabei die im Deutschen übliche Schreibweise, also auch <ß> 
und <ck> in entsprechenden Positionen. 
(5) a. Bluff, Boß, Dock, Dreß, Drill, Grill, Jazz, Puck, R i f f , Scheck, 
Skull, Stewardeß, Trimm, Truck 
b. Chip, Cup, Fan, Gag, Gin, Hit, Mop, Pot, Pub, Shii, Slam, 
Smog, Snob, Trip, Twen 
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c. Cut - cutten/Cutterin, Flip - Flipper/flippen, Flop - floppy, 
Hot - hotten, Jet - jetten, Job - jobben, Mob - Mobbing, 
Pep - peppig, Pin - pinnen, Pop - poppig, Shop - Shopping, 
Set - Setting, Step - steppen, Stop - stoppen 
Die Wörter in 5a sind nach unserer Analyse im Deutschen regelhaft 
geschrieben, wenn sie auf eine geeignete Langform mit Silbengelenk be-
zogen werden können. Das ist bei vielen dieser Formen der Fall, und 
zwar so, daß die Langform eine Form im selben Flexionsparadigma ist 
(z.B. Boß - Bosse, Dreß - Dresses, Riff - Riffe, Stewardeß - Stewar-
dessen). Bei anderen ergibt sich ein solcher Bezug erst, wenn man als 
Langform auch derivativ bezogene Formen zuläßt (Jazz - jazzen, Skull -
Skuller, Trimm - trimmen, Truck - Trucker). Einige der Wörter haben 
gar keinen Bezug zu einer geeigneten Langform (Puck, Scheck). 
Die Wörter in 5b sind nach unserer Analyse regelhaft, soweit sie kei-
nen Bezug auf eine Langform zulassen. Das ist bei allen der Fall. Sollte 
ein derartiger Bezug möglich werden, so geht das Wortpaar in die Liste 
von 5c über. In 5c finden sich Paare von Wörtern, die je für sich ge-
sehen regelhaft geschrieben sind, die aber zusammengesehen gegen das 
morphologische Prinzip verstoßen. 
Bei dieser Feststellung muß man es nicht bewenden lassen. In Eisenberg 
1991a wurde vorgeschlagen, das morphologische Prinzip so zu differen-
zieren, daß Flexions- und Derivationsmorphologie auch in der Orthogra-
phie getrennt zur Geltung gebracht werden können. 'Stammkonstanz ' 
oder 'Schemakonstanz' muß dann auf jeden Fall innerhalb des Flexions-
paradigmas gewahrt sein, soweit das morphologische Prinzip überhaupt 
reicht. Die Formen aus verschiedenen Flexionsparadigmen, die zueinan-
der in einer Ableitungsbeziehung stehen, sind weniger eng aufeinander 
bezogen als die Formen aus demselben Paradigma. Das ist an sich ein 
morphologischer Allgemeinplatz. Daß er für eine Graphemat ik des Deut-
schen bisher nicht fruchtbar gemacht worden ist, liegt wohl daran, daß 
er im Kernwortschatz für Fälle wie die in 5c aus kontingenten Gründen 
keine Rolle spielt. 
Die für die Wörter in 5c relevanten Ableitungsbeziehungen sind entweder 
mit vokalisch anlautenden, betonungsneutralen Suffixen realisiert oder es 
handelt sich um Fälle von Konversion. Bei Ableitungen mit vokalisch an-
lautendem Suffix ist die Geminationsbedingung im Derivat erfüllt, d.h., 
es wird unabhängig von der Basis geminiert. Etwas Ahnliches gilt im 
Kernbereich aber auch für Konversion. Wörter der offenen flektierenden 
Klassen weisen innerhalb des Paradigmas regelmäßig zweisilbige Flexi-
onsformen auf. Beim Substantiv sind das mindestens die Pluralformen, 
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beim Adjektiv sind es alle flektierten Formen. Auch in der Verbflexion 
spielen die zweisilbigen Flexionsformen als solche eine wichtige Rolle. Sie 
tauchen systematisch etwa als Formen der 1./3. Ps PI und als Formen des 
synthetischen Konjunkt ivs auf. Damit stehen aber im Deutschen inner-
halb eines jeden solchen Flexionsparadigmas Langformen zur Verfügung, 
die eine Geminat ion der Konsonantbuchstaben induzieren. 
So schreiben wir beispielsweise eine Form wie knalh mit doppeltem <1>, 
weil sich im Verbparadigma Langformen wie knallen finden. Das zu-
gehörige Substantiv Knall hat mit Knalles seine eigene Langform, muß 
also schon aus paradigmeninternen Gründen mit Geminate geschrieben 
werden. Das kann man verallgemeinern. Dem abgeleiteten Wort sieht 
man im allgemeinen nicht an, ob es eine Geminatenschreibung mit der 
Derivation übernommen ha t oder nicht. 
Gerade in dieser Hinsicht verhalten sich nun die Anglizismen anders als 
die Substantive im Kernbereich. Bei denen in 5b treten keine Langformen 
auf, weil sie, sofern sie überhaupt flektieren, der sog. i-Deklination fol-
gen. Das einzige Flexionssuffix dieses Flexionstyps ist das s, das als Suffix 
im Gen Sg und im PI auf t r i t t . Wichtig dabei ist, daß dieses s immer die 
Koda der letzten Stammsilbe verlängert, nie aber eine zusätzliche Silbe 
nach sich zieht. Das ist etwa beim Genitiv-s der starken Substantive 
im Kernbereich anders. Im unmarkierten Fall haben wir Balles neben 
Balls, d.h., die zusätzliche Silbe ist möglich. Nicht möglich ist dagegen 
*des Chipes, Fanes, Gages usw. Es wird konsequent an der Einsilbigkeit 
festgehalten, und genau deshalb kann es bei der Schreibung mit Einfach-
buchstabe bleiben. 
Einer anderen Regulari tät folgen, wie bereits in früheren Arbeiten fest-
gestellt wurde, die Substantive mit koronalem Frikativ im Auslaut (Boß, 
Dreß, Jazz, Stewardeß). Soweit sie einen Plural bilden, ist dieser zweisil-
big (Bosse, Stewardessen). Im Gen Sg folgen sie der Regularität für die 
heimischen Substantive, die j a besagt, daß das Genitiv-s mit einer zwei-
ten Silbe angeschlossen werden muß (Haus - Hauses genau so wie Boß 
- Bosses). Alle diese Substantive finden sich in 5a. Das Interessante ist, 
daß offenbar rein phonologische Zwänge dafür ausschlaggebend sind, ob 
ein Substantiv entsprechend 5a in den Kernbereich integriert wird oder 
nicht. 
Für das Deutsche sollte bei der Anwendung des morphologischen Prin-
zips zwischen Flexions- und Derivationsmorphologie unterschieden wer-
den. Systematisch verankert ist eine graphematische Erscheinung wie die 
Gemination von Konsonantbuchstaben offenbar pr imär in der Flexions-
Zur Typologie der Alphabetschriften 629 
morphologie. Wie weit dies auf andere graphematische Regularitäten zu 
verallgemeinern ist, bleibe vorerst dahingestellt. 
Die zweite Frage bezüglich der Daten in 5c betrifft das Verhältnis des 
Deutschen zum Englischen. Ein Wechsel bei der Gemination wie in 5c 
ist für das Englische ganz geläufig, und es ist vermutet worden, daß 
daran ein typologischer Unterschied zwischen beiden Sprachen deutlich 
wird. Das graphematische System des Englischen gilt als tiefer als das des 
Deutschen. Deshalb ist zunächst nicht zu erwarten, daß das Englische bei 
der Gemination sozusagen weniger Morphologie zeigt als das Deutsche 
(dazu ausführlicher wiederum Eisenberg 1991a; Äugst 1995). 
Mit den vorausgehenden Ausführungen zur Gemination ist die Frage 
im Grunde schon beantwortet. Das Deutsche schreibt im betrachte-
ten Bereich nicht mehr oder weniger morphologisch als das Englische. 
Die Unterschiede liegen nicht im Schriftsystem, sondern sie liegen in 
der Morphologie selbst. Neuere Untersuchungen zur Flexionsmorpholo-
gie des Deutschen stellen insbesondere deren prosodische Charakteristika 
heraus, wozu auch der systematische Wechsel zwischen einsilbigen und 
zweisilbigen Formen gehört (vgl. z.B. Vennemann 1991,1991a; Eisenberg 
1991; Kopeke 1993; R.Wiese 1995). Dies begründet offenbar einen typo-
logischen Unterschied zum Englischen, der Folgen für die Orthographie 
hat, der aber nicht in der Orthographie seine Quelle hat . 
Gerhard Äugst (1995, Teil II) schlägt nun vor, die in Eisenberg (1991a) 
formulierte und oben differenzierte Geminationsregel von ihrer einseiti-
gen Bindung an den zweisilbigen Fuß zu lösen und auch auf die Schrei-
bung von einsilbigen Formen konsequent anzuwenden. Die Regel besagt 
j a bisher, daß Einsilber immer dann mit Geminate geschrieben werden, 
wenn eine geeignete Langform vorhanden ist. In ihrer verschärften Form 
würde sie besagen, daß Gemination nur unter diesen Bedingungen auf-
trit t und daß jede nicht so fundierte Gemination im Kernbereich des 
Vokabulars unakzeptabel wäre. 
Bei Wörtern wie Scheck und Puck aus 5a, für die es keine verwandten 
Zweisilber gibt, würde Integration ins System des Deutschen bedeuten, 
daß sie die Geminate durch einen Einfachbuchstaben ersetzen. Dasselbe 
würde für Jazz, Truck und viele andere Wörter gelten, die keine Langform 
im Flexionsparadigma haben, obwohl es zweisilbige Derivate gibt. 
Offenbar führt die Geminationsregel nicht zu dieser Konsequenz. Es gibt 
nicht nur unter den Anglizismen eine ganze Reihe von Wörtern, deren 
Schreibweise mit Geminate synchron nicht prosodisch motiviert ist. Ent-
lehnung von Formen, historische Isolierung von Formen, Analogiebildung 
unterschiedlicher Art, Reanalyse usw. spielen in allen Bereichen des Le-
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xikons und für alle Strukturebenen eine bedeutende Rolle. Daß es sie 
auch in der Orthographie gibt , ist eigentlich selbstverständlich und be-
sagt nichts über die Wirksamkeit des entscheidenden Strukturprinzips. 
Anders als sonst fallen sie uns aber in der Schrift besonders auf und ver-
anlassen uns sogar, über eine Reform und damit ihre Beseitigung nach-
zudenken. Das liegt letztlich wohl wieder an dem besonderen Verhältnis, 
daß wir zur Orthographie haben. Ordnung muß sein. 
4 . Z u s a m m e n f a s s u n g 
Die in Abschnitt 2 und 3 behandelten Beispiele bringen bezüglich der 
Frage, ob und gegebenenfalls wie typologische Aussagen über ein Al-
phabetschriftsystem wie das des Deutschen möglich und von Interesse 
sind, unterschiedliche Gesichtspunkte ins Spiel. Die ¿-Schreibung zeigt, 
wie man innerhalb des isolierten Tiefenparameters Morphologie Unter-
schiede zwischen Einzelsprachen formulieren kann. Das Schriftsystem 
des Deutschen morphologisiert konsequent, aber an die phonologische 
Oberfläche gebunden. Bei der Gemination von Konsonantbuchstaben 
zeigt sich, daß Unterschiede im Schriftsystem zweier Sprachen unter 
Umständen gar nicht als solche isoliert werden können, sondern sich aus 
davon unabhängigen typologischen Unterschieden ableiten lassen. Beide 
Arten von Gesichtspunkten sind für eine Typologie der Alphabetschrif-
ten von Interesse. 
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Das Institut für deutsche Sprache 
im Jahre 1995 
0. Allgemeines 
1. Arbeiten und Mitarbeiter der Abteilungen und Arbeitsstellen 
2. Tagungen, Kolloquien, Kommissionssitzungen und Vorträge 
externer Wissenschaftler am IDS 
3. Lehraufträge und Vorträge von IDS-Mitarbeitern 
außerhalb des Instituts 
4. Publikationen von IDS-Mitarbeitern 
5. Kontakte des IDS zu anderen Institutionen, Studienaufenthalte 
und Besuche in- und ausländischer Wissenschaftler am IDS, 
Besuchergruppen 
6. Gremien des Instituts für deutsche Sprache 
7. Besondere Nachrichten 
8. Personalstärke, Anschriften, finanzielle Angaben 
9. Veröffentlichungen im Jahre 1995 
0. Allgemeines 
Vom Institut für deutsche Sprache wird erwartet, daß es sich in seiner 
Forschungsarbeit in erster Linie auf größere Projekte konzentriert, die 
an den germanistischen Instituten der Universitäten nur schwer durch-
geführt werden können. So heißt es in den nach wie vor geltenden 
„Richtlinien für die wissenschaftliche Arbeit" unter anderem: „Das IDS 
verfolgt längerfristige Vorhaben, die umfangreiche Datensammlungen, 
eine größere apparative Ausstattung und eine Arbeit in Forschergrup-
pen erforderlich machen." Kleinere, befristete Projekte werden damit 
nicht ausgeschlossen. Sie sollen aber „den größeren Vorhaben zugeord-
net" sein. 
Was die größeren Projekte des IDS angeht, so war das Jahr 1995 be-
merkenswert ertragreich. Von dem schon in den Vorjahren abgeschlos-
senen Vorhaben „Kommunikation in der Stadt" erschienen endlich die 
letzten Teile der insgesamt vierbändigen Ergebnispublikation. Die Er-
gebnisse des Projekts „Schlichtungsgespräche" gingen in Druck und wer-
den demnächst in drei Bänden erscheinen. Weitgehend beendet wur-
den im Berichtsjahr die Abschlußarbeiten an der großen „Grammatik 
der deutschen Sprache". Die Diskettenversion des Gesamtmanuskripts 
im Umfang von über 3000 Seiten konnte Mitte des Jahres an den Ver-
lag geschickt werden. Ebenfalls abgeschlossen wurden die beiden ersten 
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Bände der auf insgesamt 10 bis 12 Bände geschätzten Neubearbeitung 
des „Deutschen Fremdwörterbuchs". 
Zur Veröffentlichung der Ergebnisse von kleineren Untersuchungen 
und von Vorstudien und Ergänzungen zu größeren Projekten wurde 
eine schon seit langem bestehende Reihe umbenannt. Die Reihe 
„Forschungsberichte des Instituts für deutsche Sprache", deren Titel nur 
zu einem Teil der ingesamt 75 erschienenen Bände paßt, wurde abge-
schlossen. Die Nachfolgereihe beim selben Verlag (Narr, Tübingen) heißt 
„Studien zur deutschen Sprache - Forschungen des Instituts für deutsche 
Sprache". Die ersten beiden Bände der neuen Reihe sind erschienen, meh-
rere weitere wurden für den Druck vorbereitet. 
Nähere Angaben zu den Veröffentlichungen des IDS im abgelaufenen 
Jahr 1995 finden sich in den Kapiteln 4 und 9. Uber die laufenden Ar-
beiten der Abteilungen und Forschungsstellen, die auf künftige Publika-
tionen abzielen, wird im folgenden Kapitel 1 berichtet. 
Neben den laufenden Forschungsarbeiten ist insbesondere die Beteili-
gung des Instituts an der bevorstehenden Reform der deutschen Recht-
schreibung zu erwähnen. Nach der langjährigen Erarbeitung und wis-
senschaftlichen Begründung der Reformvorschläge, an denen die Recht-
schreibkommission des IDS maßgeblichen Anteil hatte, galten die Ak-
tivitäten 1995 der fachlichen Unterstützung der politischen und admi-
nistrativen Instanzen bei der Beratung und Entscheidungsfindung. Ne-
ben Wissenschaftlern des IDS waren auch mehrere externe Mitglieder 
der Rechtschreibkommission mit derartigen Beratungsaufgaben nahezu 
ständig befaßt. Für das IDS zeichnet sich eine Daueraufgabe auf die-
sem Gebiet ab: Die Konferenz der Kultusminister der Länder (KMK) 
beschloß, daß die einzurichtende Zwischenstaatliche Kommission für die 
deutsche Rechtschreibung ihren Sitz am IDS haben soll. (Siehe hierzu 
auch Abschnitt 2.3.) 
1. Arbe i ten und Mitarbei ter der Abte i lungen und 
Arbeitsste l len 
1.1 Abte i lung Grammatik 
Die Arbeiten der Abteilung galten 1995 
- der Endredaktion der Grammatik der deutschen Sprache 
- dem Teilprojekt Validierung der Syntax 
- dem Teilprojekt Modifikation im Deutschen 
- dem Teilprojekt Grundlagen eines grammatischen Informationssy-
stems (GRAMMIS) 
- der Erarbeitung eines Handbuchs der Konnektoren. 
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Die redaktionellen Arbeiten an der Grammatik der deutschen Sprache 
wurden Ende des Jahres mit der Erstellung eines Registers abgeschlos-
sen. Nach Auskunft des Verlags ist bis Mitte 1996 mit der Fertigstellung 
der Druckfassung zu rechnen. 
Die Teilprojekte „Validierung der Syntax" und „Modifikation im Deut-
schen" vertiefen Untersuchungen, die im Rahmen des Großprojekts 
„Grammatik der deutschen Sprache" begonnen wurden. Ziel der Vali-
dierung der Syntax ist die Erprobung der Leistungsfähigkeit einer erwei-
terten Kategorialgrammatik bei der Analyse notorisch problematischer 
Ausdrucksphänomene des Deutschen. Bearbeitet wurden 1995 die Be-
reiche Wortstellung im Nebensatz, Distanzstellung von Quantifikatoren, 
Zusammenhang zwischen Determinativen und Protermen (u.a. Prono-
men). Das Teilprojekt „Modifikation im Deutschen" beschreibt unter 
semantischem Aspekt die Verfahren der attributiven und adverbiellen 
Erweiterung von Ausdrücken verschiedener Kategorien. 
Im Teilprojekt GRAMMIS wurde die Arbeit an einer 'elektronischen 
Grammatik' weitergeführt: Die Möglichkeit zur Wahl zwischen vier Zu-
griffen auf grammatische Informationen (über ein Inhaltsverzeichnis, 
über eine Datenbank grammatischer Termini, über sog. Funktionswörter 
und - aus dem Text heraus - über sog. Aktionswörter) ist eingerichtet. 
Die exemplarische Umsetzung des Kapitels Wortarten und interaktive 
Einheiten aus der Grammatik der deutschen Sprache in ein Hypertextdo-
kument wurde Ende 1995 abgeschlossen. Eine vergleichende Erprobung 
von Buchtext und Hypertext ist für Frühjahr 1996 geplant. In zwei weite-
ren Bereichen (Grammatik aus funktionaler Sicht und Verbgrammatik) 
wurden Hypertext- und Datenbankstrukturen entwickelt, in denen be-
reits größere Texteinheiten als Hypermediadokumente realisiert wurden. 
Um technisch weniger versierten Benutzern die Handhabung des Systems 
zu erleichtern, werden zusätzlich kontextspezifische Hilfen entwickelt. 
Im Teilprojekt Konnektoren (u.a. Konjunktionen) wurden im Berichts-
jahr Kriterien für die Bestimmung der „Konnekte" bei verschiedenen 
Klassen von Konnektoren entwickelt und weitere Manuskripte zu über-
greifenden Themen vorgelegt, die in den systematischen Teil des geplan-
ten Handbuchs aufgenommen werden sollen. 
Projektübergreifend befaßte sich die gesamte Abteilung zum Ende des 
Berichtsjahrs mit einer Aktualisierung der Arbeitsplanung mit dem Ziel, 
die Teilvorhaben im Anschluß an das Großprojekt „Grammatik der deut-
schen Sprache" im Rahmen eines längerfristig geltenden Gesamtkonzepts 
einander zuzuordnen. 
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Mitarbeiter der Abteilung: 
Abteilungsleitung: Priv.Doz. Dr. Gisela Zifonun (bis 31.07.95); Prof. 
Dr. Bruno Strecker (seit 1.08.95 komm.); Wissenschaftliche Mitarbeiter: 
Prof. Dr. Joachim Ballweg - Dr. Ursula Brauße - Dr. Eva Breindl-Hiller 
(beurlaubt) - Helmut Frosch - Ursula Hoberg - Dr. Renate Pasch - Dr. 
Angelika Storrer - Klaus Vorderwülbecke (beurlaubt); Programmierer: 
Roman Schneider; 
Sekretärinnen: Ulrike Bossert (bis 31.08.95) - Ruth Maurer 
1.2 Abte i lung Lexikologie und Wortbi ldung 
In der Abteilung werden lexikologische und lexikographische Projekte 
zu ausgewählten Wortschatzbereichen und zur Wortbildung sowie For-
schungen zur Graphie und Orthographie durchgeführt. 
Im Projekt „Erklärende Synonymik kommunikativer Ausdrücke des 
Deutschen" (ESKA) wurden die Verbgruppen der Repräsentative und 
Direktive bearbeitet, wobei die semantische Feinstrukturierung (Wort-
feldstrukturen) im Vordergrund stand. Die in Zusammenarbeit mit der 
Arbeitsstelle Linguistische Datenverarbeitung (LDV) entwickelte Daten-
bank wurde fortlaufend optimiert. 
Für das Handbuch „Deutsche Wortbildung in Grundzügen" wurden die 
Kapitel „Allgemeine Grundlagen der Wortbildung" und „Wortbildung 
des Adjektivs" abgeschlossen; erste Vorarbeiten zum Kapitel „Wortbil-
dung des Verbs" liegen vor. 
Die Bearbeitung des neuen „Valenzlexikons deutscher Verben" wurde 
fortgesetzt. 
Im Arbeitsbereich „Graphie und Orthographie" wurde im Zuge der 
Bemühungen um die Reform der deutschen Rechtschreibung die Vorlage 
der amtlichen Regelung, bestehend aus Regelteil und Wörterverzeichnis, 
fertiggestellt und den zuständigen staatlichen Stellen in Deutschland, 
Osterreich und der Schweiz übergeben. Dem großen Informationsbedürf-
nis der Bevölkerung entgegenkommend, wurde dieser zwischen Fachwis-
senschaftlern und Fachbeamten international abgestimmte Vorschlag im 
Gunter Narr Verlag, Tübingen veröffentlicht und eine breite Öffentlich-
keitsarbeit geleistet. 
Die Arbeit an dem von der Deutschen Forschungsgemeinschaft (DFG) 
geförderten Projekt „Orthographiedarstellungen im 19. Jahrhundert" 
wurde fortgesetzt. 
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Mitarbeiter der Abteilung: 
Abteilungsleiterin: Prof. Dr. Gisela Harras; Wissenschaftliche Mitarbei-
ter: Dr. Elke Donalies (seit 1.06.95) - Dr. Klaus Heller - Monika Kol-
venbach, M.A. (bis 30.09.95) - Jacqueline Kubczak - Dr. Wolfgang 
Mentrup-Wenzel - Prof. Dr. Wolfgang Mötsch - Vera de Ruiter - Renate 
Schmidt - Helmut Schumacher - Dr. Edeltraud Winkler; 
Sekretärinnen: Susanne Bergmann (seit 22.9.1995) - Karin Laton - Re-
nate Wegener (bis 31.08.95) 
1.3 Abtei lung Historische Lexikologie und Lexikographie 
Die Arbeiten an der „historischen Datenbank" zur deutschen Wort-
schatzentwicklung seit 1700 wurden fortgesetzt. Die Datenbank soll die 
Grundlage zur Behandlung wortgeschichtlicher und anderer Themen der 
jüngeren Sprachgeschichte bilden. Erste Ergebnisse gehen in Studien 
über Formulierungstraditionen seit dem 18. Jahrhundert ein. 
Das Manuskript zu den ersten beiden Bänden der Neubearbeitung des 
historischen „Deutschen Fremdwörterbuchs" ist abgeschlossen. Der erste 
Band soll im Winter 1995/96 erscheinen, der zweite Band folgt in der 
ersten Jahreshälfte 1996. Drei Bände historischer Untersuchungen über 
die „LehnWortbildung im Deutschen" sind fertiggestellt und werden zum 
Druck vorbereitet. 
Im Rahmen der 1993 begonnenen Beteiligung am „Frühhochdeutschen 
Wörterbuch" (Anderson/Goebel/Reichmann) wurde das Manuskript der 
ersten Mannheimer Lieferung erarbeitet und in Druck gegeben. Die Lie-
ferung erscheint im Frühjahr 1996. 
Mitarbeiter der Abteilung: 
Abteilungsleiter: Prof. Dr. Hartmut Schmidt; Wissenschaftliche Mitar-
beiter: Dr. Elke Donalies (bis 31.05.95) - Gabriele Hoppe - Dr. Heidrun 
Kämper-Jensen - Isolde Nortmeyer - Dr. Elisabeth Link - Dr. Gerhard 
Strauß - Prof. Dr. Joachim Schildt - Dr. Rosemarie Schnerrer - Oda 
Vietze - Priv.Doz. Dr. Ulrike Haß-Zumkehr; 
Sekretärinnen: Sabina Schuster (bis 15.11.95) - Sigrid Ziehr 
1.4 Abtei lung Sprachentwicklung in der Gegenwart 
In dieser Abteilung werden Prozesse der Veränderung der deutschen 
Sprache in der Gegenwart untersucht. 
Zentrales Vorhaben war in den letzten Jahren die Untersuchung von 
Sprachveränderungen im Zusammenhang mit der staatlichen Vereini-
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gung Deutschlands. Ein großes Textkorpus aus der Zeit von Mitte 1989 
bis Ende 1990 wurde für die Untersuchung von Wortschatzveränderun-
gen wie auch Bedeutungsveränderungen in Texten genutzt. 
Das Projekt „Sprachwandel in der Wendezeit" war in drei Teilprojekte 
gegliedert: 
(1) Wendebezogene Wortschatzveränderungen in der DDR 1989/90 
(2) Lexikographische Erschließung des Wende-Korpus 
(3) Bedeutungsvariation und -uminterpretation in Texten zur deutschen 
Einheit. 
Die Teilprojekte (2) und (3) sind inzwischen mit der Vorlage der druck-
fertigen Manuskripte im wesentlichen abgeschlossen. Teilprojekt (1) wird 
in Kürze folgen. 
Parallel zu diesem Projekt wurde seit Ende 1994 mit der Arbeit am neuen 
zentralen Vorhaben der Abteilung, der Neologieforschung, begonnen. Ge-
plant sind die laufende Erfassung von 'Neuwörtern' (Neologismen) und 
die Erstellung korpusbasierter Neologismenwörterbücher in regelmäßigen 
Abständen. 
Das von der Deutschen Forschungsgemeinschaft (DFG) geförderte Pro-
jekt „Eurotexte" wurde mit der Veröffentlichung der Untersuchungser-
gebnisse (Joachim Born/Wilfried Schütte: Eurotexte. Textarbeit in einer 
Institution der EG. Tübingen: Narr 1995) abgeschlossen. 
Seit August 1994 läuft das von der Europäischen Kommission finan-
zierte britisch-deutsche Projekt „Ökologische Innovation und Unterneh-
menskommunikation". Partner sind das IDS und die Aston University, 
Birmingham. Das Projekt wurde Ende 1995 abgeschlossen. 
Seit November 1994 läuft das von der Europäischen Kommission finan-
zierte Infrastrukturprojekt PAROLE, das der Schaffung eines Netzwerks 
von Sprachinstituten in Europa und dem Aufbau von Ressourcen für 
multilinguale Anwendungen dient. Beteiligt sind die zentralen Sprach-
institute in 13 EG-Ländern. Das IDS ist deutscher Partner. Die jetzige 
Bewilligungsphase reicht bis ins Frühjahr 1997. 
Begonnen wurde die im COPERNICUS-Programm der Europäischen 
Kommission finanzierte konzertierte Aktion „Trans-European Language 
Resources Infrastructure" (TELRI, 1995 - 1997), in der 22 Institute in 
17 Ländern zusammenarbeiten. Das IDS ist Koordinator. 
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Mitarbeiter der Abteilung: 
Abteilungsleiter Dr Wolfgang Teubert, Wissenschaftliche Mitarbeiter 
Dr Claudia Fraas - Dr Manfred W Hellmann - Prof Dr Dieter Herberg 
- Dr Michael Kinne - Dipl rer pol Pantelis Nikitopoulos - Heike Rettig, 
M A - Dr Doris Steffens - Dr Kathrin Steyer - Deniz Tandogan, M A 
- Dr. Elke Tellenbach; 
Sekretärin Joyce-Ann Thompson (seit 1 7.1995) 
1.5 Abtei lung Verbale Interaktion 
Die Arbeit konzentrierte sich auf die Erarbeitung eines Handbuchs 
„Rhetorik der Problem- und Konfliktbearbeitung", in dem verbale Mu-
ster und Verfahren in Problem- und Streitgesprächen dargestellt werden 
sollen Das Projekt schließt an die in den vergangenen Jahren durch-
geführten Projekte zu Beratungs- und Schlichtungsgesprächen sowie zur 
Kommunikation in der Stadt an und soll die vorhandenen gesprächsana-
lytischen Ergebnisse unter rhetorischer Perspektive systematisieren und 
vertiefen 
In das Rhetorikprojekt sind auch die beiden Projekte am Sonderfor-
schungsbereich 245 „Sprache und Situation" integriert „Wissenschafts-
information" und „Bedeutungskonstitution im Dialog" 
Ein Sammelband mit Ergebnissen der ersten Arbeitsphase des Pro-
jekts liegt in Manuskriptfassung vor und wird zur Veröffentlichung in 
den „Studien zur deutschen Sprache" vorbereitet (Kallmeyer, Werner 
(Hg) Gesprachsrhetonk Zur Analyse von rhetorischen Verfahren in Ge-
sprächsprozessen) 
Im Zusammenhang mit der Arbeit an der „Rhetorik" wird eine Diskurs-
Datenbank (DIDA) aufgebaut (siehe auch 1 7). 
Zusammen mit der Arbeitsstelle Linguistische Datenverarbeitung wird 
ein drittmittelfinanziertes Projekt zur Entwicklung eines Arbeitsplatzes 
für computerunterstützte Transkription und Analyse von Gesprächsda-
ten durchgeführt (SERGES - Schriftliche Erfassung gesprochener Spra-
che, vgl. auch 1 7) 
Mitarbeiter der Abteilung 
Abteilungsleiter- Prof Dr. Werner Kallmeyer, Wissenschaftliche Mitar-
beiter Priv Doz Dr Bernd-Ulrich Biere (seit 1 04.95) - Katrin Bischl, 
M A (seit 1 06.95) - Dr Inken Keim-Zingelmann - Dr Wolfgang Klein, 
M A - Dr Andreas Liebert (bis 31 05.95) - Priv. Doz Dr Werner No-
thdurft, M A (bis 31 01 95) - Dr Reinhold Schmitt, M A. - Dr Wilfried 
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Schütte - Dr. Carmen Spiegel - Franc Wagner, M.A. (seit 1.07.95) - Dr. 
Ricarda Wolf; 
Sekretärinnen: Hanni Kohlhase - Doris Richter 
1.6 Abteilung Gesprochene Sprache: Analyse und 
Dokumentation 
Die Arbeit der Abteilung zielt darauf ab, gesprochene Sprache auf den 
verschiedenen Beschreibungsebenen (durch den Vergleich mit anderen 
Kommunikationsformen) in ihren besonderen Eigenschaften zu charak-
terisieren und ihre funktionalen, arealen und sozialen Varianten zu be-
schreiben. Zu den Aufgaben der Abteilung gehört ferner, gesprochene 
Sprache in ihrer Vielfalt zu dokumentieren. 
1995 wurde an drei Projekten gearbeitet: 
Im Projekt „Sprachliche Integration von Aussiedlern" wird untersucht, 
wie sich Aussiedler aus der GUS und Polen in die Sprach- und Kommu-
nikationsgemeinschaft integrieren, die sie in Deutschland vorfinden. Die 
Forschungsschwerpunkte sind im einzelnen: (a) Der Anpassungsprozeß 
der Sprache der Rußlanddeutschen in der Integrationsphase in Deutsch-
land: Es werden mit variations- und kontaktlinguistischen Methoden 
phonologische, lexikalische und syntaktische Veränderungen analysiert, 
(b) Die Zweisprachigkeit in Aussiedlerfamilien und ihre Auswirkungen 
auf den Spracherwerb der Kinder: Hier geht es vor allem um die lebens-
lange, generationstypisch verlaufende Entwicklung der Zweisprachigkeit 
in rußlanddeutschen Familien einschließlich der Prozesse der sprachli-
chen Integration in Deutschland, (c) Die Kommunikationsbeziehungen 
zwischen Aussiedlern und Einheimischen: Im Mittelpunkt des Interesses 
steht hier die Identitätsarbeit von Aussiedlern im Kontakt mit Einhei-
mischen. 
Mit den Arbeiten am Projekt „Eigenschaften gesprochener Sprache" 
wurde begonnen. Gesichtet wurden die in der Literatur beschriebe-
nen Besonderheiten mündlicher Kommunikation und die Modelle zu 
ihrer Erklärung. Angefangen wurde mit der korpusbasierten empiri-
schen Untersuchung einer exemplarischen Besonderheit - der sogenann-
ten Operator-Skopus-Struktur. 
Die Pilotphase des Projekts „Wandel im gesprochenen Deutsch" wurde 
abgeschlossen. Im März fand dazu ein „Expertengespräch" im IDS mit 
auswärtigen Sprachwissenschaftlern stat t . 
Das „Deutsche Spracharchiv" (DSAv) hat die 1994 begonnene Digitali-
sierung seiner meistgefahrdeten Tonaufnahmen fortgesetzt und daneben 
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weitere externe Korpora von Tonaufnahmen des gesprochenen Deutsch 
integriert. In Zusammenarbeit mit der Abteilung Verbale Interaktion 
wurde die Dokumentation aller IDS-Korpora zur gesprochenen Sprache 
(einschließlich der Bestände aus laufenden Projekten) aktualisiert, und es 
wurden Vorarbeiten zur Einrichtung einer Informations-Datenbank ge-
leistet, die die Bestände genauer dokumentieren und besser erschließen 
helfen soll. Als Band 42 der Reihe PHONAI ist der von Anne Betten 
herausgegebene Textband „Sprachbewahrung nach der Emigration. Das 
Deutsch der 20er Jahre in Israel" (mit einer im DSAv gefertigten CD) 
erschienen. 
Mitarbeiter der Abteilung: 
Abteilungsleiter: Prof. Dr. Reinhard Fiehler; Wissenschaftliche Mitar-
beiter: Dr. Karl-Heinz Bausch - Dr. Nina Berend - Sylvia Dickgießer, 
M.A. - Dr. Mechthild Elstermann - Dr. Barbara Kraft - Dr. Katharina 
Meng - Dipl.-Soz. Ulrich Reitemeier - Dr. Peter Schröder - Dr. Peter 
Wagener; Toningenieur: Wolfgang Rathke, 
Sekretärinnen: Ulrike Bossert (seit 1.09.95) - Vladimira Schroeder (bis 
30.04.95) - Renate Wegener (seit 1.09.95) 
1.7 Zentrale Arbeitsstel le Linguistische Datenverarbeitung 
(LDV) 
Die Arbeitsstelle hat drei Aufgabenbereiche: 
(1) Grunddienste der Datenverarbeitung im IDS, 
(2) Neu- und Weiterentwicklung von Datenverarbeitungssystemen, 
(3) Erfassung und Aufbereitung der Textkorpora des IDS und korpus-
bezogener Service. 
Zu den Grunddiensten gehört das Betreiben der Computer, die Pflege 
der Betriebssysteme, der Benutzer-Software und die Sicherung der Da-
ten. Betrieben werden fünf miteinander vernetzte Mehrplatz-UNIX-
Computer vom Typ mx300 (Siemens), ein Unix-Computer vom Typ AVi-
ion 6225 (Data General) und eine Reihe von PCs. Mit dieser Ausstattung 
stehen im IDS rund 130 Bildschirm-Arbeitsplätze zur Verfügung. 
Folgende Datenverarbeitungs-Systeme wurden entwickelt bzw. weiter-
entwickelt: 
Neben der Abteilung „Verbale Interaktion" transkribiert und bearbeitet 
jetzt auch die Abteilung „Gesprochene Sprache" ihre Gesprächsdaten mit 
dem System „Diskursdatenbank (DIDA)". Die Leistung dieses Systems 
wurde so erweitert, daß jetzt alle auf modernen graphischen Oberflächen 
zur Verfügung stehenden Zeichensätze genutzt werden können. 
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In das Korpus-Recherche-System COSMAS wurden weitere Funktio-
nen integriert; die Korpora wurden laufend erweitert. Im COSMAS-
Gesamtsystem können nun auch auswärtige Benutzer über Internet, 
DFN und andere Netzwerke on-line recherchieren. 1995 gab es 40 ex-
terne Dauerabonnenten u.a. in Basel, Rom, Trondheim, Oslo, Kopenha-
gen, Vaasa, New York, Tokio. 
Das durch die Europäische Union finanzierte Projekt „Multilingual En-
vironment for Corpusbased Lexicon Building", in dem COSMAS zu 
COSMAS-II weiterentwickelt wurde, fand seinen erfolgreichen Abschluß. 
Dieses System kann annotierte Textkorpora verwalten und erschließen. 
Mit dem vom Bundesministerium für Verteidigung finanzierten Projekt 
SERGES (schriftliche Erfassung gesprochener Sprache) wurde begonnen. 
An diesem Projekt sind vom IDS die Abteilung Verbale Interaktion und 
die Arbeitsstelle LDV beteiligt. Einer der externen Projektpartner ist der 
Lehrstuhl für Mustererkennung der Universität Erlangen, welcher über 
die nötige Kompetenz im Bereich der Spracherkennung verfügt. SERGES 
ist in einer wissenschaftlichen Arbeitsgemeinschaft „Sprachstrukturen" 
eingebettet, die aus weiteren Forschungsstellen aus Industrie und Uni-
versitäten besteht und ihre Ergebnisse auf in regelmäßigen Abständen 
stattfindenden Kolloquien präsentiert. Die Dauer von SERGES, das für 
die IDS-Partner am 1. November 1995 angefangen hat, ist auf 2-4 Jahre 
angesetzt und verteilt sich auf drei Phasen, nach welchen jeweils über 
den Fortgang entschieden wird. 
Projektziel ist ein Arbeitsplatz für die computerunterstützte Beschrei-
bung und Analyse von Gesprächsdaten. Der Arbeitsplatz soll auf der 
Basis des COSMAS-II-Prototyps aufgebaut werden. COSMAS-II wird 
ausgebaut, um die Integration von gesprochenem Material in digita-
lisierter Form und die Zuordnung von gesprochenen und transkribier-
ten Äußerungen zu ermöglichen. Außerdem wird COSMAS-II mit einer 
Schnittstelle versehen, die ein Spracherkennungsmodul aufnehmen kann. 
Mitarbeiter der Arbeitsstelle: 
Leiter: Robert Neumann; Wissenschaftliche Mitarbeiter: Dipl.-Ing. Cyril 
Belica - Franck Bodmer - Sylvie Costantino (bis 31.07.95) - Dr. Irm-
traud Jüttner - Dr. Rudolf Schmidt - Dipl.-Inf. Eric Seubert - Doris 
al-Wadi; Mitarbeiter in der Datenverarbeitung: Siegmund Gruschka -
Rainer Krauß - Peter Mückenmüller - Ingrid Schellhammer - Uwe Som-
mer; 
Sekretärin: Gerda Beck 
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1 .8 Z e n t r a l e Arbei tss tel le Öffentlichkeitsarbeit und 
D o k u m e n t a t i o n 
In der Arbeitsstelle sind die Bereiche 'Öffentlichkeitsarbeit und Presse', 
'Publikationswesen', 'Dokumentation' und die Bibliothek organisatorisch 
zusammengefaßt. 
Im Berichtsjahr wurden die laufenden Aufgaben wie Pressekontakte, Re-
daktion der Zeitschrift 'Sprachreport', Redaktion der Zeitschrift 'Deut-
sche Sprache', Gästebetreuung, Besucherprogramme, Betreuung des Ver-
eins der Freunde des IDS, Tagungsorganisation, Druckvorlagenerstellung 
für die IDS-Publikationen, Zentrale Adreßverwaltung, Vertrieb der Ei-
genverlagspublikationen, Bearbeitung von Anfragen usw. wahrgenom-
men. Hinzu kommen Aktivitäten zur Verbesserung der internen Infor-
mation und Kommunikation. 
Neben diesen laufenden Aufgaben waren 1995 Schwerpunkte der Öffent-
lichkeitsarbeit: 
die Jahrestagung zum Thema „Deutsch - typologisch", eine Ausstel-
lung mit dem Titel „Die Welten der Wörter" in Zusammenarbeit mit 
dem Klett-Verlag und eine Ausstellung zum Thema „in-schrift" von 
Mannheimer, Wiener und tschechischen Künstlern in den Räumen 
des IDS. Außerdem wurde die Öffentlichkeitsarbeit auch in diesem 
Jahr stark von dem Interesse an der Rechtschreibreform dominiert. 
Die „Dokumentation sprachwissenschaftlicher Forschungsvorhaben" ist 
im Mai 1995 erschienen. In Zusammenarbeit mit der Arbeitsstelle Lin-
guistische Datenverarbeitung wurde das Informationsangebot des IDS 
im W W W (Internet) erheblich ausgebaut. Aktuelle Informationen über 
das IDS können unter http:/www.ids-mannheim.de abgerufen werden. 
In der Bibliothek werden seit der Einführung des Katalogisierungssy-
stems BISLOK (August 1993) sämtliche Neuerwerbungen und - soweit 
möglich - Altbestände mit diesem System erfaßt und verstichwortet. 
Durch die zunehmende Zahl von Gastwissenschaftlern und wegen der auf 
mehr als das Doppelte angewachsenen Zahl von Nutzern aus den umlie-
genden Hochschulen sind die Beratungsaufgaben der Bibliothek erheb-
lich gestiegen. Die von der Bibliothek herausgegebenen Neuerwerbungs-
listen (Erscheinungsweise 3-4mal jährlich) dienen der in- und ausländi-
schen Hochschulgermanistik als wichtige Informationsquelle. 
Mitarbeiter der Arbeitsstelle: 
Leiterin: Dr. Annette Trabold, M.A.; Wissenschaftliche Mitarbeiter: 
Franz Josef Berens - Monika Kolvenbach, M.A. (seit 1.10.95); Doku-
mentarin: Dipl.-Dok. Katrin Freese, M.A.; EDV-Mitarbeiter: Claus Hoff-
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mann; Erstellung von Druck vorlagen: Ursula Blum - Cornelia Kayser -
Ria Schiel; 
Bibliothek: Lucia Berst - Birgit Günther - Dipl.-Bibl. Eva Teubert (Lei-
tung); 
Sekretärin: Iris Wohlfarth 
1.9 Verwaltung und Vorstandssekretariat 
Verwaltungsleiter: Harald Forschner; Verwaltungsangestellte: Monika 
Buchmüller (seit 25.8.95) - Gerhard Köck - Hildegard Magis - Gerd 
Piroth - Marianne Wardein - Hannelore Wittmann - Manfred Wondra 
(bis 31.05.95); Telefonist: Franz-Albert Werner; Hausmeister: Uwe Zipf; 
Vorstandssekretariat: Cornelia Pfützer-König - Barbara Stolz 
1.10 Doktoranden 
Andreas Müller - Sylvia Roderburg - Jarochna Dabrowska 
2. Tagungen, Kolloquien, Kommiss ionss i tzungen und 
Vorträge externer Wissenschaft ler am IDS 
2.1 Jahrestagung 1995 „Deutsch - typologisch", 14 . -16 .3 .1995 
Das Deutsche ist ein Haus mit vielen Etagen. Ob ein und derselbe Ar-
chitekt auch den französischen Bauernhof, das englische Schloß oder 
die russische Holzkirche konstruiert haben könnte und ob die Tapeten-
muster nicht ähnliche Farben aufwiesen, das fragten sich vom 14.-16. 
März 1995 mehr als dreihundert Sprachwissenschaftler. Treffpunkt für 
die forschenden Neugierigen waren diesmal die Räume des Ostflügels 
des Mannheimer Schlosses. Germanisten aus der ganzen Welt stellten 
verschiedene Forschungsansätze und Erkenntnisse zum Thema „Deutsch 
- typologisch" vor. Referenten und Zuhörer versuchten in etwa zwan-
zig Vorträgen und anschließenden Diskussionen eine feinkörnige Ana-
lyse, in welchen Variationsbreiten sich die grammatischen Strukturen 
des Deutschen bewegen. Die typologische Zeichnung des Deutschen auf 
dem Reißbrett der Sprachen ist auch für die Vermittlung als Fremdspra-
che von Bedeutung. Daß nach der Aufforderung „Parke vor dem anderen 
Auto!" der Wagen des deutschen Fahrers auf einer anderen Stelle als der 
des Engländers zu stehen kommt, war nur eins der diskutierten Beispiele. 
Die Vortragstexte sind im Hauptteil dieses Jahrbuchs wiedergegeben. 
Das Tagungsprogramm war gemeinsam vom IDS und dem Forschungs-
schwerpunkt Allgemeine Sprachwissenschaft, Typologie und Universa-
lienforschung, Berlin, vorbereitet worden. Das Berliner Institut brachte 
zur Tagung durchaus praktische Neuerungen mit. Mit Utensilien aus dem 
Jahresbericht 649 
Phonetiklabor bestückt konnten Tagungsteilnehmer ihre Aussprache am 
Computer nachverfolgen. Messungen an Gaumen, Zunge und Lippen er-
schienen am Bildschirm als verschiedene Berührungen der Sprechorgane 
miteinander. Auch dies könnte - weiterentwickelt - beim Erlernen ei-
ner Fremdsprache als elektronische Lehrhilfe dienen. Aussprachefehler 
werden so per Computer visuell und akustisch mitgeteilt. 
Kein Haus ohne Hausmaus - eine Rolle bei der Tagung im Institut für 
deutsche Sprache spielte auch die grammatikalisch bewanderte Schwe-
ster des kleinen Nagetiers, die sich auf der Tagung von ihrer klügsten 
Seite zeigte. Sie offenbarte den wißbegierigen Gästen ein Computer-
programm, das Grammatikwissen sowohl ausführlich und beispielorien-
tiert vermittelt als auch spielerisch überprüft . Die Multimediagramma-
tik GRAMMIS ist eine Pilotstudie, die seit einem Jahr am Institut für 
deutsche Sprache läuft . Sie wendet sich vor allem an Gymnasiallehrer der 
Oberstufe und Studenten sprachwissenschaftlicher Fakultäten. Inhaltli-
che Grundlage der elektronischen Ausführung ist die am IDS erarbeitete 
„Grammatik der deutschen Sprache", die mit einem Umfang von ca. 
zweitausendvierhundert Seiten voraussichtlich im Sommer 1996 erschei-
nen wird. 
Im Rahmen der Tagung wurde Herrn Dr. Helmuth Feilke der Hugo-
Moser-Preis 1995 verliehen (s. hierzu den Anhang). 
2.2 K o m m i s s i o n für Fragen der Sprachentwicklung 
Die Arbeit an der Rahmenthematik „Sprache und Sprachentwicklung 
unter dem Einfluß der (technischen) Medien" wurde am 23. und 24. 
Juni 1995 mit einem Kolloquium fortgesetzt, das den Titel trug: 
„Boulevardisierung in Zeitung und Fernsehen. Textsorten und Textsor-
tenwandel". 
Dabei wurde der Begriff der 'Boulevardisierung' von verschiedenen Sei-
ten problematisiert und meist durch 'Modernisierung' ersetzt. U. Püschel 
(Trier) eröffnete eine historische Perspektive, indem er die verstärkt 
unterhaltsamen Züge einer profitorientierten Zeitungskommunikation 
nach der Reichsgründung aufzeigte. H.-J. Bucher (Tübingen) behandelte 
dann die neuesten Modernisierungstendenzen, die unter dem Stichwort 
„Textdesign" zu aufwendig gestalteten „Clustern" von Grafiken, Bil-
dern und kürzeren Teiltexten führen. B.U. Biere (IDS) fand stilistische 
Mittel der Sensationspresse auch in der Wissenschaftsberichterstattung, 
aber hier eben zum Zwecke der Popularisierung komplexer Sachverhalte. 
In den Fernsehnachrichtensendungen kommerzieller Anstalten - so M. 
Muckenhaupt (Tübingen) - gibt es zwar gewisse reißerische Züge zur 
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Aufmerksamkeitsheischung, aber Fiktionalität, Vermischung von Mei-
nung und Nachricht und eindeutige Tendenzen fehlen; vieles sei einfach 
schlecht gemacht. J. Klein (Koblenz) untersuchte, wie Kulturmagazine 
im Fernsehen durch ein weniger elitäres Themenspektrum und zahlrei-
che unterhaltsame Züge eine Veränderung des zugrundeliegenden Kul-
turbegriffs, nicht aber „Boulevardisierung" spiegeln. J. Reichertz (Es-
sen) entwickelte anhand der Sendung „Traumhochzeit" nicht wertend, 
aber verstehend die These, daß „Fernsehen als Sinnsystem" eine rituelle 
Überhöhung des Alltags und damit angesichts eines höheren Trennungs-
risikos eine brauchbare Lösung anbieten könne. B. Sandig (Saarbrücken) 
riet dann in ihrer Zusammenfassung zum vorsichtigen Umgang mit dem 
Etikett „Boulevardisierung"; eine entsprechende Tendenz sei allenfalls im 
komplexen Zusammenspiel verschiedener Textmerkmale und dann auch 
nur graduell auszumachen. 
In der internen Kommissionssitzung verständigte man sich darauf, neben 
einer eventuellen Publikation der Beiträge eine kurze und außenwirksame 
Darstellung der Ergebnisse in Thesenform zu versuchen. 
Das nächste Kolloquium am 28./29. Juni 1996 wird sich mit dem Thema 
„Neue und neueste Medien und Kommunikationsformen" (Arbeitstitel) 
befassen. 
2.3 Kommiss ion für Rechtschreibfragen 
Vom 22. bis 24. November 1994 hatten die „3. Wiener Gespräche zur Neu-
regelung der deutschen Rechtschreibung" stattgefunden; zwischen Fach-
wissenschaftlern und Vertretern der zuständigen staatlichen Stellen aller 
betroffenen Länder war es in allen Fragen zu einvernehmlichen Lösungen 
gekommen. In der Folge galt es, die Beschlüsse von Wien in das künftige 
amtliche Regelwerk einzuarbeiten und insbesondere das Wörterverzeich-
nis fertigzustellen. In Wien war hierzu eine Redaktionskommission be-
nannt worden, der sowohl Fachbeamte als auch Sprachwissenschaftler an-
gehörten. Zu letzteren gehörten vier Mitglieder der IDS-Kommission für 
Rechtschreibfragen: Prof. Dr. Gerhard Äugst (Siegen), Prof. Dr. Günther 
Drosdowski (Mannheim), Dr. Klaus Heller (Mannheim) und Prof. Dr. 
Burkhard Schaeder (Siegen). Die redaktionellen Arbeiten am Regelwerk 
konnten Anfang April abgeschlossen werden. Eine letzte kritische Durch-
sicht wurde von mehreren Kommissionsmitgliedern vorgenommen. Am 
13. April konnte die Vorlage für das künftige amtliche Regelwerk den 
zuständigen Behörden in Deutschland, Österreich und der Schweiz über-
geben werden. 
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Um allen Interessierten Einblick in das vollständige Regelwerk zu ge-
ben und besonders denen, die sich - wie viele Verlage - auf die neue 
Rechtschreibung einstellen müssen, eine längere Vorbereitungszeit zu 
ermöglichen, veröffentlichte der „Internationale Arbeitskreis für Ortho-
graphie" Anfang Juli die vollständige Vorlage für das amtliche Regelwerk 
im Gunter Narr Verlag, Tübingen. Die Herstellung des druckfertigen Ma-
nuskripts erfolgte im IDS. Am 3. Juli tagte die Kommission im IDS in 
Mannheim. In einer Reihe von Berichten informierten sich die Mitglieder 
der Kommission über bisherige und für die nächste Zeit geplante Schritte, 
die zum offiziellen Inkraftsetzen der Neuregelung der deutschen Ortho-
graphie in Deutschland, Osterreich und der Schweiz zu beachten sind. 
Das habe insbesondere auch für eine Verteilung des schulisch zu vermit-
telnden rechtschreiblichen Stoffes auf eher zentrale und eher periphere 
Bereiche zu gelten. 
Das Gremium war einvernehmlich der Auffassung, daß eine künftige Zwi-
schenstaatliche Kommission für die deutsche Rechtschreibung ihren ad-
ministrativen Sitz am IDS haben solle. Bis zur Einrichtung dieser Zwi-
schenstaatlichen Kommission müsse die Kommission für Rechtschreib-
fragen des IDS in der vorhandenen personellen Zusammensetzung beste-
hen bleiben. 
Im Verlaufe des politischen Beratungs- und Entscheidungsverfahrens wa-
ren Mitglieder der Kommission für Rechtschreibfragen mehrfach An-
sprechpartner für die zuständigen staatlichen Behörden. So nahmen Prof. 
Dr. Äugst, Dr. Heller und Prof. Dr. Munske an der Konferenz der Amts-
chefkommission am 18. Oktober in München teil. 
2.4 Vorträge e x t e r n e r Wissenschaf t l er i m I D S 1995 
09.03.95 Olaf Jäkel, Universität Hamburg 
Bilder von der Wissenschaft 
Metaphorische Szenarien aus einer abstrakten Domäne 
27.04.95 Dr. Matthias Jung, Universität Düsseldorf 
Öffentliches Sprachbewußtsein und Fehlleistungen 
linguistischer Sprachkritik 
12.06.95 Prof. Dr. Jovan Djukanovic, Universität Belgrad 
Verben mit 'sich' im Deutschen und 'se' 
im Serbokroatischen 
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25.07.95 Prof. Dr. Vladimir Pavlov, Akademie der 
Wissenschaften, St. Petersburg, Rußland 
Die Feldstruktur des Sprachsystems 
19.09.95 Prof. Feng Zhiwei, Universität Peking, China 
Language Resources and Language 
Engineering in China 
18.10.95 Yoshihisa Yamada, Gifu Keizai Universität, Japan 
Grimm-Database 
26.10.95 Prof. Dr. Inger Rosengren, Universität Lund, Schweden 
Gibt es ein Subjekt im Imperativsatz? 
08.11.95 Prof. Dr. Inger Rosengren, Universität Lund, Schweden 
Konzeptuelle Struktur und Grammatik. 
Am Beispiel der Lokativalternation 
23.11.95 Prof. Dr. Inger Rosengren, Universität Lund mit 
Prof. Dr. Marga Reis, Universität Tübingen 
Fokus, Skopus und Informationsstruktur 
06.12.95 Prof. Dr. Inger Rosengren, Universität Lund mit 
Prof. Dr. Marga Reis, Universität Tübingen 
Die „freie" Wortstellung im Deutschen 
3. Lehraufträge und Vorträge von IDS-Mitarbei tern 
außerhalb des Inst i tuts 
3.1 Lehraufträge von IDS-Mitarbei tern 
Prof. Dr. Joachim Ballweg: SS 1995, Logik für Linguisten I, Proseminar, 
Universität Stuttgart 
Wortfeldtheorie, Hauptseminar, Universität Stuttgart 
WS 1995/96, Logik für Linguisten II: Tempus, Proseminar, Uni-
versität, Stuttgart 
Determinative im Deutschen, Hauptseminar, Universität Stutt-
gart 
Dr. Karl-Heinz Bausch: SS 1995, Dialekt und Schule, Seminar, Pädago-
gische Hochschule Heidelberg 
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WS 1995/96, Dialekt und Schule, Seminar, Pädagogische Hoch-
schule Heidelberg 
Priv.Doz. Dr. Bernd Ulrich Biere: SS 1995, Textverstehen und Text-
verständlichkeit, Vorlesung, RWTH Aachen 
Kolloquium für Examenskandidaten, RWTH Aachen 
Jugendsprache, Hauptseminar, Pädagogische Hochschule Heidel-
berg 
WS 1995/96, Jugendsprache, Hauptseminar, RWTH Aachen 
Dr. Elke Donalies: SS 1995, Gebt die Wortbildung frei! - Einführung in 
die Wortbildung, Proseminar, Universität Mannheim 
Prof. Dr. Reinhard Fiehler: SS 1995, Grammatische Besonderheiten ge-
sprochener Sprache, Seminar, Universität Bielefeld 
WS 1995/96, Kommunikation im Unternehmen, Seminar, Univer-
sität Mannheim 
Prof. Dr. Gisela Harras: WS/SS 1995/96, Schrift und Schriftlichkeit, 
Kolloquium, Universität Mannheim 
Priv. Doz. Dr. Ulrike Haß-Zumkehr: SS 1995, Wissenschaftsgeschichte 
der Germanistik im 19. Jahrhundert, Hauptseminar, Universität 
Heidelberg 
WS 1995/96, Zeitung lesen - gestern und heute. Lexik, Syntax und 
Pragmatik von Zeitungen des 17. bis 20. Jahrhunderts, Hauptse-
minar, Universität Heidelberg 
Prof. Dr. Werner Kallmeyer: SS 1995, Soziolinguistik und Ethnographie, 
Vorlesung, Universität Mannheim 
WS 1995/96, Ethnographie der Kommunikation, Hauptseminar, 
Universität Mannheim 
Dr. Heidrun Kämper-Jensen: SS 1995, Historische Semantik und Lexi-
kographie, Proseminar II, Universität Mannheim, TH Darmstadt 
WS 1995/96, Linguistische Analyse literarischer Texte, Prosemi-
nar II, TH Darmstadt 
Dr. Inken Keim-Zingelmann: WS 1994/95, Stereotyp und Vorurteil in 
der interkulturellen Kommunikation, Hauptseminar, PH Heidel-
berg 
WS 1994/95, Kommunikative soziale Stile, Forschungsseminar, 
Universität Saarbrücken 
WS 1995/96, Kulturell gebundene Höflichkeitskonzepte und ihre 
sprachliche Realisierung, Proseminar, Universität Mannheim 
Priv.Doz. Dr. Katharina Meng: SS 1995, Kindersprache II: Fragen und 
Antworten im Erwachsenen-Kind-Diskurs, Hauptseminar, Univer-
sität Mannheim 
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WS 1995/96, Sprachbiographie und Migration, Hauptseminar, 
Universität Mannheim 
Dipl. rer. pol. Pantelis Nikitopoulos: SS 1995, Interkulturelle Kommuni-
kation und Binnendifferenzierung im Unterricht der Regelklasse, 
Seminar, PH Heidelberg 
WS 1995/96, Interkulturelle Kommunikation und Binnendifferen-
zierung im Unterricht der Regelklasse, Seminar, PH Heidelberg 
Prof. Dr. Joachim Schildt: WS 1995/96, Historische Textsorten des Deut-
schen in frühneuhochdeutscher Zeit (1350-1650). Texttypologie 
und Sprachwandel, Seminar, Universität Mannheim 
Dr. Rudolf Schmidt: SS 1995, Digitale Bild- und Sprachverarbeitung, 
Vorlesung, Berufsakademie Mannheim 
WS 1995/96, Digitale Bildverarbeitung und Musterer kennung, 
Vorlesung, Universität Mannheim 
Dr. Peter Schröder: SS 1995, Fri skriftlig produksjon, Seminar, H0yskolen 
i 0stfold (Halden/Norwegen) 
Dr. Wilfried Schütte: WS 1995/96, Gesprächsanalyse zur medienver-
mittelten Kommunikation, Seminar, Universität Koblenz-Landau, 
Abt. Landau 
Dr. Carmen Spiegel: WS 95/96, Sprache und Sprechen in der Umwelt-
diskussion, Hauptseminar, PH Heidelberg 
Prof. Dr. Gerhard Stickel: WS 1995/96, Deutsch im Vergleich, Hauptse-
minar, Universität Mannheim 
Dr. Angelika Storrer: SS 1995, Die Wortarten des Deutschen, Prosemi-
nar, Universität Heidelberg 
WS 1995/96, Text und Hypertext, Proseminar, Universität Hei-
delberg 
Theoretische und angewandte Valenzforschung, Hauptseminar, In-
stitut für Deutsch als Fremdsprachenphilologie, Universität Hei-
delberg 
Prof. Dr. Bruno Strecker: WS 1995/96, Deutsche Grammatik für Spre-
cher, Hauptseminar, Universität Augsburg 
3.2 Kurse und Kurzseminare von IDS-Mitarbei tern 
Katrin Bischl, M.A.: 26.10.-19.12.1995, Journalistisches Schreiben, Kurs 
im Bereich Erwachsenenbildung, Volkshochschule Heidelberg 
Helmut Frosch: 15.-26.5.1995, Kompaktseminar „Intensionale Logik" am 
germanistischen Institut der Lajos-Kossuth-Universität Debrecen, 
Ungarn (Pro renovanda cultura Hungariae-Stiftung) 
Prof. Dr. Gisela Harras: 1.1.-30.4.1995, Gastprofessur University of Flo-
rida, Gainesville/Fl., USA 
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Dr. Klaus Heller: 23.11.1995, 2 Workshops auf dem 3. Berliner Se-
kretärinnen-Tag 
Dr. Manfred W. Hellmann: 18.09.1995, Sprache und Verständigung in 
Deutschland nach der Vereinigung - Brücke oder Hindernis?, 
Kurzseminar: Internationaler Sommerkurs für deutsche Sprache 
und Kultur, Universität Mannheim 
Prof. Dr. Werner Kallmeyer: 18.-26.8.1995, Abteilung Linguistik der 
Wirtschaftsuniversität Helsinki, Finnland (Wirtschaftsuniversität 
Helsinki) 
Dr. Inken Keim: 15.9.-15.10.1995, Gastdozentur an der Universität Jer-
ewan, Armenien (DAAD) 
Prof. Dr. Wolfgang Mötsch: 24.4.-24.5.1995, Germanistisches Institut 
der Universität Belgrad, Jugoslawien (DAAD) 
Ulrich Reitemeier: 5/95-12/95, Soziologie für Logopäden, Deuser-Schule, 
Ludwigshafen 
Dr. Reinhold Schmitt: 23.6.1995, Kommunikationstraining für Se-
kretärinnen, GKW-INGENIEURE, Mannheim 
Dr. Peter Schröder: 10.-13.10.95, Einführung in die gesprochene Sprache, 
Gastseminar im Rahmen der Unterrichtsveranstaltung „Muntlig 
forretningskommunikasjon" Hoyskolen i 0stfold (Halden/Nor-
wegen) 
Dr. Angelika Storrer mit Roman Schneider: 5.-7.4.1995 Poster und Sy-
stemdemonstration des Prototypen GRAMMIS-1 auf der HIM 95 
(Conference Hypertext - Information Retrieval - Multimedia), 
Universität Konstanz 
26.6.1995, Kurzseminar zu: Grammatiklernen mit Hypermedia, 
Studentische Sommeruniversität der Erziehungswissenschaftlichen 
Hochschule Koblenz-Landau 
Helmut Schumacher: 22.-24.6.1995, Internationales Symposium Lexika-
lische Analyse romanischer Sprachen: Methodische Neuansätze, 
Universität Heidelberg (Gastgeber-Universität) 
Dr. Edeltraut Winkler mit Prof. Dr. Gisela Harras: 29.11.95, Semantik 
von Sprechaktverben aus unterschiedlichen Perspektiven, Work-
shop, IDS Mannheim 
3.3 V o r t r ä g e von I D S - M i t a r b e i t e r n 
Dr. Joachim Ballweg: 7.2.1995, Kategorialgrammatik und Wortstellung, 
IDS-Kolloquium, Mannheim 
18.5.1995, Quantorenfloating - Nein Danke!!, Stuttgart 
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4.11.1995, Determinat ive und gleichlautende Pro te rme, Lyon (im 
R a h m e n der Tagung „Proformen" zur Vorberei tung der Agréga-
t ion, 3 . /4 .11.) 
Karl-Heinz Bausch: 17.3.1995, Zur Auswer tung von DSAv-Aufnahmen 
unter dem Aspekt „Sprachwandel" , IDS Mannhe im 
23.9.1995, Variat ion eines T h e m a s - oder: wie erzählt man wem 
eine Story?, Sprachliche Varianz als Ergebnis von Handlungswahl , 
Sonderforschungsbereich 245, Universi tät Heidelberg 
Cyril Belica: 7.6.1995, Stat is t ische Analyse zeitrelevanter Sprachst ruktu-
ren in Korpora , Tagung des Arbeitskreises „Korpora" der GLDV, 
Univers i tä t S t u t t g a r t 
26.7.1995, Stat is t ische Kollokationsanalyse, Kolloquium „Ent-
wicklungen in der Korpusl inguis t ik: Ein neuer Korpusbegriff und 
seine Methoden" , Mannhe im 
Dr. Nina Berend: 4.2.1995, Var ie tä tenwandel in der Integrat ionsphase, 
Graduier tenkol leg Dynamik von Subs tanda rd Varietäten, Univer-
s i tä t Heidelberg 
Priv. Doz. Dr. Bernd-Ulrich Biere: 24.6.1995, Boulevardisierung von Wis-
senschaf t 2, Kol loquium der Kommission für Fragen der Sprach-
entwicklung, IDS Mannhe im 
13.9.1995 Textvers tehen - Vom hermeneutischen zum kognitivi-
stischen P a r a d i g m a , 30. Linguistisches Kolloquium Universität 
G d a n s k / Danzig (Polen) 
J a r o c h n a Dabrowska: 10.-12.4.1995, Sprachliche Stereotype über Polen 
in einem deutschen Zei tungstext (1980), eine Textanalyse, Uni-
versität Bielefeld 
Dr. Mechthild E l s te rmann: 10.-12.4.1995, Vorstellung des IDS-Pro jek ts 
„Deutsche und Polen im Kon tak t " und Leitung eines Work-shops 
zum T h e m a „Asymmetr ien im deutsch-polnischen Verhältnis" im 
Rahmen des Kolloquiums „Polnisch-deutsche interkulturelle Kom-
munika t ion" a m Zent rum für interdisziplinäre Forschung Bielefeld 
Dr. C laud ia Fraas: 29.9.95, Bedeutungskons t i tu t ion im Diskurs - Inter-
t ex tua l i t ä t über variierende W i e d e r a u f n a h m e diskursiv zentraler 
Konzepte , J ah re s t agung der Gesellschaft für Angewandte Lingui-
s t ik , Kassel 
Helmut Frosch: 22.5.1995, Apposi t ive und restriktive Relat ivsätze im 
Deutschen, Germanis t isches Ins t i tu t der Lajos-Kossut-Universi-
t ä t Debrecen (Ungarn) 
18.7.1995, Der Relat ivsatz im Deutschen, IDS-Kolloquium 
Priv. Doz. Dr. H a r t m u t Gün the r : 8.6.1995, Von A bis Z - Zu Geschichte 
und Funktionsweise a lphabet ischen Sortierens, Germanist isches 
Ins t i tu t der Universi tät Innsbruck 
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13.6.1995, Von A bis Z - Zu Geschichte und Funktionsweise al-
phabetischen Sortierens, IDS Mannheim 
Prof. Dr. Gisela Harras: 2.2.1995, Sinn und Unsinn einer Reform der 
deutschen Rechtschreibung, University of Florida, Gainesville, 
Fl./USA 
18.3.1995, Informationsstrukturen deutscher und englischer Sätze, 
Goethe-Institut Atlanta, Ga./USA 
4.7.1995, Meinen wir, was wir sagen oder sagen wir, was wir mei-
nen?, Technische Hochschule Darmstadt 
3.11.1995: Bedeutung zwischen Intention und Konvention. Sym-
posium: Bedeutung - Konzepte - Bedeutungskonzepte. Werner-
Reimers-Stiftung, Bad Homburg 
29.11.1995, zusammen mit Edeltraut Winkler: Sprechakte und 
Sprechaktverben, Workshop: Semantik von Sprechaktverben aus 
unterschiedlichen Perspektiven, IDS Mannheim 
Priv. Doz. Dr. Ulrike Haß-Zumkehr: 28.6.1995, „alle Welt erwartet hier 
eine Erklärung von mir", Jacob Grimms Vorrede zum Deutschen 
Wörterbuch zwischen Apologie und Programm. Zur Historiogra-
phie der germanistischen Sprachwissenschaft, Antrittsvorlesung 
vor der Neuphilologischen Fakultät der Universität Heidelberg 
21.-22.9.1995, Aufgeklärte Germanistik im 19. Jahrhundert, Vor-
trag auf dem IX. Internationalen Kolloquium des Studienkreises 
'Geschichte der Sprachwissenschaft', Universität Trier 
Dr. Klaus Heller: 1.2.1995, Die geplante Rechtschreibreform, Wo liegen 
die Probleme?, Goethe-Institut Mannheim 
2.2.1995, Der Schikoree im Frigidär, Die Neuregelung der deut-
schen Rechtschreibung, Interschul: Schulbuch Forum 95 Hannover 
(gemeinsam mit H. Zimmermann, Saarbrücken) 
9.3.1995, Die Reform der deutschen Rechtschreibung und ihre in-
formationstechnischen Auswirkungen, Cebit 95 Hannover 
29.3.1995, Die Reform der deutschen Orthographie, Hintergründe 
und Auswirkungen, Berufsbildende Schule „Wirtschaft II", Lud-
wigshafen 
19.5.1995, Deutsch für Inländer - Konsequenzen der Rechtschreib-
reform, PR-Treff 95 des Trurnit-Verlages München 
1.6.1995, Das Känguru frißt Schikoree. Müssen wir neu schreiben 
lernen? (Eröffnungsveranstaltung des Zweiges Göttingen der Ge-
sellschaft für deutsche Sprache), Göttingen 
10.6.1995, Das Känguru frißt Schikoree. Die Neuregelung der deut-
schen Rechtschreibung (Polenzer Gesprächskreis), Polenz/Sachsen 
14.6.1995, Reform der Fremdwortorthographie oder Linguistik ist 
nicht alles, Institut für Germanistik der Universität Leipzig 
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13.7.1995, Die Reform der deutschen Orthographie, Hintergründe 
und Auswirkungen, Lektorensommertreffen des DAAD, Bonn 
4.09.1995, Zur geplanten Rechtschreibreform im Deutschen, Hin-
tergründe, Stand und Auswirkungen, (Zentrales Seminar des 
Goethe-Instituts München), Mannheim 
6.11.1995, Rechtschreibreform - Sprachfrevel oder Sprachpflege 
(Treffpunkt Klett), Frankfurt/M. 
11.11.1995, Rechtschreibreform - Chance oder Katastrophe, 
Jahrestagung Verein Hochdeutsch in der Schweiz (VHS), 01-
ten/Schweiz 
15.11.1995, Rechtschreibreform - Sprachfrevel oder Sprachpflege, 
(Treffpunkt Klett), Düsseldorf 
23.11.1995, Rechtschreibreform - Änderungen, die Sie kennen 
müssen, (3. Berliner Sekretärinnen-Tag), Berlin 
27.11.1995, Zur geplanten Rechtschreibreform des Deutschen -
Frißt das Känguru Schikoree?, Brüssel 
30.11.1995, Rechtschreibreform - Bruch mit der Schreibkultur 
oder recht verstandene Sprachpflege? (Festvortrag zum 20jähri-
gen Bestehen der DSV-Arbeitsgemeinschaft), Frankfurt/M. 
12.12.1995, Rechtschreibreform, Müssen wir neu schreiben ler-
nen?, Walldorf 
Dr. Manfred W. Hellmann: 27.1.1995, Lexikographische Erschließung des 
Wendekorpus - Ein Werkstattbericht, Arbeitskreis Lexikographie 
der GLDV: Theorie der Semantik und Theorie der Lexikographie 
- Angewandte Semantik und Praxis der Lexikographie, Institut 
für Kommunikationsforschung und Phonetik, Universität Bonn 
14.2.1995, Trennung und Vereinigung - Folgen der Wende für 
Sprache und Verständigung der Deutschen, Hermann-Ehlers-
Akademie, Kiel 
15.2.1995, Lexikographische Erschließung des Wendekorpus -
Ziele, Methoden, Probleme (Werkstattbericht), Universität Kiel, 
25.6.1995, „Falsche Wörter"? Wortschatz, Vorurteile und Verstän-
digungsprobleme in der deutsch-deutschen Kommunikation nach 
der Wende, Twenty-first New Hampshire Symposium, World Fel-
lowhip Center, Conway: „Who's 'We'? The Identity Dispute in 
the New German States Five Years after Unification", Conway, 
N.H., USA 
Dr. Irmtraud Jüttner: 3.5.1995, Das Computersystem COSMAS und 
seine praktische Anwendung, Forschungsschwerpunkt Allgemeine 
Sprachwissenschaft, Typologie und Universalienforschung, Berlin 
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7.11.1995, Kollokationsanalyse mit COSMAS, 5. Workshop: Stu-
die Sprachstrukturen, MEDAV Digitale Signalverarbeitung 
GmbH, IDS Mannheim 
Prof. Dr. Werner Kallmeyer: 23.9.95, Sprach variation, soziostilistische 
Divergenz und Konfliktdynamik. Dargestellt am Material aus dem 
Mannheimer Projekt „Kommunikation in der Stadt", Kolloquium 
„Sprachliche Varianz als Ergebnis von Handlungswahl", SFB 245 
„Sprechen und Situation", Oberflockenbach. 
14.12.95, Was bedeutet Ethnographie des Sprechens für die neuere 
Soziolinguistik?, Germanistisches Seminar. Universität Würzburg 
18.12.95, Perspektivität im Diskurs, Fachbereich Germanistik, 
Freie Universität Berlin 
Dr. Heidrun Kämper-Jensen: 29.6.1995, Sprachwandel nach 1945, Hein-
rich Heine Universität, Düsseldorf 
25.11.1995, Die frühere Nachkriegszeit - Texte und Wörter 1945 
bis 1955, TU Braunschweig 
Dr. Barbara Kraft: 08.12.1995, „sicher das is n ziemlich wichtiger punkt" 
- Zur grammatischen und interaktionellen Funktion topologisch 
nicht integrierter „Adverbiale", Satz- und textgrammatische Ka-
tegorien und die Beschreibung mündlicher Kommunikation. Über-
nahme - Rekonstruktion - Erweiterung, IDS Mannheim, Abt. Ge-
sprochene Sprache 
Dr. Wolf-Andreas Liebert: 24.1.1995, Sprachreflexion und Innovation, 
Universität Hamburg 
5.-7.4.1995, Hypermedia als mentale Werkzeuge, HIM '95, Kon-
stanz 
18.7.1995, Principles of Expansion and Adaption in Metaphori-
cal Reasoning. A Model of Source-to-Target and Target-to-Source 
Dynamics in Creative Thinking. 4th International Cognitive Lin-
guistics Conference, 16.-21.7.1995, Albuquerque 
Priv. Doz. Dr. Katharina Meng: 5.9.1995, Thematische Akte, deutsch 
und russisch, Tagung: Sprachliche Integration von deutschen Aus-
siedlern aus Ost- und Ostmitteleuropa in der Bundesrepublik 
Deutschland, Europa-Universität Viadrina, Fakultät für Kultur-
wissenschaften, Arbeitsstelle Deutsch als Minderheitensprache, 
Angelenhof bei Frankfurt/Oder 
Prof. Dr. Wolfgang Mötsch: 16.6.1995, Sprachliche und kommunikative 
Aspekte von Sprechakten, Germanistische Seminar der Univer-
sität Hamburg 
13.11.1995, Was muß man wissen, um Wortbildungen zu verste-
hen?, Philologische Fakultät der Universität Belgrad 
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13.11.1995, Der Streit um die deutsche Orthographie, Goethe-
Institut Belgrad 
Robert Neumann: 7.3.1995, Konzept zu einer computativen, korpusba-
sierten Lexikographie, Paris 7 LADL 
3.5.1995, COSMAS - Theorie und Praxis, FU Berlin 
1.6.1995, Linguistik mit COSMAS, Universität Tromsö 
6.6.1995, Linguistik mit COSMAS, Universität Trondheim 
Prof. Dr. Hartmut Schmidt: 27.6.1995, Das Fremdwortproblem in der 
historischen Lexikographie, Universität Frankfurt/M. 
Dr. Rudolf Schmidt: 24.10.1995, Anwendung formaler Sprachen in der 
maschinellen Spracherkennung, FH Worms 
Dr. Reinhold Schmitt: 12.4.1995, „Ich werde Sie sehen lassen" oder Uber 
die Möglichkeiten interaktiver Kulturvermittlung, Zentrum für in-
terdisziplinäre Forschung, Universität Bielefeld 
29.5.1995, Probleme interkultureller Kommunikation, Am Beispiel 
des polnisch-deutschen Kontaktes, Universität Gießen 
27.6.1995, Vorsicht Hilfe! Unterstützende Verfahren im Gespräch, 
Universität Bielefeld 
Roman Schneider (zusammen mit Dr. Angelika Storrer): 12.7. 1995: 
Die Grammatik mit der Maus. Konzeption und Realisierung ei-
nes grammatischen Informationssystems mit dem Autorensystem 
„Toolbook", Fachbereich Informationswissenschaft der Univer-
sität Konstanz 
Dr. Peter Schröder: 27./28.2.1995, Vortrag und Kolloquium „zunächst 
mal- * die sache ist noch sehr komplex - 'Operator-Skopus'-
Strukturen in mündlicher Kommunikation im heutigen Deutsch", 
Halden/Norwegen 
15.5.1995, Vortrag und Kolloquium „Zur linken und rechten 
Grenze deutscher Sätze. Oder: Überlegungen zur Segmentie-
rung des Außerungskontinuums in gesprochener Sprache", Hal-
den/Norwegen 
Dr. Carmen Spiegel: 23.2.1995, Gesprächsanalystisches Arbeiten unter 
der Lupe, Arbeitstagung Neuere Entwicklungen in der Gesprächs-
forschung, Graduiertenkolleg „Mündlichkeit und Schriftlichkeit", 
Freiburg 
3.11.95, „Bedeutungskonstitution im Dialog - die Geschichte ei-
nes Ledersofas", Bedeutung - Konzept - Bedeutungskonzepte, 
Werner-Reimers-Stiftung, Bad Homburg 
Prof. Dr. Gerhard Stickel: 3.3.1995, Tendenzen der deutschen Gegen-
wartssprache, Deutsches Institut für Normung (DIN) (Innovatio-
nenmesse Leipzig) 
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23.5.1995, Meinungen zur deutschen Gegenwartssprache, Univer-
sität Leipzig 
23.5.1995, Was steht uns orthographisch bevor?, Universität 
Leipzig/Gesellschaft für dt. Sprache 
25.5.1995, Tendenzen in der Entwicklung der deutschen Gegen-
wartssprache, Universität Danzig 
Dr. Angelika Storrer: 31.3.1995, Das grammatische Informationssystem 
GRAMMIS, GLDV-Tagung, Regensburg 
(zusammen mit Roman Schneider) 26.6.1995, Grundlagen ei-
nes grammatischen Informationssystems, Studentische Sommer-
uni Koblenz 
(zusammen mit Roman Schneider) 12.7.1995, Entwicklung eines 
grammatischen Informationssystems - das Projekt GRAMMIS, 
Fachbereich Informationswissenschaft an der Universität Kon-
stanz 
3.11.1995, Verbbedeutung und Argumentstruktur, Symposium, 
Bedeutung - Konzepte - Bedeutungskonzepte; 2.-4. November 
1995, Werner-Reimers-Stiftung, Bad Homburg 
27.11.1995, Die Grammatik mit der Maus, Anglistisches Seminar 
der Universität Tübingen 
Dr. Gerhard Strauß: 2.11.1995, Thema: Wort - Bedeutung - Begriff: Re-
lationen und ihre Geschichte, Werner-Reimers-Stiftung, Bad Hom-
burg 
Dr. Wolfgang Teubert: 4.4.1995, Language Resources: The European 
Scenario, State Language Commission, Peking, China 
5.4.1995, The Challenge of Parallel Corpora, Department of Com-
puter Science, Universität Peking (Beida), China 
6.4.1995, Terminology Work and the Corpus, Chinese Encyclope-
dia, Peking 
14.4.1995, (1) Language Resources - The European Scenario, (2) 
The Challenge of Parallel Corpora, (3) Neologisms and the Cor-
pus, Dept. of Computer Science and Engineering, Jiao Tong Uni-
versität Shanghai 
15.09.1995, TELRI and the European Language Resources Mar-
ket, TELRI European Seminar: Language Resources for Language 
Technology, Tihany, Ungarn 
10.11.1995, Language Resources for Language Technology, Work-
shop: Integration and Speech, 9.-11. November 1995, Moskau, 
Rußland 
8.12.1995, Post-Socialist Language, Conference: Political Lingui-
stics, 7.-9. Dezember 1995, Antwerpen, Belgien 
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Doris al-Wadi mit Cyril Belica: 10.8.1995, Documentation of Corpora, im 
Rahmen des Abschlußtreffens zum EU-Projekt MECOLB (Mul-
tilingual Environment for Corpus-Based Lexicon Building), IDS 
Mannheim 
15.9.1995, Statistischer Zugriff auf Korpora: Ein Arbeitsumfeld, 
im Rahmen der GLDV-Herbstschule '95 mit dem Thema: Mo-
derne Methoden der Corpusanalyse, Institut für Kommunikati-
onsforschung und Phonetik der Universität Bonn 
Dr. Peter Wagener: 29.1.1995, Digital Instead of Analogue. Experiences 
with the Modernization of the „Deutsches Spracharchiv". Joint 
Technical Symposium 95, London 
17.3.1995, Die Pilotstudie zum Projekt „Sprach- und Sprachge-
brauchswandel im gesprochenen Deutsch", 2. Expertengespräch 
des Deutschen Spracharchivs, Mannheim 
15.8.1995, Sprach- und Sprachgebrauchswandel im gesprochenen 
Gegenwartsdeutsch, IVG-Kongreß, Vancouver 
21.1.1993, Zur Konzeption einer erklärenden Synonymik kommu-
nikativer Ausdrücke des Deutschen (gemeinsam mit Prof. G. Har-
ras), Heidelberger Kolloquium zur Lexikographie und Lexikologie 
18.3.1993, Die Darstellbarkeit lexikalischen Wissens - am Beispiel 
kommunikativer Ausdrücke des Deutschen, IDS-Jahrestagung 
Mannheim 
3.9.1994, A Model for Describing Speech Act Verbs. The Seman-
tic Base of a Polyfunctional Dictionary (zusammen mit Prof. G. 
Harras), 6. EURALEX Jahrestagung Amsterdam 
3.11.95: Kommunikationskonzepte und Kommunikationsverben, 
Tagung: Bedeutung - Konzepte - Bedeutungskonzepte, Werner-
Reimers-Stiftung, Bad Homburg 
Dr. Ricarda Wolf: 17.2.1995, Zum Zusammenhang von Kategorisierungs-
und Interaktionsdynamik in einem Gespräch zwischen ost- und 
westdeutschen Frauen, Freie Universität Berlin 
5.4.1995, Interaktive Fallen auf dem Weg zur deutschen Einheit, 
27. Kongreß der Deutschen Gesellschaft für Soziologie, Sektion 
Sprachsoziologie, Halle 
10.-12.4.1995, Zur unvermeidlichen Präsenz stereotyper Orientie-
rungen im interkulturellen Kontakt, olloquium „Polnisch-deutsche 
interkulturelle Kommunikation", Zentrum für interdisziplinäre 
Forschung der Universität Bielefeld (ZIF) 
18.4.1995, Zur Rolle von Intonationsmustern beim Formulieren im 
Gespräch, Technische Universität Berlin 
11.7.1995, Zu einigen Asymmetrien in Gesprächen zwischen Ost-
und Westdeutschen, Universität Würzburg 
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4. Publikationen von IDS-Mitarbei tern 
Ballweg, Joachim 
Ballweg, Joachim (1995): Allgemeingültige Sätze - eine Herausforderung 
an die Prototypensemantik. In: Harras, Gisela (Hg.): Die Ordnung 
der Wörter. Kognitive und lexikalische Strukturen. Berlin/New 
York. S. 271-288. (Jahrbuch 1993 des Instituts für deutsche Spra-
che). 
Ballweg, Joachim (1995): Was sind „zugelassene Antworten"? Notizen 
aus dem Bermuda-Dreieck zwischen Semantik, Pragmatik und In-
teraktion. In: Schecker, Michael (Hg.): Fragen und Fragesätze im 
Deutschen. Tübingen. S. 63-70. 
Bausch, Karl-Heinz 
Bausch, Karl-Heinz (1995): Auskünfte über Mannheim. Textausschnitte 
aus ethnographischen Interviews. In: Kallmeyer, Werner (Hg.): 
Kommunikation in der Stadt. Teil 2. Ethnographien von Mann-
heimer Stadtteilen. Berlin/New York. S. 344-511. (Schriften des 
Instituts für deutsche Sprache 4.2). 
Bausch, Karl-Heinz (1995): Das Herstellen lokaler Identität in der Kom-
munikation - am Beispiel eines Stadtteils in einer Großstadt. In: 
Werlen, Iwar (Hg.): Verbale Kommunikation in der Stadt. Tübin-
gen. S. 39-65. (Tübinger Beiträge zur Linguistik 407). 
Berend, Nina 
Berend, Nina (1995): „Des is arich intresting". Deutsch im Kontakt mit 
anderen Sprachen. In: Sprachreport 2/95, S. 1-3. 
Berend, Nina und Autorenkollektiv (1995): Gegen den Abbau von 
Sprachförderungsmaßnahmen - Mannheimer Appell. In: Deutsch 
lernen 1, S. 78-81. 
Biere, Bernd Ulrich 
Biere, Bernd Ulrich (1995): Die Bedeutung der Mündlichkeit in Ver-
stehenstheorie und Verständlichkeitsforschung. In: Spillner, Bernd 
(Hg.): Sprache: Verstehen und Verständlichkeit. Kongreßbeiträge 
der 25. Jahrestagung der Gesellschaft für Angewandte Linguistik 
(GAL e.V.), Trier 1994. Bern/Berlin/Frankfurt. S. 83-85. 
Biere, Bernd Ulrich/Hoberg, Rudolf (Hg.) (1995): Bewertungskriterien 
in der Sprachberatung. Tübingen. (Studien zur deutschen Sprache 
2). 
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Biere, Bernd Ulrich (1995): Germanistik und Öffentlichkeit. In: Jäger, 
Ludwig (Hg.): Germanistik. Disziplinare Einheit und kulturelle 
Identität. Vorträge des Aachener Germanistentags 1994. Wein-
heim. S. 105-120. 
Biere, Bernd Ulrich (1995): Verständlichkeitsforschung und Angewandte 
Linguistik. In: Bulletin suisse de linguistique appliquée, S. 155-
170. 
Bischl, Katr in 
Bischl, Katrin (1995): Boulevardisierung: Gesucht und kaum gefunden. 
Experten-Kolloquium. In: Sprachreport 3/95, S. 19. 
Dabrowska, Jarochna 
Dabrowska, Jarochna (1995): Polen in der deutschen Presse. In: 
Sprachreport 3/95, S. 1-4. 
Danilejko, Sabine 
Danilejko, Sabine (1995): Typologisches Porträt des Deutschen. Ta-
gungsbericht. In: Sprachreport 2/95, S. 11. 
Donalies, Elke 
Deutsches Fremdwörterbuch (1995): Begonnen von Hans Schulz, fort-
geführt von Otto Basier, völlig neu bearbeitet im Institut für 
deutsche Sprache von Gerhard Strauß, Elke Donalies, Heidrun 
Kämper-Jensen, Isolde Nortmeyer, Joachim Schildt, Rosemarie 
Schnerrer, Oda Vietze. Bd. I: a-Präfix - Antike. Berlin/New York. 
XVII, 52*, 615 S. 
Fiehler, Reinhard 
Fiehler, Reinhard: Implizite und explizite Bewertungsgrundlagen für 
kommunikatives Verhalten in betrieblichen Kommunikationstrai-
nings. In: Biere, Bernd Ulrich/Hoberg, Rudolf (Hg.): Bewertungs-
kriterien in der Sprachberatung. Tübingen. S. 110-131. (Studien 
zur deutschen Sprache 2). 
Fiehler, Reinhard (1995): Kann man Kommunikation lehren? Zur 
Veränderbarkeit von Kommunikationsverhalten durch Kommuni-
kationstraining. In: Finlance. A Finnish Journal of Applied Lin-
guistics XV, S. 137-156. 
Fiehler, Reinhard (1995): Kommunikationsanalyse an der Fakultät für 
Linguistik und Literaturwissenschaft der Universität Bielefeld. In: 
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Fiehler, Reinhard/Metzing, D. (Hg.): Untersuchungen zur Kom-
munikationsstruktur. Bielefeld. S. 9-20. (Bielefelder Schriften zu 
Linguistik und Literaturwissenschaft 5). 
Fiehler, Reinhard (1995): Perspektiven und Grenzen der Anwendung von 
Kommunikationsanalyse. In: Fiehler, Reinhard/Metzing, D. (Hg.): 
Untersuchungen zur Kommunikationsstruktur. Bielefeld. S. 119-
138. (Bielefelder Schriften zu Linguistik und Literaturwissenschaft 
5). 
Fiehler, Reinhard/Metzing, D. (Hg.) (1995): Untersuchungen zur Kom-
munikationsstruktur. Bielefeld. (Bielefelder Schriften zu Lingui-
stik und Literaturwissenschaft 5). 
Fiehler, Reinhard (1995): Wandel der Kommunikationsgemeinschaft? 
Medienrevolution! In: Ethik und Sozial Wissenschaften 5/4, S. 524-
526. 
Fiehler, Reinhard (1995): Weichenstellungen der Sprachwissenschaft und 
ihre Folgen oder: Zum Verhältnis von Grammatik und Pragmatik. 
In: Kertesz, A. (Hg.): Sprache als Kognition - Sprache als Inter-
aktion. Studien zum Grammatik-Pragmatik-Verhältnis. Frankfurt 
a.M. S. 19-58. 
Fiehler, Reinhard (1995): Die Wiedervereinigung als Kulturberührung. 
Ausarbeitung von wechselseitigen Kategorisierungen und von Be-
ziehungsmodellen im massenmedialen deutsch-deutschen Diskurs. 
In: Czyzewsky, Marek/Gülich, Elisabeth/Hausendorf, Heiko/ 
Kastner, Mary (Hg.): Nationale Selbst- und Fremdbilder im Ge-
spräch. Kommunikative Prozesse nach der Wiedervereinigung 
Deutschlands und dem Systemwandel in Ostmitteleuropa. Opla-
den. S. 328-347. 
Fiehler, Reinhard (1995): Zur allmählichen Verfertigung der Aneignung 
beim Sprechen. Der deutsch-deutsche Diskurs in Publikumssen-
dungen des Fernsehens zu Zeiten der Wiedervereinigung. In: Wo-
dak, R./Kirsch, P. (Hg.): Totalitäre Sprache - Langue de bois -
Language of Dictatorship. Wien. S. 151-171. 
F raa s , C l a u d i a 
Fraas, Claudia (1995): Communication Conflicts against the Back-
ground of Contrasting Experiences. Beitrag für die Datenbank 
„Linguistics and Language Behavior Abstracts", San Diego (USA) 
(verfügbar als CD-ROM, gedruckt und online). 
Fraas, Claudia (1995): Die Deutschen nach der Vereinigung. Begriffsge-
schichte und Gebrauchswandel eines Reizwortes. In: Sprachreport 
4/95, S. 7-11. 
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Fraas, Claudia (1995): Sprache und Kommunikation nach der Wende -
Konflikte und Tendenzen. In: Mitteldeutsches Jahrbuch für Kul-
tur und Geschichte 2/1995 (Stiftung Mitteldeutscher Kulturrat). 
S. 221-229. 
Freese, Katrin 
Freese, Katrin (Bearb.) (1995): Dokumentation zur Germanistischen 
Sprachwissenschaft. Sprachwissenschaftliche Forschungsvorhaben 
1993/1994. Hg. vom Institut für deutsche Sprache. Mannheim. 
615 S. 
Frosch, Helmut 
Frosch, Helmut (1995): Montague and Categorial Grammar. In: Ver-
schueren, Jef /Ostman, Jan-Ola/Blommaert, Jan (Hg.): Handbook 
of Pragmatics: Manual. Amsterdam/Philadelphia. S. 384-390. 
Günther, Hartmut 
Günther, Hartmut (1995): Die Grammatik der Schrift und die Schrift 
der Grammatik - Einige Thesen. In: Die Grundschulzeitschrift 
4/1995. 
Günther, Hartmut (1995): IDS - was ist das? In: Sprachreport 3/95, 
S. 20. 
Günther, Hartmut (1995): Die Schrift als Modell der Lautsprache. In: 
Ossner, Jakob (Hg.): Schriftaneignung und Schreiben. S. 15-32. 
(Osnabrücker Beiträge zur Sprachtheorie 51). 
Harras, Gisela 
Harras, Gisela (1995): Eine Möglichkeit der kontrastiven Analyse von 
Kommunikationsverben. In: Kaer, A. (Hg.): Aspekte der kontra-
stiven Lexikologie. Tübingen. 
Harras, Gisela (Hg.) (1995): Die Ordnung der Wörter. Kognitive und 
lexikalische Strukturen. Berlin/New York. (Jahrbuch 1993 des In-
stituts für deutsche Sprache.) 
Haß-Zumkehr, Ulrike 
Haß-Zumkehr, Ulrike (1995): Daniel Sanders. Aufgeklärte Germanistik 
im 19. Jahrhundert. Berlin/New York. (Studia Linguistica Ger-
manica 35). 
Haß-Zumkehr, Ulrike (1995): Daniel Sanders - Dimensionen demokra-
tischen Wirkens vor und nach 1848. In: Modernisierung und 
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Freiheit. Beiträge zur Demokratiegeschichte in Mecklenburg-
Vorpommern. Hg. vom Innenministerium des Landes Mecklenburg-
Vorpommern. Red. Michael Heinrichs und Klaus Lüders. Schwe-
rin. S. 340-357. 
Haß-Zumkehr, Ulrike (1995): Daniel Sanders und die Historiogra-
phie der Germanistik. In: Gardt, Andreas/Mattheier, Klaus 
J./Reichmann, Oskar (Hg.): Sprachgeschichte des Neuhochdeut-
schen. Gegenstände, Methoden, Theorien. Tübingen. S. 199-225. 
(Germanistische Linguistik). 
Heller, Klaus 
Heller, Klaus (1995): Brief an die Herausgeber zu den vorgelegten Neure-
gelungsvorschlägen zur deutschen Rechtschreibung. In: Zeitschrift 
für germanistische Linguistik 3, S. 324-325. 
Heller, Klaus (1995): [Redaktion und Koordination; Mitautor: Regelteil, 
A: Laut-Buchstaben-Zuordnungen; Wörterverzeichnis (Ausarbei-
tung über mehrere Fassungen auf der Grundlage einer Material-
liste von W. Mentrup)]. Deutsche Rechtschreibung. Regeln und 
Wörterverzeichnis. Vorlage für die amtliche Regelung. Hg. vom 
Internationalen Arbeitskreis für Orthographie. Tübingen. 
Heller, Klaus (1995): Müssen wir neu schreiben lernen? Die Rechtschreib-
reform auf einen Blick. In: Jur-PC 3, S. 3036-3045. 
Heller, Klaus (1995): Orthographie - Empfehlungen zu behutsamer Re-
form. In: Spektrum der Wissenschaft 1, S. 106-108. 
Heller, Klaus (1995): Portemonnaie oder Portmonee. Rechtschreibre-
form: Die wichtigsten Änderungen. In: Schule aktuell 2, S. 8-11. 
Heller, Klaus (1995): Rechtschreibreform. In: Anhaltspunkte 4, S. 117-
119. 
Heller, Klaus (1995): Rechtschreibreform. In: Ehlert, Anke (Hg.): Das 
Wort. Germanistisches Jahrbuch '95. Deutscher Akademischer 
Austauschdienst. (Bonn/Moskau). S. 218-232. 
Heller, Klaus (1995): Rechtschreibreform. Beilage zum Neuen Bertels-
mann Taschenlexikon März 1995. (Geleitwort von Dr. Franz Alle-
mann). 
Heller, Klaus (1995): Rechtschreibreform. Die wichtigsten Änderungen. 
In: Journalist 4, S. 65-76. 
Heller, Klaus (1995): Rechtschreibung 2000. Die Reform auf einen Blick: 
Wörterliste der geänderten Schreibungen. Stuttgart/Düsseldorf/ 
Berlin/Leipzig. 
Heller, Klaus (1995): Die Rechtschreibreform auf einen Blick. In: Alfa 
Rundbrief 10/28 (Frühjahr 1995), S. 15-17. (Kommentar Prof. Dr. 
Carl Ludwig Neumann). 
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Heller, Klaus (1995): Reform der deutschen Rechtschreibung. Die Neu-
regelung auf einen Blick. Gütersloh. 2. Aufl. 1995. 
Heller, Klaus (1995): Statement zum Vortrag auf dem „Schulbuch-Forum 
'95" in Hannover: „Der Schikoree im Frigidär - Die Neuregelung 
der deutschen Rechtschreibung". In: Zur pädagogischen Gegen-
wart & zur Zukunft des Bildungswesens. Probleme, Divergenzen 
und Lösungsvorschläge. Eine Dokumentation zum „Schulbuch-
Forum '95". Hannover, 30.1.-3.2.1995. 
Heller, Klaus (1995): Die Vereinfachung war überfällig. Veraltete Recht-
schreibung muß den heutigen Erfordernissen angepaßt werden. In: 
Erziehung und Wissenschaft 2 (16.2.1995), S. 10-11. 
Heller, Klaus (1995): Was ändert sich an der deutschen Rechtschreibung? 
In: Deutsch als Fremdsprache 3, S. 168-176. 
H e l l m a n n , M a n f r e d W . 
Hellmann, Manfred W. (1995): Wörter der Wendezeit - Dokumentarisch-
lexikographische Erschließung des Wendekorpus. In: Sprachreport 
3/95, S. 14-16. 
H e r b e r g , D i e t e r 
Herberg, Dieter (1995): Lexikalischer Wandel 1989/90. Zur Analyse 
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Zifonun, Gisela 
Zifonun, Gisela (1995): Beitrag zur Podiumsdiskussion: Grammatik -
ja, aber meine. In: Agel, Vilmos/Brdar-Szabö, Rita (Hg.): Gram-
matik und deutsche Grammatiken. Budapester Grammatiktagung 
1993. Tübingen. S. 253-260 (Linguistische Arbeiten 330). 
Jahresbericht 679 
Zifonun, Gisela (1995): Der meiste Mensch ist die Frau. Sprachglosse. In: 
Sprachreport 3/95, S. 7. 
Zifonun, Gisela (1995): Minimalia grammaticalia: Das nicht-phorische es 
als Prüfstein grammatischer Theoriebildung. In: Deutsche Sprache 
23, S. 39-60. 
5. Kontakte des IDS zu anderen Inst i tut ionen, Studien-
aufenthalte und Besuche in- und ausländischer Wissen-
schaftler am IDS, Besuchergruppen 
5.1 Kontakte zu anderen Inst i tut ionen 
- Alexander-von-Humboldt-Stiftung, Bonn 
- Arbeitskreis der Sprachzentren, Sprachlehrinstitute und Fremdspra-
cheninstitute 
- Arbeitskreis für siebenbürgische Landeskunde, Gundelsheim 
- Arbeitsstelle Deutsches Wörterbuch, Berlin 
- Arbeitsstelle Deutsches Wörterbuch, Göttingen 
- Arbeitsstelle „Sprache in Südwestdeutschland", Tübingen 
- DANTE. Deutschsprachige Anwendervereinigung Tj^X e.V., Heidel-
berg 
- Deutsche Forschungsgemeinschaft (DFG), Bonn 
- Deutsche Gesellschaft für Sprachwissenschaft (DGfS) 
- Deutsche Gesellschaft für Dokumentation (DGD), Frankfurt a.M. 
- Deutscher Akademischer Austauschdienst (DAAD), Bonn 
- Deutscher Germanistenverband 
- Deutscher Sprachatlas, Marburg 
- DIN-Normenausschuß Terminologie, Berlin 
- Dudenredaktion des Bibliographischen Instituts, Mannheim 
- EURALEX, European Association for Lexicography, Exeter 
- Fachverband Deutsch als Fremdsprache 
- Fachverband Moderne Fremdsprachen 
- Fremdsprachenhochschule Tianjin, VR China 
- Fritz-Thyssen-Stiftung, Köln 
- GLDV, Verein zur Förderung der wissenschaftlichen Datenverarbei-
tung e.V., Frankfurt 
- Geisteswissenschaftliches Zentrum, Allgemeine Sprachwissenschaft, 
Berlin; früher: Forschungsschwerpunkt Allgemeine Sprachwissen-
schaft, Typologie und Universalienforschung der Förderungsgesell-
schaft Wissenschaftliche Neuvorhaben mbH, Berlin 
- Gesellschaft für angewandte Linguistik e.V. (GAL) 
- Gesellschaft für deutsche Sprache (GfdS), Wiesbaden 
- Gesellschaft für Mathematik und Datenverarbeitung mbH, Bonn 
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- Goethe-Institut, München 
- Hugo-Moser-Stiftung im Stifterverband für die Deutsche Wissen-
schaft, Essen 
- Institut für Auslandsbeziehungen, Stuttgart 
- Inter Nationes, Bonn 
- International Association of Sound Archives (IASA) 
- Institut für niederdeutsche Sprache (INS), Bremen 
- Laboratoire d'Automatique Documentaire et Linguistique (LADL), 
Paris 
- Max-Planck-Institut für Psycholinguistik, Nimwegen 
- Osterreichische Akademie der Wissenschaften, Wien 
- Robert-Bosch-Stiftung, Stuttgart 
- Russische Akademie der Wissenschaften, Institut für russische Spra-
che, Moskau 
- Stiftung Volkswagenwerk, Hannover 
- Universitäten Mannheim und Heidelberg sowie zahlreiche weitere 
germanistische Institute an Universitäten und Hochschulen im In-
und Ausland 
- Verein zur Förderung sprachwissenschaftlicher Studien, Berlin 
- Wissenschaftsgemeinschaft Blaue Liste (WBL) 
5.2 Studienaufenthalte und Besuche in- und ausländischer 
Wissenschaft ler am I D S 
Prof. Dr. Werner Abraham, Universität Groningen, Niederlande, 13.-
17.3.1995 (IDS) 
Anne Arold, Universität Tartu, Estland, 14.11.-14.12.1995 
Prof. John Ole Askedal, Universität Oslo, Norwegen, 13.-17.3.1995 (IDS) 
Prof. Dr. Peter Bassola, Jözsef-Attila-Universität, Szeged, Ungarn 22.-
28.5.1995 (DAAD) 
Dr. Csilla Bernäth, Jözsef-Attila-Universität, Lehrstuhl für Germani-
stische Linguistik, Szeged, Ungarn 23.-27.1.1995 und 24 .10-
4.11.1995 (DAAD) 
Dr. Indu Bhave, Banares Hindu University, Varanasi, Indien, 15.5.-
15.8.1995 (DAAD) 
Dr. Maria Teresa Bianco, Instituto Universitario Orientale, Neapel, Ita-
lien, 8.-29.8.1995 (Heimatuniversität) 
Dr. Evelyn Breiteneder, Österreichische Akademie der Wissenschaften, 
Wien, Österreich 20.-28.9.1995 
Arkadiusz Brycht, Universität Lodz, Polen, 13.-17.3.1995 (Robert Bosch 
Stiftung) 
Prof. Dr. Bernard Comrie, Universität Los Angeles, USA, 13.-17.3.1995 
(IDS) 
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Prof. Jenny Cook-Gumperz, Santa Barbara, USA 12.-16.12.1995 
Tomasz Czarnecki, Uniwersytet Gdanski, Polen, 4.-9.9.1995 
Prof. Dr. Jan Czochralski, Warschau, Polen, 13.-17.3.1995 (Robert 
Bosch Stiftung) 
Dr. Marek Czyzewski, Universität Lodz, Polen, 19.-26.2.1995 (IDS) 
Prof. Dr. Osten Dahl, 13.-17.3.1995 (IDS) 
Prof. Dr. Antoni Debski, Universität Krakau, Polen, 13.-17.3.1995 
(Robert Bosch Stiftung) 
Marina Denissowa, Samara, Rußland, 1.10.1995-31.7.1996 
Prof. Dr. Valentin Devkin, Staatl. Pädagogische Universität Moskau, 
Rußland, 3.-17.11.1995 
Dr. Ljubima Jordanova Dimitrova, Bulgarische Akademie der Wissen-
schaften, Sofia, Bulgarien, 1.7.-31.8.1995 
Prof. Dr. Jovan Djukanovic, Germanistisches Institut der Universität 
Belgrad, Jugoslawien, 1.10.-15.12.1995 
Prof. Dr. Csaba Földes, Pädagogische Hochschule „Gyula Juhasz", Sze-
ged, Ungarn, 3.9.1995-31.7.1996 
Prof. Dr. Alicja Gaca, Universität Posen, Polen, 13.-17.3.1995 (Robert 
Bosch Stiftung) 
Dr. Ewa Geller, Universität Warschau, Polen, 13.-17.3.1995 (IDS) 
Yrd. Doc. Dr. Mehmet Gündogdu, C.U. Egitim Fakültesi Balcali/Adana, 
Türkei, 1.7.-31.8.1995 (DAAD) 
Prof. John Gumperz, Santa Barbara, USA, 2.-16.12.1995 
Piklu Gautam Gupta, University of Manchester, Großbritannien, 9.-
20.1.1995 (British Council) 
Prof. Rainer Hamel, Mexico, 27.11.-15.12.1995 
Prof. Dr. Marja Järventausta, Universität Joensuu, Institut für interkul-
turelle Kommunikation in Savonlinna, Finnland, 14.-21.8.1995 
Dr. Alina Jurasz, Universität Breslau, Polen, 13.-17.3.1995 (Robert 
Bosch Stiftung) 
Aino Kärnä, Germanistisches Institut der Universität Helsinki, Schwe-
den, 12.-20.2.1995 
Dr. Andrzej Katny, Rzeszow, Polen, 13.-17.3.1995 (Robert Bosch Stif-
tung) 
Gabriella Kiss, Kossuth Lajos Universität, Debrecen, Ungarn, 1 0 -
14.7.1995 
Doz. Dr. Gerhard Konnerth, Universität Hermannstadt, Sibiu, Rumä-
nien, 1.7.-31.8.1995 (KAAD) 
Prof. Elena S. Kubrjakowa, Institut für Sprachwissenschaft, Russische 
Akademie der Wissenschaften, Moskau, Rußland, 15.9.-15.10.1995 
Dr. Sarolta Läszlö, Lorand-Eötvös-Universität, Germanistisches Semi-
nar, Budapest, Ungarn, 23.-27.1.1995 
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Dr. Ole Letnes, Hogskolen i Agder, Inst i tut t for Fremmedsprak, Kristi-
ansand, Norwegen 4.-15.12.1995 
Prof. Dr. Kwang-Sook Lie, Seoul National University, German Depart-
ment, Korea, 1.7.-31.8.1995 (DAAD) 
Sara Lines, Aston University, Department of Languages and European 
Studies, Birmingham, Großbritannien, 3.-31.7.95 
Prof. Hongshen Liu, Universität Nanjing, Seminar für Germanistik, 
China, 12.-20.6.1995 (DAAD) 
Dr. Pawel Mecner, Bedzin, Polen, 13.-17.3.1995 (Robert Bosch Stiftung) 
Martina Möllering, Insti tut für Migrationsforschung, Ausländerpädago-
gik und Zweitsprachendidaktik, Essen, 27.2.-8.3.1995 (IDS) 
Dr. Lorelies Ortner, Universität Innsbruck, Insti tut für Germanistik, 
Österreich, 17.-21.7.1995 (IDS) 
Aicha Ouaret, Algier, Algerien, 2.7.-2.9.1995 (DAAD) 
Dr. Andrzej Piotrowski, Universität Lodz, Polen, 19.-26.2.1995 (IDS) 
Prof. Dr. Krystyna Pisarkowa, Krakau, Polen, 13.-17.3.1995 (Robert 
Bosch Stif tung) 
Prof. Dr. Christer Platzack, Universität Lund, Schweden, 13.-17.3.1995 
(IDS) 
Carmen Pop, Cluj-Napoca, Rumänien, 1.11.1994-31.7.1995 
Dr. Izabela Prokop, Universität Posen, Polen, 13.-17.3.1995 (Robert 
Bosch Stiftung) 
Dr. Ekaterina Protassova, Helsinki, Finnland und Moskau, Rußland 
1.10.-15.11.1995 (DFG) 
Prof. Dr. Inger Rosengren, Lund, Schweden 18.10.-15.12.1995 
Prof. Dr. Danuta Rytel-Kuc, Warschau, Polen 13.-17.3.1995 (Robert 
Bosch Stif tung) 
Prof. Dr. Roman Sadzinski, Universität Lodz, Polen, 13.-17.3.1995 
(Robert Bosch Stiftung) 
Prof. Dr. Christoph Schatte, Sosnowiec, Polen, 13.-17.3.1995 (Robert 
Bosch Stif tung) 
Prof. Dr. Czeslawa Schatte, Sosnowiec, Polen, 13.-17.3.1995 (Robert 
Bosch Stiftung) 
Dr. Margret Selting, Universität Potsdam, Institut für Germanistik, 6 . -
10.2.1995 (IDS) 
Prof. Dr. Pawan Surana, University of Rajas than, Jaipur, Indien, 7.6.-
9/1995 (DAAD) 
Dr. Elzbieta Szwejkowska-Olsson, Stockholms Universitet, Schweden, 
15.5.-14.7.1995 (DAAD) 
Dr. Magda Tamässy-Birö, Loränd-Eötvös-Universität Budapest, Germa-
nistisches Seminar, Ungarn 27.3.-1.4.1995 und 8.-17.11.1995 
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Marja-Liisa Tommola, Universität Vaasa, Institut für deutsche Sprache 
und Literatur, Finnland, 15.9.-14.11.1995 
Prof. Dr. Vural Ülkü, Universität Mersin, Türkei, 13.-17.3.1995 (Hum-
boldt-Stiftung) 
Mario Eduardo Viaro, Sao Paulo, Brasilien, 1.7.-31.12.1995 (DAAD) 
Prof. Zhiyou Wang, Beijing, China 
Hu Weishan, Nankai-Universität, Tianjin, China, 3.11.1995-3.4.96 
Prof. Dr. Jozef Wiktorowicz, Universität Warschau, Polen, 13.-17.3.1995 
(Humboldt-Stiftung) 
Yoshihisa Yamada, Gifu Keizai University, Ogaki Gifu, Japan, 19.6.1995-
31.3.1996 
Prof. Zhang Shiguang, Fremdsprachenhochschule Xi'an, China, 20.9.-
31.12.1995 
Prof. Feng Zhinei, Institute of Applied Linguistics, State Language Com-
mission, Beijing, China, 11.-17.9.1995 
5.3 B e s u c h e r g r u p p e n 
Im Jahr 1995 waren 14 Besuchergruppen - zusammen rund 270 Personen 
- Gäste im IDS (die Gastwissenschaftlerinnen und Gastwissenschaftler 
nicht mitgezählt). Viele Gruppen kamen aus Rußland, es gab jeweils 
eine Gruppe aus Brasilien und Bulgarien und eine gemischte Gruppe 
aus Südamerika. Zu Gast waren Deutschlehrerinnen aus 14 Nationen im 
Rahmen eines Kurses des Goethe-Instituts, die Mannheimer Wirtschafts-
„Senioren" (Kreis 58) sowie Deutsch-Fachberater und Deutschlehrerin-
nen der beruflichen Abteilung des Oberschulamtes Stuttgart. Darüber 
hinaus informierten sich in- und ausländische Germanistik-Studierende 
von deutschen Universitäten im Rahmen ihrer Seminare über die Arbeit 
des IDS. Die Besuchergruppen erwartet ein möglichst auf ihre Interes-
sen und Forschungsschwerpunkte zugeschnittenes Programm, das von 
einer allgemeinen Einführung in die Arbeit des IDS und von einer Bi-
bliotheksführung eingerahmt wird. 
6. G r e m i e n des I n s t i t u t s f ü r d e u t s c h e S p r a c h e 
(Stand 1.12.1995) 
6.1 K u r a t o r i u m 
Vorsitzender: Prof. Dr. Friedhelm Debus, Universität Kiel 
Stellvertreter: Prof. Dr. Wolfgang Klein, Institut für Psycholinguistik, 
Nijmegen 
Prof. Dr. Waither Dieckmann, Freie Universität Berlin - Prof. Dr. 
Hans-Werner Eroms, Universität Passau - Prof. Dr. Cathrine Fabricius-
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Hansen, Universität Oslo - Dr. Claudia Fr aas, IDS Mannheim - Helmut 
Frosch, IDS Mannheim - Prof. Dr. Gerhard Heibig, Universität Leip-
zig - Dr. Wolfgang Klein, IDS Mannheim - Prof. Dr. Heinrich Löffler, 
Universität Basel - Lothar Mark als Vertreter der Stadt Mannheim -
LS Kantorczyk, Auswärtiges Amt Bonn - Dir. Peter Roschy, als Vertre-
ter des Vereins der Freunde des Instituts für deutsche Sprache Mann-
heim - Prof. Dr. Barbara Sandig, Seiarbrücken - Reg. Dir. Schrade, Mi-
nisterium für Wissenschaft und Forschung Baden-Württemberg, Stutt-
gart - OReg.Rätin Schwer, Ministerium für Wissenschaft und Forschung 
Baden-Württemberg, Stuttgart - Reg.Rätin Vera Stercken, als Vertre-
terin des Bundesministeriums für Bildung, Wissenschaft, Forschung und 
Technologie, Bonn - Prof. Dr. Peter Wiesinger, Universität Wien - Dr. 
Edeltraud Winkler, IDS Mannheim 
6.2 Direkt ion 
Prof. Dr. Gerhard Stickel (Vorstand) - Priv. Doz. Dr. Hartmut Günther 
(stellvertretender Direktor) 
6.3 Inst i tutsrat 
Direktoren: Prof. Dr. Gerhard Stickel, Priv. Doz. Dr. Hartmut Günther 
- Abteilungsleiter: Prof. Dr. Reinhard Fiehler (Gesprochene Sprache) -
Prof. Dr. Gisela Harras (Lexikologie und Wortbildung) - Prof. Dr. Wer-
ner Kallmeyer (Verbale Interaktion) - Prof. Dr. Hartmut Schmidt (Histo-
rische Lexikologie und Lexikographie) - Dr. Wolfgang Teubert (Sprach-
entwicklung in der Gegenwart) - Prof. Dr. Gisela Zifonun (Grammatik, 
bis zum 1.8.) - Mitarbeitervertreter: Dr. Mechthild Elstermann - Prof. 
Dr. Dieter Herberg - Prof. Dr. Bruno Strecker - Wolfgang Rathke 
6.4 Wissenschaft l icher Rat 
Ehrenmitglieder 
Prof. Dr. Johannes Erben, Bonn - Prof. Dr. Hans Glinz, Wädenswil -
Prof. Dr. Siegfried Grosse, Bochum - Prof. Dr. Peter von Polenz, Kor-
lingen; 
Ordentliche Mitglieder 
Prof. Dr. Hans Altmann, München - Prof. Dr. Gerhard Äugst, Siegen 
- Prof. Dr. Karl-Richard Bausch, Bochum - Prof. Dr. Anne Betten, 
Salzburg - Prof. Dr. Klaus Brinker, Hamburg - Prof. Dr. Karl-Dieter 
Bünting, Essen - Prof. Dr. Harald Bürger, Zürich - Prof. Dr. Dieter 
Cherubim, Göttingen - Prof. Dr. Konrad Ehlich, München - Prof. Dr. 
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Peter Eisenberg, Potsdam - Prof. Dr. Ulla Fix, Leipzig - Prof. Dr. Eli-
sabeth Gülich, Bielefeld - Prof. Dr. Walter Haas, Freiburg/Schweiz -
Prof. Dr. Franz Josef Hausmann, Erlangen - Prof. Dr. Helmut Henne, 
Braunschweig - Prof. Dr. Hans Jürgen Heringer, Augsburg - Prof. Dr. 
Rudolf Hoberg, Darmstadt - Prof. Dr. Werner HofFmann, Mannheim -
Prof. Dr. Werner Holly, Chemnitz - Prof. Dr. Ludwig Jäger, Aachen -
Prof. Dr. Rudi Keller, Düsseldorf - Prof. Dr. Dieter Krallmann, Essen 
- Prof. Dr. Gotthard Lerchner, Leipzig - Prof. Dr. Hans Moser, Inns-
bruck - Prof. Dr. Horst Haider Munske, Erlangen - Prof. Dr. Gerhard 
Nickel, Stuttgart - Prof. Dr. Uwe Pörksen, Freiburg - Prof. Dr. Rai-
ner Rath, Saarbrücken - Prof. Dr. Oskar Reichmann, Heidelberg - Prof. 
Dr. Marga Reis, Tübingen - Prof. Dr. Gert Rickheit, Bielefeld - Prof. 
Dr. Lutz Röhrich, Freiburg - Prof. Dr. Horst Sitta, Herrliberg - Prof. 
Dr. Helmut Schnelle, Bochum - Prof. Dr. Stefan Sonderegger, Uetikon -
Prof. Dr. Hugo Steger, Freiburg - Prof. Dr. Dieter Stellmacher, Göttin-
gen - Prof. Dr. Georg Stötzel, Düsseldorf - Prof. Dr. Erich Straßner, 
Tübingen - Prof. Dr. Heinz Vater, Köln - Prof. Dr. Hans Wellmann, 
Augsburg - Prof. Dr. Otmar Werner, Freiburg - Prof. Dr. Sigurd Wich-
ter, Münster - Prof. Dr. Herbert Ernst Wiegand, Heidelberg - Prof. Dr. 
Norbert Richard Wolf, Würzburg - Prof. Dr. Dieter Wunderlich, Düssel-
dorf 
Korrespondierende Mitglieder in Europa 
Prof. Dr. Werner Abraham, Groningen, Niederlande - Prof. Dr. Pierre 
Bange, Lyon, Frankreich - Prof. Dr. Daniel Bresson, Aix-en-Provence, 
Frankreich - Prof. Dr. Andrzej Z. Bzdega, Posen, Polen - Prof. Dr. Jovan 
Djukanovic, Belgrad, Jugoslawien - Prof. Dr. Martin Durrell, Manche-
ster, Großbritannien - Prof. Dr. Gertrud Greciano, Straßburg, Frank-
reich - Prof. Dr. Franciszek Grucza, Warschau, Polen - Prof. Dr. Regina 
Hessky, Budapest, Ungarn - Prof. Dr. Fernand Hoffmann, Luxemburg-
Prof. Dr. William Jones, London, Großbritannien - Prof. Dr. Gottfried 
Kolde, Genf, Schweiz - Prof. Dr. Jarmo Korhonen, Helsinki, Finnland 
- Prof. Dr. Oddleif Leirbukt, Troms0, Norwegen - Prof. Dr. Jacques 
Lerot, Louvain-la-Neuve, Belgien - Prof. Dr. Zdenek Massarik, Brünn, 
Tschechische Republik - Prof. Dr. Norbert Morciniec, Breslau, Polen 
- Prof. Dr. Henrik Nikula, Vaasa, Finnland - Prof. Dr. Kurt Nyholm, 
Abo, Finnland - Prof. Dr. Pavel Petkov, Sofia, Bulgarien - Prof. Dr. In-
ger Rosengren, Lund, Schweden - Prof. Dr. Carlo Serra-Borneto, Rom, 
Italien - Prof. Dr. Emil Skala, Prag, Tschechische Republik - Prof. Dr. 
Anthony William Stanforth, Edinburg, Großbritannien - Prof. Dr. Vural 
Ülkü, Mersin, Türkei - Prof. Dr. Paul Valentin, Paris, Frankreich - Prof. 
Dr. R.A. Wisbey, London, Großbritannien - Prof. Dr. Jean-Marie Zemb, 
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Paris, Frankreich - Prof. Dr. Stanislav Zepic, Zagreb, Kroatien - Prof. 
Dr. Zoran Ziletic, Belgrad, Jugoslawien 
Korrespondierende Mitglieder in Ubersee 
Prof. Dr. Elmer H. Antonsen, Urbana, III., USA - Prof. Dr. Michael 
Clyne, Clayton, Victoria, Australien - Prof. Dr. F. van Coetsem, Ithaca, 
N.Y., USA - Prof. Dr. Jürgen Eichhoff, University Park, Pennsylvania, 
USA - Prof. Tozo Hayakawa, Tokyo, Japan - Prof. Dr. Robert D. King, 
Austin, Texas, USA - Prof. Dr. Alan Kirkness, Auckland, Neuseeland -
Prof. Dr. Byron J . Koekkoek, Buffalo, N.Y., USA - Prof. Dr. Herbert 
Kufner, Ithaca, N.Y., USA - Prof. Dr. Hans Kuhn, Canberra, Australien 
- Prof. Dr. Albert L. Lloyd, Philadelphia, Pennsylvania, USA - Prof. Dr. 
Stanley Starosta, Honolulu, Hawai 
6.5 Kommissionen 
Kommission für Rechtschreibfragen 
Prof. Dr. Gerhard Äugst, Siegen (Vorsitzender) - Prof. Dr. Dieter Ne-
rius, Rostock (Stellvertr. Vorsitzender) - Prof. Dr. Günther Drosdowski, 
Mannheim - Prof. Dr. Peter Eisenberg, Berlin - Dr. Klaus Heller, IDS 
- Prof. Dr. Dieter Herberg, IDS - Prof. Dr. Manfred Kohrt, Bonn (bis 
zum 1.8.1995) - Prof. Dr. Horst Haider Munske, Erlangen - Prof. Dr. 
Burkhard Schaeder, Siegen - Prof. Dr. Eberhard Stock, Halle - Prof. Dr. 
Hermann Zabel, Dortmund 
Kommission für Fragen der Sprachentwicklung 
Prof. Dr. Werner Holly, Chemnitz-Zwickau (Vorsitzender) - Priv.Doz. 
Dr. Bernd Ulrich Biere, IDS (Stellvertr. Vorsitzender) - Prof. Dr. Die-
ter Cherubim, Göttingen - Prof. Dr. Walther Dieckmann, Berlin - Prof. 
Dr. Helmut Henne, Braunschweig - Prof. Dr. Rudolf Hoberg, Darm-
stadt - Prof. Dr. Heinrich Löffler, Basel - Ltd. Reg. Dir. a.D. Dr. Walter 
Otto, Würzburg - Prof. Dr. Barbara Sandig, Saarbrücken - Dr. Wer-
ner Scholze-Stubenrecht, Mannheim - Prof. Dr. Hugo Steger, Freiburg 
- Priv.Doz. Dr. Gisela Zifonun, IDS (bis zum 1.8.1995) 
6.6 Beiräte 
Beirat „Lexikon der Lehnwortbildung" 
Prof. Dr. Johannes Erben, Bonn - Prof. Dr. Horst Haider Munske, Er-
langen - Prof. Dr. Peter von Polenz, Korlingen 
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Beirat „Deutsches Fremdwörterbuch" 
Prof. Dr. Oskar Reichmann, Heidelberg - Prof. Dr. Michael Schlaefer, 
Göttingen - Dr. Heino Speer, Heidelberg 
Beirat „Erklärende Synonymik" 
Prof. Dr. Herbert Ernst Wiegand, Heidelberg - Prof. Dr. Peter Rolf 
Lutzeier, London - Prof. Dr. Georg Meggle, Leipzig 
Beirat „Rhetorik" 
Prof. Dr. Barbara Sandig, Saarbrücken (Vorsitzende) - Prof. Dr. Walter 
Dieckmann, Berlin - Prof. Dr. Carl Friedrich Graumann, Heidelberg -
Prof. Dr. Elisabeth Gülich, Bielefeld - Prof. Dr. Werner Holly, Chemnitz-
Zwickau 
7. Besondere Nachrichten 
7.1 Personal ia 
- PD Dr. Hartmut Günther wurde zum 1.5.1995 auf vier Jahre zum 
stellvertretenden Direktor des IDS bestellt. 
- Prof. Dr. Gisela Zifonun, langjährige Leiterin der Abteilung Gram-
matik, hat zum 1.8.1995 einen Ruf auf eine C-3 Professur an der FU 
Berlin angenommen. 
- Die Arbeitsstelle Öffentlichkeitsarbeit und Dokumentation wird seit 
dem 1.4.1995 von Dr. Annette Trabold geleitet. 
- Zum neuen Vorsitzenden des Kuratoriums (Aufsichtsgremium des 
IDS) wurde am 27.9.1995 Prof. Dr. Friedhelm Debus von der Uni-
versität Kiel gewählt. Er tritt die Nachfolge von Prof. Dr. Horst 
Sitta (Universität Zürich) an, der dem Kuratorium zwölf Jahre lang 
angehörte. 
- Als neues Mitglied der Gruppe der externen Wissenschaftler im Ku-
ratorium wurde Prof. Dr. Cathrine Fabricius-Hansen, Universität 
Oslo, am 27.9.1995 gewählt. 
- Prof. Dr. Gerhard Stickel, Direktor des IDS, wurde bei der Versamm-
lung der Institute der Blauen Liste am 30./31. März 1995 in Göttin-
gen (da noch AG-BL) zum Sprecher der Sektion A (Geisteswis-
senschaften und Bildungsforschung) der Wissenschaftsgemeinschaft 
Blaue Liste (WBL) gewählt. 
- Prof. Dr. Hartmut Schmidt, Leiter der Abteilung Historische Lexiko-
logie und Lexikographie, wurde durch die Berlin-Brandenburgische 
Akademie der Wissenschaften nebenamtlich mit der Projektlei-
tung der Berliner Arbeitsstelle des Deutschen Wörterbuchs und des 
Goethe-Wörterbuchs beauftragt. 
Jahresbericht 
Im Jahre 1995 sind verstorben: Prof. Dr. Mogens Dyhr, Kopenhagen 
- Prof. Dr. Manfred Höfler, Düsseldorf - Prof. Dr. Wladimir Admoni, 
Rußland - Prof. Dr. Kai Hyldgard-Jensen, Göteborg 
Vermischtes 
Auf dem 2. Workshop zur sprachlichen Integration von Aussiedlern 
vom 3. bis 6.9.1995 in Frankfurt/Oder wurde beschlossen, den soge-
nannten „Mannheimer Appell - Gegen den Abbau von Sprachforde-
rungsmaßnahmen für Aussiedler" an verantwortliche politische Or-
ganisationen und Institutionen weiterzuleiten. 
Dieser Appell war auf dem ersten vom IDS in Mannheim organisier-
ten Workshop zur sprachlichen Integration von Aussiedlern auf den 
Weg gebracht worden. Er richtet sich u.a. gegen eine Verkürzung von 
Sprachkursen für Aussiedler von acht auf sechs Monate sowie gegen 
die Kürzung der Mittel für Integrationsmaßnahmen für Kinder und 
Jugendliche. 
Während eines Sommerkurses für deutsche Sprache und Lan-
deskunde hielt sich vom 10.7. bis 10.8.1995 eine Gruppe von 
Germanistik-Studenten der University of Florida, Gainesville/Fl. am 
IDS auf. Zahlreiche IDS-Mitarbeiterinnen und Mitarbeiter waren 
mit Vorträgen am Programm beteiligt. 
Internationales Seminar zur deutschen Gegenwartssprache 
Vom 27.8. bis zum 9.9.1995 nahmen Deutschlehrer und Deutschleh-
rerinnen aus Belgien, Bulgarien, Georgien, Großbritannien, Israel, 
Italien, Luxemburg, Makedonien, den Niederlanden, Schweden, der 
Slowakei, Spanien, der Tschechischen Republik, der Ukraine und Un-
garn an einem Fortbildungsseminar des Goethe-Instituts in Mann-
heim teil. Das Seminar behandelte Tendenzen der deutschen Gegen-
wartssprache und war nicht zuletzt aus diesem Grunde zu Gast im 
Institut für deutsche Sprache. 
Auch das Seminarprogramm wurde in enger Zusammenarbeit mit 
dem Institut für deutsche Sprache entwickelt: für die Dauer von 2 
Wochen lernten die Teilnehmer und Teilnehmerinnen u.a. konkrete 
Aufgaben und laufende Projekte des Instituts für deutsche Sprache 
kennen. 
Neben den zahlreichen Vorträgen und Diskussionen recherchier-
ten die Teilnehmer und Teilnehmerinnen auch selbst ausgewählte 
Aspekte der deutschen Gegenwartsprache und frischten in Ge-
sprächen mit Fachleuten ihre Sprachkenntnisse auf. 
Während eines Hospitationstags am Mannheimer Goethe-Institut 
und am Geschwister-Scholl-Gymnasium in Ludwigshafen gewannen 
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die ausländischen Linguisten, Ausbilder von Deutschlehrerstudenten 
und Sekundarschullehrer auch Einblicke, wie in Deutschland unter-
richtet wird. 
Ergänzt wurde der Seminarplan durch ein kulturelles Rahmenpro-
gramm, das die ausländischen Gäste mit Mannheim und seiner Um-
gebung vertraut machen sollte. 
— In einer Arbeitsgruppe unter Leitung von Prof. Dr. Werner Kall-
meyer wurde das Sprachverhalten von Bewohnergruppen in meh-
reren Mannheimer Stadtteilen zehn Jahre lang untersucht. Dieses 
umfangreiche sprachwissenschaftliche IDS-Projekt „Kommunikation 
in der Stadt" wurde mit Erscheinen des letzten Ergebnisbandes ab-
geschlossen. Da Mannheim nicht nur Ort, sondern auch Ziel und Ge-
genstand der Forschung gewesen war, wurde das vierbändige Werk, 
das beim Verlag de Gruyter erschienen ist, im Dezember in einer 
kleinen Feierstunde im IDS Herrn Oberbürgermeister Widder über-
reicht. Mannheim dürfte so wohl zu den von Sprachwissenschaftlern 
am besten erforschten Städten zählen. 
8. P e r s o n a l s t ä r k e , Anschrif ten, finanzielle A n g a b e n 
8 . 1 P e r s o n a l s t ä r k e ( S t a n d : 1 . 1 2 . 1 9 9 5 ) 
Mitarbeiter (einschl. Teilzeit- und Projektmitarbeiter): 
wissenschaftliche Angestellte 65 
(davon beurlaubt: 2) 
Verwaltungs-/technische Angestellte 37 
Projekt-Mitarbeiter 8 
110 
Doktoranden 
Studentische Hilfskräfte 
3 
42 
8 . 2 Anschrif t 
Institut für deutsche Sprache 
R5, 6 -13 
D-68161 Mannheim 
Postanschrift: 
Postfach 101621 
D-68016 Mannheim 
Telefon (0621) 1581-0 
Telefax (0621) 1581-200 
e-mail: vorstand@ids-mannheim.de 
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8.3 H a u s h a l t des I n s t i t u t s i m B e r i c h t s j a h r 
Einnahmen: 
Ministerium für Wissenschaft und Forschung 
Baden-Württemberg DM 6.653.000,-
Bundesministerium für Forschung 
und Technologie DM 6.653.000,-
Stadt Mannheim DM 12.000,-
eigene Ginnahmen DM 131.000,-
DM 13.449.000,-
Ausgaben: 
Personalausgaben DM 10.749.000,-
Sachausgaben DM 2.608.000,-
Zuwendungen, Zuschüsse DM 6.000,-
Investitionen DM 86.000,-
DM 13.449.000,-
Projektmittel: 
Deutsche Forschungsgemeinschaft 
(DFG), Bonn 
Projekt „Rußlanddeutsch" 
Personalmittel DM 108.600,-
Sachmittel DM 2.800,-
DM 111.400,-
Deutsche Forschungsgemeinschaft 
(DFG), Bonn 
Projekt „Wissenschaftlicher Austausch 
mit Rußland" 
Personalmittel DM 10.500,-
Sachmittel DM 4.000,-
DM 14.500,-
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Projekt „Initiative Reaktionen" (SFB 245) 
Personalmittel 
Sachmittel 
DM 
DM 
113.600,-
2.100,-
DM 115.700-
Projekt „Bedeutungskonstitution" (SFB 245) 
Personalmittel 
Sachmittel 
DM 
DM 
113.600,-
800,-
DM 114.400,-
Projekt „Orthographie, bis 1901" 
Personalmittel DM 35.900,-
DM 35.900,-
Stiftung Volkswagenwerk 
„Deutsch-Zentrum Tianjin/China" 
Personalmittel DM 18.300,-
DM 18.300,-
Kommission der EG 
Projekt „Multilingual Environment 
for Corpus-Based Lexicon Building" 
Personalmittel 
Sachmittel 
DM 
DM 
103.900,-
19.400,-
DM 123.300,-
Projekt „Environmental Innovation" 
Personalmittel 
Sachmittel 
DM 
DM 
59.300,-
45.000,-
DM 104.300,-
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Parole 
Sachmittel DM 47.300,-
DM 47.300,-
TELRI 
Personalmittel 
Sachmittel 
DM 
DM 
60.000,-
129.500,-
DM 189.500,-
SERGES 
Personalmittel 
Sachmittel 
DM 
DM 
16.400,-
6.300,-
DM 22.700,-
Summe der Projektmittel DM 897.300,-
Ordentlicher Haushalt DM 13.449.000,-
DM 14.346.300,-
9. Veröffentlichungen im Jahre 1995 
SCHRIFTEN DES I N S T I T U T S F Ü R D E U T S C H E S P R A C H E 
Verlag Walter de Gruyter, Berlin/New York 
Band 4: Friedhelm Debus/Werner Kallmeyer/Gerhard Stickel (Hg.): 
Kommunikation in der Stadt 
Teil 4.2: Werner Kallmeyer (Hg.): 
Ethnographien von Mannheimer Stadtteilen. V/525 S. 
Teil 4.3: Inken Keim: 
Kommunikative Stilistik einer sozialen Welt „kleiner Leute" 
in der Mannheimer Innenstadt. X/536 S. 
Teil 4.4: Johannes Schwitalla: 
Kommunikative Stilistik zweier sozialer Welten in 
Mannheim-Vogelstang. XIII/558 S. 
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Band 5: Werner Nothdurft/Gerhard Stickel (Hg.): 
Schlichtung 
Teil 5.1: Werner Nothdurft (Hg.): 
Streit schlichten - Gesprächsanalytische Untersuchungen zu 
institutionellen Formen konsensueller 
Konfliktregelung. 431 S. 
J A H R B Ü C H E R DES INSTITUTS F Ü R D E U T S C H E 
S P R A C H E 
Verlag Walter de Gruyter, Berlin/New York 
Redaktion: Franz Josef Berens 
Gisela Harras (Hg.): 
Die Ordnung der Wörter. Jahrbuch 1993 des Instituts für deutsche Spra-
che. 403 S. 
Gerhard Stickel (Hg.): 
Stilfragen. Jahrbuch 1994 des Instituts für deutsche Sprache. V/455 S. 
F O R S C H U N G S B E R I C H T E DES INSTITUTS F Ü R DEUT-
SCHE S P R A C H E 
Herausgegeben von Rainer Wimmer, Bruno Strecker und Gisela Zifonun 
Gunter Narr Verlag, Tübingen 
Band 75: Carmen Spiegel: Streit. Eine linguistische Untersuchung 
verbaler Interaktionen in alltäglichen Zusammenhängen. 
289 S. 
(Die Reihe wird hiermit abgeschlossen und durch die folgende Reihe 
ersetzt:) 
S T U D I E N ZUR D E U T S C H E N S P R A C H E 
Forschungen des Instituts für deutsche Sprache 
Herausgegeben im Auftrag des Instituts für deutsche Sprache von Hart-
mut Günther, Bruno Strecker, Reinhard Fiehler 
Gunter Narr Verlag, Tübingen 
Band 1: Joachim Born/Wilfried Schütte: Eurotexte. Textarbeit in 
einer Institution der EG. 456 S. 
Band 2: Bernd Ulrich Biere/Rudolf Hoberg (Hg.): Bewertungskriterien 
für die Sprachberatung. 160 S. 
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P H O N A I 
Texte und Untersuchungen zum gesprochenen Deutsch 
Herausgegeben von Walter Haas und Peter Wagener 
Max Niemeyer Verlag, Tübingen 
Band 42: Anne Betten (Hg.): Sprachbewahrung nach der Emigration -
Das Deutsch der 20er Jahre in Israel. Teil I: 
Transkripte und Tondokumente. VIII/449 S./CD. 
D E U T S C H E S F R E M D W Ö R T E R B U C H 
Deutsches Fremdwörterbuch. Begonnen von Hans Schulz, fortgeführt 
von Otto Basier, völlig neu bearbeitet im Institut für deutsche Spra-
che von Gerhard Strauß/Elke Donalies/Heidrun Kämper-Jensen/Isolde 
Nortmeyer/Joachim Schildt/Rosemarie Schnerrer 
Band 1: a-Präfix bis Antike. XVII, 52*, 615 S. 
S T U D I E N B I B L I O G R A P H I E N S P R A C H W I S S E N S C H A F T 
Im Auftrag des Instituts für deutsche Sprache hg. von Ludger Hoffmann 
(bis Bd. 9); Manfred W. Hellmann (ab Bd. 10) 
Julius Groos Verlag, Heidelberg 
Band 12: Markus Nussbaumer: 
Argumentation und Argumentationstheorie. IV/44 S./ 
Diskette. 
Band 13: Willy Sanders: 
Stil und Stilistik. 52 S./ Diskette. 
Band 14: Gerd Antons/Karl-Heinz Pogner: 
Schreiben. 43 S./Diskette. 
D E U T S C H E S P R A C H E 
Zeitschrift für Theorie, Praxis, Dokumentation 
Im Auftrag des Instituts für deutsche Sprache hg. von Siegfried Grosse 
(Geschäftsführer), Hans Werner Eroms, Gisela Harras, Gerhard Stickel 
Erich Schmidt Verlag, Berlin 
Redaktion: Franz Josef Berens 
Jahrgang 1995: 4 Hefte 
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S P R A C H R E P O R T 
Informationen und Meinungen zur deutschen Sprache 
Hg. vom Institut für deutsche Sprache 
Jahrgang 1995: 4 Hefte 
V E R Ö F F E N T L I C H U N G E N IM EIGENVERLAG DES IN-
STITUTS 
Katrin Freese (Bearb.): 
Dokumentation zur germanistischen Sprachwissenschaft. Sprachwissen-
schaftliche Forschungsvorhaben 1993/94. Herausgegeben vom Institut 
für deutsche Sprache. 615 S. 

Anhang 
Ansprache des Hugo-Moser-Preisträgers Helmuth Feilke 
(Siegen) 
Zu Beginn der Jahrestagung des IDS am 14. März 1995 erhielt Herr Dr. Hel-
muth Feilke von der Universität Siegen den zweijährlich vergebenen Förder-
preis der Hugo-Moser-Stiftung. Herr Feilke bedankte sich mit folgender An-
sprache: 
Danksagung und Kurzvorstellung des Projektes „Schrift und Muster" 
Sehr geehrter Herr Präsident, 
sehr geehrte Damen und Herren, 
Die Zuerkennung und Verleihung des Hugo-Moser-Preises ist für mich 
eine große Freude, und ich danke dem wissenschaftlichen Beirat der 
Hugo-Moser-Stiftung für die damit verbundene Anerkennung. In sehr 
großzügiger Weise haben Sie mich mit einer Auszeichnung bedacht, die 
ich mir eigentlich erst zu verdienen habe. Ausgezeichnet haben Sie den 
Entwurf für ein Projekt, für das eigentlich Arbeit zu tun bleibt. Für 
dieses Vertrauen in meine künftige Arbeit möchte ich Ihnen danken. 
Daran, daß man sich Ziele setzen und sie umsetzen kann, sind stets viele 
beteiligt. Wenn mit dem Projektentwurf heute auch die bisherige wis-
senschaftliche Arbeit ausgezeichnet wird, dann verdanke ich dies insbe-
sondere der Zusammenarbeit mit Gerhard Äugst in Siegen sowie seiner 
stets tatkräftigen und uneigennützigen Förderung meiner Arbeit. Auch 
dafür möchte ich mich an dieser Stelle bedanken. 
Es ist üblich, und ich möchte die verbleibende kurze Zeit gerne nutzen, 
um noch etwas zu dem geplanten Forschungsprojekt selbst zu sagen. 
T h e m a in diesem Projekt sind Prozesse der Musterbildung in Schrift 
und Schreiben, die ich a m Beispiel der Entwicklung von Schreibfähig-
keiten untersuchen möchte. Musterbildung ist eine allgemeinsprachliche 
Erscheinung, von großer sprachtheoretischer, aber auch praktischer Be-
deutung. Ich definiere das Muster als pragmatisch typisiertes, syntagma-
tisches Ausdrucksgefüge. 
Auf die besondere Bedeutung des Musters weist schon Hugo Moser in 
seiner Rede zur Verleihung des Konrad Duden-Preises 1964 hin: 
„Es gibt ein Empfinden für Sprachbrauch und Sprachnorm im Bereich 
der Schreibweise und der Lautung, der Satzschemata und der Wort-
strukturen (...). Die Reaktion des Sprachempfindens beruht auf dem in 
der Regel unbewufiten Wissen um sprachliche Muster (patterns). Man 
kann auch von ihm sagen es realisiere eine geistige Geltung, die inner-
halb einer Sprachgemeinschaft am Werk ist." (Moser 1967, S. 42; Herv. 
H.F.). 
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Worauf beruht diese geistige Geltung, von der Hugo Moser spricht? 
Sie beruht darauf, daß Muster im Unterschied zu Regeln und kleinsten 
Einheiten in der Sprache sehr komplexe Erwartungen zu organisieren 
vermögen. Es handelt sich um ausdruckseitig gebundene, sprach ¿u/iure// 
vermittelte, obligatorische Orientierungen eines sprachlichen „Common 
sense" (vgl. Feilke 1994). Wer z.B. ein 'einerseits' liest, der erwartet auch 
ein 'andererseits', wer ein 'zwar' liest, der erwartet aber ein 'aber', und 
wer eine Uberschrift wie 'Schrift und Muster' liest, der erwartet einen 
expositorischen Text zu diesem Thema. 
Wo Muster Brüche zeigen oder bewußt durchbrochen werden, wird die 
scheinbare Selbstverständlichkeit von Erwartungen problematisch. Wenn 
Bertold Brecht in der Mutter Courage schreibt: „Der Mensch denkt: Gott 
lenkt", durchbricht er bewußt durch seine Interpunktion die mit dem 
syntaktischen Parallelismus verbundene semantische Erwartungsstruk-
tur. Brüche und Inkonsistenzen von Mustern sei es der Orthographie und 
Interpunktion, sei es der Syntax und Textstruktur markieren in umge-
kehrter Perspektive aber auch den Weg schreibenlernender Kinder in die 
Schrift. Sie zeigen, wie die Lerner in medialer Schriftlichkeit, langsam 
aber sicher fortschreitend, die musterbasierten Ordnungen konzeptionel-
ler Schriftlichkeit konstruieren. 
Dabei besteht das Spezifische des Schreibenlernens darin, daß die Ler-
ner hier auf völlig veränderte Bedingungen der Kommunikation reagie-
ren. Vergrößert wie in einem Brennglas, mit dem man den Umgang 
erst mühsam erlernen muß, nehmen Lerner beim Schreiben ihre eigene 
Sprachtätigkeit wahr. Sie konstruieren damit auch vom Schreiben her 
bestimmte Sprachstrukturen und einen von der Schreiberfahrung be-
stimmten Sprachbegriff. Im Unterschied zu Mustern des Sprechens, die 
sehr stark auf kommunikative Routinen bezogen sind, reflektieren Mu-
ster des Schreibens Prozesse sprach- und textorientierter Metakognitio-
nen. Ich möchte dies in je einer empirischen Studie für die Bereiche der 
Interpunktion, der Syntax und Formulierung und der Textstruktur un-
tersuchen. 
An die Seite, j a vielleicht sogar an die Stelle des sogenannten 'logi-
schen Problems' des Spracherwerbs, der Diskrepanz von Kenntnis und 
Erfahrung, tritt bei der Schreibentwicklung in exemplarischer Weise 
das sogenannte 'Entwicklungsproblem' des Spracherwerbs (z.B. Bam-
berg/Budwig 1989), d.h., die Frage danach, warum dieser Prozeß Zeit 
braucht. Die Frage ist beim Schreiberwerb besonders brisant, weil hier die 
Entwicklung vordergründig homologer Strukturen der gesprochenen und 
geschriebenen Sprache um drei bis zu acht Jahren verzögert erfolgt. Ent-
sprechend wird in der entwicklungspsychologischen Forschung bereits bei 
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Piaget und Wygotski von einer sogenannten 'Verschiebung' gesprochen. 
Die Verschiebung ist ein ungelöstes Problem für die Theorie der sprach-
lichen Kompetenz. Daß und wie wir mit Sprache etwas tun, und daß die-
ses Tun seinerseits auf die sprachliche Kompetenz zurückwirkt und sie 
strukturiert , ist ein wichtiger Zeitfaktor. Er kommt aber etwa im Kon-
text rationalistischer Kompetenzbegriffe nicht in den Blick. Für Noam 
Chomsky z.B. sind Schrift und Schreiben nicht mehr als ein „Papier- und 
Bleistift-Verfahren" (Chomsky 1981, S. 222) zur Entlastung des Gedächt-
nisses. Das Entwicklungsprogramm erscheint hier, wenn überhaupt als 
bloßes Datenproblem für den ' Input ' . David Barton dagegen kommt mit 
seiner Formulierung der Lösung des Entwicklungsproblems schon näher, 
wenn er formuliert: „Learning to write ist not just learning to bring units 
into awareness, it is also a case of learning the units of written language." 
(Barton 1985, S. 198/199). 
Das Entwicklungsproblem ist damit unmittelbar gekoppelt an die Frage, 
warum die Lernenden für den Prozeß nachweisbar eben nicht bloß Da-
ten, sondern spezifische, aber durch das Medium bestimmte Kontexte 
eigenen Handelns brauchen. Der bloß scheinbar tautologische schreib-
didaktische Erfahrungssatz 'Schreiben lernt man nur durch Schreiben' 
reflektiert in seiner Formulierung einer Rückwirkung der Praxis auf die 
Kompetenz eine sprachtheoretisch zentrale Dimension des Kompetenz-
begriffs. Auch für die schriftsprachliche Kompetenz gilt deshalb Phi-
lipp Wegeners sprachtheoretischer Basissatz aus den 'Grundfragen des 
Sprachlebens' von 1885, wo er im Blick auf die Sprachkenntnis feststellt: 
„Mittel wird .. Alles das, dessen Wirkung wir an uns erfahren haben und 
eben nur das." (Wegener 1885, S. 71) 
Die wichtigste Form der Vergegenständlichung dieses Strukturgewinns 
ist auch in der geschriebenen Sprache das Muster, sei es als orthographi-
sches Muster, als syntaktisches Formulierungsmuster oder als textuelles 
Ordnungsmuster. 
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Schlichtung 
Band 1: Streit schlichten 
Gesprächsanalytische Untersuchungen 
zu institutionellen Formen 
konsensueller Konfliktregelung 
Herausgegeben von Werner Nothdurft 
VIII, 431 Seiten. Mit 4 Abbildungen und 4 Tabellen. 1995 
Ganzleinen ISBN 3 11 013508 6 
(Schriften des Instituts für deutsche Sprache, Band 5.1) 
Für wichtige Institutionen des Streit Schlichtens (Schieds-
mann, Arbeitsgericht, Handwerkskammer, Gebrauchtwagen-
Schlichtung) wird gezeigt, welche Schlichtungsmuster sich in 
ihnen herausbilden, welche Strategien die Beteiligten verfol-
gen und welche Kommunikationsprobleme bestehen. 
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