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Kurzzusammenfassung
Wolken und Aerosole beeinflussen den Energiehaushalt und den Wasserkreislauf der Erde. Es
gibt zunehmend Hinweise darauf, dass Staubaerosol die Vereisung von Wolken, ihren Strahlungsef-
fekt und ihre Antwort auf die globale Erwärmung beeinflusst. Um den Klimawandel genauer zu
projizieren, ist es daher wichtig, den Weg von staubinduzierten Gefrierprozessen zur Vereisung
der Wolken besser zu simulieren. Gegenwärtige Gefrierschemen, die von Laborergebnissen auf
gröbere atmosphärische Skalen extrapolieren, sind jedoch limitiert in ihrer Anwendbarkeit.
Basierend auf Satelliten-Beobachtungen von Wolkenphasen und Aerosolen wird in dieser Ar-
beit untersucht, wie das staubbedingte Gefrieren in Klimamodellen verbessert werden kann,
um Klimae ekte von Staubeiskeimen genauer abschätzen zu können. Zu diesem Zweck wer-
den Reanalyse-Daten eines Aerosolmodells mit dem Satelliten-Beobachtungen von Wolkenphase
kombiniert und die globale Kovariabilität zwischen Mineralstaubaerosol und Wolkenvereisung
abgeschätzt. Basierend auf einem weltraumgestützten Lidar, einer Lidar-Radar Kombination
und einer Radiometer-Polarimeter Kombination werden hemisphärische und saisonalen Kon-
traste in der Wolkenphase lokalisiert und quantifiziert. Schließlich werden diese Schätzungen
verwendet, um den Einfluss des Mineralstaubes auf das Gefrieren von Wolkentröpfchen in einem
Klimamodell einzugrenzen. Die vorgelegten Ergebnisse zeigen, dass Beobachtungen des Kon-
trastes in der Wolkenphase dafür verwendet werden können, das staubgetriebene Gefrieren von
Wolkentröpfchen in Klimamodellen zu optimieren.
In den Extratropen steigt die durchschnittliche Häufigkeit von Eiswolken für höhere Mineralstaub-
Mischungsverhältnisse um +5% bis +10%. Bei ähnlichen Mischungsverhältnissen von Min-
eralstaub kann die Häufigkeit von Eiswolken für verschiedene Breiten immer noch variieren.
Einzelne Wolkenphasen-Produkte neigen dazu, zu viele Wolken als flüssig für Temperaturen
unter -30°C und zu viele als Eis für Temperaturen über 10°C zu klassifizieren. Bei -30°C liegen
die hemisphärischen und die saisonalen Kontraste — relativ zur südlichen Hemisphäre bzw.
zum borealen Frühjahr — zwischen +21% und +39% für einzelne Produkte in der Wolken-
phase und zwischen +52% und +75% für eine Kombination der Produkte. Diese Kontraste
wurden verwendet, um die E zienz der Staubeiskeime im Modell zu optimieren. Nach er-
folgter Optimierung stimmt das Modell besser mit den aus Beobachtungen der geschätzten
Kontraste in der Wolkenphase überein und zeigt einen staubbedingten nordhemisphärischen
Netto-Strahlungse ekt von 0.14 ± 0.13 W m≠2 durch die Vereisung, der niedriger ist als
bisher angenommen. Diese Änderungen sind mit einer Abnahme der Gesamtwassermenge in
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Abstract
Clouds and aerosols impact the Earth’s thermostat and precipitation. There is increasing evi-
dence that dust aerosol frequently controls cloud glaciation, modifying clouds’ radiative e ect
and response to global warming. For realistic climate change projections, it is crucial to improve
the simulated pathway between dust immersion freezing and cloud glaciation. However, current
freezing schemes, which extrapolate laboratory results to larger atmospheric scales, are poorly
constrained. Based on spaceborne observations of cloud-phase and aerosols, we explore whether
dust-driven immersion freezing can be improved in a climate model so that the climate impact of
dust ice-nuclei can be estimated more accurately. Combining an aerosol model reanalysis with
spaceborne retrievals of cloud phase, we estimated the global co-variability between mineral
dust aerosol and cloud glaciation. Relying on a spaceborne lidar, a lidar-radar synergy, and a
radiometer-polarimeter synergy, we also locate and quantify the hemispheric and seasonal con-
trast in cloud-phase. Finally, we use these estimations to refine the dust-driven droplet freezing
in a climate model. Our results show that observations of cloud-top phase contrasts may be
used to evaluate dust-driven droplet freezing in climate models.
In the extratropics, the average frequency of ice cloud increases by +5% to +10% for higher
mineral dust mixing-ratios on a day-to-day basis. For similar mixing-ratios of mineral dust, we
found that the ice frequency can still vary between latitudes, especially between Hemispheres
and between mid- and high-latitudes. By using only retrievals for which satellite products
agree on cloud-phase, we find that the cloud-phase transition from liquid to ice occurs within
a narrower temperature range. This suggests that individual products tend to classify too
many clouds as liquid for temperatures below -30°C and too many as ice for temperatures
above -10°C. At ≠30°C, the hemispheric and seasonal contrasts — relative to the Southern
Hemisphere and boreal spring, respectively — lie between +21% to +39% for individual cloud-
phase products and between +52% to +75% for a combination of products. We use these
contrasts to tune the dust ice-nuclei e ciency in the model, limiting their e ect during clean
conditions. Consequently, the model agrees better with the estimated cloud-top-phase contrasts
and a dust-driven glaciation e ect of 0.14 ± 0.13 W m≠2 in the Northern Hemisphere, which
is lower than previously assumed. These changes are associated with a decrease in the cloud
liquid water path and a weak enhancement of the stratiform precipitation at the expense of
convective precipitation. Our results show that observations of cloud-top phase contrasts may
be used as a constraint for dust-driven droplet freezing in climate models. Thus, our constraining
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1.1 General: Cloud-phase and aerosols
1.1.1 Cloud phase and climate
Clouds influence the climate. They control the amount of shortwave radiation reflected back
to space and absorb terrestrial radiation that would otherwise escape the atmosphere. Cloud
droplets reflect more light compared to ice crystals, as liquid droplets are smaller and their
radius is closer to the solar wavelength. Thus, thick low clouds — mostly composed of liquid
— usually reflect more solar radiation and have an overall cooling e ect on the planet. Thin
high clouds — mostly composed of ice — reflect less light and thus tend to warm the climate.
Moreover, microphysical processes in clouds control the precipitation cycle. Convective clouds
produce high amounts of precipitation in a relatively short time, while stratiform clouds have
lower precipitation rates but a longer lifetime. While warm clouds at temperatures higher than
0°C tend to produce rain through droplet-droplet aggregation, cold clouds at temperatures below
0°C precipitate mainly through the ice phase (Mülmenstädt et al., 2015). In addition, due to
their latent heat, clouds play a major role in the global energy transport in the atmosphere.
The representation of cloud-phase in climate models impacts how much solar radiation is re-
flected by clouds. In most state-of-the-art climate models, mid-level clouds reflect too little
solar radiation over the Southern Ocean compared to observations (Bodas-Salcedo et al., 2014).
As a result, the radiative balance over the Southern Hemisphere is not correctly simulated in
climate models, with too much radiation entering the ocean (Trenberth & Fasullo, 2010). This
bias in cloud albedo leads to biases in precipitation and energy transport at the mid-latitudes
(Hawcroft et al., 2017). The cloud albedo bias is closely related to the frequency of ice clouds
in the mixed-phase regime, as liquid clouds reflect more solar radiation (McCoy et al., 2014a,
2014b; Matus & L’Ecuyer, 2017). Thus, to improve the albedo bias in the Southern Ocean, it
is crucial to improve the representation of the cloud-phase partitioning in models.
The relation between cloud-phase and cloud albedo a ects how clouds respond to global warm-
ing. In a warmer climate, the low cloud cover and albedo decrease in the extratropics, resulting
in a positive cloud feedback (Zelinka et al., 2020). However, with higher isotherms the sinks
1
../sect/intro/fig/phaseFeedback.png
Figure 1.1: Diagram of the negative cloud-phase feedback. In a warmer climate (right side)
isotherms are higher (red arrow) and fewer clouds are a ected by droplet freezing, which results
in a higher cloud liquid water content and solar reflectivity. In models, the magnitude of this
feedback depends on the e ectivity of cloud glaciation.
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of cloud water through cloud glaciation decrease, as fewer clouds remain in the mixed-phase
regime, which will be located higher up in the atmosphere. The associated decrease in cloud
glaciation dampens the overall positive cloud feedback (Zelinka et al., 2020). Fig. 1.1 indicates
how this cloud feedback due to cloud glaciation depends on the cloud ice frequency in climate
models. For higher mean-state ice frequencies, this negative cloud-phase feedback is stronger,
leading to a weaker overall positive cloud feedback at the extratropics (Zelinka et al., 2020;
Tan et al., 2016). Indeed, for most general circulation models, ice frequencies are too high or
too low compared with observations, resulting in either too many or too few ice clouds con-
verted to liquid in warmer climates (McCoy et al., 2016). For this reason, the representation of
cloud-phase is one of the main sources of uncertainty in climate projections and, therefore, has
received increasing attention in the last decades.
In climate models, cloud-phase is closely related to cloud cover, water content, and precipitation,
but the physical mechanisms behind are still poorly understood. Climate models with higher
ice cloud frequencies have a lower Liquid Water Path (LWP) and higher cloud fraction (McCoy
et al., 2016). The latter positive correlation with cloud fraction is rather counterintuitive, as
observations suggest that ice cloud frequency should be anticorrelated with cloud cover due
to enhanced precipitation through the ice phase (Heymsfield et al., 2010; H. Morrison et al.,
2012). In addition, the cloud-phase a ects how the cloud water content responds to climate
warming. In general, the shift of isotherms to higher altitudes produce an increase in LWP
in a warmer climate. However, models with higher ice cloud frequencies su er a higher LWP
increase with global warming in the extratropics (McCoy et al., 2015), as more ice clouds are
a ected by the shift in the isotherms. The height increase of the mixed-phase regime in a warmer
climate contributes 20% to 80% of this increase in LWP for warmer climates depending on the
climate model (McCoy et al., 2015). In turn, the LWP increase for warmer climates dominates
much of the cloud-phase feedback at the extratropics (Ceppi et al., 2016). Therefore, a better
representation of cloud glaciation could help clarify the mechanism behind the cloud-phase
feedback.
1.1.2 Aerosols and clouds
Aerosols modify the number and size of cloud droplets and ice particles, which determines the
Cloud Radiative E ect (CRE). Aerosols a ect cloud hydrometeors by acting as Cloud Con-
densation Nuclei (CCN) or Ice-Nucleating Particles (INP). Fig. 1.2 illustrates how clouds are
modified by CCN and INP. CCN can lead to new droplet formation, increasing the number
of cloud droplets and increasing the cloud albedo (Twomey, 1974). As more cloud droplets
are present, they compete for the available water vapor leading to a smaller droplet radius,
which slows down autoconversion and rain processes, increasing cloud lifetime (Albrecht, 1989).
On the other hand, INP — a more rare type of aerosol — can trigger droplet freezing. Af-
ter droplets freeze, the resulting ice particles tend to grow at the expense of existing cloud
droplets, eventually leading to precipitation (Wegener, 1911; Bergeron, 1935; Findeisen et al.,
2015). Therefore, cloud glaciation is associated with lower cloud albedo and lower cloud lifetime
(Vergara-Temprado et al., 2018), although the magnitude of these changes is still under debate
3
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Figure 1.2: Main types of aerosol-cloud interactions. Both Cloud Condensation Nuclei (CCN)
and Ice-Nucleating Particles (INP) can a ect the cloud reflectivity and lifetime. Without the
ice-phase, the dominant precipitation mechanism is autoconversion, which is slower for smaller
cloud droplets. The impact of INP on cloud lifetime and albedo is closely related to the number
of cloud droplets per INP.
(IPCC et al., 2007). As a result, aerosol-cloud interactions lead to uncertainty in climate pre-
dictions (Bellouin et al., 2020; Forbes & Ahlgrimm, 2014), as both the cloud albedo and cloud
lifetime a ect the cloud radiative e ect and how clouds respond to climate change.
Although they play a key role in cloud-phase and climate, Aerosol-Cloud Interactions (ACI) are
still poorly understood. The study of ACI present some di cult challenges. Meteorological
factors have usually a higher impact on cloud properties compared to aerosols and can, therefore,
confound the correlation between aerosols and clouds (Gryspeerdt et al., 2016). For example,
relative humidity and static stability are co-varying with aerosols, cloud fraction and cloud-
phase (Zamora et al., 2018; J. Li et al., 2017). Additionally, constraining ACI in climate
models through mean-state variables alone is unsu cient, as there are often multiple model
configurations that may lead to the same atmospheric state. Therefore, it has been proposed
that observational references for process rates could be a key to improving the representation
of ACI (Mülmenstädt et al., 2020). Therefore, new strategies to constrain ACI are urgently
needed, which should focus on process rates while considering co-varying meteorology.
4
1.2 Topic: Dust-driven cloud glaciation
1.2.1 Ice-nucleating particles and immersion freezing
INP can enhance ice nucleation in the cirrus regime through deposition and pore condensation
freezing and in the mixed-phase regime through contact and immersion freezing. During depo-
sition and pore condensation freezing, ice crystals form onto the INP. During contact freezing,
hydrophobic INP initiate the freezing of a cloud droplet after colliding and for immersion freez-
ing, hydrophilic INP are first activated to cloud droplets that subsequentially freeze. Without
INP, cloud droplets freeze at temperatures between -40°C and -35°C depending on their droplet
radius, as bigger droplets can freeze at higher temperatures. Temperatures lower than -35°C are
referred to as the cirrus regime. For such temperatures, INP can lead to ice nucleation by direct
deposition of water vapor into INP (deposition freezing) or after water condensates into pores of
the INP (pore condensation freezing), even when the humidity lies below water supersaturation.
Pore condensation freezing is believed to be much more e cient than deposition freezing but
it is still poorly understood (Kanji et al., 2017). Temperatures higher than -35°C are referred
to as the mixed-phase regime. In this regime, INP lead to droplet freezing mainly by o ering
a surface where ice can crystalize inside the droplet (immersion freezing) or at the droplet’s
surface (contact freezing) (Hoose & Möhler, 2012). Immersion freezing is believed to dominate
over contact freezing (Kanji et al., 2017) and thus dominates droplet freezing in mixed-phase
clouds.
Immersion freezing rates are controled by the surface concentration of INP and by temperature.
Atmospheric INP concentrations are very low and the background free-tropospheric INP con-
centration relevant for mixed-phase clouds is estimated to be only about 10 INP/stdL (Lacher
et al., 2018). Because freezing can only start on ice-active sites in the aerosol’s surface, the
droplet freezing rate in a cloud depends on the surface area concentration of INP (Niedermeier
et al., 2015; Hartmann et al., 2016). For typical INP, the ice-nucleation e ciency increase by
about an order of magnitude after a temperature decrease of about 5 K (Niemand et al., 2012).
Therefore, the e ect of temperature variations typically dominates over the variability in aerosol
concentration, which presents a challenge when studying the role of INP in cloud glaciation.
The study of the role of mineral dust aerosol particles as INP has gained importance in the
last decade, due to their ubiquity and ice-nucleating e ciency. Many types of atmospheric
particles such as dust, soot, biological and organic aerosols are able to act as INP (Hoose &
Möhler, 2012). Consequently, a plethora of laboratory studies have tried to estimate the ice-
nucleating e ciency of di erent aerosols for di erent freezing modes and di erent atmospheric
conditions (Hoose & Möhler, 2012; Kanji et al., 2017). Due to the ubiquity of dust aerosol, many
of these studies have focused on studying the ice-nucleating properties of di erent types of dust
minerals. From the di erent dust minerals relevant for atmospheric dust, K-feldspar and clay
minerals like Montmorillonite and Kaolinite have been found to be particularly e ective INP in
the immersion mode (Atkinson et al., 2013; Boose et al., 2016; Diehl & Wurzler, 2004; Diehl et
al., 2006). To simplify the parameterization of droplet freezing in models, atmospheric dust is
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usually represented by a single dust mineral. In terms of their immersion freezing potential, soils
in the Northern Hemisphere are better represented by Montmorillonite, while in the Southern
Hemisphere they are better represented by Kaolinite (Claquin et al., 1999; Hoose et al., 2008).
In remote regions such as the Souther Ocean where marine biogenic INP is dominant, mineral
dust is believed to play a secondary role in cloud glaciation (Burrows et al., 2013; Vergara-
Temprado et al., 2017; Huang et al., 2018). Nevertheless, we focus on dust because its ubiquity
and e ciency as INP suggest that it should dominate over other INP types in most regions over
the globe.
1.2.2 Mineral dust INP
The seasonal- and global variability in dust emissions are well-studied, although uncertainties
remain on future trends. It has been estimated that land-use change has resulted in higher
dust emissions since pre-industrial times (Stanelle et al., 2014). Dust emission peak in both
boreal spring (Zender & Kwon, 2005; Cowie et al., 2014; Luo et al., 2015) and austral spring
(M. Wu et al., 2020; Kok et al., 2021). Although the main dust sources are located in the
Northern Hemisphere and particularly in North Africa, there are important dust sources at the
Southern mid-latitudes that deliver dust to large parts of the southern hemisphere (Albani et
al., 2012; Johnson et al., 2011; F. Li et al., 2008). Nevertheless, dust concentrations in the
Northern Hemisphere are in average between one and two orders of magnitude higher compared
to the Southern Hemisphere.
Not only dust concentrations are relevant for immersion freezing, but also dust size. The
number concentration of dust aerosols, which is the relevant measure for contact freezing and
CCN, is dominated by particle diameters below 0.5 µm. On the other hand, the surface area
concentration of dust, the relevant measure for immersion freezing, is controlled by both the
fine- (radius smaller than 0.5 µm) and coarse-mode (radius larger than 0.5 µm) (Mahowald et
al., 2014). Dust size is also relevant for the aerosol lifetime in the atmosphere, as fine dust
has a lower sedimentation rate and stays, therefore, longer in the atmosphere than coarse dust
particles that settle quickly to the ground (Seinfeld & Pandis, 1998). However, the fine-to-coarse
ratio of dust particles is still not well-represented in climate models, which tend to underestimate
coarse dust (Adebiyi & Kok, 2020).
Besides INP concentration, there are several microphysical processes that may enhance dust–
driven cloud glaciation. Fig. 1.3 summarizes some of these processes. Through the We-
gener–Bergeron–Findeisen (WBF) process (Wegener, 1911; Bergeron, 1935; Findeisen et al.,
2015), ice particles grow quickly while cloud droplets are depleted, which can lead to the glacia-
tion of the entire cloud. Some conditions may lead to ice multiplication during or after droplet
freezing, in what is known as Secondary Ice Production (SIP; Field et al. (2017)). Although some
SIP mechanisms like the Hallett-Mossop process are well understood (Hallett & Mossop, 1974),
others — including ice shattering and fragmentation — are still poorly understood (Lauber et
al., 2018; Sullivan et al., 2018). Moreover, some INP are thought to act as INP multiple times
in a process known as INP-recycling (Solomon et al., 2015). It has also been proposed that
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INP could be pre-activated at cirrus temperatures through pore condensation freezing and then
act with enhanced e ciency in the Mixed-Phase Clouds regime (Wagner et al., 2016). On the
other hand, there are several particle properties that can a ect the e ciency of dust ice-nuclei.
Some of these properties are illustrated in Fig. 1.4. The INP e ciency of a dust particle is
determined by its ice-active sites (Kiselev et al., 2017). The number of such active-sites de-
pends on the particle size and dust mineral type. With decreasing temperature, the number
of sites that become ice-active also increases exponentially. In addition, as aerosols age, they
frequently gain a soluble coating which may alter their ice-nucleating properties. For example,
sulfate coatings are believed to deactivate INP (Cziczo et al., 2009). Aerosols can also act as
carriers for smaller aerosols. It has been shown that mineral dust particles mixed with ice-
nucleation-active macromolecules (radius of about 10 nm; Fröhlich-Nowoisky et al., 2015) may
be abundant in the atmosphere and result in a higher INP e ciency compared to typical dust
aerosol (Augustin-Bauditz et al., 2016; O’Sullivan et al., 2014, 2016, 2018; Petters & Wright,
2015; W. Hu et al., 2020).
1.2.3 Large scale observations of dust-driven cloud glaciation
There is a significant large-scale spatiotemporal correlation between cloud glaciation and dust
aerosol occurrence. Ice cloud frequency tends to be higher over regions where dust is more
frequent (Choi et al., 2010; Tan et al., 2014; J. Li et al., 2017; Kawamoto et al., 2020), especially
for temperatures near -20°C. The spatial correlation between dust and cloud ice frequency is
particularly high between the hemispheres, with a notably higher cloud ice frequency over the
Northern Hemisphere, where the main dust sources are located (Kanitz et al., 2011; Tan et al.,
2014). This contrast can be also observed between regions over the ocean in both hemispheres
(A. E. Morrison et al., 2011), and for di erent cloud types (Bruno et al., 2021), suggesting that
land-ocean di erences in cloud regimes may play a minor role in the contrast. Below clouds,
ice production — detected as ice virgae — has also been found to be higher in the Northern
Hemisphere as well (Zhang et al., 2018). In the Northern Hemisphere, cloud ice production
is also correlated with the location relative to the main dust sources in the ”dust belt” of the
Northern Hemisphere (Zhang et al., 2012). Within mesoscale cloud systems, regions where
heterogeneous nucleation by dust aerosol occur can be distinguished by an increase in cloud top
temperature observed from space (R. Li et al., 2017). In addition to the spatial correlation,
cloud glaciation has been repeatedly found to be temporally correlated with dust concentration
on the day-to-day (Seifert et al., 2010), monthly (Tan et al., 2014), and seasonal scales (Zhang
et al., 2015, 2018).
Cloud-phase and aerosols can be detected from various spaceborne instruments. Active space-
borne instruments emit a certain wavelength downwards and detect the reflected signal, which
is used to detect cloud droplets, ice particles and aerosols. Lidar instruments use light and are,
therefore, sensitive to small particles such as cloud droplets and aerosols, while radar instru-
ments emit radio waves which are more sensitive to large particles such as ice crystals. Passive
spaceborne instruments use the solar light that is reflected back to space to retrieve the optical
properties of clouds and aerosols. Spaceborne radiometers are able to detect multiple wave-
7
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Figure 1.3: Microphysical processes relevant for mixed-phase clouds. Dashed arrows correspond
to processes that are generally ignored in climate models. WBF: Wegener–Bergeron–Findeisen.
length channels at once, while multi-angle polarimeters can detect the polarization of reflected
solar light from di erent angles. Because such passive instruments take advantage of the solar
radiation, their spatial coverage is higher compared to active instruments. However, passive in-
struments are usually limited to cloud tops, while active instruments can often penetrate deeper
into clouds.
There are important biases related to the spaceborne detection of cloud and aerosols. Although
a spaceborne lidar can detect the presence of aerosols (Y. Wu et al., 2014), such retrievals are
not sensitive to low dust concentration, as they often occur in the Southern Hemisphere (Ridley
et al., 2016; Toth et al., 2018). An additional problem is that such dust retrievals from space
are not reliable during cloudy conditions, which is when aerosol-cloud interactions occur. On
the other side, cloud-phase retrievals are very sensitive to instrument biases. For instance,
the spaceborne lidar usually ignores ice virgae below cloud liquid top (Huang et al., 2012).
Similarly, the cloud-top-phase retrievals from spaceborne radiometers and polarimeters tend
to be biased for thin clouds (Stengel et al., 2020). Therefore, some cloud products combine
di erent spaceborne instruments to retrieve the cloud phase. For example, because spaceborne
radars can penetrate through cloud droplets and detect ice, lidar-radar combinations are often
used for cloud-phase retrievals (Delanoë & Hogan, 2010; Mioche et al., 2014).
8
../sect/intro/fig/dustinp.png
Figure 1.4: Factors controlling the e ciency of dust ice-nuclei. The number of sites on the par-
ticle surface that are ice-active depend on the mineral type and increase for lower temperatures
and larger particles. Particle coatings may deactivate the ice-nuclei, while aerosol mixtures may
provide additional ice-active sites.
1.3 Importance: From dust-driven immersion freezing to cloud
radiative e ect
The gaps in our understanding of dust-driven cloud glaciation and its representation in climate
models contributes to the uncertainty in climate predictions. In climate models, the cloud-
phase in the mixed-phase cloud regime is the most important factor controlling the cloud albedo
in the Southern Ocean and determines the magnitude of the cloud feedback to climate warming
in the extratropics (Bodas-Salcedo et al., 2019; Murray et al., 2021). Moreover, dust-driven
immersion freezing is one of the most important mechanisms controlling the cloud-phase in
mixed-phase clouds. Therefore, by gaining a better reference for dust-driven immersion freezing
we may improve the representation of mixed-phase clouds and, consequently, achieve more
accurate climate predictions (Korolev et al., 2017).
Current freezing schemes, which extrapolate laboratory results to larger atmospheric scales, are
associated with high uncertainty. Such freezing schemes are based on field measurements, lab-
oratory measurements (See Sect. 4.2.3), or theoretical frameworks, such as classical nucleation
theory (for details, see Ickes, 2015, where the schemes and their implementation in ECHAM-
HAM are described). Most e orts towards improving the immersion freezing in climate models
follow a bottom-up approach, where the freezing processes and INP properties observed in
laboratory experiments are extrapolated to larger atmospheric scales (Korolev et al., 2017).
However, up to now the evaluation of laboratory-based freezing schemes has been limited to ob-
servations of the cloud-phase mean-state (Tan et al., 2016). Such evaluations do not ensure the
correct representation of immersion freezing, as other factors also a ect the average cloud-phase
partitioning (Dietlicher et al., 2019). Moreover, there is no certainty that further laboratory ex-
periments on cloud glaciation will eventually lead to a better representation of cloud glaciation
in general circulation models. Fig. 1.5 illustrates the bottom-up approach compared to a top-
down approach. The main di erence between the approaches is on the horizontal scale of the
observations. While laboratory experiments of droplet freezing occur at scales usually smaller
than a meter, observations of cloud glaciation from space can detect the cloud top phase over
9
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Figure 1.5: Top-down vs bottom-up approach for constraining cloud glaciation in climate mod-
els. Generally, laboratory experiments are extrapolated to the large scales in climate models,
while our approach uses satellite observations to determine how droplet freezing should behave
in the model.
several hundred meters. Thus, designing a top-down approach for constraining cloud glaciation
with global observations could help in evaluating the current bottom-up approach and ensure
that the large scale model representation of cloud glaciation is accurate.
1.4 Approach: Constraining dust-driven immersion freezing in
climate models using spaceborne retrievals.
The main scientific goal of this dissertation is to constrain the dust-driven immersion freezing
parametrization using global observations. To design a top-down approach for improving im-
mersion freezing, we first must ensure that dust-driven cloud glaciation can be observed on a
global scale. Therefore, the first scientific question of this dissertation is whether a causal rela-
tionship can be found between dust aerosol and cloud-top-phase as observed from spaceborne
retrievals. This question eventually leads to the second question of the dissertation: How can
we quantify this correlation accurately on the large scale? Finally, we study how this quantifi-
cation of cloud glaciation on the large scale can constrain droplet freezing parameterization in
a climate model.
To quantify cloud-phase and aerosol loading on a global scale, we rely on spaceborne retrievals of
cloud-phase and aerosol optical depth. To assess the cloud-top-phase globally, we use a cloud
product based on a spaceborne lidar instrument (Y. Hu et al., 2009; Chepfer et al., 2010; Cesana
& Chepfer, 2013; Cesana et al., 2015; Choi et al., 2010) and two cloud products that use the
synergy between multiple spaceborne instruments (see Sect. 3.2.1). The first of these synergies
uses a spaceborne radar and lidar (Ceccaldi et al., 2013; Delanoë & Hogan, 2010; Mioche et
al., 2014), while the second uses a spaceborne radiometer and polarimeter (Riedi et al., 2010).
To compensate for the lack of reliable spaceborne retrievals of meteorological conditions and
profiles of dust concentrations, we use atmospheric reanalyses — which combine observations
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and modelling — to estimate meteorological conditions (Dee et al., 2011) and aerosol conditions
(Eskes et al., 2015; Inness et al., 2019, see Sect. 2.2.1).
To simulate dust-driven cloud glaciation globally, we use a climate model including immer-
sion freezing and a satellite simulator. We use the state-of-the art aerosol-climate model
ECHAM(v6.3.0)-HAM(v2.3) to simulate dust concentrations (Ko  et al., 2016; Tegen et al.,
2019) and their e ect on clouds (Neubauer et al., 2019), considering size and number of hydrom-
eteors (Dietlicher et al., 2018; H. Morrison & Milbrandt, 2015, see Sect. 4.2.1). For immersion
freezing, we use a scheme based on wind-tunnel experiments (Lohmann & Diehl, 2006; Lohmann
et al., 2007; Hoose et al., 2008) and an alternative scheme based on cloud chamber experiments
(Ickes et al., 2017; Ickes, 2015; Connolly et al., 2009; Huang et al., 2018, see Sect. 4.2.3).
Finally, we simulate how the modelled clouds would be observed from space (Bodas-Salcedo et
al., 2011, see Sect. 4.2.2).
In this dissertation, we show that dust-driven cloud glaciation can be detected and quantified
on the global scale and that this quantification can be used to make immersion freezing more
realistic in climate models. In chapter 2 (Villanueva et al., 2020), we find that there is a
correlation between dust and cloud ice, which can be observed on a global-scale, suggesting
that dust-driven cloud glaciation plays a major role in cloud-phase variability. This correlation
persists after considering potential confounding meteorological variables, which increases the
confidence in a causal relationship between dust and cloud ice. In chapter 3 (Villanueva, Senf,
& Tegen, 2021), we find that this dust-driven cloud glaciation can be quantified using the
hemispheric and seasonal contrast of cloud-phase observed from space. The quantification is
found to vary between retrieval methods, which is solved by combining several cloud products
from di erent spaceborne instruments. Finally, in chapter 4 (Villanueva, Neubauer, et al., 2021),
we use this quantification to constrain dust-driven immersion freezing in a climate model. We
find that by increasing dust INP e ciency the model agrees better with observations, suggesting





between mineral dust and cloud
glaciation: A proxy for
heterogeneous freezing*
Despite decades of study, the role of dust aerosol in cloud glaciation is still unclear. From
space, we can observe whether a cloud is composed of liquid or ice (cloud-phase) and can
detect the presence of dust particles. Using this information, we find a temporal correlation
between dust aerosol and cloud phase within daily averages at the extratropics. This temporal
correlation persists after considering potential co-variant meteorological variables. Moreover,
the correlation at the day-to-day scale agrees with previously found spatio-temporal correlations
between dust and cloud ice at the inter-hemispheric, regional, and seasonal scale. As a result,
our findings support a line of evidence that has repeatedly corroborated a causal relationship
between dust aerosol and cloud ice.
 
Published as: Villanueva, D., Heinold, B., Seifert, P., Deneke, H., Radenz, M., and Tegen, I.: The day-to-
day co-variability between mineral dust and cloud glaciation: a proxy for heterogeneous freezing, Atmospheric
Chemistry and Physics, 20, 2177–2199. doi: 10.5194/acp-20-2177-2020.
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2.1 Introduction
Aerosol-cloud interactions a ect the Earth’s climate through di erent mechanisms. These in-
clude impacts of aerosol particles on cloud glaciation that subsequently influence the clouds’
thermodynamic phase, albedo, lifetime and precipitation. Specifically, there is growing evidence
for a role of mineral dust aerosol (or of ice-nucleating particles correlated to dust aerosol) in
influencing heterogeneous cloud ice formation on a global scale (Boose et al., 2016; Kanitz et al.,
2011; Seifert et al., 2010; Tan et al., 2014; Vergara-Temprado et al., 2017; Zhang et al., 2018).
Cloud droplets can freeze heterogeneously between 0°C and ≠42°C after interacting with Ice
Nucleating Particles (INP) or already existing ice particles (Hoose & Möhler, 2012). It has been
shown that specific aerosol types such as mineral dust and biogenic particles can act e ciently
as INP already at temperatures between ≠10°C and ≠20°C (Atkinson et al., 2013). Mineral
dust aerosol is emitted from arid regions, mainly from the Saharan and Asian deserts. Despite
this, several dust sources exist at the Southern mid-latitudes (e.g., Patagonia, South Africa,
and Australia) and simulations show that long-range transport of dust, although sporadic, can
result in considerable dust concentrations even in remote areas (Albani et al., 2012; Johnson
et al., 2011; F. Li et al., 2008; Vergara-Temprado et al., 2017). Mineral dust aerosol is there-
fore suspected to be a principal contributor to the atmospheric INP reservoir, especially in the
Northern Hemisphere, where the mixing-ratio of dust aerosol is typically one to two orders of
magnitude larger than in the Southern Hemisphere (Vergara-Temprado et al., 2018).
The dust occurrence-frequency retrieved from spaceborne instruments like the Cloud-Aerosol
Lidar with Orthogonal Polarization (CALIOP; Y. Wu et al., 2014) has been previously used
to assess the spatial correlation between dust and cloud thermodynamic phase (Choi et al.,
2010; J. Li et al., 2017; Tan et al., 2014). Two main problems arise from this approach.
First, lidar instruments cannot detect aerosol within and below thick clouds. Second, low dust
concentrations usually fall below the lower detection limit of CALIOP. The Aerosol Robotic
Network (AERONET; Dubovik et al., 2000), a network of ground-based remote sensing sta-
tions, has been used to evaluate and validate the dust retrievals from CALIOP. The stations
from the AERONET mission use sun photometers to measure the spectrum of the solar irradi-
ance and sky radiance to determine the atmospheric Aerosol Optical Thickness (AOT). It has
been shown that the CALIOP level 2 data misses about half of the dust aerosol events detected
by AERONET when the AOT is less than 0.05 (Toth et al., 2018). However, dust loadings
simulated by state-of-the-art models show that most of the regions in the Southern Hemisphere
have an annual mean AOT lower than 0.01 (Ridley et al., 2016).
Ice particles and cloud droplets may coexist in a so-called mixed phase state (Korolev et al.,
2017). Shallow mixed-phase clouds with a liquid-dominated cloud top and ice virgae beneath
are very frequent (Zhang et al., 2010) and are generally observed down to temperatures of
≠25°C (Ansmann et al., 2008; De Boer et al., 2011; Westbrook & Illingworth, 2011). However,
ground-based and satellite retrievals are not yet able to accurately estimate the mass ratio of
the cloud liquid and ice phase, speciall in these liquid-dominated cloud top layers. Therefore,
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the Frequency Phase Ratio (FPR) is often used instead (Cesana et al., 2015; Cesana & Chepfer,
2013; Y. Hu et al., 2010). For satellite retrievals, this is defined as the ratio of ice voxels to
total cloudy voxels for a certain volume in the atmosphere. Because most retrievals classify the
cloud thermodynamic phase either as pure ice or pure supercooled liquid, the average of the
FPR represents the ratio of glaciated clouds with respect to total cloud occurrence. Therefore,
the FPR should not be confused with the ice-to-liquid mass ratio within a cloud volume. Cloud
phase in the Northern and Southern Hemispheres has been studied in terms of FPR both by
ground-based lidar (Kanitz et al., 2011) and by di erent spaceborne instruments (Choi et al.,
2010; A. E. Morrison et al., 2011; Tan et al., 2014; Zhang et al., 2018). These studies found
significant di erences between the two hemispheres. In these studies, it has been suggested
that such di erences are related to di erences in aerosol and INP concentrations. Moreover,
the local FPR measured at various temperatures between 3°C and ≠42°C by a lidar in Central
Europe over a time span of 11 years has been shown to increase for higher dust loadings (Seifert
et al., 2010). Furthermore, the cloud thermodynamic phase and aerosol occurrence-frequency
— both retrieved from a spaceborne lidar — are spatially correlated, especially at temperatures
of around ≠20°C (Choi et al., 2010; Tan et al., 2014; Zhang et al., 2012, 2015). This spatial
correlation has been found under di erent atmospheric conditions including humidity, surface
temperature, vertical velocity, thermal stability and zonal wind speed (J. Li et al., 2017). How-
ever, the analysis of the temporal variability of cloud thermodynamic phase has received less
attention, especially in remote areas like the Southern Ocean (Vergara-Temprado et al., 2017).
Specifically, it is possible to study the temporal correlation between dust aerosol and cloud ice
with a daily resolution. This kind of correlation is known as day-to-day correlation (interdaily)
to avoid confusion with the intradaily variability (diurnal cycle). Additionally, a more compre-
hensive and quantitative assessment of the potential e ect of mineral dust on cloud glaciation
is currently lacking.
In this study, we use a global aerosol reanalysis together with the cloud thermodynamic phase
retrievals of the CALIPSO-GOCCP (Global Climate Model Oriented Cloud Calipso Product;
Cesana & Chepfer, 2013). We use a ranked correlation approach, separating the cloud phase
retrievals into di erent deciles of dust aerosol loading. Additionally, we separate the retrievals
in di erent humidity-stability regimes to constrain artifacts due to meteorological factors.
In Sect. 2.2, the datasets used for the study are presented. In Sect. 2.3, the processing
of the datasets are described. In Sect. 2.4, the main findings are presented, including a case
study, the distribution of cloud phase along temperature and latitude, and finally the day-to-day
correlation between dust and cloud ice. In Sect. 2.5, the main overlaps and di erences with




This section presents an overview of the datasets used in this study. The cloud thermodynamic
phase is obtained from the CALIPSO-GOCCP product, the aerosol information from the MACC
reanalysis, and the large-scale meteorological conditions from the ERA-Interim reanalysis.
2.2.1 CALIPSO-GOCCP
The CALIPSO-GOCCP v.3.0 product (Cesana & Chepfer, 2013) uses the Attenuated Total
Backscatter (ATB), the molecular ATB (ATBmol) and the cross-polarized ATB from CALIOP
at 532 nm wavelength to detect cloudy voxels. The lidar has a horizontal resolution of 333 m and
a vertical resolution of 30 m, however, the cloud properties in the CALIPSO-GOCCP product
are retrieved at a vertical resolution of 480 m. The nadir angle of CALIOP was increased from
0.3° to 3° in November 2007 to reduce specular returns from horizontally oriented ice crystals.
In the product, cloudy voxels — of 480 m height — are defined as voxels with a scattering
ratio higher than 5 (SR = ATB/ATBmol > 5). Then, the cloud volume fraction at each level is
defined as the ratio of cloudy to total voxels within a 2°◊2°◊480 m volume gridbox. The product
uses the depolarization ratio of the retrieved signal components to make a decision on cloud-
phase (ICE or LIQUID). The decision is based on an empirical threshold for the depolarization
ratio of ice particles and is made for each cloudy voxel. From this information, the FPR is
calculated as the ratio of ice voxels to the total number of voxels within each 2°◊2°◊480 m
volume gridbox. Instead of the 480 m levels, we use the temperature levels of the CALIPSO-
GOCCP product, which uses 3 K temperature bins as a vertical coordinate. In this case, the
temperature profiles are obtained from the Modern Era Retrospective-analysis for Research and
Applications (MERRA; Bosilovich et al., 2011) reanalysis.
2.2.2 MACC and ERA-Interim reanalyses
The Monitoring Atmospheric Composition and Climate reanalysis (MACC; Eskes et al., 2015) is
based on Integrated Forecast System (IFS) of the European Center for Medium Range Weather
Forecasting (ECMWF) and simulates the emission, transport, and deposition of various aerosol
species and trace gases with an output resolution of 1.125°◊1.125° and 60 vertical levels. In
this study, we use the dust mixing-ratio and large-scale vertical velocity from the daily MACC
reanalysis product on model levels provided by the ECMWF. Additionally, the Relative Humid-
ity (RH) from the ERA-Interim reanalysis daily product (Dee et al., 2011) is used in Sect. 2.5.
The cloud properties in the MACC reanalysis are derived from the ECMWF Integrated forecast
system (IFS Cycle 36r1 4D-Var). This atmospheric model is analogous to the one used in the
ERA-Interim reanalysis (IFS Cycle 31r2 4D-Var). At the time of this study, the new generation
of reanalysis based on IFS Cycle 41r was not yet publicly available. However, it is expected
that future studies will use the new CAMS (Copernicus Atmosphere Monitoring Service) and
ERA5 reanalysis instead of the MACC and Era-Interim reanalysis.
The averaged meteorological parameters (RH, large-scale updraft and isotherm height) used
in Sect. 2.5 were weighted by the cloud volume fraction retrieved by the CALIPSO-GOCCP
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product (see Sect. 2.2.1). The length is the segment of the satellite track crossing a given
gridbox, and the height interval corresponds to each temperature bin (3 K) in this study. More
details on the spatiotemporal variability of the cloud volume fraction can be found in the Sup-
porting Information (2.S8).
The dust emission in the MACC model is parameterized as a function of the 10-m wind,
vegetation, soil moisture and surface albedo. The dust loadings are corrected by the assimilation
of the total column AOT at 550 nm retrieved from the MODIS instrument onboard NASA’s
Aqua and Terra satellites. Dry and wet deposition of dust are simulated, as well as in-cloud
and below-cloud removal. The freezing e ciency of INPs depends mainly on their surface area
concentration (Atkinson et al., 2013; Hartmann et al., 2016; Murray et al., 2011; Niedermeier
et al., 2011, 2015; Price et al., 2018).
In the MACC reanalysis, dust aerosols are represented by three size bins, with size limits
of 0.03, 0.55, 0.9 and 20 µm diameter. In this work, we define the size bin between 0.03 and
0.55 µm as fine-mode dust. The number concentration of dust aerosol is generally dominated by
fine-mode dust (particle diameter < 0.5 µm). However, the surface area concentration is often
determined by both fine and coarse (particle diameter > 1 µm) dust particles (Mahowald et al.,
2014). Moreover, the atmospheric lifetime of fine-mode dust is longer than that of coarse-mode
dust due to the lower dry deposition rates of finer particles (Mahowald et al., 2014; Seinfeld
& Pandis, 1998). Because the fine mode contributes to both the number and surface area
concentration, it is used as a proxy for the concentration of dust INP. Although mostly focused
on the Northern Hemisphere, several studies have evaluated the simulated dust mixing-ratios
from the MACC reanalysis with observations. A mean bias of 25% was found between MACC
and LIVAS, a dust product based on CALIPSO observations over Europe, northern Africa
and Middle East (Georgoulias et al., 2018). Additionally, the correlation between MACC and
AERONET was found to range from 0.6 over the Sahara and Sahel to 0.8 over typical regions
of dust transport (Cuevas et al., 2015). Using shipborne measurements of long-range dust
transport, it was found that the MACC model significantly overestimates the fine-dust fraction
compared to observations (Ansmann et al., 2017).
2.3 Methods
In this section, the di erent processing steps of the datasets presented in Sect. 2.2 is described.
Fig. 2.1 presents a flow chart of this processing and a roadmap for the following subsections.
2.3.1 Selection of cloud profiles
In order to exclude the e ects of the scattering of sunlight on the cloud phase detection from
the CALIOP lidar signal, only night-time retrievals were used. Including convective clouds —
as retrieved by the 2B-CLDCLASS product (see Appendix) — does not introduce a significant
bias on the results. This low sensitivity to convective clouds is mainly due to the low area
fraction represented by such clouds, especially in the mixed-phase regime at the mid-latitudes
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Figure 2.1: Flow chart showing the processing steps starting from the raw data (satellite re-
trievals and model reanalysis) to the dataset used for the analysis.
../papers/fig.paper1/figure02.png
Figure 2.2: Seasonal, day-to-day and day-to-day decile concept as used in this study. For this
example, the day-to-day analysis of May contains 124 daily datapoints. In step (a) to (b), only
the daily values for one month of the year (May) are selected. In step (b) to (c), these daily
values are sorted into 10 di erent deciles. In step (c) to (d), the average dust mixing-ratio and
ice frequency for each decile is calculated.
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Figure 2.3: Sample size of cloud phase (CALIPSO-GOCCP) of each latitude band for ≠15°C
(range ≠21°C to 9°C) and ≠30°C (range ≠36°C to ≠24°C) for the period 2007-2010. Each
count corresponds to a 1.875°◊30° gridbox in a 3 K temperature bin at a specific month of the
year and inside a specific dust decile. The theoretical maximal sample size for each latitude
band is 5760 for a 12 K temperature range.
(less than 5%). Similarly, precipitating clouds had little impact on the results.
2.3.2 Regridding and rebinning
The cloud thermodynamic phase is mainly a function of temperature. Therefore, temperature
bins of 3 K each were used as a vertical coordinate throughout the study to constrain the vari-
ability of cloud phase. For the MACC and ERA-Interim reanalysis, we rebin the model levels
into 3 K intervals, to match the vertical resolution of the CALIPSO-GOCCP product.
For each product, the latitude x longitude space was regridded using the nearest-neighbour
method. We regridded the dataset first into a Gaussian T63 grid, then aggregated every 16
gridboxes along the longitude (1.875°◊30°; latitude longitude gridboxes) to better fill the hor-
izontal gaps between the satellite orbits. The Gaussian T63 grid is commonly used in Global
Climate Models (Randall et al., 2007). It also facilitates comparisons with global simulations
of cloud thermodynamic phase. In Sect. 2.4.4 and onwards, zonally averaged latitude bands of
30°◊360° are used to allow a direct comparison with previous studies (Zhang et al., 2018).
2.3.3 Meteorological regimes
Dust aerosol can produce or be accompanied by changes in atmospheric stability and humidity.
To disentangle such e ects, we constrain the cloud environment using the air relative humidity
with respect to liquid and the tropospheric static stability. Depending on the isotherm to be
studied, we use the lower troposphere static stability (LTSS) or the upper troposphere static
stability (UTSS). These parameters are defined as:




















With Tx and Px the temperature and pressure at the surface or at x hPa using the pressure
levels of the ERA-Interim reanalysis. R is the gas constant and Cp the specific heat capacity
of air (Klein & Hartmann, 1993). The static stability (see equations 2.1 and 2.2) is defined as
the di erence in potential temperature between two pressure levels (Klein & Hartmann, 1993).
It represents the gravitational resistance of an atmospheric column to vertical motions. Such
vertical motions are traduced in a temperature change rate within the air parcel. Therefore,
the static stability can have an important impact on the heterogeneous freezing rates, especially
on immersion freezing. We note that the dynamic component of the atmospheric stability is
not included in the static stability. Especially in the upper troposphere, atmospheric gravity
waves occurring during stable thermal conditions may also result in vertical motions a ecting
ice production. The static stability and relative humidity are obtained from the ERA-Interim
reanalysis.
2.3.4 Classification of dust loads and day-to-day correlation
In contrast to previous studies, in this work we want to isolate the day-to-day correlation be-
tween dust aerosol and cloud phase. In order to exclude the spatial component of the correlation,
the complete time-span 2007-2010 was used to assess the daily correlation between the MACC
dust mixing-ratio and the CALIPSO-GOCCP cloud phase. This correlation was done indepen-
dently for each volume gridbox — each constrained in latitude, longitude and temperature.
We also need to exclude the seasonal component of the temporal correlation. For this pur-
pose, we process each month of the year independently. This is done as a multiyear selection
(e.g., January containing Jan’07, Jan’08, Jan’09 and Jan’10). See Fig. 2.2a-b.
The dust mixing-ratio density distribution is heavily right-skewed, while the cloud phase
follows mostly a binary distribution. Because of this non-normality, a typical correlation ap-
proach like the Pearson’s correlation coe cient will not reflect the genuine relationship between
both variables (Hauke & Kossowski, 2011). Therefore, we use a rank correlation approach using
the temporal quantiles of the dust loading. Specifically, we use the time deciles of the MACC
dust mixing-ratio to sort the daily values of cloud phase independently at each volume grid-
box. As a result, each cloud phase value is associated with a specific daily dust rank: from
exceptionally dust-free days (”1” for the lowest decile) to exceptionally dusty days (”10” for the
highest decile). This step can be understood as sorting of the daily values (See Fig. 2.2b-c),
where the neighbouring days are reordered and the timeline is lost. Finally, we average the daily
values of dust loading and cloud phase inside each dust decile (See Fig. 2.2c-d). The resulting
field contains one extra dimension for each volume gridbox (month, dust decile, temperature,
latitude, longitude). Fig. 2.2 presents a visualization of this process.
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2.3.5 Data availability and averaging order
The day-to-day correlation approach relies strongly on the available sample size. For small
sample sizes, only a few retrievals (daily means within a volume gridbox) can be found for
a given dust decile. In this case, the average FPR may still be non-normally distributed,
introducing a larger standard deviation. Within a 12 K range, each zonally averaged latitude
bin (1.875°◊360°) contains about 1500 to 2000 observational datapoints in the mid-latitudes and
about 500 to 1500 datapoints in the high-latitudes (Fig. 2.3). The smallest sample size was found
for the high southern latitudes, where it drops down to about 400 at -15°C, which corresponds
to 7% of the total possible sample size). In this case, many 1.875°◊1.875° volume gridboxes
contain only one retrieval for a given dust decile. Only after aggregating such gridboxes into a
1.875°◊30° resolution, enough retrievals are averaged to obtain a normally distributed variable.
Potential reasons for missing data are:
• The satellite swaths (orbits) produce a di erent density of retrieved profiles at di erent
latitudes.
• Using only night-time data, the sample size in the meteorological summertime (shorter
nights) is lower.
• The cloud phase retrievals are less frequent for seasons, regions and heights with low cloud
cover (See Supporting Information 2.S8).
• At high latitudes, relatively warm temperatures (e.g., ≠15°C) exceeding the surface tem-
perature can be found, and therefore no information is available for such temperatures
(e.g., over Antarctica in winter).
The averaging order of the dimensions was defined — from first to last — as longitude, month,
decile, latitude, temperature. This choice prevents artefacts resulting from too many missing
values. Latitude and temperature are averaged last because of the higher associated correlations
with cloud phase (Sect. 2.4.2–2.4.3 of this study; Choi et al., 2010; Tan et al., 2014). Each
1.875°◊30° of the newly defined gridboxes contains on average 100 to 200 datapoints at ≠15°C
(within a 12 K range) in the mid-latitudes. Meanwhile, in the subtropics and the high latitudes,
the sample size is much more heterogeneously distributed. Near the poles and in subsidence
regions, it can drop below 50 datapoints. A detailed view of the spatiotemporal distribution of
the sample size for stratiform clouds can be found in the Supporting Information (2.S14). In
Sect. 2.4.1, the adjusted ice volume fraction
FPRú = (2 · FPR ≠ 1) · cvf (2.3)
is used instead of the traditional FPR, with cvf the cloud volume fraction obtained from the
GOCCP product. The adjusted FPR* helps to visualize the cloud thermodynamic phase of
significant clouds — with high cvf — in the retrieval. This alternative is only used in the case




This section seeks a better understanding of the ice-to-liquid ratio retrieved in the CALIPSO-
GOCCP product. We provide a detailed case study of a stratiform cloud scenario. In this
scenario, four stratiform cloud types from the CloudSat classification are included: stratocu-
mulus (low-level clouds), altostratus and altocumulus (mid-level clouds), and cirrus (high-level
clouds). Although not present in the case study, Nimbostratus are included in the analysis of
cloud phase as well and are particularly important in the high latitudes. Stratus clouds are
defined for temperatures above 0°C; therefore, they are not relevant for this study. Finally, the
horizontal extension of cumulus and deep-convective clouds is very low compared to the strat-
iform clouds and can be therefore ignored in our study, especially outside the tropics (Sassen
& Wang, 2008). The A-train segment shown in Fig. 2.4 has been already chosen for a previous
case study (Huang et al., 2015) due to the variety of cloud types it contains. For this segment,
we separate the clouds classified as cirrus and altocumulus (Fig. 2.4a). Similarly, we can also
separate altostratus and stratocumulus (Fig. 2.4b). These four cloud types are frequently thin
enough to be penetrated by lidar and radar systems. Therefore they are an excellent target to
study cloud glaciation processes (Bühl et al., 2016; Zhang et al., 2010). Stratiform clouds are
simpler to study than convective clouds because they are a ected by weaker updrafts and the
microphysical evolution (i.e., ice formation) is less a ected by secondary and ice multiplication
e ects (Westbrook & Illingworth, 2011). Fig. 2.4c shows the mixing-ratio of fine (0.03 µm-
0.55 µm) dust aerosol (MACC reanalysis) for the same vertical plane. As in this case study,
the dust loading can vary within several orders of magnitude on the synoptical scale. On the
same scale, we can usually observe clouds with di erent cloud phases (Fig. 2.4d). Therefore,
combining many cases, it is possible to asses both the spatial and temporal correlation between
both variables. This assessment may shed some light on the potential role of dust aerosol as a
driver of cloud glaciation in stratiform clouds.
2.4.2 Temperature dependence
Temperature is the main factor controlling the thermodynamic phase of clouds. Mixed-phase
clouds between 0°C and ≠25°C are usually topped by a liquid layer (Ansmann et al., 2008; De
Boer et al., 2011; Westbrook & Illingworth, 2011). Below this layer, there is often a thicker layer
containing ice particles. The CALIOP backscatter signal is usually already strongly attenuated
at such depths and often cannot detect large ice particles. Therefore, the CALIPSO-GOCCP
algorithm usually classifies the whole cloud layer as liquid (Huang et al., 2012, 2015).
Fig. 2.5 shows that the global average FPR as a function of temperature decreases roughly
from 100% at ≠40.5°C to about 20% at ≠1.5°C and down to 0% at +1.5°C. This temperature
dependence between ≠42°C and 0°C is also observed for a wide range of parameterizations
in global climate models (Cesana et al., 2015). This pattern can also be found in ground-
based measurements (Kanitz et al., 2011), spaceborne lidar measurements (Tan et al., 2014)
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../papers/fig.paper1/figure04.png
Figure 2.4: Case study 9:50 UTC Dec 14, 2010 for temperatures between ≠42°C and +3°C. a-b)
Cloud volume fraction (GOCCP) for di erent cloud types (CloudSat cloud classification). c)
Fine dust (0.03-0.55 µm) aerosol mixing-ratio (MACC reanalysis), note the logarithmic scale.
d) Adjusted ice occurrence-frequency derived from the CALIPSO-GOCCP product. FPR*:
Frequency phase ratio (ice voxels/total voxels; see Equation 2.3). White colours represent clear
sky. The fields were collocated in a 1.875°x1.875° grid with temperature bins of 3 K each.
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Figure 2.5: Global ice cloud occurrence-frequency (2007-2010). The fine-mode dust mixing-
ratio from the MACC reanalysis corresponds to the range 0.03-0.55 µm and is presented on a
logarithmic scale on the right vertical axis. Each temperature bin spans 3 K. The vertical bars
show the mean day-to-day standard deviation between di erent fine-mode dust deciles.
and aircraft measurements (McCoy et al., 2016). Additionally, the average fine-mode dust
mixing-ratio is also shown in Fig. 2.5. At the height of the 0°C isotherm, the mixing-ratio is
on average higher than at the ≠42°C isotherm (note the logarithmic right y-axis). This reflects
the fact that, on average, dust mixing-ratios tend to be higher near the dust sources at the
surface. However, this does not imply any general relationship between dust and temperature.
Moreover, instant vertical profiles of dust loading and temperature may di er greatly from this
average, especially in the long-range transport of dust plumes.
2.4.3 Latitude dependence
For both temperature ranges shown in Fig. 2.6 the absolute maximum of FPR is located near
the Equator (85% at ≠30°C and 44% at ≠15°C). These maxima are probably associated with
the enhanced homogeneous freezing in the tropics at temperatures below ≠40°C and the result-
ing downward transport of cloud ice — also known as ice detrainment. Similarly, the minima
are observed towards the high latitudes. At ≠30°C, the FPR has two local maxima with values
of 76% and 84% near 39°S and 39°N, respectively. At ≠30°C, the FPR is higher in the Northern
Hemisphere than in the Southern Hemisphere, in particular for the high latitudes. This higher
FPR coincides with the higher average dust mixing-ratio in the Northern Hemisphere. Such
positive spatial correlations between FPR and dust aerosol have been already pointed out using




Figure 2.6: Zonal mean of stratiform cloud ice occurrence-frequency for (a) ≠30°C (range ≠36°C
to ≠24°C) and (b) ≠15°C (range ≠21°C to ≠9°C) averaged over the period 2007-2010. Each
datapoint corresponds to a zonal band of 11.25° width. The average fine-mode dust mixing-ratio
of each band is also shown on the right vertical axis (note the logarithmic scale). The average
large-scale vertical velocity (updraft) from the MACC reanalysis is also shown (cyan axis on
the left of each plot). The vertical bars show the mean day-to-day standard deviation between
di erent fine-mode dust deciles. The curves for dust and updraft are slightly shifted left and
right, respectively, to fit all vertical bars.
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Figure 2.7: Probability histogram at ≠22°C (range ≠27°C to ≠18°C) for 2007 for di erent
conditions of relative humidity against (a) upper troposphere static stability and (b) lower
troposphere static stability. All-sky gridboxes are included for the entire globe. The values for
relative humidity are taken from the ERA-Interim dataset and the static stability is calculated
from the ERA-Interim pressure levels. The magenta and black boxes represent the regimes used
in the study.
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At ≠15°C, in the southern high latitudes a local minimum in FPR near 73°S is followed by
a steep increase at 84°S. The larger standard deviation in these latitudes is possibly a result of
the low sample size in the region, as mentioned in Sect. 2.3. However, the higher FPR in the
southern than in the northern polar region is consistent with the fraction of ice clouds reported
previously in the literature at ≠20°C (J. Li et al., 2017). On the other hand, it has been shown
that the orographic forcing in Antarctica can lead to high ice water contents for maritime air
intrusions (Scott & Lubin, 2016). In other words, maritime air intrusions associated with higher
temperatures, higher concentrations of INP and stronger vertical motions could explain the ob-
served pattern in the southern polar regions. However, the low sample size near the South
Pole (Fig. 2.3 and Supporting Information 2.S14-b) and the low altitude of the ≠15°C isotherm
(2.S12-b) result in a lower confidence in the results for this region. For example, at ≠15°C, the
zonal standard deviation of the FPR significantly increases from 60°S towards the South Pole
— from about ±0.08 to ±0.16 in Fig. 2.6a — at the same time that the sample size decreases
from 2200 to 300 (Fig. 2.3).
For the clouds studied, the time-averaged large-scale vertical velocity (from the MACC
reanalysis, shown in Fig. 2.6) is regionally correlated with the FPR at ≠15°C. The Pearson
correlation coe cient was 0.47 using zonal averages and 0.31 using the 30°◊1.875° gridbox
averages. Moreover, in another study, the spatial correlation between large-scale updraft velocity
at 500 hPa was also found to be positively correlated (spatially) to the occurrence-frequency
of ice clouds at ≠20°C (J. Li et al., 2017). In other words, both the dust mixing-ratio and
the large-scale vertical velocity appear to be to some extent correlated (spatially) to the FPR.
There are some plausible explanations for this correlation:
• The spatial correlation can be a result of an enhanced transport of water vapour to higher
levels at temperatures below ≠40°C and the subsequent sedimentation of ice crystals from
the homogeneous regime (Convective detrainment of ice).
• The updrafts are associated with higher availability of INP at the cloud level (from below
the cloud), and the e ect is large enough to mask the enhanced droplet growth typically
associated with updrafts.
• The updrafts enhance a certain type of heterogeneous nucleation requiring saturation
over liquid water (e.g., immersion freezing). Updrafts generate a local adiabatic cooling,
possibly activating INPs that may not have been active before at higher temperatures.
To the authors’ knowledge, there is currently no observational constrain to the source of cloud ice
in the mixed-phase regime. Namely, the frequency of ice clouds between 0°C and ≠42°C may be
dominated by either convective ice detrainment or by in-situ freezing of cloud droplets. Overall,
the relative contribution of heterogeneous and homogeneous freezing — and the di erent INP




Figure 2.8: Average cloud phase (GOCCP) for the mid-latitude and high-latitude bands av-
eraged between ≠21°C and ≠9°C in the period 2007-2010 for di erent regimes of relative hu-
midity (a,c low RH ; b,c high RH) and lower tropospheric static stability (a,b high LTSS ; c,d
low LTSS). The horizontal axis corresponds to the di erent time deciles (day-to-day variability)
of fine-mode dust mixing-ratio (MACC) calculated for each 3 K temperature bin and gridbox
(1.875°x30°) and averaged along each 12 K temperature range and latitude band. The vertical




Figure 2.9: Same as Fig. 2.8 but averaged from ≠36°C to ≠24°C and using the upper tropo-
spheric static stability (UTSS).
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Figure 2.10: Same as Fig. 2.8 but averaged from ≠27°C to ≠18°C.
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2.4.4 Constraining the influence of static stability and humidity on the dust-
cloud-phase relationship
In the following sections, the temporal correlation between mineral dust mixing-ratio and cloud
ice occurrence-frequency is referred to as the dust-cloud-phase relationship. To study this rela-
tionship, we classify the retrievals into di erent weather regimes to constrain the meteorological
influence. The resulting dust-cloud-phase relationship for di erent regimes may o er a good
insight into the processes underlying the dust-cloud-phase relationship. Particularly, how het-
erogeneous freezing by dust aerosol may a ect the cloud thermodynamic phase on a day-to-day
time scale.
In other words, to extract the specific influence of mineral dust on cloud glaciation, it is
necessary to identify and constrain relevant meteorological confounding factors (Gryspeerdt et
al., 2016). The atmospheric relative humidity and static stability are good candidates for such
a confounding factor (Zamora et al., 2018). Both are correlated with the transport of mineral
dust and vary between di erent cloud regimes. Additionally, relative humidity is, next to the
temperature, one of the main factors in the initiation of ice nucleation in laboratory studies
(Hoose & Möhler, 2012; Welti et al., 2009).
The e ect of humidity and static stability on ice production is not straightforward. In gen-
eral, moist and unstable conditions are associated with enhanced lifting of air that likely causes
nucleation of hydrometeors. Between 0°C and ≠40°C, the supersaturation of water vapour over
liquid enhances the liquid formation. However, the depositional growth of ice is rather ine cient
within strong updrafts (Korolev et al., 2017). At temperatures below ≠40°C, the ice production
due to deposition and homogeneous nucleation dominate. The ice particles aloft can result in
a higher occurrence of cloud ice in the mixed-phase regime below due to ice sedimentation.
To constrain both the atmospheric stability and humidity, a subset of the data must be found
within a narrow range of these variables. At the same time, enough data points must still be
available to assess the dust-cloud-phase relationship. For this purpose, we use a probability
histogram to define the regime bounds such that at least 10% of the data is included in each
regime (see Fig. 2.7). For the relative humidity, the bounds are defined at 60, 70 and 80%, for
the LTSS at 10, 15 and 20 K, and for the UTSS at 4, 6 and 8 K. The fraction of data inside
each regime corresponds to the integral of the probability density within the regime bounds.
For example, if the probability density between 4≠6 K and 70≠80% is 0.01, then 20% of the
data is contained between these bounds. The magenta boxes in Fig. 2.7 represent the di erent
stability-humidity regimes used for the lower and upper troposphere.
For dust mixing-ratios between 0.1 and 2.0 µg kg≠1 at ≠15°C, the dust-cloud-phase curve
in both mid-latitudes follows a similar logarithmic increase of cloud ice occurrence-frequency of
about +6% for low-LTSS and +4% for high-LTSS conditions (see Fig. 2.8). After analysing 11
years of ground-based lidar measurements in Leipzig, Seifert et al. (2010) reported a slightly
higher increase by about +10% between ≠10°C and ≠20°C for dust concentrations between
0.001 to 2 µg m≠3 (note the di erent units). In our results at ≠15°C, the cloud ice occurrence-
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frequency tends to be higher for higher relative humidity, and the LTSS seems to have a major
e ect on the dust-cloud-phase relationship. For high-LTSS conditions (Fig. 2.8a-b), a positive
dust-cloud-phase correlation can be observed at all four latitude bands. The slope is similar for
the Northern and Southern Hemisphere latitudes and for the mid- and high latitudes.
At high LTSS in the high-latitudes, the range of ice occurrence-frequency values is higher
than for the mid-latitudes and small increases in dust mixing-ratio are associated with a strong
increase in cloud ice occurrence-frequency. For the high-LTSS regime, the ice occurrence-
frequency in the high southern latitudes increases by +8%. In contrast, at mid-latitudes the
increase is only about +4%. In both mid- and high latitudes, the cloud ice occurrence-frequency
for the same dust mixing-ratio is about +2% to +8% higher in the Southern than in the North-
ern Hemisphere. This contrast could point to a factor — other than dust aerosol — causing an
increased ice occurrence-frequency in the Southern Hemisphere. The contrast could also suggest
a potential di erence in the sensitivity of cloud glaciation to mineral dust between hemispheres.
In the high-RH regime, the di erence between Northern and Southern Hemisphere is reduced,
as well as the standard deviation of the FPR. This reduction may be due to the higher sample
size density in the high-RH regime. For the low-LTSS regime (Fig. 2.8c-d), the cloud thermo-
dynamic phase in the high-latitudes remains mostly constant for increasing dust mixing-ratios.
For the same regime, the maximum FPR in the southern mid-latitudes is similar to the min-
imum in the northern mid-latitudes. This agreement suggests a more consistent sensitivity of
cloud glaciation to mineral dust for unstable conditions.
At ≠30°C, the cloud ice occurrence-frequency in the high southern latitudes remains almost
constant for increasing dust mixing-ratios (see Fig. 2.9). For the high-RH regime, the cloud
ice occurrence-frequency tends to be higher than in the low-RH regime. This di erence is evi-
dent for the high southern latitudes for which the cloud ice occurrence-frequency is about +4%
higher at the high-RH regime. For dust mixing ratios between 0.1 and 1.5 µg kg≠1, the cloud ice
occurrence-frequency at ≠30°C increase by about +5%. The highest increase is found for the
northern latitudes. However, the results from the southern mid-latitudes contradict the notion
that the INP activity of mineral dust is of secondary importance in the Southern Hemisphere
due to low dust aerosol concentrations (Burrows et al., 2013; Kanitz et al., 2011). Nevertheless,
recent studies have acknowledged that the importance of mineral dust in the southern latitudes
still cannot be ruled out (Vergara-Temprado et al., 2017).
At ≠22°C, the cloud ice occurrence-frequency is higher in the high-RH regime (Fig. 2.10),
similar to the results at ≠15°C and ≠30°C. For high-UTSS conditions, the dust-cloud-phase
curves are in closer agreement between the Northern and Southern Hemisphere. This coinci-
dence suggests a similar sensitivity of cloud glaciation to mineral dust for both hemispheres. For
mixing ratios between 0.01 and 1.0 µg kg≠1 at ≠22°C, the ice occurrence-frequency increases
by about 25% at high-UTSS conditions and by about 20% at low-UTSS conditions. From the
three temperature regimes studied, at ≠22°C the four latitude bands show the best agreement
between Northern/Southern Hemisphere and also between mid- and high-latitudes. With these
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Figure 2.11: Same as Fig. 2.8 but for a) ERA Interim relative humidity, b) ECMWF-AUX
isotherm height and c) MACC large-scale vertical velocity at ≠15°C. The average of each vari-
able is weighted by cloud volume fraction.
results, the dust-cloud-phase correlation may help clarify not only the day-to-day di erences in
cloud glaciation but also the di erences between latitudes.
At all temperatures studied, higher humidity values were associated with a higher cloud ice
occurrence-frequency. Additionally, for similar dust loadings, the cloud ice occurrence-frequency
was found to be higher at the mid-latitudes than at the high-latitudes. However, against our
expectations, for similar dust loadings the cloud ice occurrence-frequency at ≠15°C was higher
in the Southern than in the Northern Hemisphere.
2.5 Discussion
Some studies have already suggested that the lower occurrence-frequency of cloud ice in the
higher latitudes may be associated with lower INP concentrations (J. Li et al., 2017; Tan et al.,
2014; Zhang et al., 2012). This hypothesis has been supported mainly by the spatial correlation
between the dust relative aerosol frequency and the occurrence-frequency of ice clouds retrieved
from satellite observations. However, evidence of the day-to-day co-variability between INP and
cloud ice was lacking up to now. Furthermore, by studying the dust-cloud-phase relationship it is
possible to extract new information about the di erences in cloud glaciation at di erent latitudes
and to connect these di erences to previous studies of heterogeneous freezing. Particularly, our
results may be used to evaluate our current knowledge of the global di erences in the mineralogy
of dust aerosol and its freezing e ciency.
2.5.1 North-South contrast
We have found that the ice occurrence-frequency can vary at di erent latitudes even for similar
mixing-ratios of mineral dust. This variability could be explained by di erences in the miner-
alogical composition of the mineral dust aerosol at the Southern and Northern Hemisphere. Clay
minerals from the Northern Hemispheres are composed mostly of Illite and Smectite (Claquin
et al., 1999). It has been suggested that the freezing e ciency of these minerals can be well
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represented by the mineral Montmorillonite (Hoose et al., 2008). In contrast, the Southern
clay minerals are better represented by the mineral Kaolinite (Claquin et al., 1999; Hoose et
al., 2008), which is less e cient in the immersion mode. The freezing e ciencies of Kaolinite
and Montmorillonite are known for both the immersion and contact freezing mode (Diehl et
al., 2006; Diehl & Wurzler, 2004). Following this assumption, the immersion freezing rates at
≠30°C would be about 300 times higher in the Northern than in the Southern Hemisphere.
This di erence could explain the higher ice occurrence-frequency in the Northern Hemisphere
relative to the Southern Hemisphere for similar dust mixing-ratios at ≠30°C.
For temperatures higher than ≠25°C, contact freezing starts to dominate over immersion
freezing. However, between ≠25°C and ≠16°C the contact freezing e ciency is similar for Kaoli-
nite and Montmorillonite. This balance may explain why the ice occurrence-frequency in the
Northern Hemisphere is only slightly higher for similar dust mixing-ratios at ≠22°C. Finally,
between ≠15°C and ≠4°C, the contact freezing e ciency of Montmorillonite is again higher
than for Kaolinite. However, this returned contrast fails to explain the higher ice occurrence-
frequency found in the Southern Hemispheres at ≠15°C.
Nevertheless, at such high temperatures, other dust minerals like feldspar mineral are much
more e cient as ice nucleating particles than clay minerals (Atkinson et al., 2013). Moreover,
it could be that the e ect of such feldspar minerals dominates over the e ect of clay minerals
at high temperatures. Indeed, such e cient minerals are believed to deplete quickly trough
heterogeneous freezing. Therefore, only a few of these aerosols would reach lower temperatures.
Thus, they are likely more relevant at temperatures above ≠20°C, where the immersion e -
ciency of clay minerals quickly decay (Boose et al., 2016; Broadley et al., 2012; Murray et al.,
2011).
If feldspar minerals do dominate the heterogeneous freezing due to mineral dust above
≠20°C, then the higher cloud ice occurrence-frequency in the Southern Hemisphere may be
due to a higher fraction (or higher e ciency) of feldspar minerals in the southern dust par-
ticles. Some evidence for this has been already found by comparing the immersion freezing
e ciency of dust particles from di erent deserts worldwide (Boose et al., 2016). In these re-
sults, the immersion e ciency of dust particles lays mostly between Kaolinite and K-feldspar.
The dust samples from sources in the Southern Hemisphere (Australia, Etosha and Atacama
milled) have a higher freezing e ciency than most of the samples from the Northern Hemisphere
sources including Saharan sources for temperatures below ≠24°C. Unfortunately, only four of
these samples were studied for higher temperatures, between ≠23°C and ≠11°C. However, it
was again a sample from the Southern Hemisphere (Atacama milled) which exhibited the high-
est freezing e ciency. We may assume that the higher freezing e ciency of the southern dust
sources can be extrapolated to temperatures above ≠20°C. Then, at ≠15°C the higher immer-
sion e ciency of southern mineral dust, possibly due to higher feldspar fractions, may explain
the higher ice occurrence-frequency in the Southern Hemisphere. The highly e cient particles,
most likely feldspar minerals, would be quickly depleted at temperatures around ≠15°C and
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would therefore not interfere with the Kaolinite-Illite(Montmorillonite) di erences at ≠30°C.
Furthermore, such a depletion of highly e cient INP during the transport of dust aerosol
may also explain the higher ice occurrence-frequency at the mid-latitudes compared to the high-
latitudes for similar mixing-ratios of mineral dust, especially at higher temperatures. The ageing
(e.g., internal mixing with sulfate or “coating”) of dust particles may also reduce the freezing
e ciency of dust aerosol during the transport from low to high latitudes. The hypotheses
explaining the di erences in the freezing behaviour of dust between the Northern and Southern
Hemisphere are summarized in Table 2.1.
2.5.2 Assumptions and uncertainties
In the analysis presented above, certain assumptions were made to assess the potential e ect
of mineral dust on cloud thermodynamic phase. In this section, these assumptions and the
uncertainties that arise from them, as well as the subsequent limitations of the resulting inter-
pretation will be discussed.
Concerning the vertical resolutions of the di erent products, the choice of 3 K bins is based
on the original 3 K bins of the CALIPSO-GOCCP product. Using a coarser vertical resolution
(e.g., 6 K bins) would hinder the assessment of the role of dust as INP. For example, a decrease
of 3 K in temperature is roughly equivalent to a fivefold increase in INP concentrations (e.g.,
Niemand et al., 2012). At the mid- and high-latitudes, the typical standard deviation of the
day-to-day dust mixing-ratio corresponds to roughly a fourfold increase from the mean (See
Supporting Information 2.S5), therefore, we expect that the variability of dust loading should
dominate over temperature variations, given a temperature constraint of about 3 K or less.
As mentioned in Sect. 2.3, we excluded the seasonal component of the dust-cloud-phase cor-
relation by calculating the deciles independently for each month of the year. However, shorter
cycles (e.g., weather variability) may still influence the variability of dust and cloud phase. For
example, below the ≠42°C isotherm more liquid clouds are found in convective sectors and
more cirrus clouds at the detrainment regions. However, it is still possible to distinguish be-
tween dusty and non-dusty conditions at each point of the weather cycle. Consequently, once
we average over the weather cycle — using monthly means inside each dust percentile — we
expect the dust-cloud-phase relationship to be dominated by the microphysical e ect of dust
on cloud phase.
Despite the long period (2007-2010) used in the study, a significant fraction of the 5-
dimensional space used for our analysis (10 dust deciles, 12 months, 15 temperature bins,
96 latitudes, and 12 longitudes) is sparsely sampled or even contains missing values. In the
high-latitudes, a sampling bias exists towards the respective winter seasons because very few
night-time retrievals are available in summer. However, the seasonal variability was not found
to be a dominating factor in the day-to-day impact of dust mixing-ratio on the FPR (See
Supporting Information 2.S19). Furthermore, many factors may contribute to higher standard
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deviations for the ice occurrence, including:
• Changes in dynamical forcing (e.g., updrafts) and cloud regimes
• Temperature changes after cloud glaciation (e.g., latent heat release)
• Ice sedimentation from above (cloud seeding), and INPs other than dust
• Cloud vertical distribution within the studied temperature ranges
• Turbulence favouring aerosol mixing and sub-grid temperature fluctuations
• Di erences in dust mineral composition, electric charge or size
• Coatings (e.g. Sulfate) a ecting aerosol solubility and freezing e ciency
• Subsetting of the data (e.g., only night-time retrievals)
Additionally, some issues arise from the coarse spatial resolution used in our study. A high dust
mixing-ratio simulated in a volume gridbox indicated as cloudy by the satellite observations
does not ensure that the dust is actually mixed with the cloud. The subgrid-distribution of
dust relative to the exact cloud position remains unresolved. Higher dust mixing-ratios should
be interpreted as an indicator or a higher probability that a significant amount of dust was
mixed with a collocated cloud. This mixing may have happened during or before the obser-
vation by the satellite. However, we can assume that both cloud and dust aerosol followed
a similar trajectory up to the moment of the observation. Overall, at coarse resolutions, the
combination of modelled dust concentrations with satellite-retrieved cloud properties cannot
guarantee the mixture of aerosol and clouds (R. Li et al., 2017). Similarly, the atmospheric
parameters obtained from the reanalysis may not match the conditions for the exact position
of the clouds in the satellite retrievals. However, the atmospheric parameters are expected to
match on average the large-scale conditions influencing the aerosol-cloud interactions.
As mentioned in Sect. 2.3, the total AOD from MODIS is assimilated in the MACC re-
analysis. In general, we expect this assimilation to produce a fair estimation of the large-scale
aerosol conditions on a day-to-day basis. At least for the Northern Hemisphere, this has been
already validated with in situ measurements (Cuevas et al., 2015). Both the ERA-Interim and
the MACC reanalysis are based on the IFS system. Thus, both the aerosol and meteorological
estimations are consistent.
The CALIPSO-GOCCP product relies on CALIOP to determine the presence of clouds.
Nevertheless, the reader should be aware that several uncertainties remain. For example, the
meteorology in the reanalysis and in the real atmosphere may di er, particularly on the sub-grid
scale. In the worst-case that the reanalyses are entirely inconsistent with the retrievals of cloud
phase, we expect the result would be the lack of correlation between dust and the ice occur-
rence (Fig. 2.8-2.10). We have included a reasonably large dataset for the study. Certainly,
mismatches between reanalysis and cloud retrievals are possible. However, these would cause
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an underestimation — and not an overestimation — of the dust-cloud-phase correlation.
Concerning the interpretation of our results, it cannot be ruled out that the increase in ice
cloud occurrence in the Southern Hemisphere for higher dust loading arises from other types of
INP such as biogenic aerosol (Burrows et al., 2013; O’Sullivan et al., 2018; Petters & Wright,
2015) or background free-tropospheric aerosol (Lacher et al., 2018), which could be misclassified
as mineral dust in the reanalysis. Similarly, a possible correlation between ice cloud occurrence
and the atmospheric conditions leading to the emission and transport of mineral dust should be
further investigated (e.g., dusty air masses from land are usually warmer and drier). Another
interesting explanation of the results presented in this study could involve the mixing of mineral
dust particles with ice nucleation active macromolecules (Augustin-Bauditz et al., 2016). Such
particles are in the size of few 10 nm (Fröhlich-Nowoisky et al., 2015) and would therefore not
be detected if mixed with dust aerosol. Furthermore, biases such as the overestimation of the
fine-mode dust aerosol in the MACC reanalysis (Ansmann et al., 2017; Kok, 2011) may shift
the mixing-ratios shown in Sect. 2.4.4. However, as long as such biases are not limited to cer-
tain meteorological conditions, the cloud phase averaged inside each dust decile should remain
una ected.
In general, meteorological parameters have a larger impact on cloud properties than aerosols
do (Gryspeerdt et al., 2016). For example, di erent updraft regimes can change the aerosol-
cloud interactions in warm clouds by an order of magnitude. Therefore, it is essential to study
how such meteorological parameters relate to the dust aerosol loading. Firstly, the correlation
between fine-mode dust mixing-ratio and the RH from the ERA-Interim reanalysis — weighted
by cloud volume fraction — was found to be negative (see Fig. 2.11a). We note that the RH
from ERA-Interim represents the conditions at a large-scale and not the conditions at a spe-
cific location and the moment of the interaction between dust aerosol and supercooled cloud
droplets. Still, this relationship is consistent with the intuition that dust is mostly associated
with drier air masses.
Second, The significant positive correlation found between dust aerosol mixing-ratio and
the height of the isotherms (weighted by cloud volume fraction) points to a possible source of
uncertainty (Fig. 2.11b). This correlation could be due to clouds being detected in a higher
temperature bin after being glaciated at lower temperatures. Thus erroneously suggesting an
enhanced glaciation occurrence frequency at higher temperatures. Therefore, future studies
must take into account this possibility when studying the occurrence of ice clouds at a certain
isotherm. More details on the spatiotemporal variability of the cloud height can be found in
the Supporting Information (2.S12). Lastly, Fig. 2.11c shows a positive correlation between
the fine-mode dust and the large-scale vertical velocity from the MACC reanalysis at ≠15°C.
Updrafts favour saturation over liquid water and therefore CCN activation, droplet growth and
inhibition of the Wegener–Bergeron–Findeisen process. Therefore, a positive dust-updraft cor-
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Table 2.1: Summary of the north-south di erences in the cloud phase associated with mineral
dust based on the day-to-day statistics for the mid- and high latitudes.
In summary, much of the co-variability between dust, humidity, updrafts, temperature and
cloud ice occurrence-frequency is still poorly understood. However, we expect that the con-
strains on humidity and static stability minimized most of the biases discussed in this section.
2.6 Conclusions
For the first time, an aerosol reanalysis was combined with satellite retrievals of cloud thermo-
dynamic phase to investigate the potential e ect of mineral dust as INP on cloud glaciation.
We studied this e ect on a day-to-day basis at a global scale for the period 2007-2010 focusing
on stratiform clouds observed at night-time in the mid- and high latitudes. Our main findings
can be summarized as follows:
1. Between ≠36°C and ≠9°C, day-to-day increases in fine-mode dust mixing-ratio (from
lowest to highest decile) were mostly associated with increases in the day-to-day cloud ice
occurrence-frequency (FPR) of about 5% to 10% in the mid- and high- latitudes.
2. The response of cloud ice occurrence-frequency to variations in the fine-mode dust mixing-
ratio was similar between the mid- and high- latitudes and between Southern and Northern
Hemispheres. Even though dust aerosol is believed to play a minor role in cloud glaciation
in the Antarctic region, increases in FPR from first to last dust decile were also present
in both the northern and southern high-latitudes
3. Using constraints on atmospheric humidity and static stability we could partly remove
the confounding e ects due to meteorological changes associated with dust aerosol.
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4. The results also suggest the existence of di erent sensitivities to mineral dust for di er-
ent latitude bands. The north-south di erences in ice occurrence-frequency for similar
mineral dust mixing-ratios agree with previous studies on the mineralogical di erences
between Southern and Northern Hemisphere. A larger fraction of feldspar in the South-
ern Hemisphere could explain the di erences at ≠15°C, and the higher freezing e ciency
of Illite and Smectite (more abundant in the Northern Hemisphere) over Kaolinite (more
abundant in the Southern Hemisphere) could explain the di erences at ≠30°C.
We believe these new findings may have an important influence on improving the understanding
of heterogeneous freezing and the indirect radiative impact of aerosol-cloud interactions. The
authors hope that the results of this work will also motivate further research, including field
campaigns in remote regions to study the day-to-day variability of cloud thermodynamic phase
and the role of mineral dust in ice formation, satellite-based studies of associated changes in
the radiative fluxes, and modelling studies to test the representation and relevance of specific
processes involved in ice formation and mineral dust transport. Such studies could help to
further improve our understanding of the influence of mineral dust or other aerosol types on
cloud glaciation and the climate system.
2.7 Appendix: Related cloud products
Although in our study we used the cloud phase classification from the CALIPSO-GOCCP
product, other products are also available. Therefore, we include in the following appendix a
detailed comparison between the CALIPSO-GOCCP and the DARDAR-MASK product, which
is commonly used in the literature as well.
2.7.1 2B-CLDCLASS
The CloudSat cloud scenario classification (2B-CLDCLASS) was used in Sect. 2.4.1 to identify
di erent cloud types present in the case study. The classification uses the radar reflectivity
observed by the Cloud Profiling Radar (CPR) on-board the CloudSat satellite together with the
attenuated backscatter signal from CALIOP to classify clouds into 8 di erent types. These are:
low-level (stratocumulus and stratus), mid-level (altostratus and altocumulus) and high-level
clouds (cirrus), and clouds with vertical development (deep convection clouds, cumulus, and
nimbostratus). The main criteria for the classification of non-precipitating clouds are the radar
reflectivity and temperature obtained from the ECMWF-AUX product. The CPR is highly
sensitive to large particles (e.g., raindrops) and therefore clouds with a reflectivity larger than a
given temperature-dependent threshold can be considered as precipitating (e.g., nimbostratus).
This reflectivity threshold is a function of temperature and ranges from ≠10 to 0 dBZ. The
fifth range gate of the CPR (around 1.2 km above ground level) is used for this classification.
The standard error of the ECMWF-AUX temperature, which is based on the IFS system of the
ECMWF, has been estimated to be around 0.6 K in the troposphere.
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2.7.2 DARDAR-MASK
The DARDAR-MASK v1.1.4 product available at the ICARE data center combines the atten-
uated backscatter from CALIOP (at 532 nm; sensible to small droplets), the reflectivity from
the CPR (at 94 GHz; sensible to larger particles) and the temperature from the ECMWF-AUX
product to assess cloud thermodynamic phase. The radar voxels have a horizontal resolution
of 1.4 km (cross-track) ◊ 3.5 km (along-track) and a vertical resolution of 500 m, with a nadir
angle of 0.16° of the radar beam. A decision about the cloud phase is made for each voxel with
a 60 m vertical resolution to take advantage of the lidar resolution. These voxels are collocated
with the CloudSat footprints (1.1 km horizontal resolution). If the backscatter lidar signal is
high (>2.10 5 m≠1 sr≠1), strongly attenuated (down to at least 10% in the next 480 m) and
penetrates less than 300 m into the cloud, it is assumed that supercooled droplets are present.
In this case, the voxel is categorized as supercooled or mixed-phase depending on the radar. A
high radar reflectivity is assumed a priori to indicate the presence of ice particles. Otherwise,
the voxel is categorized as ice. In some sporadic cases, voxels can also be classified as mixed-
phase. For simplicity, we coerce this mixed-phase category into the liquid category. Therefore,
when we talk about a mixed-phase cloud we refer exclusively to an atmospheric column with
ice voxels immediately below liquid voxels.
2.7.3 FPRDARDAR,ALT
To assess the di erences between the cloud phase from the DARDAR-MASK and CALIPSO-
GOCCP products, we defined a new phase ratio based on the DARDAR-MASK classification.
In this alternative definition, which we call ALT-DARDAR, only gridboxes (1.875°◊30°◊3 K)
fully filled with ice voxels are considered as ice (fully glaciated). Therefore, just a single liquid
voxel is enough to define a gridbox as liquid (not fully glaciated). This definition ignores the
cloud ice in mixed-phase clouds, which is mostly only detected as such by the DARDAR-MASK
product and neglected by the CALIPSO-GOCCP product. However, this neglection of ice in
mixed-phase clouds helps to clarify the di erences between the products by finding common
ground to compare the DARDAR-MASK and CALIPSO-GOCCP products. For FPRGOCCP
and FPRDARDAR, the FPR is calculated as the ratio of ice voxels to the total number of voxels
within each gridbox. The FPRALT,DARDAR uses gridboxes instead.
2.7.4 Case study comparison
Some major di erences can be observed between the three FPR* variables in Fig. 2.12.d–
f. For the altocumulus cloud at 35-40°S and +3°C to ≠6°C, the ice virgae falling from the
cloud (FPRDARDAR) are missed in the FPRGOCCP. Such mixed-phase clouds are reclassified in
FPRALT,DARDAR as liquid clouds. A similar case is observed for the stratocumulus clouds at
50-55°S and +3°C to ≠6°C, and for the altostratus at 35-45°S below the ≠20°C isotherm (at
higher temperatures). Finally, the cirrus clouds above ≠33°C remain nearly una ected by the
reclassification in FPRALT,DARDAR as it is classified as fully glaciated. Clouds between 38°S
and 44°S, ranging from 6°C to ≠33°C in temperature, are classified mostly as altostratus by
the 2B-CLDCLASS product. These altostratus clouds o er a good opportunity to compare the
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three FPR variables in detail. FPRGOCCP: The detected ice virgae below the liquid cloud top
suggest that the cloud top did not fully attenuate the lidar signal (not optically thick enough).
The number or size of the ice particles near the cloud top probably was not enough to increase
the depolarization ratio above the threshold value for the GOCCP algorithm and was therefore
classified as liquid. FPRDARDAR: In the decision tree of the DARDAR algorithm, there are
multiple alternatives for a mixture of cloud droplets and ice particles (e.g., at cloud top) to be
classified as ice only:
a) If the lidar backscatter signal is lower than 2.10 5 m≠1 sr≠1
b) If not a): If it is weakly attenuated (less than 10 times) or not rapidly attenuated (at
a depth larger than 480 m).
c) If not b): If the layer thickness of the cloud is larger than 300 m. This is equivalent to
5 voxels with a lidar vertical resolution of 60 m.
Therefore, there are many cases where a mixed-phase cloud can be miss-classified as ice only
in the DARDAR product and consequently in the FPRDARDAR variable. This misclassification
may happen, for example, in optically thin stratiform cloud containing liquid. In this specific
case, we speculate that c) is the most probable cause because of the large vertical extent
of the clouds around 1 to 5 km using a moist adiabatic lapse rate of ≠6 K km≠1 for the
estimation). FPRALT,DARDAR: In the case of droplets and ice particles coexisting at cloud
top, we expect that at some location the cloud droplets will be enough in number for one of the
voxels to be classified as liquid (strong attenuation) in the DARDAR-MASK algorithm. If this
is the case, the entire volume gridbox value of FPRALT,DARDAR will be LIQUID. We interpret
this as a non-completely glaciated cloud. In summary, the GOCCP algorithm is unable to
detect ice in mixed-phase clouds, and the DARDAR algorithm tends to classify mixed-phase
clouds as ice. Therefore, we avoid using the frequency of cloud ice (FPR) to compare the
GOCCP and DARDAR products. Instead, we use the FPRALT,DARDAR as common ground. In
FPRALT,DARDAR, a significant portion of mixed-phase clouds that would otherwise be classified
as ICE is now classified as LIQUID. This replicates the inability of the GOCCP algorithm
to detect ice in mixed-phase clouds. In other words, the frequency of completely glaciated
clouds, which is represented by FPRALT,DARDAR and FPRGOCCP, allows a comparison of both
algorithms, mostly by ignoring ice virgae in FPRALT,DARDAR when cloud droplets are also
present in the same gridbox. This idea is summarized in Table 2.2. It is important to note
that the behaviour of FPRALT,DARDAR is highly sensitive to the gridbox volume, i.e. to the
horizontal and vertical resolution. Calculated in finer resolutions, the FPRALT,DARDAR will be
closer to FPRDARDAR. With coarser resolutions, the FPRALT,DARDAR will be biased towards
the liquid phase because the probability of including an ice voxel in the volume gridboxes will
increase. A gridbox volume of 1.875°◊1.875°◊3 K is coarse enough to study stratiform clouds
from mid-latitude frontal systems.
2.7.5 Temperature comparison
For temperatures between ≠40°C and 1.5°C the FPRDARDAR only decreases down to 60% at
1.5°C (see Fig. 2.13). This di erence is partly due to the higher sensitivity of the radar to
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../papers/fig.paper1/figure12.png
Figure 2.12: Same as Fig. 2.4d but including DARDAR and ALT-DARDAR products.
../papers/fig.paper1/figure13.png
Figure 2.13: Same as Fig. 2.5 but including DARDAR and ALT-DARDAR products.
../papers/fig.paper1/figure14.png
Figure 2.14: Same as Fig. 2.6 but including ALTDARDAR products.
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ice particles, especially falling ice. Additionally, in the DARDAR algorithm, water can be still
classified as ice at +1.5°C due to the melting layer being set to a wet-bulb temperature of
0°C. This threshold allows the detection of ice at temperatures slightly above 0°C dry-bulb
temperatures (named simply temperature in this work). For instance, at a relative humidity of
50%, a temperature of about +2.5°C would correspond to a wet-bulb temperature of ≠2.5°C.
Nevertheless, this last e ect is not relevant for temperatures below freezing.
In contrast, FPRALT,DARDAR follows very closely the pattern of the FPRGOCCP down to
≠1.5°C. The absolute di erences of the global averaged FPRALT,DARDAR and FPRGOCCP are
less than 10% between ≠42°C and 0°C. This shows that the temperature dependence of the
alternative phase ratio FPRALT,DARDAR and FPRGOCCP agree better than for FPRDARDAR. In
average, within a volume gridbox of 1.875°◊1.875°◊3 K the presence of single liquid voxels in
the DARDAR product often coincides with the classification of the entire volume gridbox as
liquid in the GOCCP product.
2.7.6 Latitude comparison
As shown in Fig. 2.14.b, at ≠15°C, the local maxima for FPRALT,DARDAR are similar to
FPRGOCCP but occur at higher latitudes, at 61°S and 61°N with values 69% and 74%. In
comparison, the di erences between FPRGOCCP and FPRALT,DARDAR at ≠15°C are much
lower than at ≠30°C. Moreover, the FPRGOCCP at ≠15°C is lower than the FPRALT,DARDAR
at the southern mid-latitudes and northern high-latitudes. In conclusion, the DARDAR and
CALIPSO-GOCCP products still di er in some important aspects. However, to simplify the
reproducibility of our study, we only present the results for CALIPSO-GOCCP, which is already
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Table 2.2: Summary of the di erent variables used to assess the Frequency Phase Ratio (FPR).
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2.S Supporting Information for ”The day-to-day co-variability
between mineral dust and cloud glaciation: A proxy for
heterogeneous freezing”
Contents of the supporting information:
2.S1–2.S3: Frequency phase ratio (FPR) variables.
2.S4–2.S7: Dust aerosol data from MACC reanalysis.
2.S8–2.S9: Cloud volume fraction of all clouds and only stratiform clouds (CALIPSO-
GOCCP).
2.S10–2.S13: Vertical velocity (MACC), relative humidity (ERA-Interim), isotherm height
and temperature (ECMWF-AUX).
2.S14–2.S16: Sample size distribution (FPRGOCCP).
2.S17–2.S20: Day-to-day covariability between ice and dust without meteorological con-
straints.
All figures are derived using data for 2007–2010. For figures 2.S.1–2.S.14, the subfigures are
organized as:
a) Time average at -15°C (averaged in a 12 K range).
b) Time-zonal average.
c) Zonal average at -15°C (averaged in a 12 K range).
For the contour plots, the colour and pattern of the overlaid boxes are a reference for the
regression lines in 2.S18 and 2.S19.
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Figure 2.S1: Frequency Phase Ratio FPRDARDAR.
../papers/fig.paper1.si/Slide02.png
Figure 2.S2: Frequency Phase Ratio FPR ALTDARDAR .
../papers/fig.paper1.si/Slide03.png
Figure 2.S3: Frequency Phase Ratio FPRGOCCP .
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Figure 2.S4: Coarse (0.9–20µm) dust mixing ratio from MACC [kg kg≠1].
../papers/fig.paper1.si/Slide05.png
Figure 2.S5: Standard deviation of coarse (0.9–20µm) dust mixing ratio from MACC
[log(kg kg≠1)].
../papers/fig.paper1.si/Slide06.png
Figure 2.S6: Fine (0.03–0.55µm) dust mixing ratio from MACC [kg kg≠1].
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Figure 2.S7: Standard deviation of fine (0.03–0.55µm) dust mixing ratio from MACC
[log(kg kg≠1)].
../papers/fig.paper1.si/Slide08.png
Figure 2.S8: Cloud volume fraction from MACC.
../papers/fig.paper1.si/Slide09.png
Figure 2.S9: Stratiform cloud volume fraction [%] from MACC.
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Figure 2.S10: Vertical velocity [Pa s≠1] for stratiform clouds from MACC.
../papers/fig.paper1.si/Slide11.png
Figure 2.S11: Relative humidity [%] for stratiform clouds from MACC.
../papers/fig.paper1.si/Slide12.png
Figure 2.S12: Isotherm height [m] from ECMWF-AUX.
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Figure 2.S13: Temperature [K] from ECMWF-AUX.
../papers/fig.paper1.si/Slide14.png
Figure 2.S14: Sample size for stratiform clouds [#gridboxes(month, dust decile, temperature,
latitude, longitude)].
../papers/fig.paper1.si/Slide15.png
Figure 2.S15: Sample size of stratiform clouds [#gridboxes] for di erent seasons.
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Figure 2.S16: Sample size [#gridboxes] for a) highest fine dust decile and b) lowest fine dust
decile. c) di erence between highest and lowest decile.
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Figure 2.S17: Day-to-day normalized covariance COV (F P R,dust)
ST D(dust)




Figure 2.S18: FPRGOCCP [%] vs a) fine and b) coarse dust at -15 °C.
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Figure 2.S20: FPRGOCCP [%] over sea and land a) against fine dust from MACC at -15 °C
and b) against temperature. The vertical lines correspond to the standard deviation between




The hemispheric and seasonal
contrast in cloud thermodynamic
phase from A-Train spaceborne
instruments*
The hemispheric contrast in cloud phase is crucial for quantifying the e ect of ice-nucleating
particles. However, there is still high spread between di erent retrieval methods, leading to
high uncertainty in the magnitude of the hemispheric contrast in cloud phase. To gain a
better insight, we combine a spaceborne lidar, radar, radiometer, and polarimeter to derive a
high-confidence retrieval of cloud-phase. We used the new product ensemble to quantify the
hemispheric and, for the first time, the seasonal contrast in cloud phase. The results show
a higher cloud phase in the boreal spring, which coincides with higher dust concentrations.
Moreover, the product ensemble showed a much higher seasonal and hemispheric contrast of
cloud phase compared to the individual products. In summary, the product ensemble o ers a
new cloud phase reference, which is less a ected by individual instrumental biases.
 
Published as: Villanueva, D., Senf, F., and Tegen, I. (2021). Hemispheric and seasonal contrast in cloud
thermodynamic phase from A-Train spaceborne instruments. Journal of Geophysical Research: Atmospheres,
126, e2020JD034322. doi: 10.1029/2020JD034322.
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3.1 Introduction
Where do clouds glaciate? Ice clouds are more frequent in the northern hemisphere than in
the southern hemisphere (Kanitz et al., 2011; A. E. Morrison et al., 2011; Tan et al., 2014).
Understanding this contrast is of great importance for climate predictions, as liquid clouds reflect
more shortwave radiation compared to ice clouds (Trenberth & Fasullo, 2010; Bodas-Salcedo et
al., 2014; Matus & L’Ecuyer, 2017; Vergara-Temprado et al., 2018). Specifically, in the southern
hemisphere, climate models show that the frequency of liquid clouds is associated with changes
in sea surface temperature and the atmospheric cross-equatorial energy transport (Hawcroft et
al., 2017). Moreover, there is high variability in the cloud-phase partitioning between climate
models, which is has been associated with uncertainties in cloud fraction and climate sensitivity
(Zelinka et al., 2020; Tan et al., 2016; McCoy et al., 2016).
Previous studies have tried to elucidate the hemispheric and seasonal di erences in cloud-
phase by using spaceborne retrievals of aerosol loading and cloud-phase from lidar and radar
retrievals. Several studies have attributed the north-south contrast in cloud-phase to the hemi-
spheric di erences in the concentration of ice-nucleating particles (INP) such as dust aerosol
(Choi et al., 2010; Tan et al., 2014; Vergara-Temprado et al., 2017; Zhang et al., 2018). Due
to land-ocean distribution, the largest dust sources (such as the Saharan Desert) are located
in the northern hemisphere. Additionally, during spring in the northern hemisphere, dust con-
centrations are generally higher than in fall (Cowie et al., 2014; Luo et al., 2015). In the same
season, it has been shown that clouds tend to produce more ice (Zhang et al., 2018). However,
this seasonal contrast has received less attention so far.
In general, the spatio-temporal correlation between mineral dust and ice cloud frequency
suggests that dust INP may be controlling the north-south contrast in cloud-phase (Seifert et al.,
2010; Zhang et al., 2012; Tan et al., 2014; Villanueva et al., 2020). However, dust concentrations
are also correlated with other meteorological factors like humidity, thermal stability and vertical
velocity, which are in turn correlated to the ice cloud frequency (Sullivan et al., 2016; J. Li et al.,
2017). This has led to a debate over whether dust INP or meteorology dominates the observed
variability of cloud glaciation. Therefore, assessing the hemispheric and seasonal cloud-phase
contrast in detail may lead to a better understanding of dust-driven cloud glaciation.
Most satellite cloud-phase products available are based on passive radiometers (e.g., sorted as
Satellite-Instrument-Product: NOAA-AVHHR-PATMOS, Terra-MODIS-C6, and METEOSAT-
SEVIRI-CLAAS). Active instruments capable of retrieving cloud-phase, like lidar and radar,
are more scarce. From 2007 until 2010, several instruments capable of retrieving cloud-phase
were synchronized to follow the same orbit (”A-Train”). During this period, a radiometer, li-
dar, radar, and a multi-angle radiometer retrieved cloud properties almost without interruption.
Each of these instruments has been used individually to assess cloud-phase globally based on
di erent cloud physical features (Y. Hu et al., 2009; Riedi et al., 2010; Huang et al., 2012).
Moreover, synergies between them have been proven to be even more successful than the in-
dividual products (Riedi et al., 2010; Delanoë & Hogan, 2010). As extension to Villanueva et
al. (2020), where only the CALIOP-GOCCP product was used to assess the temporal (daily)
variability of cloud-phase, this study combines the di erent products available from the A-Train
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to locate and quantify the seasonal- and hemispheric contrast of cloud top phase. Such a com-
bined quantification has been lacking up to now. These contrasts in cloud-top-phase can then
be compared to the variability of dust aerosol to assess the potential role of dust INP. Further-
more, we expect that this new information may serve as a benchmark for improving dust-driven
cloud glaciation in climate simulations.
3.2 Data and Methods
3.2.1 A-Train cloud phase products
Fig. 3.1 shows the spaceborne instruments and products from the A-Train used in this study
for the period 2007-2010 and the respective flow diagram of how we generate the GDP en-
sembles (GOCCP-DARDAR-PML2). The Cloud-Aerosol LIdar with Orthogonal Polarization
(CALIOP) onboard CALIPSO (Y. Wu et al., 2014) and the Cloud Profiling Radar (CPR)
on board CloudSat are both active instruments. In the GCM-Oriented Cloud Calipso Prod-
uct (CALIPSO-GOCCP v3.0; Cesana & Chepfer, 2013), the lidar depolarization measured by
CALIOP is compared against an empirical threshold to retrieve the cloud-phase, where higher
depolarization ratios are associated with ice crystals. In the liDAR-raDAR (DARDAR-MASK
v2.0) product (Delanoë & Hogan, 2010; Ceccaldi et al., 2013), a decision tree is used to retrieve
the cloud-phase, where the main criterion is the cloud detection by the radar reflectivity (Mioche
et al., 2014). A higher radar reflectivity is associated with larger particles such as ice crystals.
In both the DARDAR and the GOCCP product, the detection of the cloud top is based on the
CALIOP attenuated backscattering ratio. The cloud top temperature is then derived from the
ECMWF-AUX reanalysis for the DARDAR product and from the GEOS-GMAO reanalysis for
the GOCCP product. To avoid artifacts in the lidar due to daylight scattering, only night-time
values are included for the GOCCP product. On the other hand, both daytime and nighttime
retrievals are included for the DARDAR product.
The MODIS (MODerate resolution Imaging Spectroradiometer) onboard the Aqua satellite
and the POLDER-3 (Polarization and Directionality of the Earth Reflectance) onboard the
PARASOL satellite are both passive instruments. Di erent algorithms can be used with dif-
ferent radiometers to retrieve cloud top phase (Pavolonis et al., 2005; Riedi et al., 2010, for
the AVHHR and MODIS instrument, respectively). The MODIS ShortWave-InfraRed (SWIR)
product uses the ratio between the measured reflectance in the near-infrared and in the visi-
ble spectra to retrieve the cloud-phase, where low ratios are associated with ice crystals. The
MODIS Thermal-InfraRed (TIR) product uses the Brightness Temperature Di erence (BTD)
between the 8.5- and 11- µm bands. This di erence, also known as BTD[8.5–11], is used
to retrieve the cloud-phase, where high positive values are associated with ice crystals. The
POLDER-3 instrument can retrieve the polarized and total radiance. Therefore, it can esti-
mate the polarization ratio for di erent scattering angles. Thus, in the POLAR algorithm,
a decreasing polarization with increasing scattering angle is associated with ice crystals. Ad-
ditionally, a peak in the polarization near 140°(rainbow e ect) implies the presence of cloud
droplets (Riedi et al., 2010).
The PARASOL and Aqua/MODIS combination (PM-L2) product weights the MODIS-
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Figure 3.1: Diagram showing the di erent cloud-phase products used to derive the GDP ensem-
ble (GOCCP-DARDAR-PML2). The colored boxes correspond to the spaceborne instruments
used for each product (colored acronyms) and the colored values represent the wavelength used
for the classification. In case of multi-band instruments, the wavelength range is shown. Values
in italics denote multi-angle observations of total and polarized radiance. The lower part of the
diagrams shows how the products are rebinned and processed to create the GDP2 and GDP3
ensembles.
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SWIR, MODIS-TIR and POLDER-3-POLAR products to make a final decision about the
cloud-phase at cloud top. For each decision, a confidence level is calculated depending on
which products agree on the same cloud-phase. A confidence flag of 0 means that all three
products (SWIR, TIR and POLAR) agree with high confidence on the ice-phase and a flag of
200 means that all agree on the liquid-phase. To distinguish between the liquid- and ice-phase,
we use only confidences below 25 or above 175. We chose this threshold to optimize the agree-
ment with the active products, focusing on the range of the observed frequency of ice cloud tops.
With the 25/175 confidence threshold, the cloud ice frequency ranges from 0.05 to 0.95. Using
a 10/190 confidence threshold resulted in an ice frequency range from 0.02 to 0.99 but only 60%
of the sample size relative to the 25/175 threshold. In contrast, a 50/150 confidence threshold
resulted in a ice frequency range from 0.12 to 0.86 with 150% the sample size relative to the
25/175 threshold. Additionally, Coopman et al. (2020) showed that high confidence thresh-
olds (20/180) result in a higher spatial correlation between cloud droplet size and cloud-phase.
Finally, because the PM-L2 product relies on passive instruments, only daytime retrievals are
included.
It is very challenging to determine why the cloud products may retrieve a di erent cloud top
phase in a given cloud scenario. However, some known issues have been already been discussed
in detail in the literature (Huang et al., 2012, 2015; Riedi et al., 2010).
The most important factors that lead to di erent decisions are the size of cloud droplets and
ice particles, the Cloud Optical Thickness (COT), and underlying clouds or surface. Fig. 3.2
shows some known microphysical settings that may lead to a wrong cloud-top-phase retrieval
by some of the cloud products. When the number or size of ice particles at cloud top is
high enough, the DARDAR algorithm will classify the top as ice regardless of the number of
cloud droplets present (see Fig. 3.2a). Similarly, drizzle droplets can be large enough to be
mistakenly classified as ice (Zhang et al., 2018), especially at temperatures above ≠10°C (see
Fig. 3.2b). The POLAR algorithm applied to POLDER-3 is strongly sensitive to the cloud
optical thickness (Riedi et al., 2010). For cirrus clouds overlying a liquid cloud, simulations
showed that the POLAR algorithm will only retrieve the ice phase if the cloud optical thickness
is higher than 2 (see Fig. 3.2c). On the other hand, in the TIR and SWIR algorithm applied
to MODIS and included in PM-L2, the retrieved emissivity and reflectance may be dominated
by the clouds or surface under the cloud, especially for thin clouds (see Fig. 3.2d). In the
GOCCP product, if many small cloud droplets are present, multi-scattering e ects may result
in a high depolarization ratio, even when no ice is present (Y. Hu et al., 2009, see Fig. 3.2e).
The spatial-angular (3D) characteristics of clouds may also influence the retrieved reflectance
and radiance from the MODIS and POLDER instruments. For example, the polarization signal
from POLDER becomes weak and ambiguous for broken clouds (Riedi et al., 2010).
We obtain the dust aerosol loading from the Copernicus Atmosphere Monitoring Service
(CAMS) reanalysis (Inness et al., 2019). In the CAMS reanalysis, dust emission is a function of
the wind near the surface (10 m), vegetation, soil moisture, and surface albedo. The simulated
dust mixing ratio is corrected by assimilating the aerosol optical thickness at 550 nm retrieved
by MODIS. Dust is removed in the model by dry and wet deposition.
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Figure 3.2: Diagram showing the known retrieval biases associated to di erent cloud types
for the di erent products. a) Ice virgae in mixed-phase clouds. b) Drizzle from liquid clouds.
c) Cirrus over liquid clouds. d) Thin clouds and surface albedo. e) Multi-scattering e ects.
Retrievals in italics represent errors.
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3.2.2 Collocation and GDP2 ensemble
Similar to the three-member combination of cloud-phase products in the PM-L2 product, we
combine the GOCCP, DARDAR and PM-L2 products to create a daily cloud top phase ensem-
ble.
Temporal merging: For each day, we merge both the ascending and descending overpasses
temporally from 0 to 0 UTC (For GOCCP only night-time retrievals).
Vertical collocation: For the active products, only the top cloudy pixels from each instant
vertical profile were included. Using the cloud top temperature available from each product,
we assign each pixel to a 3 K temperature bin between ≠42°C and 3°C. We note that the
cloud top temperature is derived di erently for each product. The GOCCP and DARDAR
products include an interpolation of atmospheric reanalyses, from which we use the temperature
corresponding to the height of the top cloudy pixel. For the PM-L2 product, the cloud top
temperature retrieved from MODIS is used instead. Other than for the active retrievals, the
depth of the cloud top retrievals from MODIS and POLDER depends on the optical thickness
of the cloud and may result in a bias in cloud-top-phase for thin clouds (Stengel et al., 2020).
However, a sensitivity study showed that the di erence in the ice cloud-top frequency between
thin (COT<2) and thick (COT>2) clouds was low (less than ±1 %).
Horizontal collocation: We regrid all three products to a 2°◊30°(lat◊lon) grid by averaging
the binary cloud-phase flags contained inside each gridbox. Therefore, for the active products,
each gridbox is sampled only through the narrow swath(s) crossing it. We refer to this average
as the daily Frequency Phase Ratio (FPRdaily), the ratio of ice pixels to the total (liquid+ice)
cloudy pixels included in each gridbox. The 2°◊30°grid was chosen to optimize the overlap
between the active instruments (narrow swaths) and passive instruments (wide swaths). For a
visualization of the collocation method, please refer to the Supporting Information 3.S5–3.S7.
For each product, we use the frequency of ice pixels to classify each volume gridbox as
either liquid or ice. After the collocation described above, for each product we obtain a 3-
dimensional FPRdaily on a 3 K◊2°◊30° space (temperature◊lat◊lon). This FPRdaily repre-
sents the frequency of ice pixels within each gridbox at each temperature bin. Most of the
regridded FPRdaily values for the di erent products lay below 0.1 or above 0.9; namely 75%,
71%, and 81% of the total sample size for the GOCCP, DARDAR, and PM-L2 products, re-
spectively. Therefore, to simplify the combination of products, we rounded the FPRdaily of
each individual product to the nearest integer (0 for liquid and 1 for ice). As a result, FPRdaily
follows a binary distribution.
We combine the cloud-phase products by finding the cloud-phase for which most of the
products agree. To produce the ensemble of cloud-phase products (see Fig. 3.1), we discard the
time-steps where one or more products are missing. Because at least two products will always
agree (on either liquid or ice), the cloud-phase is set to the mode between the three products.
We refer to this three-member ensemble as the GDP2 ensemble (because at least 2 products
agree).
The FPRdaily in the GDP2 ensemble corresponds to a daily phase classification dominated
by the cloud-top-phase of stratiform clouds, which can be aggregated over time to derive a
frequency of ice clouds. The product ensemble will contain missing data for the timesteps were
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the cloud-phase products do not overlap. Therefore, the averaging order will play a role in the
results. To avoid a bias towards the levels and gridboxes containing more data, we average in
the following order: time, longitude, latitude, and temperature. After aggregating the FPRdaily
within a certain time frequency (monthly in this work), it can be interpreted as the ice cloud-top
frequency (FPRmonthly or FPR for short) The FPRdaily is defined within a 2°◊30°gridbox, so
that the the aggregated FPR will be dominated by the thermodynamic phase of horizontally
broad clouds (i.e, stratiform clouds). The distinction between the binary frequency FPRdaily
and the monthly-aggregated frequency FPR is important for the uncertainty analysis, because
FPRdaily follows a binary distribution, while FPR follows a normal distribution for high sample
sizes.
3.2.3 Sample size
After the regridding described above, FPRdaily follows a binomial distribution. In this distribu-
tion, the probability of finding an ice cloud top will be p (0 to 1), which depends mainly on tem-
perature. Therefore, after aggregating (averaging) n measurements of cloud-phase (FPRdaily),
the standard deviation of the instant (”observed”) frequency FPR around the expected (”real”)
frequency p can be estimated as:





In other words, the sample size will have an impact on the uncertainty in FPR. In addition,
the spatio-temporal variability of cloud-phase (e.g., regional di erences and seasonal cycle)
and retrievals errors will also introduce an inter-monthly spread in the expected frequency p,
contributing to the total spread ‡F P R.
For the period 2007-2010, a total of 1200 days had at least one retrieval for each cloud-phase
product. In other words, for the average gridbox (2°◊30°), the timelines of the individual instru-
ments overlap for 82% of the period. During this period, for the ensemble and the individual
products, the sample size is distributed relativelly homogenously between ≠42°C and +3°C.
However, between ≠10°C and ≠30°C the sample size decreases by about 25% for the GDP2
ensemble and the DARDAR product (see Supporting Information 3.S1). Fig. 3.3 shows the
zonal vertical mean of the sample size, disagreement ratio, and frequency of ice cloud tops for
the di erent phase products. Across latitudes, the sample size is similar in both hemispheres,
especially between 75°N/S. The largest sample size is found near 55°N/S and at around 5°N
(Fig. 3.3a). These peaks coincide with the average position of the storm tracks and the in-
tertropical convergence zone, respectively. The sample size of GOCCP product tends to be
higher than in the DARDAR product because GOCCP is not limited by the availability of re-
trievals from the CPR instrument. However, we only include nighttime retrievals for GOCCP,
and therefore the sample size decreases relative to DARDAR above 60°N, especially in summer.
The sample size of the GOCCP and DARDAR products is limited by the narrow swath of
CALIOP. In contrast, the broader swath of the POLDER-3 instrument results in a sample size
nearly twice as large as for the active products. However, for the GDP2 ensemble, the sample size




Figure 3.3: Zonal-vertical mean of (a) gridbox sample size in days (b) disagreement ratio for
the individual cloud-phase products relative to the GDP2 ensemble (c) frequency of ice cloud
tops for the di erent cloud-phase products. Averaged between 0°C and ≠42°C.
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only on the spatio-temporal collocation between the individual gridded products. Therefore,
to understand how each of these products a ects the ensemble, we must first consider the
two-member ensembles (DP: DARDAR and PM-L2; GP: GOCCP and PM-L2; GD: GOCCP
and DARDAR). These ensembles are defined only when both members agree on the cloud-
phase at cloud top. We define the collocation ratio as the sample size of the two-member
ensemble divided by the maximal achievable sample size (assumming a perfect collocation).
The collocation ratios are 69, 66, and 33% for the DP, GP, and GD ensembles, respectively.
These collocation ratios show that the sample size of GDP2 is strongly limited by the poor
collocation between the GOCCP and DARDAR products. We attribute this poor collocation
to a cloud top temperature underestimation (of -5 K in average) in the DARDAR product
(derived from the ECMWF-AUX reanalysis) relative to the GOCCP product (GEOS-GMAO
reanalysis) and to the MODIS retrievals. Additionally, due to the temporal collocation between
the products, the GDP ensembles only include scenarios where clouds are detected in the same
gridbox during nighttime (by DARDAR and/or GOCCP) and daytime (by DARDAR and/or
PM-L2), which further reduces the collocation ratio for the GDP ensembles.
3.3 Results
3.3.1 Agreement
To assess the single products with respect to the GDP2 ensemble, we define the disagreement
ratio as the frequency of timesteps where the cloud-phase from a given product is di erent to
that from the ensemble. On average, the GDP2 ensemble disagrees with the GOCCP, DARDAR
and PM-L2 products 12%, 18% and 10% of the time, respectively. Because we truncate the
cloud-phase in the ensemble to a binary variable (liquid or ice), the GDP2 ensemble (the mode
among the products) can either agree with all three products or disagree with at most one
(see Supporting Information 3.S8). Adding up the disagreement ratio for to each product, we
find that the GDP2 ensemble disagrees with one of the three products 40% of the time and,
threfore, all three products agree 60% of the time. However, the disagreement ratio is not evenly
distributed across di erent temperatures. For the single products, the maximum disagreement
ratio occurs at the average glaciation temperature (for which the FPR equals 0.5) and drops to
zero towards higher and lower temperatures, closely resembling a ”bell” curve (see Supporting
Information 3.S1).
The highest disagreement is found at ≠22°C, where the GDP2 ensemble disagrees with
the GOCCP, DARDAR and PM-L2 products 26%, 21% and 24% of the time, respectively.
Therefore, the ensemble disagrees with one of the products 71% of the time. In other words,
at ≠22°C, we would be almost as lucky trying to find an agreement between three coin tosses
(disagreement of 75%) than between the three cloud top phase retrievals. At first, this may
suggest that there is no safe way to tell which of the products is making the right decision.
However, when independent products agree with each other (in our case, two of them always
do), it is because di erent physical features are consistent with a certain phase. Therefore, it
is reasonable to assume that the GDP2 ensemble is more reliable than the individual products.
In fact, on average, no single pair of products agrees entirely (the lowest disagreement is 12% +
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10% = 22% of the time between GOCCP and PM-L2), which reflects that the products are
independent. Therefore, even when one of the products disagrees, the other two still provide a
strong criterium to decide the cloud-phase. However, even if all three products always agree,
there could be a bias shared by all products. Similarly, if one product always disagrees, it may
still be more accurate than the other two.
The disagreement ratio of the single products is similar for both hemispheres (Fig. 3.3b).
However, the disagreement ratio of the GOCCP and PM-L2 products is lower in the mid-
latitudes than in the subtropics and high-latitudes, while the opposite occurs for the DARDAR
product. As a result, in the mid-latitudes, the DARDAR product disagrees roughly twice as
frequently with the GDP2 ensemble compared to the GOCCP and PM-L2 products. The PM-
L2 product shows the lowest disagreement ratio with the GDP2 product (in the mid-latitudes
and subtropics), the lowest bias (relative to GDP2), and the largest sample size. This suggests
that, from all three cloud-phase products the PM-L2 product seems to be the most reliable.
3.3.2 Frequency Phase Ratio
The spaceborne lidar may fail to detect large ice particles, while the radar may detect a cloud
even with very few ice particles. Therefore, the GOCCP product has the lowest FPR at all
altitudes (except for Antarctica), while the DARDAR product has the highest FPR (Fig. 3.3c).
The FPR from the PM-L2 product lays mostly between the other two products and agrees
better with the GDP2 ensemble, arguably because the PM-L2 also relies on multiple physical
features at cloud top to retrieve the cloud-phase.
All three products and the GDP2 ensemble have a higher FPR near the subtropics. For
the GOCCP product, the FPR increases towards the equator by about +0.10 starting from
60°S and 70°N. For DARDAR, the FPR increases towards the subtropics (up to 40°S and
40°N) by about +0.20 starting at 70°S and 70°N, respectively. Finally, for PM-L2, the FPR
increases by about +0.15 towards the equator but starting from 15°S and 15°N. As the sample
size decreases towards Antarctica, fewer samples are available at the highest isotherms, which
become underrepresented. Therefore, for all products, the vertical average shows an increase in
FPR towards the south pole, with PM-L2 showing the steepest increase.
3.3.3 Hemispheric and seasonal contrast
To assess the north-south contrast, we locate the region containing north-south FPR di erences
larger than +0.2, which we call the ”contrast” region. Specifically, we compare the average
position of the contrast region in the temperature-latitude space for the di erent products. For
lower temperatures, the fraction of liquid clouds will be also lower and, therefore, the north-
south contrast of FPR tends to decrease, as fewer clouds can glaciate. To assess the magnitude
of the contrast despite this tendency, we normalize the hemispheric contrast by the supercooled
liquid frequency (SCF) in the southern hemisphere:
 FPR/SCF = FPRdusty ≠ FPRclean1 ≠ FPRclean
(3.2)




Figure 3.4: Contour plot enclosing the regions in the temperature-latitude space where (a)
the normalized north-south di erence in FPR at cloud top (Eq. 3.2) is higher than +0.2 and
(b) the normalized seasonal di erence in FPR between MAM(SON) and SON(MAM) in the
northern(southern) hemisphere is higher than +0.1. The hatched region corresponds to the zone
where all products have a north-south(seasonal) contrast higher than +0.2(+0.1). The dashed
contour encloses the regions where the dust loading is (a) 50 times higher in the northern
hemisphere (b) 3 times higher during spring. A Gaussian filter was applied to smoothen the
contours.
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southern hemisphere (or fall season). Thus, the normalized contrast represents the fraction
of liquid clouds in the southern hemisphere that would glaciate in the northern hemisphere
environment. Additionally, to compare the cloud-phase with the dust-aerosol contrast, we
locate the region for which the dust concentration in the northern hemisphere is on average
more than 50 times higher than in the southern hemisphere. Moreover, we note that already
above 10°N the dust concentration is at least 10 times higher than in the southern hemisphere
(not shown).
Fig. 3.4 shows the location of the hemispheric and seasonal contrast of cloud-phase for the
di erent products and the GDP2 ensemble. For all products, the contrast region is mostly
located below ≠20°C (Fig. 3.4a). This result partly disagrees with other studies based on
CALIOP and on the CPR, which have located the highest north-south contrast between ≠10°C
and ≠15°C (Tan et al., 2014), and between ≠15°C and ≠20°C (Zhang et al., 2018). Nevertheless,
the radar reflectivity used in Zhang et al. (2018) is meant to detect ice production (size and
number) and is not a direct proxy for cloud top phase. On the other hand, the cloud-phase
retrievals in Tan et al. (2014) use a di erent methodology (Choi et al., 2010) than for the
GOCCP product (Cesana & Chepfer, 2013). The magnitude of the north-south contrast is
also higher than previous estimates, where the contrast was reported to be about +0.05 FPR
between ≠20°C and ≠30°C (Tan et al., 2014, for a more accurate comparison, please refer to the
non-normalized contrast in the Supporting Information 3.S2). For the DARDAR and PM-L2
products, the contrast at 60°N/S extends up to about ≠12°C and ≠17°C, respectively. This
may be related to the dust aerosol contrast, which is higher between 60–70°N/S, mainly because
of the very low concentrations over the Southern Ocean. However, the most notable di erence
between the products is the meridional extent of the contrast region. Towards the pole, the
contrast region extends up to at least 70°N/S for all products; but towards the equator, the
contrast extends down to 15°N/S, 25°N/S, and 40°N/S for the GOCCP, DARDAR and PM-L2
products, respectivelly.
The North-South contrast in FPR is attributed by several authors to the hemispheric dif-
ference in aerosol loading (Kanitz et al., 2011; Tan et al., 2014; J. Li et al., 2017; Zhang et al.,
2018; Villanueva et al., 2020). More specifically, it is attributed to the higher concentration of
INP-active mineral dust aerosol in the northern hemisphere, mostly from the Sahara and Gobi
deserts. However, the dust aerosol concentration in the northern hemisphere varies seasonally,
with a peak during spring (Zender & Kwon, 2005; Cowie et al., 2014). For this reason, we
also analyzed the average FPR di erences between the months of March-April-May (MAM)
and September-October-November (SON). We defined the contrast regions where the MAM-
SON(SON-MAM) di erence in FPR is higher than +0.1 in the northern(southern) hemisphere.
For the northern(southern) hemisphere, we normalize the seasonal contrast by the fraction of
liquid clouds in SON(MAM). Additionally, we locate the regions for which the dust loading is at
least three times higher during spring compared to autumn. Similar to the hemispheric contrast,
the seasonal cloud-phase contrast is mostly located below ≠20°C for all products (Fig. 3.4b),
in agreement with previous reports (Tan et al., 2014). In the northern mid-latitudes, for DAR-
DAR the seasonal contrast extends up to about ≠12°C, while for GOCCP it extends only up
to ≠22°C. On the other hand, the meridional location of the seasonal contrast is very similar
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between the products, extending mostly from 30°N to 80°N. These contrasts, especially for the
GOCCP product, have a ”bow-tie” form, which is possibly related to the seasonal contrast of
dust-aerosol. In the southern hemisphere, between ≠31°C and ≠25°C, the PM-L2 product and
the GDP2 ensemble show a seasonal contrast near 40°S.
We can retrieve some interesting features from the location of the hemispheric and seasonal
contrast of cloud top phase. First, the GDP2 ensemble agrees best with the DARDAR product
on the location of the hemispheric contrast, and with the PM-L2 product on the location of
the seasonal contrast. Second, the ”overlap” zone, where all three products show a hemispheric
or seasonal contrast, lays mostly between ≠35°C and ≠25°C and between 40–70°N. At this
temperature, most types of mineral dust act as e cient INP (Murray et al., 2011; Broadley et
al., 2012; Boose et al., 2016). The overlap zone also coincides with the region where the contrast
reaches a maximum for the GDP2 ensemble (see Supporting Information 3.S3). Therefore, this
high-contrast region o ers a good target for future campaigns looking to study the north-south
contrast in cloud glaciation.
3.3.4 Quantification and attribution
We can use the GDP2 ensemble to identify the temperature range where individual cloud-phase
products may be biased. In Sect. 3.3.2, it was shown that in the mid-latitudes the DARDAR
product overestimates the FPR (by +0.16) relative to the GDP2 ensemble, while the GOCCP
product underestimates the FPR (by ≠0.05). Fig. 3.5 shows the frequency of ice cloud-tops,
as well as the magnitude of the hemispheric- and seasonal contrast of cloud-phase in the mid-
latitudes. In Fig. 3.5a, we can see that the overestimation of the DARDAR product occurs
mainly for temperatures above ≠25° C, while for the GOCCP product the underestimation
occurs mostly for temperatures below ≠15° C.
By using only retrievals where all products agree on cloud-phase, we find that the cloud-
phase transition occurs within a narrower temperature range. We recall that in the GDP2
ensemble, the cloud-phase is defined as long as all three individual products are available, even
if they disagree. Alternatively, one can select only volume-gridboxes where all three products
agree, which we call GDP3. As mentioned above, all three products agree on average only 60%
of the time. For both GDP2 and GDP3, at -22°C half of the cloud-tops are classified as ice
(Fig. 3.5a). In the GDP3 ensemble, the cloud top phase transition is steeper and occurs only
between ≠35°C and ≠10°C, while for GDP2 it occurs between ≠38°C and 0°C. The di erence
between the GDP2 and GDP3 ensembles can also be used to identify the clouds which the
products disagree upon. As can be seen from the di erence in ice frequency between GDP2 and
GDP3 (Fig. 3.5a), these are mostly liquid clouds below ≠22°C and ice clouds above ≠22°C (as
classified in the GDP3 ensemble), especially at ≠28°C and ≠16°C, respectively. These clouds
may relate to some of the scenarios discussed in Sect. 3.2.1.
The hemispheric and seasonal contrast in cloud-phase tends to increase at lower tempera-
tures. In the mid-latitudes, for temperatures higher than ≠10°C, the hemispheric and seasonal
contrasts in cloud-phase is close to zero for all products (Fig. 3.5b-c). From ≠10°C to ≠30°C,
both the hemispheric and seasonal contrast increases for all individual cloud products. More-





Figure 3.5: (a) Average frequency of ice cloud tops (FPR) at the mid-latitudes 30-60°N/S. (b)
Average north-south FPR di erence at cloud top normalized by the supercooled liquid frequency
(SCF) in the southern hemisphere. (c) Average seasonal FPR di erence (MAM ≠ SON) at cloud
top at 30-60°N normalized by the SCF during SON. Only values for which the reference SCF
is higher than 0.05 are shown.
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temperatures below than ≠30°C, the contrasts tend to decrease for the individual products.
This decrease in the seasonal and hemispheric contrast for temperatures below ≠30°C may be
explained by the depletion of INP at higher altitudes.
The increase of cloud-phase contrast at lower temperatures coincides with the increasing
e ectivity of dust-INP at lower temperatures. From ≠15°C to ≠25°C, both the seasonal and
hemispheric contrast increase for all products by at least +0.15 (Fig. 3.5b-c). This incre-
ment is even higher for the GDP2 (hemispheric: +0.33; seasonal: +0.41) and GDP3 ensemble
(hemispheric: +0.59; seasonal: +0.56). This increase of the contrast for lower temperatures
suggests that it may be driven by INP e ciency, which increases exponentially for decreasing
temperature. In fact, as previously mentioned, dust INP generally starts to activate within
this temperature range (Boose et al., 2016; Kanji et al., 2017; Niemand et al., 2012), and dust
loading is higher in the northern-hemispheric spring (Cowie et al., 2014).
In other types of aerosol-cloud-interactions, such as the e ect of cloud condensation nuclei
on warm clouds, meteorological factors have been shown to dominate over the e ect of aerosols
(Gryspeerdt et al., 2016). In fact, meteorological factors such as wind speed and thermal
stability may vary between hemispheres due to land-ocean distribution and a ect the cloud
ice frequency (J. Li et al., 2017). However, we also observe a cloud-phase contrast between
spring and fall in the Northern Hemisphere, which is unlikely to be explained by the seasonal
variability of such meteorological factors.
3.3.5 Uncertainty
For the individual products, the uncertainty associated with the hemispheric cloud-phase con-
trast arise mainly from retrieval issues in the GOCCP product and from the seasonal variability
in PM-L2. Table 3.1 summarizes the uncertainty associated with each product. For 2°◊30°, the
uncertainty in FPR is higher for GOCCP (± 0.13; sample size n=64640) than for DARDAR (±
0.05; n=58289). This higher uncertainty in GOCCP appears to be associated with a lower FPR
from CALIOP during 2007, before the o -nadir angle was adjusted to decrease the specular
reflection from ice crystals, which resulted in a bias in the detection of cloud-phase (Avery et
al., 2020, see also Supporting Information 3.S9). In addition, the uncertainty for PM-L2 (±
0.04; n=662690) is similar to DARDAR despite a much higher sample size. This suggests that
the error introduced from the monthly aggregation of FPRdaily (binary distributed; see Eq.3.1)
cannot alone explain the di erences in the spread of FPR for the di erent products. Table
3.2 summarizes the uncertainty associated with the hemispheric contrast in cloud-phase. The
uncertainty in  FPR/SCF increases relative to FPR, partially due to the accumulation of error
from both hemispheres. Particularly, for PM-L2, the standard deviation of  FPR/SCF is
almost three times higher compared to FPR. We attribute this high uncertainty to the higher
summer-winter variability of FPR in the PM-L2 product at 30-60°S (See Supporting Information
3.S10), which leads to very low or negative hemispheric contrasts during boreal summer.
For the GDP ensembles, low sample sizes seem to result in a high uncertainty in the cloud-
phase contrast. For the GDP2 ensembles (2°◊30°grid), the uncertainty associated with FPR and
 FPR/SCF is inside the range observed for the individual products. However, the uncertainty
associated with GDP3 is higher than for GDP2, probably due to a lower sample size (see again
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Grid n F P R
lat◊lon 2°◊2° 2°◊30° 2°◊2° 2°◊30° de-trended
(2008-2009)
GOCCP: 83097 64640 0.45 ± 0.12 0.41 ± 0.13 0.52 ± 0.03
DARDAR: 77774 58289 0.62 ± 0.05 0.61 ± 0.05 0.63 ± 0.02
PM-L2: 662690 157020 0.60 ± 0.04 0.56 ± 0.04 0.63 ± 0.05
GDP-2: 1070 15632 0.66 ± 0.16 0.52 ± 0.08 0.64 ± 0.05
GDP-3: 262 4027 0.75 ± 0.24 0.55 ± 0.14 0.74 ± 0.09
Table 3.1: Table showing the sample size n and Frequency Phase Ratio (FPR) of the individual
cloud products and the GDP ensembles for two di erent grid choices. The dataset includes the
samples within the 30-60°N latitude band, at -22°C. The estimated error corresponds to the
monthly standard deviation during 2007-2010. For the de-trended dataset, the error corresponds
to the standard deviation between the 12 monthly di erences between 2008 and 2009.
Grid  F P R/SCF
lat◊lon 2°◊2° 2°◊30° de-trended
(2008-2009)
GOCCP: 0.16 ± 0.11 0.15 ± 0.13 0.22 ± 0.06
DARDAR: 0.23 ± 0.08 0.25 ± 0.10 0.27 ± 0.07
PM-L2: 0.20 ± 0.19 0.21 ± 0.21 0.20 ± 0.16
GDP-2: 0.43 ± 0.36 0.31 ± 0.11 0.36 ± 0.12
GDP-3: 0.79 ± 0.40 0.52 ± 0.17 0.58 ± 0.16
Table 3.2: As Table 3.1, but for  FPR/SCF , the normalized hemispheric contrast (30-
60° N/S).
Eq.3.1). Similarly, the uncertainty for the GDP ensembles increases for finer grids, because
the lower horizontal overlap between products in such grids results in a lower sample size.
Due to this lower sample size, the uncertainty in FPR is about twice as high for the 2°◊2°
grid compared to the 2°◊30° grid for both GDP2 and GDP3. For the normalized hemispheric
contrast  FPR/SCF , the uncertainty is about three times as high for 2°◊2° compared to
2°◊30°. In summary, the GDP2 ensemble within a 2°◊30°grid grid produces the most accurate
estimation of the hemispheric contrasts (±0.11).
The variability from the seasonal cycle a ects the uncertainty in FPR, but not the uncer-
tainty in  FPR/SCF from the GDP ensembles. To estimate the uncertainty associated with
the de-trended dataset, we use the di erence between each month of the year during 2008-
2009. This excludes the seasonal variability and errors associated with the GOCCP product
during 2007, as well as missing data from PM-L2 during 2010 (See Supporting Information
3.S9). Therefore, the variability of the de-trended dataset can better represent the uncertainty
associated with each product. For all individual products, the de-trended dataset has a lower
uncertainty in FPR and  FPR/SCF . For PM-L2 the uncertainty of the de-trended FPR and
 FPR/SCF is at about twice as high compared to GOCCP and DARDAR. For the GDP2
and GDP3 ensembles, only the uncertainty in FPR decreases after de-trending, while the uncer-
tainty in  FPR/SCF does not change significantly. This suggests that for GDP2 and GDP3
the uncertainty in the hemispheric contrast is less a ected by the seasonal variability and trends
in the individual products.
3.4 Conclusions
Throughout the analysis, we used an ensemble of the GOCCP, DARDAR and PM-L2 cloud top
phase products as a reference to assess the confidence on the individual products. We attribute
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the di erences between the FPR from the individual products to retrieval biases associated with
each instrument. Such biases are related to the retrieval methods and the wavelength used, but
also to cloud optical properties like particle size and optical depth.
We have shown that the GDP ensembles and the individual products mostly agree on the
existence and location of the hemispheric and seasonal contrast in cloud top phase. These con-
trasts are centered near ≠30°C and between 50°–60°N. At ≠30°C, using the GDP ensemble we
find that, on average, half of the liquid cloud tops found in the southern mid-latitudes glaciate
in the northern mid-latitudes. We find similar results for the seasonal contrast (spring relative
to fall), though only in the northern hemisphere. In addition, the magnitude of the cloud-
phase contrasts seems to be underestimated by the individual products. The location of the
hemispheric and seasonal contrasts in cloud top phase are consistent with the contrasts in dust
aerosol loading, which provides additional evidence of the global role of aerosol in controlling
the variability of cloud-phase. By constraining the spatio-temporal variability of cloud-phase,
we expect to improve the general understanding of the atmospheric di erences between hemi-
spheres. The new metric for quantifying the contrasts may help to elucidate the di erences in
cloud-phase and the radiative balance between hemispheres, as well as their relationship with
aerosols and cloud glaciation. By locating the north-south and seasonal contrast of cloud top
phase, we also provide a potential target for future in-situ campaigns looking to clarify the
processes behind cloud glaciation.
In future studies, the hemispheric and seasonal contrast in cloud-phase may be used to
constrain cloud glaciation, heterogeneous freezing rates, and the impact of dust INP in global
climate models. Additionally, this new benchmark can be used to evaluate di erent climate
models and di erent parameterizations of heterogeneous freezing from a large-scale perspective.
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3.S Supporting Information for ”Hemispheric and seasonal con-
trast of cloud phase from the A-Train”
Data Set 3.S1: GDP Ensemble dataset on 2°◊30°grid
https://catalogue.ceda.ac.uk/uuid/f742c505c935467ebb4cf89a611a4436
This dataset contains a collocation of the three di erent A-Train cloud phase products on
a 2°◊30° grid (latxlon). The top pixels of each product were selected and binned into 3 K
temperature intervals. The GDP2 ensemble was produced using the mode between the three
di erent binary classifications (ice/liquid), provided that all three products are available at
each timestep. The GDP3 ensemble is a subselection of the GDP2 ensemble, containing only
timesteps where all three products agree. The GP(GOCCP-PM-L2), DP(DARDAR-PM-L2)




Figure 3.S1: Global average of the (a) Sample size in days (b) Disagreement ratio for the




Figure 3.S2: Contour plot enclosing the regions in the temperature-latitude space where the
absolute (non-normalized) north-south di erence in FPR at cloud top is higher than +0.1. The
hatched region corresponds to the zone where all products have a north-south contrast higher
than +0.1. A Gaussian filter was applied to smoothen the contours. The GP(GOCCP-PM-L2),
DP(DARDAR-PM-L2) and GD(GOCCP-DARDAR) ensembles contain only timesteps where




Figure 3.S3: Contour plot in the temperature-latitude space for (a) the normalized north-south
di erence in FPR at cloud top and (b) the normalized seasonal di erence between MAM(SON)
and SON(MAM) in the northern(southern) hemisphere. The contrasts are normalized by the
supercooled liquid frequency in (a) the southern hemisphere (b) SON(MAM) season in the




Figure 3.S4: Average north(Spring only)-south FPR di erence at cloud top normalized by the
supercooled liquid frequency (SCF) in the southern hemisphere. For the northern hemisphere
only March, April and May are included. Only values for which the reference SCF is higher
than 0.05 are shown.
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../papers/fig.paper2.si/bin.grid-eps-converted-to.pdf
Figure 3.S5: Diagram showing the horizontal binning of the satellite retrievals from 0 UTC to
0 UTC.
../papers/fig.paper2.si/bin.ray-eps-converted-to.pdf
Figure 3.S6: Diagram showing how the cloud top phase is selected, averaged and truncated
within a gridbox (See Fig. 3.S5).
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../papers/fig.paper2.si/bin.time-eps-converted-to.pdf
Figure 3.S7: Diagram showing how the profiles of cloud top phase are averaged in time within
a gridbox.
../papers/fig.paper2.si/agreement-eps-converted-to.pdf
Figure 3.S8: Visualization of the di erent possible agreements between the individual cloud
phase products and the GDP ensembles.
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../papers/fig.paper2.si/timeseries-eps-converted-to.pdf
Figure 3.S9: Timeseries of the ice cloud frequency 2007-2010 at -22°C and 30-60°N.
../papers/fig.paper2.si/timeseries3060S-eps-converted-to.pdf




Constraining the impact of
dust-driven droplet freezing on
climate using cloud top phase
observations*
After decades of development, atmospheric models still struggle when simulating aerosol-driven
cloud glaciation, leading to high uncertainty in climate predictions and weather forecasts. So
far, research has followed a bottom-up approach: measuring the freezing e ciency of various
aerosol types in the laboratory and extrapolating their behaviour into the real atmosphere, which
results in poor agreements with observations of cloud-phase variability. Although we use the
same theoretical framework for droplet freezing, we use a simplified top-down approach: In the
model, only dust aerosol acts as ice-nuclei, and its e ciency is used as a tuning parameter. We
find that by assuming that dust aerosol freezes at about 10 K warmer temperatures compared
to what is currently assumed in the model, the spatio-temporal variability of cloud-phase agrees
much better with observations. This agreement further improves if only high concentrations of
dust are allowed to trigger freezing, which prevents much of the dust-driven cloud glaciation
during clean conditions. We find that the default model led to an overestimation of the indirect
radiative e ect due to dust ice-nuclei compared to the tuned-model, which uses the top-down
approach proposed here. In conclusion, our approach presents a pragmatic alternative to the
current bottom-up approach for constraining dust-driven cloud glaciation, which will help to
direct future modelling e orts in the right direction.
 
Chapter based on: Villanueva, D., Neubauer, D., Gasparini, B., Ickes, L., and Tegen, I. (2021). Constraining
the impact of dust-driven droplet freezing on climate using cloud top phase observations. Accepted to Geophysical
Research Letters (with modifications).
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4.1 Introduction
Aerosol-cloud interactions, especially for ice and mixed-phase clouds, are a major source of
uncertainty for predicting weather and climate change (Forbes & Ahlgrimm, 2014; McCoy et al.,
2016; Bellouin et al., 2020). On average, clouds cool the planet; however, the Cloud Radiative
E ect (CRE) depends strongly on the number and size of hydrometeors (Seinfeld et al., 2016).
Particularly, cloud optical thickness is tied to the hydrometeor surface area. Thus, a cloud
with a large number of small hydrometeors will be more reflective compared to a cloud of the
same condensed water content composed of a small number of large hydrometeors (Twomey,
1974). Moreover, a cloud composed of larger hydrometeors will be shorter-lived: the larger
hydrometeors will precipitate faster out of the atmosphere (Albrecht, 1989).
Ice Nucleating Particles (INP) can trigger droplet freezing between 0°C and ≠35°C (Hoose
& Möhler, 2012); subsequently, ice particles grow at the expense of depleting liquid cloud
droplets (Wegener, 1911; Bergeron, 1935; Findeisen et al., 2015). The number of ice particles is
typically orders of magnitude smaller compared to the number of cloud droplets and their size
is several times larger than the typical cloud droplet size. Therefore, at temperatures warmer
than ≠35°C, INP-driven droplet freezing is associated with less reflecting clouds and a warming
e ect on climate (IPCC et al., 2007; Lohmann & Diehl, 2006; Yun et al., 2013; Yun & Penner,
2013; Shi & Liu, 2019).
In climate models, droplet freezing schemes are either based on field measurements (e.g.,
DeMott et al., 2010), laboratory measurements (e.g., Lohmann & Diehl, 2006; Niemand et
al., 2012), or theoretical frameworks, such as Classical Nucleation Theory (CNT; Hoose et al.,
2010; Ickes et al., 2017). In this study, we compare two laboratory-based freezing schemes for
immersion freezing that have been already tested with the ECHAM-HAM climate model (Hoose
et al., 2008; Ickes, 2015; Huang et al., 2018).
Although many natural and anthropogenic aerosols are known to act as INP, most evidence
suggests that cloud glaciation is dominated by mineral dust (Tan et al., 2014; Vergara-Temprado
et al., 2017; Zhang et al., 2018; Villanueva et al., 2020; Kawamoto et al., 2020). Ice cloud
frequency and mineral dust concentrations observed from space are higher in the Northern
Hemisphere, as well as during boreal and austral spring (Y. Hu et al., 2010; Cowie et al., 2014;
Tan et al., 2014, 2014; Villanueva, Senf, & Tegen, 2021; Zhang et al., 2018; M. Wu et al., 2020;
Bruno et al., 2021). In addition, dust emissions may have increased by about 25% since pre-
industrial times due to land use change (Stanelle et al., 2014). Therefore, to better understand
the impacts of current atmospheric dust and of climate change, it is essential to better constrain
the radiative e ect of dust-driven cloud glaciation (Shi & Liu, 2019).
Previous studies have relied on atmospheric state observations of dust-loading (Shi & Liu,
2019) and ice cloud frequency (Tan et al., 2016) to constrain cloud glaciation. However, it has
been postulated that observational constraints on process rates can lead to a better estimation
of aerosol-cloud interactions (Mülmenstädt et al., 2020). Therefore, in this study we use the
hemispheric and seasonal contrast of cloud-top-phase based on satellite observations to constrain
dust-driven immersion freezing and its impact on climate in ECHAM-HAM.
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Figure 4.1: Diagram explaining the strategy behind each group of simulations towards improv-
ing the simulated contrast in cloud-top-phase. First row: freezing (”frz”) scheme; second row:
simulations that are compared within each group; third row: parameter of interest for each




For our study, we use a state-of-the-art atmospheric model able to represent aerosol-cloud
interactions with su cient detail. The aerosol–climate model ECHAM(v6.3.0)-HAM(v2.3)
(Neubauer et al., 2019; Tegen et al., 2019) is coupled to the Predicted bulk Particle Properties
(P3) microphysical scheme newly implemented in ECHAM- HAM (H. Morrison & Milbrandt,
2015; Dietlicher et al., 2019, 2018) with the ”2M” tuning configuration (Dietlicher et al., 2018).
The nudged simulations were performed for the period 2003-2012 using 31 vertical model layers,
a horizontal resolution of 1.875°(T63), and interactively computed dust emissions (Tegen et al.,
2019, see Supporting Information Text 4.S2).
4.2.2 Satellite simulator and A-Train observations
To enable a direct comparison between model and observations, we use a satellite simulator and
two di erent satellite phase products. The CFMIP Observation Simulator Package (COSP;
Bodas-Salcedo et al., 2011) was used in the model to recreate the satellite retrievals of cloud-
phase. The GCM-Oriented CALIPSO Cloud Product (CALIPSO-GOCCP; Chepfer et al., 2010;
Cesana & Chepfer, 2013) is a cloud-phase product based on spaceborne lidar retrievals and is the
counterpart to the COSP simulator. To account for potential biases in the GOCCP product and
provide a margin of error for the observations, we also included the GDP (GOCCP-DARDAR-
PML2) product ensemble (Villanueva, Senf, & Tegen, 2021).
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4.2.3 Freezing schemes
The heterogeneous freezing scheme in the reference version of ECHAM-HAM is the Lohmann-
Diehl scheme (LD; Lohmann & Diehl, 2006; Hoose et al., 2008), which is based on wind tunnel
experiments. In this parameterization, the immersion freezing rate Jimm depends on the dust
particle number concentration in the soluble mode Nimm,dust, temperature (T ), Turbulent Ki-
netic Energy (TKE) and on the number concentration of ambient Cloud Condensation Nuclei
(CCN; Lohmann et al., 2007). The immersion freezing rate is calculated as:











= Êlargescale ≠ 0.7
Ô
TKE · flair · g
cp · flair
. (4.2)
with Êlargescale the large-scale term from the vertical velocity, ql the cloud liquid water mass-
mixing ratio, flair the air density, fll the cloud droplet density, g the gravitational constant, cp
the specific heat of air, and Na = 1 K≠1. The freezing e ciency (cdust = 32.3) is assumed to
have the freezing e ciency of montmorillonite in the reference configuration (Hoose et al., 2008).
The second freezing scheme used in this study is based on cloud chamber experiments (NS;
e.g., Connolly et al., 2009; Niemand et al., 2012; Ickes et al., 2017; Huang et al., 2018). In this
parameterization, the fraction of frozen droplets FF increases linearly with the dust particle
surface area Aj and the ice active surface site density of natural dust ns, which depends on the
aerosol characteristics NA and NB, with:
FF ¥ Aj · ns(T ), (4.3)
ns(T ) = eNA·(273.15 K≠T +NB) [m≠2]. (4.4)
Similar to the LD scheme, we set the temperature dependence (NA = 1 K≠1) and temper-
ature o set (NB = ≠5 K) as observed for montmorillonite (see Supporting Information 4.S1).
In addition, to assess the sensitivity of the freezing scheme to di erent INP e ciencies, we
increased the temperature o set NB for which dust can trigger immersion freezing by +10 K
for simulations NS10K and NS-Tuned. The temperature shift is equivalent to increasing INP
concentrations by about four orders of magnitude (see Eq. 4.4).
Although both the LD and NS schemes represent the same process of immersion freezing, the
LD scheme predicts a freezing rate while the NS scheme predicts a fraction of frozen droplets.
The NS scheme is deterministic and time-independent, so that droplet freezing stops after the
predicted number of frozen droplets is reached (Ickes, 2015). In contrast, in the LD scheme,
the freezing rate is a time-dependent prognostic quantity and does not consider the number of
already frozen droplets (Hoose et al., 2008).
In general, climate models do not keep track of INPs directly. Therefore, INPs that have
been already activated are not removed for future iterations. Consequently, it may be useful
to introduce a threshold to limit droplet freezing in clean conditions. In such conditions, the
few INP that may have been present are probably already depleted or deactivated by aging
processes such as sulfate coating (Cziczo et al., 2009).
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4.2.4 Model Simulations
We can separate the simulations in this study in three major groups, each adressing a di erent
aspect of the immersion freezing parameterization: scheme type (group I), INP e ciency (group
II), and dust threshold (group III). Fig. 4.1 shows this structure, together with the tuning
strategy behind it. Additional simulations for group II and group III with di erent parameter
values can be found in the Supporting Information (Table 4.S1 and Fig. 4.S3–4.S5).
In the NoFRZ simulation, heterogeneous freezing is turned o , but droplets are converted
to ice at ≠35°C (homogenous freezing). The LD and NS simulations use the LD and NS
scheme, respectively, and assume the INP e ciency of the clay mineral montmorillonite. In
the NS10K simulation, shifting NB by +10 K causes dust-INP to freeze at temperatures 10 K
warmer compared to the NS simulation. The NS-Tuned simulation is based on the NS10K
simulation, but only dust number concentrations higher than 106 kg≠1 are considered for droplet
freezing.
4.2.5 Quantifying cloud glaciation and cloud-top-phase contrasts
To isolate the impact of each freezing parameterization on cloud-top-phase, we compare each
simulation with a reference scenario, where droplets only freeze at temperatures colder than
≠35°C. We define the fraction of dust-driven glaciated cloud tops (”glaciated fraction”) as the
di erence between the Cloud-top Ice Frequency (CIF) for each simulation and the NoFRZ
simulation, normalized by the frequency of liquid clouds in NoFRZ at each temperature.
Glaciated fraction = CIFsimulation ≠ CIFNoF RZ1 ≠ CIFNoF RZ
(4.5)
We focus on the mid-latitudes, since here the hemispheric and seasonal variability of cloud-
phase is higher (Villanueva, Senf, & Tegen, 2021; Zhang et al., 2018), and the radiative e ect of
dust-INP is stronger compared to the high-latitudes and subtropics (between ≠35°C and 0°C;
Shi & Liu, 2019; Lohmann & Diehl, 2006).
To quantify and evaluate the hemispheric and seasonal contrast in cloud-top-phase against
observations, we normalize the contrast in cloud-top ice frequency (spring≠fall or north≠south)
by the liquid cloud frequency in the ”clean” part of the contrast (i.e., where dust loading is low,
as during fall or in the Southern Hemisphere). To avoid artifacts from low sample sizes, we only
use the observed cloud-top-phase contrast for temperatures where the liquid cloud frequency is
higher than 10%.
Cloud-phase contrast = CIFdusty ≠ CIFclean1 ≠ CIFclean
(4.6)
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Figure 4.2: (a–b) Fraction of the liquid clouds (in the NoFRZ simulation) that glaciate in
each simulation at (a) 30–60°N and (b) 30–60°S. (c) Cloud-top Ice Frequency (CIF) at the mid-
latitudes. (d) Fraction of clouds additionally glaciated at 30–60°N during spring (compared to
fall) normalized by the fraction of liquid clouds during fall. (e) Fraction of clouds additionally
glaciated at 30–60°N (compared to 30–60°S) normalized by the fraction of liquid clouds at 30–
60°S. The limit of the observations corresponds to the GOCCP product and GDP ensemble
(dashed), respectively (2007-2010). Each datapoint corresponds to a 3 K temperature bin.
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4.3 Results
4.3.1 Dust-driven cloud glaciation
The dust loading at each hemisphere and the choice of freezing scheme a ects how many clouds
glaciate, especially for temperatures colder than ≠15°C. Fig. 4.2a–b shows the fraction of cloud
liquid tops that glaciate due to dust-INP for each simulation in the mid-latitudes. For temper-
atures colder than ≠35°C, all droplets are forced to freeze in the model, causing the dust-driven
glaciated fraction to drop (not shown). For temperatures warmer than ≠15°C, the INP e ciency
is often too low for dust aerosol to glaciate liquid clouds and the glaciated fraction drops to zero
as well. Between 30–60 °N, the fraction of dust-driven glaciated clouds tops is almost identical
for the LD and NS simulations, increasing from ≠25°C until ≠35°C (Fig. 4.2a). In addition,
for all simulations, fewer cloud tops glaciate at 30–60°S compared to 30–60 °N (Fig. 4.2b).
However, for LD this hemispheric di erence in cloud glaciation is weaker compared to the sim-
ulations using the NS scheme (Fig. 4.2e). This hemispheric contrast in NS is a result of the
higher aerosol dust loading in the Northern Hemisphere, which is the only variable controlling
the droplet freezing rate in the NS scheme besides temperature. In contrast, the LD scheme is
less sensitive to contrasts in dust loading (discussed in Sect. 4.4.2).
In terms of temperature di erence, a shift in dust-INP e ciency is translated to an even
stronger shift in dust-driven cloud glaciation. For the NS simulation, at 30–60°N, the highest
fraction of cloud tops glaciate at ≠34°C, where about 40% glaciate. For NS10K, the temper-
ature where as many (40%) liquid cloud tops glaciate is T40% = ≠21°C, about +13 K warmer
than for NS. Recalling Sect. 4.2.4, in the NS10K simulation dust leads to droplet freezing at
warmer temperatures (+10 K) compared to NS. However, dust concentrations — and therefore
droplet freezing — increase at warmer temperatures, enhancing the di erence in the dust-driven
cloud glaciation temperature T40% between NS and NS10K.
In ECHAM-HAM, the increase in dust-driven glaciation for lower temperatures is weaker
after setting a threshold for dust concentration, such that only high dust concentrations can
lead to droplet freezing. At ≠35°C, in simulation NS10K the glaciated fraction converges to
about 50% in both hemispheres (Fig. 4.2a–b). Using 106 kg≠1 as a threshold of dust particle
concentration for initiating freezing, starting at ≠25°C the glaciated fraction in NS-Tuned
decreases compared to NS10K and remains rather constant for lower temperatures. Specifi-
cally, the glaciated fraction caps at 43% and 21% for the northern and southern mid-latitudes,
respectively. The impact of the threshold in NS-Tuned is higher at lower temperatures and in
the Southern Hemisphere, where dust concentrations tend to be lower.
4.3.2 Satellite constraints to cloud glaciation
In ECHAM-HAM, the mean state cloud ice frequency is dominated by ice formation at tem-
peratures colder than ≠35°C, while the seasonal and hemispheric contrasts in cloud-top-phase
are dominated by dust-driven droplet freezing between ≠35°C and ≠15°C. Fig. 4.2c-e shows
the simulated frequency of ice cloud-tops CIF and the hemispheric and seasonal contrast in
cloud-top-phase together with observations. Both the modeled and observed CIF increase from
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0–10% to 90–100% between 0°C and ≠35°C (Fig. 4.2c). Between ≠35°C and ≠15°C, CIF is
higher for the GDP than for the GOCCP observations. In the same temperature range, CIF
varies by up to 30% between the NoFRZ, NS, LD, NS-Tuned, and NS10K simulations
(ordered from lower to higher CIF ). Between ≠35°C to 0°C, most of the ice clouds from
the di erent simulations persist in the NoFRZ simulation. This implies that most of such
ice clouds, especially for temperatures between ≠35°C and ≠15°C, have their origin at lower
temperatures where cloud droplets can freeze without INP (Dietlicher et al., 2019). For our
tuning strategy, this means that the droplet freezing parameterization alone can not explain
the disagreement in the frequency of ice cloud-tops between model and observations (discussed
in Sect. 4.4.4c; see also Supporting Information Fig. 4.S2a). However, the seasonal and the
hemispheric contrasts are controlled by dust-driven droplet freezing. Indeed, in the model both
contrasts are negligible without heterogeneous freezing (Fig. 4.2d–e; discussed in Sect. 4.4.1).
The contrast in cloud-top-phase improves compared to observations after tuning the model
by choosing the NS scheme over the LD scheme, by increasing the dust-INP e ciency, and
by including a dust threshold. The observed seasonal (Fig. 4.2d) and hemispheric (Fig. 4.2e)
contrasts of cloud-top-phase increase between ≠15°C and ≠30°C from 0–5% up to 20–30% for
the GOCCP and up to 50–60% for the GDP observations. In this temperature range, the
contrasts increase with decreasing temperatures for the NS, LD and NS-Tuned simulations
(ordered from lower to higher contrast). For temperatures colder than ≠15°C, NS results in
a better agreement with the observed phase contrasts compared to LD, especially against the
GDP observations. Furthermore, the hemispheric and seasonal contrasts are higher for the
NS-Tuned simulation than for NS at all temperatures, leading to a better agreement with
observations. Firstly, the higher INP e ciency in NS10K shifts the temperature range of the
cloud-top-phase contrast to warmer temperatures. The NS10K simulation was selected from a
wider range of simulations (NB steps of 2.5 K) because it produces the best agreement with the
observed cloud-top-phase contrasts between ≠15°C and ≠30°C (see Supporting Information 4.S3
and 4.S5). We choose this range because for temperatures warmer than ≠15°C, INP e ciency
is too low to trigger glaciation; while for temperatures colder than ≠30°C, liquid clouds are
too rare to derive a robust contrast in cloud-phase. Secondly, the implementation of a dust
threshold in NS-Tuned increases the magnitude of the cloud-top-phase contrast by inhibiting
droplet freezing in clean environments. We tested several thresholds, from which 106 kg≠1
resulted in the best agreement with the observed cloud-top-phase contrasts, especially between
≠15°C and ≠30°C (see Supporting Information 4.S4). As a result, NS-Tuned agrees better
with the high-contrast (GDP) reference compared to NS for both the seasonal and hemispheric
contrasts.
4.3.3 Other climate models
Using another state-of-the-art climate model, we found that the NS scheme with enhanced dust-
INP e ciency improves the cloud-phase contrast in a similar way as observed in ECHAM-HAM.
To validate our constrain approach, we run several simulations including NS and NS10K with
the E3SM aerosol-climate model (Rasch et al., 2019) for one year. In the E3SM model, the best
agreement with the observed contrasts was found for the NS10K simulation (see Supporting
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Simulations NoFRZ   LD ‡LD   LD  NS-Tuned ‡NS-Tuned  NS-Tuned
Latitude: 30–60° °N °N °N °S °N °N °S
IWP, g m≠2 63.44 3.08 0.16 3.34 6.26 0.33 2.95
LWP, g m≠2 158.40 -30.65 0.76 -25.20 -19.79 0.96 -9.81
Net CRE, W m ≠2 -34.12 1.48 0.16 1.55 0.14 0.13 0.12
CC, % 69.60 -1.22 0.15 -0.25 -1.43 0.22 -0.23
SW CRE, W m≠2 -56.17 3.23 0.18 2.92 2.12 0.19 1.11
LW CRE, W m≠2 22.04 -1.74 0.09 -1.37 -1.98 0.13 -0.98
Pstrat, 10≠1 mm d≠1 1.57 0.12 0.03 0.12 0.24 0.02 0.13
Pcnv , 10≠1 mm d≠1 0.77 -0.01 0.02 -0.04 -0.10 0.02 -0.01
Ni, 108 m≠2 11.36 -0.52 0.13 -0.33 -0.04 0.30 -0.17
Nc, 1010 m≠2 8.69 -1.60 0.05 -0.63 -1.10 0.09 -0.34
Table 4.1: Changes in key microphysical parameters due to dust-INP at the mid-latitudes.
Calculated as the di erence of the LD and NS-Tuned simulations compared to the NoFRZ
simulation. The table also highlights for which variables the change due to dust-INP is not
significant (within ±2‡; in italics), remarkably asymmetric (at least 150% at 30–60°N relative
to 30–60°S; underlined), and particularly high (at least ±10% relative to the average at 30–
60°N; in bold). The error ‡ corresponds to the inter-annual (2003-2012) standard deviation of
the annual-field averages at 30–60°N.
Information Fig. 4.S2).
4.3.4 Climate implications
Besides the changes in the ice cloud frequency, the dust-driven droplet freezing parameteriza-
tion impacts key microphysical parameters related to radiation and precipitation. Table 4.1
summarizes these changes due to dust-INP, compared to NoFRZ. Although the magnitude
of these changes varies, the sign of the changes is the same for both hemispheres and for all
freezing parameterizations.
Dust-driven droplet freezing increases the Ice Water Path (IWP) and reduces the cloud
Liquid Water Path (LWP) depending mainly on the freezing scheme used. At 30–60°N, the
increase in IWP relative to NoFRZ ( IWP) is about twice as high for NS-Tuned compared to
LD, which is consistent with the increase in cloud glaciation discussed in Sect. 4.3.1. Although
dust-driven cloud glaciation and  IWP are higher for NS-Tuned than for LD,  LWP is
lower in magnitude for NS-Tuned compared to LD, which is a rather counterintuitive result
(discussed in Sect. 4.4.2). For LD,  LWP and  IWP are symmetric between hemispheres (the
di erences are below ±20% between 30–60°N and 30–60°S). In contrast, for NS-Tuned  LWP
and  IWP are about twice as high at 30–60°N compared to 30–60°S.
The change in Cloud Cover (CC) due to dust-INP is similar for both simulations but highly
asymmetric between hemispheres: ≠1.3% on average at 30–60°N and ≠0.2% at 30–60°S. How-
ever,  CC is too small to explain the large changes in shortwave (SW) CRE and longwave
(LW) CRE. For LD, the increase in SW CRE due to dust-INP is about twice in magni-
tude compared to the decrease in LW CRE, suggesting a reduction of more reflective clouds
(SW CRE > LW CRE), which explains the higher Net  CRE. In contrast, for NS-Tuned both
 SW CRE and  LW CRE are similar in magnitude (within ±15%), suggesting a reduction of
less reflective clouds (SW CRE ≥ LW CRE).
Dust-driven droplet freezing leads to a weak increase in Net CRE at the mid-latitudes.
Similar to  LWP, the Net  CRE is higher for LD than for NS-Tuned (discussed in Sect. 4.4.2).
However, for NS-Tuned  CRE is closer to previous estimates (0.34 W m≠2 between 30 and
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70°N; Shi & Liu, 2019). In agreement with this previous study, we find a cooling e ect (of
at least ≠0.5 W m≠2) for all simulations northern from 70°N related to a decrease in CC and
LW CRE, because clouds there have on average a warming e ect (SW CRE < LW CRE; see
Supporting Information 4.S8 and 4.S11). In contrast to previous estimates, we found the dust-
driven glaciation e ect  CRE to be symmetric (within ±20%) within hemispheres.
Due to dust-INP, stratiform precipitation Pstrat is enhanced at the expense of convective
precipitation Pconv. For LD, Pstrat increases by about +0.012 mm d≠1 (+8%, see also Sup-
porting Information 4.S12). At 30–60°N, in NS-Tuned Pstrat is enhanced by +0.024 mm d≠1
(+15%), while Pconv decreases by ≠0.010 mm d≠1 (≠13%, discussed in Sect. 4.4.3).
The droplet number concentration Nc decreases due to dust-INP in agreement with the
depletion in LWP. However, despite an increase in IWP the concentration of ice particles Ni
decreases (discussed in Sect. 4.4.3).
In NS-Tuned, the magnitude of the cloud microphysical changes is dominated by the
increase in dust-INP e ciency, while the large hemispheric asymmetry is due to the imple-
mentation of the dust threshold for droplet freezing. For the cloud water path, cloud cover,
cloud radiative e ects, and droplet concentration, the changes in both hemispheres are two
to three times higher in NS10K compared to NS (See Supporting Information, Table 4.S2).
For NS-Tuned, the changes due to dust-INP at 30–60°N are slightly lower (by ≠10% or less
in magnitude) compared to NS10K. In contrast, at 30–60°S the changes for NS-Tuned are
significantly lower (by ≠30% or more) compared to NS10K (see also Supporting Information
4.S13).
4.4 Discussion
4.4.1 Dust-INP and meteorology
Our simulations suggest that meteorology plays rather a minor role on cloud-phase variability.
The results presented in Sect. 4.3.2 suggests that the hemispheric and seasonal changes in
meteorology (including wind, humidity, and temperature) do not a ect the downward transport
of ice clouds formed at temperatures colder than ≠35°C (without INP). In other words, the
cloud-top-phase contrasts are controlled by the variability of cloud glaciation at temperatures
warmer than ≠35°C (with INP). Furthermore, if dust-INP concentrations are held constant,
the cloud-phase contrasts vanish as well (see Supporting Information 4.S7), suggesting that
cloud glaciation at temperatures warmer than ≠35°C is controlled by dust-INP rather than by
meteorology.
4.4.2 Liquid water depletion and dust-driven glaciation in the LD scheme
The stronger decrease in LWP in LD compared to NS is closely related to the variability of
CCN. To explain the strong decrease in LWP due to dust-driven cloud glaciation in LD, we
studied the e ect of TKE and CCN on droplet freezing. In the LD scheme, both a higher
TKE or a lower CCN leads to higher droplet freezing (see Eq. 4.1 and 4.2). Sensitivity tests
showed that the variability in TKE only plays a minor role on LWP. However, setting CCN to
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a constant — so that the cloud-top ice frequency is similar to the default LD simulation —
results in a weaker LWP reduction and weaker CRE increase due to dust-INP (see Supporting
Information 4.S6 and 4.S10). This suggests that the CCN variability is responsible for the
higher LWP depletion and higher CRE in LD, perhaps due to an unrealistic enhancement in
droplet freezing during conditions of low CCN.
In addition, the lower hemispheric contrast in cloud-phase for LD compared to NS is unre-
lated to TKE and CCN and probably related to the prognostic formulation (time-dependent)
of the LD scheme. Other than for NS, the number of frozen droplets in LD can keep increasing
with time as dust-INP are not depleted in the model after freezing (see Sect. 4.2.3).
4.4.3 Droplet freezing and precipitation
The high increase in Pstrat at the expense of Pconv in NS-Tuned may be associated to the
timing of droplet freezing events. If low INP concentrations are allowed to freeze droplets, the
downward transport of ice particles may be too low for the hydrometeors to reach the surface
without evaporating along the way, but will still deplete the water content of the cloud. In
contrast, if low INP concentrations are not allowed to trigger freezing, more liquid content will
be available for future droplet freezing events, which would lead more frequently to precipitation.
This may also result in a lower water vapor content below the cloud at low dust conditions.
Thus, during convection drier air would be entrained, which could explain the inhibition of
Pconv. Alternatively, droplet freezing could change the temperature gradient, leading to a more
stable atmosphere, suppressing convection.
The slight decrease in Ni due to dust-INP may be related to a lower number of droplets
available for freezing at temperatures colder than ≠35°C, because they already freeze earlier
at warmer temperatures. For temperatures warmer than ≠35°C, ice particles will grow by
depleting existing cloud droplets. Therefore, despite an increase in IWP, heterogeneous freezing
may cause Ni to decrease as fewer cloud droplets reach temperatures colder than ≠35°C.
4.4.4 A misrepresented ice process?
As found with ECHAM-HAM and confirmed with the E3SM model, a higher INP e ciency
(NS10K compared to NS) leads to a better agreement between the cloud-phase contrasts and
observations. Along the pathway between dust emission and cloud glaciation, several reasons
could explain this behavior:
a) INP load
The ECHAM-HAM has shown a good agreement with both ground-based and spaceborne
observations of dust loading (Ko  et al., 2016; Tegen et al., 2019; Shi & Liu, 2019). Although
biases in dust loading or size distribution may a ect droplet freezing (Adebiyi & Kok, 2020; Shi
& Liu, 2019), we consider it unlikely that such biases would account for more than an order of
magnitude in INP concentrations.
b) INP-to-Ice
Very e cient dust-INP like K-feldspar can freeze at temperatures about +7.5 K warmer
compared to common dust-INP like montmorillonite (see Supporting Information Fig. 4.S1).
However, the assumption of montmorillonite as unique dust-INP is based on well-researched
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soil mineralogical composition (Hoose et al., 2008; Claquin et al., 1999). Therefore, including
additional dust mineral types (e.g, K-feldspar) in the simulation of INP concentrations would
only lead to a weak improvement, because such e cient dust-INP are relatively rare. Alterna-
tively, secondary ice production (Field et al., 2017; Lauber et al., 2018) could result in more
ice particles per INP than expected. There are additional processes, such as INP pre-activation
(Wagner et al., 2016) or INP-recycling (Solomon et al., 2015), which could also lead to an
increased number of frozen droplets. In addition, dust aerosol could include other substances
such as biogenic material, which could enhance its ice-nucleating e ciency (Augustin-Bauditz
et al., 2016; O’Sullivan et al., 2014, 2016).
c) Ice-to-Cloud Glaciation
There could be a misrepresentation in the processes linking the ice number concentration
with the glaciation of a mixed-phase cloud. For example, if the WBF process is underestimated,
a higher droplet freezing will be needed in the model for clouds to glaciate. Additionally,
collision and transport processes, such as ice-ice aggregation, riming, ice fragmenting and ice
sedimentation also a ect the number and size of ice particles in the cloud and how fast the cloud
will glaciate (Korolev et al., 2017). However, these processes are parameterized di erently in
ECHAM-HAM and E3SM but both models lead to similar cloud-phase contrasts, suggesting
that the model formulation of such processes could play a minor role.
d) INP tracking
In addition to a higher INP e ciency, setting a dust concentration threshold for droplet
freezing in NS-Tuned inhibited much of the cloud glaciation in clean conditions such as in the
southern mid-latitudes, leading to more realistic cloud-phase contrasts. This suggests that —
at least during low dust concentrations — INP concentrations may be overestimated due to the
lack of INP depletion in climate models.
4.5 Conclusions
We showed that dust-driven droplet freezing can be constrained in climate models using satellite
observations of regional and seasonal contrasts in cloud ice frequency. We consider this an
improvement from previous tuning strategies where only mean atmospheric state quantities like
cloud ice frequency or dust-INP concentrations are constrained.
Observations of cloud-phase contrast may provide a constraint for the e ect of dust-INP on
radiation and precipitation. With the NS-Tuned simulation, which is constrained by observa-
tions, the simulated radiative e ect of cloud glaciation is much lower (+0.14 ± 0.13 W m≠2)
than for the default LD scheme (+1.48 ± 0.16 W m≠2) at 30–60°N. These new constraints on
the impact of dust-INP on climate may help to better understand climate change under varying
aerosol loadings and direct modeling e orts in the right direction.
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4.S Supporting Information for ”Hemispheric and seasonal con-
trast of cloud phase from the A-Train”
Supporting Information for ”Can observations of cloud-phase constrain the impact of dust-
driven droplet freezing on climate?”
This supporting information includes mainly the results for simulations that were omitted
in the main article but may o er important information to understand the sensitivity of the
freezing schemes to di erent parameters.
Text 4.S1. Additional acknowledgements: BG acknowledges support by the Swiss
National Science Foundation project P400P2 191112 and by the National Science Foundation
under Grant AGS-1549579. This project has received funding from the European Union’s
Horizon 2020 research and innovation programme under grant agreement No 821205. This
research was partially supported as part of the Energy Exascale Earth System Model (E3SM)
project, funded by the U.S. Department of Energy, O ce of Science, O ce of Biological and
Environmental Research.
The ECHAM-HAMMOZ model is developed by a consortium composed of ETH Zurich, Max
Planck Institut für Meteorologie, Forschungszentrum Jülich, University of Oxford, the Finnish
Meteorological Institute, and the Leibniz Institute for Tropospheric Research and managed by
the Center for Climate Systems Modeling (C2SM) at ETH Zurich.
Text 4.S2. Additional details on ECHAM-HAM: For the simulations, vorticity,
divergence, and surface pressure were nudged using the ERA-Interim reanalysis (see also Sup-
porting Information 4.S8 and 4.S9). Sea surface temperature and sea ice cover were taken from
observations. The P3 scheme avoids additional categories for ice hydrometeors and conversion
processes between these categories, improving the representation of ice formation pathways.
Text 4.S3. E3SM model description: Exascale Earth System Model (E3SM) is a
general circulation model developed by the US Department of Energy (J. Golaz et al., 2019).
The model uses a spectral finite element dynamical core and is used at ne30 horizontal resolution
(about 1°), in combination with 72 vertical levels. The atmospheric component of E3SM was
branched from the CAM5 model (Neale et al., 2004), but has evolved since by adding new
ways of coding and new physical parameterizations related to clouds and aerosols (Xie et al.,
2018; Rasch et al., 2019). E3SM includes an updated cloud microphysical scheme (Gettelman &
Morrison, 2015), a four-mode version of the aerosol model (Liu et al., 2016), and Cloud Layers
Unified by Binormals parameterization (J.-C. Golaz et al., 2002; Larson & Golaz, 2005) that
replaces the separate shallow convection, turbulent transport, and cloud macrophysics schemes.
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Simulation name Freezing scheme Comments
NoFRZ O  No heterogeneous freezing
LD LD Default (montmorillonite)
lowAer LD CCN=106 kg≠1
avgAer LD CCN=107 kg≠1
lowTKE LD CCN=107 kg≠1,
Ô
T KE = 5 · 10≠2 kg≠1
avgTKE LD CCN=107 kg≠1,
Ô










CNT CNT ”Natural” dust (E3SM only)
NB [K]





NS-Tuned NS Ndust threshold (106 kg≠1) +5
Dust > 1e5 NS Ndust threshold (105 kg≠1) +5
Dust > 1e6 NS Ndust threshold (106 kg≠1) +5
Dust > 1e7 NS Ndust threshold (107 kg≠1) +5
Table 4.S1: Simulations with the ECHAM-HAM model included in the Supporting Informa-
tion. NB corresponds to the temperature o set for immersion freezing, with higher o sets
corresponding to more e cient INP.
Sim NoFRZ   NS10K   NS10K   NS   NS
30–60°N 30–60°N ‡ 30–60°S 30–60°N ‡ 30–60°S
IWP, g m≠2 63.44 6.57 0.34 4.47 1.29 0.20 0.65
LWP, g m≠2 158.40 -22.39 0.86 -15.33 -7.07 1.16 -4.41
Net CRE, W m ≠2 -34.12 0.15 0.12 -0.06 -0.28 0.08 -0.03
CC, % 69.60 -1.68 0.15 -0.32 -0.17 0.14 -0.10
SW CRE, W m≠2 -56.17 2.48 0.19 1.71 0.73 0.20 0.49
LW CRE, W m≠2 22.04 -2.32 0.15 -1.77 -1.01 0.13 -0.52
Pstrat, 10≠1 mm d≠1 1.57 0.02 0.01 0.02 0.01 0.01 0.01
Pcnv , 10≠1 mm d≠1 0.77 -0.01 0.01 -0.01 -0.01 0.01 -0.01
Ni, 108 m≠2 11.36 -0.14 0.31 -0.30 -0.41 0.30 -0.18
Nc, 1010 m≠2 8.69 -1.33 0.08 -0.57 -0.43 0.08 -0.17
Table 4.S2: Table containing the changes of key variables relative to the NoFRZ simulation.
The table also highlights for which variables the change due to dust-INP is significant (within
±2‡; in italics), remarkably asymmetric (least 150% at 30–60°N relative to 30–60°S; underlined),
and particularly high (at least ±10% relative to the average at 30–60°N; in bold). The ‡
corresponds to the inter-annual (2003-2012) standard deviation of the field average at 30–60°N.
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Figure 4.S1: Ice Nucleating Active Site (INAS) concentration for the di erent simulations. The
slope and o set for montmorillonite (NA = 0.914 K≠1 and NB = ≠2.706 K≠1) and K-feldspar





Figure 4.S2: Same as Fig. 4.2c-e, but for the E3SM model. Analog to groups I and II in Fig.





Figure 4.S3: Sensitivity study of dust INP e ciency for droplet freezing with the ECHAM-HAM





Figure 4.S4: Sensitivity study of dust thresholds for droplet freezing with the ECHAM-HAM





Figure 4.S5: Sensitivity study of dust INP e ciency for droplet freezing with the ECHAM-HAM
with a dust threshold of 10≠6 kg≠1. This shows the e ect of switching the order of groups II
and III (Fig. 4.1) in the tuning strategy by first setting the dust threshold and then finding the



















Figure 4.S8: Dust-driven change in: (a) Ice Water Path (IWP) (b) Liquid Water Path (LWP)
(c) Cloud Forcing at the Top Of the Atmosphere (TOA; positive values associated to warming).










Figure 4.S10: Same as Fig. 4.S8 but for the runs using the LD scheme with TKE and CCN





Figure 4.S11: Dust-driven change in: (a) Cloud Cover (b) Shortwave Cloud Radiative E ect (c)
Longwave Cloud Radiative E ect For the runs of the main study (Fig. 4.1). Nudged simulations




Figure 4.S12: Dust-driven change in: (a) Stratiforn Precipitation (b) Convective Precipitation
For the runs of the main study (Fig. 4.1). Nudged simulations for 2003-2012. Calculated as




Figure 4.S13: Dust-driven change in: (a) Ice number concentration (b) Droplet number concen-
tration For the runs of the main study (Fig. 4.1). Nudged simulations for 2003-2012. Calculated
as the di erence relative to the NoFRZ simulation.
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Conclusion
Do dust aerosols control the global variability of cloud-phase?
The north-south contrast in ice frequency can be explained by the higher average dust loading
in the Northern Hemisphere. After constraining the influence of humidity and atmospheric
stability, we observed an increase in the frequency of ice clouds for higher dust concentrations
in both hemispheres. This correlation suggests that the higher ice cloud frequency in the
Northern Hemisphere can be explained by its higher average dust loading.
For conditions with similar dust loadings at opposite latitudes, the di erences in ice frequency
may be explained by di erences in ice-nuclei e ciency. For similar mixing-ratios of mineral
dust, we found that the ice frequency can still vary between latitudes, especially between hemi-
spheres and between mid- and high-latitudes. This variability could be explained by di er-
ences in the mineralogical composition of the dust aerosol at both hemispheres. For example,
feldspar minerals are likely more relevant at temperatures higher than -20°C, where the im-
mersion e ciency of clay minerals quickly decay. Thus, we speculate that the higher cloud ice
occurrence-frequency in the Southern Hemisphere at -15°C for similar dust loadings may result
from a higher fraction (or higher e ciency) of feldspar minerals. Furthermore, depletion or
ageing of highly e cient dust ice-nuclei during its transport may also explain the higher ice
occurrence-frequency at the mid-latitudes compared to the high-latitudes for similar mixing-
ratios of mineral dust, especially at temperatures higher than -20°C.
The variability of the cloud-phase contrasts with temperature suggests that dust ice-nuclei
may be controlling the global variability of cloud-phase. Both the hemispheric and seasonal
contrasts in cloud-phase are higher at regions where the contrast in dust loading is higher.
Moreover, the cloud-phase contrasts tend to increase at lower temperatures. This increase
of cloud-phase contrast at lower temperatures coincides with the expected increase in dust
ice-nuclei e ectivity with temperature. In addition, the observed cloud-phase contrast between
spring and fall in the Northern Hemisphere is unlikely to be explained by the seasonal variability
of confounding meteorological factors, increasing the confidence in dust aerosol as the driver of
cloud-phase variability.
A new reference for cloud-top thermodynamic phase
We use a satellite cloud product ensemble to assess the variability of cloud-phase with higher
confidence and to study how individual products may be biased. By using only retrievals where
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satellite products agree on cloud-phase, we find that the cloud-phase transition occurs within a
narrower temperature range. This suggests that individual products tend to classify too many
clouds as liquid for temperatures lower than -30°C and too many as ice for temperatures higher
than -10°C.
Can we estimate the e ect of dust-driven glaciation on climate?
To achieve a more realistic dust-driven glaciation on a climate model, we tune the dust ice-nuclei
e ciency and limit their e ect during clean conditions. We find that a higher dust ice-nuclei
e ciency leads to a better agreement between simulated cloud-phase contrasts and observations.
Along the pathway between dust emission and cloud glaciation, several reasons could explain
this behavior. For example, secondary ice production could result in more ice particles per ice-
nuclei than expected. There are other processes, such as ice-nuclei pre-activation or ice-nuclei
recycling, which could also lead to an increased number of frozen droplets. In addition, dust
aerosol could include other substances such as biogenic material, which could enhance its ice-
nucleating e ciency. Besides a higher ice-nuclei e ciency, setting a dust concentration threshold
for droplet freezing in the new model configuration inhibited much of the cloud glaciation in clean
conditions such as in the southern mid-latitudes, leading to more realistic cloud-phase contrasts.
This suggests that — at least during low dust concentrations — ice-nuclei concentrations may
be overestimated due to the lack of ice-nuclei depletion in climate models.
Using the tuned configuration of our climate model, we could estimate the e ects of dust
ice-nuclei on climate at the mid-latitudes Dust-driven droplet freezing increases the cloud ice
water path and reduces the cloud liquid water path, leading to an increase in the cloud radiative
e ect. Droplet number concentration decreases in agreement with the depletion in liquid water
path due to dust ice-nuclei. Dust ice-nuclei also lead to a weak increase in the warming e ect of
clouds and a decrease in cloud cover. After tuning, the model agrees better with the estimated
cloud-top-phase contrasts and results in a dust-driven glaciation e ect of 0.14 ± 0.13 W m≠2
in the Northern Hemisphere, which is lower than previously thought. In addition, stratiform
precipitation is enhanced at the expense of convective precipitation due to dust ie-nuclei. In the
new configuration of the freezing scheme, the magnitude of these cloud microphysical changes
is dominated by the increase in dust ice-nuclei e ciency, while the hemispheric asymmetry of
these changes is a result of the droplet freezing limitation for clean conditions.
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Outlook
Meteorological and aerosol contribution to cloud-phase variability.
It was shown that humidity and static stability cannot alone explain the correlation between dust
loading and cloud-phase. However, other factors that covary with dust loading and cloud-phase
could still be interfering. Atmospheric conditions associated with the emission and transport
of mineral dust may be correlated with cloud-phase. For example, dusty air masses from land
are usually warmer and drier compared to oceanic air masses. Although not discussed in this
thesis, there is a contrast in cloud-phase between summer and winter conditions which may be
explained by the meteorological di erences between seasons. By studying this contrast, it may
be possible to better understand how meteorology a ects the cloud-phase and how to better
separate the meteorological with the aerosol contributions to cloud-phase variability.
More than dust: Black carbon and marine organic ice-nuclei.
In order to assess the influence of aerosols on cloud-phase, a strong and extended perturbation of
aerosol loading is needed. Otherwise, the e ect of aerosols may be masked by other background
aerosols or meteorology. Thus, in this dissertation, we use the natural seasonal and hemispheric
perturbations in atmospheric dust-loading as a natural laboratory. To study other types of
aerosols, we must assess similar strong perturbations of aerosol loading. For marine organic
aerosol, the regional and seasonal variability associated with the biological productivity in the
ocean could be also exploited. For anthropogenic aerosol, finding strong perturbations may be
challenging. However, extreme emission events such as wildfires could be used to study the
e ect of black carbon and extrapolate its behavior to anthropogenic combustion aerosols.
Improving the representation of dust-driven cloud glaciation in climate mod-
els.
It was speculated in Chapter 2 that the di erences in ice frequency at opposite latitudes for
similar dust loadings could be explained by regionally di erent dust ice-nuclei e ciencies. This
hypothesis could be tested with a climate model by assuming di erent dust ice-nuclei e cien-
cies for di erent regions while including accurate tracking and depletion of ice-nuclei. Such
tracking of ice-nuclei is crucial for the representation of droplet freezing during clean conditions
at low temperatures. Furthermore, ice processes that may enhance droplet freezing, such as
ice multiplication, ice-nuclei pre-activation, and ice-nuclei recycling should also be implemented
in the climate model to assess their impact on dust-driven cloud glaciation. In addition, the
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mean-state ice frequency in ECHAM-HAM is strongly biased for warmer temperatures com-
pared to satellite observations and compared to other state-of-the-art models like E3SM. Tuning
parameters like ice-ice aggregation strongly a ect this bias but also control the cloud radiative
e ect. Thus, a new tuning strategy for ice processes is needed. Such a tuning strategy should
aim at achieving both a realistic cloud radiative e ect and an accurate mean-sate ice frequency.
Climate sensitivity, cirrus regime, and geoengineering potential.
The cloud-phase feedback has been identified as one of the main sources of uncertainty for
the projections of global warming. We could extend our simulations to study the e ect of
dust-driven glaciation on the cloud phase feedback to a warmer climate and its contribution to
the climate sensitivity. We could also extend the analysis and modelling strategy to study the
variability in ice number concentration and cloud fraction in the cirrus regime (below -35°C) and
its relation to di erent ice-nuclei. In addition, the impact of cloud seeding from cirrus into the
mixed-phase regime could also be evaluated. Finally, besides aiming for an accurate prediction
of global warming, a better understanding of aerosol-driven droplet freezing may improve our
knowledge on the potential climate impacts of anthropogenic aerosols and, eventually, evaluate
the e ect of potential geoengineered ice-nuclei injections seeking to mitigate global warming.
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Burrows, S. M., Hoose, C., Pöschl, U., & Lawrence, M. G. (2013). Ice nuclei in marine
air: Biogenic particles or dust? Atmospheric Chemistry and Physics. doi: 10.5194/
acp-13-245-2013
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