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Abstract
The inverse problem for the 2D parabolic equation on an inclined line,
which is finding the initial values of the amplitude based on its val-
ues on a semi-line orthogonal to the beam’s propagation direction, is
considered. A singular Cauchy type integral equation for its solution
is obtained. This integral equation is studied and some conclusions
regarding the existence and uniqueness of its solution are arrived at.
A method for numerical solution of the obtained integral equation is
developed and several numerical examples are considered.
1 Introduction
The parabolic wave equation (PWE), which was first introduced by Leon-
tovich and Fock more than 60 years ago [1], is widely used in computational
physics and engineering to describe the propagation of paraxial or quasi-
paraxial electromagnetic [2] and acoustics [3] beams in free space as well
as in inhomogeneous media. It was successfully applied for solution of com-
plex problems in laser physics [4], electromagnetic radiation propagation [2],
underwater acoustics [3,5], X-ray optics [6], microscopy and lenseless imag-
ing [7, 8].
One of the underutilized mathematical properties of the PWE is a pos-
sibility to express the field amplitude in a part of free space through the
initial values of the amplitude specified on an inclined line or plane (de-
pending on the dimension of the space), which is not necessary orthogonal
to the beam propagation direction. The required expressions were already
derived before: see [9–11] for further details.
Another remarkable property of the PWE is its reversibility. For in-
stance, it is always possible to find the initial values of the field amplitude
on an infinite line or plane orthogonal to the beam’s direction based on the
values of the amplitude on another infinite orthogonal line or plane. How-
ever the inverse problem in case when the field amplitude is sought on an
inclined line or plane based on its values on some orthogonal semi-line or
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semi-plane i.e. the inversion of the direct problem mentioned in the previous
paragraph has not been thoroughly considered yet although we obtained an
integral equation for the case of 2D PWE in one of our previous works [9].
In this paper we re-derive an integral equation for the 2D inverse problem
mentioned above (inclined parabolic inverse problem – IPIP) and analyze its
essential properties including the existence and uniqueness of its solutions.
We develop a numerical method to solve IPIP based on a linear piecewise
approximation of the amplitude being sought, which allows us to approxi-
mate the singular integral numerically and to reduce the integral equation
to a linear algebraic system. We demonstrate how the method works for a
number of model initial amplitudes.
2 Direct problem
Let us review the results of direct problem solution for the 2D parabolic
wave equation [2]
2ik
∂u
∂z
+
∂2u
∂x2
= 0, (1)
when the initial wave field amplitude u0 is specified on an inclined line.
In equation (1) k = 2pi/λ is the wave number and z is the longitudinal
coordinate along the beam propagation direction. Let us assume that the
inclined line is defined by the following equations
x+ tan θz = 0, u0(z) = u(tan θz, z), z < 0 (2)
where θ is the angle between this inclined line and axis z. It is possible to
show that (see [10]) the field amplitude in the domain x > −z tan θ can be
expressed as
u(x, z) = (x+ z tan θ)
√
k
2pii
z∫
−∞
u0(ξ)
(z − ξ)3/2 exp
[
ik(x+ ξ tan θ)2
(z − ξ)
]
dξ. (3)
Changing the variable in integral (3) to s = −ξ/ cos θ we arrive at the
following final expression for u
u(x, z) =
(x cos θ + z sin θ)
√
k
2pii
∞∫
−z/ cos θ
u0(s)
(z + s cos θ)3/2
exp
[
ik(x+ s sin θ)2
2(z + s cos θ)
]
ds,
(4)
which coincides with equation (4) from [10]. If θ = 0 and ζ = −z − s
formula (4) is transformed into a well known in the mathematical physics
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expression [12]
u(x, z) = x
√
k
2pii
z∫
−∞
u0(ζ)
(z − ζ)3/2 exp
[
ikx2
2(z − ζ)
]
dζ (5)
for the calculation of the field amplitude at the semi-line x > 0 parallel to
axis x based on the known field amplitude at the semi-axis −∞ to z.
3 Inverse problem
3.1 Integral equation
Let us assume that the field amplitude u(x, z) is known on the semi-line
x ≥ 0, z = 0. The reverse problem (which we called IPIP above) is to find
the field amplitude u at the semi-infinite inclined line defined by equations
(2).
To solve this problem expression (4) should be multiplied by√
2k
−pii(z − z′′) exp
[
− ik(x+ z
′′ tan θ)2
2(z − z′′)
]
(6)
and then integrated it by x from z tan θ to +∞. Taking into account equality
lim
µ→0
1
x+ iµ
= P
1
x
− ipiδ(x) (7)
the final result is the following integral equation for u0
u0(z
′′)− i
pi
√
z − z′′ P
z∫
−∞
u0(ζ)
z′′ − ζ exp
[
ik
2
tan2 θ(z′′ − ζ)
]
dζ√
z − ζ =√
2ki
pi(z − z′′)
∞∫
z tan θ
u(x′, z) exp
[
− ik(x
′ − z′′ tan θ)2
2(z − z′′)
]
dx′, (8)
where the integral in the second term on the left side of (8) is understood
as the Cauchy principal value. Equation (8) was obtained by us before
(see [10]).
When θ = 0 is assumed in equation (8), the following simplified integral
equation for function u0 is obtained
u0(z
′′)− i
pi
√
z − z′′ P
z∫
−∞
u0(ζ)
z′′ − ζ
dζ√
z − ζ =√
2ki
pi(z − z′′)
∞∫
0
u(x′, z) exp
[
− ikx
′2
2(z − z′′)
]
dx′. (9)
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By differentiating equation (8) by x an integral equation for the transver-
sal derivative u′0x (at x = 0) can be obtained
u′0x(z
′′)− i
pi
√
z − z′′ P
z∫
−∞
u′0x(ζ)
z′′ − ζ exp
[
ik
2
tan2 θ(z′′ − ζ)
]
dζ√
z − ζ =√
2k3
pii(z − z′′)3
∞∫
z tan θ
u(x′, z)(x′ − z′′ tan θ) exp
[
− ik(x
′ − z′′ tan θ)2
2(z − z′′)
]
dx′,
(10)
which together with the so called transparent boundary condition (TBC) [13]
u′0x = −
√
2k
pii
∂
∂z
z∫
−∞
u0(ζ)dζ√
z − ζ (11)
can be used to check the accuracy of numerical solutions of equation (8).
3.2 Existence and uniqueness of solution
From now and on we for the sake of simplicity will discuss only equation (9),
although all results can be equally applied to equation (8) as the latter can be
obtained from (9) by a linear variable transformation x′ = x+z tan θ, z′ = z.
Equation (9) can be simplified by assuming z = 0 and introducing a new
integration variable µ = −ζ, a new independent variable t = −z′′ > 0 and a
new function v(t) = u0(−t)/
√
t, which we will also call the amplitude. Now
equation (9) can be rewritten as
v(t) +
1
pii
P
∞∫
0
v(µ)
µ− t dµ =
√
2ki
pi
1
t
∞∫
0
u(x′, 0) exp
[
− ikx
′2
2t
]
dx′ = H(t), (12)
which is a singular integral equation of Cauchy type.
Singular integral equations are found in a variety of physical and engi-
neering problems. Among them are theory of elasticity and fracture mechan-
ics, hydro- and aerodynamics [14], electrodynamics and wave mechanics [15]
and matter and heat transfer problems [16].
From equation (12) it directly follows that in two special cases – when the
field amplitude is ”a priori” known to be either a real or imaginary function,
equation (12) can be solved exactly by applying complex conjugation to it
and adding or subtracting the result from the initial equation. In the real
case this gives us the following expression for the field amplitude at the
semi-line x = 0, z < 0
v(t) =
1
2
[H(t) +H∗(t)] = ReH(t), (13)
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whereas in the imaginary case we have
v(t) =
1
2
[H(t)−H∗(t)] = i ImH(t). (14)
However in the general case of complex field amplitude equation (12) can
not be solved in such a simple way.
Let us consider variable t to be a complex number. Then the sum of the
principle value integral and the amplitude value at point t can be combined
into one complex path integral where the path is taken around the pole from
the below. So, equation (12) will now take the following form
1
pii
∞∫
0
v(µ)
µ− t dµ = H(t), (15)
which should be solved relative to function v at the real semi-axis µ > 0.
From the general theory of Cauchy singular equations it is known (see [15])
that any equation like one in (15) is a special (generate) case. It has a
solution if and only if its right side H(t) is a sectionally analytical function
with a branch cut along the positive semi-axis. In other words a solution
exists if H(t) is an analytical function everywhere including infinity except
the positive real semi-axis t > 0, where it has a branch cut. In addition, if
a solution of (15) exists it is necessary unique [15].
One can observe that function H(t) as defined in (12) can have a branch
cut at the semi-axis t ≥ 0 if some conditions are met (when, for instance,
u(x, 0) = const). It also may have a singularity at t = 0. Only in the former
case equation (15) will have a necessary unique solution. From the general
theory of Cauchy type equations it is also known that the solution, if it
exists, is equal to the jump of function H(t) across its branching cut [15]
v(t) = H+(t)−H−(t), (16)
where H±(t) is the values of H(t) on the upper/lower sides of the branching
cut. So, when an analytical expression for function H(t) is known finding
the solution or proving that it does not exist is a trivial task.
However if we have only a numerical representation of u(x, 0) in a finite
interval of x ∈ [0, x0], we will need to solve equation (15) numerically. Thus
the real world problems are much more complicated: a numerical solution
of (15) may not be unique or it may exist even when the general theory tells
us otherwise.
3.3 Numerical approximation of the integral equation
Let us set z = 0 in equation (9) and replace the integration variable as
ζ → −ζ and introduce a new independent variable z → −z′′ > 0. The
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equation (9) then will take the following form
u0(z)− i
pi
√
z P
∞∫
0
u0(ζ)
ζ − z
dζ√
ζ
=
√
2ki
piz
∞∫
0
u(x′, z) exp
[
− ikx
′2
2z
]
dx′ = G(z), (17)
Numerical solution of singular integral equations (e.g. of Cauchy type)
is possible using a multitude of methods (see [17] for a review). They are
different among other things in how the singular integral is approximated.
Among the popular methods are the use of Gaussian quadrature rules with
various but most often Jacobi polynomials. We, however, will use a simple
linear piecewise approximation method first proposed in [18].
Let us now assume that the field amplitude in the image plane at z = 0
is known in Nx + 1 points {xi}, where i = 0, ...Nx, and that outside interval
[x0, xNx ] the amplitude is zero. Then function G(z) in the right hand side
of equation (17) can be approximated using an appropriate summation (for
instance, trapezoidal) rule.
To approximate the principle value integral in the left hand side of (17)
one can assume that it is known a priori that initial amplitude u0 to be
determined deviates from zero only in a finite interval of z: zmax ≥ z ≥
zmin. This interval is then split into N smaller intervals and the value of
principle-value integral at points {zn} is approximated as a sum of integrals
over intervals [zm, zm+1], where n,m = 0, ...N , zm = zmin + τm and τ =
(zmax − zmin)/N . The result can be written as
P
∞∫
0
u0(ζ)
ζ − zn
dζ√
ζ
=
N−1∑
m=0
zm+1∫
zm
u0(ζ)
ζ − zn
dζ√
ζ
=
N−1∑
m=0
Im(zn), (18)
where
Im(zn) = P
∞∫
0
u0(zm)− u0(zn) + u′0(zm)(ζ − zm)
ζ − zn
dζ√
ζ
+
u0(zn) P
∞∫
0
1
ζ − zn
dζ√
ζ
, m < n (19)
Im(zn) = P
∞∫
0
u0(zm+1)− u0(zn) + u′0(zm)(ζ − zm+1)
ζ − zn
dζ√
ζ
+
u0(zn) P
∞∫
0
1
ζ − zn
dζ√
ζ
, m ≥ n, (20)
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Figure 1: The squared module of the image plane field amplitude for the
three model fields described by: equation (26) – blue dash-dot line, equation
(27) – green dash line and equation (28) – red solid line. The following
parameters were used: zmin = 90, zmax = 100, τ = 0.00398, λ = 0.01,
Λ = 1, xmin = 2.8284, xmax = 28.284, Nx = 2828, N = 2514, h = 0.01,
α = 1, L = 20 and a = 4.8. Arbitrary units are used as units of length.
and where
u′0(zm) =
u0(zm+1)− u0(zm)
zm+1 − zm . (21)
In expressions (19)–(20) two different linear piecewise interpolations of the
amplitude u0 are used between points zm. By grouping terms with the same
zn in (18) the following system of linear algebraic equation is obtained(
αI− M
pii
)
−→u0T = −→g T , (22)
where M is a matrix m×n, I is a unity matrix, α is a complex coefficient, −→u0
is a row vector made of values u0(zn) and
−→g is a row vector made of values
gn of the approximated right hand side integral in (17). The expressions for
elements of matrix M and vector −→g can be found in Appendix A.
A solution of system (22) will approximate the initial amplitude al-
though, as it will be seen below, matrix M has often a high condition number
and therefore solutions of (22) are unstable thus requiring an additional con-
straint to select the correct solution. Such a constraint can be provided by
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equation (10) for the transversal derivative of the initial amplitude. It can
be transformed in the same way as (9) by setting z = 0, replacing ζ → −ζ
and introducing z = −z′′ and then reduced to a discrete linear algebraic
system similar to (22) (
αI− M
pii
)
T−→u0T =
−→
g′T , (23)
where
−→
g′ is an approximation to the right hand side of equation (10) similar
to the approximation to the right hand side of (17) in (22) and T is a matrix,
which can be obtained using the standard discretization of TBC (11), which
is (see, for example, [19])
u′0x(zn) = 2σ
(
u0(zn)−
n−1∑
i=0
u0(zi)γn−i
)
, (24)
where σ =
√
2k/(ipiτ) and
γm =
2
(
√
m−√m− 1)(√m+ 1−√m− 1)(√m+ 1−√m) . (25)
The elements of matrix T and vector
−→
g′ can also be found in Appendix A.
If the difference between solutions of equations (22) and (24) for the
same data is small, then solution of (22) is a good approximation of the
initial field amplitude. If the difference is large then IPIP probably has no
solutions.
The coefficient α is equal to unity if equation (17) to hold strictly. How-
ever it can be assumed to deviate slightly from unity to regularize the so-
lution of (17) and to reduce the condition numbers of systems (22) and
(23).
4 Numerical experiments
In this section practical applications of equations (9) and (10) are demon-
strated by a number of numerical experiments involving a Gaussian beam,
a parabolic beam and a step like initial amplitude u0(z).
A Gaussian beam, which is an exact solution of the parabolic equation
(1), is best suited for testing the existence and stability of inverse prob-
lem solutions without a need to numerically solve the direct problem. The
following Gaussian beam expression will be used
u(x, z) =
1√
1 + 2i(z − zc)/kw2
exp(−iξx+ iξ2(z − zc)/2k)×
exp
[
−(z − ξ(z − zc)/k)
2
w2 + 2i(z − zc)/k
]
, (26)
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Figure 2: The squared module of the initial field amplitude (left panels) and
its real part (right panels) for the three model fields described by: equation
(26) – upper panels, equation (27) – middle panels and equation (28) – lower
panels. The parameters are the same as in figure 1. Red dash lines are initial
amplitudes and blue solid lines are reconstructions using equation (22).
where w =
√
2L/k is the Gaussian beam waist radius, L is its Rayleigh
length, zc is the location of the beam waist along axis z and ξ is the spatial
frequency of the transversal oscillations.
The second beam type, that will be considered, is the parabolic beam,
which amplitude has the following form on the semi-line at x = 0, z < 0
u(x, z) = exp(iKz)
(
a2 − (z − zc)2
)
θ(a2 − (z − zc)2), (27)
where θ(z) is theta (step) function, a is the beam’s longitudinal semi-length
on z axis and K = 2pi/Λ is the spatial frequency of the longitudinal oscilla-
9
Figure 3: The squared module of the initial field amplitude (left panels) and
its real part (right panels) for the three model fields described by equations
(26) – upper panels, (27) – middle panels and (28) – lower panels. The
parameters are the same as in figures 1–2. Green dash lines are the results
of solution of equation (23) and blue solid lines are the reconstructions using
equation (22).
tions. It will be assumed that zc = (zmax+zmin)/2 and a < (zmax−zmin)/2.
To obtain the field amplitude in the image plane at z = 0 we will need to
solve the direct problem by propagating the field amplitude from z axis us-
ing expression (5). We will do this by using the trapezoidal integration rule
with step τ defined in the caption of figure 1. After that the inverse problem
can be solved by using the calculated amplitude. The parabolic beam was
specifically chosen to vanish at the boundaries of the interval [zmin, zmax],
10
Figure 4: Square difference functionsD(τ) for the Gaussian (solid red curve),
parabolic (dash green curve) and step-like (dash-dot blue curve) models as
function of the longitudinal step τ in case α = 1. Thin lines are differences of
(22) with the pre-specified initial amplitude and thick lines are differences
between two approximate solutions of (22) and (23). Arbitrary units are
used as units of length.
which will make the reverse problem solution more stable.
The last example that we will consider is a step-like initial amplitude
profile
u(x, z) = exp(iKz)θ(a2 − (z − zc)2), (28)
which as we will show below does not demonstrate a good reversibility.
Figure 1 shows the amplitudes for these three model fields in the image
plane with the numerical simulation parameters specified in the caption.
In figure 2 the squared modules of the pre-specified initial amplitudes and
their real parts are shown together with their reconstructed values obtained
using linear system (22) with α = 1. It can be seen that the reconstructed
amplitudes for the Gaussian and parabolic beams closely approximate the
respective pre-specified initial values although even in these cases the ma-
trices M are near singular and their condition numbers are high – about
8 ·1012 for all three models (matrix M does not depend on the model used).
However in the case of step-like initial amplitude there exists a significant
difference with the pre-specified initial amplitude especially near the board-
ers of the computational domain [zmin, zmax]. This is further demonstrated
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Figure 5: The squared modules of the initial field amplitude (left panels) and
its real part (right panels) for the three model fields described by equations:
(26) – upper panels, equation (27) – middle panels and equation (28) – lower
panels. The parameters are the same as in figures 1–3 except that δ = 0.1
and α = exp(0.1i). Green dash lines are the results of solution of equation
(23) and blue solid lines are the reconstructions using equation (22).
in figure 3, which is the same as figure 2, except that it shows the results
of solution of the second linear system (23) instead of pre-specified initial
amplitude u0.
The general stability/instability of numerical solutions is further illus-
trated by figure 4 where the normalized square difference function
D(τ) =
N∑
n=0
|u10(zn)− u20(zn)|2
|u10(zn)|2
(29)
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Figure 6: The square difference functions D(τ) for the Gaussian (solid red
curve), parabolic (dash green curve) and step-like (dash-dot blue curve)
models as function of the longitudinal step τ in case δ = 0.1 and α =
exp(0.1i). Thin lines are differences of (22) with the pre-specified initial
amplitude and thick lines are differences between two approximate solutions
(22) and (23). Arbitrary units are used as units of length.
is plotted as function of the longitudinal step τ . Thick lines show D for the
solutions of linear system (22) (function u10(zn) in (29)) and (23) (function
u20(zn) in (29)) and thin lines show D for the solutions of linear system (22)
(function u20(zn) in (29)) and pre-defined initial amplitude (function u
1
0(zn)
in (29)). The value of difference D for both cases reaches a minimum at
some small value of τ and then goes up because the condition number of
matrix M increases for smaller values τ and the solution becomes less stable.
In addition the value of D is always much larger for the step-like model
demonstrating that in this case the solution is less stable and may even be
incorrect. From figure 4 one can also see that the value of D for the pre-
specified initial amplitude and the reconstruction using (22) is significantly
smaller than the value of D for the solutions of two linear systems (22) and
(23), which means that function D(τ) for latter case can serve as a criterion
of correctness of the solution of system (22) – if it is small, the solution is
likely to be correct.
Attempting to regularize the solutions of systems (22) and (23) in the
case of step-like initial amplitude we at first set α = exp(iδ) where δ was
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a small phase parameter. The resulting linear system was not expected
to be singular any more. The resulting solutions of equations (22) and
(23) for the three model initial amplitudes are shown in figure 5 and the
respective normalized differences as function of τ are shown in figure 6.
The solution quality significantly improved for the step-like model. The
corresponding value of D decreased substantially and continued to decrease
as τ decreased. The increase of deviation D for the Gaussian and parabolic
models as compared to figures 2–3 was caused by a small phase mismatch
between the pre-defined initial amplitude and solutions of both systems (see
the right panels in figure 5) although the modules of all three amplitudes
match better than in the case of α = 0 as can be seem from figure 5 (left
panels). The condition number of M matrix also decreased to about 3 · 108.
As a further example we set α = 1 + δ where δ is again a small real
deviation parameter. The resulting solutions of equations (22) and (23) for
the three model initial amplitudes are shown in figure 7 and the respective
normalized differences D as function of τ are shown in figure 8. The quality
of solution was generally the same as in the examples shown in figures 5–6 for
the step-like model and slightly better for the Gaussian and parabolic mod-
els. In this case there was no phase mismatch but both inverted amplitude
modules slightly deviated from each other and from that of the pre-defined
initial amplitude (see the left panels in figure 7). The condition number in
this case was about 3 · 109 – slightly larger than in the case of phase-like α.
It should be noted that in figures 2–8 we chose the computational domain
[zmin, zmax] to be wider than the interval where the step-like amplitude
deviates from zero, which made the solution noticeably better. However
from figures 5–8 it is clear that step-like initial profiles may still not be
suitable for the reconstruction.
From figures 4, 6 and 8 it follows that functionD(τ) may have a minimum
at some value of δ when the value of τ is fixed. To elucidate this further
we plotted in figure 9 difference D as function of deviation δ for the case
when α = 1 + δ. It can be seen that there is indeed an optimal value of
the deviation for smooth model amplitudes (parabolic and Gaussian), which
provides the best approximation. However this is not true for the step-like
profile where solution continues to improve as δ increases.
Finally, figure 10 shows the influence of the selection of integration in-
terval [xmin, xmax] (see Appendix A) on the solution quality. It can be seen
that as upper limit xmax decreases the deviation D progressively increases
until it reaches unity when the upper limit crosses the core part of the image.
From figure 10 it is also clear that the integration interval must include not
only the image core but the tails especially for step-like initial amplitudes.
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Figure 7: The squared module of initial field amplitude (left panels) and
its real part (right panels) for the three model fields described by equations:
(26) – upper panels, equation (27) – middle panels and equation (28) – lower
panels. The parameters are the same as in figures 1–3 except that δ = 0.01
(α = 1 + δ). Green dash lines are the results of solution of equation (23)
and blue solid lines are the reconstructions using equation (22).
5 Summary
Using the parabolic approximation we solved IPIP by reversing the previ-
ously obtained expression for the field amplitude propagating from an in-
clined line. We demonstrated that IPIP is reduced to solution of a singular
Cauchy type integral equation in a semi-infinite domain. We analyzed the
solutions of this equation and found necessary and sufficient conditions for
their existence and showed that if a solution exists it is necessary unique.
15
Figure 8: The square difference functions D(τ) for the Gaussian (solid red
curve), parabolic (dash green curve) and step-like (dash-dot blue curve)
models as function of the longitudinal step τ in case δ = 0.01 and α = 1 + δ.
Thin lines are differences of (22) with the pre-specified initial amplitude and
thick lines are differences between two approximate solutions (22) and (23).
Arbitrary units are used as units of length.
We demonstrated that IPIP can be efficiently solved numerically by re-
ducing the obtained singular integral equation to a system of linear algebraic
equations. As a criterion for the correctness of its solution we proposed to
use a transparent boundary condition (TBC), to which any field amplitude
propagating from an inclined line must obey. Combining the discretized
TBC with discretized singular integral equation we arrived at the second
system of linear algebraic equations, which solution must coincide with the
solution of the first system if it is the true initial amplitude.
We conducted several numerical experiment using a Gaussian beam, a
parabolic-like initial amplitude and a step-like initial amplitude as examples.
We demonstrated that for smooth initial field amplitudes of Gaussian and
parabolic beams vanishing at the computational domain boarders a good
numerical numerical solution of IPIP can be obtained by appropriate se-
lection of the longitudinal step, the image plane integration interval and
an auxiliary parameter δ. The latter parameter formally modifies the lin-
ear algebraic system obtained from the discretized integral equation. This
parameter also regularizes the numerical solution for the step-like initial
16
Figure 9: The square difference functions D(δ) for the Gaussian (solid red
curve), parabolic (dash green curve) and step-like (dash-dot blue curve)
models as function of the deviation δ (α = 1 + δ) when τ = 0.00398 as in
figures 1–3 and 5, 7. Thin lines are differences of (22) with the pre-specified
initial amplitude and thick lines are differences between two approximate
solutions of (22) and (23).
amplitude profiles, for which the quality of numerical solutions was initially
low. A careful choice of parameter δ reduces the conditional number of the
matrix of algebraic system and leads to more stable solutions.
The developed numerical method for solving IPIP can be used to deter-
mined the coherent field amplitude on the surface of an inclined object based
on its image measured within a finite interval. In our future work we in-
tend to apply the developed inversion problem solution method to coherent
imaging problems arising in the X-ray optics.
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Figure 10: The square difference functions D(xmax) for the Gaussian (solid
red curve), parabolic (dash green curve) and step-like (dash-dot blue curve)
models as function of the upper limit of integration xmax when tau = 0.00398
and δ = 0.1 (α = 1 + δ) as in figures 1–3 and 5, 7. Thin lines are differences
of (22) with the pre-specified initial amplitude and thick lines are differences
between two approximate solutions (22) and (23).
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A Matrices for linear systems
In this section we, for reference, stipulate the elements of matrices M and
T as well as vectors −→g and −→g′ used for the reverse problem solution.
After integration in the formulas (19)–(20) we obtain that
Im(zn) =2
u0(zm+1)− u0(zm)√
zm+1 +
√
zm
+
u0(zm)− u0(zn) + (u0(zm+1)− u0(zm))(zn − zm)/τ
τ
√
zn
×
ln
[
(
√
zm+1 −√zn)(√zm +√zn)
(
√
zm+1 +
√
zn)(
√
zm −√zn)
]
, m < n, (30)
Im(zn) = 2
u0(zm+1)− u0(zm)√
zm+1 +
√
zm
+
u0(zm+1)− u0(zn) + (u0(zm+1)− u0(zm))(zn − zm+1)/τ
τ
√
zn
×
ln
[
(
√
zm+1 −√zn)(√zm +√zn)
(
√
zm+1 +
√
zn)(
√
zm −√zn)
]
, m ≥ n, (31)
From (30)–(31) the elements of matrix M are
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• when 1 < m < N − 1
Mn,N =
2√
zN +
√
zN−1
+
n−N + 1√
zn
ln
∣∣∣∣√zN −√zn√zN +√zn
√
zN−1 +
√
zn√
zN−1 −√zn
∣∣∣∣ ,
(32)
Mn,m =
4τ
(
√
zm +
√
zm−1)(
√
zm+1 +
√
zm−1)(
√
zm+1 +
√
zm)
+
1− n+m√
zn
ln
∣∣∣∣√zm+1 −√zn√zm+1 +√zn
√
zm−1 −√zn√
zm−1 +
√
zn
(
√
zm +
√
zn)
2
(
√
zm −√zn)2
∣∣∣∣+
2√
zn
ln
∣∣∣∣√zm −√zn√zm +√zn
√
zm−1 +
√
zn√
zm−1 −√zn
∣∣∣∣ , n+ 1 < m < N
(33)
Mn,n+1 =
4τ
(
√
zn+1 +
√
zn)(
√
zn+2 +
√
zn)(
√
zn+2 +
√
zn+1)
+
2√
zn
ln
∣∣∣∣√zn+2 −√zn√zn+2 +√zn
√
zn+1 +
√
zn√
zn+1 −√zn
∣∣∣∣ , (34)
Mn,n =
4τ
(
√
zn +
√
zn−1)(
√
zn+1 +
√
zn−1)(
√
zn+1 +
√
zn)
−
1√
zn
ln
∣∣∣∣√zn+1 +√zn√zn+1 −√zn
√
zn−1 −√zn√
zn−1 +
√
zn
∣∣∣∣ , (35)
Mn,n−1 =
4τ
(
√
zn−1 +
√
zn−2)(
√
zn +
√
zn−2)(
√
zn +
√
zn−1)
+
2√
zn
ln
∣∣∣∣√zn−1 −√zn√zn−1 +√zn
√
zn−2 +
√
zn√
zn−2 −√zn
∣∣∣∣ , (36)
Mn,m =
4τ
(
√
zm +
√
zm−1)(
√
zm+1 +
√
zm−1)(
√
zm+1 +
√
zm)
+
n−m+ 1√
zn
ln
∣∣∣∣√zm+1 +√zn√zm+1 −√zn
√
zm−1 +
√
zn√
zm−1 −√zn
(
√
zm −√zn)2
(
√
zm +
√
zn)2
∣∣∣∣+
2√
zn
ln
∣∣∣∣√zm −√zn√zm +√zn
√
zm−1 +
√
zn√
zm−1 −√zn
∣∣∣∣ , 1 < m < n− 1
(37)
Mn,0 =− 2√
z1 +
√
z0
− n− 1√
zn
ln
∣∣∣∣√z1 −√zn√z1 +√zn
√
z0 +
√
zn√
z0 −√zn
∣∣∣∣ , (38)
• when n = N
MN,N =1, (39)
MN,N−1 =
4τ
(
√
zN−1 +
√
zN−2)(
√
zN +
√
zN−2)(
√
zN +
√
zN−1)
+
2√
zN
ln
∣∣∣∣√zN−1 −√zN√zN−1 +√zN
√
zN−2 +
√
zN√
zN−2 −√zN
∣∣∣∣ . (40)
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• when n = N − 1
MN−1,N =
2√
zN +
√
zN−1
, (41)
MN−1,N−1 =
4τ
(
√
zN−1 +
√
zN−2)(
√
zN +
√
zN−2)(
√
zN +
√
zN−1)
−
1√
zN−1
ln
∣∣∣∣√zN−2 −√zN−1√zN−2 +√zN−1
√
zN +
√
zN−1√
zN −√zN−1
∣∣∣∣ . (42)
• In case n = N,N − 1 and m 6= N,N + 1 the elements are determined
by general formulas (32)–(38).
• In the opposite case when n = 0 the elements are
M0,0 =− 1, (43)
M0,1 =
4τ
(
√
z1 +
√
z0)(
√
z2 +
√
z0)(
√
z2 +
√
z1)
+
2√
z0
ln
∣∣∣∣√z2 −√z0√z2 +√z0
√
z1 +
√
z0√
z1 −√z0
∣∣∣∣ . (44)
• Finally when n = 1 the elements are
M1,0 =− 2√
z1 +
√
z0
, (45)
M1,1 =
4τ
(
√
z1 +
√
z0)(
√
z2 +
√
z0)(
√
z2 +
√
z1)
−
1√
z1
ln
∣∣∣∣√z2 +√z1√z2 −√z1
√
z0 −√z1√
z0 +
√
z1
∣∣∣∣ . (46)
• Again in case n = 0, 1 and m 6= 0, 1 the elements are determined by
general formulas (32)–(38).
The elements (0, 0) and (N,N) are formally infinite diverging logarithmically
but are assumed to be finite and equal to −108 and 108, respectively, as it
does not substantially change the results of inversion.
The elements of matrix T, that can be derived from (24)–(25), are
Tn,m =2σγN−n−m, m < N − n, (47)
Tn,m =− 2σ, m = N − n, (48)
where n = 0, ..., N . Finally the elements of vectors −→g and −→g′ are calculated
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from (17) and (10) using the trapezoidal rule
gn =
√
2ki
pizn
Nx−1∑
s=1
u(xs, zn) exp
[
− ikxs
2
2zn
]
+
1
2
√
2ki
pizn
(
u(x0, zn) exp
[
− ikx0
2
2zn
]
+ u(xNx , zn) exp
[
− ikxNx
2
2zn
])
(49)
g′n =
√
2(ki)3
piz3n
Nx−1∑
s=1
u(xs, zn)xs exp
[
− ikxs
2
2zn
]
+
1
2
√
2(ki)3
piz3n
(
x0u(x0, zn) exp
[
− ikx0
2
2zn
]
+ xNxu(xNx , zn) exp
[
− ikxNx
2
2zn
])
,
(50)
where Nx + 1 is the number of points in the image line where the amplitude
is measured, xs = xmin + sh, h = (xmax − xmin)/Nx and [xmin, xmax] is the
interval in the image line where the amplitude is known.
23
