Introduction {#Sec1}
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In this paper, we analyze the solution of following nonlinear optimization problem: $$\documentclass[12pt]{minimal}
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Affine-scaling matrix for inequality constraints {#Sec2}
------------------------------------------------

The KKT system of ([1](#Equ1){ref-type=""}) is $$\documentclass[12pt]{minimal}
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To solve this KKT system, some effective affine-scaling algorithms are designed. Reference \[[@CR1]\] proposed an affine-scaling trust-region method with interior-point technique for bound-constrained semismooth equations. Reference \[[@CR2]\] introduced affine-scaling interior-point Newton methods for bound-constrained nonlinear optimization. In particular, \[[@CR3]\] proved the superlinear and quadratic convergence properties of affine-scaling interior-point Newton methods for bound optimization problems without strict complementarity assumption. Different affine-scaling matrix denotes different algorithm. In \[[@CR4]\], the Dikin affine scaling was denoted by $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \left [ \begin{matrix} A^{T} \\ -D_{k}^{\frac{1}{2}} \end{matrix} \right ] \lambda_{f_{k}}\stackrel{\mathrm{L.S.}}{=} \left [ \begin{matrix} \nabla f_{k} \\ 0 \end{matrix} \right ] . $$\end{document}$$ One efficient affine-scaling interior-point trust-region model is the one which is presented in \[[@CR5]\] and \[[@CR6]\], written in the form $$\documentclass[12pt]{minimal}
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### Motivation {#FPar1}

The above discussions illustrate that the affine-scaling interior-point trust-region method is an effective way to solve the nonlinear optimization problems with inequality constraints. The trust-region frame guarantees the stable numerical performance. However, in Eqs. ([4](#Equ4){ref-type=""})--([6](#Equ6){ref-type=""}) the first- and second-order derivatives play important roles during the computational process, which maybe fail to solve the optimization problems like ([1](#Equ1){ref-type=""}). If both the feasibility and the stability of the algorithm need to be guaranteed, we should consider the derivative-free trust-region methods.

Derivative-free technique for trust-region subproblem {#Sec3}
-----------------------------------------------------

Since the first- or second-order derivatives of objective functions are not explicitly available, the derivative-free optimization algorithms have been favored by researchers for a time. The application forms of the derivative-free theory are devise \[[@CR7], [@CR8]\] and widely applied. Reference \[[@CR9]\] proposed a derivative-free algorithm for least-squares minimization, and proved the local convergence in \[[@CR10]\]. Reference \[[@CR11]\] presented a derivative-free approach to constrained multiobjective nonsmooth optimization. Reference \[[@CR12]\] presented a higher-order contingent derivative of perturbation maps in multiobjective optimization. In \[[@CR13]\], Conn proposed an unconstrained derivative-free trust-region method. They constructed the trust-region subproblem $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \min_{s\in B(0;\Delta_{k})} m_{k}=m(x_{k}+s)=m(x_{k})+s^{T}g_{k}+ \frac{1}{2}s^{T}H_{m_{k}}s \end{aligned}$$ \end{document}$$ by using a polynomial interpolation technique, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\nabla m(x_{k})=g_{k}$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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### Assumption {#FPar2}
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### Definition 1 {#FPar3}

Given a function *f* satisfies (A1). $\documentclass[12pt]{minimal}
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In this paper, we aim to present a class of derivative-free trust-region method for nonlinear programming with linear inequality constraints. The main features of this paper are: We use the derivatives of approximation function $\documentclass[12pt]{minimal}
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                \begin{document}$f(x_{k}+\alpha p)$\end{document}$ to reduce the algorithm's requirement for gradient and Hessian of the iteration points. We solve an affine-scaling trust-region subproblem to find a feasible search direction in each iteration.In the *k*th iteration, a feasible search direction *p* is obtained from an affine-scaling trust-region subproblem. Meanwhile, interior backtracking skill will be applied both for determining stepsize *α* and for guaranteeing the feasibility of iteration point.We will show that the iteration points generated by the proposed algorithm could converge to the optimal points of ([1](#Equ1){ref-type=""}).Local convergence will be given under some reasonable assumptions.

This paper is organized as follows: we describe a class of derivative-free trust-region method in Sect. [2](#Sec4){ref-type="sec"}. The main results including global convergence property and local convergence rate will be discussed in Sect. [3](#Sec5){ref-type="sec"}. The numerical results will be illustrated in Sect. [4](#Sec10){ref-type="sec"}. Finally, we give some conclusions.

### Notation {#FPar4}
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A derivative-free trust region method with interior backtracking technique {#Sec4}
==========================================================================

To solve the optimization problem ([1](#Equ1){ref-type=""}) with not all available first- or second-order derivatives, we design a derivative-free trust-region method. An affine-scaling matrix is denoted by ([3](#Equ3){ref-type=""}) for linear inequality constraints. We chose a stepsize $\documentclass[12pt]{minimal}
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Remark 1 {#FPar5}
--------
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Remark 3 {#FPar7}
--------
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Main results and discussion {#Sec5}
===========================

In this section, we mainly discuss some properties about the proposed algorithm, including the discussion of the error bounds, the sufficiently descent property, the global and local convergence properties. First of all, we make some necessary assumptions as follows.

Assumptions {#FPar8}
-----------
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Error bounds {#Sec6}
------------

Observe first that some error bounds hold immediately.

### Lemma 1 {#FPar9}
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### Proof {#FPar10}
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### Lemma 2 {#FPar11}
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### Proof {#FPar12}

Using the triangle inequality, Cauchy--Schwarz inequality, ([18](#Equ19){ref-type=""}), (A3), the error bounds ([10](#Equ10){ref-type=""})--([12](#Equ12){ref-type=""}) and the fact that $\documentclass[12pt]{minimal}
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Sufficiently descent property {#Sec7}
-----------------------------

In order to guarantee the global convergence property of the proposed algorithm, it is necessary to show that a sufficiently descent condition is satisfied at the *k*th iteration. We obtained in \[[@CR6]\] if step $\documentclass[12pt]{minimal}
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### Lemma 4 {#FPar15}

*Suppose that* (A1)*--*(A5) *and the error bounds* ([10](#Equ10){ref-type=""})*--*([12](#Equ12){ref-type=""}) *hold*. $\documentclass[12pt]{minimal}
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### Proof {#FPar16}
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We therefore see that it is reasonable to design line-search step criterion in step 5, which provided us a nonincreasing sequence $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{f(x_{k})\}$\end{document}$.

### Lemma 5 {#FPar17}
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### Proof {#FPar18}
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Global convergence {#Sec8}
------------------
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### Lemma 7 {#FPar21}
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### Lemma 8 {#FPar23}
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On the other hand, we should prove that ([26](#Equ27){ref-type=""}) is true. From step 3 of Algorithm 1, we know that $$\documentclass[12pt]{minimal}
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### Lemma 9 {#FPar25}
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Then we obtain the global convergence derived from Lemmas [8](#FPar23){ref-type="sec"} and [9](#FPar25){ref-type="sec"}.

### Theorem 1 {#FPar27}

*Suppose that* (A1)*--*(A5), *the error bounds* ([10](#Equ10){ref-type=""})*--*([12](#Equ12){ref-type=""}) *and* ([23](#Equ24){ref-type=""}) *hold*. *Suppose furthermore that the strict complementarity of the problem* ([1](#Equ1){ref-type=""}) *holds*. *Let* $\documentclass[12pt]{minimal}
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The above theorem shows us there exists a limit point that is first-order critical. In fact, we are able to prove that all limit points of the sequence of iterations are first-order critical.

### Theorem 2 {#FPar28}

*Suppose that* (A1)*--*(A5), *the error bounds* ([10](#Equ10){ref-type=""})*--*([12](#Equ12){ref-type=""}) *and* ([23](#Equ24){ref-type=""}) *hold*. *Suppose furthermore that the strict complementarity of the problem* ([1](#Equ1){ref-type=""}) *holds*. *Let* $\documentclass[12pt]{minimal}
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Local convergence {#Sec9}
-----------------

Having proved the global convergence, we now focus on the speed of the local convergence. For this motivation, more acceptable assumptions are given as follows.

### Assumptions {#FPar30}
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### Proof {#FPar32}
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By assumptions (A1)--(A7), we can obtain $$\documentclass[12pt]{minimal}
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For a similar proof, we can obtain $\documentclass[12pt]{minimal}
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Theorem [3](#FPar31){ref-type="sec"} implies that the local convergence rate of Algorithm 1 depends on the Hessian at $\documentclass[12pt]{minimal}
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Numerical experiments {#Sec10}
=====================

We now demonstrate the experiment performance of the proposed derivative-free trust-region method.

*Environment:* The algorithms are written in Matlab R2009a and run on a PC with 2.66 GHz Intel(R) Core(TM)2 Quad CPU and 4 G DDR2.
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*Termination criteria:* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Vert g_{k} ^{T}h_{m_{k}} \Vert \leqslant\varepsilon$\end{document}$.

*Problems:* We first test 20 linear inequality constrained optimization problems (listed in Table [1](#Tab1){ref-type="table"}) from Test Examples for Nonlinear Programming Codes \[[@CR15], [@CR16]\]. It is worth noting that the assumptions (A2)--(A5) play very important roles in the theoretical proof. Here (A2) is a general assumption in the optimization problem and (A5) can be satisfied if the iteration points are not optimal. According to the definitions of error bounds in our algorithm, the gradient (or Hessian) of the model function must be bounded if there exists a constant such that the gradient (or Hessian) norm of the objective function is bounded. Therefore, most of the above test problems satisfy the assumptions (A2)--(A5). For example (HS21) $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \min\quad f(x)=0.01x^{2}_{1}+x_{2}^{2}-100 \\& \text{s.t.}\quad 10x_{1}-x_{2}-10\geqslant0, \\& \hphantom{\text{s.t.}\quad} 2\leqslant x_{1}\leqslant50, \\& \hphantom{\text{s.t.}\quad}-50 \leqslant x_{2}\leqslant50; \\& \bigl\Vert \nabla f(x) \bigr\Vert =\left \Vert \left [ \begin{matrix} 0.02x_{1} \\ 2x_{2} \end{matrix} \right ] \right \Vert \leqslant980.0005, \quad\quad \bigl\Vert \nabla^{2} f(x) \bigr\Vert =\left \Vert \left [ \begin{matrix} 0.02&0 \\ 0&2 \end{matrix} \right ] \right \Vert = 2. \end{aligned}$$ \end{document}$$ Table 1Test problemsNo.ProblemDim$\documentclass[12pt]{minimal}
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                \begin{document}$x_{0}$\end{document}$1HS212\[−1,−1\]3HS253\[100,12.5,3\]5HS363\[10,10,10\]7HS444\[0,0,0,0\]9HS764\[0.5,0.5,0.5,0.5\]11HS2312\[−1.2,1\]13HS2242\[0.1,0.1\]15HS2503\[10,10,10\]17HS2533\[0,2,0\]19HS3312\[0.5,0.1\]2HS242\[1,0.5\]4HS353\[0.5,0.5,0.5\]6HS373\[10,10,10\]8HS455\[2,2,2,2,2\]10HS2242\[0.1,0.1\]12HS2322\[2,0.5\]14HS2322\[2,0.5\]16HS2513\[10,10,10\]18HS2685\[1,1,...,1\]20HS3403\[1,1,1\]

Of course, we will use the level set to limit the bound of $\documentclass[12pt]{minimal}
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                \begin{document}$\Vert \nabla f(x) \Vert $\end{document}$ during program execution, which will be much smaller than this value. Even if the boundedness of the gradient and of the Hessian of the objective functions cannot be satisfied at the same time, at least the boundedness within the level set can be guaranteed.

We use the tool of Dolan and Moré \[[@CR17]\] to analyze the efficiency of the given algorithm. Figures [1](#Fig1){ref-type="fig"} and [2](#Fig2){ref-type="fig"} show that Algorithm 1 is feasible and has the robust property. Figure 1The total iteration number performance of Algorithm 1Figure 2The CPU time performance of Algorithm 1

Furthermore we test five simple linear inequality constrained optimization problems from \[[@CR16]\] and compare the experiment results of different trust-region radius upper bound $\documentclass[12pt]{minimal}
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                \begin{document}$\Delta_{\max}$\end{document}$. Table [2](#Tab2){ref-type="table"} shows the experiment results, where *nf* represents the number of function evaluations, *n* is the dimension of the test problems and *F* means the algorithm terminated in the case that the iteration number exceeds the maximum number. The CPU times of the test problems are reported. Table [2](#Tab2){ref-type="table"} indicates that Algorithm 1 is executable to reach optimal point. The choice of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Delta_{\max}=6$\end{document}$ is made to enable us to carry out more gratifying results. But the results show that the number of iterations maybe higher than any other derivative-based algorithms. The reason we think is that the derivatives of most of the test problems we chose are available and a derivative-free technique may increase the number of executions; then higher iteration numbers are necessary. Table 2Experiment results on linear inequality constrained optimization problemsProblem nameResults$\documentclass[12pt]{minimal}
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In this paper, we propose an affine-scaling derivative-free method for linear inequality constrained optimizations. This algorithm is mainly designed to solve the unavailable derivatives optimization problems in engineering. The proposed algorithm adopts interior backtracking technique and possesses the trust-region property.The global convergence is proved by using the definition of fully quadratic. It shows that the iteration points generated by the proposed algorithm could converge to the optimal points of ([1](#Equ1){ref-type=""}). Meanwhile, we get the result that the local convergence rate of the proposed algorithm depends on $\documentclass[12pt]{minimal}
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                \begin{document}$x_{*}$\end{document}$ superlinearly.The preliminary numerical experiments verify the new algorithm we proposed is feasible and effective for solving unavailable-derivative linear inequality constrained optimization problems.
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