In this paper, we present a novel way of building parallel data by filling abstract morphosyntactic structures for endangered lowresource languages that exhibit a rich productive morphology. We use Finnish to pilot our approach by limiting the resources we feed into the machine translation model to the level of the resources available for Erzya. We also present a way of automatically mapping abstract morphosyntactic structures of two languages to produce a parallelized set of templates
Introduction
Uralic languages exhibit a great richness in their productive morphology. In all of these languages, we count the number of inflectional forms in hundreds for a vast majority of individual words. Such a richness poses great challenges to neural machine translation approaches as the NMT model has to learn to translate word forms it has never encountered before in its training data.
What makes this task an even more challenging one is when we go from the majority languages into the context of endangered low-resource languages. By and large most of the languages in the Uralic language family, with the exception of Hungarian, Finnish and Estonian, are to some extent endangered and struggling for their existence.
Giellatekno [1] has established a long tradition in NLP research for these languages having developed tools such as FST (finitestate transducer) morphology, RBMT (rule based machine translation) and CG (constraint grammar) disambiguators among others. This strong rule based tradition has been guiding the NLP research focusing on these languages, but only little has been done to look into alternatives, such as NMT.
Even if non-rule based methods were applied, the research will suffer from two unavoidable obstacles: the lack of data and the difficulty of evaluating the results as evaluation would require a native-level command of the language in addition to linguistic meta-knowledge about the structure of the language.
In this paper, we are, however, introducing a method for training an NMT model. We do this by generating parallel data automatically for Finnish and English to solve the problem of rich morphology. We limit the resources we use to a similar set as one of the endangered languages, Erzya, would have. This way we can make sure that positive results from this pilot experiment can be transferred to the context of that language as well.
The reason why we use Finnish in this pilot is that firstly, its morphology is no poorer than those of the endangered Uralic languages, and secondly it allows us to conduct evaluation of the results in a much easier fashion. This allows us to try out different approaches and make immediate initial judgments on the results with our native Finnish knowledge. Such a trial and error way that is quite common place in the NLP world would be difficult if directly tried out with a minority language data, due to the lack of suitable evaluators
Related Work
Many contemporary machine translation models rely on the availability of parallel texts. Nevertheless, parallel texts are a scarce resource, in various domains and languages. This poses great challenges, especially in building parallel corpora for low-resource languages to train data hungry models.
Munteanu and Marcu [2] have proposed a method which employs a large non-parallel, yet comparable corpora consisting of e.g. news articles, along with relatively small parallel corpora of a different domain e.g. United Nations corpus. Building on these Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org.. ACAI '19, December 20-22, 2019 improves translations in the desired domain, news articles. Their method attempts to map sentences in the comparable corpora by selecting articles of both languages that share the same topic, pair sentences in these articles together and, then, predict whether the two sentences are translations of each other. Despite the gains a machine translation model would get by employing such methods, it is not feasible to utilize them in some cases, for instance very low resource Uralic languages e.g. Erzya, due to the lack of such comparable corpora.
A way of building a machine translation model for resource-poor languages is to utilize a resource-rich language, related to the lowresource one, as a parent. This means learning some of its characteristics (e.g. syntax and morphology), and transferring them to the low-resource MT model [3, 4, 5, 6] . These approaches do not necessarily use parallel texts of the low-resource language as they rely on the resource-rich language, which could result in a poor coverage of the morphology of the low-resource language.
Researchers have also investigated approaches to constructing parallel texts by crowdsourcing, i.e. asking online workers to translate a given expression to another language [7, 8, 9] . The small number of native speakers makes crowdsourcing a difficult task in the context of low-resource languages. What makes the task even more difficult is the lack of an established standard or even pluricentricity of the language in question. This makes it more difficult to control the quality of the crowdsourced translation tasks even if a substantial number of workers were reached.
Chahuneau et al. [10] have proposed a method for translating English into morphologically rich languages by building a model for predicting inflections of words in the target language. Thereafter, the model is employed in constructing words and phrasessynthetic phrases-, potentially with new inflections to the training data. The constructed synthetic phrases are then used along with a parallel corpus to train an MT model.
Generating the Parallel Data
As the parallel Erzya-English corpus that is provided as a part of the Erzya treebank [11] only consists of around 160 sentences, we can rule out the possibility of using any real parallel data for our pilot either. This means that the data has to be generated. As the Uralic languages opt for agglutinative morphology to express a similar notion the more analytical English would split it in multiple different words. For instance, the Finnish kävellessänikin (even when I am walking) conveys a lot of information in something that seemingly is only one word. This means that we cannot feed the NMT model just lists of words from a dictionary and hope it to reach to an acceptable translation, but rather we have generated longer structures mapping the Finnish morphology to an English multi-word structure.
In practice, we will develop a parallel corpus consisting of an abstract level morphosyntactic mapping between English and Finnish. The parallel data consists of mappings as we can see in the following example.
N+Sg+Ine in a
NN+Sg+Gen takana behind a N In other words, words are replaced by a placeholder stating apartof-speech and morphology unless they belong to a close-ended part-of-speech category such as adpositions, articles and so on, in which case the words are retained as they are in the parallel data. This parallel corpus is not used directly as it is for the NMT model, but rather it is used to generate parallel data, by replacing the placeholders with real words and their translations and inflecting according to the morphosyntax in the parallel corpus. In doing so we will make sure that the NMT model will have seen all of the words in most of their morphological forms.
A parallel corpus of this kind can be constructed manually fora low-resource language. However, we are interested to see just how many of these parallelized structures are needed to reach to an acceptable translation, and what is the length of these structures. Is unigram to n-gram enough? Do we also need bigram and trigram to n-gram structures? Piloting this study with Finnish makes answering to these questions a little bit easier than working directly with Erzya.
For Finnish, we do not have to build such a corpus by hand, but instead, we can learn the mapping from existing parallel data. This shortcut makes it possible for us to try out different numbers of parallel structures in a much faster way than having to write them by hand.
Producing the Morphosyntactic Parallel Corpus
We produce automatically the parallel morphosyntactic corpus from the English-Finnish Bible parallel data [12] . We produce syntactic parsing for the English sentences with Spacy [13] and for the Finnish sentences, we use the Finnish-dep-parser [14] , which outputs the parsing in the CoNLL-U format, which we parse with UralicNLP [15] . We create a tokenized parallel morphosyntactic corpus from the parsed data. This is done by replacing the words belonging to open class part-of-speech categories (nouns, adjectives, verbs, adverbs) with placeholders containing their part-of-speech together with their morphological analysis. For instance, we replace the occurrences of the Finnish word koirissa with NOUN_Case=Ine_Number=Plur. We do this for both English and Finnish sentences leaving the closed class words (such as adpositions and pronouns) as they are. As a result, we have parallel sentences from the Bible where some of the words are replaced by these placeholders bearing a more abstract level morphological information.
Thereafter, we iterate over all of these parallel sentences in the data. Our endeavor is to map unigram and bigram tokens in the morphosyntactically parsed Finnish sentences into n-gram English tokens. In the English side, these n-grams can vary from unigrams up to 5-grams. We allow a bigger n-gram window for English, because Finnish has more complex morphology and a word could be described with multiple words in English. Hence, for each Finnish sentence, we calculate the number of times a Finnish unigram or bigram co-occur with an n-gram, where1≤n≤5, English token.
Once all co-occurrences are obtained, we need to find the most descriptive and likely mappings between the morphosyntactic structures of the two languages. To achieve that, we opt for the simple log-likelihood association measure Evert [16] , using the equation below.
In the equation 1, O refers to the number of times a given structure was observed during the process, whereas E represents the expected number of occurrences of the structure, which is given in Equation 2.
f1 and f2 are the number of times the Finnish and English structure has appeared throughout the entire corpus, respectively. For our case, we treat N, the sample size, as the total sum of all observed co-occurrences. By the end of this phase, we would obtain mappings as in the following examples.
We use the results given by the log-likelihood measure to find the most probable English mappings for the 735 most frequent Finnish bigrams in the Bible data. We pick the English n-gram that has the highest score assigned by the method described earlier with an additional limitation that there must be an equal number of place-holders for the same parts-of-speech in the Finnish and the English morphosyntactic structures. The number of punctuations must also be the same and as for closed-class words, the English structure must have at least as many of them as the Finnish structure.
Filling the Structures for Full Parallel Data
We take a relatively small set of words from the Finnish Wiktionary that are translated into English. This consists of 100 randomly picked words for each open-class part-of-speech (nouns, adjectives, verbs and adverbs) and all of the words registered for the closed class parts-of-speech (adpositions, pronouns, conjunctions, numerals etc.). We limit this to a small set of words firstly, to make testing the viability of the approach faster when filling the templates, and secondly to simulate the scarceness of the data of a low-resource language.
We go through all of the parallel morphosyntactic structures and fill in words to match the part-of-speech and morphology in the placeholder. For each parallel structure, we fill it with all the possibilities of different combinations of words to replace the placeholders. We use Syntax Maker [17] together with Omorfi [18] to produce the matching morphological form for the Finnish placeholders. For English, we inflect the words with the Pattern library [19] .
Additionally, we prepare a parallel dataset which consists purely on the Wiktionary entries. This will make it so that the model sees mappings between closed-class words that didn't necessarily appear in the templates. This data is also input to the model as a part of the training data. Furthermore, we train a baseline model with this dictionary data to see the effect of having the templates on the output. This choice of baseline can be justified by the fact that it is the only kind of parallel data available for a great many lowresource Uralic languages.
Evaluation and Results
By following the method described in Section 3, we obtain 735 automatically mapped parallel structures. After filling each structure with words from Wiktionary, the method generates 6,673,160 parallel texts.
We evaluate the correctness of the automatically mapped structures by manually annotating them, by an expert linguist who is native in Finnish. We assume that correctly mapped structures would yield correct sentences when filled; hence, we focus the following evaluation on structures.
For the scope of this paper, we randomly select 50 morphosyntactic structures, out of a total of 735 structures. Table 1 shows five randomly selected examples of Finnish morphosyntactic structures and their automatically mapped English structures. The third and fourth columns in the table provide examples of two computationally generated parallel texts by filling out the structures.
From our manual annotation of the automatic mapping of morphosyntactic structures, we report that 54% of the mapped structures were correct. Looking at the examples in Table 1 , we can see that the even the incorrect ones such as the verb mapping were only off by morphology and not by part-of-speech. This, however, is not true in the case of incorrectly mapped words such as ja and about in the third example, for these words can be wildly incorrect as there is no further check on their compatibility when picking out the most suitable mapping.
The final translation model is trained based on the generated data with Open NMT [20] . We built a small corpus of 20 simple Finnish sentences (subject-verb-object plus an occasional adverb and adjective). The words in the sentences consisted of randomly picked words from the Wiktionary sample used to fill the templates. We also translated these sentences into English to calculate BLEU scores.
Translating the sentences as full resulted in some of the words translated correctly while other words being dropped out entirely for every sentence. This, we believe, is due to the fact that the NMT model has never learned a language model of full sentences for English and is therefore not capable of producing one either. This is why we split the test sentences into bigrams and did the translation on that level. We calculate the BLEU scores of the trained models using the implementation provided in NLTK [21] .
We calculate two types of BLEU scores, BLEU-2 and BLEU-4. In BLEU-2, the score is calculated on cumulative bigrams, i.e. unigrams and bigrams have a 50%weight, whereas BLEU-4 is calculated on cumulative 4-grams, i.e. each n-gram has a weight of 25%. While calculating both types of scores, we apply a smoothing as proposed by Lin and Och [22] . Figure 1 shows the BLEU scores of both models, the baseline and the final translation model.
The BLEU scores depicted in Figure 1 show a clear improvement to the baseline in the translation task of bigrams. However, looking at the result more qualitatively in Table 2 , we can see that the biggest shortcoming of the model is in grammaticality of the output. It manages to translate the input by correct words, but their surface form realization doesn't follow the English grammar.
Comparing the number of generated texts using our proposed method, i.e. 6,673,160, to the number of sentences in the baseline data, 1,030, we notice that our method is an effective way of producing a huge number of new parallel texts even with a limited vocabulary. This shows in the BLEU scores and in the coverage of different morphological forms.
Discussion and Future Work
From our initial results, we saw that the model is capable of learning to translate correctly smaller structures. However, it learns very little from the structure of full sentences in the target language which results in a failure to produce syntactic results. This finding suggests that while the template approach seems to give promising results, the templates should be of longer chains of n-grams, possibly even full sentences in order for the model to learn to produce a desirable output. Therefore, we suggest looking into a more generative framework such as CFG (context-free grammar) in building the templates.
Just having the bigrams was enough to provide some alleviation to the issue rising from the rich morphology of Finnish. The NMT model was capable of translating non-lemmatized word forms into English, although losing their grammatical significance in the process.
This work can be further expanded in the context of Finnish with the abundance of parallel Finnish-English data available by generating full parallel sentences instead of n-grams. However, this might be more challenging in the context of a low-resource language where no automated methods can be applied to extract parallel syntactic structures. However, a way of overcoming this might be incorporating a parallel generative grammar approach to produce a multitude of different sentences with a limited amount of rules. This could, for example, be achieved by tailoring a parallel context free grammar.
In order to make the parallel data more semantically coherent, and to cater for the problems rising from polysemy in a multilingual setting, semantic information could be used. This notion is something that is being used and heavily exploited in the field of computational creativity (c.f. [23, 24] ). Furthermore, promising results have been obtained in research using a genetic algorithm for generating parallel data for an NMT model [25, 26] .
Additionally, the method for automatically mapping Finnish morphosyntactic structures into the corresponding English structures would benefit from exploring other strongly associated structures. In this paper, we have limited the mapping to only one structural correspondence, although, in the reality languages exhibit a greater number of parallel syntactic structure that are equivalent in their expression of meaning.
The work presented in this paper is a first step towards the direction of making machine learning approaches possible for the MT of low-resource languages that, in the Uralic context, rely heavily on RBMT. There is, however, more work left to be done in producing more complex parallel data automatically.
Conclusions
Morphologically rich languages pose tremendous challenges for NMT models because of the vast number of inflectional individual forms for each word not covered in a corpus, no matter how big or small. These challenges are highlighted even more in the case of low-resource languages.
Generating parallel data is an effective way of boosting the results of an NMT model. However, the parallel data needs to be representative of the syntax of the language to capture grammaticality and make it possible for the NMT model to learn a language model for the target language.
As we learned from the study presented in this paper, bigram to n-gram structures are helpful in capturing the morphological richness of a Uralic language, but they are not sufficient for syntactic correctness of the output. Therefore, longer template structures are needed.
Generating parallel data for a low-resource language requires a dictionary, a morphological generator and a vast set of parallel morphosyntactic rules complex enough to generate full sentences. Meeting these criteria gives a start for training an NMT model without any real parallel data
