Abstract. We establish a correspondence (or duality) between the characters and the crystal bases of finite-dimensional representations of quantum groups associated to Langlands dual semi-simple Lie algebras. This duality may also be stated purely in terms of semi-simple Lie algebras. To explain this duality, we introduce an "interpolating quantum group" depending on two parameters which interpolates between a quantum group and its Langlands dual. We construct examples of its representations, depending on two parameters, which interpolate between representations of two Langlands dual quantum groups.
Introduction
Let g be a simple Lie algebra and L g its Langlands dual Lie algebra whose Cartan matrix is the transpose of that of g. In this paper we establish a duality between finite-dimensional representations of g and L g, as well as the corresponding quantum groups.
Let I be the set of vertices of the Dynkin diagram of g and r i , i ∈ I, the corresponding labels. Denote by r the maximal number among the r i . This is the lacing number of g which is equal to 1 for the simply-laced g, to 2 for B ℓ , C ℓ and F 4 , and to 3 for G 2 .
Let L(λ) be a finite-dimensional irreducible representation of g whose highest weight λ has the form
where the ω i are the fundamental weights of g. In other words, λ is a dominant integral weight which belongs to the sublattice P ′ ⊂ P , where P is the weight lattice of g, spanned by (1 + r − r i )ω i , i ∈ I. The character of L(λ) has the form
Date: September 2008. 1 Supported in part by DARPA and AFOSR through the grant FA9550-07-1-0543. 2 Supported partially by ANR through Project "Géométrie et Structures Algébriques Quantiques". 1 We first prove that, after replacing each ν = i∈I (1 + r − r i )n i ω i ∈ P ′ , n i ∈ Z,
where theω i are the fundamental weights of L g, χ ′ (L(λ)) becomes the character of a virtual finite-dimensional representation of L g, whose highest component is L(λ ′ ), the irreducible representation of L g with the highest weight
where the numbers m i are defined by formula (1) . In other words, we have
Then we prove that the multiplicities of weights in the character χ L (L(λ ′ )) of L(λ ′ ) are less than or equal to those in χ ′ (L(λ)). This positivity result means that χ L (L(λ ′ )) is "contained as a subcharacter" in χ ′ (L(λ)).
Since the categories of finite-dimensional representations of g and U q (g) with generic q are equivalent, we also obtain a duality between finite-dimensional representations of U q (g) and U q ( L g). Moreover, we establish the duality not only at the level of characters but at the level of crystal bases as well. This leads, in particular, to the following surprising fact: one can construct the crystal basis of the irreducible representation L(λ ′ ) of L g from the crystal basis of the irreducible representation L(λ) of g.
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In addition, we conjecture that χ ′ (L(λ)) is the character of an actual representation of L g (that is, mμ ≥ 0 for allμ in formula (3)), and we prove this conjecture for g = B 2 .
2
We observe that the subset of the crystal of L(λ) consisting of those elements whose weights are in P ′ does not give us "on the nose" the crystal of this L g-module. But we conjecture that after applying a certain deformation process (presented in Section 6) we do get the right crystal structure on this subset. (We also prove this for B 2 .) Thus, conjecturally, we can reconstruct not only the crystal of L(λ ′ ) but the crystal of the whole representation of L g whose character is equal to χ ′ (L(λ)). 1 After the first version of this paper appeared on the arXiv, we learned from H. Nakajima that this result follows from a special case of [18, Theorem 5.1] ; see the paragraph before Theorem 2.6 for more details.
2 After the first version of this paper appeared on the arXiv we were told by Victor Kac that a special case of our duality, going from type B to type C, may be explained in the context of representation theory of Lie superalgebras of type B(0, n) as defined in [17] . In fact, the condition on the highest weight λ ∈ P ′ appears in this case in [17, Theorem 8] in the form an ∈ 2Z. It is not clear to us whether one can use Lie superalgebras to interpret our duality for other types. In addition, we have learned from Kevin McGerty that in the meantime he has been able to prove this conjecture for other types, see [23] .
It is natural to ask: why should this duality of characters and crystal bases take place? We suggest the following explanation: there exists an algebra U q,t (g) depending on two parameters, q and t, whose specialization at t = 1 gives U q (g), and at q = ǫ (where ǫ = 1 if g is simply-laced and ǫ = exp(πi/r), r being the lacing number of g) gives U −t ( L g). These are the quantum groups without the Serre relations associated to g and L g. We call U q,t (g) the interpolating quantum group. (Example 3 in Section 5 indicates that it is impossible to include the Serre relations and preserve the interpolating property.) Moreover, we conjecture that any irreducible finite-dimensional representation L q (λ) of U q (g) (equivalently, of U q (g)) with the highest weight of the form (1) may be deformed to a representation L q,t (λ) of U q,t (g). We also conjecture that the specialization of L q,t (λ) at q = ǫ contains the irreducible representation of U −t ( L g) with highest weight λ ′ given by formula (2) as the highest component. These conjectures are confirmed by various explicit examples presented below as well as our general result on the duality of characters of finite-dimensional representations. Now we would like to briefly sketch a possible link between our results and the geometric Langlands correspondence (see, e.g, [6] for a general introduction).
One of the key results used in the geometric Langlands correspondence is an isomorphism between the center Z( g) of the completed enveloping algebra of g at the critical level and the classical W-algebra W( L g) (see [4, 5] as well as [12] for details). This result forms the basis for the local geometric Langlands correspondence (see [8, 7] ) as well as for the Beilinson-Drinfeld construction of the global geometric Langlands correspondence [1] (see also [6] ). However, this isomorphism is rather mysterious. We know that it exists but we do not fully understand why it should exist.
In order to understand this better, we q-deform the picture and consider the center Z q ( g) of the quantum affine algebra U q ( g) at the critical level, which was the starting point of [10] . The center Z q ( g) is in turn related to the Grothendieck ring Rep U q ( g) of finite-dimensional representations of U q ( g) (this is because for each finite-dimensional representation V we can construct a generating series of central elements in Z q ( g), using the transfer-matrix construction). Thus, we hope to gain some insight into the isomorphism Z( g) ≃ W( L g) by analyzing the connections between Z q ( g), Rep U q ( g) and the q-deformed classical W-algebra.
The idea of [11] was to further deform this picture and introduce a two-parameter (non-commutative) deformation W q,t (g). Its specialization W q,1 (g) at t = 1 is the center Z q ( g), so that W q,t (g) is a one-parameter deformation of Z q ( g) and a two-parameter deformation of the original center Z( g). The work [11] was motivated by the hope that analyzing various dualities and limits of W q,t (g) we may learn something new about the isomorphism Z( g) ≃ W( L g) and hence about the Langlands correspondence.
In particular, it was suggested in [11] that the specialization W ǫ,t (g) at q = ǫ (with ǫ defined as above) contains as a subalgebra the center Z t ( L g) of the quantum affine algebra U t ( L g) at the critical level (here L g denotes the Langlands dual of g). The latter gives rise to the Grothendieck ring of finite-dimensional representations of U t ( L g) (via the transfer-matrix construction). On the other hand, as we already mentioned above, the specialization W q,1 (g) at t = 1 gives rise to the Grothendieck ring of finitedimensional representations of U q ( g). Thus, it appears that the W-algebra W q,t (g) interpolates between the Grothendieck rings of finite-dimensional representations of quantum affine algebras associated to g and L g. In particular, this suggests that these representations should be related in some way. Examples of such a relation were given in [11] , but this phenomenon has largely remained a mystery until now.
How can we explain this relation from the point of view of representation theory? This question served as the motivation for this paper. Before answering it, we considered its finite-dimensional analogue: is there a hidden correspondence, or duality, between finite-dimensional representations of the quantum groups U q (g) and U q ( L g) -or the simple Lie algebras g and L g, for that matter?
We have given an affirmative answer to this question which we have outlined above. Thus, we have found a hidden duality between objects of the same nature: finitedimensional representations of two Langlands dual Lie algebras. Actually, it is rather surprising to observe the appearance of a Langlands type duality in such an elementary context: that of finite-dimensional representations of simple Lie algebras! We hope that this duality and its affine analogue will give us some clues about the meaning of the geometric Langlands correspondence.
What about the duality for the quantum affine algebras? In our next paper [9] we will propose a precise relation between the q-characters of finite-dimensional representations of dual quantum affine algebras U q ( g) and U q ( L g) with is analogous to the duality of characters of U q (g) and U q ( L g) discussed above. We will prove, by using [14, 15] , that this relation holds for an important class of representations, the Kirillov-Reshetikhin modules. In the affine case we also expect that the duality may be explained by using an affine analogue of the interpolating quantum group.
In the context of our results an interesting problem is to compute explicitly all multiplicities of simple L g-modules in a given simple g-module (the numbers mμ in formula (3)), which we call the Langlands duality branching rules. In the course of the proof we have found them explicitly in some cases.
The paper is organized as follows. In Section 2 we establish the duality of characters and crystal bases for a pair of Langlands dual simple Lie algebras. In Section 3 we introduce the interpolating quantum group. We then study its representations which we expect to interpolate between representations of U q (g) and U −t ( L g). This would explain the duality that we have found in this paper. In Section 4 we show how this interpolation works for the finite-dimensional representations of the elementary interpolating quantum groups (those corresponding to Lie algebras of rank one). In Section 5 we consider examples of more general interpolating representations. In Section 6 we conjecture a stronger duality for characters and crystals and prove it for all simplylaced g with r = 2 and for B 2 .
Duality of characters and crystals for simple Lie algebras
In this section we prove the Langlands duality for characters of finite-dimensional representations of quantum groups associated to simple Lie algebras (or, equivalently, simple Lie algebras themselves). We also prove the duality of the corresponding crystal bases, by using the monomial model [24, 19] .
Let g be a finite-dimensional simple Lie algebra and U q (g) the corresponding quantum group (see, e.g., [3] ). We denote r = max i∈I (r i ), where I is the set of vertices of the Dynkin diagram of g and the r i are the corresponding labels. This is the lacing number of g (note that it was denoted by r ∨ in [11] ).
The Cartan matrix of g will be denoted by C = (C i,j ) i,j∈I . By definition, the Langlands dual Lie algebra L g has the Cartan matrix C t , the transpose of the Cartan matrix C of g.
Langlands duality for characters. Let
be the weight lattice of g and P + ⊂ P the set of dominant weights. Consider the sublattice
be the weight lattice of L g. Consider the map Π : P → P L defined by
if λ ∈ P ′ and Π(λ) = 0, otherwise. Clearly, Π is surjective. In this section we investigate what Π does to characters of irreducible representations of g. For simply-laced Lie algebras (that is, r = 1) we have P ′ = P = P L and Π is the identity. Hence we focus on the non-simply laced Lie algebras.
Let Rep g be the Grothendieck ring of finite-dimensional representations of g. We have the character homomorphism
where y i = e ω i . It sends an irreducible representation L(λ) of g with highest weight λ ∈ P + to its character, which we will denote by χ(λ).
We will now show that for any representation V of g, Π(χ(V )) is the character of a virtual representation of L g, as stated in the following proposition. We denote the character homomorphism for L g by χ L .
Proposition 2.1. For any simple Lie algebra g and any λ ∈ P + , Π(χ(λ)) is in the image of χ L . This is a direct consequence of the following Lemma. Here we denote by s i (resp. s L i ) the simple reflections of g (resp. L g). Lemma 2.2. P ′ is invariant under the Weyl group action and
Remark 2.3. If g is of type B ℓ and λ ∈ P + ∩ P ′ , then all terms in χ(λ) correspond to weights in P ′ , and so Π(χ(λ)) has the same number of monomials as χ(λ).
According to Proposition 2.1, we have, for λ ∈ P ′ ∩ P + ,
It is clear from the definition that the maximalμ for which mμ = 0 is the image of λ under Π. Moreover, in this case mμ = 1. An interesting problem is to compute explicitly all other multiplicities mμ, the Langlands duality branching rules.
One of the main results of this section is the following:
Theorem 2.4. The multiplicities of weights in χ L (Π(λ)) are less than or equal to those in Π(χ(λ)).
In other words, χ L (Π(λ)) can be seen as a "subcharacter" contained in Π(χ(λ)), that is, χ L (Π(λ)) Π(χ(λ)) where is the obvious partial ordering on polynomials.
Remark 2.5. In general, the character χ(λ) is given by the Weyl character formula. So one could try to prove the above results by using the Weyl formula. However, it is not clear how to do this: although the Weyl groups of g and L g are isomorphic, there is no obvious relation for the half-sums of positive roots ρ andρ.
Before giving the proof, we consider some explicit examples. Let g = B 2 . Then L g = C 2 , which is isomorphic to B 2 but with the switch of the labels of the Dynkin diagram 1 → 1 = 2, 2 → 2 = 1. In other words,ω i corresponds not to ω i , but to ω i .
We have P ′ = Zω 1 + 2Zω 2 . Here are the simplest examples of action of Π on characters of irreducible representations:
Π(χ(2ω 1 )) = (y 
Let us look at some examples for g = G 2 . In this case L g = G 2 , but again with the switch of labels of the Dynkin diagram, as in the case of B 2 . We have P ′ = Zω 1 + 3Zω 3 .
Here are a few examples:
L(3ω 2 ) is of dimension 77. We will not write it out explicitly, but only write 
2.2. Langlands duality of crystals of irreducible representations. To prove Theorem 2.4, we will use the crystal basis theory. It gives us an algorithm to compute character formulas. We will see that the statement of Theorem 2.4 is actually satisfied at the level of crystal. Before proving this, we state a closely related result describing a duality of crystals of irreducible representations of U q (g) and U q ( L g). Let λ ∈ P ′ ∩ P + and B(λ) be the corresponding crystal of L(λ), with a highest element u λ and crystal operators e i , f i . We consider the operators
Note that the definition of B ′ (λ) depends only on the structure of the g-crystal of B(λ). The weight of the elements of B ′ (λ) are in P ′ and so for v ∈ B ′ (λ) we can define wt L (v) = Π(wt(v)). Then for any simple Lie algebra g (including G 2 ) we have the following theorem.
After the first version of this paper appeared, we learned from H. Nakajima that this theorem follows from a special case of [18, Theorem 5 .1] (namely, we put ξ = Id I and m i = 1 + r − r i in the notation of [18] ). Note that [18] discussed examples of embeddings B(λ) → B(mλ) and foldings obtained from automorphisms of simply-laced Dynkin diagrams, whereas in the present paper we view this in the context of Langlands duality.
Thus, by using only the crystal of the g-module L(λ) we have constructed the crystal of the L g-module L(Π(λ)).
Remark 2.7. Let us look at g = B 2 . If p is even, to the representation 
2.3. Reminder -monomial crystals. Let C be a Cartan matrix of finite type and
Introduce formal variables Y i,l , and let A be the set of monomials of the form
A monomial m is said to be dominant if ∀j ∈ I, l ∈ Z, u j,l (m) ≥ 0. We set
Consider the subgroup M ⊂ A defined by
Let us define wt :
and
By [24, 19] (M, wt, ǫ i , φ i , e i , f i ) is a crystal (called the monomial crystal). For m ∈ M we denote by M(m) the subcrystal of M generated by m. In the following we will use the notation i r l for Y r i,l .
2.4.
Examples. We first study examples for Lie algebras of rank 2 and the following representations:
Definition 2.9. The irreducible representations L((r + 1 − r i )ω i ) will be called pseudo fundamental representations, and the corresponding highest weights (r + 1 − r i )ω i will be called pseudo fundamental weights.
Note that the pseudo fundamental weights span P ′ . By Theorem 2.6, the crystals of the pseudo fundamental representations of g correspond to the crystals of the fundamental representations of L g.
Let us start with B 2 . We have the crystal
The correspondingB(ω 1 ) has 8 terms with two connected components described here. The first component is 
We prove the assertions for φ i (m) > 0 (the assertions for ǫ i (m) > 0 are proved in the same way).
As m ∈ M ′ , we have φ i (m) ∈ rZ, and so
We have f i (m) = mA
and we have proved the point (2) for q = 1. If r = 3 we also have to prove the statement for q = 2. We have
and we have proved the point (2) for q = 2.
The last assertion (3) is a direct consequence of the first two assertions. Let Π : M ′ → M be the map defined by
Let M L be the monomial crystal for L g. Viewed as a set, M L is equal to M and so we can view the map Π as Π :
Proof: The stability for e i , f i when r i = r is clear as the A ± i,l ∈ M ′ . When r i = 1 it is a consequence of Lemma 2.10 as the A ±r i,l ∈ M ′ . To prove that we have a crystal isomorphism, first note that the compatibility of the map with ǫ i , φ i is clear. Then for the compatibility with the operators e i , f i , it is clear if r i = r and if r i = 1 it follows from Lemma 2.10. Theorem 2.6 is a direct consequence of Theorem 2.11. Thus, Theorem 2.6 is now proved. As discussed above Theorem 2.4 is also now proved.
Remark 2.12. The proof given above also implies that Theorems 2.6 and 2.4 hold for any symmetrizable Kac-Moody algebra such that r ≤ 3 (see [16] for their monomial crystal). Here the r i are defined as the set of relatively prime integers such that r i C i,j = r j C j,i , and r is the maximal number among the r i .
Interpolating quantum groups
In the previous section we have described a duality between characters and crystal bases of finite-dimensional representations of U q (g) and U q ( L g). We would like to explain this duality in the following way: there exists a two-parameter deformation of both of these quantum groups, which we call the "interpolating quantum group". Moreover, the dual finite-dimensional representations U q (g) and U q ( L g) appear as the result of specialization (of the first and the second parameter, respectively) of a representation of this interpolating quantum group.
In this section we define the interpolating quantum group and in the following two sections we construct their representations which exhibit the desired duality property.
Let again g be a finite-dimensional simple Lie algebra and U q (g) the corresponding quantum group. We denote by U q (g) the algebra with the same generators and relations except for the Serre relations. Note that U q (g) and U q (g) have the same categories of finite-dimensional representations.
The interpolating quantum group U q,t (g) is an associative algebra depending on two parameters, q and t. (Note that this algebra is different from the two-parameter quantum groups considered in [2, 25] .) We will then establish the following Langlands duality property of these algebras: the specialization with respect to one parameter, t = 1, gives the quantum group U q (g), and the specialization with respect to the other parameter, q = ǫ, where ǫ = 1 for simply-laced g and exp(πi/r) for non-simply laced ones, gives the Langlands dual quantum group U −t ( L g).
3.1.
Interpolating simply-laced quantum groups (r = 1). Let g be a simply-laced simple Lie algebra, that is, r = 1. In this situation the definition of the interpolating quantum group is essentially equivalent to the usual definition of quantum group. In what follows by an "algebra" we will always mean an associative unital algebra over C.
and relations
and that we have the following interpolating property:
As a special case, we have the elementary interpolating quantum group U q,t (A 1 ). The elementary rank one subalgebras of U q,t (g) corresponding to simple roots are all isomorphic to U q,t (A 1 ) if g is simply-laced. This is analogous to the properties of standard quantum groups. We will see in the following that for non-simply laced g we will have to consider other elementary (rank 1) interpolating quantum groups corresponding to
3.2.
Elementary interpolating quantum groups for r = 2. For r = 2 we have ǫ = exp(πi/2) = i. We will define two elementary interpolating quantum groups U q,t (C 1 ) and U q,t (B 1 ). The definition of the first one is simple.
is the algebra with generators X ± , K ±1 ,K ±1 and relations
Note that
and that we have the interpolating property
) is the algebra with generators X ± , K ±1 ,K ±1 , η, central elements C,C and relations
where
Note that we have tcX ± = X ± t −c−1 , P 2 = 1 and P commutes with E 2 and F 2 . We also have the following:
The elements
are central. The element Cas(q) will correspond to the Casimir element for the specialization t = 1. For the other specialization, q = ǫ, the Casimir element will not be exactly Cas(t), but t 2(1+c) + t −2(1+c) , which is not central in the whole algebra, but commutes with (X ± ) 2 .
Lemma 3.4. The algebra U q,t (B 1 ) is well-defined.
Proof: The only point to be checked is the associativity condition (X ± X ∓ )X ± = X ± (X ∓ X ± ). It is satisfied as we have
Let us look at the specializations of U q,t (B 1 ) at t = 1 and q = ǫ = i. Let
Proof: First, let us consider the specialization U q,1 (B 1 ) at t = 1. Then the elementK becomes central and we can specializeK = 1. We have the relations
The equality implies the standard relation
is central and corresponds to the central Casimir element in U q (sl 2 ). So we have an isomorphism. Now let us consider the specialization of U q,t (B 1 ) at q = ǫ. Then K 2 becomes central. Let us consider the algebra U ǫ,t (B 1 )/(K 2 = 1). We have the relations:
.
So it is natural to specialize at Kq P C = ǫ. We obtain that
The above relations can be rewritten as
The element t 2(1+c) + t −2(1+c) commutes with X ± , K ±1 and corresponds to the Casimir element (see the above discussion). We get the equality
3.3. Interpolating quantum group for r = 2. Let g be a simple Lie algebra such that r = 2, that is, g is of type B n , C n or F 4 .
Definition 3.6. U q,t (g) is the algebra with generators
is commutative,
Let us consider the elements
The specialization at q = ǫ = i = √ −1 should not be confused in the following with the index i ∈ I. Proposition 3.5 implies
In the proposition, by convention,
According to the above proposition, U q,t (g) interpolates between U q (g) and U −t ( L g) the quantum groups without the Serre relations. Is it possible to have an algebra that interpolates between the quantum groups U q (g) and U −t ( L g) with the Serre relations? In other words, can one construct a two-parameter deformation of the Serre relations of U q (g) and U −t ( L g)? In this paper we are only interested in finite-dimensional representations. Therefore this question is not important, because finite-dimensional representations of U q (g) are the same as those of U q (g) (and similarly for U −t ( L g) and U −t ( L g)).
But for other representations this question becomes important. The examples given below indicate that in the framework of U q,t (g) the answer is negative.
In fact, in Example 3 of Section 5 we will construct a finite-dimensional representation V of U q,t (B 2 ) which interpolates between representations of U q (B 2 ) and U −t (C 2 ) (and hence of U q (B 2 ) and U −t (C 2 )), but for different vectors in this representation different t-deformations of the Serre relations of U q (B 2 ) will be satisfied. Imposing either of them (or another t-deformation) on the algebra would lead to additional relations that are not satisfied in V . Therefore V is not a module over this algebra. Hence it appears impossible to incorporate a two-parameter deformation of the Serre relations into U q,t (g) in such a way that Proposition 3.7 would hold for the quotient, with U q (g) and
To illustrate this point further, consider the following example of a candidate for a t-deformation of the Serre relations for g = B 2 (note that we do not use it in this paper):
we recover the Serre relation of U q (B 2 ). Let us consider the specializations S, S ′ of these relations at q = ǫ. By computing
2 ) 2 X + 1 = 0, which is one of the Serre relation of U −t (C 2 ). By computing
which is another Serre relation for U −t (C 2 ) (both relations should be written in terms of X + 1 and X
. But if we compute the bracket of the second Serre relation with X − 1 , we obtain
Then we following identity which does not hold in either U q (B 2 ) or U −t (C 2 ):
Hence if we include the relations (7), we obtain an algebra that does not have the desired interpolation property.
3.4.
Interpolating quantum groups for r = 3. For r = 3 we define two elementary interpolating quantum groups U q,t (G 1 ) and U q,t ( L G 1 ). We have ǫ = e 2πi/6 .
Let us define the elementary interpolating quantum group U q,t (G 1 ). First we need the following polynomial map
Definition 3.9. We define the algebra U q,t (G 1 ) as the algebra with generators X ± , K ±1 ,K ±1 , η, central elements C,C and relations
Lemma 3.10. The algebra U q,t (G 1 ) is well-defined.
Proof: The only point to be checked is the associativity condition (X ± X ∓ )X ± = X ± (X ∓ X ± ), which is verified as follows:
Let us set
Proposition 3.11. The subalgebra of U q,1 (G 1 )/(K = 1) generated by X ± /(q − q −1 ),
For any m ∈ Z/2Z, the quotient by ǫ 2η = 1,
Proof: The first point is proved as for U q,1 (B 1 ). Now let us consider the specialization of U q,t (G 1 ) at q = ǫ. Then K 3 becomes central. Note that we have, P ± X ∓ = X ∓ P 0 , where P 0 = F (ǫ 2−2η ). We also have P 0 X ± = X ± P ± and
So we can compute (X ± ) 3 (X ∓ ) 3 , and we obtain
. Note that ǫ 2η and K commute with (X ± ) 3 . So we may take the quotient by the relations K = (−1) m , ǫ 2η = 1 and q C = (−1) m ǫ where m ∈ Z/2Z. In particular, we have P 0 = 0, P ± = ±1,c ± = ±C ∓ 1/2. For (X ± ) 3 (X ∓ ) 3 we obtain
We have
Now we are in position to define the interpolating quantum group U q,t (G 2 ).
Definition 3.12. U q,t (G 2 ) is the algebra with generators
We define X ± 2 , K 2 as for U q,t (G 1 ). Let m ∈ Z/2Z. From the above results we have the following:
We have thus defined an interpolating quantum group U q,t (g) for any simple Lie algebra g. The same definition gives us such an algebra for any symmetrizable Kac-Moody algebra g such that r ≤ 3. We just use the relations of the elementary interpolating quantum groups in the same way as above. We conjecture that this definition may also be generalized to all symmetrizable Kac-Moody algebra g.
Representations of elementary interpolating quantum groups
Representation theory of the elementary interpolating quantum groups U q,t (A 1 ), U q,t (C 1 ), U q,t ( L G 1 ) is easily derived from the representation theory of the corresponding standard quantum groups. So we need to consider only U q,t (B 1 ) and U q,t (G 1 ). For these algebras we will observe the simplest examples of representations interpolating between finite-dimensional representations of Langlands dual quantum groups of rank one. Even though naively we have L B 1 = B 1 and L G 1 = G 1 , the resulting duality of representations is non-trivial.
4.1.
Simple finite-dimensional representations of U q,t (B 1 ). As in the representation theory of quantum groups, let us start with Verma modules. We want to construct a Verma module M (λ) with respective highest eigenvalues of (K,K, η, C,C ) given by λ = (λ,λ, E, A,Ã) ∈ (C * ) 2 × {±1} × C 2 . We set:
We have the obvious action
The point is to have a well-defined action of X + such that X + v λ = 0. From the relation involving X + X − , the action is uniquely defined. The relation involving X − X + evaluated on v λ imposes the following condition on λ:
Lemma 4.1. The Verma module M (λ) is non-trivial if and only if
Now we want to have a Verma module with a finite-dimensional quotient. For the specializations defined above, we consider p ≥ 0, n = 2p, λ = q n ,λ = t p . So we obtain the relation
Thus, we have EA = −(n + 1) or (EA = (n + 1) and EÃ = p + 1/2). But to have the second specialization of Proposition 3.5, we must have Kq P C = ǫ at q = ǫ, so ǫ n+EA = ǫ. So we are in the second case EA = n + 1. Consider an (n + 1)-dimensional vector space
We denote n = 2p ∈ 2Z, v −1 = v n+1 = 0 and use the usual quantum number notation
Let us consider operators on V n defined by C = n + 1,C = p + 1/2, and the following formulas: Proof: All relations are clear without computation, except for relations (6) . Let us check these relations.
The formulas are also satisfied at the limits as for X − X + v 0 and for
Note that V ′ n = Cv 0 ⊕ Cv 2 ⊕ · · · ⊕ Cv n is stable for the action of E 2 and F 2 . We interpret this as a Langlands duality of representations corresponding to B 1 and C 1 as follows: the first specialization of V n is the (n + 1)-dimensional simple representation of U q (sl 2 ) = U q (B 1 ), and by using the second specialization we obtain V ′ n , the (p + 1)-dimensional representation of U t 2 (sl 2 ) = U −t (C 1 ) = U −t ( L B 1 ) (at q = ǫ, we have K 2 = 1 and Kq P C = ǫ on V n as in Proposition 3.5).
Remark 4.3. If n /
∈ 2Z, we can also define a representation of U q,t (B 1 ) with the same formulas. Indeed the formulas are also satisfied at the limit: it is the same for X − X + v 0 and for X + X − v 2j+1 where n = 2j + 1 we get q −n−1 t −n−1 + q n+1 t n+1 − q −n−1 t −n−1 − q n+1 t n+1 = 0. But then we cannot use the second specialization on V ′ n at q = ǫ as we have Kq P C v 0 = −v 0 different than in Proposition 3.5.
4.2.
Representations of U q,t (G 1 ). Let V n be as in Section 4.1 where n ∈ 3Z. Let us consider operators defined by C = n + 1,C = (n + 1)/2 and the following formulas:
The idea of this deformation is just to replace the quantum box [m] q where m ≡ 0 [3] by [m] qt . This is analog to the deformation considered for B 1 . Note that we have in particular
Lemma 4.4. The above formulas define an action of U q,t (G 1 ) on V n .
Proof: All relations are clear without computation, except for relations (8) . Let us check these relations.
The formulas are also satisfied at the limits as for X − X + v 0 and also for X + X − v 3(n/3) we get q n+1 + q −n−1 − q n+1 − q −n−1 = 0. Note that V ′ n = Cv 0 ⊕ Cv 3 ⊕ · · · ⊕ Cv n is stable for the action of E 3 and F 3 . We interpret this as a Langlands duality of representations of G 1 : by using the first specialization, V n becomes the (n + 1)-dimensional simple representation of U q (sl 2 ) = U q (G 1 ), and by using the second specialization we obtain V ′ n , the n/3 + 1-dimensional representation of U t 3 (sl 2 ) = U t ( L G 1 ) (at q = ǫ, we have ǫ η = 1, K = (−1) n/3 and q C = (−1) n/3 ǫ on V ′ n as in Proposition 3.11). Remark 4.5. If n / ∈ 3Z, we can also define a representation of U q,t (B 1 ) by the same formulas. Indeed, the formulas are also satisfied at the limit: it is the same for X − X + v 0 , for X + X − v 3j+1 where n = 3j + 1 we get q n+1 + q −n−1 − q −n−1 − q n+1 = 0, and for X + X − v 3j+2 where n = 3j +2 we get q n+1 t n+1 +q −n−1 t −n−1 −q −n−1 t −n−1 −q n+1 t n+1 = 0. But then we cannot use the second specialization on V ′ n as at q = ǫ we have Kq C v 0 = ǫ 2n+1 v 0 different than in Proposition 3.11.
4.3.
Another interpretation of the duality. In this section we discuss an interpretation of the Langlands dual of Section 4.1 in terms of the structure of the algebra U q,t (B 1 ).
The duality of the simple finite dimensional representations of U q,t (B 1 ) in Section 4.1 in terms of characters is just the elementary duality between the following polynomials:
We have seen that it corresponds to an interpolating representation. At the level of characters, we can define a similar interpolation. Indeed let us consider a map α(q, t) such that α(q, 1) = 1 and α(ǫ, t) = 0. Such a map is naturally introduced in [10, 11] (we will also see an elementary way to introduce it bellow):
In the following it will just be denoted by α. Then the character
interpolates between the two formulas. The character of a fundamental representation is y + y −1 . This corresponds to the decomposition of the Casimir central elements
The Casimir element of the second specialization is (t 2(c+1) + t −2(c+1) ), so we have the following picture:
Note that the tensor product
where h ⊂ g is the Cartan subalgebra, considered by Gelfand and Kirillov [13] . The decomposition of the Casimir element and the character formulas are closely related. This can be put a step forward by having a similar interpretation of the interpolating character in the spirit of the constructions of [10, 11] in the affine case. Indeed, we have the central element Y + Y −1 in U q,t (B 1 ) where Y = q P C tc +1/2 , which interpolates between Cas(q) and Cas(t). (Note that we have
We define the completed algebraŨ q,t (B 1 ) as the algebra containing U q,t (B 1 ) with additional elements W ±1 such that W ±1 X + = X + W ∓1 and Y W = αW Y . Note that because of the relation of the algebra, we cannot require it to commute with X − . Note also that we have Y −1 W −1 = αW −1 Y −1 which is compatible with the commutation relations with X + .
Let us explain how such a commutation relation Y W = αW Y can be obtained naturally in the spirit of [10, 11] . We recall that the variables for the q-characters (affine version of characters) are materialized as formal power series in generators of the Heisenberg subalgebra of the level 0 quantum affine algebra. The q, t-analogues of these variables (which are the building blocks for the generating series of the deformed W-algebra W q,t (g)) are, in turn, related to a non-commutative Heisenberg algebra. In the B 1 -case this Heisenberg algebra has generators h[n] (n ∈ Z) such that h[0] is central and for n, m = 0 we have
As the 0th mode h[0] is central, it is not clear how to obtain the commutation relations as considered above. But the finite type can also be seen as a limit of the affine type case in the following sense. Let
A priori, we cannot directly specialize at z = w = 1. But if we forget the intermediate formulas, everything makes sense for this specialization, and for Y = h + (q 3 t), W = h − (1) we obtain
To give a precise meaning to this specialization, we consider an additional formal parameter u and replace w, z, respectively, by wu, zu −1 . We get formal power series in u −1 . So we can set z = w = 1 and for Y (u) = h + (u −1 q 3 t) and W (u) = h − (u) we obtain
Now we can specialize from the affine type to the finite type by considering Y = Y (1), W = W (1), and we get Y W = αW Y as explained above.
We have a notion of normal ordering : M : for monomials M in Y ±1 , W ±1 , where we put the Y ±1 on the left and the W ±1 on the right. Then we have
In particular, the formula corresponding to the 3-dimensional simple representation appears naturally as :
Note that this formula commutes with X + , as does : Y W + Y −1 W −1 :, which has the same property. This can be interpreted as an analog of the invariance of the usual characters for the Weyl group action or of the symmetry property of q-characters for the screening operators (see [11, 12] ). It would be desirable to have a similar interpretation of the duality of characters for general quantum groups.
More general interpolating representations
By an interpolating representation we understand a representation of the interpolating quantum group U q,t (g) which gives by specialization representations of the Langlands dual quantum groups. We have seen in the Section 4 that interpolating representations exist for elementary interpolating quantum groups. In this section we give additional examples for non-elementary interpolating quantum groups. We believe that any irreducible representation L(λ) of U q (g) (equivalently, of U q (g)) with λ ∈ P ′ may be t-deformed, in an essentially unique way, to a representation of U q,t (g) in such a way that its specialization at q = ǫ gives a representation of U −t ( L g) whose character is Π(χ(λ)).
We start with a simple finite-dimensional representation V of U q (B 2 ) with highest weight which has an even multiplicity for the node 2. We want to "deform" the U q (B 2 )-module structure on V . All weights of V have even multiplicities for the node 2. For v ∈ V of weight m 1 ω 1 + 2m 2 ω 2 , we set
The deformation will be necessarily semi-simple for U 1 ≃ U q 2 t (A 1 ), but moreover we require that it is semi-simple for the action of U 2 = U q,t (B 1 ) with simple submodules isomorphic to the representations constructed in Section 4. The actions of C andC are uniquely determined from the action of X + 2 and X − 2 as it suffices to know the decomposition in simple modules for U 2 . So the non-trivial point is to deform the action of the X + i , X − i . We will consider 3 examples of interpolating representations of U q,t (B 2 ). At the level of crystals, they correspond to the examples studied in Section 2.1. The first one is the most simple example where the duality occurs. In the second example we have a multiplicity in the character and we can see that the relations between C and the X ± 1 cannot be written a simple way. In the third example we observe that different t-deformations of the Serre relations arise in the interpolating representations. 1 , and all weight spaces are of dimension 1. We consider a basis (v l ) 1≤l≤5 of V such that v 1 is a highest weight vector,
In this basis the action of the X ± i has matrix coefficients 0, 1 or [2] q . We deform the action by replacing the [2] q by [2] qt , that is to say we only deform X 2 . There is a multiplicity 2 for the weight 1. We consider a basis (v l ) 1≤l≤10 of V such that v 1 is a highest weight vector,
In this basis the action of the X 
The decomposition in simple modules for U 1 and U 2 is clear and coincides with the case t = 1 except for the trivial submodules of U 2 and U 1 which are, respectively,
Note that a priori we cannot expect to have simple relations between the C and the X 1 , and there is a multiplicity 2 for the weight 1. We consider a basis (v l ) 1≤l≤14 of V such that v 1 is a highest weight vector,
In this basis the action of the X ± i have matrix coefficients 0, 1, [2] 
We deform the action by replacing these coefficients, respectively, by 0, 1,
The decomposition into simple modules for U 1 and U 2 is clear and coincides with the case t = 1 except for the trivial submodule of U 2 and U 1 which are respectively
In this example we can observe non-trivial t-deformations of the Serre relations, but different relations are satisfied on different vectors in the representation! Indeed, we have (X
2 )v 11 = 0. This implies that if we impose any t-deformation of the Serre relation
in the algebra U q,t (B 2 ), then the resulting algebra will not act on the U q,t (B 2 )-module that we have just constructed. Indeed, this relation will be different from the relation satisfied on at least one of the vectors, v 1 and v 11 (as written above). The difference of the two relations would give us a multiple of the monomial X
, which should then have to annihilate this vector. But neither vector is annihilated by this monomial: we have (X
Moreover, one can show that the structure of U q,t (g)-module on V described above is unique (the same is also true for the modules in Examples 1 and 2). Now let us explain how we constructed the above interpolating representations. Let V be a simple finite-dimensional representation of U q (B 2 ) as above of highest weight λ = m 1 ω 1 + 2m 2 ω 2 . We have a decomposition in weight spaces
We define on V the action of the K i (t),K i (t) as explained above. We define by induction on r ≥ 0 the deformed actions
, satisfying the following properties:
ii) the action is compatible with the restrictions to U 1 and
To start with we set X + 1 (t) = 0, X + 2 (t) = 0 on V 0 . Suppose that the deformed action is defined for r ≥ 0. Let V λ ⊂ V r+1 . We want to define the deformed actions
| | y y y y y y y y
By using the condition (ii) for U 2 , we can first define the action of X + 2 (t) and X − 2 (t). This gives in particular a decomposition
where Π is the projection on V (2) λ alongṼ (2) λ , and X + 1 (t)X − 1 (t) = R(t) given by condition (ii) for U 1 . In a matrix form we have X
(t)ψ(t) + A(t)B(t).
So it suffices to prove that
λ ). We call this the compatibility condition. In the examples studied above this condition is satisfied, and that is why the interpolating representations do exist. We conjecture that it is satisfied in general and we have the following Conjecture 5.1. For any λ ∈ P ′ there exists a unique irreducible representation L q,t (λ) of U q,t (g) whose specialization at t = 1, viewed as a U q (g)-module, is the irreducible module L(λ) and specialization at q = ǫ, viewed as a U −t ( L g)-module, contains a module of character Π(χ(λ)).
Conjectures on the Langlands duality for quantum groups
In this Section we conjecture stronger statements on the duality for characters and crystals which we prove for simply-laced g with r = 2 and for B 2 . The proof of these conjectures and the computation of the corresponding Langlands duality branching rules is a program for further study for this Langlands duality.
6.1. A positivity conjecture. It is easy to compute the Langlands duality branching rules for the examples of Section 2.1.
For g = B 2 :
and for g = G 2 :
So it is natural to give a purely classical analog to Conjecture 5.1:
This Conjecture means that the virtual representation of Proposition 2.1 is an actual representation, that is, the Langlands duality branching rules are positive:
We will prove the conjecture in several cases, but first we prove that in general certain Langlands duality branching rules are positive. We use the partial ordering on P ′ viewed as the L g weight lattice.
Proposition 6.2. Letμ 0 maximal in {μ ∈ P L,+ |mμ = 0,μ = Π(λ)}. Then mμ 0 > 0.
Proof: By Theorem 2.4 the coefficient ofμ 0 in Π(χ(λ)) is larger than in χ L (Π(λ)). But the only terms which can contribute to this multiplicity are by hypothesis χ L (Π(λ)) and χ L (μ 0 ). This implies the result. This includes all coefficients in the examples at the beginning of this section. Now let us consider a statement analogous to Conjecture 6.1 in terms of crystals.
Structure of the crystalB(λ). For
Note that for g of type B ℓ we haveB(λ) = B(λ). B(λ) ⊔ {0} is stable under the action of the operators
Moreover, this crystal is semi-normal, that is to say that for each i ∈ I, it is as a L g {i} -crystal the crystal of a L g {i} -module (this is a direct consequence of the semi-normal property of B(λ)). Here for J ⊂ I we denote by g J the sub Lie algebra of Cartan matrix (C i,j ) i,j∈J . Theorem 2.6 means that the connected component ofB(λ) containing the highest weight vector is normal, that it to say is the crystal of a L g-module. In this section we study the structure of the whole crystalB(λ).
In all examples of Section 2.4 the crystal is normal. In particular, we have obtained the following: Proposition 6.3. For all pseudo fundamental representations of a rank 2 Lie algebra, B(λ) is normal.
So we could expect naively thatB(λ) is normal. This statement is not true in general. For example in type B 2 consider λ = ω 1 + 2ω 2 .
We have seen that in terms of characters Π(χ(ω 1 + 2ω 2 )) has 4 simple constituents.
5 }. Although the third component has two highest weight elements u = 1 0 1 2 2 1 2
In fact, it suffices to modify slightly the crystal structure of the third component to get a normal crystal. Indeed, without changing the wt L , ǫ L i , φ L i , we just replace e L 2 2 3 1 2
In other words we have defined a bijection Ψ :
Ψ (see the picture bellow). v v n n n n n n n n n n n n Conjecture 6.4. For λ ∈ P ′ , there is a bijection Ψ : 
First, we look at the case of the Lie algebra of rank 1. For r = 1 the result is clear as e L = e and f L = f . For r = 2, consider B(2pω) =B(2pω):
Here Conjecture 6.1 is just the elementary decomposition:
We have the following Theorem, due to [21, 20] So it is of particular importance to study Lie algebras of rank 2. We will now prove Conjecture 6.4 for Lie algebras of rank 2 (and r ≤ 2). Such a Lie algebra will be denoted by (X, r 1 , r 2 ), where 1 ≤ r 1 , r 2 ≤ 2 are the labels. We consider all crystals B(λ) such thatB(λ) = ∅. For g of type B 2 it implies λ ∈ P ′ but in general λ is not necessarily in P ′ . For (A 1 × A 1 , 2, 2) and (A 2 , 2, 2) the result is clear as we have
, the result follows from the rank 1-case studied above. So we study the two remaining case (A 2 , 1, 1) and (B 2 , 1, 2). In fact, we prove Theorem 6.6. Conjectures 6.1 and 6.4 hold for simply-laced g with r = 2 and for B 2 .
We cannot prove the statement for B 2 directly by using the result for pseudofundamental representations (Proposition 6.3) as the e L i , f L i for the tensor product of L g-crystals do not coincide with the operators defined from the tensor product of g-crystals. [22] to the crystal of tableaux (T i,j ) (i,j)∈Λ with coefficients in {1, 2, 3} which are semi-standard (i.e., T i,j ≤ T i+1,j and any i, j, and T i,1 > T i,2 for i ≥ 2R + 1). Let
be the highest weight tableaux. Let us compute the tableaux T ∈B(λ) of highest weight for e L 1 = e 2 1 and e L 2 = e 2 2 . T = T (a, b, c) is characterized by a, b, c such that
The condition e 2 1 T = 0 is equivalent to the following:
The condition e 2 2 T = 0 is equivalent to c − b ∈ {0, 1}. We have four cases:
So for each value of λ mod P ′ we have 2 highest weight vectors T 0 , T 1 of respective connected component B ′ and B ′′ . We prove that B ′ = B ′′ and that they are normal. This implies a stronger result than Conjecture 6.4, that in this caseB(λ) is normal.
Note that wt(T (a, b, c)) ∈ P ′ if and only if b ≡ 1 + R ′ [2] and a ≡ c [2] .
Let us treat in detail the case λ ≡ 0. We know by Theorem 2.6 that B ′ is normal. In particular, B ′ = B ′′ . So we only have to prove that
is isomorphic to the crystal of semi-standard tableaux (T i,j ) (i,j)∈Λ ′ with coefficients in {1, 2, 3}. For such a tableaux we define a, b, c as above. Then consider If b = a then f 2 T = 0. We have 2b + 1 = 2a + 1 > 2a, so f 1 φ(T ) = T (2a, 2b, 2c + 2). But then 2b = 2a, so f 2 1 φ(T ) = 0. For the cases λ ≡ ω 1 or λ ≡ ω 1 + ω 2 we give only the formulas of isomorphisms of L g-crystals as above.
Let λ ≡ ω 1 (the case λ ≡ ω 2 is symmetric).
Remark 6.7. In the course of the proof we have found the following Langlands duality branching rules (see the end of Section 2.1) for irreducible representations of (A 2 , 1, 1) and the symmetric ones:
6.4. Application to symmetric cases. Consider a simply-laced g with r = 2.
Proposition 6.8. For λ ∈ P ′ ,B(λ) is normal.
In particular, Conjectures 6.1 and 6.4 hold for these types. In fact, we have proved a stronger result as the crystal is normal.
Proof: By Theorem 6.5, it suffices to prove the result for the subalgebras of rank 2. For subalgebras of type A 2 , the statement follows from Section 6.3. For the subalgebras of type A 1 × A 1 , it suffices to prove that if [22] to the crystal of tableaux (T i,j ) (i,j)∈Λ with coefficients in {1, 2, 2, 1} which are semi-standard (i.e., T i,j T i+1,j and any i, j, and T i,1 ≻ T i,2 for i ≥ 2R + 1 for the ordering 1 2 2 1) and such that for i ≥ 2R + 1, (T i,1 , T i,2 ) = (1, 1) and (T i+1,1 , T i,2 ) = (2, 2).
Let T λ be the highest weight tableaux. The tableaux T = T ǫ (a, b, c, d ) is characterized by a, b, c, d and ǫ ∈ {0, 1} such that 
For R = 0 and R ′ > 0 : we get 2 tableaux
For R, R ′ > 0 : we get 4 tableaux
,
We concentrate on the case R, R ′ > 0 (the cases R = 0 or R ′ = 0 can be easily deduced from it). By Theorem 2.6 the connected component of T λ is isomorphic to the crystal of a simple L g-module.
In particular it contains T 1 , T 2 , T 3 . Let B (resp. B ′ ) be the union of the component of T 1 , T 2 (resp. the component of 1,5 does not change the action of the crystal operators here, and so B 3 is also isomorphic to this crystal.
For B we write explicitly the bijection by using the three cases as above. To do it we also use the dual tableaux realization of B L (µ) for µ = µ 1ω1 + µ 2ω2 .
Let Λ L = {(i, 2)|µ 1 < i ≤ µ 1 + µ 2 } ∪ {(i, j)|1 ≤ i ≤ µ 1 , 1 ≤ j ≤ 2}. B L (µ) is isomorphic [22] to the crystal of tableaux (T i,j ) (i,j)∈Λ L with coefficients in {1, 2, 2, 1} which are semi-standard as above. The tableaux T = T l ǫ (a, b, c, d) is characterized by a, b, c, d and ǫ ∈ {0, 1} such that in the second part of the tableaux respectively by (1), (2), (), (2), (1) . In general, it cannot be done in the obvious way as other term may appear as (1, 2), (2, 1) and so we have to do the following case by case description.
Tableaux (C). T ± (a, b, c, d) ∈ B ⇔ a ≡ ǫ [2] . Let β ≥ R + 1. We set :
T 0 (α, β, γ, δ) ∈ B L 1 → T 1 (2α − 1, β + R, 1 + R + γ, 1 + R + δ), T 0 (α, β, γ, δ) ∈ B L 2 → T 0 (2α, β + R, R + γ, R + δ). Tableaux (B). T ± (a, b, c, d) ∈ B ⇔ a ≡ ǫ [2] . Let β ≤ R < γ. We set T ǫ (α, β, γ, δ) ∈ B L 1 → T 1 (2α − 1, 2β − 1 − ǫ, 1 + R + γ, 1 + R + δ), T ǫ (α, β, γ, δ) ∈ B L 2 → T 0 (2α, 2β − ǫ, R + γ, R + δ). Tableaux (A). T 0 (a, b, c, d) ∈ B ⇔ c ≡ a + 1 [2] . Let γ ≤ R. We set :
T ǫ (α, β, γ, δ) ∈ B Remark 6.9. In the course of the proof we have found the following Langlands duality branching rules for irreducible representations of (B 2 , 2, 1): (λ 1 , λ 2 > 0)
6.6. A proposed deformation process. Suppose that r = 2. We have proved the statement of Conjecture 6.4 for rank 2, but we cannot use Theorem 6.5 directly for general rank. For example, for type B 3 ,B(λ) is a normal crystal for L g {1,2} and L g {1,3} . We use the rank 2 to deform the 3-arrows so that we get L g {2,3} . But then we may not preserve the L g {1,3} -crystal structure. We propose a conjectural inductive process to redefine the crystal operators ofB(λ) so that we get a normal crystal. Suppose that we know the result for rank lower than n − 1 for an n ≥ 3. Let I = I 1 ⊔ I 2 where I k = {i ∈ I|r i = k}. We assume |I 2 | ≥ 2 (the case |I 1 | ≥ 2 can be treated in a symmetric way by Proposition 6.8). We use the notation I 2 = {1, · · · , i 0 } and I 1 = {i 0 + 1, · · · , n} so that C i 0 ,i 0 +1 = −1. Let I 2 = I 2 − {i 0 }, I 1 = I 1 ∪ {i 0 }.
Let λ ∈ P ′ and fix a class P ′′ = µ + Q ′′ ⊂ λ + Q mod Q ′ . Then B = {u ∈ B(λ)|wt(u) ∈ P ′′ } is a union of connected component ofB(λ) as the weight of the vectors in a connected component are in the same class. For µ 1 , µ 2 ∈ P ′′ , we have µ 1 − µ 2 = i∈I n i α L i where n i ∈ Z and the α L i are the simple roots of L g. We put N (µ 1 , µ 2 ) = i∈I n i . Let µ ′ ∈ {wt(u)|u ∈ B} such that N (µ, µ ′ ) is maximal. It is well defined, that is to say independent of the choice of µ, as for µ 1 , µ 2 , µ 3 ∈ P ′′ we have N (µ 1 , µ 2 ) + N (µ 2 , µ 3 ) = N (µ 1 , µ 3 ). We set N (µ 1 ) = N (µ ′ , µ 1 ). For N ≥ 0, let W N = {u ∈ B|N (wt(u)) = N }.
For C a (normal) L g crystal, by truncated (normal) crystal of C we mean for a certain N ∈ Z the set {u ∈ C|N (wt(u)) ≥ N } with the maps wt L , e L i , ǫ i , φ i restricted to it and the map f L i restricted to {u ∈ C|N (wt(u)) ≥ N − 1}. To start we set all (
. We say that the process does not fail if (
is a normal truncated crystal. For N = 0 we do not change the maps. Let N ≥ 0. Let i ∈ I 1 and u ∈ W N −1 such that 
and (f L i ) ′ (u) is well-defined (independent on j ∈ I 2 ). (e L i ) ′ (y) is now defined for y ∈ W N such that j∈I 2 ǫ L j (u) > 0. Let µ ∈ P ′ and U ± = {y ∈ (W N ) µ | ± j∈I 2 ǫ L j (y) ≤ ±1/2}. We redefine (e L i ) ′ on U + by induction on i ≥ i 0 . Let u ∈ B i = {u ∈ (W N ) µ+α i |φ L i (u) > 0 , u / ∈ (e L i ) ′ (U − )}. As |I 1 | < n we have :
for a given (a j ) j∈I 1 . So we can define (f L i ) ′ (u) for u ∈ B i such that i 0 ≤j≤i−1 ǫ j (v) = 0. We get (f L i ) ′ : B i 0 → U + injection. Moreover conjecturally for i = i 0 , we can choose (f L i 0 ) ′ compatible with the φ L i , i ∈ I 2 (in other words, there is "enough dimension" in weight spaces to do it) and then we can redefine (f L i 0 ) ′ on U + so that the structure of L g I 2 -crystal is not modified.
If the conjectural point is satisfied, the process never fails, and the new crystal is normal for any L g J where |J| ≤ 2. Then we can conclude with Theorem 6.5.
