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1 はじめに
企業の格付は格付会社が信用力をある一定の基準に基づき判断して、決定されている。その用途
は、金融機関では融資を実行するか否かの判断の要素として用いられるほか、貸付金の利率の決定
等にも用いられる。格付はＡ、Ｂ、Ｃ等の記号によって表現され、格付会社のアナリストが経営陣
とのミーティング、財務分析、業界分析等を行い、金融商品または企業・政府等の信用力をある一
定の基準に基づいて評価し決定している。つまり、格付は公開されている財務情報だけではなく、
非公開の情報を含んでいると考えられる。一方、その分析方法及び評価方法は非公開であり、格付
機関のアナリストの主観も入り得るため、企業に対する格付けが各格付企業によって異なることも
ある [2]。
このような、不明確な情報を含むモデルは判別分析やロジスティック回帰分析を適用して構築す
ることが考えられる。しかし、モデルを構築するにあたり目的変数と説明変数の間の関係式を仮定
する必要があるが、不明確な情報を含むがゆえ、定式化することが難しい。このような条件下にお
いて、ニューラルネットワークやサポートベクターマシン等の学習の仕組みを含むモデルを適用し
た研究も行われている。田辺、栗田、西田、鈴木 [1]では、1,213社の企業を対象に 11年間のデー
タを用いて、サポートベクターマシンを用いた格付モデルの有効性を検証しており、86％の正解
率となることを示した。また、田中、中川 [3]では、説明変数の取り方を定式化し、サポートベク
ターマシンの背景にある凸２次計画問題を 1次形式として表現し、解を近似している。
しかしながら、田中、中川 [3]における説明変数の選択方法には自由度が多く、条件を付与し定
型的なの係数の選択方法を行った。また、田辺、栗田、西田、鈴木 [1]及び田中、中川 [3]では民事
再生や会社更生法の手続きを実施した企業に関しては分析していないため、この選択方法を用いた
説明変数にて倒産企業に対する予測モデルを構築し有効性の検証を行う。
当稿の構成は以下の通りである。まず、2 節ではロジスティック回帰分析及びサポートベクター
マシンについて説明し、4 節で数値実験における準備及び結果を説明する。5 節では数値実験の詳
細と結果を述べ、今後の研究について期待されることを述べる。
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2 格付判別モデル
以下では企業数を H とし、J 段階の格付けがなされているものとする。信用力は 1 が最も高
く、J が最も低い。また、各企業は K 種類の財務データ xi(i = 1;    ;K) で特徴付けられて
いるものとし、格付け j 2 f1; :::; Jg に含まれる企業の集合を Mj と表すことにする。つまり、
f1; :::; Hg =M1 [M2 [ ::: [MJ かつ、Mk \Ml = ;(k 6= l)とする 。
2.1 ロジットモデルによる格付判別モデル
信用スコアを表現するパラメータである係数ベクトルを ai = (ai;1; :::; ai;K)T 2 Rとし、判別に
用いる閾値を  = (1; :::; J 1) 2 RJ 1、i 1  i; i 2 f1; :::; J   1g、hがMj に属するか否か
を判別するための信用スコアを Ri(xh) = taixh とする。このパラメータ ai;  を推定するために
最尤推定法を用いる。
まず、企業 hが格付 j 以下に判別する確率 Pj は
Pj  pj(xh) = 1
1 + exp( (taixh + i)) ; i 2 f1; :::; J   1g; j 2 f1; ::::; Jg
で与えられる。
これを用いて、尤度関数 L(ai;  ji;j)は、ph;j  pj(xh)とおくと、
L(ai;  ji;j) =
HY
h=1
JY
j=1
p
h;j
h;j 　
のように与えられる。
なお、h;j はクロネッカーの  を表し、企業 hが格付けMj に属する場合は 1、属さない場合は
0を表す。上記を用いて、対数尤度関数 logL(ai;  ji;j)を最大化したものをロジットモデルと呼
ぶ。つまり
max　 log L(ai;  ji;j) =
HX
h=1
JX
j=1
h;j log(ph;j) (1)
s:t: ai;  ; i 2 f1; :::; J   1g (2)
J 個の格付に分類するために逐次ロジットモデルを使用する。逐次ロジットモデルは二項ロジッ
トを繰り返し用いるモデルである。具体的には、まず全企業に対して二項ロジットモデルを用い
R1(x
h)の係数パラメータ a1 と判別閾値 1 を推定し、M1 に属するか判別する。次にM1 に属さ
ないと判別した企業に対して再び二項ロジットモデルを用いて R2(xh)の係数パラメータ a2 と判
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別閾値 2 を推定し、M2 に属するか否かを判別する。この手順を一般化したものが以下である。
phj =
8>>>>>><>>>>>>:
P1; if j = 1
(
j 1Y
m=1
(1  Pm))Pj ; if j = 2; :::; J   1
j 1Y
m=1
(1  Pm); if j = J
2.2 サポートベクターマシンによる格付判別モデル
企業 h の格付 j 2 f1; :::; Jg に対して、格付けが j 以下か j より大きいかに注目し、集合
M jU = [ip=1Mp を以下のように定義する。(
a1x
h
1 +・・・+ akxhk + b  0 ⇒ h 2M jU
a1x
h
1 +・・・+ akxhk + b < 0 ⇒ h =2M jU　 (M jL)
この時 a1x1 +・・・+ akxh + b = 0を満たす集合を超平面と呼ぶ。次に、企業 hに対する信用ス
コア Rj(xh)を定義する。
Rj(x
h) = a1x
h
1 +・・・+ akxhk + b
これより、h 2 f1; 2; :::; Hgに対して
yh =
8>>>>>><>>>>>>:
1 h 2M jU
1 h 2M jU
 1 h =2M jU
とすると、正しくモデルが判断できているかは以下のように表現できる。(
yh(a1x
h
1 +・・・+ akxhk + b)  0 ⇒正しい判断
yh(a1x
h
1 +・・・+ akxhk + b) < 0 ⇒誤った判断
正しく判別できているかは yh の取り方より、以下とできる。
yh(a1x
h
1 +・・・+ akxhk + b)  1; k = 1; :::; H
全ての点が正しい判断ができるとき、線形分離可能と呼ぶ。
さらに、各企業を表す点 xh と超平面の距離は以下のように表現できる。ただし、< ;  >は内
積を表す。
yh(a1x
h
1 +・・・+ akxhk + b)p
a21 +・・・+ a2k
=
yh(< a
T
j ;x
h > +b)
jaj j2
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特に、各企業のうち超平面との距離が最小となる点 iに対して、超平面との距離が最大となるよ
う aj ; bを求めたものをハードマージンサポートベクターマシンと呼ぶ。
max
aj ;b
fmin
h
fyh(< aj ;x
h > +b)
jaj j2 g : yh(< aj ;x
h > +b)  1; h = 1; :::;Hg
これは、以下の凸二次計画問題に書き下せる。
min　jaj j2
s:t:　ajxh + b  1; h 2M jU
ajx
h + b   1; h =2M jU
一方、財務情報による格付が常に線型分離可能であるとは限らない。正しく判別できない企業
が含まれるデータを取り扱う前提でのモデル上の工夫が必要となる。そのため、スラック変数
h 2 R; h 2 f1; :::; Hgを導入し、C(> 0)をペナルティパラメータとおく。以下をソフトマージン
サポートベクターマシンと呼ぶ。
min　1
2
jaj j2 + C
HX
h=1
h
s:t:　ajxh + b+ h  1; h 2M jU
ajx
h + b  h   1; h =2M jU
h  0; h 2 f1; :::;Hg
このような二次計画問題に対しては双対問題を考えることが自然である。; 2 RH を双対変
数とし h 2 ; h 2  とおくと、ラグランジュ関数 L(a; b;;)は
L(a; b;;) =
1
2
jaj j2 + C
HX
h=1
h1  
HX
h=1
h(yh(< aj ;x
h > +b)  1 + h) 
HX
h=1
hh (3)
となる。そのＫＫＴ条件（Karush-Kuhn-Tucker条件）は以下のように書き下せる。
rL(a; b;;) =   1
2
HX
h=1
hyhxh = 0 (4)
rbL(a; b;;) =
HX
h=1
hyh = 0 (5)
rhL(a; b;;) = C   h   h = 0 (6)
yh(< aj ;x
h > +b)  1 + h)  0 (7)
h(yh(< aj ;x
h > +b)  1 + h) = 0 (8)
hh = 0 (9)
h  0; ah  0; h  0 (10)
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ただし、式 (6)から各式 (10)は h 2 f1;    ;Hgに対して成立する。これにより、双対問題は
max　  1
2
HX
h
HX
i
hiyhyi < x
h;xi > +
HX
h=1
h (11)
s:t:　　 0  h  C; h = 1;    ;H (12)
となる。
式 (11)の内積表現に着目しカーネル法を適用することで、説明変数を高次元に写像し超平面に
より線形分離できることが知られている [6]。これをカーネルトリックと呼ぶ。以下は、2つの説明
変数 x1; x2 によって表される信用スコアを格付 A、Bによって分類されている場合に 3次元に埋
め込むことで線形分離を可能とする例である。
カーネル法の適用により、式 (11)は写像 と内積表記K(; )（カーネル関数と呼ぶ）を用いて
以下のように書き下せる。
max　  1
2
HX
h
HX
i
hiyhyiK((x
h); (xi)) +
HX
h=1
h
s:t:　　 0  h  C; h = 1;    ;H
ただし、カーネル関数は以下の定理を満たす必要がある [7]。
定理 2.1（Mercerの定理） X を RN のコンパクトな部分集合、K : X X ! Rを連続かつ対称
(K(x;y) = K(y;x)な関数とする。この時、L2 を二乗可積分な集合とし 8f 2 L2(X)に対して、
積分差要素 TK : L2 ! L2
(TKf))(_) =
Z
X
K(_;xf(x)dx
が正であると仮定する。すなわち、Z
XX
K(x;z)f(x)f(z)dxdz  0
と仮定する。すると、K(x;z)は、「jhjL2 = 1と正規化した TK の固有関数 j 2 L2(X)」と「関
連する正の固有値 j  0」を用いて、X X 上における
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K(x; z) =
1X
h=1
hh(x)h(z)
という一様収束級数に展開できる。
上記を満たす関数としてよく知られている関数を以下にあげる。ただし、P () は正の係数を持
つ多項式、A 2 R; B 2 Rとする。
K(x;z) = (txz +A)B (13)
K(x; z) = exp( Ajx  zj2) (14)
K(x; z) = exp( Ajx  zj) (15)
式 (13)は多項式カーネルと呼ばれる。A;B により多項式カーネルの特徴空間の次元を決定する
ことが可能である。これを拡張したのものが式 (14)であり、ガウシアンカーネルと呼ばれる。当
稿では式 (14)を用いたサポートベクターマシンによる格付の分類を行う。カーネル法は高次元へ
写像して線形分離を行うことを背景としていたが、式 (14)は式 (13)の無限次元の拡張とみなすこ
とができるためである。
3 倒産予測モデル
民事再生及び破産手続を実施した企業を分類するため、民事再生及び破産手続を実施した際の格
付を定義し、サポートベクターマシンにて正常企業と民事再生及び破産手続を実施した企業を分類
する。まず、格付会社の格付に関わらず民事再生及び破産手続を行う直前の格付を D とする。こ
のとき、次年度に民事再生及び破産手続を行った企業に対して、当モデルにより正当な判断を予測
できるか数値実験を行う。
次に、民事再生及び破産手続を行う n年度前に遡り民事再生及び破産手続を行う直前の格付まで
を全て Dの格付として、同様の数値実験を行う。
4 数値実験
4.1 利用するデータ
数値実験を行うためには企業の財務情報及び格付のデータが必要となる。
財務情報については Financial Quest 2.0 より 2015 年 12 月時点における 2010 年度から 2014
年度のデータを取得した。対象の企業は上場している正常企業 354 社に加え、2011 年から 2015
年までに民事再生及び破産手続きを行った 16 社を対象とする。Financial Quest 2.0 にて欠損し
ていた財務情報や民事再生及び破産手続きを行った企業の財務情報は「株主プロ」[5]より企業の
有価証券報告書を参照し取得した。説明変数となる財務指標は検証に際して取得可能であった 354
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社の (K =)50の項目を採用している。ただし、過去の財務情報は欠損等があったため、250社程
度に絞った。
また、格付情報については東証信用録 [8]より対象企業の 2010年～2014年度の格付を取得した。
東証信用録では格付をＡ、Ｂ、Ｃの三段階で行っており、各格付の定義は以下の通りである。
Ａ：営業現況は活発で、業暦も長く基礎地盤が安定している、あるいは、業暦は浅いが有力
企業の系列下にあり、純資産に富み、自己資産豊富で経営成績、財政状態ともに良好、景気
変動に対しても抵抗力のあり、長期安全性、発展的要素を持つ企業。
Ｂ：経営管理面、営業現況、経営正式および財政状態などが完全とはいえず、体質改善の余
地はあるものの、他の要因をもって補うことができ、短期的安全性については一応懸念がな
い企業。
Ｃ：経営管理面、営業現況、経営成績、資金面あるいは財政状態などに相応の課題は残すも
のの、現状維持程度には支障なく、短期的取引については、業況の推移に留意しながら一応
可能な企業。
上記に加え、3 節の格付をＤを追加している。使用した年度ごとの格付数は以下の通りである。
逐次ロジットによる判別では格付 B及び C、Dに十分なデータが取得できなかったため、以下
では逐次ロジットモデルを採用せずロジットモデルによる判別を行うものとする。
4.2 説明変数の決定方法
説明変数の決定方法については、田中、中川 [3]で用いられた条件式を基本とする。具体的には、
まず、モデルで任意に選択する説明変数の数を S( K)、0,1整数変数 zk 2 f0; 1g; k 2 f1; :::;Kg、
回帰係数の下限及び上限を表す任意の数を zk ; zk とし、以下の式を満たすとする。
zk  k  zk for k 2 f1; :::;Kg;
KX
k=1
zk = S (16)
当条件を満たし、信用スコアに対して似た影響度を持つ指標が複数あればその中で一つだけを選
択する条件も含める。具体的には、事前に計算した二つの指標の相関係数（絶対値換算）が、任意
に設定した許容値以上であれば、いずれか一つしか選択しないとする。つまり、説明変数 l; nの相
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関係数を Corln、任意に設定した相関係数の許容値 とし、以下を満たすようにとる。
zl + zn  1; if jCorlnj  ; l 6= n (17)
上記が田中、中川 [3]で用いた変数選択方法である。当選択方法は固定した S または (zk ; zk)
に対して複数の変数のとり方があることがわかる。例として S = 3の場合を説明する。この時の
説明変数を xk(k = 1; 2; 3)とおく。ある に対して jCorlnj  ; l 6= n; 1  l; n  3が成立すると
する。式 (17)を満たすためには、x1; x2; x3 のいずれかのみ選択するか、全ての変数を選択しない
かの 4通りの選択方法となる。
そこで本稿では許容値が増えるに従い、選択する説明変数が広義に単調に増えるように取るこ
とを提案する。これは説明変数が増えるに従い、モデルとしての説明力が上がることが自然であ
るとしたものである。つまり、説明変数の種類が増えるに従い、ロジットモデルの対数尤度関数
logL(ai;  ji;j) の最大値が増加することを意味する。固定して具体的な手順を以下に記載する。
ただし、各説明変数間の相関係数を絶対値換算し、昇順に Cor1; Cor2;    とおく。
Step1
Cork とは無関係に、個々の説明変数のみで信用スコアを表現した場合の対数尤度の最大値
を算出し、対数尤度の昇順に各説明変数 x1; x2;    とおく。説明変数ごとに算出した尤度を
信用スコアに対する寄与度と考え、説明変数の対数尤度に対し Step2以降を実施する。
Step2
説明変数 xk(k  1)に対して各説明変数の相関係数 xl(l > k)が jCorklj  を満たすか判
断する。jCorklj  である場合、xk を選択し、該当の説明変数は選択しないものとする。
また、jCorklj < を満たす説明変数 xl1 ; xl2 :::については xk を選択し、説明変数 xl1 ; xl2 :::
に対しては Step3を実施して、選択／非選択を判断する。
Step3
xlm ; xln(m 6= n)に対して、jCorlmln j < を満たす場合、xlm ; xln を選択する。jCorlmln j 
の場合、Step4を実施する。
Step4
xlm ; xln に対して jCorkln j < jCorklm jを満たす場合、xn を選択し、xm を選択しない。た
だし、xk 1 にて、xm が選択されていた場合は xn を選択せず、xm を選択した状態とする。
また、jCorkln j  jCorklm jを満たす場合、xm を選択し、xn を選択しない。同様に、xk 1
にて、xn が選択されていた場合は xm を選択せず、xn を選択した状態とする。
Step5
Step4までに選択した説明変数で最尤推定法もしくはサポートベクターマシンにより判別を
行う。同様にして、次の許容値 (= Cork(k  3))に対して、Cork 1 にて決定した説明変数
の係数を初期値として Step1から Step5を繰り返し行う。
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4.3 説明変数の選択方法に関する比較実験
前節に関する方法を適用した場合と、適用しない場合で比較実験を行った。まず、前節の方法を
適用した場合（方法 A）を説明し、最後に適用しない場合との比較を行う。最尤推定法については
藤澤、後藤、安井 [9]を参考とし、Excel2010にて行っている。
4.3.1 Step1の手順
Step1に従い、相関係数の絶対値換算が最小の値から始める。説明変数ごとに算出した対数尤度
を以下に示す。格付 Aの最大の尤度は図 1より財務レバレッジであり、格付 Bでは売上高利払後
事業利益率であることがわかる。各格付において、該当の項目を x1 とする。
4.3.2 Step2の手順
式 (17)により が 0に近ければ選択される説明変数が少なく、1に近ければ選択される説明変
数が多くなることに留意する。k = 1の場合は式 (17)により、x1 以外のどの説明変数も選択され
ることはない。以下では格付 Aにおける例で説明する。
まず、絶対値が最小の Cor1 = 0:000217について説明する。x1 の次に尤度が大きい説明変数 1
株当り配当金 (= x2)との相関係数を確認する。jC1;2j = j   0:10037j  Cor1 により、x1 が説明
変数として選択され x2 は選択しない。同様に他の説明変数も選択されないことになる。
次に、許容値 Cork =  0:10037(= Cor1;2)の時を考える。財務レバレッジと財務比率の相関係
数 C1;3 = 0:526239より C1;3 > Cork を満たす。この時、x1 の変数は選択するものとし、x3 につ
ては Step3以降で選択を決定する。このとき、x1 との関係で同様の関係を満たす説明変数を xlmln
とする。Step3では lm = 3; ln = 4(Cor1;4 =  0:26281)として説明する。
4.3.3 Step3の手順
x3; x4 に対して、jCor3;4j = j   0:14447j  jCorkjを満たすことから Step4で選択を決定する。
4.3.4 Step4の手順
x3; x4 に対して、jCor1;3j > jCor1;4j より x4 を選択し、x3 は選択しない状態とする。同様の
操作を絶対値換算で相関係数の昇順に他の変数にも繰り返す。全ての変数に対して完了した場合、
Step5を実施する。
4.3.5 Step5の手順
Cork の次に大きい相関係数に対して Step1から Step4を行う。
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図 1 格付 Aの判別における各説明変数ごとの対数尤度
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4.4 尤度順の説明変数選択有無による尤度及び正当率の比較
尤度順に説明変数を選択した場合と無関係な選択による尤度及び正当率を 2014年度のデータに
て比較した。
尤度に関係ない場合、選択する説明変数によっては尤度に依存した選択方法よりも正当率が高い
場合がある。だが、その後、急激に落ち込む等の性質が見られるため、尤度順に変数を採用した方
がよいと判断する。
4.5 最大尤度の探索方法に関する尤度及び正当率の比較
Step5では算出した説明変数の係数を元に、次の許容値の係数を求めた。これは、変数が増加す
るに従い最尤推定法における最適値の解が極値になり最適解とならない可能性があるためである。
もちろん 4.2による手順で最大の尤度を求めている保証はない。
以下は許容値 ごとに対数尤度及び正当率を比較した結果である。
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算出した説明変数の係数を利用せずに算出した場合の対数尤度は減少している部分もあることが
分かる。正当率に対しては、ほぼ前回の説明変数を利用した方が正当率が安定的であることが分か
る。以上より許容値と説明変数との関係性や一定の正当率に対する説明のしやすさを鑑み、倒産モ
デルでは説明変数の選択方法を前回の説明変数を利用する方法とする。
4.6 最尤推定法とサポートベクターマシンとの比較
格付 A、Bにて最尤推定法で用いたデータをもとにサポートベクターマシンとの正当率に関する
比較を行った。サポートベクターマシンは全てのデータに対して正当しており、当データでは十分
な予測性能といえる。
4.7 倒産予測モデルによる比較
n年前から民事再生及び破産手続きを行った企業を Dと格付し、翌年の企業が倒産するかを判
断し正当率を見る。モデルをMn と置く。まず、n = 1とし 2012年度の情報から構築したモデル
を 2013年度の財務情報に当てはめ 2013年を判別する。n = 2では 2010年、2011年の財務情報
も含めて 2013年を判別する。同様に n = 3では 2010年～2012年の倒産情報から判別する。この
ようにロジットモデルで判別した結果を以下に示す。
説明変数が 9個程度のときに正当率が下がっているが、これは売上高減価償却費率によるもので
あり、様々な業界に属する企業を一度に判別したためと考えられる。特筆すべき事項は、説明変数
が 8個以下の時は倒産企業を当てているか、もしくは将来倒産する企業に対して、正当していたこ
とである。
最後にサポートベクターマシンによる判別結果だが、ロジットモデルで変化があった説明変数が
12個周辺について実施した。結果としては、倒産企業 1社以外は全て整合した結果となった。
13
5 まとめ
本稿では、最尤推定法もしくはサポートベクターマシンを用いた企業格付を行うに際して変数選
択を新たに提案し、さらに過去の情報を用いたサポートベクターマシンによる倒産予測について
行った。変数選択については田中、中川 [3]の条件よりも、許容値と説明変数の関係に言及できて
いることが確認できた。また、過去の倒産情報を用いたサポートベクターマシンの倒産予測につい
ても予測性能があることが実験できた。
しかし、変数選択においては最適な解を求めている保証はなく、また倒産予測モデルでは倒産企
業のデータ数が十分あるとはいえない。変数選択では最適な解を求められずともダイクストラ法等
の近似解を求めるような手法も考えられる。このような手法は、説明変数を 50選択したことによ
り計算量が莫大となり大きなデータ量を扱うことができなかったことが起因している。更なる OR
の手法やプログラミングの手法や Cuda等の GPUを活かすことで大きなデータ量を扱うことが今
後の課題である。
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