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BAB III 
METODOLOGI PENELITIAN 
 
A. Jenis Penelitian 
Jenis penelitian ini adalah empiris. Menurut Indriantoro & Supomo (2013:29) 
penelitian empiris (empirical research) adalah penelitian mengenai fakta empiris 
yang diperoleh dari pengalaman atau pengamatan. 
 
B. Populasi dan Sampel 
Populasi dalam penelitian ini adalah perusahaan termasuk dalam Jakarta 
Islamic Index (JII) tahun 2012 hingga 2014. Teknik pengambilan sampel dalam 
penelitian ini adalah purposive sampling menggunakan pendekatan  judgment 
sampling dengan kriteria sebagai berikut: 
1. Perusahaan yang tergabung dalam Jakarta Islamic Index (JII) yang 
menerbitkan obligasi selama periode pengamatan (2012-2014).  
2. Obligasi yang dikeluarkan perusahaan telah diperingkat oleh PT 
PEFINDO 
3. Perusahaan mencantumkan peringkat obligasi yang dikeluarkan oleh PT 
PEFINDO pada laporan keuangannya. 
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C. Definisi Operasional dan Pengukuran Variabel 
1. Variabel dependen atau variabel terikat 
Variabel dependen dalam penelitian ini adalah peringkat obligasi yang diukur 
menggunakan skala ordinal yakni dengan memberikan nilai untuk masing-masing 
peringkat obligasi perusahaan sesuai dengan peringkat yang dikeluarkan oleh PT 
PEFINDO secara berurutan (Arifin et al., 2011). Tabel berikut ini menunjukkan 
nilai pada tiap-tiap kategori peringkat obligasi : 
Tabel 2  
Tabel Kategori Peringkat Obligasi 
Nilai Peringkat Peringkat Obligasi 
20 
AAA+ 
19 
AAA 
18 
AAA- 
17 
AA+ 
16 
AA 
15 
AA- 
14 
A+ 
 13 
A 
12 
A- 
11 
BBB+ 
10 
BBB 
9 
BBB- 
8 
BB+ 
7 
BB 
6 
BB- 
5 
B+ 
4 
B 
3 
B- 
31 
 
 
 
2 
C 
1 
D 
(sumber : Arifin et al.,(2011)) 
 
2. Variabel independen atau variabel bebas 
a. Faktor akuntansi 
1. Likuiditas 
Pada penelitian ini likuiditas diukur menggunakan rasio lancar (current 
ratio) dengan membandingkan aset lancar dan kewajiban lancar. Berikut 
adalah rumus untuk menghitung likuiditas: 
Current ratio = 
             
                 
 
2. Profitabilitas 
Pada penelitian ini profitabilitas diukur menggunakan rasio Return On 
Assets (ROA) dengan mebandingkan antara laba bersih dengan total aset. 
Berikut adalah rumus untuk menghitung profitabilitas: 
Return on Assets = 
           
          
 
 
b. Faktor non-akuntansi 
1. Umur obligasi (maturity) 
Umur obligasi (maturity) dalam penelitian ini diukur menggunakan 
dengan variabel dummy, yakni dengan memberikan nilai 1 jika umur 
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obligasi kurang dari 5 tahun, dan bernilai 0 jika umur obligasi lebih dari 5 
tahun.  
 
2. Reputasi auditor 
Reputasi auditor dalam penelitian ini diukur menggunakan variabel 
dummy, yakni dengan memberikan skor 1 jika laporan keuangan diaudit 
oleh KAP yang termasuk  Big 4 dan skor 0 jika laporan keuangan diaudit 
oleh KAP yang tidak termasuk Big 4. Berikut ini adalah KAP yang 
termasuk dalam Big 4 beserta afiliasinya yang terdapat di Indonesia : 
a. KAP Purwantono, Suherman & Surja afiliasi dari Ernst & Young 
b. KAP Tabudiredja, Wibisana & Rekan afiliasi dari  PWC 
(PricewaterhouseCoopers) 
c. KAP Osman Bing Satrio & Eny afiliasi dari Deloitte Touche Tohmatsu 
d. KAP Siddharta & Widjaja afiliasi dari KPMG International 
 
D. Jenis dan Sumber Data 
Penelitian ini menggunakan data sekunder berupa laporan keuangan 
perusahaan yang termasuk dalam JII. Selain itu, penelitian ini juga menggunakan 
data sekunder berupa peringkat obligasi yang dirilis oleh PT PEFINDO. 
 
E. Metode Pengumpulan Data 
Metode pengumpulan data pada penelitian ini adalah dokumentasi, yaitu 
dengan cara mengunduh dan menganalisa laporan keuangan perusahaan yang 
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termasuk dalam JII beserta dengan peringkat obligasi yang dikeluarkan oleh PT 
PEFINDO. Data sekunder berupa laporan keuangan dan peringkat obligasi 
diunduh melalui situs resmi BEI dan PT PEFINDO yakni www.idx.co.id  dan 
www. pefindo.com. 
 
F. Tahapan atau Teknik Analisis Data 
1. Menghitung likuiditas perusahaan dari tahun 2012 hingga 2014 dengan 
menggunakan rumus : 
Current ratio = 
             
                 
 
2. Menghitung profitabilitas perusahaan dari tahun 2012 hingga tahun 2014 
dengan menggunakan rumus : 
Return on Assets = 
           
          
 
3. Mengidentifikasi umur obligasi (maturity) perusahaan dari tahun 2012 hingga 
2014 dengan menggunakan variabel dummy, jika umur obligasi kurang dari 5 
tahun akan diberi nilai 1. Sedangkan untuk umur obligasi lebih dari 5 tahun 
akan diberi nilai 0. 
4. Mengidentifikasi reputasi auditor dari tahun 2012 hingga 2014 dengan 
menggunakan variabel dummy , jika laporan keuangan perusahaan diaudit 
oleh KAP Big 4 maka diberi nilai 1, jika laporan keuangan perusahaan diaudit 
oleh KAP non Big 4 maka diberi nilai 0. 
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5. Mengidentifikasi peringkat obligasi dari tahun 2012 hingga 2014 dan  
memberi skor pada peringkat obligasi. Skor untuk peringkat obligasi sesuai 
dengan Tabel 2. 
 
6. Statistik Deskriptif 
Menurut Indriantoro dan Supomo (2013:170) pada umumnya statistik 
deskriptif digunakan peneliti untuk memberikan informasi tentang karakteristik 
variabel yang digunakan dalam penelitian data demografi responden (jika ada). 
Menurut Ghozali (2011:19) statistik deskriptif dapat memberikan deskripsi suatu 
data melalui nilai rata-rata mean, standar deviasi, variance, maksimum, minimum, 
sum, range, kurtosis, dan skewness (kemencengan distribusi). 
7. Uji Asumsi Klasik 
Sebelum melakukan uji regresi dan uji hipotesis terlebih dahulu harus 
dilakukan uji asumsi klasik yang terdiri dari: 
a. Uji Normalitas 
Menurut Ghozali (2011:160) uji ini bertujuan menguji apakah dalam 
model regresi variabel penganggu atau residual memiliki distribusi normal. 
Pada umumnya, uji t dan uji F mengasumsikan bahwa nilai residual 
mengikuti distribusi normal. Terdapat dua cara untuk mengetahui residual 
terdistribusi normal atau tidak yakni dengan analisis grafik dan analisis 
statistik. Untuk melihat normalitas data, penelitian ini menggunakan analisis 
statistik yakni dengan melakukan uji statistik non-parametrik Kolmogorov-
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Smirnov (K-S). Uji K-S dapat dilakukan dengan pengujian dua arah (two 
tailed test) yakni membandingkan p-value dengan tingkat signifikansi 
(α=0,05). Jika  p-value > α=0,05 maka data terdistribusi normal. 
 
b. Uji Autokorelasi 
Menurut Ghozali (2011:110-111) uji autokorelasi bertujuan untuk menguji 
ada tidaknya korelasi antara periode t dengan periode t-1 (periode 
sebelumnya) di dalam model regresi linier. Jika terdapat korelasi maka 
ganngguan tersebut dinamakan problem autokorelasi. Gangguan autokorelasi 
sering ditemukan pada data time series. Model regresi yang baik adalah 
regresi yang bebas dari gangguan autokorelasi. Cara yang digunakan untuk 
mendeteksi gangguan autokorelasi adalah dengan uji Durbin – Watson (DW 
test). Uji ini digunakan untuk Autokorelasi tingkat satu (first order 
autocorrelation) dan mensyaratkan adanya intercept (konstanta) pada model 
regresi dan di antara variabel independen tidak terdapat variabel. Hipotesis 
yang akan diuji adalah : H0  : tidak ada autokorelasi (r = 0) 
     HA : ada autokorelasi (r ≠ 0) 
Pengambilan keputusan ada tidaknya autokorelasi adalah sebagai berikut: 
Tabel 3 
Tabel Pengambilan Keputusan Autokorelasi 
Hipotesis Nol Keputusan Jika 
Tidak ada autokorelasi + Tolak 
0 < d < dl 
Tidak ada autokorelasi + No desicicon 
dl ≤ d ≤ du 
Tidak ada korelasi - Tolak 
4 – dl < d < 4 
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Tidak ada korelasi - No desicicon 
4 – du ≤ d ≤ 4 – dl 
Tidak ada autokorelasi + atau -  Tidak ditolak 
du < d < 4 - du 
(sumber :Ghozali (2011:111)) 
c. Uji Multikoloniearitas 
Menurut Ghozali (2011:105) pengujian ini dilakukan untuk menguji 
apakah model regresi ditemukan adanya korelasi antar variabel independen. 
Model regresi yang baik tidak mengalami korelasi di antara variabel 
independen. Variabel ortogonal merupakan variabel independen yang 
memiliki nilai korelasi dengan variabel independen lain sebesar nol. Jika 
variabel-variabel independen saling berkorelasi, maka variabel-variabel 
tersebut tidak ortogonal. Untuk menguji adanya multikolonieritas di dalam 
model regresi dalam penelitian ini menggunakan nilai tolerance dan variance 
inflation factor (VIF). Nilai tolerance dan VIF menunjukkan setiap variabel 
independen manakah yang dijelaskan independen lainnya. Batasan untuk 
menentukan ada tidaknya multikolonieritas adalah nilai tolerance ≤ 0,10 atau 
sama dengan nilai VIF ≥ 10. 
d. Uji Heteroskedasitas 
Menurut Ghozali (2011:139) uji ini bertujuan untuk mengetahui apakah 
dalam model regresi terjadi ketidaksamaan variance dari residual satu 
pengamatan ke pengamatan lainnya. Jika variance dari residual satu 
pengamatan ke pengamatan lainnya tetap, maka disebut Homoskedastisitas. 
Sedangkan jika berbeda disebut Heteroskedasitas. Model regresi yang baik 
adalah yang tidak terjadi Heteroskedasitas. Dalam penelitian ini cara untuk 
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melihat masalah Heteroskedasitas adalah dengan melakukan uji glejster, uji 
ini mengusulkan untuk meregres nilai absolut residual terhadap variabel 
independen (Ghozali, 2011: 142). Uji ini melihat tingat signifikansi masing-
masing variabel independen, jika variabel independen signifikan secara 
statistik mempengaruhi variabel dependen, maka hal tersebut menandakan 
adanya heterokedastisitas. Apabila tingkat signifikansi masing-masing 
variabel independen di atas tingkat kepercayaan sebesar 5% (0,05) maka 
dapat disimpulkan bahwa tidak terdapat heterokedastisitas dalam model 
regresi. 
8. Uji Regresi Liniear Berganda 
Menurut Ghozali (2011:96) analisis regresi dilakukan untuk mengukur 
kekuatan hubungan antara dua variabel atau lebih dan menunjukkan arah 
hubungan antara variabel dependen dengan variabel independen. Diasumsikan 
variabel dependen memiliki distribusi probabilistik, sedangkan variabel 
independen diasumsikan memiliki nilai tetap. Estimasi variabel dependen dalam 
analisis regresi menggunakan teknik Ordinary Least Squares (pangkat kuadrat 
kecil biasa). Dalam model Ordinary Least Squares tersebut asumsi utama yang 
mendasari model regresi liniear klasik adalah sebagai berikut : 
a. Model regresi liniear, yang dimaksud liniear adalah seperti persamaan ini, 
Yi = b1 + b2 Xi + ui 
b. Diasumsikan nilai X tetap dalam sampel yang berulang 
c. Nilai rata-rata kesalahan sebesar 0 atau E(ui/Xi) = 0 
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d. Varian kesalahan sama untuk setiap periode (homoskedastisitas), Var 
(ui/Xi) = σ2. 
e. Tidak terdapat autokorelasi antar kesalahan, Cov (ui, uj/Xi,Xj) = 0. 
f. Jumlah observasi (n) lebih besar dari jumlah variabel bebas. 
g. Nilai X harus berbeda. 
h. Tidak terdapat bias atau kesalahan dalam model regresi. 
i. Tidak ada multikoloniearitas yang sempurna antar variabel bebas. 
Persamaan regresi liniear berganda untuk menguji hipotesis penelitian ini 
adalah sebagai berikut : 
RATING = β + β1CR + β2ROA + ϻ3D1Maturity + ϻ4D2RA+ e 
Keterangan: 
RATING  : peringkat obligasi 
β        : koefisien regresi 
CR : Current Ratio 
ROA : Return on Assets 
Maturity   : umur obligasi 
RA : Reputasi Auditor 
e        : error  
Langkah- langkah untuk menilai menguji model regresi penelitian ini adalah 
sebagai berikut : 
a. Menilai Goodness of Fit Suatu Model 
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Fungsi dari penilaian ini adalah untuk mengetahui ketepatan fungsi regresi 
sampel dalam menaksir nilai aktual. Penilaian Goodness of Fit dapat diukur dari 
nilai koefisien determinasi, nilai statistik F, dan nilai statistik t. Perhitungan 
statistik dikatakan signifikan secara statistik apabila nilai uji statistik berada di 
daerah kritis (daerah H0 ditolak), sedangkan apabila uji statistik berada di daerah 
dimana H0 diterima, maka perhitungan statistik tidak signifikan. Berikut ini 
tahapan untuk mengukur Goodness of Fit model regresi : 
1. Koefisien Determinasi (Adjusted R2) 
Koefisien Determinasi (R
2
) berfungsi untuk mengukur seberapa jauh 
kemampuan model regresi dalam menerangkan variasi model variabel 
dependen. Rentang nilai R
2 
adalah dari 0 hingga 1, apabila nilai R
2 
mendekati 
1 maka variabel-variabel independen memberikan hampir semua informasi 
yang dibutuhkan untuk memprediksi variasi variabel dependen. Apabila niali 
R
2 
mendekati 0 maka kemampuan variabel-variabel independen untuk 
menjelaskan variasi variabel dependen amat terbatas. 
Akan tetapi penggunaan koefisien determinasi dengan nilai R
2
 memiliki 
kelemahan yang mendasar yakni jumlah variabel independen yang 
dimasukkan ke dalam model regresi akan bias, karena setiap tambahan satu 
variabel independen akan meningkatkan R
2 
walaupun variabel independen 
tersebut berpengaruh secara signifikan terhadap variabel dependen. Oleh 
karena itu, banyak peneliti yang lebih mengajurkan penggunaan Adjusted R
2 
daripada R
2 
karena nilai Adjusted R
2 
dapat naik atau turun apabila satu 
variabel independen ditambahkan ke dalam model regresi. Jika nilai Adjusted 
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R
2 
menghasilkan nilai negatif maka nilai Adjusted R
2 
dianggap bernilai 0. 
Jika nilai R
2 
= 1 maka Adjusted R
2 
= R
2 
= 1 sedangkan jika R
2 
= 0 maka 
Adjusted R
2 
= (1-k)/(n-k). Jika k > 1 maka Adjusted R
2 
akan bernilai negatif. 
 
9. Uji Hipotesis 
1. Uji Signifikansi Simultan (Uji Statistik F) 
Uji ini dilakukan untuk mengetahui apakah semua variabel independen dalam 
model regresi memiliki pengaruh secara bersama-sama terhadap variabel 
dependen. Hipotesis yang akan diuji apakah semua parameter dalam model 
regresi sama dengan nol adalah sebagai berikut : 
H0 : b1 = b2 = ..... = bk = 0 
H0 : semua variabel independen bukan penjelas yang signifikan terhadap variabel 
dependen. 
HA : b1 ≠ b2 ≠ ..... ≠ bk ≠ 0 
HA : semua variabel independen secara simultan adalah penjelas yang signifikan 
terhadap variabel dependen. 
Syarat untuk menguji hipotesis di atas adalah apabila nilai F lebih besar 
daripada 4 maka H0 dapat ditolak pada derajat kepercayaan 5%, yang berarti 
semua variabel independen secara simultan dan signifikan mempengaruhi variabel 
dependen (hipotesis alternatif diterima). Syarat kedua adalah jika F hitung lebih 
besar daripada nilai F tabel, maka H0 ditolak dan HA diterima. 
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2. Uji Signifikan Parameter Individual (Uji Statistik t) 
Uji statistik t berfungsi untuk menunjukkan pengaruh satu variabel 
independen secara individual terhadap variabel dependen. Hipotesis yang akan 
diuji apakah suatu parameter (bi) sama dengan nol, adalah sebagai berikut : 
H0 : bi = 0 
H0 : variabel independen bukan merupakan penjelas yang signifikan terhadap 
variabel dependen. 
HA : bi ≠ 0 
HA : variabel independen merupakan penjelas yang signifikan terhadap variabel 
dependen. 
Syarat untuk menguji hipotesis di atas adalah, apabila jumlah degree of 
freedom (df) sebesar 20 atau lebih, dan derajat kepercayaan sebesar 5%, maka H0 
ditolak bila nilai t lebih besar dari 2 (dalam nilai absolut). Syarat kedua jika nilai t 
hitung lebih besar dari nilai t tabel maka H0 ditolak dan HA diterima. 
 
10. Menyimpulkan Hasil 
Kesimpulan hasil penelitian didasarkan dari beberapa perhitungan, 
identifikasi, analisis, dan dari hasil pengujian menggunakan IBM SPSS Statistics 
21.  
 
 
