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Chapter 1
Introduction
This thesis concerns itself with the rigorous analysis of two stochastic
models. Since both models will be defined formally in the later chapters
of this thesis, this introductory chapter will give background information
about these models that might be of interest to and understandable by non-
mathematicians. The rest of this thesis takes the following form. Chapter 2
establishes some fundamental properties of the Bak-Sneppen model and acts
as a summary of known results about the model. Chapters 3 and 4 go into
more details for some of these results. Chapter 5 is about a new continuum
percolation model and is based on the article that first introduced this
model.
1.1 Stochastic Models
A stochastic or probabilistic model is a mathematical model containing an
element of randomness. A simple example of this is a model for the out-
come of tossing a coin. The usual way to model this is to say that the
outcome is a head with a 50% chance (i.e. with probability 12), otherwise it
is a tail (also with probability 12). Intuitively this seems like a very reason-
able model and there has even been some research confirming its validity
(in usual circumstances) [28]. Why is such a model so natural? Surely the
behaviour of a coin toss is determined by the physical laws of motion and
is, therefore, not ‘random’. Yet a stochastic model still seems highly ap-
propriate. In the absence of sufficient information,
such as the initial conditions of the coin toss, bas-
ing the model on the statistical properties of a coin
toss is the most sensible option. This simple ex-
ample demonstrates the wide-ranging relevance of
stochastic models. In situations with only impre-
cise or incomplete data, a stochastic model seems
1
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more reasonable than a deterministic one. Importantly, no belief about
some fundamental ‘randomness’ of the phenomena under study is required.
My specific area of research is interacting particle systems, which is also
sometimes referred to as spatial stochastics or statistical mechanics. This
involves the study of stochastic models where there is a number of particles
that interact with each other. This interaction is normally conveniently
described via some sort of spatial structure. Many of the models studied by
mathematicians working in this field are originally motivated by the work
of theoretical physicists, where a physical system is modelled by defining
interactions between microscopic particles. The main interest is then on
the macroscopic / global properties of the system. For example, one might
consider a model of a ferromagnet. Here the model could be based on the
charge of individual atoms and the interactions between them. However,
the main quantity of interest is the overall magnetism of the ferromagnet.
The common feature of this area of study is the existence of two different
scales: the microscopic and the macroscopic. A model is defined in terms
of the behaviour of the microscopic particles and the goal to calculate the
behaviour of the system as a whole, i.e. at the global or macroscopic level.
The microscopic particles can represent anything from atoms to people. A
typical feature is that the macroscopic world is made up from an extremely
large number of the microscopic particles. So large in fact, that one treats
the macroscopic world as consisting of infinitely many microscopic particles.
1.2 Phase Transitions
Recall that we are interested in studying the overall behaviour of models
that are defined in terms of the stochastic interactions between a large num-
ber of small particles, which together make up the system. Since the model
itself is defined by some stochastic rules, it might seem logical to expect the
behaviour of the model as a whole to be stochastic. However, this is often
not the case. Situations where randomness at the microscopic level does
not transfer to the macroscopic level are very interesting to mathemati-
cians. This property might seem like a paradox at first, but the existence of
non-trivial determinism at the macroscopic level arises because it is made
up of infinitely many microscopic particles.
Often the behaviour at the microscopic level
is determined by some parameter and it is then
interesting to see how different parameter values
affect the behaviour of the model. In particular,
one is interested in seeing if there is a phase tran-
sition. A phase transition occurs when varying the
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parameter leads to a sudden change in the qualitative behaviour of the sys-
tem as a whole. A good example of a phase transition is how ice changes
to water with the parameter in this case being the temperature. A model
exhibiting a phase transition is very interesting because small changes in
the parameter value can have dramatic effects changing the nature of the
deterministic behaviour at the macroscopic level. Typically models have
only one phase transition, which divides the range of parameter values into
two phases: the subcritical phase and the supercritical phase. The model
discussed in Chapter 5 of this thesis is a good example of a spatial stochastic
model exhibiting a phase transition.
1.3 A near-neighbour continuum percolation model
Percolation is one of the classical spatial stochastic models. It can be used
to study the flow of fluid through a semi-porous substance or to model
networks. In standard percolation, particles are arranged on a grid. Each
particle is connected to its neighbouring particle with some probability.
For example, the connections could be independent of each other and with
probability p. The overall connectivity of the model depends on the choice of
p. At the global level this is examined by asking whether there is an infinite
collection of particles that are connected to each other (this is known as
an infinite cluster). As p is varied, the model exhibits a phase transition.
For a fixed choice of p, there is either always an infinite cluster or never an
infinite cluster.
The model considered in Chapter 5 is similar to the model described
above. However, there are two important differences. Firstly, the parti-
cles are not confined to a grid, but occupy a continuous space. Secondly,
the connections between the particles are not independent of each other.
These dependencies make the model more difficult to analyse, but such de-
pendencies often make the model more applicable to the modelling of real
life situations. The basic question, though, is still the same. For which
parameter values is there an infinite cluster?
This model does exhibit a phase transition, i.e. for some values there
is always an infinite cluster and for some values there is never an infinite
cluster. This and related results about the phase
transition can be found in Chapter 5. Unfortu-
nately it is not possible to show an infinite cluster
in a (finite) picture. However, Figure 1.1 does give
you a flavour of what the phase transition looks
like in this case. In the subcritical regime (the pic-
ture on the left), there are lots of small isolated
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networks. In the supercritical regime (the picture on the right), nearly all
the particles are contained in one large global network.
Figure 1.1: The generalised nearest neighbour model
1.4 Criticality
A model is said to be critical when it has its parameter set to be on the
boundary between two different phases. A critical model has a very inter-
esting property called scale invariance. This can be expressed in terms of
equations (power laws) and shapes (fractals). A fractal is an object that
looks roughly the same under different levels of magnification, i.e. some-
thing that is more or less made up of miniature copies of itself. As long
as you allow for a minimum scale, it is easy to find examples of fractals in
nature. Figure 1.2 is a magnified image of a vegetable, showing its fractal
structure. Other commonly sited examples of fractals are coastlines with
the coastline paradox stating the length of a coastline depends on how you
measure it. Due to the fractal nature of coastlines, the length of a coastline
increases as you attempt to measure it more accurately.
A power law, p(x) ∝ x−τ , is a scale-invariant
distribution. In words, this formula states that
the probability of observing a given value varies
inversely as a power of that value. Replacing x
with some multiple of x, i.e. rescaling the model,
does not alter the shape of the distribution. Many
physical phenomena appear to obey power law dis-
tributions. Perhaps the most famous example of
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Figure 1.2: The fractal structure of a broccoflower
a power law distribution is the Gutenberg-Richter law, which relates the
frequency of earthquakes to their magnitude. A power law can be elegantly
represented as a straight line on a log-log plot, see Figure 1.3.
In classical models, one only achieves scale-invariance at criticality. The
parameter of the model must be tuned precisely at the point of a phase
transition, otherwise fractals and power laws aren’t observed. However,
scale-invariance is fairly ubiquitous in nature; many natural phenomena
behave like critical systems. This gives rise to a fundamental problem. If
these classical models can truly explain these real world phenomena, why
are they so commonly tuned to their critical values?
1.5 Self-organised Criticality
Self-organised criticality has been proposed as an explanation for the preva-
lence of scale-invariance. The idea dates back to a 1987 letter by by Bak,
Tang and Wiesenfeld [3]. The authors had been
inspired by earlier work [2] examining a mechani-
cal system consisting of a large number of linked
pendulums. This system was attracted to critical
states, namely where slightly moving one pendu-
lum could have a knock-on effect changing the en-
tire system. This was, at the time, rather surpris-
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Figure 1.3: A power law displayed on a normal plot and a log-log plot
ing. To see why, consider just one pendulum. Due to gravity, the pendulum
can theoretically only stop in two positions: vertically up or vertically down.
The behaviour of the linked pendulums was rather like the single pendulum
having a tendency to end up in the vertically up position!
In their letter ‘Self-Organized Criticality: An Explanation of 1/f Noise’
[3] and subsequent paper ‘Self-Organised Criticality’ [4], Bak, Tang and
Wiesenfeld proposed an explanation for the complex behaviour observed
in many physical systems. The idea was that these systems were, like the
linked pendulums, attracted to their critical states where small changes to
the system could have global consequences. In other words, they organised
themselves to their critical states. Going back to the example of percolation
models, the suggestion was that these systems self-tuned their parameters
over time to their critical values.
A more elegant example of a self-organised critical (SOC) model than the
linked pendulummodel was soon devised: the Abelian sandpile model. This
is probably the most famous example of self-organised criticality. The Bak-
Sneppen model is another well-known example. In general, SOC models
are defined as having no tuning parameter, although it is usually possible
to recover some sort of hidden parameter that is
self-tuned by the model. Self-organised criticality
has attracted a lot of attention in the scientific
literature. Per Bak’s own book on the subject is
boldly entitled How Nature Works [1].
The essential feature of self-organised critical-
ity is spontaneous critical behaviour such as power
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laws and fractals. This is in stark contrast to classical criticality where
the critical behaviour is less robust, requiring precise tuning of parame-
ters. There has been some philosophical discussion about the fundamental
differences between SOC and classical models. A recipe for cooking up
SOC models from classical models has been proposed [40]. The same paper
claimed that for SOC models the specification of the rules of the model
amounted to some sort of tuning of the model. In their conclusion, the au-
thor’s hinted at the perhaps important idea that SOC models should really
be considered as a classical system with an external driving force that leads
it to criticality. Rigorous connections have been drawn between classical
and SOC systems [41], showing that the rules of an SOC system naturally
force it to a classical system at criticality.
1.6 The Bak-Sneppen model
The Bak-Sneppen model was originally introduced as a simple model of
evolution by Per Bak and Kim Sneppen in 1993 [5]. Their model can be
defined as follows. There are N species arranged on a network, each allo-
cated a value called a fitness. A species’ fitness represents how well-adapted
it is to its environment. At each time step, the lowest fitness is located and
replaced by a new random fitness. The fitnesses of any neighbouring species
are also replaced. The justification for replacing the lowest fitness is a sort
of survival of the fittest paradigm. The replacement of the neighbouring
fitness is supposed to represent the interactions between different species.
This is a very simplified model of evolution with the essence of each
species condensed into just one value, its fitness. However, the goal was not
to create a very detailed model that tried to capture as many features of
evolution as possible. Instead, the aim was to devise a very simple abstrac-
tion of an ecosystem, which still captured some features of evolution and
that was self-organised critical. Various sources claim that extinction events
seem to obey a power law distribution, see for example [9] and references.
The existence of power laws suggested that evolution could be an example
of self-organised criticality.
From a mathematical point of view, the model
is very interesting. The rules of the model are
simple enough to permit rigorous analysis, but the
model still displays complex behaviour. Chapters
2, 3 and 4 give a mathematical treatment of this
model.
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1.7 Outline of the Thesis
The rest of this thesis consists of four separate articles, reproduced here
more or less in their original form. Therefore, it is possible to read the
remaining chapters in any order. However, Chapter 2 gives a mathematical
introduction to the Bak-Sneppen model. Therefore it would be logical to
read this chapter before attempting Chapters 3 and 4, which are also about
the Bak-Sneppen model. Since Chapter 2 serves as a sort of summary of
the results known about the Bak-Sneppen model, some of the results listed
here were proven by other authors. In particular, a number of these results
in this chapter are due to my predecessor at the Vrije Univesiteit, Dimitri
Znamenski working in collaboration with Ronald Meester [37, 38].
In Chapter 3, the maximal avalanche decomposition of the Bak-Sneppen
model is examined. With SOC models, attention is normally directed to-
wards assessing the nature of the critical behaviour. However, this chapter
looks how the model evolves towards criticality. We look at this by con-
sidering the individual avalanches of the maximal avalanche decomposition.
Chapter 4 derives bounds for the critical values of Bak-Sneppen avalanches
on infinite graphs. In particular, the critical values are shown to be non-
trivial on a wide range of graphs.
Chapter 5 introduces a new continuum percolation model. The model
introduced is a generalisation of an existing dependent percolation model:
the nearest-neighbour model. The main focus of this chapter is on the
critical values of the model. The thesis then concludes with a couple of
short appendices, a bibliography, acknowledgements and a summary of the
thesis in Dutch.
1.8 List of Publications
• Maximal avalanches in the Bak-Sneppen model with Ronald
Meester and Peter van der Wal. Journal of Applied Probability, vol-
ume 43, number 3, pages 840-851, 2006
• Bounds for avalanche critical values of
the Bak-Sneppen model with Ronald Meester
and Misja Nuyens. Markov Processes and
Related Fields, volume 12, number 4, pages
679-694, 2006
• A near-neighbour continuum percola-
tion model with Misja Nuyens. Submitted
Chapter 2
A mathematical introduction
to the Bak-Sneppen model
This chapter formally defines the Bak-Sneppen model and contains a sum-
mary of the mathematical results about the model known to date. Alongside
some new results, in Section 2.4 particularly, basic techniques are explained
and used to establish some fundamental properties of the model.
2.1 Introduction
The Bak-Sneppen (BS) model was introduced by two physicists, Per Bak
and Kim Sneppen, in 1993 [5]. It had been observed that certain phenom-
ena relating to evolution appeared to be scale free with behaviour governed
by power law distributions [9]. Power laws typically arise in mathemati-
cal models at criticality, which normally only occurs when the parameters
of the model are set to specific values (tuning). For example, power laws
only occur in ordinary percolation when the open bond probability is ex-
actly equal to its critical value. Bak, together with Tang and Wiesenfeld,
had introduced, in 1987, the idea of self-organised criticality (SOC) [3, 4].
SOC models behave like models at criticality without the need to fine tune
parameters, in a sense they are self-tuning. The Bak-Sneppen model was
devised as a simple SOC model of evolution. Al-
though evolution is considered by many as an ex-
ample of SOC, it has been argued that the power
law behaviour of evolution can also be explained
by non-SOC models [12].
The Bak-Sneppen model is essentially a toy
model of evolution. Its rules were chosen not so
9
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much to accurately model real evolution, but more to give a flavour of the
dynamics that underpin evolution whilst keeping the model simple enough
to analyse. Despite this the model has been applied to bacterial evolution
[22, 23]. The BS model does not have to be exclusively thought of as an
evolution model and works equally well as a model of any sort of phenomena
where a survival of the fittest (actually extinction of the weakest) paradigm
is in place. For example, the BS model has also been applied in economics
to model the competition of companies in a market [20, 21].
The Bak-Sneppen model has received a fair amount of interest in the
scientific literature. The vast majority of this attention has come from the
theoretical physics community. A number of results about the model are
now available, see for example [10], but these would be considered non-
rigorous by mathematicians. Results are typically obtained via numerical
simulations or heuristic arguments (sometimes referred to as analytic meth-
ods). Many variants of the model have also been devised, since modifying
the rules of the model is a simple task if you are simulating the model on a
computer (see Section 2.1.4).
Ignoring the physical motivation for the model, the Bak-Sneppen model
is interesting from a purely mathematical perspective since it has similari-
ties with well-known models such as site percolation, branching processes,
the contact process and random walks. Like many such models, the rules of
the Bak-Sneppen model are simple to define, but lead to highly non-trivial
behaviour. However, rather little has been achieved from a rigorous math-
ematical perspective. To date only four mathematical articles have been
published about the BS model [37, 38, 42, 43]. A similar list of physics
articles about the model would be prohibitively long. Instead, readers are
directed to the references for a non-exhaustive list.
One of the aims of this chapter is to encourage more research on this
model by providing a solid mathematical basis and framework for the Bak-
Sneppen model. When two separate fields work on the same problem, col-
laboration between the two is sometimes rather limited. Thus a further aim
is to introduce mathematicians to the relevant physical literature about
the BS model. There are many interesting conjectures and open problems
for the Bak-Sneppen model. This chapter takes the following form. Af-
ter defining the model, the fundamental problems
of the model will be introduced accompanied by
a motivating example and further context. The
main technique for analysing the model will be in-
troduced followed by more advanced results. This
will take the form of a mixture of a summary of
previous results and new results. We shall con-
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clude with a re-cap of the key open problems for the model and with sug-
gestions for further research.
2.1.1 Definition
We begin with a formal definition of the Bak-Sneppen model. This is dif-
ferent to the original model presented in [5], but is a natural generalisation
that includes the original model as a special case. Definition 2.1 defines the
state space of the Bak-Sneppen model.
Definition 2.1. We call a vector decent if it has a unique minimal com-
ponent. For G a graph with vertex set V (G), ΩG = {ω ∈ [0, 1]V (G) :
ω is decent}.
Since the dynamics of the Bak-Sneppen model are governed by the loca-
tion of the minimal component of some vector, the model is only well-defined
if we restrict ourselves to ΩG.
Definition 2.2. The Bak-Sneppen model on a locally finite connected graph,
G, with initial fitness distribution π is a discrete time stochastic process,
{Φn}n≥0 on the state space ΩG. The initial state is determined by a prob-
ability distribution on ΩG, π , i.e. Φ0 ∼ π. For v ∈ V (G), the value Φn(v)
is referred to as the fitness of v at time n. Let vMn denote the (random)
location of the minimal component of Φn and Γ
⋆(v) = Γ(v) ∪ v, where Γ(v)
denotes the neighbours of the vertex v in the graph G. Then
Φn+1(v) =
{
Uvn+1 if v ∈ Γ⋆(vMn )
Φn(v) otherwise,
where Uvn+1 is a uniform (0, 1) random variable independent of everything
else. If Φn+1 /∈ ΩG, then the process terminates.
The minimal value minv∈V (G)Φn(v) is referred to as the minimal fit-
ness, with its location, vMn , being called the minimal vertex. It is typical to
distinguish one vertex of the graph by calling it the origin. Definition 2.2
restricts us to locally finite connected graphs. There is little value in con-
sidering disconnected graphs, since such a model
would behave like a separate Bak-Sneppen model
on each connected component of the graph. Hence-
forth, any graph mentioned should be assumed to
be connected, unless explicitly stated otherwise.
The need to consider only locally finite graphs
(i.e. graphs where every vertex has finite degree)
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has to do with the well-definition of the model and this topic is dealt with
in the next paragraph. The original model of Bak and Sneppen can be
recovered by setting G = ΛN , where ΛN denotes the circular graph of or-
der N) and π to the N -dimensional product measure of the uniform (0, 1)
distribution.
Since each update step of the Bak-Sneppen model requires finding the
minimal fitness, the model is only well-defined on decent configurations.
Note that Φn ∈ ΩG ; Φn+1 ∈ ΩG. Ideally you would like to be able
to guarantee that the model never terminates, i.e. it always remains in
ΩG. There are two things that can go wrong. Firstly the minimal fitness
might not exist and secondly the minimal fitness might not be unique.
Since any update of a vertex of infinite degree leads the model to have
no minimal fitness, it is natural for the definition of the model to exclude
such possibilities. On a locally finite graph, the update procedure of the
model almost surely creates no tied fitnesses and the minimum fitness from
amongst the updated vertices always exists. Therefore, any problems with
the model stem from the initial configuration.
We call an initial fitness configuration, ω ∈ ΩG, reasonable if Φ0 = ω ⇒
Φn ∈ ΩG ∀n ≥ 0 almost surely. We call a distribution π reasonable if
under π we a.s. have a reasonable configuration. Since there is no elegant
closed form for the necessary and sufficient conditions on the initial fitness
distribution to be reasonable, we content ourselves here by giving a couple
of sufficient conditions and refer you to Appendix A.1 for a more detailed
discussion. π is reasonable if it almost surely sets all fitnesses to 1 apart
from the origin, which gets a fitness value less than 1. For finite graphs,
we note that uniform product measure is also reasonable. Throughout the
rest of this paper, we only consider Bak-Sneppen models with reasonable
initial fitness distributions. The term finite Bak-Sneppen model will refer
to a Bak-Sneppen model on a finite graph and similarly for infinite Bak-
Sneppen model.
2.1.2 A motivating example
The aim of this section is to give some intuition
about the model. A heuristic argument is pre-
sented to explain how the rules of the model lead
to its long term dynamics. In the previous sec-
tion, you have already seen an important difference
between finite and infinite Bak-Sneppen models.
This is further elaborated upon in this section. A
brief mention is also given to what is meant by
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self-organised criticality in the Bak-Sneppen model.
Consider a Bak-Sneppen model on a finite graph with an initial config-
uration where all fitness values are low. In this case you would expect the
update procedure to increase these values, since the updated fitnesses are
uniform (0, 1) random variables that are on average larger than the origi-
nal fitnesses. However, if the fitnesses are initially high, you would expect
the opposite. Even though the minimal fitness is replaced, the noise effect
introduced by replacing the fitnesses of neighbouring vertices would lead
to reduced fitnesses on average. It is this sort of dynamic, small values are
made larger and large values are made smaller, caused by the combination of
updating the smallest value and updating its neighbours that leads to non-
trivial limit behaviour of the model. In the case that one selects any vertex
rather than the minimal one, uniform product measure is observed as the
stationary measure. A similar situation occurs for the Bak-Sneppen model
on a complete graph. Φn is distributed as uniform product measure and
the Φ1,Φ2, . . . are independent. The triviality of the Bak-Sneppen model
on a complete graph was exploited in [42], see Chapter 3 for more details.
If one only updates the minimal vertex (i.e. not its neighbours), then we
have a trivial model where the fitnesses converge to 1. This is equivalent to
a Bak-Sneppen model on a completely disconnected graph.
Figure 2.1 gives a snap-shot of the Bak-Sneppen model after 300,000
updates. In the initial configuration, all vertices had independent uniform
(0, 1) fitnesses. We take Λ700 as our graph, so the two end points in the di-
agram are in fact neighbours of each other. Models of this type were those
originally considered by Bak and Sneppen. Observe that apart from the
vertices near the minimal vertex, most fitnesses appear to be distributed
uniformly above a certain value close to 23 . In fact, similar pictures are
also observed when simulating the Bak-Sneppen model on Λ700 when start-
ing from any reasonable initial fitness distribution. Section 2.4 rigorously
discusses the limiting behaviour of finite Bak-Sneppen models.
Since the transition rule for the Bak-Sneppen model is local, it is possi-
ble to simulate an infinite Bak-Sneppen model up to a given number of time
steps. However, there are some crucial differences between finite and infi-
nite Bak-Sneppen models. Note that the independent uniform (0, 1) initial
fitness distribution, which is the canonical initial
fitness distribution for finite Bak-Sneppen mod-
els, is not reasonable for an infinite Bak-Sneppen
model. It has been common in the literature to
consider the limit of Bak-Sneppen models as the
graph size tends to infinity rather than looking at
Bak-Sneppen models on infinite graphs directly.
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Figure 2.1: A realisation of the Bak-Sneppen model on Λ700.
For example, people have been interested in what happens to the station-
ary distribution of the Bak-Sneppen model on ΛN as N tends to infinity.
This also invites questions about the differences between looking at a Bak-
Sneppen model on an infinite graph and looking at the limit of Bak-Sneppen
models on a sequence of finite subgraphs that converge to the infinite graph.
The Bak-Sneppen model is considered self-organised critical because the
typical fitness configuration seen in Figure 2.1 is thought to be critical for
the model. A critical state is typified by power law distributions. For the
Bak-Sneppen model a number of things are proposed to have a power law. I
give here just two related examples. Recall from the picture that apart from
a small perturbation around the minimal fitness, most fitnesses are situated
above some threshold. Let us call this threshold p. It is thought that the
number of updates needed so that all values are above this threshold has a
power law distribution. Similarly, the number of vertices that need to be
updated is thought to have a power law distribution. Both the above claims
need some caveats. Of course the number of fitnesses below p initially is
important, let us assume that initially there is at most one such vertex.
Also finite size effects need to be taken into account in that any power law
will only be valid up to a certain value. However, when looking at infinite
systems or taking the thermodynamic limit, these
finite size cut-offs disappear.
2.1.3 Challenges for the Bak-Sneppen
model
Up to this point, the research agenda has been
determined by the interests of the physics commu-
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nity. However, since physicists have a different approach and objectives to
mathematicians, these are not necessarily close to the interests of mathe-
maticians. One major difference is that physicists tend to assume funda-
mental properties of the model rather than proving them. Of course these
assumptions turn out to be correct in the vast majority of cases, but this
sort of approach is not acceptable for a mathematician. One of the goals
of this report is to give the model a more rigorous underpinning by proving
these basic properties. Another important difference is that many of the
objectives of the physicists are beyond the scope of current mathematics.
It is natural that by considering heuristic arguments and simulations along-
side rigorous methods, many more results can be derived than by purely
rigorous mathematics alone. Unfortunately mathematicians have to be a
little less ambitious in their targets. For example, much attention has been
devoted to the calculation of estimates for various power law exponents of
the model. Rigorous calculations of such quantities is typically beyond the
reach of current mathematics, even for far simpler models. Even where it
is possible, e.g. certain cases of two-dimensional or high dimensional perco-
lation, this requires recent and heavy-weight mathematical methods.
This section contains a list of natural questions that a mathematician
might ask about the Bak-Sneppen model. There is a brief motivation of
the current state of research which gives rise to some perhaps less natural
questions.
1. Stationary Distributions. A natural first step when confronted by a
stochastic process is to think about stationary distributions. This is
especially relevant for the Bak-Sneppen model since the motivation
for looking at the model is the behaviour of the fitnesses in the tem-
poral limit, which can often be described by a stationary distribution.
Section 2.4 considers this, proving various results about stationary
distributions for finite Bak-Sneppen models. The physics literature
has some very precise predictions about the nature of these station-
ary distributions and proving these predictions is the motivation for
the vast majority of mathematical work about the model. Section 2.4
also briefly touches on infinite graphs, where the notion of a stationary
distribution is not so relevant.
2. Infinite Volume Limits. Since the Bak-Sneppen
model is driven by extremal dynamics (only
one vertex can be minimal at any given time),
the model is non-Gibbsian. This means that
there can be marked differences between in-
finite Bak-Sneppen models and the thermo-
16 CHAPTER 2. AN INTRODUCTION TO THE BS MODEL
dynamic limit of a sequence of finite Bak-Sneppen models. Only in
the special case of Z and ΛN has this been properly discussed.
3. Phase Transitions. In common with most self-organised critical mod-
els, the Bak-Sneppen model can easily be modified to become a clas-
sical model with a tuning parameter [41]. One can then ask all the
usual questions related to the behaviour of the model for various val-
ues of this tuning parameter. Section 2.3 presents the current theory
in this area. The key goal here is to demonstrate the uniqueness of
the critical value and also acquire good bounds (or even exact calcula-
tions) of the critical value. Questions about the stationary distribution
are highly relevant to the stationary distributions of large, but finite,
Bak-Sneppen models. There are of course many other more ambitious
goals in this area related to investigating the behaviour of the model
at criticality. However, such objectives are unlikely to be achieved
without further work in the areas listed here.
4. Cluster Generation. When considering the version of the model with a
tuning parameter, one can consider the vertices updated by the model
as a cluster (in a similar way to the cluster at the origin in a percolation
model). The structure of this cluster is unknown for general graphs,
although some results have been achieved for the special case of Z
[44]. The structure of these clusters are important for determining
the level of similarity between finite Bak-Sneppen models and infinite
ones.
5. Random Walk. One can view the location of the minimal fitness as
a sort of jump process. It is essentially a simple symmetric random
walk with occasional jumps. The behaviour of this random walk is
inherently related to the structure of the clusters discussed above. In
particular, the recurrence or transience of the random walk is very
important to the behaviour of the model in general. Both types of
behaviour can occur and depend on the graph [44].
Essentially all the directions for future research
mentioned above are variants on the same two
themes. Firstly, one wants to gain more insight
into the temporal limit behaviour of the model.
It is this behaviour that first attracted physicists
to study the model. Secondly, it is of great inter-
est to discover how the model behaves on different
graphs. This is also closely related to the notion
of robustness, namely does the dynamics of the
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model change under small modifications? This is again of interest of the
wider scientific community, as the plausibility of an SOC description of
nature relies on such robustness. There is more on this in the following
section.
2.1.4 Variants of the Bak-Sneppen model
It is possible to generalise the Bak-Sneppen model in many ways and peo-
ple have also considered variants of the model. One of the reasons why
people have been so keen to generalise this model comes from its origins as
an example of self-organised criticality (SOC). These models were thought
to explain the existence of critical systems in nature, by evolving into a
critical state without the explicit tuning of a parameter. Think here of
percolation, where p has to be tuned to pc to see critical behaviour. Thus
the Bak-Sneppen model was introduced as a robust way of creating critical
behaviour and it is natural, therefore, to test this robustness by modifying
and generalising the model to see if the new models also display SOC. This
paper has already generalised the model by defining the model on graphs
other than Z and ΛN . Some more dramatic modifications are suggested be-
low. Some of these may be suitable for further mathematical research, but
in general are not discussed in this paper. Note that some authors [37, 38]
have used the exponential distribution as opposed to the uniform (0, 1) dis-
tribution for the marginals of the updated fitnesses. This merely maps the
fitnesses of the model from [0, 1] marginals onto [0,∞] and, therefore, has
no real effect on the model.
Another natural way to generalise the model, as opposed to changing
the graph, is to consider other update rules. One still chooses the min-
imal (or equivalently maximal) fitness, but the updated fitnesses are no
longer independent and uniform (0, 1) random variables. One approach
has been to break the equivalence between of the updated fitnesses. For
example, one could keep the updated fitnesses of the neighbours random,
but update the minimal vertex in such a way that its fitness is always im-
proved by an update. We dub such models modified Bak-Sneppen models
in agreement with [25]. Another approach, the deterministic Bak-Sneppen
model, is similar except that all updated fitnesses
are a deterministic function of their previous val-
ues [13, 14]. It appears that if the update func-
tion is suitably chaotic, qualitative properties of
the model are preserved. Given that the usual
treatment of the Bak-Sneppen model in the phys-
ical literature has been computer simulation, this
18 CHAPTER 2. AN INTRODUCTION TO THE BS MODEL
is a natural model to consider. In fact, such a situation can be expressed
precisely in the deterministic Bak-Sneppen model setting [27].
It is also possible to more radically alter the Bak-Sneppen model, cre-
ating variants that are distinct from the original Bak-Sneppen model as
opposed to mere generalisations. Examples of such models are the paral-
lel Bak-Sneppen model [8] and the discrete Bak-Sneppen model [36]. Both
these models change the update procedure of the model. In the discrete
model, all fitnesses are either 0 or 1 and you choose the minimal site uni-
formly amongst those with the minimal value. This model is essentially the
same as a Bak-Sneppen model where you fix some value p and then pick
one vertex with fitness below p to be your ‘minimal’ vertex. The parallel
Bak-Sneppen model is very similar to this, except that all vertices with fit-
nesses below p are taken to be simultaneously minimal. Such models are
closely related to discrete contact processes [26]. Another generalisation
of the model is to replace the single fitness of each vertex by a collection
of values called traits [7]. The overall fitness of each vertex can then be
thought of as a function of these traits with updates being driven by the
location of the minimal trait. In [16], extinction and branching is added to
the model.
One important variant of the Bak-Sneppen model is its mean field ap-
proximation [6]. It is common in statistical physics to analyse a model by
considering a simplification of the model obtained by ignoring correlations.
In the Bak-Sneppen model, correlations between fitness values stem from
the fact that one updates the minimal vertex and its neighbours. Therefore,
the mean field approximation for this model takes the form of ignoring the
graph structure. For a finite regular graph with common vertex degree ∆,
this is done by updating, along with the minimal vertex, ∆ other vertices
chosen uniformly at random from the other vertices of the graph. Another
way of thinking about this is replacing our graph with the complete graph of
the same order and then taking the update rule that you update not all the
neighbours of the minimal fitness, but ∆ neighbours chosen at random. For
an infinite regular graph with common vertex degree ∆ and an initial config-
uration with only finitely many non-trivial fitnesses, this takes the form of
updating the minimal fitness along with ∆ previously unconsidered vertices
with initial fitness 1. There are very strong similar-
ities between this and a Galton-Watson branching
process. Typically correlations are small when the
dimension of the model is high. In particular, it
is typically the case that certain quantities of in-
terest about the original model in high dimensions
are exactly those of the mean field approximation.
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Therefore it is natural to consider the mean field approximation of the Bak-
Sneppen model in order to gain insight about the Bak-Sneppen model in
high dimensions. For the Bak-Sneppen model on Zd there has some de-
bate about the dimension at which the model assumes its mean field values
[15, 17]. See Appendix A.2 for a brief mathematical treatment of the mean-
field model.
2.2 The Avalanche Decomposition
The main technique for analysing the BS model has been to decompose the
model into a series of avalanches. An avalanche from a threshold p, referred
to as a p-avalanche, is said to occur between times n and n +m if at time
n all the fitnesses are equal to or greater than p with at most one vertex
where equality holds, and time n +m is the first time after n at which all
fitnesses are larger than p. The vertex with the minimal fitness at time n is
called the origin of the avalanche. Note that by this definition a p-avalanche
occurs in the time interval [n, n + 1] if at times n and n + 1 there are no
fitnesses less than p.
One can view the Bak-Sneppen model as a sequence of avalanches. At
the end of each avalanche, a new avalanche is started with its origin being the
minimal vertex. Since the definition states that all fitnesses must be equal
to or greater than the threshold, one can choose the threshold to be any
value equal to or smaller than the minimal fitness. A common approach is to
always choose the maximum possible threshold. Viewing the Bak-Sneppen
model in such a way is called the maximal avalanche decomposition.
A p-avalanche can be considered as a stochastic process in its own right.
The key feature of the origin is that it has the minimal fitness (as it will be
updated immediately). Hence, we can consider its fitness to be any value,
as long as this value is minimal. Vertices with fitness below the threshold
are called active, others are called inactive. Note that the exact fitness
value of an inactive vertex is irrelevant for the avalanche, since this value
can never be minimal during the avalanche. This motivates the following
formal definition of an avalanche.
Definition 2.3. A p-avalanche with origin v on
a graph G (with vertex set V (G)) is a stochastic
process with state space {[0, p]A, A ⊂ V (G)} and
initial state p{v}. The process follows the update
rules of the Bak-Sneppen model. Any vertex with a
fitness smaller than or equal to p is included. Any
vertex with a fitness larger than p is not included.
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The process terminates when it is the empty set.
It is useful to define a number of quantities associated with an avalanche.
The range set of an avalanche is the collection of vertices updated during the
avalanche and the range is the size of this set. The duration is naturally the
number of updating steps. An avalanche is called infinite if it has infinite
duration. Since the Bak-Sneppen model can be considered as a series of
avalanches, it is natural to study the behaviour of individual avalanches.
Note that by considering avalanches one has recovered a tuning parameter
for the Bak-Sneppen model. This simplifies things somewhat, whilst still
having relevance for the original model, since the Bak-Sneppen model is
merely a sequence of avalanches.
To introduce the reader to the typical way of generating an avalanche,
we prove some trivial results about avalanches. We begin by showing that
p-avalanches on finite graphs are finite.
Proposition 2.4. On a finite graph, p-avalanches are finite almost surely
for all p < 1. Furthermore, the expected duration of such avalanches is also
finite.
Proof: Fix the graph G and threshold p. Let ∆ denote the maximal
degree of the graph and N be the number of vertices of the graph. Con-
sider a sequence of independent uniform (0, 1) random variables, {Ui}i≥1.
This sequence is used to realise the p-avalanche on G. To generate the new
fitnesses of updated vertices, we draw the next value from the sequence
{Ui}i≥1. At each time step, a number of vertices are simultaneously up-
dated. We arbitrarily designate an order to these vertices when drawing
the new fitnesses from our sequence.
We call a block Uk, Uk+1, . . . , Uk+∆(n+1) good if Uk+j > p for all 0 ≤
j ≤ ∆(n+1). Note that there almost surely exists a good block for some k.
There are now two cases. If every vertex is updated to a random variable
from this block, then all fitnesses are greater than p and the avalanche
stops. If there is some vertex that does not receive a fitness value from one
of the random variables in the block, then at some point one of the values
from this block becomes minimal. However, this means that the minimal
fitness is greater than p and the avalanche stops.
Therefore a good block is a sufficient condition for
the p-avalanche to end. Since a good block occurs
almost surely, the avalanche is finite almost surely.
The proof of the finite expected duration is
similar. Now partition the sequence into non-over-
lapping blocks of length ∆(n+1). Taking the same
notion of a good block from above, we have that
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the probability of one of our blocks being good, pG is positive. Since the
blocks are non-overlapping, the events of them being good are independent.
Thus we can bound from above the expected duration of the avalanche by
the expected value of a geometric distribution with parameter pG. This is
merely p−1G and therefore finite. 
The following domination result follows from using the avalanche con-
struction above to simultaneously generate two avalanches of differing thresh-
olds.
Proposition 2.5. If p > p′, then there exits a coupling of a p-avalanche
and a p′-avalanche on the same graph with the same origin such that the
two avalanches are identical up to the termination of the p′-avalanche.
Proof: Recall from the proof of Proposition 2.4 the method of generat-
ing an avalanche from a sequence independent uniform (0, 1) random vari-
ables, {Ui}i≥1. Take two identical copies of our graph G and generate two
avalanches, one with threshold p, the other with threshold p′ using the same
sequence of sequence of uniform random variables and the same arbitrary
ordering of the vertices when drawing the new fitnesses from the sequence.
This coupling has the property that the fitnesses in both avalanches are
identical. Therefore, the p-avalanche stopping implies that the p′-avalanche
must also stop (if it has not finished already). Furthermore, the behaviour
of the avalanches are identical up to the point that the p′-avalanche stops.
This yields the desired results. 
Proposition 2.4 concerns itself with avalanches with a fixed threshold
on finite graphs. However in some circumstances, it is more appropriate to
consider avalanches on finite graphs with a random threshold. This situa-
tion is dealt with in Chapter 3. Consider for example the first avalanche in
the maximal decomposition of a Bak-Sneppen model, where the threshold
is some random variable with law determined by the initial fitness distribu-
tion. 1-avalanches are by definition infinite and so it comes as no surprise
to find that it is the tail of the threshold distribution as the threshold tends
to 1 that determines whether the expected duration of the avalanche is infi-
nite. It is perhaps more surprising that in the most
natural settings, the expected avalanche durations
are infinite. Examples of cases where you have in-
finite expected duration on the circular graph in-
clude the first maximal avalanche when the initial
condition of all fitnesses is uniform (0, 1) product
measure and the maximal avalanche decomposi-
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tion starting from any initial fitness configuration [42].
2.2.1 Avalanche Critical Values
Recall from Definition 2.3 that the behaviour of an avalanche doesn’t depend
on the exact fitness values. Given a graph, G, it is only required to know the
threshold and origin of the avalanche. We define the following quantities.
For a p-avalanche on a graph G with origin v, we denote its range set by
ξG,v(p) and duration by ηG,v(p). We also have the range, rG,v(p) = |ξG,v(p)|.
An important special case is when the range of the avalanche is |G|, i.e. for
finite graphs this means that the range set is the entire vertex set of the
graph.
Definition 2.6. A spanning avalanche on a graph, G, is an avalanche that
updates every vertex of G.
To help analyse avalanches, we introduce the following mean values.
RG,v(p) = E(rG,v(p)),
DG,v(p) = E(ηG,v(p)),
PG,v(p) = P (rG,v(p) = |G|).
Thus RG,v(p) is the expected range and DG,v(p) is the expected duration
of the avalanche. PG,v(p) is the probability of a spanning avalanche if G is
finite and the probability of an infinite avalanche otherwise. It is an imme-
diate consequence of Proposition 2.5 that RG,v(p), DG,v(p) and PG,v(p) are
non-decreasing in p. Also note that when G is transitive it is not necessary
to specify the origin, as this does not affect the mean values.
Meester and Znamenski [38] considered the special case when G is the
circular graph. A number of their results follow from similar arguments to
those above, using what can be considered as the natural coupling. However,
in some cases this technique was not sufficient and something called the self-
similar graphical representation was necessary. Their results are stated here
without proof.
Proposition 2.7. RΛN (p) is non-decreasing in N ,
PΛN (p) is non-increasing in N and DΛN (p) is non-
decreasing in N .
We now turn our attention to infinite graphs.
Recall that an infinite avalanche was an avalanche
with infinite duration. However, it is an almost
immediate consequence of Proposition 2.4, that an
infinite avalanche (on an infinite graph) has infinite
2.2. THE AVALANCHE DECOMPOSITION 23
duration almost surely. Exploiting monotonicity, Proposition 2.5, we define
the following critical values.
ppc(G) = inf{p : PG(p) > 0}
prc(G) = inf{p : RG(p) =∞}
pdc(G) = inf{p : DG(p) =∞}
Again the origin of the avalanche is suppressed, because a p-avalanche
with origin v ends up in a state identical to the beginning of a p-avalanche
with origin v′ with positive probability. Therefore the critical values are
independent of the choice of origin.
The three critical thresholds have a natural order. The possibility
of an infinite avalanche implies an infinite expected range. Restricting
ourselves further to graphs of bounded degree, we have that DG(p) ≥
(∆(G)− 1)RG(p)−∆(G), where ∆(G) is the maximal degree of the graph.
Thus,
pdc(G) ≤ prc(G) ≤ ppc(G), when ∆(G) <∞.
Section 2.3 summarises results known about these critical values and
Section 2.4 explains the relationship between these critical values and the
behaviour of finite Bak-Sneppen models. When confronted by a number of
different definitions for critical values it is natural to ask if these definitions
are equivalent. Typically the equivalence or otherwise of critical values gives
significant insight into the behaviour of the model itself. The importance
of this can be seen in Section 2.4. So far the only result in this direction is
that pdc(Z) = p
r
c(Z) [38]. This is a consequence of the following differential
equation.
Proposition 2.8. If RZ(p) <∞, then DZ(p) is differentiable and
dDZ(p)
dp
=
DZ(p)RZ(p)
1− p if RZ(p) <∞.
At this point, it is worth making a short note
about the behaviour of the limits of the avalanche
mean values as the graph size goes to infinity. It
has been shown [38] that for any p > 0 and any
N ≥ 3,
RΛN (p) ≤ RZ(p), limN→∞RΛN (p) = RZ(p),
DΛN (p) ≤ DZ(p), limN→∞DΛN (p) = DZ(p),
PΛN (p) ≥ PZ(p), limN→∞ PΛN (p) = PZ(p).
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However, these results have only been shown to apply for Z, which is a
special case. It has been shown [44] that an infinite avalanche on Z updates
every vertex. However, on other graphs it is possible to be infinite without
updating all vertices. This has been demonstrated for a rapidly branching
tree, but is also thought to be possible for more standard graphs. Thus, it
is unreasonable to expect the limiting results given above to hold on such
graphs.
Since the primary focus of physicists has been to look at the behaviour
of large but finite systems, the above approach also makes sense for graphs
other than Z. However, the results above have only been shown to apply to
BS models on Z. An alternative approach where the limits and domination
hold by definition is to take finite boxes of an infinite graph and consider
the limits of the range and duration with a cutoff when the edge of the box
is reached. Similarly one could consider the probability of reaching the edge
of the box in place of the probability of a spanning avalanche. Since infinite
avalanches on some graphs do not update all vertices, it seems likely that
the probability of a spanning avalanche on a large box is not going to be
closely related to the critical value of the infinite graph.
2.2.2 The Locking Threshold Representation
An alternative way of viewing the Bak-Sneppen model called the locking
threshold representation was introduced in [38]. This was originally de-
scribed for the Bak-Sneppen model with exponentially distributed fitnesses.
We translate this here into the terminology of the usual setting with uniform
marginals.
Consider a Bak-Sneppen model on a finite graph G where all the initial
fitnesses are independent uniform (0, 1) random variables. Let N be the
number of vertices of G, v1, . . . , vN denote the vertices of G and denote
the fitnesses of these vertices at time n by X1(n),X2(n), . . . ,XN (n). For
brevity we shall denote the collection of fitnesses by X (n). Let FN (n, .)
denote the joint distribution function of the fitnesses at time n. Hence,
FN (n, x1, . . . , xN ) = P(X1(n) < x1, . . . ,XN (n) < xN ).
We now define the locking thresholds Y(n) =
(Y1(n), . . . , YN (n)) and show that given the locking
thresholds, the fitnesses X (n) are independent and
uniformly distributed above their locking thresh-
olds. For example, Xi(n) is uniform (Yi(n), 1).
Let Yi(0) = 0 for 1 ≤ i ≤ N . Now suppose that
at some time n, we have a collection of fitnesses
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X (n) and locking thresholds Yi(n). Let vI(n) be the vertex with minimal
fitness at time n with value XI(n)(n). Then,
Yi(n+ 1) =
{
max (Yi(n),XI(n)(n)), for vi ∈ G\Γ⋆(vI(n)),
0, for vi ∈ Γ⋆(vI(n)). (2.1)
Proposition 2.9. Given their locking thresholds, the fitnesses of a finite
Bak-Sneppen model (with i.i.d. uniform (0, 1) initial distribution) are inde-
pendent and uniformly distributed between their locking thresholds and 1.
Proof: We proceed by induction. Initially all fitnesses are independent
and uniform (0, 1), agreeing with our Yi(0) = 0 for 1 ≤ i ≤ N . Now consider
an arbitrary time N where the fitnesses are uniformly distributed between
their locking thresholds and 1. We now have two cases. If a vertex is mini-
mal or a neighbour of the minimal vertex, then it will be updated receiving
a new independent uniform (0, 1) distributed fitness agreeing with (2.1).
Otherwise recall by assumption that the vertex is distributed uniformly be-
tween its locking threshold and 1. So consider a random variable U , which
is distributed uniformly on (u, 1). Let Uˆ denote U conditioned on U > m,
where m denotes the value of the minimal fitness. Then by the properties
of the uniform distribution, Uˆ is distributed uniformly on (max (u,m), 1). 
Figure 2.2 gives a picture of what the locking threshold representation
of the Bak-Sneppen model typically looks like. We have used the same
conditions as Figure 2.1, but Figure 2.2 shows a different realisation of the
model. Note that the majority of the locking thresholds take the same value,
with an area of lower thresholds around the location of the minimum. This
is equivalent to the observation that the minimal fitnesses in Figure 2.1
seem to be uniformly distributed above some threshold.
2.2.3 The Forgetful Avalanche Construction
The forgetful avalanche construction was first used in [42], see Chapter 3 and
first mentioned as such in [43], see Chapter 4. Its primary strength is that it
permits a number of couplings between the Bak-Sneppen model and other
more basic models. It uses the locking thresholds
representation to simultaneously generate a col-
lection of realisations of the Bak-Sneppen model.
Typically it is easier to pair off in a meaningful way
these collections with realisations of other models
(e.g. site percolation) than by considering individ-
ual realisations of the Bak-Sneppen model directly.
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Figure 2.2: The locking thresholds representation of the Bak-Sneppen model
on Λ700.
Readers are directed to Chapter 4 for a description of this approach in terms
of the original model.
Before defining forgetful avalanches in their own right, we need the fol-
lowing notation. For x ∈ (0, 1) , we denote the uniform (x, 1) distribution
by fx. The point mass at 1 is denoted by f1.
Definition 2.10. A forgetful p-avalanche, ηn on a connected locally finite
graph, G, with origin o is a discrete time stochastic process with state space
[0, 1]V (G). Initially, η0(v) = 0 if v = o and η0(v) = 1 otherwise. ηn+1 is
generated from ηn by the following procedure. For each v ∈ v(G) such that
ηn(v) < 1, an independent fηn(v) random variable is realised. Let M denote
the minimum of these values and vM its associated vertex. Then,
ηn+1 =
{
0 for v ∈ Γ⋆(vM )
M ∧ ηn(v) otherwise.
The connection between this and the original Bak-Sneppen model should
be clear from the locking threshold representation. A forgetful avalanche, so
called because the exact fitness values are forgot-
ten, is merely the Bak-Sneppen model viewed from
the perspective of its locking thresholds. For ex-
ample, replacing the ηn(v) with independent fηn(v)
random variables recovers the original model. How-
ever, the forgetful avalanche construction repre-
sents all possible such realisations simultaneously
and lets all avalanches with the same sequence of
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minimal vertices and fitnesses be considered together.
Vertices u v o w x
η0 1 1 0 1 1
RVs 0.5
η1 1 0 0 0 1
RVs 0.2 0.3 0.7
η2 0 0 0 0.2 1
RVs 0.9 0.5 0.8 0.3
η3 0.3 0.3 0 0 0
RVs 0.8 0.7 0.1 0.4 0.3
η4 0.3 0 0 0 0.1
s s s s s
u v o w x
The thresholds and fitnesses The graph structure
Figure 2.3: An example of a forgetful avalanche
2.3 Bounds for avalanche critical values
In Section 2.2, three avalanche critical values were defined. In this section,
we aim to show that these values are non-trivial, i.e. that avalanches exhibit
a phase transition, on a wide range of graphs. Although it is in general not
possible to calculate the exact values of these critical values, some bounds
can be calculated. We begin first with a general approach for showing that
ppc(G) < 1. This first appeared in [37] and is perhaps more clearly presented
in [39]. It should be noted that these results were originally phrased in terms
of bounds for the limiting stationary distribution of increasing sequences of
graphs with exponential fitnesses. This connection will become clear in
Section 2.4. The conditions for their original theorem are rather technical
and are to do with the regularity and growth properties of the graph. To
avoid such technicalities, the theorem is presented
here is a weaker form.
Theorem 2.11. If G is transitive then ppc(G) < 1.
It is also possible from the method of proof to
calculate an explicit upper bound. However, in a
similar way to the bounds obtained by a Peierls
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type argument, this bound increases as you increase the dimension, whilst
the actual critical values are decreasing. However, in the special case of the
line this bound is the best available and worth stating.
Corollary 2.12. ppc(Z) ≤ 1− e−68.
In decimal notation, this bound is roughly a decimal point followed by
thirty nines. The same authors also calculated a bound for prc(Z).
Proposition 2.13. prc(Z) ≤ 1− e−2 ln 2 = 34
An alternative approach to bounding the avalanche critical values was
used in [43]. The lower bound is a standard and well-known result. We let
pBPc (∆ + 1) denote the critical value of a branching process with binomial
(∆ + 1, p) offspring distribution.
Theorem 2.14. Let G be a regular graph with common vertex degree ∆,
then
pBPc (∆ + 1) ≤ pbc(G),
for b ∈ {d, r, p}.
The proof of Theorem 2.14 can be found in Chapter 4. This result can
also be extended to other graphs (such as spherically symmetric trees) by
considering multi-type branching processes. In the case of a spherically
symmetric tree, the different particle types would correspond to the differ-
ent generations of the tree. The lower bound in Theorem 2.14 is easy to
calculate, but it is also possible from the method of proof to consider any
graph of bounded degree.
Corollary 2.15. If G is a graph with maximal degree ∆, then
1
∆ + 1
≤ pbc(G),
for b ∈ {d, r, p}.
The upper bound is more subtle than the lower
bound and requires the use of the forgetful avalanche
construction.
Theorem 2.16. For any G we have
pbc(G) ≤ psitec (G),
where psitec (G) denotes the critical value of inde-
pendent site percolation on G and b ∈ {d, r, p}.
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Figure 2.4: The {Gi}i≥1 are graphs such that ∆(Gi)→∞ but |Gi| <∞ ∀i.
Since independent site percolation is a simpler model than the Bak-
Sneppen model, this inequality yields useful bounds in a number of cases.
Corollary 2.17. Let T∆ denote a regular tree with common degree ∆, then
ppc(T∆) ≤
1
∆− 1 .
The following upper bound comes from Hara and Slade [35].
Corollary 2.18. As d→∞,
ppc(Z
d) ≤ 1
2d
+
1
(2d)2
+O(d−3).
Note that Theorem 2.11 can be extended to apply to the ‘smallest’ in-
finite graph, Z+. Morally, one would expect the critical value of any other
infinite graph to be smaller than this. However, this monotonicity is un-
proven and it is possible to find graphs which satisfy neither the conditions
of Theorem 2.11 nor gain a non-trivial bound from Theorem 2.16. Consider
for example a graph of unbounded degree shown in Figure 2.3. Clearly site
percolation on such a graph only occurs when p = 1, for the same reasons
as for Z. However the graph has unbounded degree, so Theorem 2.11 is also
of no use.
Conjecture 2.19. For any infinite graph G, ppc(G) <
1.
Note that the opposite claim concerning non-
triviality of ppc(G) around 0 is false. Theorem 2.14
shows that ppc(G) > 0 for a wide range of graphs.
However, graphs with explosive vertex degree do
not have a degree distribution and are not included
by the conditions of the theorem and ppc(G) = 0 for
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some G. For example, in [44] a rooted tree is considered. It is shown that
a 1-avalanche on his graph with origin at the root always jumps forward to
the next generation with positive probability. In other words, the minimal
vertex at time n is a member of generation n. Fix ǫ > 0 and claim that
pc(T ) > ǫ. Now decompose our 1-avalanche into a sequence of ǫ-avalanches
which are finite almost surely by assumption. With probability 1 there are
infinitely many times when all fitnesses are greater than ǫ (each time an
ǫ-avalanche finishes). Thus, this still must happen infinitely often when
conditioning on the 1-avalanche having its minimal vertex at time n in
generation n for all n. However, the event that the parent of the minimal
vertex (i.e. the neighbour of the minimal vertex in the previous generation)
never receives a fitness less than ǫ has probability 0. Therefore at some
point a parent will have an updated fitness less than ǫ. This vertex is never
updated again by the assumption that the minimal fitness always moves to
the next generation. However, this contradicts the fact that all fitnesses are
greater than ǫ infinitely often.
2.4 Stationary Distributions
For a finite Bak-Sneppen model it is natural to think about the existence of
stationary distributions and their nature. Computer simulations strongly
suggest that the long term behaviour of finite Bak-Sneppen models does not
depend on the initial fitnesses. In this section we prove that for any finite
graph, the Bak-Sneppen model converges weakly to a unique stationary
distribution. For the special cases of ΛN , this has long been assumed in
the literature. We present here a coupling proof of the convergence to a
unique stationary distribution. It should be noted that this result can also
be derived via the standard tools for Markov chains on uncountable state
spaces laid out, for example, in [32]. Interestingly this abstract Markov
approach can be realised using the same constructions presented below.
Having established the uniqueness of the stationary distribution, some
properties of this distribution are derived. Of particular interest is the
asymptotic behaviour of the stationary distribution as the size of the graph
goes to infinity. This will be in stark contrast to the end of this section,
where the limiting behaviour of the Bak-Sneppen
model on infinite graphs is discussed.
2.4.1 Uniqueness by coupling
In this section we prove the following theorem, the
proof of which is concluded by the proof of Propo-
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sition 2.23.
Theorem 2.20. The Bak-Sneppen model on a finite graph G has a unique
stationary distribution, πG. Furthermore, Φn
d→ πG from all reasonable Φ0.
We begin by showing existence of stationary distributions for finite Bak-
Sneppen models.
Lemma 2.21. Any finite Bak-Sneppen model has at least one stationary
distribution.
Proof: Recall that the Bak-Sneppen model is only defined on ΩG ⊂
[0, 1]V (G). In the finite case, ΩG is merely [0, 1]
V (G) with all configurations
where there is a tie for the minimal fitness removed. Observe that although
the space [0, 1]V (G) is compact, ΩG is not. There is a classical result from
ergodic theory that states that a stochastic process on a compact state space
has at least one stationary distribution. An elegant presentation of the proof
of this result can be found in [31], where the result is traced back to a paper
from 1937 [34]. In order to apply this result to the Bak-Sneppen model, it
is necessary to first extend the model from ΩG to [0, 1]
V (G). By extend, I
mean creating a model which has the same law as the Bak-Sneppen model
on ΩG, but that is also well-defined on [0, 1]
V (G)\ΩG. There is considerable
freedom in how to do this, but for our purposes it is important to extend
the model in such a way that we can’t get trapped on [0, 1]V (G)\ΩG. We
consider the vertex set V (G) to be ordered and in the case of a tie for the
minimal fitness, the ‘minimal’ vertex is the vertex with the lowest index
amongst those of minimal fitness.
It is clear that the extended model has a stationary distribution, since
its state space is compact. We proceed by showing that any stationary
distribution for the extended model is also a stationary distribution for the
BS model. Since the two models are identical on ΩG it is sufficient to show
that πG([0, 1]
V (G)\ΩG) = 0, where πG is an arbitrary stationary distribution
of the extended model. Let
Ai = {ω ∈ [0, 1]V (G) : #{j : ωj = ωk for some k 6= j} = i}.
Thus the set Ai contains all configurations with ex-
actly i tied fitnesses, so A1 = ∅. Clearly [0, 1]V (G)
\ΩG ⊂ ∪i>1Ai. Let Bi = Ai ∩ [0, 1]V (G)\ΩG, so
∪Bi = [0, 1]V (G)\ΩG. We shall demonstrate that
πG(Bi) = 0 for any i > 0. The update rule of the
extended model creates almost surely no new tied
values and ∀k > 1 maps each configuration in Bk
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to some Bi where i < k. Note that Bn = ∅ for n > |G|. Thus by the prop-
erties of a stationary distribution, πG(B|G|) = 0. Applying this inductively,
we see that πG(Bi) = 0 for any i > 0. Therefore any stationary distribu-
tion, πG, on the extended model satisfies πG([0, 1]
V (G)\ΩG) = 0 and is also
a stationary distribution for the Bak-Sneppen model. 
Having used an extension of the Bak-Sneppen model to prove the ex-
istence of a stationary distribution, we return to considering the original
model. To prove uniqueness and convergence we use a coupling approach.
We take two copies of our graph G, G1 and G2 , and run Bak-Sneppen mod-
els, Φ1 and Φ2 on both copies. Φ10 ∼ F1 and Φ20 ∼ F2. We couple the two
models in such a way that there a.s. exists a random time T <∞ such that
Φ1n = Φ
2
n for all n ≥ T . If F1 is a stationary distribution then Φn ∼ F ∀n,
therefore Φ2n → F1. Hence F1 is the unique stationary distribution and the
model converges weakly to this distribution. It now suffices to construct
such a coupling.
Before introducing this coupling, we need to define a special method
for realising a Bak-Sneppen model on a given finite graph. Let |G| = N
and ∆ denote the maximal degree of G. We denote the vertices of G by
v1, v2, . . . , vN and consider this as an ordering of the vertices. Let {Ui}i≥1
be the usual i.i.d. sequence of U(0, 1) random variables. Consider a cycle
K = (x1, x2, . . . , xM ) such that xi ∈ {v1, v2, . . . , vN}, xi ∼ xi+1 ∀i < M ,
x1 ∼ xM and for each vj ∃i such that xi = vj. In words, K is a cycle that
visits every vertex of G at least once. Since G is connected, such a cycle
always exists. Consider a minimal such cycle.
The cycle K can be used together with the sequence {Ui}i≥1 to update
the model. Denote the minimal fitness at time i by In and consider the
minimal vertex as a point in the cycle, In = xi for some i. The fitnesses at
time n+1 are drawn from the set {U(∆+1)n+1, U(∆+1)n+2, . . . , U(∆+1)(n+1)}.
The order of allocating these values to the vertices of Γ⋆(xi) is determined
by K and the original ordering of the vertices. The new fitness of xi+1,
Φn+1(xi+1) = U(∆+1)n+1 with the rest of the fitnesses being allocated in
increasing index order. Note that if degree of In is less than ∆, then only
the first few random variables are used and the remaining ones are discarded.
In+1 is found by moving along the cycle from xi
until the minimal vertex is encountered.
We need the following preliminary lemma.
Lemma 2.22. For any 0 < p < 1 and any finite
graph G, there exists a q > 0 such that PG,v(p) ≥ q
∀v ∈ V (G).
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Proof: Recall the method of generating the model according to a cycle
given above. We call the block {Ui}1≤i≤m(∆+1) good if
Ui =
{
< p for i = 1 mod ∆+ 1
> p otherwise.
If we generate the avalanche from a good block then the location of the
minimal fitness walks around the entire vertex set and always has value
less than p. The probability of a good sequence, q, is clearly independent
of the origin of the avalanche and is positive forall 0 < p < 1. Therefore
PG,v(p) ≥ q ∀v ∈ V (G). 
The coupling approach is to allow Φ1 and Φ2 to evolve independently
until the minimal vertices are at the same location in both graphs and all
other vertices have fitnesses greater than p. We then couple the two models
by updating them using the same cycle and sequence of uniform random
variables. Then by Lemma 2.22, there is a uniformly bounded probability
that the subsequent avalanche is spanning (in both graphs). In this case
the fitnesses of both graphs are identical and by continuing to use the same
cycle and random variables, they remain so forever. The proof of Theorem
2.20 is concluded by the following proposition.
Proposition 2.23. Let Φ1 and Φ2 be two independent Bak-Sneppen models
with arbitrary initial conditions. Fix 0 < p < 1. Let τ1, τ2, . . . be a sequence
of stopping times such that
τi+1 = inf
n>τi
{n : I1n = I2n and Φbn(vi) > p ∀b ∈ {1, 2} and 1 ≤ i ≤ N}
where τ0 = 0. Then {τi}i≥0 is an infinite sequence and E(τi − τi−1) <
∞ ∀i ≥ 1.
Proof: Let the independent sequences {Ui}i≥1 and {Vi}i≥1 define Φ1
and Φ2 respectively with the same cycle K for both graphs. By the inde-
pendence of {Ui}i≥1 and {Vi}i≥1, Φ1 and Φ2 are independent. We divide
both sequences into blocks of length (∆ + 1)(N +M). We call the block
{Ui}1≤i≤(∆+1)(N+M) good if
Ui

> p if i ≤ (∆ + 1)N
< p if (∆ + 1)N < i < (∆ + 1)(N +M − 1)
and i = 1 mod ∆ + 1
> p if (∆ + 1)N < i ≤ (∆ + 1)(N +M)
and i 6= 1 mod ∆ + 1
> p if i = (∆ + 1)(N +M − 1) + 1.
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The effect of a good block is to leave all fitnesses of the model independent
and uniformly distributed on [p, 1]. Note that this construction negates the
usual aging effect, i.e. that older fitnesses are stochastically larger. The
first (∆ + 1)N random variables ensure that all fitnesses are greater than
p. Therefore, the rest of the good block walks the minimal fitness along K
updating all vertices. At the end of a good block, the probability that any
vertex is minimal is 1/N .
Assume that the i-th blocks of both {Ui}i≥1 and {Vi}i≥1 are good. Then
the minimal vertices both have fitnesses greater than p and are in the same
location in both graphs with probability 1/N . Using these blocks we can
then construct a subsequence of {τi}i≥1 with the desired properties. It is
clear that the probability of a good block is positive and the probability
that a pair of blocks is good is just the square of this, by independence.
Therefore by Borel-Cantelli, we recover an infinite sequence of pairs of good
blocks that leave the minimal fitness in the same place on both graphs with
all fitnesses greater than p. Furthermore, E(τ1) <∞ since it is the mean of
a geometric distribution. Since this holds for arbitrary initial conditions, it
is immediate that E(τi − τi−1) <∞ ∀i ≥ 1 also. 
2.4.2 Non-triviality of the stationary distribution
In the previous section it has been shown that the finite Bak-Sneppen model
converges weakly to a unique stationary distribution (dependent only on the
graph). However, nothing has been said about the nature of this distribu-
tion. In general, it is difficult to say anything specific, but some general
and asymptotic results are possible. Note that the stationary distribution
of a Bak-Sneppen model on a complete graph is trivially uniform product
measure, U(0, 1)N . The following results comes from a comparison between
Bak-Sneppen models on arbitrary graphs and complete graphs.
Proposition 2.24. The stationary distribution π ≥st U(0, 1)N .
Proof: This follows immediately from the coupling proof of Theorem
3.2 in Chapter 3. 
Proposition 2.25. Each marginal has full sup-
port.
Proof: Every vertex is a.s. minimal infinitely
often. After it is minimal, the vertex’s fitness is
distributed U(0, 1). 
Proposition 2.26. If G is transitive, then π has
identically distributed marginals.
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Proof: This follows almost immediately from the main result of the pre-
vious section. Assume that π doesn’t have identically distributed marginals.
Let π⋆ 6= π be a rotation of π. Since π is a stationary distribution, π⋆ must
also be a stationary distribution. This is a contradiction, therefore π must
have identically distributed marginals. 
However, the real interest is looking at the limit of πN as N → ∞.
Considering again Figures 2.1 and 2.2, it appears that the fitnesses are
(apart from near the minimal fitness) independent and uniformly distributed
above some threshold.
Theorem 2.27. Let GN be a sequence of graphs such that |GN | → ∞
and ∆(GN ) ≤ ∆ ∀N , where ∆(GN ) is the maximal degree of GN . Let
πN denote the stationary distribution of a Bak-Sneppen on GN . Let π
i
N
be the i-th marginal distribution function of πN . Then limN→∞ π
i
N (p) = 0
∀p < 1∆+1 .
Proof: The approach is to consider the Bak-Sneppen model as a
sequence of p-avalanches and uniformly bound, in N , the expected number
of active vertices. This is done using the comparison with a branching
process used in Section 2.3. Then as N → ∞, the proportion of active
vertices tends to zero, yielding the result.
Since all p-avalanches are finite on finite graphs, we wait until all fitnesses
are greater than p. Alternatively, we can take our initial fitness distribution
to be uniform (p, 1). We can then decompose the model into a sequence
of p-avalanches. We denote the duration of avalanche i by ai and the total
volume of avalanche i by Ai. Here the total volume of an avalanche is
defined to be the number of active vertices at each time step summed over
the duration of the avalanche. The average number of active vertices up to
and including the n-th avalanche is∑n
i=1Ai∑n
i=1 ai
.
This tends towards the expected number of active vertices, as n→∞, a.s. by
the SLLN as the {Ai}i≥1 are i.i.d. Since each avalanche has duration at least
1, ∑n
i=1Ai∑n
i=1 ai
≤
∑n
i=1Ai
n
→ E(A1).
Thus E(A1) gives an upper bound on the ex-
pected number of active vertices. This value varies
for different GN . However, the branching process
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comparison shows that E(A1) is finite whenever p is less than the critical
value of a Galton-Watson branching process with binomial (∆ + 1, p) off-
spring distribution, see Corollary 2.15 or [43]. 
Theorem 2.27 uses the branching process lower bound to get a bound
on the expected volume of an avalanche on all graphs GN . To get the
tighter bound of prc(G), where GN → G, one requires specific results about
avalanches only shown for Z, see Section 2.2. The following proposition
comes from [38].
Proposition 2.28. Suppose there exists 0 < pc < 1, such that for any
p < pc,
lim sup
N→∞
lim sup
n→∞
GN (n, p) = 0,
and for any p > pc,
lim sup
N→∞
lim sup
n→∞
GN (n, p) = 1.
Then the limit distribution exists and is equal to the independent product of
U(pc, 1) distributions.
For the special case of the Bak-Sneppen model on Z, this has important
consequences.
Theorem 2.29. If ppc(Z) = prc(Z), then the conditions of Proposition 2.28
are satisfied for pc = p
p
c(Z).
2.4.3 Infinite Graphs
Let πN be the stationary distribution of the Bak-Sneppen model on ΛN . It is
widely believed that πN converges to product measure with uniform (p
p
c , 1)
marginals. This limit would be the natural candidate for the stationary dis-
tribution of the Bak-Sneppen model on Z, especially when considering the
limiting results from Section 2.2. However, this distribution is unreasonable
for a Bak-Sneppen model on Z. There is almost surely no minimal fitness
and so the dynamics of the model are not defined.
In this situation it is worth drawing an anal-
ogy between random walks. A random walk on a
connected finite graph has a unique stationary dis-
tribution. However, on a infinite transitive graph,
no such stationary distribution exists and the best
one can do is find a stationary measure (e.g. every
possible location has measure c for some c > 0).
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I believe there is a similar situation for the Bak-Sneppen model in that
the location of the minimal fitness is equally likely to be any vertex in the
temporal limit and no stationary distribution exists.
2.5 Conclusions and Open Problems
Up to the present time, the mathematical research on the Bak-Sneppen
model has been rather limited. The special case of models on finite circles
ΛN and Z is considerably easier to analyse than the BS model on other
graphs. On this graph there is essential one main goal and open problem:
the proof that prc(Z) = p
p
c(Z). The proof of this is not only highly desirable
for its own right, but also because of the consequences of such a proof. This
result would rigorously demonstrate the qualitative shape of the limiting
stationary distribution. This would form a vital first step in considering the
claims of power law behaviour about the model.
When considering the Bak-Sneppen model away from Z, it is natural to
see if the qualitative behaviour of the model is different. In this report we
have seen that it is indeed possible to dramatically change the behaviour by
considering other graphs. However, certain results about the model that are
not obtainable for Z maybe be achievable for Zd for large d or on regular
tree with a large number of offspring by making the comparison to the
mean-field model rigorous.
Chapter 3
Maximal avalanches
in the Bak-Sneppen model
This chapter studies the durations of the avalanches in the maximal avalanche
decomposition of finite Bak-Sneppen models. We show that all the avalanches
in this maximal decomposition have infinite expectation, but only ‘barely’
in the sense that if we made the appropriate threshold a tiny bit smaller
(in a certain sense), then the avalanches would have finite expectation. The
first of these results is somewhat surprising, since simulations suggest finite
expectations. This chapter has been published as a joint paper with Meester
and van der Wal [42].
3.1 Introduction and main results
The Bak-Sneppen model was originally introduced as a simple model of
evolution by Per Bak and Kim Sneppen [5]. Their model can be defined
as follows. There are N species arranged on a circle with a random fitness,
independent and uniformly distributed on (0, 1), assigned to each species.
At each discrete time step the system is updated by locating the lowest
fitness and replacing this fitness and those of its two neighbours by inde-
pendent and uniform (0, 1) random variables. We think of the N species as
the vertices of a circular graph ΛN with N vertices.
This model can be defined on any finite con-
nected graph, with the neighbours of each vertex
being determined by the structure of the graph.
For us, only the number of vertices of such a graph
will be important (and the fact that it is con-
nected), and we define GN as the collection of con-
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nected graphs with N vertices.
One of the ways to analyse the Bak-Sneppen model is to break it down
into a series of avalanches. An avalanche at a threshold b (also called a
b-avalanche) is said to occur between times s and s + t if at time s all the
fitnesses are equal to or greater than b with at most one vertex where equal-
ity holds, and time s + t is the next time after s at which this occurs. In
the literature a number of different types of avalanches has been proposed.
Our definition is consistent with a number of other papers [5, 11, 37, 10],
although b is not always used to denote the threshold in precisely the same
way; other types of avalanches have for instance been defined in [24, 18].
Note that if we have a minimum fitness value of b, then we can choose any
value up to (and including) b to be our avalanche threshold. Furthermore,
it is the threshold (and not the exact initial values of the model) that deter-
mines the behaviour of an avalanche. Once we have used the initial fitnesses
to find out the minimal fitness and its location, all other information can
be discarded for the purposes of analysing individual avalanches.
One of the main reasons for interest in the Bak-Sneppen model is that
it gives an example of self-organised criticality (SOC). Spatial probabilistic
models (such as percolation) typically have a parameter that needs to be set
before running the model, for example the probability of an edge being open
in bond percolation. Often this parameter can be set to a particular value,
the critical value, where unusual behaviour is observed. Models at criticality
tend to exhibit scale-free or fractal behaviour, that is, the model looks ‘the
same’ when viewed at different levels of magnification. Their behaviour
often obeys power laws. However, this behaviour is very unstable, as the
parameter has to be set exactly to the critical value.
Many observable phenomena seem to obey power laws, the relationship
between the frequency of earthquakes and their sizes is perhaps the most
commonly cited example. However, models that require a finely tuned pa-
rameter lack the robustness to explain such phenomena. This led Per Bak
(among others) to consider models that tune themselves automatically to
this critical state, coining the phrase self-organised criticality [4]. Interested
readers should also have a look at Per Bak’s book on the subject [1].
Returning to the original Bak-Sneppen model
(on the circle), the notion of an avalanche helps
to explain the criticality of the model. For large
N there appears to be a threshold bc, close to
2/3, such that after a while, the dynamics appear
to consist of consecutive avalanches at bc, and in
addition, these avalanches seem to exhibit power
law behaviour in the sense that both duration and
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range can be described by power laws [5]. The threshold bc is not set before-
hand; the model seems to organise itself into this state. See Figure 3.1 for a
typical snapshot of the Bak-Sneppen model in stationarity, with N = 300.
On the horizontal axis we have the 300 vertices, with the dots representing
the fitnesses of the vertices.
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Figure 3.1: A snapshot of the fitnesses in the Bak-Sneppen model in sta-
tionarity.
The Bak-Sneppen model can be thought of as a sequence of consecutive
avalanches. Since different avalanche thresholds can be chosen, there are a
number of ways to perform such an avalanche decomposition. One common
approach is to consider the model as a series of avalanches at some fixed
threshold level b, see for instance [37].
There has also been considerable attention re-
served for the so-called maximal avalanche decom-
position. Here the first avalanche threshold is de-
fined to be the minimum fitness value from the
initial fitness values. After this and every sub-
sequent avalanche, another avalanche begins with
the threshold chosen to be the new minimal value
of the model; this is the maximal threshold choice.
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It is clear that this will lead to the Bak-Sneppen model being seen as a
series of avalanches at strictly increasing thresholds. The gap function at
time s, G(s), is defined to be the avalanche threshold at time s [10]. The
gap function is a stepwise increasing function which jumps to a new value
each time an avalanche finishes. Note that for all finite systems the gap
function tends to 1 almost surely. Figure 3.2 shows a realisation of the gap
function represented by the line, with the dots being the minimum fitness
values at each time step. The initial fitnesses were independent and uniform
(0, 1) distributed.
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Figure 3.2: A realisation of the gap function when N = 100.
In this report we investigate the expected durations of avalanches in
the maximal avalanche decomposition. One reason for looking at the max-
imal avalanche decomposition is to gain insight into how the Bak-Sneppen
model tends towards criticality. An alternative ap-
proach to the same question is the so called gap
equation. The gap equation is a conjectured dif-
ferential equation that describes the behaviour of
the gap function. It has been commonly referred
to in the physics literature [10, 19] and is only in-
formally defined. It refers to a different form of
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the gap function and the gap equation is not examined in this paper.
Previous mathematical literature on the model concentrated on the ex-
pected duration of an avalanche at a fixed and non-random threshold b [38].
Their results include a number of useful monotonicity results, as well as an
explicit differential equation relating the expected duration of avalanches
to their expected range. In this paper, we study the avalanches at random
thresholds which appear in, or are strongly related to, the thresholds in the
maximal avalanche decomposition.
On ΛN (or any transitive graph), the threshold is the only variable
needed in order to determine the distribution of an avalanche’s duration. By
this we mean that the durations of two avalanches on a transitive graph are
identically distributed if their thresholds are the same. On a non-transitive
graph, the origin of the avalanche (the vertex which has the minimal fitness
initially) also plays a role. However, one can still talk about the distribution
of the initial avalanche with a random origin.
Consider the Bak-Sneppen model on GN ∈ GN . Concentrating first on
the initial avalanche in the maximal decomposition, we see that the initial
threshold is the minimum ofN independent uniform (0, 1) random variables.
To be more explicit, we have an avalanche with random threshold B whose
density hN (b) is given by
hN (b) = N(1− b)N−1, 0 ≤ b ≤ 1.
Letting D(GN ) denote the random duration of the initial avalanche on GN ,
we prove the following theorem.
Theorem 3.1. The expected duration of the first avalanche on GN is infi-
nite, i.e. E(D(GN )) =∞, for any GN ∈ GN .
One consequence of this result (for transitive graphs) is that any sub-
sequent avalanche also has infinite expected duration, as its threshold is
stochastically larger. Hence the gap function consists of a sequence of steps,
each of which has infinite expected length.
The usual way to analyse the Bak-Sneppen model has been to run com-
puter simulations. Compared to these simulations, our result seems some-
what surprising, since divergent behaviour is not
typically noticeable under numerical simulations of
the model, especially when N is large. This is be-
cause the long avalanches that are behind this re-
sult occur when the (random) threshold B is high,
which is exponentially unlikely inN . If one were to
run computer simulations of the initial avalanche
in order to estimate its expected duration, it would
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still be possible to detect this, but only from the dramatic variability of
these estimations (even when a very large number of simulations are used).
Theorem 3.1 is, therefore, an example of the value of analytic methods, as
only very careful interpretation of computer simulations would lead one to
suspect this result.
We decided to perturb the avalanche threshold by making it stochas-
tically smaller and see whether this would lead to convergence. It turns
out that E(D(GN )) is ‘barely infinite’ in that making the threshold a tiny
bit stochastically smaller (where this reduction tends to 0 as N tends to
∞) yields finite expected durations. To be precise, we denote by Dn(GN )
the expected duration of an avalanche at a threshold which is set by the
minimum of n uniform (0, 1) random variables on GN . In this notation, the
previously used E(D(GN )) can now be written as DN (GN ), with Theorem
3.1 now stating that DN (GN ) =∞. We prove the following result.
Theorem 3.2. For all GN ∈ GN , an avalanche from a threshold chosen as
the minimum of n > N independent uniform (0, 1) random variables has
finite expectation, i.e. Dn(GN ) <∞ for all n > N .
So just adding one uniform random variable when setting the threshold
is enough to get a finite expected duration.
However, it is possible to show that under certain conditions all further
avalanches have infinite expected duration. Recall that on GN , setting the
threshold as the minimum ofN independent uniform (0,1) random variables,
gives infinite expected duration. If all the fitnesses (except the minimum)
are independent and uniformly distributed above the threshold at the start
of the avalanche, then at the end of the avalanche all the vertices will again
be independent and uniformly distributed above the threshold. So even if
you fix b and choose your fitnesses to be uniform above it, it follows from
Theorem 3.1 that the next avalanche will have infinite expected duration.
A more general, but weaker form of this result applies when we drop the
condition that the fitnesses had to be nicely distributed at the start of the
avalanche. All the vertices updated by the avalanche will be independent
and uniformly distributed above the threshold at
the end of the avalanche. So once we have had a
spanning avalanche (one that updates every ver-
tex in the system during its duration) all subse-
quent avalanches (from maximal thresholds) will
have infinite expected duration, no matter what
initial fitness values are taken.
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3.2 Proof of Theorem 3.1
We prove that the initial maximal avalanche has infinite expected duration.
This is done by first proving the result for the special case of GN = ΛN
and then explaining how to modify the proof to generalise the result onto
all graphs GN ∈ GN .
It is essentially a trivial result that D3(Λ3) = ∞. Indeed, at each time
step the fitnesses are independently and identically distributed and so this
is just a record values result [30]. Alternatively you can find an explicit
expression for the duration of an avalanche at a fixed threshold and then
integrate out over the distribution of B, the random avalanche threshold.
For N > 3 a more subtle approach is required since we have neither in-
dependence nor identically distributed minimal fitnesses. In the proof for
general N , we use the observation that if at any time all the fitnesses are
below the (random) threshold B, then the avalanche cannot stop before at
least N update values greater than B have been observed. We calculate
the expected time taken for N such updates to be observed between times
when all fitnesses are below the threshold.
Before we start on the main body of the proof we need some definitions.
Let fi(n) denote the fitness of vertex i at time step n, where the initial
fitnesses, corresponding to n = 0, are independent and uniform on (0, 1).
We generate our updates from a sequences of independent uniform (0, 1)
random variables, Uk, k = 0, 1, 2, . . . as follows: if vertex i has the minimal
fitness at time n, then the fitnesses at positions (i− 1, i, i+ 1) are replaced
by (U3n, U3n+1, U3n+2), giving the fitnesses at time n+ 1.
We divide the avalanche into time blocks of length 2N , i.e. block m
contains the time steps starting with 2mN and finishing with 2(m+1)N−1,
for m = 0, 1, 2, . . . We call a block bad if all the updates in the block are
below the threshold B and are in decreasing order. So, block m is bad if
B > U6mN > U6mN+1 > U6mN+2 > · · · > U6(m+1)N−1.
We let sr denote the (random) time just after the r
th bad block, for r =
1, 2, . . . The next lemma tells us that after a bad block, all fitnesses are
below B.
Lemma 3.3. We have that fi(sr) < B for all 0 ≤
i ≤ N − 1 and r = 1, 2, . . .
Proof: Consider the state of the system at the
beginning of the rth bad block. We update the
vertex with the minimal fitness, together with its
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two neighbours. Since the block is bad, the three updated vertices now have
fitness below the threshold. We now have two possible cases, either one of
the new fitnesses is the minimum, or another vertex has the minimal fitness.
If the minimum is drawn from a newly updated vertex then the avalanche
will continue (for the duration of the bad block) round the circle of vertices,
since after another update the minimum among the three updated vertices
will be lower than the minimum at the previous step and so will in fact be the
global minimum. The second case can not occur more than N times before
the first case occurs. Once we have the minimum among new fitnesses, it
can not take more than N vertices for the first case to cover the entire vertex
set. Hence after 2N updates all the vertices will have fitnesses generated by
new updates. Thus all fitnesses will be below the threshold, as required. 
We call a period between the endpoints of two bad blocks an epoch;
hence the mth epoch corresponds to the time interval [sm, sm+1 − 1], for
m = 1, 2, . . . We call an epoch good if among the updating random variables
corresponding to that epoch there are at least N updating random variables
greater than B. So, the mth epoch is good if
3sm+1−1∑
k=3sm
I{Uk ≥ B} ≥ N,
where I denotes the indicator function. We let S be the index of the first
good epoch. Now observe that given that block 0 is bad, the first avalanche
can only finish during a good epoch. This indicates that the expectation of
S plays an important role in our analysis.
Lemma 3.4. E(S) =∞.
Proof: The key to the proof is to compute the expectation of S given
that B = b. Indeed, conditioned on B = b, S has a geometric distribution
with a successful trial being a good epoch. This is because conditional on
the threshold, the lengths of the epochs are independent and identically
distributed. We let p(b) be the probability that the first epoch (or any
other, for that matter) is good, given that B = b. Integrating over the
range of b, we then have that
E(S) =
∫ 1
0
N(1− b)N−1
p(b)
db,
since B is distributed as the minimum of N in-
dependent uniform (0, 1) random variables. It re-
mains to estimate p(b). Since we want to bound
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the integral from below, we have to bound p(b) from above. We let Fn be
the event that the first epoch does not finish before or at time s1 + n, and
write Gn for the event that
min{ℓ;
ℓ∑
k=3s1
I{Uk ≥ B} ≥ N} = n,
that is, Gn is the event that the n
th update random variable since the start
of the first epoch - ordered naturally as U3s1, U3s1+1, . . . - is the N
th above
b. We can now write:
p(b) =
∞∑
n=N
P(Gn|B = b)P(F⌊n/3⌋|Gn, B = b).
Now observe that P(Gn|B = b) =
(n−1
N−1
)
(1− b)N bn−N which we bound from
above by
(n−1
N−1
)
(1−b)N . Furthermore, conditioning on B = b and Gn means
that we randomly select N−1 updates among the n−1 first updates after s1
which are declared to be the updates above b; the only information about all
the other updates is that they are below b. No matter the precise realisation,
this implies that there are at least (for n > 6N2) ⌊n−16N ⌋− (N − 1) blocks so
far for which our only information is that they have all their corresponding
updates below b. Hence the (conditional) distribution of the updates in
these blocks are i.i.d. uniform on (0, b), and any of these blocks is bad with
a (conditional) probability which is uniformly bounded below by a constant
c1(N), say. This then gives:
p(b) ≤
6N2∑
n=N
(
n− 1
N − 1
)
(1− b)N +
∞∑
n=6N2+1
(
n− 1
N − 1
)
(1− b)N (1− c1(N))⌊
n−1
6N
⌋−(N−1)
≤ (1− b)N
 6N2∑
n=N
(
n− 1
N − 1
)
+
∞∑
n=6N2+1
nN(1 − c1(N))⌊
n−1
6N
⌋−(N−1)

= c(N)(1− b)N ,
for a suitable constant c(N) <∞.
We can now substitute our upper bound for
p(b) back into our integral for E(S), giving
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E(S) =
∫ 1
0
N(1− b)N−1
p(b)
db
≥ N
c(N)
∫ 1
0
(1− b)N−1
(1− b)N db
=
N
c(N)
∫ 1
0
1
1− bdb
= ∞.

Let A be the event that block 0 is bad. We already noticed that if block 0
is bad, the first avalanche can only end during a good epoch. This gives
E(D(ΛN )) ≥ E((D(ΛN )|A)P(A) ≥ E(S|A)P(A),
and since P(A) > 0 it suffices to prove that E(S|A) =∞.
Lemma 3.5. We have that E(S|A) =∞.
Proof: Writing FB|A for the conditional distribution function of B given
the event A, we have that
E(S|A) =
∫ 1
0
E(S|A,B = b)dFB|A(b). (3.1)
We claim now that
E(S|A,B = b) = E(S|B = b). (3.2)
To see this, observe that when we condition on B = b, further knowledge
about updates in block 0 is irrelevant for the distribution of S; indeed, the
distribution of S depends only on B, with E(S|B = b) non-decreasing in b.
Furthermore, we claim that
FB|A(b) ≤ FB(b), (3.3)
where FB denotes the distribution function of B.
To see this, we write U = max{U0, . . . , U6N−1}
and argue as follows:
FB|A(b) = P(B ≤ b|A)
= P(B ≤ b|B > U0 > U1 > · · · > U6N−1)
= P(B ≤ b|B > U,U0 > U1 > · · · > U6N−1).
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Since the event {U0 > U1 > · · · > U6N−1} is independent of (U,B), we can
remove it from the conditioning event, and we find that
FB|A(b) = P(B ≤ b|B > U)
≤ P(B ≤ b),
since B and U are independent, and it is well known in general that condi-
tioning a random variable B to be larger than another, independent, random
variable U makes B stochastically larger.
Taking together (3.1), (3.2) and (3.3), with the fact that E(S|B = b) is
non-decreasing in b, we finally obtain
E(S|A) ≥
∫ 1
0
E(S|B = b)dFB(b) = E(S),
which by Lemma 3.4 is equal to infinity, proving the result. 
The proof above only gives the result for ΛN . However, the only part of the
proof that really utilised the circular graph structure was Lemma 3.3. If,
for any graph GN , an equivalent result to Lemma 3.3 can be proven, then
the rest of the proof will follow as above (up to a few changes of constants).
The goal is, therefore, to come up with a similar notion of a bad block that
again ends with all fitnesses below the threshold. Below is a recipe for doing
this for any graph GN .
A closed walk in a graph is defined to be an ordered collection of vertices
(v1, v2, . . . , vn) such that vi and vi+1 are neighbours for all 1 ≤ i ≤ n − 1,
and vn and v1 are neighbours. Note that it is allowed to visit the same
vertex or traverse the same edge on more than one occasion. For any finite
connected graph it is possible to find a closed walk that visits every vertex
of the graph at least once. Take a minimal such closed walk on GN .
This walk is now used to update the Bak-Sneppen model. Recall that the
updates are drawn from a sequence of independent uniform (0, 1) random
variables U0, U1, U2, . . . . Let the vertex with the initial minimal fitness be
v. Locate v in the walk. It may occur more than once, in this case just pick
one of these. Now update this vertex and its neighbours in such a way that
the last random variable from the sequence is used
to update the neighbour of v that occurs next in
the walk. For example, if we use U0, U1 and U2,
then U2 will be the new fitness of the vertex that
comes next in the walk. Now we continue along
the walk until we get to the vertex with the new
minimal fitness and update as above.
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Now consider what happens if we have a bad block. Recall that a bad
block is a block in our sequence of random variables where the random
variables are decreasing and below the threshold. If, at any point during
the bad block, the minimal fitness comes from the last random variable of
the bad block, then the location of the minimal fitness will follow the walk
updating all the vertices.
For any finite connected graph GN , one can bound from above the num-
ber of random variables needed in a bad block to ensure that the minimal
fitness comes from the last random variables of the bad block. Note that
here we are measuring the length of a bad block in terms of random vari-
ables rather than update steps (as before). Denote this bound by l1 (in the
case of GN = ΛN , we used l1 = 3N in the proof of Lemma 3.3). Let l2 be
the number of random variables used to perform our walk (in the case of
GN = ΛN , we used l2 = 3N in the proof of Lemma 3.3). Then a bad block
of length l = l1 + l2 will ensure that all fitnesses are below the threshold as
desired.
3.3 Proof of Theorem 3.2
Let GN ∈ GN . Recall that Theorem 3.2 stated that an avalanche on GN
from a threshold distributed as the minimum of N +1 independent uniform
random variables has finite expected duration. Our approach is to couple
the Bak-Sneppen model with a similar and simpler model whose avalanche
durations are more easily calculated. In the Bak-Sneppen model we have
the vertices arranged on a circle and so each vertex has only two neighbours.
For the Bak-Sneppen model on the complete graph KN , updating the min-
imal vertex and its neighbours will update the entire graph. This yields a
fairly uninteresting model, with no time dependence or self-organised crit-
ical behaviour in the infinite limit. However, the expected duration of an
avalanche on this model from a threshold b is easy to calculate and is equal
to (1− b)−N <∞.
Intuitively one might think that an avalanche on KN from a thresh-
old b would be longer than an avalanche on GN from the same threshold,
b. This is because the original model eliminates the smallest value and its
neighbours, leaving some old fitnesses that are cer-
tainly greater than the minimum. It seems plau-
sible that the distributions of these other vertices
are stochastically larger than uniform (0, 1) ran-
dom variables. This intuition is correct, as we will
now demonstrate.
Since, as in the Bak-Sneppen model on Λ3, we
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have an explicit expression for the expected duration of an avalanche at a
fixed threshold on KN , we can calculate Dn(KN ) by integration.
Dn(KN ) =
∫ 1
0
n(1− b)n−1db
(1− b)N <∞, for all n > N,
where the expression n(1 − b)n−1 is the density of the threshold which is
set by the minimum of n uniform random variables. So we need to provide
a coupling of the Bak-Sneppen models on KN and GN to show that the
expected duration of a b-avalanche is shorter for GN and therefore that the
initial avalanche has finite expectation when n > N .
The main difficulty to overcome when coupling these two models to-
gether is that the time dependencies are completely different. The Bak-
Sneppen model on GN depends heavily upon the values at the previous
step, whereas on KN the fitnesses are completely independent of previous
fitness values. Our approach is as follows. We consider an alternative way
of constructing a Bak-Sneppen avalanche that does not fix the fitness val-
ues, but has the same duration distribution. We then demonstrate how this
construction can be realised using a sequence of independent uniform (0, 1)
random variables and in this way coupled with the model on KN . Readers
should note that a similar approach to this has also been used to com-
pare Bak-Sneppen avalanches to site percolation [43]. An explicit example
of this coupling is given before proving that this coupling has the desired
properties.
Consider a Bak-Sneppen b-avalanche on GN . Pick a vertex uniformly
at random to be the origin of the avalanche and give it fitness b. Let all
the other fitnesses be uniformly distributed on (b, 1). At the first update
step we generate new fitnesses that are associated with (but not assigned
to!) the origin and its neighbours. Furthermore, we generate new fitnesses
for the remaining vertices, but this time they are not uniform (0, 1), but
uniform (b, 1). We find the minimum of these values and assign it to the
respective vertex.
Now, in contrast to the usual treatment, we discard the remaining fit-
ness values and merely record the conditional distributions of the fitnesses
given that the fitnesses must be greater than the given minimal value. We
iterate this process by again generating new fit-
nesses corresponding to the minimal vertex and
its neighbours and also generate new fitness val-
ues corresponding to the other vertices contained
in GN according to their conditional distributions.
Again we locate and fix the minimal value before
discarding the other fitnesses and recording their
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conditional distributions (i.e given their previous distribution and that they
are greater than the new minimal value). Note here that at each time step
only one vertex has a fixed value, namely the minimal one.
If at any point one wishes to have exact fitnesses for the Bak-Sneppen
model, the associated fitness values can be fixed to all vertices. This is
similar to the inductive step above, except that after locating and recording
the minimum value the remaining fitnesses are fixed rather than discarded.
Fixing all the fitness values ends this construction, since it requires the
minimum fitness to be the only fixed value. So to continue the avalanche
after the fixing, one must return to the original method for realising the
Bak-Sneppen model.
Proposition 3.6. The above construction of a b-avalanche has the same
range and duration distributions as a Bak-Sneppen b-avalanche.
Proof: The construction above follows the rules for a Bak-Sneppen model
in that at each time step the vertex with the minimal fitness is updated
along with the fitnesses of its neighbours. The only difference is the use
of information. Traditionally the fitnesses of all the vertices are known
at all time steps, but here we only keep track of distributions. By con-
struction, these distributions are the same as the fitness distributions in a
Bak-Sneppen avalanche if the precise fitness values were unknown. In par-
ticular, the location and magnitude of the minimal vertex has the correct
distribution. Since the location and magnitude is at all times distributed
the same as in a normal Bak-Sneppen avalanche, the required equivalence
is now clear. The duration is determined by the magnitudes of the sequence
of minima and the range by their respective locations. 
We remark that the idea of constructing the Bak-Sneppen process in this
way is closely related to the ‘locking thresholds representation’ introduced
in [37]. With this new construction of a b-avalanche we are now ready to
describe the coupling.
We start by generating a sequence of uniform (0, 1) random variables,
X1,X2, . . . that shall be used to update the fitnesses on KN . Contrary to
earlier notation, for this proof we enumerate the vertices by 1, 2, ..., N ; the
fitnesses on KN will beX1,X2, ...,XN respectively
after the first time step, and XN+1,XN+2, ...,X2N
after the second time step and so on. We use the
same random variables to generate the fitnesses on
GN . However, in the Bak-Sneppen model on GN ,
we do not always wish to use uniform (0, 1) ran-
dom variables. Before they can be used, we have
to transform our uniform (0, 1) random variables.
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This is simply done by taking the inverse of the distribution functions (some-
times referred to as probability integral transformation).
It is perhaps worth describing the exact nature of these transformations
more precisely. If you wish to generate a random variable with any invertible
distribution function, F , then this can be done by taking a uniform (0, 1)
distributed random variable, X, and taking F−1(X). So our approach here
is to use this sort of transformation so that the same sequence (Xi) can be
used for both the model on KN and GN .
We consider two cases. The first possibility is that the avalanche on
KN stops. In this case we fix the fitness values on GN to check if the Bak-
Sneppen avalanche has also stopped. This is done as above: the random
variables are transformed to the correct distributions and then set to be the
fitnesses of the vertices. If, on the other hand, the avalanche on KN is still
in progress, we carry on with the Bak-Sneppen avalanche on GN according
to our new construction.
We are now ready to give a specific example (in this case the Bak-
Sneppen model on GN = ΛN ), as we know how to update the fitness distri-
butions in the coupled Bak-Sneppen model. Each time step is split into two
lines in order to illustrate the mechanism of the coupling more clearly. In
the first line we update on KN and write down the marginal distributions
for the Bak-Sneppen model at that update. On the next line the fitness val-
ues for KN are used to calculate the exact minimum for the Bak-Sneppen
model and to update the remaining marginal distributions. For brevity we
use the shorthand > b for U(b, 1) and > 5 for U(X5, 1). We use an under-
score to denote the minimum fitness value. It is important to remember
that the minimum on KN doesn’t play an explicit role in determining the
behaviour of the Bak-Sneppen model on GN . The underscore is used here
only to highlight the types of behaviour that you can observe from this
coupling.
Since vertex 2 has the minimum value initially,
the new fitnesses of vertices 1, 2 and 3 will be uni-
form (0, 1). We also update the fitnesses on KN .
Note that in this example, at all times the min-
imal fitness on KN is below b, so the avalanche
doesn’t stop during the steps we have detailed. So
we don’t fix the exact fitness values in the coupled
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Bak Sneppen Model on K5 Comments Bak-Sneppen model on Λ5
1 2 3 4 5 Vertices 1 2 3 4 5
> b b > b > b > b Initial setup > b b > b > b > b
X1 X2 X3 X4 X5 Update K5 > 0 > 0 > 0 > b > b
X1 X2 X3 X4 X5 Update Λ5 > 3 > 3 X3 > b > b
X6 X7 X8 X9 X10 Update K5 > 3 > 0 > 0 > 0 > b
X6 X7 X8 X9 X10 Update Λ5 > 9 > 9 > 9 X9 > b
X11 X12 X13 X14 X15 Update K5 > 9 > 9 > 0 > 0 > 0
X11 X12 X13 X14 X15 Update Λ5 > x x > x > x > x
Figure 3.3: Coupling with a Bak-Sneppen model on the complete graph
Bak-Sneppen model, but instead use the random variables, X1,X2, ...,X5,
to find the location of the minimal fitness in the Bak-Sneppen model. On
KN , X3 takes the minimum value and so vertex 3 in the Bak-Sneppen model
is minimal with fitness X3. This is because out of the transformed values
X3 is necessarily the smallest, as the transformations to X4 and X5 make
them larger and no transformations are required for X1,X2 and X3. Since
the avalanche is still in progress, X3 < b, and so the distributions of the
fitnesses of vertices 4 and 5 remain the same, whereas for vertices 1 and 2
they are now uniform (X3, 1).
The next time step follows on in a similar vein, except that after the
transformations we find that X9 is the minimal transformed value even
though before transformation X6 was smaller. This means that the loca-
tion of the minimal vertex on the two models is now different. It is also
worth noticing that X9 must be greater than X3 by the way that the fit-
ness distributions have been updated. The final time step detailed gives
an example of the more complicated behaviour that can be observed. Here
vertex 2 is minimal in both models, but in the Bak-Sneppen model the fit-
ness value at vertex 2 is x rather than X12, where x = X9 + (1 −X9)X12.
This is because we have had to transform the value of X12 so that it had
the correct distribution.
To conclude this example let us consider the
case when the avalanche in the new model stops.
This means that min(X11,X12,X13,X14,X15) >
b. We would then fix the fitnesses for the Bak-
Sneppen model giving X9+(1−X9)X11,X9+(1−
X9)X12,X13,X14,X15.
Having given a description of the coupling, it
remains to confirm that this coupling has the de-
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sired property: that the Bak-Sneppen avalanche on GN can not outlive the
avalanche on KN .
Proposition 3.7. The Bak-Sneppen avalanche finishes no later than the
end of the new process.
Proof: This proposition is proved by showing that the conditional dis-
tributions of the Bak-Sneppen model always belong to a certain family of
distributions. Observe that initially we have one fixed fitness with all the
others uniformly distributed above the threshold b. When a vertex or one of
its neighbours is minimal its fitness distribution is reset to be uniform (0, 1).
The only other way the fitness distribution can be altered is by condition-
ing it on being bigger than a given value. Conditioning a uniform random
variable to be bigger than a given value merely restricts the variable to be
uniform on the part of its original range that is above the given value. It is
obvious that a uniform (0, 1) random variable is stochastically dominated
by a uniform (x, 1) random variable when x ≥ 0. Thus, transforming the
fitnesses from KN to make them applicable to the Bak-Sneppen model on
GN can never make them smaller. Hence, if the fitnesses on KN are all
greater than the threshold b, then so must the fitnesses of the Bak-Sneppen
model on GN . 
This coupling shows thatDn(KN ) <∞ implies Dn(GN ) <∞ and hence
we have proved Theorem 3.2. 
Chapter 4
Bounds
for avalanche critical values
of the Bak-Sneppen model
This chapter studies the Bak-Sneppen model on locally finite transitive
graphs G, in particular on Zd and on T∆, the regular tree with common
degree ∆. We show that the avalanches of the Bak-Sneppen model dominate
independent site percolation, in a sense to be made precise. Since avalanches
of the Bak-Sneppen model are dominated by a simple branching process,
this yields upper and lower bounds for the so-called avalanche critical value
pBSc (G). Our main results imply that
1
∆+1 ≤ pBSc (T∆) ≤ 1∆−1 , and that
1
2d+1 ≤ pBSc (Zd) ≤ 12d + 1(2d)2 + O
(
d−3
)
, as d → ∞. This chapter has been
published as a joint paper with Meester and Nuyens [43].
4.1 Introduction and main results
The Bak-Sneppen model was originally introduced as a simple model of
evolution by Per Bak and Kim Sneppen [5]. Their original model can be
defined as follows. There are N species (vertices) arranged on a circle, each
of which has been assigned a random fitness. The fitnesses are indepen-
dent and uniformly distributed on (0, 1). At each
discrete time step the system evolves by locating
the lowest fitness and replacing this fitness, and
those of its two neighbours, by independent and
uniform (0, 1) random variables. We say that a
vertex whose fitness is changed by this procedure
has been updated.
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It is not particularly significant that the underlying graph of the model
is the circle, or Z in the thermodynamic limit. Bak-Sneppen models can be
defined on a wide range of graphs using the same update rule as above: the
vertex with minimal fitness and its neighbours are updated. Unlike particle
systems such as percolation or the contact process, the Bak-Sneppen model
has no tuning parameter. Therefore, it has been described as exhibiting
self-organised critical behaviour, see [41] for a discussion.
One of the ways to analyse Bak-Sneppen models is to break them down
into a series of avalanches. An avalanche from a threshold p, referred to as
a p-avalanche, is said to occur between times s and s + t if at time s all
the fitnesses are equal to or greater than p with at most one vertex where
equality holds, and time s+t is the first time after s at which all fitnesses are
larger than p. The vertex with minimal fitness at time s is called the origin
of the avalanche. A p-avalanche can be considered as a stochastic process in
its own right. The key feature of the origin is that it has the minimal fitness
(as it will be updated immediately). Hence, we can consider its fitness to
be any value, as long as this value is minimal. Vertices with fitness below
the threshold are called active, others are called inactive. Note that the
exact fitness value of an inactive vertex is irrelevant for the avalanche, since
this value can never be minimal during the avalanche. This motivates the
following formal definition of an avalanche.
Definition 4.1. A p-avalanche with origin v on a graph G (with vertex
set V (G)) is a stochastic process with state space {[0, p]A, A ⊂ V (G)} and
initial state p{v}. The process follows the update rules of the Bak-Sneppen
model. Any vertex with a fitness smaller than or equal to p is included. Any
vertex with a fitness larger than p is not included. The process terminates
when it is the empty set.
Studying avalanches has considerable advantages. A Bak-Sneppen model
on an infinite graph is not well-defined: when there are infinitely many
vertices, there may not be a vertex with minimal fitness. However, Bak-
Sneppen avalanches can be defined on any locally finite graph as follows:
at time 0 all vertices have fitness 1, apart from one vertex, the origin of
the avalanche, which has fitness p. We then apply the update rules of the
Bak-Sneppen model, until all fitnesses are above p.
This is consistent with our previous notion, as it is
only the fitnesses updated during the avalanche
that determine the avalanche’s behaviour. The
ability to look directly at infinite graphs is very
desirable, because the most interesting behaviour
of the Bak-Sneppen model is observed in the limit
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as the number of vertices in the graph tends to infinity.
In the literature alternative types of avalanches have been proposed, see
[24, 18]. The definition given here corresponds to the most commonly used
notion of an avalanche and was introduced by Bak and Sneppen [5]. For
a more thorough coverage readers are directed to Meester and Znamenski
[37, 38]. Note that unlike the Bak-Sneppen model itself, the avalanches do
have a tuning parameter, namely the threshold p.
In this paper, we look mainly at transitive graphs. The behaviour of an
avalanche on a transitive graph is independent of its origin: an avalanche
with origin at vertex v behaves the same as an avalanche with origin 0.
When analysing avalanches on transitive graphs, it is therefore natural to
talk about a typical p-avalanche without specifying its origin. To analyse
avalanches, some definitions are needed. The set of vertices updated by an
avalanche is referred to as its range set, with the range being the cardinality
of this range set. Letting rBSG (p) denote the range of a p-avalanche on a
transitive graph G, we define the (avalanche) critical value of the Bak-
Sneppen model as
pBSc (G) = inf{p : P(rBSG (p) =∞) > 0}. (4.1)
Numerical simulations [5] suggest that the stationary marginal fitness
distributions for the Bak-Sneppen model on N sites tend to a uniform dis-
tribution on (pBSc (Z), 1), as N →∞. It has been proved in [38] that this is
indeed the case if pBSc (Z) = p̂
BS
c (Z), where p̂
BS
c (Z) is another critical value,
based on the expected range, and is defined as
p̂BSc (G) = inf{p : E[rBSG (p)] =∞}. (4.2)
It is widely believed, but unproven, that these two critical values are equal.
It should now be clear that knowledge about the value of pBSc (G) is vital
in determining the self-organised limiting behaviour of the Bak-Sneppen
model, even though there is no tuning parameter in the model. Although
in this paper we focus on the critical value (4.1), our bounds for the critical
value (4.1) also hold for the critical value (4.2), see Section 4.6.
The approach of this paper is to compare Bak-
Sneppen avalanches with two well-studied processes,
namely branching processes and independent site
percolation. A simple comparison with branching
processes gives a lower bound on the critical value,
whereas a more complex comparison with site per-
colation gives an upper bound. To warm up, we
first give the (easy) lower bound.
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Proposition 4.2. On any locally finite transitive graph G with common
vertex degree ∆, we have
pBSc (G) ≥
1
∆ + 1
.
Proof: At every discrete time step of the system, we draw ∆ + 1 inde-
pendent uniform (0, 1) random variables to get the new fitnesses of the
vertex with minimal fitness, and of its ∆ neighbours. Each of these ∆ + 1
new fitnesses is below the threshold p with probability p, independent of
each other. This induces a coupling with a simple branching process with
binomial (∆ + 1, p) offspring distribution, where every active vertex in the
Bak-Sneppen avalanche is represented by at least one particle in the branch-
ing process. Hence, if the branching process dies out, then so does the
Bak-Sneppen avalanche. Therefore the critical value of the Bak-Sneppen
avalanche can be no smaller than the critical value of the branching pro-
cess. 
The main result of this paper is the following upper bound for the critical
value pBSc (G) of the Bak-Sneppen model on a locally finite transitive graph
G. The critical value for independent site percolation on G is denoted by
psitec (G). We recall that for site percolation on G with parameter p, the
probability of an infinite cluster at the origin is positive for all p > psitec (G),
and 0 for all p < psitec (G).
Theorem 4.3. On any locally finite transitive graph G, we have
pBSc (G) ≤ psitec (G).
This result implies that on many locally finite transitive graphs, pBSc
is non-trivial. For the Bak-Sneppen avalanche on Z, Theorem 4.3 gives a
trivial upper bound, but in this case we know from [37] that pBSc (Z) ≤
1− exp(−68) .
Since the critical value of site percolation on T∆, the regular tree with
common degree ∆, equals 1/(∆ − 1), the following corollary holds.
Corollary 4.4. The critical value of the Bak-Sneppen
model on a regular tree T∆, with common degree ∆,
satisfies
1
∆ + 1
≤ pBSc (T∆) ≤
1
∆− 1 .
Applying the expansion for the critical value
of site percolation on Zd given by Hara and Slade
[35], we also have the following corollary.
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Corollary 4.5. The critical value of the Bak-Sneppen model on Zd satisfies
1
2d+ 1
≤ pBSc (Zd) ≤
1
2d
+
1
(2d)2
+O
(
d−3
)
, d→∞.
The paper is organised as follows. In Section 4.2 we take some prelimi-
nary steps by describing an alternative way of constructing a Bak-Sneppen
avalanche. Section 4.3 uses this construction to couple the Bak-Sneppen
avalanche and another stochastic process. The proof that the critical value
of the Bak-Sneppen avalanche is larger than that of the coupled stochastic
process is given in Section 4.4. The proof of Theorem 4.3 is completed in
Section 4.5 where we show that the coupled process in fact constructs the
cluster at the origin of site percolation with the origin always open. In Sec-
tion 4.6, we discuss some implications and generalisations of our methods
and results.
4.2 An alternative construction of the Bak-Sneppen
model
In the introduction the Bak-Sneppen model was defined in its original for-
mat and then generalised to locally finite graphs. However, for our purposes
it is more convenient to work with an alternative construction of the Bak-
Sneppen model. We call this new construction the forgetful Bak-Sneppen
model, as the exact fitness values will be no longer fixed (or remembered).
This idea borrows heavily from the ‘locking thresholds representation’ in
[37], and was used in a much simpler form in Chapter 3 [42]. The forgetful
Bak-Sneppen model is defined below and then argued to be equivalent to
the normal Bak-Sneppen model, in the sense that at all times, the fitnesses
have the same distributions.
Consider a Bak-Sneppen model on a finite transitive graph G with N
vertices. To start with, all N vertices have independent uniformly (0, 1)
distributed fitnesses. In the forgetful Bak-Sneppen model, all N vertices
have fitness distributions, instead of fitness values. At time 0, all vertices
have uniform (0,1) fitness distributions. The system at time n is generated
from the system at time n − 1 by the following
procedure.
1. We draw N new independent random vari-
ables according to the appropriate fitness dis-
tributions at time n− 1.
2. The minimum of the fitnesses is found and
fixed.
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3. All the other fitness values are discarded, and replaced by the conditional
distribution of these fitnesses, given that they are larger than the observed
minimal fitness.
4. The vertex with minimal fitness and its neighbours have their value
or fitness distributions replaced by uniform (0,1) distributions. (So
now all vertices have some distribution associated with them.) This
is the state of the system at time n.
It is easy to see that the fitness distributions at time n generated by
this procedure are the same as the fitness distributions in the normal Bak-
Sneppen model at time n.
Furthermore, all fitness distributions have the convenient property that
they are uniform distributions. Indeed, suppose that a random variable Y
has a uniform (y, 1) distribution, denoted by Fy. If we condition on Y > z,
then Y has distribution Fy∨z , where y ∨ z = max{y, z}. All our fitnesses
initially have uniform (0,1) distributions. Two things can change these
distributions. They can be reset to F0 by being updated, or they can be
conditioned to be bigger than some given value; in both cases they remain
uniform.
The above construction gives a forgetful Bak-Sneppen model on a finite
graph, but this is easily extended to a forgetful Bak-Sneppen model on
a locally finite graph. The only difference is that initially we assign the
fitness distribution F0 to the origin. The remaining vertices have a fitness
distribution with all mass in the point 1, denoted by F1. The avalanche ends
when all the fitnesses within the avalanche are above the threshold, which
is equivalent to saying that the minimal fitness is above the threshold. It is
possible to see when the avalanche has finished by checking the value of the
minimum fitness (phase 2 above). Thus we can use the forgetful method to
generate avalanches.
4.3 The construction of the coupling
This section is divided into three parts. To begin with, some intuition
behind the main result (Theorem 4.3) is given. This is followed by a precise
description of the coupling, and then we give an
example for added clarity.
4.3.1 Intuition
We are interested in comparing the Bak-Sneppen
avalanche with the open cluster at the origin of
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independent site percolation, with the proviso that the origin is open with
probability 1 rather than with probability p. This clearly has no effect on
the critical value.
Typically, site percolation is studied as a static random structure, but it
is also possible to build up the open cluster at the origin dynamically. This
is standard (we refer to [33] for details) but the idea can be described as
follows. Starting with just the origin, we can evaluate one of the neighbours
and decide whether this neighbour is open or not. If it is, we add it to the
cluster, if it isn’t, we declare it closed. One can continue in this fashion,
each time step evaluating neighbours of the current cluster one by one. If
the probability that a vertex is open, given the full history of this process, is
always equal to p, then in fact we do create the site-percolation open cluster
of the origin. When there are no more unevaluated neighbours, the process
stops, and the cluster is finite in that case.
The growth of both a Bak-Sneppen avalanche and the open cluster at the
origin is driven by the extremal vertices. In a Bak-Sneppen avalanche, the
extremal vertices are those vertices that are contained within the avalanche
and have neighbours outside the avalanche. It is only through one of the
extremal vertices having the minimal fitness that the range of the avalanche
can increase. For site percolation, the extremal vertices are those having a
neighbour in the open cluster at the origin, but that are themselves unknown
as to be open or closed. These are exactly the vertices at the edge of the
cluster, and they will increase the size of the cluster by being open. Since
it is the extremal vertices that drive the spread of both processes, the task
is to relate the two sets of extremal vertices to each other.
The major difficulty to overcome is that in the Bak-Sneppen model an
extremal vertex may be updated by neighbouring activity before having
minimal fitness itself, whereas in site percolation a vertex is either open or
closed. So in the Bak-Sneppen model it is possible that a previously active
extremal vertex never has minimal fitness, having been made inactive by a
subsequent neighbouring update. Conversely, an originally inactive vertex
can be made active. Hence, in the Bak-Sneppen model the neighbour of an
active vertex will not necessarily be updated, while in our construction of
the open cluster at the origin in site percolation, the neighbour of an open
site is always considered. This means that it is
not useful to couple the two models in the natural
manner by realising the fitness and determining if
the vertex is open and closed immediately with the
same random variable.
The following heuristics make Theorem 4.3 plau-
sible. If a vertex’s fitness is not minimal, then its
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conditional distribution based on this information is stochastically larger
than its original uniform (0, 1) distribution. So if a vertex is updated by
a neighbour having minimal fitness, this makes its fitness stochastically
smaller, making the vertex more likely to be active and therefore, intuitively
at least, the avalanche is more likely to continue. This means that on av-
erage the interference from the non-extremal vertices of the Bak-Sneppen
model on the extremal vertices should be beneficial to the spread of the
avalanche.
4.3.2 The coupling
We now describe the construction of a process that we will refer to as the
coupled process. As we shall see later, this process is constructed in such
a way that it is stochastically dominated by the Bak-Sneppen avalanche,
which is crucial for our argument. In Section 4.5 we show that this coupled
process in fact constructs the cluster at the origin of site percolation.
Let V (G) be the vertex set of the graph G. The coupled process is a
stochastic process with values in {([0, 1] × {f, d})A, A ⊂ V (G)}. An entry
(a, f) means that the value of that vertex is fixed at a forever, while an entry
(a, d) means that the value of that vertex is distributed uniformly on (a, 1).
The coupled process is coupled to a forgetful Bak-Sneppen avalanche, and
is constructed as follows.
Fix an avalanche threshold p. We start with two copies of the graph G,
denoted by GB (for the Bak-Sneppen avalanche) and GC (for the coupled
process). Initially we assign the value 0 to the origin of GB and (0, f) to
the origin of GC , and we call the origin in GC open (as anticipated before).
Then all the ∆ neighbours of the origin of both graphs get distribution F0.
On GC , we define the extremal set E as the set of all points that have been
assigned a distribution, but not (yet) an exact value.
The Bak-Sneppen avalanche on GB is generated according to the afore-
mentioned (forgetful) construction, i.e., we sample new fitnesses, fix the
minimal value and then calculate the fitness distributions accordingly. In
the coupled process, only the vertices contained in E are considered. We
apply the following procedure to all vertices in E .
Consider a vertex vC ∈ E with GB-counterpart
vB. Let Fz and Fy be their respective fitness dis-
tributions. We realise the fitnesses of the vertices
in GB , and in particular realise the fitness of vB
with an independent uniformly (0,1) distributed
random variable U via y+(1−y)U . Let M be the
minimal fitness in GB . As long as the vertex with
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minimal fitness in the avalanche is active, i.e., M ≤ p, we have the following
two options, with corresponding rules for the coupled process. One should
bear in mind that the main goal of the coupling is the stochastic domination.
In Section 4.3.3 below, these are illustrated by an explicit example.
1. The fitness of vB is not minimal.
We alter the distribution of vC by conditioning on the extra infor-
mation that the fitness of vB must be bigger than M . Since the
fitness of vB is not minimal, we have y + (1 − y)U > M , and hence
U > (M − y)+/(1 − y). The new distribution of vC is Fzˆ, where
zˆ = z + (1− z)(M − y)
+
(1− y) .
2. The fitness of vB is minimal, so it has value M .
It follows that y + (1− y)U =M . The fitness of vC is now fixed at
z + (1− z)U = z + (1− z)(M − y)
(1− y) .
If this value is less than p, we say that v is open, remove v from E ,
add the neighbours of v that have an undetermined state to E , and
give them distribution F0. If the value of v is larger than p, then v is
closed and removed from E .
The final step of the construction is as follows. The first time that the
vertex with minimal fitness in GB is inactive (that is, M > p), the Bak-
Sneppen avalanche has finished. As soon as this happens, we fix all the
values of the vertices in E in the following way, similar to rule 2 above.
Let vC ∈ E and vB have fitness distributions Fz and Fy respectively, and
let U be the associated uniform (0,1) random variable. Then U satisfies
y+(1− y)U ≥M , i.e., U ≥ (M − y)/(1− y). The new distribution of vC is
Fzˆ with zˆ = z + (1− z)(M − y)+/(1− y). As final step of the coupling, we
realise the fitness of vC as zˆ+(1−zˆ)X, whereX is an independent uniformly
(0,1) distributed random variable. In Section 4.4 we show that as soon
as the Bak-Sneppen avalanche ends, this fitness
value is at least p, and hence all the vertices in E
will be closed. Before that, we give an example to
illustrate the coupling procedure described above.
The behaviour of the processes is illustrated by
the following example, displayed in Figure 4.1. In
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this example the graph G is a tree. For illustration purposes, we show only
the part of the graph where the activity takes place.
Consider the forgetful avalanche at time n say, in the following situation,
see Figure 4.1, graph a: all fitnesses shown have distribution F0. Then in
graph b, uniform (0, 1) random variables are drawn. The random variables
U1, U2, and U3 are associated with the vertices visible in the picture. Other
random variables are of course drawn for the other vertices. We then use the
full set of random variables to determine the location and the magnitude of
the new minimal fitness. This happens to be the vertex corresponding to
the random variable U2 (graph c). Finally, the new fitness distributions for
time n+ 1 are determined (graph d). Note that the forgetful Bak-Sneppen
model never actually assumes the values given in graph b.
4.3.3 An example
During the same time step, the coupled process evolves as follows. We only
consider the vertices in the extremal set E , see Figure 4.1, graph e. Before
the time step, the vertices have fitness distributions Fx, for some x ∈ (0, 1).
Given the location of the minimal fitness in the Bak-Sneppen avalanche, the
vertices in E are classified according to the rules 1 and 2 above (graph f).
From the location and magnitude of the minimal fitness of the avalanche, it
follows that U3 ≥M , so xˆ = x+ (1− x)M . Finally, the value of the vertex
that corresponds with the vertex with minimal fitness in the avalanche is
fixed, according to rule 2. Its value f is given by f = x + (1 − x)M . Now
there are two possible cases: either f > p, and the vertex is closed (graph
g), or f ≤ p, and the vertex is open and its undetermined neighbours are
added to E with distribution F0 (graph h).
4.4 A domination principle
To show that the critical value of the coupled process can be no smaller
than the critical value of the Bak-Sneppen avalanche, we use a domination
argument. The propositions below show that the coupled process can finish
no later than the Bak-Sneppen avalanche (so that the avalanche can be said
to dominate the coupled process).
Proposition 4.6. For every vC ∈ GC and corre-
sponding vB ∈ GB, at all times, the (conditional)
fitness distribution of vC is stochastically larger
than the (conditional) fitness distribution of vB.
Proof: It should be noted that this proposition
only makes sense for vertices in E . Furthermore,
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Figure 4.1: A time step in the forgetful Bak-Sneppen process (a – d) and in
the coupled process (e – h). The encircled vertex has the minimal fitness. In
the coupled process, black points are open, white points are undetermined,
and closed points are omitted.
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it is safe to assume that the p-avalanche is still in progress, so the minimal
fitness is less than p. The proof proceeds by induction. When new vertices
are added to the coupled process, they (and their equivalents in GB) have
uniform (0, 1) distributed fitnesses. This is by definition for the coupled
process, but also holds for GB , since vertices in GB corresponding to new
vertices added to E are always neighbours of the vertex with minimal fitness.
This means that the statement of the proposition holds for new vertices
added to E .
To make the induction step, consider vC ∈ E with corresponding vertex
vB in GB , and let Fz and Fy be the fitness distributions of vC and vB at
time n, where y ≤ z < 1. Let u be the realisation of the uniform (0, 1)
random variable associated with vC and vB at the intermediate step, and
let m be the minimal fitness.
Assume first that vB does not have the minimal fitness. This provides
information on the value of u, namely that y + (1 − y)u > m, and hence
u > (m− y)/(1− y). If y ≥ m, this information is useless: we already knew
that u > 0, and the fitness distributions of vC and vB are not changed.
If y < m, then the inequality for u does contain information, and we can
calculate the corresponding inequality for the fitness of vC :
z + (1− z)u > z + (1− z)(m− y)
1− y = m+
(1−m)(z − y)
1− y := zˆ.
So at time n+1, vB has distribution Fy∨m and vC has distribution Fzˆ. Since
m, y < 1 and y ≤ z, we have zˆ ≥ m. Hence (y ∨m) ≤ zˆ, and the desired
property holds.
Second, we consider the case that a neighbour of vB had minimal fitness.
In that case the fitness distribution of vB is reset to F0, and there is nothing
left to prove. 
Proposition 4.7. At the moment that the p-avalanche ends, all vertices in
E are closed. As a consequence, if the probability of an infinite p-avalanche
is zero, then there cannot be an infinite cluster of open sites in the coupled
process, almost surely.
Proof: By Proposition 4.6, at all times ev-
ery point in E has a fitness that is stochastically
larger than the fitness of the corresponding vertex
in the avalanche. Hence, if the p-avalanche ends,
then in the coupled process all neighbours in the
set E will be closed, as their fixed values can not
be smaller than those in the avalanche, which are
already greater than p as the avalanche has ended.
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This removes all vertices from E and ensures that no more are added, im-
plying that in the coupled process no more vertices will be added to the
open cluster around the origin. 
We conclude this section by giving an example where the coupled process
is finite, but the Bak-Sneppen avalanche is infinite. This shows that the
stochastic domination described in this section is not a stochastic equality.
Let G = Z and p = 0.7. Suppose that both in the first step and the
second step in the Bak-Sneppen model, the origin is minimal with fitness 0.5.
In the coupled process, the neighbours of the origin have fitness distribution
F0.5 after the first step, and F0.5+(1−0.5)0.5 = F0.75 after the second step.
Since 0.75 > p, this implies that the neighbours of the origin will eventually
be closed, and the cluster in the coupled process is finite. However, the
Bak-Sneppen avalanche may very well be infinite.
4.5 The cluster at the origin of site percolation
To complete the proof of Theorem 4.3, it remains to show that the coupled
process in fact constructs the open cluster at the origin of independent site
percolation, with the proviso that the origin is open with probability 1. To
get into the right frame of mind for the proof, we first give an example.
At the same time, the example illustrates the construction of the coupled
process in action.
4.5.1 An example
Consider the Bak-Sneppen avalanche and the coupled process defined on Z
with parameter p. We wish to calculate the probability that in the coupled
process both neighbours of the origin are closed. Note that for the site
percolation cluster this probability is (1 − p)2, so our aim is to show that
this probability is also (1 − p)2 for the coupled process. To calculate this
probability, we introduce the following, more general probability: for all
0 ≤ x ≤ p, let gp(x) be the probability that both neighbours of the origin
will be declared closed, given that their current fitness distributions both
are Fx. In this notation, the desired probability is
equal to gp(0).
Starting with the distributions Fx for both neigh-
bours, we call the first subsequent step, the first
time step. For the coupled process, both neigh-
bours of the origin are declared closed if their re-
alised values are above p. Noting that both neigh-
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bours have distribution Fx, this will happen at the first time step if in the
Bak-Sneppen model all three values are above (p− x)/(1− x). If the mini-
mum, which has density 3(1− b)2, is below (p− x)/(1− x), and located at
the origin (which happens with probability 1/3), then we have to look at
subsequent updates in the Bak-Sneppen model.
In this second case, the three fitness distributions in the Bak-Sneppen
model are reset to F0. However, in the coupled process, the fitnesses of −1
and 1 are now Fx+(1−x)b, where b is the avalanche minimum at the first
time step. For the second time step, we are now in a similar situation as
for the first, except that the fitness distribution has a different parameter:
x+ (1− x)b instead of x. This similarity holds for any starting level x, and
leads to the following expression for gp(x):
g(x) := gp(x) =
( 1− p
1− x
)3
+
1
3
∫ p−x
1−x
0
3(1 − b)2g(x + (1− x)b)db. (4.3)
Substituting y = x+ (1− x)b, equation (4.3) becomes
g(x) =
1
(1− x)3
(
(1− p)3 +
∫ p
x
(1− y)2g(y)dy
)
. (4.4)
Using (4.4), a little algebra yields that for small h,
g(x+h)−g(x) = (1− x)
3 − (1− x− h)3
(1− x− h)3 g(x)−
1
(1 − x− h)3
∫ x+h
x
(1−y)2g(y)dy.
(4.5)
Since 0 ≤ g ≤ 1, it follows from (4.5) that g(x + h) − g(x) → 0 for h → 0,
so g is continuous. Hence, we can calculate the differential quotient:
lim
d↓0
g(x+ h)− g(x)
h
=
3(1− x)2g(x)
(1− x)3 −
(1− x)2g(x)
(1− x)3 =
2g(x)
1− x .
The same holds for the left-hand limit, so g(x) is differentiable, and g′(x) =
2g(x)/(1 − x). This differential equation has a unique solution for each p,
given by g(x) = c(p)/(1− x)2. Using the boundary condition gp(p) = 1, we
find c(p) = (1− p)2, so that
gp(x) =
(1− p)2
(1− x)2 .
In particular, the desired probability that in
the coupled process both neighbours are closed is
given by gp(0) = (1− p)2, as required.
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Although this example gave us what we wanted, clearly this type of
calculation does not generalise to more complicated events. Therefore, the
proof that the coupled process constructs the site percolation open cluster,
which we turn to now, necessarily has a different flavour.
4.5.2 The proof
Our first goal is to determine the distribution of the information we use to
generate the coupled process. More precisely, consider an arbitrary step of
the forgetful Bak-Sneppen model, when there are n vertices in the avalanche
range so far. We enumerate these vertices 1, . . . , n, and suppose that all n
vertices in the avalanche have just been assigned a (conditional) distribution
Fy1 , . . . , Fyn . (Recall that these are just uniform distributions above the
respective yi’s.) We sample from this random vector, using independent
uniform (0, 1) distributed random variables U1, . . . , Un: a sample from Fyi
is realised via yi+ (1− yi)Ui. We locate the minimum M , at vertex K say;
note that both M and K are random. Hence,
UK =
M − yK
1− yK . (4.6)
Conditional on K and M , the remaining values Ui, i 6= K, are uniformly
distributed above max{yi,M} respectively, that is, we know that
Ui >
(M − yi)
1− yi , i 6= K.
When we now also sample from all the other entries i 6= K, (which are
uniformly distributed above (M − yi)+/(1 − yi) respectively) we have de-
scribed a somewhat complicated way of sampling from the original vector
(U1, . . . , Un), that is, such a sample yields independent uniform (0, 1) dis-
tributed entries, see also Figure 4.2 and its caption. Note that we do not
claim that UK is uniformly distributed on (0, 1): it is not. However, since
the index K is random, this does not contradict the fact that the vector
(U1, . . . , Un) consists of independent uniform (0, 1) random variables.
Looking back to Section 3.2, it should be clear
that in the coupled process independent uniform
(0, 1) random variables generated in the above way
are used to alter the values of the vertices con-
tained in E . Note that using |E| entries rather
than n does not affect their marginal distributions
or dependence structure, as the values of U ′is do
not depend on whether the associated vertices are
in E or not.
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It is now possible to give a direct description of the construction of the
coupled process. We start with the origin being open and look at the neigh-
bours of the origin, which initially have distribution F0. These distributions
are realised as follows, using the independent uniform (0, 1) random vari-
ables described above. At each time step at most one value becomes fixed
and the rest are given distributions. The fixed value corresponds to the
case that K ∈ E . To calculate the new values of vertices in E\{K}, we use
the information that the Ui’s are independently and uniformly distributed
above (M −yi)+/(1−yi). This means that we do not fix their actual values
at that time step, but instead change their distributions conditioned on this
information. Once a vertex has a fixed value, it is declared open if and
only if this value falls below p. Whenever a vertex is declared open, the
neighbours that neither have a fixed value nor belong to E are added to E
with distribution F0.
Since fitnesses are initially independent uniform (0, 1) when added to
E and the information we use to update the distributions is also indepen-
dent uniform (0, 1), the following holds: if at any time point the procedure
is stopped and all the distributions are realised, one will recover an inde-
pendent uniform (0, 1) sample. Hence, all considered vertices (except the
origin) are open independently and with probability p. It should now be
obvious that our procedure is no different to building a site percolation clus-
ter at the origin by the iterative method of assigning independent uniform
(0, 1) random variables to all undetermined neighbours of the cluster and
calling a vertex open if its random variable takes a value less than p. This
completes the proof of Theorem 4.3. 
Note that in case of an infinite Bak-Sneppen avalanche, some vertices in the
coupled process may never get a fixed value. This is not a problem, because
this is just what happens if an infinite open cluster around the origin is built
up dynamically: not all vertices will be tested in the process of constructing
this cluster.
4.6 Final remarks and extensions
Throughout this paper we have only considered
locally finite transitive graphs. We assumed tran-
sitivity to avoid technicalities that would have ob-
scured the main lines of reasoning. However, our
results also hold in a more general setting, namely
for any locally finite graph. The following observa-
tions explain this generalisation. The lower bound
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Figure 4.2: In the forgetful BS-avalanche, before the update, vertices a,
b and c have fitness distributions F0.2, F0.3, and F0.6, respectively. After
realising these distributions, vertex a is minimal with value M = 0.5. This
means that Ua =
0.5−0.2
1−0.2 =
3
8 , Ub ≥ 0.5−0.31−0.3 = 27 , and Uc ≥ 0. This sample,
namely Ua = 3/8 combined with a sample from a uniform (2/7, 1) and a
uniform (0, 1) distribution, is a sample of three i.i.d. uniform (0, 1) random
variables.
(Proposition 4.2) can easily be adapted by considering a branching process
with binomial(∆∗ + 1, p) offspring, where ∆∗ is the maximal degree of the
graph. Note that the lower bound is trivial if ∆∗ =∞.
The coupling argument used to prove that the Bak-Sneppen avalanche
dominates site percolation, at no point used the transitivity of the under-
lying graph, and hence also holds for non-transitive graphs. However, for
non-transitive graphs, the choice of the origin affects the behaviour of the
avalanche. The upper bound (Theorem 4.3) is generalised by the following
observation: although the distribution of the size of the open cluster around
the origin in site percolation does depend on the choice of the origin, stan-
dard arguments yield that the critical value does not.
Another consequence of our methods is the following. The careful reader
may have noticed that the proofs actually yield a stronger result than stated
in Theorem 4.3, namely stochastic domination. Define the range of site
percolation to be the cardinality of the open clus-
ter around the origin plus all its closed neighbours
(these closed neighbours correspond to updated
vertices in the Bak-Sneppen avalanche that were
never minimal). The proof of Theorem 4.3 then
demonstrates that the range of the p-avalanche is
stochastically larger than the range of site perco-
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lation with parameter p.
Although not explicitly stated in the proof of Proposition 4.2, a similar
extension also applies there. The set of offspring of a branching process
with a binomial (n − 1, p) offspring distribution is equivalent to the open
cluster around the origin (root) of site percolation with parameter p on T ∗n ,
where T ∗n is a rooted tree where the root has degree n − 1, and all other
vertices have degree n. In this case we get that the range of a p-avalanche
on a transitive graph with common vertex degree ∆ is stochastically smaller
than the range of site percolation on T ∗∆+2.
Finally, we argue that Theorem 4.3 holds as well for the critical value
(4.2). It is well-known that for site percolation on Zd or on a tree, psitec (G)
is equal to the critical value associated with the expected size of the open
cluster at the origin, see Grimmett [33]. Since each vertex in the open cluster
contributes at most ∆ closed neighbours to the range of site percolation,
the range is always less than ∆ times the size of the cluster. Hence, the
critical values associated with the expectation of these two objects are the
same. As a consequence, the stochastic bounds given above imply that the
bounds in Proposition 4.2 and Theorem 4.3 also hold for the critical value
(4.2).
Chapter 5
A near-neighbour
continuum percolation model
This chapter introduces a continuum percolation model defined on the
points of a d-dimensional homogeneous Poisson process. Each Poisson point
is connected to all points within its connection range, which depends on the
distances to the other Poisson points. We show that the new model exhibits
a phase transition, and obtain results about the critical values in low and
high dimensions. This chapter consists of joint work with Nuyens and has
been submitted for publication [45].
5.1 Introduction
A continuum percolation model consists of a point process and a rule for
connecting the points. The first mention of these types of models appears to
date from 1961 [47]. Typically, the point process is a homogeneous Poisson
process X on Rd with some given density λ, and the points are connected
in one of two ways. In a random connection model, points are connected
to each other by undirected edges determined by some probability measure.
In a Boolean model, a ball is placed around each point in X, and its ra-
dius is generated by some probability measure. Two points are considered
connected if their balls overlap, and clusters are
formed in the obvious way. An overview of these
types of models can be found in [51].
In their 1996 paper on continuum percolation
[48], Meester and Ha¨ggstro¨m looked at some mod-
els for which the density of the underlying Poisson
process is irrelevant to the percolation probability.
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In these models, altering the density is equivalent to rescaling the model.
In this paper, we generalise this work. Let us begin by reviewing one of
their original models.
The nearest neighbour model is an example of a random connection
model. The model is defined by the following connection rule: connect each
x ∈ X to its k nearest neighbours. Letting U denote the event that an
infinite component is formed, we define
kc(d) = min{k ≥ 1 : P(U) > 0}.
By ergodicity, we have that kc(d) = min{k ≥ 1 : P(U) = 1}. It has been
proven for this model that kc(1) = ∞ and that 2 ≤ kc(d) < ∞, for d ≥ 2,
see [48]. Furthermore, it is known that kc(d) = 2 for large d. It is also
believed, but unproven, that kc(2) = 3 and kc(d) = 2 for d ≥ 3. We shall
denote the nearest neighbour model by NN(d, k), where d is the dimension
and k ∈ N is the parameter.
In the next section we introduce a generalised nearest neighbour model,
of which the NN(d, k) model is a special case. The main questions that we
shall study in this new model concern the percolation probability, and in
particular the existence of phase transitions as the dimension of the Poisson
process (or any other parameter for that matter) is varied. An important
tool at our disposal is renormalisation. Renormalisation means discretising
the space into boxes to form a lattice and then looking at the connections
between neighbouring boxes. This then permits a comparison with site
percolation. There are a number of examples of this kind of approach
[52, 46]. Some of our proofs will be based on the methods used in [48].
5.2 A generalised nearest neighbour model
Let X be a homogeneous Poisson process on Rd. Consider a point x ∈ X
and let di(x) denote the Euclidean distance from x to its ith nearest neigh-
bour. The NN(d, k) model can now be defined by the connection rule “x
is connected to all points within distance dk(x) of x.” We want to gener-
alise this model by not considering the di(x) themselves, individually, but
a function of these distances. However, we wish
to maintain the density invariance of the model.
Under the extra assumption that f({di(x)}i≥1) =∑∞
i=1 fi(di(x)), then the {fi}i≥1 have to be linear
maps from R+ to R+, i.e., fi(x) = αix. This con-
dition gives us a class of functions indexed by the
αi values. If the fi are allowed to be functions of
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more than one of the di(x), then non-negative measurable functions of the
form di(x)f(
dj(x)
dk(x)
) also preserve density invariance.
With this motivation, we define a new model by connecting x by an
edge to all points y with |x− y| ≤ r(x), where r(x) is given by
r(x) =
∞∑
i=1
αidi(x),
for some vector α = (α1, α2, . . . ) with αi ≥ 0 for all i. We call this model
the generalised nearest neighbourmodel, and denote this model by GN(d, α).
Since we shall begin our analysis by looking at simpler versions of this model,
we denote by GNk(d, α) the model when only the kth component of α is
non-zero, and has value α. Observe that GNk(d, 1) = NN(d, k).
Looking at the GN1(d, α) model, we define a critical value for α as
before:
αc(d) = inf{α ≥ 0 : P(U) > 0}.
Since the critical value for NN(d, 1) is known to be∞, we have that αc(d) ≥
1 for all d. One could also consider a corresponding Boolean model, where
on each point x of the Poisson process a sphere of radius αd1(x) is placed.
For the GNk(d, α) model, we denote the corresponding critical value by
α
(k)
c (d). Hence under this notation, αc(d) = α
(1)
c (d). Sometimes, however,
we will vary only k and look for a phase transition for GNk(d, α) with α and
d fixed. Note the following property when α < 1: for all points x ∈ X, there
are at most k− 1 points within distance r(x) = αdk(x) < dk(x). This leads
to the result that the GNk(d, α) model is dominated by the GNk−1(d, 1)
model for all α < 1. In the GN(d, α) model there is no obvious definition
of a critical value as we are dealing with a (possibly infinite dimensional)
vector. However, one number that will be of interest is |α| =∑∞i=1 αi. Note
that percolation is trivial in all dimensions if |α| =∞. This case is therefore
ignored, which restricts us to α such that αi → 0 as i→∞.
In the formation of large clusters, there are two phenomena that are
competing. First, to form large clusters, points in the cluster should be
connected to (many) other points, and to do this, points should be close
to each other. On the other hand, points should
have a large connection range, so points should be
far away from each other. As we shall see in the
next section, this makes the model already far from
trivial in one dimension. This is in contrast to the
NN(d, k) models, for which it is very easy to show
that there is no percolation in one dimension.
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Although the generalised nearest neighbour model is a random connec-
tion model, it is possible to define a corresponding Boolean model. In the
Boolean version, two points are connected if their connection ranges overlap.
The proofs of a number of our results can be easily modified to apply to this
Boolean model, for example Theorem 5.6 below. Typically any numerical
bounds on the critical value, such as Corollary 5.7, will be halved since the
connection ranges now combine to make connections.
The paper is organised as follows. We first study the GN model in one
dimension, in Section 5.3. Then in Section 5.4 we consider the GN1(d, α)
model, where only the distance to the nearest neighbour is important. In
Section 5.5 we study the GNk(d, α) model for large d and in Section 5.6
we obtain results for the general GN(d, α). The paper concludes with the
statement of some open problems.
5.3 The model in dimension 1
For the nearest neighbour model NN(1,k) there is no percolation in one
dimension for any k. This result is straightforward and one of the main rea-
sons for this is that if there is no edge between two neighbouring points, then
these points belong to separate clusters. For the GNk(1, α) model though,
this property does not hold and the proof that there is no percolation in
one dimension, given below, is non-trivial.
We first introduce some notation. Let (x, x + m) be called a gap of
length m if X ∩ (x, x +m) = ∅. The term m-gap denotes a gap of length
greater than m. We say that there is a bridge over a gap if two points on
different sides of the gap have an edge between them; we say that x bridges
a gap if the connection range of x, r(x), spans that gap. Furthermore, a gap
(x, x+m) is bridged from the right if there is a point y ≥ x+m such that
y − r(y) < x. The properties of homogeneous Poisson processes imply that
for any point x ∈ X, there are infinitely many m-gaps in both the positive
(to the right) and negative (to the left) directions for all m <∞.
Let p(m) denote the probability, given that there is an m-gap covering
the origin, that this m-gap is not bridged from the right.
Lemma 5.1. Consider the GNk(1, α) model, and
let β > (α ∨ 1). Then p(β2) > 0.
Proof: It will be convenient to use a second
distance function, d¯k(x), where d¯k(x) is the dis-
tance from x to its kth nearest neighbour to the
right. Furthermore, call x ∈ X a β-point if d¯k(x) >
β. Observe that if x is not a β-point, then r(x) ≤
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αd¯k(x) < αβ < β
2. Hence, when looking for bridges from the right over
β2-gaps, it is sufficient to only consider β points.
Consider a β2-gap, and the first point to the right of it. Without loss
of generality, call this point the origin, 0. Let 0 = X0 < X1 < X2 < . . .
denote all points to the right of 0 and let 0 ≤ Y0 < Y1 < Y2 < . . . denote
the β-points to the right of 0. A sufficient condition for the β2-gap to be
unbridged from the right is that Yi−αd¯k(Yi) > −β2 for all i ≥ 0. From the
definition of β-points it follows that Yi+k − Yi > β, and hence Yi ≥ ⌊ ik⌋β.
Since the events {αd¯k(Yi) ≤ t} are positively correlated for all i and t,
we have
p(β2) ≥ P (αd¯k(Yi) ≤ Yi + β2 for all i)
≥ P (αd¯k(Yi) ≤ ⌊ i
k
⌋β + β2 for all i)
≥
∞∏
i=1
P (αd¯k(Yi) ≤ ⌊ i
k
⌋β + β2). (5.1)
Let Γ have a gamma(k, 1) distribution, and note that d¯k(x)
d
= Γ. Since Yi
is a β-point, and β > (α ∨ 1), we have the following for all i > kβ:
P (αd¯k(Yi) ≤ ⌊ i
k
⌋β + β2) ≥ P (d¯k(Yi) ≤ ⌊ i
k
⌋+ β) ≥ P (d¯k(Yi) ≤ i
k
)
≥ P (Γ ≤ i
k
| Γ > β) = 1− P (Γ ≥ i
k
| Γ > β).
(5.2)
We now use that for n→∞,
P (Γ ≥ n|Γ > β) =
∑k−1
i=1 e
−n ni
i!∑k−1
i=1 e
−β β
i
i!
∼ c(β, k)nk−1e−n, (5.3)
where 1/c(β, k) =
∑k−1
i=1 e
−β(k− 1)!βi/i!. Combining (5.1), (5.2) and (5.3),
we find that p(β2) >
∏∞
i=1(1 − ai) with ai ∼ c′(α, β, k)ik−1e−i as i → ∞
and c′(α, β, k) > 0, and ai > 0 for all i. Since ai → 0 exponentially fast, we
conclude that p(β2) > 0. 
Theorem 5.2. In the GNk(1, α) model, we have
α
(k)
c (1) =∞.
Proof: We prove the theorem by showing that
there exist a.s. infinitely many unbridged β2-gaps
in both directions. By symmetry, the probability
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that a β2-gap is bridged from the left is p(β2) as well. Now note that
for a gap of given length, between two Poisson points x and y say, the
event that it is unbridged from the right is positively correlated with the
event that it is unbridged from the left. Indeed, the absence of a bridge
from the right makes the distances of points to the right of y to their kth
nearest neighbour stochastically smaller, and as a consequence, the same
holds for the distances from the points to the left of the gap to their kth
nearest neighbour. Therefore, the probability that a β2-gap is unbridged is
at least p(β)2, which is strictly positive by Lemma 5.1. Thus there exists
an unbridged β2-gap with positive probability.
By the ergodicity of the Poisson process, we know that translation in-
variant events have probability 0 or 1. Since the probability of an unbridged
β2-gap is positive, such a gap exists almost surely. Assume that there is
a right-most such gap. By translation invariance such a gap must be uni-
formly distributed on Z. Such a distribution does not exist, therefore by
contradiction there are infinitely many unbridged gaps to the right. This
holds similarly to the left and so there is no infinite cluster. 
We now show that if the αi are large enough, then the GN(1, α) model
does percolate. In fact, we show that for these αi, the model is fully con-
nected.
Proposition 5.3. In the GNk(1, α) model, let x be a point of the Poisson
process on R. If
∑∞
i=1 iαi =∞, then r(x) =∞ a.s. As a consequence, the
GN(1, α) model is fully connected.
Proof: First note that (d1(x), d2(x)− d1(x), . . .) d= (U1, U2, . . .), where
U1, U2, . . . are i.i.d. exponential random variables with parameter 2. Hence,
defining d0(x) = 0, we may write
r(x) =
∞∑
i=1
αidi(x) =
∞∑
i=1
αi
i∑
j=1
dj(x)− dj−1(x) d=
∞∑
i=1
αi
i∑
j=1
Uj
= U1
∞∑
i=1
αi + U2
∞∑
i=2
αi + · · · = β1U1 + β2U2 + · · · ,
where βk =
∑∞
i=k αi. Before continuing, note
that
∑
i βi =
∑
i iαi. Denote the Laplace trans-
form of a random variable X by φX . Since the
Ui are independent, the Laplace transform of V =∑
i βiUi satisfies
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φV (s) =
∞∏
i=1
φUi(βis) =
∞∏
i=1
1
1 + βis/2
=
∞∏
i=1
(
1− βis
2 + βis
)
.
Since the Uk are independent and {V = ∞} is a tail event, its probability
is either 0 or 1, by a Zero-One Law. Hence, V =∞ if and only if φV (s) = 0
for all s > 0. But φV (s) = 0 if and only if
∑
i βi =∞. Hence, if
∑
i βi =∞,
then V =∞ a.s., and therefore r(x) =∞ a.s. 
There is an obvious potential extension of this result to higher dimen-
sions. This result is given in Section 5.6.
Observe that E(r(x)) = E(U1)
∑∞
i=1 αi+E(U2)
∑∞
i=2 αi+· · · = 12
∑∞
i=1 iαi.
Therefore, if the conditions of Proposition 5.3 are not satisfied, the expected
connection range is finite. Furthermore, it can be shown that the second
moment of r(x) can be bounded from above by a polynomial of its first
moment. Therefore, in this case, the variance is also finite. For related
one-dimensional independent percolation models, we have the result that
there is no percolation if E(r(x)) <∞ [50]. Thus, it is no surprise that the
converse of Proposition 5.3 is true. We begin with a preliminary lemma.
Lemma 5.4. Let
∑∞
i=1 iαi <∞, then for almost every homogeneous Pois-
son point process, X, and any δ > 0, there exists an ǫ > 0 and N < ∞
(depending on X) such that if N points were added to an interval of length
ǫ containing the origin, then all of these points would have a connection
range less than δ.
Proof: Fix X and let d⋆i (x) be the distance to the i-th nearest neigbour
of x in [1,∞). Let r⋆(x) =∑∞i=1 d⋆i (x)αi and extend the definitions of r(x)
and r⋆(x) to R in the obvious way. Clearly r(−1) < r⋆(−1) < ∞. Since
r⋆(−1) <∞, there exists an N such that ∑∞i=N+1 αid⋆i (−1) < δ2 . Consider
adding N points into a subinterval of length ǫ of (−1, 1). For any added
point x,
∑∞
i=N+1 αidi(x) <
δ
2 . Let α
⋆ = maxi≤N αi, then
∑N
i=1 αidi(x) ≤
Nǫα⋆ for any such point. Therefore r(x) < δ for ǫ ≤ δ2Nα⋆ . 
Theorem 5.5. If
∑∞
i=1 iαi < ∞, then all clusters in the GN(1, α) model
are finite almost surely.
Proof: Recall from the proof of Theorem 5.2
that it is sufficient to show that the origin is in
an unbridged gap with positive probability. This
follows from a coupling which is a continuum ver-
sion of the so-called local modifyer [49]. Let Z be a
positive random variable with unbounded support.
Conditional on Z, let X and Y be homogeneous
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Poisson processes with rate λ such that they are independent on [−Z,Z],
but identical outside this region. Since the expected connection range is
finite, by ergodicity there are only finitely many points whose connection
range overlaps the origin. As X and Z are independent and Z has un-
bounded support, there is a positive probability that [−Z,Z] contains all
these points. Assume this happens. Let DN,ǫ be the event that
X ∩ [−Z,−Z + ǫ] = ∅
X ∩ [Z − ǫ, Z] = ∅
|X ∩ [−Z,Z]| ≤ N
|Y ∩ [−Z,−Z + ǫ]| = N
|Y ∩ [Z − ǫ, Z]| = N
Y ∩ [−Z + ǫ, Z − ǫ] = ∅.
This event has positive probability for any N > 0 and ǫ ∈ (O,Z). Clearly
no point in Y \[−Z,Z] can get a connection range larger than the corre-
sponding point in X. In this case none of them will overlap the origin. By
Lemma 5.4, if ǫ is small enough and N is large enough, none of the points
of Y in [−Z,Z] will overlap the origin. Therefore the origin will not be
bridged by any point in Y . 
Readers familiar with long-range percolation may also see superficial
similarities with the one-dimensional homogeneous case where q(n) < 1
denotes the probability of being connected to a vertex at distance n. If∑
nq(n) <∞, there is no percolation [33].
5.4 The GN1(d, α) model for d ≥ 2
Having completed our treatment of the special case d = 1, we continue by
looking at d ≥ 2, starting with the simplest model: GN1(d, α). Recalling
that αc(d) ≥ 1 ∀d, the next result shows that there exists a non-trivial
critical value for all d > 1.
Theorem 5.6. For d ≥ 2, αc(d) <∞.
Proof We first consider d = 2, with the den-
sity of the Poisson process equal to 1. A 3× 3 box
is called a banana box if the 1× 1 box in its centre
contains exactly one point, and the rest of box is
empty, see Figure 5.1. The probability that a 3×3
box is a banana box is e−1e−8. A 3n × 3n box is
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called good if it contains at least one banana box. The probability that a
3n× 3n box is good is at least 1− (1− e−9)n2 .
Now choose n so large that the probability that a 3n×3n box is good is
larger than psitec . Consider two neighbouring good boxes. By construction,
in a good box there is a point whose nearest neighbour is at distance at
least 1. On the other hand, two points in two neighbouring 3n × 3n boxes
are at most 3n
√
5 away from each other. Then for all α > n
√
45, any two
neighbouring good boxes will be connected to each other. Since the proba-
bility that a box is good is larger than psitec , there is a.s. an infinite cluster
of good boxes. Hence, αc(2) ≤ n
√
45 <∞. For d ≥ 3, the proof is similar,
and is therefore omitted. 
r
3 3n
Figure 5.1: A banana box inside a good box of side length 3n.
The same idea can be used to find a not so sharp upper bound for αc(2),
by optimising the box size used in the proof of Theorem 5.6. Combining
this with the best available rigorous upper bound: pc ≤ 0.679492 [54] for
site percolation on the square lattice, we get the following corollary.
Corollary 5.7. We have αc(2) < 41.
We now move to the asymptotical behaviour of
αc(d) for d→∞.
Theorem 5.8. We have αc(d)→ 1 as d→∞.
The proof of Theorem 5.8 builds on the work of
Meester and Ha¨ggstro¨m [48] and follows a similar
approach to Section 3 of their paper. They varied
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k rather than α and looked at the critical value of k for the GNk(d, 1)
model. In their paper, it was proven that k = 2 is the critical value when
d is large. It should be noted that the result was not originally presented
in this form and has been expressed here in the terminology of this paper.
The technique they use is showing that there is percolation in the GN2(d, 1)
model for all sufficiently large d. Combining this with an earlier result that
the GN1(d, 1) model doesn’t percolate for any d yields the result. Here, we
derive Theorem 5.8 by showing that for any α > 1 the GN1(d, α) model
percolates for d large enough.
The proof of this result requires a number of steps. Before giving the
formal proof, we give an outline of the proof and some preliminary results.
Our approach will be to construct a point process that with non-zero proba-
bility gives a subset of the cluster at the origin of GN1(d, α) that is infinite.
The existence of such a process would implies that the GN1(d, α) model
percolates. The point process is built up by a sequence of steps. A step
is said to be successful if it produces a (finite) subset of the cluster at the
origin of GN1(d, α) and initiates two subsequent steps. The idea is that by
taking the dimension very large, we can uniformly bound from below the
probability that a step is successful. By making this lower bound sufficiently
large, we then show that an infinite sequence of steps occurs with positive
probability.
The out-cluster of a point x in GN1(d, α) is the set of points defined by
the following iterative procedure, initiated by the set {x}. Given that we
have a set {x1, x2, . . . , xn}, add to this set all Poisson points y such that
d(xi, y) < αd1(xi) for some i. This is then repeated with the new set of
points. The procedure either continues forever, in which case the out-cluster
is infinite, or stops when there are no more points to add. By construction,
all points in the out-cluster at x must belong to the cluster at x. We shall
prove percolation for the GN1(d, α) model by showing that (a subset of)
the out-cluster at the origin is infinite with positive probability.
We attempt to construct a subset of the out-cluster at the origin via
a point process. This point process is built up algorithmically using d-
dimensional spatial branching processes. Initially, the space (Rd) is empty
and the spatial branching processes place points in this space to create
the point process. Each spatial branching process
(SBP) is run for n generations and is thought of
as a step in the algorithm. A step of the algorithm
is declared successful if two things happen. First,
the union of the SBP with all previously success-
ful steps must form a subset of the out-cluster at
the origin of GN1(d, α). This means that for all
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points x in the point process, the offspring of that point must be within
distance αd1(x) of x. Also, the collection of points must obey the law of a
homogeneous Poisson process. Second, there must be two points in the n-th
generation of the SBP that satisfy a certain location condition as defined
below. These two points are used to initiate two more steps of the algo-
rithm. The point process is then defined as the union of all the successful
steps of the algorithm.
The SBP lives in Rd, but one can consider its projection onto R2 via the
linear map
L(x1, . . . , xd) =
√
d(x1, x2). (5.4)
This permits a comparison with oriented site percolation on the lattice
L = {(i, j) ∈ Z2 : i ≥ 0, |j| ≤ i, (i + j)/2 ∈ Z}, with oriented edges
from (i, j) to (i + 1, j ± 1). Each site (i, j) of L corresponds to a square
Si,j = [M(i− 12),M(i+ 12)]× [M(j− 12),M(j + 12)], where M will be chosen
later. The second condition for a step to be successful (mentioned above)
is now that the projected SBP starting in box Si,j has points in its n-th
generation in Si+1,j−1 and Si+1,j+1. This allows us to start a pair of new
SBPs from these points with projected origins in Si+1,j−1 and Si+1,j+1 re-
spectively. In this way, a successful step in the algorithm corresponds to an
open site in L. Let pc < 1 be the critical value of oriented site percolation
on L. If for all sufficiently high dimensions we can bound uniformly (i.e.,
irrespective of what has happened in previous steps of the algorithm) from
below the probability of a successful step of the algorithm by some p > pc,
, then we have shown that the GN1(d, α) model percolates. Before proving
this result, we define the spatial branching process and give some proper-
ties.
The spatial branching process. (SBP) Let Sr(x) denote the hyper-sphere of
radius r centred at x, write Sr = Sr(0), and let |Sr| denote the volume of
Sr. The spatial branching process with origin 0 is defined as follows. We
start with Z0 = {0}. Given Zn, the offspring of each y ∈ Zn is generated
by the following procedure. Let δ1 > 0. An independent homogeneous
Poisson point process X(y) on S1+δ1(y) is generated, with density λ(d) such
that the expected number of points contained in S1(x) is 1. Then a ball
is grown around y until either the ball has radius
1+ δ1 or c2 points of X
(y) have been encountered,
for a certain c2 ∈ N. The offspring of y are then
the points of X(y) that are contained in this ball.
In general, the SBP does not generate a homo-
geneous Poisson process. Consider two points x
and y such that d(x, y) < 1 + δ1. It is clear that
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the overlap S1+δ1(x) ∩ S1+δ1(y) is non-empty, and that considering the off-
spring of both x and y together, the density of points is doubled on this
overlap. However, if we condition on y having no offspring on this over-
lap, then the joint collection of offspring does form a homogeneous Poisson
process S1+δ1(x) ∪ S1+δ1(y). Thus if the overlap is small, then with high
probability, namely when y has no offspring on this overlap, we can con-
sider the union of the offspring to be a homogeneous Poisson process on
S1+δ1(x) ∪ S1+δ1(y). This reasoning will be crucial when comparing the
SBP to the out-cluster at the origin of the GN1(d, α) model. The following
standard result shows that in high dimensions, this overlap is negligible.
Lemma 5.9. If x1 and x2 are such that d(x1, x2) > 0.9 and r1, r2 ∈
(0.9, 1.1), then
|Sr1(x1) ∩ Sr2(x2)|
|Sr1(x1)|
→ 0
as d→∞.
Observe that for all ǫ > 0, |S1+ǫ|/|S1| → ∞ as d → ∞. The offspring
distribution for each individual in the SBP is distributed like Y ∧c2, where Y
is Poisson distributed with parameter |S1+δ1 |/|S1|. Hence, for any 0 < c1 <
c2, we can choose δ1 = δ1(d) such that for d sufficiently large, E(Y ∧c2) = c1
and that δ1(d) → 0 as d → ∞. Note that c1 and c2 do not vary with the
dimension. Thus with this choice of δ1(d), the offspring of a point x converge
weakly (as d → ∞) to a set of points uniformly distributed on the surface
of the unit sphere centred at x. If c1 > 1, then the SBP is supercritical
and the probability of extinction can be made arbitrarily small by taking
c1 sufficiently large (independent of the dimension).
The following lemma comes from [53], and used the map L defined in
(5.4).
Lemma 5.10. Suppose U = (U1, . . . , Ud) is uniform on the surface of S1.
Then, as d → ∞, the two-dimensional random vector L(U) converges in
distribution to the bivariate normal distribution N(0, I) with zero mean and
as covariance matrix the identity matrix I.
The mapping L can be used to map our SBP
onto R2. Let SBP∗ denote the limit as d → ∞
of the mapped SBP. Since L is continuous, this
limit is the same as taking the mapping the limit
of the SBP. Thus, by the previous discussion and
Lemma 5.10, SBP∗ is the process where each point
has a Poisson(c1) distributed number of offspring
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and these offspring are distributed bivariate normally with zero mean and
the identity covariance matrix. The same process started at x rather than
the origin is denoted by SBP∗x.
Lemma 5.11. Given ǫ > 0 and c1 sufficiently large, we can find a positive
integer N0 and a positive number M , such that for all x ∈ Si,j = [M(i −
1
2),M(i+
1
2)]× [M(j− 12),M(j+ 12 )], the probability that the N0th generation
of SBP∗x contains at least one point in Si+1,j−1 and at least one point in
Si+1,j+1 exceeds 1− ǫ.
This result is a small perturbation of a result from [48] and is stated
without proof. The process considered in [48] is a branching random walk,
so it is (slightly different) than the process considered here. However, the
two processes are very similar and the key difference between the branching
random walk and our SBP∗ is that the branching random walk can never
go extinct. The role of c1 in Lemma 5.11 is to make the probability of sur-
vival for N0 generations sufficiently large, so that the result of the lemma
applies to SBP∗ also. We are now ready to prove the main theorem of this
section.
Proof of Theorem 5.8: Fix α > 1 and consider defining the SBP for a
fixed dimension by choosing δ1 > 0 as follows. First set δ2 > 0 such that
1 − δ2 > α−1, and then choose δ1 such that 1 + δ1 < (1 − δ2)α. Consider
running the SBP for n generations and that all points are at least distance
1+δ1 from all others points that aren’t its parent. Then, for all x ∈ SBP, the
only points in S1+δ1(x) are the offspring of x coming from the homogeneous
Poisson process on S1+δ1(x) used to generate them. Thus, in this case,
the SBP creates a homogeneous Poisson process on the space
⋃
S1+δ1(x),
where the union is over all points x in the first n − 1 generations of the
SBP. Furthermore, consider that for all such x, the offspring are born at
least distance 1 − δ2 away, i.e., all offspring of x appear on the annulus
S1+δ1(x) − S1−δ2(x). This implies that d1(x) > 1 − δ2 for all points x in
SBP. Therefore, r(x) > (1− δ2)α > 1 + δ1, for all x in SBP.
We generate an object that is dominated by the
cluster of the site percolation process by running
the following algorithm. The algorithm consists
of the steps (0, 0), (1,−1), (1, 1), (2,−2), . . . , with
step (i, j) only being carried out if at least one of
the steps (i−1, j−1) and (i−1, j+1) is successful.
Step (i, j) consists of a SBP started from a point
in Si,j and is called successful unless one of the
following errors occur.
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(a) The spatial branching process fails to reach the two neighbouring
boxes in the projected space.
(b) An individual is born within distance 1− δ2 of its parent.
(c) An individual in the projected SBP is further than R0 from the
origin (of the branching process). The choice of R0 is given below.
(d) An individual is born within distance 1+δ1 of an already generated
individual that is not its parent.
A step is stopped if any of the above errors occur. To avoid ambiguity,
step (i, j) is started from the point in generation N0 of step (i − 1, j − 1)
(if successful) or step (i− 1, j +1) (if successful) whose projection is closest
to (Mi,Mj). We let Fi,j denote the σ-algebra generated by the indicator
functions of the successes of steps (0, 0), (1,−1), (1, 1), . . . , (i, j − 2) of the
algorithm.
This algorithm generates a point process consisting of all the points con-
tained in all the steps. This point process is then thinned by removing any
points that are born in a previously explored part of space. Note that these
points are a subset of those that cause type (d) errors and can only occur in
unsuccessful steps of the algorithm. This thinning procedure ensures that
the point process is a homogeneous Poisson process on a random subset
of Rd. Furthermore, we claim that if the probability of a successful step
is sufficiently large, this algorithm will with positive probability generate a
subset of the GN1(d, α) model that contains an infinite cluster.
It should be clear from the above discussion that, taken on its own, a
successful step generates a homogeneous Poisson process on a random sub-
set of Rd. Furthermore, by the law of GN1(d, α), the origin of the step is
contained in the same cluster as two points that can be used to start two
subsequent steps. This still holds after the point process is thinned (since
the thinning can only affect points in unsuccessful steps). Furthermore,
subsequent steps can only interfere with an earlier successful step with pre-
cisely those points that are removed with the thinning. Thus, Theorem
5.8 follows from the following claim. For all sufficiently large d, and for all
(i, j) ∈ L,
P(step (i, j) is successful|Fi,j) = p > pc.
The approach is to show that we can simulta-
neously make the probabilities of each type of er-
ror arbitrarily small by suitable parameter choices.
The reason for introducing error (c) is to help
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bounding error (d) independently of the history of the algorithm. Let γ
be such that 1− 4γ > pc. We proceed by bounding the probability of each
type of error from above by γ.
Lemma 5.11 shows that we can make the probability of error (a) arbi-
trarily small, for some c1, N0 and for all d sufficiently large. We choose c1
and N0 such that P(type (a) error) < γ for all suitably high dimensions.
We also fix 1 − δ2 > α−1 and c2 > c1. Recall from the prior discussion
about the spatial branching process that for c1 and c2 fixed there exists a
δ1(d) that defines the required branching process. Therefore, we have also
fixed δ1(d). Furthermore, since δ1(d)→ 0 as d→∞, 1 + δ1(d) < (1− δ2)α
in high dimensions, as required.
Recall that for all ǫ > 0, |S1−ǫ|/|S1| → 0 as d→∞. Since the maximum
number of points in a step of the algorithm is now bounded by cN02 and δ2
is fixed, we make P(type (b) error) smaller than γ by taking the dimension
high enough. Next we choose R0 such that the probability that all individ-
uals of SBP∗ are within distance R0 of the origin is at least 1 − γ. This
implies that in high enough dimensions, the probability of a type (c) error
is also less than γ.
It now only remains to bound the probability of a type (d) error. This
is the only type of error that depends on the history of the process and
thus bounding this error is more involved. We begin by considering a type
(d) error in step (i, j) caused by an individual from step (ˆi, jˆ) such that
M
√
(i− iˆ)2 + (j − jˆ)2 < T0, where T0 is a constant that will be chosen
later on. This is straightforward for any T0 since the number of steps (ˆi, jˆ)
to consider is bounded, meaning that the total number of Poisson points
is also bounded. Thus, by Lemma 5.9, taking the dimension high enough
makes the probability of this type of error less than γ/2.
To finish the proof, we consider a type (d) error due to a previous step
(ˆi, jˆ) satisfying
⌊M
√
(i− iˆ)2 + (j − jˆ)2⌋ = Q > T0.
We define the volume of the step (ˆi, jˆ) to be |∪S1+δ1(x)|, where the union
is over all points x contained in the step. Note that the volume of step (ˆi, jˆ)
is uniformly bounded and that the step (i, j) can
only fail because of a type (d) error with step (ˆi, jˆ)
if one of its points falls within the volume of (ˆi, jˆ).
Note that if an error of type (c) occurs, we stop
running the step of the algorithm. So any point
that is born a projected distance greater than R0
from the origin of the step has no offspring and is
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not scanned around. Thus, any point in step (ˆi, jˆ) that we scan around
must be at least distance Q− 2R0 from any point in step (i, j). Thus from
Lemma 5.10 and the exponential decay of the normal distribution, for d
large enough, the fraction of the projected volume that falls into the circle
with radius R0 centred at (Mi,Mj) is less than |S1+δ1 |/Q3 for all large Q.
Since the number of points (ˆi, jˆ) such that ⌊M
√
(i− iˆ)2 + (j − jˆ)2⌋ = Q
is bounded by a constant times Q, and the series
∑
q>T0
q−2 converges, we
can make the total of such volume from all points small by choosing T0
sufficiently large. In particular, we can make this volume so small that
the probability of each individual in step (i, j) coming within distance 1 +
δ1 of another point already generated (other than its parent) is less than
γ/(2cN02 ). Since there are at most c
N0
2 points in step (i, j), we get the desired
bound.

5.5 Results for GNk(d, α) for d ≥ 2
In low dimensions, the difference between GN1 and GNk with k > 1 can be
quite pronounced. However, in high dimensions this is no longer the case,
since there the difference between dk(x) and d1(x) disappears. This leads
to some interesting behaviour.
First, we discuss an immediate consequence of Theorem 5.8. Recall
from Section 5.2 that for all α < 1, the GN2(d, α) is dominated by the
GN1(d, 1) model and that there is no percolation in the GN1(d, 1) model
for all d. Hence, α
(2)
c (d) ≥ 1 for all d. Since α(2)c ≤ αc, we have the following
corollary to Theorem 5.8.
Corollary 5.12. We have α
(2)
c (d)→ 1 as d→∞.
In fact, Theorem 5.8 is expected to hold for the GNk(d, α) model as
well, for all k:
Conjecture 5.13. For all k ≥ 1, α(k)c (d)→ 1 as d→∞.
The next result shows that for d ≥ 2, any α
is sufficient for percolation so long as k is suitably
large.
Theorem 5.14. For α > 0 and d ≥ 2 fixed, there
exists a k such that the model with αk = α perco-
lates on Rd.
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Before giving the proof, we explain the idea of the proof. We divide R2
into unit squares to create a version of Z2. A square is called good if a cer-
tain property, depending only on the Poisson process X within the square,
holds. In this way we obtain independent site percolation on Z2, which
percolates if the probability that a square is good is greater than pc. It will
then be demonstrated that if we have percolation of these good squares,
then the underlying continuum percolation model percolates. Finally, we
will demonstrate that we can do this in such a way that the probability of
a good square is greater than pc.
Proof: Let α > 0. Let pc(d) denote the critical value of site percola-
tion on Zd and recall that pc(d) < 1 for all d ≥ 2 [33]. The following
argument considers the case when d = 2 and relies on pc = pc(2) < 1.
The generalisation to higher dimensions is straightforward and is therefore
omitted.
We divide each unit square equally into n2 smaller squares, where n
is some odd integer. Let Xn denote the number of points in a typical
subsquare. We call a square good if all its subsquares satisfy the following
property:
1 ≤ Xn ≤ m
n2
,
where m will be chosen later. Now consider two neighbouring good squares.
Without loss of generality, let these be [0, 1]2 and [1, 2] × [0, 1]. Define the
subsquares
Bi =
[ n−1
2
n
+
i
n
,
n−1
2
n
+
i+ 1
n
]
×
[ n−1
2
n
,
n−1
2
n
]
, 0 ≤ i ≤ n,
see also Figure 5.2. By assumption, all the Bi are non-empty, and any point
in Bi has not more than m neighbours within distance (n−1)/(2n). Hence,
for all k ≥ m + 1, all points in a subsquare Bi have a connection range of
at least α(n− 1)/(2n).
Furthermore, points in neighbouring subsquares are at most distance√
5/n apart. By choosing n > 1 + 2
√
5/α, we ensure that all points
in neighbouring subsquares of a good square are
connected. As a consequence, all points in neigh-
bouring good squares are connected. We can now
choose λ, the density of the Poisson process, to be
so large that
P(Xn = 0) <
1− pc
2n2
.
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Furthermore, we choose m such that
P(Xn >
m
n2
) <
1− pc
2n2
.
The above relations imply that the probability that a square is good is at
least pc. Since squares are good independently of the state of the other
squares, and points in good squares are connected, the good squares domi-
nate independent site percolation on Z2 with parameter at least pc. Hence,
the model percolates. 
q q q qq q qq q
0 1 2
Figure 5.2: Two good squares and their subsquaresB1, B2, . . . , B5 for n = 5.
Note that Theorem 5.2, Conjecture 5.13 and Theorem 5.14 would to-
gether imply that the critical value is not monotone in the dimension, d.
By Theorem 5.14, there exists a k such that α
(k)
c (2) < 0.5. Theorem 5.2
shows that α
(k)
c (1) =∞ for all k. However, Conjecture 5.13 would give that
α
(k)
c (d) → 1 as d → ∞ for all k. In particular, for every k there exists a
d > 2 such that α
(k)
c (d) > 0.5. Thus,
α(k)c (1) > α
(k)
c (2) < α
(k)
c (d).
5.6 Results for GN(d, α) for d ≥ 2
We now look at the general model, by removing
the restriction that α can have only one non-zero
component.
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Theorem 5.15. Let x be a point of the Poisson process on Rd. Then
r(x) =∞ a.s. if and only if ∑∞i=1 i1/dαi =∞.
Proof: First choose 0 < ε < 1. Let (Γi) be a sequence of disjoint
d-dimensional annuli centred at x such that for all k the volume of Γk is
1 − ε and ∪ki=1Γi is a ball. Since the volume of a ball of radius r in Rd
is c(d)rd with c(d) = πd/2/(Γ(d/2 + 1)), the outer radius γk of Γk satisfies
c(d)γdk = k(1− ε), i.e., γk = ( (1−ε)kc(d) )1/d.
Now define Yk to be the number of points in Γk, for every k, and let
Xk = 1− Yk. Then the random walk Sn = X1 + · · · +Xn has drift
EXk = 1− EYk = 1− volume(Γk) = 1− (1− ε) = ε > 0.
Since such a random walk is transient and converges to ∞, there exists an
a.s. finite random index N such that Sn > 0 for all n ≥ N .
If Sn > 0, then Y1 + · · · + Yn < n, and the nth nearest neighbour of x
is further away than the outer radius γn of the nth annulus, i.e., dn(x) ≥
γn = (
(1−ε)n
c(d) )
1/d. Hence, we may write
r(x) =
∑
i
αidi(x) ≥
N−1∑
i=1
αidi(x) +
(1− ε
c(d)
)1/d ∞∑
i=N
αii
1/d.
So, if
∑
i αii
1/d = ∞, then r(x) = ∞ a.s. Analogously, by considering
annuli with volume 1 + ε, we can find the upper bound
r(x) ≤
M−1∑
i=1
αidi(x) +
(1 + ε
c(d)
)1/d ∞∑
i=M
αii
1/d,
where M is a.s. finite. Hence, r(x) < ∞ a.s. if ∑i αii1/d < ∞. This com-
pletes the proof. 
Since the GNk model is non-trivial when d ≥ 2, the behaviour of the
model (i.e., percolation or otherwise) depends on both the tail of α and the
individual αi’s themselves. For this reason, it is clear that there can be no
higher dimensional analogy to Theorem 5.5.
5.7 Concluding Remarks
There are still many open problems relating to the
model, a couple of which are listed below.
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• If |α| =∑∞i=1 αi =∑ki=1 αi < 1 for some k, then does there exist a d0
such that for all d > d0 the GN(d, α) model does not percolate? This
is a generalisation of Conjecture 5.13. A consequence of this result
would be the non-monotonicity of the critical value (when varying as
a function of the dimension).
• It might be possible to give a fuller description of the GN(d, α) when
|α| = 1. For example, when d is suitably large, the GN2(d, 1) model
percolates, but the GN1(d, 1) model does not. How does the GN(d, α)
model behave when α1 + α2 = 1 and αi = 0 for all i ≥ 3.
Finally, it would also be interesting to look at other properties of the
random graphs created by this model than just percolation.
Appendix A
Appendices
A.1 Well-definition of the Bak-Sneppen model
As mentioned in Section 2.1.1, the rules of the model are only well-defined
on a subset ΩG of [0, 1]
V (G). Thus the initial fitness distribution has to
be chosen with care to ensure that the model almost surely doesn’t leave
ΩG. Such initial fitness distributions were called reasonable. For a finite
Bak-Sneppen model the canonical initial fitness distribution is to take all
fitnesses independent and uniform (0, 1) distributed. For an infinite Bak-
Sneppen model one normally considers all fitnesses to be initially 1 apart
from the origin. However, a far richer class of initial distributions is also
reasonable. We begin by considering reasonable initial fitness distributions
for finite graphs.
On a finite graph there are only finitely many fitnesses to consider, thus
an update step can be carried out if and only if the minimal vertex is unique.
As mentioned previously, updated fitnesses are a.s. distinct. Therefore any
initial fitness distribution that with probability 1 produces distinct fitnesses
is reasonable. Also any distribution that gives rise to configurations with at
least one fitness less than 1 and the only ties being fitnesses with value 1 is
also reasonable, since fitnesses with value 1 will never be minimal. However,
even this second generalised condition is not necessary. For example, any
pair of tied values where one half of the pair is next to the initial minimal
fitness will be eliminated after the first update.
Thus a reasonable initial fitness distribution could
also create such configurations with positive prob-
ability. It is easy to extend such reasoning to find
other configurations with tied fitness values that
will almost surely never be minimal. So even in
the case of finite Bak-Sneppen models one can’t
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find an easy closed class describing all the reasonable initial fitness distri-
butions.
The reasonable initial configurations for infinite graphs are somewhat
harder to classify than the finite case. Again it is easy to come up with
a sufficient condition. Consider a finite subset of V (G). Off this subset
all fitnesses are equal to 1. On this subset, the configuration satisfies the
sufficient conditions given for a reasonable configuration on a finite graph.
However, there are many other types of reasonable configurations and not
just for the rather technical reasons given for the finite case. Typically you
want V (G) to split into two sets S and T , where on T all fitnesses equal 1
and on S all fitnesses are distinct and orderable. An example of this, where
S = V (G) would be the following. Consider a sequence 0 = a0 < a1 <
a2 < . . . such that an → 1 and distinct finite subsets Si of S such that
∪Si = S. Then the configuration π such that the fitnesses of vertices in
Si are uniformly distributed on (ai, 1) is reasonable. To find the minimal
fitness, one looks first at the vertices in S0. If the minimal fitness in S0 is
less than a1, we are finished. Otherwise we consider the minimal fitness in
S0 ∪ S1, again checking if it is less than a2. This procedure iterates in the
natural manner and can also be used to find the n-th smallest fitness for
any n.
A.2 The mean-field model
The mean-field approximation or the mean-field Bak-Sneppen model is sup-
posed to be a simplification of the Bak-Sneppen model. This simplification
takes the form of removing correlations between different fitnesses, which
basically means the underlying structure of the graph is somewhat sup-
pressed. This takes two different forms depending on whether the graph is
finite or infinite.
The mean-field Bak-Sneppen model on a finite graph is often referred
to as the random neighbour model. The only information retained from the
graph is the degree of each vertex. If v is the minimal vertex then the ’neigh-
bours’ of v are chosen randomly from the other vertices of the graph. Thus
|Γ(v)| + 1 vertices are updated. Consider a random neighbour p-avalanche
on a regular finite graph G. The only relevant in-
formation fromG is the number of vertices, N , and
the common vertex degree ∆. Such an avalanche
can be modelled as a finite state Markov chain,
where the state is the number of vertices with fit-
nesses below the threshold p. Let Xn denote this
Markov chain and pri be the probability that when
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choosing ∆ vertices uniformly at random out of a set of N − 1 divided into
two subsets of size r− 1 and N − r that exactly i come from the former set.
Readers may recognise pri as a probability arising from a hypergeometric
distribution. Then,
Xn+1 ∼
∆∑
i=0
pXni [Bin(∆ + 1, p) +Xn − i− 1].
So pXni represents the probability of picking i active vertices in your ∆
randomly chosen neighbours.
Typically one considers a mean-field model to get approximations for
values of interest about the original model. The value of this approximation
tends to be better for large scale and high-dimensional systems where the
correlations between fitness values in the original model is already rather
limited. A random neighbour avalanche on an infinite graph can be de-
scribed as a Markov chain in a similar way to the finite case, but is expressed
more elegantly as a branching process. Note that the probability of choosing
an active vertex as a random neighbour is always zero, since the probabil-
ity of choosing a vertex that has already been updated is zero. Therefore,
Xn+1 = Xn − 1 + Y , where Y ∼ Bin(∆ + 1, p). Thus the probability of
an infinite avalanche is just the survival probability of a Galton-Watson
branching process with binomial (∆ + 1, p) offspring distribution. Such a
branching process is critical when p = 1∆+1 .
By considering critical branching processes, one can investigate the crit-
ical exponents for mean-field avalanches. The most commonly referenced
critical exponent is τ , which is defined by P (s) ∼ s−τ , where P (s) denotes
the probability that the avalanche has duration s. Another common expo-
nent, µ, comes from V (s) ∼ sµ where V (s) is the number of vertices updated
by an avalanche of duration s. It is immediate that µ = 1 in the mean-field
case and that µ ≤ 1 for Bak-Sneppen avalanches on regular graphs. Taken
from [29], τ = 32 in the mean-field case. Various numerical approximations
for these critical values have been calculated by computer simulations for
Z
d [17, 15]. Their exact conclusions differ slightly, but the consensus is
that µ ≃ 0.4 and τ ≃ 1.07 on Z with these values converging rapidly to
their mean-field values when the dimension is in-
creased. The most convincing of these simulation
results suggest that for d > 4 the critical exponents
assume their mean-field values with a logarithmic
correction needed when d = 4. In the usual ter-
minology, one would say that d = 4 is the upper
critical dimension for the Bak-Sneppen model.
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Samenvatting
Fasetransities in Bak-Sneppen lawines en in een
continuum percolatie model
Dit proefschrift behandelt twee stochastische modellen: het Bak-Sneppen
model en een nieuwe soort van afhankelijk continuum percolatie. Hoofd-
stukken 2, 3 en 4 gaan over het Bak-Sneppen model en Hoofstuk 5 over
continuum percolatie. Beide hebben iets te maken met netwerken. Het
Bak-Sneppen model leeft op een netwerk en de continuum percolatie model
bouwt een netwerk.
Het eerste model is vrij bekend en is een simpel model van evolutie.
Neem een netwerk met N soorten. Elke soort krijgt een getal tussen 0 en
1, dat fitness heet. De fitness van een soort meet hoe sterk de soort is. De
fitnesses verandert in de tijd volgens een evolutieprincipe. Bij elke tijdstap
kies je de soort met de laagste fitness en deze soort krijgt een nieuwe fitness.
De buren van deze soort krijgen ook nieuwe fitnesses. De nieuwe fitnesses
hebben een uniform (0, 1) verdeling en zijn onafhankelijk van elkaar en van
de vroegere fitnesses. De laagste fitness verandert want de zwakste soort
wordt door een nieuwe soort vervangen. De buurfitnesses veranderen omdat
er interactie tussen de soorten is.
Dit model lijkt heel simpel, maar de interactie tussen de soorten maakt
het moeilijk om te analyseren. Met computersimulaties krijg je een goede
indruk van het gedrag van het model, maar niet zo veel is wiskundig bek-
end. Dit proefschrift bevat een samenvatting van de huidige wiskundige
resultaten over dit model. Hoofdstuk 2 bevat een aantal basisresultaten
bijvoorbeeld over stationaire verdelingen.
Dit model is interessant voor natuurkundigen omdat het een voorbeeld
van zelf-georganiseerde kritikaliteit is. Van willekeurige oorspronkelijke fit-
nesses gaat het model altijd naar een kritieke toestand. Hoofdstuk 3 behan-
delt deze convergentie. Je kunt het Bak-Sneppen model opdelen in lawines.
Dit hoofdstuk kijkt naar de eerste lawine en laat zien dat de verwachte
lengte oneindig is. Dit resultaat geeft ook informatie over lawines in het al-
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gemeen. Verder laten we zien dat de eerste lawine slechts net een oneindig
verwachte lengte heeft; elke lawine heeft een parameter en als de verdeling
van de parameter van de eerste lawine een klein beetje stochastich kleiner
wordt, dan krijg je een eindig verwachte lengte.
Het belangrijkste probleem over het Bak-Sneppen model is om de kri-
tieke fitness verdeling te bepalen. Een methode is om de kritieke waarde
van lawines te kijken. In Hoofdstuk 4 worden vergelijkingen gemaakt tussen
Bak-Sneppen lawines en andere meer bekende processen. In het bijzonder
wordt een koppeling met site percolatie gemaakt. Met deze koppeling wordt
bewezen dat de kritieke waarde van site percolatie niet kleiner is dan de kri-
tieke waarde van een Bak-Sneppen lawine op hetzelfde rooster.
Hoofdstuk 5 behandelt een naaste-buren model. Dit model is een afhanke-
lijk continuum percolatie model, die een generalisatie is van het ‘nearest-
neighbour model’. Dit hoofdstuk gaat vooral over de kritieke waarden.
Een aantal resultaten zijn vergelijkbaar met het ‘nearest-neighbour model’,
maar ingewikkelder om te bewijzen. Het nieuwe model heeft soms ook an-
der gedrag: in sommige gevallen is er sprake van een niet monotone kritieke
waarde in de dimensie.
