Recent work has extended the theoretical analysis of boosting algorithms to multiclass problems and online settings. However, the multiclass extension is in the batch setting and the online extensions only consider binary classification. To the best of our knowledge, there exists no framework to analyze online boosting algorithms for multiclass classification. We fill this gap in the literature by defining, and justifying, a weak learning condition for online multiclass boosting. We also provide an algorithm called online multiclass boost-by-majority to optimally combine weak learners in our setting.
Introduction
Boosting algorithms combine weak learners to produce stronger learners and form a cornerstone of modern machine learning [Schapire and Freund, 2012] . The theory of boosting was originally developed in the setting of binary classification on a batch of data. For example, the classic boost-by-majority algorithm [Freund, 1990] and the Adaboost algorithm [Freund and Schapire, 1997] were both proposed and analyzed in the batch binary classification setting.
Dealing with the multiclass classification turned out to be more subtle than suspected. After several different proposals had been made in the literature, Mukherjee and Schapire [2013] finally provide a general framework for multiclass boosting. They state their weak learning conditions in terms of cost matrices that have to satisfy certain restrictions: for example, labeling with the ground truth label should have less cost than labeling with some other label. A weak learning condition, just like the binary condition, states that the performance of a weak learner, now judged using a cost matrix, should be better than a random guessing baseline. One particular weak learning condition they call the edge-over-random condition, proves to be sufficient for boostability. The edge-over-random condition will also figure prominently in this paper. They also consider a necessary and sufficient condition for boostability but it turns out to be more difficult to deal with algorithmically.
A different direction for extending the classic theory of boosting is to consider online settings where the instance and label pairs are not available all at once but are revealed to the learner sequentially. There was some empirical work in this direction but theoretical developments did not occur until recently. Chen et al. [2012] initiate the theoretical study of online boosting and state their weak learning condition in terms of the weights of examples: They require the weight to be "smooth", i.e. the weight of any single example cannot be too large. Since standard boosting algorithms, such as Adaboost, need not produce smooth weights, they use the SmoothBoost [Servedio, 2003] algorithm with modifications to suit their needs in the online setting. Beygelzimer et al. [2015] remove the requirement that weak learner deal with weighted examples and also give a weaker weak learning condition motivating it as an online analogue of the batch weak learning condition. They propose an online boost-by-majority (Online BBM) algorithm and show its optimality in terms of the number of weak learners and sample complexity required to achieve a desired accuracy. Second, they describe a non-optimal but adaptive algorithm Adaboost.OL that, like Adaboost, does not need to know the edge weak learners have over random guessing.
In this paper, we combine the insights and techniques of Mukherjee and Schapire [2013] and Beygelzimer et al. [2015] to provide a framework for online multiclass boosting. To the best of our knowledge, no such framework exists in the current literature. Extension of the multiclass framework of Mukherjee and Schapire [2013] to the online setting requires some modifications. Their cost matrices have rows that correspond to examples. In an online setting, examples are not available to the learners in advance and we cannot feed them the type of cost matrices considered by Mukherjee and Schapire [2013] . After making appropriate modifications to the cost matrices, we define a weak learning condition appropriate for online multiclass boosting (Definition 2). We argue, following Beygelzimer et al. [2015] , that our weak learning condition is the online analogue of the sufficient batch multiclass weak learning condition of Mukherjee and Schapire [2013] (which is reproduced here in Definition 1). Lemma 2 provides a theoretical justification for our weak learning condition showing that it follows from a certain richness condition and online multiclass learnability results of Daniely et al. [2011] .
With the theoretical framework in place, we provide a general online multiclass boost-by-majority (MBBM) algorithm (Algorithm 1) that uses potential functions derived from a proper loss. We also prove a general loss bound (Theorem 4) for the online MBBM algorithm. Specializing to the case of the 0-1 loss, where the potential function can be efficiently computed using dynamic programming, we provide bounds on the number of weak learners and sample complexity required to achieve accuracy when weak learners have edge γ (Theorem 7). Our lower bound (Theorem 8) shows that we have near-optimal dependence on and γ but the right dependence on the number k of classes remains open. We discuss that this has to do with the complex behavior of potential function in the multiclass setting.
Problem Setting and Assumptions

Notation and Setting
Our online algorithm is inspired by the work of Mukherjee and Schapire [2013] in the batch multiclass boosting setting. Hence we will adopt their notation. Matrices will be denoted by bold capital letters like C, and vectors by bold small letters like u. C(i, j) or u(i) will denote the entries of specified position, and C(i) will represent i th row vector of a matrix. The calligraphic letter like C will denote a family of matrices or vectors satisfying certain conditions. The inner product of two vectors u, v will be denoted by u • v. Similarly, A • B will denote the Frobenius inner product Tr(AB ), where B is the transpose of B. ||A|| ∞ will denote the maximum magnitude of elements of A and ||A|| 1 and ||u|| 1 the sum of absolute values of the elements of a matrix or a vector. The indicator function will be denoted by 1[·].
The number of classes is fixed to be k and is known to the learner, and [k] := {1, · · · , k} denotes the label space. The set of all distributions over the set [k] will be denoted by ∆[k] . The adversary sequentially reveals a set of labeled examples {(x t , y t ) | t = 1, · · · , T }, where x t lies in some domain X , and y t ∈ [k]. For simplicity, we will preclude multilabel setting where an example can have more than one labels. Once x t is revealed to the learner, the learner makes a predictionŷ t , and then the adversary reveals its feedback. The adversary fixes y t before the learner makes decision, even though it does not reveal the label. In this way, we can ensure that the true label is not affected by the learner's prediction. We also assume full information setting, which means that the learner observes the true label after its prediction. Readers should notice that the adversary cannot be completely adaptive in order for the learner to make meaningful predictions. For example, if the environment chooses the examples out of {(x, 1), · · · , (x, k)} uniformly at random for fixed x, then there is obviously no learner that can achieve accuracy bigger than 1 k . In other words, we need to impose some constraint on the adversary's choice of examples. We will call an adversary is D-restricted if it only chooses examples from a fixed set D, possibly in adaptive manner. A more detailed description of restriction will be given as we discuss online weak learning condition.
In boosting framework, the learner splits further into booster and weak learners. There is one booster that manages each weak learner's task and aggregates their predictions, while there are N , fixed ahead of time, weak learners W L 1 , · · · , W L N that generate mildly powerful predictions.
At time t, when x t is revealed, booster computes a cost matrix C i t ∈ R k×k based on the predictions of W L 1 to W L i−1 . After getting C i t , W L i generates a prediction l i t to minimize C i t (y t , l i t ). When all N weak learners make predictions, the booster makes final decision by majority vote. There also exist other boosting algorithms to give weights on each weak learner's prediction, but we will assume simple majority vote. For ease of presentation, we will keep track of cumulative votes by s i t := i j=1 e l j t ∈ R k , where e i denotes a standard basis vector whose i th element is equal to 1 and others 0.
Two main questions should be resolved to design a good boosting algorithm. One is booster's strategy of designing cost matrices, and the other is weak learner's ability to reduce the cumulative cost T t=1 C i t (y t , l i t ). The first question will be resolved by introducing potential functions, which will thoroughly be discussed in section 3. For the second question, we introduce our online weak learning condition, a generalization of the weak learning assumption in Beygelzimer et al. [2015] , stating that for any adaptively given series of cost matrices, weak learner can produce predictions that make the cumulative cost less than that incurred by random guesses. We will continue the discussion of online weak learning condition in following section.
Discussion of Online Weak Learning Condition
In order to rigorously state our online weak learning assumption, we first need to understand the weak learning condition in the batch setting. Mukherjee and Schapire [2013] have identified necessary and sufficient condition for boostability. We will focus on a sufficient condition due to reasons of computational tractability. We conjecture that our approach can be generalized to work with the necessary and sufficient weak learning condition, but the time required for the computation of potential functions grows exponentially with the number of weak learners N , which is impractical.
We define a baseline condition that is better than a random guess. Let u l γ ∈ ∆[k] denote a uniform distribution that puts γ more weight on the label l. For example,
In batch setting, entire training set is revealed. Let D := {(x t , y t ) | t = 1, · · · , T } be the training set and define a family of cost matrices C eor := {C ∈ R T ×k | ∀t, C(t, y t ) = min l∈[k] C(t, l)}. The superscript "eor" stands for "edge-over-random," first introduced by Mukherjee and Schapire [2013] . It is intuitive that a correct prediction suffers the smallest cost. The authors prove that if a weak learning space H satisfies the condition described in Definition 1, then it is boostable, which means there exists a convex linear combination of hypotheses in H that perfectly classifies D.
Definition 1. (Batch Setting Multiclass Weak Learning Condition, Mukherjee and Schapire [2013] ) Suppose D is fixed and C eor is defined as above. A weak learning space H is said to satisfy weak learning condition (C eor , U γ ) if for any cost matrix C ∈ C eor , one can find a weak hypothesis h ∈ H such that
(1)
We want to emphasize that this is a only a sufficient condition for boostability, meaning that there can exist a different weak learning space H that is boostable, but which does not satisfy the weak learning condition (C eor , U γ ). The authors also provide a necessary and sufficient condition for boostability, but even in their batch setting, the algorithm takes exponential time with respect to the number of weak learners N . So, we do not use the necessary and sufficient condition in our online learning setting. Now we present an online version of Definition 1. First note that an entire cost matrix C ∈ C eor cannot be given to the learner. If the learner can observe C, then it can simply pickŷ t = argmin l∈[k] C(t, l), which trivially minimizes the cumulative loss. That is why we have introduced a sequence of cost matrices {C t ∈ R k×k | t = 1, · · · , T } so that the learner cannot know the cost of its prediction before the true label is revealed. Here the cost matrices can be chosen adaptively, which means C t can be computed once (t − 1) th iteration is completed. A T × k matrix whose t th row vector is C t (y t ) plays a similar role of C in batch setting even though it cannot be specified until the last example is revealed.
Similar to C eor , we will restrict the booster's choice of cost matrices to
, C(l, l) = 0, C(l, r) ≥ 0, and ||C(l)|| 1 = 1}.
We alert the readers not to confuse C eor with C eor 1 . They both impose similar row constraints, but the matrices in these sets have different dimensions: T × k and k × k respectively. C eor 1 also has additional normalized constraint. The boundedness condition is crucial to prove Lemma 1 and Lemma 2. We will generalize in Lemma 3 to a broader choice of cost matrices whose row vectors have 1 norm not necessarily equal to 1. We are ready to present our online weak learning condition.
Definition 2. (Online Multiclass Weak Learning Condition)
For parameter γ, δ ∈ (0, 1), and a constant S > 0, a pair of online learner and a data pool D is said to satisfy online weak learning condition with parameters δ, γ, and S if for any sample length T , any adaptive sequence of labeled examples generated by arbitrary D-restricted adversary, and for any adaptively chosen series of cost matrices {C t ∈ C eor
where C ∈ R T ×k consists of rows of C t (y t ) and the last equality holds due to the normalized condition on C eor 1 . S is called an excess loss.
Remark 1. Notice that the online weak learning condition is imposed on a pair of learner and a family of adversary instead of solely on a learner. This is because no learner can satisfy this condition if the adversary draws samples in completely adaptive manner. The probabilistic statement is necessary because many online algorithms' predictions are not deterministic. The excess loss requirement is also needed because an online learner cannot produce meaningful predictions until it observes certain number of examples. Now we build a bridge between this batch setting condition and our online weak learning condition (2). We follow the arguments of Beygelzimer et al. [2015] . The batch setting condition (1) can be interpreted as making the following two implicit assumptions:
2. (Agnostic Learnability) For any C ∈ C eor and ∈ (0, 1), there is an algorithm which can compute a nearly optimal hypothesis h ∈ H, i.e.
For the online setting, we will keep the richness assumption with C being the matrix consisting of rows of C t (y t ), and the data are drawn by a D-restricted adversary. That is to say, it is the online richness condition that imposes a restriction on adversary because the condition cannot be met by any H with fully adaptive adversary. The agnostic learnability assumption is also replaced by online agnostic learnability assumption. We present online versions of the two assumptions above:
. (Online Richness Condition) For any sample length T , any sequence of labeled examples
1, · · · , T } generated by any D-restricted adversary, and any series of cost matrices {C t ∈ C eor
where C ∈ R T ×k consists of rows of C t (y t ).
. (Online Agnostic Learnability) Suppose an adversary adaptively chooses labeled examples.
For any sample length T , δ ∈ (0, 1), and for any adaptively chosen series of cost matrices {C t ∈ C eor 1 | t = 1, · · · , T }, there is an online algorithm which can generate predictionsŷ t such that with probability 1 − δ,
where R δ : N → R is a sublinear regret. Daniely et al. [2011] extensively investigate agnostic learnability in online multiclass problems by introducing the following generalized Littlestone dimension [Littlestone, 1988] of a hypothesis family H. Consider a binary rooted tree RT whose internal nodes are labeled by elements from X and whose edges are labeled by elements from [k] such that two edges from a same parent have different labels. The tree RT is shattered by H if, for every path from root to leaf which traverses the nodes x 1 , · · · , x k , there is a hypothesis h ∈ H such that h(x i ) corresponds to the label of the edge from x i to x i+1 . The Littlestone dimension of H is the maximal depth of complete binary tree that is shattered by H (or ∞ if one can build a arbitrarily deep shattered tree). The authors prove that an optimal online algorithm has a sublinear regret under the expected (w.r.t. the randomness of the algorithm) 0-1 loss if Littlestone dimension of H is finite.
Similarly we prove in Lemma 1 that the condition (4) is satisfied if H has finite Littlestone dimension. We need to slightly modify their result in two ways. One is to replace expectation by probabilistic argument, and the other is to replace 0-1 loss by our cost matrix framework. Both questions can be resolved by replacing an auxiliary lemma used by Daniely et al. [2011] without changing the main structure. The detailed proof can be found in Appendix A.
Lemma 1. Suppose a weak learner space H has finite Littlestone dimension d and an adversary chooses examples in fully adaptive manner. For any sample length T and for any adaptively chosen series of cost matrices {C t ∈ C eor 1 | t = 1, · · · , T }, with probability 1 − δ, the online agnostic learnability condition (4) is satisfied with following sublinear regret
One remark is that the proof of Lemma 1 only uses the boundedness condition of C eor 1 . Now we are ready to demonstrate that our online weak learning condition is indeed naturally derived from batch setting counterpart. The following lemma shows that two conditions (3) and (4) directly imply the online weak learning condition (2). In other words, if the weak learning space H accompanied by a fixed data pool D is rich enough to contain a hypothesis that slightly outperforms a random guess and has a reasonably small dimension, then we can find an excess loss S that satisfies (2). This is a generalization of Beygelzimer et al. [2015, Lemma 2] .
Lemma 2. Suppose a pair of weak learning space H and a data pool D satisfies online richness assumption (3) with edge 2γ and online agnostic learnability assumption (4) with mistake probability δ and sublinear regret R δ (·). Then the online learning algorithm satisfies the online weak learning condition (2), with mistake probability δ, edge γ and
First note that by sublinearity of R δ (·), S is finite. According to (4), the online learning algorithm can generate predictionsŷ t such that, with probability 1 − δ,
Thus it suffices to show that
Since the correct label gets zero cost and each row of cost matrix has 1 norm 1, we have
By plugging this in (5), we get
The last inequality holds by definition of S, which completes the proof.
Lemma 1 and Lemma 2 suggest an implicit relation between δ and S in (2). If we want probabilistically stronger weak learning condition, R δ (T ) in Lemma 1 gets bigger, which results in larger S = max T (R δ (T ) − γT k ).
Managing Sample Weights
Online weak learning condition does not fully mimic the batch setting weak learning condition (C eor , U γ ) because C eor does not impose the normalized condition. To deal with it, we introduce sample weights w t such that the t th row of cost matrix becomes essentially w t C(t). The main idea by proposed by Beygelzimer et al. [2015] is to transform the weight to sampling probability p t := wt ||w||∞ , where w := (w 1 , · · · , w T ), and send the example (x t , y t ) to the learner with probability p t . However, the learner cannot compute ||w|| ∞ because it does not have access to future w t values as the data arrive sequentially. Thus it has to use some upper bound value.
The following lemma generalizes our weak learning condition (2) to the weighted version so that the cost matrix can have unnormalized row vectors. The key idea is to use martingale concentration bounds, and the complete proof can be found in Appendix B. This is a multiclass version of Beygelzimer et al. [2015, Lemma 1] , and the proof has similar structure. Here w * plays a role of estimating ||w|| ∞ : a smaller estimate will yield a tighter bound.
Lemma 3. Suppose a weak learner and a data pool D satisfy the weak learning condition (2) with parameters δ, 2γ, and S. Then there is a constantS = S +Õ( k γ ) such that for any sample length T ≥ 4 satisfying δ 1 log 2 T , any sequence of labeled examples generated by any D-restricted adversary, any adaptively chosen series of cost matrices {C t ∈ C eor 1 | t = 1, · · · , T } and arbitrary choice of non-negative weights w t that satisfies w t ≤ w * ∀t, the weak learner can generate predictionsŷ y that satisfies with probability 1 − (1 + 2 log 2 T )δ,
Here theÕ(·) notation suppresses the dependence on log log(T ).
A General Online Multiclass Boost-By-Majority Algorithm
In this section, we describe booster's strategy of designing cost matrices. We keep our discussion general without specifying the loss, and in later section, we will investigate the asymptotic behavior of cumulative loss suffered by our online boosting algorithm under the specific 0-1 loss. We continue adopting potential function framework by Mukherjee and Schapire [2013] and extend it to online setting. Potential functions play two roles: they help in designing cost matrices and also in proving the mistake bound of the algorithm. Given a cumulative vote s ∈ R k , suppose we have a loss function L r (s) where r denotes the correct label. We call a loss function proper, if it is a decreasing function of s(r) and an increasing function of other coordinates. From now on, we will assume that our loss function is proper. A good example of proper loss is multiclass 0-1 loss:
The idea of potential function φ r i (s) is to estimate the booster's final loss when there remain i more weak learners until the final decision. More precisely, we want potential functions to satisfy following conditions:
Algorithm 1 Online Multiclass Boost-by-Majority (Online MBBM) 1: for t = 1, · · · , T do 2:
Receive example x t 3:
Set s 0 t = 0 ∈ R k 4:
for i = 1, · · · , N do 5:
Set the normalized cost matrix D i t according to (10) and pass it to W L i 6:
Get weak learner's prediction
end for 9:
Predictŷ t := argmax l s N t (l) and receive true label y t 10:
for i = 1, · · · , N do 11:
Use estimate w i * for ||w i || ∞ either using k or using (14), whichever is smaller 12:
13:
Pass training example (x t , y t ) to W L i with probability p i t = w i (t) w i *
14:
end for 15: end for Readers should note that φ r i (s) also shares proper property of the loss function, which can be shown by induction. The condition (8) can be loosened by replacing both equalities by inequalities "≥", but in practice we usually set equalities. Now we are ready to describe booster's strategy of designing cost matrices. After observing x t , booster sequentially sets cost matrix C i t for W L i , gets weak learner's prediction l i t := W L i (x t ) and uses this in the computation of the next cost matrix C i+1 t . Ultimately, booster wants to set
However, this cost matrix does not satisfy the condition of C eor 1 , and thus needs to be modified. First to make the cost for the true label equal to 0, we subtract every element of C i t (r) by C i t (r, r). Since potential function is also proper, new cost matrix still has non-negative elements after the subtraction. Afterwards, we normalize the row so that each row has 1 norm equal to 1. In other words, we get new normalized cost matrix
where
plays a role of weight as in Lemma 3. It is still possible that a row vector C i t (r) is a zero vector so that normalization is impossible. In this case, we just leave it as zero vector. Our weak learning condition (2) still works with cost matrices some of whose row vectors are zeros because however the weak learner predicts, it incurs no cost.
After defining cost matrices, the rest of the algorithm is straightforward except we have to estimate ||w i || ∞ to compute p t . This requires to specify the loss, which will be thoroughly discussed in Section 4 below. Curious readers may directly refer Lemma 6 before proceeding. Once we have an estimate w i * , weak learners generate predictions after observing cost matrices, and the booster makes final decision by majority vote. After the true label is revealed, the booster updates the weight to restore original cost matrix before normalization. The pseudocode for the entire algorithm is depicted in Algorithm 1.
We present our main result regarding the mistake bound of general Online MBBM. The proof appears in Appendix C where the main idea is adopted from Beygelzimer et al. [2015, Lemma 3] . 
whereS is defined as in Lemma 3.
Here φ 1 N (0) plays a role of asymptotic error rate and the second term determines sample complexity. We will investigate the behavior of those terms under specific loss in following section.
Online MBBM using 0-1 Loss
From now on, we will specify the loss to be multiclass 0-1 loss defined in (7). Even though Online MBBM has a promising theoretical justification, it would be infeasible if the computation of potential functions takes too long or if the behavior of asymptotic error rate φ 1 N (0) is too complicated to be approximated. Fortunately, however, with particular choice of 0-1 loss, we can get a computationally tractable algorithm with vanishing error rate. Our lower bound result will reveal that the number of weak learners and the sample complexity required by our algorithm are quite tight in most parameters except k where there appears to be some gap between upper and lower bounds.
The use of potential functions in binary boosting setup is thoroughly discussed by Schapire [2001] . In binary setting under 0-1 loss, potential function has a closed form which dramatically reduces the computational complexity. Unfortunately, the multiclass version does not have a closed form, but Mukherjee and Schapire [2013] introduce a heuristic to compute it in reasonable time:
where A := {(x 1 , · · · x k ) ∈ Z k | x 1 + · · · x k = i, ∀l : x l ≥ 0, x l + s(l) < x r + s(r)}, and u r γ = (u 1 , · · · , u k ). By using dynamic programming, the expression in (12) can be computed in polynomial time in i, k, and ||s|| 1 . In our setting where the number of weak learners is fixed to be N , the computation can be done in polynomial time in k and N because ||s|| 1 is bounded above by N . To the best of our knowledge, there is no way to compute the potential function in polynomial time if we start from necessary and sufficient weak learning condition (the algorithm given by Mukherjee and Schapire [2013] takes exponential time in the number of weak learners), and this is the main reason that we use the sufficient condition.
Bounding Asymptotic Error Rate and Sample Complexity
Recall from (11) that φ 1 N (0) plays a role of asymptotic error rate and the second term determines sample complexity. The following two lemmas provide bounds for both terms.
By applying Hoeffding's inequality, we can prove in Lemma 5 that φ 1 N (0) vanishes exponentially fast as N grows. That is to say, to get a satisfactory asymptotic accuracy, we do not need too many weak learners. We should also note that we can decide N before the learner observes samples, which is logically natural. The detailed proof can be found in Appendix D.1.
Lemma 5. Under the same setting as in Theorem 4 but with the particular choice of 0-1 loss, we may bound φ 1 N (0) as follows:
Now we have fixed N based on the desired asymptotic accuracy. Before bounding the second term of (11), readers should note thatS suppresses the dependency in log log T (cf. Lemma 3). This is somewhat undesirable, but the term is reasonably negligible, and we may treat it as a constant that is determined solely by S, γ and k. Since 0-1 loss is bounded in [0, 1], so are potential functions. Then by definition of weights (cf. Algorithm 1), ||w i || ∞ is trivially bounded above by k, which means it is valid to use w i * = k ∀i. Thus the second term is bounded above by kNS, which is valid. However, Lemma 6 allows a tighter bound. The proof can also be found in Appendix D.2. Lemma 6. Under the same setting as in Theorem 4 but with the particular choice of 0-1 loss, we may bound ||w i || ∞ by
where c is a universal constant that can be determined before the algorithm begins.
Remark 2. By summing (14) over i, we can bound the second term of (11) by O(k 5/2 √ N )S. Comparing this to the aforementioned bound kNS, Lemma 6 reduces the dependency on N , but as a tradeoff the dependency on k is increased. The optimal bound for this term remains open, but in the case that the number of classes k is fixed to be moderate, Lemma 6 provides a better bound.
Lemma 5 and 6 together lead to our main result Corollary 7, which gives mistake bound of Online MBBM and determines sample complexity to achieve the desired error rate.
Corollary 7. (Mistake Bound for Online MBBM using 0-1 Loss) Suppose weak learners and a data pool D satisfy the online weak learning condition (2) with parameters δ, 2γ, and S. For any T and N satisfying δ 1 N log 2 T and any adaptive sequence of labeled examples generated by any D-restricted adversary, Online MBBM can generate predictionsŷ t that satisfy the following inequality with probability 1 − N (1 + 2 log 2 T )δ:
Therefore in order to achieve error rate , it suffices to use N = Θ( 1 γ 2 ln k ) weak learners, which gives an excess loss bound ofΘ( k 5/2 γ (S + k γ )).
Note that the excess loss bound above gives a sample complexity bound ofΘ( k 5/2 γ (S + k γ )).
Discussion of Optimality
In this section, we provide lower bounds on the number of weak learners and sample complexity for arbitrary online boosting algorithms to evaluate the optimality of Online MBBM under 0-1 loss. In particular, we construct weak learners that satisfy online weak learning condition (2) and has a relatively tight asymptotic error rate and excess loss compared to those of Online MBBM as in (15). The idea is to let each weak learner independently make predictions with pre-assigned probability distribution. By manipulating the probability distribution, we can simultaneously let the weak learning condition is met and make the booster's task hard enough. 2γ , and δ, ∈ (0, 1), there exists an adversary with a family of weak learners satisfying the inequality (2) with edge 2γ and excess loss S with probability 1 − δ, such that to achieve asymptotic error rate , an online boosting algorithm requires at least Ω( 1 k 2 γ 2 ln 1 ) weak learners and a sample complexity of Ω( k γ (S + k γ )). Even though the gap for the number of weak learners between Corollary 7 and Theorem 8 is merely polynomial in k, readers might think it is counter-intuitive that N is increasing in k in the upper bound while decreasing in the lower bound. This phenomenon occurs due to the difficulty in approximating potential functions. Recall that Lemma 5 and Theorem 8 utilize upper and lower bound of φ 1 N (0). At first glance, considering that φ 1 N (0) implies the error rate of majority vote out of N independent random draws with distribution u 1 γ , the potential function seems to be an increasing in k as the task gets harder with bigger set of options. This is the case of left panel of Figure 1 . However, as it is shown in the right panel, it can also start decreasing in k when γ is larger. This can happen because the probability that a wrong label is drawn vanishes as k grows while the probability that the correct label is drawn remains bigger than γ. In this regard, even though the number of wrong labels gets larger, the error rate actually decreases as u 1 γ (1) dominates other probabilities. After acknowledging that φ 1 N (0) might not be a monotonic function of k, the linear upper bound (13) turns out to be quite naive, and this is the main reason for the conflicting dependence on k in upper bound and lower bound for N . As the relation among k, N , and γ in φ 1 N (0) is quite intricate, the issue of deriving better approximation of potential functions remains open. N is fixed to be 20, and the edge γ is set to be 0.01 (left) and 0.1 (right). The graph is not monotonic for larger edge. This hinders the approximation of potential functions with respect to k.
Conclusion and Future Work
We described a framework for online multiclass boosting. We also provided a potential function based online multiclass boost-by-majority algorithm and examined its optimality properties. A number of research directions emerge from our contributions. First, we built upon a particular sufficient condition from batch multiclass boosting. We chose the condition due to its nice algorithmic consequences. It is still meaningful to establish a boosting algorithm built upon the necessary and sufficient condition even if the algorithm can be computationally intractable. Second, there is a gap between our upper and lower bounds in terms of the number of classes. This may be tolerable if the number of classes is small but is undesirable when the number of classes is large. Third, for practical implementation we need an adaptive algorithm. Mukherjee and Schapire [2013] already propose an adaptive boosting algorithm in batch multiclass setting, but they use the exponential loss, which might result in extremely unbalanced weights on samples. This is intuitively undesirable in online setting, and more research is needed to develop methods that can stabilize the weights. Finally, it will be interesting to consider boosting algorithms in the bandit version of online multiclass classification [Kakade et al., 2008, Daniely and Helbertal, 2013] where the learner does not see the true labels but only receives feedback on whether the predicted label is correct or not.
A Proof of Lemma 1
Proof. We first introduce an online algorithm with experts. Suppose we have a fixed pool of experts of size N . We keep our cost matrix framework. Each expert f i would suffer cumulative cost C i T := T t=1 C t (y t , f i (x t )). At each iteration, an online algorithm chooses to follow one expert and incurs a cost C t (y t ,ŷ t ), and its goal is to perform as well as the best expert. That is to say, the algorithm wants to keep its cumulative cost T t=1 C t (y t ,ŷ t ) not too larger than min i∈[N ] C i T . This learning framework is called weighted majority algorithm and thoroughly investigated by several researchers (e.g., Littlestone and Warmuth [1989] and Vovk [1990] ). We will specifically use Algorithm 2 (LEA), which is shown to achieve a sublinear regret (T ln N )/2 + (T ln 1/δ)/2 with probability 1 − δ [Cesa-Bianchi and Lugosi, 2006, Corollary 4.2] . The authors require the loss to be bounded, which is also satisfied in our cost matrix framework. Readers might raise a question that our loss function changes for each iteration, but the proof still works as long as it is bounded. Interested readers might refer [Hazan et al., 2016, Section 1.3.3] .
To apply this result in our case, we need to construct a finite set of experts whose best performance is as good as that of hypotheses in H. In fact, in the proof of [Daniely et al., 2011, Theorem 25] , the authors construct a set E of size N ≤ (T k) d such that for every hypothesis h ∈ H, there is an expert f ∈ E which coincides with h subject to the given examples x 1 , · · · , x T .
Applying the LEA result on E shows that with probability 1 − δ, the regret is bounded above by (T d ln T k)/2 + (T ln 1/δ)/2, which concludes the proof.
Algorithm 2 Learning with Expert Advice (LEA) 1: Input T: time horizon, N: number of experts 2: Set η = (8 ln N )/T 3: Set C i 0 = 0 for all i 4: for t = 1, · · · , T do 5:
Receive example x t 6:
Receive expert advices (f 1 t , · · · , f N t ) ∈ [k] N 7:
Predictŷ t = f i t with probability proportional to exp(−ηC i t−1 ) 8:
Receive true label y t 9:
Update C i t = C i t−1 + C t (y t , f i t ) 10: end for B Proof of Lemma 3
Proof. As described in section 2.3, the sample (x t , y t ) is sent to the learner with probability p t = wt w * . By the constraint on w * , this is a well-defined probability. Let A := {t | (x t , y t ) sent to the learner}.
Since the weak learning condition (2) holds for any adaptive D-restricted adversaries, we have with probability 1 − δ,
Note that P[t ∈ A] = p t and define σ := T t=1 p t . By using martingale concentration bounds, we will prove that with probability 1 − log 2 (T )δ,
and
To prove inequality (17), consider the martingale difference sequence
Since C t (y t ,ŷ t ) ∈ [0, 1], |X t | is bounded above by 1 and the conditional variance by p t . Thus by [Bartlett et al., 2008, Lemma 2] , for δ 1 log 2 T and T ≥ 4, we have with probability at least 1 − log 2 (T )δ,
which proves (17). Here, theÕ(·) notation suppresses the dependence on log log(T ). (18) can be shown in a similar manner. By using union bounds on probabilities of (16), (17), and (18), we can argue that three inequalities hold simultaneously with probability 1 − (1 + 2 log 2 T )δ. Combining them, we get
By multiplying w * both sides, we have with probability 1 − (1 + 2 log 2 T )δ,
which completes the proof. The second inequality holds due to arithmetic mean and geometric mean relation.
C Proof of Theorem 4
Proof. For ease of notation, we will assume the edge is equal to γ and the true label is r unless otherwise specified. That is to say, u stands for u r γ and φ i for φ r i . By rewriting (8), Proof. We reinterpret φ 1 N (0) in (12) . Imagine that we draw numbers N times where the possible choices are [k] and the probability that a number i is drawn is u 1 γ (i). That is to say, 1 has highest probability of 1−γ k + γ, and other numbers have equal probability of 1−γ k . Then φ 1 N (0) can be interpreted as a probability that the number that is drawn for the most time out of N draws is not 1. Let A i denote the event that the number i gets more votes than the number 1. Then we have by union bound,
The last equality holds by symmetry. To compute P(A 2 ), imagine that we draw 1 with probability 1−γ k + γ, −1 with probability 1−γ k , and 0 otherwise. P(A 2 ) is equal to the probability that after independent N draws, the summation of N i.i.d. random numbers is non-positive. Thus by Hoeffding's inequality, we get
Combining (20) and (21) completes the proof.
D.2 Proof of Lemma 6
Proof. We will start by providing a bound on φ r m (s + e l ) − φ r m (s + e r ). First note that it is non-negative as potential functions are proper. Again by using random draw framework as in Appendix D.1 (now r has the largest probability to be drawn), this value corresponds to the probability that after m draws, the number r wins the majority vote if the count starts from s + e r but loses if the count starts from s + e l . Let X 1 , · · · , X k denote the times that each number is drawn out of m draws and define the events A l := {(X r + s(r)) − (X l + s(l)) ∈ {0, 1}}. Then it can be checked that φ r m (s + e l ) − φ r m (s + e r ) = P(∃l s.t. X l + s(l ) + e l (l ) ≥ X r + s(r)) − P(∃l s.t. X l + s(l ) ≥ X r + s(r) + 1) ≤ P(∃l s.t. X l + s(l ) + e l (l ) ≥ X r + s(r) and ∀l , X r + s(r) ≥ X l + s(l )) ≤ P(∃l s.t. X l + s(l ) + e l (l ) ≥ X r + s(r) ≥ X l + s(l ))
The first inequality holds because P(A) − P(B) ≤ P(A − B). We can bound the individual probabilities by
We can prove by applying Berry-Esseen theorem that the last probability is O( 1 √ m ). Let Y 1 , · · · , Y m be a sequence of i.i.d. random variables such that Y j ∈ {−1, 0, 1} and
Note that EY j = γ and V ar(Y j ) = 2(1−γ) k + γ(1 − γ) =: σ 2 . It can be easily checked that Y := m j=1 Y j has same distribution with X r − X l . Now we approximate Y by a Gaussian random variable W ∼ N (mγ, mσ 2 ). Let F W and F Y denote CDF of W and Y , respectively, and let f denote the density of W . First note that
We can apply Berry-Esseen theorem to the last CDF differences, which provides
where C is the universal constant that appears in Berry-Esseen theorem and ρ := E|Y j − γ| 3 . As Y j is a bounded random variable, we have
Plugging this in (24) gives
By simple algebra, we can deduce
Also note that since we assumed the weak learners have edge 2γ, we have implicitly assumed γ < 1 2 . Hence we can show
where C = 1 √ 2π + 4C. By combining (22), (23), (26), and the fact that Y and X r − X l have same distribution, we prove
The proof is complete by observing that w
].
E Proof of Theorem 8
Proof. At time t, an adversary draws a label y t uniformly at random from [k], and weak learners independently make predictions with respect to the probability distribution p t ∈ ∆[k]. This can be achieved if the adversary draws x t ∈ R N where x t (1), · · · , x t (N )|y t 's are conditionally independent with conditional distribution of p t and W L i predicts x t (i).
Booster can only make final decision by a weighted majority vote of N weak learners. We will manipulate p t in such a way that weak learners satisfy (2), but booster's performance is close to that of Online MBBM.
First we note that since C t (y t ,ŷ t ) used in (2) is bounded in [0, 1], Azuma-Hoeffding inequality implies that if a weak learner makes predictionŷ t according to the probability distribution p t at time t, then with probability δ, we have
where the last inequality holds by arithmetic mean and geometric mean relation. We start from providing the lower bound on the number of weak learners. Let p t = u yt 4γ for all t. This can be done by the constraint γ < 1 8 . Then RHS of (28) becomes
where the first equality follows by the fact that C t (y t , y t ) = 0 and ||C t (y t )|| 1 = 1. Thus the weak learners indeed satisfy the online weak learning condition with edge 2γ and excess loss S. Now suppose a booster imposes weights on weak learners by α i . WLOG, we may assume the weights are normalized such that N i=1 α i = 1. Adopting the argument of [Schapire and Freund, 2012, Section 13.2 .6], we prove that the optimal choice of weights is ( 1 N , · · · , 1 N ). Fix t, and let l i denote the prediction by W L i . By noting that P(y t = y) = 1 k , which is constant, we can deduce P(y t = y|l 1 , · · · , l N ) = P(l 1 , · · · , l N |y t = y)P(y t = y) P(l 1 , · · · , l N ) ∝ P(l 1 , · · · , l N |y t = y)
where f ∝ g means f (y)/g(y) does not depend on y, p = u yt 4γ (y t ) = 1−4γ k + 4γ, and q = u yt 4γ (l) = 1−4γ k . By taking log, we get log P(y t = y|l 1 , · · · , l N ) = C + log p Therefore, the optimal decision after observing l 1 , · · · , l N is to choose y that maximizes N i=1 1[l i = y], or equivalently, to take a simple majority vote.
To compute a lower bound for the error rate, we again introduce random draw framework as in Appendix D.1. WLOG, we may assume that the true label is 1. Let A i denote the event that the number i beats 1 in the majority votes. Then we have P(booster makes error) ≥ P(A 2 ).
Now we need a lower bound for P(A 2 ). To do so, let {Y i } be the series of i.i.d. random variables such that Y i ∈ {−1, 0, 1} and where B ∼ binom(m, p1 p1+p−1 ). By Slud's inequality [Slud, 1977, Theorem 2 .1], we have
where Z follows a standard normal distribution and p = p1 p1+p−1 . Now using tail bound on normal distribution, we get P(B ≤ m 2 ) ≥ Ω(exp(− m(p − 1/2) 2 p(1 − p) ))
= Ω(exp(− m(p 1 − p −1 ) 2 4p 1 p −1 ))
= Ω(exp(− 4mγ 2 p 1 p −1 ))
≥ Ω(exp(−16mk 2 γ 2 ))
≥ Ω(exp(−16N k 2 γ 2 )).
We intentionally drop 1 2 from the power, which makes the bound smaller. The second inequality holds because p 1 p −1 ≥ (1−4γ) 2 k 2 ≥ 1 4k 2 . Integrating w.r.t. m gives P(booster makes error) ≥ P(Y < 0) ≥ Ω(exp(−16N k 2 γ 2 )).
By setting this value equal to , we have N ≥ Ω( 1 k 2 γ 2 ln 1 ), which proves the first part of the theorem. Now we turn our attention to the optimality of sample complexity. Let T 0 := kS 8γ and define p t = u yt 0 for t ≤ T 0 and p t = u yt 4γ for t > T 0 . Then for T ≤ T 0 , (28) implies
For T > T 0 , again (28) implies
(31) and (32) prove that the weak learners indeed satisfy (2). Now note that combining weak learners does not provide meaningful information for t ≤ T 0 , and thus any online boosting algorithm has errors at least Ω(T 0 ). Therefore to get the desired asymptotic error rate, the number of observations T should be at least Ω( T0 ) = Ω( k γ S) = Ω( k γ (S + k γ )), which proves the second part of the theorem.
