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Abstract—We present a control design procedure for non-
linear control systems in which we represent a potentially high
dimensional system with a low dimensional continuous-state
abstraction. The abstraction generates a reference which the
original system follows with a low level controller. We propose
sum-of-squares programming as a tool to design this controller
and to provide an upper bound on the relative error between
the system and its abstraction. We compute the low level
controller simultaneously with a simulation function that gives
the boundedness guarantee for the relative error.
I. INTRODUCTION
An important task for cyber-physical systems is to design
controllers that perform complex tasks while providing safety
guarantees. Formal methods approaches [1] allow one to
specify desired behaviors and then compute control strategies
that achieve them, but are often limited to systems with small
state dimension. Thus, it is beneficial to represent the system
of interest with a lower dimensional model that is amenable
to such approaches. A rigorous framework for such reduction
is the notion of a continuous-state abstraction [2], henceforth
called a continuous abstraction, which provides a low level
controller to ensure boundednesss of the error between the
system and its abstraction as well as error bounds. In [2],
the authors also provide conditions under which the error
converges to zero, certified by a Lyapunov-like function
referred to as a simulation function. This is extended in [3],
[4] to interconnected control systems, where an additional
condition on the interconnection topology is required, and the
simulation function is constructed in a compositional manner
using small-gain type reasoning and dissipativity properties
of the subsystems, respectively.
In [5], an explicit connection is made between the afore-
mentioned conditions and the existence of an invariant
manifold on which the full system model reduces to the
abstraction. In addition, [5] and [6] show that one can relax
this invariance condition, resulting in a disturbance term in
the dynamics relative to the manifold. This relaxation broad-
ens the applicability of continuous abstraction; however, the
boundedness analysis in [5] and [6] for the error system relies
on an incremental dissipativity condition that may be hard
to establish in practice.
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In this paper, we do not require invariance or incremental
dissipativity conditions; instead, we formulate the search for
a low level controller and a simulation function for error
bounds as a sum-of-squares (SOS) optimization problem. We
approximate the system dynamics with a polynomial model
and assume that the abstract state and input are restricted
to semi-algebraic constraint sets. These sets and the model
are then used as an input to our SOS optimization problem
which, when feasible, returns a corresponding error bound.
If the resulting error bound is too large, the constraint sets
can be restricted further in an iterative procedure outlined in
Section II-C.
Related publications other than those from the continu-
ous abstraction literature include a modular control design
approach to motion planning in [7], which consists of a
planning layer and a tracking layer, and obtains an upper
bound on the tracking error using Hamilton-Jacobi reacha-
bility analysis. An extension in [8] shows how this may also
be done with SOS optimization. In [9], SOS optimization is
used to construct a function that bounds the error between a
high fidelity model and a low fidelity model. We note that
these works focus on motion planning applications where the
zero-error manifold is a subspace with a particular structure,
whereas we allow any manifold to be used depending on
the application. For example, in this paper we include a
platooning application where some of the desired states are
a translation of the abstract states, and in prior work [6] we
included a temperature control application where multiple
states are aggregated into one abstract state. In [10], a bound
is computed for the relative distance between the closed-loop
system trajectory and a nominal trajectory that is given as
a time series. However, a large number of bounds need to
be precomputed for different nominal trajectories to consider
all the possible maneuvers of the system.
The paper is organized as follows. In Section II, the frame-
work for continuous abstraction is reviewed, and methods
for computing the error bounds and low level controllers are
proposed. In Section III and IV, our method is applied to
two nonlinear system examples. Section V summarizes the
results.
Notation: C1 is the set of differentiable functions whose
derivative is continuous. For ξ ∈ Rn, R[ξ] represents the
set of polynomials in ξ with real coefficients, and Rm[ξ]
and Rm×p[ξ] denote all vector and matrix valued polynomial
functions. The subset Σ[ξ] := {p = p21 + p22 + ... + p2M :
p1, ..., pM ∈ R[ξ]} of R[ξ] is the set of SOS polynomials in
ξ. For γ ∈ R, and continuous V : Rn → R, we denote the
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sublevel set as
ΩVγ := {e ∈ Rn : V (e) ≤ γ}. (1)
II. CONTINUOUS ABSTRACTION
We consider control affine systems of the form
Σ : x˙(t) = f(x(t)) + g(x(t))u(t), (2)
where x(t) ∈ Rn, u(t) ∈ Rm, f : Rn → Rn, and g :
Rn → Rn × Rm. We refer to the original system (2) as the
concrete system. To facilitate the control design procedure,
we represent (2) with a continuous abstraction
Σˆ : ˙ˆx(t) = fˆ(xˆ(t)) + gˆ(xˆ(t))uˆ(t), (3)
where xˆ(t) ∈ Rnˆ, uˆ(t) ∈ Rmˆ, fˆ : Rnˆ → Rnˆ, and gˆ :
Rmˆ → Rnˆ × Rmˆ. Since the abstraction (3) typically has a
smaller state dimension than the full system (2), we define
a map pi : Rnˆ → Rn which allows comparison of x(t) and
xˆ(t). In particular, we want Σ and Σˆ to remain within close
proximity to the manifold
x(t) = pi(xˆ(t)) (4)
for all t ≥ 0. Thus, we may interpret pi(xˆ(t)) as generating
a reference signal for Σ to track. The examples in Sections
III and IV illustrated physically meaningful choices of pi.
The abstract control uˆ(t) could be designed formally so
that (3) satisfies a high level objective expressible in, for
example, Signal Temporal Logic (STL) [11]. Such objec-
tives can be achieved with a numerical optimization-based
approach, such as model predictive control (MPC) [12].
However, since such methods do not scale to large systems,
a shrunken state dimension for (3) is beneficial.
A. The Error System
To ensure boundedness of the error e(t) := x(t)−pi(xˆ(t)),
we incorporate a low level controller
u(t) = κ(e(t), xˆ(t), uˆ(t)) (5)
to be designed and note that e(t) evolves according to
e˙(t) = fe(e(t), xˆ(t), uˆ(t)) (6)
+ ge(e(t), xˆ(t))κ(e(t), xˆ(t), uˆ(t)),
where fe(e(t), xˆ(t), uˆ(t)) := (7)
f(pi(xˆ(t)) + e(t))− ∂pi
∂xˆ
·
(
fˆ(xˆ(t)) + gˆ(xˆ(t))uˆ(t)
)
,
ge(e(t), xˆ(t)) := g(pi(xˆ(t)) + e(t)). (8)
To design the low level controller (5) and to provide error
bounds, we make use of Proposition 1 below, which assumes
that the abstract state and input are restricted to the sets Xˆ
and Uˆ , respectively. This assumption is satisfied by designing
a control uˆ which imposes constraints on xˆ and uˆ.
Proposition 1: Given the error dynamics (6) with map-
pings fe : Rn × Rnˆ × Rmˆ → Rn, ge : Rn × Rnˆ → Rn,
and γ > 0, Xˆ ⊆ Rnˆ, Uˆ ⊆ Rmˆ, if there exists a C1 function
V : Rn → R+, and κ : Rn × Rnˆ × Rmˆ → Rm, such that
V (0) = 0 and V (e) > 0 for all e 6= 0, (9)
∂V
∂e
· (fe(e, xˆ, uˆ) + ge(e, xˆ)κ(e, xˆ, uˆ)) < 0,
∀e, xˆ, uˆ, s.t. V (e) ≥ γ, xˆ ∈ Xˆ , uˆ ∈ Uˆ , (10)
then the sublevel set ΩVγ , defined in (1), is forward invariant.
If, further, V is radially unbounded, then ∀e(0) ∈ Rn, e(t)
remains bounded and converges to ΩVγ .
The set ΩVγ is an error bound for the error dynamics (6),
associated with the control law κ. If the low level control is
subject to the constraints u(t) ∈ U , where U := {u ∈ Rm :
u ≤ u ≤ u}, the symbol “≤” represents componentwise
inequality, we augment the constraints (9), (10) and V being
radially unbounded with the set containment constraints: for
all i = 1, ...,m,
ΩVγ ⊆ {e ∈ Rn : κi(e, xˆ, uˆ) ≤ ui}, ∀xˆ ∈ Xˆ , uˆ ∈ Uˆ , (11)
ΩVγ ⊆ {e ∈ Rn : ui ≤ κi(e, xˆ, uˆ)}, ∀xˆ ∈ Xˆ , uˆ ∈ Uˆ . (12)
To achieve a less conservative bound, we formulate a high-
level optimization problem with the volume of ΩVγ as the
objective function and (9) to (12) as constraints. We denote
the problem as opt(fe, ge, γ, Xˆ , Uˆ ,U):
min
V,κ
volume(ΩVγ ),
s.t. (9)− (12), and V is radially unbounded.
B. Sum-of-Squares formulation of the optimization problem
To formulate opt above as a SOS problem, assume that
the sets Xˆ and Uˆ are semi-algebraic sets:
Xˆ :={xˆ ∈ Rnˆ : pˆ1(xˆ) ≤ 0},
Uˆ :={uˆ ∈ Rmˆ : pˆ2(uˆ) ≤ 0},
(13)
where the polynomial functions pˆ1 and pˆ2 are chosen based
on the state and input constraints we enforced in the formal
synthesis for the abstract system. We also assume that
fe(e, xˆ, uˆ) ∈ Rn[(e, xˆ, uˆ)] and ge ∈ Rn×m[(e, xˆ)].
Using sum-of-squares relaxation for non-negativity, and
the generalized S-procedure [13] for set containment, we
give the following SOS optimization problem denoted as
sosopt(fe, ge, γ, pˆ1, pˆ2, u, u):
min
V,κ,si,s
j
k
volume(ΩVγ )
s.t. si ∈ Σ[(e, xˆ, uˆ)], ∀i = 1, ..., 3,
sjk ∈ Σ[(e, xˆ, uˆ)], ∀j = 1, ...,m, ∀k = 4, ..., 9,
κ ∈ Rm[(e, xˆ, uˆ)], V (e)− L1 ∈ Σ[e], (14)
− ∂V
∂e
· (fe + ge · κ)− L2 + s1 · pˆ1 + s2 · pˆ2
− s3 · (V − γ) ∈ Σ[(e, xˆ, uˆ)], (15)
ui − κi + sj4 · (V − γ) + sj5 · pˆ1
+ sj6 · pˆ2 ∈ Σ[(e, xˆ, uˆ)],∀j = 1, ...,m, (16)
κi − ui + sj7 · (V − γ) + sj8 · pˆ1
+ sj9 · pˆ2 ∈ Σ[(e, xˆ, uˆ)],∀j = 1, ...,m. (17)
In the above formulation, SOS polynomials si and s
j
k
are multipliers used in the generalized S-procedure, and
L1 = 1e
′e, L2 = 2[e; xˆ; uˆ]′[e; xˆ; uˆ] with 1 and 2 small
positive number on the order of 10−6. Note that sosopt is a
nonconvex problem, since the decision variables ∂V∂x and κ, s
and V multiply with each other. To tackle this problem, we
decompose it into two tractable subproblems to iteratively
search between the simulation function V and multipliers
and the control law si, s
j
k, κ.
Algorithm 1 Iterative method
Input: A simulation function V 0 such that (14) to (17) are
feasible for proper choice of si, s
j
k γ, κ.
Output: (κ, γ, V ) such that with the volume of ΩVγ has been
shrunk.
1: γ-step: minimization problem with V 0 fixed,
min
γ,κ,s1,s2,s3,s
j
4,s
j
5,s
j
6,s
j
7,s
j
8,s
j
9
γ
s.t. κ ∈ Rm[(e, xˆ, uˆ)], si ∈ Σ[(e, xˆ, uˆ)],∀i = 1, ..., 3,
sjk ∈ Σ[(e, xˆ, uˆ)], ∀j = 1, ...,m, ∀k = 4, ..., 9,
− ∂V
0
∂e
· (fe + ge · κ)− L2 + s1 · pˆ1 + s2 · pˆ2
− s3 · (V 0 − γ) ∈ Σ[(e, xˆ, uˆ)],
ui − κi + sj4 · (V 0 − γ) + sj5 · pˆ1
+ sj6 · pˆ2(uˆ) ∈ Σ[(e, xˆ, uˆ)],∀j = 1, ...,m,
κi − ui + sj7 · (V 0 − γ) + sj8 · pˆ1
+ sj9 · pˆ2 ∈ Σ[(e, xˆ, uˆ)],∀j = 1, ...,m.
2: V -step: feasibility problem over decision variables
V, s1, s2, s
j
5, s
j
6, s
j
8, s
j
9, s10:
(s10 − 3), V − L1 ∈ Σ[e], s1, s2 ∈ Σ[(e, xˆ, uˆ)],
sjk ∈ Σ[(e, xˆ, uˆ)], ∀j = 1, ...,m, ∀k = 5, 6, 8, 9,
− s10 · (V 0 − γ∗) + (V − γ∗) ∈ Σ[e], (18)
− ∂V
∂e
· (fe + ge · κ0)− L2 + s1 · pˆ1 + s2 · pˆ2
− s03 · (V − γ∗) ∈ Σ[(e, xˆ, uˆ)],
ui − κ0i + sj,04 · (V − γ∗) + sj5 · pˆ1
+ sj6 · pˆ2 ∈ Σ[(e, xˆ, uˆ)],∀j = 1, ...,m,
κ0i − ui + sj,07 · (V − γ∗) + sj8 · pˆ1
+ sj9 · pˆ2 ∈ Σ[(e, xˆ, uˆ)],∀j = 1, ...,m.
The γ-step fixes the simulation function V to be V 0
computed from the V -step of the previous iteration, and tries
to find the smallest ΩV
0
γ by minimizing γ over the control
law and multipliers. Since s3 and γ multiply with each other,
the minimization problem is a bilinear problem and can be
effectively solved by bisecting γ.
In the optimization problem of the V -step, γ∗, κ0, s03, s
j,0
4
and sj,07 are obtained from the γ-step, and 3 the small
positive number on the order of 10−6 ensures that s10 can’t
take the value of zero. The constraint (18) enforces the error
bound ΩVγ∗ certified by the V -step of current iteration to be
contained in ΩV
0
γ∗ . After the γ-step, the constraints of the
γ-step are active for V 0. In the V -step, a new feasible V
is computed, which is the analytic center of linear matrix
inequality constraints. Thus the feasibility problem in the
V -step pushes V away from the constraints, and gives the
next γ-step more freedom to decrease γ.
The input to Algorithm 1 is a feasible initial guess for V 0.
One candidate might be a Lyapunov function V obtained
by solving Lyapunov equations using the linearized error
dynamics with LQR controllers. However, V may be too
coarse to be feasible for the constraints (14) to (17), which
are required to hold on a large set of Xˆ and Uˆ . Here,
we propose an algorithm for initializing V 0, the idea of
which is to enforce the constraints on small subsets of Xˆ , Uˆ ,
at the beginning and gradually expand the subsets while
maintaining feasibility by bisearching between V and κ.
Algorithm 2 V 0 initialization
Input: A Lyapunov function V for the linearized closed-
loop error dynamics, Xˆ1 ⊂ Xˆ and Uˆ1 ⊂ Uˆ .
Output: A simulation function V 0 such that (14) to (17) are
feasible for proper choice of si, s
j
k γ, κ.
1: t← 1.
2: V1 ← V .
3: while Xˆt ⊂ Xˆ or Uˆt ⊂ Uˆ do
4: Solve for κt by enforcing (14) to (17) to hold
∀xˆ ∈ Xˆt, ∀uˆ ∈ Uˆt, while fixing V = Vt.
5: Solve for Vt+1 by enforcing (14) to (17) to hold
∀xˆ ∈ Xˆt, ∀uˆ ∈ Uˆt, while fixing κ = κt.
6: Xˆt+1 ← Xˆt ∪∆Xˆt, where ∆Xˆt ⊂ Rnˆ.
7: Uˆt+1 ← Uˆt ∪∆Uˆt, where ∆Uˆt ⊂ Rmˆ.
8: t← t+ 1.
9: end while
10: V 0 ← VN .
C. Outline of the Design Procedure
We now outline our overall control design process. In
particular, if the error bound obtained from the procedure
in Section II-B is too large, further modification to the
controller for the abstraction will be necessary. We propose
using the following heuristic approach to converge on an
allowable error bound:
(i) Select an abstraction Σˆ and map pi(·) based on the
application. Then, design a control uˆ for Σˆ which constrains
xˆ(t) and uˆ(t) to the respective sets Xˆ and Uˆ (using, e.g., an
MPC-based approach).
(ii) Complete the procedure outlined in Section II-B,
resulting in a low level controller κ(e(t), xˆ(t), uˆ(t)) for Σ
and a bound on the error ΩVγ .
(iii) If step (ii) fails to be feasible, or if the error bound
is too large, return to step (i) and tighten the constraints on
xˆ(t) and uˆ(t) by shrinking the sets Xˆ and Uˆ . Repeat the
process until the error bound is sufficiently small.
To illustrate this procedure, we provide two examples
in Sections III and IV in which a suitable error bound
was obtained by iterating through steps (i) - (iii). In both
examples, only a few iterations were necessary.
III. VEHICLE PLATOON EXAMPLE
A. Model
In this section we apply the previous approach to a
vehicle platoon application adapted from [5]. We consider
the longitudinal dynamics of two vehicle platoons, where
the preceding platoon is comprised of a leader vehicle and
n follower vehicles, and the latter of one leader vehicle and
m follower vehicles (see Figure 1 where n = m = 1). The
task is to formally synthesize a centralized controller for an
abstraction of the platoon, with the goal of achieving a high
level objective expressed in STL. A low level controller as
in Section II is then designed to minimize the error bound
between the platoon and its abstraction.
The longitudinal dynamics of the leader vehicle are
x˙a = va, v˙a = −v0 + va − ρ · (va)2/M + ua, (19)
where xa and va are position and velocity, respectively, v0
is a nominal velocity, ρ is an air drag coefficient, M is the
vehicle mass, and ua is the control input to be designed.
To improve readability, the time arguments for the variables
of differential equation models are omitted in the examples.
Furthermore, we note that the quadratic air drag term was
not included in [5], which specialized to affine systems. The
follower vehicles are governed by a simple vehicle-following
model
x˙1 = v1,
v˙1 = v
0 − v1 − ρ · (v1)2/M + g(xa − x1),
x˙i = vi,
v˙i = v
0 − vi − ρ · (vi)2/M + g(xi−1 − xi), (20)
for i = 2, . . . , n, where g : R→ R is a monotone increasing
function. The function g(·) models a unilateral spring force
acting on vehicle i. Its purpose is to preserve an inter-vehicle
spacing of ` ∈ R within the platoon, and thus g(`) = 0.
The second vehicle platoon has the same dynamics as the
first; however, as a safety measure we also model a spring
force between the nth follower vehicle and platoon leader b:
x˙b = vb,
v˙b = −vb + v0 − ρ · (vb)2/M + g(xn − xb) + ub. (21)
We note that as long as g(·) is polynomial, the platoon
dynamics are polynomial, and are therefore amenable to SOS
programming. For simplicity, we use a linear spring force
g(s) = k · (s− `), (22)
where k ∈ R is a spring constant. We note that the overall
platoon model may be represented compactly as in (2).
𝑥𝑏
𝑣𝑏
𝑥𝑎
𝑣𝑎
𝑥2
𝑣2
𝑥1
𝑣1
Fig. 1: Two platoons of vehicles with leader vehicles a and
b and follower vehicles 1 and 2. The position and velocity
of each vehicle is labelled.
B. Abstraction
To obtain an abstract model of the platoon, we consider
only the dynamics of the two leader vehicles
˙ˆxa = va, ˙ˆva = −vˆ0 + vˆa − ρ · (vˆa)2/M + uˆa, (23)
˙ˆxb = vˆb, ˙ˆvb = −vˆ0 + vˆb − ρ · (vˆb)2/M + uˆb, (24)
for which we will formally synthesize a control strategy. We
note, in particular, that this model ignores the spring force
in (21), as the position of vehicle n is not accessible. This
effectively introduces a disturbance into the error dynamics
(6), which is compensated for by the interface (5) - for further
details see [5]. Lastly, we define the manifold (4) as follows
xa = xˆa, xi = xˆa − i`, i = 1, . . . , n,
va = v1 = · · · = vn = vˆa,
xb = xˆb, xn+i = xˆb − i`, i = 1, . . . ,m,
vb = vn+1 = · · · = vn+m = vˆb,
which is affine, and therefore amenable to our approach.
Physically, this manifold means that 1) the leader vehicles
match their respective reference positions, with all follower
vehicles leaving ` meters of distance in front of them, and
2) all vehicles within each platoon match their respective
reference velocity.
C. Specification: Platoon Separation
We consider a two platoons of vehicles each with one
leader and one follower vehicle (n = m = 1). A common
control objective for platooning is a gap widening maneuver,
with the goal of allowing another vehicle to merge into
the lane occupied by the platoon. This objective may be
expressed in STL as follows
(ϕ ∧ (S =⇒ ♦[0,T ]ψ)). (25)
Here, the  and ♦ symbols are the ”always” and ”eventually”
operators; thus, ϕ expresses state constraints which must be
satisfied at all times
ϕ := (|vˆa − 28| ≤ 5) ∧ (|vˆb − 28| ≤ 5) ∧ (|uˆa| ≤ 8)
∧ (|uˆb| ≤ 8) ∧ (|xˆa − xˆb − 20| ≤ 20), (26)
and ψ specifies a desired gap between the leader vehicles
ψ := (|xˆa − xˆb − 35| ≤ 5), (27)
which must be attained within T time-steps after the binary
signal S becomes equal to 1. In practice, S could represent
another vehicle indicating that it would like to merge in
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Fig. 2: Simulation results for the platoon separation example. In the abstraction (left), the leader vehicles increase their
distance to reach the desired set, indicated by the green dashed lines. The gap maneuver is successfully realized on the full
platoon (right), resulting in an increased distance between platoon leader b and follower vehicle 1.
between follower vehicle n and leader vehicle b in the
platoon. Using the MPC-based approach in [12], we designed
a controller for a time-discretized model of the abstraction
which achieves (25).
The constraints in (26) are easily converted to semi-
algebraic constraint sets Xˆ and Uˆ . Decision variables V and
κ are characterized by degree-2 polynomials with unknown
parameters. In this example, e(0) is assumed to be chosen
within ΩVγ , therefore we can relax (10) to be
V˙ (e, xˆ, uˆ) < 0, ∀e, xˆ, uˆ, s.t. V (e) = γ, xˆ ∈ Xˆ , uˆ ∈ Uˆ .
In this case, V becomes a barrier function, and ΩVγ is
a forward invariant set for e(t). Consequently, we have a
weaker constraint for s3 than (14): s3(e, xˆ, uˆ) ∈ R[(e, xˆ, uˆ)].
The SOS programming was formulated and translated into
SDP using the sum-of-square module in SOSOPT [14] on
Matlab, and solved by Mosek [15]. The computation was
performed on a workstation with a 2.7 [GHz] Intel Core
i5 64 bit processor and 8 [GB] of RAM, and this 8-state
example takes around 15 minutes to solve. The simulation
results are shown and explained in Figure 2.
IV. DOUBLE PENDULUM EXAMPLE
In this example we consider the fully-actuated double
pendulum dynamics, where torques are applied at the both
joints. The polynomial dynamics for the double pendulum
shown below are obtained by a least-squares approximation
of the full equation for (x1, x3) ∈ [−1, 1]× [−1, 1]:
x˙1
x˙2
x˙3
x˙4
 =

x2
f2(x1, x2, x3, x4)
x4
f4(x1, x2, x3, x4)
+

0 0
8 −31.2
0 0
−31.2 391.2
[u1u2
]
,
f2 = −3.447x31 + 2.350x21x3 + 1.303x1x23 + 3.939x33
+ 21.520x1 − 5.000x3,
f4 = 4.023x
3
1 − 36.551x21x3 − 4.131x22x3 − 27.060x33
− 25.115x1 + 77.700x3,
where x1 and x3 represent θ1 and θ2 (shown in Fig. 3), which
are angular positions of the first and second links (relative
to the first link); x2 and x4 represent ω1 and ω2, which are
angular velocities of two links; u1 and u2 are torques applied
at the joint 1 and joint 2 (shown in Fig. 3), respectively.
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2<latexit sha1_base64="xkJHiKUUFwx9uHti3wmTCeVBwa8=">AAAB6HicdVBNS8NAEN3Ur1q/qh69LBbBU0iKbe2t6MVjC/YD2lA2 20m7drMJuxuhhP4CLx4U8epP8ua/cdtGUNEHA4/3ZpiZ58ecKe04H1ZubX1jcyu/XdjZ3ds/KB4edVSUSAptGvFI9nyigDMBbc00h14sgYQ+h64/vV743XuQikXiVs9i8EIyFixglGgjtcrDYsmxnSWwY9fK1UrFNaRarZTrdexmVgllaA6L74NRRJMQhKacKNV3nVh7KZGaUQ7z wiBREBM6JWPoGypICMpLl4fO8ZlRRjiIpCmh8VL9PpGSUKlZ6JvOkOiJ+u0txL+8fqKDSy9lIk40CLpaFCQc6wgvvsYjJoFqPjOEUMnMrZhOiCRUm2wKJoSvT/H/pFO2Xcd2WxelxlUWRx6doFN0jlxUQw10g5qojSgC9ICe0LN1Zz1aL9brqjVnZTPH6Aest0/WAoz1</latexi t><latexit sha1_base64="xkJHiKUUFwx9uHti3wmTCeVBwa8=">AAAB6HicdVBNS8NAEN3Ur1q/qh69LBbBU0iKbe2t6MVjC/YD2lA2 20m7drMJuxuhhP4CLx4U8epP8ua/cdtGUNEHA4/3ZpiZ58ecKe04H1ZubX1jcyu/XdjZ3ds/KB4edVSUSAptGvFI9nyigDMBbc00h14sgYQ+h64/vV743XuQikXiVs9i8EIyFixglGgjtcrDYsmxnSWwY9fK1UrFNaRarZTrdexmVgllaA6L74NRRJMQhKacKNV3nVh7KZGaUQ7z wiBREBM6JWPoGypICMpLl4fO8ZlRRjiIpCmh8VL9PpGSUKlZ6JvOkOiJ+u0txL+8fqKDSy9lIk40CLpaFCQc6wgvvsYjJoFqPjOEUMnMrZhOiCRUm2wKJoSvT/H/pFO2Xcd2WxelxlUWRx6doFN0jlxUQw10g5qojSgC9ICe0LN1Zz1aL9brqjVnZTPH6Aest0/WAoz1</latexi t><latexit sha1_base64="xkJHiKUUFwx9uHti3wmTCeVBwa8=">AAAB6HicdVBNS8NAEN3Ur1q/qh69LBbBU0iKbe2t6MVjC/YD2lA2 20m7drMJuxuhhP4CLx4U8epP8ua/cdtGUNEHA4/3ZpiZ58ecKe04H1ZubX1jcyu/XdjZ3ds/KB4edVSUSAptGvFI9nyigDMBbc00h14sgYQ+h64/vV743XuQikXiVs9i8EIyFixglGgjtcrDYsmxnSWwY9fK1UrFNaRarZTrdexmVgllaA6L74NRRJMQhKacKNV3nVh7KZGaUQ7z wiBREBM6JWPoGypICMpLl4fO8ZlRRjiIpCmh8VL9PpGSUKlZ6JvOkOiJ+u0txL+8fqKDSy9lIk40CLpaFCQc6wgvvsYjJoFqPjOEUMnMrZhOiCRUm2wKJoSvT/H/pFO2Xcd2WxelxlUWRx6doFN0jlxUQw10g5qojSgC9ICe0LN1Zz1aL9brqjVnZTPH6Aest0/WAoz1</latexi t><latexit sha1_base64="xkJHiKUUFwx9uHti3wmTCeVBwa8=">AAAB6HicdVBNS8NAEN3Ur1q/qh69LBbBU0iKbe2t6MVjC/YD2lA2 20m7drMJuxuhhP4CLx4U8epP8ua/cdtGUNEHA4/3ZpiZ58ecKe04H1ZubX1jcyu/XdjZ3ds/KB4edVSUSAptGvFI9nyigDMBbc00h14sgYQ+h64/vV743XuQikXiVs9i8EIyFixglGgjtcrDYsmxnSWwY9fK1UrFNaRarZTrdexmVgllaA6L74NRRJMQhKacKNV3nVh7KZGaUQ7z wiBREBM6JWPoGypICMpLl4fO8ZlRRjiIpCmh8VL9PpGSUKlZ6JvOkOiJ+u0txL+8fqKDSy9lIk40CLpaFCQc6wgvvsYjJoFqPjOEUMnMrZhOiCRUm2wKJoSvT/H/pFO2Xcd2WxelxlUWRx6doFN0jlxUQw10g5qojSgC9ICe0LN1Zz1aL9brqjVnZTPH6Aest0/WAoz1</latexi t>
u1
<latexit sha1_base64="8E6beGIb1nx79YZBT3iZ1bFE32g=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9 gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIev7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxy KlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFz DH8gfP5AwcejZ0=</latexit><latexit sha1_base64="8E6beGIb1nx79YZBT3iZ1bFE32g=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9 gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIev7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxy KlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFz DH8gfP5AwcejZ0=</latexit><latexit sha1_base64="8E6beGIb1nx79YZBT3iZ1bFE32g=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9 gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIev7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxy KlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFz DH8gfP5AwcejZ0=</latexit><latexit sha1_base64="8E6beGIb1nx79YZBT3iZ1bFE32g=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9 gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIev7fbfq1bw5yCrxC1KFAo2++9UbJCyLuUImqTFd30sxy KlGwSSfVnqZ4SllYzrkXUsVjbkJ8vmpU3JmlQGJEm1LIZmrvydyGhsziUPbGVMcmWVvJv7ndTOMroNcqDRDrthiUZRJggmZ/U0GQnOGcmIJZVrYWwkbUU0Z2nQqNgR/+eVV0rqo+V7Nv7+s1m+KOMpwAqdwDj5cQR3uoAFNYDCEZ3iFN0c6L86787FoLTnFz DH8gfP5AwcejZ0=</latexit>
u2
<latexit sha1_base64="uCxdJhY5rWI8T1tfXcl4QUEZCu4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9o Q9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIR3UBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWa mfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwiijZ4= </latexit><latexit sha1_base64="uCxdJhY5rWI8T1tfXcl4QUEZCu4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9o Q9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIR3UBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWa mfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwiijZ4= </latexit><latexit sha1_base64="uCxdJhY5rWI8T1tfXcl4QUEZCu4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9o Q9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIR3UBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWa mfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwiijZ4= </latexit><latexit sha1_base64="uCxdJhY5rWI8T1tfXcl4QUEZCu4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKUI9FLx4r2g9o Q9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpIR3UBuWKW3UXIOvEy0kFcjQH5a/+MGZphNIwQbXueW5i/Iwqw5nAWa mfakwom9AR9iyVNELtZ4tTZ+TCKkMSxsqWNGSh/p7IaKT1NApsZ0TNWK96c/E/r5ea8NrPuExSg5ItF4WpICYm87/JkCtkRkwtoUxxeythY6ooMzadkg3BW315nbRrVc+tevdXlcZNHkcRzuAcLsGDOjTgDprQAgYjeIZXeHOE8+K8Ox/L1oKTz5zCHzifPwiijZ4= </latexit>
Fig. 3: Double pendulum and its abstraction as a single
pendulum. The angular positions are labelled.
The control objective is to bring [θ1;ω1] from [−0.5; 0.5]
to [0.3; 0] and to maintain it there, while minimizing the
relative angular position θ2 and relative angular velocity
ω2 between the two links. We choose the single inverted
pendulum model as the abstraction to the original dynamics,
design controllers for the abstraction and then synthesize
the low level controller κ to minimize the error bound
between the concrete and abstract models. The polynomial
dynamics of the abstraction are computed by a least-squares
approximation of the full equation for xˆ1 ∈ [−1, 1]:[
˙ˆx1
˙ˆx2
]
=
[
xˆ2
−5.131xˆ31 + 32.1xˆ1
]
+
[
0
9.1
]
uˆ,
where xˆ1 represents θˆ (shown in Fig. 3), the angular position
of the single pendulum, xˆ2 represents ωˆ, the angular velocity,
and uˆ represents the torque applied at the joint 1. Based on
the control objective, the manifold is chosen as:
x = Pxˆ, where P =
[
I2;02×2
]
.
To synthesize the low level control law κ and compute
the error bound, we enforce the following states and inputs
constraints when design the MPC controller for the abstract
system
xˆ(t) ∈ Xˆ = {xˆ ∈ Rnˆ : |xˆ1| ≤ 0.6, |xˆ2| ≤ 1.3},
uˆ(t) ∈ Uˆ = {uˆ ∈ Rmˆ : |uˆ| ≤ 5}.
V and κ are parameterized by degree-2 and degree-4 poly-
nomials, respectively. The whole computation including the
initialization takes less than 5 minutes to perform on a
workstation with a 2.7 [GHz] Intel Core i5 64 bit processor
and 8 [GB] of RAM. The simulation results are shown in
Figure 4. We can see that the error between the phase portrait
of θ1 and ω1 and that of θˆ and ωˆ is small, the phase portrait
of θ2 and ω2 stays closely to the origin, and the simulation
trajectory of u1 is close to that of uˆ.
-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
0
0.5
1
-4 -3 -2 -1 0 1 2
10-5
-10
-5
0
5
10-5
(a) Phase portraits for the double pendulum example
0 1 2 3 4 5
-1
0
1
2
(b) Control inputs vs. time
Fig. 4: Simulation results for the double pendulum example
V. CONCLUSION
In this paper we proposed an abstraction-based control
design approach for nonlinear control-affine systems. In
particular, we utilized SOS optimization to compute a low-
level controller and a bound on error states between the
original system and its abstraction. This optimization pro-
cedure assumes that the dynamics are approximated with
a polynomial model and the abstract state and input are
restricted to semi-algebraic constraint sets. We also proposed
an iterative procedure to refine these constraint sets to the
necessary level of restrictiveness so that an acceptable error
bound is found. Finally, we applied our methods to two
examples which demonstrate its broad applicability.
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