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VOLUMES OF THE SETS OF TRANSLATION SURFACES WITH SMALL SADDLE
CONNECTIONS IN RANK ONE AFFINE SUBMANIFOLDS
DUC-MANH NGUYEN
ABSTRACT. We prove some estimates of the volumes of the sets of translation surfaces of unit area
having several independent small saddle connections in a rank one affine submanifold.
1. INTRODUCTION
Translation surfaces are flat surfaces defined by holomorphic 1-forms on compact Riemann sur-
faces. The space of translation surfaces of genus g is parametrized by the Hodge bundle ΩMg over
the moduli spaceMg of Riemann surfaces of the same genus. For each integral vector k = (k1, . . . , kn)
such that ki > 0 and k1 + · · · + kn = 2g − 2, we denote by H(k) the set of translation surfaces defined
by holomorphic 1-forms which have exactly n zeros with orders k1, . . . , kn. The set H(k) is called a
stratum of ΩMg. It is well-known thatH(k) is an algebraic orbifold of complex dimension 2g+ n− 1,
and that H(k) can be locally identified with H1(M,Σ,C) via the period mappings, where M is a base
surface in H(k) and Σ is its set of singularities. For some introductions to the subject, we refer to
[17, 33, 32].
Let H1(k) denote the set of surfaces in H(k) which have unit area. There is a natural action of
GL+(2,R) on H(k) such that the subgroup SL(2,R) preserves H1(k). It turns out that the geometric
and dynamical properties of a translation surface are often encoded in its GL+(2,R)-orbit closure. The
classification of those orbit closures is a central problem of the field.
Globally, this problem has been solved by the works [7, 8] in which it is shown that every GL+(2,R)-
orbit closure is an immersed submanifold M of H(k), which is locally identified with some linear
subspace V of H1(M,Σ,C) defined by linear equations with real coefficients. Moreover, M carries
a volume form vol proportional to the Lebesgue measure of V , which induces an ergodic SL(2,R)-
invariant probability measure vol1 on the set M1 of surfaces in M of unit area. Such submanifolds
are called invariant affine submanifolds (or affine submanifolds) ofH(k).
Since V is defined by linear equations with real coefficients, we can write V = VR ⊕ ıVR, where
VR := V ∩ H1(M,Σ,R). Let p : H1(M,Σ,R) → H1(M,R) be the natural projection. By a result
of [1], the restriction of the intersection form of H1(M,R) to p(VR) is non-degenerate. Therefore
dimR p(VR) = 2r, with r ∈ {1, . . . , g}. The number r is call the rank ofM.
In applications, for instance the computation of the Siegel-Veech constants (see [10, 18]), or the
computation of the sum of the Lyapunov exponents for the Teichmüller geodesic flow (see [6]), it
is important to have an estimate on the volume of the set of surfaces having several non-parallel
saddle connections in a given affine submanifold. In some sense, such estimates provide information
about the “regularity” of the affine submanifold near its boundary. In [6], Eskin-Kontsevich-Zorich
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define a notion of regularity for invariant affine submanifolds as follows: given M as above, for any
K > 0, ǫ > 0, let M1(K, ǫ) denote the set of surfaces in M1 which have two non-parallel cylinders
C1,C2 satisfying mod(Ci) > K and ℓ(Ci) < ǫ, where mod(Ci) and ℓ(Ci) are the modulus and the
circumference of Ci respectively. ThenM is said to be regular if there exists K > 0 such that
lim
ǫ→0
vol1(M1(K, ǫ))
ǫ2
= 0.
That strata are regular is known by the work of Masur-Smillie [16]. In [2], Avila-Matheus-Yoccoz
show that every affine submanifold of H(k) is actually regular. In fact the result of [2] is that M
satisfies a slightly stronger condition. Namely, let M1(ǫ2) denote the set of surfaces in M1 having
two non-parallel saddle connections of length smaller than ǫ, then for small ǫ > 0, we have
vol1(M1(ǫ2)) = o(ǫ2).
In this paper, we will be focusing on rank one affine submanifolds of strata. This class of affine
submanifolds includes the close orbits (Teichmüller curves) and the Prym eigenform loci discovered
by McMullen [19, 20]. We will show that such affine submanifolds have the same “regularity” as
strata, thus improve the result of [2] in this case.
Specifically, let M be a d-dimensional rank one affine submanifold of a stratum H(k). For any
positive integer ν such that ν < d, and any ǫ > 0, letM(ǫν) be the set of surfaces M ∈ M such that M
contains ν saddle connections e1, . . . , eν satisfying
(i) max{|e1|, . . . , |eν|} < ǫ
√
A(M), where |ei| is the euclidian length of ei, and A is the area func-
tion,
(ii) {e1, . . . , eν} is an independent family in (TMM)∗.
LetM1(ǫν) denote the intersection ofM(ǫν) withH1(k). We will show
Theorem 1.1. There exist some constants ǫ0 > 0 and K0 > 0 such that for any 0 < ǫ < ǫ0, we have
(1)
∫
M(ǫν)
e−Advol < K0ǫ2ν.
Equivalently, there exists a constant K˜0 > 0, such that vol1(M1(ǫν)) < K˜0ǫ2ν, for any 0 < ǫ < ǫ0.
To obtain this result, our strategy is to specify a finite family of local charts, associated with cylinder
decompositions of surfaces inM, that cover an open subset of full measure inM (see Theorem 3.1).
We then show that the integral of the function e−A over the intersection of M(ǫν) with the domain
of any local chart in this family satisfies the inequality (1) (see Proposition 4.3, 4.5). The finite-
ness of the local charts associated with cylinder decompositions is derived from the fact that M is a
quasiprojective subvariety ofH(k), which is shown in [11].
In the appendices, we prove some estimates for the volumes of the set of surfaces having several
small saddle connections in strata of Abelian differentials and quadratic differentials by using similar
ideas to the proof of Theorem 1.1. Those estimates were actually known by the work of Masur-
Smillie [16].
Acknowledgements: The author warmly thanks Vincent Koziarz for the helpful discussions. He
thanks Alex Wright for some useful comments on an earlier version of this paper.
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2. PRELIMINARIES ON RANK ONE AFFINE MANIFOLDS
2.1. Complete periodicity. Let us fix a surface M = (X, ω) ∈ M. We denote by Σ the set of singu-
larities of M (zeros of ω). Let V denote the tangent space TMM ⊂ H1(M,Σ,C) ofM at M. We will
consider a cycle c ∈ H1(M,Σ,Z) as an element of (H1(M,Σ,C))∗, and denote by cV the restriction of
c to V . Two cycles c1 and c2 of H1(M,Σ,Z) are said to beM-parallel if there is real constant λ such
that (c1)V = λ(c2)V , that is TMM ⊂ ker(c1 − λc2) ⊂ H1(M,Σ,C).
SinceM is of rank one, if M′ ∈ M is close enough to M, there exist a matrix A ∈ GL+(2,R) close
to Id, and a vector v ∈ ker(p) ∩ V close to 0 such that we can write M′ = A · (M + v) (see e.g. [14,
Cor.3.2] or [15, Prop.2.6]).
By the work of Wright [31], we know that M is completely periodic in the sense of Calta, that is
the direction of any cylinder is periodic (see [5]). As noticed by A.Wright (see [32, Rem. 4.21]), with
the arguments in [31], one can actually show more. Namely, we have
Theorem 2.1 (Wright). Assume that there exists a family of horizontal saddle connections of M which
form a cycle in H1(M,Z) with non-zero holonomy. Then M is horizontally periodic.
Definition 2.2. The surface M ∈ M is said to be M-stably periodic in direction θ if it is periodic
in that direction, and all the saddle connections in this direction remain parallel on any surface in a
neighborhood of M inM (see [15, Sec. 2.3]). Equivalently, we will say that M admits anM-stable
cylinder decomposition in direction θ.
In the language of [31], M isM-horizontally stably periodic means that Twist(M,M) = Pres(M,M).
It also means that for any vector v ∈ TMM∩ ker(p) with ||v|| small enough, M + v is horizontally pe-
riodic with the same cylinder diagram as M (compare with [14]). We have
Lemma 2.3. The set of surfaces having a periodic direction which is notM-stable has measure zero
inM.
Proof. If M has a periodic direction that is not M-stable then there exist two elements c1, c2 of
H1(M,Σ,Z), which are not M-parallel, such that M is contained in the subset of V defined by
{v ∈ V | ℑ(〈v, c1〉〈v, c2〉) = 0}. Thus the total measure of the set of such surfaces (with respect to
the volume form vol ofM) is zero. 
2.2. Stable cylinder decompositions and local charts. Assume now that M is horizontally periodic.
Let C1, . . . ,Ck denote the horizontal cylinders, and a1, . . . , am the horizontal saddle connections of M.
Note that the number of horizontal saddle connections m depends only on the stratum H(k). Let Γ
denote the corresponding cylinder diagram.
We will call a saddle connection in C j which intersects every core curve of C j once a crossing
saddle connection. Any crossing saddle connection b must join the left endpoint of a horizontal
saddle connection ai1 in the bottom of C j to the left endpoint of a horizontal saddle connection ai2 in
the top of C j. We will call (i1, i2) index of b.
Definition 2.4. Two crossing saddle connections are equivalent there is a Dehn twist of C j that sends
one to the other. Equivalently, two crossing saddle connections are equivalent if they have the same
index.
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Up to a renumbering, we can assume that {a1, . . . , am0 } is a maximal independent family of horizon-
tal saddle connections in H1(M,Σ,Z). For every j ∈ {1, . . . , k}, we pick a crossing saddle connection
b j in C j. It is not difficult to check that B := {a1, . . . , am0 , b1, . . . , bk} is a basis of H1(M,Σ,Z).
Set
UΓ := {(r1, . . . , rm0 , x1, y1, . . . , xk, yk) ∈ (R>0)m0 × R2k | y j > 0, j = 1, . . . , k}.
We will consider UΓ as a subset of (R>0)m0 ×Uk, where U = {z ∈ C, ℑ(z) > 0}, with the identification
(r1, . . . , rm0 , x1, y1, . . . , xk, yk) ≃ (r1, . . . , rm0 , x1 + ıy1, . . . , xk + ıyk).
We have a map Φ˜ : UΓ → H(k) defined as follows: given (r1, . . . , rm0 , z1, . . . , zk) ∈ UΓ, for
i = 1, . . . ,m0, we assign to ai the length ri, and compute the lengths of am0+1, . . . , am from (r1, . . . , rm0 )
using the relations in H1(M,Σ,Z). We associate to the crossing saddle connection b j the complex
number z j, for j = 1, . . . , k. We can then construct the cylinder C j from a parallelogram in R2
determined by those data. Finally, the diagram Γ provides us with the rules to glue those cylinders
together to obtain a surface inH(k).
Lemma 2.5. The map Φ˜ is locally injective and Φ˜−1(M) consists of the intersections of UΓ with a
family of real linear subspaces of dimension at most 2d−1 in Rm0 ×R2k. A subspace in this family has
dimension 2d − 1 if and only if its image under Φ˜ contains a surface which isM-stably horizontally
periodic with cylinder diagram Γ.
Proof. Note that in any local chart of H(k) defined by a period mapping, Φ˜ is a linear map. Since B
is a basis of H1(M,Σ,Z), Φ˜ is clearly locally injective. For x¯ ∈ UΓ we have
dΦ˜(x¯)(Rm0 × Rk) = H1(M,Σ,R), and dΦ˜(x¯)({0} × (ıR)k) ⊂ H1(M,Σ, ıR).
Let M = Φ˜(x¯) ∈ M, and V := TMM. We can write V = VR ⊕ ıVR, where VR := V ∩ H1(M,Σ,R).
Recall that dimCM = dimC V = dimR VR = d. Consider now a surface M′ in H(k) which is close
enough to M such that all the saddle connections (a1, . . . , am) persist on M′. Note that M′ ∈ Φ˜(UΓ) if
and only if the saddle connections a1, . . . , am are all horizontal in M′. Identifying M′ with a vector v ∈
H1(M,Σ,C), we see that M′ ∈ Φ˜(UΓ) if and only if ℑ〈v, ai〉 = 0. This implies that in a neighborhood
of M, we have
M∩ Φ˜(UΓ) = {v′ + ıv′′ | v′ ∈ VR, v′′ ∈ VR, 〈v′′, ai〉 = 0, i = 1 . . . ,m}.
In other words, TMM∩ Im(dΦ˜(x)) = VR ⊕ ıWR, where
WR := {v ∈ VR, 〈v, ai〉 = 0, i = 1 . . . ,m}.
Clearly dimRWR ≤ d − 1. It follows that dimR VR ⊕ ıWR ≤ 2d − 1.
Assume now that M isM-stably horizontally periodic. We claim that in this case dimWR = d − 1.
To see this, recall that by the definition, we have Twist(M,M) = Pres(M,M). SinceM is of rank one,
this condition means that, if c1 is a core curve of the cylinder C1, then there exist some real positive
constants λi, i = 1, . . . ,m, such that (ai)V = λi · (c1)V , where (c1)V and (ai)V are the restrictions of c1
and ai to V respectively. Thus we have WR = VR ∩ ker(c1). Since c1 does not vanish identically on
VR, we have dimRWR = dimR VR − 1 = d − 1.
Conversely, if dimRWR = d − 1, then we must have ker(ai) ∩ VR = ker(c1) ∩ VR, which implies
that (ai)V and (c1)V are proportional. Hence M isM-stably horizontally periodic.
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Since dΦ˜(x¯) : Rm0 × Ck → H1(M,Σ,R ⊕ ıR) is an R-linear injective map, the subspace Vx¯ :=
(dΦ˜(x¯))−1(VR ⊕ ıWR) of Rm0 × Ck satisfies dimR Vx¯ = dimR(VR ⊕ ıWR) ≤ 2d − 1, and the equality
occurs if and only if M isM-stably horizontally periodic by the arguments above. 
Definition 2.6. Let {Vα, α ∈ AΓ} denote the family of real linear subspaces of dimension 2d − 1 in
R
m0 × R2k such that UΓ,α := Vα ∩ UΓ is non-empty and Φ˜(UΓ,α) ⊂ M.
By Lemma 2.5, we know that there is an isomorphism of R-linear spaces between Vα, α ∈ AΓ, and
VR ⊕ ıWR, where VR = TR
Φ˜(x¯)
M for some x¯ ∈ Uα
Γ
, and WR is a linear subspace of codimension one in
VR. Using the same notation as in Lemma 2.5, we have the following identification UΓ,α ≃ VR+ ×WR+ ,
where
VR
+
:= {v ∈ VR, 〈v, c1〉 > 0} and WR+ := {v ∈ VR, 〈v, c1〉 = 0, 〈v, b j〉 > 0, j = 1, . . . , k}.
Since both VR+ and W
R
+ are convex (hence connected), the definition ofM-stably periodic surfaces
implies that the ratio ri1/ri2 is constant in UΓ,α for any i1, i2 ∈ {1, . . . ,m0}. Thus we have
Lemma 2.7. Assume that x¯ = (r¯, z1, . . . , zk) and x¯′ = (r¯′, z′1, . . . , z
′
k), where r¯, r¯
′ ∈ (R>0)m0 , both
belong to UΓ,α. Then there exists a positive real constant λ such that r
′
= λr.
2.3. Image in the projectivized Hodge bundle. By definition, M is contained in the complement
of the zero section of the Hodge bundle ΩMg over the moduli spaceMg. LetMg denote the Deligne-
Mumford compactification of Mg. Then ΩMg is the restriction to Mg of the bundle of stable dif-
ferentials ΩMg over Mg. Over a stable curve in the boundary of Mg, the fiber of ΩMg consists of
meromorphic differentials with simple poles and opposite residues at the nodes. We denote by PΩMg
the projectivized bundle of ΩMg over Mg. Let PH(k) and PM denote respectively the projectiviza-
tions ofH(k) andM in PΩMg.
Let Φˆ : UΓ → PΩMg denote the composition of Φ˜ and the projection from ΩMg minus the zero
section to PΩMg.
Lemma 2.8. For any α ∈ AΓ, Φˆ(UΓ,α) is an open dense subset of PM.
Proof. Let us consider the map S1 × UΓ → H(k), (θ, x¯) 7→ eıθ · Φ˜(x¯). One can easily check that this
map sends S1 ×UΓ,α to an open subset ofM which is GL+(2,R)-invariant. By the definition of affine
submanifolds, such a subset must be dense and of full measure inM. Since Φˆ(UΓ,α) is precisely the
projectivization of this subset in PΩMg, the lemma follows. 
3. A FINITE FAMILY OF LOCAL EQUATIONS FOR M
3.1. Statement of a finiteness result. We continue using the notation in Section 2. For j = 1, . . . , k,
let ℓ j be the circumference of C j. Note that each ℓ j is a linear function of (|a1 |, . . . , |am0 |) (|ai| is
the length of ai), whose coefficients are determined by the diagram Γ. Our goal now is to show the
following
Theorem 3.1. Set
U∗
Γ
:= {(r1, . . . , rm0 , z1, . . . , zk) ∈ UΓ | 0 ≤ ℜ(z j) < ℓ j, j = 1, . . . , k} and U∗Γ,α := U∗Γ ∩ Vα.
Then the setA∗
Γ
= {α ∈ AΓ, U∗Γ,α , ∅} is finite.
6 DUC-MANH NGUYEN
Remark 3.2.
- If M = (X, ω) ∈ M admits a stable cylinder decomposition in the horizontal direction, then
we can always choose the crossing saddle connections b j such that 0 ≤ ℜ(ω(b j)) < ℓ j, which
means that M ∈ Φ˜(U∗
Γ
) for some cylinder diagram Γ. Theorem 3.1 means that the system of
linear equations definingM in a neighborhood of M belongs to a finite family.
- This result can be derived as a special case from the arguments of the proof of [22, Th.5.1].1
We will give here below an independent proof based on the fact that M is an algebraic sub-
variety ofH(k) (see [11]), and on the analogies with Teichmüller curves.
As consequences of Theorem 3.1 we get the following (see also [22, Th.1.4]).
Corollary 3.3. Let M be horizontally periodic surface in M and c a core curve of a horizontal
cylinder on M. Let c′ be either a core curve of a horizontal cylinder, or a horizontal saddle connection
joining a singularity of M to itself. Then the ratio |c′|/|c| belong to a finite set depending onM.
Proof. Assume that the cylinder decomposition of M in the horizontal direction is M-stable with
diagram Γ. Since we can always choose the crossing saddle connections b j such that 0 ≤ ℜ(ω(b j)) <
ℓ j, j = 1, . . . , k, there exists α ∈ A∗Γ such that M is contained in the image of Vα ∩ U∗Γ by Φ˜. Since
the number of diagram for cylinder decompositions of surfaces in H(k) is finite, and for each Γ, the
set A∗
Γ
is finite by theorem 3.1, the corollary is proved for this case.
If M is not M-stably horizontally periodic, then we can deform M by using some small vector
in T ıRMM ∩ ker(p) (where p : H1(M,Σ,C) → H1(M,C) is the natural projection) to get a surfaceM-stably horizontally periodic, on which both c and c′ persist and remain horizontal. We can then
conclude by the argument above. 
3.2. “Cusps” of rank one submanifolds. For any R > 0, set
UΓ(R) = {(r1, . . . , rm0 , x1, y1, . . . , xk, yk) ∈ UΓ | y j > Rℓ j, j = 1, . . . , k}.
We also define for any α ∈ AΓ, UΓ,α(R) := Vα ∩ UΓ(R). We will see that, for each α ∈ AΓ, if R > 1,
Φˆ sends UΓ,α(R) onto a “cusp” of PM. Our strategy to prove Theorem 3.1 is first to show that the set
of cusps of PM is finite, and then for any fixed cusp, the set of α ∈ A∗
Γ
such that UΓ,α(R) is mapped
to this cusp is finite.
Let M = Φ˜(x¯) ∈ H(k) with x¯ ∈ UΓ. For t ∈ R, let at :=
(
1 0
0 et
)
and Mt := at · M. As t → +∞, Mt
converges to a stable differential (X∞, ω∞), where X∞ is a stable curve obtained from M by pinching
the core curves of all of its horizontal cylinders, and ω∞ has a simple pole at every node of X∞. Note
that the topology of X∞ is completely determined by the cylinder diagram Γ. The stable differential
(X∞, ω∞) belongs a stratum SΓ of ΩMg which is contained in the closure of H(k). Let [(X∞, ω∞)]
and PSΓ denote the projectivizations of (X∞, ω∞) and SΓ in PΩMg.
Lemma 3.4. If R > 1, then [(X∞, ω∞)] is the unique intersection of the closure of Φˆ(UΓ,α(R)) with
PSΓ, that is Φˆ(UΓ,α(R)) ∩ PSΓ = {[(X∞, ω∞)]}.
Proof. Recall that M is defined by an Abelian differential (X, ω). We can suppose that min{ℓ1, . . . , ℓk} =
1. Let c j be a core curve of the cylinder C j on M, j = 1, . . . , k. We have a map f∞ : X → X∞ that
satisfies
1The author thanks A. Wright for pointing it out to him.
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• each zeros of ω is mapped to a zero of ω∞ of the same order,
• c j is mapped to a node n j of X∞,
• f maps X \ (∪kj=1c j) homeomorphically to X∞ \ (∪kj=1n j).
The flat surface M∞ defined by (X∞, ω∞) can be constructed as follows: for j = 1, . . . , k, cut the
cylinder C j along c j, then on the resulting surface, glue to each boundary component arising from c j
a half-infinite horizontal cylinder with the same circumference as C j.
Let a denote the union of all the horizontal saddle connections of M. By construction those saddle
connections persist on M∞. For any positive real number h > 0, let Uh denote the subset of M∞
consisting of points whose distance to a is at most h. Note that the complement of Uh is the disjoint
union of 2k half-infinite cylinders. Clearly, we have ∪h>0Uh = X∞ \ {∪kj=1n j}.
Let us recall a notion of convergence compatible with the topology of ΩMg in terms of flat metric
(see e.g. [3, Sec. 5.3], or [22, Def. 2.2]). A sequence {(Xi, ωi)}i∈N of Abelian differentials in H(k)
converges to (X∞, ω∞) if there exist a sequence of maps fi : Xi → X∞ collapsing some curves of Xi
to the nodes of X∞ such that, for i large enough, the restriction of fi to f −1i (Uh) is a diffeomorphism
onto its image, and the sequences of metrics ( fi−1|Uh )
∗ωi on Uh converges to ω∞ in the compact open
topology.
Let (Xi, ωi) = Φ˜(x¯i), with x¯i ∈ UΓ,α(R), be a sequence such that [(Xi, ωi)] converges to a point
[(X′∞, ω′∞)] in PSΓ. We can normalize (Xi, ωi) such that the smallest circumference of the horizontal
cylinders on Xi equals to 1, and assume that (Xi, ωi) converges to (X′∞, ω′∞) in ΩMg. We will write
x¯i = (r
(i)
1 , . . . , r
(i)
m0 , x
(i)
1 , y
(i)
1 , . . . , x
(i)
k , y
(i)
k ).
Since the ratios ri1/ri2 are constant on UΓ,α, the condition that the smallest circumference ofC1, . . . ,Ck
equals to 1 implies that (r(i)1 , . . . , r
(i)
m0 ) does not depend on i.
Given h > 0, we choose R′ such that R′ > max{2h,R}. Since X′∞ has k nodes, for i large enough
(Xi, ωi) must have k disjoint cylinders with moduli greater than R′. We claim that those cylinders are
C1, . . . ,Ck. Assume that there is a cylinder C not in this family with modulus > R′, then C must cross
one of them, say C1. In this case the circumference ℓ(C) of C is at least y
(i)
1 , and the height h(C) of C
cannot exceed ℓ1. Thus we would have
R′ <
h(C)
ℓ(C)
≤ ℓ1
y(i)1
<
1
R
,
which is impossible since we have R′ > R > 1. It follows that we have y(i)j /ℓ j > R
′, j = 1, . . . , k.
Let Xi,h be the subset of Xi consisting of points whose distance to the the union of the horizontal
saddle connections is at most h. Since y j > 2hℓ j, j = 1, . . . , k, Xi,h is a proper subset of Xi which
is isometric to Uh ⊂ X∞. We can then define a map fi : Xi → X∞ which collapses some curves in
Xi \ Xi,h to the nodes of X∞, such that the restriction fi |Xi,h : Xi,h → Uh is an isometry. It follows that
we can extract from {(Xi, ωi)} a subsequence converging to (X∞, ω∞). Thus we must have (X′∞, ω′∞) =
(X∞, ω∞), and the lemma follows. 
Let PM denote the closure (in the usual topology) of PM in PΩMg. By a result of S. Filip [11],
PM is a subvariety of PΩMg which contains PM as a Zariski open subset. The germ of complex
analytic sets defined by PM at [(X∞, ω∞)] has finitely many irreducible components. From general
results on complex analytic sets, each irreducible component C of this germ satisfies the following
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property: there is a basis of neighborhoods {Vi, i ∈ I} of [(X∞, ω∞)] in PΩMg such that for any i ∈ I,
(Vi ∩ C) ∩ PM is path connected (see [23, Prop. A.5, p.117]).
Lemma 3.5. Assume that x¯ ∈ Vα, with some α ∈ AΓ. Then there is an irreducible component Cα of
the germ of PM at [(X∞, ω∞)] such that, for any R > 1, there exists a neighborhood V of [(X∞, ω∞)]
in PΩMg such that Φˆ(UΓ,α(R)) contains the set (V ∩ Cα) ∩ PM.
Remark 3.6. When M is a closed GL+(2,R)-orbit, Cα is a cusp of the corresponding Teichmüller
curve.
Proof. Let M∞ = (X∞, ω∞), and Mˆ∞ = [(X∞, ω∞)] be the projectivization of M in PΩMg. LetU be a
neighborhood of Mˆ∞ in PΩMg such thatU intersects the set PMreg of regular points of PM in a finite
union of disjoint complex manifolds (of dimension d−1), each of which corresponds to an irreducible
component of the germ of PM at Mˆ∞. The arguments of Lemma 3.4 actually show that if R > 0 is
large enough, then Φˆ(UΓ,α(R)) is contained inU. Since UΓ,α(R) is an open connected subset of UΓ,α,
its image under Φˆ is an open connected subset of PM (Lemma 2.8). It follows that Φˆ(UΓ,α(R)) is
contained in a unique irreducible germ Cα of the analytic sets defined by PM.
LetV ⊂ U be a neighborhood of Mˆ∞ in PΩMg such that every translation surface that projects to
a point in V ∩ PH(k) has k disjoint cylinders (not necessarily parallel) each of which has modulus
greater than 2R (such a neighborhood exists because M∞ has k infinite cylinders). We will show that
(V ∩ Cα) ∩ PM is contained in Φˆ(UΓ,α(R)).
Let Mˆ be projectivization of M in PM. Without loss of generality, we can assume that Mˆ ∈
(V ∩ Cα) ∩ PM. Since the complement of (V ∩ Cα) ∩ PM in V ∩ Cα is a proper analytic subset
of V ∩ Cα, the set (V ∩ Cα) ∩ PM is connected. Let N be a surface inM whose projectivization Nˆ
belongs to (V ∩ Cα) ∩ PM. Then there is a path γ : [0, 1] → (V ∩ Cα) ∩ PM from Mˆ to Nˆ. By a
slight abuse of notation, let us denote also by γ a lift of this path inM joining M and N.
We claim that there exists a path γ˜ : [0, 1] → S1 × UΓ,α(R), such that Φ˜ ◦ γ˜ = γ (here by a slight
abuse of notation, we denote by Φ˜ the map S1 × Uα
Γ
→ M, (θ, x) 7→ eıθ · Φ˜(x)). Since the map
Φ˜ : S1 × Uα
Γ
(R) → M is locally homeomorphic, there is a maximal s0 ∈ (0, 1] such that one can
define a path γ˜ : [0, s0) → S1 × UΓ,α(R) satisfying Φ˜ ◦ γ˜(s) = γ(s), for all s ∈ [0, s0). We will write
γ˜(s) = (θ(s), x¯(s)), with x¯(s) ∈ UΓ,α(R).
Let Ns := γ(s) ∈ M, for s ∈ [0, 1] (recall that γ(s) is defined for all s ∈ [0; 1]). By the definition
of affine manifolds, in a neighborhood of Ns0 in H(k), M is identified with a linear subspace V of
H1(M,Σ,C) (here we used a homeomorphism between M and Ns0 respecting the singularities). Thus,
for s < s0 close enough to s0, we can suppose that Ns ∈ V . Note that VR and VRα are related by a basis
change of H1(M,Σ,Z). Hence, as s→ s−0 , γ˜(s) converges to a point (θ(s0), x¯(s0)) ∈ S1 × Vα. We need
to show that x¯(s0) ∈ UΓ,α(R). Since x¯(s) ∈ Vα, it follows that x¯(s0) ∈ Vα. It remains to check that
x¯(s0) ∈ UΓ(R).
For s ∈ [0, s0), Ns has k cylinders corresponding to horizontal cylinders C1, . . . ,Ck of M = N0.
Since the ratio of the lengths of any pair of saddle connections in the family {a1, . . . , am} is constant
in Vα, we can assume that the lengths of those saddle connections in Ns are constant functions of s.
Thus, we can write
x¯(s) = (r1, . . . , rm0 , x1(s), y1(s), . . . , xk(s), yk(s)).
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It follows that the circumferences of the cylinders C1, . . . ,Ck are also constant functions of s. Since
x¯(s) ∈ UΓ(R), we have y j(s) > Rℓ j, for all j = 1, . . . , k. By the assumption that Nˆs ∈ V ∩ PM, there
are k cylinders in Ns with moduli at least 2R. We claim that those cylinders must be {C1, . . . ,Ck}.
Indeed, let C be a cylinder in Ns with modulus ≥ 2R. If C is not one of C1, . . . ,Ck then C must cross
one of them, say C1. Therefore the circumference ℓ(C) of C satisfies ℓ(C) ≥ y1(s). On the other hand,
the height h(C) of C cannot exceed ℓ1. Thus we have
2R ≤ h(C)
ℓ(C)
≤ ℓ1
y1(s)
<
1
R
,
which is a contradiction since we have chosen R > 1. It follows in particular that the modulus of the
cylinder C j on Ns is at least 2R, which means that y j(s) ≥ 2Rℓ j, j = 1, . . . , k. As a consequence, since
y j(s) converges to y j(s0) as s → s−0 , we draw that y j(s0) ≥ 2Rℓ j. Therefore x¯(s0) ∈ UΓ,α(R), and the
path γ˜ can be extended to [0, s0]. By compactness the lemma follows. 
Let us now define CΓ to be the set of points Mˆ∞ ∈ PSΓ for which there exists α ∈ AΓ such that M∞
is contained in the closure of Φˆ(UΓ,α(R)), for some R > 1.
Lemma 3.7. The set CΓ is finite.
Proof. Let PSΓ be the closure of the stratum PSΓ in PΩMg. Note that PSΓ is a subvariety of PH(k).
Assume that CΓ is an infinite subset of PSΓ. Then by compactness, there exists a sequence {Mˆ(i)∞ }i∈N ⊂
CΓ that converges to a point Mˆ∞ ∈ PSΓ.
Since Mˆ(i)∞ has k infinite cylinders, the flat surface Mˆ∞ must have k′ ≥ k infinite cylinders. We first
claim that k′ = k. To see this, let V be a neighborhood of Mˆ∞ in PH(k) such that every flat surface
represented by a point in V has k′ disjoint cylinders with moduli greater than 2R, where R > 1.
Consider a point Mˆ(i)∞ ∈ CΓ ∩ V. By assumption, Mˆ(i)∞ is the limit of Mˆt as t → +∞, where Mˆt is the
projectivization of at · Φ˜(x¯) with x¯ ∈ UΓ,α, for some α ∈ AΓ. ThusV contains some flat surfaces that
admit a cylinder decomposition with diagram Γ such that the modulus of any cylinder in this family
is at least R > 1. Any other cylinder on those surfaces must cross some cylinders in this family. By
the argument of Lemma 3.5, the modulus of such a cylinder is smaller than 1/R < 2R. Hence, there
cannot exist more than k disjoint cylinders of moduli greater than 2R on those surfaces, from which
we deduce that k′ = k. It follows in particular that if x¯ ∈ UΓ(R) and the projectivization of Φ˜(x¯)
belongs toV, then x¯ ∈ UΓ(2R).
Let Ci be the irreducible component of V ∩ PM that contains the germ of PM at Mˆ(i)∞ defined in
Lemma 3.5. We claim that Ci ∩ PSΓ = {Mˆ(i)∞ }. To see this, we first notice that Ci ∩ PM is an open
dense connected subset of Ci, since its complement is contained in an analytic proper subset of PM.
By definition, Ci ∩ PM contains the projectivization Mˆ of a surface M = Φ˜(x¯), with x¯ ∈ UΓ,α(2R).
The arguments of Lemma 3.5 show that Ci ∩ PM is contained in Φˆ(UΓ,α(R)). But by Lemma 3.4, we
know that Mˆ(i)∞ is the unique intersection of PSΓ and the closure of Φˆ(UΓ,α(R)). Since any point in the
intersection Ci ∩ PSΓ must be a limit point of Φˆ(UΓ,α(R)), we conclude that Ci ∩ PSΓ = {Mˆ(i)∞ }.
The above claim implies that Ci , C j if i , j, which means that V ∩ PM contains infinitely
irreducible components. But this is a contradiction, because PM is a subvariety of PH(k), and the
lemma follows. 
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We now define an equivalence relation ∼ on the setAΓ as follows
Definition 3.8. Two elements α, α′ ∈ AΓ are said to be equivalent if
- there exist x¯ ∈ UΓ,α, x¯′ ∈ UΓ,α′ such that at · Φ˜(x¯) and at · Φ˜(x¯′) converge to the same point
M∞ in SΓ as t → +∞, and
- for R > 0 large enough Φˆ(UΓ,α(R)) and Φˆ(UΓ,α′(R)) are contained in the same irreducible
component of the germ of PM at Mˆ∞.
As a direct consequence of Lemmas 3.7, we get
Corollary 3.9. The relation ∼ onAΓ has finitely many equivalence classes.
Proof. By definition, each equivalence class of this relation corresponds to an irreducible component
of the germ of analytic sets of PM at a point M∞ ∈ CΓ. Since CΓ is finite, and the germ of PM at
each point of CΓ can only have finitely many irreducible components, the corollary follows. 
Lemma 3.10. Let
x¯ = (r1, . . . , rm0 , x1, y1, . . . , xk, yk) and x¯
′
= (r′1, . . . , r
′
m0 , x
′
1, y
′
1, . . . , x
′
k, y
′
k)
be two points in UΓ(R), with R > 1. Assume that there exist θ such that Φ˜(x¯) = eıθ · Φ˜(x¯′). Then we
must have θ ∈ Zπ, and Φ˜(x¯′) can be obtained from Φ˜(x¯) by permuting the horizontal cylinders and by
Dehn twists in the cylinders. In particular, there are two permutations σ1 ∈ Sm0 and σ2 ∈ Sk such
that r′i = rσ1(i) and y
′
j = yσ2( j).
Proof. Let M = Φ˜(x¯),M′ = Φ˜(x¯′). Assume that we have M = M′, which means that there is
an isometry between M and M′ respecting the holonomy of any saddle connection. This implies
that a horizontal cylinder (resp. saddle connection) is mapped to a horizontal cylinder (resp. saddle
connection). Therefore, the surface M′ can be obtained from M by a permutation of the horizontal
cylinders and saddle connections, and by some Dehn twists in the cylinders. The last assertion follows
immediately from this observation
Assume now that we have M = eıθ · M′. This assumption means that M admits a cylinder decom-
position in the direction θ with the corresponding parameters given by x¯′. Since x¯′ ∈ UΓ(R), all the
moduli of the cylinders in the direction θ is greater than R. If θ < Zπ, the core curves of one of those
cylinders must cross C1, hence we can use the same argument as in Lemma 3.5 to get a contradiction.
Therefore, we must have θ ∈ Zπ, and the lemma follows from the argument above. 
Lemma 3.11. Assume that α ∼ α′ in AΓ. Then there exist two permutations σ1 ∈ Sm0 and σ2 ∈ Sk
such that if x¯ = (r1, . . . , rm0 , x1, y1, . . . , xk, yk) is a point in UΓ,α, then UΓ,α′ contains a point x¯
′
=
(r′1, . . . , r
′
m0 , x
′
1, y
′
1, . . . , x
′
k, y
′
k) where r
′
i = rσ1(i) and y
′
j = yσ2( j), for i = 1, . . . ,m0, and j = 1, . . . , k.
Proof. Let M = Φ˜(x¯) and M∞ ∈ SΓ be the limit of at · M as t → +∞. Let C be the irreducible
component of the germ of PM at Mˆ∞ defined in Lemma 3.5. We can assume that Φˆ(UΓ,α′(R)) contains
a subset of the form (V ∩ C) ∩ PM, whereV is a neighborhood of Mˆ∞ in PH(k).
By assumption, when t is large enough, the projectivization Mˆt of Mt = at · M belongs to V ∩ C.
Thus, there exists x¯′ ∈ UΓ,α′(R), such that Mˆt = Mˆ′, where Mˆ′ is the projectivization of M′ := Φ˜(x¯′).
We can normalize M′ such that A(Mt) = A(M′), which means that M′ = eıθ · Mt, for some θ ∈ R.
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If we write x¯′ = (r′1, . . . , r
′
m0 , x
′
1, y
′
1, . . . , x
′
k, y
′
k), then by Lemma 3.10, we know that there exist two
permutations σ1 ∈ Sm0 and σ2 ∈ Sk such that r′i = rσ1(i), y′j = etyσ2( j). Applying a−t to M′ we get the
desired conclusion. 
3.3. Proof of Theorem 3.1.
Proof. We will show that for any α0 ∈ AΓ, there are only finitely many α ∈ AΓ equivalent to α0 such
that U∗
Γ,α
, ∅. Since we have shown that the number of equivalence classes in AΓ is finite, this is
enough to prove the theorem.
Recall that for every α ∈ AΓ, we can write Vα = VRα ⊕ ıWRα , where VRα is isomorphic to VR =
TR
Φ˜(x¯)
M,WRα is isomorphic to a hyperplane WR in VR via the linear map dΦ˜(x¯) with x¯ being any point
in UΓ,α. Let
VR+ := {v ∈ VR, 〈v, c1〉 > 0} and WR+ := {v ∈ VR, 〈v, c1〉 = 0, 〈v, b j〉 > 0, j = 1, . . . , k}.
Note that VR
+
and WR
+
are convex open cones in VR and WR respectively. We define VRα+, and W
R
α+ to
be the pre-images of VR
+
and WR
+
by dΦ˜(x¯) respectively. We then have the following identification
UΓ,α ≃ VRα+ ×WRα+.
Fix a point x¯0 = (r01, . . . , r
0
m0 , x
0
1, y
0
1, . . . , x
0
k , y
0
k) in UΓ,α0 . Let α ∈ AΓ be an element equivalent to
α0. By Lemma 3.11, we know that UΓ,α contains a point x¯ = (r1, . . . , rm0 , x1, y1, . . . , xk, yk) such that
(r1, . . . , rm0) = (r
0
1, . . . , r
0
m0) and (y1, . . . , yk) = (y
0
1, . . . , y
0
k) up to some permutations of the indices. By
assumption, UΓ,α contains a point x¯′ = (r′1, . . . , r
′
m0 , x
′
1, y
′
1, . . . , x
′
k, y
′
k) ∈ U∗Γ,α, which means that
0 ≤ x′j < ℓ′j, j = 1, . . . , k (∗)
where ℓ′j is the circumference of the cylinder C j, which is a linear function of (r
′
1, . . . , r
′
m0). By
Lemma 2.7, we have (r1, . . . , rm0 ) = λ(r
′
1, . . . , r
′
m0 ), for some λ ∈ R>0. By replacing (r′1, . . . , r′m0 , x′1, . . . , x′k)
by λ(r′1, . . . , r
′
m0 , x
′
1, . . . , x
′
k), which also satisfies (∗), we can assume that (r′1, . . . , r′m0) = (r01, . . . , r0m0 )
up to some permutation of indices.
Since (r′1, . . . , r
′
m0 , x
′
1, . . . , x
′
k) ∈ VRα+ and (y1, . . . , yk) ∈ WRα+, from the identification UΓ,α ≃ VRα+ ×
WRα+, we see that UΓ,α contains the point x¯ = (r
′
1, . . . , r
′
m0 , x
′
1, y1, . . . , x
′
k, yk). As (r
′
1, . . . , r
′
m0 , x
′
1, . . . , x
′
k)
satisfies (∗), we get x¯ ∈ U∗
Γ,α
.
Now, assume that there are infinitely many αq ∈ AΓ, q ∈ N, that are equivalent to α0 such that
U∗
Γ,αq
, ∅. Up to some permutation of indices, we get a sequence of points {x¯q}, where x¯q ∈ U∗Γ,αq
and x¯q = (r01, . . . , r
0
m0 , x
(q)
1 , y
0
1, . . . , x
(q)
k , y
0
k). Since (r
0
1, . . . , r
0
m0) and (y
0
1, . . . , y
0
k) are fixed, the condition
(∗) means that {x¯q} is contained in a compact subset of UΓ. Let x¯∞ be an accumulation point of
the sequence {x¯q}. Using the fact that Φ˜ is a locally injective map, we draw that M intersects any
neighborhood of Φ˜(x¯∞) in infinitely many irreducible components, which is impossible sinceM is a
submanifold ofH(k). The theorem is then proved. 
4. INTEGRATION ON LOCAL CHARTS BY CYLINDER DECOMPOSITION
4.1. Small saddle connections in a stable cylinder decomposition. Before getting to the proof of
Theorem 1.1, we collect some facts about surfaces in a rank one affine submanifold with several small
saddle connections. In what follows M is a M-stably horizontally periodic surface with cylinder
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diagram Γ. We will use the same notation as in Section 2. Recall that the crossing saddle connections
b j satisfy the condition 0 ≤ ℜ(ω(b j)) < ℓ j, j = 1, . . . , k.
By a cycle of horizontal cylinders of M we will mean a family C = {C1, . . . ,C j} of horizontal
cylinders such that the top of Ci and the bottom of Ci+1 have a common horizontal saddle connection,
for i ∈ {1, . . . , j} with the convention C j+1 = C1. Let hi be the height of Ci. We define the total height
of C to be h1 + · · · + h j, and denote it by h(C).
For any direction θ ∈ S1, let us denote by ̺(M, θ) the minimal length of the saddle connections in
direction θ of M. By convention, ̺(M, θ) = +∞ if there is no saddle connection in direction θ.
In the following lemma, we show that if the area is fixed and the circumferences of the horizontal
is bounded above then a cycle of cylinders cannot collapse simultaneously.
Lemma 4.1. For any positive real constant κ > 0, there is a constant ǫ˜0 = ǫ˜0(κ) such that if ̺(M, 0) ≤
κ
√
A(M), then h(C) > ǫ˜0
√
A(M) for any cycle of horizontal cylinders on M.
Proof. Assume that there is a sequence ofM-stably horizontally periodic surfaces {Mq}q∈N ⊂ M, with
A(Mq) = 1, ̺(Mq, 0) ≤ κ, and Mq contains a cycle of horizontal cylinder Cq such that limq→+∞ h(Cq) =
0. Actually, we can assume that ̺(Mq, 0) = κ, for all q ∈ N, since if we have ̺(Mq, 0) = ̺ < κ, we can
replace Mq by
(
et 0
0 e−t
)
· Mq, with t = log(κ/̺).
We can assume that the diagrams of the cylinder decomposition in the horizontal direction of Mq
are the same for all q ∈ N. Using a model surface M, we can number the horizontal cylinders of Mq
by C1, . . . ,Ck in a consistent way. Furthermore, we can assume that Cq = {C1, . . . ,C j} for all q ∈ N.
By the definition of cycle of cylinders, there exists a closed curve c on M that crosses each core
curve of Ci once, i = 1, . . . , j. Let (xq, yq) be the period of c in Mq. We have yq = h(Cq) > 0, and
limq→+∞ yq = 0 by assumption.
By Theorem 3.1, we can assume that Mq ∈ Φ˜(U∗Γ,α) with some fixed α ∈ A∗Γ for all q ∈ N.
Consequently, the condition on the lengths of the horizontal saddle connections implies that the cir-
cumferences of the horizontal cylinders on the family Mq are bounded above uniformly. Therefore,
we have limq→+∞(A(C1) + · · · + A(C j)) = 0, which means that the cycle Cq cannot contain all the
horizontal cylinders, that is j < k.
Consider now the action of the horocycle flow ut :=
(
1 t
0 1
)
on Mq. Since ̺(Mq, 0) = κ for all q ∈ N,
by a fundamental result of Minsky-Weiss[21], the horocycle orbit of Mq intersects a fixed compact
subset of H(k). Thus by replacing Mq by some point in {ut · Mq, t ∈ R} (which does not change
the heights of the horizontal cylinders), we can assume that Mq converges to a point M∞ ∈ H(k) as
q→ +∞.
Since limq→+∞ h(Ci) = 0, for i = 1, . . . , j, the family of cylinders {C1, . . . ,C j} collapse to a union
of horizontal saddle connections on M∞. It follows that the period of c in M∞ is (x, 0). By considering
the area, we see that some horizontal cylinders on Mq must remain on M∞. Thus, we can assume that
Ck remains on M∞. Since Ck is horizontal, the period of any core curve of Ck and the period of c are
parallel as vectors in R2.
Note that we must have M∞ ∈ M. Since M is of rank one, a neighborhood of M∞ in M consists
of surfaces M′ = A · (M∞ + v), where A ∈ GL+(2,R) close to the Id, and v is a small vector in
ker(p)∩TM∞M. Since c is an element of H1(M,Z) the period vectors of c and of any core curve of Ck
remain parallel in a neighborhood of M∞ inM. However, when q is large enough, Mq is contained in
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this neighborhood of M∞. But on Mq those two vectors are not parallel since we have yq > 0. Thus
we have a contradiction, which proves the lemma. 
Lemma 4.2. Assume that we have ̺(M, 0) ≤ κ√A(M) for some κ > 0. Let c be a non-horizontal
saddle connection on M such that |c| < ̺(M, 0) and |c| < ǫ˜0
√
A(M), where ǫ˜0 is the constant of
Lemma 4.1. Then there is a unique ordered family ( j1, . . . , js), where jν ∈ {1, . . . , k} and jν , jν′ if
ν , ν′, and a linear function f of (a1, . . . , am) with integer coefficients such that
c = b j1 + · · · + b js + f (a1, . . . , am) ∈ H1(M,Σ,Z).
Moreover, if the family ( j1, . . . , js) is fixed, the function f belongs to a finite family of cardinality at
most 7sms+1.
Proof. We choose the orientation of c to be upward. Let (x, y) be the period of c. We have y > 0, and
max{|x|, |y|} < min{ℓ1, . . . , ℓk} (ℓ j is the circumference of C j). Observe that c crosses each horizontal
cylinder at most once, since otherwise there would exist a cycle of horizontal cylinders whose total
height is at most ǫ˜0
√
A(M), which is a contradiction to Lemma 4.1.
Let (C j1 , . . . ,C js ) be the sequence of horizontal cylinders crossed by c. The starting point of cmust
be the left endpoint of a the saddle connection ai0 in the bottom of C j1 . For ν = 1, . . . , s − 1, let aiν be
the common saddle connection of the top of C jν−1 and the bottom of C jν that intersects c. Let ais be
the saddle in the top of C js whose left endpoint is the terminating point of c.
For each ν ∈ {1, . . . , s}, let b′jν be the saddle connection in C jν that joins the left endpoint of aiν−1
to the left endpoint of aiν such that there is an embedded quadrilateral in C jν bounded by b
′
jν
, two
horizontal segments a′iν−1 ⊂ aiν−1 and a′iν ⊂ aiν , and a subsegment of c. By construction, we have
c = b′j1 + · · · + b′js ∈ H1(M,Σ,Z).
Since b jν − b′jν is a linear combination of the saddle connections in the top and bottom of C jν , we can
write
c = b j1 + · · · + b js + f (a1, . . . , am) ∈ H1(M,Σ,Z),
where f is a linear function with integer coefficients. It remains to show that f belongs to a finite set
once ( j1, . . . , js) is fixed.
Recall that we have defined an equivalence relation on the set of crossing saddle connections of a
cylinder horizontal cylinder C as follows: two saddle connections are equivalent if they join the left
endpoints of the same pair of saddle connections in the boundary of C. To define b jν , we fix a pair of
horizontal saddle connections, one in the top, the other in the bottom of C jν , and choose b jν to be the
unique saddle connection in the associated equivalence class such that 0 ≤ ℜ(ω(b jν )) < ℓ jν .
We first observe that there exist a fixed combination f 0jν of horizontal saddle connections in the
boundary of C jν , determined by the equivalence classes of b jν and of b
′
jν
, and n ∈ Z such that
(2) b jν − b′jν = f 0jν + nc jν ∈ H1(M,Σ,Z),
where c jν is a core curve of C jν .
Set x jν := ℜ(ω(b jν )) and x′jν = ℜ(ω(b′jν )). By definition, there is an embedded quadrilateral in C jν
that is formed by b′jν , a subsegment cˇ of c, and two horizontal segments a
′
iν−1 ⊂ aiν−1 and a′iν ⊂ aiν . Let
x′ = ℜ(ω(cˇ)), r′iν−1 = ℜ(ω(a′iν−1)), r′iν = ℜ(ω(a′iν )). Then
|x′jν | = |r′iν−1 + x′ − r′iν | ≤ |x′| + |r′iν−1 − r′iν | ≤ |x| +max{|aiν−1 |, |aiν |} < 2ℓ jν ,
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and
|x jν − x′jν | ≤ |x jν | + |x′jν | < 3ℓ jν = 3|ω(c jν )|.
Relation (2) then implies
(3) |ω( f 0jν ) + nℓ jν | < 3ℓ jν.
Observe that there are at most 7 values of n ∈ Z such that the inequality (3) holds. Since for each fixed
sequence ( j1, . . . , js), we can have at most ms+1 sequences (ai0 , . . . , ais ), the lemma follows. 
4.2. Integrations on the set of surfaces with several small saddle connections. Having proved that
one can cover a full measure subset of M by a finite family of subsets of the form Φ˜(U∗
Γ,α
), we will
now show that the integral of the function e−A over the intersection ofM(ǫν) with each subset in this
family is bounded by O(ǫ2ν). Theorem 1.1 follows from this estimate.
Fix two positive real constants κ and ǫ. Given a positive integer ν < d − 1, we define U∗
Γ,α
(κ, ǫν) to
be the subset of U∗
Γ,α
consisting of x ∈ U∗
Γ,α
such that the surface M = Φ˜(x) ∈ M satisfies
• ̺(M, 0) < κ√A(M),
• M has ν non-horizontal saddle connections e1, . . . , eν such that max{|e1|, . . . , |eν|} < ǫ
√
A(M),
and for any horizontal saddle connection a of M, the family {a, e1, . . . , eν} is linearly indepen-
dent in (TMM)∗.
Given M = (X, ω) ∈ Φ˜(U∗
Γ,α
) ⊂ M, pick a horizontal saddle connection ai of M. Let J :=
{ j1, . . . , jd−1} be a subset of {1, . . . , k} such that {ai, b j1 , . . . , b jd−1 } is basis of (TMM)∗. Then for any
j ∈ {1, . . . , k}, y j is a linear functions of (y j1 , . . . , y jd−1 ) (where y j = ℑ(ω(b j))). Hence there is a linear
function f of (y j1 , . . . , y jd−1 ), whose coefficients are determined by (Γ, α) and the choice of ai and J,
such that
A(M) =
k∑
j=1
A(C j) =
k∑
j=1
ℓ jy j = |ai| · f (y j1 , . . . , y jd−1 ).
Since there are finitely many choices for ai and J, we see that f belongs to a finite set. We define
χ(Γ, α) := max{|| f || : i ∈ {1, . . . ,m}, J ⊂ {1, . . . , k}, {ai} ∪ {b j, j ∈ J} is a basis of (TMM)∗}.
Proposition 4.3. There is a positive constant K˜ depending on (Γ, α), such that if ǫ < 1
κχ(Γ,α) , then
I :=
∫
S1×U∗
Γ,α
(κ,ǫν)
e−A◦Φ˜Φ˜∗dvol < K˜κν+2ǫν.
Proof. To simplify the notation, we will omit the subscript (Γ, α). Consider a surface M = Φ(x¯) where
x¯ = (r¯, x1, y1, . . . , xk, yk) ∈ U∗(κ, ǫν). We can assume that a1 is the smallest horizontal saddle connec-
tion of M, that is |a1| = ̺(M, 0). By assumption, M contains ν non-horizontal saddle connections
e1, . . . , eν of length at most ǫ
√
A(M). We can assume that the set of horizontal cylinders crossed by at
least one of e1, . . . , eν is {C1, . . . ,Cs}. For j ∈ {1, . . . , s}, since the height of C j is bounded above by
the length of some ei, we must have 0 < y j < ǫ
√
A(M).
Observe that the subspace of (TMM)∗ spanned by {a1, b1, . . . , bs} contains e1, . . . , eν. Since the
family {a1, e1, . . . , eν} is independent by assumption, we draw that the dimension d′ of this subspace
is at least ν+ 1. Renumbering the cylinders if necessary, we can assume that {a1, b1, . . . , bd′} is a basis
of this subspace. Note that since d′ ≥ ν, we have 0 < y j < ǫ
√
A(M) for j ∈ {1, . . . , ν}.
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We add to the family {a1, b1, . . . , bd′} some saddle connections in {bs+1, . . . , bk} to get a basis B′
of (TMM)∗. We can assume that B′ = {a1, b1, . . . , bd−1}. Using the basis B′, we see that there is an
R-linear bijective map φ : R × R2(d−1) → Vα.
Let r = |a1| = ω(a1) and x j + ıy j = ω(b j), j = 1, . . . , k. Note that the circumference of C j is given
by ℓ j = λ jr where the constant λ j is determined by (Γ, α), Set
U = {(r, x1, y1, . . . , xd−1, yd−1) ∈ R>0 × R2(d−1), 0 ≤ xi < λir, yi > 0, i = 1, . . . , d − 1}.
By construction, we have φ−1(U∗
Γ,α
) ⊂ U. Define
Φ : S1 × φ−1(UΓ,α) → M
(θ, r, x1, y1, . . . , xd−1, yd−1) 7→ eıθ · Φ˜ ◦ φ(r, x1, y1, . . . , xd−1, yd−1)
Recall that the volume form vol on M is proportional to the Lebesgue measure. Thus there is a
positive constant λ such that
Φ
∗dvol = λrdθdrdx1dy1 . . . dxd−1dyd−1.
On U the area function A ◦ Φ is given by A = r · f , where f = ∑d−1i=1 ξiyi is a linear function of
(y1, . . . , yd−1). We claim that there exists i > ν such that ξi , 0. Indeed, if we have ξν+1 = · · · = ξd−1 =
0, then f is a function of (y1, . . . , yν). Since max{|y1|, . . . , |yν|} < ǫ
√
A(M) <
√
A(M)
κχ
and r < κ
√
A(M),
we would have
A(M) < κ
√
A(M) · || f || · ǫ
√
A(M) ≤ κχ
κχ
A(M) = A(M),
which is a contradiction. Thus we can always assume that ξd−1 , 0. We will now use the following
change of variables on U, (r, x1, y1, . . . , xd−1, yd−1) 7→ (r, x1, y1, . . . , xd−1,A). An elementary compu-
tation gives
drdx1dy1 . . . dxd−1dyd−1 =
1
ξd−1r
drdx1dy1 . . . dxd−1dA.
Note that we also have
A(M) ≥
d−2∑
i=ν+1
A(C j) = r ·
d−2∑
i=ν+1
λiyi.
Define
U(κ, ǫν) := {(r, x1, y1, . . . , xd−1, yd−1) ∈ U, 0 < r < κ
√
A ◦Φ, 0 < yi < ǫ
√
A ◦Φ, i = 1, . . . , ν}.
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By assumption we have x¯ ∈ φ(U(κ, ǫν)). We have∫
S1×U(κ,ǫν)
e−A◦ΦΦ∗dvol ≤ 2πλ
∫
U(κ,ǫν)
e−
A
2 − 12 r
∑d−2
j=ν+1 λ jy jrdrdx1dy1 . . . dxd−1dyd−1
≤ 2πλ
ξd−1
∫
+∞
0
∫ κ√A
0
dr
 ν∏
i=1
∫ λir
0
dxi
∫ ǫ √A
0
dyi
 ×
×

d−2∏
i=ν+1
∫ λir
0
dxi
∫
+∞
0
e−rλiyi/2dyi

(∫ λd−1r
0
dxd−1
)
e−A/2dA
≤ 2πλλ1 . . . λνλd−1
ξd−1
2d−2−νǫν
∫ ∞
0

∫ κ√A
0
rν+1dr
Aν/2e−A/2dA
≤ K˜ǫνκν+2
where K˜ is a constant depending on (ν, λ, λ1, . . . , λν, λd, ξd−1). Since the basis B′ belongs to a finite
family, the set U∗(κ, ǫν) is covered finitely many sets of the form φ(U∗(κ, ǫν)). Thus the proposition
follows from the inequality above. 
Corollary 4.4. There exist some constants ǫ1 > 0 and K > 0 depending only onM such that if ǫ < ǫ1,
then ∫
S1×U∗
Γ,α
(ǫ,ǫν)
e−A◦Φ˜Φ˜∗dvol < Kǫ2(ν+1).
Proof. The corollary follows from Proposition 4.3 with ǫ1 > 0 such that ǫ1 < 1ǫ1χ(Γ,α) , and κ = ǫ. 
For each (Γ, α) as above, we define U∗
Γ,α
(κ, ǫν)′ ⊂ U∗
Γ,α
to be the set of x¯ ∈ U∗
Γ,α
such that the surface
M = Φ˜(x¯) satisfies ̺(M, 0) < κ
√
A(M), and M has ν saddle connections e1, . . . , eν such that
• |ei| < ǫ
√
A(M), i = 1, . . . , ν,
• the family {e1, . . . , eν} is independent in (TMM)∗.
Note that the difference between U∗
Γ,α
(κ, ǫν) and U∗
Γ,α
(κ, ǫν)′ is that for the latter, we do not suppose
that {a, e1, . . . , eν} is an independent family in (TMM)∗ for any horizontal saddle connection a. In
other words, if x¯ ∈ U∗
Γ,α
(κ, ǫν)′ then one of the ei could be a horizontal saddle connection.
Proposition 4.5. For any fixed κ > 0, there exist some positive real constants ǫ0 > 0 and K′ > 0 such
that if 0 < ǫ < ǫ0 then
I′ :=
∫
S1×U∗
Γ,α
(κ,ǫν)′
e−A◦Φ˜Φ˜∗dvol < K′ǫ2ν.
Proof. Since Γ and α is fixed, we will omit them in the notation through out the proof. In what follows,
we always suppose that 0 < ǫ < κ. The existence of ǫ0 will be derived along the way. Since ǫ < κ,
U∗(κ, ǫν)′ contains the set U∗(ǫ, ǫν−1). Define
U∗(κ, ǫν)′′ := U∗(κ, ǫν)′ \ U∗(ǫ, ǫν−1).
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Since we have shown that (see Corollary 4.4)
I :=
∫
S1×U∗(ǫ,ǫν−1)
e−A◦Φ˜Φ˜∗dvol < Kǫ2ν
it remains to show that
I′′ :=
∫
S1×U∗(κ,ǫν)′′
e−A◦Φ˜Φ˜∗dvol < K′′ǫ2ν.
for some constant K′′ > 0 if ǫ > 0 is small enough.
Let ǫ˜0 > 0 be the constant of Lemma 4.1. Consider a surface M = (X, ω) = Φ˜(x¯) with x¯ ∈ U∗(κ, ǫν)′′
and ǫ < ǫ˜0. By assumption, we have
• ǫ √A(M) ≤ ̺(M, 0) < κ√A(M), and
• M contains ν saddle connections e1, . . . , eν, none of which is horizontal, satisfying |e1| <
ǫ
√
A(M) and {e1, . . . , eν} is independent in (TMM)∗.
Since |ei| < ǫ
√
A(M) ≤ ̺(M, 0), by Lemma 4.2, there is a finite set of linear combinations of
{a1, . . . , am, b1, . . . , bk} such that the homology class of each ei in H1(M,Σ,Z) can be expressed by a
function in this family. In what follows, we assume that the horizontal a1 of M satisfies |a1| = ̺(M, 0),
and choose for each ei a function in the finite family mentioned above. We have two cases:
Case 1: {a1, e1, . . . , eν} is not independent in (TMM)∗, that is a1 is equal to a linear combination of
(e1, . . . , eν). The set of x¯ ∈ U∗(κ, ǫν)′′ satisfying this condition will be denoted by U∗(κ, ǫν)′′1 . Let
r = |a1| = ω(a1), and ui + ıvi = ω(ei), i = 1, . . . , ν. Then r is a linear function of u1, . . . , uν. Thus there
is a constant δ such that r ≤ δ ·max{|u1|, . . . , |uν|}. By assumption, we have r < δǫ
√
A(M).
We now observe that, up to some renumbering, the family (a1, e1, . . . , eν−1) is independent in
(TMM)∗. Thus we have x¯ ∈ U∗(δǫ, ǫν−1). Since there are only finitely many choices for the ho-
mology class of ei in H1(M,Σ,Z), it follows that δ belongs to a finite set. Hence there is a constant
δ0 > 0 such that U∗(κ, ǫν)′′1 ⊂ U∗(δ0ǫ, ǫν−1) for ǫ > 0 small enough. Using Corollary 4.4, we conclude
that there are some constants ǫ′′1 > 0 and K
′′
1 > 0 such that for any 0 < ǫ < ǫ
′′
1 , we have∫
S1×U∗(κ,ǫν)′′1
e−A◦Φ˜Φ˜∗dvol ≤
∫
S1×U∗(δ0ǫ,ǫν−1)
e−A◦Φ˜Φ˜∗dvol < K′′1 ǫ
2ν.
Case 2: {a1, e1, . . . , eν} is independent in (TMM)∗. The set of x¯ ∈ U∗(κ, ǫν)′′ satisfying this condition
will be denoted by U∗(κ, ǫν)′′2 . This case will be handled in a similar manner to Proposition 4.3.
Let s = d − ν − 1. We first add to the family {a1, e1, . . . , eν} s saddle connections in the fam-
ily {b1, . . . , bk} to get a basis B′ of (TMM)∗. Without loss of generality, we can assume that B′ =
{a1, e1, . . . , eν, b1, . . . , bs}. Using B′, we define an R-linear bijection φ : R × R2(d−1) → Vα, and set
Φ : S1 × φ−1(UΓ,α) → M
(θ,w) 7→ eıθ · Φ˜ ◦ φ(w)
The map φ is defined in such a way that if w = (r, u1, v1, . . . , uν, vν, x1, y1, . . . , xs, ys) ∈ φ−1(UΓ,α), and
M = (X, ω) = Φ˜◦φ(w), then ω(a1) = r, ω(ei) = ui+ ıvi, i = 1, . . . , ν, and ω(b j) = x j+ ıy j, j = 1, . . . , s.
Let µ2d−1 denote the standard Lebesgue measure on R × R2(d−1), that is
dµ2d−1 = drdu1dv1 . . . duνdvνdx1dy1 . . . dxsdys.
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By an elementary computation, we get
Φ
∗dvol = λrdθdµ2d−1
where λ is a constant determined by the basis B′.
Since for any j ∈ {1, . . . , k} the height y j ofC j is a linear function of (v1, . . . , vν, y1, . . . , ys), we have
A ◦Φ = r ·
 f (v1, . . . , vν) +
s∑
j=1
ξ jy j

where f is a linear function determined by (Γ, α) and the homology classes of e1, . . . , eν inH1(M,Σ,Z).
By the same argument as in Proposition 4.3, we see that if ǫ > 0 is small enough then we can always
assume that ξs , 0. We will now use the change of variables
(r, u1, v1, . . . , uν, vν, x1, y1, . . . , xs, ys) 7→ (r, u1, v1, . . . , uν, vν, x1, y1, . . . , xs−1, ys−1, xs,A).
A direct computation shows
dµ2d−1 =
1
ξsr
drdu1dv1 . . . , duνdvνdx1dy1 . . . dxs−1dys−1dxsdA.
Hence
Φ
∗dvol =
λ
ξs
dθdrdu1dv1 . . . duνdvνdx1dy1 . . . dxs−1dys−1dxsdA.
LetU′′2 (κ, ǫν) ⊂ R × R2(d−1) be the domain defined by the following conditions:
• A ◦ Φ > 0,
• 0 < r < κ√A ◦Φ,
• max{|ui|, |vi|} < ǫ
√
A ◦Φ, i = 1, . . . , ν,
• 0 ≤ x j < λ jr, and 0 < y j, j = 1, . . . , s.
where λ jr is the circumference of C j (the constant λ j is determined by (Γ, α)). By assumption, we
have x¯ ∈ φ(U′′2 (κ, ǫν)). Using
A(M) ≥ A(M)
2
+
1
2
s−1∑
j=1
A(C j) =
A(M)
2
+
1
2
r
s−1∑
j=1
λ jy j
we get ∫
S1×U′′2 (κ,ǫν)
e−A◦ΦΦ∗dvol ≤ 2πλ
ξs
∫
+∞
0

∫ κ√A
0
dr
ν∏
i=1

∫ ǫ √A
−ǫ
√
A
dui
∫ ǫ √A
−ǫ
√
A
dvi
×
×
s−1∏
j=1
(∫ λ jr
0
dx j
∫
+∞
0
e−λ jry j/2dy j
) ∫ λsr
0
dxs
 e−A/2dA
≤ K˜ǫ2ν.
where K˜ is a constant depending only on (κ, ν, λ, λs, ξs). Since U∗(κ, ǫν)′′2 is covered by a finite family
of subsets of Vα of the form φ(U′′2 (κ, ǫν)), we draw that there exists a constant K′′2 > 0 such that if
ǫ > 0 is small enough then ∫
S1×U∗(κ,ǫν)′′2
e−A◦Φ˜Φ˜∗dvol < K′′2 ǫ
2ν.
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Thus there are some constants K′′ > 0 and ǫ0 > 0 such that if 0 < ǫ < ǫ0 then
I′′ =
∫
S1×U∗(κ,ǫν)′′1
e−A◦Φ˜Φ˜∗dvol +
∫
S1×U∗(κ,ǫν)′′2
e−A◦Φ˜Φ˜∗dvol < K′′ǫ2ν.
The proof of the proposition is now complete. 
4.3. Proof of Theorem 1.1.
Proof. It is a well known result by Masur-Smillie that for each stratum, there exists a constant κ0 > 0
such that every surface in that stratum has a simple closed geodesic of length bounded by κ0
√
A.
Some explicit estimates of the constant κ0 are obtained by Vorobets in [29].
Consider now a surface M ∈ M(ǫν). Since the set of surfaces admitting a non-stable cylinder de-
composition has zero measure inM (see Lemma 2.3), we can assume that every cylinder decomposi-
tion of M isM-stable. By the result of Masur-Smillie, M admits anM-stable cylinder decomposition
in a direction θ such that ̺(M, θ) < κ0
√
A. Let Γ be the diagram of this cylinder decomposition, and
A∗
Γ
be the finite set in Theorem 3.1. By definition, there exists α ∈ A∗
Γ
such that M is contained in the
image of S1 × U∗
Γ,α
(κ0, ǫν)′ by Φ˜Γ,α. Since the set of cylinder diagrams for each stratum is finite, and
for each cylinder diagram the setA∗
Γ
is finite by Theorem 3.1, from Proposition 4.5 we get∫
M(ǫν)
e−Advol < K0ǫ2ν.
for some constant K0 > 0 if ǫ > 0 is small enough.
For the last assertion, consider the following coordinate change M → R>0 ×M1,M 7→ (t, 1t · M),
with t =
√
A(M). It follows
K0ǫ
2ν >
∫
M(ǫν)
e−Advol =
∫
+∞
0
t2d−1e−t
2
dt
∫
M1(ǫν)
dvol1 =
(d − 1)!
2
vol1(M1(ǫν)),
and we get the desired inequality. 
APPENDIX A. STRATA OF ABELIAN DIFFERENTIALS
It is well known that the space H(k) is a complex algebraic orbifold of dimension 2g + n − 1,
equipped with a natural volume form vol coming from the Lebesgue measure of C2g+n−1 via the
period mapping. Let vol1 be the volume form onH1(k) which is defined by the formula
dvol = dvol1dA,
where A is the area function.
Definition A.1. A family {γ1, . . . , γm} of m saddle connections on a translation surface M ∈ H(k)
will be called independent if {γ1, . . . , γm} is linearly independent in H1(M,Σ,R), where Σ is the set of
singularities of M.
By convention, two saddle connections γ, γ′ are said to be disjoint if we have int(γ) ∩ int(γ′) = ∅.
Given ǫ = (ǫ1, . . . , ǫm) ∈ (R>0)m, we denote by H (m)1,ǫ (k) the subset of H1(k) consisting of surfaces
M ∈ H1(k) on which there exists an ordered independent family of m disjoint saddle connections
{γ1, . . . , γm} such that
|γ j| < ǫ j, j = 1, . . . ,m.
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When ǫ j are small enough, such a family exists only if m < dimCH(k) = 2g + n − 1. In this section,
we will give a proof the following
Theorem A.2. For any m < dimCH(k), there exists a constant K = K(k,m) such that
vol1(H (m)1,ǫ (k)) < Kǫ21 . . . ǫ2m.
A.1. Translation surface with marked saddle connections.
A.1.1. Local chart and volume form.
Definition A.3. Let us denote by H˜ (m)(k) the moduli space of pairs (M, {γ1, . . . , γm}), where
• M is a translation surface inH(k),
• {γ1, . . . , γm} is an independent ordered family of disjoint saddle connections in M
There is a forgetful map F : H˜ (m)(k) → H(k) which maps a pair (M, {γ1, . . . , γm}) to M. If
M′ ∈ H(k) is close enough to M, then there exist m saddle connections γ′1, . . . , γ′m on M′ such
that (M, {γ1, . . . , γm}) and (M′, {γ′1, . . . , γ′m}) have the same topological type, that is there exists a
homeomorphism ϕ : M → M′ which realizes a bijection between the sets of singularities of M and
M′ preserving the orders, and satisfies ϕ(γi) = γ′i . Therefore, we can identify a neighborhood of
(M, {γ1, . . . , γm}) in H˜ (m)(k) with a neighborhood of M in H(k). We can use period mappings to
define local charts for H˜ (m)(k), and pullback the volume form vol ofH(k) to H˜ (m)(k).
A.1.2. Energy functions. For every ǫ = (ǫ1, . . . , ǫm) ∈ (R>0)m, we define a function Fǫ : H˜ (m)(k)→ R
by
Fǫ : (M, {γ1, . . . , γm}) 7→ exp(−
m∑
j=1
|γ j|2
ǫ2j
− A(M)).
Theorem A.2 is a consequence of the following
Theorem A.4. There exists a constant K = K(k,m) such that∫
H˜ (m)(k)
Fǫdvol < Kǫ
2
1 . . . ǫ
2
m.
The proof of this theorem will be given in Section A.7
A.2. Proof of Theorem A.2.
Proof. Let us now give the proof of A.2 using Theorem A.4. Define H (m)ǫ (k) = R∗+ · H (m)1,ǫ (k), where
the action of R∗
+
is given by t · (X, ω) = (X, tω), t ∈ R∗
+
. Let H˜ (m)ǫ (k) ⊂ H˜ (m)(k) be the pre-image of
H (m)ǫ (k) under the forgetful map F : H˜ (m)(k)→ H(k). Theorem A.4 implies
(4)
∫
H˜ (m)ǫ (k)
Fǫdvol <
∫
H˜ (m)(k)
Fǫdvol < Kǫ
2
1 . . . ǫ
2
m.
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Let us define a function fǫ : H(k)→ R as follows
fǫ : M 7→ e−A(M) ×

∑
{γ1, . . . , γm}
independent family of disjoint saddle connections
e
−( |γ1 |
2
ǫ21
+···+ |γm |2
ǫ2m
)

.
By definition, we have ∫
H˜ (m)ǫ (k)
Fǫdvol =
∫
H (m)ǫ (k)
fǫdvol.
But if M ∈ H (m)ǫ (k), then by definition there exists at least an independent family {γ1, . . . , γm} in M
such that |γ j|2/ǫ2j < A(M), j = 1, . . . ,m, hence
e
−( |γ1 |
2
ǫ21
+···+ |γm |2
ǫ2m
)
> e−mA(M).
Thus we have fǫ(.) > e−(m+1)A(.) onH (m)ǫ (k). The inequality (4) implies
(5)
∫
H (m)ǫ (k)
e−(m+1)Advol < Kǫ21 . . . ǫ
2
m.
Recall that the spaceH(k) can be locally identified with an open of R2N ,N = 2g+ n− 1, and vol with
the Lebesgue measure. By this identification, H1(k) corresponds to the hypersurface Q1 defined by
the equation A = 1. Let us make the following change of coordinates
Φ : Q1 × (0,+∞) → R2N
(v, t) 7→ t · v.
Note that we have Φ∗A(v, t) = t2. Using the relation dvol = dAdvol1 on Q1, one can easily check that
Φ
∗dvol = 2t2N−1dtdvol1.
Therefore,∫
H (m)ǫ (k)
e−(m+1)Advol =
∫
H (m)1,ǫ (k)
(∫
+∞
0
2t2N−1e−(m+1)t
2
dt
)
dvol1 =
(N − 1)!
(m + 1)N
vol1(H (m)1,ǫ (k)).
It follows immediately from (5) that
vol1(H (m)1,ǫ (k)) < Kǫ21 . . . ǫ2m.
Theorem A.2 is then proved. 
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A.3. Triangulations and local charts. Let (M, {γ1, . . . , γm}) be a point in H˜ (m)(k). Let Σ denote the
set of singularities of M. There always exists a geodesic triangulation T of M such that T(0) = Σ, and
{γ1, . . . , γm} is included in the 1-skeleton T(1) of T. We will call such a triangulation an admissible
triangulation. Let N1,N2 denote the number of edges and of triangles of T respectively. Note that we
must have N1 = 3(2g + n − 2) and N2 = 2(2g + n − 2).
Recall that M is defined by a holomorphic 1-form ω on a Riemann surface X. We can associate to
each oriented edge e ∈ T(1) a complex number Z(e) = ω(e). Hence, the triangulation T provides us
with a vector Z ∈ CN1 whose coordinates satisfy the following condition: if ei, e j, ek are three edges
of a triangle of T, then
(6) ± Z(ei) ± Z(e j) ± Z(ek) = 0.
The signs of Z(ei), Z(e j), Z(ek) depend on their orientation. We have N2 equations of type (6), each of
which corresponds to a triangle in T(2).
Let ST denote the system consisting of those linear equations, and VT be the subspace of solutions
of ST in CN1 . Let Z′ be a vector in VT. If Z′ is close enough to Z then there exists
• an element (M′, {γ′1, . . . , γ′m}) ∈ H˜ (m)(k) close to (M, {γ1, . . . , γm}),• an admissible triangulation T′ of M′ such that Z′ is the vector associated to T′,
• a homeomorphism ϕ : M → M′ which maps T to T′.
Therefore, we have a map ΨT : U → H˜ (m)(k), whereU is an open subset of VT that contains Z.
Proposition A.5. The subspace VT of CN1 is of dimension 2g + n − 1. ForU ⊂ VT small enough, ΨT
is continuous and injective, it realizes an homeomorphism fromU onto its image.
A.4. Special triangulation.
A.4.1. Construction. Our goal in this section is to specify an open subset of VT on which the map
ΨT is one-to-one. For this purpose, we first construct for each surface in an open dense subset (of full
measure) of H˜ (m)(k) a particular triangulation which will be called special triangulation.
Recall that a geodesic ray emanating from any point in Σ is called a separatrix. Let H˜ (m)(k)∗ denote
the set of (M, {γ1, . . . , γm}) ∈ H˜ (m)(k) satisfying
(a) none of the saddle connections {γ1, . . . , γm} is vertical,
(b) every vertical separatrix intersects the interior of one of the saddle connections {γ1, . . . , γm}.
Lemma A.6. H˜ (m)(k)∗ is an open dense subset of full measure of H˜ (m)(k).
Proof. It is not difficult to see that both (a) and (b) are open conditions, thus H˜ (m)(k)∗ is an open in
H˜ (m)(k).
By a classical result (see for example [12]), the set of surfaces M such that the vertical flow is min-
imal is of full measure in H(k). On such a surface, every vertical separatrix must intersect all saddle
connections, since it is dense and not parallel to any saddle connection. Therefore, if {γ1, . . . , γm} is
an independent family of disjoint saddle connections on M, then (M, {γ1, . . . , γm}) ∈ H˜ (m)(k)∗. Since
H˜ (m)(k) can be locally identified with H(k), it follows that H˜ (m)(k)∗ is of full measure in H˜ (m)(k).
Since vol is a volume form, a full measure subset of H˜ (m)(k) must be dense. 
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Suppose from now on that (M, {γ1, . . . , γm}) belongs to H˜ (m)(k)∗. We truncate all the vertical sep-
aratrices of M at their first intersection with the set ⊔mi=1int(γi). Pick a saddle connection γ in the
family {γ1, . . . , γm}. Let A and B denote the left and right endpoints of γ respectively. We denote the
downward vertical separatrices that reach int(γ) by η+1 , . . . , η
+
k from the left to the right. The endpoints
of η+j will be denoted by P j and Q j, where P j ∈ Σ and Q j ∈ int(γ). Note that we may have P j = P j′
even if j′ , j.
We will find a family of embedded triangles in M with disjoint interior whose union contains
all the segments η+j by the following algorithm: let j0 ∈ {1, . . . , k} be the smallest index such that
|η+j0 | = min{|η+j |, j = 1, . . . , k}. Using the developing map, we can realize γ and η+j0 as two segments
A˜B˜ and P˜ j0 Q˜ j0 respectively in the plane R
2, such that Q˜ j0 ∈ A˜B˜, and P˜ j0 Q˜ j0 is vertical. Let ∆˜ denote
the triangle in R2 with vertices A˜, B˜, P˜ j0 . From the construction, the following claim is straightforward
Claim A.7. There exists a locally isometric map ϕ : ∆˜→ M which satisfies:
• ϕ(A˜) = A, ϕ(B˜) = B, ϕ(P˜ j0) = P j0 ,
• ϕ(int(∆˜)) is disjoint from the family {γ1, . . . , γm},
• the restriction of ϕ to int(∆˜) is an embedding.
Let ∆ be the image of ∆˜ in M. Let γ′ and γ′′ denote the saddle connections corresponding to
the sides AP j0 and BP j0 of ∆. By construction, η
+
j0
is contained in the triangle ∆, and all the other
segments in the family {η+j , j , j0} intersect either γ′ or γ′′. We can now apply the same arguments
to γ′ and γ′′ and continue the procedure until we get a family of embedded triangles that covers the
union ∪kj=1η+j .
Remark A.8. If δ is a side of one of the triangles constructed above, and δ is not contained in the
family {γ1, . . . , γm}, then δ is one side of an embedded vertical trapezoid P in X, whose vertical sides
corresponds to two vertical segments η+i , η
+
j , and the opposite side of δ in P is a subsegment QiQ j
of γ. We will call QiQ j the projection of δ on γ. Let δ′ be another side of one of the triangles we
obtained, and Qi′Q j′ be its projection on γ. By construction, if QiQ j and Qi′Q j′ intersect then either
QiQ j ⊂ Qi′Q j′ , or Qi′Q j′ ⊂ QiQ j.
By a symmetric procedure, we can find a family of embedded triangles with vertices in Σ and
disjoint interiors that covers all the upward vertical separatrices that intersect int(γ).
Applying this construction to all of the saddle connections in the family {γ1, . . . , γm}, we get a
collection of embedded triangles {∆α, α ∈ I} in M with vertices in Σ.
Claim A.9. The family {∆α, α ∈ I} is a triangulation of M.
Proof. We first show that if ∆α1 and ∆α2 are two triangles in this family then int(∆α1 ) ∩ int(∆α2 ) = ∅.
Assume that int(∆α1 ) ∩ int(∆α2 ) , ∅. Since a triangle in the family {∆α, α ∈ I} cannot be included in
the other one, there must exist a side δ1 of ∆α1 , and a side δ2 of ∆α2 such that int(δ1)∩ int(δ2) , ∅. By
construction (see Remark A.8) δi is one side of an embedded vertical trapezoid Pi. Since the endpoints
of δi are singularities of M, they cannot be contained in int(P1)∪ int(P2). Recall that the opposite side
of δi in Pi is a subsegment of a saddle connection in the family {γ1, . . . , γm}, and δi and the vertical
sides of Pi do not intersect the set ⊔1≤i≤mint(γi). Using these properties, one can easily check that if
int(δ1) ∩ int(δ2) , ∅ then we have a contradiction.
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It remains to show that the union of all these triangles is M. Let M′ be the closure in M of the
set M \ (∪α∈I∆α). If M′ , ∅, then M′ is a flat surface with piecewise geodesic boundary. Let Σ′ be
the finite subset of M′ arising from Σ. We can triangulate M′ by geodesic segments with endpoints
in Σ′. Let ∆ be a triangle in this triangulation. Consider the vertical rays starting from the vertices of
∆. Observe that one of those rays must intersects int(∆). This intersection is contained in a vertical
separatrix. But by construction, such a subsegment must be contained in the union of {∆α, α ∈ I}.
Therefore we have a contradiction which proves the claim. 
We will call the triangulation constructed above the special triangulation of (M, {γ1, . . . , γm}). By
construction, this triangulation is unique. Note that such a triangulation only exists for surfaces in
H˜ (m)(k)∗.
A.5. Characterizing special triangulation. Let Γ be the dual graph of the special triangulation T
of (M, {γ1, . . . , γm}), the vertices of Γ are the triangles in T(2), and the (geometric) edges of Γ are the
edges in T(1). Remark that Γ is a trivalent graph, with N2 vertices and N1 edges. At each vertex of Γ,
we have a cyclic ordering on the set of edges incident to this vertex which is induced by the orientation
of the surface.
For any γi, the union of the triangles that covers the vertical separatrices that intersect γi from the
upper side (resp. lower side) is dual to a tree in Γ. We denote this tree by Γi,+ (resp. Γi,−), and choose
its root to be the vertex dual to the triangle containing γi. By construction, all the trees Γi,± are disjoint,
and any vertex of Γ belongs to one of those trees. Note that if no vertical separatrix reaches int(γi)
from the upper side (resp. from the lower side), then the tree Γi,+ (resp. Γi,−) is empty.
Observe that the family of graphs (Γ, {Γi,ε}) satisfies
a) any vertex of Γ belongs to one of the trees Γi,ε,
b) for each i ∈ {1, . . . ,m} the roots of Γi,+ and Γi,− are connected by an edge of Γ.
Definition A.10. We will call a trivalent graph with N1 vertices and N2 edges equipped with a cyclic
ordering on the set of edges incident to each vertex, together with m subgraphs that are trees satisfying
the conditions above an admissible family of graphs.
We number the edges of Γ in such a way that
(i) the first m edges are the duals of {γ1, . . . , γm},
(ii) if ei1 and ei2 belong to one of the trees Γi,ε, and ei1 is contained in the path from ei2 to the root,
then i1 < i2,
(iii) if ei1 belongs to one of the tree Γi,ε, and ei2 < {e1, . . . , em} does not belong to any tree, then
i1 < i2.
We will call a numbering of the edges of Γ satisfying the conditions above a compatible numbering
with respect to the trees {Γi,±}.
Consider now the vector Z = (z1, . . . , zN1 ) ∈ CN1 , where zi = xi + ıyi is the complex number associ-
ated to ei. By construction, we have Z ∈ VT, the space of solutions of the system ST. Furthermore, by
choosing a suitable orientation for the edges of T, we can assume that
(7) xi := ℜ(zi) > 0, i = 1, . . . ,N1.
We wish now to describe the other properties of Z. Consider a triangle ∆ in T(2). Let (ei1 , ei2 , ei3 )
be the sides of ∆ written in the cyclic order induced by the orientation of M, where i1 = min{i1, i2, i3}.
Let Γα be the tree in the family {Γi,±} that contains the vertex of Γ dual to ∆.
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(a) If ∆ is the root of Γα, then ei1 ∈ {e1, . . . , em}. Otherwise ei1 is the unique edge of Γα that is
included in the path from ∆ to the root. By construction, in both cases we always have
(8) 0 < xi2 < xi1 and 0 < xi3 < xi1 .
We will call ei1 the base of ∆.
(b) We have A(∆) = 12ℑ(z¯i1zi2 ). Thus, Z must satisfy
(9) ℑ(z¯i1zi2 ) = xi1yi2 − xi2yi1 > 0.
(c) Removing ei1 from the tree Γα, we get two subtrees Γ
′
α and Γ
′′
α , where Γ
′
α contains ∆. The
union of the triangles of T dual to the vertices of Γ′α can be identified with a polygon P in R2
which has a side corresponding to ei1 . Without loss of generality, we can assume that ei1 is the
lower side of P. The triangle ∆ is identified with a triangle in P whose vertices are denoted by
A, B,C, where A and B are the left and right endpoints of ei1 respectively. By the convention
on the cyclic ordering, we have ei2 = BC, ei3 = CA.
If P is a vertex of P different from A and B, we denote by Pˆ the intersection of the vertical
(downward) ray from P with int(AB), and by h(P) the length of the segment PPˆ. We will
call Pˆ the projection of P to AB. We denote the vertices of P whose projection to AB is
between A and Cˆ by D1, . . . ,Dr, and the vertices whose projection to AB is between Cˆ and B
by E1, . . . , Es from the left to the right. By construction, we have
h(C) < h(Di), ∀i = 1, . . . , r, and h(C) ≤ h(E j), j = 1, . . . , s.
Note that the condition h(C) < h(Di) is equivalent to
−−→
DiC ∧ −→AB > 0. As −−→DiC = −−−−−→DiDi+1 +
· · ·+−−→DrC, and the sides of P are the edges of T, we can write −−→DiC as a linear function fi of Z.
Consequently, the condition on h(Di) becomes
(10) ℑ(z¯i1 fi) < 0, ∀i = 1, . . . , r.
Similarly, for E j, j = 1, . . . , s, we have h(C) ≤ h(E j), and these conditions are equivalent two
(11) ℑ(z¯i1g j) ≥ 0, ∀ j = 1, . . . , s.
where g j are some linear functions of Z. The functions fi, g j are completely determined by
the tree Γ′α. Note also that, a priori, we cannot replace the inequality in (11) by a strict one.
Let D be the subset of VT which is defined by the inequations (7), (8), (9), (10), (11). For every
Z = (z1, . . . , zN1) ∈ D, we define Ψ(Z) to be the pair (M, {γ1, . . . , γm}), where
• M is the translation surface obtained by gluing the triangles constructed from the coordinates
of Z (using the graph Γ).
• γi is the saddle connection in M corresponding to the edge of Γ which connects the roots of
Γi,+, and Γi,−.
As a direction consequence of the construction of Ψ, we get
Proposition A.11. Let D0 be a component of D. If Ψ(Z) ∈ H˜ (m)(k) for some Z ∈ D0, then Ψ(D0) ⊂
H˜ (m)(k)∗, and Ψ realizes a homeomorphism fromD0 onto its image.
Since the set of admissible families of graphs is clearly finite, we get
Corollary A.12. H˜ (m)(k)∗ is covered by a finite family of subsets of the form Ψ(D0).
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A.6. Primary and auxiliary families of indices. Let (Γ, {Γi,±}) be an admissible family of graphs,
where Γ is the dual graph of a special triangulation T of some element (M, {γ1, . . . , γm}) ∈ H˜ (m)(k)∗.
We denote by SΓ the systems of linear equations of type (6) associated to Γ, and by VΓ the subspace
of CN1 consisting of solution of SΓ.
In what follows, we will say that a family of coordinates {zi, i ∈ I} is dependent with respect to
SΓ if there exists a vector (λi)i∈I ∈ RI such that
∑
i∈I λizi = 0, for all (z1, . . . , zN1) ∈ VΓ. The family
{zi, i ∈ I} is said to be independent with respect to SΓ, if such a vector does not exist. Equivalently,
the family of coordinates {zi, i ∈ I} is independent if the restriction of the projection (z1, . . . , zN1 ) ∈
C
N1 7→ (zi)i∈I ∈ C|I| to VΓ is surjective.
Remark A.13.
• Since the coefficients of the equations of SΓ are in {0,±1}, if the family {zi, i ∈ I} is dependent,
we can choose the vector (λi)i∈I such that λi ∈ Z, for all i ∈ I.
• Let ei denote the edge of T which corresponds to zi. A family I is independent with respect to
SΓ if and only if the family {ei, i ∈ I} is independent in H1(M,Σ,Z).
Definition A.14. The primary family of indices of (Γ, {Γi,±}) is the unique ordered subset (i1, . . . , i2g+n−1)
of {1, . . . ,N1} that satisfies the following properties
• ik < ik+1,
• i1, . . . , i2g+n−1 is an independent family of indices with respect to SΓ,
• For all k ∈ {1, . . . , 2g+n−1}, if i < ik then the family (i1, . . . , ik−1, i) is dependent with respect
to SΓ.
Remark A.15. The primary family of indices can be found inductively by the following algorithm:
first we take i1 = 1, . . . , im = m. Recall that e1 = γ1, . . . , em = γm, and by assumption (γ1, . . . , γm)
is independent in H1(M,Σ,Z), hence the family {i1, . . . , im} is independent with respect to SΓ. As-
sume that we already have an independent family (i1, . . . , ik), then ik+1 is the smallest index such that
(i1, . . . , ik, ik+1) is independent.
Let us denote by I the primary family of index of (Γ, {Γi,±}).
Definition A.16. An auxiliary family of I is an ordered family of indices J = ( jm+1, . . . , j2g+n−1)
which satisfies the following condition: for any k ∈ {m + 1, . . . , 2g + n − 1}, e jk is the base of one of
the triangles in T that contains eik . In particular, we have jk < ik.
Remark A.17. By definition, we have jk < ik, thus (i1, . . . , ik−1, jk) is a dependent family. Since the
family (i1, . . . , ik−1) is independent, it follows that z jk is a linear function of (zi1 , . . . , zik−1 ) in VΓ.
An auxiliary family of I can be found as follows: for each ik ∈ I, k > m, consider the corresponding
edge eik of Γ. We have two cases:
• eik belongs to some tree Γα. In this case, let ∆k be the triangle of T dual to the endpoint of eik
which is closer to the root of Γα. Let ei′k and ei′′k be the other sides of ∆k where i
′
k > i
′′
k . We
have ik , min{ik, i′k, i′′k } by the definition of compatible numbering. Thus i′′k = min{ik, i′k, i′′k },
which implies that ei′′k is the base of ∆k, and we can choose jk to be i
′′
k .
• eik does not belong to any of the trees Γα. Let ∆k be one of the two triangles in T that contains
eik . Again let ei′k and ei′′k be the other sides of ∆k where i
′
k > i
′′
k . By the definition of compatible
numbering, we also have ik , min{ik, i′k, i′′k }, hence we can choose jk to be i′′k .
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A.7. Proof of Theorem A.4.
Proof. Fix an admissible family of graphs (Γ, {Γi,±}) together with a compatible numbering of the
edges of Γ. Let I = (i1, . . . , i2g+n−1) be the primary family of indices of (Γ, {Γi,±}), and J = ( jm+1, . . . , j2g+n−1)
an auxiliary family of indices of I. Since card{I} = dimC VΓ, there exists a linear isomorphism with
rational coefficients
F : C2g+n−1 → VΓ
(z1, . . . , z2g+n−1) 7→ ( f1(z1, . . . , z2g+n−1)), . . . , fN1(z1, . . . , z2g+n−1))
which satisfies fik = zk, ∀ik ∈ I. To simplify the notation, we write fk instead of f jk , for every jk ∈ J.
Let D be the domain of VΓ which is defined by the inequations (7), (8), (9), (10), (11). By a
slight abuse of notation, we will denote also by D the corresponding domain in C2g+n−1 (via F). For
every (z1, . . . , z2g+n−1) ∈ D, let A((z1, . . . , z2g+n−1)) denote the area of the surface constructed from
F((z1, . . . , z2g+n−1)).
Let us write zi = xi + ıyi, with xi, yi ∈ R, i = 1, . . . , 2g + n − 1, and fk = ak + ıbk, ak, bk ∈ R, k =
m + 1, . . . , 2g + n − 1. Remark that the coefficients of fk are real, therefore ak is a real linear function
of (x1, . . . , xk−1), and bk is a real linear function of (y1, . . . , yk−1).
To prove the theorem, by Corollary A.12, is is enough to show that
(12)
∫
D
e−(|z1 |
2/ǫ21+···+|zm |2/ǫ2m)e−Adx1dy1 . . . dx2g+n−1dy2g+n−1 < Kǫ21 . . . ǫ
2
m.
To prove the inequality (12) we will make use of the conditions (8) and (9). We first observe that the
inequation (8) implies that for any (x1 + ıy1, . . . , x2g+n−1 + ıy2g+n−1) ∈ D, we have
(13) 0 < xk < ak, k = m + 1, . . . , 2g + n − 1.
Set
D∗ = {(z, x), z ∈ Cm, x ∈ (R>0)2g+n−1−m, (z, x) satisfies (13)} ⊂ Cm × R2g+n−1−m>0 .
For any (z, x) ∈ D∗, set
Y(z, x) = {y = (ym+1, . . . , y2g+n−1) ∈ R2g+n−1−m : (z, x + ıy) ∈ D}.
The inequality (12) now becomes
(14) I :=
∫
D∗
e−(|z1 |
2/ǫ21+···+|zm |2/ǫ2m)


∫
Y(z,x)
e−Adym+1 . . . dy2g+n−1
 dµ2g+n−1−m
 dµ2m < Kǫ21 . . . ǫ2m.
where dµ2g+n−1−m = dxm+1 . . . dx2g+n−1 and dµ2m = dx1dy1 . . . dxmdym are the Lebesgue measures of
R
2g+n−1−m and Cm respectively.
For every k ∈ {m + 1, . . . , 2g + n − 1}, let ∆k denote the triangle in T that contains eik and e jk .
Claim A.18. If k , k′, then ∆k , ∆k′ .
Proof. We can assume that k < k′. If ∆k = ∆k′ then eik , e jk , eik′ are contained in the same triangle,
which implies that zik′ is a linear function of (zik , z jk ) in VΓ. By assumption, z jk is a linear function of
(zi1 , . . . , zik−1), thus zik′ is a linear function of (zi1 , . . . , zik ) which is impossible since (i1, . . . , ik′ ) is an
independent family. 
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Let ηk be the area of ∆k. The previous claim implies immediately that
(15) A >
2g+n−1∑
k=m+1
ηk.
As functions on C2g+n−1, ηk are given by
ηk = ±12ℑ( fk z¯k) = ±
1
2
(akyk − xkbk).
Since bk is a linear function of (y1, . . . , yk−1), we have
∂ηk
∂y j
=

±1
2 xk
∂bk
∂y j
if j < k,
±1
2 ak if j = k,
0 if j > k,
hence
dηm+1 . . . dη2g+n−1 =
1
22g+n−1−m
∣∣∣∣∣∣∣∣∣∣∣
det

±am+1 0 . . . 0
∗ ±am+2 . . . 0
. . . . . . . . . . . .
∗ ∗ . . . ±a2g+n−1

∣∣∣∣∣∣∣∣∣∣∣
dym+1 . . . dy2g+n−1.
Therefore, we have
dym+1 . . . dy2g+n−1 =
22g+n−1−m
am+1 . . . a2g+n−1
dηm+1 . . . dη2g+n−1.
It follows from (15) that
I(z, x) :=
∫
Y(z,x)
e−Adym+1 . . . dy2g+n−1 <
22g+n−1−m
am+1 . . . a2g+n−1
∫
Y(z,x)
e−(ηm+1+···+η2g+n−1)dηm+1 . . . dη2g+n−1.
The conditions (9) mean that the functions ηk are positive on Y(z, x). Thus we have
I(z, x) < 2
2g+n−1−m
am+1 . . . a2g+n−1
∫
+∞
0
e−ηm+1dηm+1· · ·
∫
+∞
0
e−η2g+n−1dη2g+n−1 =
22g+n−1−m
am+1 . . . a2g+n−1
,
and
(16) I < 22g+n−1−m
∫
D∗
e−(|z1 |
2/ǫ21+···+|zm |2/ǫ2m)
am+1 . . . a2g+n−1
dx2g+n−1 . . . dxm+1dµ2m.
From the definition ofD∗, the right hand side of (16) is equal to
22g+n−1−m
∫
Cm
e−(|z1 |
2/ǫ21+···+|zm |2/ǫ2m)
(∫ am+1
0
· · ·
∫ a2g+m−1
0
1
am+1 . . . a2g+n−1
dx2g+n−1 . . . dxm+1
)
dµ2m.
Since am+1, . . . , ak do not depend on xk, we have∫ am+1
0
· · ·
∫ a2g+m−1
0
1
am+1 . . . a2g+n−1
dx2g+n−1 . . . dxm+1 = 1.
Thus
(17) I < 22g+n−1−m
∫
Cm
e−(|z1 |
2/ǫ21+···+|zm |2/ǫ2m)dx1dy1 . . . dxmdym = 22g+n−1−mπmǫ21 . . . ǫ
2
m.
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The inequality (14) is then proved. Since the number of admissible families of graphs is finite, Theo-
rem A.4 follows. 
APPENDIX B. STRATA OF QUADRATIC DIFFERENTIALS
B.1. Statement of the result. Let X be a compact Riemann surface, and φ a meromorphic quadratic
differential on X with simple poles. The quadratic deferential φ defines on X a flat metric structure
whose transition maps are of the form z 7→ ±z + c, c is constant. Since all the poles of φ are simple,
the area of this metric structure is finite, and its singularities are isolated cone points corresponding to
the zeros and poles of φ. The cone angle at a zero of order k is (k + 2)π, where a zero of order −1 is a
simple pole.
In the case φ = ω2, where ω is a holomorphic one-form, the flat metrics defined by φ and ω
are the same. We will be only interested in quadratic differentials which are not the square of any
holomorphic one-form. In this case, the corresponding flat surface is also called a half-translation
surface. We denote by Q(d), d = (d1, . . . , dn), di ∈ {−1, 0, 1, 2, . . . }, the set of pairs (X, φ) where φ
has exactly n zeros, with orders given by d, and φ is not the square of a holomorphic one-form. By
convention, a zero of order 0 is a marked regular point. Remark that the genus of X is determined by
the formula
d1 + · · · + dn = 4g − 4.
It is well known that Q(d) is a complex algebraic orbifold of dimension 2g + n − 2, which is equipped
with a natural Lebesgue volume form vol.
Let us recall briefly a way to define the local chart on a neighborhood of (X, φ) ∈ Q(d). There exists
a canonical (ramified) double cover pi : Xˆ → X such that the quadratic differential φˆ = pi∗φ is the
square of a holomorphic one-form ωˆ on Xˆ. We have an involution τ : Xˆ → Xˆ satisfying x′ = τ(x) if
and only if pi(x′) = pi(x), and τ∗ωˆ = −ωˆ. Let Σ be the set of zeros and poles of φ and Σˆ = pi−1(Σ) ⊂ Xˆ.
We have a natural decomposition
H1(Xˆ, Σˆ,C) = H1(Xˆ, Σˆ,C)
− ⊕ H1(Xˆ, Σˆ,C)+,
where H1(Mˆ, Σˆ,C)± are the eigenspaces of τ corresponding to the eigenvalues ±1 respectively.
For a pair (X′, φ′) close to (X, φ), we have a pair (Xˆ′, ωˆ′) close to (Xˆ, ωˆ) together with an involution
τ′ : Xˆ′ → Xˆ′ (in the same homotopy class as τ), and a ramified double cover pi′ : Xˆ′ → X′. Let Σ′ be
the set of zeros and poles of φ′ and Σˆ′ = pi′−1(Σ′). We can identify H1(Xˆ′, Σˆ′,Z)− with H1(Mˆ, Σˆ,Z)−.
Choose a basis {c1, . . . , cd} of H1(Xˆ, Sˆ ;Z)−, then the period mapping Φˆ : (X′, φ′) 7→ (
∫
c1
ωˆ′, . . . ,
∫
cd
ωˆ′)
is a local chart for Q(d), in which the volume form vol is identified with the Lebesgue measure of Cd.
Let Q1(d) denote the subset of Q(d) consisting of surface of area one, then we have a volume form
vol1 on Q1(d) defined by
dvol = dAdvol1,
where A is the area function on Q(d).
To simplify the notation, we denote by M and Mˆ the flat surfaces defined by the pairs (X, φ) and
(Xˆ, ωˆ) respectively. A geodesic segment γ on M with endpoints in Σ which does not intersect Σ in
the interior will be called a saddle connection. The pre-image of γ in Mˆ consists of two geodesic
segments γˆ1, γˆ2 with endpoints in Σˆ. We choose the orientation of γˆ1 and γˆ2 so that τ(γˆ1) = −γˆ2 and
τ(γˆ2) = −γˆ1. We will denote by γˆ the element of H1(Mˆ, Σˆ,Z) represented by γˆ1 + γˆ2. By definition, γˆ
belongs to H1(Mˆ, Σˆ,C)−.
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Definition B.1. A family {γ1, . . . , γm} of m saddle connections on M is called independent if {γˆ1, . . . , γˆm}
is independent in H1(Mˆ, Σˆ,C)−.
By convention two saddle connections γ, γ′ in M are said to be disjoint if int(γ) ∩ int(γ′) = ∅. For
all ǫ = (ǫ1, . . . , ǫm) ∈ (R>0)m, where m < dimC Q(d) = 2g + n − 2, let us denote by Q(m)1,ǫ (d) the set
of M ∈ Q1(d) such that there exists an ordered independent family of disjoint saddle connections
{γ1, . . . , γm} on M satisfying |γ j| < ǫ j, j = 1, . . . ,m. Similar to the case of Abelian differentials, we
will prove
Theorem B.2. For any m < dimC Q(d), there exists a constant K = K(d,m) such that for every
ǫ ∈ (R>0)m, we have
vol1(Q(m)1,ǫ (d)) < Kǫ21 . . . ǫ2m.
B.2. Half-translation surface with marked saddle connections. Let us denote by Q˜(m)(d) the set
of pairs (M, {γ1, . . . , γm}), where
• M is an element of Q(d),
• {γ1, . . . , γm} be an independent family of disjoint saddle connections in M.
There exists a natural projection F : Q˜(m)(d) → Q(d) consisting of forgetting the marked saddle
connections. This projection is locally homeomorphic, hence we can pullback the Lebesgue measure
dvol of Q(d) to Q˜(m)(d). We define a function Fǫ : Q˜(m)(d)→ R as follows
Fǫ : (M, {γ1, . . . , γm}) 7→ exp(−
m∑
j=1
|γ j|
ǫ2j
− A(M)).
Theorem B.2 is a direct consequence of the following theorem by the same arguments as in the proof
of Theorem A.2
Theorem B.3. There exists a constant K = K(d,m) such that∫
Q˜(m)(d)
Fǫdµ < Kǫ
2
1 . . . ǫ
2
m.
B.3. Symmetric special triangulation. Consider an element (M, {γ1, . . . , γm}) of Q˜(m)(d). Given
θ ∈ S1, the flow in direction θ is not well defined on M, but the notion of “parallel” is. Let Q˜(m)(d)∗ be
the set of (M, {γ1, . . . , γm}) ∈ Q˜(m)(d) which satisfy the following condition: every vertical separatrix
intersects the set ∪1≤i≤mint(γi) before reaching a singular point. The following lemma follows from
the same argument as Lemma A.6
Lemma B.4. Q˜(m)(d)∗ is an open dense subset of full measure of Q˜(m)(d).
Suppose that (M, {γ1, . . . , γm}) belongs to Q˜(m)(d)∗, then (Mˆ, {γˆ11, γˆ21, . . . , γˆ1m, γˆ2m}) belongs to H˜ (2m)(kˆ)∗
(for some integral vector kˆ). Let Tˆ be the special triangulation of Mˆ with respect to the family {γˆsi }.
Since we have τ∗ωˆ = −ωˆ, it follows that the involution τ sends a separatrix indirection (0, 1) to a
separatrix in direction (0,−1) and vice versa. By definition, the family of saddle connections {γˆsi } is
invariant under τ. Therefore, τ induces an involution on set of vertical separatrices joining every point
in Σˆ to some points in ∪1≤i≤m(int(γˆ1i ) ∪ int(γˆ2i )). As a consequence, the triangulation Tˆ is invariant
under τ. It follows in particular that τ induces an involution on the set Tˆ(1).
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Let Nˆ1 and Nˆ2 be the number of edges and of triangles in Tˆ respectively. We choose the orientations
of the edges of Tˆ such that ωˆ(τ(e)) = −ωˆ(e) for all e ∈ Tˆ(1). Consider a vector Z ∈ CNˆ1 as a
function from Tˆ(1) to C, we have a system STˆ of Nˆ2 linear equations of the form (6), each of which
corresponding to a triangle in Tˆ(2). We add to this system the equations
(18) Z(e′) = Z(e)
where e, e′ ∈ Tˆ(1) such that τ(e) = −e′.
Let SˆTˆ denote the resulting system, and VˆTˆ ⊂ CNˆ1 denote the space of solutions of SˆTˆ. Clearly, the
integrals of ωˆ along the edges of Tˆ gives us a vector in VˆTˆ. Given Z
′ ∈ VˆTˆ close to Z, we can construct
a surface Mˆ′, together with 2m marked saddle connections γˆ′ si and an involution τ′ : Mˆ′ → Mˆ′
satisfying τ′(γˆ′1i ) = −γˆ′2i . Thus we have a continuous mapping ΨTˆ defined in a neighborhood of Z in
VˆTˆ to Q˜(m)(d). It is not difficult to check that dimC VˆTˆ = dimC Q˜(m)(d) = 2g+n−2, and in local charts
of Q˜(m)(d) defined by period mappings, ΨTˆ is a linear isomorphism between complex vector spaces.
Let D be the domain in VˆTˆ which is defined by the inequations (7), (8),(9), (10), (11), and D0 be
the component ofD that contains Z.
Proposition B.5. The map ΨTˆ is well defined and injective in D0, it realizes a homeomorphism
between D0 and its image in Q˜(m)(d).
Let us now define
Definition B.6. Let Γ be a trivalent graph with Nˆ2 vertices and Nˆ1 edges. Let Γsi,±, i ∈ {1, . . . ,m}, s ∈
{1, 2}, be a family of disjoint subgraphs of Γ which are trees. We will say that (Γ, {Γsi,±}) is a symmetric
admissible family of graphs if (Γ, {Γsi,±}) is an admissible family of graphs (see Definition A.10), and
there exists an involution τ of Γ which satisfies τ(Γ1i,ε) = Γ
2
i,−ε.
Let Γ be the dual graph of Tˆ. For each γˆsi , let Γ
s
i,+ (resp. Γ
s
i,−) be the tree in Γ which is dual to the
union of triangles in Tˆ(2) that cover the vertical separatrices reaching int(γˆsi ) from the upper side (resp.
lower side). By construction, (Γ, {Γsi,±}) is a symmetric admissible family of graphs. Since the set of
symmetric admissible families of graphs is finite, we get
Proposition B.7. There exists a partition of Q˜(m)(d)∗ into finitely many subsets, each of which corre-
sponds to a component of the subset determined by the inequations (7), (8),(9), (10), (11) in a vector
subspace Vˆ of CNˆ1 of dimension 2g+n−2. The space Vˆ itself is determined by a symmetric admissible
family of graphs.
B.4. Proof of Theorem B.3.
Proof. Let (Γ, {Γsi,±}) be a symmetric admissible family of graphs. Choose a compatible numbering of
the edges of Γ such that ei is the root of Γ1i,+, i = 1, . . . ,m. Let SΓ denote the linear system associated
to (Γ, {Γsi,±}), and SˆΓ the system obtained by adding to SΓ the equations of type (18). Let VˆΓ be the
space of solutions of SˆΓ in CNˆ1 . Let D be the subset of VˆΓ determined by the inequations (7), (8),
(9), (10), (11). By construction, there exists a map Ψ : D → Q˜(m)(d) which is homeomorphic onto its
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image. The pullback of the function Fǫ by Ψ is given by
Ψ
∗Fǫ(Z) = exp(−( |z1|
2
ǫ21
+ · · · + |zm|
2
ǫ2m
) − A(Ψ(Z))).
By Proposition B.7, it suffices to show that∫
D
e−(|z1 |
2/ǫ21+···+|zm |2/ǫ2m)−Adµ < Kǫ21 . . . ǫ
2
m.
where dµ is the Lebesgue measure of VˆΓ. The remainder of the proof follows the same lines as the
proof of Theorem A.4. 
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