This paper provides sufficient conditions for both practical stability and finite-time stability of linear singular continuous time-delay systems, which can be mathematically described as = + −  0 1 ( ) ( ) ( ) E t A t A t x x x τ . Considering a finite-time stability concept, new delay independent and delay dependent conditions have been derived using the approach based on the Lyapunov-like functions and their properties on the subspace of consistent initial conditions. These functions do not need to have the properties of positivity in the whole state space and negative derivatives along the system trajectories. When the practical stability has been analyzed, the above mentioned approach was combined and supported by the classical Lyapunov technique to guarantee the attractivity property of the system behavior. Moreover, a linear matrix inequality (LMI) approach has been applied in order to get less conservative conditions.
Dynamic physical processes arise in many areas of engineering, science and economics, and are usually modelled using ordinary differential equations (ODEs) or partial differential equations (PDEs). However, some of the states in these physical processes are constrained, and such states are governed by algebraic equations and the resulting mathematical model contains ODEs/PDEs coupled with nonlinear algebraic equations. During the past three decades, DAE systems have attracted much attention due to the comprehensive applications in economics, as the Leontief dynamic model, in electrical applications using the theory described in [1] , in mechanical models as in [2] , in chemical engineering, etc. Models of chemical processes, for example, typically consist of differential equations describing the dynamic balances of mass and energy while additional algebraic equations account for thermodynamic equilibrium relations, steady state assumptions, and empirical correlations. Some particular properties of DAEs and their significance in chemical engineering are illustrated by [3] [4] [5] . Numerical solution of DAE systems is more difficult as compared to ODE models due to the existence of linear and non-linear algebraic equations and due to discontinuities in the algebraic variables over the independent variable space. Systems described by DAEs are referred to as degenerate, descriptor, generalized, semi-state systems or singular systems.
For illustration purpose we give an example of singular system from chemical engineering. It is the separation of two alcohols (methanol, n-propanol) in a 40 tray distillation column with one feed stream which is described in [5] . A singular model with concentration x B in the reboiler, position of profile s r in the rectifying section, concentration x M for the feed tray, position of profile s s in the stripping section, and concentration x D in the condenser as descriptor variables is described by the following matrix equation [5] : (1) where: 
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Here "□" denotes numerical entries and Δz = z(t) --z n difference of a current value of a variable z(t) and its nominal value, z n . The mixture is fed in the column with the feed flow rate, F. Feed flow rate, F, and feed composition, x F (molar fraction), are determined by upstream processes. The liquid flow rate, L, and vapor flow rate, V, are considered to be control inputs.
It has been observed that a variety of singular systems are characterized by the phenomena of time delay. Such systems are called singular systems with time delay. Time delay can appear in the input variables, output variables and/or the state space vector. In general, the dynamic behavior of continuous-time singular systems with delays is more complicated than that of system without any time-delay because the continuous time-delay system is infinite dimensional. For this reason, over the past decades, there has been increasing interest in the stability analysis for singular time-delay systems and many results have been reported in the literature [6] [7] [8] [9] [10] [11] .
In practice one is not only interested in the system stability (e.g., in the sense of Lyapunov approach), but also in the bounds of system trajectories. A system could be stable but completely useless because it possesses undesirable transient performances. Thus, it may be useful to consider the stability of such systems with respect to certain sub-sets of state-space, which are a priori defined for a given problem. Besides that, it is of particular significance to consider the behavior of dynamical systems only over a finite time interval. These bound properties of system responses, i.e. solutions of system models, are important from the engineering point of view. Realizing this fact, numerous definitions of the so-called technical and practical stability, as well as finite-time stability have been introduced.
A system is said to be finite-time stable (FTS) if, once a time interval is fixed, its state does not exceed some bounds during this time interval. Little work has been done for the finite-time stability and stabilization of singular time-delay systems. Some results on FTS and practical stability can be found in [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] (singular systems) and [23] [24] (singular time-delay systems). However, according to the author's knowledge, there is no result available yet on finite-time stability and attractive practical stability for a class of linear timedelay systems using linear matrix inequality.
In this article, we consider the problem of finitetime and practical stability for a class of linear singular time-delay systems. First, we present delay-independent and delay-dependent criteria which provide sufficient conditions for a singular time-delay system to be regular, impulse free and finite-time stable. Then, using the linear matrix inequality (LMI) approach, novel sufficient conditions for the finite-time and attractive practical stability are derived. Numerical examples are given to show the effectiveness of the proposed approaches.
NOTATION AND PRELIMINARIES
The following notations will be used throughout the paper. ℜ n denotes the n-dimensional Euclidean space, C n complex vector space and × ℜ n m is the set of all real matrices of dimension n×m. Superscript "T" stands for matrix transposition. X > 0 means that X is real symmetric and positive definite and X > Y means that the matrix X-Y is positive definite. In symmetric block matrices or long matrix expressions, we use an asterisk (*) to represent a term that is induced by symmetry. I stands for identity matrix, ( ) ℵ X null space (kernel) of matrix X and λ(X) eigenvalue of matrix X. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.
Consider a linear continuous singular system with state delay, described by:
with a known compatible vector valued function of the initial conditions:
where may be singular, and it is assumed that = ≤ rank( ) E r n. The following definition will be used in the proof of the main results. Definition 1. Matrix pair (E,A 0 ) is said to be regular if det(sE-A 0 ) is not identically zero [6] .
Definition 2. The matrix pair (E,A 0 ) is said to be impulse-free if degdet(sE-A 0 ) = rankE [6] .
The linear continuous singular time delay system (2) may have an impulsive solution. However, the regularity and the absence of impulses of the matrix pair (E,A 0 ) ensure the existence and uniqueness of an impulse-free solution of the system. The existence of the solutions is defined in the following Lemma. Lemma 1. Suppose that the matrix pair (E,A 0 ) is regular and impulsive free, then the solution to (2) exists and is impulse-free and unique on [0, ∞) [6] .
Lemma 2. Continuous singular system:
where:
is regular and impulse-free if and only if A 22 is invertible [12] .
In view of this, we introduce the following definition for singular time-delay system (2).
Definition 3. The singular continuous system with state delay (2) is said to be regular and impulse-free, if the matrix pair (E,A 0 ) is regular and impulse-free [6] .
Remark 1. The singularity of matrix E will ensure that solutions of (2) exist only for special choices of
. In the literature [25] , the subspace of * k  of consistent initial conditions is shown to be the limit of the nested subspace algorithm:
( )
is invertible for some ∈ λ C (condition for uniqueness), then
MAIN RESULTS

Classical approach
In the further analysis the following case has been considered: the subspace of consistent initial conditions for singular time delay and singular non-delay systems coincides.
As a basis for the further solution development a stability definition and theorem have been presented at this point.
Definition 4. Singular time delayed system (2) is finite-time stable with respect to
implies:
Theorem 1. Consider a singular time delayed system (2) with:
where * k  is a subspace of consistent initial conditions. a) If there exists a positive real number ℘ such that:
then system (2) 
where
then system (2) is regular, impulse free and finitetime stable with respect to { } < α β α β , , , T . Proof. The condition (9) provides that the system (2) is regular and impulse free. Next, we show the stability. Let us consider the following Lyapunov-like function:
Total derivative ( ) ( )  , V t t x along the trajectories of the system is:
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Based on the known inequality:
we have:
Using (10) and (12), it is clear that (18) is reduced to:
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If condition (11) is satisfied, then system (2) is asymptotically stable in the sense in Lyapunov. In this case, the finite time stability is guaranteed for all T > 0.
From (19) we have:
Inequality (20) is satisfied if the following condition is valid:
, min : 1
After integrating the previous inequality, we get:
Finally, if the first condition of Definition 4 is used, then:
Conditions (12), (13) and inequality (23) imply:
This completes the proof. 
Theorem 2. Consider a singular time delayed system (2) with: 
then system (2) is regular, impulse free and finite-time stable with respect to { } , , , T α β α β < .
Proof. The condition (9) provides that the system (2) is regular and impulse free.
Next, we show the stability. It is very well known that if the x(t) is continuously differentiable for 0 t ≥ , one can write: 
for t τ ≥ [14] , so basic system's dynamics in (2) can be rewritten as: 
for arbitrary continuous initial function ϕ(t) on time interval t∈ [-2τ,0] . It is declared in [26] that asymptotic stability of (33) can assure the asymptotic stability of original system (2), since the basic system (2) is only a special case of system, whose dynamics is described by (33).
Let us consider the following Lyapunov-like function:
The total derivative
along the trajectories of the system (33) yields: 
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Furthermore, by using Lemma 3 and (27) we have: If condition (28) is satisfied, then system (2) is asymptotically stable in the sense in Lyapunov. In this case, the finite time stability is guaranteed for all T > 0.
T T t t T T T T t t T t T T T T t T T t T T T T t E A A s s t E A A A A E t s s s s t E A A A A E t q t E E t s t E A A A A q I E t
T T t T T T T t t T t T T T T t T T t T T T T t E A A s s t E A A A A E t s s s s t E A A A A E t q t E E t s t E A A A A q I E t
From (38) one can get:
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then Eq. (39) is satisfied. After integrating the previous inequality we get:
Finally, if one use the first condition of Definition (4), for
Conditions (29), (30) and (42) yield to:
This completes the proof. Remark 2. Expressions (14) and (31) are known as the Rayleigh quotient, the minimum of which can be determined using appropriate standard numerical methods.
Remark 3. Conditions (10) and (27) are main sources of the conservatism in Theorem 1 and 2. Namely, it is difficult to determine the parameter q so that (10) or (27) are satisfied because it is considered that the solution of the system (2) is not known. One way to estimate the parameter q is the simulation of system (2) for known initial conditions. Therefore, the above mentioned theorems have more theoretical than practical significance.
Modern (LMI) approach
Finally, by using linear matrix inequalities, we give the sufficient conditions under which the system (2) will be regular, impulse free and finite time stable or attractive practically stable. LMI approach has been applied in order to get less conservative conditions. These stability conditions have a great practical impor-tance because they are based on standard numerical optimization methods. 
and:
Proof. The proof of this theorem is divided into two parts. First, we deal with the regularity and impulsefree properties. Second, we treat the finite-time stability property.
First we show that the singular delay system (2) is regular and impulse-free. Using (48), it is easy to see that the following holds:
Now, we choose two nonsingular matrices M and N such that: ,0 0r
Let: 0 , 00
From Eq. (53), it can be verified that:
By Eqs. (50), (51) and (52) it can be shown that:
Based on Eq. (54) we have:
where the symbol "  "stands for a matrix irrelevant to the following development. From Eq. (56) we deduce that:
i.e., 
From Eqs. (48) and (59), one can have:
Integrating (61) from 0 to t T ≤ , follows:
Then:
Since:
From Eq. (63) and first condition of Definition 6, it follows: 
On the other hand, we have: 
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Once we fix ℘ for known α and β, the conditions 
Next, we give a definition of attractive practically stability and sufficient condition such that the system (2) is attractive practically stable. 
with the following property:
( ) ( ) 
and nonnegative scalar ℘ , positive scalars λ 1 , λ 2 and λ 3 , nonsingular matrix P, positive definite matrices Π and Q, such that the following conditions hold:
, , 
Proof. The regularity and impulse free properties are proved in the previous theorem.
Based on Corollary 1, the first and second conditions of Definition 6 follow directly from Eqs. (87) This completes the proof. Remark 5. According to our knowledge, there are no results available yet on finite-time stability and attractive practical stability in the sense of Definition 5 and 6 for a class of linear continuous time-delay systems that use linear matrix inequality. Therefore, we cannot to compare our results with existing ones.
NUMERICAL EXAMPLES
The effectiveness of the results presented in the previous section is now shown by means of numerical examples. Based on Remark 3, we give solutions of two problems of the finite-time and attractive practical stability using Theorem 3 (Corollary 1) and Theorem 4. 
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One should investigate finite-time stability of the system (92) with respect to α = 3, β = 100 and T = 5.
Based on Corollary 1, for fixed γ = 0.38, we can obtain the following feasible solutions: 
Thus, the system is asymptotically stable which implies ( ) ( ) Therefore, the system (93) is regular, impulse free and attractive and practically stable with respect to (3,3.3,200) .
CONCLUSION
Generally, this paper extends some of the basic results in the area of the non-Lyapunov stability to the particular class of linear singular time-delay systems. The finite-time and attractive practical stability problems of linear singular time-delay systems are studied. Using classical and LMI approaches novel sufficient conditions for both finite-time stability and attractive practical stability are presented. The obtained LMI conditions can be checked using the standard numerical optimization methods. Finally, two numerical examples are given to show the effectiveness of the proposed approaches.
