Abstract--The aim of this paper is to study the attracting set and attraction basin of the nonlinear and nonautonomous delay differential equations. Some new criteria for the attracting set and the attraction basin are obtained. Several examples are also worked out to demonstrate the advantages of our results. (~)
INTRODUCTION
There has recently been increasing interest in the study of the invariant set "and domain of attraction (the basin of attraction) of dynamical systems, and many authors have obtained some results about the problem for the autonomous differential equations with unique equilibrium. Sawano [1] , Seifert [2] , and Bates, Lu and Zeng [3] discussed the invariant set for systems of differential equations with or without delays. Siljak [4] and Lakshimikantham and Leela [5] gave the estimates of the actual domain of attraction of ordinary differential equations. Michel et al. [6] , Razgulin [7] , and Kolmanovskii and Nosov [8] obtained the domain of attraction of autonomous functional differential equations. Xu et al. [9, 10] discussed the domain of attraction of nonlinear discrete systems with delays. The problem of determining the invariant set and the basin of attraction of nonlinear and nonautonomous delay differential equations with or without equilibria is more complicated and still open. Hence, techniques and methods for the invariant set and the basin of attraction (the domain of attraction) determination should be developed and explored.
In this paper, we discuss the problem of the invariant set, the attracting set, and the attraction basin of the nonlinear and the nonautonomous delay differential equations, and give the criteria Part of this research was supported by the National Natural Science Foundation of China under Grant 19831030. We would like to express our indebtedness to the referee, whose searching questions helped us elaborate and improve our manuscript. Consider the nonlinear and nonautonomous functional differential equation
where Rn] , and A = diag{a~} is a diagonal matrix with a~ > 0 being constants. Yt E C is defined as yt(s) -=-y(t + s) for -r < s < 0.
The initial condition associated with (1) is of the form
In fact, the neural network models described in [12, 13] are the special cases of (1). For any to _> 0 and any ¢ • C, a solution of (1) is a function y: [to -r, oo) --* R" satisfying (1) for t > to and Yto = ¢-Throughout the paper, we always assume that system (1) has a continuous solution denoted by y(t, to, ¢) or simply y(t) if no confusion should occur. A point y* E R" is called an equilibrium point of (1), if y(t) = y* is a solution of (1). The inequality " _< " between matrices or vectors such as A _< B means that each pair of corresponding elements of A and B satisfies the inequality. Especially, A is called a nonnegative matrix if A > 0. For x, y E R n, x<y means that there at least exists an i • A = {1,...,n} such that xi < y~, x 4< y (x >> y) denotes x~ < y~ (x~ > Yi) for i E A.
For y E R n, we define ii¢,ll = sup I¢,(s)l.
--r<~<O 
DEFINITION 1. Let E C R n, Q(x) : E --* R n, if for any x', x" E E, x' <_ x" implies Q(x t) < Q(x"), then the function Q(x) is called monotonically nondecreasing in x • E.

DEFINITION 2. The set S c C is called a positive invariant set of (1) if for any initial value ¢ • S, we have yt(',to,¢) • S, t >_ to.
DEFINITION 3. A set $1 C C is called an attracting set of (1), if $1 possesses an open neighborhood D such that for any initial value ¢ • D, the solution Yt (', to, ¢) converges to $1 as t --
* +oo, that is, dist(yt(-, to, ¢), $1) ---* 0, t ~ +c~,(2)
MAIN RESULTS
In this paper, we always suppose the following. 
THEOREM 1. If in addition to (Hx) and (H2), there is a z >_ 0 such that f(z) <_ O, then the set S = {¢ E C I [¢]+ < z} is a positive invariant set of system (1).
PROOF. We will prove that, when [¢]+ < z,
[y(t)] + < z, for t >_ to. (3)
Otherwise, there must be some i, and tl > to, such that lY~ (tx)l = zi, lyi(t)l < zi, for t < tx, That is, which contradicts the first equality in (4), and so (3) holds. We complete the proof. For any ¢ E D, from (ii) in (Ha) and Theorem 1, we can also obtain y(t) E D, then there must be a constant vector a, such that the solution y(t) of (1) 
t--*+oo and a _~ L or a < L.
In fact, in (ii) of (H3) 
According to definition of superior limit and (8), for the above constant s, there is t3 > to, such that for any t _> t3,
[yt] + < Ee + a.
So, from (7) and (10) 
E [y(t)] + < c -A(t-t°)[¢]+ + e-AS(B(L) + AP) ds + e-A(t-S)(B(~E + a) + AP) ds -T < e-A(t-t°)[¢] + + sE + (I -e -AT) (c(sE + a) + P) ~_ e -A(t-t°) [¢]r + + eE + c(eE + a) + P.
Combining (10) with the definition of superior limit again, there are tk _> t3 + T, k --1, 2 .... such that limk-.+oo y(tk) = a.
Letting tk --* +oo, e ~ O, therefore, one has < c(a) + P, that is, f(a) _> 0. So, from (9) and (H3), we obtain a _< K, which implies that S attracts the solution y(t) through (to, ¢), hence (2) holds, and the proof is completed. 
where Fl(X) --x 12 +x 22 cos(x2 +x2), F2(x) = x2cos(x2)+x 2, ql(t) = 98sint, and q2(t) = 88 cost, by simply calculation, we obtain c(z) = oo 1 ) p =
49)
44 "
Let K = col(Ki} with K1 = 1.1, K2 = 1.2, L = col(L~} with L1 = 3, L2 = 2.9, obviously, the conditions of Theorems 1 and 2 hold. So, we have the set S = {¢ ] I¢111 -< 1.1, 1¢211 _< 1.2} is an attracting set of system (12) and D = (¢ I I¢111 < 3, ]¢211 < 2.9} is the attraction basin of S.
