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Abstract 
Bhatta, S.K. and K.S. Sastri, Symmetric spline procedures for boundary value problems with mixed boundary 
conditions, Journal of Computational and Applied Mathematics 45 (1993) 237-250. 
Consider a class of boundary value problems of the form y N = P(x>y + Q(X), a G x G b (linear) or y” = f(x, y), 
a d x < b (nonlinear), subject to mixed boundary conditions y’(a)- Cy(a) = a, y’(b)+ Dy(b) = p. Symmetric 
global spline procedures are developed for the above-mentioned problems and their convergence is analysed. 
Finally computational efficiency and convergence orders are also illustrated through numerical examples. 
Keywords: Boundary value problems; spline functions; symmetric matrices; convergence. 
1. Introduction 
Boundary value problems (BVPs) with conditions prescribed only on the solution frequently 
appear in nature. But the conditions which the solution of a differential equation must satisfy 
need not necessarily be only on the solution. In some problems, derivatives of the function may 
be known at the boundaries. In some other cases, a linear combination of the function and its 
derivative values is prescribed. In this work, problems of this nature and their numerical 
solution based on spline functions are discussed. Among the numerical methods (see [1,5,7-lo]), 
those based on spline functions have distinct advantages. The main advantage is that the 
solution can be obtained not only at the nodes, but at off-nodes as well. Besides, its derivatives 
can also be computed at the same time at any point in the domain. Also the matrices arising in 
Correspondence to: Prof. K.S. Sastri, Department of Mathematics, Indian Institute of Technology, Kharaghpur 
721302, India. 
* This author’s research was financially supported by CSIR, India in the form of an individual fellowship Vide grant 
No. 9/81(37)/85-EMR-I. 
0377-0427/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
238 S.K. Bhatta, KS. Sastri / Splineprocedures for BV?‘s 
the process have a band structure - this permits use of special algorithms in the solution 
procedure; this structure as well simplifies the matrix inversion procedure in the error analysis. 
Consider a class of linear and nonlinear BVPs of the form 
y” =P(x)y + Q(x), a <x <b, (1.1) 
and (1.2) 
Y” =f(x, Y), a,<x<b, 
subject to mixed boundary conditions 
y’(a) - CY(U> = a, Y’(b) + DY(b) = P, (1.3) 
where a, b, cz, p, C, D are given constants, P(x), Q(X) are continuous functions with P(X) > 0, 
C,D>O,C+D>O,andsupaf/ay=u>O. 
Discrete numerical procedures for the nodal approximation of the solution can directly 
incorporate the prescribed boundary conditions on the solution. But in case of mixed condi- 
tions not only the unknowns in the discrete scheme are increased by two, but special attention 
must also be taken care of while developing extra equations involving derivative values at the 
end points. Accuracy of this equation considerably influences the efficiency of the scheme. 
Splines have become a very popular means of approximating functions. They can be used 
effectively to approximate solutions of linear and nonlinear BVPs. In literature various authors 
have suggested different procedures for two-point BVPs with mixed boundary conditions. Sakai 
[ill presented a method based on quintic B-spline, whereas Chawla [3] proposed a fourth-order 
scheme based on finite differences. Again Sakai [12,13] suggested quadratic and cubic B-spline 
schemes. Chawla and Subramanian [4] discussed a fourth-order cubic spline method where the 
first derivative in the differential equation is discretized using central difference. Bhatta and 
Sastri [2] suggested a symmetric spline procedure for nonlinear BVPs with boundary values of 
the solution function prescribed at the end points. 
In this work, symmetric global (continuous) spline procedures are developed for the above- 
mentioned two-point BVPs with mixed boundary conditions. Discrete nodal approximations are 
first calculated using an even-degree spline scheme. These values are then used to obtain the 
parameters of an appropriate odd-degree spline function to approximate the solution at the 
intermediate points. 
The discrete scheme corresponding to spline functions of degree 6 is derived in Section 2; 
schemes corresponding to spline functions of degree 8 and 10 are also presented. Error 
estimation and convergence order of the first scheme are analytically discussed in Section 3. In 
Section 4, computational efficiency and the convergence orders are numerically illustrated. 
2. Development of the schemes 
Scheme I 
Consider a uniform partition of the interval [a, b] into N - 1 subintervals by inserting the 
knots xj = a + (j - l)h, j = 2,. . . , N - 1, where x1 = a, xN = b, steplength h = (b - a)/(N - 11, 
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and Ik=[xk_l, xk], k =2 ,..., N. On this partition, through collocation on (xi}, a scheme is 
obtained using a sextic spline S,(x) where 
Sfj(X) = i a,j4j> x~~xxx~+~, i= l,...,N-1, (2.1) 
j=l 
$j = (x -x,)j-I. Let S&xi> = Zj, Sf(xj> = Mj, P(xj) = pi, Q(xj> = Qj, y(xj> = yj, f(xj, yj) =fi. 
As the spline function approximates the solution y(x) through collocation, we have Zj =yj, 
j= l,..., N. Let us also assume iWj = y,!'. From the differential equations (1.1) and (1.21, we get 
Mj = q.Zj + Qj, (2.2) 
for the linear case, and 
Mj =f(xj, Zj), (2.3) 
for the nonlinear case. 
Now using the continuity conditions of the spline function, a relation between the function 
and its second-derivative values can be obtained as (see [l]) 
Zi_2 + 8Zj_1- 18Zj + SZj,l + Zj+z 
=~h2(Mj_2+56Mj_,+246Mj+56Mj+,+Mj+2), j=3,...,N-2. (2.4) 
It may be observed that (2.4) gives N - 4 equations in N unknowns Zj, j = 1,. . , , N. Hence, we 
need four equations more for the complete determination of all the unknowns. 
These equations can be derived in several ways. One method of selecting these equations is 
based on the symmetry of the main recursion relation. The basic reason for being interested in 
the symmetric scheme is their invariance with respect to the direction of integration. Besides, it 
has also computational and analytical advantages. Considering the left-hand side of (2.4), the 
coefficients matrix of Z-values is given by 
‘1 8 -18 8 1 o\ 
1 8 -18 8 1 
9 
i d -18 81 
\o 1 8 -18 8 l/ 
which is an (N - 4) X N matrix. Preserving the symmetry of the above-mentioned matrix, a new 
N X N symmetric matrix can be developed as 
-11 10 1 0 
10 -19 8 1 
1 8 -18 8 1 
1 8 -18 8 1 
1 8 -18 8 1 
1 8 -18 8 1 
1 8 -19 10 
0 1 10 -11 
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With these values as coefficients of 2, the required extra equations can ParametricallY be 
written as 
- 112, + lOZ, + z, = K&y; + P(cr,M, + P,M, + YiM,), 
lOZ, - 192, + 82, + z, = h2(a2M, + P*Mz + Y2M3 + S,M,>Y 
Z N-3 + 8Z,_, - 19Z,_, + loz, = h*(a,M,_, +&MN_* + y3MN-1 + &MN), 
z,_, + lozN+ - HZ, =K,hyi;,+ h*(a,M,_, + P,M,-, + Y~MJ. 
Now expanding both sides of the 
parameters can be easily obtained as 
K, = 12, 43 al=127 
10 
a*=757 
p*= !g 
1 
‘y3=iz, P3=% 
K, = - 12, 5 a4= -iy, 
above equations and equating like powers of h, the 
PI=+& yi= -5, 
Y*=$ a,=&, 
Y3=+, 6 =lo 3 12 3 
P4=$ y4=g 
From the boundary conditions, we have 
y;=CZ,+cr and yA= -DZ,+p. 
Therefore, the extra equations can now be expressed as 
- (11 + 12Ch)Z, + lOZ, + Z, = 12ha + bh*(43M, + 46M2 - 5M3), 
lOZ, - 19Z, + 82, f Z, = &h*(lOM, + lOlM, + 2OM, + n/l,), 
and 
(2.5) 
(2.6) 
Z N-3 + 8&J_, - 19Z,_, + 102, = &h*(M,,,_, + 2OM,_, + lOlM,_, + lOM,), 
(2.7) 
Z N-2 + lOZ,_, - (11 + 12Dh)Z, = -12hp + &h*( -5MN_* + 46M,_, + 43M,). 
(2.8) 
Equations (2.5), (2.61, (2.41, (2.7) and (2.8) are now N in number in the same number of 
unknowns. But depending on M, the system will be linear or nonlinear in nature. In case of a 
nonlinear system, an iterative method such as Newton’s method has to be used. The values so 
obtained are the nodal approximations of the solution. Once these values are known, values of 
the second derivative can be easily computed using relation (2.2) or (2.3). In the next section it 
is found that the discrete scheme is fourth-order convergent. And hence to obtain the same 
order approximation at the intermediate points, an interpolatory cubic spline S,(x) is coupled 
with the discrete scheme where S,(x) is given by 
s,(x) = Cxi+l -x)3 M, + Cx -xi)3 
6h ’ 6h 
Mi+l + (Zi - ;hMi)( xi+;-“i 
+(‘i+I - QhM,,,)( 7 ), xi <x <x~+~. P-9) 
Therefore, the above system of equations coupled with the cubic spline globally approximates 
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the solution of the BVP (1.11, (1.2) subject to mixed boundary conditions (1.3) at any point of 
the interval. 
Scheme II 
Analogously the scheme corresponding to the octic spline S,(X) is presented for the nodal 
approximation of the solution. Using the continuity conditions of the spline function, a relation 
between the function and its second-derivative values can be obtained as 
Zj_3 + 542j_2 + 135Zj_l- 38OZj + 135zj+i + 54zj+2 + zj+3 
= ~h’(Mj_, + 246Mj_, + 4047Mj_1+ 11572Mj + 4047Mj+1+ 246Mj+, +Mj+j), 
j=4 ,...,N-3. 
Required extra conditions, preserving the symmetry of the main recursive relation, are 
analogously derived as 
- 3022, + 2452, + 562, + Z, = 360hy; + &h2(1222M, + 1949M2 - 400M, + 97M,), 
2452, - 4342, + 1342, + 542, + Z, 
= &h2(2299M, + 25664M, + 7154M, + 1264M, - 141M,), 
562, + 1342, - 3802, + 1352, + 542, + Z, 
= &h2(763M, + 17546M, + 49306M, + 17556M, + 971M, + 18M,), 
Z N_5 + 54Z,_, + 135Z,_, - 38OZ,_, + 134ZN_1 + 562, 
= &h*(lSM,_, + 971M,_, + 17556M,_, + 49306M,_, 
+ 17546M,_, + 763M,), 
Z N_4 + 54Z,_, + 134Z,_, - 4342,-i + 2452, 
= &h”( - 141M,_, + 1264M,_, + 7154M,,_, + 25664M,_, + 2299M,), 
Z,_, + 56Z,_, + 2452,-i - 3022, 
= -36Ohyh + &h’(97M,_, - 4OOM,,,_, + 1949M,_, + 1222MJ. 
The above equations form a system of N equations in the same number of unknowns. This 
scheme is then coupled with a quintic spline S,(X). 
Scheme III 
In a similar fashion, the scheme using the spline function of degree 10 can also be obtained 
as 
- 156192, + 113262, + 40462, + 2462, + Z, 
= 2016Ohy; + &h*(131915M, + 274672M, - 83582M, + 41408M, - 7533M,), 
113262, - 1860622 + 34802, + 355524 + 24425 + Z, 
= &h*(199823M, + 2463986M, + 836146M, + 303396M, - 65889M, + 11098M,), 
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40462, + 34802, - 150512, + 37242, + 35562, + 2442, + Z, 
= &h*(3758485M, + 71119506M, + 147046119M, + 72X35641)/1, 
+ 5357859M, + 988914M, - 115007M,), 
2462, + 35552, + 37242, - 150502, + 37242, + 35562, + 2442, + Z, 
= &h*(597116M, + 31571397M, + 274212642M, + 606390467M, 
+274221672M, + 31566651M, + 652250M, + 4125M,), 
Zj_4 + 244Zj_3 + 3556Zj_2 + 3724Zj_1- 1505OZj + 3724Zj+r + 3556Zj+z 
+ 244Zj+, + Zj+4 = ~h”(Mj_4 + 1012Mj_, + 46828Mj_2 + 408364Mj_r 
+ 90199OMj + 408364Mj+ 1+ 46828Mj+2 
+ 1012Mj+, + Mj+4), 
j=5 ,...,N-4, 
Z N-7 + 244Z,_, + 3556Z,_, + 3724Z,_, - 1505OZ,_, + 3724Z,_, 
+ 3555Z+r + 2462, = &h2(4125M,_, + 65225OM+, + 31566651M,_, 
+ 274221672M,+, + 606390467M+, 
+ 274212642M,_, 
+31571397M+, + 597116M,), 
Z N-6 + 244Z,_, + 3556ZN_, + 3724Z,_, - 15051Z,_, + 3480ZN_1 + 40462, 
= &h2( - 115007M,_, + 988914M,_, + 5357859M,_, + 72913564M,_, 
+ 147046119M,_, + 71119506M,_, + 3758485M,), 
Z N-5 + 244Z,_, + 3555Z,_, + 348OZ,_, - 186062,-r + 113262, 
= &h*(11098M,_, - 65889M,_, + 303396M,_, + 836146M,_, 
+ 2463986 MN_ 1 + 199823,)) 
Z,_, + 246Z,_, + 4046Z,_, + 113262,-r - 156192, 
= -20160hy; + &h2( -7533M,_, + 41408M,_, - 83582M,_, 
+ 274672M,_ 1 + 131915M,). 
This scheme is then coupled with the quintic spline S,(x). The quintic sphe s&x) is given by 
360 
8Hi) - 60h(Mi+l + 2Mi) + - h (‘i+l - ‘i) 
I 
+~(x-~~)~H~+0.5(x-x,)~M~+Z~, x~<x<x~+~. 
Using the continuity conditions of the spline function, H-values can be expressed in terms of 
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values of Z and A4 as 
H,=;(M,+8M,+M,)- 
120 
-$Z1-2Z2+ZJ-% 
Hi = ;(Zi_I - 22, +Zi+r) - &4_,+8M~+A4i+i). i=2 ,...) N-l, 
120 
HN= - ,,(Z~_,-22,_,+Z,)+~(M,_,+*~~_,+M,)-H,_,. 
3. Convergence analysis 
Here we present the analysis of Scheme I corresponding to the sextic spline S,(X) coupled 
with the interpolatory cubic spline S,(X). For the ease of presentation, vector and matrix 
notations are introduced. Let 
Y= (YI,...,YN)*> z=(z,,...,Z,)*, F= (fll...,fN)T, 
p= (Pl,...JN)*, Q = (41,. . - > a,JT R=(-12ha,O )...) 0,12/Q) 
T 
(3.1) 
be the vectors and the matrices A and B be given by 
(ll+k -10 -1 
-10 19 -8 -1 
-1 -8 18 -8 -1 
A= 
-; _fj 18 -fj -1 
-1 -8 19 -10 
\ -1 -10 11 +i 
and 
(215 230 -25 
50 505 100 5 
B=$ 2 112 ‘..*:. 492 112 ‘:. 2 
2 112 492 112 2 I 
where k = 12hC, I= 12hD. 
\ 
, 
/ 
(3.3) 
5 -25 100 505 230 215 50 
Now, the system of equations (2.5), (2.6), (2.4), (2.7) and (2.8) can be compactly written as 
AZ+h2BM(Z)=R, (3.4) 
where M = PZ f Q (linear), M = F(X, Z> (nonlinear). 
For the exact solution Y, we have 
AY+ h2BM(Y) = R + T, (3.5) 
(3.2) 
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where T is the truncation error. Using Taylor’s expansion, the truncation error T(h) = 
(t,(h), . . . , t,(h)>T can be written as 
’ - &h5YC5)( 6,) > Xl < 51 <x3 i= 1, 
- &QY@)(5,), Xl < 52 <x4, i = 2, 
t,(h)= ( -&h8y@)(xi)+O(h1’), i=3,...,N-2, 
- &h6y(6)(5+1), xN-3 < tN-1 cxN, i=N-I 7 
(3.6) 
I - $t5y(5)(5,,J, xN-2 < tN cxN, i=N. 
Let 
A(~)= m~=(lyC5)&)j, k= 1, N], @)= “kax(Jy@‘(5,)1, k=2, N-l}, 
A(*)= mqax{ly@)(5,)1, 4=3,...,N-2), T= rnkax{]t,I, k=l, N}, 
?=mkax{]fk], k=2, N-l} and T*=max{]t,],q=3,...,N-2}. 
4 
Subtracting (3.4) from (3.9, we get 
JE=T, (3.7) 
where, in the linear case J=A + h2BP, in the nonlinear case J =A + h2BU, F(Y) -F(Z) = 
U(Y - Z>, U = diag(u,, . . . , u.,>, ui being a certain value of (a/ay)f(x, y), E = Y - Z. It may be 
verified that, for 23h2u G 60, the matrix J is monotone (see [5,6,8]), i.e., J-’ 2 0. The error E 
may now be expressed as 
E = J-lT. (3.8) 
We present the rest of the analysis for the nonlinear case; the procedure follows analogously 
for the linear case as well. Now the norm of E can be written as 
IIEII = IIJ-lTII G ll(l+h2A-‘BU)-‘II IIA-lTll G IlE,ll IIE,lI (say). (3.9) 
The matrix A and its inverse play a vital role in the analysis of the error equation (3.8). Next 
we consider the matrix A, discuss some of its useful properties and present an expression for 
its inverse. From the graph representation of the matrix A, it may be observed that the 
directed graph is strongly connected, and hence A is an irreducible matrix. Besides, it is an 
irreducibly diagonally dominant matrix with off-diagonal elements nonpositive, and diagonals 
positive. And hence A-’ > 0 (see [14]). A is also a symmetric five-band matrix - a fact of 
considerable computational advantage. 
Now consider the inverse of the matrix A. Let A-’ = (up& p, 4 = 1,. . . , N. Multiplying the 
pth row of A- ’ with columns of A, we obtain a system of difference equations as 
(11 + k)a,, - loa,, - up3 = 0, r,+l, 
- lOa,, + 19a,, - 8a,, - up4 = 0, P $2, 
-ap,q-2 - $,,,_I + 18a,,, - ga,,,,, - ap,q+2 = 0, P+q, 
-a p,p-2 - 8a,,,_l + 18a,,, - ga,,,,, - ap,p+2 = 1, p = 4, 
-ap,N-3 - 8a,,N_, + 19a,,N_, - lOa,,N = 0, p#N-I, 
(3 JO) 
-5,,-2 - 1$,,_, + (11 + +,,, = O, p#N. 
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Solving this system of difference equations, the elements of A-’ can be obtained as 
W-12-kw2+k-k4 - 
V 
(-lY+q sinh(N_p)esinh(q_l)e 9<p 
W 
, L7 
a 
P9 = I (12+k-W(~J+12-W (-l)P+” sinh(p_1)8 sinh(N_q)6 4>p - V W 7 ,, 
(3.11) 
where S = 5 - 26, 0 = In(s), V= 12[12(k + I) - kZ(N - l)] and W= 12 sinh 8 sinh(N- 1113. 
Using the above expression, the norm of A-’ can be obtained as 
IM-‘II < 2;h 2 (v,h* + u,h + v3), (3.12) 
where w=(D(b-a)-2)/(C+D-CD(b-a)), v,=l+-CW, v,=b-a+w(C(b-a)+l) 
and ug = b(b - a)* + w(b - a). 
Now let us consider E, to find its norm. Following [81 the norm (I + h2Ae1BUld1 can be 
obtained as in the following lemma. 
Lemma 3.1. For II h*A-‘BU II < k < 1, the matrix (I + h*A-lBU)-* exists and 
II(I+h’A-‘BU)-‘II <A, for h <H, 
provided 
Proof. Consider (I h*A -'BU I(. Then 
II(h2A-1BU)-1JJ <h*uII A-‘() II BII +(v,h2+v2h+v3). 
Hence 
II(I-h?K’BU)-lII < 
1 
1 - ;u( v,h* + v,h + us) 
< (1 - ~LLLJ~)-~ + O(h), (3.13) 
for h < H, where 
Finally let us consider E,, that is, A-IT to find its norm. From the truncation error, we 
observe that the orders of t, and t, are each 5; those of t, and t,_, are each 6 whereas the 
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rest of components are of order 8. Besides, the expressions for aP4 are different for p <q and 
p > q. Hence we consider the p th component, say gP, of A - ‘T as 
I gp I G apl I t, I +a,,, I t, I +ap2 I t, 
G cap1 +ap,N)Ff cap2 +ap,N- 
+a,,,- 1 ItN_,l+ kapqlt,I+ Ni2 aPll 1 t, 1 
q=3 q=p+l i 
5 a,,+ Nc2 aP4 (3.14) 
q=3 q=p+l 
Using the expression (3.11) for the elements of A -I, after some algebraic simplifications the 
above relation can be written as 
(b-a) max(C, 0) _ 
’ gp I G 12h{C + D - CD(b - a)} T + *w* 
Therefore the norm of E, can now be written as 
(b - a) max(C, 0) 
11 J% 11 f 45(c + D _ CD(b _ a)) h4L@’ + W). 
Using the relations (3.13) and (3.16), the norm (3.9) can be expressed as 
II E II < (1 - ;uL$).-r 
(b -a) max(C, 0) 
45{C + D - CD(b - a)} 
h4J@’ + O( h5). 
(3.15) 
(3.16) 
q (3.17) 
This result may be expressed in the form of the following lemma. 
Lemma 3.2. For y E C8[a, b], the error E of the scheme (3.4) for the boundary value problem 
(l.Ml.3) provides a convergence of order 4, that is, 
II E II G Ah4, 
where 
A = (1- ;zq-’ 
(b -a) max(C, D) 
45(C+D-CD(b-a)} 
k5). (3.18) 
Now considering the off-node approximation, since an interpolatory cubic spline is used as 
the global approximate of the solution y(x), the norm of the corresponding error, say E(X), is 
1) E 1) < &h4dc4’, (3.19) 
where AZ’(~) = max I Y(~)(X) I. 
Hence the total error, say E,, of Scheme I can be stated as in the following theorem. 
Theorem 3.3. Let y E C8[a, b]. Then Scheme I provides a global convergence of 0(h4) for the 
problem (1.1X1.3), i.e., 
II E, II < Wz4 + O(h5), (3.20) 
where !P = A + &Jc4). 
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Therefore, Scheme I approximates the solution y(x) of the BVP (l.l)-(1.3) with conver- 
gence order 4 throughout the interval. This fact is also verified by numerical experiments. In 
the next section, computational performance and the convergence orders of the schemes 
presented in Section 2 are numerically illustrated. 
4. Numerical illustrations 
In this section the computational efficiency and the convergence orders of the schemes are 
numerically illustrated. The first three examples are linear and the last two are nonlinear in 
nature. 
Table 1 
Illustrations using Scheme I 
h Nodal error Convergence Mid-node error Convergence IlDe II 
II e, II order II e2 II order 
Example 1 
Example 2 
Example 3 
Example 4 
Example 5 
0.14618.10-3 
0.98517.10-5 
0.63855.10F6 
0.40629.10-’ 
0.25619.10-* 
0.41654.10-5 
0.29764.10-6 
0.19883.10-’ 
0.12845.10-’ 
0.81618~10-‘0 
0.40608. 1O-4 
0.31128.10-5 
0.21586.1O-‘j 
0.14215.10-’ 
0.91197.10-9 
3.90 
3.95 
3.97 
3.99 
3.81 
3.91 
3.95 
3.98 
3.91 
3.96 
3.98 
3.99 
3.65 
3.82 
3.91 
3.95 
3.71 
3.85 
3.93 
3.96 
3.88 
3.94 
3.97 
3.99 
3.81 
3.91 
3.95 
3.98 
3.91 
3.95 
3.98 
3.99 
3.64 
3.81 
3.90 
3.95 
3.71 
3.85 
3.92 
3.96 
0.24288.10-5 
0.24950.10-6 
0.16931.10-’ 
0.11044~10-~ 
0.70547.10 - lo 
0.94780.10-5 
0.62804.10-6 
0.40457.10-7 
0.25676.10-’ 
0.16173.10-9 
0.43273.10-3 
0.39199.10-4 
0.29866.10-5 
0.20682.10-6 
0.13619.10-7 
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Example 4.1. The equation is y” = y - 4x exp(x), 0 gx G 1, subject to the boundary conditions 
Y ‘(0) - Y(O) = 1, y’(1) + y(1) = -e, whose exact solution is y(x) =x(1 -x> exp( x). 
Example 4.2. The equation is ~‘y” = 2y -x, 2 G x G 3, subject to the boundary conditions 
Y’(2) - Y(2) = $, y ‘(3) + y(3) = - & w h ose exact solution is y(x) = $(19x - 5x2 - 36/x). 
Example 4.3. The equation is (1 + x)y” = y +x exp(x), subject to the boundary conditions 
y’(0) - 0.5 y(0) = 0.5, y’(1) + 0.5 y(1) = 2 e, whose exact solution is y(x) = exp( x). 
Example 4.4. Consider the equation y” = 0.5(1 +x + Y)~, 0 <x < 1, subject to the mixed 
boundary conditions y’(0) -y(O) = -0.5, y’(l) + y(l) = 1, whose exact solution is y(x) = 2/(2 
-x)-x-l. 
Table 2 
Illustrations using Scheme II 
h Nodal error Convergence Mid-node error Convergence IlDe II 
II el II order II e2 II order 
Example 1 
Example 2 
Example 3 
Example 4 
Example 5 
0.21404.10-4 
0.72025. lo-’ 
0.23369.10-7 
0.74421.10-’ 
0.23479.10-lo 
0.12838.10-4 
0.57055~10-6 
0.21527.10-7 
0.74140.10-9 
0.24343. lo- lo 
4.89 
4.95 
4.97 
4.99 
4.70 
4.84 
4.92 
4.96 
4.94 
4.97 
4.98 
4.99 
4.39 
4.68 
4.83 
4.92 
4.50 
4:73 
4.86 
4.93 
0.20857.10-4 
0.70863.10-6 
0.23160.10-7 
0.74071.10-9 
0.23423.10 - lo 
0.96876.10F6 
0.37234.10-’ 
0.13009~10-s 
0.43076.10-10 
0.13865.10-” 
0.12575.10-4 
0.56112.10-6 
0.21302.10-7 
0.73703.10-g 
0.24267.10 - lo 
4.88 
4.94 
4.97 
4.98 
4.70 
4.84 
4.92 
4.96 
4.93 
4.96 
4.98 
4.98 
4.37 
4.66 
4.82 
4.91 
4.49 
4.72 
4.85 
4.93 
0.14941.10-4 
0.56452.10-6 
0.19329.10-7 
0.63181.10-’ 
0.20192. lo- lo 
0.54539.10-6 
0.22898.10-7 
0.84348.10-’ 
0.28826.10-‘” 
0.94256.10-‘2 
o.10711~10-4 
0.54560.10-6 
0.22223.10-7 
0.79799.10 -g 
0.26776’ lo- lo 
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Example 4.5. The equation is y ” = - exp( - 2y), 0 G x < 1, subject to the boundary conditions 
y’(O) -y(O) = 1, y’(l) + y(l) = 0.5 + In 2 with the exact solution y(x) = ln(1 +x>. 
The approximate values of the solution are computed at the nodes and mid-nodes using the 
method described in Section 2. Besides, the derivative values are also computed at mid-nodes. 
In Tables 1-3, )I e, (I is the maximum absolute error at the nodes, 1) e2 (1 denotes maximum 
absolute mid-node error and 1) De 1) is the corresponding error in the derivative at mid-nodes. 
Entries in the column “Convergence order” are the amount by which the maximum absolute 
error is reduced when the steplength is reduced by half of the previous value. All computations 
were carried out on a CYBER 180/780A. 
From the data presented in the tables, we observe that the schemes presented in Section 2 
efficiently compute the solution at the nodes as well as at off-nodes. It may be noted that the 
Table 3 
Illustrations using Scheme III 
h Nodal error Convergence Mid-node error Convergence IlDe II 
II e, II order II e2 II order 
Example 1 
Example 2 
Example 3 
Example 4 
Example 5 
0.19055.10-5 
0.35334.10-’ 
o.59858~10-9 
0.97312.10-‘1 
0.15708.10-‘2 
0.58101’ lo-’ 
0.10676~10-8 
0.17995.10-‘0 
0.30225.10-‘* 
0.15460.10-‘3 
0.44886.10-5 
0.12439.10-6 
0.26496.10-’ 
0.48683.10-10 
0.83165.10-12 
5.75 
5.88 
5.94 
5.95 
5.45 
5.72 
5.86 
5.92 
5.76 
5.89 
5.90 
5.30 
5.06 
5.49 
5.73 
5.86 
5.17 
5.55 
5.77 
5.87 
0.22301. 1O-6 
0.51305.10-s 
0.97782.10-lo 
0.16914.10-1’ 
0.27985. lo- l3 
0.61529. lo-’ 
0.11584.10-8 
0.19756.10-lo 
0.33260. lo- l2 
0.15928.10-‘3 
0.36598.10-4 
0.11095~10-5 
0.25022.10-7 
0.47499.10-9 
0.82076.10-” 
0.44957.10-5 
0.12527.10F6 
0.26861.10-s 
0.49603.10 - lo 
o.84990~10-‘2 
5.71 
5.86 
5.93 
5.95 
5.44 
5.71 
5.85 
5.91 
5.73 
5.87 
5.89 
5.38 
5.04 
5.47 
5.72 
5.86 
5.17 
5.54 
5.76 
5.88 
0.31884*10-5 
0.69432,10+ 
0.15790~10-s 
0.38955.1o-‘O 
0.10469.10-” 
0.18093.10-6 
0.46708.10-s 
0.11019~10-9 
0.26047.10 - l1 
0.65464.10-l3 
0.88276.10-7 
0.18731.10-s 
0.42487.10-lo 
0.10638.10-‘1 
0.36462.10-‘3 
0.60002.10-4 
0.21234.10-5 
0.55396.10-’ 
0.12521.10-’ 
0.27694.10 - lo 
0.43696.10-5 
0.14091’10-6 
0.35790.10-s 
0.82276.10-lo 
0.18997.10-” 
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results in the column “Convergence order” clearly indicate that Scheme I is a fourth-order 
convergent procedure, whereas Schemes II and III and fifth- and sixth-order convergent, 
respectively. 
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