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研究成果の概要（和文）：本研究は，ビッグデータ処理に適した新しい超大規模並列計算モデルの創出を目指
し，MapReduce計算における理論モデルを確立し，その計算限界を解明することを目的としている．(1)従来のモ
デルと並列アルゴリズムの整理と検討，(2)MapReduce理論モデルの確立とその基本演算の実現，(3)MapReduce計
算に対する計算限界の解明，(4)ビッグデータの特徴と耐故障計算とモデルとの関係の解明などを行った．
研究成果の概要（英文）：In this research in order to create new massively parallel computational 
models for Bigdata Processing, we establish a theoretical model for MapReduce Computation and figure
 out limitation of its computation. We have mainly done the following research; (1) examination of 
relationship between previous models and our model, (2) establishment of a theoretical model of 
MapReduce computational, (3) Clarification of limitation of its computational power, and (4) 
examination of relationship of Bigdata processing and fault-tolerant computations.
研究分野：並列分散アルゴリズム
キーワード： MapReduce計算　並列複雑度　組合せ回路　PRAM　計算限界
  ３版
様 式 Ｃ－１９、Ｆ－１９－１、Ｚ－１９、ＣＫ－１９（共通） 
１．研究開始当初の背景 
並列計算の究極の理論モデルは 1970 年代
に 提 案 さ れ た PRAM(Parallel Random 
Access Machine) である．PRAM は共有メモ
リ型並列計算機のモデルで，問題が内包する
本質的な並列性を理論的に解明するために
導入された．並列計算機モデルの提案以降，
CPU の高速化とメモリや通信コストの低下
により，並列計算機が現実に設計されるよう
になり，並列計算機に適したさまざまなアー
キテクチャや手法が考案された．理論と実際
の協調的発展により並列計算の夜明けはす
ぐそこに迫っているように見えた．しかしな
がら，PRAM は究極の並列計算機モデルであ
り，現実の並列計算機での効率的な実現は容
易でなく，理論と現実が乖離するようになり，
より現実的な並列計算理論モデルも提案さ
れたが，以降並列計算機の理論も実際も衰退
の途をたどる．「処理，メモリ，通信に要す
るコストの急速な低下により，演算集約型の
領域においては，少なくともこの 20 年のう
ちに，逐次マシンが並列マシンによって最終
的に置き換えられることが不可避であるこ
とが明らかになってきた．しかし，この現象
はおきていない．」という逐次マシンから並
列マシンへの移行が不可避にもかかわらず，
その現象は起きていないという Leslie 
Valiant の言葉のとおり，並列計算の夜明け
はすぐそこにはなく，並列計算機はマルチス
レッドを備えた単一計算機にとって代わら
れ，並列計算は理論的にも実際的にも衰退の
時代を迎えた．並列処理は特殊な要求を除き，
マルチスレッドの単一計算機で十分である
と思われていた．また，高速なクロックや深
いパイプライン，スーパースカラ―アーキテ
クチャも投資に見合うだけの成果は生まれ
てこなかったこともそれを裏付けている． 
しかしながら，ここにきてペタ，エクサ級の
ビッグデータを取り扱うためには並列処理
は不可避であり，新しい戦略が必要である． 
 
２．研究の目的 
新しい大規模並列計算として，ビッグデータ
に対する分散処理を表現するためのプログ
ラミングモデルである MapReduce が注目さ
れている．MapReduceはGoogleで開発され，
ビッグデータ解析のデファクトスタンダー
ドになりつつあり，Hadoop によるオープン
ソース実装も相まって Yahoo， Facebook，
Adobe，IBM などでも実際に使用されている．
また，現時点では，MapReduce に対しては，
いくつかの理論モデルが提案されているが，
理 論 モ デ ル は ま だ 固 ま っ て い な い ．
MapReduce はこのモデル化のもとで，ある
種の PRAM アルゴリズムを効率よくシミュ
レートできる可能性を秘めているため，本研
究では，まず，MapReduce を代表とする超
大規模計算の理論モデルを確立し，そのうえ
で並列計算としての計算限界を解明する． 
MapReduce における並列化は，PRAM な
どの従来のものとは全く異なるため，これま
で提案されている並列計算のパラダイムは
適用できないものが多い．本研究では新しい
並列計算のアルゴリズム設計理論の開発を
目指す．それをさらに押し進めて，ビッグデ
ータ処理を踏まえた新しい超大規模並列計
算モデルを創出するのが，本研究の最終目的
である． 
本研究の独創的な点は，従来とは異なる並
列のとらえ方を理論に取り込むことにある． 
MapReduce の並列性はこれまでの並列計算
(PRAM)のそれとは全く異なっている． 
MapReduce ではデータをキーと値の組の並
びとし，Map 操作によって，キーと値の組に
新しいキーをつけることによって，同じキー
をもつデータごとに分類し（この操作は
shuffle と呼ばれる），集められた同じキーを
もつデータを Reduce 操作で処理をする．こ
れを一連の操作（ラウンドと呼ばれる）とし
て，Reduce 操作の結果を次の Map 操作の入
力とすることを繰り返すことによって計算
が行われる．Map 操作と Reduce 操作が逐次
でストリーム計算が行えるように，すなわち，
それぞれのデータに対して，すべての入力デ
ータを見なくても処理が可能であるように
しさえすればよい．この Map 操作と Reduce
操作の部分が並列に実行可能になるのであ
るが，PRAM などのように並列に実行可能な
部分を見つけ出す必要はない．従って，
MapReduce の基本的なアルゴリズムの設計
手法としては，問題の並列性を抽出するかわ
りに，ラウンド数が少なくなるように，
MapReduce の繰り返しに変換すればよい． 
もともと，MapReduce はビッグデータ解析
を目的として開発されたものであるから，
MapReduce 操作において，ストリーム計算
をしなければならないのであるが，ここでは
それを並列計算の設計パラダイムと考える．
また，逆に問題の並列性が抽出できていれば，
それをストリーム計算に落とすことは難し
くない．よって，以下のような新しい視点が
可能になる． 
(1) これまで並列化が難しいとされていた問
題，すなわち，PRAM では対数多項式時間で
は解けない問題が MapReduce では解ける可
能性がある． 
(2) PRAM で並列化可能な問題は，PRAM の
1 ステップを MapReduce の 1 ラウンドで模
倣できるので，PRAM での計算時間と同じラ
ウンド数で MapReduce によって解くことは
できるが，MapReduce では PRAM の計算時
間よりも漸近的に少ないラウンド数で実現
できる可能性がある． 
(3) これまでの並列計算において，最速では
ない並列アルゴリズム（例えば，逐次アルゴ
リズムで O(n3)時間を並列で O(n)時間にした
もの）を MapReduce へ変換することができ
れば，高速化することが可能になり，これま
での遺産が再び脚光を浴びる可能性がある． 
MapReduce に対する並列計算モデルの構
築とその計算限界の解明は，以上のような新
しい問題の解決に寄与できる．並列計算量理
論的には，MapReduce によって対数多項式
で計算できる問題のクラス(MRC と呼ぶ)と
NC や P の中で並列化できそうにない問題の
クラス P-完全との関係を明らかにすれば，こ
れまで未解決であった P≠NC の糸口になる
かもしれない．上記の考察から明らかに
MRC は NC を含み，P-完全問題を包含する
可能性もある． 
また本研究は，MapReduce の計算限界を明
らかにするだけにとどまらず，これらの計算
限界の解明を通して，MapReduce に代わる
新しい並列計算モデルの創出にチャレンジ
するものである．「数が質を本質的に変える」
という現象が VLSI 回路設計では起こった．
回路の VLSI 化に際しては，設計手法も評価
尺度も本質的に変わったわけであるが，ビッ
グデータの場合は，数の増大は VLSI の場合
に比べてさらに大きくなるので，本質的に変
化するものが何であるかを明らかにしなけ
ればならない．これこそが本研究の最終目的
である． 
 
３．研究の方法 
ビッグデータ処理に適した新しい超大規模
並列計算モデルの創出を念頭に置きながら，
MapReduce の理論モデルの確立と計算限界の
解明を行う．具体的には以下のとおりである． 
(1)（従来のモデルと並列アルゴリズムの整
理と検討）従来から提案されている PRAM の
後継者を整理する．これらは PRAM の現実的
でない部分をより現実的に取り扱いが可能
なようにしたものである．また，これらの上
で開発された並列アルゴリズムを整理する．
並列アルゴリズムに関しては，PRAM 上のもの
だけではなく，回路で実現されたものや分散
網で実現されたものを含めて考える．これら
の検討は，PRAM 型のモデルから新しいモデル
に継承できる部分とそうでない部分を明ら
かにすることを目的とする．並列アルゴリズ
ムに関しても，MapReduce にそのまま変換可
能なもの，そのままでは変換できないがすこ
し変形すれば変換可能なもの，まったく変換
できないものを分類し，MapReduce に 
適したアルゴリズム手法を検討する．また，
従来並列アルゴリズム設計にはまったく適
さないが，MapReduce には向いている設計手
法の洗い出しを行う．また，これまでに開発
された MapReduceアルゴリズムも整理検討し，
MapReduce 向きアルゴリズム設計手法を確立
する．  
(2)（モデルの確立と基本演算の実現) (1)の
検討を基に MapReduceの理論モデルを設計す
る．これまでいくつかの理論モデルが存在す
るが，それらも検討したうえで，最終目的で
あるビッグデータ処理に適した新しい超大
規模並列計算モデルの創出を考慮しつつ，現
時点で最も MapReduceに適したモデルを構築
する．そして，ソーティングや検索等の基本
演算や並列処理に必要な基本演算（リストラ
ンキング，プレフィックス計算，彩色）を実
現する． 
(3) (MapReduce の 計 算 限 界 の 解 明 ) 
MapReduce の並列計算モデルを構築する上で，
必須事項は Map 操作と Reduce 操作において
はすべての入力データを蓄えることができ
ず，ストリーム計算になることと，Mapper
（ Map 操 作 を 実 行 す る 実 体 ） と
Reducer(Reduce 操作を実行する実体)のメモ
リ量は全体の入力サイズ（n とする）の劣線
形(o(n))でなければならないことである．こ
の制限によってすべての入力を一つの
Reducer に集めて処理することができないの
で，P のすべての問題を MapReduce で計算で
きるかも自明ではない．前項で述べたように，
このように制限をしても，NC のすべての問題
は MapReduce で計算可能である．すなわち，
これまで並列化が可能であるすべての問題
は MapReduceによって同程度の時間で計算で
きる．この２つがスタート地点である．ここ
から先は，モデルをいかに設定するかに依存
するので，MapReduce の計算限界は如何に現
実の MapReduceをうまくとらえることができ
るかにかかっている．また，これまでに提案
された MapReduce のモデルでは，Map 操作と
Reduce 操作はストリーム計算であるので，計
算時間はせいぜい入力数の線形程度であり，
考慮しなくてもよいという近似モデルであ
る．これが実際に成り立つのか，あるいはこ
れらの時間は無視できないようになるかも
明らかにしなければならない．現時点では，
Map操作やReduce操作にかかる時間は全体の
時間に対して無視できなくなると予想して
おり，それらを考慮しても PRAM における対
数多項式時間を凌駕できるような MapReduce
アルゴリズムを開発しなければならない．こ
れが可能ならば，MapReduce に適した設計手
法につながることが期待できる．  
(4) (ビッグデータの特徴や耐故障性計算と
モデルとの関係) ビッグデータの特徴であ
る３V（Volume:データ量，Variety:多様性，
Velocity:データの生成頻度）が MapReduce
に対する並列計算モデルにどのように影響
す る か を 明 ら か に す る ． こ れ ま で の
MapReduce のモデル化においては，データ量
以外のものは考慮されていない．理論モデル
には他のものは必要ないのかどうかを検討
する．  
 
４．研究成果 
  ビッグデータ処理に適した新しい超大規
模並列計算モデルの創出を念頭に置きなが
ら，MapReduce の理論モデルを確立し，その
うえで計算限界をいくつか解明した．詳細は
発表論文に譲るが，主要な結果は以下の通り
である． 
 組合せ回路で効率よく計算できる問題の
クラスと MapReduceモデルにおいて定数ラウ
ンドで実現できる問題のクラスを検討した．
従来は，正規言語を含む o(logn)領域で解け
る問題のクラスは MapReduceにおいて定数ラ
ウンドで解けることが分かっていたが，この
クラスを真に拡張し，ファンイン無制限で定
数段数の多項式サイズ組合せ回路で計算で
きる問題のクラスが定数ラウンドで実現で
きることを示した．ここで用いた方法は汎用
性があり，さらにこれを拡張し，多項式サイ
ズの段数 O(logn)の組合せ回路で実現できる
問題のクラス（NC１）が MapReduce モデルに
おいて定数ラウンドで実現できることを示
した． 
 並列計算機の古典理論モデルである
PRAM(Parallel Random Access Machine)にお
いて，これまで未解決であった EREW-PRAM と
CREW-PRAM の関係を明らかにした．CREW-PRAM
において，T 時間の並列アルゴリズムで解け
る問題は EREW-PRAM では O(T logn)時間で解
けることはわかっていたが，EREW-PRAM にお
いて O(T+logn)時間で解けるための十分条件
を与えた． 
 これまでに示した MapReduceを分散環境で
実現する場合の基礎的な考察を進めて，分散
計算における計算能力の限界を明らかにし，
分散計算における新たな故障を考慮した場
合の計算能力や自己安定性に関する結果も
導出した． 
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