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RESUMEN 
En esta nota exponemos y analizamos varios criterios útiles que per-
miten garantizar el carácter minimax de una estrategia en un juego 
contra la Naturaleza, así como Ja existencia del valor de dicho juego. 
Al final de la misma se aplican a un juego en el que no existen estra-
tegias Bayes (ni puras ni mixtas) pero que sí posee valor así como 
estrategia minimax, de riesgo no constante, para el decisor. 
1. INTRODUCCIÓN Y RESULTADOS PREVIOS 
En algunos problemas de la Estadística Matemática, Teoría de Jue-
gos y en general de la Teoría de la Decisión, no resulta sencillo probar 
directamente el carácter minimax de un estimador, test, función o re-
gla de decisión o de comportamiento, o en general de una estrategia 
perteneciente a un adecuado espacio de estrategias, por lo que resulta 
útil conocer criterios que garanticen el carácter minimax de las mismas, 
ya sean puras o mixtas. En esta nota exponemos y analizamos varios 
de estos criterios, algunos de cuyos aspectos ya son conocidos en la 
literatura existente y cuyas aplicaciones particulares en Estadística Ma-
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temática pueden consultarse en los textos de Ferguson (1967) y Zacks 
(1971) principalmente, así como en un reciente trabajo que hemos lle-
vado a cabo. Para la terminología básica y resultados generales, así como 
para su tratamiento específico en áreas de la Estadística Matemática, 
podemos hacer referencia, entre otros, a los importantes libros de Wald 
(1950), Blackwell y Girshick (1954), Owen (1968), De Groot (1970) y Vo-
rob'ev (1977), aparte de los dos citados anteriormente, y, en nuestro 
idioma, a los excelentes textos de Ríos (1976) e Infante (1976). 
Designaremos con \ el espacio de estrategias del decisor, \* será el 
conjunto de estrategias mixtas (distribuciones de probabilidad sobre \, 
supuesto que está dotado de una apropiada tr-álgebra), @ el espacio de 
estados de la Naturaleza, 0* el de las distribuciones a priori sobre © 
(supuesto que está dotado de una a-álgebra), L(e, e ) : © X ^ - > R la fun-
ción de pérdida y R(T, 5) la función de riesgo definida, para TE ©*, 
Se £*. por: 
R(-c, 5) = I L d(-r X S) (1) 
supuesta dicha integral existente. 
Si identificamos los estados de la naturaleza y estrategias puras con 
las correspondientes distribuciones de probabilidad degeneradas, enton-
ces quedan perfectamente definidos los riesgos R(9, 5), R(T, e) y R(e, e), 
con 0E©, -ce©*, ee^ y 5e^*, en particular el último es 1/6, e). 
El siguiente lema establece un resultado que es bastante útil en 
Teoría de Juegos (ver Vorob'ev (1977),,por ejemplo). 
Lema 1 
Dados los espacios de estrategias mixtas %*, distribuciones a prio-
ri 0* y función de riesgo R, se verifica: 
a) sup R(0, S) = sup R(T, 5), para todo 5e^* 
ee© Te0* 
b) inf R(T, e) = inf R(T, 5), para todo TE©* 
ee^ 5e^* e* 
Demostración 
Es claro que: 
sup R(e, S) ^ sup R(T, S) (2) 
6 T 
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pues cada estado 6 puede identificarse con la distribución a priori de-
generada en 6, y por otro lado se tiene: 
sup RC-c, 5) = sup C ^ ^ ^ (3) 
T T i 
es© 
^ sup I sup R(e, 5) dT = sup R(e, 5) 
, J e 
0 
de donde se deduce el apartado a). Análogamente se prueba el b). 
2. ALGUNOS CRITERIOS NOTABLES 
El siguiente teorema establece el criterio principal a partir del cual 
deduciremos los demás. 
Teorema 1 
Si la estrategia So£^ * es tal que existe una sucesión de distribuciones 
a priori {TB} C ®* verificando: 
sup R(e, So) ^ líñT inf R(Tn, e) 
6e® n -» 00 ee^ 
entonces el juego (®*, ^*, R) tiene un valor V dado por: 
V = sup R(e, 5o) = lím inf R(TD, e) 
9 n—> 00 e 
y la estrategia So es minimax. 
Demostración 
Designado por V y V los valores inferior y superior de dicho juego 
vemos que: 
V"= inf sup R(T, S) ^ sup R(T, So) = sup R(e, So) ^ 
s T -c e 
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^ lím inf R(-rn, e) = inf sup inf R(-ra, S) ^ 
n—í^ooe m ^ l n ^ m S 
^ sup inf R(TB, S) ^ sup inf R(T, 5) = V ^ " v 
n ^ l S T 5 • " . 
por lo que todas las desigualdades de la cadena se convierten en igual-
dades, deduciéndose de ello el teorema. 
Zacks (1971) establece un resultado similar para el carácter minimax 
de So, aunque para ello incluye la hipótesis adicional de la existencia de 
la sucesión de estrategias Bayes frente a la sucesión de distribuciones 
a priori {TU}. Vemos pues que esta hipótesis adicional es superflua y 
por tanto el teorema puede establecerse y utilizarse sin necesidad de 
tener que encontrar dichas estrategias o al menos probar previamente 
su existencia; al final de la nota vemos un ejemplo para el cual éstas 
no existen. 
Proposición 1 
Si \ es Bayes frente a T„ y SOE *^ verifica: 
sup R(e, So) ^ lím R(T„, Sn) 
6 n - » 00 
entonces el juego (0*, \, R) liene un valor V dado por: 
V = sup R(0, So) = iüñ R(T:„, S J 
9 n—>• 00 
y So es minimax. 
Demostración 
Es consecuencia inmediata del teorema anterior. 
La parte relativa al carácter minimax de So es la que anteriormente 
decíamos que venía establecida en el texto de Zacks. Con respecto a 
este punto señalemos que Ferguson establece el resultado suponiendo 
que la sucesión de riesgos Bayes Rita, Sn) es convergente. 
Proposición 2 
Si So es Bayes frente a TO y 
sup R(e, So) ^ R(TO, SO) 
e 
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entonces el juego (©*, %*, R) tiene un valor V dado por: 
V = sup R(e, So) = R(TO, SO) 
e 
So es minimax y TO una distribución menos favorable. 
Demostración 
Resulta como consecuencia de la proposición anterior sin más que 
tomar 5n = So y Xn = TO para todo n. 
En frecuentes problemas ocurre que la estrategia minimax tiene ries-
go constante, esto es, independiente de cuál sea el estado 9 de la Natu-
raleza. Para estas situaciones se pueden utilizar los dos criterios prác-
ticos dados a continuación. 
Proposición 3 
Si So tiene riesgo constante Ro (independiente de 0e0) y existe una 
sucesión {xn} de distribuciones a priori de forma que: 
Ro ^ lím inf R(Tn, e) 
n—> 00 e 
entonces el juego (®*, ^*, R) tiene un valor V dado por: 
V = Ro = lím inf R(TB, e) 
n—> 00 e 
y la estrategia So es minimax. 
Demostración 
Se deduce inmediatamente del teorema 1 ya que: 
sup R(9, SO) = Ro ^  lím inf R(Tn, e) 
0 n—> 00 e 
Proposición 4 
Si So tiene riesgo constante Ro, (independiente de BE©), y es Bayes am-
pliada, entonces el juego (©*, ^*, R) tiene un valor V = Ro y So es una 
estrategia minimax. 
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Demostración 
Por ser 5o Bayes ampliada tenemos que para cada n = 1, 2, 3... 
existe una distribución a priori Tn frente a la cual es (l/n)-Bayes, por 
tanto: 
1 
Ro = R K , So) ^ inf R(T„, 5) + — 
5 n 
en consecuencia: 
Ro ^ lím inf R(TJ„ e) 
n—>• 00 e 
de donde sin más que aplicar la proposición 3 deducimos la 4. 
3. EJEMPLO 
Tomemos ^ y ® numerables siendo: 
^ = {eo, ei, 62, . . . } 
© = { 6 1 , 62, 03, . . . } ^ ^ 
y como función de pérdida la dada por la tabla 1, que podemos expre-
sarla por: 
n 1 
= 1 si m = O 
n + 1 n + 1 
L(e„, em) = 
n — 1 1 
+ = 1 
1 1 
+ — 
n m n m 
(5) 
si m ^ 1 
TABLA I 
L eo ei €2 63 Cm 
9i 
1 
2 
0 + 1 
1 
0 + — 
2 
1 
0 + — 
3 
1 
0 + — 
m 
92 
2 
3 
1 
— + 1 
2 
1 1 
2 2 
1 1 
—+ — 
2 3 
1 1 
—+ — 
2 m 
«3 
3 
4 
2 
— + 1 
3 
2 1 
3 2 
2 1 
3 3 
2 1 
—+ — 
3 m 
9» n/(n + l) n—1 
n—1 1 
I 
n—1 1 n—1 1 
1 
+ 1 
n 
n 2 n 3 n m 
•••• 
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Vamos a ver que Co es minimax en la clase ^*, para ello tomemos 
cualquier SE^* y seleccionemos 0n con probabilidad uno, entonces, de-
signando por Sij a la delta de Kronecker, tenemos: 
1 1 1 
R(e„, em) = L(0,„ e„) = (1 )So„, + (1 ^ + -) (1 — S»™) ^ 
n + 1 n m 
1 1 1 
^ ( 1 )5„™ + (l ) (1 —5<™)^1 (6) 
n + 1 n n 
por otro lado: 
1 
sup LÍBn, Co) = sup (1 ) = 1 (7) 
n ^ 1 n ^ 1 n + 1 
con lo cual, de (6) y (7) deducimos que 
1 
lím inf R(0„, em) ^ lím í'l \ = 
n—»oo m ^ o n—» 00 V n / 
= 1 = sup L(e„, e„) (8) 
n ^ l 
por lo que en virtud del teorema 1 podemos asegurar que el juego 
(©*, ^*, R) tiene un valor V = 1 y que la estrategia, en este caso pura, 
Co es minimax. 
Este juego carece de estrategias Bayes, en efecto, sea T cualquier dis-
tribución a priori, que será de la forma general: 
/ IXl Tíz 1Í3 . . . Ttn • . . 
02 03 . . . 0n •..' 
designemos con N : 0 - ^ R la variable aleatoria definida por N(0n) = n 
y sea E la esperanza matemática bajo la ley T. ES claro que como para 
cada T existe algún Tin > O se tiene: 
^ < ^ I — I <^r l - l < 1 (10) 
L N + IJ LNJ 
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:on lo cual, para eo, Sm (con m ^ 1), y 5e^* de la forma general: 
/Po p i P2 . . . pm . . . \ 
S = 
\eo Ci Ca . . . Cm . . . / 
se obtienen los riesgos: 
R(T, e«) = \ L 
/ 
CO 
R{T, e„>) = \ J 
OO 
R(T, 5) = \ R(T, e 
n»=0 
00 
+ \ 
/ 
1 
1 1 1 1 
m 
1 
L(6n, em)7tn = 1 + 
. N + 1 
E , 
m 
1 "1 
1 
N J 
po + 
^^  (T)] Pm 
(11) 
(12) 
(13) 
ni=>l 
= Po E-
r 1 
N(N + 1) . 
+ 1 + ^ ^ Pm-E^ 
/_ m \ - \ 
(14) 
En virtud del lema 1 y (10) el riesgo Bayes frente a -r puede obte-
nerse de (13) minimizando dicha expresión respecto a m, con lo cual: 
inf R(T, 5) = 1 — E r _ l _ 
' ^ L N 
(15) 
y este ínfimo no es alcanzable ya que dado Se^* siempre existirá al-
gún Pm > O, siendo (14) es;trictamente mayor que (15). Esto significa 
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que ninguna distribución a priori posee estrategia Bayes (ni pura ni 
mixta), por lo que no podría ser aplicable la proposición 1 para pro-
bar el carácter minimax de e©. 
También podemos ver que para este juego no exis:te una distribu-
ción menos favorable, en efecto, por (10) y (15) es: 
inf R(T, S ) < 1 (16) 
para todo T; el supremo de (16) es justamente el valor inferior del jue-
go, V = 1 (recordemos que este juego posee valor 1), que al no ser al-
canzable implica la no existencia de distribuciones menos favorables. 
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