The design of parallel programs needs to specify the way parallel components cooperate. This has to be progressively derived as systematically as possible from abstract specifications. In this paper we introduce convenient specification tools and a parallelism model for such development expressions.
Introduction
The literature is very rich in parallel programming, see Hoare [16] , Keller [18] , and Milner [26, 27] [4] or the variable definitions in LUCID [2] ). Imagine two functions g and h are known, such thatf= go h. The sequence y can then be rewritten as y=goh(x).
To return to programs, we can express a program as a set of unordered definitions of variables, assuming that we know how to define denotational semantics in func- 
where t, s, x, and y are variables. According to the substitution rule we can define the denotational semantics of this program as gob, i.e. as the previous J:
From an operational point of view, this program only seems to be a more explicit form for a compositional notation y = g(h(x)), which was not explicitly defined in our mathematical notation. Hence, it should be interpreted as a recurrence which maps any (y Concerning parallel interpretatio 9 , which is our primary topic here, it is rather common to associate a process network with the system (3) (see for example [17] As an introduction to this concept, let us consider this trivial generalization of system (3):
t c s,
where the symbol c may be interpreted in various ways to define a channel between two processes: either the communication traces [28] One aim of this paper is to convince the reader that such an expression is a suitable tool for parallel program development.
It is an element of a design tactic which is based on the following steps:
l definition of variables and functions, as a formal specification of the problem, l from this specification, introduction of definitions and communication relations by stepwise refinements.
We shall propose in the next section an adequate modeling for these expressions. Practical aspects (notations, refinements, and development processes) are presented in Section 2. Finally, Section 3 is devoted to two examples, which are discussed beginning from a specification and ending with some concrete solutions in the form of communicating processes.
Parallel program modeling
A parallel program may be described as a process network, the elements of which interact by message communication. Figure 1 illustrates such a program, composed of two processes Pl and P2; s is a message stream for output and t is for input.
The definition of such a program consists of process definitions and specification of the relation between the streams s and t, which can be considered as characteristic of the underlying parallelism model, for example, an asynchronous communication without loss, spontaneous generation, duplication, or reordering of messages (cf. the example given in the introduction). 
Examples
(1) The integer set is defined by
(2) The integer square set is defined by y==x*x.
(3) The set of factorials is defined by
(4) gcd(a,,..., a,) can be deduced from the following definitions:
k -1 stands for k minus 1 modulo n + 1.
Communication relations
Intuitively data definitions and equations model the processes of parallel interpretation. Communication relations model the interaction between the processes. Their definition generally requires the specification of abstract instants. To handle time in a simple and natural way, let us consider an infinite totally ordered (by a relation < and its widening G) set, called CHRONO. 
where T is the domain of t, S is the domain of s, and r is a predicate over terms of a multisorted algebra, which includes the following sorts:
. Y l the polymorphic set C of variable histories of type ELT (x, y, . . . denote the variables in this set), l the set of clocks (q p, . . . denote the variables in this set).
Note. T is a characteristic of 92.
Let 92 be a communication relation associated with the predicate 7. For any given variable history s (of domain S), there exist infinitely many variable histories t such that (s, t) E 6%. Given any variable history s and any relation 94, the following definitions are designed to construct a particular history t such that (s, t) E 6%.
Definition 4. Let S be a clock (of domain II), and s a variable history (of domain S). We define the following variable history t (of domain T = D), which is obviously such that (s, t) E 6% :
where i E S is such that T( i, j). 
Examples.
(1) We consider the following predicate:
The communication relation associated with this predicate defines a process network such that the communication has neither loss nor spontaneous generation, nor duplication, nor reordering of messages, according to a request sequence, as shown in Fig. 2 . This may be shown as in Fig. 3 
. . .
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value(t) [2] . . (2) We consider the following predicate:
The communication relation associated with this predicate defines a process network such that each element of the consumption history is the last element of the production history at the request instant, assuming that at least one producing operation occurs between two consuming ones, as shown in Fig. 4 .
Note. These definitions may be generalized by considering an (n + 1)-ary relation %! on E, defined as follows: 
Example
We illustrate the preceding notions with a very simple example. Let us consider the calculus of factorial n, for any positive n. We can imagine two processes F and G which each compute a part of the result. Assuming that the process F computes incrementally 1 X 2 x . . . x(Ib--1) and the process G computes nx(n-l)x...x (ub + l), these processes may run in parallel while they preserve the global invariant:
The final state is defined by lb 3 ub, from which we can deduce:
The interactions between F and G can be deduced from the following observation: let us consider the increasing production history lb of F, and a jth request instant S[j] of G, for which the current value of ub is ub[j] (see Fig. 6 ), then we have:
Hence, any is k preserves the invariant, and then any communication relation is correct. This straightforward conclusion will be deduced more formally in the final section. 
Here is an intuitive running trace example whose formal proof will be given in the final section:
j-=1, lb=2
f=lx2, lb=3
g=l,
compute( f x g)
Communication and synchronization
Communication relations specify the interactions between the processes computing the data or the variable definitions.
They induce synchronization constraints of varying importance for the processes. Concerning process construction and possibly efficiency considerations, a few results from these synchronization effects seem very significant. is an invariant property. The associated automaton is shown in Fig. 7 .
Definition 6. A communication automaton is a graph labeled by the indexes in the production and the consumption histories: a jth production edge from the root is labeled Pj, an ith consumption edge is labeled Ci, such that q(j) = i.
Example. The communication automaton of the random relation is shown in Fig. 8 . This order is a convenient framework to transform solutions by changing their synchronization constraints.
We will use it in the following sections.
Parallel program design

The CBS notation
This section is devoted to the introduction of a notation to express successive statements beginning with a specification and ending with a program. This description is made by using a first-order language including: either a symbol "= =" to define a variable by an equation, or a symbol 'Gdzf7' to define a datum, or a symbol "=" followed by some predicate identifier to express a communication relation. In this section we are concerned with particular situations in which these first steps are used, along with other steps, to develop parallel programs. These paradigms and their schemes characterize some tactics used in program derivations. Factorial-3 is an actual statement from which a tactic to develop a parallel solution can be applied. This tactic consists of three steps. In the first one independent processes are discovered or introduced by duplicating some variables in new equations.
In the second step equality communication relations are substituted for these equations. In the last one some other communication relations are substituted for these equality relations. For this example, the pairs of variables (lb, f) and (ub, g) are independent; they can lead to natural distributed processes. On the contrary, a process computing the resulting "fact" needs these four variables. Therefore, because of the substitution rule in CBS (Refinement Rule l), four new copies of these variables can be introduced, preserving the correctness property. 
random(i, h) -Jo T A in S A Vi'E S (instant(s)[i'] S instant( t)[j] * i's i).
Proof. In the first step of the proof we note that if equality communication relations are substituted for the random ones, factorial-6 is equivalent to factorial-5. Hence, because of the semantics of the equality communication relation, the grouping of variables does not affect the definitions.
The rest of the proof establishes that at least one of the conditions in the four guards is true for some k > 0. Hence let us consider, for example, the variables Zb and ub' appearing in the first two guards. Variable lb defines a strictly increasing sequence of integers, and ub' a decreasing one. Let k" be the least occurrence From (1) and (2) we deduce:
i.e. This last statement is a refinement of the first one, which is obtained by weakening the initial property:
The new one is:
This statement leads to a solution in terms of communicating processes, whose trace, which is given in Section 1.3, is an instance of computation.
Function root
Let f be a real continuous function defined on the closed interval [a, b] and assume that f(a).f( b) G 0, i.e. f has at least one root in [a, b] . The problem is to design an algorithm for finding a root of J:
We focus our attention on the development of a few ways to achieve different solutions from the initial statement of the problem. These development approaches display the fundamental paradigms of parallel reasoning. They are organized in four stages:
(1) problem formulation, (2) the first approach, (3) the second approach, (4) transformation techniques.
The problem formulation
Step 1. Dejine the problem terms. First, let us specify the problem terms, using the CBS notation. Step 
Proof. Statement root-2 refines root-l. This can be easily established by proving:
(a) partial correctness, which follows from
•I Introducing independent computations or defining vectorized computations are two common ways to develop parallel programs. Hence we can illustrate these two tactics.
7'he jirst approach
This approach leads to computations which are as independent as possible, by avoiding function calls. This can be accomplished by introducing intermediate variables.
Step 3. Describe the intermediate results. 
Proof. We apply the substitution rule in CBS. 0
Step 4. Refine the specijicutions. This step refines the definition of the variable x by constructing a function which returns a variable that verifies root-3.
statement root-4, data x" : point, Rule 2) . Moreover, when they use the same variables, some previous definitions in root-4 are grouped to define abstract functions.
Step 5 Step 6. Derive a Jirst CSP program. We can continue with this development by representing the solution in a given language. Here the target language is CSP [ 161. The only difficulty is to represent the communication relations. In a general way, it is quite obvious that an unbounded FIFO data structure can implement the predicate equality. It is defined by the following CSP program (see the example of the jilter F in Fig. 9 ): In the particular case we are concerned with, we can reduce this implementation to a simple rendez-vow. This leads to a trivial concurrent algorithm composed of two processes which run alternatively.
It is expressed by the following CSP program.
[ Step 7. Introduce n points in the current interval. Let us return to root-2. The idea is to duplicate point x and define a new vector of n points X, , x2, . . . , x,, (Refinement Rule 4). We obtain the following statement: . These steps may be carried out in several ways. We focus on two developments which differ in their intermediate variables.
Step 8. Construct a vectorized solution. The first way is to define:
l an abstract function inter', identical to the previous inter, but which receives a vector of n reals and returns a vector of n points, l n instances of the function val, which return the value of S at n points of the current interval.
The result specified in root-6 is then defined by the following CBS notation, illustrated in Fig. 10 . Note that the communication relations between the set of processes VALk, k E [l, n], and the process INTER could be defined as a single one, which would be specified by a predicate 7 over S, x S2 x. . * x S,, x T.
Step 9. Derive asynchronous solutions. Another way to develop solutions from
Step 7 is to snap the vectors in order to get asynchronous algorithms. Indeed, we can define a new function inter" whose input is a sequence of successive values of f and whose output is a sequence of vectors of points. From the definition of sequence x in Step 7, we can deduce that the resulting sequence of the function winter is composed of points that belong to intervals whose size is decreasing. 
Comments. The communication relation associated with the predicate refresh defines reactive systems which are suitable implementations of the condition "q sp" above.
The communication relation associated with the predicate merge defines a reactive system which merges equality relations for all VAL,-INTER subsystems (see Fig.   12 ). Note that this last (n + 1)-ary communication relation is specified by the following application:
This characterizes a tactic to dissociate independent calculations. Note that this tactic differs from the previous one (Step 8), based on an application from dam(S) to dom(R,) x dom(R,) x. * . x dom(R,).
Step 10. Obtain a second CSPprogram.
As a follow-up to this reasoning process, we introduce an implementation of each of these communication relations by the manipulation of a data structure. This is an example of applying the well-known paradigm: represent objects and relations in some target model.
Representation of the communication relation "refresh".
It is quite trivial to deduce from the second part of the predicate: Then, our reasoning process continues with the following step:
F'!s
The processes F' and F(k) are defined above. Note that we omit the termination aspect, as was mentioned.
Transformation techniques
Step 11. Cancel process F'. Our goal is now to simplify this program by applying rational transformations. The processes F(k) are defined above.
Step 12. . We argue that this definition is the criticalpoint in the design of such an algorithm. These booleans are parasitic variables with regard to the initial problem. Indeed, this algorithm is fundamentally a set of producer-consumer systems:
l the process INTER computes a sequence of vectors (x(l), x(2), . . . , x(n)) of points, a few of which are utilized by the processes VAL,, VAL2, . . . , VAL,, l conversely, each process VALk computes a sequence of pairs (y,_/(y)) which are utilized by INTER.
It is interesting to note that another asynchronous solution is given by Eriksen and Staunstrup
[lo]. The main difference from the one presented here is the absence of boolean conditions. Such a solution may be derived from a variant of the communication relation "refresh", in which only the second part of the predicate is defined. This relation means that the condition "q 2 p" is not satisfied. The actual condition is then a weakening of the previous one, and defines a sequence of intervals whose size is not increasing. The efficiency and the convergence of the solution may depend on this hypothesis.
Conclusion
We are concerned with the important gap between proposed programming languages and parallel programming methods. Meanwhile, the design of parallel programs implies extensive work. We have proposed the beginning of an answer to this question by presenting a few paradigms and tactics for parallel programming.
These paradigms are founded on the concept of communication relations, which are an abstraction of the cooperation between communicating processes. The tactics are based on refinement rules applied to abstract statements. This point has been illustrated by developing the above two examples. In these examples, the communication relations have been quite obvious; this is not always the case. Elsewhere we have shown [29] many communication relations whose definitions require long and careful development.
In a few cases, this definition is the essential point of constructing a program. In other cases, it may lead to different versions of a given algorithm.
The steps described above has been chosen to illustrate the paradigms and tactics for parallel program design. Various groupings of such paradigms may lead to the development of more or less interesting solutions. They can also display checks or blind alleys in these designs. It seems imperative to propose such reasoning tools for writing correct and/or efficient parallel programs.
