Abstract. A graph is called a chain graph if it is bipartite and the neighborhoods of the vertices in each color class form a chain with respect to inclusion. A threshold graph can be obtained from a chain graph by making adjacent all pairs of vertices in one color class. Given a graph G, let λ be an eigenvalue (of the adjacency matrix) of G with multiplicity k ≥ 1. A vertex v of G is a downer, or neutral, or Parter depending whether the multiplicity of λ in G − v is k − 1, or k, or k + 1, respectively. We consider vertex types in the above sense in threshold and chain graphs. In particular, we show that chain graphs can have neutral vertices, disproving a conjecture by Alazemi et al.
Introduction
This paper is a successor of [4] in which vertex types (see the Abstract) in the lexicographic products of an arbitrary graph over cliques and/or co-cliques were investigated. Such class of graphs includes threshold graphs and chain graphs as particular instances. Both of these types (or classes) of graphs were discovered, and also rediscovered by various researchers in different contexts (see, for example, [5, 6, 12] , and references therein). Needles to say, they were named by different names mostly depending on applications in which they arise. It is also noteworthy that threshold graphs are subclass of cographs, i.e. of P 4 -free graphs. Recall that threshold graphs are {P 4 , 2K 2 , C 4 }-free graphs, while chain graphs are {2K 2 , C 3 , C 5 }-free graphs -see [1, 3] for more details. Note, if these graphs are not connected then (since 2K 2 is forbidden) at most one of its components is non-trivial (others are trivial, i.e. isolated vertices). Moreover, stars are the only connected graphs which belong to both of two classes of graphs under consideration.
Recall, these graphs play a very important role in Spectral Graph Theory, since the maximizers for the largest eigenvalue of the adjacency matrix (for graphs of fixed order and size, either connected or disconnected) belong to these classes (threshold graphs in general case, and chain graphs in bipartite case). Such graphs (in both classes) have a very specific structure (embodied in nesting property), and this fact enables us to tell more on the type of certain vertices. Here, we also disprove Conjecture 3.1 from [3] .
Throughout, we will consider simple graphs, i.e. finite undirected graphs without loops or multiple edges. In addition, without loss of generality, we will assume that any such graph is connected. For a graph G we denote its vertex set by V (G), and by n = |V (G)| its order. An n × n matrix A(G) = [a ij ] is its adjacency matrix if a ij = 1 whenever vertices i and j are adjacent, or a ij = 0 otherwise. For a vertex v of G, let N(v) denote the neighborhood of v, i.e. the set of all vertices of G adjacent to v.
The eigenvalues of G are the eigenvalues of its adjacency matrix. In non-increasing order they are denoted by
or by
if only distinct eigenvalues are considered. If understandable from the context we will drop out graph names from the notation of eigenvalues (or other related objects). The eigenvalues comprise (together with multiplicities, say k 1 , k 2 , . . . , k r , respectively) the spectrum of G, denoted by Spec(G). The characteristic polynomial of G, denoted by φ(x; G), is the characteristic polynomial of its adjacency matrix. Both, the spectrum and characteristic polynomial of a graph G are its invariants. Further on, all spectral invariants (and other relevant quantities) associated to the adjacency matrix will be prescribed to the corresponding graph. For a given eigenvalue λ ∈ Spec(G), mult(λ, G) denotes its multiplicity, while E(λ; G) its eigenspace (provided G is a labeled graph). The equation Ax = λx, is called the eigenvalue equation for λ. Here A is the adjacency matrix, while x a λ-eigenvector also of the labeled graph G. If G is of order n, then x can be seen as an element of R n , or a mapping x : V (G) → R n (so its i-th entry can be denoted by x i or x(i)). Eigenspaces (as the eigenvector sets) are not graph invariants, since the eigenvector entries become permuted if the vertices of G are relabeled.
An eigenvalue λ ∈ Spec(G) is main if the corresponding eigenspace E(λ; G) is not orthogonal to all-1 vector j; otherwise, it is non-main.
Given a graph G, let λ be its eivgenvalue of multiplicity k ≥ 1 and v ∈ V (G). Then v is a downer, or neutral, or Parter vertex of G, depending whether the multiplicity of λ in G − v is k − 1, or k, or k + 1, respectively. Recall, neutral and Parter vertices of G are also called Fiedler vertices. For more details, about the above vertex types see, for example, [19] . Remark 1.1. Sum rule: Let x be a λ-eigenvector of a graph G. Then the entries of x satisfy the following equalities:
In sequel, we will need the following interlacing property for graph eigenvalues (or, eigenvalues of Hermitian matrices, see [8, Theorem 2.5.1]).
In particular, if n ′ = n − 1, then
In the case of equality in (2) (see [8, Theorem 2.5 .1]) the following holds. 
. The rest of the paper is organized as follows: in Section 2 we give some particular results about vertex types in threshold graphs, while in Section 3 we put focus on chain graphs, and among others we disprove Conjecture 3.1 from [1] , which states that in any chain graph, every vertex is a downer with respect to every non-zero eigenvalue. Besides we point out that some weak versions of the same conjecture are true.
Vertex types in threshold graphs
Any (connected) threshold graph G is a split graph i.e., it admits a partition of its vertex set into two subsets, say U and V , such that the vertices of U induce a co-clique, while the vertices of V induce a clique. All other edges join a vertex in U with a vertex in V . Moreover, if G is connected, then both U and V are partitioned into h ≥ 1 non-empty cells such that U = h i=1 U i and V = h i=1 V i and the following holds for (cross) edges: each vertex in U i is adjacent to all vertices in V 1 ∪ · · ·∪ V i (a nesting property). Accordingly, connected threshold graphs are also called nested split graphs (or NSG for short). If m i = |U i | and n i = |V i |, then we write
The following Theorem states the essential spectral properties of threshold graphs (see [1, 15, 18] ).
• h positive simple eigenvalues; Recall that any vertex of a connected graph is downer for the largest eigenvalue, see [10, Proposition 1.3.9.] . In addition, if λ = 0, −1, then the corresponding eigenvector x is unique (up to scalar multiple) and constant on each of the sets U i and V i (i = 1, . . . , h); in particular, if m h = 1 then it is constant on the set U h ∪ V h . These facts will be used repeatedly further on without any recall. Proof. Let u 1 ∈ U 1 and v 1 ∈ V 1 . Then, by the sum rule, λx(u 1 ) = n 1 x(v 1 ). Since λ = 0, −1, u 1 and v 1 are both downer or Fiedler vertices (see Remark 1.2). Let X = w∈V (G) x(w), and by the way of contradiction assume that u 1 and v 1 are both Fiedler vertices, i.e. x(u 1 ) = x(v 1 ) = 0. Again, by the sum rule, we have λx(v 1 ) = X − x(v 1 ), and therefore X = 0, a contradiction since λ = 0, −1 is a simple and non-main eigenvalue (see Theorem 2.1).
Let
To see this, since x(v i ) = 0 by the sum rule we obtain
and therefore λx(u i−1 ) = 0. Similarly, since x(u i ) = 0 and
it follows x(v i−1 ) = 0. Consequently, we obtain x(u h ) = · · · = x(u 1 ) = 0 and x(v h ) = · · · = x(v 1 ) = 0, i.e. x = 0, a contradiction. This proves that all vertices in U h are downers for λ.
For the last part of the theorem, let λ = −m h . Then we have 
Proof. Recall first that all vertices within U k or V k (k = 1, . . . , h) are of the same type for λ, and that λ is a simple eigenvalue. Assume on the contrary that all vertices in U i and U i+1 are neutral and let x be a λ-eigenvector. Then, for u i ∈ U i and u i+1 ∈ U i+1 , x(u i ) = x(u i+1 ) = 0. By the sum rule it easily follows that for any v i+1 ∈ V i+1 , x(v i+1 ) = 0. Next, we have
By subtracting (5) from (4) we obtain λx(v i ) = −x(v i ). Since λ = −1, x(v i ) = 0 and consequently x(u i−1 ) = 0. Proceeding in the similar way, we conclude that x(u 1 ) = 0, which contradicts Theorem 2.2.
The proof for vertices in V i , V i+1 is similar, and therefore omitted.
Next examples show that in an nested split graph G neutral vertices for the same eigenvalue may be distributed in different U i 's, V i 's and at the same time in both U and V . In what follows we assume that all vertices in U s (resp. V s ) of a nested split graph G are neutral for some s with respect to some λ i = 0, −1. If so, we will show that this assumption imply some restrictions on position of λ i in the spectrum of G.
′ be the induced subgraph of G obtained by deleting all vertices in U 1 , . . . , U s , V 1 , . . . , V s i.e.
and let x be a λ-eigenvector of G. Denote by x ′ the vector obtained from x by deleting all entries corresponding to deleted vertices from G. Since
for any k ≥ s + 1, we obtain
and therefore x ′ is an eigenvector of G ′ for λ i , i.e. λ i ∈ Spec(G ′ ). Suppose λ i = λ ′ j for some j ∈ {1, . . . , n ′ }. From interlacing it follows that
as well as (7) we conclude that λ ′ j = λ i is a non-main eigenvalue of G ′ , a contradiction, by Theorem 2.1. Therefore, the interlacing in these cases reads
If all vertices in V s for some s are neutral for λ i = 0, −1, then bearing in mind that G − V s = NSG(m 1 , . . . , m s−1 + m s , . . . , m h ; n 1 , . . . , n s−1 , n s+1 , . . . , n h ) we can similarly conclude the following. Proof. If λ n = −1, then G is a complete graph and all vertices are downers for it. So, we assume that λ n = 0, −1. Suppose on the contrary that there exists at least one neutral vertex u for λ n . If u ∈ U s , then x(u) = 0, where x is a λ-eigenvector of G. As shown in the proof of Theorem 2.4, λ n = λ ′ j ∈ Spec(G ′ ), for some j ∈ {1, . . . , n ′ } and λ n−n ′ +j < λ ′ j < λ j , i.e. λ n−n ′ +j < λ n < λ j , a contradiction. The proof is similar if v ∈ V s for some s and hence omitted here. Theorem 2.6. Let G = NSG(m 1 , . . . , m h ; n 1 , . . . , n h ) such that all vertices in U s are neutral for λ = 0, −1 and
where
The adjacency matrix A of the whole graph is equal to:
where A ′ , A ′′ are adjacency matrices of
and G ′′ , respectively, and
responding eigenvector x can be represented as x = x 1 x 2 and the eigenvalue system reads:
As we have seen in the proof of Theorem 2.4, λ is an eigenvalue of A ′ , the corresponding eigenvector is x 2 and further x 1 = 0. Therefore, it follows that B T x 1 = 0, i.e. the sum of some entries of x 1 is 0. From (10) 
Moreover, λ = λ 1 (G ′′ ). Equality holds if and only if x 1 is an eigenvector of G ′′ for λ 1 (G ′′ ), that is not possible due to the condition (11) and positivity of x 1 as an eigenvector corresponding to the largest eigenvalue of a connected graph. Similarly, if λ = λ n ′′ (G ′′ ), then x 1 is the corresponding eigenvector and from (10) it follows Bx 2 = 0. This implies that λ is a non-main eigenvalue of a nested split graph G ′ , a contradiction by Theorem 2.1.
s=2 I s , then all vertices in U are downer vertices for λ. Example 2.3. Let G = NSG (1, 1, 5; 1, 1, 8) . Then I 2 = (−1.48, 2.17) and besides λ 1 and λ n all vertices in U are downer for λ n−2 and λ n−1 , as well.
Vertex types in chain graphs
Chain graph can be defined as follows: a graph is a chain graph if and only if it is bipartite and the neighborhoods of the vertices in each color class form a chain with respect to inclusion. For this reason, if connected (as was the case with threshold graphs), it is also called double nested graph [5] .
Non-zero eigenvalues of chain graphs are simple (see Theorem 3.1 below). As the subgraphs of any chain graph are also chain graphs, it follows that there is no Parter vertex in any chain graphs with respect to non-zero eigenvalues. A question raises whether they can have neutral vertices. In [1] it is conjectured that this cannot be the case.
Conjecture 3.1. ([1]) In any chain graph, every vertex is downer with respect to every non-zero eigenvalue.
We disprove Conjecture 3.1 in this section. Indeed, Theorems 3.4 and 3.5 will show that there are infinitely many counterexamples for this conjecture. In spite of that, a couple of weak versions of the conjecture are true. [5] , the color classes of any chain graph G can be partitioned into h nonempty cells U 1 , . . . , U h and
Remark 3.1. (Structure of chain graphs) As it was observed in
we write DNG(m 1 , . . . , m h ; n 1 , . . . , n h ) (see Fig. 2 ). Figure 2 . The chain graph G = DNG(m 1 , . . . , m h ; n 1 , . . . , n h ).
The spectrum of any chain graph has the following properties (see [1] ): Proof. Let x be any λ-eigenvector of G. Assume that u 1 ∈ U 1 and v h ∈ V h . By the sum rule λx(v h ) = m 1 x(u 1 ). Since, λ = 0, u 1 and v h are both downer or neutral. Let X = w∈V x(w) and assume on the contrary that x(u 1 ) = x(v h ) = 0. Again, by the sum rule λx(u 2 ) = X −n h x(v h ) = 0 and consequently x(u 2 ) = 0, for any u 2 ∈ U 2 as well as x(v h−1 ) = 0 for any v h−1 ∈ V h−1 . Next, for any u 3 ∈ U 3 ,
It follows that x is zero on U 3 , too. Continuing this argument, it follows that x = 0, a contradiction.
The following proposition states some facts related to vertex types in chain graphs. The proofs are similar to those in Section 2 and therefore omitted here.
A chain graph for which In what follows, for convenience, we will instead of column vectors use row vectors, especially for eigenvectors. Let
where x i = a s if i ≡ s(mod 6). In the next theorem, we show that the vector (x, x) (each x corresponds to a color class) is an eigenvector of a non-zero eigenvalue of H(h) for some h. In view of Remark 1.2, this disproves Conjecture 3.1 .
Theorem 3.4. In any half graph H(h), the vector (x, x) is an eigenvector for λ = 1 if h ≡ 1 (mod 6) and it is an eigenvector for λ = −1 if h ≡ 4 (mod 6).
Proof. From Table 1 , we observe that for 1 ≤ s ≤ 6,
where we consider 5 − s and 2 − s modulo 6 as elements of {1, . . . , 6}. Note that, since
Let {u 1 , . . . , u h } and {v 1 , . . . , v h } be the color classes of H(h). Let h = 6t + 4. We show that (x, x) satisfies the sum rule for λ = −1. By the symmetry, we only need to show this for u i 's. Let i = 6t
Now, let h = 6t + 1. We show that in this case (x, x) satisfies the sum rule for λ = 1. Let i = 6t
′ + s for some 1 ≤ s ≤ 6. Then n − i + 1 = 6(t − t ′ ) + 2 − s. Proof. From Table 2 , we observe that for 1 ≤ s ≤ 10, It follows that in this case (x, x) satisfies the sum rule for λ = −ω. 
