Associated to every subset J of nodes of a Dynkin diagram is a standard parabolic subalgebra p J of the corresponding Lie algebra g, generated by the positive Borel subalgebra of g together with the negative simple generators f j , j ∈ J. Furthermore one has a decomposition of g as a semi-direct product of p J and the subalgebra n − J generated by the remaining negative simple generators. In the same way, for each J one can construct a quantum parabolic subalgebra of the quantized enveloping algebra U q (g).
Introduction
It is now a little over twenty years since the study of quantum groups was initiated and much of the attention in the area has been focused on the quantized enveloping algebras introduced by Drinfel ′ d and Jimbo ([Dri85] , [Jim85] ) and their structure as illuminated particularly by Lusztig ([Lus93] ). However, a significant amount of development has taken place in other settings inspired by quantum theory, especially the study of non-commutative versions of classical algebraic and geometric objects obtained by introducing braidings. Typically, the braiding is switched on in the background, at the level of a category, and one studies objects in that category, whose structures then automatically have this non-commutativity built in. Joyal and Street ([JS93] ) gave the definition of a braided monoidal category and the study of structures in these categories has been promoted particularly by Majid, in both mathematics and physics.
It has long been known that aspects of the theory of quantized enveloping algebras can be viewed from the point of view of braided categories. Conversely, when studying braided structures, one finds Lie-theoretic type information-particularly Cartan matrices-appearing very naturally. One recent example would be the work of Andruskiewitsch and Schneider and others on pointed Hopf algebras ( [AS02] ). In the present work, the relationship between quantized enveloping algebras and Hopf algebra structures in braided categories is examined further.
In a series of papers ([Maj99] , [Maj97b] , [Maj97a] ) dating from the late 1990's, Majid has introduced a construction for Hopf algebras called double-bosonisation. A special case has also been defined by Sommerhäuser ([Som96] ). The input is a Hopf algebra and two braided Hopf algebras in duality; the output is a new Hopf algebra. This construction is on the one hand related to particular biproducts of a Hopf algebra and a braided Hopf algebra, called bosonisations. Bosonisations are semi-direct products of Hopf algebras and double-bosonisations are a form of triple product built from two bosonisations. On the other hand, double-bosonisation is modelled on and generalises triangular decompositions of the type seen in Lie theory and its quantum counterpart. Indeed, in his original work Majid showed that the triangular decomposition of a quantized enveloping algebra into positive, negative and Cartan parts is one way of expressing the quantized enveloping algebra as a double-bosonisation. (This may be found in [Maj99] ; an extended exposition is in [Maj02, .)
Along with establishing the double-bosonisation as a Hopf algebra and also exhibiting the quantized enveloping algebras as an example in the manner just discussed, Majid introduced the idea that double-bosonisation allows for an alternative approach to the study of quantized enveloping algebras. One can think of double-bosonisation as realising in the algebraic structure the addition of nodes to Dynkin diagrams and so as allowing the inductive construction of quantized enveloping algebras. In particular, he saw that the inductive construction along the A series of Dynkin diagrams can be achieved using braided (hyper-)planes. These are among the simplest of the braided Hopf algebras and are in some sense non-commutative vector spaces. He went on to observe that one is not restricted to the A series and a more general consideration was possible. In this work, we take this up and provide a formal analysis, showing that this idea of induction indeed applies generally.
The principal aim of this work was to extend that of Majid ([Maj00] , [Maj99] ) and our own ( [Gra05] ) to the quantum setting. In addition, relatively few examples of infinite-dimensional braided Hopf algebras are well understood, which was an additional motivation for our work.
Lusztig's approach to quantized enveloping algebras starts with a root datum T, an abstraction of the notion of a root system for Lie algebras. The corresponding quantized enveloping algebra will be denoted U q (T). In order to have an abstract description of the choice of a standard parabolic subalgebra we define a relation between pairs of root data which we call a sub-root datum (Definition 3.1), denoted J ⊆ ι T. The conditions of the definition require that the Dynkin diagram of J is a subdiagram of that of T but also impose further compatibility constraints.
The analogue of a negative Borel subalgebra in the quantum setting, denoted U q (T), has a natural N-grading coming from the sub-root datum J ⊆ ι T and the Radford-Majid theorem applies to give us a braided Hopf algebra B = B(T, J, ι, q). We see that the zeroth component of this grading is a central extension of U q (J), the quantum negative Borel subalgebra associated to the 'smaller' root datum. Then we may use the idea of Drinfel ′ d of constructing U q (T) as a quotient of his double construction to prove that U q (T) is a double-bosonisation of U q (J) (Theorem 3.7). Note that the usual triangular decomposition is obtained by considering the inclusion of the trivial (rank zero) datum in a given root datum.
In Section 4 we analyse the algebra, module and coalgebra structures of B. We give a set of generators for B (Theorem 4.1), show that its first homogeneous component B 1 is a direct sum of quotients of Weyl modules and show that B is integrable. Using the description of the generators of B, we prove that it is a Nichols algebra (Theorem 4.7). That is, B is a graded braided Hopf algebra generated in degree one with all its braided-primitive elements also in degree one. We refer the reader to the survey of Takeuchi [Tak05] for more information on general Nichols algebras.
Based on this and several examples, we conjecture that, at least over C and with q generic, B is a quantization of U (n − J ), where n − J is obtained from the complex semisimple Lie algebra g associated to T in an analogous way to our construction of B from U q (T) (i.e. as in [Gra05] and [Gra08a] ). Finally, we give one of the simplest possible examples, that corresponding to the natural embedding U q (sl 3 ) ⊆ U q (sl 4 ). We give the generators explicitly, as well as the braiding and the coalgebra structures.
In addition to the motivations described above, there are several other potential applications of these results, in the areas of cluster algebras, relations with bases of various types and nonstandard quantum groups. We briefly describe these now.
Following the completion of this work, we learned of the work of Geiß, Leclerc and Schröer ([GLS08]) on cluster algebra structures on coordinate algebras of partial flag varieties. Cluster algebras have been introduced by Fomin and Zelevinsky ([FZ02] ) to capture the combinatorics associated with the Lusztig-Kashiwara canonical (or crystal) bases in universal enveloping algebras and Lusztig's theory of total positivity ([Lus98] ). In essence, possessing a cluster algebra structure is equivalent to having a particular form of presentation, typically with many generators but simple relations. Cluster algebras have a Cartan matrix classification and are now commonly studied via categorifications-that is, categories encoding the combinatorial structure (see for example [BMR + 06]).
Partial flag varieties arise as quotients of algebraic groups by parabolic subgroups and their coordinate algebras are dual to the enveloping algebras of the Lie algebra n − J . The latter can be identified with the Lie algebra of the unipotent radical of the opposite parabolic subgroup P − J in the algebraic group G associated to the Dynkin diagram. By means of a categorification, Geiß, Leclerc and Schröer have shown that these coordinate algebras possess a cluster algebra structure in many cases. Importantly, from this they have been able to find many elements belonging to Lusztig's dual semicanonical basis; conjecturally they belong to the canonical basis.
Our work here studies quantum parabolic subalgebras and the associated braided enveloping algebras, which are conjecturally U q (n − J ). The graded duals of these are, by definition, the quantized coordinate algebras of the corresponding partial flag varieties. Since Nichols algebras are very close to being self-dual, our proof that these braided enveloping algebras are Nichols means that we are not far from having substantial information on quantum partial flag varieties. In addition, Berenstein and Zelevinsky ( [BZ05] ) have recently defined quantum cluster algebras, incorporating information about the commutation relations of the generators into the original cluster algebra definitions. We expect that the graded duals of the braided enveloping algebras studied here should admit quantum cluster algebra structures and in work in preparation ([Gra08b]) we give several examples supporting this view.
We also concur with Majid ([Maj97b] , [Maj02] ) that an interesting area for future work would be to attempt to identify quantum groups obtained by the inductive construction that do not have classical counterparts-purely quantum phenomena. One would do this by asking about the possible braided Hopf algebra structures that could be fed into a double-bosonisation to yield an object "close to" a quantized enveloping algebra. (We compare this with the investigations in [Gra05] , which asked which braided-Lie bialgebras could be used to obtain simple Lie algebras.) It is certainly not clear how one might make sense of the phrase "close to" here, in order to adequately describe the category of objects under consideration. We would also want to know which properties were shared with quantized enveloping algebras. However, one might reasonably start by constructing explicit examples, as was done in [Maj97b] , extending U q (su 2 ) by a "fermionic" braided super-plane C 0|2 q instead of the standard braided plane C 2 q that gives U q (su 3 ). A starting point might be to only consider Nichols algebras of integrable modules of quantized enveloping algebras, i.e. the situation we have described here.
An significant outstanding problem is to understand fully the relations in the Nichols algebras we have identified. We may be aided in this by recent work of Ufer ([Ufe04a]) on Nichols algebras of U q (g)-modules. He studies Nichols algebras of integrable modules and in particular their Gel ′ fand-Kirillov dimension and their defining relations, subject to certain assumptions. The principal assumption made is that the braiding is of a special type: in order to see the extent of the connection between our work and Ufer's, we would need more information about the braiding associated to B. As a step in this direction, more explicit computations of these braidings will be given in [Gra08b] .
We also remark that much of what we have done here is exactly mirrored for the reduced form of U q (T), u q (T), when q is a root of unity (see [Lus93, Chapter 36] ). Then when u q (T) is finite-dimensional (e.g. for T of finite type), the associated Nichols algebras are also finitedimensional and hence are subsumed into the large amount of theory developed for this case (see for example [AS02] and [And04] ). In particular, this work is closely related to that in [AS] .
In describing the inductive construction of quantum groups, we have had in mind the possibility of using this to provide an alternative approach to the proof of various properties of quantized enveloping algebras. For example, one may consider the existence of the Poincaré-Birkoff-Witt-type (PBW-type) basis or the canonical basis on U q (T). For an induction, the base case is rank one root data. Then for the inductive step, one should show that such a basis is induced on B. The interpretation of B as a braided enveloping algebra over a quantized enveloping algebra module (indeed, often a finite-dimensional module) makes this plausible. For example, Ufer ([Ufe04b] ) has shown that one obtains PBW-type bases on the Nichols algebra of certain finite-dimensional U q (g)-modules, via the braiding coming from the R-matrix.
It is our belief that in principle one stands a better chance of understanding some properties of quantized enveloping algebras by looking at the 'smaller' braided enveloping algebras B. In particular, performing explicit calculations is somewhat simplified and we have implemented much of the theory explained here in the computer program GAP ( [GAP] ) via the package QuaGroup ( [Qua] ) in order to aid calculation in specific examples.
Preliminaries
Throughout, we will use the following convention for the natural numbers: N = {0, 1, 2, . . .}, setting N * = {1, 2, 3, . . .}. That is, for us N is a monoid.
Recall that a braided category is a monoidal category together with a natural isomorphism Ψ : − ⊗− → − ⊗ op − (where A ⊗ op B = B ⊗ A), satisfying suitable identities (see for example [ML98] or [Maj02] ). One can consider objects in categories with various sorts of algebraic structures on them. That is, one takes an object together with some morphisms from the category that satisfy the axioms for the appropriate algebraic structure, when we translate axioms into identities of morphisms. A key example is that of a Hopf algebra in a braided category, namely an object B and morphisms m, η,∆, ε and S satisfying the usual relations for an algebra product, unit, Hopf algebra coproduct, counit and antipode respectively. In particular ∆ : B → B ⊗ B is required to be a morphism of braided algebras from B to the braided tensor product algebra B ⊗ B (where the usual tensor product multiplication is twisted by Ψ, the braiding in the category). We will also use the term 'braided Hopf algebra' for a Hopf algebra in a braided category.
If B = (B, m, η,∆, ε, S) is a braided Hopf algebra, we say b ∈ B is braided-primitive if ∆b = b ⊗ 1 + 1 ⊗ b. We will denote the vector space of braided-primitive elements of B by Prim(B). We note that Prim(B) is not in general a subalgebra of B.
Now we consider graded Hopf algebras. Let (M, +) be a commutative monoid, with identity element denoted 0, and let k[M ] be the associated monoid algebra over a field k. Lemma 2.1 (cf. [AS00, Lemma 5.5]). Let R = ⊕ n∈N R n be a graded k-Hopf algebra in a braided category C with finite-dimensional homogeneous components. Assume that S = ⊕ n∈N R * n , the graded dual of R, is also a Hopf algebra in the braided category C (with the dual Hopf algebra structures). Further, assume that R 0 = k, so then S 0 = k also. Then R 1 = Prim(R) if and only if S is generated as an algebra by S 1 .
This lemma is proved exactly as in [AS00] : the proof there uses only properties of the graded braided Hopf algebra structures.
The bosonisation constructions for Hopf algebras
Bosonisation and double-bosonisation are the two key constructions which make an inductive approach to the study of the quantized enveloping algebras possible. Bosonisation takes a Hopf algebra and a braided Hopf algebra in its category of modules and combines these to obtain a new (ordinary) Hopf algebra. Double-bosonisation incorporates the dual of the braided Hopf algebra as well and again produces a Hopf algebra.
However, bosonisation and double-bosonisation require an additional condition on the initial Hopf algebra H which forms the input into the constructions. This condition is the existence of a weak quasitriangular structure on H and H ′ dually paired to H. The existence of a weak quasitriangular structure is, as the name suggests, a weaker condition than quasitriangularity.
Definition 2.2 (cf. [Maj90] ). Let H and H ′ be dually paired k-Hopf algebras, paired by the map < , > : H ⊗ H ′ → k. A weak quasitriangular system consists of H, H ′ and a pair of convolutioninvertible algebra and anti-coalgebra maps R,R : H ′ → H, with convolution-inverses R −1 ,R −1 respectively, such that
ii) R andR intertwine the left and right coregular actions L * , R * with respect to the convolution product · on Hom k (H ′ , H):
where we consider L * :
We will denote by W Q(H, H ′ , R,R) a weak quasitriangular system with the above data.
We can now define the bosonisation construction. This was originally introduced in [Maj94] , where the claims implicit in the definition are proved, and it is noted in [Maj99] that one needs only weak quasitriangularity for the construction to work. We have altered the presentation slightly to reflect our use of the definition of a weak quasitriangular system. Definition 2.3. Let W Q(H, H ′ , R,R) be a weak quasitriangular system and let B be a Hopf algebra in the braided category of right H ′ -comodules, M H ′ . Let the right coaction be denoted
. Then the bosonisation of B, denoted B >⊳ · H, is the Hopf algebra with i) underlying vector space B ⊗ H, ii) semi-direct product by the action ⊲ given by evaluation against the right coaction of H ′ :
iii) semi-direct coproduct by the coaction α of H induced by the right coaction of H ′ and the weak quasitriangular structure:
iv ) tensor product unit and counit and v ) an antipode, given by an explicit formula which we omit. This is the left-handed version of bosonisation; the right-handed version is entirely analogous and is denoted H · ⊲< B. Double-bosonisation is defined by combining a left and a right bosonisation, with some cross relations. A large part of [Maj99] is devoted to showing that this is well-defined and produces a Hopf algebra.
Definition 2.4 (cf. [Maj99] ). Let W Q(H, H ′ , R,R) be a weak quasitriangular system and let B be a Hopf algebra in the braided category of right H ′ -comodules, M H ′ . Let B ′ be another Hopf algebra in the braided category M H ′ with an invertible braided antipode dually paired with B via ev : B ⊗ B ′ → k, a dual pairing of the Hopf algebra structures in this category. Then the double-bosonisation B >⊳ · H · ⊲< (B ′ ) op of B and (B ′ ) op by H is the Hopf algebra with
iii) cross-relations
Root data and quantized enveloping algebras
We follow Lusztig ([Lus93] ) in working with Cartan data and root data. Consider a root datum
That is, I is a finite set, " · " is a symmetric bilinear form on Z[I] giving rise to an associated Cartan matrix C, Y and X are two finitely generated free Abelian groups perfectly paired by < , > and i 1 , i 2 are inclusions of I into Y and X such that
The root lattice is embedded into X, the weight lattice in Y .
Standing assumption on the base field: let k be a field and assume that if char k = 0 then char k does not divide the quantity C ij /C ji for all i, j ∈ I. (In a root system, the quantity C ij /C ji is the ratio of the squares of the lengths of the fundamental roots α i and α j .)
Fix q ∈ k * such that q 2c i = 1 for all i ∈ I and let q i Let the identity element of Y be denoted 0 and let Z denote the free Abelian subgroup Z[i 1 (I)] of Y . We consider I as a subset of Z, suppressing the map i 1 . We can now define the quantized enveloping algebra U q (T) associated to the root datum T over the field k with deformation parameter q.
Definition 2.5. We define U q (T) to be the Hopf algebra over k generated by E i , F i (i ∈ I) and K µ (µ ∈ Z), subject to relations
, where
The Hopf structure is:
i) There are several definitions of the quantized enveloping algebras in the literature and this one is close to that of Lusztig ([Lus93] ), except that he has generators K µ with µ ∈ Y , rather than referring to Z. Our definition also resembles that of Jantzen in [Jan96] , although he starts with root systems, rather than root data. The reason for the restriction to generators indexed by the subgroup Z rather than Y is technical and is discussed below.
ii) Since Z is finitely generated and we could define U q (T) using only K i , i ∈ I, so this version of U q (T) is finitely generated.
iii) Also useful will be the following relations, implied by (R2) and (R3):
We will also need certain subalgebras of U q (T), generated by certain subsets of the generating set for U q (T), as follows:
These subalgebras are the quantized enveloping algebra analogues of the Cartan subalgebra, subalgebras of positive and negative root vectors and the positive and negative Borel subalgebras, respectively. Unfortunately, U q (T) is not a quasitriangular Hopf algebra in general. This is because the analogue of the Drinfel ′ d-Sklyanin quasitriangular structure for Lie bialgebras involves an infinite sum, since U q (T) is infinite-dimensional. There are several approaches to resolving this problem.
) works in the setting of formal power series in a deformation parameter; Lusztig ([Lus93, Chapter 4]) introduces a topological completion. The notion of weak quasitriangularity (Definition 2.2) was introduced by Majid in order to avoid these and remain in a purely algebraic setting.
In the context of constructing U q (T) as a double-bosonisation starting from the Hopf algebra
(the group algebra of Z), it follows from [Maj02, Proposition 18.7] that we have a
i . To extend this to the whole of U q (T), we use Lusztig's pairing between U + q (T) and U − q (T), given by (E i , F j ) = (q
This induces dual bases {f a } and {e a } and we have the quasi-R-matrix, i.e. the formal series a f a ⊗e a . Then the R,R are given by appropriate evaluations against the pairing ( , ) and this is well-defined. We will not give explicit formulae here.
Similarly, we obtain a self-duality pairing of U q (T), as follows. For i, j ∈ I, define
extended to the whole of U q (T) ⊗ U q (T). One proof that this is a dual pairing of Hopf algebras is in [Jan96, Chapter 6], where the pairing is expressed as a pairing of U q (T) with U q (T) op .
(We identify U q (T) op with U q (T).) As Jantzen observes, the idea goes back to Drinfel ′ d. It is in order to have this pairing that we index the generators of U 0 q (T) by Z rather than Y . We may construct the Drinfel ′ d double of U q (T), D(U q (T)). We use a variant on the original definition ( [Dri87] ) suitable for infinite-dimensional Hopf algebras described in [Maj95, Chapter 7] . This is U q (T) ⊗ U q (T) with a double cross product structure given by simultaneous actions of each factor on the other, denoted U q (T) ⊲⊳ U q (T). Now following Drinfel ′ d again, we may recover U q (T) as a quotient of D(U q (T)). Observe that D(U q (T)) is generated by
Then the quotient U q (T) is obtained by identifying the two Cartan parts, i.e. we impose the relation K µ ⊗ 1 = 1⊗ K µ . The corresponding ideal defining the quotient is generated by elements of the form K µ ⊗ K −1 µ − 1 ⊗ 1. We will refer to the projection P :
We will not consider all representations of U q (T) but as usual concentrate on those modules that decompose into weight spaces. Among the set of weights of a module, the dominant weights are particularly important. We extend the definition of dominant in [Lus93, §3.5.5] slightly, as we will need to consider weights and their properties with respect to more than one quantized enveloping algebra. So we define dominance relative to certain subsets of I, namely those whose image in the cocharacter lattice Y is a linearly independent set. As noted by Lusztig, one can define dominance without this linear independence but it is of no use. Definition 2.6. Let T = (I, · , Y, X, < , >, i 1 , i 2 ) be a root datum. For λ ∈ X and any subset S ⊆ I such that the set {i 1 (s) | s ∈ S} is linearly independent in Y , we say λ is S-dominant if < i 1 (s), λ > ∈ N for all s ∈ S.
For any weight λ, we have two important modules, the Verma module ∆(λ) and the Weyl module L(λ) of highest weight λ. We fix λ ∈ X and then, as in [Jan96, Section 5.5], we first define the left ideal
The Verma module is defined as ∆(λ) def = U q (T)/J λ and is generated by the coset of 1, denoted v λ ; ∆(λ) has a unique maximal submodule. The Weyl module L(λ) is defined to be the unique simple factor of ∆(λ).
Hopf algebra gradings and split projections
The following easy proposition relates N-gradings to split projections. We remark that we make no assumptions on the Hopf algebra structure of H 0 : it need not be a group algebra, for example. 
Now we can use the well-known Radford-Majid theorem in the special case of N-graded Hopf algebras to see that we have both a Hopf algebra in a braided category associated to the grading and a bosonisation reconstructing our original Hopf algebra. 
. B is a subalgebra of H, namely the subalgebra of coinvariants of H under the coaction given by
ii) We may alternatively describe B as the image of the surjective map Π : H → H given by Π(h) = h (1) ((S • ι • π)(h (2) )) for all h ∈ H. We note that Π| B = id B and Π is graded, since Π is given by a composition of graded maps.
iii) The action of D(H 0 , H ′ 0 ) on B is given as follows. Let b ∈ B. Then
iv ) The braided structures on B are: for b, c ∈ B,
• the braided coproduct ∆b = Π(
• the braided antipode Sb = ((ι • π)(b (1) ))Sb (2) , and
v ) The isomorphism Υ : H → B >⊳ · H 0 is given by
for b ∈ B, h ∈ H 0 and · the product in H.
Recall that any
the formula in iii) above may be written as h ⊲ b = Ad ι(h) (b) for h ∈ H 0 since ι is a Hopf algebra map. In fact, B is an Ad-submodule of H.
Next, we note that B inherits an N-grading from H = n∈N H n . For we may define a map Υ : 3) ), the same formula as in v ) above. For h ∈ H n , we have Υ(h) ∈ H n ⊗ H 0 . Now define B n = {b ∈ B | Υ(b) ∈ H n ⊗ H 0 }. For all n ∈ N, B n = B ∩ H n and B is an N-graded algebra: B = n∈N B n .
Therefore we may focus our attention on the structure of the homogeneous components: B n is a D(H 0 , H ′ 0 )-submodule of B and B 0 = k. We note that this tells us that B satisfies the defining Nichols algebra condition (a) of Definition 2.1. Also it is well-known that B 0 = k implies that B 1 ⊆ Prim(B): one uses the fact that the braided coproduct ∆ is a graded map. However one does not know in general whether condition (b) holds, i.e. whether B 1 = Prim(B).
3 Sub-root data and their associated braided Hopf algebras and triangular decompositions
We begin by defining sub-root data, denoted J ⊆ ι T, an abstraction of the Lie algebra-subalgebra pairs we considered in [Gra05] . Our reason for introducing these is that any choice of sub-root datum J ⊆ ι T gives rise to an N-grading of the quantum negative Borel subalgebra U q (T). We analyse the structure of the zeroth homogeneous component of this grading, showing that it is a central extension of U q (J), the quantum negative Borel subalgebra associated to J. This allows us to show that U q (T) may be expressed as a double-bosonisation of this central extension U q (J)
by an N-graded Hopf algebra B = B(T, J, ι, q) in the braided category of U q (J)-modules.
Sub-root data
We define our principal object of study, a pair of suitably related root data. 
be two root data. Then we say J is a sub-root datum of T via ι if
We will denote this by J ⊆ ι T.
Notes:
i) The maps s Y , s X will be suppressed in what follows: we think of Y ′ and X ′ as subgroups of Y and X respectively, identifying Y ′ (resp. X ′ ) with its image under s Y (resp. s X ).
ii) We must specify the map ι, rather than just a set inclusion J ⊆ I. For example, we distinguish between the two embeddings ι 1 (m) = m and ι 2 (m) = l − m + 1 of the subset J = {1, . . . , l − 1} in I = {1, . . . , l}.
A sub-root datum gives rise to an algebra-subalgebra pair of quantized enveloping algebras, in the obvious way.
Lemma 3.1. Let J ⊆ ι T be a sub-root datum. There is an injective Hopf algebra homomorphism ι :
The conditions iv ) and vi ) of the definition of a sub-root datum ensure that the relations are respected. As an example, take the sub-root datum A 2 ⊆ ι A 3 with ι : {1, 2} → {1, 2, 3}, ι(j) = j.
We may build up root data by taking direct sums. 
be two root data. Then the direct sum T ⊕ J of T and J is the root datum with underlying set I ∪ J, symmetric bilinear form · ⊕ = · ⊕ · ′ , associated finitely generated free Abelian groups
It is clear that this is again a root datum. The notions of sub-root datum and direct sum are suitably compatible: T, J are sub-root data of T ⊕ J via the inclusions I, J ⊆ I ∪ J.
Let J ⊆ ι T be a sub-root datum of T via ι.
Definition 3.3. We have a splitting X = X ′ ⊕ X ′′ so let π : X → X/X ′′ be the canonical projection and i : X/X ′′ → X ′ the isomorphism of X/X ′′ with X ′ . Define the restriction map ρ : X → X ′ to be ρ = i • π. In particular, we have ρ| X ′ = id X ′ . If λ ∈ X, we will often denote ρ(λ) ∈ X ′ by λ ′ . This is consistent with the decomposition
Note that for all µ ′ ∈ Y ′ , we have < µ ′ , ρ(λ) > ′ = < µ ′ , λ >. We call ρ the restriction map as it encodes the restriction of weight representations from U q (T) to U q (J). For let M = λ∈X M λ T be a weight module for U q (T). Then M is a weight module for U q (J) by restriction, so we may
It is then natural to ask if ρ preserves dominance (Definition 2.6). We say a root datum T with associated embedding i 1 : I ֒→ Y is Y -regular if the set Im i 1 is linearly independent in Y . (We may define X-regularity in a similar fashion. Lusztig ([Lus93, §6.3.3]) notes that if T is a finite type root datum then T is automatically both X-and Y -regular.) Clearly, if T is Y -regular then any sub-root datum of T is too. Furthermore, dominance is preserved under ρ.
The quantum negative Borel subalgebra U q (T)
Let J ⊆ ι T. Then U q (J) may be identified with the sub-Hopf algebra of U q (T) with generators
However, it also has many Z-gradings. Let γ : I → Z be any function. Then U q (T) is Z-graded by deg
We see this by noting that all the defining relations are homogeneous in degree (cf. [Kac90, Section 1.5]). In particular, U q (T) has a Z-grading associated to any sub-root datum J ⊆ ι T. Let D = I \ ι(J) and let χ D : I → {0, 1} be the indicator function for D, i.e.
Then, as above, regarding χ D as a function I → Z we have a Z-grading on U q (T):
In particular,
. Consider now the sub-Hopf algebra U q (T) of U q (T), the analogue of the negative Borel subalgebra, generated by the set
. Also, as we recalled in Subsection 2.2, U q (T) is self-dually paired. Indeed (U q (T), U q (T)) is a dual pair of N-graded Hopf algebras. Hence, Proposition 2.2 and Theorem 2.3 apply to U q (T) and we have the following. 
Here we have
. We now examine in more detail the structure of U q (T) [0] .
The zeroth component U q (T) [0]
We see immediately that the zeroth graded component U q (T) [0] of U q (T) is generated by the set {F j | j ∈ ι(J)} ∪ {K µ | µ ∈ Z}. As noted above, U q (J) ⊆ U q (T) [0] and indeed is a sub-Hopf algebra. We show that 
Proposition 3.3. U q (T) [0] is an extension (of Hopf algebras) of k[Z/Z ′ ] (the group Hopf algebra of Z/Z ′ ) by U q (J). That is, we have the short exact sequence of bialgebras
Proof: Recall that if M is a monoid, the category of (right) k[M ]-comodules is exactly that of M -graded vector spaces. So we want to identify a suitable k[Z/Z ′ ]-grading on H = U q (T) [0] with H [0] = U q (J), so that we obtain U q (J) as the fixed point subalgebra under the coaction corresponding to this grading. As observed above, Z/Z ′ is a free Abelian quotient of a free Abelian group Z, so we have
splits: we have : Z/Z ′ → Z such thatπ • = id Z/Z ′ and Z ′′ = Im ∼ = Z/Z ′ . So, we have unique decomposition of elements of Z into elements of Z ′ and Z ′′ : for µ ∈ Z, we have µ = µ ′ ⊕ µ ′′ for (unique) µ ′ ∈ Z ′ , µ ′′ ∈ Z ′′ . Therefore to each µ ∈ Z we have a unique associated pair (µ ′ , ν)
, on generators. We see that U q (J) is indeed the degree zero part of this grading. Let {Q α | α ∈ Z/Z ′ } be a basis for k[Z/Z ′ ]. We define i : U q (J) ֒→ U q (T) [0] to be inclusion and π :
for all µ ∈ Z, extended linearly and to products. We can express this as π(x) = Q deg x for all x ∈ U q (T) [0] .
By definition, i and π are algebra maps and since U q (J) is a sub-Hopf algebra of U q (T) [0] , i is a bialgebra map. However, ∆ on U q (T) [0] and
for all µ ∈ Z, extended linearly and to products. It is clear that f is a bijection, with inverse
It now remains to show that f is simultaneously an isomorphism of right k[Z/Z ′ ]-comodules and left U q (J)-modules. The coaction of k[Z/Z ′ ] on U q (T) [0] corresponding to the above grading is β :
, ⊲, is left multiplication. We must show that the following two diagrams commute:
where m is multiplication in U q (J), or equivalently, in U q (T) [0] .
ii)
is an extension as stated.
We next show that this extension is of a special type, namely it is a strict extension ([Maj02, Definition 21.8]). In our situation, this means the following conditions:
is an algebra map and
ii) the projection P :
where f is the module-comodule isomorphism of
Proposition 3.4. The extension (1) is strict.
Proof:
But is a group homomorphism, so I is an algebra map. For ii), the relevant commutative diagram is
where ∆ is the coproduct on U q (T) [0] and, by restriction, on U q (J). We require the equality
, we have P(y) = y ′ . Now P, ∆ are algebra maps so it is enough to show equality on generators. First, however, it is immediate that equality holds for elements of the sub-Hopf algebra U q (J), since P = id on U q (J): for all y ∈ U q (J), f (y) = y ⊗Q 0 . So, we need only check equality for K µ , µ ∈ Z ′ . Then
as required. Here, p 1 (µ) is the element of Z ′ such that µ = p 1 (µ) + p 2 (µ) (uniquely) with
By [Maj02, Proposition 21 .9], a strict extension is necessarily a bicrossproduct of Hopf algebras, indicated by the symbol "◮⊳". This describes a simultaneous semi-direct product >⊳ and coproduct ◮<. Therefore, by Proposition 3.4, we have
as Hopf algebras. However, we now show that the action and coaction defining the bicrossproduct are trivial and hence we have a central extension.
(g) ) = 1 · P(y) · 1 = y since y ∈ U q (J) and P| U q (J) = id. In the above, we have used the adjoint action as a map
µ and the fact that P is an algebra map. So, α is also trivial.
So, we see that U q (T) [0] is a central extension of U q (J), with the rank of the extension equal to that of Z/Z ′ as a free Abelian group, namely |I \ ι(J)| = |D|.
U q (T) is a double-bosonisation
Recall from Theorem 3.2 that we constructed B = B(T, J, ι, q) in the (braided) category of D(U q (T) [0] )-modules. However, to reconstruct U q (T) as a double-bosonisation, we require B in the category of (left) U q (J)-modules, where "∼" denotes a central extension. To see that this is indeed the case, we make use of our analysis of the structure of U q (T) [0] and define a projection
Proof: Recall that the decomposition Z ∼ = Z ′ ⊕Z/Z ′ means that we may define maps p 1 : Z → Z ′ , p 2 : Z → Z/Z ′ so that to µ ∈ Z we have the unique associated pair (p 1 (µ), p 2 (µ)). Retaining our earlier notation, let
extended linearly and multiplicatively. It is clear that this is a Hopf algebra projection.
The kernel of this map Φ is clearly generated by
For brevity we will denote the central extension
showing that U q (T) is isomorphic to the double-bosonisation of B and its dual by U q (J).
Theorem 3.7. Let J ⊆ ι T be a sub-root datum of T. Then
as Hopf algebras, where B ′ is dually paired with B = B(T, J, ι, q).
Proof: We show that the following diagram commutes:
The rows of this diagram are exact sequences of Hopf algebras. The first expresses the fact that the quantized enveloping algebra U q (T) may be obtained as a quotient of the double, via
The second combines the above results on the structure of U q (T) [0] with the observation that one may obtain the double-bosonisation B >⊳ · H · ⊲< (B ′ ) op as a quotient of a double built from two (single) bosonisations (cf. [Maj99, Theorem 6.2]). We carried out the above analysis on U q (T), to obtain a braided Hopf algebra B such that there is an isomorphism β : U q (T)
. However, we could equally well start with the self-dual Hopf algebra U q (T) and obtain a braided Hopf algebra (B ′ ) op in the braided category of right D(U q (T) [0] )-modules such that β : U q (T)
Furthermore, B and B ′ are dually paired braided Hopf algebras, via Lusztig's pairing. The double we use is (
op ) and the projection π 2 is the map identifying generators 1 ⊗ K µ ⊗ 1 ⊗ 1 and 1 ⊗ 1 ⊗ K µ ⊗ 1, similarly to Drinfel ′ d's projection. We see from Lemma 3.6 that the quotient defined by π 2 contains B >⊳ · U q (J) ⊗ 1 and 1 ⊗ U q (J) · ⊲< (B ′ ) op as sub-Hopf algebras, as desired.
Observe also that the stated double-bosonisation is well-defined, as U q (T) has an associated weak quasitriangular system (see Subsection 2.2) and this restricts to U q (J). The cross-relation in the double-bosonisation is the quantized enveloping algebra defining relation (R4), the commutation relation for E i and F j -this relation is also encoded in the cross-relations of the double (see for example [Jos95, Section 3.2]). The map γ is defined to be the Hopf algebra map such that the second square commutes. Then all the maps in the diagram are Hopf algebra maps. We see that there exists an isomorphism α : Ker P → Ker π 2 . We also have an isomorphism
induced by the above isomorphisms β and β . It follows that γ is an isomorphism of Hopf algebras.
Example. We conclude that we have B = B(A 3 , A 2 , ι, q) a Hopf algebra in the braided category of U q (sl 3 )-modules and its dual B ′ such that
We will describe B explicitly at the end of Section 4.
Example. Recall that we have defined the direct sum T ⊕ J of two root data T, J (Definition 3.2) and T is a sub-root datum of T ⊕ J. Now U q (T ⊕ J) ∼ = U q (T) ⊗ U q (J) since if i ∈ I and j ∈ J, C ij = 0 and so
Since T ⊆ ι T ⊕ J, by the preceding Theorem, we obtain B = B(T ⊕ J, T, ι, q) so that
So the construction is compatible with direct sums.
The structure of B
From our results on general braided Hopf algebras B arising from split projections of graded Hopf algebras, we know that B = B(T, J, ι, q) associated to J ⊆ ι T is a graded braided Hopf algebra and an Ad-submodule of U q (T). We now examine the module, algebra and braided-coalgebra structures of B further.
We analyse the algebra structure of B, giving a set of generators. In particular, these generators all have degree one. We also examine the module structure of B and see that B 1 is a direct sum of (possibly quotients of) Weyl modules and that the higher graded components are sums of submodules of tensor products of these. Finally, we observe that the graded dual of B is also generated in degree one and hence B is a Nichols algebra.
Notation
For S a finite set, denote by S N the set of all finite sequences of elements of S, including the empty sequence, ∅. If α ∈ S N , l(α) will denote the length of α; l(∅) = 0. If i : S ֒→ M is an injective map from S into a monoid M , we define the weight of α ∈ S N with respect to i to be wt i (α) = l(α) j=1 i(α j ). We set wt i (∅) = 0 (the identity element of M ). For i 1 : I ֒→ Y , we will write wt 1 ( ) for wt i 1 ( ) and similarly for i 2 : I ֒→ X.
The algebra structure of B
From the general results, we know that B = B(T, J, ι, q) is a graded algebra; however the general results do not give us much more information about B than this. Since U q (T) is defined by generators and relations, we would also like to have a presentation for B. As a first step, we may explicitly identify a set of generators of B, as follows.
Theorem 4.1. Let A be the U q (J)-submodule of B generated by the set {F γ H wt 1 (γ) | γ ∈ D N } and let A be the subalgebra of B generated by A. Then A = B.
Proof: Recall from Section 2.3 that we have an isomorphism Υ :
. We calculate Υ on the generators of U q (T) and obtain
We wish to show that Υ(U q (T)) ⊆ A⊗U q (T) [0] . Consider a monomial F α K µ , α ∈ I N , µ ∈ Z. Recall that monomials of this form are a basis for U q (T). Then Υ(F α K µ ) = Υ(F α )(1 ⊗ K µ ) and so we need only show that Υ(F α ) ∈ A ⊗ U q (T) [0] .
We proceed by induction on l(α). For l(α) = 1, the above formulae for Υ(F i ) suffice. Assume now that Υ(F α ) ∈ A ⊗ U q (T) [0] for all α ∈ I N with l(α) = r, for some r. Let β ∈ I N with l(β) = r + 1. Then we may write F β = F α F i with α ∈ I N , l(α) = r and i ∈ I. Write Υ(F α ) = x (1) ⊗ x (2) in Sweedler notation, with x (1) ∈ A and x (2) ∈ U q (T) [0] by the inductive hypothesis.
We then have two cases:
From this, the following is immediate.
Corollary 4.2. The submodule B 1 , which is the first graded component of B, is generated as a U q (J)-module by the set
Furthermore B is generated as an algebra by
Proof: This follows from the proof of the theorem-in particular, part ii) (the case i ∈ D) and the fact that B 0 = k.
The module structure of B
We would like some additional information on the module structure of B, in particular regarding its set of weights. Recall that B is an Ad-submodule of U q (T). Although we want to know the module structure of B as a U q (J)-module, we first consider the adjoint action of U q (T) on U q (T).
For α ∈ I N , µ ∈ Z, the weight of F α K µ for the adjoint action is wt 2 (−α) = − l(α) j=1 i 2 (α j ), where i 2 : I ֒→ X is the injection of the index set I into the character lattice X. Since the F α K µ span U q (T), the set of weights of U q (T) for Ad is −N[i 2 (I)]. Define mult D (α) = |{α j | j ∈ D}| for α ∈ I N and mult D (wt 2 (−α)) def = mult D (α). Note that mult D (α) = deg F α for the grading described at the start of Subsection 3.2.
We have
Next we consider primitive vectors for the action of U q (J), that is, b ∈ B such that E j ⊲ b = 0 for all j ∈ J. The elements F γ H wt 1 (γ) , γ ∈ D N , which have already appeared in Theorem 4.1 are primitive vectors of weight ρ(− wt 1 (γ)), since
We have that B n is a U q (J)-submodule of B for all n ∈ N. Since B 0 = k, B 0 is the trivial U q (J)-module. By Corollary 4.2, B 1 is generated as a U q (J)-module by its primitive vectors, namely the set
. Note also that B 1 is a direct sum of finitely many submodules V (λ ′ d ), since D is finite. A straightforward application of the universal property of Verma modules and the method of the proof of [Lus93, Proposition 3.5.8] yields the following.
By Theorem 4.1 the submodules B n , n ≥ 2, are direct sums of submodules of tensor products of the V (λ ′ d ). Hence we may deduce the following. 
B is a Nichols algebra
We complete our analysis of the structure of B 1 , showing that the braided antipode and braided counit on B 1 are of enveloping algebra type. We then prove that the braided Hopf algebra B = B(T, J, ι, q) is a Nichols algebra. We recall from Section 2.3 that whenever B arises from a split projection associated to an N-grading, the first homogeneous component B 1 is a subspace of the braided-primitive elements Prim(B). This is a general fact but we point out that in our special case, this is easy to see directly. Firstly, calculation of the braided coproduct shows that ∆(
. Then since ∆ is by definition a morphism in the (braided) module category, it is Ad-invariant. But B 1 is generated as a module by the elements F d H d for d ∈ D so by Ad-invariance, all elements of B 1 must be braided-primitive.
The same idea applies to the braided antipode and braided counit, as follows.
Hence for all b ∈ B 1 , we have Sb = −b. Similarly, we have ε(1) = 1 and ε(b) = 0 for all b ∈ B n , n ≥ 1.
For J ⊆ ι T a sub-root datum, we have two measures of the "difference" between T and J.
Definition 4.1. Let J ⊆ ι T.
i) the quantity |I \ ι(J)| will be called the corank of J in T;
ii) the quantity dim B 1 will be called the index of J in T, denoted |T : J| q .
The definition of corank mimics that in [Gra05, §2] : it counts the number of nodes deleted from the associated Dynkin diagram. One might naturally concentrate on the corank one case but the results here do not assume this.
Note that the index depends on q as well as the data J ⊆ ι T. More properly, the index is a measure of the "difference" between U q (T) and U q (J) with the latter a subalgebra of the former via a map induced by ι. Since q is understood to be fixed throughout, we will simply say "index" rather than the more cumbersome "q-index". Then we may talk of "finite index" and note this situation occurs in a large class of examples. This need not be the case in general, for example if T is affine type and J is finite type.
We also note the following fact: Finally, we can combine all our previous work to prove the following theorem. Condition (a) was discussed at the end of Subsection 2.3 and condition (c) is Corollary 4.2. In order to show (b), we make use of Lemma 2.1, which tells us that if we can show that the graded dual of B is generated in degree one then B satisfies (b). Note that by the preceding lemma, our hypothesis on the finiteness of the index of J in T means that the condition of Lemma 2.1 regarding the finite-dimensionality of the homogeneous components of B is satisfied. Now we need to identify the graded dual of B. But we have already found this: it is the braided Hopf algebra B ′ that occurs in Theorem 3.7, such that U q (T) ∼ = B >⊳ · U q (J) · ⊲< (B ′ ) op .
Both B and B ′ are U q (J)-modules and indeed are Hopf algebras in the braided category of such modules. By the same arguments as for B, B ′ is graded. Lusztig's pairing is graded and so we see that B ′ is the graded dual of B. Of course, this is just seeing the symmetry in the positive and negative parts of the quantized enveloping algebras. Moreover, a proof exactly analogous to that of Theorem 4.1 shows that B ′ is generated in degree one: we have a bosonisation U q (J) · ⊲< (B ′ ) op and the argument there is essentially only dependent on the semi-direct algebra structure of the bosonisation. Then by Lemma 2.1, we are done and B is a Nichols algebra when the sub-root datum has finite index.
We remark that the graded dual B ′ is also a Nichols algebra, by general principles. So, although we have worked throughout with U q (T), we obtain the same results if we consider U q (T).
These results, together with the examples presented in the next section and in [Gra08b] , have led us to the conjecture below. We first note that Nichols algebras have an alternative description as a quotient of the tensor Hopf algebra over their degree one component by the Woronowicz symmetrizer associated to their braiding map.
Given V a vector space and Ψ an operator on V ⊗ V , define Ψ i(i+1) = id ⊗i−1 ⊗ Ψ ⊗ id ⊗n−i−1 , acting on V ⊗n . As usual we say Ψ is a braiding if Ψ 12 Ψ 23 Ψ 12 = Ψ 23 Ψ 12 Ψ 23 . Extend this by Ψ σ i = Ψ i for σ i = (i, i + 1) ∈ S n and then to σ ∈ S n , to obtain the Woronowicz symmetrizer Wor n (Ψ) = ω∈Sn Ψ ω . Then the Nichols algebra of V is B(V ) = n∈N T n (V )/Ker Wor n (Ψ). The two definitions of Nichols algebra fit together as follows: given a Nichols algebra B as in Definition 2.1 with braiding Ψ, one has B = B(B 1 ).
Let B = B(T, J, ι, q) be a Nichols algebra associated to a sub-root datum, as above. Then B has an associated braiding Ψ : B ⊗ B → B ⊗ B which restricts to Ψ| B 1 : B 1 ⊗ B 1 → B 1 ⊗ B 1 and this latter braiding completely determines B. In general, Ψ| B 1 is a function of q and we define ψ to be the linear map obtained by taking the limit as q → 1, when this is well-defined. We define the specialisation of B as q → 1 as β(T, J, ι) = n∈N T n (B 1 )/Ker Wor n (ψ). Now we can state our conjecture that B is a quantization of U (n − J ) formally as follows.
Conjecture 1. Let k = C and q ∈ C * , q not a root of unity. Let g be a finite-dimensional semisimple complex Lie algebra and let T be the associated finite type root datum. Let J ⊆ ι T be a sub-root datum of T and B = B(T, J, ι, q) the associated Nichols algebra. Define n − J to be the Lie subalgebra of g generated by the elements {f j | j ∈ J} coming from the Serre presentation of g. Then the specialisation of B as q → 1 β(T, J, ι) is well defined and is isomorphic to U (n − J ) as a Hopf algebra.
In fact, we expect analogous statements to hold for a large number of choices of the underlying field k and parameter q and for a wider class of root data than just those of finite type.
We conclude with an example.
Example. Let k = C and take q ∈ C * such that q 2 = 1. Let A 3 be the standard root datum associated to sl 4 (C) and A 2 that associated to sl 3 (C). Let B = B(A 3 , A 2 , ι, q) with ι(j) = j. 
The rest of the adjoint action Ad is as follows:
This may be represented graphically as follows, with arrows for non-zero actions (not including the K i ): In fact, Ψ is of Hecke type and so B is isomorphic to the quantum symmetric algebra S q (V ) for V of dimension 3 over C, or the quotient of this by N th powers of the generators if q is an N th root of unity. This braided Hopf algebra is quadratic and Koszul by Proposition 3.4 of [AS02] . We see from the above formulaethat in the limit as q → 1, the braiding Ψ becomes τ , the tensor product flip map, τ : a ⊗ b → b ⊗ a. Then β(A 3 , A 2 , ι) = S(V ), the ordinary symmetric algebra on V . The Lie algebra n
