New species arise from pre-existing species and inherit similar genomes and 1 environments. This predicts greater similarity of mutation rates and the tempo of 2 molecular evolution between direct ancestors and descendants, resulting in 3 correlation of evolutionary rates within lineages in the tree of life. Surprisingly, 4 molecular sequence data have not confirmed this expectation, possibly because 5 available methods lack power to detect correlated rates. Here we present an 6 accurate machine learning method used to detect correlation of rates in large 7 phylogenies. By applying this method to multigene and genome-scale sequence 8 alignments from mammals, birds, insects, metazoans, plants, fungi, and 9 prokaryotes, we discover extensive correlation in molecular evolutionary rates 10 throughout the tree of life in both DNA and protein sequences. These findings 11 suggest concordance between molecular and non-molecular evolutionary patterns 12 and will foster unbiased and precise dating of the tree of life. 13 14 Phylogenomics has revolutionized our understanding of the patterns and timescale of the 15 tree of life 1,2 . Genome-scale data has revealed that rates of molecular sequence change 16 vary extensively among species [3][4][5] . The causes and consequences of evolutionary rate 17 variation are of fundamental importance in molecular phylogenetics and systematics 6-8 , 18 not only to inform about the relationship among molecular, biological, and life history 19 traits, but also as a prerequisite for reliable estimation of divergence times among species 20 and genes 3,5 . 21
correlated rates in nature. Here, we introduce a new machine learning approach 48 (CorrTest) with high power to detect correlation between molecular rates. CorrTest is 49 computationally efficient, and its application to a large number of datasets establishes the 50 pervasiveness of rate correlation in the tree of life. 51
52

RESULTS
53
A machine learning approach for detecting rate correlation 54
Machine learning is widely used to solve problems in many fields, but has not yet been 55 used to address challenges in molecular phylogenetics. We employed a supervised 56 machine learning (McL) framework 47 to build a predictive model that distinguishes 57 between CBR and IBR models. In our McL approach, the input is a molecular phylogeny 58 with branch lengths (often derived from a multiple sequence alignment), and the output 59 is a classification that corresponds to whether or not the evolutionary rates are correlated 60 (CBR or IBR, respectively). We used a logistic regression to build a predictive model. An 61 overview of our McL approach is presented in Figure 1 . 62 6 reject a null hypothesis that branch rates within a phylogeny are uncorrelated 125 (independent). A high CorrScore translates into a higher probability that the branch rates 126 are correlated. At a CorrScore greater than 0.5, the Type I error (rejecting the null 127 hypothesis of IBR when it was true) was less than 5%. Type I error of 1% (P-value of 128 0.01) was achieved with a CorrScore greater than 0.83. We found that these CorrScore 129 score thresholds were applicable even when predictive models were developed 130 separately and when the number of sequences in the dataset were small (≤100), medium 131 (100 -200), large (200 -300), and very large (> 300) (Supplementary information). 132
The accuracy obtained using these models (Fig. S1a-c) is similar to those presented in 133 figure 3d -f. Therefore, we suggest using the general model in CorrTest analysis. 134
CorrTest performs well in computational tests 135
We tested the performance of CorrTest on a simulated dataset where the correct rate 136 model is known (Fig. 1l) . This dataset used 91 angiosperms as a model system for 137 simulating sequence evolution with IBR models (supplementary information) 51 . 138
CorrTest correctly diagnosed 95% of these datasets to be evolving with independent 139 rates. We also tested a large collection of datasets 52 generated using diverse evolutionary 140 parameters including both CBR and IBR models (supplementary information). CorrTest 141
showed an accuracy greater than 94% in detecting rate autocorrelation for datasets that 142 were simulated with low and high G+C contents (Fig. 3a) , small and large substitution 143 rate biases (Fig. 3b) , and different levels of sequence conservation (Fig. 3c) . As 144 expected, CorrTest performed best on datasets that contain more and longer sequences 145 (Fig. 3d) . In these analyses, we used the correct tree topology and nucleotide substitution 146 model. We relaxed this requirement and evaluated CorrTest by first inferring a phylogeny 147 using a dataset 53 with an oversimplified substitution model 54 . Naturally, many inferred 148 phylogenies contained topological errors, but we found the accuracy of CorrTest to still 149 be high as long as the dataset contained >100 sequences of length >1,000 base pairs 150 (Fig. 3e) . CorrTest performed well even when 20% of the partitions were incorrect in the 151 inferred phylogeny (Fig. 3f) . Therefore, CorrTest will be most reliable for large datasets,Because the Bayes factor method is computationally demanding, we limited our 156 comparison to 100 datasets containing 100 sequences each (Supplementary 157 information). We computed Bayes factors (BF) by using the stepping-stone sampling 158 (SS) method (see Materials and Methods). BF-SS analysis detected autocorrelation (P 159 < 0.05) for 32% of the datasets that actually evolved with correlated rates (Fig. 4a, red  160 curve in the CBR zone). This is because the marginal log-likelihoods under the CBR 161 model for 78% of these datasets were very similar to or lower than the IBR model. 162
Therefore, BF was very conservative in rejecting the null hypothesis (see also ref. 31 ). In 163 contrast, CorrTest correctly detected the CBR model for 88% of the datasets (P < 0.05; 164 correctly detected the IBR model for 92% (Fig. 4a , blue curves in the IBR zone), whereas 166
CorrTest correctly detected 86% (Fig. 4b , blue curve in the IBR zone). Therefore, Bayes 167
Factor analyses generally perform well in correctly classifying phylogenies evolved under 168 IBR, but fail to detect the influence of CBR. The power of CorrTest to correctly infer CBR 169 is responsible for its higher overall accuracy (87%, vs. 62% for BF). Such a difference in 170 accuracy was observed at all levels of statistical significance (Fig. 4c) oversimplified model was used in computer simulations ( Fig. 3e and f) . 191 These results suggest that the correlation of rates among lineages is the rule, 192 rather than the exception in molecular phylogenies. This pattern contrasts starkly with 193 those reported in many previous studies [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] 41 . In fact, all but three datasets 33,55,56 194 received very high prediction scores in CorrTest, resulting in extremely significant P-195 values (P < 0.001). The IBR model was also rejected for the other three datasets ( of divergence time of two major groups of grasses that are 66% older 46 and origin of a 210 major group of mammal (Erinaceidea) to be 30% older 35 than estimates under CBR 211 model. In fact, substantial differences between node age estimates under IBR and CBR 212 models have been reported in many studies 23, 34, 37, 42, 44, 46 . Thus, the use of an incorrect 213 rate model has a large impact on time estimates, which may not be alleviated by adding
Magnitude of the rate correlation in molecular data 217
CorrScore is influenced by the size of the dataset in addition to the degree of correlation, 218 so it is not a direct measure of the degree of rate correlation (effect size) in a phylogeny. 219
Instead, one should use a Bayesian approach to estimate the degree of rate correlation, 220 for example, under the Kishino et al.'s autocorrelated rate model 58 . In this model, a single 221 parameter (ν) captures the degree of autocorrelation among branches in a phylogenetic 222 tree. A low value of ν indicates high autocorrelation, so, we use the inverse of v to 223 represent the degree of rate autocorrelation. MCMCTree 59 analyses of simulated 224 datasets confirmed that the estimated v is linearly related to the true value (Fig. 5b) . In 225 empirical data analyses, we find that the inverse of v is high for all datasets examined, 226 which suggests ubiquitous high rate correlation across the tree of life. 227
Many other interesting patterns emerge from this analysis. First, rate correlation is 228 highly significant not only for mutational rates (= substitution rate at neutral positions), 229 which are expected to be similar in sister species because they inherit cellular machinery 230 from a common ancestor, but also amino acid substitution rates, which are more strongly 231 influenced by natural selection ( Table 1) . For example, synonymous substitution rates in 232 the third codon positions and the four-fold degenerate sites in mammals 35 , which are 233 largely neutral and are the best reflection of mutation rates 60 , received high CorrScores 234 of 0.99 and 0.98, respectively (P < 0.001). Second, our model also detected a strong 235 signal of correlation for amino acid substitution rates in the same proteins (CorrScore = 236 0.99). Bayesian analyses showed that the degree of correlation is high in both cases: 237 inverse of v was 3.21 in 4-fold degenerate sites and 3.11 in amino acid sequences. Third, 238 mutational and substitution rates in both nuclear and mitochondrial genomes are highly 239 correlated ( Table 1) . These results establish that molecular and non-molecular 240 evolutionary patterns are concordant, because morphological characteristics are also 241 found to be similar between closely-related species 6,27,28 and correlated with taxonomic 242 or geographic distance 29, 30 . 243
In conclusion, we have successfully addressed an enduring question in 244 evolutionary biology: are the molecular rates of change between species correlated or 245 independent? We have shown that the evolutionary rates of change among closely 246 related species are correlated in diverse species groups. That is, evolutionary rate 247 correlation is likely universal, suggesting concordance between the patterns of 248 evolutionary changes in genomes and higher-level biological attributes. Furthermore, 249 revealing the existence of pervasive correlation in molecular rates throughout the tree of 250 life will improve specification of correct rate models that are essential for molecular clock 251 analyses to provide accurate estimates of evolutionary timing for use in studies of 252 biodiversity, phylogeography, development, and genome evolution. 253 254
Materials and Methods 255
CorrTest analyses. All CorrTest analyses were conducted using a customized R code 256 (available from https://github.com/cathyqqtao/CorrTest). We estimated branch lengths of 257 a tree topology on sequence alignments using maximum likelihood method (or Neighbor-258
Joining method when we tested the robustness of our model to topological error) in 259 MEGA 61,62 . Then we used those branch lengths to compute relative lineages rates using 260 RRF 48, 52 and calculated the value of selected features (ρs, ρad, and two decay measures) 261 to obtain the CorrScore (see detail calculation in Supplementary information). We 262 conducted CorrTest on the CorrScore to estimate the P-value of rejecting the null 263 hypothesis of independent evolutionary rates. No calibration was needed for CorrTest 264
analyses. 265
Bayes factor analyses. We computed the Bayes factor via stepping-stone sampling (BF-266 SS) 63 with n = 20 and a = 5 using mcmc3r package 43 . We chose BF-SS because the 267 harmonic mean estimator it has many statistical shortcomings 32,63,64 and thermodynamic 268 integration 43,65 is less efficient than BF-SS. Still, BF-SS requires a long computational 269 time, we only finished analyses of 50% of synthetic datasets (Supplementary  270   information) . For each dataset, we computed the log-likelihoods (lnK) of using IBR model 271 and CBR model. The Bayes factor posterior probability for CBR was calculated as shown 272 in dos Reis et al. (2018) 43 . We used only one calibration point at the root (true age with a 273 narrow uniform distribution) in all the Bayesian analyses, as it is the minimum number ofanalyses, two independent runs of 5,000,000 generations each were conducted, and 277 results were checked in Tracer 66 for convergence. ESS values were higher than 200 after 278 removing 10% burn-in samples for each run. 279
Analysis of empirical datasets 280
We used 16 datasets from 12 published studies of eukaryotes and 2 published studies of 281 prokaryotes that cover the major groups in the tree of life ( Table 1) .These were selected 282 because they did not contain too much missing data (<50%) and represented >80 283 sequences. When a phylogeny and branch lengths were available from the original study, 284 we estimated relative rates directly from the branch lengths via the relative rate 285 framework 48 and computed selected features to conduct CorrTest. Otherwise, maximum 286 likelihood estimates of branch lengths were obtained using the published phylogeny, 287 sequence alignments, and the substitution model specified in the original article 61, 62 . 288
To obtain the autocorrelation parameter (v), we used MCMCTree 59 with the same 289 input priors as the original study, but no calibration priors were used in order to avoid 290 undue influence of calibration uncertainty densities on the estimate of autocorrelation 291 parameters. We did, however, provide a root calibration because MCMCTree requires a 292 root calibration. For this purpose, we used the root calibration provided in the original 293 article or selected the median age of the root node in the TimeTree database 67,68 ± 50My 294 (soft uniform distribution) as the root calibration, as this does not impact the estimation of 295 v. Bayesian analyses required long computational times, so we used the original 296 alignments in MCMCTree analyses if alignments were shorter than 20,000 sites. If the 297 alignments were longer than 20,000 sites, we randomly selected 20,000 sites from the 298 original alignments to use in MCMCTree analyses. However, one dataset 69 contained 299 more than 300 ingroup species, such that even alignments of 20,000 sites required 300 prohibitive amounts of memory. In this case, we randomly selected 2,000 sites from the 301 original alignments to use in MCMCtree analyses (similar results were obtained with a 302 different site subset). Two independent runs of 5,000,000 generations each were 303 conducted, and results were checked in Tracer 66 
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Bioinformatics 28, 2685-2686 (2012 applied to develop the predictive model (CorrTest). We generated (a) 1,000 synthetic 564 datasets that were evolved using an IBR model and (b) 1,000 synthetic datasets that were 565 evolved using a CBR model. The numerical label (c) for all IBR datasets was 0 and (d) 566 for all CBR datasets was 1. For each dataset, we estimated a molecular phylogeny with 567 branch lengths (e and f) and computed ρs, ρad, d1, and d2 (g and h) that served as features 568 during the supervised machine learning. (i) Supervised machine learning was used to 569 develop a predictive relationship between the input features and labels. (j) The predictive 570 model produces a CorrScore for an input phylogeny with branch lengths. The predictive 571 model was (k) validated with 10-fold and 2-fold cross-validation tests, (l) tested using 572 external simulated data, and then (m) applied to real data to examine the prevalence of 573 rate correlation in the tree of life. 574 ancestor-descendant lineage rates (ρad, green), only sister lineage rates (ρs, orange), and 586 all four features (all, black). The area under the curve is provided. (e) The relationship 587 between the CorrScore produced by the machine learning model and the P-value. The 588 null hypothesis of rate independence can be rejected when the CorrScore is greater than 589 0.83 at a significant level of P < 0.01, or when the CorrScore is greater than 0.5 at P < 590 0.05. 591 
