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NON-PERTURBATIVE APPROACH TO RANDOM
WALK IN MARKOVIAN ENVIRONMENT.
DMITRY DOLGOPYAT AND CARLANGELO LIVERANI
Abstract. We prove the CLT for a random walk in a dynamical
environment where the states of the environment at different sites
are independent Markov chains.
1. Introduction
The study of random walk in random evolving environment has at-
tracted much attention lately. The basic idea is that, due to the time
mixing properties of the environment, the CLT should hold in any di-
mension. Many results have been obtained in the case of transition
probabilities close to constant ([5, 3, 4, 14, 11, 2, 7] etc) but there are
still two open problems. On one hand one would like to consider envi-
ronments with weaker mixing properties (some results in this direction
have been obtained in [6, 7, 8]). On the other hand one would like to
understand the case in which the dependence on the environment is not
small. The present paper addresses the second issue presenting a new,
non-perturbative, approach to random walks in evolving environment.
To make the presentation as transparent as possible we consider a
very simple environment: at each site of Zd we have a finite state
Markov chain and the chains at different sites are independent. How-
ever, the present argument applies to the situation where the evolution
of each site is described by a Gibbs measure. In fact our approach relies
on the fact that the environment seen from the particle is Gibbsian.
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We hope that this fact can be established for a wide class of mixing
environments and so it will be useful for the first problem as well.
More precisely, at each site u ∈ Zd consider a Markov chain {xnu}n∈N
with the state space A and transition matrix pab > 0 for any a and
b. The chains at different sites are independent. Let pab(k) denote the
k step transition probability and πa denote the stationary distribution
corresponding to pab. Let Λ be a finite subset of Z
d. For each a ∈ A let
qa,v be a probability distribution on Λ. Consider a random walk Sn such
that S0 = 0 and Sn+1 = Sn + vn with probability qxn
Sn
,vn . Let P denote
the measure of the resulting Markov process on Ω := (AZd)N × (Zd)N
when the environment is started with the stationary measure1 and the
walk starts from zero. We use E to denote the associated expectation.
Theorem 1. For each d ∈ N and random walk P as above,
(a) there exists v ∈ Rd and a d× d matrix Σ ≥ 0 such that
lim
n→∞
1
n
E(Sn) = v
1√
n
[Sn − nv] =⇒ N (0,Σ2) under P.
That is, Sn satisfies an averaged (annealed) Central Limit Theorem.
(b) Σ > 0 unless there exists a proper affine subspace Π ⊂ Rd such that
for all a ∈ A we have qa,z = 0 for z 6∈ Π.
(c) If Σ > 0 then Sn satisfies the quenched Central Limit Theorem,
that is for almost every realization of {xnu} the distribution of Sn−nv√n
conditioned on {xnu} converges to N (0,Σ2).
Remark 1.1. Note that the conditions pab > 0 and the independence
of the Markov chains at each site can be easily weakened. In fact, one
can consider an irreducible Markov chain for which such a condition
is verified only for time n transition matrix pab(n) and/or a situation
in which the chains are independent only if at a distance L. Then
essentially the same proof goes through.2 To consider more general
environments, more work is needed.
1In fact our main result holds if the environment is started from any initial
measure and the proof requires very little change. We assume that the initial
measure is stationary since this allows us to simplify the notation a little.
2In the following just look at the system each time n and keep track of all the
sites that are at a distance less then L from the sites that the walk can visit in such
a time.
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2. Gibbs measures.
Here we collect the information about one dimensional Gibbs mea-
sures used in our proof. The reader is referred to [13] for more infor-
mation and physics background. Let B be a finite alphabet and B be a
Card(B)×Card(B) matrix (usually called adjacency matrix) whose en-
tries are zeroes and ones. Let Ω+ ⊂ BN be the space of forward infinite
sequences ω = {ωj}∞j=0 such that Bωjωj+1 = 1 for all j (the sequences
satisfying the last condition are called admissible). Likewise we let Ω
and Ω− be the spaces of biinfinite and backward infinite admissible
sequences respectively (in Ω− the indices run from −∞ to 0).
Given θ ∈ (0, 1) we can define distances dθ on Ω,Ω+ and Ω− by
dθ(ω
′, ω′′) = θk where k = max{j : ω′i = ω′′i for |i| ≤ j}.
We let Cθ(Ω+) (respectively Cθ(Ω), Cθ(Ω−)) denote the space of dθ-
Lipshitz functions Ω+ → R.3 We say that a function is Ho¨lder if it
belongs to Cθ for some θ. Let τ be the shift map (τω)i = ωi+1. A
τ -invariant measure µ+ on Ω+ is called Gibbs measure with Ho¨lder
potential if
(2.1) φ(ξ) = lnµ+({ω0 = ξ0}|ω1 = ξ1 . . . ωn = ξn . . . )
is Ho¨lder. That is the conditional probability to see a given symbol at
the beginning of the sequence depends weakly on the remote future.
The function φ given by (2.1) is called the potential of µ+. In this paper
we shall use the phrase ‘Gibbs measure’ to mean Gibbs measure with
Ho¨lder potential. The Gibbs measures for Ω− are defined similarly.
If µ is a τ -invariant measure on Ω we let µ+ and µ− be its projections
(marginals) to Ω+ and Ω− respectively. Observe that each element of
this triple determines the other two uniquely. For example given µ+
we can recover µ using that, for each k,m ∈ Z, k +m ≥ 0,
µ({ω ∈ Ω : ωi = ξi,−m ≤ i ≤ k}) = µ+({ω ∈ Ω+ : ωi = ξi, 0 ≤ i ≤ k+m}).
We will call µ the natural extension of µ+.
Proposition 2.1 (Variational Principle). ([10, Theorem 3.5]) The
following are equivalent
(a) µ+ is a Gibbs measure
(b) µ− is a Gibbs measure
3Note that Cθ(Ω+) is a Banach space when equipped with the norm
‖f‖θ := |f |∞ + sup
ω′,ω′′∈Ω+
|f(ω′)− f(ω′′)|
dθ(ω′, ω′′)
,
where |f |∞ = supω′∈Ω+ |f(ω′)|. The analogous fact holds for Cθ(Ω−) and Cθ(Ω).
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(c) There is a Ho¨lder function ψ : Ω→ R such that
µ(ψ) + h(µ) = sup (ν(ψ) + h(ν))
where h denotes the entropy and the supremum is taken over all
τ -invariant measures.
We will call the measures on Ω satisfying the conditions of the above
proposition Gibbs measures.
If φ ∈ Cθ(Ω−) we consider transfer operator on Cθ(Ω−) given by
(2.2) (Lφg)(ω) =
∑
{̟∈Ω−:τ−1̟=ω}
eφ(̟)g(̟).
Proposition 2.2. ([10, Theorem 2.2]) Assume θ ∈ (0, 1), φ ∈ Cθ(Ω−)
and
(2.3) Lφ(1) = 1.
Then,
(a) |Lφ(g)|∞ ≤ |g|∞.
(b) (Ruelle-Perron-Frobenius Theorem)4 There exist constants C >
0, γ < 1 such that
Lφ = Q+ P
where QP = PQ = 0, ‖Qn‖θ ≤ Cγn and P(g) = µ−(g)1 where
µ− is the Gibbs measure with potential φ.5 In particular, for each
g ∈ Cθ(Ω−),
|Lnφg − µ−(g)1|∞ ≤ ‖Lnφg − µ−(g)1‖θ ≤ Cγn‖g‖θ.
The next result is a combination of [10, Theorem 4.13 and Proposi-
tion 4.12] and [9, section 4.2a] (see also [1, section 3.6], [15]).
Proposition 2.3 (CLT in the sense of Renyi). Let µ+ be a Gibbs
measure and ν+ be a measure absolutely continuous with respect to µ+.
Let g be Ho¨lder and denote Gn(ω) =
∑n−1
j=0 g(τ
jω) where ω is distributed
according to ν+.
(a) Gn−nµ
+(g)√
n
=⇒ N (0, σ2) where σ2 = µ+(g2)+2∑∞j=1 µ+(g ·g◦τ j).
(b) σ2 = 0 iff |Gn − nµ+(g)1|∞ is uniformly bounded.
4In fact the Ruelle-Perron-Frobenius Theorem has a more general version where
the condition (2.3) is not required. However that formulation is more complicated
and since we are going to apply this theorem in case φ is the log of conditional
probability (see (2.1)) the version given by Proposition 2.2 is sufficient for our
purposes.
5Given any linear operator A : Cθ(Ω−) → Cθ(Ω−) we define, as usual, ‖A‖θ :=
sup‖f‖θ=1 ‖Af‖θ.
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3. Local environment as seen from the particle
To prove Theorem 1 we consider the history ω of the local environ-
ment as seen from the particle.6 More precisely ωn is a pair (x
n
Sn
, vn).
Let Ω+ be the set of all possible histories. Thus Ω+ is a space of for-
ward infinite sequences. Let B = {(a, v) ∈ A × Λ : qa,v > 0} be the
alphabet for Ω (in our simple case the adjacency matrix is given by
B(a′,v′),(a′′,v′′) = 1, i.e. we have the full shift) and consider the spaces
Ω and Ω− defined in Section 2. We shall use the notation P+ for the
measure induced by P on Ω+.7
Let Fk denote the σ-algebra generated by ω0, . . . ωk.
Lemma 3.1. There exists a shift invariant measure µ on Ω and γ ∈
(0, 1) such that for any k ∈ N there is a constant Ck such that for any
n,m ∈ N, and any Fk measurable function f we have
|E(f ◦ τn | Fm)− µ(f)| ≤ Ck|f |∞γn−m.
In addition, µ is a Gibbs measure.
Finally, P+ is absolutely continuous with respect to µ+.
Proof of Lemma 3.1. Note that the case m ≥ n+k is trivially true, we
then restrict to m < n+ k.
For ξ ∈ Ω−, with ξi = (zi, vi), and n ∈ N let
eφ(ξ) =
{
pzl,z0(−l) · qz0v0 if l = l(ξ) 6= −∞
πz0 · qz0v0 if l(ξ) = −∞
eφn(ξ) =
{
pzl,z0(−l) · qz0v0 if l = l(ξ) ≥ −n
πz0 · qz0v0 if l(ξ) < −n
(3.1)
where l(ξ) is the last time before 0 such that Sl :=
∑−1
i=l vi = 0.
8 We
have
(3.2) |φn − φ|∞ = O (λn)
where λ is the second eigenvalue of pab. In fact φ(ξ) = φn(ξ) unless
l(ξ) < −n in which case the distribution of pzlz0(−l) is O(λn)-close
to πz0 .
6That is, we record only the environment at the visited sites, contrary to the
usual strategy of considering all the environment.
7Indeed, the map Ψ : Ω→ Ω+ defined by Ψ((xn, Sn)n∈N) = (xnSn , Sn+1−Sn)n∈N
is measurable and onto. Thus P+(A) := P(Ψ−1(A)). With a slight abuse of notation
we will use E also for the expectation with respect to P+.
8In other words we extend Sn to negative n using ξi with negative indices and
look at the last negative time when the walk visits zero.
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Recall (2.2) and consider the following transfer operators L := Lφ,
Ln := Lφn . Note that Ln1 = L1 = 1 and that (3.2) implies that there
exists C > 0 such that, for all continuous g : Ω− → R,
(3.3) |Lg −Lng|∞ ≤ Cλn|g|∞.
Next, chose ξ∗ ∈ Ω− and for each b ∈ B,m ∈ N, ωm = (ω0, . . . , ωm) ∈
Bm let ξ∗ωmb ∈ Ω− be the concatenation of ξ∗, ωm and b.9 Then
P({ωm+1 = b}|Fm)(ω0, . . . , ωm) = exp (φm+1 (ξ∗ωmb)) .
By hypotheses there exists f˜ : Bk+1 → R such that f(ω) = f˜(ω0, . . . , ωk).
Observe that if g : Ω+ → R is a Fm+1 measurable function, then
(3.4) E(g|Fm)(ω0, . . . , ωm) =
∑
b∈B
P({ωm+1 = b}|Fm)g(ω0, . . . , ωm, b).
Therefore for each l ∈ {0, . . . , n+ k −m} we have
(3.5) E(f ◦ τn | Fm)(ωm) = (Lm+1 · · · Ln+kfˆk)(ξ∗ωm),
where, for ξ ∈ Ω−, we define fˆk(ξ) = f˜(ξ−k, . . . , ξ0). Hence, by (3.3),
(3.6) E(f ◦ τn | Fm)(ωm) = Lm · · ·Ln+k−lLlfˆk +O(λn+k−l|f |∞).
Next, the Ruelle-Perron-Frobenius Theorem (Proposition 2.2(b)) for L
and the fact that L1 = 1 imply that there are a Gibbs measure µ− on
Ω−, and numbers θ, γ˜ ∈ (0, 1), γ˜ ≥ θ, such that
E(f ◦ τn | Fm) = Lm+1 · · · Ln+k−l1 · µ−(fˆk) +O(λn+k−l + θ−kγ˜l)|f |∞.
Choosing l = n−m
2
(which is smaller than n + k − m by hypotheses)
and γ2 = max{λ, γ˜} we obtain
E(f ◦ τn | Fm) = µ−(fˆk) +O(Ckγn−m)|f |∞.
Since µ− is Gibbs, Proposition 2.1 implies that µ and µ+ are Gibbs.
To prove the absolute continuity note that equations (3.5), (3.3)
imply for f ≥ 0 and Fk measurable10
E(f | F0)(b) = inf
ξ∈Ω−
L1 · · · Lkfˆk(ξb) = inf
ξ∈Ω−
L1 · · · Lkfˆk(ξb)
Lkfˆk(ξb)
Lkfˆk(ξb)
≤ C inf
ξ∈Ω−
Lkfˆk(ξb) ≤ Cµ
−(1{ω0=b}Lkfˆk)
µ−({ω0 = b}) ≤ C
′µ+(f).
Thus E(f) ≤ C ′µ+(f), which implies the absolute continuity. 
9Essentially ξ∗ corresponds to the choice of a ‘standard past’ for any finite
sequence.
10The first equality follows by the freedom in the choice of ξ∗, the last is true
because b can take only finitely many values and so infb µ
−({ω0 = b}) > 0.
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4. Proof of Theorem 1
Proof. Part (a) follows from Proposition 2.3(a) and Lemma 3.1.
Next we analyze the possibility that there exists w ∈ Rd such that
Σ2w = 0. In this case Proposition 2.3(b) implies that 〈Sn, w〉 is uni-
formly bounded. Now, suppose there exist pairs (a1, v1) and (a2, v2)
such that qaj ,vj > 0 and 〈v1, w〉 6= 〈v2, w〉. Let ξ(j) = {ωjk}∞k=0, j = 1, 2
where ωjk ≡ (aj , vj). Then 〈Sn, w〉 cannot be bounded along both the
orbits defined by the sequences ξ(1) and ξ(2). This proves (b).
The quenched CLT was derived from the annealed CLT in [7, sections
3.2 and 3.3] under the assumption that qa,v was weakly dependent on
a. However this assumption was not used in this part of [7]. Indeed
what we need to prove in order to conclude the proof of the present
theorem is the equivalent of Theorem 1 in [7]. The proof of such a
theorem relies only on the mixing of the environment as seen from the
particle (our Lemma 3.1)11 and the estimate [7, (2.21)]. In turn [7,
(2.21)] follows from [7, Lemma 3.2] by a general argument that uses
only the mixing property of the process (in our case implied by Lemma
3.1) and Assumption (A4) of [7] that, in our case, can be replaced by
the stronger property
Let S ′n and S
′′
n be two independent walkers moving in the same envi-
ronment. Then conditioned on the event
{dist (S ′N , S ′′N) > m}
the increments of S ′k and S
′′
k are independent for k ∈
(
N,N + m
Const
)
.
(This holds in our case since the chains at different sites are indepen-
dent.)
Finally, [7, Lemma 3.2] follows from [7, Lemma 3.3]. The only prop-
erty used in such a derivation is that for any m there exists N such
that S ′ and S ′′ can get m units apart during the time N with positive
probability (in our case this follows under the hypothesis that ensure
Theorem 1(b)). Such a fact also suffices for the proof of the analogue
of [7, Lemma 3.4] and for the derivation of [7, Lemma 3.3] from [7,
Lemma 3.4] in the present context.
In conclusion, the proof carries to the present setting without any
substantial changes. 
11In fact, the process determined by the point of view of the particle is different
here from the one used in [7], as already remarked. Yet, in both cases the walk is
an additive functional of such a process and the same arguments apply.
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