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1 Introduction
Mendeleev published his periodic table of elements in 1869.
The first atomic nucleus, 1H, was discovered more than a hun-
dred years ago. Nuclear physics, as we conceive it today, was
born in the 1930s with the discovery of the neutron and the the-
ory of weak interactions. Hence, it is one of the oldest subfields
of contemporary physics. Nevertheless, our understanding of
nuclear systems is far from being complete, and several crucial
questions concerning the origin, the limits of existence and the
properties of nuclei are still unanswered.
A key ingredient in our theoretical description of nuclei is
constituted by the basic interactions between their constituents,
protons and neutrons. In spite of eighty years of developments,
this remains the most uncertain piece of the nuclear puzzle.
This article aims to give a concise account of such develop-
ments as well as the challenges that can be envisaged for the
future. In parallel, the main many-body models and theories
developed in the context of low-energy nuclear physics will be
briefly discussed.
2 Basic facts and questions about nuclei
Atomic nuclei constitute the (positively charged) central cores
of atoms, are made of protons and neutrons and contain nearly
all the atomic mass. Each chemical element is specified by the
number of protons in the nucleus of its atoms, Z, also known as
the atomic number. For each Z, nuclei with different numbers
of neutrons N can exist, and are called isotopes1. Here are some
of the basic questions about these systems.
• How many nuclei exist?
Actually, what do we mean here by exist? A given combi-
nation of protons and neutrons (Z, N) exists as a nucleus if
they can form at least one state bound with respect to the
1 Analogously, nuclei with the same neutron number N but different
proton number Z are referred to as isotones.
strong force. Quantum states of bound nuclei can be unsta-
ble or stable, depending on whether, respectively, they do or
do not decay autonomously into other nuclear systems due
to the effect of other forces, e.g. electroweak interactions.
As of today we know of 253 stable and about 3100 unstable
isotopes [1], the majority of which do not occur in nature
but have been synthesised in laboratories on Earth. All to-
gether, they can be displayed as a function of their proton
and neutron numbers in the so-called Segrè chart of nu-
clides, see Fig. 1. In spite of remarkable experimental and
theoretical progress of the last decades, not all of the possi-
ble bound combinations of Z and N have been identified so
far. Depending on the theoretical prediction, from ∼ 6000
to ∼ 9000 isotopes are believed to exist.
• Where are proton and neutron drip lines?
Drip lines mark the limits of existence of nuclei in the Segrè
chart. Let us start from a given bound and stable nucleus
with (Z, N). Let us now add (or remove) neutrons, i.e. move
horizontally in the Segrè chart. As we move away from the
region of stable isotopes, nuclei eventually become less and
less bound and at one point become unbound, i.e. they do
not exist anymore. Such limits (of existence) are respec-
tively the neutron and proton drip lines. While the latter has
been determined experimentally for more than half of the
known elements, the former is established only for Z ≤ 8.
• Which is the heaviest possible element?
What happens if we keep creating heavier and heavier nu-
clei? Is there a limit, or can we proceed indefinitely? At
present, the heaviest synthesised element has 118 protons.
On the other hand, the heaviest stable nucleus we know is
208Pb with 82 protons. As we produce heavier and heavier
nuclei, will we encounter a new region of super-heavy sta-
ble isotopes?
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Fig. 1. Segrè chart of nuclides, in which existing isotopes are displayed as a function of their number of neutrons, N, and protons, Z. Different
colours are used to distinguish stable, unstable and unobserved nuclei. The latter are based on the prediction of a given theoretical model.
Adapted from [2].
• Are magic numbers the same for unstable nuclei?
Within a given mass region, we find that some nuclei are
significantly more stable than their immediate neighbours2.
Interestingly, such nuclei are characterised by certain re-
curring “magic" numbers of protons and/or neutrons. How-
ever, as more and more unstable, neutron-rich isotopes were
produced and studied, it was noticed that away from the
region of stable nuclei (the so-called valley of stability),
some of these numbers do not correspond anymore to the
most stable configurations. In other words, magic numbers
evolve across the Segrè chart. How, exactly?
• How (and where) have known elements been produced?
We know that light and medium-mass elements have origi-
nated from either Big Bang or stellar nucleosynthesis. How-
ever, it not yet clear how and where (about half of the) el-
ements heavier than iron have been produced in the uni-
verse3. As of today, neutron-star mergers and type-II super-
nova events are the most plausible candidates for inducing
the synthesis of these nuclei.
These represent some of the most basic open questions regard-
ing nuclear systems. They mainly concern properties of nu-
clei in their ground state, in particular the total binding en-
ergy associated to a given combination of protons and neutrons.
Nonetheless, atomic nuclei are characterised by several other
types of observables and processes, e.g.
2 It means that their total binding energy represents a local maxi-
mum in that mass region.
3 In 2001, this was included among the 11 greatest unanswered
questions of physics by US National Research Council [3].
◦ Among ground-state properties: in addition to total binding
energies, radii (i.e. sizes), shapes, superfluidity, ...
◦ Various types of radioactive decays: β , double-β , α , pro-
ton, two-proton, ...
◦ Spectroscopy, i.e. the study of excited modes
◦ Exotic structures such as clusters and halos
◦ Reaction processes: fusion, transfer, knock-out, ...
◦ Electro-weak processes
The goal of nuclear physicists is to provide a global account
and understanding of this rich diversity of phenomena. Nuclear
experiments aim at either more precise and systematic mea-
surements of these properties, or at extending our knowledge
further away from the valley of stability or to novel types of
observables. Nuclear theory aims at developing global and pre-
dictive approaches, possibly related to the underlying theory of
quantum chromodynamics (QCD). Both tasks are daunting. On
the one hand, experiments have to deal with physical systems
that are unstable and, in many cases, short-lived. On the other
hand, nuclei are mesoscopic, complex systems that require an
articulated theoretical description. First, they are quantum me-
chanical objects. Second, several scales are at play, from proton
and neutron momenta (of the order of 108 eV) going to nuclear
separation energies (around 107 eV) and vibrational excitations
(around 106 eV) down to rotational excitations (as low as 104
eV). Third, if neutrons and protons (referred to collectively as
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1896   Becquerel discovers radioactivity
1898   Pierre & Marie Curie find α, β and γ rays
1911   Rutherford proposes the atomic nucleus
1919   Rutherford identifies the hydrogen nucleus as the proton
1929   Heitler & Herzberg show that 14N is a boson
1931   Pauli proposes the neutrino
1932   Chadwick discovers the neutron
1933   Fermi proposes theory of weak interactions and β decay
Nuclear theory begins
Fig. 2. Main discoveries at the basis of nuclear physics.
nucleons) are chosen as degrees of freedom, most nuclei have
too many constituents to be treated exactly but not enough to
be treated within statistical mechanics. Among others, these
represent some of the difficulties that we encounter in nuclear
physics and that keep the basic questions discussed above open.
3 The nuclear many-body problem
3.1 Liquid drop model
Historically, nuclear theory can be set to begin in the 1930s
following a series of milestones that starts with the discovery
of radioactivity by Becquerel in 1896 and ends with the the-
ory of weak interactions by Fermi in 1933, see Fig. 2. The
first models, developed among others by Gamow, Bohr and
Wheeler, pictured the atomic nucleus as a (suspended) drop
of incompressible liquid with a surface tension. This idea led
Weizsäcker and Bethe, in 1935, to conceive a semi-empirical
formula for the total energy E of a nucleus where nuclear bind-
ing emerges from different competing processes [4],
E(Z,N) = av A−as A2/3−ac Z
2
A1/3
−aa (N−Z)
2
4A
− δ
A1/2
, (1)
A = Z + N being the total number of nucleons, i.e. the mass
number. The various terms are associated to different parame-
ters accounting for effects of volume (av), surface (as), Coulomb
force between protons (ac), neutron-proton asymmetry (aa) and
pairing (δ ). Refined over the years, the Weizsäcker-Bethe semi-
empirical formula results successful in explaining the global
trend in binding energies of stable nuclei. Nevertheless, such a
simplistic semi-classical model can not correctly describe fine
features nor other nuclear properties starting with the excitation
modes. For that, and more, a full quantum mechanical treat-
ment is needed.
3.2 Which degrees of freedom?
In general, the choice of the basic constituents of a model is
crucial for its successful description of physical phenomena
within a given energy domain. In the case of atomic nuclei,
the most obvious degrees of freedom are protons and neutrons.
As a result, one has to solve a many-body quantum-mechanical
problem, typically in the form of a Schrödinger equation.
Even if protons and neutrons appear to be the most natu-
ral degrees of freedom, the wide range of energy scales asso-
ciated to nuclear observables already suggests that they might
not always be the most suitable ones. For instance, it will be
extremely complicated to describe low-energy collective exci-
tations in heavy nuclei in terms of individual nucleons, whereas
using quantised collective modes might be more efficient. On
the other hand one may object that protons and neutrons are
not fundamental building blocks, and one should start instead
from QCD degrees of freedom. Indeed, a full QCD treatment of
bound states of baryons is becoming feasible nowadays thanks
to large-scale lattice simulations. A qualitative description of
light nuclei is at reach and quantitative results are expected in
the near future. In the present article I will only briefly touch
upon these alternatives and rather focus on the modelling of
nuclei in terms of protons and neutrons.
3.3 Nuclear structure, matter and reactions
The large majority of theoretical approaches to nuclear sys-
tems, therefore, uses nucleonic degrees of freedom. Most of
them address the properties of an isolated nucleus, i.e. a system
with fixed numbers of protons and neutrons, in its ground state
or in some low-lying excited state. The relevant equation to de-
scribe such a system is then the time-independent Schrödinger
equation
H|ΨAk 〉= EAk |ΨAk 〉 , (2)
an eigenvalue equation yielding |ΨAk 〉, the many-body wave
function corresponding to the excited state k, and EAk , its associ-
ated energy. H is the nuclear Hamiltonian, which encodes inter-
actions between nucleons and is independent of A, i.e. the same
for all nuclei4. Nuclear structure theory concerns the study of
Eq. (2) with A going from two to as high as possible, up to the
limits of existence of super-heavy nuclei.
As will be discussed in the following, the solution of the
Schrödinger equation becomes more and more cumbersome as
we increase A. However, a particular case is constituted by the
limit5 A→ ∞, where surface effects disappear and the use of
a plane-wave basis greatly simplifies the computational steps.
Such an idealised system is referred to as nuclear matter and
has represented a useful testing ground for many-body meth-
ods and nuclear interactions over the years. After the discovery
4 To be precise, an A-dependent term is usually added to correct for
the contamination induced by center-of-mass (c.o.m.) motion. Since
we are interested in the intrinsic excitations of the system, we typi-
cally subtract from the total H the nucleus-dependent c.o.m. kinetic
energy Tc.o.m.(A) and end up working with Hint(A) = H−Tc.o.m.(A).
Nevertheless, this is a well-defined correction that does not impact the
modelling of the A-independent H.
5 Strictly speaking I refer to the thermodynamic limit where both
the number of particles and the volume V go to infinity, A → ∞ and
V → ∞, while the number density ρ = A/V remains constant.
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of neutron stars, nuclear matter has actually become less ide-
alised. Its study allows modelling the fermionic matter that is
thought to form the core of these compact stars.
In reality, we typically gain information on nuclear systems
via reactions. From the study of a reaction process one should
then (carefully) extract details about the structure of a given
nucleus. To this extent, a rigorous approach would require the
use of the time-dependent Schrödinger equation
H|ΨA+B→C+D(t)〉= ih¯ ∂
∂ t
|ΨA+B→C+D(t)〉 , (3)
where the wave function of the total system A + B→ C + D
has to be considered6. Here we discuss only approaches to the
structure problem, Eq. (2). Nevertheless, it is important to keep
in mind that structure observables are often determined via a
reaction cross section that should in principle involve Eq. (3).
3.4 Effective vs ab initio approaches
Let us inspect more closely the many-body Schrödinger equa-
tion. While for certain quantum-mechanical systems the Hamil-
tonian is well defined (e.g. electrons in an atom or a molecule,
thanks to our good knowledge of Coulomb interaction), this
is not the case for atomic nuclei. The first difficulty in solv-
ing Eq. (2) thus relates to determining the nuclear Hamiltonian
itself. In principle, inter-nucleon forces arise in QCD as resid-
ual interactions between systems of bound quarks (in analogy
to van der Waals forces in molecular physics). However, QCD
at low-energies is non perturbative and calculations of many-
baryon systems are extremely challenging (see Section 7). This
implies that some modelling, more or less phenomenological,
has to be invoked in the determination of H.
What is its form and what are its properties? Let us recall
that we consider here the general approach in which structure-
less protons and neutrons are the relevant degrees of freedom.
The fact that, in reality, they do have an internal structure im-
plies that, in addition to (effective) nucleon-nucleon (NN) in-
teractions, H unavoidably contains three-body, four-body, ... up
to A-body terms whenever A nucleons are present. Are all these
terms really necessary or can we get away with just pairwise
nucleon interactions? We will see in Sec. 5.4 that at least three-
body forces are mandatory for a satisfactory description of nu-
clei and nuclear matter.
In addition to spatial coordinates and momenta, nucleons
are described by spin and isospin quantum numbers. How do
different operators act in these spaces? In Sec. 5.1 we will dis-
cuss their basic properties and will see that, e.g., state-of-the-art
NN interactions contain up to 15 or 20 different operators. In
any case, it is evident that the modelling of H is not trivial.
Once the Hamiltonian is at hand, Eq. (2) needs to be solved.
The A-body wave function |ΨAk 〉 is a function of the coordi-
nates, spin and isospin of each nucleon, i.e. of 5×A variables.
For small values of A, exact techniques can be applied. As A
6 This is the simplest possibility where two reactants and two reac-
tion products are involved. However, other types of reactions can be
envisaged with e.g. more than two final products, particles other than
nucleons or nuclei (photons, neutrinos, ...), etc.
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Fig. 3. Schematic view of ab initio and effective approach to the nu-
clear many-body problem.
increases, as will be discussed in th following, the computa-
tional cost of these techniques becomes prohibitive.
The approach described above goes under the name of ab
initio7 and will be discussed, in conjunction with the modelling
of the nuclear Hamiltonian itself, in Sections 5 and 6. Its main
advantage resides in its predictive character: if one succeeds in
building a two-body Hamiltonian that well reproduces the two-
body system, a two- plus three-body Hamiltonian that well re-
produces the three-body system, and so on, then one hopes to
successfully extend it to any system. Even though significant
progress has been made in recent years, such calculations re-
main challenging and the domain of application of ab initio
techniques is, at present, limited to A∼ 100.
There exist two main alternatives to the ab initio approach,
see Fig. 3. The first option is to reduce the number of active
nucleons, thereby reducing the dimensionality of |ΨAk 〉. This
allows exact diagonalisations of Eq. (2) in reduced one-body
Hilbert spaces and, as a result, a wider reach across the Segrè
chart. This route is the one followed by the interacting shell
model. The second option consists in keeping all A nucleons
active but simplifying the A-body wave function |ΨAk 〉. As a
result, the solution of Eq. (2), at least in a first step, does not
require a full and costly diagonalisation but can be obtained
via relatively inexpensive many-body techniques. This is the
route followed by energy density functionals. In both cases, the
Hamiltonian has to be suitably modified to either include cor-
relations outside the active space (in the case of the interaction
shell model) or correlations that would normally be encoded in
the full many-body wave function (in the case of energy density
functionals). As a result, one solves
Heff|Ψ effk 〉= Ek|Ψ effk 〉 (4)
instead of Eq. (2). The advantage is a reduced computational
cost. The price to pay is a disconnection from the ab initio
Hamiltonian8, with subsequent loss of predictive power. These
7 From the latin “from scratch” or “from the beginning”, it indicates
approaches that aim to describe a certain physical system from first
principles.
8 In Section 6.4 we will see that an ab initio implementation of the
interacting shell model has been developed in recent years.
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effective approaches will be discussed in the following Sec-
tion 4.
4 Effective approaches
4.1 Independent-particle model and mean field
If the constituents of a many-body system do not interact, the
total Hamiltonian can be written as a sum of one-body terms,
H =
A
∑
i
hi . (5)
The corresponding A-body problem then reduces to A one-body
problems,
H|ΨAk 〉= EAk |ΨAk 〉 −→ hi|φ ik〉= ε ik|φ ik〉 , (6)
where |φ ik〉 denotes the one-body wave function of the i-th nu-
cleon. Clearly, this would greatly simplify our task both from
the conceptual and from the practical point of view. However,
we know that nucleons are interacting and the strong force be-
tween them is at the origin of nuclear binding itself, i.e. at the
very existence of such systems. Moreover, the inter-nucleon
distance in nuclei is roughly 2 femtometers (fm), about the
same as the range of nuclear interactions. Does an independent-
particle picture make sense at all? Surprisingly, it turns out it
does. First, Fermi statistics helps out. Second, the mean free
path of nucleons in nuclear matter is rather large. This is sup-
ported by recent measurements and theoretical calculations, see
Fig. 4.
If nucleons can thus be considered, to a first approximation,
as independent particles in a common (one-body) potential well
that binds them to form the nucleus, the one-body Hamiltonians
in Eqs. 5 and 6 can be written as
hi =
p2i
2m
+V (ri) , (7)
where the first term on the right-hand side represents the nu-
cleon kinetic energy and the second one the one-body poten-
tials. Commonly used forms are potentials of the Woods-Saxon
type
V (ri) =− V0
1+ exp( ri−Ra )
, (8)
with V0, R and a constants to be suitably adjusted. Nucleons
are then placed in successive energy levels (corresponding to
the ε ik in Eq. (6)) according to Pauli principle, see a pictorial
representation in Fig. 5.
Let us remark that nuclei are self-bound systems. Hence,
there is no external potential that keeps the nucleons confined
like e.g. the Coulomb potential for electrons in an atom. This
common potential instead originates as a sort of average from
the individual interactions between protons and neutrons, and
for this reason it can be denoted as mean field.
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Fig. 4. Nucleon mean free path in (isospin symmetric) nuclear matter.
Theoretical calculations performed within the self-consistent Green’s
function approach (lines) [5] are compared to an evaluation of dif-
ferent experimental data (dots, squares and shaded area) [6]. Figure
adapted from Ref. [5].
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Independent-particle picture
Independent-particle picture
■ Cornerstone of any nuclear model
■ Nucleons orbit independently in
h =
N∑
i=1
(
p2i
2m +V (⃗ri)
)
■ Justified by mean free path ∼ 15fm
■ Justified by nucleon transf r xp.
Nuclear shells
■ Nucleon orbitals ψα = ψnljmτ
hψnljmτ = enljτ ψnljmτ
■ Nucleon shell-structure enljτ
■ A shell is 2j+1-fold degenerate
■ Fill shells for given (N,Z)
Averag one-nucleon potential V (ri)
■ Analogy with atomic case
■ Self-created
■ One for neutrons/protons
■ Coulomb effect for protons
■ Includes a spin-orbit component
Mean-field approximations
Fig. 5. Pictorial representation of nucleonic energy levels in the in-
dependent particle picture. Proton and neutron Fermi energies are de-
noted by ε pF and ε
n
F r spectively. Notice that Coulomb interactions
shift the proton potential up.
4.2 Shell model
4.2.1 Non-interacting shell model
How exactly do nucleons get organised in the underlying one-
body potential? Are energy levels distributed evenly, randomly?
A hint comes from comparing predictions from the mass for-
mula (1) to measured binding energies, see Fig. 6. One notices
that, for different isotopic chains, deviations follow certain pat-
terns as a function of neutron numbers. Specifically, the dis-
tributions are peaked at fixed values of N=8, 20, 28, 50, 82,
126. These correspond to particularly stable configurations of
N (and Z) that at first resulted completely unexplained, whence
their denomination as magic numbers. What creates these reg-
ular patterns?
This picture recalls the one of electron shells in the atom,
where jumps in the distribution of energy levels reflect the fill-
ing of the various shells. Yet, as opposed to the atomic case
6 Vittorio Somà: From the liquid drop model to lattice QCD
Fig. 6. Difference between binding energies computed with the semi-
empirical mass formula (1) and experimental values. Results are dis-
played for different isotopic chains as a function of neutron number.
Taken from Ref. [7].
governed by the (external) Coulomb potential, no obvious com-
mon potential can be identified for nucleons. First attempts to
design an effective one-body potential were based on a three-
dimensional harmonic oscillator complemented with a term pro-
portional to the angular momentum squared to account for cen-
trifugal effects. However they were not able to account for the
observed magic numbers. In 1949 Goeppert-Mayer and Jensen9
proposed the inclusion of an additional term that describes the
spin-orbit interaction [8,9]. This resulted crucial to reproduce
the pattern of magic numbers and defined what is known as the
(non-interacting) nuclear shell model.
Figure 7 illustrates the organisation of single-particle levels
and the appearance of magic numbers. Nucleons10 are placed
in levels of increasing energy, starting with the one correspond-
ing to the lowest possible energy. Such energies depend on the
principal quantum number n, the orbital angular momentum `
and, once the spin-orbit term is added, on the total angular mo-
mentum j. However, because of the rotational symmetry of the
Hamiltonian, they are independent of the angular momentum
projection m j. This generates a degeneracy of 2 j + 1 for each
level with momentum j, e.g. the 1p3/2 level
11 can host four
neutrons (or protons, depending which set we are considering),
and so on. By looking at the level schemes of Fig. 7, one sees
that large energy gaps are present between certain groups of
levels. Such groups are called (major) shells. When a shell is
full, i.e. all corresponding levels are filled with nucleons, one
9 For this work, Maria Goeppert-Mayer and Hans Jensen were
awarded the 1963 Nobel prize.
10 Two separate sets of levels host protons and neutrons.
11 The spectroscopic notation n` j is usually employed to label each
energy level, with `= {s,p,d, ...} standing for `= {0,1,2, ...}.
(Non-interacting) shell model
Magic numbers reproduced!
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⦿ What creates regular patterns?
○ Yet, no obvious common potential
…
Fig. 7. Schematic organisation of harmonic-oscillator energy levels.
On the right, it is depicted how the inclusion of a spin-orbit poten-
tial creates the splitting that allows to correctly describe stable magic
numbers.
talks about a closed shell12. Because of the large energy gap,
closed-shell nuclei result in particularly stable configurations.
Consequently, the corresponding numbers of neutrons or pro-
tons are denoted as magic numbers. On the right hand side of
Fig. 7, one sees that split induced by the spin-orbit potential
rearranges the major shells in such way that the experimen-
tally observed stable configurations match the magic numbers
resulting from the level scheme.
The concepts of mean field and nucleon shells played a piv-
otal role in the subsequent development of nuclear models and
shaped our understanding of the atomic nucleus. In fact, refer-
ence to an underlying single-particle spectrum is often made to
explain the characteristics and the evolution of low-energy ob-
servables in nuclei. However, one must keep in mind that nuclei
are quantum many-body systems in which individual nucleons
do not occupy stationary single-particle states. In other words,
the physical observables are the ones obtained by solving the
many-body Schrödinger equation (left-hand side of Eq. (6)),
not an auxiliary one-body problem (right-hand side of Eq. (6)).
Nucleon shells are thus a useful interpretative tool but non ob-
servable in the quantum mechanical sense. This implies that
single-nucleon energy levels (usually referred to as effective
single-particle energies) are model dependent and can not be
compared to measured experimental data in a meaningful way.
Recently, the non observable nature of the nuclear shell struc-
ture was discussed and illustrated in the framework of ab initio
calculations [10].
4.2.2 Interacting shell model
While an independent-particle model is sufficient to explain ba-
sic features of nuclear structure like magic numbers and the
12 Level schemes where both neutron and protons form closed shells
are called doubly closed shells.
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(Interacting) shell model
⦿ Independent-particle shell model OK for closed shells/magic numbers
Frozen core: 16O
Advances in ab initio techniques
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Fig. 8. Schematic view of the interacting shell applied to 22O.
existence of closed-shell nuclei, in general a correlated wave
function is needed. That is, one can not have an exact corre-
spondence of the type depicted in Eq. (6) but instead decom-
pose the total Hamiltonian in a mean-field and a residual part,
H = HMF +Hres . (9)
Whereas HMF can be easily handled and yields an independent-
particle picture of the type depicted in Fig. 7, Hres requires a
more sophisticated treatment, e.g. a diagonalisation in the A-
body Hilbert space. This second part may become extremely
costly as A increases.
In order to overcome this “curse of dimensionality” one
might think of exploiting the large energy separation between
major shells. A large energy separation implies that excitations
across major shells are suppressed. Then, to a first approxima-
tion, a given major shell can be investigated independently of
the others. This idea is at the basis of the interacting shell model
and is implemented in three steps:
1. Define an active Hilbert space (called the valence space).
Typically, it includes a full major shell (i.e. well separated
in energy from other shells).
2. Build a valence-space Hamiltonian Heffval.
3. Diagonalise Heffval in the reduced space.
In doing so, one can address systems that would be out of reach
for a diagonalisation of the full Hilbert space. An example for
one oxygen isotope, 22O, is depicted in Fig. 8.
How is Heffval constructed? There exist two alternative ways.
The first one consists in fitting the parameters of Heffval to avail-
able experimental data. In doing so, excellent accuracy can be
reached locally for refined spectroscopy. The drawbacks are
that different Hamiltonians have to be used for different va-
lence spaces and that the quality of the description deteriorates
when approaching regions of the Segrè chart in which experi-
mental information is scarse or not available. The second pos-
sibility consists in deriving it from the original Hamiltonian
via some Hilbert-space projection techniques. In doing so, the
link with “microscopic” inter-nucleon forces is preserved and
the approach is systematic and universal. The drawback is that
such a projection requires sophisticated many-body techniques
that might themselves lead to unfavourable scaling and costly
calculations.
The first route, the phenomenological shell model, has been
developed and applied for over 50 years, and is today one of
⦿ Problem: as A increases, dimensions of relevant valence spaces increase
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(Interacting) shell model
Applicability: A < 80-100
Fig. 9. Approximate dependence of the number of non-zero matrix el-
ements on the matrix dimension for shell-model Hamiltonians. Exam-
ples of corresponding needs in aggregate memory are shown, together
with the values reachable in 1980s and with current state-of-the-art
high-performance computational resources (green bands).
the reference methods in nuclear structure [11]. Implementa-
tions of the second option, the so-called valence-space ab initio
or ab initio shell-model approach, have appeared only very re-
cently [12,13] as a byproduct of the recent progress in ab initio
techniques (see Section 6.4).
As discussed, the interacting shell model allows performing
calculations well beyond the region reachable by full-space di-
agonalistion. Nevertheless, while the concept of well-separated
shells is valid in light and medium-mass nuclei, its utility be-
comes limited in heavier systems. There, shells are either close
to one another or contain a large number of nucleons, such
that even a valence-space diagonalistion becomes at some point
prohibitive, see Fig. 9. As of today shell model applications are
limited to A∼ 100.
4.3 Energy density functionals
The other possibility of simplifying the full Schrödinger equa-
tion consists in making a simple ansatz for the many-body wave
function. As a result13, many-body correlations must be some-
how incorporated into the Hamiltonian Heff. The first attempts
in this direction used the full original Hamiltonian14 as a start-
ing point and Hartree-Fock (HF) theory to generate a mean-
field potential in a self-consistent way. The approach resulted
not very satisfactory, both because of the poor quality of the
available Hamiltonians and, mainly, because the HF approxi-
mation was too simple to be able to capture all the necessary
correlations.
Roughly speaking, HF theory can be seen as a convolution
between a two-body interaction and a one-body density ma-
trix, which generates a density-dependent one-body (i.e. mean-
field) potential. A second convolution with the density matrix
yields the interaction energy. Following the first Hamiltonian-
based attempts, people naturally started adjusting the differ-
13 The aim is of course to have the same eigenvalues of the full
Schrödinger equation in the end.
14 Let us remark that there is no “full original Hamiltonian” in abso-
lute, but only possible models of it. Hence here we refer to the models
available at that time.
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ent parameters of the starting two-body interaction in order to
match experimental data. This led to designing a phenomeno-
logical Hamiltonian, whose parameters effectively account for
many-body correlations. The following step was to abandon
the link with an underlying Hamiltonian and directly postu-
late the total energy of the system as a general functional of the
(one-body) density, whence the name energy density functional
(EDF).
The general character of the functional provides a good deal
of flexibility, which is necessary to account for the complicated
inter-nucleon correlations. In addition, what makes the EDF
approach very powerful is the fact that it exploits the concept
of symmetry breaking and restoration. The idea is the follow-
ing. In consequence of Schrödinger equation, the (exact) many-
body wave function conserves certain symmetries. Symmetry-
conserving approaches retain such symmetries while designing
approximations to the exact wave function and computing the
corresponding energies. Symmetry-breaking approaches lift this
requirement and allow one or more symmetry to be broken in
designing the approximate wave function. Usually, at a given
level of approximation, the energies resulting from the latter
are closer to the exact ones than the former. Since physical
solutions do have the symmetries of the Hamiltonian, broken
symmetries have to be eventually restored at the end of the cal-
culation. This second step is typically achieved by mixing var-
ious symmetry-broken solutions and projecting out the compo-
nent corresponding to the good symmetry. These two steps of
the EDF method are called respectively single-reference (SR)
and multi-reference (MR)15.
Several different EDF implementations have been devel-
oped over the years. The two main non-relativistic approaches,
the zero-range Skyrme and the finite-range Gogny functionals
were conceived in the 1970s and are still actively developed
and used in state-of-the-art applications [14]. Relativistic ap-
proaches date back to the 1980s. In all of them, the strategy
is to fit the parameters (about 15 in modern functionals) at the
SR level to a given set of experimental data, usually a selection
of binding energies and charge radii. From the computational
point of view, the SR step is inexpensive and scales very gen-
tly with the mass number, such that systematic SR calculations
across the Segrè chart are at hand for any EDF implementa-
tion. In fact, at present SR-EDF constitute the only practicable
microscopic method able to address the whole nuclear chart
and thus predict how many nuclei actually exist, as exemplified
in Fig. 1. MR calculations exist in different variants and are
generally much more costly. As a result, systematic surveys of
the whole chart remain very challenging and state-of-the-art
MR approaches are typically limited to selected cases of high
experimental interest [15,16]. Nevertheless, it is the only mi-
croscopic approach available to study super- and hyper-heavy
nuclei.
The main drawback of such methods resides in their non
systematic character. On the one hand, different functionals
might perform equally well when compared to existing ex-
15 The EDF approach developed in nuclear physics has some com-
mon points with the density functional theory (DFT) formalised by
Kohn, Hohenberg and Sham and widely used in quantum chemistry.
However, EDF differs from DFT precisely because of this essential
recourse to symmetry breaking and restoration.
perimental data but yield diverging predictions where data is
unavailable. On the other hand, it is not always obvious how
one to improve their design. Recently it was also realised that
some problematic pathologies are associated to MR calcula-
tions, where the ad hoc use of nuclear densities lacks rigorous
roots [17,18,19]. These pathologies are not present if one fol-
lows the original route that requires starting with a Hamiltonian
operator. In order to tackle these shortcomings, novel formal
developments are being proposed on several aspects including
possible connections with ab initio approaches [20,21].
5 Early models of NN interactions
5.1 Basic properties of NN interactions
The modelling of the nuclear Hamiltonian has kept nuclear the-
orists occupied for over 80 years and, although significant ad-
vances have been made, it has not been settled yet. Before dis-
cussing early and modern Hamiltonian models, let us briefly
examine which basic properties it should have and how we can
get specific information about it. The simplest and most natural
thing is to start by considering the two-nucleon system, where
a general Hamiltonian reads
H = T +VNN +Vem . (10)
Here T represents the kinetic energy operator, VNN the nuclear
two-body interaction and Vem the electromagnetic potential (i.e.
Coulomb plus small corrections). The latter being known and
the first being trivial, we are interested in constructing the sec-
ond term, which incorporates the strong interaction between
two nucleons.
Relevant quantum numbers to describe a nucleon are, in
addition to its position r and its momentum p, its spin σ and
its isospin τ . Hence the most general form of the two-nucleon
potential is
VNN =V (r1,r2,p1,p2,σ1,σ2,τ1,τ2) . (11)
Several symmetries can then be exploited to constrain this form,
either continuous (translation in time/space, rotation in space/spin,
Galilean invariance) or discrete (parity, time reversal, baryon +
lepton-number conservation). Still remaining general, we can
write
VNN =V1(r,p,σ1,σ2)+Vτ(r,p,σ1,σ2)τ1 · τ2 , (12)
where
r= r1− r2 ,
p= p1−p2 ,
(13)
and each of the two terms contains a spin-scalar, a spin-vector
and a spin-tensor part. Furthermore, to a first approximation the
potential can be considered16 charge symmetric, i.e. Vpp ≈Vnn,
and charge independent, i.e. Vpp ≈Vpn ≈Vnn.
16 This type of information can be deduced e.g. by studying prop-
erties of mirror nuclei, i.e. nuclei with (Z,N) = {(X ,Y ),(Y,X)}, and
proton-proton vs proton-neutron scattering.
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⦿ Nucleon-nucleon scattering
○ Interaction leads to a change in the phase of the scattered wave  ➝  scattering phase shifts ẟ
Wave pushed out by V
r r
Wave pulled in by V
V
V ẟ<0
ẟ>0
AttractiveRepulsive
Basic properties of NN interaction
Fig. 10. Illustration of scattering phase shifts. In the case of a repul-
sive interaction (left), the scattered wave (red) is pushed out by the
potential V , which generates a shift δ < 0 in its phase. The converse
happens for an attractive potential (right).
Fig. 11. Experimental proton-neutron phase shifts in different partial
wave channels as a function of the scattering energy.
From these simple considerations one can already see that
VNN will be constituted by several terms. How can we gain in-
formation on them? The first source of information is nucleon-
nucleon scattering. In particular, when two particles collide, the
interaction leads to a change in the phase of the scattered wave.
By examining these scattering phase shifts many details about
the interaction between the two particles can be inferred, start-
ing from its attractive or repulsive nature, see Fig. 10.
Scattering phase shifts are conveniently studied in a partial-
wave17 analysis. An example is shown in Fig. 11, where neutron-
neutron phase shifts for different partial waves are displayed as
a function of the collision energy in the laboratory frame. For
instance
◦ From the fact that the 1S0 phase shift is large at small en-
ergy18 one can deduce that there is nearly a bound state in
this channel19;
17 The partial wave notation is 2S+1LJ , where J, L and S are respec-
tively the total angular momentum, the orbital angular momentum and
the spin of the pair of scattering nucleons.
18 Although it might not be visible from the figure, it actually goes
to zero at E = 0.
19 The number of bound states in a given partial wave is related to
the value of the corresponding phase shift at zero energy [22].
◦ From the fact that the 1S0 phase shift becomes negative at
high energies it follows that the potential, initially attrac-
tive, becomes repulsive at small distances;
◦ From the fact that P waves are rather different from one an-
other one deduces that there must be something else other
than central terms (e.g. spin-orbit terms).
Another important source of information is the deuteron,
i.e. the bound state of a proton and a neutron. For instance, the
fact that it has a non-zero quadrupole moment implies that the
interaction must contain tensor terms. By combining all these
inputs, which have become richer and more precise over the
years, nuclear physicists have been able to propose and con-
struct more and more refined models of NN interactions.
5.2 Yukawa potential
The first model of nuclear forces dates back to the 1930s. At the
time, the archetypical Coulomb interaction between charged
particles was well known. From the fact that its range is in-
finite, it follows that the carrier of the electromagnetic force,
the photon, has zero mass. From scattering experiments, how-
ever, the range of nuclear interaction appeared to be finite and
was estimated to be about 2 fm. The Japanese physicist Hideki
Yukawa then had the intuition of replacing the zero-mass pho-
ton with a massive field of mass m mediating interactions be-
tween nucleons (see Fig. 15), and proposed what is nowadays
known as Yukawa potential
V (r) ∝
e−mr
r
. (14)
Assuming that the range of the potential is roughly equal to the
Compton wavelength of the exchanged boson, i.e.
2 fm∼ 1
m
, (15)
Yukawa could estimate m ∼ 0.5 fm−1 ∼ 100 MeV. Predicted
in 1935 and originally named mesotron, this boson was then
identified with the pion, discovered in 1947 with a mass mpi ≈
140 MeV, not too different from Yukawa’s value.
This idea proved to be extremely fitting and is still exploited
in modern potentials to describe the long-range part of the nu-
clear interaction. Nevertheless, it quickly became evident that
it could not be the full story and that the short-range part had
to be modelled in some other way. In the 1950s contributions
Yukawa potential
○ Coulomb interaction between charged articles (infinite range)
What as know : ○ Nuclear interaction is short range ~ 2 fm
Idea: nuclear force mediated by massive spin-0 boson (the “mesotron” ➝  later, pion)
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Fig. 12. Schematic view of Coulomb (left) and Yukawa (right) inter-
actions.
10 Vittorio Somà: From the liquid drop model to lattice QCD
from multi-pion exchange were studied with unsatisfactory re-
sults. In the 1960s mesons heavier than the pion were discov-
ered and, eventually, replaced multiple pion exchange in mod-
elling the short-range part. This led to the development of var-
ious one-boson-exchange (OBE) interactions.
5.3 One-boson-exchange potentials
Starting from the 1960s, heavier mesons such as ρ,ω and σ
began to be systematically included in the construction of NN
interactions to model ranges smaller than 1/mpi . Each of them
generates a different spin/isospin structure that enriches the nu-
clear potential. Other terms compatible with the general sym-
metries of the Hamiltonian were then typically added ad hoc to
increase the flexibility of the model, in particular for what con-
cerns the description of the short-range region. Some others,
notably the family of Argonne potentials, were entirely mod-
elled as a sum of operators allowed by symmetries and general
considerations.
The common strategy of such models is the following:
1. Construct the operatorial structure of VNN , i.e. spin/isospin
scalar, vector or tensor terms and the respective radial func-
tions;
2. Fit the coupling constants (usually appearing in the radial
functions or as normalisation of individual terms) to exper-
imental data, i.e. typically nucleon-nucleon scattering data
and deuteron properties.
The 1970s witnessed major developments in this context
with several potentials appearing on the market. Examples are
the Paris, Bonn, Nijmegen and Argonne potentials. Some of
them are displayed, for one partial wave (1S0) and one operato-
rial structure (central), in Fig. 13. One notices that the various
Lattice QCD
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More than 70 years ago, Yukawa introduced the pion to
account for the strong interaction between the nucleons
(the nuclear force) [1]. Since then, an enormous amount of
energy has been devoted to understand the nucleon-
nucleon (NN) interaction at low energies both from theo-
retical and experimental points of view. As shown in Fig. 1,
phenomenological NN potentials are thought to be char-
acterized by three distinct regions [2,3]. The long range
part (r * 2 fm) is well understood and is dominated by the
one-pion exchange. The medium range part (1 fm & r &
2 fm) receives significant contributions from the exchange
of multipions and heavy mesons (!, !, and "). The short
range part (r & 1 fm) is empirically known to have a
strong repulsive core [4], which is essential not only for
describing the NN scattering data, but also for the stability
and saturation of atomic nuclei, for determining the maxi-
mum mass of neutron stars, and for igniting the type II
supernova explosions [5]. Although the origin of the re-
pulsive core must be closely related to the quark-gluon
structure of the nucleon, it has been a long-standing open
question in QCD [6].
In this Letter, we report our first serious attempt to attack
the problem of nuclear force from lattice QCD simulations
[7]. The essential idea is to define a NN potential from the
equal-time Bethe-Salpeter (BS) amplitude of the two local
interpolating operators separated by distance r [8]. This
type of BS amplitude has been employed by CP-PACS
collaboration to study the ## scattering on the lattice [9].
As we shall see below, our NN potential shows a strong
repulsive core of about a few hundred MeV at short dis-
tances surrounded by an attraction at medium and long
distances in the s-wave channel.
Let us start with an effective Schro¨dinger equation ob-
tained from the BS amplitude for two nucleons at low
energies [9,10]:
 # 1
2$
r2%! ~r" $
Z
d3r0U!~r; ~r0"%! ~r0" % E%! ~r"; (1)
where $ & mN=2 and E is the reduced mass of the nu-
cleon and the nonrelativistic energy, respectively. For
the NN scattering at low energies, the nonlocal potential
U is represented as U! ~r; ~r0" % VNN! ~r;r"&! ~r # ~r0" with
the derivative expansion [2]: VNN % VC!r" $ VT!r"S12 $
VLS!r" ~L ' ~S$ O!r2". Here S12 % 3! ~"1 ' r^"! ~"2 ' r^" # ~"1 ' ~"2
is the tensor operator with r^ & j ~rj=r, ~S the total spin
operator, and ~L & # i~r ( ~r the relative angular momen-
tum operator. The central NN po ential VC!r", the ten-
so potential VT!r", and the spin-orbit tial VLS!r"
c n be further dec mposed into various spin-isospi chan-
nels, e.g., VC!r" % V1C!r" $ V"C !r" ~"1 ' ~"2 $ V'C!r" ~'1 ' ~'2 $
V"'C !r"! ~"1 ' ~"2"! ~'1 ' ~'2". In the phenomenological analysis
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FIG. 1 (color online). Three examples of the modern NN
potential in the 1S0 (spin singlet and s-wave) channel: CD-
Bonn [17], Reid93 [18], and AV18 [19] from the top at r %
0:8 fm.
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Fig. 13. Radial dependence of the central part of the nucleon-nucleon
potential in the 1S0 channel for three diffe ent Hamiltonian mod-
els. Regions corresponding to long-range (I), intermediate-range (II)
and short-range (III) operators are roughly indicated. Adapted from
Ref. [23].
models differ in their radial behaviour, in particular in the short-
range part. This reflects the freedom to model high-energy de-
tails when interested in low-energy observables, an observation
that is at the basis of effective field theories discussed in Sec-
tion 6.
Combining precise information becoming available on the
experimental side and progress on the theoretical side, more
and more refined potentials were developed up to achieving,
for two-nucleon systems, a description with χ2/datum ≈ 2 in
the 1980s and χ2/datum ≈ 1 in the 1990s. Then, what about
nuclear structure calculations?
5.4 Three-nucleon forces
As calculations on the basis of accurate (χ2/datum ≈ 1) OBE
two-body potentials became available, systematic deficiencies
in the description of both nuclei with A > 2 and extended nu-
clear matter emerged. The former showed typically an under-
binding that was increasing with A. In the latter, the satura-
tion point20 was predicted at too high density and energy, see
Fig. 14. It was soon realised that these discrepancies were to be
ascribed to the absence of many-body forces in those Hamilto-
nian models. As discussed in Sec. 3.4, the existence of many-
nucleon forces is a direct consequence of considering them, ef-
fectively, as structureless while they do have an internal struc-
ture. At this point, one might wonder whether all, i.e. up to
A-body, many-body forces have to be included in a calculation
of an A-body system. If not, how many of them are important?
Chiral effective field theory, discussed in Sec. 6.2, suggests that
there exists a hierarchy: x-body contributions to a given observ-
able in an A-body system decrease as x increases. Phenomeno-
logically, one also observes that the discrepancy with exper-
20 I.e. the minimum in the energy per particle as a function of the
density.
Thr e-nucl on forces
⦿ Calculations with accurate (χ2= 1) OBE potentials show deficiencies in systems with A>2 
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Nuclear m tter properties with
three-bod forces
4.1 Energy in symmetric nuclear matter
⇥sat   ⇥0 = 0.16± 0.01 fm 3 (4.1)
Esat/N   B = 16± 1MeV (4.2)
We consider i the fol wi only two of the four realistic NN interactions employed
in Chapter 2, namely the CD-Bonn and he Nijmege poten ials. These proved t be
the most stable at low/high density and high temperature, moreover the A18 and Reid
calculations are haracterized by an x essive repulsive b haviour below saturation
de sity, which c nnot be cured with the introduction of three-body forces. This is
possibly due to the inability of the T-matrix scheme to treat correctly the strong
repulsive core in the case of Argonne, and the quantitative inaccuracy of the dated
R id interaction.
For the two mentioned potentials the averaged three-body forces have been added
to the two-body contributions as outlined in details in Chapter 3. First the calculations
have been perfor ed around saturation density in order to tune the two parameters
U and A w ich control the overall and relative strength of the two contributions (cf.
(3.4) and (3.10)). The parameters have been adjusted separately for the CD-Bonn and
for the Nijmegen potential by requiring the energy particle to reproduce the empirical
values of the saturation density ⇥0 and the binding energy EB. We do expect di erent
values of {A,U} for th two NN interactions: since they yield di erent saturation
curves the missing e ects do not have to be n essarily the same. This argument surely
applies to the more phenomenological repulsive term (3.10). We believe that however
it is also the case of the 2 -exchange contribution, due to the averaging procedure
which unavoidably makes the resulting two-body interaction an e ective one. As long
as TBF are not derived consistently within the same theoretical framework, one should
expect this motivation to be valid also for other approaches.
Once the parameters have been fixed, we extend the calculations to the whole
density domain ⇥ ⇥ [0.4 ⇥0, 3 ⇥0] starting with the case of symmetric nuclear matter.
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and single-particle energies in the Bethe-Goldstone equation
has been shown to introduce errors well below 1 MeV for the
binding energy at saturation [19].
Concerning the inclusion of three-body forces in the BHF
approach, we use the formalism developed in Refs. [5–7],
namely a microscopic model based on meson exchange with
intermediate excitation of nucleon resonances (Delta, Roper,
and nucleon-antinucleon). The meson parameters in this
model are constrained to be compatible with the two-nucleon
potential, where possible.
For the use in BHF calculations, this TBF is reduced to
an effective, density-dependent, two-body force by averaging
over the third nucleon in the medium, the average being
weighted by the BHF defect function g, which takes account
of t nucleon-nucleon in-medium correlations [6,8,20]:
Vij (r) = ρ
∫
d3rk
∑
σk ,τk
[1− g(rik)]2[1− g(rjk)]2Vijk. (5)
The resulting effective two-nucleon potential has the operator
structure
Vij (r) = (τ i ·τ j )(σ i ·σ j )V τσC (r) + (σ i ·σ j )V σC (r) + VC (r)
+ Sij (rˆ)
[
(τ i ·τ j )V τT (r) + VT (r)
]
(6)
and the components V τσC , V σC , VC , V τT , VT are density depen-
dent. They are added to the bare potential in the Bethe-
Goldstone equation (1) and are recalculated together with
t defect fun tion i every iteration step until convergence
is reached. This approach has so far been followed with the
Paris [6], th V14, and the V18 [7] potentials and the results
will be shown in th following presentation of our results. For
complete details, the reader is refered to Refs. [5–7].
We begin in Fig. 1 with the saturation curves obtained with
our set of NN potentials. On the standard BHF level (black
curves) one obtains in general too strong binding, varying
between the results with the Paris, V18, and Bonn C potentials
(less binding), and those with the Bonn A, N3LO, and IS
(very strong binding). Including TBF (with the Paris, V14,
and V18 potentials; red curves) adds considerable repulsion
and yields results slightly less repulsive than the DBHF ones
with the Bonn potentials [16] (green curves). This is not
surprising, becaus it is well known that the major effect of the
DBHF approach amounts to including the TBF corresponding
to nucleon-antinucleon excitation by 2σ exchange within the
BHF calculation [6,7]. This is illustrated for the case of the V18
potential (op n stars) by the dashed (red) curve in the
figure, which includes only the 2σ -exchange “Z-diagram”
TBF contribution. The remaining TBF components are overall
attractive and produce the final solid (red) curve in the
figure.
Figure 2 shows the saturation points of symmetric matter
extracted from the previous results. Indeed there is a strong
linear correlation between saturation density and energy,
confirming th concept of the Coest r line. One can ro ghly
identify three groups of results: The DBHF results with the
Bonn potentials as well as the BHF+TBF results with the Paris,
V14, and V18 potentials lie in close vicinity of the empirical
value. The BHF results with Paris, V14, V18, and Bonn C form
a group with about 1–2 M V too-large binding and saturation
FIG. 1. (Color online) Energy per nucleon of symmetric nuclear
matter btained with different potentials and theoretical approaches.
For details see text.
at about 0.27 fm−3. The remaining potentials, in particular the
most recent CD-Bonn, N3LO, and IS, yield strong overbinding
at larger density, more than twice saturation density in the
latter cases. From a practical point of view, it would therefore
appear convenient to use the potentials of the former group
for approximate many-body calculations, because the required
corrections are s aller, at least for Brueckner-type approaches.
Historically, there is the observation that the position of
a saturation point on the Coester line seems to be strongly
FIG. 2. (Color online) Saturation points obtained with different
potentials and theoretical approaches. The (online blue) square
indicates the empirical region.
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Fig. 14. Saturation density and en rgy per particle of isospin-
symm tric ext nd d nuclear matter. The blue square indicates the re-
gion consistent with known experimental data. Black points represent
calculations performed for different NN interactions without three-
body. The observed correlation in known under the name of Coester
line [24]. Adapted from Ref. [25].
Vittorio Somà: From the liquid drop model to lattice QCD 11
Three-nucleon forces
⦿ Calculations with accurate (χ2= 1) OBE potentials show deficiencies in systems with A>2 
○ Saturation point of nuclear matter is not reproduced
The need for three-body forces
‣ empirical values for saturation
[ Akmal et al., Phys. Rev. C 58 (1998) ]
[ Baldo and Maieron, J. Phys. G 34 (2007) ]
Chapter 4
Nuclear matter properties with
three-body forces
4.1 Energy in symmetric nuclear matter
⇥sat   ⇥0 = 0.16± 0.01 fm 3 (4.1)
Esat/N   B = 16± 1MeV (4.2)
We consider in the following only two of the four realistic NN interactions employed
in Chapter 2, namely the CD-Bonn and the Nijmegen potentials. These proved to be
the most stable at low/high density and high temperature, moreover the A18 and Reid
calculations are characterized by an excessive repulsive behaviour below saturation
density, which cannot be cured with the introduction of three-body forces. This is
possibly due to the inability of the T-matrix scheme to treat correctly the strong
repulsive core in the case of Argonne, and the quantitative inaccuracy of the dated
Reid interaction.
For the two mentioned potentials the averaged three-body forces have been added
to the two-body contributions as outlined in details in Chapter 3. First the calculations
have been performed around saturation density in order to tune the two parameters
U and A which control the overall and relative strength of the two contributions (cf.
(3.4) and (3.10)). The parameters have been adjusted separately for the CD-Bonn and
for the Nijmegen potential by requiring the energy particle to reproduce the empirical
values of the saturation density ⇥0 and the binding energy EB. We do expect di erent
values of {A,U} for the two NN interactions: since they yield di erent saturation
curves the missing e ects do not have to be necessarily the same. This argu ent surely
applies to the more phenomenological repulsive term (3.10). We believe that however
it is also the case of the 2 -exchange contribution, due to the averaging procedure
which unavoidably makes the resulting two-body interaction an e ective one. As long
as TBF are not derived consistently within the same theoretical framework, one should
expect this motivation to be valid also for other approaches.
Once the parameters have been fixed, we extend the calculations to the whole
density domain ⇥ ⇥ [0.4 ⇥0, 3 ⇥0] starting with the case of symmetric nuclear matter.
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and single-particle energies in the Bethe-Goldstone equation
has been shown to introduce errors well below 1 MeV for the
binding energy at saturation [19].
Concerning the inclusion of three-body forces in the BHF
approach, we use the formalism developed in Refs. [5–7],
namely a microscopic model based on meson exchange with
intermediate excitation of nucleon resonances (Delta, Roper,
and nucleon-antinucleon). The meson parameters in this
model are constrained to be compatible with the two-nucleon
potential, where possible.
For the use in BHF calculations, this TBF is reduced to
an effective, density-dependent, two-body force by averaging
over the third nucleon in the medium, the average being
weighted by the BHF defect function g, which takes account
of the nucleon-nucleon in-medium correlations [6,8,20]:
Vij (r) = ρ
∫
d3rk
∑
σk ,τk
[1− g(rik)]2[1− g(rjk)]2Vijk. (5)
The resulting effective two-nucleon potential has the operator
structure
Vij (r) = (τ i ·τ j )(σ i ·σ j )V τσC (r) + (σ i ·σ j )V σC (r) + VC (r)
+ Sij (rˆ)
[
(τ i ·τ j )V τT (r) + VT (r)
]
(6)
and the components V τσC , V σC , VC , V τT , VT are density depen-
dent. They are added to the bare potential in the Bethe-
Goldstone equation (1) and are recalculated together with
the defect function in every iteration step until convergence
is reached. This approach has so far been followed with the
Paris [6], the V14, and the V18 [7] potentials and the results
will be shown in the following presentation of our results. For
complete details, the reader is refered to Refs. [5–7].
We begin in Fig. 1 with the saturation curves obtained with
our set of NN potentials. On the standard BHF level (black
curves) one obtains in general too strong binding, varying
between the results with the Paris, V18, and Bonn C potentials
(less binding), and those with the Bonn A, N3LO, and IS
(very strong binding). Including TBF (with the Paris, V14,
and V18 potentials; red curves) adds considerable repulsion
and yields results slightly less repulsive than the DBHF ones
with the Bonn potentials [16] (green curves). This is not
surprising, becaus it is well known that the major effect of the
DBHF approach amounts to including the TBF corresponding
to nucleon-antinucleon excitation by 2σ exchange within the
BHF calculation [6,7]. This is illustrated for the case of the V18
potential (open stars) by the dashed (red) curve in the
figure, which includes only the 2σ -exchange “Z-diagram”
TBF contribution. The remaining TBF components are overall
attractive and produce the final solid (red) curve in the
figure.
Figure 2 shows the saturation points of symmetric matter
extracted from the previous results. Indeed there is a strong
linear correlation between saturation density and energy,
confirming th concept of the Coest r line. One can ro ghly
identify three groups of results: The DBHF results with the
Bonn potentials as well as the BHF+TBF results with the Paris,
V14, and V18 potentials lie in close vicinity of the empirical
value. The BHF results with Paris, V14, V18, and Bonn C form
a group with about 1–2 MeV too-large binding and saturation
FIG. 1. (Color online) Energy per nucleon of symmetric nuclear
matter obtained with different potentials and theoretical approaches.
For details see text.
at about 0.27 fm−3. The remaining potentials, in particular the
most recent CD-Bonn, N3LO, and IS, yield strong overbinding
at larger density, more than twice saturation density in the
latter cases. From a practical point of view, it would therefore
appear convenient to use the potentials of the former group
for approximate many-body calculations, because the required
corrections are smaller, at least for Brueckner-type approaches.
Historically, there is the observation that the position of
a saturation point on the Coester line seems to be strongly
FIG. 2. (Color online) Saturation points obtained with different
potentials and theoretical approaches. The (online blue) square
indicates the empirical region.
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other words, the results indicate that th missi g of the saturation point is not
due to a lack of accuracy in the treat en o he nuclear many-body problem,
but to a defect of the nuclear hamiltonian. The eed of three-body forces in nu-
clear matter is consistent with the findings in the study of few nucleon systems,
where also the binding energy and radii, as well as scatteri g data, can ot be
reproduced with only two-body forces. Not surprisingly, the effects of three-body
forces seem to be more pronounced in nuclear matter than in few body systems.
The standard NN interaction models are based on the meson–nucleon field
theory, where the nucleon is considered an unstructured point-like particle. The
Paris, t e Argonne v14 (with the improved version v18 [11]), and the set of Bonn
potentials [12] fall in this category. In the ne-boson exchange potential (OBEP)
model one further assumes that no meson–meson interaction is present and each
meson is exchanged in a different interval of time from the other . H wev r,
the nucleon is a structured particle, it is a bound state of three quarks with
a gluon-mediated interaction, according to Quantum Chromodynamics (QCD).
The absorption and emission of mesons can be accompanied by a modification of
the nucleon structure in the intermediate states, even in the case of NN scattering
processes, in which o ly nucleonic degrees of freedom are present asymptotically.
A way of describing such processes is to introduce the possibility that the nucleon
can be excited (“polarized”) to other states or resonanc s. The latter can be the
known resonances observed in meson–nucleon sca t ring. At low enough energy
the dominant resonance is the ∆33, which is the lowest in ma s. If he internal
nucleon stat can be distorted by the presence of a th r nucleon, the interactio
between two nucleons is surely altered by the presence of a third one. This effect
produces clearly a definite three-body force, which is absent if the nucleons are
considered unstructured. The simplest of such process is depicted in Fig. 13b.
Fig. 13. An interaction process among three nucleons with only two-body force (a),
and a process involving a genuine three-body force (b).
Such a process can be interpreted in different but equivalent ways. One way is to
view the pion (meson) coming from the first nucleon to polarize the second one,
which therefore interacts with a third one as a∆33 resonance, surely in a different
16 M. Baldo and F. Burgio
way than if it had remained a nucleon, like in Fig. 13a. The process of Fig. 13a
is n t indeed three- ucleon force, but just a repetition of a two-nucleon force.
The intr duction of a three-nucleon interaction is a consequence of viewing pro-
cesses like the one of Fig. 13b s an effective interaction among three nucleons,
which eventually will b medium-dependent. The genuine three-nucleon forces
can be extracted from processes like the one of Fig. 13b by projecting out the
∆33 (or other resonances) degrees of freedom in some approximate way. The
theory of three-nucleon forces has a very long history, and it started to be de-
veloped since the early stage [13] of the theory of nuclear matter EOS, as well
as of few nucleon systems [14]. The most extensive study of the three-nucleon
forces (TNF) has been pursued by Grange´ and collaborators [15]. Fig. 14, r -
produc d from R f. [16], indicates some of the processes which can give ris to
TNF. Graph of Fig. 14a is a generalization of the process of Fig. 13b, where
other nucleon resonances (e.g. the Roper resonance) can appear as intermedi-
ate virtual excitation and other exchanged mesons can be present. Graph 14b
includes possible non-linear meson-nucleon coupling, as demanded by the chiral
symmetry limit [16]. Graph 14c is the simplest one which includes meson-meson
interaction. Other processes of this type are of course possible [15,16], which in-
volves other meson-meson couplings, and they should be included in a complete
treatment of TNF. Diagram 14d describes the effect of the virtual excitation of
Fig. 14. Some of the processes which can produce a genuine three-body force.
a nucleon-antinucleon pair, and it is therefore somehow of different nature from
the others. It gives an important (repulsive) contribution and it has been shown
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4.2 Three-body Hamiltonian
Formally three-body forces are included by addi g a term to the two-body Hamil-
tonian (2.6)
H = H2 body ⇤ H ⇥ = H2 body +H3 body , (4.1)
here
H3 body =
1
3!
⌃
dr1 dr2 dr3 ⇥
†(1)⇥†(2)⇥†(3)V3(r1, r2, r3)⇥(3)⇥(2)⇥(1) . (4.2)
We employ in this work th thre -body oten ial developed by the Urbana group
[16], composed of two terms
V Urb naijk = V
2 
ijk + V
R
ijk . (4.3)
The first part, ttractive d do ina t a low densities, is constr cted from two-
pio exchange wi h a   appea ing as ntermediate sta as escribed in th pre-
vious secti n; the r pulsiv cont ibut o is r po sible for the co rect saturat on
and prevails at igh densiti .
The two potentials are structured as a sum over cyclic permutations of the
three particles, denoted by the indeces {i, j, k}. The 2 -exchange term reads
V 2 ijk = A
⇧
cyc
⇤
{Xij , Xjk} {⇥i · ⇥j , ⇥j · ⇥k}+ 1
4
[Xij , Xjk] [⇥i · ⇥j , ⇥j · ⇥k]
⌅
, (4.4)
where
Xij = Y (rij)  i ·  j + T (rij) Sij . (4.5)
Here rij ⇥ ri   rj is the distance between particles i and j and the non-bold
character denotes the vector norm rij ⇥ |rij |. The tensor operator is defined as
Sij = [3 ( i · rˆij)( j · rˆij)    i ·  j ] where rˆij ⇥ rij|rij | is the unit vector. The two
radial functions Y (r) and T (r) are respectively the Yukawa
Y (r) =
e ar
ar
Ycut(r) (4.6)
and the tensor function
T (r) =
⇤
1 +
3
ar
+
3
a2r2
⌅
e ar
ar
Tcut(r) , (4.7)
in which it is necessary to introduce a short-range cuto⇥
Ycut(r) = 1  e br2 , (4.8)
Tcut(r) =
 
1  e br2
⇥2
. (4.9)
⇢ and others:
⇢  Δ-excitation ↔   2π exchange
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We calculate the properties of neutron matter and highlight the physics of chiral three-nucleon forces. For
neutrons, only the long-range 2π -exchange interactions of the leading chiral three-nucleon forces contribute,
and we derive density-dependent two-body interactions by summing the third particle over occupied states in the
Fermi sea. Our results for the energy suggest that neutron matter is perturbative at nuclear densities. We study in
detail the theoretical uncertainties of the neutron matter energy, provide constraints for the symmetry energy and
its density dependence, and explore th impact of chiral three-nucleon forces on the S-wave superfluid pairing gap.
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I. INTRODUCTION
The physics of neutron matter ranges ov r exciting ex-
tremes: from universal properties at low densities [1,2] that
can be probed in experiments with ultracold atoms [3]; to
using neutron matter properties at nuclear densities to guide
the development of a universal density functional [4,5] and to
constrain the physics of neutron-rich nuclei; to higher densities
involved in the structure of neutron stars [6]. In the theory of
nuclear matter, recent advances [7,8] are based on syste atic
chiral effective field theory (EFT) interactions [9,10] combin d
with a renormalization group (RG) evolution t low mom nta
[11,12]. This evolution improve he convergence of many-
body calculations [7,13,14], and the nuclear matter ener y
shows saturation with controll d uncertai ties [8]. In t is
paper, we extend these developments to neutron matter with a
focus on three-nucl on (3N) f rces.
Our studies are based on evolved nucl on-nucleon (NN)
interactions at nex -t -next-to next-to-leading order (N3LO)
[15,16] and on the next-to-next-to-leading order (N2LO) 3N
forces [17,18]. In Sec. II, we show that only the long-range 2π -
exchange 3N interactions contrib te in ure neutron matt r. We
then construct density-dependent two-body interactions V 3N
by summing the third particle ov r occupie states n the Fermi
sea. Effective interactions of this sort have been studied in the
past by using 3N potential models and approxim te treatment
(see, for example, Refs. [19,20]). We d rive a gen ral operator
and momentum structure of V 3N and analyz the partial-w ve
contributions and the d nsit d pendence f V 3N. Thi pro-
vides insights to the role of chiral 3N forces in n utron matter.
In Sec. III, we apply V 3N to calculate the properties of
neutron matter as a function of Fermi momentum kF [or the
density ρ = k3F/(3π2)] based on a loop expansio ar und the
Hartree-Fock energy. Our s cond-order results for the energy
suggest that neutron matter is perturbative at nuclear den iti s,
where N2LO 3N forces provide a repulsive contribution.
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†schwenk@physik.tu-darmstadt.de
We study in detail the theoretical uncertainties of the neutron
matter energy and find that the uncertainty in the c3 coefficient
of 3N forces dominates. Other recent neutron matter
calculations lie within the resulting energy band. In addition,
the energy band provides constraints for the symmetry energy
and its density dependence. Finally, we study the impact of
chiral 3N forces on the 1S0 superfluid pairing gap at the BCS
level. We conclude and give an outlook in Sec. IV.
II. 3N FORCES AS DENSITY-DEPENDENT TWO-BODY
INTERACTIONS
Nucl ar forces depend on a resolution scale, which is
generally deter ined by a momentum cutoff #, and are given
by an effective theory f r scale-dependent two-nucleon and
corr spondi g many- ucleon interacti ns [9–11,21]:
H (#) = T + VNN(#) + V3N(#) + V4N(#) + · · · . (1)
Our calculations are bas d on chiral EFT interactions. We start
from the N3LO NN potential (# = 500 MeV) of Ref. [15]
and use th RG to volve this NN potential o low-momentum
int r ctions Vlow k with a smoot nexp = 4 regulator with
# = .8− 2.8 fm−1 [12,22]. This evolution softens the
short-range repulsion and short-range tensor components of
th i itial chir l int raction [7,23]. Based o the universality
of Vlow k [8,12], we do not expect large differences starting
f om diff ent N3LO poten ials.
In chiral EFT without explicit Deltas, 3N forces start at
N2LO and co tain a l ng-ran e 2π -exchange part Vc, an
intermediate-range 1π -exchange part VD , and a short-range
contact i t r ction VE [17,18]:
π π π
c1, c3, c4 cD cE
(2)
The 2π -exchange interaction is given by
Vc = 12
(
gA
2fπ
)2 ∑
i ̸=j ̸=k
(σ i · qi)(σ j · qj )(
q2i +m2π
)(
q2j +m2π
)F αβijkταi τβj , (3)
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 Fundamental reason: nucleons are composite particles, but we treat them as structureless
○ Certain processes, e.g. involving nucleon excitations, can not be described as 2-body
○ Three-nucleon forces are added mostly phenomenologically to OBE potentials
1980’s
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I. INTRODUCTION
The physics of neutron matter ranges over exciting ex-
tremes: from universal properties at low densities [1,2] that
can be probed in experiments with ultrac ld atoms [3]; to
using neutron matter pro erti s at nucl ar den ities to guide
the development of a u iversal density functional [4,5] and to
constrain the physics of neutron-rich nuclei; to higher densities
involved in the structure of neutron stars [6]. I the theory of
nuclear matter, recent adva ces [7,8] are based on sy t mati
chiral effective field theory (EFT) int ractions [9,10] combined
with a renormalization group (RG) evolution to low momenta
[11,12]. This evolution improves the convergence of many-
body calculations [7,13,14], and the uclear matter energy
shows saturation with controlled uncertainties [8]. In this
paper, we extend t ese developments o neutron matt r with a
focus on three-nucleon (3N) forces.
Our studies are based on volved u leon-nucleon (NN)
interactions at next-to-next-to-next-to-leading order (N3LO)
[15,16] and on the next-t -next-to-leadi g order (N2LO) 3N
forces [17,18]. In Sec. II, we show that o ly the lo g-ran 2π -
exchange 3N interactions contribute in pure neutron m tter. We
then construct density-dependent two-body inte a tions V 3N
by summing the third particle over occupied states in the Fermi
sea. Effective interactions of this sort have be n studied in the
past by using 3N potential models and approximate treatments
(see, for example, Refs. [19,20]). We derive a gener l oper t r
and momentum structure of V 3N and analyze the partial-wav
contributions and the density dependence of V 3N. This pro-
vides insights to the role of chir l 3N for es in neutro matter.
In Sec. III, we apply V 3N t calculate the properties of
neutron matter as a function of Fermi momentum kF [or the
density ρ = k3F/(3π2)] based on loop expa sion around the
Hartree-Fock energy. Our second-order r sults for the en rgy
suggest that neutron matter is p rturbative at nuclear densities,
where N2LO 3N forces provide a repulsive contribution.
*hebeler@triumf.ca
†schwenk@physik.tu-darmstadt.de
We study in detail t e theor tical uncertainties of the neutron
matter energy and find that the uncertainty in the c3 coefficie t
of 3N forces ominates. Other recent n tron matter
calculations lie wit in the resulting energy band. In additio ,
the energy band provides constraints for t symmetry energy
and its density dep nd nce. Finally, we tudy the impact of
chiral 3N forces o the 1S0 superfluid pairing gap at the BCS
level. We conclude and give an outlook in ec. IV.
II. 3N FORCES AS DENSITY-DEPENDENT TWO-BODY
INTE ACTIONS
Nuclear forces depend on a resolution scale, which is
generally determi ed by a momentum cutoff #, and are given
by an effective theory for scale-dependent two-nucleon and
corresponding many-nucleon interactions [9–11,21]:
H (#) = T + VNN(#) + V3N(#) + V4N(#) + · · · . (1)
Ou calculations are based on chiral EFT interactions. We start
from the N3LO NN potential (# = 500 MeV) of Ref. [15]
and use the RG to volve this NN potential to low-mo entum
inter ctions Vlow k wi h a smo t n xp = 4 regulato with
# = 1.8− 2.8 fm−1 [12,22]. This evolution softens the
s ort-range r pulsion an short-range nsor components of
the initial chir l in raction [7,23]. Bas d n the u iversality
of Vlow k [8,12], we do ot xpect larg differenc s starting
from diff r nt N3LO p tentials.
I c ir l EFT wit ut expl cit Deltas, 3N forces start at
N2LO and contain a long-range 2π - xchange part Vc, an
int rme ia -ra e 1π - xchange part VD , and short-range
contact interaction VE [17,18]:
π π π
c1, c3, 4 cD cE
(2)
The 2π -exchange int ractio is iven by
Vc = 12
(
gA
2fπ
)2 ∑
i ̸=j ̸=k
(σ i · qi)(σ j · qj )(
q2i +m2π
)(
q2j +m2π
)F αβijkταi τβj , (3)
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I. INTRODUCTION
The physics of neutron matter rang s ove exciting ex-
tremes: from universal properties at low densiti s [1,2] that
can be probed in experime ts with ul racold at m [3]; to
using neutro matter prop rties at nuclear densities to guide
the developme t of a unive sal densit functional [4,5] and t
constrain the physics of neutron-ric nuclei; to higher densities
involved in the structure of neutron stars [6]. In the theory of
nuclear matter, recent adv nces [7,8] are based on systematic
chiral effective field theory (EFT) interactions [9,10] combined
with a renormalization group (RG) evolution to low omenta
[11,12]. This evolution improves the conv rgence of many-
body calculations [7,13,14], nd the uclear matter energy
shows saturation with c troll d uncertainti s [8]. In this
paper, we exten these developments to n utron matter ith a
focus on three-nucleon (3N) forces.
Our studies are based on evolved nucleo -nucl on (NN)
interactions at next-to-next-to- ext-to-l ading rd r (N3LO)
[15,16] and on the next-to- ext-to-leading order (N2LO) 3N
forces [17,18]. In Sec. II, we show tha only the l ng- ang 2π -
exchange 3N interactions contribute in pure neutron mat er. We
then construct density-depende t two-bo y in eractions V 3N
by summing the third particle over occupied states in the Fermi
sea. Effective interactions of this sort have been studi d in the
past by using 3N potential m d ls and approxi ate treatm nts
(see, f r example, Refs. [19,20]). We derive a general operator
and momentum structure of V 3N and analyze the partial-wav
contributions and the den it dependence f V 3N. This pro-
vides insights to the role of chiral 3N forces in neutron matter.
In Sec. III, we apply V 3N to calcul te the properti s of
neutron matter as a function of Fermi momentum kF [or the
density ρ = k3F/(3π2)] based on a loop expansio around the
Hartree-Fock energy. Our second- rde results for th e ergy
suggest that neutron matt is perturbative at nuclear densities,
where N2LO 3N forces provide a repulsive contribution.
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We study in detail the theoretical uncertai ties of the neutron
matter energy and find that the uncertainty in the c3 coefficient
of 3N forces domin tes. Other recent neutron matter
calculations lie within the resulting energy band. I addition,
the energy band provides constraints for the symmetry energy
and its density depen ence. Finally, we s udy the impact of
chiral 3N forces on the 1S0 superfluid pairi g ap at the BCS
level. We conclude and give an outlook in Sec. IV.
II. 3N FORCES AS DENSITY-DEPENDENT TWO-BODY
INTERACTIONS
Nuclear forces dep d on a r solutio sc le, which is
g nerally determined by mom um cut ff #, and are giv
by an effective t e ry fo cale-dependent two-nucleon and
corresponding many-nucle n interactions [9–11,21]:
H (#) = T + VNN(#) + V3N(#) + V4N(#) + · · · . (1)
Our calculations a e bas d c iral EFT interacti ns. We st rt
f om N3LO NN p t n al (# = 500 MeV) of Ref. [15]
and use the RG to evolve this NN potential to low-momentum
i t rac io s Vlow k wit a smooth n xp = 4 regulator with
# = 1.8− 2.8 fm−1 [12,22]. This evolution oftens the
short-range repul on a d short-ra ge t nsor c mpo e ts of
th initial chiral interaction [7,23]. Based on the universality
of Vlow k [8,12], w d not exp ct large differe c s sta ting
from different N3LO pote tials.
In chiral EFT wit out explic t Deltas, 3N f rc s start a
N2LO and contain a long-range 2π -exchange p rt Vc, an
interm diate-ran e 1π - xc ang p r VD , d a short- ange
contact interaction VE [17,18]:
π π π
c1, c3, c4 cD cE
(2)
The 2π -exchange interaction is given by
Vc = 12
(
gA
2fπ
)2 ∑
i ̸=j ̸=k
(σ i · qi)(σ j · qj )(
q2i +m2π
)(
q2j +m2π
)F αβijkταi τβj , (3)
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[Fujita, Miyazawa]
○ Li htest nuclei do n t match experiment
Fig. 15. Schematic representation of Fujita-M yazaw three-body
force.
iment of calculations with OBE two-body potentials (i.e. the
part ascribed to many-body forces) is generally much smaller
than the interaction energy (i.e. the contribution generated by
two-body forces). The same reasoning can be then repeated (at
least in principle) for three- and higher-body forces.
Microscopically, three-body forces account e.g. for processes
that involve a nucleon excitation and de-excitation and that can
not be described by combining distinct two-body processes. A
prime example is the ∆ excitation and de-excitation prompted
by the exchange of two pions depict d in Fig. 15 and derived
already in the 1950s by Fujita and Miyazawa [26]. Following
the principles of OBE potentials, terms involving other mesons
can be constructed and give rise to different operatorial struc-
tures in the three-body sector of the Hamiltonian. Although the
importance of individual contributions can be argued about on
the bases of physical considerations, a systematic and consis-
tent framework is lacking f r OBE potentials such that, in the
end, the modelling of three-body operators has relied to a larger
extent on phenomenology.
5.5 Early ab initio calculations
In parallel to the modelling of the nuclear Hamiltonian, dif-
ferent many-body m thods were developed during he 1980s
and 1990s. The Green’s function Monte Carlo (GFMC) ap-
proach uses Monte Carlo techniques to sample the many-body
wave function in coordinate, spin and isospin space, provid-
ing a virtually exact solution of the many-body Schrödinger
equation [27]. In the 1990s GFMC calculations led the first pi-
oneering set of results in light nuclei [28,29], ranging from 4He
to 12C, (see Fig. 16). Few years later the no-core shell model
(NCSM) approach was put forward and implemented [30]. As
the name indicates, it consists of a valence-space diagonalisa-
tion à la shell model but without an inert core, i.e. with all ac-
tive nucleons. Analogously to GFMC, it gives a virtually exact
solution of the many-body Schrödinger equation [31].
These calculations allowed for the first time to make a link
between models of basic inter-nucleon interactions and prop-
erties of many-nucleon systems. In a sense, nuclei were finally
simulated “from scratch". Nevertheless, such calculations were
(and still are) computationally very expensive and were (and,
to a certain extent, still are21) limited to the light sector of the
Segrè chart.
21 A notable exception is constituted by Auxiliary Field Diffusion
Monte Carlo (AFDMC) calculations, which have been applied to se-
lected medium-mass nuclei and hypernuclei [27,32]
with
fðxÞ ¼
Z
d3p
ð2πÞ3e
ip·x=ℏe−ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2c2þm2c4
p
−mc2Þδτ
¼ emc2δτK2
"
mc
ℏ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ 2δτ2
p #
; ð63Þ
where K2 is the modified Bessel function of the order f 2
(Carlson, Pandharipa de, an Schiavilla, 1993).
IV. LIGHT NUCLEI
A. Energy spectra
Re ult of GFMC calculations for light nuclei using the
AV18þ IL7 Hamiltonian are compared to experiment in
Fig. 3 and Table I (Brida, Pi per, nd Wiringa, 2011;
McCutchan et al., 2012; Lovato et al., 2013; Pastore et al.,
2013, 2014; Wiringa e al., 2013; Pieper and Carlson, 2015).
Results using just AV18 with no 3N potential are also shown
in the figure. Figure 3 hows th absolute nergies of more
than 50 ground and excited states. The experimental energies
of the 21 ground states shown in the table are reproduced with
an rms error of 0.36 MeVand an average signed error of only
0.06 MeV. The importance of the three-body interaction is
confi med by the large corresponding numbers for AV18 with
no 3N potential, namely, 10.0 and 8.8 MeV. About 60
additional isobaric analog states also have been evaluated
but are not shown here.
Table I gives the ground-state energies E, proton (neutron)
point rad i rp (rn), magn tic moments μ (including two-body
current contributions, see Sec. V), and quadrupole moments Q
for all the particle-stable ground states of A ≤ 10nuclei, plus
12C and the resonant ground states of 7H and 8Be. Many of
thes results were btain d i recent s udies of spectroscopic
overlaps, electromagnetic transitions and sum rules, and
isospin mixin . The energies, radii, nd electromag etic
moments are in g nerally good agreement with experiment.
A detailed breakdown of the AV18þ IL7 energies into
various pieces for some of the nuclear ground states is shown
in Table II. The components include the total kinetic energyK,
the contribution v18of the strong-interaction part of AV18, the
full electroma netic potential vγij, the two-pion-exchange parts
of IL7 V2πijk, the three-pion-ring parts V
3π
ijk, and the short-range
repulsion VRijk. In the last column, δvij is the expectation value
of the difference between v18and v80 , which is the part of the
NN interaction that is treated perturbatively because v80 is
used in the propagation Hamiltonian. The sum of the six
contributions K through VRijk does not quite match the total
energy reported in Table I because they have been individually
extrapolated from the mixed energy expression Eq. (46).
Several key observations can be drawn from Table II. First,
there is a large cancellation between kinetic and two-body
terms. Second, the net perturbative correction δvij is small
(< 2%) compared to the full v18expectation value. Third, the
total Vijk contribution is ∼5% of vij, suggesting good
converg nce i many-body forces, but it is not negligible
compared to the binding energy. Finally, the V3πijk contribution
that is unique to the Illinois potentials is a small fraction of the
V2πijk in T ¼ 0states, but does get as large as 35% in T ¼ 2
states.
In describing the structure of the light nuclei, it is
convenient to characterize specific Jπ; T states by their
dominant orbital and spin angular momentum and spatial
symmetry 2Sþ1LJ½n&, where ½n&denotes the Young diagram
for spatial symmetry (Wiringa, 2006). [This classification is
essentially a moder update of the discussion in Feenberg
and Wigner (1937).] For example, 4He is a 1S0½4&state, and
the ground state of 6Li is predominantly 3S1½42&, with
admixtures of 3D 1½42&and 1P1½411&. Because NN forces
are strongly attractive in relative S waves, and repulsive in
P waves, ground states of given Jπ;T have the maximum
s atial symmetry allowed by the Pauli exclusion principle.
For the same spatial symmetry, states of higher L are higher
in the spectrum. Furth r, due to the effect of NN spin-orbit
forces, iterated tensor forces and also 3N forces, the spin
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FIG. 3 (color online). GFMC energies of light nuclear ground and excited states for the AV18 and AV18þ IL7Hamiltonians compared
to experiment. See Table I for references.
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Fig. 16. Green’s function Monte Carlo simulations of ground and
first excited states of light nuclei. Results without and with three-
body forces are shown and compared to experimental values. From
Ref. [27].
6 Modern m dels of NN interactions
6.1 Resolution scale
The development of accurate nucleon-nucleon potentials and
the progress in the modelling of three-nucleon forces, together
with the formal and computational advances in many-body tech-
niques culminated - fifty years after the first model of the nu-
clear force by Yukawa - in the groundbreaking ab initio cal-
culations exemplified in Fig. 16. These results showed that de-
scribing the structure properties of (at least light) atomic nuclei
starting from models of the basic interactions between their
constituents was indeed possible. However, that was not the
end of the story, for two main reasons:
◦ A substantial component of the OBE potentials (in partic-
ular three-body forces) remained phenomenological. This
generates two issues. First, the link with the underlying
theory, QCD, is lost. Second, predictive power is not guar-
anteed, i.e. the fact that known data are well reproduced
does not mean that extrapolations to unknown regions of
the Segrè chart are under control.
◦ All OBE models featured a strong repulsive short-range
component, called “hard core". Physically, it was meant
to reflect the impossibility for nucleons to overlap beyond
a certain separation, thus avoiding the collapse of nuclear
systems. Mathematically, this hard core induces strong cor-
relations in the nuclear wave function that require the use of
sophisticated many-body techniques. Practically, this means
that large bases are necessary to converge the correspond-
ing ab initio calculations, which are consequently limited
to light nuclei.
The presence of strong components of the potential at short dis-
tances implies, in momentum space, the presence of high mo-
mentum components coupled to low-momentum modes. This
entails a description of nuclear systems with very high resolu-
tion. Is this high resolution really needed?
The mesons entering the construction of OBE potentials
have masses > 700 MeV, which correspond to spatial resolu-
tions < 0.5 fm (cf. the nucleon radius ∼ 0.8 fm). This is to
12 Vittorio Somà: From the liquid drop model to lattice QCD
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Strategy: Use a low-resolution version
• long-wavelength information is preserved
• distortion at small distance significantly reduced
• much less information necessary
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Resolution scale of nucleon-nucleon interactions
Fig. 17. Example of high- (left) and low-resolution (right) picture. If
we are only interested in reading what is written across the figure,
the blurred, i.e. low-resolution, version is as good as the focused, i.e.
high-resolution, one. Adapted from [33].
be compared with the mass of the pion, mpi ∼ 140 MeV and
the average nucleon momenta in nuclei ∼ 200 MeV. By con-
trast, properties of atomic nuclei are associated to low-energy
observables that typically range between the keV and the MeV
scales22. Therefore, a mismatch is present between the resolu-
tion we impose when constructing our theoretical tools (heavy
mesons and hard core) and the object we want to study (low-
energy observables). This is analogous to looking at a certain
object or picture from a distance and not being interested in
the tiny details that compose it, as illustrated in Fig. 17. Just
like in the figure the blurred version is good enough, a descrip-
tion of low-energy observables that does not require resolving
high momenta might serve our purpose. This does not mean
that high-energy physics is disregarded, rather that high-energy
details are “blurred" into some sort of average or effective de-
grees of freedom. As a result, the corresponding theory will be
simpler and more controllable.
This idea is at the basis of two important breakthroughs
that, in the last twenty years, have revolutionised our modelling
of nuclear interactions and the way we can perform nuclear
structure calculations. The first, conceptual advance was the
application of effective field theory to the construction of nu-
clear Hamiltonian. The second, technical advance concerned
the application of renormalisation group concepts to post-process
these Hamiltonians.
6.2 Effective field theory and nuclear interactions
Effective field theories (EFTs) are designed according to the
following strategy:
1. Exploit the separation of (energy or momentum) scales that
arises in the physical system to define degrees of freedom
22 Although total binding energies can reach the GeV for heavy nu-
clei, the relevant quantity to be compared with the two-nucleon inter-
action is the energy per particle, which is about 8 MeV for nearly all
nuclei.
and expansion parameter. The latter generally takes the form
Q/M, where Q is the typical momentum at play and M the
lowest high-energy scale that is not explicitly included.
2. Write all possible terms (e.g. in the Lagrangian) allowed by
the symmetries of the underlying theory (QCD in our case).
3. Assign a “degree of importance” to each term and organise
them in a systematic expansion, from the most to the least
important. This procedure is called power counting and is
at the heart of EFTs.
4. Truncate the expansion at a given order and fix the coupling
constants using the underlying theory (whenever possible)
or experimental data (our case).
The key point resides in the systematic expansion: at each order
of truncation, it is expected that the neglected higher orders will
contribute at most to a certain degree and thus can estimate the
error associated to that level of truncation.
The success of an EFT relies on two important conditions.
The first one is that it has to be (order-by-order) renormalis-
able. That is, the power counting organisation has to be able to
absorb eventual divergencies in the observables at any order in
the expansion. This ensures that any error associated to the use
of technical artefacts (e.g. regulator functions that are usually
necessary to control diverging integrals) is smaller than the one
of the EFT truncation. The second desirable feature is, clearly,
that it reproduces known experimental data (within a few or-
ders in the expansion). If not, the choice of scale separation
and degrees of freedom will have to be revised.
The use of EFTs in nuclear physics was pioneered by Wein-
berg and collaborators in the early 1990s [34,35,36,37] and
gave rise to what is known today as chiral EFT. In chiral EFT
interactions between structureless nucleons are modelled via
the exchange of pions23 in addition to contact terms that encap-
sulate higher-energy physics. These latter terms take the place
of, for instance, what was described through the exchange of
heavier mesons in OBE potentials. The masses of those mesons
now correspond to the higher energy scale M ∼ 1 GeV that is
not included explicitly in the EFT. On the other hand, typical
23 Pions are the pseudo-Goldstone bosons associated to the sponta-
neous breaking of chiral symmetry in QCD, whence the adjective.
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Fig. 18. Illustration of the two main effective field theories used in
low-energy nuclear physics: chiral EFT (left) and pionless EFT (right).
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results when doing calculations in momentum space. So
n=6 was chosen in [73, 77]. In fact, in [73] independence of
observables for n 5. is explitely demonstrated. Other
important progress made in [73] was the introduction of a
better scheme to quantify the theoretical uncertainties. For
that, one first has to analyze the possible sources of
uncertainties (see also [78, 79]). These include (1) the
systematic uncertainty due to truncation of the chiral
expansion at a given order, (2) the uncertainty in the
knowledge of NQ LECs which govern the long-range part
of the nuclear force, (3) the uncertainty in the determination
of LECs accompanying the contact interactions; and (4)
uncertainties in the experimental data or, in the partial wave
analysis if that is used to determine the LECs. As described
above, there has been much progress in determining the NQ
LECs, so we concentrate on the first type of uncertainty. For a
given observable X p( ), where p is the center-of-mass
momentum corresponding to the considered energy, the
expansion parameter in chiral EFT is given by equation (27),
where Λ is the breakdown scale. As discussed in [73], one
should use 600 MeV-  for the cutoffs R 0.8 , 0.9 and
1.0 fm, 500-  MeV for R 1.1 fm and 400 MeV-  V
for R 1.2 to account for the increasing amount of cutoff
artifacts. In fact, when increasing the r-space cutoff R, one
actually continuously integrates out pion physics, and the
resulting theory would gradually turn into pionless EFT if one
further softened the cutoff. Having verified this estimation of
the breakdown scale on the example of the neutron–proton
scattering total cross section at various chiral orders [73], one
is naturally led to a method that gives a conservative estimate
of the theoretical uncertainty due to the neglect of higher
orders. In this approach, one ascribes the uncertainty
X pN LO4 ( )% of a N4LO prediction X pN LO4 ( ) for an observable
X p( ), as (and similarly for lower orders)
X p Q X p
Q X p X p
Q X p X p
Q X p X p
Q X p X p
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34
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where the expansion parameter Q is given by equation (27)
and the scale Λ is chosen dependent of the cutoff R as
discussed above. The resulting theoretical uncertainties for
the total cross section and the case of R=0.9 fm were found
in [80] to be consistent with the 68% degree-of-belief
intervals for EFT predictions.
The most sophisticated calculation in the two-nucleon
system is indeed the fifth-order result by Epelbaum et al [77],
which included all new two-pion exchange corrections
appearing at this order as shown in figure 6 (see also the less
Figure 5.Contributions to the effective potential of the 2N, 3N and 4N forces based on Weinberg’s power counting. Here, LO denotes leading
order, NLO next-to-leading order and so on. The various vertices according to equation (29) with 0, 1, 2, 3, 4i%  are denoted by small
circles, big circles, filled boxes, filled diamonds and open boxes, respectively. The boxes surrounding various classes of diagrams are
explained in the text. Figure courtesy of Evgeny Epelbaum.
Figure 6. Fifth-order contributions to the two-pion exchange
potential. Solid and dashed lines refer to nucleons and pions,
respectively. Solid dots denote vertices from the lowest-order NQ
effective Lagrangian. Filled rectangles, ovals and gray circles denote
the order Q4, order Q3 and order Q2 contributions to NQ scattering,
respectively.
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Chiral effective field theory
2-nucleon force 3-nucleon force 4-nucleon force
LO
NLO
N2LO
N4LO
N3LO
Fig. 19. Diagrams appearing in the first five orders of chiral EFT de-
rived within Weinberg power counting. Dashed lines and dots rep-
resent pion exchanges contact interactions respectively. Sectors con-
toured with a green solid line have been formally derived and are
outinely implem nted i nuclear structure c lculations. Sect rs con-
toured with a brown dashe line hav been formally d ri ed but are
not yet routinely implemented in nuclear structure calculations. Sec-
tors contoured with a r d dott d line have not been formally derived
yet. The figure has been adapted from Ref. [38], courtesy of Evgeny
Epelbaum.
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Figure 6. Fifth-order contributions to the two-pion exchange
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effective Lagrangian. Filled rectangles, ovals and gray circles denote
the order Q4, order Q3 and order Q2 contributions to NQ scattering,
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complete work in [81, 82]). Although three-pion exchange
formally appears at N3LO and at N4LO, it has usually been
neglected, as the (nominally) leading 3Q exchange potential at
N3LO is known to be weak compared to the two-pion
exchange [83, 84] and to have negligibly small effect on
phase shifts. However, the subleading corrections at N4LO
are enhanced due to the appearance of the LECs ci [85]. To
check the assertion that the 3Q exchange can still be neglec-
ted, the authors of [77] have carried out a N4LO fit for the
intermediate value of the cutoff of R 1.0 fm, in which the
dominant class-XIII 3Q exchange potential V3XIIIQ from [85]
was explicitly included. No significant (not even noticeable)
changes both in the quality of the description of the Nijmegen
phase shifts and in the reproduction/predictions for obser-
vables was found. In figure 7, using the above-discussed
method of uncertainty quantification, the S-, P- and D-wave
phase shifts and the mixing angles 1 and 2 at NLO and
higher orders in the chiral expansion for R 0.9 fm are
shown. The various bands result from adding/subtracting the
estimated theoretical uncertainty to/from the calculated
results. Similar results are obtained for np scattering obser-
vables, see [77] for details.
Next, let us consider 3NFs. While providing a small
correction to the nuclear Hamiltonian as compared to the
dominant NN force, its inclusion is mandatory for quantitative
understanding of nuclear structure and reactions, for recent
reviews, see [88, 89]. Historically, the importance of the 3NF
has been pointed out already in the 1930s [90] while the first
phenomenological 3NF models date back to the 1950s.
However, in spite of extensive efforts, the spin structure of the
3NF is still poorly understood [88]. Chiral EFT indeed pro-
vides a suitable theoretical resolution to the long-standing
3NF problem. As already noted, the 3NF only appears two
orders after the leading NN interaction. At this order, there are
only three topologies contributing, see figure 8. The two-pion
exchange topology is given again in terms of the ci, as dis-
cussed in detail in [91]. The so-called D-term, which is related
to the one-pion exchange between a 4N contact term and a
further nucleon, has gained some prominence in the first
decade of this millennium, as many authors have tried to pin it
down based on a cornucopia of reactions, such as Nd Ndl
[94], NN NNQl [92, 93], NN dℓ ℓOl [95–98], d NNQ Hl
[99–101], or the spectra of light nuclei [102], see figure 9
(here, γ denotes a photon, ℓ a lepton and ℓO its corresponding
antineutrino) . This demonstrates again the power of EFT—
very different processes are related through the same LECs
Figure 7. Results for the np S-, P- and D-waves and the mixing
angles 1 , 2 up to N4LO based on the cutoff of R 0.9 fm in
comparison with the Nimjegen PWA [86] and the GWU single-
energy PWA [87]. The bands of increasing width show estimated
theoretical uncertainty at N4LO, N3LO, N2LO and NLO.
Figure 8. Topologies of the leading contributions to the chiral 3NF.
From left to right: Two-pion exchange, one-pion-exchange and 6N
contact interaction.
Figure 9. Various reactions that all are sensitive to the D-term.
Figure courtesy of Evgeny Epelbaum.
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[Meißner 2016]
⦿ Chiral EFT provides a systematic framework to construct AN interac i s (A=2, 3, …) 
○ High-energy physics unresolved  ➝  soft potentials  ➝  pr ve  many-body conve gence
○ Many-body forces and currents consistently derived
 Ideally: apply to the many-nucleon system (and propagate the theoretical error)
Chiral effective field theory & nuclear interactions
⦿ Main features:
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FIG. 2: Predictions for the np total cross section based on the
improved chiral NN potentials at NLO (filled squares, color
online: orange), N2LO (solid diamonds, color online: green),
N3LO (filled triangles, color online: blue) and N4LO (filled
circles, color online: red) at the laboratory energies of 50,
96, 143 and 200 MeV for the di↵erent choices of the cuto↵:
R1 = 0.8 fm, R2 = 0.9 fm, R3 = 1.0 fm, R4 = 1.1 fm and
R5 = 1.2 fm. The horizontal band refers to the result of th
NPWA with the uncertainty estimated as explained in the
text. Also shown are experimental data of Ref. [29].
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Here, Q is the expansion parameter given by
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For the breakdown scale, we use the same values as in
R f. [1], namely ⇤b = 600 MeV, 500 MeV and 400 MeV
for R = 0.8 . . . 1.0 fm, R = 1.1 fm and R = 1.2 fm, re-
spectively. The theoretical uncertainty at lower orders
is estimated in a similar way as described in detail in
[1]. Fig. 2 shows the resulting predictions for the np
total cross section at di↵erent energies and for all cut-
o↵ choices. First, we observe that the predictions based
on di↵erent alues of the cuto↵ R are consistent with
each other with results corresponding to larger values
of R being less accurate due to a larger amount of cut-
o↵ rtefacts. Secondly, our N4LO predictions provide
strong support for the new approach of error estimation.
In particular, the actual size of the N4LO corrections is
in good agreement with the estimated uncertainty at
N3LO [1]. The somewhat larger N4LO contributions at
the lowest energy is to be expected and can be traced
back to the adopted fitting strategy in the 1S0 channel,
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FIG. 3: Results for the np S-, P- and D- waves and the
mixing angles ✏1, ✏2 up to N
4LO based on the cuto↵ of
R = 0.9 fm in comparison with the NPWA [21] (solid dots)
and the GWU single-energy PWA [30] (open triangles). The
bands of increasing width show estimated theoretical uncer-
tainty at N4LO (color online: red), N3LO (color online: blue),
N2LO (color online: green) and NLO (color online: yellow).
see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreement both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any
observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing angles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
bands result by adding/subtracting the estimated theo-
retical uncertainty, ±  (Elab) and ± ✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predictions for the various NN scattering observables at
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see Ref. [1] for more details. Finally, our N4LO results
are in a very good agreeme t both with the NPWA and
with the experimental data.
The above error analysis can be carried out for any
observable of interest. Fig. 3 shows the estimated un-
certainty of the S-, P- and D-wave phase shifts and the
mixing a gles ✏1 and ✏2 at NLO and higher orders in
the chiral expansion based on R = 0.9 fm. The various
ands result by adding/subtracting the estimated theo-
retical uncertainty, ±  (Elab) and ± ✏(Elab), to/from
the calculated results. Similarly, we show in Fig. 4 our
predict ons for the variou NN scattering observables at
○ A theoretical error can be, in principle, assigned to each order in the expansion
Fig. 20. Experimental scattering phase shifts (black symbols) vs chiral
EFT calculations at different orders. T colour coding is the same as
in Fig. 19, with different colours referring to different chiral orders.
Theoretical error bands are computed following the prescription of
Ref. [39]. The figure has been adapted from Ref. [40].
ucleon momenta are Q ∼ 300 MeV, see Fig. 18. Th s yields
an expansion parameter of roughly Q/M ∼ 1/3.
In Fig. 19 diagrams entering the potential energy in the
first five orders of chiral EFT24 are displayed. In particular,
one notices that many-nucleon forces naturally arise within this
framework and are derived in a consistent fashion. The first
contribution to the three-nucleon sector appears at next-to-next-
to-leadi g order (N2LO), the first four-bod forc s at N3LO,
24 Diagrams shown in Fig. 19 follow Weinberg power counting rules.
For a discussi on different p wer counting schem s see S ction 7.1.
which corroborates the fact that a natural hierarchy is present
among many-body forces.
Starting from the early 2000s, NN interactions constructed
within such a scheme begin to reach accuracies comparable to
traditional OBE potentials when applied to NN scattering [41]
(see Fig. 20 for a more recent example). The modelling of
three-nucleon forces followed soon afterwards [42], opening
the way to ab initio calculations based on chiral EFT poten-
tials.
Chiral EFT can be seen as an expansion around Q ∼ mpi ,
where pions have to be necessarily included explicitly. Never-
theless, if one is interested in the physics at even lower ener-
gies, one can imagine going one step further and “integrating
out” also pions. The corresponding theory takes the name of
pionless EFT and can be thought of as an expansion around
Q ∼ 0 (see Fig. 18). In pionless EFT inter-nucleon forces are
modelled solely via contact interactions, which leads to simpler
power counting and diagrammatics compared to chiral EFT.
Pionless EFT is typically applied to the description of few-
nucleon systems. Although it may appear less efficient than the
chiral theory when applied to heavier nuclei, its extension is
under discussion.
6.3 Similarity renormalisation group
Thanks to the implicit and systematic treatment of high-energy
degrees of freedom, chiral EFT offers a certain flexibility in
modelling the short-range part of the nuclear potential. In par-
ticular, one is not forced to include a strong hard core as in the
case of OBE interactions: the resolution scale can be lowered
basically “at will”, with the missing high-energy physics be-
ing c ptured at each scale by the renormalisation of the cou-
pling constants. In practice, due to presence of two-nucleon
bound and resonant states, the potential is derived from the La-
grangian by solving a non-perturbative Lippmann-Schwinger
equation. In order to regulate the loop divergences appearing
in the latter, a regulating function with a (momentum) cutoff is
usually introduced. This cutoff sets the corresponding resolu-
tion of the potential, as well as its limit of applicability25.
Chiral interactions are thus characterised, from the outset,
by lower resolution scales compared to OBE potentials. This
allows the use of less sophisticated many-body techniques and
smaller basis sets, which enable to enlarge the reach of ab ini-
tio simulations. Can we push this idea further, i.e. can we make
couplings between low and high momenta even weaker? The
answer is positive and involves the use of similarity renormal-
isation group (SRG) techniques. The intuition originates from
the fact that any unitary transformation of an operator leaves its
eigenvalues unchanged. Hence, a unitary transformation can be
designed to drive the Hamiltonian towards a certain form (e.g.
a diagonal form in momentum space), which l ads to further
decoupling high from low momenta (see Figure 21). As the
25 Still, the cutoff should not be lowered to the point where relevant
physics gets integrated out (in the case of chiral EFT, close to the pion
mass). Clearly, physical quantities, i.e. observables, should not depend
on the choice of the regulator, i.e. should be cutoff independent. Cutoff
independence should be in principle verified at each order of the EFT
expansion.
14 Vittorio Somà: From the liquid drop model to lattice QCD
116 S.K. Bogner et al. / Progress in Particle and Nuclear Physics 65 (2010) 94–147
Fig. 27. Contour plots of momentum–space matrix elements for the SRG evolution with   in (a) 1S0, (b) S-wave part of the 3S1–3D1 and (c) 1P1 channels.
The initial potential in (a) is the (⇤ = 600 MeV) N3LO potential [20] and in (b) and (c) the N3LO potential with⇤/e⇤ = 500/600 MeV [44].
Fig. 28. (a) Low-momentum universality for momentum–space matrix elements of the evolved SRG potentials at   = 2 fm 1 for 1S0 (top, diagonal
elements) and 3S1 (bottom, off-diagonal elements). Also shown is the Vlow k potential for a smooth regulator with ⇤ = 2 fm 1 and nexp = 4. (b) Largest
repulsive Weinberg eigenvalues in the 1S0 and 3S1–3D1 channels as a function of  , with initial potentials as in Fig. 27. For details, see Ref. [7].
The evolution of the Hamiltonian according to Eq. (22) as s increases (or   decreases) is illustrated in Fig. 27, using two
initial chiral EFT potentials. On top is 1S0 starting from the harder (⇤ = 600 MeV) N3LO potential of Ref. [20], which has
significant strength near the high-momentum diagonal, in the middle is the S-wave part of the 3S1–3D1 channel starting
from one of the potentials of Ref. [44], which has more far off-diagonal strength initially and comparatively weaker higher-
momentum strength on the diagonal, and on bottom is 1P1 with that same potential. Each of these examples show the
characteristic features of the evolution in  , namely the systematic suppression of off-diagonal strength, as anticipated,
with the width of the diagonal scaling as  2.
The SRG-evolved interactions share key similarities (universality, increased perturbativeness, weaker correlations, etc.)
with the smooth-cutoff Vlow k potentials, even though the decoupling of low and high momenta is achieved in a somewhat
different manner. As   is lowered, different initial potentials flow to similar forms at low momentum (while remaining
Fig. 21. Contour plots of momentum-space matrix elements at dif-
ferent stages of a SRG evolution for the 1S0 partial wave (a) and the
S-wave part of the 3S1-3D1 (b). The initial interaction is a N3LO chiral
potential with cutoff Λ = 600 MeV [41]. Taken from Ref. [43]
B.R. Barrett et al. / Progress in Particle and Nuclear Physics 69 (2013) 131–181 143
Fig. 3. 3H (left) and 4He (right) g.s. energy dependence on the size of the basis. The HO frequencies of h¯⌦ = 28 MeV (3H) and 28 or 36 MeV (4He) were
employed. Results with (thick lines) and without (thin lines) the NNN interaction are shown for the EFT interactions [27,28]. The solid lines correspond to
calculations with two-body (3H) r three-body (4He) effective i teractions, and the dashed lines to calculations with the bare inter ctions.
Fig. 4. Convergence of the 4He g.s. energy with the size of the HO basis. Calculations with the bare (dashed line) and the SRG evolved (solid line)
 EFTNN + NNN interactions are compared. The SRG evolution parameter   = 2 fm 1 was used (see Fig. 2). The dotted line denotes the extrapolated
g.s. energy ( 28.5 MeV), which is close to the experiment ( 28.3 MeV). Further details are given in Ref. [128].
We note that in the case of no NNN interaction, we may use just the two-body effective interaction (two-body cluster
approximation), which is much simpler. The convergence is slower, however, see discussion in Ref. [132]. We also note
that 4He properties with the chiral EFT NN interaction that we employ here were calculated using the two-body cluster
approximation in Ref. [133], and the present results are in agreement with results found there. Our 4He ground-state
energy results are  25.39(1) MeV in the NN case and  28.34(2) MeV in the NN + NNN case. The experimental value is
 28.296 MeV. We note that the present ab initio NCSM 3H and 4He results, obtained with the chiral EFT NN interaction,
are in a perfect agreement with results obtained using the variational calculations in the hyperspherical harmonics
basis as well as with the Faddeev–Yakubovsky calculations published in Ref. [134]. A satisfying feature of the present
NCSM calculation is the fact that the rate of convergence is not affected in any significant way by inclusion of the NNN
interaction.
Fig. 4 shows such results for 4He, now with SRG-evolved interactions, as a function of the P-space size given in terms of
Nmaxh¯⌦ , the maximum HO energy of configurations included above the unperturbed g.s. configuration. The figure clearly
shows the accelerated rate of convergence for the softer SRG interactions over the bare NN (or NN+NNN) interaction. More
details are given in Ref. [128].
As an example of convergence of ab initio NCSM calculations for p-shell nuclei, we present 6Li results obtained using
the INOY and the chiral EFT NN potential. The dependence of the NCSM absolute and excitation energies on the basis size
Fig. 22. No-core shell model calculation of the binding nergy of 4He
with a bare and an SRG-evolved two- plus three-nucleon interaction.
Results ar isplayed as a function of the model space dimension
Nmax. Taken from Ref. [31].
SRG evolution drives the interaction towards lower resolution
scales, corresponding calculations become easier to converge
both in terms of many-body expansion and basis dimension,
see Fig. 22. However, while changing the NN operator, the uni-
tary transformation (which has to be performed in the A-body
Hilbert space) s ifts strength from the two- to the many-body
sector. Therefore, the price to pay is having to deal with three-
and perhaps higher-body forces, depending on the SRG evolu-
tion. Since three-body forces have to be included anyway but
four-body forces become tricky to handle in practice, a good
balance corresponds to an SRG scale that induces three- but
not higher-body interactions.
6.4 Ab initio calculations
The availability of low-scale potentials, combining EFT and
SRG evolution, has revolutionised the field of ab initio simu-
lations of nuclear systems. While OBE potentials required the
use of virtually exact many-body methods of Monte Carlo type,
with these modern, soft interactions calculations can be con-
verged at a much lower expense. In particular, approximate so-
lutions of the full many-body Schrödinger equation are already
able to provide highly accurate results.
Typically, approximations involve an expansion26 of the ex-
act solution, which is then truncated at some desired degree of
accuracy. The capacity to systematically improve the trunca-
tion to ensure that higher orders provide smaller and smaller
contributions is therefore crucial27.
One can identify two types of truncation, one with respect
to basis dimensions and the other in terms of many-body cor-
relations. The first one comes from the fact that the many-
body wave function has to be represented over a given (single-
particle) basis. This basis, infinite in principle, has to be finite
in practice. Therefore, one has to show that the employed ba-
sis is large enough to contain the relevant physics. In reference
to the previous discussion on resolution scales, the weaker the
high-momentum components in the Hamiltonian, the smaller
the minimum basis to converge.
In applications to finite nuclei one typically uses the har-
monic oscillator (HO) basis, i.e. eigenfunctions of the spheri-
cal three-dimensional quantum HO. Such a basis is suitable to
model wave functions of bound nucleons (cf. the shell model
discussed in Sec. 4.2) and possesses several handy analytical
properties that bring significant simplifications. Its drawback
resides in the incorrect asymptotic behaviour, which hinders
an efficient description of extended wave functions arising e.g.
when a nucleus displays a halo structure or when unbound
states are considered. Basis convergence is generally well un-
derstood and under control. Also, techniques to extrapolate finite-
basis results to infinite basis have been devised [44,45].
The starting point to devise a many-body expansion is the
definition of a reference state. This is usually done by split-
ting the Hamiltonian in two parts, H = H0 +H1, in such a way
that the problem with H0 can be solved exactly. This solution is
then used as a reference around which the exact wave function
is exp ded. Again, for a given accuracy, the weaker the high-
momentum components in the Hamiltonian, the cruder the ap-
proximation one can implement. A typical reference state in
many-body calculations is the solution of a Hartree-Fock prob-
lem28. Expansions are then built in terms of particle-hole exci-
tations on top of the Hartree-Fock state: order after order all the
excited configurations contributing to the exact wave function
ar gen ated.
One of the simpl st expansion techniques is standard many-
body perturbation theory. Initially abandoned because of the
26 Strictly speaking, there is no well-defined expansion parameter,
but the expansion is rather motivated by physical (or phase space, etc.)
arguments.
27 In the limit of infinite truncation one should obviously recover the
exact result.
28 That is, the independent-particle state (Slater determinant) whose
energy is the closest to the exact ground-state energy.
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Fig. 23. Current reach of ab initio calculations. Nuclei in orange rep-
resent the area of applicability of “exact” techniques like quantum
Monte Carlo or no-core shell model. In blue, the reach of approxi-
mate methods based on a doubly closed-shell reference state is shown.
Such methods have been subsequently generalised to include pairing
and thus extended to regions in magenta. Finally, ab initio shell model
(green) can be applied between semi-magic chains to cover the re-
maining medium-mass isotopes.
difficulty to treat the repulsive core of early interaction mod-
els, it has been revived recently following the advent of low-
momentum potentials [46]. More sophisticated, non-perturbative
approaches have then been devised over the years. Some of
these methods have been initially proposed in the 1950s and
1960s, when many formal developments were carried out. Nev-
ertheless the first realistic implementations in nuclear struc-
ture arrived decades later, and only in the early 2000s mod-
ern calculations with microscopic two- and three-body inter-
actions became available. Examples of these non-perturbative
techniques are the self-consistent Green’s functions [47,48,49]
and the coupled cluster approach [50,51]. Others, like the in-
medium similarity renormalisation group method [52], have
been designed in recent years. Cross-fertilisation between nu-
clear physics and quantum chemistry also played an important
role for the advance of many-body theory.
While exact methods discussed in Sec. 5.5 scale exponen-
tially or factorially with the number of particles, approximate
methods typically scale polynomially, i.e. much more gently.
This has allowed to extend the reach of ab initio methods from
the light sector to the medium-mass region of the Segrè chart,
see Fig. 23. However, the use of a spherical Hartree-Fock state
as reference does not allow an efficient treatment of pairing
and/or deformation, which limited the application to doubly-
closed shell nuclei. Starting from 2010, these methods have
been expanded to include pairing correlations [53,54,55,56]
or even to more general reference states [57,58]. This allowed
to extend their application to full (semi-magic) isotopic or iso-
tonic chains. Their further generalisation to include deforma-
tion would allow calculations in doubly-open shell systems.
Even more recently, some ab initio version of the standard
interacting shell model has been designed [12,13]. In such an
approach, the effective interaction between valence-space nu-
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(a–c) Ground-state energies of oxygen isotopes measured from 16O, including experimental values of the bound 16−24O (42). Energies
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show sd-shell calculations based on second- rder MBPT. (d ) Ground-state energies of oxygen isotopes relative to 16O based on
valence-space Hamiltonians, compared with the atomic mass evaluation (AME 2012) (45). The MBPT results are performed in an
extended sdf7/2 p3/2 valence space (37) based on low-momentum NN+3N forces, whereas the IM-SRG (39) and CCEI (40) results are
in the sd shell from an SRG-evolved NN+3N-full Hamiltonian. (e) Ground-state energies obtained in large many-body spaces:
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Fig. 24. Ground-state energies of oxygen isotopes computed with dif-
ferent many-body approaches. Experimental data is shown for com-
parison. Calculations come from Refs. [59,60,39,13]. The compiled
figure is taken from Ref. [61].
cleons is derived vi on of the approximate many-body meth-
ods described above. By doing so, one maintains the connec-
tion to the microscopic Hamiltonian. Being a full (valence-
space) diagonalisation, both pairing and deformation do not
constitute an obstacle and the method can be eventually applied
between semi-magic chains, complementing the ones based on
many-body expansions but working with a spherical reference
state.
Finally, another method named nuclear lattice EFT has also
been developed recently [62]. It combines chiral EFT ideas
with quantum Monte Carlo techniques and works in a discre-
tised coordinate box. Not being tied to the use of a HO basis,
the resulting calculations are particularly suitable to describe
clusters or other states that are spatially extended.
These methods address the nuclear many-body problem from
different perspectives, have sometimes access to different ob-
servables and are therefore complementary. When they start
from the same (two- plus three-body) interaction and target the
same observable, the agreement is usually very good. A notable
example is constituted by the binding energies of oxygen iso-
topes displayed in Fig. 24, where different many-body calcula-
tions agree within a few percent. In recent years, this and other
successful benchmarks have allowed to pin down uncertain-
ties coming from the many-body expansion and have shifted
the spotlight onto those related to the modelling of the nuclear
Hamiltonian, which currently dominate total theoretical errors.
7 Future challenges
7.1 Towards thorough theoretical uncertainties
Current ab initio calculations rely on a double expansion: on
the one hand the EFT expansion yielding the nuclear poten-
tial at different orders, on the other the many-body expansion
building more and more sophisticated approximations to the
exact solution. This scheme is systematically improvable in the
sense that as one includes higher and higher orders (in either
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expansion) one approaches the exact result. Ideally, at each
order of truncation (in either expansion), one should be able
to associate an error accounting for the missing (higher-order)
terms. For what concerns many-body truncation errors, this can
be determined by either estimating the contribution of the next
order or comparing to exact methods whenever possible. Cur-
rent many-body truncations have proved to be sufficiently accu-
rate, with corresponding errors of a few percent. This estimate
is consistent e.g. with the spread between different calculations
shown in Fig. 24.
The situation is more delicate for the EFT expansion. In
principle, one of the advantages of using an effective theory is
indeed the capacity to associate an error to each level of trunca-
tion of the theory. In practice, the way chiral EFT is currently
implemented poses questions about its feasibility. A fundamen-
tal issue concerns the viability of Weinberg power counting, at
the basis of modern chiral EFT interactions, with its correct-
ness being debated (see e.g. [63]). Alternative power counting
formulations have been proposed but not yet exploited to con-
struct full Hamiltonians. Moreover, a practical issue relates to
the difficulty of deriving higher orders in the chiral EFT expan-
sion and translating them into matrix elements usable by many-
body practitioners, which hinders order-by-order many-body
calculations. Nevertheless, progress is being made towards the
long-term goal of thoroughly assessing associated errors and
propagating them into the calculation of many-body observ-
ables.
7.2 Extending ab initio calculations to heavy nuclei
Provided that a suitable interaction model is at hand, current
ab initio implementations are limited in their applicability to
around mass A ∼ 100. The reasons are mainly computational,
but formal challenges are present as well. For what concerns
shell model-type calculations, a diagonalisation of the valence-
space Hamiltonian is involved. As A increases, the dimension
of the needed valence space increases. Around or slightly above
A∼ 100 the number of matrix elements associated to those va-
lence spaces hits the limits of aggregate memory available in
modern high-performance computing clusters (see Fig. 9). Pos-
sible solutions involve the use of importance-truncation tech-
niques to pre-select a subset of matrix elements that enter the
diagonalisation [64] or the use of Monte Carlo methods [65].
Expansion methods face a different computational problem
as they require the use, i.e. the computation and storage, of
large tensors. This pertains both to the interaction matrix ele-
ments, in particular of three-body operators, and to the (particle-
hole) amplitudes that enter the many-body expansion. As the
mass and consequently the basis increases, these tensors be-
come intractable. A possible solution involves the implementa-
tion of tensor-decomposition techniques developed in applied
mathematics, already in use in quantum chemistry [66]. In ad-
dition, these many-body approaches require generalisations to
address doubly open-shell systems, where collective correla-
tions - difficult to capture when the expansion builds on a spher-
ical reference state - become significant. First steps in this di-
rection are being done [67].
In general, the extension of ab initio calculations to heavy
nuclei will necessarily involve significant technical and compu-
tational developments. Even if such calculations might be able
to cover, one day, the whole nuclear chart, at present it is not
clear whether this will be the preferable strategy for a predic-
tive, universal first-principle approach or instead other EFTs,
e.g. based on different (more collective) degrees of freedom,
will turn out to be more efficient [68].
7.3 Lattice QCD
One could argue that working with nucleons and pions as de-
grees of freedom is not really “ab initio”, since we know that
they are composite particles governed by the underlying theory
of quantum chromodynamics. Then, can we compute proper-
ties of atomic nuclei starting from QCD?
At low energy, QCD is non-perturbative and calculations
are possible only via lattice simulations. A possibility consists
in constructing the bare nucleon-nucleon (and higher-body) in-
teraction directly from lattice QCD calculations. This route is
being pursued but, although a two-body potential has been suc-
cessfully computed [23] (see Fig. 25) and even applied to com-
pute properties of light nuclei [69], considerable difficulties re-
main in the three-nucleon sector. In addition, the extraction ofLattice QCD approach to nuclear force N. Ishii
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Figure 2: Central forces in 1S0 channel for three quark masses.
0.159(66) fm and a0(3S1) = 0.140(31), 0.140(31), 0.252(104) fm for κ = 0.1640,0.1665,0.1678,
respectively. The attractive nature of our potential is qualitatively understood by the Born approxi-
mation formula for the scattering length a0 ≃ −mN
∫ VC(r)r2dr. Owing to the volume factor r2dr,
the attraction at medium distance overcomes the repulsive core at short distance.
(ii) There is a considerable discrepancy between the above scattering lengths and the empirical val-
ues, i.e., a(exp)0 (1S0) ∼ 20 fm and a(exp)0 (3S1) ∼ −5 fm. This is attributed to the heavy quark mass
employed in our simulations. If we can get closer to the physical quark mass, there appears an
“unitary region" where the NN scattering length becomes singular as a function of the quark mass
and changes sign [11, 12]. The singular point is related to the threshold of bound state formation.
This is why the physical scattering length is positively large in the 1S0 channel (no bound state) and
is negatively large in the 3S1 channel (deuteron bound state) .
4. Summary
We have extended our previous results of the nuclear force on the lattice by increasing statistics
and adopting different quark masses. The NN potentials in the 1S0 and 3S1 channels have all the
qualitative features which phenomenological NN potentials commonly have, i.e., the repulsive core
at short distance and attractive well at medium to long distances. The quark mass dependence of the
NN potential shows that the repulsive core at short distance is enhanced rapidly, and the attraction at
medium distance is modestly enhanced. These results suggest that, in order to compare our results
with the experimental data, it is important to perform the lattice QCD Monte Carlo calculation in
the lighter quark mass region.
6
Fig. 25. Central part of the nucleon-nucleon potential in the 1S0 chan-
nel computed within lattice QCD for three different quark masses.
Taken from Ref. [70].
Lattice QCD
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FIG. 15: The bound-state energy levels in the J⇡ = 0+ 4He sector. The points and their associated
uncertainties correspond to the energies of the states extracted from the correlation functions with
the quantum numbers of the ground state of 4He. The locations of the energy-levels associated with
non-interacting N-3He, d-d, di-nucle n-di-nucle n, di-nucleon-N-N, d-N-N an N-N-N-N continuum
states, determined from the two-body binding energies given in Table VII and the three-body
energies given in eq. (9), are shown.
The 4He ground-state energy that we have calculated in this nf = 3 calculation is substan-
tially di↵erent from that obtained with quenched calculations at a comparable pion mass [9],
which find an infinite-volume extrapolated value of B
(1)
nf=0
(4He) = 27.7(7.8)(5.5) MeV, close
to the experimental value.
B. I = 12 , J
⇡ = 0+ : 4⇤He and
4
⇤H
In nature, the 4⇤He hypernucleus has been well studied experimentally and theoretically.
The ⇤-separation energy of the 4⇤He J
⇡ = 0+ ground state is measured to be S⇤ =
2.39(0.03) MeV, and for the J⇡ = 1+ first excited state is S⇤ = 1.24(0.05) MeV. These
two lowest-lying states are consistent with the ⇤ coupled to a 3He J⇡ = 1
2
+
core. A recent
review of this system can be found in Ref. [51].
We have calculated correlation functions in the J⇡ = 0+ channel, which should provide
the ground state, but not the nearby J⇡ = 1+ first excited state. The sources employed to
produce the correlation functions are elements of the same 28 irrep of SU(3) as those of 4He,
24
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Fig. 26. Lattice QCD calculations of bound-state energy levels in the
4He sector. Adapted from Ref. [71].
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such potential is model-dependent and might lead to further
issues. Alternatively, one could envisage to simulate directly
nucleon-nucleon scattering phase shifts and then use them to fit
a given interaction model, e.g. from chiral EFT. This strategy
could be advantageous in those channels where experimental
information is missing or hard to collect.
Finally, lattice calculations of hadron masses have resulted
very successful over the last few years. What about simulat-
ing directly multi-baryon systems like atomic nuclei? After a
period of development, the first lattice QCD calculations of
nuclear masses are indeed being worked out [71]. As evident
from Fig. 26, these results are still far from producing realistic
predictions. The main issues relate to the use of a pion mass
that often does not coincide with the physical one and the need
for high statistics since nuclear excitations are typically much
smaller than QCD scales. At this point, the ambition to cover
the whole Segrè chart seem to require arduous efforts and prob-
ably looks illusory - but time will tell us.
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