Abstract In this paper, the authors characterize Sobolev spaces W α,p (R n ) with the smoothness order α ∈ (0, 2] and p ∈ (max{1, 2n 2α+n }, ∞), via the Lusin area function and the Littlewood-Paley g * λ -function in terms of centered ball averages. The authors also show that the condition p ∈ (max{1, 2n 2α+n }, ∞) is nearly sharp in the sense that these characterizations are no longer true when p ∈ (1, max{1, 2n 2α+n }). These characterizations provide a new possible way to introduce fractional Sobolev spaces with smoothness order in (1, 2] on metric measure spaces.
Introduction
The theory of Sobolev spaces is one of the central topics in analysis on metric measure spaces. In the last two decades, several different approaches to introduce Sobolev spaces on metric measure spaces were developed; see, for example, [9, 20, 16, 1, 2, 15] . In 1996, Haj lasz [9] introduced the notion of Haj lasz gradients, which has become an effective tool for developing the first order Sobolev spaces on metric measure spaces. Soon after, Shanmugalingam [20] introduced another kind of the first order Sobolev spaces on metric measure spaces by means of the notion of upper and weak upper gradients, which, comparing with Haj lasz gradients, has stronger locality. Via introducing the fractional version of Haj lasz gradients, Hu [17] and Yang [25] developed fractional Sobolev spaces with smoothness order in (0, 1) on fractals and metric measure spaces, respectively. Till now, the theory of Sobolev spaces with smoothness order in (0, 1] on metric measure spaces has been thoroughly investigated and achieved great progresses (see, for example, [5, 11, 10] , the recent monograph [16] and the references therein).
In recent years, there also exist some attempts to find a suitable way for developing Sobolev spaces with smoothness order bigger than 1 on metric measure spaces. The key step is to find a suitable substitute of high order derivatives on metric measure spaces. In 2002, under a priori assumption on the existence of polynomials, Liu et al. [18] introduced high order Sobolev spaces on metric measure spaces. Triebel [22, 23] and Haroske and Triebel [13, 14] characterized Sobolev spaces on R n with order bigger than 1 via a pointwise
The proofs of Theorems 1.A and 1.B in [1] are based on the theory of vector valued singular integrals (see, for example, [6, Theorem 3.4] ). Recently, Haj lasz and Liu [12] provided a new and simplified proof of Theorem 1.A when α = 1, and also established a Marcinkiewicz integral type characterization of W 1,p (R n ) (see [12, Theorem 1.4] ), which states that, for all p ∈ (1, ∞), f ∈ W 1,p (R n ) if and only if f ∈ L p (R n ) and
where S(x, t) denotes the sphere in R n with center x ∈ R n and radius t ∈ (0, ∞), and dσ the Lebesgue surface measure on S(x, t). However, it is unclear how to define sphere integrals in a general metric measure setting. On the other hand, Sato in [19, Theorem 1.5] proved that, for any α ∈ (0, 2), p ∈ (1, ∞), Muckenhoupt A p -weight w and Schwartz function f , the weighted Lebesgue norm f L p w (R n ) is equivalent to T α (f ) L p w (R n ) , with equivalent positive constants independent of f , where
, x ∈ R n , I α denotes the Riesz potential operator defined by I α (f )(ξ) := (2π|ξ|) −α f (ξ) for all ξ ∈ R n \ {0}, Φ is a bounded radial function on R n with compact support satisfying R n Φ(x) dx = 1, and Φ t (x) := t −n Φ(x/t) for all x ∈ R n and t ∈ (0, ∞). This, via taking Φ := |B(0, 1)| −1 χ B(0,1) , further induces a weighted version of Theorem 1.A, that is, f ∈ W α,p w (R n ) if and only if both f and S α (f ) belong to the weighted Lebesgue space L p w (R n ) (see [19, Corollary 1.2] ). We also point out that the corresponding characterization of Theorems 1.A and 1.B for Sobolev spaces with smoothness order bigger than 2 was also obtained in [1] . But, in this article, for the presentation simplicity, we only consider Sobolev spaces with smoothness order in (0, 2]. These characterizations provide a possible way to introduce the Sobolev spaces with the smoothness order bigger than 1 on metric measure spaces.
Notice that S α (f ) and S(f, g) above can be reformulated, respectively, as follows:
, α ∈ (0, 2) and x ∈ R n and (1.2)
which can be seen as the Littlewood-Paley g-function of
Btf −f t α and Btf −f t 2 − B t g, respectively. Therefore, it is a natural question to ask whether the corresponding Lusin area function and the corresponding Littlewood-Paley g * λ -function can characterize W α,p (R n ) or not. Here the Lusin area function and the Littlewood-Paley g * λ -function are defined, respectively, by setting, for any f, g ∈ L 1 loc (R n ), λ ∈ (1, ∞) and x ∈ R n ,
for α ∈ (0, 2), and
To answer this question, He et al. [15] established the following characterizations of the second order Sobolev spaces. 
(II) If p ∈ (1, 2) and n ∈ {1, 2, 3}, then the following statements are equivalent: 
Observe that, when p ∈ [2, ∞), Theorem 1.C gives a complete answer to the previous question for W 2,p (R n ). However, when p ∈ (1, 2), the question was answered only for W 2,p (R n ) when n ∈ {1, 2, 3}.
The main purpose of this paper is to give a more complete answer to the previous question on characterizations of fractional Sobolev spaces with smoothness order in (0, 2] via the Lusin-area or the Littlewood-Paley g * λ -functions. We first have the following characterizations of W 2,p (R n ), which complement Theorem 1.C when p ∈ (1, 2).
, 2), then the following statements are equivalent: 
the equivalence between (i) and either (ii) or (iii) in (I) no longer holds true.
We remark that (ii) and (iii) in Theorem 1.1(I) are equivalent for all p ∈ (1, ∞) and n ∈ N (see Lemma 2.2 or the proof of Theorem 1.1 below). Moreover, from Theorem 1.1(II), we deduce that the condition p ∈ ( 2n 4+n , ∞) in Theorem 1.1(I) is nearly sharp in the sense that, if (i) in Theorem 1.1(I) is equivalent to either (ii) or (iii) of Theorem 1.1(I), then one must have p ∈ [ 2n 4+n , ∞). This also implies that the equivalence between (i) in Theorems 1.C(I) and 1.1(II) and either of (ii) and (iii) holds true for all p ∈ (1, ∞) if and only if n ≤ 4. We also point out that, in Theorem 1.1, the case when p = 2n 4+n is still unclear.
As the fractional variant of Theorem 1.C and Theorem 1.1, we have the following characterizations for W α,p (R n ) with α ∈ (0, 2) and p ∈ (1, ∞). 
(II) If n > 2α and p ∈ (1, 2n 2α+n ), then the equivalence between (i) and either of (ii) or (iii) in (I) no longer holds true.
We remark that (ii) and (iii) of Theorem 1.2(I) are equivalent for all p ∈ (1, ∞) and n ∈ N (see Lemma 2.2 or the proof of Theorem 1.2 below). Moreover, the condition p ∈ (max{1, 2n 2α+n }, ∞) is also nearly sharp in the sense that, if (i) of Theorem 1.2(I) is equivalent to either (ii) or (iii) of Theorem 1.2(I), then one has p ∈ 2n 2α + n , ∞ for n > 2α and p ∈ (1, ∞) for n ≤ 2α; see Theorem 1.2(II). We also point out that, in Theorem 1.2, the case when n > 2α and p = 
were obtained via the polarization and a duality argument, which is not feasible for us to obtain the norm esti- 
by means of the classical Lusin area function characterization of the Triebel-Lizorkin spacė F α p,2 (R n ) (see, for example, [24] ) and the Fefferman-Stein vector-valued inequality from [4] . Notice that the characterizations of fractional Sobolev spaces in (ii) and (iii) of Theorems 1.2(I) and 1.1(I) are independent of the differential structure of R n . In this sense, these characterizations provide a new possible way to introduce fractional Sobolev spaces with smoothness order in (1, 2] on metric measure spaces.
Finally, we make some conventions on notation. Denote by L 1 loc (R n ) the collection of all locally integrable functions on R n . Let S(R n ) denote the collection of all Schwartz functions on R n , endowed with the usual topology, and S ′ (R n ) its topological dual, namely, the collection of all bounded linear functionals on S(R n ) endowed with the weak * -topology. Let Z + := N ∪ {0} and, for all α ∈ Z n + , m ∈ Z + and ϕ ∈ S(R n ), let
The symbol ϕ refers to the Fourier transform, and ϕ ∨ to its inverse transform, both defined on S ′ (R n ). For any ϕ ∈ S(R n ) and t ∈ (0, ∞), we let ϕ t (·) := t −n ϕ(·/t). For any E ⊂ R n , let χ E be its characteristic function.
The symbol C denotes a positive constant, which is independent of the main parameters involved but whose value may differ from line to line, and the symbol C (α, β,...) denotes a positive constant depending on the parameters α, β, . . .. We use the symbol f g to denote that there exists a positive constant C such that f ≤ Cg and, if f g f , we then write f ∼ g.
Proof of Theorem 1.1
To prove Theorem 1.1, we first consider the relations among the Littlewood-Paley gfunctions in (1.1) and (1.2), the Lusin area functions in (1.3) and (1.5) and the LittlewoodPaley g * λ -functions in (1.4) and (1.6), respectively. To this end, for all λ ∈ (1, ∞), measurable functions F on R n × (0, ∞) and x ∈ R n , define
Concerning the relationships among the functions G(F), S(F) and G * λ (F), we have the following two lemmas, which come from [15, Lemmas 2.1(iii) and 2.2], respectively.
is equivalent to that of S(F) with the equivalent positive constants independent of F.
Applying Lemma 2.1, we obtain the following conclusions.
with the equivalent positive constants independent of f .
(ii) There exist positive constants C 3 and C 4 such that, for all f ∈ W 2,p (R n ),
Proof. We first prove (i). Let f ∈ W α,p (R n ). Applying Lemmas 2.2 and 2.1 with
and [1, Theorems 1 and 3], we see that
.
In particular, if p = 2, then, for all f ∈ W α,2 (R n ), by the Fubini theorem and [1, (16)], we have
, where c and c are positive constants depending only on n. This proves (i). Now we prove (ii). This time, by the same argument as that used in (i) with
we obtain the desired conclusion of (ii). This finishes the proof of Lemma 2.3.
For all x ∈ R n , let
where I 2 is a distribution defined by I 2 (·) := | · | −2 and χ :=
for all t ∈ (0, ∞) and ξ, x ∈ R n , where I denotes the identity operator. We have the following conclusions.
Lemma 2.4. (i)
There exists a positive constant C such that, for all ξ ∈ R n ,
(ii)
(iii) There exists a positive constant C such that, for all ξ ∈ R n with |ξ| ∈ [0, 1], . Now we prove (iii). Since χ is radial, we know that χ is also radial. Hence, for all ξ ∈ R n ,
where e 1 := (1, 0, . . . , 0) ∈ R n . Therefore, if |ξ| ≤ 1, then, by the Taylor expansion, we see that
This proves (iii). Finally we prove (iv). If |ξ| ≤ 1, then, by (2.1), (ii) and (iii), we have
If |ξ| ≥ 1, then the desired estimate follows from (2.1) and (i) with n ≥ 3. This finishes the proof of Lemma 2.4.
where, for all x ∈ R n ,
4+n . In order to show Lemma 2.5, we need some technical lemmas. Let ϕ, ψ ∈ S(R n ) be two radial Schwartz functions such that supp ϕ ⊂ {ξ ∈ R n :
, which, together with the Minkowski inequality, implies that, for all x ∈ R n ,
where, for all j ∈ Z and x ∈ R n ,
We have the following lemma.
Proof. By the Plancherel theorem and Lemma 2.4(iv), we have
where |ξ| ∼ 2 j+k denotes the set {ξ ∈ R n : 2 j+k−1 < |ξ| ≤ 2 j+k+1 }. This finishes the proof of Lemma 2.6.
Lemma 2.7. Let n ∈ [3, ∞) ∩ N, p ∈ (1, ∞) and ε ∈ (0, 1). Then there exists a positive constant C (ε, p) , depending on ε and p, such that, for all j ∈ (−∞, 0] ∩ Z and f ∈ L p (R n ),
where q := max{p, p ′ }.
Proof. By Lemma 2.6 and the Marcinkiewicz interpolation theorem (see, for example, [7, Theorem 1.3.2]), it suffices to show that
By (2.4) and (2.1), we see that, for all x ∈ R n ,
here and hereafter, M denotes the Hardy-Littlewood maximal operator defined by
where the supremum is taken over all balls B in R n containing x. Notice that, for all ξ ∈ R n ,
here and hereafter
and hence, for any ℓ ∈ Z + ,
where in the second inequality, we used the assumption j ≤ 0. By (2.6), (2.7), the Fefferman-Stein vector-valued inequality (see [4] ) and the Littlewood-Paley characterization of L p (R n ) (see, for example, [8, Theorem 6.2.7]), we obtain (2.5) and hence complete the proof of Lemma 2.7.
Lemma 2.8. Let p ∈ (1, ∞). Then there exist positive constants C and
where
and T j,2 satisfies that
loc (R n ) and x ∈ R n , we have
which, together with (2.4), implies that
where T j,1 (f ) is given by (2.8) and
The inequality (2.9) follows directly from the Fefferman-Stein vector-valued inequality (see [4] ) and the Littlewood-Paley characterization of L p (R n ) (see, for example, [8, Theorem 6.2.7] ). This finishes the proof of Lemma 2.8.
For J j,1 , we have the following estimate.
Lemma 2.9. Let ε ∈ (0, 1) and p ∈ (1, 2] . Then there exists a positive constant C (ε, p) , depending on ε and p, such that, for all j
Proof. By (2.8) and the Plancherel theorem, we have
This proves (2.10) when p = 2. To show (2.10) in the case when p ∈ (1, 2), by (2.11) and the Marcinkiewicz interpolation theorem (see, for example, [7, Theorem 1.3.2]), it suffices to prove that, for all β ∈ (0, 1),
To this end, let
where dγ denotes the counting measure on Z, namely, γ({k}) = 1 for any k ∈ Z. Consider the following L 2 (Σ)-valued operator:
and hence the proof of (2.12) can be reduced to show that
Notice that
where m(ξ) := ϕ(ξ)
(due to (2.11)) and the vector-valued Calderón-Zygmund theory (see [6, Theorem 3.4] ), it suffices to show that, for any β ∈ (0, 1),
Now we prove (2.13). Since ϕ is radial, we know that m ∨ is also radial. Thus, there exists a radial Schwartz function G on R such that m ∨ (ξ) = G(|ξ|) for all ξ ∈ R n . Define
Then H j+k (z) = H j+k (|z|). Furthermore, since G ∈ S(R n ), we know that, for any given ℓ ∈ (0, ∞) and all u ∈ R, (2.14)
where the implicit positive constants depend on ℓ, but are independent of j, k and u.
For any x, y, z ∈ R n , by the mean value theorem, there exists a real number u between |x + y − z| and |x + y| such that
which, combined (2.15), implies that, for any given ℓ ∈ (0, ∞) and all x, y, z ∈ R n ,
Therefore, combining (2.16) with (2.17), we find that, for all β ∈ [0, 1], ℓ ∈ (1, ∞) and x, y, z ∈ R n ,
Now we turn to show (2.13). Assume that |x| > 2|z|, and write
It is relatively easier to estimate J 1 (x, z). Indeed, when |x| ≥ 2 8−k ≥ 2 4 |y| and |z| < 1 2 |x|, we have |x + y| ∼ |x + y − z| ∼ |x|.
From this and (2.16), we deduce that, for any
which further implies that, for all i ∈ (1, ∞),
Finally, we estimate J 2 (x, z). Notice that, when |x| ≤ 2 −k+8 , |z| < 1 2 |x| and |y| ≤ 2 −k+4 , one has |x + y| ≤ 2 −k+9 and |x + y − z| ≤ 2 −k+9 . Therefore, from (2.18), we deduce that, for any β ∈ (0, 1),
and hence
This, together with the estimate of J 1 (x, z), establishes the desired estimate (2.13) and hence finishes the proof of Lemma 2.9.
Now we prove Lemma 2.5.
Proof of Lemma 2.5. We first prove (2.2). Notice that, when
, where f := −∆f . When n ∈ {1, 2, 3} and p ∈ (1, 2), the desired conclusion is deduced from Theorem 1.C. Thus, it suffices to prove (2.2) in the case when n ∈ [4, ∞) ∩ N and p ∈ ( 2n 4+n , 2). By Lemmas 2.7, 2.8 and 2.9, we see that, for any given ε ∈ (0, 1/2) and all f ∈ L q (R n ),
For given p ∈ (1, 2), let ε ∈ (0, 1/2) be small enough such that θ =
2 ), which, in particular, implies that 1 < q ε < 2 since θ > 2( 
) < 2 and hence we may choose ε ∈ (0, 1/2) small enough in the above estimate such that
We then conclude that, for all f ∈ L p (R n ),
The desired inequality (2.2) then follows from (2.3). This finishes the proof of (2.2). Next, we show that, if (2.2) holds true, then one must have p ≥ 2n 4+n . We only need to show the case when n ∈ [5, ∞) ∩ Z, since we always assume p ∈ (1, ∞). To this end, let φ be a radial Schwartz function on R n such that
,4] (|ξ|), ξ ∈ R n and φ j (·) := 2 jn φ(2 j ·), where j is a sufficiently large positive integer. Then, for x ∈ R n , we have
Notice that, for all ξ ∈ R n ,
|ξ| 2 is a nonnegative radial C ∞ function supported on {ξ ∈ R n : 1 4 ≤ |ξ| ≤ 4} and satisfies that, for all ξ ∈ R n , 0 ≤ m(ξ) ≤ 16 and, for all
We rewrite φ j * I 2 (z) = 2 −2j K j (z), where
Since m is a Schwartz function, we know that, for any ℓ > n,
which, together with (2.21), implies that, for any |x| ≤
where, in the last inequality, we used the assumption that j ∈ N is sufficiently large and the definition of m. This further implies that
For the term J j,2 , we see that, for all x ∈ R n ,
which, together with the boundedness of M on L p (R n ) with p ∈ (1, ∞], further implies that
For the third term J j,3 , we find that, for all x ∈ R n ,
From this and the boundedness of M on L p (R n ) with p ∈ (1, ∞], we deduce that
Thus, combining the estimates (2.20), (2.22), (2.23) and (2.24) with the assumption (2.2), we conclude that, for all sufficiently large j ∈ N,
which implies that −2 + Proof of Theorem 1.1. We first prove (I). The equivalence between (ii) and (iii) of Theorem 1.1(I) is from Lemma 2.2. This equivalence holds true for all p ∈ (1, ∞) and n ∈ N.
To complete the proof, it suffices to prove the equivalence between (i) and (ii) of Theorem 1.1(I). Clearly, (i) =⇒ (ii) follows from Lemma 2.5 with n ∈ [4, ∞)∩N and p ∈ ( 2n 4+n , 2), since, for all x ∈ R n ,
where f := −∆f . Moreover, for all f ∈ W 2,p (R n ),
We shall prove that g coincides with ∆f modulo a positive constant. To this end, take a non-negative radial C ∞ function φ which is supported in B(0, 1) such that φ L 1 (R n ) = 1 and, for all ǫ ∈ (0, ∞) and x ∈ R n , let φ ǫ (x) := ǫ −n φ (x/ǫ), f ǫ := f * φ ǫ and g ǫ := g * φ ǫ . Then f ǫ ∈ W 2,p (R n ). Therefore, by the above proved conclusion (i) =⇒ (ii), we see that
. By the Minkowski inequality, for all x ∈ R n , we have
For all x ∈ R n and ǫ ∈ (0, ∞), define
By the Hölder inequality, we know that
which implies that E ǫ (x) < ∞ almost everywhere. From the Lebesgue differentiation theorem, we deduce that, for all ǫ ∈ (0, ∞) and x ∈ R n ,
where t → 0 + means t > 0 and t → 0. Therefore, for almost every x ∈ R n , (2.28)
By the continuity of g ǫ and ∆f ǫ , for any ǫ ∈ (0, ∞), (2.28) holds true for every x ∈ R n . Hence,
as ǫ → 0 + , it follows that ∆f ǫ → ∆f as ǫ → 0 + in the sense of distribution. Thus, 1 2n+4 ∆f = g almost everywhere and hence f ∈ W 2,p (R n ). This proves (ii) =⇒ (i).
The proof of the inverse inequality of (2.26) is similar to that of the inverse inequality of [15, (2.14) ], the details being omitted. Thus, we complete the proof of Theorem 1.1(I). Now we prove Theorem 1.1(II). By (2.25) and Lemma 2.5, we know that, if (i) of Theorem 1.1(I) is equivalent to either (ii) or (iii), then we have p ∈ [ (ii) By Theorem 1.1, we see that, in its item (I), (i) is equivalent to (ii) for all p ∈ (1, ∞) if and only if n ∈ {1, 2, 3, 4}. Indeed, if n ∈ {1, 2, 3, 4}, then, from Theorems 1.C and 1.1, we deduce that (i) of Theorem 1.1(I) is equivalent to (ii) of Theorem 1.1(I) for all p ∈ (1, ∞). Conversely, if (i) is equivalent to (ii) for all p ∈ (1, ∞), then, by Lemma 2.5, one must have n ∈ {1, 2, 3, 4}.
Proof of Theorem 1.2
For all α ∈ (0, 2), t ∈ (0, ∞) and x ∈ R n , let χ(
where I α is a distribution defined by
We have the following conclusions.
Lemma 3.1. For all α ∈ (0, 2), there exists a positive constant C (α) , depending on α, such that, for all ξ ∈ R n ,
Proof. Since χ is radial, we know that χ is also radial. Hence, for all ξ ∈ R n ,
If |ξ| ≥ 1, then, since χ is the Fourier transform of an integrable function, it follows that χ is a bounded function, which completes the proof of Lemma 3.1. 
In particular, if n ≤ 2α, then (3.2) holds true for all p ∈ (1, ∞) .
2α+n . In order to show Lemma 3.2, we need some technical lemmas. Let ϕ, ψ ∈ S(R n ) be the same as in the proof of Lemma 2.5. Similar to (2.3), for all x ∈ R n , we have
By Lemma 3.1, we have the following lemma, whose proof is similar to that of Lemma 2.4, the details being omitted. 
Lemma 3.4. Let α ∈ (0, 2), ε ∈ (0, 1) and p ∈ (1, ∞). Then there exists a positive constant C (ε, α, p) , depending on ε, α and p, such that, for all
Proof. Let p ∈ (1, ∞ 
By (3.4) and (3.1), we see that, for all x ∈ R n ,
Similar to (2.7), we conclude that, for all t ∈ [2 −k , 2 −k+1 ],
From this, (3.6), the Fefferman-Stein vector-valued inequality (see [4] ) and the LittlewoodPaley characterization of L p (R n ) (see, for example, [8, Theorem 6.2.7]), we deduce that (3.5) holds true. This finishes the proof of Lemma 3.4.
Lemma 3.5. Let α ∈ (0, 2), ε ∈ (0, 1) and p ∈ (1, 2] . Then there exists a positive constant C (ε, α, p) , depending on ε, α and p, such that, for all j ∈ [0, ∞) ∩ Z and f ∈ L p (R n ),
Proof. For all t ∈ (0, ∞) and x ∈ R n ,
By this and (3.4), we see that, for all x ∈ R n
On the other hand, similar to (2.12), for all β ∈ (0, 1), we conclude that (3.9) |{x ∈ R n : T j,1 (f )(x) > λ}| 2 j(
Thus, by (3.9) and (3.8), it is easy to see that |{x ∈ R n : T j (f )(x) > λ}| 2 . Thus, we can take k 0 small enough such that η ∈ C ∞ c (R n ), and hence η ∨ is a Schwartz function. Then, for any N ∈ N and x ∈ R n , |η ∨ (x)| (1 + |x|) −N , and we find that, for all t ∈ (0, ∞) and x ∈ R n , which also serves as an equivalent quasi-norm of F α p,q (R n ), where F α p,q (R n ) denotes the Triebel-Lizorkin space; see [21, Section 3.5.3] . When q = 2 and p ∈ (1, 2), the restriction α ∈ (n max{0, 1/p − 1/q}, 1) becomes α ∈ (n(1/p − 1/2), 1), which implies p > 2n 2α+n . This indicates the lower boundary condition of p in Theorem 1.2 is the same as that for the Lusin area function characterizations of Triebel-Lizorkin spaces via the first order differences.
(iii) We remark that (i) is equivalent to (ii) in Theorem 1.2(I) for all p ∈ (1, ∞) if and only if n ≤ 2α. Indeed, if n ≤ 2α, then, from Theorem 1.2, we deduce that (i) is equivalent to (ii) for all p ∈ (1, ∞). Conversely, if (i) is equivalent to (ii) in Theorem 1.2(I) for all p ∈ (1, ∞), then, by Lemma 3.2, one must have n ≤ 2α.
