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Abstract- Due to the increase of sensitive loads on the mains 
power grid, measurement and monitoring of the power quality 
(PQ) have become an important factor for both consumers and 
operators. As is well-known, PQ problems occur in a very short 
time period with specific characteristics.  In transmission or 
distribution systems, power quality data are collected from 
monitoring devices such as digital fault recorders, power quality 
and dynamic system monitors, etc. The recorded data has to be 
analysed in order to understand system anomalies. These 
anomalies may be due to sources of broadband noise. In this 
study, we employ broadband subspace decomposition, using 
polynomial eigenvalue decomposition, to detect these anomalies. 
Results demonstrate that this method may be considered as a 
new and effective tool for measurement and monitoring of PQ 
problems. 
 Index Terms—power quality, power system harmonics, PQ 
monitoring, power distribution, broadband subspace estimation, 
polynomial EVD, PEVD. 
I. INTRODUCTION 
 Accurate detection and subsequent eradication of faulty 
loads connected to the mains grid has received increased 
attention over recent years. Faulty loads give rise to spurious, 
intermittent, voltage anomalies on the grid lines. Voltage sags 
and swells lead to interruption of sensitive loads employed in 
industry which in turn leads to the significant increase in costs 
due to loss of production [1],[2]. The analysis of power quality 
anomalies is a major concern for power systems engineers and 
designers. Therefore, various methods have been developed 
to protect equipment and to identify the cause of disturbances. 
Some of these methods are based on, e.g., the fast Fourier 
transform (FFT), Kalman filters (KF), decision trees (DTs), 
fuzzy logic (FL) and neural networks (NNs). One of the most 
popular methods, in the past, has been wavelet transforms [3]. 
Reviews of methodologies developed for power quality 
analysis and power disturbance classification can be found in 
[4],[5]. The standards refer to methods in the frequency 
domain for providing a tolerance in the algorithms, such as 
the Goertzel algorithm, chirp z-transform method, Welch 
algorithm, zoom FFT, among others, which have all been 
widely used for electrical-parameter monitoring [6],[7]. 
 However, there are still a number of problems that have 
not been adequately resolved thus far. A major problem is that 
some of the voltage anomalies disrupting the grid system 
occupy a relatively wide band of frequencies, and so should 
be treated as sources of broadband interference. These types 
of signal cannot be adequately related in terms of simple phase 
and amplitude factors across the three-phase utility system. 
Instead, actual time-delays are required to describe the 
relationship between the phases. One way of adequately 
detecting these anomalies is by decorrelating the three phases, 
which can be performed using matrix factorisation, such as 
eigenvalue decomposition (EVD). However, using only 
instantaneous decorrelation would not capture the true 
relationship between these (broadband) signal phases. Hence, 
decorrelation over a number of relative time delays, namely 
strong decorrelation [8], would be more suitable. A matrix of 
suitably chosen finite impulse response (FIR) filters, or a 
polynomial matrix [8]-[10], can be applied to the three phase 
grid voltages to produce strongly decorrelated waveforms. 
The required polynomial matrix is obtained via a polynomial 
matrix EVD (PEVD), which has received growing interest 
recently [10]-[14]. The PEVD has been used to perform 
convolutive blind source separation and broadband 
interference rejection in [15]-[18]. In [15]-[17], the PEVD 
was used to estimate the broadband noise (plus interference) 
subspace, which then allowed for suppression of the 
contaminating signals. The second-order sequential best 
rotation (SBR2) algorithm [10] and its coding-gain variant, 
SBR2C [11], were used in these works to estimate the PEVD.  
In this paper, we proposed a novel method of detecting 
voltage anomalies in the grid lines, which is based on 
broadband subspace decomposition. The SBR2C algorithm in 
[11] is used to estimate the broadband subspace 
corresponding to the grid anomalies. Our method eliminates 
the need for pre-processing, such as band-pass filtering, 
required by most prior-art techniques. 
II. PROBLEM DEFINITION 
In many cases, consideration of only the instantaneous 
covariance matrix in characterizing the statistical relationship 
between the grid-voltage waveforms is not sufficient. This is 
because the loads that are connected to the grid may corrupt 
the grid over a significantly large band (broadband) of 
frequencies; that is, the signals due to the voltage anomalies, 
such as sag, swell, etc., may consist of a large number of 
different frequency components. In this case, the broadband 
signals  can no longer be related in terms of just phase 
shifts, since the required phase shift changes with frequency. 
More appropriately, the relationship between these signals 
must involve time delays—and/or fractional delays. To 
adequately describe this relationship a different phase 
correction is required for each frequency components. This 
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where  is a  matrix of FIR filter coefficients 
, , of order , and  is the original 
three-phase grid voltages. In practice, the FIR-filter matrix is 
unknown. The signal vector  denotes the additive white 
Gaussian noise that is present in the grid lines, which is 
assumed to be independent from . Alternatively, this can 




here  is a polynomial (or FIR) mixing 
matrix, or a multi-input, multi-output (MIMO) system, with 
entries  , which reflect the 
frequency-selective nature of the faulty loads attached to the 
grid; ,  and  represent vectors of power series 
with  coefficient vectors comprising the corrupted, 
three-phase and noise terms, respectively; for example, 
. 
Due to the filtering in (1) the broadband signals  will 
be mutually correlated over a number of time lags, i.e. 
strongly correlated. Hence, the second-order statistical 
dependencies between the signals in (1) can be described by 




where  is a discrete lag parameter,  and 
, for  and . Since  contains auto-covariance, 
, and cross-covariance, 
, , functions of , it follows that 
 [12]. Taking the z-transform of (3) gives the 




which is a function of the indeterminate variable , and has 
entries . For the types of broadband 
signal considered here, the coherence time is significantly 
small compared to  [10],[17]; therefore, we may assume 
that  is negligibly small for . Note that, assuming 
, an appropriate value for  can be obtained 
experimentally. The non-diagonal CSD matrix is a 
parahermitian matrix, that is, it satisfies the parahermitian 
property: , where  is the 
parahermitian operation, which involves Hermitian 
transposition, denoted by the superscript , and time-reversal, 
represented by . The non-diagonality of the parahermitian 
CSD matrix  in (4) is indicative of strong correlations 
between the signals  in (2). In many applications, 
particularly those involving noise suppression, it is important 
to be able to diagonalize the CSD matrix, which is equivalent 
to imposing strong decorrelation upon the signals from which 
 is derived [11]. This can be achieved by calculating the 




where  is a FIR paraunitary polynomial matrix, which 
satisfies: , where  is the 
 identity matrix. The polynomial matrix  may be 
viewed as an extension of the lossless filter to MIMO systems, 
the columns of which are the polynomial eigenvectors of 
; and  comprises 
the estimated polynomial eigenvalues, , of  – one 
auto-covariance function for each phase of the grid. Consider 
application of the FIR paraunitary matrix , from the 




The transformed signals  
satisfy strong decorrelation, and are related to the diagonal 




where ,  and  is the 
expectation operator. Evaluation of the diagonal entries 
 at  reveals the power spectral density (PSD) of 
, denoted by . It is well-known that  




, for all normalized frequencies . The spectral 
majorization property is analogous to the eigenvalue ordering 
that is performed by an ordered EVD [15]-[17]; and is 
desirable in a number of applications, including, in particular, 
broadband interference cancellation [17]. As explained in the 
next section, this application is highly relevant to the problem 
of detecting the voltage anomalies embedded in the grid 
voltage waveforms; where both strong decorrelation and 
spectral majorization act, in effect, to unravel components of 
the broadband voltage anomalies from the grid voltages. 
The aim of this work, ultimately, is to detect the voltage 
anomalies on the grid lines. One way of achieving this is 
through estimates of the broadband noise (plus interference) 
subspace, which can be obtained from the EVD of  – 
discussed in Section III. The onset of each voltage anomaly 
can then be detected using estimates of the voltage anomalies 
derived from the noise subspace, as described in Sections III. 
III. PROPOSED METHOD 
The spectral majorization property of PEVD algorithms, 
such as SBR2 [10],[19] and SMD [13], enables their effective 
use in broadband subspace decomposition, as demonstrated in 
[15]-[17]. This plays an important role in the proposed 
approach to detecting voltage anomalies. Our approach can be 
summarized by the following two steps: 
1. Use broadband subspace decomposition via PEVD 
(SBR2C) to estimate the voltage anomalies. 
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2. Use peak-detection to identify the onset of the 
voltage anomalies. 
A block diagram of our two-step approach is shown in Fig. 1. 
The approximate PEVD in (5) can be used to extend 
principal component analysis (PCA) to polynomial matrices, 
or to broadband signals, namely broadband PCA (BPCA) 
[15]-[17]. Hence, the transformation in (6) can be viewed as 
the analysis stage of BPCA, where  represent the 
polynomial principal components. This allows extension of 
the concept of subspace decomposition, or low-rank 
modelling, to broadband signals, i.e. broadband subspace 
decomposition [17]. Then the polynomial principal 




where  defines an estimate of the signal (plus noise) 
subspace and  represents the broadband interference and 
noise subspace. For our application, the former would 
typically be related to the actual three-phase voltages. This is 
because the three-phase waveforms are highly correlated with 
one another—more so than the voltage anomalies would be in 
general—and so a PEVD algorithm would tend to strongly 
decorrelate these signals from the noise and interference 
signals. The noise subspace, on the other hand, would be 
associated with the voltage anomalies (and noise), since they 
would typically have weaker correlations than the more 
prominent three-phase waveforms. For a thorough treatment 
of broadband subspace estimation in the context of broadband 
blind source separation the reader is referred to [17],[18]. 
Assume that the spectra of the voltage anomalies are 
different from that of the three-phase voltage waveforms. 
Then estimates of either of the two signals can be obtained by 
projecting the grid measurements  onto the appropriate 
broadband subspace. In particular, estimates of the voltage 
anomalies can be obtained by an orthonormal projection of 
 onto the noise subspace, represented by . This can 
be achieved using the PEVD-designed paraunitary matrix 




where  is a  matrix that is designed to block principal 
components related to the pure three-phase signals and 
 contains estimates of the 
voltage anomalies. Equation (10), as depicted in the 
highlighted box of Fig. 1, can be viewed as a method for 
achieving second-order, broadband, blind source separation. 
However, it should be noted that  are not unmixed 
signals, in the conventional sense of compensating for the 
mixing matrix  in (1). The procedure outlined here 
constitutes broadband subspace decomposition.  
The blocking matrix  takes the form of a null matrix with 
the exception of strategically placed ‘1’s on its diagonals, the 
locations of which correspond to  in . The correct 
choice of  depends on our assumptions about the rank of the  
 
Fig. 1 Block diagram representation of the proposed 
approach, where the system blocks outlined by the dotted box 
constitute broadband subspace decomposition. 
problem, or the signal-subspace dimension. To estimate the 
subspace dimension we look at the PSDs of the polynomial 
eigenvalues, i.e. . Due to the spectral majorisation 
property of (8), an iterative PEVD algorithm, such as SBR2C, 
will tend to compact the most strongly correlated (pure three-
phase) signal-related energies into the first few diagonal 
elements of  in (5) [11],[19]. With this assumption in 
mind, the following routine can be used to make noise-
subspace identification an adaptive process: 
1. If , where 
, for all , then the noise subspace 
dimension can be described by the polynomial 
principal component  
2. If , for all , then 
the noise subspace dimension can be described by 
the set of polynomial principal components 
. 
An alternative approach would be to make the following 
assumption. Since , for the grid system, has only three 
diagonal elements, it is reasonable to expect  and 
 to be dominant (powerful) diagonal elements, which 
would be energy related to the pure three-phase signals. The 
weakest diagonal element, i.e. , would most likely be 
related to the voltage anomalies. Assuming this to be true, it 
is then reasonable to construct  such that it blocks the first 
two components of , i.e.  and . This can be 
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IV.  EXPERIMENTAL RESULTS 
To demonstrate the performance of the proposed PQ 
detection method, we present results from real-time 
experimentation. In order to observe the performance in a real 
time environment, the proposed PEVD-based subspace 
projection method has been verified using the OPAL-RT real-
time platform, working under RT-LAB software environment 
with associated tools, as shown in Fig.2. This system has a 
total of 16 analogue inputs/outputs and 32 digital 
inputs/outputs. The system is tested with hardware 
synchronization mode to obtain real-time communications 
between the sensing and control signals.  
The effectiveness of the proposed method at detecting 
voltage sags and swells present on the grid lines has been 
assessed. Figs. 3(a) and 4(a) show the three phases of the grid 
voltage overlaid on top of each other; phases A, B and C are 
denoted by the orange, cyan and purple curves, respectively. 
Fig. 3(a) shows the three-phase voltage sags (from 230 V rms 
to 150 V rms) that occur on the grid voltage. Fig 3 (b) clearly 
shows that the faulty interval is detected virtually 
instantaneously by the proposed algorithm. In Fig 4 (a), we 
show the case where a voltage swell is applied to the grid 
voltages – the swell can be observed on all three phases. From 
Fig 4 (b) we see that the voltage-swell period can be 
determined accurately using our method. The peak detection 
algorithm in [20] was used to obtain these results. 
V. CONCLUSION 
In this paper, a method for the detection of grid anomalies 
has been proposed. Our method has been verified 
experimentally, and the results show that the algorithm detects 
grid anomalies in an effective manner. Such an algorithm 
would enable the processing of measured data from PQ 
monitoring systems, such as digital fault recorders, PQ 
monitoring devices and dynamic system monitors. A further 
advantage of the system is that it allows for rapid 
classification of results. Future work will likely focus on the 
development of the proposed algorithm for (i) the detection of 
harmonic distortions; (ii) integration into a digital signal 












Fig. 3 Performance of the proposed system under three-
phase voltage sag condition (a) captured results in 
oscilloscope (b) determined faulty interval. 
 
 





Fig. 4 Performance of the proposed system under three-
phase voltage swell condition (a) captured results in 
oscilloscope (b) determined faulty interval.  
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