Abstract-The evolution towards 5G consists of managing highly dynamic networks and making decisions related to the provisioning of networks in an as-a-service and cost-aware fashion. This is translated by 5G verticals that are dedicated to specific services, applications, or use cases fulfilling the constant demand of vertical industries. In this vein, to achieve the high-level goals defined by operators and service providers, and to answer to the elasticity and low-latency specifications of the upcoming 5G mobile system, the optimal placement of virtual network functions must cope with the non-uniform service demands and the irregular nature of network topologies. This paper addresses this issue by mapping the non-uniform distribution of signaling messages in the physical domain to a new uniform environment (i.e., canonical domain) whereby the placement of core functions is more feasible and efficient by means of Schwartz-Christoffel conformal mappings. The experimentation results, compared to some baseline approaches, have proven the efficiency of the conformal mapping based placement in allocating the virtual resources (i.e., virtual CPU and virtual storage) with regard to the optimal end-to-end delay, cost and activated virtual machines. Another interesting contribution is that all placement decisions are based on a realistic spatio-temporal user-centric model, which defines both the mobility of user equipments and the underlying service usage.
I. INTRODUCTION
O VER the years, network architectures have evolved with different generations of telecommunication technologies (i.e., 2G, 3G and 4G) to serve end users. The 5 th generation of mobile networks will support massive numbers of connections and promise the support of ultra-short latency services, connecting different entities (e.g., connected cars, mobile devices, and sensors) and impacting different sectors (e.g., automotive, e-learning, and e-health). 5G relies upon T. Taleb is with the Department of Communications and Networking, School of Electrical Engineering, Aalto University, 02150 Espoo, Finland, and also with Sejong University, Seoul 05006, South Korea (e-mail: tarik.taleb@aalto.fi).
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Digital Object Identifier 10.1109/JSAC.2018.2815436 different technologies, with the Network Function Virtualization (NFV) and Software Defined Networking (SDN) being its keystones. NFV stands for virtualizing the services and network functions that are currently provided by a dedicated hardware. NFV reduces the amount of resources and hardware needed to start and operate a network service. Different Virtual Network Functions (VNFs) can inter-work and be instantiated within the same data center (DC) or across multiple DCs, which results into a flexible and dynamic network that is rapidly deployable in the cloud [5] , [6] .
The Mobile Edge Cloud (MEC) consists of virtualized small-scale DC infrastructures deployed in a variety of locations, which enables the provisioning of computing, storage, and network resources in closer proximity to end users. The customization of services taking into account the mobility patterns, preferences and requirements of end-users has motivated many research works, involving new architectures which combine cloud computing and mobile networks [9] , [20] . MEC provides processing capacity and storage within the range of User Equipments (UE) by facilitating the Mobile Cloud Computing (MCC). The latter is achieved by placing Edge Clouds (EC) jointly with the mobile network base stations, at the mobile network edge, which eliminates the need to move storage and computation of intensive and heavy services from a UE to a centralized cloud server [31] .
This raises the need for network slicing, which ushers new ways to divide the traditional single network into multiple instances; each of them being dedicated to a specific service or a given requirement [32] . Network slicing is the key concept to a flexible network provisioning and support of different business verticals with diverse service and resource requirements [22] . In order to answer to the increasing service requirements of incoming requests, network slices must join the cloud resources (e.g., CPU and storage) with the network architecture (e.g., network functions) [30] . Within the envisioned 5G mobile system, network slices consisting of a set of VNFs can be dedicated to Internet of Things (IoT) services, as well as for specific verticals (e.g., virtual reality and autonomous driving).
With the explosion of data usage and the eager need for competitive usage plans, service and cloud providers are challenged to determine what resources are necessary to deploy and operate to satisfy the requirements of a particular service while still staying within reasonable cost ranges. Placing the resources in close proximity to the cloud users, with just the needed amount of virtual resources to deploy, will have an important impact on the Capital Expenditure (CAPEx) and the 0733-8716 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Operational Expenditures (OPEX); associated with operating both the needed cloud resources during a given period of time. The idea behind this paper considers a different angle to deal with the provisioning of such virtual resources. It goes beyond the VNFs barrier and considers dealing with network functions' VMs deployment, in an already set up EC environment, and leveraging the characteristic of "uniformity" offered by conformal maps (i.e., the preservation of angles). Even though the idea seems simple, it introduces many important challenges, mainly the conformal mapping spatial transformation and its corresponding inverse function. As elaborated in this paper, the theoretical and practical challenges that should be considered are numerous and the analysis in the canonical domain is not straight forward.
The remainder of this paper is structured as follows. Section II discusses some relevant research work. Section III defines the target problem. Our solution, dubbed "Canonical Domain Framework for Slice Planning (CDSP-F)", is introduced in Section IV. The experimentation setup and the obtained results are presented in Section V. Finally, the paper concludes with some insights and future research work in Section VI.
II. RELATED WORK
Several research work have addressed the optimal placement of specific VNF types taking into account the requirements of different 5G verticals. For video streaming verticals, the ability to move transcoding resources could help in the optimization of the network's bandwidth and latency, ultimately offering better Quality of Experience (QoE) [23] , [25] . In the same vein, dynamic live migration of streaming VNFs to different locations while the streaming service is taking place, is made possible thanks to coupling NFV and open cloud computing architecture [4] , as well as using heuristic designs [15] . In [7] , [10] , [11] , game-theoretic models are used to evaluate the needed joint caching for content providers, transit networks and access networks. Content caching in wireless networks can exploit the backhaul links for collaborative caching, offering better pricing choices and better QoS [12] , [26] . Also, a Content Delivery Network as a Service (CDNaaS) platform was proposed to manage a high number of videos deployed on virtualized caches, transcoders, and streamers, using a Gurobi Optimization tool with the objectives of maximizing the QoE of the streaming service and reducing the overall system cost [33] .
As key VNFs of the Evolved Packet Core (EPC) architecture [4] , many solutions addressed the optimal placement of Packet Data Network Gateways (P-GW) and Serving Gateways (S-GW) [14] , [16] . In [17] , the respective authors aimed for the enhancement of paths between UEs and the respective P-GWs, and for the minimization of the SGW relocations and the delay overheads. In contrast to these works, our proposed solution takes into account the geographic distribution of variant ECs, as well as the spatio-temporal distribution of users' requests, which reflects where, when, for how long, and how much data were used by UEs.
From another side, the conformal mapping, precisely the Schwartz-Christoffel mapping, was proposed in [27] to cope with the non-uniform distribution of nodes in cellular networks, by taking the analysis from the physical domain to the canonical domain, with the objective to make the best placement choices of access points.
It was also used in [8] for routing in a mobile network and to avoid local minimum solutions by encoding the map of the network domain to virtual coordinates of the canonical domain. To the best knowledge of the authors, the work presented in this paper is the first to apply canonical domains in EC environments. The proposed solution copes with the nonuniform distribution of signaling messages; an issue highly overlooked in all previous relevant research work. Connecting the physical domain to the canonical domain shall help to deal with the irregularities in terms of the compatibility between capacity provisioning and service demand by defining a uniform distribution that makes it easier to dimension and accordingly plan the resource distribution, as the work in the canonical domain is easier and more efficient than the analysis of the irregular spatio-temporal model of users' requests.
III. PROBLEM FORMULATION
In the emerging environment whereby mobile services are mostly hosted in the cloud and demands for these services are constantly varying, the evaluation of resource management policies in the cloud is very challenging, mainly when it involves other parameters, such as the different configurations of physical resources, the different software stacks, users' profiles and their constantly changing preferences, and QoS requirements [2] , [29] . To efficiently provision and manage such cloud resources, simulating and modeling the users' consumption of mobile services must overcome the nonuniform barrier, yet mostly neglected. Our paper proposes an optimal placement of virtual resources, under the constraint of predefined EC positions, to serve the end users' demands for services, expressed by the generated signaling messages. As will be detailed later, this placement is essentially based on canonical domains obtained using the Schwartz-Christoffel conformal mapping.
A. Problem Description
The objective of this paper is to instantiate VMs in optimal positions for serving the variant users while the QoE is ensured and the cost is minimized. We assume that the network consists of a set of ECs, whereby each one is supposedly, positioned in an optimal place (i.e., at the network edge) in closer proximity to where data are generated (Edge computing paradigm). Let consider the usage of a vertical in the envisioned area translated by the generation of signaling messages from UEs. We can summarize the target problem through the following question: How many VMs and in which ECs shall one instantiate them in order to optimally cope with the generated signaling messages? Here, VMs shall be instantiated in a cost-efficient manner while ensuring QoS, and reducing both the end-to-end latency and the energy consumption. These requirements are difficult as the service deployment has a complicated non-uniform distribution [18] , [19] . It is therefore difficult to directly decide where to position VMs. To simplify the problem, the conformal mapping technique can be used to obtain a uniform distribution of signaling messages. This will be detailed in Section IV.
B. Service Usage
The deployment of the services in our system is given as follows:
• Since sessions' lengths are highly variable, users are assumed to connect to each service following a Zipf distribution, which is of the form: βe −α where β is the scaling factor and α denotes a constant exponent.
• The inter-arrival time of the i th and (i + 1) th sessions is given as time series a(i ) defined by
is fitted to a log-normal distribution.
• The service demand volume V S D is modeled in terms of inter-arrival and session times. It denotes the average number of users in the system. V S D is therefore expressed by:
where -μ and σ are the mean and standard deviation of the variable natural logarithm, respectively. -The mean for the log normal distribution is:
Also, it is worth noting that the density function f X , for the Zipf distribution, of X is such that, for every x:
And that:
IV. CANONICAL DOMAIN FRAMEWORK CORE
In this section, we will define the main functions used for our canonical domain framework, namely the mapping transformation functions (i.e., transformation from the physical domain to the canonical domain and vice-versa), the service density distribution functions δ and δ in the physical domain and the canonical domain, respectively, and the Voronoi diagram algorithm. In addition, we define the algorithm of the CDSP-F core function.
As illustrated in Fig. 1 , within the CDSP-F Framework, services are distributed non-uniformly and ECs are positioned in predefined positions. The spatial transformation function F helps to map every point of the physical domain to a point in the canonical domain. The service distribution in the canonical domain is uniform and such a regular distribution makes it easier to decide where to instantiate VMs and place VNFs. The inverse spatial transformation F −1 helps to map the created VM/VNF positions into the physical domain, which are finally assigned to the ECs in place, resulting in an optimal virtual resource deployment and an optimal VNF placement.
A. The Spatial Transformation Functions of CDSP-F
A conformal map is the transformation of a complex valued function from one coordinate system to another. This is accomplished by means of a transformation function that is applied to the original complex function. The original complex function defines the physical domain A (i.e., nonuniform distribution) and the obtained new function (using the given transformation) defines the canonical domain R (i.e., uniform distribution). The canonical domain which mimics this uniform distribution is depicted in Fig. 2 . The idea behind this paper is to translate the non-uniform service usage/demand (physical domain) distribution using the transformation function of the Schwartz-christoffel conformal mapping into a canonical domain, whereby the service demand distribution is uniform. Let (x, y) and (u, v) denote the physical domain and the canonical domain, respectively. The idea, herein, is when we get the uniform service demand distribution, we uniformly deploy the variant VMs that satisfy these demands at the required QoE and in the most costefficient way. This deployment of variant VMs in a uniform fashion becomes a straight forward process. Then, using the inverse function of Schwartz-christoffel, we can get the real positions of those VMs (x, y) in the physical domain from their original positions in the canonical domain (u, v).
The signaling messages are generated within a circle which has a radius R while for the sake of efficiency as stated in [27] , the targeted canonical domain is mapped as a rectangle divided into rectangular tiles. The mapping function that maps every point (u, v) in the circle to a point (x, y) in the square region and the inverse function must be found. This function must have derivative equations such that (u, v) = F(x, y) and (x, y) = F −1 (u, v) . In other words, F will map each point (u, v) to point (x, y).
We model the service usage distribution in the simulation area as a rectangular grid inside the circle (the radius of the circle is equivalent to the radius of service deployment R (Fig. 2) . The general form of the mapping function F is given as:
The choice of the analytic components u and v reflects our spatial service demand distribution, which is graphically fitted to a rectangular grid within a circle (Fig. 1 ). x and y are obtained simply by applying the inverse function, reflected by the incomplete elliptic integral of the first kind E f . Thus, using [21] , we can write u, v, x and y as follows:
where
• K e is a constant which depends on the radius R. Its exact value is the complete Legendre elliptic integral of the 1 st kind with modulus m. This constant arises from Schwarz and Christoffel's equations for the specific case when the desired polygonal shape is a square.
• cn is a Jacobi elliptic function.
• E f is the incomplete elliptic integral of the first kind:
The use of E f is not only motivated by the fact that the incomplete elliptic integral of the first kind was extensively studied for the development of the theory of the double periodic functions, called elliptic functions, but most importantly:
is an analytical function of z and m which are defined over C 2 which allows its use for conformal mapping (i.e., it preserves angles throughout the whole mapping) and ii) through the inverse Jacobi elliptic functions we have an interesting property:
Now that the mapping function F is defined, we can obtain the positions of each signaling message in the canonical domain based on their positions in the physical domain and use its reverse to obtain the positions of VMs in the physical domain based on their positions in the canonical domain. The question is about how we can link the service distribution δ to the mapping function F (physical domain) in order to be able to deduce the uniform service distribution δ´obtained using F −1 .
B. Service Density Distribution
In this subsection, we determine the service density distribution δ´that will enable the positioning of VMs in the canonical domain. We define the service density distribution in the canonical domain as follows.
Considering the physical concept of mass density, an object is dense if it has an important amount of mass for it is relatively small. Similarly, we can say that a region is dense if it has a large amount of signaling messages for it is relatively small. We can start by writing that:
whereδ is the density (i.e the ratio of the mean of signaling messages and spatial volumeV ) and |S m | is the mean of signaling messages. We can go further and suppose that the region is divided into smaller and smaller areas and consider the density of each area. Let us think of it as a continuum which is the case of the physical domain we are considering. We can take the process to the limit where we are finding the density at each point in the area. This will result in the following:δ
where the limit reflects the shrinking of the spatial volume under consideration. The reverse process of calculating the mean of signaling messages of a given small area a is an integral over the spatial volume:
Using the probability density, we replace "mean of signaling messages" with "probability" and spatial volumeV with volume V in the parameter space considering that our signaling messages follow the log normal distribution. This will result in the following:
Note that S m and V depend on the inputs of the simulation (e.g., number of signaling messages, inter-arrival of sessions, and average duration of a session). The analysis in the canonical domain aims at finding the number of VMs that is required to satisfy the uniformly distributed service demand with volume V along with their locations. We chose the rectangular tiling for the sake of efficiency. As the service demand is uniformly distributed in R, the uniform density can be written as follows [27] :
where W and H denote the width and height of the rectangle, respectively. L denotes the number of VM clusters. It can be obtained as follows:
To distribute the VMs uniformly within the rectangular tiles, taking into consideration the data usage generated in the canonical domain, we denote by L Argmin the effective number of VMs needed as follows:
where x is the variable data usage of given signaling messages.
To illustrate this with more clarity, we consider the following example. We assume that three services are used in three different places of the canonical domain; namely Position 1, Position 2, and Position 3, whereby Service 1 generates 600Mb of traffic, Service 2 generates 300Mb of traffic, and Service 3 generates 400Mb of traffic. We assume that each VM can process up to 100Mb. Thus, using Equation (18) , L Argmin (1) = 6, L Argmin (2) = 3, and L Argmin (3) = 4. This corresponds to 6 VMs to process Service 1, 3 VMs for Service 2 and 4 VMs for Service 3. These VMs are then positioned on the tiles which are the closest to service generation (i.e., Position 1, Position 2, and Position 3).
C. VM Clustering Using the Voronoi Diagram
For the finite set of VM positions p = { p 1 , p 2 , . . . , p n } in the physical domain, where each position p k is considered as a point with latitude and longitude coordinates. A corresponding Voronoi EC position k consists of every point in the plane of which the distance to p k is less than or equal to its distance to any other p i . Each such EC position is obtained from the intersection of half-spaces. The line segments of the Voronoi diagram are all the points in the plane that are equidistant to the two nearest sites. The Voronoi vertices (nodes) are the points equidistant to three (or more) sites (Fig. 3) . Formally, given n EC sites { 1 , 2 , . . . , n } in a distance space (X, H), the Voronoi partition X into regions {vo 1 , vo 2 , . . . , vo n } for VM positions p = p 1 , . . . , p n is carried out, based on the Haversine distance function H , such that:
• r is the Earth's radius (mean radius = 6,371km).
• c is the angular distance in radians.
• a is the square of half the chord length between the points x and i . Fig. 3 . Illustration of the clustering of VMs using the Voronoi diagram.
• φ 1 , α 1 are the latitude and longitude values, in radians, of x, respectively. • φ 2 , α 2 are the latitude and longitude values, in radians, of i , respectively. Note that Equations (20), (21), and (22) concern the calculations of the Haversine method, which is an approach to calculate the great-circle distance between two points on the basis of a spherical Earth (ignoring the ellipsoidal effects as the Earth is very slightly ellipsoidal) [1] . This spherical model gives errors, typically up to 0.3% which we can consider negligible, and hence the calculations can be assumed accurate.
D. Algorithm of the Core Function of CDSP-F
As defined in Algorithm 1, the first step consists of collecting the positions where the data were generated in the current snapshot of time. In the second step, using mapping functions (6) and (7), which map every point of the physical domain to its corresponding one in the canonical domain, we obtain the positions of signaling messages (i.e., data) in the canonical domain. In the third step, due to the uniform nature of the canonical domain, we divide the canonical domain in rectangle tiles using Equations (8) and (9), which map every point of the canonical domain to its corresponding one in the physical domain, and using the argmin function (18) , which determines how much resources are needed in the given rectangle tile. This results in positioning the VMs that could fulfill the requests generated in each tile of the canonical domain. In the fourth step, we apply equations (8) and (9) to obtain the positions of generated VMs in the physical domain. In the last step, using the Voronoi diagram (See Equation (19) which determines how the VM clusters for ECs are defined, and Equations (20), (21) , and (22) which measure the Haversine distance between VM positions in the physical domain for the Voronoi diagram), we allocate the needed VMs to their corresponding ECs in place.
V. EXPERIMENTATION AND RESULTS
In this section, we evaluate the performance of the proposed CDSP-F solution and compare it against the performance of existing base-line approaches, which are i ) an adaptation of 
CreateNewVM(NeededResources i , U i , V i ) ; 6: else 7: UpdateCurrentVM(NeededResources i ) ; 8: end if 9: end for 10: the Best Fit Algorithm (BFA) [3] , [13] and ii) the Random Fit Algorithm (RFA) [28] . The variant solutions are evaluated in terms of the following metrics:
• End-to-End delay: This metric is defined as the end-toend delay between variant UEs and the VMs handling their requests. Formally, the end-to-end delay is computed as the maximum Euclidean distance between the UEs and their respective VMs; • Cost: This metric is defined as the cost for handling the variant traffic generated from variant UEs. In this paper, we considered the cost of a solution as the total number of VMs instantiated in the cloud by each solution; • Execution time: This metric is defined as the time needed to execute each Algorithm. For each solution, we practically subtract its finishing time from its starting time. The variant algorithms are evaluated by using our Javabased simulator that defines a spatio-temporal model of mobile service usage over a particular geographical area. 1 It enables to simulate the behavior of a group of mobile users, in terms of mobility patterns and mobile service consumption. The output of the tool is the number of handoff operations, tracking area updates, and service requests issued over a specific geographical area during a specific time window. Knowing these values and based on the performance of VNFs of Mobile Networks (e.g., Mobility Management Entity and Serving Gateway) when running over specific virtual resources (e.g., CPU and memory), one can optimally decide where to instantiate the VMs over the edge cloud and how much virtual resources to use.
All algorithms are executed in the same environment using Ubuntu 16.04 on an Intel Core i5 2 core CPU and 8 GB of RAM. The algorithms are evaluated by varying the radius of deployment area and the number of signaling messages. We conducted two sets of experiments: i ) First, we fixed the radius of the target area to 20 km; ii) Second, we fixed the radius area to 40 km. In both experiments, we varied the number of signaling messages from 0 to 2600.
A. End-to-End Delay
In this subsection, we show the impact of signaling messages on the end-to-end delay. Figs. 4 show the performance of variant solutions in terms of delay. Fig. 4(a) shows the endto-end delay for the network area of 20 km radius, whereas Fig. 4(b) shows the end-to-end delay for the network area of 40 km radius. The first observation that we can draw from these figures is that the number of signaling messages has a negative impact on the end-to-end delay. This can be explained as follows: The higher the number of signaling messages in the network is, the higher the possibility for UEs to be far away from their VMs is, thus the longer the end-to-end delay gets. From these figures, we also observe that CDSP-F exhibits better performance in terms of end-to-end delay.
From Fig. 4(b) , the end-to-end delay of CDSP-F does not exceed 2000, while the other base-line solutions exceed 2300.
When the number of signaling messages is low (inferior to 300) the gap in terms of end-to-end delay is relatively low for the three algorithms. As the number of signaling messages increases, the analysis in the canonical domain gives better 1 Network Slice Planner: http://mosaic-lab.org/implementations.aspx positions of VMs in terms of distance to where the signaling messages are triggered, which encourages their usage by the neighboring UEs and impacts positively the total number of created resources without an impinge on the delay. Moreover, as the CDSP-F scheme continues to give satisfying results, the gap compared to BFA and RFA becomes more important, when the number of signaling messages is high and the deployment area is bigger (i.e., from a 20 km radius area to a 40 km radius area).
B. Number of Activated VMs
In this subsection, we evaluate the variant solutions in terms of cost, defined as the total number of VMs which should be instantiated across the available ECs. Fig. 5 shows the performance of the different solutions in terms of cost (number of activated VMs). Fig. 5(a) shows the cost for the network area of 20 km radius, whereas Fig. 5(b) shows the cost for the network area of 40 km radius.
The first observation that we can draw from these figures is that the number of signaling messages has a negative impact on the cost, due to the fact that more virtual resources become needed when the end-users generate higher number of signaling messages. The performance gap related to the number of activated VMs is very important when the radius of service deployment area increases; this can be explained by the need to create resources in the proximity of end-users that generate these signaling messages. These resources are randomly generated by the RFA scheme, which is translated into the continuously high number of activated VMs, while the BFA and CDSP-F schemes have similar numbers of activated VMs, with better results in favor of the CDSP-F scheme not exceeding 210 V Ms in Fig. 5(b) . On the one hand, the BFA scheme is known for seeking for VMs with the best available resources, which encourages the reutilization of existing resources. On the other hand, the analysis in the canonical domain has a positive impact on positioning VMs closer to UEs, without an impinge on the reutilization of available resources. The most interesting observation is that in comparison to BFA and RFA, the clustering of VMs based on their deployment in the canonical domain helps reducing the number of VMs without negatively impacting the end-to-end delay, especially in case a high number of signaling messages is generated across a wider area. Fig. 6 shows the impact of the number of signaling messages on the execution time of each individual solution. While Fig. 6(a) shows the performance of the algorithms in the area with radius 20 km, Fig. 6(a) shows their performance in the area with radius 40 km. The first observation that we can draw from these figures is that the number of signaling messages has a negative impact on the execution time of each solution. From the obtained results, we observe that the execution time of the proposed CDSP-F solution requires more time than the ones of the base-line approaches. This is due to the complex computation needed by CDSP-F. Moreover, the gap in execution time between CDSP-F and the baseline approaches sharply increases along with growth in the number of signaling messages. For example, when the number of signaling messages reaches 2600, the execution time of the base-line approaches does not exceed 100 ms, while it reaches 600 ms in case of CDSP-F. From Figs. 4, 5 and 6, we observe that CDSP-F outperforms the base-line approaches in terms of end-to-end delay and the total number of activated VMs. However, this comes with an inevitable cost, which is in terms of the execution time. Based on the observation that these solutions would be executed off-line and only once, and the new generation of servers have high computational capacities, the execution time factor can be neglected.
C. Execution Time

VI. CONCLUSION
Due to the dynamic and constantly changing characteristics of mobile edge clouds, we proposed in this paper the analysis of service usage and VM deployment in the canonical domain which is obtained by means of Schwartz-Christoffel conformal mappings. The transformation functions of such a mapping helps obtaining a uniform distribution of service consumption over a specific geographical area, thus ushering efficient ways to quantify and define the needed virtual resources in MECs to meet the requirements of services consumed by UEs. Our initial modeling gave satisfying results and showed the interesting features of the usage of conformal mapping, as it enhanced the end-to-end delay and reduced the total number of activate VMs, and that is in comparison to the best fit and the random fit algorithms. In an environment characterized by redundant patterns, we intend to propose an improved version of CDSP-F, which iterates the steps mentioned in Section IV-D on the data generated in relevant snapshots of time (i.e., peak hours, weekends, holidays) and extracts patterns that will allow the prediction of optimal VM positions, composing a knowledge-based prediction database. The latter will be used to answer to the following question: Based on previous placement decisions and in scenarios with similar patterns, how to predict near-optimal VNF positions? In addition to that, we intend to go further and investigate how to personalize and optimize the modeling of canonical domains for specific VNFs (e.g., mobility anchoring gateways such as S-GW in EPC and data anchoring gateways such as P-GW in EPC).
