Abstract. We present several results on smoothness in Lp sense of filtering densities under the Lipschitz continuity assumption on the coefficients of a partially observable diffusion processes. We obtain them by rewriting in divergence form filtering equation which are usually considered in terms of formally adjoint to operators in nondivergence form.
Introduction
For the author, one of the main motivations for developing the theory of stochastic partial differential equations (SPDEs) is its relation to the filtering problem for partially observable diffusion processes. This problem's setting is as follows. Let (Ω, F, P ) be a complete probability space with an increasing filtration {F t , t ≥ 0} of complete, with respect to (F, P ), σ-fields F t ⊂ F. Denote by P the predictable σ-field in Ω × (0, ∞) associated with {F t }. Let d ≥ 1, d 1 > d, and d 2 ≥ d 1 be integers and w t be a d 2 -dimensional Wiener process with respect to {F t }. Let K, T, δ > 0 be fixed finite constants.
Consider a d 1 -dimensional two component process z t = (x t , y t ) with x t being d-dimensional and y t (d 1 − d)-dimensional. We assume that z t is a diffusion process defined as a solution of the system dx t = b(t, z t )dt + θ(t, z t )dw t , dy t = B(t, z t )dt + Θ(t, y t )dw t (1.1) with some initial data. The coefficients of (1.1) are assumed to be vector-or matrix-valued functions of appropriate dimensions defined on [0, T ] × R d 1 . Actually Θ(t, y) is assumed to be independent of x, so that it is a function on [0, T ] × R d 1 −d rather than [0, T ] × R d 1 but as always we may think of Θ(t, y) as a function of (t, z) as well.
The component x t is treated as unobservable and y t as the only observations available. The problem is to find a way to compute the density π t (x) of the conditional distribution of x t given y s , s ≤ t. Finding an equation satisfied by π t (filtering equation) is considered to be a solution of the (filtering) problem. Filtering equations turn out to be particular cases of SPDEs.
The history of filtering equations for diffusion processes is long and its beginning is controversial. Probably, the first filtering equations were published in [St60] . They turned out to be plain wrong. Then in [Ku64] other equations were proposed, see for instance equation (5) of [Ku64] . However, it is hard to make sense of these equations because most likely some terms appeared from stochastic integrals written in the Stratonovich form and the others appeared from the Itô integrals. Perhaps, the author of [Ku64] realized this too and published an attempt to rescue some results of [Ku64] in [Ku67] . This attempt turned successful for simplified models without the so-called cross terms.
Meanwhile, in [Sh66] the correct filtering equations in full generality, yet assuming some regularity of the filtering density, were presented and then in [LS68] they were rigorously proved. This is the reason we propose to call the filtering equations in the case of partially observable diffusion processes Shiryaev's equations and their particular case without cross terms Kushner's equations.
In case d = 1 the result of [Sh66] is presented in [LS01] on the basis of the famous Fujisaki-Kallianpur-Kunita theorem (see [FKK] ) about the filtering equations in a very general setting (much more general than in [LS68] ). Some authors even call the filtering equation for diffusion processes the Fujisaki-Kallianpur-Kunita equation.
By adding to the Fujisaki-Kallianpur-Kunita theorem some simple facts from the theory of SPDEs, the a priori regularity assumption was removed in [KR78] and under the Lipschitz and uniform nondegeneracy assumption the L 2 -version of Theorem 2.6 was proved. The basic result of [KR78] is that π t ∈ H 1 2 . It is also proved that if the coefficients are smoother, π t (x) is smoother too. The nondegeneracy assumption is removed in [R90] on the account of assuming that θθ * is three times continuously differentiable in x. It is again proved that π t ∈ H 1 2 and π t is even smoother if the coefficients are smoother.
In [K99] the results of [KR78] were improved, θθ * is assumed to be twice continuously differentiable in x and it is shown that π t ∈ H 2 p with any p ≥ 2. The above mentioned results of [KR78] , [R90] , and [K99] use the filtering theory in combination with the theory of SPDEs, the latter being stimulated by certain needs of filtering theory. It turns out that the theory of SPDEs alone can be used to obtain the above mentioned regularity results about π t without knowing anything from the filtering theory itself. It also can be used to solve other problems from the filtering theory.
The first "direct" (only using the theory of SPDEs) proof of regularity of π t is given in [KZ00] in the case that system (1.1) defines a nondegenerate diffusion process and θθ * is twice continuously differentiable in x. It is proved that π t ∈ H 2 p with any p ≥ 2 as in [K99] . Advantages of having arbitrary p are seen from results like our Theorem 2.7. Of course, on the way of investigating π t in [KZ00] filtering equations are derived "directly" in an absolutely different manner than before (on the basis of an idea from [KR81] ). In this article we relax the smoothness assumption in [KZ00] to the assumption that the coefficients of (1.1) are merely Lipschitz continuous, the assumption which is almost always supposed to hold when one deals with systems like (1.1). We find that π t ∈ H 1 p . Thus, under the weakest smoothness assumptions we obtain the best (in the author's opinion) regularity result on π t . In particular, we prove that if the initial data is sufficiently regular, then the filtering density is almost Lipschitz continuous in x and 1/2 Hölder continuous in t. However, we still assume z t to be nondegenerate. Our approach is heavily based on analytic results. There is also a probabilistic approach developed in [Kn97] and based on explicit formulas for solutions initiated in [Pa79] and later developed in [KR81] and [Kn82] (also see references therein). This approach cannot give as sharp results as ours in our situation.
It seems to the author that under the same assumptions of Lipschitz continuity, by following an idea from [K79] one can solve another problem from filtering theory, the so-called innovation problem, and obtain the equality σ{y s , s ≤ t} = σ{w s , s ≤ t}, wherew t is the innovation Wiener process of the problem (its definition is reminded in Section 2). Recall that for degenerate diffusion processes the positive solution of the innovation problem is obtained in [Pu84] again on the basis of the theory of SPDEs under the assumption that the coefficients are more regular.
By the way, in our situation, if the coefficients are more regular, the filtering equation can be rewritten in a nondivergence form and then additional smoothness of the filtering density, existence of which is already established in this article, is obtained on the basis of regularity results from [K99] .
The article is organized as follows. In Section 2 we state our main results part of which is proved in the same section. In Sections 3 and 4 we prove Theorems 2.6 and 2.8, respectively. Section 5 contains a collection of results from the theory of SPDEs which we use in the previous sections.
As it is done traditionally in filtering theory we consider finite-dimensional driving Wiener processes. However, our results will be based on the theory of SPDEs, outlined in Section 5, with countably many Wiener processes. We leave to the reader to do some trivial modifications in Section 5 in order to be able to apply its results in such cases.
Main results
First we state and discuss our assumptions. 
whereθ * is the transpose ofθ and the summation convention is imposed.
Remark 2.1. System of equations (1.1) can be now written as
Assumption 2.2. The process z t is uniformly nondegenerate: for any λ, z ∈
Traditionally, Assumption 2.2 is split into two following assumptions in which some useful objects are introduced. These assumptions were also used in the past to reduceθ to the so-called triangular form by replacing w t with a different Brownian motion. is a bounded function of (t, y).
Remark 2.2. Assumption 2.3 follows from Assumption 2.2 and, furthermore,
Assumption 2.4. For any ξ ∈ R d , z = (x, y) ∈ R d 1 , and t > 0, we have
where Q is the orthogonal projector on Ker Θ. In other words,
Remark 2.3. From (2.4) we see that θθ * is uniformly positive definite with constant of positivity δ. Also, it turns out that (2.4) holds under Assumption 2.2. Indeed, take a ζ = (ξ, Ψη)
which is even stronger than (2.4). 
whereη = Ψ −1 η, and ε ∈ (0, 1). By using the inequality 2(µ, ν) + ε|µ| 2 ≥ −ε −1 |ν| 2 we see that
and by taking N such that Ψ ≤ N (δ ij ), for which ΘΘ * ≥ N −2 (δ ij ), we conclude
where the last inequality follows from (2.4). Finally, ΨΘθ * is a bounded function, so that, for a constant N 1 ,
For ε sufficiently close to 1 the last expression is greater than δ 1 |ζ| 2 with a constant δ 1 > 0, which is equivalent to the uniform ellipticity ofã.
Before stating the next assumption we remind the reader that, for γ ∈ R and u ∈ C ∞ 0 (R d ) one introduces (1 − ∆) −γ/2 u by means of the Fourier transform. Then, for p ∈ (1, ∞), one defines the spaces of Bessel potential H γ p (R d ) as the set of distributions obtained as the closure of C ∞ 0 (R d ) with respect to the norm
One important and highly nontrivial piece of information is that
Assumption 2.5. The random vectors x 0 and y 0 are independent of the process w t . The conditional distribution of x 0 given y 0 has a density, which we denote by π 0 (x) = π 0 (ω, x). We have p ≥ 2 and π 0 ∈ L p (Ω, H 1−2/p p (R d )) (actually, we need slightly less, see Remark 3.1).
Next we introduce few more notation. Let
In the remainder of the article we use the notation
and as above we use the summation convention over all "reasonable" values of repeated indices, so that the summation in (2.6), (2.7), (2.8), and (2.9) is done for i, j = 1, ..., d (whereas in (2.2) for i, j = 1, ..., d 1 ). Observe that Lipschitz continuous functions have bounded generalized derivatives and by
we mean these derivatives. From Remark 2.3 we have that the operator L defined by (2.6) is uniformly elliptic with constant of ellipticity δ.
Finally, by F y t we denote the completion of σ{y s : s ≤ t} with respect to P, F.
Let us consider the following initial value problem
. Equation (2.10) is called the Duncan-Mortensen-Zakai or just the Zakai equation.
We understand this equation and the initial condition in the following sense. We are looking for a functionπ =π
where by (f, ϕ) we mean the action of a generalized function f on ϕ, in particular, if f is a locally summable,
Observe that all expressions in (2.11) are well defined due to the fact that the coefficients ofπ and of D iπ are bounded and appropriately measurable andπ,
Hence, equation (2.10) has the same form as (5.1) and the existence and uniqueness part of Lemma 2.5 below follow from Theorem 5.1 and Remark 3.1. The second assertion of the lemma follows from Theorem 5. 4 .
In all what follows in the main part of the article we suppose that Assumptions 2.1, 2.2, and 2.5 are satisfied.
Lemma 2.5. There exists a unique solutionπ of (2.10) with initial condition π 0 in the sense explained above. In addition,
Here is a basic result of filtering theory for partially observable diffusion processes. Its relation to the previously known ones is discussed above.
Theorem 2.6. Letπ be the function from Lemma 2.5. Then
s.) and for any t ∈ [0, T ] and real-valued, bounded or nonnegative, (Borel) measurable function f given on
(2.13) Equation (2.13) shows (by definition) that
is a conditional density of distribution of x t given y s , s ≤ t. Since, generally, (π t , 1) = 1, one callsπ t an unnormalized conditional density of distribution of x t given y s , s ≤ t.
The following is a direct corollary of Theorem 5.5.
Theorem 2.7. Let π 0 be a nonrandom function and In filtering theory usually the following theorem is proved before anything else is done. We do not need it for proving the above results and give the proof just to show that the L p -theory of SPDEs allows one to get all basic results from filtering theory.
Historically, P t [β] was introduced by (2.16) and shown to have (a modification possessing) appropriate measurability properties. Thenπ t used to be defined as the density of conditional distribution of x t given F y t divided by an appropriate modification of
(2.14)
where
In this case (π t , 1) −1 turns out to be this same appropriate modification of (2.14) (cf. our (3.20)).
The most surprising statements in Theorem 2.8 are assertions (iv) and (v). In (iv) the difference of two Wiener processesw t andw t (that the latter is a Wiener process is checked in the proof of Lemma 3.3) is asserted to be a differentiable nontrivial function.
Assertion (v) shows that (2.14), which is a conditional expectation of a martingale, is again a martingale and, moreover, while evaluating it we can just put conditional expectations ofβ s given F y s in place ofβ s in the expression of ρ t with simultaneous replacement ofw withw. 
Theorem 2.8. (i) The process (π t , 1) is continuous in t (a.s.) and (a.s.) for all
(2.16) (iv) The processw We will use some notion and results from the theory of SPDEs, which are recalled in Section 5. From now on we drop
with N independent of π 0 .
As is mentioned before Lemma 2.5, by Theorem 5.1 and Remark 3.1, there exists a unique solutionπ ∈ H 1 p (T ) of (2.10) with initial condition π 0 . By Theorem 5.4,π t ≥ 0 for all t ∈ [0, T ] (a.s.). By Theorem 5.5,π t is a continuous L p -valued process and
Now, we prove three auxiliary results.
Lemma 3.2. Let ξ t , ξ n t , n = 1, 2, ..., t ∈ [0, T ], be k-dimensional continuous semimartingales such that, for any t ∈ [0, T ], ξ n t → ξ t in probability as n → ∞. Assume that
where α t and α n t are predictable processes bounded by the same nonrandom constant and m t and m n t are martingales such that Assume that on [0, T ]×R l ×R k we are given functions f n t (x, y) and f t (x, y) such that they are uniformly bounded and f n → f in measure as n → ∞.
Proof. It suffices to show that any subsequence {n ′ } of integers has a subsequence {n ′′ } such that f n ′′ t (x, ξ n ′′ t ) → f t (x, ξ t ) in measure. Since any subsequence {n ′ } has a subsequence {n ′′ } such that f n ′′ → f almost everywhere, by having in mind renumbering if needed, we may assume that for the original sequence we have f n → f almost everywhere. In that case for almost any x ∈ R l , f n t (x, y) → f t (x, y) and, if we prove that for each such x we have f n t (x, ξ n t ) → f t (x, ξ t ) in measure on Ω × [0, T ], then
which after being integrated with respect to x would shows that f n t (x,
It follows that we only need to prove that, if on [0, T ] × R k we are given functions f n t (y) and f t (y) such that they are uniformly bounded and f n → f (t, y)-almost everywhere as n → ∞, then
Furthermore, since the coefficients α n , α, γ n , and γ are uniformly bounded
as R → ∞. Therefore, if for any R ∈ (0, ∞) we know that (3.2) is true provided that f n t (y) and f t (y) vanish for |y| ≥ R, then by applying this result in the general case to f n t (y)I |y|<R and f t (y)I |y|<R we would obtain that
where N is independent of R. This would imply (3.2) in the general case. This shows that without restricting generality we may assume that for an R ∈ (0, ∞) the functions f n t (y) and f t (y) vanish if |y| ≥ R. Now observe that the left-hand side of (3.2) is majorated by I n + J n , where
We recall a result of [K77] implying that for any g ∈ L k+1 ([0, T ] × R k ) we have
where N is independent of n and g. We apply this result to g = f n − f and observe that these functions are uniformly bounded, vanish for |y| ≥ R, and tend to zero in measure. Hence, their L k+1 ([0, T ] × R k )-norms tend to zero. This implies that I n → 0.
Next, notice that for any function g
where N is independent of g. For any ε > 0 we can find a smooth g such that the second term on the right in (3.3) will be less than ε. In addition, the first term vanishes for smooth g since ξ n t → ξ t in probability for any t. Since ε is arbitrary, it follows that the left-hand side of (3.3) equals zero. The lemma is proved.
The following result with its proof is an adaptation of Lemma 5.1 of [KZ00] and its proof. 
Since Ψ t is F y t -adapted, the processŵ t is F y t -adapted too. Furthermore, Ψ s Θ s Θ * s Ψ s is a unit matrix so that by Lévy's theoremw t is a Wiener process. We want to change the probability measure so thatŵ t would become a Wiener process with respect to this new measure. Define
The process ρ t is an exponential local martingale. Sinceβ is bounded, ρ t is square integrable, so that Q is a probability measure. Since
andw t is a Wiener process on (Ω, F, P ), by Girsanov's theorem,ŵ t , t ∈ [0, T ], is a Wiener process on (Ω, F, Q) with respect to the filtration {F t }.
As has been noticed before, it is F y t -adapted and, obviously, F y t ⊂ F t , so that (ŵ t , F y t ) is a Wiener process. Now rewrite (2.10) as We have already mentioned thatπ ∈ H 1 p (F · , P, T ). We want to derive thatπ t is F y t -adapted from the uniqueness by showing thatπ =π because both are F t -adapted solutions of the same equation. The only obstacle is that the norms in H 1 p (F · , Q, T ) and H 1 p (T ) are different. To overcome this obstacle, we are going to use stopping times.
For integers n define
Obviously, τ (n) are F y t -stopping times and F t -stopping times. Furthermore,
This and the equation (cf. (3.5))
). By the above mentioned uniqueness,π t = π t on | (0, τ (n)]] (a.e.). Since both functions are continuous in t ∈ [0, T ] (Theorem 5.5 (i)), we have that
are indistinguishable, and since one of them is F y t -adapted, so is the other. We conclude thatπ t I 0<t≤τ (n) is F y t -adapted, which after letting n → ∞ yields the result. The lemma is proved.
Assertion of the following lemma is a very particular case of one of the assertions of Theorem 2.8. Before stating the lemma we recall thatπ t ≥ 0 for all t ∈ [0, T ] (a.s.), so that (π t , 1) is well defined (and may be infinite).
Lemma 3.4. We have
Using (3.1) and an obvious passage to the limit, it is easy to prove that (3.7) holds not only for ϕ ∈ C ∞ 0 (R d ), but also for ϕ ∈ W 2 q with q = p/(p − 1). On R d for m = 1, 2, ... introduce the functions
Observe that for a constant N it holds that
where N 0 is a constant independent of m and the arguments of the functions involved. By plugging in (3.7) the function ϕ m in place of ϕ, we obtain
By using Itô's formula for transforming
and using (3.9) we see that
It follows that process (3.11) is a supermartingale. It is continuous and nonnegative. Therefore,
Upon letting m → ∞ and using the monotone convergence theorem we come to (3.6) and the lemma is proved. Proof of Theorem 2.6. Take a nonnegative ζ ∈ C ∞ 0 (R d 1 ), which integrates to one and for n = 1, 2, ... set
Also introduce mollifications of one of the coefficients of (1.1) by
where the convolutions is taken with respect to z. The function ζ can be considered as the density of a random variable. If needed, we extend our initial probability space in such a way that it would allow us to introduce a new random R d 1 -valued vector ξ having density ζ and such that ξ is independent of z 0 and the process w t , t ≥ 0.
After that, for n = 1, 2, ..., we consider the following modification of (1.1):
Observe that the conditional distribution of x (n) 0 given y 0 has a density equal to π (n) 0 = ζ n * π 0 . Since θ(t, x, y) is Lipschitz in x (even in (x, y) ) we have |θ(t, z)−θ (n) (t, z)| ≤ N n −1 , where N is independent of n, t, z. This shows that system (3.12) satisfies Assumption 2.2 for all large n. In addition θ (n) possesses enough smoothness in order for the results of [KZ00] to be applicable. For all large n, it follows that, for any smooth bounded and nonnegative function c t (y)
is the solution of equation (2.10) corresponding to system (3.12) with initial conditionπ
is introduced as in (3.4) on the basis of (3.12):
t ). Later on we will also use the following notation for other coefficients of equation (2.10) corresponding to system (3.12). Introduce
t . Since we know thatπ (n) t ≥ 0, it follows from the validity of (3.13) for all ϕ ∈ C ∞ 0 (R d 1 ), that it is also valid for all Borel nonnegative or bounded ϕ. In particular, for any f ∈ C ∞ 0 (R d ) (independent of y) we have
(3.14)
Our next step is to pass to the limit in (3.14) as n → ∞. It is a standard fact that for any m > 0
which, in particular, implies that the left-hand sides of (3.14) tend to
Furthermore, the process ρ
is the solution of the linear equation
and observe that the processes γ (n) t and γ t are bounded. Furthermore, it follows from (3.15) that for any m > 0
which in turn implies that
for almost all (t, x, y). Therefore, applying Lemma 3.2 shows that (3.16) holds. Now by Theorem 5.2 and Hölder's inequality we conclude
This along with the above investigation of other terms in (3.14) yields after letting n → ∞ that
The arbitrariness of c leads to
(3.18)
Observe that on the set of ω where
The arbitrariness of f shows that on the said set (a.s.) 1 = E 1 | F y T = 0 and consequently (3.19) can only happen with probability zero.
Furthermore, by Theorem 5.4 we haveπ t ≥ 0. A standard measuretheoretic argument then shows that (3.18) holds for all nonnegative Borel f rather than only for f ∈ C ∞ 0 (R d ). By taking f ≡ 1 we see that
Coming back to (3.18) we conclude
for any nonnegative and any bounded Borel f as well. Obviously, one can replace here T with any t ∈ [0, T ] and to prove Theorem 2.6 it only remains to show that (a.s.) relation (2.12) holds for all t ∈ [0, T ]. The second inequality in (2.12) holds due to Lemma 3.4. To prove the first one it only remains to observe that by the above for each particular t ∈ [0, T ] with probability one
and by Theorem 5.5 the above integral is continuous in t with probability one. The theorem is proved.
Proof of Theorem 2.8
To prove (i) we first show that the right-hand sides of (3.10) converge as n → ∞ uniformly in t ∈ [0, T ] in probability to the right-hand side of (2.15). Owing to (3.8) and (3.6)
where N is the constant from (3.8). Similarly one takes care of the term with ds containing the derivatives of ϕ m in the second integral on the right in (3.10). Observing that by the dominated convergence theorem and again by (3.6)
we conclude that the usual integrals on the right-hand sides of (3.10) converge as n → ∞ uniformly in t ∈ [0, T ] to the usual integral the right-hand side of (2.15) almost surely.
To show the convergence of the stochastic integrals in (3.10) to the stochastic integral in (2.15) uniform in probability it suffices (and is necessary) to show that the quadratic variation of the differences converges to zero in probability. The said quadratic variation is obviously less than a constant times
which tends to zero (a.s.) by the same reasons as above. Thus, indeed the right-hand sides of (3.10) converge as n → ∞ uniformly in t ∈ [0, T ] in probability to the right-hand side of (2.15). The left-hand sides converge for all t ∈ [0, T ] (a.s.) by the monotone convergence theorem. This proves (i). Assertion (ii) easily follows from the continuity of (π t , 1), the continuity ofπ t as an L p -valued process, and Scheffé's lemma.
In (iii) that P t [β] is bounded follows from the boundedness of β. The stated measurability properties of P t [β] are obtained by a standard measuretheoretic argument form the fact that if f (t, x, y) = α(t)β(x)γ(y), where α, β, γ are smooth functions with compact support, then and then plug in here y t in place of y in the argument of B, which is possible because B(t, x, y) is Lipschitz in y (even in (x, y) ). This finishes proving assertion (iii).
In (iv) the fact thatw t is F To check this, take any F y t -stopping time τ ≤ T and notice that τ is also an F t -stopping time, so that
By using (2.16) and the fact that, by definition, {t < τ } ∈ F y t we see that the right-hand side equals
Thus, Ew τ = 0 for any F y t -stopping time τ ≤ T which combined with the F y t -adaptedness ofw t and its continuity in t is well known to be equivalent to saying thatw t is an F y t -martingale on [0, T ]. Its quadratic variation can be evaluated as the limit of sums of products of increments and is, obviously, equal to the quadratic variation ofw t , which, as we have seen in the proof of Lemma 3.3, is a Wiener process. Therefore, the quadratic variation of w t is that of a Wiener process and by Lévy's theoremw t is itself a Wiener process with respect to F y d(π t , 1) = (π t , 1)|P t [β]| 2 dt + (π t , 1)P t [β k ] dw k t , the unique solution of which with initial data (π 0 , 1) = (π 0 , 1) = 1 is known to be given by (2.17). The theorem is proved.
(ii) There exist f i ∈ L p (τ ), i = 0, ..., d and g = (g 1 , g 2 , ...) ∈ L p (τ ) such that for any ϕ ∈ C ∞ 0 with probability 1 for all finite t ≤ τ we have (u t , ϕ) = (u 0 , ϕ) + Observe that estimate (5.5) shows a good reason for writing the free term in (5.1) in the form D i f i + f 0 , because f i , i = 1, ..., d, and f 0 enter (5.5) differently.
Here is a result about continuous dependence of solutions on the data.
Theorem 5.2. Assume that for each n = 1, 2, ... we are given functions a nij
