Abstract. We show that the logarithmic derivatives of the convolution heat kernels on a uni-modular Lie group are exponentially integrable. This result is then used to prove an "integrated" Harnack inequality for these heat kernels. It is shown that this integrated Harnack inequality is equivalent to a version of Wang's Harnack inequality. (A key feature of all of these inequalities is that they are dimension independent.) Finally, we show these inequalities imply quasi-invariance properties of heat kernel measures for two classes of infinite dimensional "Lie" groups.
, Roelcke [52] , Chernoff [10] and Strichartz [59] , we know that the L 2 (M, dV )-closure,∆ 0 , of ∆ 0 is a non-positive self-adjoint operator on L 2 (M, dV ) . Moreover, there exists an associated smooth heat kernel, (0, ∞) × M × M (t, x, y) → p t (x, y) ∈ (0, ∞) , such that p t (x, y) = p t (y, x) , For the bulk of this paper we will be considering the special case where M = G is a Lie group equipped with a left invariant Riemannian metric as we now describe. Let G be a connected finite dimensional uni-modular Lie group, g = Lie (G) be its Lie algebra, and suppose that g is equipped with an inner product, (·, ·) = (·, ·) g . Let |A| g := (A, A) for all A ∈ g. We endow G with the unique left invariant Riemannian metric which agrees with (·, ·) g at e ∈ G, i.e. the unique metric on G such that L g * : g → T g G is isometric for all g ∈ G. The Riemannian distance between x, y ∈ G will be denoted by d (x, y) .
For A ∈ g letÃ denote the unique left invariant vector field on G such that A (e) = A ∈ g and let L = i=1 is an orthonormal basis for g. As is well-known, since G is uni-modular, L is the Laplace-Beltrami operator (for example, see [21, Remark 2.2] and Lemma 6.1 below) restricted to C ∞ (G) . Since L g : G → G is an isometry for all g ∈ G, if p t (x, y) is the heat kernel on G, then p t (gx, gy) = p t (x, y) for all x, y, g ∈ G. Taking g = x −1 then implies that p t (x, y) = p t e, x −1 y . Similarly, d (gx, gy) = d (x, y) for all x, y, g ∈ G and therefore d (x, y) = d e, x −1 y . Notation 1.1. By a slight abuse of notation, let p t (x) := p t (e, x) for x ∈ G. We will refer to p t (·) as the convolution heat kernel on G and to the probability measure, dν t (x) := p t (x) dx, as the heat kernel measure on G. We also write dx for dV (x) and |x| for d (e, x) .
The following lemma is an immediate consequence of the comments above and the basic properties of p t (x, y) . 
The significance of W
T A in the above definition stems from the following integration by parts identity;
We may now state the main theorems of this paper. The proof of this theorem relies on martingale inequalities applied to the probabilistic representation forÃ ln p T (x) in Theorem 6.4. We also have another related integral bound on W T A . Theorem 1.5. Continuing the notation in Theorem 1.6 and in particular let c (·) be as in Eq. (1.7) . Then for any p ∈ (1, ∞) there is a constant, C p < ∞ such that
These theorems will be proved in Sections 5 and 6 below. Also see [22, Theorem 5.11 ] for a version of this theorem valid on a general compact Riemannian manifold and Proposition E.1 in Appendix E where we use a Hamilton type inequality to show that an inequality similar to that in Eq. (1.4) holds on any complete Riemannian manifolds whose Ricci curvature is bounded from below. However, see Remark E.2 where it is noted that, in general, we can not choose the constants appearing in Proposition E.1 to be independent of dimension.
The following theorem is a corollary of Theorem 1.4 above and Theorem 2.5 below. The details will be given in Section 3 below. From Theorem 1.6 and Lemma 1.2 we have,
for all y, z ∈ G. This form of the integrated Harnack inequality makes sense on any Riemannian manifold. We will show in Corollary D.3 of Appendix D below that Eq. (1.8) does indeed hold when G is replaced by a complete connected Riemannian manifold with Ric ≥ kI for some k ∈ R. The key point is that the estimate in Eq. (1.8) is equivalent to Wang's dimension free Harnack inequality, see [65, 66] and Theorem D.2 below. We are grateful to Michael Röckner for pointing out the relationship between Wang's inequality and the integrated Harnack inequality in Eq. (1.8).
Remarks 1.7. Some of the key features of Theorem 1.6 are:
(1) As seen in Example 1.1) below, the estimate in Eq. (1.6) is sharp when
The estimate in Eq. (1.6) is dimension independent and therefore has applications to infinite dimensional settings, see Section 7 below.
y with respect to ν T . For the infinite dimensional applications of Section 7, it is convenient to rewrite Eq. (1.6) as
By Lemma 1.2, Eq. (1.6) may be also be expressed as
This last equality is equivalent to the left translation analogue of Eq. (1.9), namely
1.3. Examples and applications.
Example 1.1. Suppose G = R n so that g ∼ = R n which we assume has been equipped with the standard inner product. In this case
where
and (1.13)
The first two results show the estimates in Eqs. (1.4) and (1.6) are sharp. The identity in Eq. (1.13) shows the form of Eq. (1.5) is sharp. We do not know if, in general, the constant C p appearing in Eq. 1.5 can be taken to beC p defined above.
Our main interest in Theorem 1.6 is in its application to proving that certain "heat kernel measures" on infinite dimensional Lie groups, G, are quasi-invariant under left and right translations by elements of a certain subgroup, G 0 . We will postpone our discussion of this application to Section 7. For now let us give a couple of finite dimensional applications of Theorems 1.6 and 1.5.
At an informal level we expect
and hence
Therefore it is reasonable to conclude that
However, this argument is not rigorous as f is only square-integrable relative to the rapidly decaying measure, ν T , rather than to Haar measure on G. The rigorous proof of Proposition 1.8 will be given in Section 7.
The following corollary is a simple consequence of Proposition 1.8, Eq. (7.4) in the proof of this proposition, and Theorem 1.6 in the form of Eq. (1.11).
In 
The reason for the discrepancy in the coefficients in the exponents between these inequalities is that p t/2 (x, y) is not the reproducing kernel for the holomorphic functions in L 2 ν t/2 in that y → p t/2 (x, y) is not holomorphic. The coefficient in the exponent of Eq. (1.15) is also not sharp since y → p T (x, y) is not harmonic.
L p -Jacobian estimates
Let M be a finite dimensional manifold, µ be a probability measure on M with a smooth, strictly positive density in each coordinate chart. For r > 0, let
Let X t be a time dependent vector field and let S t denote its flow, i.e. S t (m) solves,
We will assume that X t is forward complete, i.e. S t (m) exists for all t ≥ 0 and
Since µ t also has a strictly positive density in each coordinate chart the RadonNikodym derivative
exists for all t ≥ 0. Our goal of this section is to prove Theorem 2.5 below which gives an upper bound on J t p for p ∈ (1, ∞) . This result is a slight extension of the part of Theorem 2.14 in Galaz-Fontes, Gross, and Sontz [27] to the setting of time dependent vector fields, X t . For the readers convenience we will sketch the method introduced in [27, Theorem 2.14] . In what follows, 0 ln 0 is to always be interpreted to be 0.
Proof. For the reader's convenience we will give a formal derivation of this identity and refer the reader to Gross [32 If we further assume that r > 1 and v : M → R is another bounded measurable function, then
These two identities along with the chain rule,
Proof. Differentiating the identity S t • S The following theorem is the extension of Galaz-Fontes, Gross, and Sontz [27, Theorem 2.14] from time-independent vector fields to time-dependent vector fields. These results generalize the fundamental results of Cruzerio [11] -also see [4, 5, 12, 17, 49, 50] for other related results.
where p := p/ (p − 1) is the conjugate exponent to p and
Proof. Taking s =ṙ/r in Eq. (2.5) gives
Replacing h by h • S τ in this inequality implies 
Let
This inequality is equivalent to
Now replacing K by K n with K n compact and K n ↑ M and passing to the limit as n → ∞ in the previous inequality gives the estimate in Eq. (2.7).
3. Proof of Theorem 1.6
In this section we will give a proof of Theorem 1.6 assuming that Theorem 1.4 holds.
Proof. (Proof of Theorem 1.6.) In order to abbreviate the notation, let c :
In order to apply the Jacobian estimate in Theorem 2.5, let dµ
from which it follows that
Hence it follows from Theorem 2.5 that
We now want to choose r (t) so as to minimize Λ (r) subject to the constraintṡ r (t) > 0, r (0) = 1 and r (1) = p. To see how to choose r, let us differentiate Λ (r) in a direction v such that v (0) = 0 = v (1) and then require
Since v (t) is arbitrary, we should require
, where κ > 0 is a constant, i.e.ṙ (t) = κ |A t | g . Hence we take
has been chosen so that r (1) = p. With this choice of r,
and using this value for Λ (r) in Eq. (3.3) along with the identity, (p − 1)
Upon noting that p := p (p − 1) −1 ranges over (1, ∞) as p ranges over (1, ∞) , the proof of Theorem 1.6 is complete.
Properties of the Hodge -de Rham semigroups
This section gathers a number of technical functional analytic results needed to establish the representation formula in Theorem 5.4 below. Let (M, g) be a complete Riemannian manifold, dV denote the volume measure on M associated to g, ∇ denote the Levi-Civita covariant derivative,
) denote the space of (compactly supported) smooth k -forms over M, and
be the space of all smooth forms over M. If α and β are measurable k -forms, let
Two measurable k -forms, α and β, are take to be equivalent if α = β a.e.
be the Hodge-de Rham Laplacian on Ω (M ) , and be the Bochner (i.e. flat) Laplacian on Ω (M ) . More precisely if α is a k -form, δα is the k − 1 form defined by
is an local orthonormal frame for T M defined in a neighborhood of m. The next two theorems summarize the properties about these operators that will be needed in this paper. 
k is densely defined and hence d k is closable. For items 1. and 2., see Gaffney [25] , Roelcke [52] , Chernoff [10] , [67] , and Strichartz [59] .
Item 3. is a simple application of Theorem A.2 of Appendix A below. In applying
Remark 4.2. With a little more work it is possible to show thatd k = −δ * k+1 and thatδ k e t∆ k = e t∆ k−1δ k on the domain ofδ k . We will omit the proof of these results as they are not needed for this paper.
We are primarily concerned with zero and one forms. A key ingredient in the sequel is the Bochner identity, 
Assumption 1. For the rest of this paper we will assume that (M, g) is a complete Riemannian manifold such that
where e is any measurable section of E such that α, e = 0 on M. This inequality and the Bochner identity in Eq. (4.3) shows
To evaluate the last term, let Y be the vector field on
which combined with Eq. (4.7) implies
Hence we have verified the hypothesis of Proposition 2.14 and Theorem 2.15 in [34] and as a consequence,
AsH 0 = −∆ 1 − k and hence, e −tH 0 = e t∆ 1 e tk , Eq. (4.9) is equivalent to the first inequality in Eq. (4.5).
5.
A path integral derivative formula 5.1. Brownian motion and the divergence formula. Let Ω, F, {F t } t≥0 , P be a filtered probability space satisfying the usual hypothesis, and for each x ∈ M let {Σ x t : t < ζ(x)} be an M -valued Brownian motion on Ω, F, {F t } t≥0 , P , starting from x, with possibly finite lifetime ζ(x). Recall Σ x t is said to be an Mvalued Brownian motion provided it is a Markov diffusion process starting at x with transition semi-group determined by the heat kernel, p t (·, ·) . Because of our standing assumption, Ric ≥ k, it is well-known that M p t (x, y)dy = 1 for all x ∈ M and consequently that ζ (x) = ∞, see [2, Let // t (σ) denote parallel translation along a curve σ in T M and all associated bundles. We also introduce the horizontal vector fields on the orthogonal frame bundle over M as
where σ (t) is a curve in M such thatσ (0) = uv.
Notation 5.2. Given a semi-martingale, Y t , we will denote its Itô differential by dY t and its Fisk-Stratonovich differential by
t may be defined as the unique solution to the stochastic differential equation,
•dΣ
The stochastic parallel translation along Σ x t up to time t is taken to be, , m) ) is a smooth time dependent function (one form), then the Itô differentials of f (t, Σ x t ) and α (t, Σ 
Hence reasoning as above we may conclude that
When M is compact, the following result is Theorem 5.10 of Driver and Thalmaier [22] .
1 -adapted real-valued process such that˜ 0 = 0,˜ T = 1, and
where C < ∞ is a non-random constant. Then for every C 2 -vector field, Y, on M with compact support the following identity holds
Proof. The proof will consist of adding some technical details to the proof of Theorem 5.10 in [22] . Suppose a is a smooth one form on M with compact support, (5 
is a local martingale. From Theorems 4.1 and 4.3 we have
Making use of these estimates along with Lemma 5.3 and Eq. (5.7) shows that Z t is a bounded local martingale and hence, by a localization argument, a martingale.
In particular, it follows that t → EZ t is constant for 0 ≤ t ≤ T and hence
If we now suppose that 0 = 0,˜ 0 = 0, and˜ T = 1, the above formula reduces to
This identity is equivalent to the identity in Eq. (5.8) as is seen by taking a (x) v := Y (x) , v for all x ∈ M and v ∈ T x M and recalling that
Exponential integrability of W T A
In this section and for the remainder of the paper we will again go back to the setting where M = G is a connected uni-modular Lie group equipped with a leftinvariant Riemannian metric as described in the introduction. We are now going to use Theorem 5. 
is the Laplace Beltrami operator on G. Proof.
(1) The formula for D A B is
and hence D A A = −ad * A A and for any B ∈ g we find
Since G is uni-modular, det (Ad e tB ) = 0 for all t and therefore tr (ad B ) = 0. (2) The following simple computation shows ∇ ·B = 0
is a globally defined orthonormal frame for T G and that
In Theorem 6.4 below, we will specialize Theorem 5.4 in order to find a probabilistic representation for W A of Definition 1.3. This representation will then be used to estimate G e W A dν T for all A ∈ g. Let {Σ t } t≥0 be a Brownian motion on G such that Σ 0 = e, b t be the g -valued Brownian motion defined by,
and β t be the g -valued semi-martingale defined by
is the Laplace-Beltrami operator, β t is another g-valued Brownian motion. This will also be evident from the following proposition.
Proposition 6.2. Fix T > 0 and let U t ∈ O (g) be the unique solution to the stochastic differential equation
Further define Y t := U t Q t , and
Proof. The fact that // t := L Σt * U t is explained in [18, Theorem 6.6] and hence
i=1 be an orthonormal basis for g, it follows from Lemma 6.1 and the fact that
is also an orthonormal basis for g that
This allows us to conclude that dβ t = U t • db t = U t db t which completes the proof of the proposition. 
measurable, and (2) V t is the unique solution to the backwards stochastic differential equation,
Proof. Because L Σt * is an isometry of G, it follows that
t Ric e U t . Using this identity and the definition of Y t we find, Y 0 = Id and
Since dY
Ric e dt with Y 
is a backwards Itô integral and V t satisfies the (backwards) stochastic differential equation,
As shown in Lemma 6.1, ∇ ·Ã = 0 from which it follows that
Therefore an application of Theorem 5.4 (with˜ t now being denoted by (t)) shows,
Moreover, we may write the last expression as a backwards Itô integral, since
wherein we have used Lemma 6.1 again for the last equality. Hence we now have
These computations may be justified by the same methods introduced in [18] . This completes the proof because,
In order to do this it will be necessary to estimate the size of the process V t . Lemma 6.5. Suppose k ∈ R is chosen so that Ric ≥ kI, then
Proof.
Since
wherein we have used the fact that D A : g → g is antisymmetric. In particular it now follows that
We may write this inequality as
which upon integration gives,
which is equivalent to Eq. (6.12).
Lemma 6.6. Let k ∈ R and T > 0, then
where the infimum is taken over all ∈ C 1 ([0, T ] , R) such that (0) = 0 and (T ) = 1.
Proof. By a simple calculus of variation argument, ∈ C 1 ([0, T ] , R) with (0) = 0 and (T ) = 1 is a critical point for the function, (6.14)
iff˙ (τ ) e kτ is constant in τ. This constraint and the boundary conditions imply that K has a unique critical point at
Plugging this value of c into K then shows K ( c ) = k 1 − e −kT −1 from which Eq. (6.13) follows. 
where P is the underlying probability measure. Since was arbitrary, it follows from Lemma 6.6 that,
Proof. 
Using Lemma 6.6, we may optimize this last estimate over the admissible to find,
which is equivalent to Eq. (1.5).
Applications
Proof. Since the Ricci curvature is left translation invariant, it is bounded on G. Applying the Li -Yau Harnack inequality (see Eq. (D.6 below), we have for any γ > 1/2 that there exists
In particular it follows that
Using p − 1 = (p − 1) −1 and Eq. (1.8) , it follows that
Therefore the integrals in Eq. (7.1) are well defined. Moreover,
2t |y| 2 wherein we have used Hölder's inequality and Eq. (1.11) for the last inequality. From these remarks and the fact that ∆ (f • L y ) = (∆f ) • L y , it suffices to prove Eq. (7.1) in the special case where y = e. From Eq. (7.2) and the Dominated convergence theorem, the function,
is continuous. Our goal now is to show F is differentiable and thatḞ (t) = ∆f (x) dν t (x) for all 0 < t < T. To prove this suppose that h ∈ C ∞ c (G) and consider,
To simplify notation in the computation below, let
, and a few integration by parts we finḋ
where, making use of Eqs. (7.3) and (1.5), we have
and
. . , dim g} and k ∈ N. It then follows from Eqs. (7.3), (7.5), (7.6), (7.7), and (7.8) and the dominated convergence theorem that
uniformly on compact subsets of (0, T ) . Moreover, by the dominated convergence theorem, F h n (t) → F (t) as n → ∞ and therefore we may conclude thatḞ (t) = ∆f dν t for t ∈ (0, T ) .
7.1.
The proof of Proposition 1.8.
Proof. Now suppose, as in Proposition 1.8, T > 0, p > 1, and f ∈ L p (ν T ) such that ∆f = 0. As in the proof of Lemma 7.1, we may reduce the proof to the case where y = e. Let F (t) := G f dν t . By Lemma 7.1 and the mean value theorem, F (T ) = F (t) for all t ∈ (0, T ) and in particular, F (T ) = lim t↓0 F (t) . We are going to finish the proof by showing lim t↓0
, it suffices to show lim t↓0 |r (t)| = 0.
To estimate r (t) we will make use of some crude upper and lower bounds on the heat kernel, p t (x) , for example see [64, Theorem V.4.4 or Theorem IX.1.2.] for more precise bounds. According to either of these theorems, there exists a constant c > 0 such that
From this estimate it follows that lim t↓0 sup |x|≥1 (p t (x) /p T (x)) = 0 which combined with Eq. (7.9) shows lim t↓0 |r (t)| = 0.
7.2.
Applications to infinite-dimensional groups. For this section, suppose that G is a topological group, B is the Borel σ -algebra over G, and G 0 is a dense subgroup of G which is endowed with the structure of an infinite-dimensional Hilbert Lie group. Further assume that g 0 := Lie (G 0 ) = T e G 0 is equipped with a Hilbertian inner product, ·, · g 0 . We will also assume that (G, B) is also equipped with a probability measure, ν, to be thought of as the "heat kernel" measure at some time T > 0 associated to the given inner product on g 0 . We will now give two theorems which guarantee that ν is quasi-invariant under both left and right translations by elements of G 0 . The two cases considered are where G can be thought of as either a projective or inductive limit of finite-dimensional Lie groups.
Theorem 7.2 (Projective Limits). Suppose that T > 0, A is a directed set, {G α } α∈A is a collection of finite dimensional uni-modular Lie groups, and
{π α : G → G α } α∈A is a
collection of continuous group homomorphisms satisfying the following properties.
(1) B is equal to the σ -algebra generated by the projections, 
Under these assumptions, to each
h with respect to ν and 1 ≤ p < ∞, then , h) ,
Proof. Since the estimate in Eq. (7.10) holds for p = 1, we may assume without loss of generality that 1 < p < ∞. Let H denote the linear space of bounded measurable functions of the form f = u • π α where α ∈ A and u :
(An easy proof may be given using a functional form of the monotone class theorem, see for example [37, Theorem A.1 on p. 309].) By Theorem 1.6 in the form of Eq. (1.9),
Using this result and assumption
An application of Hölder's inequality then implies,
Taking the infimum over all such k implies
Combining this inequality with Eq. (7.11) gives the estimate,
The afore mentioned density of H in L p (G, ν) along with Eq. (7.12) shows the linear functional ϕ : H → R, defined by
Restricting this formula H shows, (7.13)
Another monotone class argument (again use [37, Theorem A.1 on p. 309])) shows that Eq. (7.13) remains valid for all bounded measurable functions, f : G → R. Therefore, we have shown that
h /dν exists and satisfies the bound in Eq. (7.10).
We now turn to the inductive limit quasi-invariance theorem. The following result is an abstraction of the quasi-invariance result in [17] . For related results of this type see, Fang [24] and Airault and Malliavin [1] . (
where ν α is the time, T, heat kernel measure on G α associated to inner product, (·, ·) gα , defined to be the restriction of 
(We do not assume that
h is absolutely continuous relative to ν and the Moreover, the Radon-Nikodym derivative,
/dν, again satisfies the bounds in Eq. (7.10) .
In this section we will develop the abstract functional analytic results which were used in the proofs of Theorems 4.1 and 4.3. Results similar to the next theorem may be found in Brüning and Lesch [6] , Xue-Mei Li [43, 44] and in Bueler [7] . Hence we have proved item 2. Item 3. As R is closed, it follows that R * is densely defined. Therefore we need only show that R * = Q. For this, let us recall that x ∈ D(R * ) and R * x = (w, y) iff (w, y), (w , y ) = x, R(w , y ) for all (w , y ) ∈ D(R). This is equivalent to the following statements:
• • x ∈ D(RQ) and RQx = x .
This shows Q * Q = AA * + B * B and thus completes the proof. 
and hence,
Therefore x ∈ D (BL) and so by Eq. (A.2) applied to x = (1 + λL) −1 x we discover that,
Applying (1 + λS) −1 to both sides of this equation shows
Multiplying Eq. (A.3) on the right by (1 + λL) −1 gives
wherein we have used Eq. (A.3) again in the second equality. Continuing this way inductively allows us to conclude.
To complete the proof the theorem recall
Hence, taking λ = t/n in Eq. (A.4) and then passing to the limit allows us to conclude
Since B is closed, it follows that, for all x ∈ D (B) , that
Appendix B. A Kato type inequality
Let E be a real Euclidean vector bundle over a Riemannian manifold, M, Γ ∞ (E) (Γ ∞ c (E)) be the smooth (compactly supported) sections of E, and H := L 2 (E) be the space of square integrable sections of E. Further assume that E is equipped with a metric compatible connection, ∇ E , and that = E is the associated Bochner Laplacian on Γ ∞ (E) . To be more explicit, if
is a local orthonormal frame, then
To simplify notation in the computations below, we will drop the superscripts, E and T M from the symbols since they can be deduced from the context. Notation B.1. Given a measurable section, e : M → E, and f ∈ H, let
With this notation we have the polar decomposition, f = |f | sgn e (f ) , which is valid no matter what the choice of e.
If we now choose e to be a measurable section of E such that |e| = 1 and f, e = 0, then f, sgn 0 (f ) = f, sgn e (f ) and we may rewrite Eqs. (B.5) and (B.6) as, 
Appendix C. A local martingale
In this appendix we will continue to use the notation in Section 5.1 unless otherwise stated.
Lemma C.1 (Local martingale lemma). Let˜ t ∈ R be an adapted continuously differentiable real valued process, 0 ∈ T x M, 
Proof. The proof of this lemma is purely a computation. For the sake of the reader's understanding we will give a slightly inefficient proof designed to motivate the form of Z t in Eq. (5.10). Let a t be as in Eq. (5.9) and then set Using the volume estimate (see [9] and [54, Theorem 5. For this estimate in the compact case with its relations to stochastic analysis, see [16, 46, 61, 63, 35] . In particular, this implies that we can not take both C (d, 0, t) and C (d, 0) in Eq. (E.7) to be independent of the dimension, d = dim (M ) .
