Abstract. Let A : R d −→ R d , d ≥ 1, be an expansive linear map. For a characterization of scaling functions in a Multiresolution Analysis (MRA) in a general context, the notion of points of A−density for a measurable set E ⊂ R d was introduced in a recent work of Cifuentes, Kazarian and San Antolin [2]. Here we characterize equivalence classes of self-adjoint matrices, which for any measurable set E ⊂ R d have the same points of A-density. This way we establish that e.g. the equivalence class of the dyadic dilation matrix among all self-adjoint expansive maps consists of only the trivially equivalent matrices. Furthermore, if a certain well-known conjecture of algebraic number theory is true, we can say the same thing essentially about all self-adjoint maps. These we apply to describe equivalent dilation matrices for a construction of systems of MRA.
Introduction
Let R d denote the usual Euclidean space of dimension d, equipped with the Euclidean norm · . In this work |G| d denotes the d-dimensional Lebesgue measure of the set G ⊂ R d , and B r := {x ∈ R d : x < r} stands for the ball of radius r with the center in the origin. Also, we write F + x 0 = {y + x 0 : y ∈ F } for any
The following definition was introduced in [2] for a characterization of scaling functions in a multiresolution analysis in a general context, where instead of the dyadic dilation one considers the dilation given by a fixed linear map A :
and A is an expansive map, i.e. all (complex) eigenvalues have absolute value greater than 1. Furthermore, we will write E A when x 0 is the origin.
Clearly, E ∈ E A if and only if E + x 0 ∈ E A (x 0 ). Hence without loss of generality we will restrict ourselves only to the consideration of E A , i.e. sets for which the origin is a point of A-density. As it was observed in [2] in general E A1 may differ from E A2 if A 1 = A 2 . The aim of the present paper is to study the following problem: under what conditions on two expansive linear maps A 1 and A 2 we will have that E A1 = E A2 . Our main result will be a full description of the respective equivalence among self-adjoint expansive linear maps.
Basic notions
As a general reference regarding linear algebra, we refer to [5] and [7] . For further use, and to fix notation, let us briefly cover some basic facts.
Given r > 0, we denote Q r = {x ∈ R d : |x i | < r, ∀i = 1, ..., d} the cube of side length 2r with the center in the origin.
Given a map A, we write d A = | det A|. If A is a matrix of an expansive linear map, then obviously d A > 1. The volume of any measurable set S changes under A according to
is called the orthogonal complement of W . The orthogonal projection of w onto W is P W (w) := u with w − u⊥W . For any subsets W 1 , W 2 ⊂ R d we denote
Let W 1 , W 2 be finite dimensional vector spaces with
Recall (see [7] , p. 237) that if W is an Euclidean space and A : W −→ W is a linear map, then there exists a unique linear map
If W is an invariant subspace of A, then W ⊥ is an invariant subspace of A * . A is a self-adjoint map if A = A * . Therefore, if W is an invariant subspace under some self-adjoint linear map A, then W ⊥ is also an invariant subspace under A. Let A 1 , A 2 : W −→ W be two linear maps. A 1 and A 2 are said to be simultaneously diagonalizable (see [7] , p. 177) if there exists a basis u 1 , ..., u d of W such that u l , l = 1, ..., d, are eigenvectors of both A 1 and A 2 .
The Spectral Theorem for self adjoint maps (see [5, Theorem 1, p .156]) tells us that for any self-adjoint linear map A on R d , if β 1 < · · · < β k are all the distinct eigenvalues of A with respective multiplicities m 1 , . . . , m k , then for each i = 1, ..., k, there exists an orthonormal basis
for the subspace U i of all eigenvectors associated with the eigenvalue β i , moreover, then
being mutually orthogonal, invariant subspaces. Furthermore, we can then write
For a general linear map M on R d , one can similarly find a decomposition 3. Properties of sets having 0 as a point of A-density
The next monotonicity property is clear.
In the following propositions we give different equivalent conditions for the origin to be a point of A-density for a measurable set
Then for any r > 0 the following four conditions are equivalent:
(ii) lim
Proof. (i) ⇐⇒ (ii) This is a direct consequence of the fact that for any r > 0, and for any j ∈ N,
(i) ⇐⇒ (iii) Obviously, for any r > 0, and for any j ∈ N,
This follows since for any r > 0, and for any j ∈ N,
Corollary 4. In order to E ∈ E A , the validity of any of the above conditions (i) − (iv), but required for all r > 0, are necessary and sufficient.
Two sets are termed essentially disjoint, if their intersection is of measure zero. Proof. Assume, e.g., E ∈ E A . Note that F ∈ E A if and only if F := F \(E ∩F ) ∈ E A , since deleting the measure zero intersection does not change the measures, hence neither the limits in the definition of E A . But F ⊂ E c , and E ∈ E A entails that the limits (iii) and (iv) Proof. Let r ∈ R and 0 < r < r 0 , and let j ∈ N \ {0}, then A −j B r ⊂ A −j B r0 , hence by condition
Now let r ∈ R and r > r 0 , and let j ∈ N \ {0}. As the map A is an expansive map, ∃m = m(r) ∈ N such that B r ⊂ A m B r0 . Then similarly to the above 
or equivalently,
using now (3). Finally, Proposition 6 tells us that the origin is a point of A-density for E. 
We put K := K 1 ⊕ K 2 , where K 1 := {y ∈ Y : y ≤ 1}, and K 2 := {y ∈ Y ⊥ : y ≤ 1}. Observe that K satisfies the conditions of Proposition 7.
With this notation, given j ∈ N we arrive at
As the summands are subsets of Y and Y ⊥ , respectively, this last sum is also a direct sum. Hence we are led to
Taking limits and applying Proposition 7 we conclude the proof. 
Proof. We consider the cylindrical sets E = F + W ⊥ . According to Lemma 8 we know that E ∈ E Aµ ⇐⇒ F ∈ E Aµ|W , µ = 1, 2. Therefore, the lemma follows.
expansive linear maps and suppose that there is a linear map
C : R d −→ R d with d C > 0, such that A ′ = C −1 AC. Moreover, let E ⊂ R d , |E| d > 0, be a measurable set. Then E ∈ E A if and only if C −1 E ∈ E A ′ , i.e. E A = CE A ′ .
Proof. A, A
′ , C and C −1 are invertible linear maps, thus we have that for any j ∈ N \ {0},
Moreover, as C is an invertible linear map, there exists 0 < r 1 < r 2 < ∞ such that B r1 ⊂ CB 1 ⊂ B r2 . Therefore, the statement follows from (4) and Proposition 7.
A direct consequence of Lemma 10 is the following
Proof. As A 1 and A 2 are simultaneously diagonalizable, there exists a linear map
Finally, E J1 = E J2 is true because from |λ
i |, i = 1, ..., d it follows that for any j ∈ Z and for any r > 0 we have J 
Some particular cases
Lemma 12. Let A : R 2 −→ R 2 be a diagonal,
positive, expansive linear map with the corresponding matrix
Let for any α > 0 E α ⊂ R 2 be the set
Proof. For any j ∈ N\ {0}, and because of the symmetry of the sets E c α and
for any value of α > 0. Let us consider first the boundary case α = α 1,2 . Then
, and we get
Therefore,
. The quotient of the measures on the left being constant, obviously the limit is positive but less than 1, hence by Proposition 7 and Proposition 3 (i) and (iii) neither E α1,2 , nor its complement E Finally, let α < α 1,2 . Observe that the coordinate changing isometry of R 2 provides a symmetry for our subject: changing the role of the coordinates we can consider now
Then obviously E c α = int E 1/α ⊂ E 1/α , and α 1,2 = α 2,1 = log λ 1 / log λ 2 = 1/α 1,2 , hence from the previous case and Proposition 2 we obtain E c α ∈ E A . But then E α / ∈ E A . That finishes the proof of the Lemma. 
Then in case dim U 1 < d, i.e. when not all the eigenvalues are equal to β 1 , we have
Proof
Next we prove that for any given δ > 0 G β 2
We can write AG δ as
. Then
and as
Hence we arrive at x ∈ AG δ proving G β 2
If now we iterate this and use (7), we infer ⊥ . We finally set for any δ > 0
Proof. We can combine Proposition 2 and Example 13, because G δ , defined in (6), is contained in F δ .
Lemma 15. Let
A 1 , A 2 : R d −→ R d be
positive diagonal expansive linear maps with the corresponding matrices
Proof. ⇒) For an indirect proof, we assume that it is false that ∃t > 0 such that(A 1 ) t = A 2 . Then ∃i, l ∈ {1, ..., d}, i < l, such that (λ
with 0 < t 1 , t 2 but t 1 = t 2 , i.e.
or equivalently
Without loss of generality, we can assume that (1 ≤)α 1 < α 2 . Let α > 0 and let us define
Then Lemma 8 tells us that E ∈ E Aµ µ = 1, 2 ⇐⇒ F ∈ E Mµ µ = 1, 2, where M 1 , M 2 : R 2 −→ R 2 are expansive linear maps with matrices
However, making use of α 1 < α 2 , we can choose a value α 1 < α < α 2 , and then Lemma 12 gives F ∈ E M1 but F / ∈ E M2 , contradicting to the assumption E A1 = E A2 . ⇐) As A 2 = A t 1 if and only if A 1 = A 1/t 2 , it suffices to see that E A1 ⊂ E A2 . So let E ∈ E A1 .
Since A 1 is a positive, expansive diagonal mapping, obviously for any 0 ≤ s < 1 we have B 1 ⊂ A s 1 B 1 ⊂ A 1 B 1 . Now write, for any j ∈ N \ {0}, the exponent tj as tj = l j − s j with l j := ⌈tj⌉ and s j := ⌈tj⌉ − tj ∈ [0, 1). So we have
Since −l j + 1 = ⌊tj⌋ → ∞ is an integer sequence, by condition E ∈ E A1 Proposition 3 (iii) entails that the right hand side converges to 0 with j → ∞, whence
According to Corollary 4 this means E ∈ E A2 . 
The Main Result
For the proof of Theorem 16, we need the following lemmas.
Proof. Assume the contrary, i.e. U 
1 . Recall that by definition both U ⊥ (the orthogonal complement understood within V ) for µ = 1, 2.
If S is the unit sphere of V = R p , S := {x ∈ V : x = 1}, then by he indirect assumption also the traces
are disjoint for µ = 1, 2. As these sets are compact, too, there is a positive distance 0
Let us fix some parameter 0 < κ < 1, to be chosen later. Next we define the sets
We claim that these sets are essentially disjoint, more precisely K 1 ∩ K 2 = {0}, if κ is chosen appropriately. So let now µ = 1 or µ = 2 be fixed, and consider any x ∈ K µ with γ := x = 0, i.e. x ∈ K µ \ {0}. From the representation of x as the sum of the orthogonal vectors u and v, we get u ≤ x = u 2 + v 2 ≤ u 2 + κ 2 u 2 = √ 1 + κ 2 u . We put γ := x and β := u . Let now y := (1/γ)x ∈ S be the homothetic projection of x on S. Then
Therefore, if we choose κ < ρ/4, then y falls in the ρ/2 neighborhood of T µ , whence the homothetic projections y µ of elements x µ ∈ K µ , µ = 1, 2, can never coincide. But K µ are cones, invariant under homothetic dilations, therefore this also implies that K 1 ∩ K 2 ⊂ {0}, as we needed.
Let us write W := U
(1)
. Now we consider the sets
which are also essentially disjoint, as
These sets are exactly of the form F δ in Example 14, thus H µ ∈ E Aµ for µ = 1, 2. It remains to recall Corollary 5, saying that essentially disjoint sets can not simultaneously be elements of the same E Aµ , that is, H 1 ∈ E A1 but then H 2 / ∈ E A1 , and H 2 ∈ E A2 , but H 2 / ∈ E A1 . Here we arrived at a contradiction with E A1 = E A2 , which concludes our proof. Proof. We prove the lemma by induction with respect to the dimension. Obviously, the lowest dimensional case of d = 1 is true. Now let d ≥ 1 and assume that for any two positive expansive linear maps
and M 2 are simultaneously diagonalizable. We will prove that the statement is true for dimension d + 1. Let A 1 , A 2 : R d+1 −→ R d+1 be positive expansive linear maps such that E A1 = E A2 . From Lemma 17 we know that there exists a one dimensional subspace, say [u] 
As u is an eigenvector of the positive self-adjoint linear maps A 1 and A 2 , [u] is an invariant subspace of both A 1 and A 2 , and we have that also [u] ⊥ is an invariant subspace under both A 1 and A 2 . Hence from Lemma 9, we obtain that
Then by hypothesis of induction we know that the positive expansive linear maps
⊥ are simultaneously diagonalizable maps. Furthermore, as we can write A µ = A µ | [u] ⊕ M µ , µ = 1, 2, and u ∈ [u] is an eigenvector of A 1 and A 2 , we can conclude that A 1 and A 2 are simultaneously diagonalizable maps.
Proof of Theorem 16. ⇐=)
is an expansive linear map with corresponding matrix
According to the condition A 2 = A t 1 with t > 0, we can write the corresponding matrix of the map A 2 as A 2 = C(J 1 ) t C −1 . Lemma 15 tells us that E J1 = E (J1) t . Also we have the equivalence
Finally, Lemma 10 implies CE J1 = E A1 and CE (J1) t = E A2 , hence
This concludes the proof of the ⇐= direction.
=⇒) According to Lemma 18, there exists an orthonormal basis for R d , u 1 , ..., u d , such that A 1 and A 2 have a common diagonal representation matrix C in this basis. More precisely, the linear map C : 
Note that d C = 1 > 0 because the orthogonality of the column vectors u l (l = 1, . . . , d).
From Lemma 10 we get
And finally, Lemma 15 tells us that
Therefore, we can write
t , which concludes the proof of Theorem 16.
For a slightly more general result, let now A 1 , A 2 : R d −→ R d be self-adjoint expansive linear maps, without assuming that they are positive. We now consider the diagonal matrices
where
Then as a consequence of Theorem 16 and Corollary 11, we can say the following.
, where J µ are the respective diagonal maps as in (8) . Then E A1 = E A2 if and only if ∃t > 0 such that
Application to multiresolution analysis
A multiresolution analysis (MRA) is a general method introduced by Mallat [9] and Meyer [10] for constructing wavelets. On
orthonormal basis for V 0 . We could consider MRA in a general context, where instead of the dyadic dilation one considers the dilation given by a fixed linear map A :
i.e., the corresponding matrix of A with respect to the canonical basis has every entries belonging to Z. Given such a linear map A one defines an A−MRA as a sequence of subspaces V j , j ∈ Z of the Hilbert space L 2 (R d ) (see [8] , [4] , [14] , [17] ) that satisfies the conditions (i), (iii), (iv) and
. A characterization of scaling functions in a multiresolution analysis in a general context was given in [2] . The relation between the behavior of the Fourier transform φ of the scaling function φ in the neighborhood of the origin and the condition (iii) is described in the following theorem of [2] .
Theorem A. Let V j be a sequence of closed subspaces in L 2 (R d ) satisfying the conditions (i), (ii 1 ) and (iv). Then the following conditions are equivalent:
B: φ is A * −locally nonzero at the origin; C: Setting | φ(0)| = 1, the origin is a point of A * −approximate continuity of the function | φ|. The definition of a point of A−approximate continuity of a measurable function, as well as the definition of a measurable function being A−locally nonzero at a point are given in [2] . These definitions are based on the notion of points of A-density, as given in Definition 1. For two linear mappings A 1 and A 2 to have the same class of functions | φ| satisfying B or C is equivalent to have E A1 = E A2 . That explains the interest in describing equivalence regarding this notion.
Above we obtained that if A 1 , A 2 : R d −→ R d are expansive positive linear maps, then E A1 = E A2 if and only if there exists t > 0 such that A 2 = A t 1 . The general case of self-adjoint maps reduces to this case according to Corollary 19, so in the following discussion we restrict to this case of positive equivalent mappings. To meaningfully interpret the general requirement, one assumes E A1 = E A2 , -so according to Theorem 16 we have A 2 = A t 1 , t > 0 -and now we look for further conditions to ensure that also the condition (10) holds. So in the following let us assume that (10) is satisfied by A 1 and by A 2 .
To fix notations we have already settled with choosing Z d to be the fundamental lattice for our MRA. Therefore, we can assume that A 1 is written in diagonal form in the canonical basis of Z d (otherwise considerations should change to the fundamental lattice spanned by the orthogonal basis of eigenvectors for A 1 ). As a consequence of A 2 = A t 1 , also A 2 is in diagonal form with respect to the canonical basis. Therefore, (10) means that we require these diagonal entries -eigenvalues of A µ -belong to Z, or, actually, to N as they are positive matrices.
In case all eigenvalues of A 1 are equal, i.e. β
1 , by A 2 = A t 1 we have the same property also for A 2 , and the equation we must solve is that β 
1 ∈ N simultaneously. Clearly, with t := log β
1 / log β
1 this can always be solved, so any two integer dilation matrices define equivalent MRA. Let us remark that in the thesis [13] there is a complete analysis of equivalence (with respect to the notion of points of A-density) to the dyadic dilation matrix, among all expansive linear mappings, self-adjoint or not. However, our focus here is slightly different, as here we search, under natural assumptions of self-adjointness (and even of diagonal form), equivalence of arbitrary, not necessarily dilation mappings.
In the general case when A 1 (and hence also A 2 ) are not dilations, there must be two different entries (eigenvalues) in the diagonal of A 1 (and of A 2 ). As equivalence is hereditary in the sense that the restricted mappings on eigensubspaces of A µ must also be equivalent, it suffices now to restrict to the case of dimension two.
In dimension 2, we thus assume that A 1 has diagonal elements a = b belonging to N \ {0, 1} and zeroes off the diagonal, and we would like to know when do we have with some t > 0 that a, b, a t , b t ∈ Z (or ∈ N). Obviously, if t ∈ N \ {0} then this condition holds for any a, b ∈ N. Also, in case a and b are full q th powers, we can as well take t = p/q ∈ Q with arbitrary p ∈ N. That system of solutionsa = α q , b = β q , t = p/q with α, β, p ∈ N -form one trivial set of solutions for our equivalence.
Another trivial set of solutions arises when b = a k with some k ∈ N. Then it suffices to have a t ∈ N, which automatically implies b t ∈ N. More generally, if b = a k/m is a rational relation between a and b, then by the unique prime factorization we conclude that a is a full m th power and that b is full k th power, and again we find a system of solutions for all t ∈ Q of the form t = ℓ/k.
All these trivial solutions can be summarized as cases of rational relations between a, b and t: once there is such a relation, one easily checks, if the respective matrix entries really become integers. So we find that systems of trivial solutions do exist if either t is rational, or if log a and log b are rationally dependent (are of rational multiples of each other).
The remaining question is to describe solutions of (10) for a and b in the diagonal with linearly independent logarithms over Q, and t / ∈ Q. We can conjecture that such equivalences do not occur, i.e. if A 1 and A 2 are equivalent positive expansive
