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Abstract 
As water resources are more intensively used and 
as water quality deteriorates there is an increasing 
need for improved decision making processes to manage 
them. Since both economic and social criteria, and 
several interest groups with often conflicting pre- 
ferences are involved, multi-dimensional utility func- 
tions are employed in the analysis. 
This paper presents a preliminary application of 
a model employing several forms of utility functions 
to the control of water quality on the Rhine River in 
which optinal treatment levels are found by simulta- 
neously solving a system of non-linear equations. The 
applicability of additive and multiplicative forms of 
utility objective functions is studied, and the rela- 
tion of this model to real world decision making is 
described. 
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Introduction 
Rational decision making affecting water quality generally 
involves aggregating incommensurate inputs from many sources. 
All too often, the decision making process is dominated by those 
criteria which can be easily quantified; putting little weight 
on subjective information. A need exists for techniques that 
can incorporate all the relevant inputs in one rational frame- 
work. This paper describes an approach that applies decision 
analysis and optimal control theory to resource management prob- 
lems, and specifically to water quality management. In partic- 
ular, concern centers on three broad topics: difficulty in 
defining the problem, difficulty in treating multiple objectives, 
and difficulty in handling uncertainty. 
A precise definition of the problem to be studied is of 
critical importance. What is the complete set of technologi- 
cally feasible alternatives, one of which will be found to be 
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the optimal decision, that should be compared? Who are the 
decision makers: one person, a group, or several groups with 
overlapping jurisdictions? What are their objectives, how are 
they measured, and do they conflict? What is the decision 
making procedure that will be followed, and what sources of 
information does the decision maker use? What are the time 
scales of the decision, of the implementation of the decision, 
and of the impacts? Who is significantly affected by the deci- 
sion, do their preferences differ from those of the decision 
makers, and should their feelings be included in the analysis? 
Water resource and pollution control decisions have envi- 
ronmental, monetary, and social effects. As these are often 
incommensurate, it is natural to inquire how they can be in- 
cluded logically in one objective function. A related question 
is how some of these effects can be quantified, since there 
might exist no natural measures of some of them. Also, how does 
one put into commensurate units impacts over time -- especially 
where discounting may be inappropriate (see Meyer [ 1 2 ] ) ?  
Finally, how can uncertainty be handled? There is uncer- 
tainty in predicting the environmental impacts of a decision, 
in predicting costs, and in predicting actions of opposing and 
of friendly interest groups. Some of these uncertainties 
result from a lack of knowledge, others from incomplete infor- 
mation, others still from the unpredictability of nature. 
These are some of the issues that should be considered in 
the analysis of water resource problems. We will present an 
approach that explicitly incorporates many of them. In 
particular, it includes trade-offs among objectives and among 
groups, and provides a structure for discussion of management 
alternatives. Objective and subjective aspects of the problem 
can be formally included, and uncertainty in the problem com- 
ponents is handled in a rigorous way. 
Sensitivity analysis of variations in the preferences of 
the decision maker can be easily carried out; in fact we will 
present such a sensitivity analysis as part of our application 
of the approach to a pollution control problem of the Rhine 
River. The purpose of the application is to find operating 
rules for pollution control plants and to obtain quality 
levels for different reaches of the Rhine as it flows through 
the Federal Republic of Germany. The approach used is to 
maximize the expected value of utility under varying and uncer- 
tain ambient river conditions. This work should be viewed as 
one step towards finding analytic techniques for studying 
"...the next problem in public planning: the multiobjective 
multiple-decision-maker problem" (Cohon and Marks, [3] ) . 
The Approach 
There are too many impacts, interest groups, and con- 
siderations of equity for one person to integrate all the 
components of a water pollution control decision problem and 
come up with the "bestm decision. Therefore, we propose a 
decision analytic approach to river basin pollution control. 
Decision analysis provides a framework for the systematic con- 
sideration of most of the relevant information and for assess- 
ing and including the preferences of the decision making group 
in the analysis. It allows the analyst to break the problem 
into its component parts, analyze them separately, and then 
recombine them into the original problem. This recombination 
is done in a systematic fashion, the decision maker providing 
the logic. 
One of the first steps in the approach is to find an 
appropriate set of objectives and associated measures of ef- 
fectiveness that indicate the degree to which they are achieved. 
(We refer to these measurable quantities as attributes.) This 
is done by the decision maker with the help of the analyst. 
For our pollution control problem on the Rhine, the objectives 
could be : 
1. Minimize environmental degradation; 
2. Minimize cost; 
3. Maximize human health and safety. 
These are far too abstract for actual use in the analysis. 
Objectives exist in hierarchies (Keeney and Raiffa [71). The 
three we mentioned are upper level objectives; below them are 
a set of sub-objectives that describe them in a more useful 
fashion; for instance, "minimize water pollution." One usually 
associates "BOD, " "COD, I' "DO" or "parts per million of some 
chemical contaminant" with the sub-objective "minimize water 
pollution." (See O'Conner [ 1 4 ]  for some of the issues involved 
in the development of indices for water quality.) These are 
not direct measures of the objective; they are correlates used 
because the primary property is inherently unmeasurable or 
because the natural measure is analytically intractable. It 
is not altogether necessary to use such well-established 
measures; other subjective measures that make sense to the 
decision maker can also be used. If necessary, the analysis 
can be redone to determine how the choice of alternative mea- 
sures biases the results. 
It is desirable that the measurable quantities (attri- 
butes) be complete -- that is, that they include whatever 
could influence the decision; be of minimum size, for ease 
of analysis; and be non-redundant so that impacts are not 
double-counted. 
Let us assume that, based on discussions with the decision 
maker, a set of n attributes has been found for our pollution 
control problem. Let Xi represent the ith attribute, and xi 
refer to a specific value of the attribute Xi. The consequence 
x = (x1,x2,...,xN) of implementing a particular alternative 
- 
can be described in terms of the levels xi of the attributes. 
But these consequences cannot be predicted with certainty. 
Therefore, associated with each set of consequence levels - x
is a probability density pV(x) - for the vth alternative. These 
densities can be obtained from historical records, from sub- 
jective feelings, or by combinations of the two (see 
Schlaifer [17]). 
One of the most noteworthy aspects of decision analysis 
is the degree to which subjective information can be incorpor- 
ated. We include it by quantifying the decision maker's 
preferences in terms of a utility function. This function 
(denoted u(x)) - has two desirable properties: 
if (x1,x2,...,xN1) is preferred to (xl",x2" ,... ,xN1'); 
that is, the utility function is a monotonically increasing 
function of the decision maker's preferences; and b), in 
situations involving uncertainty, the expected value of u(x) - 
is the appropriate guide for decision making. (These two 
properties follow from some axioms specified in von Neumann 
and Morgenstern [I 31 , and Pratt, Raiffa and Schlaifer [ I  51 ..) 
In other words, the decision problem becomes finding the alter- 
native "v" that maximizes 
It would be convenient if the preference assessment could 
be divided into a number of small, simple tasks. Keeney [6] 
has presented a review of some simple multi-attribute utility 
function forms. He has shown that two independence properties 
are of critical importance in establishing the proper form, and 
unless these properties hold, certain simple utility function 
forms are theoretically inappropriate. He calls these prop- 
erties value independence and utility independence. A set of 
attributes is said to be value independent if preferences among 
gambles depend only on the marginal probability density func- 
tions of the individual attributes. (In general, preferences 
among gambles would depend on the joint probability density 
function and not just on the marginal functions.) A set of 
N-1 attributes is said to be utility independent of the re- 
maining attribute (the complement) if preferences among gambles 
over the set, with the complement held at a fixed level, do 
not depend on what the fixed level is. 
If value independence holds, then the multi-attribute 
utility function u(x) - can be written in the additive form: 
where ui(x.) is the single-attribute utility function for 
1 
attribute i and the kits are scaling constants. On the other 
hand, if each N-1 attribute set is utility independent of its 
complement, then the multi-attribute utility function can be 
written either in the additive form, as above, or in the multi- 
plicative form: 
N I 
where k and ki are constants, with k. = 1 in the additive 
N 1 i= 1 
form and 1 ki # 1 in the multiplicative form (ki L 0 ) .  
i= 1 
Usually, utility functions are scaled from 0 for the least 
preferred situation to 1 for the most preferred situation; 
hence k is a scaling constant so that u(x) - is scaled properly. 
N I 
As k approaches 0 ( 1 ki approaches I), the multiplicative 
i=l 
form approaches the additive form. 
It is worth mentioning once again that unless these I 
independence properties hold, the additive or multiplicative I 
forms of the multi-attribute utility function are not appropri- I 
increasing the difficulty of assessment. Having said that, 
we must admit that these forms have been generally used in 
the literature because of their simplicity, because they can 
model many important preference patterns, and because they 
illustrate the essence of assessing and using utility functions. 
Since the information required in the assessment of the additive 
and the multiplicative form is similar, we can discuss them 
together. The next section describes the assessment process, 
and the following one shows how the various components of the 
problem are combined to describe an optimal strategy. 
Utility Function Assessment 
A problem encountered in applying utility functions to 
water resource problems is in their assessment and verification. 
This is a long process requiring familiarity with the assess- 
ment technique by the individual whose utility function is being 
assessed. Hence, one generally begins the assessment process 
with an explanation of the underlying theory and a description 
of the technique to be followed. During assessment, an initial 
series of questions is asked to establish whether or not the 
independence properties hold, and if so, among which attributes. 
If some independence properties do hold, this makes the form of 
the utility function simpler; in addition, the mathematical 
interrelationships of the function may be used to define the 
entire function on the basis of a reduced data set. Question- 
ing proceeds by asking the subject to state preferences in 
terms of simple hypothetical gambles involving various attri- 
butes. Let us illustrate the technique by considering the 
questioning about pollution abatement cost for one reach of 
the Rhine. Let this be attribute 1 (denoted XI). 
We have foukd that the various pollution control alter- 
natives on the Rhine have waste water treatment costs in the 
range 6ODM/hr to 2270DM/hr, depending upon degree of treat- 
ment and size of treatment plant. (These estimates are 
based on work,by Stehfest [20].) AS mentioned previously, 
utility functions are generally scaled from 0 for the least 
preferred situation to 1 for the most preferred. Hence, 
we set 
~ ~ ( 2 2 7 0 )  = 0 and u1 (60) = 1 . ( 4  
The decision maker is then offered the choice between two 
options. Option 1 is a lottery* in which there is an equal 
chance of having the most expensive alternative (costing 2270) 
and the least expensive alternative (costing 60). This lottery 
can be illustrated as follows: 
.' \least expensive alternative. 
Option 2 is that the certain outcome which costs 1200 will be 
the one used. Is option 2 preferred by the decision maker over 
option I ?  Of course, stated in this fashion, the choice is 
* 
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hypothetical and does not correspond to a real life situation; 
or does it? The local pollution control authority may be 
negotiating with the federal government about the pollution 
control equipment to be used. The local authority perceives 
that after it has presented its most preferred alternative 
(the least costly one), there is a 50% chance that the federal 
authorities will accept it, and, if they do not, will require 
the least preferred alternative (the most costly one). Perhaps 
during the negotiation process the local authority would be 
offered the alternative, costing 1200, as a compromise. Would 
it accept the compromise, or fnrce tbe issue between the least 
and the most expensive alternatives? The authority may well 
accept the compromise, even though its value is less preferred 
than the expected value of the lottery (1165), so as to avoid 
the risk of ending up with the least preferred alternative. 
Well, if 1200 is preferred, then by the nature of assessing 
ul(xl), ~ ~ ( 1 2 0 0 )  must be greater than the expected utility 
value of the lottery.   hat value is: 
thus ~ ~ ( 1 2 0 0 )  > 0.5. Now, the same lottery could be 
compared with an alternative costing 1500 for sure; and 
let us suppose that the lottery was preferred. Then ~ ~ ( 1 5 0 0 )  
must be less than the .5 expected utility value of the lot- 
tery. Finally, suppose that the decision maker says that he 
is indifferent to the choice between the alternative costing 
1345 for sure and the lottery. Then the utility value as- 
signed to 1345, which we call the indifference value, must 
equal that of the lottery; so ~ ~ ( 1 3 4 5 )  = .5. 
The process then repeats itself. A certain amount, 
1900, is compared to the lottery yielding an equal chance of 
obtaining 2270 (the least preferred value) and 1345 (the 
indifference value of the previous lottery). Suppose that the 
lottery is preferred, but that the decision maker is indif- 
ferent to the choice between 1840 and the second lottery. 
Then u1 ( 1840) must be assigned a value equal to the expected 
utility value of the lottery, or 
Continuing in a like manner with the value 1345 (the indif- 
ference point for the first lottery) and 60 (the most pre- 
ferred value) we can find the cost with a utility of -75. 
These five points (the points with utility value 0, -25, 
.5, .75, and 1) define a utility curve for a single conse- 
quence. (See ~igure 1.) Techniques are available for making 
consistency checks and for fitting piecewise continuous 
functions through these five points (Schlaifer [181; Keeney 
and Sicherman [8]). Often, an exponential function 
is fit to the five points. In our example c = 2.063, 1 
60 1000 1345 1840 2000 2270 
COST OF TREATMENT (DM/HR)  
F i g u r e  1 .  U t i l i t y  f o r  waste  wate r  
t r ea tmen t  c o s t s .  
bl = . 0 0 0 3  and xl*, the maximum value of x l l  = 2 2 7 0 .  In 
the Rhine River example to follow, we will use single-attri- 
bute utility functions of this form. 
It is worth mentioning that the resulting utility function 
is concave; that is, it satisfies the following property: 
where 0 < p < 1. In other words, in the choice between a 
lottery and having the expected value of the lottery for 
certain, the expected value is preferred. One advantage of 
the utility function approach is that this preference (re- 
ferred to as being risk averse) can be explicitly taken into 
account. 
We have described a method of obtaining single-attribute 
utility functions (see Schlaifer [17] for other methods) . 
But water resource decision problems deal with more than just 
one attribute; and the additive and multiplicative forms re- 
flect this. We will now consider trade-offs among attributes. 
The goal is to assess values for the kits (i = 1,2,. . . ,N) of 
the additive and multiplicative forms. To simplify the dis- 
cussion, we will consider a three-attribute assessment problem. 
(For any other value of N, the approach is analogous.) For 
these three attributes, the following limits are appropriate: 
where t h e  l i m i t  t o  t h e  l e f t  i s  t h e  l e a s t  p r e f e r r e d  and t h e  
l i m i t  t o  t h e  r i g h t  t h e  most p r e f e r r e d  va lue  of t h a t  a t t r i b u t e .  
A s  be fo re ,  we w i l l  s c a l e  t h e  s i n g l e - a t t r i b u t e  u t i l i t y  func- 
t i o n s  from 0 f o r  t h e  l e a s t  p r e f e r r e d  va lue  of  t h e  a t t r i b u t e  
t o  1 f o r  t h e  most p r e f e r r e d :  
S i m i l a r l y ,  t h e  m u l t i - a t t r i b u t e  u t i l i t y  func t ion  i s  s c a l e d  
from 0 f o r  t h e  l e a s t  p r e f e r r e d  consequence ( a l l  t h r e e  a t t r i -  
bu t e s  a t  t h e i r  l e a s t  p r e f e r r e d  v a l u e )  t o  1 f o r  t h e  most pre-  
f e r r e d  ( a l l  t h r e e  a t t r i b u t e s  a t  t h e i r  most p r e f e r r e d  v a l u e ) :  
u(2270,x2,,x3,) = 0 and u (60 ,x2* ,x3*)  = 1 (8) 
The f i r s t  q u e s t i o n  i s  designed t o  g e t  t h e  r e l a t i v e  magnitudes 
of t h e  k i t s  i n  Equat ions  2 and 3. The d e c i s i o n  maker i s  
asked t o  rank t h e  a t t r i b u t e s  he would l i k e  t o  change from t h e  
wors t  l e v e l  t o  t h e  b e s t  l e v e l ,  g iven t h a t  he s t a r t e d  wi th  a l l  
of them a t  t h e  wors t  l e v e l  (2270,x2, ,x3, ) .  The response 
might be t h a t  he would p r e f e r  t h e  change i n  X3 from x t o  x3*; 3* 
nex t ,  t h e  change i n  X I ;  and l a s t ,  t h e  change i n  X 2 .  This  
implies 
Now let us assess their actual values. The first question to 
the decision maker might be: "Consider having the worst level 
of each attribute, and changing the third attribute from its 
least preferred value to some intermediate value x3'; or, 
alternatively, changing the first attribute over its complete 
range, from its least preferred to its most preferred value. 
Do you prefer the first change or the second change?" This 
response might be thatathe second change is preferred and his 
preference would be written as follows: 
Further, let us suppose that if the intermediate value for 
the third attribute is changed to x311, he becomes indifferent 
to the choice between the two changes; hence their utility 
values are equal: 
Evaluating both sides using the additive or multiplicative 
forms, we find that 
In a similar fashion, trade-offs between X 2  and X3 are 
considered. Suppose the decision naker agrees that, starting 
once again at the worst consequence, he is indifferent to 
the choice between changing X3 from x3, to x ~ ~ ~ ~ ,  and 
changing X2from x2* to x2*; then 
If the proper multi-attribute utility function form is addi- 
tive, then the assessment process is finished (except for 
verification and consistency checks). One more piece of in- 
formation is needed, however. Considering the most preferred 
value of each attribute, we find 
Because u3(x3) has been independently assessed, we have three 
independent equations (Equations 10, 1 1  , and 13) which 
can be solved for the three unknowns (kl, k2, and k3). 
If the multiplicative form is the proper one to use, 
then a further assessment question needs answering. One 
way of stating it is as follows: "For what value of p is 
the decision maker indifferent between 
1. the certain outcome with the first two attributes at 
their least preferred values and the third at its 
most preferred value; 
2. the lottery with a chance p of obtaining the most 
preferred value of all attributes, and a chance (1-p) 
of obtaining the least preferred value of all attri- 
butes. 
This can be diagrammed as follows: 
It can be shown quite easily, using the multiplicative form, 
that k3 = p, and this completes the assessment. One more 
constant of Equation (,3) needs determination. Considering the 
most preferred value of each attribute, we find: 
When this equation is solved for k, the multiplicative form 
is completely determined. 
There are alternative assessment techniques for obtaining 
values for the. kils (see Raiffa [ I G I ) .  In general, a real-life 
assessment involves adapting a variety of methods to fit the 
occasion. It should not be expected on the first try that 
the decision maker be completely comfortable with his answers. 
Generally, assessment is an iterative process, with several 
attempts at verifying and then improving the utility functions. 
A f t e r  a  few i t e r a t i o n s ,  t h e  u t i l i t y  f u n c t i o n  should  c l o s e l y  
r e p r e s e n t  t h e  d e c i s i o n  maker ' s  p r e f e r e n c e s .  
The a d d i t i v e  and m u l t i p l i c a t i v e  forms e x h i b i t  one  major  
d i f f e r e n c e  w i t h  r e s p e c t  t o  t h e  d e c i s i o n  maker ' s  p r e f e r e n c e  
p a t t e r n .  I t  c a n  b e s t  b e  exp l a ined  i n  t e r m s  o f  a  s imp le  ex- 
ample. Consider  t w o  l o t t e r i e s  i n  which v a l u e s  o f  X2 and X3 
v a r y .  L e t  t h e r e  be a  l o t t e r y ,  l o t t e r y  1 ,  i n  which t h e r e  i s  
a  .5 chance of  o b t a i n i n g  (x2*,x3,)  and a  .5 chance o f  o b t a i n -  
i n g  ( x 2 * t x 3 * )  L e t  t h e r e  be a  second l o t t e r y ,  l o t t e r y  2 ,  
i n  which t h e r e  i s  a  .5 chance  o f  o b t a i n i n g  (x2*,x3*) and a  
.5 chance  o f  o b t a i n i n g  (x2* ,x3*) .  (The marg ina l  p r o b a b i l i t y  
of  g e t t i n g  t h e  m o s t  p r e f e r r e d  and l e a s t  p r e f e r r e d  v a l u e  o f  
each  a t t r i b u t e  i s  t h e  same i n  b o t h  l o t t e r i e s . )  I f ,  f a c e d  w i t h  
t h e  c h o i c e  between t h e s e  two l o t t e r i e s ,  t h e  d e c i s i o n  maker 
f i n d s  h imse l f  i n d i f f e r e n t ,  t h e n  t h e  a d d i t i v e  form i s  p rope r  
( t h i s  behav ior  i s  sometimes r e f e r r e d  t o  a s  b e i n g  m u l t i -  
a t t r i b u t e  r i s k  n e u t r a l ) ;  o t h e r w i s e  t h e  m u l t i p l i c a t i v e  form i s  
proper .  
I n  summary, w e  have shown how it i s  p o s s i b l e  t o  a s s e s s  
a  u t i l i t y  f u n c t i o n  f o r  a t t r i b u t e s  o f  wa t e r  r e s o u r c e  problems.  
Next w e  c o n s i d e r  how o n e  can  s o l v e  a  problem i n v o l v i n g  naximi- 
z a t i o n  of t h e  ex p ec t ed  v a l u e  of  a  u t i l i t y  f u n c t i o n ,  g i v e n  
c e r t a i n  forms of  t e c h n o l o g i c a l  r e l a t i o n s  r e l a t i n g  r i v e r  con- 
d i t i o n s  a t  d i f f e r e n t  p o i n t s  a l ong  t h e  r i v e r .  Then, w e  w i l l  
ap p l y  t h e  t h e o r y  t o  a  s t u d y  of  wa t e r  q u a l i t y  management on t h e  
Rhine River .  
Solution Technique 
As mentioned previously (Equation I), the problem we 
wish to solve is 
where pv(x) - describes in probabilistic terms the impact on 
the attribute set - X due to choosing decision alternative "v." 
It is computationally convenient to transform this problem 
by taking expected values with respect to the probability of 
occurrence of varying ambient environmental conditions along 
the river (e.g., streamflow rate or waste loads). Then 
technological constraints relate the attribute set - X to the 
decision alternative chosen and to different ambient condi- 
tions. Let q be the indicator of ambient environmental condi- 
tions and p(q) its probability density. We are interested in 
attributes on different reaches of the Rhine; let there be 
n attributes describing each reach. Let at least one of these 
attributes in each reach refer to the degree of pollution 
control in that reach. 
Further, let us number the attributes so that the first 
n are those describing reach 1 (let us denote this n attribute 
set x(l - ,n) ; the next n are those describing reach 2 (de- 
noted x(n + 1,2n)), etc. Assume that there are R reaches, 
- 
numbered from upstream to downstream. Further, let us assume 
that we can relate attributes in reach r to those in reaches 
r and r-1 and to ambient river conditions by the following 
e q u a t i o n :  
T h i s  e q u a t i o n  needs  some e x p l a n a t i o n .  Suppose one  a t t r i b u t e  
i n  each r e a c h  refers  t o  DO l e v e l ,  a n o t h e r  t o  BOD, and a  t h i r d  
t o  some c o n t r o l  mechanism such a s  a e r a t i o n  o r  sewage t r e a t -  
ment. Now, w e  c a n  r e l a t e  DO i n  r e a c h  r t o  t h e  DO, BOD, and 
COD i n  t h e  n e x t  ups t ream r e a c h  ( r e a c h  r -11 ,  and t o  whatever  
was te  t r e a t m e n t  h a s  been c a r r i e d  o u t  i n  r e a c h e s  r and r - l ,  
by u s i n g  t h e  S t r e e t e r - P h e l p s  [ 2 2 ]  o r  o t h e r  s i m i l a r  e q u a t i o n s .  
For  l a t e r  a n a l y t i c  conven ience ,  l e t  u s  rewrite t h e  l a s t  r e l a -  
t i o n s h i p  by s u b s t r a c t i n g  x ( ( r  - - l ) n  + 1 , r n )  from b o t h  s i d e s ,  
s o  t h a t  t h e  r e l a t i o n  c a n  b e  e x p r e s s e d  i n  a  form t h a t  e q u a l s  
z e r o :  
Now, w e  c a n  r e s t a t e  o u r  problem a s  f o l l o w s :  
where 
and, subject to 
for r = 1,. ..,R. We are assuming that if the ambient river 
conditons are known, the values of the attributes in reach 1 
can be found. 
To find a solution, optimal control theory can be used. 
A Hamiltonian can be defined as follows: 
where the Ar1s are multipliers. The necessary conditions 
for the maximum (Bryson and Ho [I 1 ) are : 
subject to 
The sufficient conditions, assuming that H is a convex 
function of the xi's, are 
Let us now turn to the application of this approach to 
the Rhine. 
Rhine River Application 
We have two goals in this application. First, using the 
approach presented above, we will generate a set of optional 
waste treatment policies that, maximize expected utility; 
second, we will determine the effect of changing the parameters 
of the utility function on the optimal decisions. At the 
same time we would like to keep everything simple enough so 
that what is done is readily apparent to the reader. The 
portion of the Rhine River in the Federal Republic of Germany 
between Mannheim and the Netherlands border was chosen for 
analysis. (See Figure 2.) Along this stretch are the 
heavily industrialized Ruhr and four large cities --.Mainz, 
Cologne, Koblenz and Mannheim. Chemical oxygen demand (COD) 
loads are large, particularly near the industrialized areas 
(see Figure 3a). 
Stehfest [21] has proposed two water quality models for 
I 
the Rhine. The first is a complex ecological model; the 
second, an empirical model, essentially the Streeter-Phelps 
[22] equations applied to degradable COD, non-degradable COD 
and oxygen deficit. Stehfest has applied the latter model to 
data for eighteen reaches; his results for the case of 1970 
treatment levels (approximately 80% of population and .industry 
receiving mechanical treatment, and 401 receiving additional 
biological treatment) are reproduced in Figure 3b. Stehfest 
then estimated 1985 COD discharges and relative population 
levels for each reach. (The relative population indices are 
needed so that the treatment cost functions which follow 
include economies of scale.) We shall use Stehfest's [211 
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data as a point of departure for our preliminary analysis. 
Figure 4 presents the thirty-six-year streamflow 
record. We shall use this record as a cumulative probability 
density, and discretize it into five segments. 
The degradable COD level at the beginning of a reach will 
be one attribute*, and efficiency of treatment of waste water 
the second. For this application, these will be the only 
attributes for each reach; the cost of waste treatment will 
be expressed as a function of removal efficiency, streamflow, 
and relative population. For ease of discussion, we will 
change our notation ffom that of the previous section, where 
all attributes were denoted xi, to one where different symbols 
represent different physical entities. Let: 
wr = concentration of COD at start of reach r [mg/l] 
Wr = degradable COD inflow before treatment [kg/hr] 
yr = degradable COD removal efficiency in reach r [$I 
Wr(l - yr) = degradable COD added to reach r [kg/hr] 
'r 
= COD treatment cost in reach r [DM/hr] 
3 Qr = discharge in reach r [m /hr] 
3 qr = inflow at start of reach r [m /hr] 
dr = length of reach r [m] 
* 
Stehfest [I91 has proposed a variant of the form of this 
attribute. He suggests weighting the COD level by the popu- 
lation on each reach. Another alternative or addition might 
be water quality weighted by volume. Degradable COD was 
chosen as the primary water quality.indicator of interest. 
The inclusion of a DO equation would complicate the problem 
without adding to the reader's insights; the implications 
of extending the model to include DO will be discussed in 
extensions. 
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Figure  4 .  D i s t r i b u t i o n  of f lows  on t h e  
Rhine River a t  Rheinfelden,  
1921-1957.  Source: Ref. [ 2 ]  
tr = time taken for a unit volume of water to pass 
through reach r [hr] 
kl = rate constant for COD decay [hr-I 1 
2 
Ar = average cross-sectional area of reach r [m 1 . 
The equations that relate these variables from one reach to 
the next are: 
w r+1 = [ wr + " - yr)Wr] exp ( -  kldrAr/Qrl 
Qr 
. 
for r = O,..., R-1. For convenience, we will rewrite this 
last relation as a function that equals zero: 
We also need a function that relates treatment cost to COD 
removal efficiency. A continuous function approximation to 
the costs that Stehfest [20] uses for the Rhine is 
where yr = .000053 and Br = 5.11 when relative population 
equals 1; yr = .00011 and Br = 4.44 when it equals 2; and 
Y r =.000086 and Br = 4.44 when it equals 3. Cost is expressed 
in DM/hr. 
We next specify the form of the utility functions for 
each reach for the two attributes cost and water quality. 
As mentioned previously, exponential functions are often 
used for single-attribute utility functions; they can be 
written 
where u and u are single-attribute utility functions for 
2- w- 
L I 
costs and COD levels of reach r, respectively. (In our 
examples Zr* = 2270 and wr* = 30.) Constants br and hr are 
obtained from the assessment process; constants cr and dr are 
needed so that these single-attribute utility functions are 
scaled from 0 to 1. Once br is obtained, cr is fixed; 
similarly, dr is fixed when hr is obtained. We can thus 
specify these single-attribute utility functions by specifying 
one constant for each of them. Later on, as part of our 
analysis, we will vary the parameters br and hr (known as risk 
aversion coefficients) to see how the optimal decision changes. 
For equity among reaches we will use the same form of 
utility function for each reach (the minimum and maximum costs 
in each reach's utility function depend upon relative popu- 
lation density in the reach). Further, we will attach equal 
weights to each reach when calculating the utility function 
for the whole basin.* 
* 
The implications of doing otherwise are discussed in 
Gros [ 4 ]  and Gros and Ostrom [ 5 ]  . 
Consider using the additive multi-attribute utility 
function form for one reach of the Rhine: 
Specifying either ar or gr is sufficient since the other is 
given by 1 = ar + g,. Thus to specify the additive utility 
function for one reach, we must specify br, hr and either 
ar or g,. Alternatively, consider using the multiplicative 
multi-attribute utility function form for one reach of the 
Rhine : 
Here we must specify both ar and gr to define the multi- 
plicative form for one reach. Then k can be obtained from 
If the decision maker's multi-reach utility function is 
the additive form of the single-reach utility functions with 
equal weights, then the multi-reach function is specified: 
If the multi-reach utility function is multiplicative, then 
one more constant is needed--the multiplier m for each reach: 
R 
1 + k' u ( x )  = Il (1 + k'm ur(Zr,wr)) 
- ( 3 5 )  
r=l 
where k' corresponds to k in Equation (3) with Rm f 1. 
What we propose to do is vary the parameters br, hr, ar, 
gr and m, and see how the decision changes. As we mentioned 
in relation to Equation (3), the additive form is just a 
special case of the multiplicative form, with k (or k' in 
the multi-reach problem) approaching 0. Therefore, one 
might say that we are doing a sensitivity analysis on the 
multiplicative form, the additive form being one variation. 
Computational Approach 
An R-reach problem requires the solution of 3R non-linear 
equations simultaneously for 3R unknowns (wr, yr and Ar, 
r = ,2,...,~). For the purpose of keeping computation times 
within reasonable limits, the eighteen reaches of Stehfest [ 2 0 ]  
were aggregated into ten longer ones. Although this implies 
a certain simplification of the characteristics of the inflow 
and treatment processes, our first objective was to demon- 
strate the general applicability of the model, which could 
later, if necessary, be extended to larger problems. Data 
for the aggregated system is illustrated in Table 1. Note that 
for simplicity Stehfest's 1985 estimates of the inflows and 
waste discharges have been treated as point sources at the 
start of each reach. 
The second reach for example, represents the Rhine basin 
area of Ilannheim, including effluents from paper mills and 
chemical plants at Ludwigshafen and Neckar 3iuer. Reach 3 
starts at Mainz, at the confluence of the Main River and the 
Rhine; reach 5 at Koblenz where the Mosel joins the Rhine; 
Table 1. Inflow, COD Discharge and Relative Population 
Density for the Ten-Reach Aggregation. 
Reach KM Inflow COD Relative Approximate 5 3 
- (10 m /hr) (1 05kg/hr) Density Location 
Speyer 
Ludwigshafen 
Mainz 
~iidesheim 
~berlandstein 
Bad Godesberg ! 
YEln 
Dcsseldorf 
Wittlaer 
Wesel 
Tie1 
(Netherlands) 
and reach 7 with the region around Cologne. The last reach 
extends across the Dutch border to the town of Tiel. 
The ten-reach example was solved using the rapidly con- 
vergent Newton-Raphson algorithm on a CDC 6600 computer, 
requiring from five to eight "Newton Stepsu until the solution 
converged. CPU time (execution and output) was approximately 
16.7 seconds for the sequential solution of five problems, 
one for each value of the uncertain streamflow, q .  
The result for each of the five discrete values of q was 
an optimal control law yr(q). A typical example of the depen- 
dence of the control strategy in reach 4 on the value of q is 
illustrated in Figure 5, where an additive form of utility was 
employed. Not all reaches had the same shape of control 
strategy. The optimal policy for reaches 1 and 6, for example, 
was to decrease treatment efficiency for an increase in flow 
rate, since dilution had more impact than self-purification 
(which is related to flow time). From the set of yr(q) 
and the probability distribution of q, the expected values of 
the cost and quality attributes and the expected utilities 
for cost and quality were computed. 
The above procedure was repeated for each of the two 
forms of utility function discussed previously: 
.I) Additive form over attributes; additive form over 
reaches (the " sum-sum" or " CC" form) ; 
2) Product form over attributes; additive form over 
reaches (the "sum-product" or "Ill" form). 
For the sum-sum and sum-product forms the results of the 
optimization are shown in Table 2. Expected values of 
6 3 q,  10 m lhr  
Figure 5. Control strategy y ( q ) ,  COD ~ ( q ) ,  
and total utility U(q) for reach 
4 ,  using C C  objective function. 
Table 2. Comparison of Expected Values for Quality, 
Efficiency, Cost, and Utility Using CC and 
Ci7 Utility Objective Functions. 
CC: g = .6 
Cil: g = - 9  
Reach 
1 
2  
3  
4  
5 
6 
7  
13 
9 
3 0 
Border 
Utility 
C C 
- 7 3  
.70  
- 8 1  
- 8 8  
- 8 9  
- 8 8  
.82 
.85 
.82 
.87 
.87 
Cost 
( DM/ hr ) 
Cil 
.81 
. 6 
.89 
.94 
.93 
.93 
.90  
.93 
.91 
.93 
.94 
CC 
1 9  
890  
463 
3 1  
197 
276 
677 
298 
5 1 2  
1 7 2  
- 
Cil 
2C 
1318  
676 
64 
381 
483 
1069  
508 
904 
482 
- 
Quality 
(COD, mg/h) 
CC 
16.7 
14.2 
9.0 
9.5 
7.2 
6.1 
8.4 
9.1 
10.3 
9.9 
7  
1 
Efficiency 
96 
Cil 
16.7 
13.9 
7.0 
6.7 
5.0 
4.0 
5.2 
5.2 
6.1 
5.7 
4.0 
CC 
64 
85 
83  
63 
7 2  
7 7  
83 
7 5  
77 
65  
- 
Cil 
7 0  
9 2  
8 9  
7 4  
83 
87  
91  
8 5  
88 
8 2  
- 
COD ( E w r )  , t r e a t m e n t  e f f i c i e n c y  ( &  y r )  , t r e a t m e n t  c o s t s  
( E z r )  and t o t a l  u t i l i t y  (cur) a r e  compared f o r  e a c h  r e a c h .  
I t  i s  i n t e r e s t i n g  t o  n o t e  t h a t  f o r  t h e  same r i s k  a v e r s i o n  
pa ramete r s  (hr and b r ) ,  and t h e  same r a t i o  of w e i g h t s  
(gr /ar )  , t h e  sum-product form t e n d s  t o  r e s u l t  i n  g e n e r a l l y  
h i g h e r  q u a l i t y  l e v e l s  on a l l  r e a c h e s  w i t h  c o r r e s p o n d i n g l y  
h i g h e r  t r e a t m e n t  e f f i c i e n c i e s .  
The r e s u l t s  i l l u s t r a t e  o p e r a t i n g  s t r a t e g i e s  f o r  hypothe- 
t i c a l  t r e a t m e n t  p l a n t s  t h a t  a r e  assumed t o  e x i s t  i n  1985 .  
To some e x t e n t ,  t h e y  a r e  based on t h e  d e f i n i t i o n  of  e q u i t y  
used i n  t h e  a n a l y s i s .  I t  should  be  remembered t h a t  w e  used 
s i m i l a r  u t i l i t y  f u n c t i o n s  i n  each  r e a c h ,  and t h e n  weighted them 
e q u a l l y  t o  o b t a i n  t h e  mul t i - r each  u t i l i t y  f u n c t i o n .  T h i s  re- 
s u l t s  i n  d i f f e r e n t  o p e r a t i n g  l e v e l s  i n  e a c h  r e a c h ,  b u t  w i t h  
comparable u t i l i t y  v a l u e s  (see l a s t  two columns of Tab le  2 ) .  
I f  a  d i f f e r e n t  concep t  o f  e q u i t y  were used ,  such a s  one i n  
which a l l  t r e a t m e n t  p l a n t s  o p e r a t e  a t  t h e  same l e v e l ,  o r  
u t i l i t y  i s  based on p e r  c a p i t a  c o s t s ,  d i f f e r e n t  r e s u l t s  would 
be  expec ted .  
S e n s i t i v i t y  A n a l y s i s  
The o p t i m a l  t r a j e c t o r i e s  y r ( q )  f o r  b o t h  o b j e c t i v e  f u n c t i o n  
forms were s u b j e c t e d  t o  s e n s i t i v i t y  a n a l y s i s  on  t h e  s i n g l e - a t -  
t r i b u t e  r i s k  a v e r s i o n  pa ramete r s  h  and a ,  Holding t h e  a t t r i -  
b u t e  w e i g h t s  f i x e d  (g /a  = 1.5), t h e  r a t i o  o f  r i s k  a v e r s i o n  
c o e f f i c i e n t s  h/b was v a r i e d  t o  t e s t  t h e  e f f e c t  on t h e  expec ted  
q u a l i t y  i n  t h e  r i v e r .  F i g u r e s  6 and 7 show t h e  r e l a t i o n s h i p  
between expec ted  COD l e v e l s  on r e a c h  4 f o r  v a r i a t i o n s  i n  
RELATIVE RISK' AVERSION, hl b 
F i g u r e  6. S e n s i t i v i t y  t o  r i s k  a v e r s i o n  
paramete rs :  c o n s t a n t  b wi th  
v a r y i n g  h. 
Figure 7. Sensitivity to risk aversion 
parameters: constant h/b. 
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the ratio of such aversions h/b. In Figure 6, b was kept 
constant and h was varied; in Figure 7 the ratio h/b was 
maintained constant while h was varied. The graphs show two 
important features: first, they demonstrate how the expected 
quality changes when we shift to a product utility function; 
second, they illustrate that expected quality is relatively 
insensitive to changes in the degree of risk aversion. One 
of the criticisms of decision theory (see Maass, [lo]) is 
that is is difficult to obtain an accurate description of 
the shape of the utility function. Figures 6 and 7, however, 
show us that (in the range of this analysis) we need not 
worry too much about this problem since the optimal solution 
is relatively insensitive to the risk aversion coefficients. 
A second and perhaps more interesting result is shown in 
Figures 8 and 9. Here risk aversion coefficients were kept 
constant and the ratio of attribute weights g/a was varied. 
Expected COD levels on reach 4 were examined for sensitivity 
to the value of g/a. In Figure 8, the expected COD drops 
off sharply for the C C  form of utility, as g/a approaches 1 
and levels out at a value of approximately 6.25 mg/l. The 
C J I  form, however, is extremely sensitive to changes in the 
value of g/a and should be carefully examined in this light. 
Figure 9 indicates that no matter how low a weight g is 
chosen for water quality, the COD level will not exceed some 
upper level (in this example, 1 0.1 mg/l ) . 
RELATIVE WEIGHT, g l a  
Figure 8. Sensitivity to relative scaling 
weights, g/a. 
g la  = 1.5 
h = .0513 
b = .0049 
Figure 9. Sensitivity to scaling weights: 
constant g/a with varying g. 
The sensitivity analysis presented has given us an im- 
portant insight: if a similar anlysis is carried out in 
practice, more emphasis and greater care should be devoted to 
the assessment of those parameters which have a great effect 
on the optimal decision (the scaling weights); comparatively 
less time can be spent on parameters which have little effect 
(risk aversion parameters). It also gives us a good idea of 
the way in which optimal treatment strategies vary with changes 
in these parameters. 
Discussion 
Recent applications of control theory (see Young and 
Beck, [23])have been concerned with optimal control trajec- 
tories that satisfy quality constraints determined a priori. 
The approach in this paper, however, is to treat preferences 
for variable water quality levels through the use of multi- 
attribute utility functions. Rather than minimizing costs to 
achieve some predetermined quality levels, the model estab- 
lishes a trade-off function between quality and costs of 
waste-water treatment. 
Although the results for the Rhine application are pre- 
liminary, they show a marked difference between additive 
and multiplicative utility functions. If we are to take 
advantage of some of the appealing features of the product 
form, then caution must be used in selecting the attribute 
weights a and g. For our ten-reach problem, computational 
times were reasonable, and it appears that even larger and 
more complex problems can be handled. The model could be 
easily extended to include more reaches, and the Streeter- 
Phelps equation could be improved in a straightforward 
manner. Adding treatment plants on the tributaries requires 
a few more equations to relate flows at the confluences, and 
a correlation structure between those flows. Some of the 
implications of handling capital costs in this type of model 
are presented in Gros and Ostrom [5]. 
Extensions 
It is clear that the inclusion of a dissolved oxygen demand 
(DO01 equation would enhance the model. This could be handled 
in a straightforward fashion. DOD would replace COD in the 
single-attribute utility function of equation (29), which would 
be rewritten as: 
where 
Dr is the DO deficit on reach r (mg/l) 
D is the saturation concentration of oxygen (mg/l); 
and the constraints in equation (26) would be replaced by 
one relating DOD in one reach to DOD and COD in the next up- 
stream reach. 
- exP (-k2drAr/(7,) + Dr exp (-k2dr~r/~r) 1 
where 
The above e x p r e s s i o n  f o r  COD, .however, c a n  b e  w r i t t e n  i n  
a  more g e n e r a l  form a s :  
where t = drAr/Qr, and t h e n  s u b s t i t u t e d  i n t o   quat ti on 37. 
r 
Although t h e r e  a r e  s t i l l  3R e q u a t i o n s ,  D r r  y r r  Fr ,  
a H  
r = 1 , 2 , .  . . , R ,  t h e  -F = 0 e q u a t i o n s  now c o n t a i n  e x t r a  d e r i v a -  
r 
t i v e  t e r m s  which c a n  add c o n s i d e r a b l y  t o  t h e  com$uting t i m e .  
A l t e r n a t i v e l y ,    qua ti on 38 cou ld  b e  w r i t t e n  a s  a  s e p a r a t e  
c o n s t r a i n t ,  deno ted  Gr .  T h i s  i m p l i e s  t h a t  t h e  Hamil tonian  1 
I 
i n  Equat ion  39 would be r e w r i t t e n  a s  1 
T h i s ,  however, i m p l i e s  t h a t  w e  now need t o  s o l v e  5R s imul-  
t a n e o u s  n o n - l i n e a r  e q u a t i o n s  f o r  y  W r t  D r t  A r t  and \, 
r = 1 , 2 ,  ..., R, i n s t e a d  o f  t h e  3R e q u a t i o n s  t h e  COD model 
r e q u i r e d .  
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