Abstract. A theorem of Weil and Atiyah says that a holomorphic vector bundle E on a compact Riemann surface X admits a holomorphic connection if and only if the degree of every direct summand of E is zero. Fix a finite subset S of X, and fix an endomorphism A(x) ∈ End(E x ) for every x ∈ S. It is natural to ask when there is a logarithmic connection on E singular over S with residue A(x) at every x ∈ S. We give a necessary and sufficient condition for it under the assumption that the residues A(x) are rigid.
Introduction
Let X be a compact connected Riemann surface. Let E be a holomorphic vector bundle on X. A holomorphic connection on E is a flat connection on E such that the (locally defined) flat sections of E are holomorphic. It is known that E admits a holomorphic connection if and only if every direct summand of E is of degree zero [We] , [At2] . In particular, an indecomposable holomorphic vector bundle on X admits a holomorphic connection if and only if its degree is zero.
Fix a finite subset S ⊂ X. For each point x ∈ S, fix an endomorphism A(x) ∈ End(E x ) of the fiber E x of the vector bundle E. Here we address the following question: When there is a logarithmic connection on E singular over S with residue A(x) at every x ∈ S? First take the case where E is simple, meaning all global holomorphic endomorphisms of E are scalar multiplications. We prove the following (see Lemma 3.2):
An endomorphism A ∈ End(E x ), where x ∈ X, will be called rigid if A commutes with every global holomorphic endomorphism of E. In other words, A is rigid if and only if A • v(x) = v(x) • A for all v ∈ H 0 (X, End(E)).
Now take the case where the holomorphic vector bundle E is indecomposable, meaning it does not split into a direct sum of holomorphic vector bundles of positive ranks. We prove the following (see Proposition 4.1): Proposition 1.2. Let E be an indecomposable vector bundle on X. For each point x ∈ S, fix a rigid endomorphism A(x) ∈ End(E x ). Then the following are equivalent:
(1) There is a logarithmic connection on E singular over S such that the residue is A(x) for every x ∈ S. (2) The collection A(x), x ∈ S, satisfy the condition
Using Proposition 1.2, the following is proved (see Theorem 4.2): Theorem 1.3. Let E be a holomorphic vector bundle on X. For each point x ∈ S, fix a rigid endomorphism A(x) ∈ End(E x ). Then the following hold:
(2) The vector bundle E admits a logarithmic connection on E singular over S, with residue A(x) at every x ∈ S, if and only if for every direct summand F ⊂ E,
Logarithmic connections and residue
2.1. Logarithmic connections on E. Let X be a compact connected Riemann surface. Let E be a holomorphic vector bundle on X. The fiber of E over any point x ∈ X will be denoted by E x .
Fix finitely many distinct points
The reduced effective divisor x 1 + . . . + x d on X will also be denoted by S.
The holomorphic cotangent bundle Ω X of X will also be denoted by K X . A logarithmic connection on E singular over S is a first order holomorphic differential operator
satisfying the Leibniz identity which says that
where s is any locally defined holomorphic section of E and f is any locally defined holomorphic function on X [De] .
For any point x ∈ S, the fiber (K X ⊗ O X (S)) x is identified with C using the Poincaré adjunction formula [GH, p. 146] . More explicitly, for any holomorphic coordinate z around x with z(x) = 0, the image of dz z in (K X ⊗ O X (S)) x is independent of the choice of the coordinate function; the above identification between (K X ⊗ O X (S)) x and C sends this independent image to 1 ∈ C. For a logarithmic connection D on E singular over S, and any x ∈ S, consider the composition
The above Leibniz identity implies that it is O X -linear; hence this composition is an element of End(E x ) = End(E) x . This element of End(E x ), which we will denote by Res(D, x), is called the residue of D at x [De, p. 53] .
Let Diff
i (E, E) be the holomorphic vector bundle on X whose holomorphic sections over any open subset U ⊂ X are the holomorphic differential operators E| U −→ E| U of order at most i. So we have a short exact sequence of holomorphic vector bundles
where T X is the holomorphic tangent bundle of X, and σ is the symbol homomorphism. Now define the subsheaf
It fits in the following short exact sequence of holomorphic vector bundles on X obtained from (2.1):
where σ is the restriction of σ to the subsheaf At(E)(− log S). A logarithmic connection on E singular over S is a holomorphic splitting of (2.2), meaning a O X -linear homomorphism
For any x ∈ S, the composition
vanishes; the above homomorphism At(E)(− log S) x −→ Diff 1 (E, E) x is given by the inclusion of At(E)(− log S) in Diff 1 (E, E). Therefore, from (2.1) we get a homomorphism
For any logarithmic connection h as in (2.3), the element
is the residue of h at x; here 1 ∈ C is considered as an element of T X(− log S) x using the earlier mentioned identification between T X(− log S) x and C.
Logarithmic connections with given residues.
Lemma 2.1. For any x ∈ S, the fiber At(E)(− log S) x has a canonical decomposition
Proof. We recall the definition of the Atiyah bundle:
where σ is the symbol map in (2.1) [At2] . It fits in the Atiyah exact sequence
where σ is the restriction of σ. Let
be the tensor product of the Atiyah exact sequence with the line bundle O X (−S). From this exact sequence and (2.2) it follows immediately that
For any x ∈ S, from this inclusion of coherent sheaves and the exact sequences (2.2) and (2.5) we have the commutative diagram
where a is the zero homomorphism because x ∈ S. Now from the snake lemma (see [La, p. 158, Lemma 9 .1]) it follows that the kernel of the homomorphism b coincides with the image of c. Hence the image of the fiber (At(E) ⊗ O X (−S)) x in At(E)(− log S) x is identified with the quotient line
It is easy to see that this image T X(− log S) x ⊂ At(E)(− log S) x of b coincides with the kernel of the homomorphism j x in (2.4). On the other hand, from (2.2) it follows that End(E) x ⊂ At(E)(− log S) x . Now it is straight-forward to check that the resulting homomorphism
is an isomorphism.
For each point x ∈ S, fix an endomorphism
In view of Lemma 2.1, we have the complex line
Let A(E) −→ X be the holomorphic vector bundle that fits in the short exact sequence of coherent sheaves
where ℓ x is the line constructed above. From (2.2) we have the short exact sequence
where σ ′ is the restriction of the homomorphism σ in (2.2).
The following lemma is a straight-forward consequence of the definitions of logarithmic connection and residue: Lemma 2.2. A logarithmic connection on E singular over S with residue A(x), x ∈ S, is a holomorphic homomorphism
, where σ ′ is the homomorphism in (2.7).
Lemma 2.3. For each point x ∈ S, fix a number λ x ∈ C. Let L be a holomorphic line bundle on X. There is a logarithmic connection on L singular over S with residue λ x at each x ∈ S if and only if To prove the converse, assume that (2.8) holds. Fix a point x 0 ∈ X \ S. Since the two holomorphic line bundles L and L 0 := O X (degree(L) · x 0 ) differ by tensoring with a holomorphic line bundle of degree zero, and any holomorphic line bundle of degree zero on X admits a nonsingular holomorphic connection (this follows immediately from the Atiyah-Weil criterion), it suffices to show that L 0 admits a logarithmic connection singular over S with residue λ x at each x ∈ S.
For the exact sequence of coherent sheaves
where C y is a copy of C supported at y, let
be the exact sequence of cohomologies. We note that the above homomorphism ξ sends y∈S∪{x 0 } c y to y∈S∪{x 0 } c y . Therefore, from (2.8) it follows that there is a holomorphic section
whose residue over each x ∈ S is λ x while the residue over x 0 is degree(L) = − x∈S λ x . Now the logarithmic connection
where d is the usual de Rham differential, has the required residues.
The extension class
Isomorphism classes of extensions of the line bundle T X(− log S) by the vector bundle End(E) ⊗ O X (−S) are parametrized by
Consider the extension in (2.7). Let
be the corresponding cohomology class. Our aim in this section is to determine φ A E . Take any point y ∈ X. We will construct a homomorphism
For this, consider the short exact sequence of sheaves on X
(recall that the Poincaré adjunction formula identifies the fiber O X (y) y with the fiber T y X of the holomorphic tangent bundle). Tensoring this exact sequence with End(E) ⊗ K X , the following short exact sequence is obtained
The homomorphism γ y in (3.2) is the one occurring in the long exact sequence of cohomologies associated to the above short exact sequence.
Consider the Atiyah exact sequence in (2.5). Let
be the extension class for it.
Proposition 3.1. The cohomology class φ A E in (3.1) coincides with φ
where φ 0 E and γ x are constructed in (3.3) and (3.2) respectively.
Proof. We will give an alternative description of the homomorphism γ y in (3.2). First note that Serre duality says that
be the homomorphism produced by γ y using the above Serre duality. For any α ∈ End(E) y and β ∈ H 0 (X, End(E)), it can be checked that
Next we recall a Dolbeault type description of φ
be the element corresponding to φ 0 E in (3.3) by the isomorphism in (3.4). A C ∞ homomorphism
such that σ • H = Id T X (see (2.5) for σ) defines a C ∞ connection on E whose (0 , 1)-component coincides with the Dolbeault operator on the holomorphic vector bundle E. Let K(H) be the curvature of the C ∞ connection on E given by H; it is a (1, 1)-form with values in End(E). Therefore, K(H) represents an element of Dolbeault cohomology (3.3) . Consequently, for any β ∈ H 0 (X, End(E)), we have
where φ 0 E is defined in (3.7). The cohomology class φ A E has a similar description. Using (3.4), the cohomology class φ
• H ′ is holomorphic around the points of S, and
Let K(H ′ ) be the curvature of the singular C ∞ connection on E defined by H ′ . We note that K(H ′ ) is a C ∞ two-form on X with values in End(E); this is because K(H ′ ) vanishes in a neighborhood of S, so it is an End(E) valued C ∞ two-form on entire X. The Dolbeault cohomology class in H 1 (X, End(E) ⊗ K X ) represented by the End(E)-valued (1, 1)-form K(H ′ ) on X coincides with φ A E in (3.1). Consequently, for any β ∈ H 0 (X, End(E)), we have
The proposition is a straight-forward consequence of the above descriptions of γ y , φ 0 E and φ A E .
Lemma 3.2. Let E be a simple vector bundle, meaning H 0 (X, End(E)) = C · Id E . Then the following two statements are equivalent:
(1) There is a logarithmic connection on E singular over S with residue A(x) for every x ∈ S. (2) The collection of endomorphisms A(x), x ∈ S, satisfy the condition
Proof. If E admits a logarithmic connection singular over S such that residue is A(x) for every x ∈ S, then degree(E) + x∈S trace(A(x)) = 0 [Oh, p. 16, Theorem 3] .
To prove the converse, assume that degree(E) + x∈S trace(A(x)) = 0 .
(3.9)
In Lemma 2.3, set L = r E, where r = rank(E), and λ x = trace(A(x)) for every
be the class for (L , {λ x } x∈S ) (as in ( 3.8)). It is straight-forward to check that
. In view of (3.9), from Lemma 2.3 it follows that L has a logarithmic connection with residue λ x at every x ∈ S. Therefore, we have φ L (1) = 0. Hence from the above equality it follows that φ A E (Id E ) = 0. Now we conclude that φ A E = 0, because E is simple.
Since all stable vector bundles are simple, Lemma 3.2 has the following corollary. 
is a Lie algebra for the operation [v , w] 
be the evaluation map. Now define the Lie subalgebra
An element α ∈ End(E x ) will be called rigid if
Note that if H 0 (X, End(E)) = C · Id E , then all elements of End(E x ) are rigid.
4.2.
Criterion for logarithmic connections on indecomposable bundles. A holomorphic subbundle F of a holomorphic vector bundle V on X is called a direct summand of V if there is another holomorphic subbundle F ′ of V such that the natural homomorphism
is an isomorphism. A holomorphic vector bundle V is called indecomposable if there is no direct summand F of it such that 0 < rank(F ) < rank(V ).
As before, S is an effective reduced divisor on X, and E is a holomorphic vector bundle on X.
Proposition 4.1. Assume that E is indecomposable. For each point x ∈ S, fix a rigid endomorphism A(x) ∈ End(E x ). Then the following are equivalent:
(4.1)
Proof. As noted in the proof of Lemma 3.2, if E admits such a logarithmic connection, then (4.1) holds.
To prove the converse, assume that (4.1) holds. In view of Lemma 2.2, we need to show that the short exact sequence in (2.7) splits, or in other words, φ A E in (3.8) is the zero homomorphism.
Since E is indecomposable, all elements of H 0 (X, End(E)) are of the form c · Id E + N, where c ∈ C and N is a nilpotent endomorphism of E [At2, p. 201, Proposition 15] . In the proof of Lemma 3.2 it was shown that (4.1) implies that φ A E (Id E ) = 0. Let N ∈ H 0 (X, End(E)) be a nilpotent endomorphism. It is known that for all x ∈ S, where γ x is constructed in (3.5).
Since N(x) ∈ End(E x ) is nilpotent, and A(x) commutes with N(x), it follows that A(x) • N(x) is also nilpotent. Hence we have trace(A(x) • N(x)) = 0. In view of this, (4.2) follows from (3.6).
4.3. Criterion for logarithmic connections with rigid residues. Let
be a decomposition of E into a direct sum of indecomposable vector bundles. If
is a logarithmic connection on E i ⊂ n i=1 E i singular over S with residue A i x at every x ∈ S, then n i=1 D i is a logarithmic connection on E singular over S with residue A(x) at every x ∈ S.
Note that every direct summand of E is a part of a decomposition of E into a direct sum of indecomposable vector bundles. Now using Proposition 4.1 we have the following: Theorem 4.2. For each point x ∈ S, fix a rigid endomorphism A(x) ∈ End(E x ). Then the following hold:
(1) For every direct summand F ⊂ E, A(x)(F x ) ⊂ F x for every x ∈ S.
(2) The vector bundle E admits a logarithmic connection on E singular over S, with residue A(x) at every x ∈ S, if and only if for every direct summand F ⊂ E, degree(F ) + x∈S trace(A(x)| Fx ) = 0 .
