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Exchange rate volatility, macro announcements and 
the choice of intraday seasonality filtering method 
Bank of Finland Research 
Discussion Papers 23/2007 
Helinä Laakkonen 




Filtering intraday seasonality in volatility is crucial for using high frequency data 
in econometric analysis. This paper studies the effects of filtering on statistical 
inference concerning the impact of news on exchange rate volatility. The 
properties of different methods are studied using a 5-minute frequency USD/EUR 
data set and simulated returns. The simulation results suggest that all the methods 
tend to produce downward-biased estimates of news coefficients, some more than 
others. The study supports the Flexible Fourier Form method as the best for 
seasonality filtering. 
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Valuuttamarkkinoiden volatiliteetti, makrotalouden 
uutiset ja päivänsisäisen kausivaihtelun 
puhdistusmenetelmän valinta 
Suomen Pankin keskustelualoitteita 23/2007 
Helinä Laakkonen 




Käytettäessä tiheäfrekvenssisiä tuottoaineistoja on tulosten luotettavuuden vuoksi 
tärkeää puhdistaa volatiliteetin päivänsisäinen kausivaihtelu ennen varsinaista 
analyysia. Tutkimuksessa tarkastellaan puhdistusmenetelmän valinnan vaikutuk-
sia tuloksiin, kun tutkitaan makrotalouden uutisten vaikutusta valuuttakurssien 
volatiliteettiin. Eri menetelmien ominaisuuksia tutkitaan käyttämällä 5 minuutin 
dollari/euro-tuottoaineistoa ja simuloituja tuottoja. Simulointitulosten mukaan 
uutismuuttujien vaikutukset estimoituvat puhdistuksen vuoksi aina liian pieniksi. 
Estimointiharhan suuruus riippuu käytetystä menetelmästä. Joustavien Fourier-
muotojen menetelmä soveltuu lisäksi tulosten mukaan parhaiten päivänsisäisen 
kausivaihtelun puhdistamiseen. 
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High frequency data sets have been used extensively since the development of
electronic trading systems in the early 1990s. One area of research in which
intraday data sets have been widely used concerns the impact of news on
exchange rate volatility.1 S i n c em a r k e t sr e a c tt on e wi n f o r m a t i o nv e r yq u i c k l y ,
intraday data sets are more informative and provide more accurate results
than do daily data sets. Nevertheless, these kinds of data sets have some
special features that need to be scrutinized for the sake of reliable results. One
crucial issue is the ﬁltering of intraday seasonality of volatility, which is caused
by diﬀerences in trading times in the global foreign exchange markets. This
seasonality causes periodical U-shape patterns in autocorrelation functions of
volatility, and therefore it has to be ﬁltered out of intraday data used for
statistical inference.2
Usually seasonality is considered as nuisance in time series econometrics,
and ﬁltering is something one needs to do before starting the actual work
with the data. However, ﬁl t e r i n gm i g h tc a u s ea tl e a s tt h r e ek i n d so fp r o b l e m s
that researchers rarely consider. First, most ﬁltering methods are capable
of removing some of the seasonality, but not all of it. The periodicity in
volatility that remains after ﬁltering may aﬀect the other results of the study.
Second, the ﬁltering might generate something new, for example extra jumps,
in returns. Third, in ﬁltering out seasonality, something important might be
ﬁltered out as well. For example, if one is studying the impact of news on
volatility, the ﬁlter should not eliminate the news eﬀects.
To our knowledge, ﬁltering methods have been compared in only two
papers so far: Martens et al (2001) conclude that explicitly modeling the
intraday volatility component improves out-of-sample forecasts. However, they
compare only the two step Flexible Fourier Form model (FFF) of Andersen
and Bollerslev (1997) to the computationally costly periodical GARCH model,
which includes the FFF. Ben Omrane and Bodt (2005) compare the Intradaily
Average Observation method (IAOM) of Bauwens et al (2005) and a kernel
smoothing method to a method that uses self-organizing maps (SOM) to
capture seasonality. The authors conclude that while the IAOM and kernel
smoothing methods are capable of estimating the deterministic part of
seasonality, they both fail to capture the stochastic part. The new method
that they propose, SOM, seems to capture also stochastic cycles.
Compared to those two papers, in this paper we concentrate more carefully
on the possible consequences that ﬁltering might have. We consider three
commonly used methods, each of which belongs to one of three ﬁltering
method categories, set out by Ben Omrane and Bodt (2005). These are the
Flexible Fourier Form method (FFF) of Andersen and Bollerslev (1997), which
uses sinusoids as exogenous variables to capture the periodicity; the Locally
Weighted Scatterplot Smoothing method (LOWESS) of Cleveland (1979),
which adopts a weighted time trend estimation for deseasonalizing; and the
1DeGennaro and Schrieves (1997), Andersen et al (2003), Bauwens et al (2005),
Dominquez and Panthaki (2006), Laakkonen (2007) among others.
2Evidence of the intraday volatility pattern has been shown eg by Andersen and Bollerslev
(1998), Melvin and Yin (2000), Cai et al (2001), and Bauwens et al (2005).
7Intradaily Average Observations Model (IAOM) of Bauwens et al (2005) in
which the intraday volatility estimate is computed by averaging the squared
returns (per each intraday interval and separately per each weekday) over the
whole sample period.
We use high-frequency returns to study the ﬁrst two problems that ﬁltering
might cause: 1) we compare autocorrelation functions of diﬀerent ﬁltered
absolute returns to see if there is periodicity left in volatility after ﬁltering
and study the news eﬀects with diﬀerent ﬁltered returns to see whether the
ﬁltering aﬀects the magnitudes of the news coeﬃcients, 2) we compare the key
statistical ﬁgures of the original and ﬁltered returns to study whether ﬁltering
adds some new elements to the return process.
Our data contain six years of ﬁve minute United States dollar against euro
(USD/EUR) quotes from 1 Jan. 1999 to 31 Dec. 2004. This data set is longer
than those used in most of the earlier literature. As the ﬁltering methods
usually perform better when the seasonality is regular (Ben Omrane and Bodt,
2005), the six year data set complicates the deseasonalizing, since it is very
likely that the intraday pattern has developed over the years, especially since
the data also cover the early years of the euro. The macro announcements are
obtained from the Bloomberg World Economic Calendar (WECO) and contain
all macro news from the USA, Germany and Japan.
Furthermore, we use simulated returns to study the third problem that
ﬁltering might cause: 3) we use the properties of the USD/EUR data to
simulate returns, which comprise the daily volatility component, intraday
volatility component, news component and random shocks. We deseasonalize
the simulated returns, estimate the news eﬀects with the ﬁltered returns and
compare the estimated news coeﬃcient values to the simulated ones to see if
the estimated news eﬀects are biased.
The results suggest that the methods have some diﬀerences, but all the
methods are capable of ﬁltering the periodicity in volatility only if the
estimation is done by dividing data into suﬃciently short subsets. This
indicates that the intraday volatility seasonality is time varying. The ﬁltering
method and the selected subset length also aﬀect the magnitudes of the
news coeﬃcients: when the subset is shortened, the news coeﬃcients increase
when the ﬁltering is done by using the FFF method, and decrease, when the
LOWESS or IAOM methods are used for ﬁltering.
According to the results of the simulation study, if the returns are not
ﬁltered at all, the US and European news coeﬃc i e n t sa r et o ol a r g ea n dt h e
Asian news coeﬃcients too small. Also, all the methods tend to produce
downward biased estimates for the news coeﬃcients, ie to ﬁlter out part of the
news eﬀects, some worse than others. While the LOWESS is performing the
best in terms of getting rid of periodicity in volatility, it also seems to ﬁlter out
more news eﬀects than do the other two ﬁlters. The IAOM performs almost
as well as the FFF, but in the case of regularly announced news it produces
very downward biased estimates compared to the FFF method. Therefore, the
study supports the FFF model as the best for seasonality ﬁltering.
8The paper is divided into six sections. Section 2 presents the properties
of USD/EUR data and summarizes brieﬂyt h eﬁltering methods used in the
literature. The three problems that ﬁltering might cause are studied in sections
3, 4 and 5. Section 6 concludes the study.
2 Intraday seasonality
In this section we present the properties of the USD/EUR data, summarize
the ﬁltering methods used in the literature and present the general idea behind
in all of the methods.
2.1 Data
The original data contain quotes at 5-minute intervals on the USD/EUR
e x c h a n g er a t ed u r i n g1J a n .1 9 9 9—3 1D e c .2 0 0 4a n di so b t a i n e df r o mO l s e n
and Associates.3 To study the intraday seasonality of volatility, we use absolute
returns as a measure of volatility4 and expose the average intraday volatility
pattern by computing the mean absolute return per every ﬁve-minute interval
in 24 hours (Figure 2.1a). The level of volatility during a day depends on
the trading times in diﬀerent markets: the Far East markets open around
23:00 GMT and cause a small increase in volatility; the European markets
open around 7:00 GMT and volatility increases more; and the US markets
open around 14:00 GMT after which volatility reaches its highest level. It is
noteworthy that there are two spikes in the average volatility pattern: most
US macro ﬁgures are announced at 13:30 GMT and 15:00 GMT and, as can
be seen, they cause signiﬁcant increases in volatility.
When this pattern is repeated every day, it causes a U-shape pattern
in the autocorrelation of volatility. Figure 2.1b presents the autocorrelation
coeﬃcients of absolute returns for 1500 ﬁve-minute lags, ie the autocorrelogram
for ﬁve days. As can be seen, the U-shape pattern is repeated almost identically
every day. Therefore, before using these kind of data sets the returns have to
be deseasonalized.
3Weekends and certain holidays were excluded, and daylight saving times in the USA
and Europe were taken into account, as is standard in the literature.
4Absolute returns have been widely used as a volatility measure in the literature. A
literature review of the use of absolute returns is provided by Granger and Sin (1999).
9Figure 2.1 Intraday seasonality of volatility
Figure 2.1a graphs the average USD/EUR volatility during 24 hours (mean absolute
return over each ﬁve minute interval). Volatility pattern is caused by diﬀerent
trading times in the global foreign exchange markets. Figure 2.1b graphs the ﬁve
day autocorrelogram of the ﬁve minute USD/EUR absolute returns.
2.2 Seasonality ﬁltering
Even though high-frequency data sets have been used for a more than a
decade now, research in seasonality ﬁltering is still very active. Many diﬀerent
methods have been proposed, none of which has become standard in the
literature. Ben Omrane and Bodt (2005) provide a good review and introduce
a taxonomy of ﬁltering methods used in the literature.
The ﬁrst category of ﬁltering methods uses a linear projection to model
the seasonality component: Andersen and Bollerslev (1997) use sinusoids as
exogenous variables, while Degennaro and Schrieves (1997) include hourly
dummies in the volatility regression to capture the seasonality. The
second category uses smoothing techniques: Cleveland (1979) adopts a
weighted time trend estimation, Engle and Russell (1998) use a cubic splines
technique, whereas Veredas et al (2002) and Ben Omrane and Bodt (2005)
employ kernel estimators for deseasonalizing. The third category uses the
average (absolute/squared) returns per intraday interval to compute the
ﬁlter: Dacorogna et al (1993) introduced the ϑ-time transformation, which
deseasonalizes volatility by expanding periods with high average market
activity and contracting periods with low average market activity; Melvin
and Yin (2000) divide each observation by the mean number of quotes for
each hour of the business week during a subset; while Bauwens et al (2005)
compute the intraday volatility estimate by averaging the squared returns per
5-minute interval over the whole sample period (separately for the diﬀerent
weekdays).
We consider three commonly used methods, each of which belongs to one of
the above categories (linear projection, smoothing and average observation).
We tried to consider methods that are widely used in the news literature.
10However, we think the main diﬀerences between the ﬁlters are between the
three categories rather than within any of the categories.
The general idea of seasonality ﬁltering in all of the methods is as follows:
the model produces an estimate for the intraday volatility, denoted st,n.T h i s
estimate ˆ st,n is normalized so that the mean of the normalized seasonality
estimate equals one5
˜ st,n =






where T is the total number of observations and N is the number of
observations during one day (288 for 5-minute intervals in the 24 hour market).
The original returns Rt,n are then divided by the normalized estimate ˜ st,n to
get the ﬁltered returns ˜ Rt,n =
Rt,n
˜ st,n
. Since the mean of ˜ st,n equals one (and ˜ st,n
is always positive), the consequences of ﬁltering are that volatility is increased
in the low-volatility periods and decreased in the high-volatility periods. Other
than that, the returns should remain the same.
3 Seasonality after ﬁltering
In this section we study the ability of diﬀerent methods to ﬁlter the seasonality
in intraday volatility. As is common in the literature that compares diﬀerent
ﬁltering methods (Martens et al, 2002, Ben Omrane and Bodt, 2005), we study
graphically whether there is periodicity left in the ﬁltered absolute returns.
The ﬁlter performs the better, the less the periodicity left in the volatility.
In addition, we examine whether the remaining seasonality aﬀects the results
of the further study with ﬁltered returns. For this, we look at the impact of
news on the volatility of diﬀerent ﬁltered returns. The results apply only for
the used data set, which is very representative of the data sets used in the
literature, however.
3.1 Flexible Fourier Form method
Of the linear projection techniques, we consider the Flexible Fourier Form
method (FFF) introduced in this context by Andersen and Bollerslev (1997).6
Andersen and Bollerslev (1997) state that, since the variability during a day
is so systematic, the intraday dynamics of absolute returns can be estimated
by using diﬀerent frequencies of sine and cosine functions. The volatility of
the return process Rt,n is divided into three components: the daily volatility
component (σt divided by N1/2 where N is the number of observations in one
5In the equations, n is an index for 5-minute intraday interval and t for day.
6T h eF F Fm e t h o di so n eo ft h em o s tw i d e l yu s e dﬁltering methods in the news literature.
It has been used for example in the studies of Cai et al (2001), Andersen et al (2003),
Dominquez and Panthaki (2006) and Laakkonen (2007).
11day, ie 288 for 5-minute intervals in the 24 hour market), the intraday volatility




The expected return E(Rt,n) is then replaced by the mean return ¯ R,a n dt h e
absolute demeaned returns are used as the measure of volatility
¯ ¯Rt,n − ¯ R
¯ ¯.
The daily volatility component is eliminated by dividing the volatility measure
by
ˆ σt
N1/2,w h e r eˆ σt is the GARCH(1,1) estimate of daily volatility. After
elimination of the daily component, squaring and taking logs, equation 3.1
becomes
2ln
¯ ¯Rt,n − ¯ R
¯ ¯
ˆ σt/N 1/2 =2l n ( st,n)+2l n ( Zt,n) (3.2)
There are two components left on the right-hand side of equation 3.2. The
ﬁrst is the component for the intraday volatility, which can be modeled using
the trigonometric functions; and the other component is the error term, which
includes the extra volatility in the markets, such as the volatility caused by
new information. Equation 3.3



























where ft,n =2l n
¯ ¯Rt,n − ¯ R
¯ ¯
ˆ σt/N 1/2 , presents the Flexible Fourier Form model. Besides







,w h e r eN1 =( N +1)/2 and N2 =( N +1)(N +
2)/6. The model also contains the indicator variables Ik(t,n), which are used to
control for holiday eﬀects, weekday eﬀects, Monday eﬀects etc. The estimate
for intraday volatility ˆ st,n is then obtained as ˆ st,n =e x p (ˆ ft,n/2),w h e r e ˆ ft,n are
the ﬁtted values of the FFF model.
If the FFF model is estimated once by using the whole data, it is assumed
that the intraday pattern remains the same every day. Unfortunately, this
might not be the case. For example, the trading hours of European markets
caused much higher volatility in the early years of the euro than they do
today. Therefore, besides estimating the FFF by using the whole data set
we estimated the model by using subsets of diﬀerent length. The subset
FFF model was re-estimated a) yearly b) quarterly and c) weekly. Figure
3.1 presents the autocorrelation coeﬃcients of the ﬁltered absolute returns
7The value P =9 was chosen for the USD/EUR data according to AIC and BIC.
12compared to the raw absolute returns, when seasonality is ﬁltered out by the
FFF model.
Figure 3.1 Autocorrelograms of raw and ﬁltered absolute returns.
The ﬁgures graph the ﬁve day autocorrelogram of the raw and ﬁltered 5-minute
absolute USD/EUR returns. Intraday periodicity was ﬁltered by using the Flexible
Fourier Form method. The FFF model was estimated by using the whole data (upper
left corner) and re-estimating the model yearly (upper right corner), quarterly (lower
left corner) and weekly (lower right corner).
As can be seen from the ﬁrst ﬁgure, if the whole data is estimated at once,
the model is clearly not capable of ﬁltering out all the periodicity. There is
a lot of periodicity left in volatility also after ﬁltering. The situation is not
better even when the model is re-estimated every year. However, when the
model is estimated separately for each quarter, the ﬁlter performs better and
if the model is estimated separately for each week, there is no periodicity left
in the autocorrelation function of absolute returns. Therefore, since estimating
the model in subsets seems to improve ﬁltering, it seems that seasonality of
volatility is not constant in time.
133.2 Locally Weighted Scatterplot Smoothing method
Of the smoothing techniques, we consider the Locally Weighted Scatterplot
Smoothing method (LOWESS) introduced by Cleveland (1979). Even though
the smoothing techniques are often used in the statistics and in the seasonality
ﬁltering literature (especially in the Autoregressive Conditional Duration
models), they are not so common in the literature studying news eﬀects.
T h eb a s i ci d e ai nt h eL O W E S Sm e t h o di st oc r e a t ean e wv a r i a b l eˆ st,n
which contains the corresponding smoothed value for each point of the series
|Rt,n|. The smoothed values are obtained by running a time trend estimation
separately for each point of the data and a small number of observations close
to each point. The smoothed value (which is the estimate for intraday volatility
ˆ st,n) is then the predicted value for the particular point only, which means that
a separate regression is performed for every point in the data. In addition, the
observations are weighted so that observations close to the predicted point get
larger weights than those further away.
Figure 3.2 presents the autocorrelation coeﬃcients of the ﬁltered absolute
returns compared to the raw absolute returns, where the seasonality is
ﬁltered out by the LOWESS method. The length of the subset used in
the estimation aﬀects the smoothness of the estimated curve: the shorter
the estimation subset, the more precisely the smoothed curve follows the
original data. We present the results with three diﬀerent values of parameter
δ (0.0003, 0.0002, 0.0001), which controls the length of the estimation subset.
The smaller the value of δ, the shorter the estimation subset.8 As can be
seen, when the parameter value decreases there is less periodicity left after
ﬁltering. When the smoothness parameter gets the value 0.0001, there is no
autocorrelation left in the ﬁltered absolute returns at all.
Figure 3.2 Autocorrelograms of raw and ﬁltered absolute returns
The ﬁgures graph the ﬁve day autocorrelogram of the raw and ﬁltered 5-minute
absolute USD/EUR returns. Intraday periodicity was ﬁltered by using the Locally
Weighted Scatterplot Smoothing method. Three diﬀerent values was considered for
parameter δ(0.0003,0.0002,0.0001), which controls the length of the estimation
subset. The smaller the value of δ, the shorter the estimation subset.
8For these parameter values the length of the subset is approximately six, four and two
hours, respectively.
143.3 The Intraday Average Observations Model
The method that we consider of the average observations category is called
the Intraday Average Observations Model (IAOM), introduced by Bauwens,
Ben Omrane and Giot (2005). This recently proposed method has been used
in the macro news literature by Bauwens et al (2005).
T h em e t h o dt h a tw eu s ed i ﬀers slightly from the one originally proposed
by the authors. First, they did not exclude any holidays from their data and
second, their deﬁnition of weekend diﬀers from ours.9 The intraday volatility
estimate ˆ snk is computed by averaging the squared returns per each intraday












where k =1 ,...,5 denotes a weekday,10 n =1 ,...,N denotes the intraday
interval (N =2 8 8 for 5 minute intervals in the 24 hour market) and M
denotes the number of weeks in the data set.
Also in the case of Intraday Average Observations Model, the ﬁltering could
be done separately in diﬀerent subsets. Besides ﬁltering the whole data at
once, we ﬁltered the returns separately for each year and each quarter. Figure
3.3 presents the autocorrelation coeﬃcients of the ﬁltered absolute returns
compared to the raw absolute returns, where seasonality is ﬁltered out by
using the IAOM method. Shortening the subset aﬀects the results as in the
case of the other two methods: the shorter the subset the better the ﬁlter
performs. However, the diﬀerences are not as large as in the case of the FFF
a n dL O W E S Sm e t h o d s .
9They exclude the intervals from Fridays at 22.05 through Saturday and Sunday and the
ﬁrst interval on Monday, while we use the deﬁnition of Andersen and Bollerslev (1998) and
exclude the observations from Friday 21:05 until Sunday 21:00. We also tested for including
holidays, and it did not have remarkable eﬀect on the results. However, if the holidays and
weekends are both included in the data, the missing observations cause a signiﬁcant positive
autocorrelation for the ﬁrst lags in the ﬁltered returns.
10For simplicity, Friday and Sunday observations are combined together and treated as
one complete day k =5 . This should not have any implications to the results, since Friday
and Sunday do not share any intervals. Friday observations always end at 21:00, while
Sunday observations always begin at 21:05.
15Figure 3.3 Autocorrelograms of raw and ﬁltered absolute returns
The ﬁgures graph the ﬁve day autocorrelogram of the raw and ﬁltered 5-minute
absolute USD/EUR returns. Intraday periodicity was ﬁltered by using Intraday
Average Observations method. The IAOM model was estimated by using the whole
data and re-estimating the model yearly and quarterly.
3.4 The Impact of News on Volatility
The intraday periodicity is caused by diﬀerences in trading times in the
global foreign exchange markets (mainly US, European and Asian markets).
Therefore, we consider the macro news from these three markets. The data
contain all the scheduled macroeconomic news (for example GDP ﬁgures,
interest rate announcements, conﬁdence indices etc.) for Japan, Germany and
the USA published in the World Economic Calendar (WECO) of Bloomberg.
Some of the macro ﬁgures are always announced at the same time, and
therefore they might also cause some seasonality in the intraday volatility.
Most inﬂuential of there kind of regular news are probably the US news
announced at 13:30 GMT and 15:00 GMT. We wanted to study these news
separately and therefore divided the US macro announcements into two
categories: ‘USA regular news’ includes the news that are always announced
at 13:30 GMT and 15:00 GMT and ‘USA news’ includes the rest of the US
announcements.
In the original model of Andersen and Bollerslev (1997) the news variables
Nk(t,n) are included to the FFF model (3.3).T h i si sa l s ow h a tw ed ow h e n
the FFF model is estimated once for the whole data set. On the other hand,
when ﬁltering is done in subsets, we need two steps for testing the news eﬀects.
The ﬁrst step is to ﬁlter the returns, and the second step is to study the impact
of news on volatility of the ﬁltered returns. So, the two-step procedure is used
i nt h es u b s e tF F Fm o d e l ,a n di nb o t hL O W E S Sa n dI A O Mm e t h o d s ,s i n c e
the news variables cannot be included to the LOWESS and IAOM models in
t h es a m em a n n e ra si nt h eF F Fm o d e l .
To test the news eﬀects in the second step, we use the model
2ln
¯ ¯ ¯ ˜ Rt,n − ¯ R
¯ ¯ ¯




16where ˜ Rt,n denotes the ﬁltered returns and Nk(t,n) t h en e w sv a r i a b l e s( k =
Japan, Germany, USA, USA regular). c is the constant term and εt,n is the
error term of the model. If we were only interested in the impact that the macro
ﬁgure has immediately after the announcement, the news variables Nk(t,n)
would be dummy variables taking the value one when the macro ﬁgure is
announced and zero otherwise. However, it has been reported that the impact
of news lasts from one to two hours (Andersen et al, 2003). Therefore we
follow Andersen and Bollerslev (1998) and estimate the decay structure of the












where i =1 ,2,...25 5-minute intraday intervals. The polynomial captures the
average decay structure (mean absolute returns after the news announcements)
quite well and forces the impact to zero after two hours (when i =2 5 ). Now,
when the macro ﬁgure is announced, the news variable Nk(t,n) takes the value
γ (i) for the ﬁrst 25 intervals after the announcement and zero otherwise. The
impact of news on volatility Mk(i) can then be computed for each 25 intervals
as Mk(i)=e x p (
λk · γ (i)
2
) − 1.
Figure 3.4 Decay structure of volatility response pattern after news
The ﬁgure presents the mean absolute returns (mar) after news announcements and
the estimated news impact decay structure. Decay structure was estimated using
the third order polynomial γ(i).
Table 3.1 presents the coeﬃcient values λk for the news variables, as well as the
impact of news Mk(1), computed for the ﬁrst interval, ie ﬁve minutes after the
announcement. The ﬁrst row presents the results obtained with the returns
which were not ﬁltered at all. The following lines present the results obtained
with the returns ﬁltered with diﬀerent methods. What is clear is that ﬁltering
17has a signiﬁcant eﬀect on the news eﬀects. The results obtained with the
non-ﬁltered data are very diﬀerent compared to the results obtained with any
of the ﬁltered data.
As can be seen, the regular US news seems to have much greater eﬀects
than any other news groups. While the news from Germany and the USA
increase volatility signiﬁcantly, it seems that the news from Japan does not
have an eﬀect on the volatility of the USD/EUR exchange rate. Also, the
ﬁltering method seems to aﬀect the magnitude of the macro announcement
coeﬃcients. The estimated impact of macro news from Japan on volatility
diﬀers from decrease of 3% to increase of 10% depending on the used method
and subset. The diﬀerences are very large also in other groups of news: the
increase caused by the regular US news is estimated to be 52% at the lowest,
and 140% at the highest. What is as also worth noticing, is that there are quite
clear patterns how the estimated news impacts depend on the used subset:
in the case of the FFF models, the shorter the subset, the larger the news
coeﬃcients (except in the case of Japan). In contrast, for the LOWESS and
I A O Mm o d e l st h en e w sc o e ﬃcients seem to decrease in size when the subset
is shorter. However, the diﬀerences are not that large in the case of the IAOM
than in the case of the LOWESS and FFF methods.
Figure 3.5 graphs the estimated intraday patterns ˆ st,n of diﬀerent FFF and
LOWESS methods, compared to the average volatility during a day. These
ﬁgures might help us to understand the patterns seen in the news coeﬃcient
values. Since ﬁltering is done by dividing the returns by ˆ st,n, it is clear that the
smaller is ˆ st,n t h el e s sw ed e c r e a s et h ev o l a t i l i t y .O nt h eo t h e rh a n d ,t h el e s s
the volatility is decreased, the less news eﬀe c t sa r ec u td o w n .N o w ,w ec a ns e e
from the estimates of ˆ st,n for the FFF model that the shorter the subset, the
lower is the estimate ˆ st,n during the opening hours of the European markets
and the US markets (from 7:00 GMT to 19:00 GMT). Therefore, the shorter
is the subset, the less we cut down the US and European news eﬀects while
ﬁltering seasonality. Yet, it can be understood that the shorter is the subset,
the larger are the estimated news eﬀects. The situation is completely opposite
in the LOWESS method. The shorter is the subset, the higher is the estimate
ˆ st,n during the opening hours of the biggest markets (Asia, Europe and USA).
So now, the shorter is the subset, the more we cut down the volatility and also
news eﬀects. Therefore, it is understandable that while the subset is shortened,
the estimated news eﬀects are decreased.
18Table 3.1 Impact of macroeconomic news on USD/EUR volatility
The impact of macroeconomic news on USD/EUR volatility was studied with returns
which were ﬁltered by diﬀerent methods. FFF refers to Flexible Fourier Form
models, LOWESS to Locally Weighted Scatterplot Smoothing method and IAOM
to Intraday Average Observations Method. See details in the sections 3.1—3.3. λk
refers to the coeﬃcients of the news variables in the model (3.5) and Mk(1) refers to
the news impact on volatility 5 minutes after the news announcement. Newey-West
t-values are in parentheses (288 lags).
Japan Germany USA USA regular
λk Mk(1) λk Mk(1) λk Mk(1) λk Mk(1)
No ﬁltering -16.15 -0.25 46.99 1.33 39.90 1.05 89.81 4.04
(-9.51) (30.95) (12.76) (59.88)
FFF 2.17 0.04 6.44 0.12 20.23 0.44 33.54 0.83
whole data (1.22) (4.18) (7.06) (18.29)
FFF 5.50 0.10 7.68 0.15 15.93 0.33 23.41 0.52
yearly (3.55) (5.93) (6.08) (17.78)
FFF 2.18 0.04 12.35 0.25 18.55 0.40 30.18 0.72
quarterly (1.40) (9.29) (6.84) (22.42)
FFF 0.09 0.00 16.21 0.34 19.42 0.42 34.83 0.87
weekly (0.06) (12.44) (7.36) (26.85)
LOWESS 1.01 0.02 27.74 0.65 24.45 0.55 48.63 1.40
δ(0.0003) (0.71) (24.62) (10.76) (45.63)
LOWESS -0.13 0.00 23.69 0.53 21.00 0.46 40.20 1.06
δ(0.0002) (-0.10) (22.72) (9.99) (41.16)
LOWESS -1.43 -0.03 18.94 0.41 16.10 0.34 31.69 0.77
δ(0.0001) (-1.18) (20.33) (8.61) (36.28)
IAOM -1.50 -0.03 21.46 0.47 21.75 0.48 33.54 0.83
whole data (-0.92) (15.01) (7.96) (24.97)
IAOM -0.30 -0.01 21.06 0.46 21.49 0.47 31.88 0.78
yearly (-0.19) (15.33) (8.08) (24.08)
IAOM -0.41 -0.01 20.53 0.45 20.54 0.45 30.91 0.74
quarterly (-0.26) (15.22) (7.73) (23.65)
19Figure 3.5 Estimated intraday volatility pattern
Figure 3.5a graphs the estimated intraday volatility patterns of the FFF models
compared to mean absolute ﬁve minute returns per intraday intervals (MAR). Figure
3.5b presents the same for the LOWESS models.
204 Properties of the ﬁltered returns
In this section we study the statistical key ﬁgures of the original and ﬁltered
returns to see whether the ﬁltering causes some unwanted eﬀects (eg extra
jumps) in the returns.
The key statistical ﬁgures for the diﬀerent ﬁltered returns are presented
in Table 4.1. As expected, ﬁltering does not aﬀect the mean or standard
deviation of the returns. On the other hand, ﬁltering seems to have an eﬀect
on the third and fourth moments. While both LOWESS and IAOM method
seem to signiﬁcantly decrease both skewness and kurtosis, the FFF method has
no such clear result. In some cases skewness and kurtosis are decreased and
in some cases increased, when the returns are ﬁltered with the FFF method.
What is clear is that the kurtosis and skewness are larger in the returns ﬁltered
by FFF models than those ﬁltered by LOWESS and IAOM methods.
Table 4.1 Key statistical ﬁgures
The key statistical ﬁgures for original and ﬁltered returns. FFF refers to Flexible
Fourier Form models, LOWESS to Locally Weighted Scatterplot Smoothing method
and IAOM to Intraday Average Observations Method.
Standard
mean Deviation Skewness Kurtosis Minimum Maximum
USD/EUR 5.0E-05 0.0432 0.781 65.94 -1.35 2.79
FFF
whole data 9.3E-05 0.0445 -0.230 76.00 -2.14 2.41
FFF
yearly 1.2E-04 0.0464 -2.138 239.44 -2.13 2.49
FFF
quarterly 8.6E-05 0.0439 -0.618 99.95 -2.51 2.38
FFF
weekly 6.6E-05 0.0434 -0.154 40.92 -1.69 1.68
LOWESS
δ(0.0003) 8.0E-05 0.0387 0.011 8.94 -0.95 0.74
LOWESS
δ(0.0002) 8.4E-05 0.0381 0.024 6.68 -0.67 0.56
LOWESS
δ(0.0001) 9.1E-05 0.0373 0.007 5.01 -0.48 0.41
IAOM
whole data 6.5E-05 0.0407 0.000 10.01 -0.64 0.73
IAOM
yearly 8.1E-05 0.0400 0.002 6.06 -0.32 0.37
IAOM
quarterly 8.3E-05 0.0385 0.000 3.89 -0.18 0.18
21Figure 4.1 The raw and ﬁltered USD/EUR returns
The ﬁgure in the upper left corner present the 5 minute returns on the USD/EUR
exchange rate from 1 Jan. 1999 to 31 Dec. 2004. The ﬁgure in the upper right
corner presents the returns ﬁltered with the Flexible Fourier Form method. The
ﬁgures in the lower left and right corner present the returns ﬁltered with the
Locally Scatterplot Smoothing Method and Intradaily Average Observation method,
respectively.
The same can be also seen in Figure 4.1, which graphs the original returns and
all the diﬀerent ﬁltered returns. It seems that while the LOWESS and IAOM
methods seem to shrink the large jumps in the returns, the FFF model saves
the jumps but also creates some new ones. Neither of results is what we want:
the ﬁlter should not ﬁlter out ‘important’ jumps, nor should it create any new
ones. However, compared to the returns ﬁltered with the LOWESS and IAOM
methods, the returns ﬁltered with the FFF model most closely resemble the
original returns in terms of key statistical ﬁgures.
5 Simulation Study
In this section we study more carefully whether the choice of ﬁltering method
has an eﬀects on statistical inference concerning the impact of news on
exchange rate volatility. We construct returns by using the properties of the
USD/EUR data, simulate 2000 realizations with 288000 observations (1000
22days), deseasonalize the simulated returns by the same three diﬀerent ﬁltering
methods, and test the impact of news variables on the volatility of ﬁltered
returns.
5.1 Returns












The daily volatility component σt,n was simulated using a GARCH(1,1)
model. The estimated coeﬃcient values from daily USD/EUR data were used
as trend-setters for the simulated model.
To prevent any possibilities to favour any ﬁltering methods in the
simulation study, we do not want to use any of the studied models11 to create
the intraday seasonality component st,n. Therefore, we used a modiﬁed version
of the dummy variable model proposed by Degennaro and Schrieves (1997).
We estimated the following model using the USD/EUR data set
2ln
¯ ¯Rt,n − ¯ R
¯ ¯




where the Dh(t,n) are 47 half-hour dummy variables.12 To capture the possible
time variation in intraday volatility, the model was estimated separately for
each month in the data set. The ﬁtted values of the model were then saved
and used as intraday volatility component st,n.
T h en e w sc o m p o n e n tηt,n was constructed as follows: we ﬁrst created a
preliminary news variable (IN), which takes the value of one in 2% of the
observations and zero otherwise, by using equally distributed [1,0] random
variables. We then created three dummy variables which indicate whether a
particular market (US, European or Asian) is open or not. For example for
the US markets this variable (IM_usa) gets the value one if the US markets are
open and zero otherwise. We also created a dummy variable IM_usar which
takes the value of one at 13.30 GMT and 15.00 GMT and zero otherwise. This
w a sd o n et oc r e a t et h e‘ r e g u l a rU Sn e w s ’v a r i a b l e .
The market-speciﬁc news variables were then created as Ik = IN ·IM_k, for
k = Asia, Europe, USA, USA regular. We then had four news variables that
take the value of one if the macro news are announced and zero otherwise.
However, since the news impact lasts longer than ﬁve minutes, we used the
11Flexible Fourier Form model is the only one of the three mehthods that could have been
considered of using.
12There are 48 half-hour intervals in the 24 hour market. Since the model includes the
constant, we need 47 dummy variables.
23news impact pattern estimated from the USD/EUR data (see section 3.4). We
used the estimated coeﬃcient values from the USD/EUR data as trend-setters
and set the news coeﬃcients values such, that the Asian news increase volatility
by 5%, the European news by 20%, the US news 40%, and the regular US by
80% 5 minutes after the announcement. The news impact patterns γk (i)
(where k = asia,europe,usa,usar and i =1 ,...,25 ﬁve minute intraday
intervals) are presented in Figure 5.1.
Figure 5.1 News impact decay structures γk(i)
Now, the variables (Nasia,N europe,N usa,N usar) get the values of the polynomials
γk (i) during the ﬁrst 25 intervals after the announcement (when the variable
Iasia,I europe,I usa or Iusar equals one) and zero otherwise. Finally, the news
component ηt,n in (5.1) is constructed as
ηt,n =1+Nusa + Neurope + Nasia + Nusar (5.3)
To obtain returns that resemble the actual returns, we need to generate the
shocks from a more leptokurtic distribution than the normal distribution.
Therefore, we create the random shocks εt,n as a mixture of two normally
distributed random variables ε1,tn and ε2,tn such that εt,n = ε1,tn ∼ N(0,0.5)
with probability 0.75 and εt,n = ε1,tn ∼ N(0,2.0) with probability 0.25.
Therefore, while the daily volatility component (which depends on εt,n)a n d
the random shocks change in every round, the intraday volatility component
and the news component remain the same.
245.2 Properties of the simulated returns
To see whether the simulated returns have the same kinds of properties as
the USD/EUR returns, we computed the average volatility pattern and the
autocorrelation function of the return volatility for one realization (Figure 5.2).
As can be seen, the simulated series display an intraday seasonality similar to
that of the USD/ERUR data set used before.
b a b a
Figure 5.2 Intraday seasonality of volatility (simulated returns)
Figure 5.2a graphs the average intraday volatility pattern of the simulated absolute
returns. Figure 5.2b graphs the ﬁve day autocorrelogram of the simulated absolute
returns.
The simulated returns are ﬁltered by the three methods: FFF, LOWESS and
IAOM. The subset lengths in all of the methods are selected to be such that
there is no periodicity left in volatility after ﬁltering. For the IAOM method, no
distinction between the weekdays was made. Since we did not create diﬀerences
between weekdays in the intraday pattern, the distinction is not necessary.
To demonstrate how well the simulated returns resemble the USD/EUR
returns, we computed the descriptive statistics for the simulated returns and
the ﬁltered simulated returns for one realization (Table 5.1). The key ﬁgures
of the simulated returns are quite close to the ones of the USD/EUR returns.
Mean and standard deviation of the simulated returns are very close to the
ones of USD/EUR returns, but skewness and kurtosis of the simulated returns
are smaller than those of the USD/EUR returns. When using the USD/EUR
returns, ﬁltering does not aﬀect the mean and standard deviation, but rather
the third and fourth moments. Similar ﬁndings can be made when the
simulated returns are used.
25Table 5.1 Key statistical ﬁgures for the simulated returns
The key statistical ﬁgures of the simulated returns and the simulated returns ﬁltered
with diﬀerent methods. FFF refers to Flexible Fourier Form method, LOWESS to
Locally weighted scatterplot smoothing method and IAOM to Intradaily Average
Observations Model.
Method Mean St. Dev. Skewness Kurtosis
returns -0.00006 0.056 0.016 21.34
FFF -0.00011 0.053 0.040 17.10
LOWESS -0.00012 0.045 0.003 7.03
IAOM -0.00009 0.053 0.017 15.29
5.3 Simulation results
After deseasonalizing the simulated returns we studied the impact of news on
volatility of ﬁltered returns in the same manner as with the USD/EUR returns
(equation 3.5). Table 5.2 presents the results of the simulation study. Besides
using the returns ﬁltered with the three diﬀerent methods, we estimated the
news impact on volatility by using returns that were not ﬁltered at all. As
can be seen, ﬁltering out the seasonality is indeed crucial: if we do not ﬁlter
the returns, the US and European news coeﬃcients are biased upward and
Asian news coeﬃcients downward. We also estimated the news impact on
volatility by using the returns which did not have intraday seasonality in
volatility, ie excluding intraday seasonality component from the return process.
As expected, the intraday volatility component is the one causing the problems,
s i n c ew i t h o u ti tt h eb i a si sv e r yc l o s et oz e r o .
It seems that almost all of the ﬁltering methods tend to produce downward
biased estimates for US and European news, and upward biased estimates for
Asian news. However, the magnitude of the bias depends on the ﬁlter. While
the LOWESS is best in terms of ﬁltering the periodicity in volatility, it also
seems to produce a larger negative bias than the other two ﬁlters. This means
that, while ﬁltering the intraday seasonality, it also ﬁlters part of the news
eﬀects. While the IAOM seems to perform almost as well as the FFF in most
cases, it performs much worse than the FFF model when the macro ﬁgures are
announced regularly. The FFF model produces the smallest bias on average,
and therefore we conclude that it performs the best in seasonality ﬁltering.
26Table 5.2 Simulation results
2000 simulated realizations of the return process were ﬁltered by FFF, LOWESS
and IAOM methods. After ﬁltering the news impact on volatility of diﬀerent
ﬁltered returns was tested. Table presents the key statistics of the estimated news
coeﬃcients. The ﬁrst panel presents the results of the Asian news, the second panel
the European news, the third panel the US news and the last panel the regular US
news. The ﬁrst two rows in each panel present the results when the returns were
not ﬁltered at all and when the intraday volatility component was excluded in the
DGP when the returns were simulated. The next rows in each panel present the
results when the returns were ﬁltered with the FFF, LOWESS and IAOM methods,
respectively. The mean bias, bias standard deviation and minimum and maximum of
the estimated news variable coeﬃcient values are presented in the four last columns.
ASIA, 1.05
Method Bias St. Dev. Min Max
Returns — no ﬁltering -0.38 0.012 0.62 0.71
Returns — no intraday seasonality 0.00 0.019 0.98 1.11
FFF 0.04 0.016 1.03 1.15
LOWESS -0.01 0.012 1.00 1.07
IAOM 0.01 0.022 0.99 1.14
EUROPE, 1.2
Method Bias St. Dev. Min Max
Returns — no ﬁltering 0.96 0.038 2.05 2.28
Returns — no intraday seasonality -0.01 0.021 1.13 1.26
FFF -0.02 0.018 1.11 1.23
LOWESS -0.12 0.013 1.03 1.12
IAOM 0.06 0.026 1.16 1.33
USA, 1.4
Method Bias St. Dev. Min Max
Returns — no ﬁltering -0.05 0.024 1.28 1.43
Returns — no intraday seasonality -0.02 0.024 1.30 1.46
FFF -0.09 0.019 1.24 1.38
LOWESS -0.30 0.012 1.06 1.16
IAOM -0.12 0.024 1.21 1.36
USA REGULAR, 1.8
Method Bias St. Dev. Min Max
Returns — no ﬁltering 2.95 0.092 4.48 5.06
Returns — no intraday seasonality -0.04 0.034 1.66 1.88
FFF -0.37 0.021 1.37 1.50
LOWESS -0.55 0.017 1.20 1.31
IAOM -0.51 0.031 1.18 1.39
276C o n c l u s i o n s
In this paper we studied the capability of diﬀerent methods to ﬁlter out the
intraday seasonality of volatility and whether or not the choice of the ﬁltering
method aﬀects the results concerning the impact of news on volatility. The
results suggest that there are diﬀerences between the ﬁlters. The FFF model
performs poorly if the model is estimated for the whole data set at once, but
there is no periodicity left if the model is re-estimated every week. The success
of the LOWESS method depends heavily on the chosen value of the smoothness
parameter δ.W h e nδ is set to be small enough, the ﬁlter is capable of getting
rid of all the periodicity in the autocorrelation. The performance of the IAOM
method also depends on the length of the estimation subset. The shorter the
subset, the better the ﬁlter performs. On the other hand, the estimation subset
length does not have as large impact on the IAOM method than on the FFF
a n dL O W E S Sm e t h o d s .
T h ec h o i c eo ft h eﬁltering method aﬀects the magnitude of the news
coeﬃcients. According to the simulation study, all the methods tend to
produce downward biased estimates, which means that while ﬁltering out the
intraday seasonality, they also ﬁlter out part of the news eﬀects. However, the
size of the bias depends on the ﬁlter. The magnitude of the news impact and
the announcement time regularity also aﬀect the results: the larger news items
are ﬁltered more than the smaller ones and the news items that are announced
regularly are ﬁltered the most. While the LOWESS is capable of ﬁltering out
all the periodicity in volatility, it also seems to ﬁlter out more news eﬀects than
the other two ﬁl t e r s .I A O Mp e r f o r m sm u c hw o r s et h a nF F Fi nt h ec a s eo fn e w s
items that are always announced at the same time. The study supports the
FFF model as the best seasonality ﬁltering method.
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