A numerical algorithm to calculate exact finite-temperature spectra of many-body lattice Hamiltonians is formulated by combining the typicality approach and the shifted Krylov subspace method. The combined algorithm, which we name finite-temperature shifted Krylov subspace method for simulating spectra (FTKω), efficiently constructs typical pure states in microcanonical shells and reproduces the canonical-ensemble probability distribution at finite temperatures with the computational cost proportional to the Fock space dimension. The present FTKω enables us to exactly calculate finite-temperature spectra of many-body systems whose system sizes are twice larger than those handled by the canonical ensemble average and allows us to access the frequency domain directly without sequential real-time evolution often used in previous studies. By employing the reweighting method with the present algorithm, we obtain significant reduction of the numerical costs for temperature sweeps. Application to a representative frustrated quantum spin system, namely the Kiteav-Heisenberg model on a honeycomb lattice, demonstrates the capability of the FTKω. The Kitaev-Heisenberg model shows quantum phase transitions from the quantum spin liquid phase exactly obtained for the Kitaev model to magnetically ordered phases when the finite amplitude of the Heisenberg exchange coupling is introduced. We examine temperature dependence of dynamical spin structure factors of the Kitaev-Heisenberg model in proximity to the quantum spin liquid. It is clarified that the crossover from a spin-excitation continuum, which is a characteristic of the quantum spin liquid, to a damped high-energy magnon mode occurs at temperatures higher than the energy scale of the Heisenberg exchange couplings or the spin gap that is a signature of the quantum spin liquid at zero temperature. The crossover and the closeness to the Kitaev's quantum spin liquid are quantitatively measured by the width of the excitation continuum or the magnon spectrum. The present results shed new light on analysis of neutron scattering and other spectroscopy measurements on spin-liquid candidates.
I. INTRODUCTION
An expectation value of an observableÔ in equilibrium at inverse temperature β is given by the canonical ensemble average,
for the many-body quantum system described by the HamiltonianĤ, where E ν and |ν are eigenvalues and orthonormalized eigenvectors ofĤ, respectively. Here, Z(β) is the partition function given by Z(β) = ν e −βEν . Although the formula is simple, the evaluation of it is not straightforward. Even if modern supercomputers are employed, it remains difficult due to exponential walls 1 . The Fock space dimension N F of the many-body quantum system increases exponentially with the total number of particles in or the size of the target system. When the system is composed of mutually interacting S=1/2 quantum spins (or interacting qubits), the Fock space dimension is given as N F = 2 N , where N is the total number of the spins (or qubits). Since the straightforward evaluation of the canonical ensemble average requires every eigenvalue and eigenvector ofĤ, the memory cost for it is scaled by N 2 F and the computational cost of it is scaled by N 3 F . For example, when the target system consists of N = 24 S=1/2 quantum spins, it requires storing 2 48 ∼ 3 × 10 14 complex numbers (∼ 4PB) on memory and, at least, 2 72 ∼ 4 × 10 21 floating-point operations. Thus, even for the largest-ever supercomputer, it has remained a formidable task.
Although the ensemble average is the canonical prescription of statistical mechanics, it has been found and elucidated that the canonical or microcanonical ensemble is neither the only way to calculate the equilibrium expectation value [2] [3] [4] [5] [6] of the observable at finite temperatures 7 nor to construct statistical mechanics [8] [9] [10] [11] [12] [13] [14] . Indeed, in the thermodynamic limit, it has been proven that a single pure state, which is called a typical pure state, replaces the canonical ensemble 6, 12, 13 . Even for finite-size and finite N F systems, the computational cost of calculating Ô ens β is reduced from O(N 3 F ) to O(N F ) 6, 12, 13 . A typical pure state is constructed by utilizing imaginary time evolution of a random vector 2, 5, 13, 14 . The pure state approach may recall the thermo field dynamics that replaces the canonical ensemble with a statistical pure state 15 . However, we note that the pure state approach does not assume equal a priori probability while the thermo field dynamics is constructed by keeping the equal a priori probability.
The O(N F ) method enables us to simulate the systems with twice larger number of particles or spins than the conventional ensemble average. If every eigenstate is stored on memory, the memory cost is scaled by N 2 F . However, if a single pure-state wave function reproduces finite-temperature expectation values of observables, the memory cost is scaled by N F . Therefore, even though several pure states are required in practical simulation, due to the exponential dependence of N F on N , the typical pure state approach can handle twice larger system size.
In addition to thermodynamic quantities in equilibrium, excitation spectra at finite temperatures are also accessible with computational costs of O(N F ). The excitation spectra at finite temperatures are calculated by constructing a set of excited states by the Lanczos method 5 , by simulating real-time evolution of a typical pure state [16] [17] [18] [19] [20] [21] [22] [23] , or by constructing a microcanonical ensemble 21, 24, 25 , whose computational costs are of O(N F ). The first method has been considered that hundreds of initial random vectors are necessary to obtain accurate results. In the second method, the excitation spectra are achieved by the Fourier transformation of the real-time evolution with an appropriate perturbation. The accuracy of the approach is guaranteed by typicality in the real-time evolution 17, 18, 20, 21 . However, longer real-time simulation is required to obtain lower energy spectra in this approach. The third method requires determining the temperature that corresponds to the obtained microcanonical shell independently. A more efficient and self-contained method has been desirable.
A growing demand for finite-temperature simulation of excitation spectra has originated from experimental researches on many-body quantum systems. As a typical example, the electron spin resonance in strongly correlated electrons has stimulated not only theoretical studies [26] [27] [28] [29] , but also, numerical studies 16,30,31 on the finitetemperature excitation spectra.
Raman scattering and inelastic neutron scattering measurements on a class of quantum magnets, so-called Kitaev materials 32 , have brought renewed attention to the temperature dependence of the excitation spectra [33] [34] [35] . Pioneered by Kitaev, a family of exactly solvable two-dimensional quantum spin Hamiltonians has been found 36, 37 , which does not exhibit any spotaneous symmetry breaking down to zero temperature and, thus, shows spin liquid ground state 38 . The models in the family are generically called the Kitaev models. Shortly after the findings, it has been proposed 39, 40 that the Kitaev model on the two dimensional honeycomb lattice captures low-energy spin degrees of freedom in heavy transition metal oxides with honeycomb networks of transition metal ions, which are typified by an iridium oxide α-Na 2 IrO 3 41, 42 . So far, the Kitaev materials including α-A 2 IrO 3 (A=Na, Li), α-RuCl 3 , hyperhoneycomb iridate β-Li 2 IrO 3 43 , and stripy-honeycomb iridate γ-Li 2 IrO 3 44 exhibit spontaneous time-reversal symmetry breakings. However, these materials expected in proximity to the Kitaev's spin liquid stimulate the experimental research on the excitation spectra at finite temperatures, which requires theoretical counterparts. In addition to the theoretical studies on Raman spectra and dynamical spin structure factors of the simple Kitaev model at zero temperature 45, 46 and finite temperatures 47, 48 , theoretical and numerical studies on the Kitaev-like Hamiltonian on variety of tricoordinate networks 49 and more realistic effective Hamiltonians 40, [50] [51] [52] [53] are highly desirable.
In this paper, we propose an O(N F ) algorithm for simulating exact finite-temperature excitation spectra in frequency domain by combining the typical pure state approach and the shifted Krylov subspace method 54 . The present algorithm rewrites the Lehmann representation of the Green's function by utilizing randomly-taken linear combination of eigenstates in an equi-energy shell (a microcanonical shell), instead of eigenstates. The combination of the typical pure states and the shifted Krylov subspace method leads to O(N F ) construction of the linear combination of eigenstates in a single equi-energy shell. The linear combination is a typical pure state that corresponds to a microcanonical shell 55 . We name the present algorithm finite-temperature shifted Krylov subspace method for simulating spectra (FTKω). The construction of the microcanonical shells is compatible with the reweighting method 56 that reduces computational costs for tuning temperature. It also ensures parallelizability of the FTKω algorithm and makes it suitable for massively parallel environments.
We show an application of the FTKω to the simplest effective Hamiltonian of the two-dimensional Kitaev-like systems on honeycomb lattices, namely, the KitaevHeisenberg model 50 . When the Heisenberg exchange coupling, which breaks the integrability of the Kitaev model, is introduced, quantum phase transitions between the Kitaev's spin liquid 36 and magnetically ordered states are realized 40, 50, 57, 58 . We focus on the proximity of the phase boundary between the Kitaev's spin liquid phase and a magnetically ordered phase, where characteristics of the Kitaev's spin liquid, such as the thermal fractionalization 59 , are observed by heating the magnetically ordered ground states 60 . We examine temperature dependence of dynamical spin structure factors of the KitaevHeisenberg model and clarify that the crossover from a spin-excitation continuum, which is a characteristics of the quantum spin liquid, to a damped high-energy magnon mode occurs at temperatures higher than the energy scale of the Heisenberg exchange couplings or the spin gap that is a signature of the quantum spin liquid at zero temperature. The crossover and the closeness to the quantum spin liquid are quantitatively measured by a dimensionless ratio of the width of the excitation continuum or the damped magnon spectrum and the energy at which the spectral weight becomes maximum. The present results shed new light on analysis of neutron scattering and other spectroscopy measurements on the spin-liquid candidates.
The rest of the paper is organized as follows. We review the typical pure state approach and the shifted Krylov subspace method in section II. In section III, the O(N F ) algorithm is detailed. The computational costs and parallelizabitiy are examined in section IV. The application of the present algorithm to the Kitaev and KitaevHeisenberg models is shown in section V. Section VI is devoted to the summary and discussion.
II. PRELIMINARIES
Before going to the formulation of the O(N F ) FTKω algorithm, we briefly review the two building blocks of the algorithm to make this paper self-contained: The typical pure state approach and the shifted Krylov subspace method are explained in the following.
A. Typical pure state approach First, we explain that a typical pure state indeed replaces the canonical ensemble at infinite temperature. At β = 0, a typical pure state is nothing but a random vector 2,6 as shown below. A random vector is easily constructed by employing real space configurations {|x } as,
where {c x } is a set of random complex numbers that satisfies the normalization condition x |c x | 2 = 1. If we focus on a quantum lattice model consisting of N S=1/2 spins, the real space configurations are simply given as sets of binary bits, such as |x = |σ 0 σ 1 · · · σ N −1 (σ j = 0, 1 or σ j =↑, ↓), which are easy to implement. Uniform distribution on the unit sphere in R 2NF is often used as probability distribution for the set of the random numbers {c x } 6,61 . Then, the average of the expectation value φ 0 |Ô|φ 0 over the uniform probability is trivially equal to the ensemble average Ô ens β=0 as
where E[f ({c x })] denotes the average of a function f ({c x }) over the uniform probability,
F , and the unitary transformation |ν = x U xν |x are used.
A non-trivial fact is exponentially small variance of the difference δÔ = φ 0 |Ô|φ 0 − Ô ens β=0 , which is given by
where TrÔ = ν ν|Ô|ν . The above formula Eq.(4) is found by Hams and De Raedt 6 . Later, Sugita 11 and Reimann 12 obtained essentially the same results independently. If we setÔ =Ĥ and recall that width of energy distribution is scaled by N as
we obtain exponentially small variance of energy estimated by the typical state |φ 0 : The variance E[(δĤ) 2 ] turns out to be proportional to N/(N F + 1) < N 2 −N for N quantum spins by utilizing Eq.(4).
The partition function at a finite temperature is also obtained by the typical state |φ 0 6 . If we setÔ = e −βĤ , 
where S(β) is entropy at the inverse temperature β and β * is a constant that satisfies β < β * < 2β.
Ensemble average of an observableÔ other than e −βĤ is replaced by the expectation value with the following typical pure state 2,6,14 ,
which is obtained through imaginary-time evolution initialized with |φ 0 . The details of the imaginary-time evolution are given in Appendix A. The ensemble average of O is given by
Variance of the estimate by the typical pure state |φ β ,
is also bounded as
which is derived by Sugiura and Shimizu 14 . Here, F (β) is free energy given by
For later use, we briefly explain the evaluations of entropy and heat capacity by the typical pure states. The strict definition for entropy and heat capacity is as follows: Entropy S(β) is given by using the identity F (β) = Ĥ ens β − T S(β) as
and heat capacity C(β) is simply given by
However, for simplicity, we use simplified estimates of entropy and heat capacity as
and
These simplified formulae do not cause deviation from the exact ones given by Eqs. (11) and (12) beyond standard deviation and standard errors at least in the application to frustrated magnets.
B. Shifted Krylov subspace method
Excitation spectra are given by taking imaginary parts of Green's functions in the linear response theory. We start with the following Green's function at zero temperature,
where |0 is the ground state. Although the standard O(N F ) approach to calculate the excitation spectra of correlated electrons systems is the Lanczos method 63 , here, we review an alternative approach below.
To evaluate the above formula, we solve a linear equation by employing a conjugate gradient (CG) method, instead of calculating the expectation value of the resolvent ofĤ by the Lanczos method. The CG methods find a solution in a subspace of the Fock space as follows. First, by introducing the following three vectors,
we rewrite G AB (ζ) as
where |χ(ζ) is unkown. To obtain the unknown vector |χ(ζ) , we solve the following linear equation,
When the matrixĤ is not able to be stored in the memory but a few wave functions can be stored, the linear equation is solved iteratively, for example, by using the CG methods. At nth iteration, the CG algorithm initialized with |χ 0 (ζ) = |ρ finds an approximate solution |χ n (ζ) within a n-dimensional Krylov subspace
n−1 |ρ }. For complex matrices and vectors, a variation of the CG algorithm, the biconjugate gradient (BiCG), is employed. At each steps, the BiCG algorithm searches an approximate solution |χ n (ζ) by utilizing a biorthogonal basis set. The biorthogonal basis set consists of the residual vectors, {|ρ 0 (ζ) , |ρ 1 (ζ) , . . . , |ρ n−1 (ζ) } and
where ρ| is an arbitrary vector with a non-zero 2-norm and a finite internal product ρ|ρ . The approximate solution |χ n (ζ) ( χ n (ζ)|) is found in the basis set {|ρ 0 (ζ) , |ρ 1 (ζ) , . . . ,
We note that one needs to solve Eq.(20) essentially once at a fixed complex number ζ = ω + iη to obtain whole spectrum −ImG AB ( ω + iη). Due to the shift invariance of the Krylov subspace, namely, K n (ζ − H, |φ ) = K n (ζ −Ĥ, |φ ) for any complex number ζ = ζ, the biorthogonal bases |ρ k (ζ) and ρ k (ζ)| are proportional to the other biorthogonal bases |ρ k (ζ ) and ρ k (ζ )|, respectively 54 . Then, one can obtain |χ n (ζ ) from |χ n (ζ) without the matrix-vector multiplication 54 . The Krylov subspace methods utilizing the shift invariance are called the shifted Krylov subspace methods.
In this study, we employ the shifted BiCG method 54 implemented in a numerical library Kω for the shifted Krylov subspace method 64 . The condition for truncating the shifted BiCG iteration and the dimension of the Krylov subspace required for the convergence are examined later. Typical dimension of the Krylov subspace is of the order of ten thousand at most in the present application.
III. FINITE-TEMPERATURE DYNAMICAL SPIN STRUCTURE FACTOR
If every eigenvalue {E ν } and eigenvector {|ν } of the HamiltonianĤ are known, the Green's function at a finite temperature β −1 is given as
where Z is the partition function of the system defined as Z(β) = ν e −βEν . In the following sections, we will formulate an algorithm to estimate G AB β with computational costs of O(N F ), and give upper bounds of errors in the estimate. For later use, we rewrite the above ex-
A. Intuitive overview
Here, we reformulate Eq.(24) with a typical pure state |φ β to avoid using the whole set of E ν and |ν . First, we note that the normalized typical state is naively expected to behave as
where each ϕ ν is a random variable distributed over the interval [0, 2π). By introducing a projection operator,
we rewrite the formula based on canonical ensemble, Eq. (24), as
Thus far, there is no reduction of computational costs from the original formula Eq. (24), since the exact projection operatorP ν requires the whole set of |ν . The important step is to find an economical and practical implementation of the projection operatorP ν . Although there is no O(N F ) implementation of the exact P ν in the literature as far as we know, there is a filter operator [65] [66] [67] [68] that constructs equi-energy shells and is realizable with the computational cost of O(N F ) by employing the shifted Krylov method, as follows. The filter operator 65 is defined by integrating the resolvent ofĤ along a contour C γ,ρ defined by z = ρe iθ + γ with 0 ≤ θ < 2π aŝ
If the filter operator is applied to an arbitrary wave function |φ = ν d ν |ν , the operator filters the eigenvectors with the eigenvalues E ν ∈ (γ − ρ, γ + ρ) aŝ
When a small ρ limit is taken, the filter operator realizes a microcanonical ensemble. The filter operator is practically implemented as a Reimann sum 66, 67 : The discretized filter operator is defined aŝ
where θ j = 2π(j − 1/2)/M . The discretized contour is illustrated in Fig. 1 . Multiplication ofP γ,ρ,M to a wave function is simply realized by the shifted Krylov subspace method while it is hardly achievable by the standard Lanczos algorithm. By introducing an appropriate grid measured from the low-energy onset E b in energy axis,
the set of the filter operators {P Em, ,M } with the discretization parameters,
indeed replace the projection operators {P ν }. The filtered typical state given by
is a random vector residing in an equi-energy shell (E m − , E m + ), which corresponds to a microcanonical ensemble. From the filtered typical pure states, we obtain a discretized formula for probability distribution as
In the following application, we prepare the L filter operators to cover an energy range [E b , E b + 2L ]. Here, E b and L are chosen to keep the probability distribution P β,δ (E) smaller than 10 −14 outside the energy range
C. Green's function
A representation of the Green's function is thus achieved by employing the filtered typical pure states {|ψ
After taking appropriate limits and average over the distribution of initial random vectors |φ 0 , we indeed replace the canonical ensemble prescription by combining the typical pure states and the shifted Krylov subspace method as
. (36) For simplicity, we use the normalized filtered typical pure state,
instead of |φ m β,δ in Eq. (35) and replace the denominator of the righthand side with unity.
The deviation between the pure-sate representation G 
where constants η and τ satisfy min{η, } < η < O(N J 0 ) and τ > 0, respectively. The details of the derivation is given in Appendix B. As pointed out in Ref.14, the prefactor exp[−2β{F (2β)−F (β)}] in the upper bound of the standard deviation is estimated by entropy: Due to convex nature of free energy, there is an inverse temperature
, where S is entropy. Therefore, the prefactor exponentially decreases with increasing N , since entropy is extensive quantity. The variance Eq. (38) is a counterpart in frequency domain of the variance in time domain 17,18,20,21 although the relation between them is unknown as far as we know.
D. Reweighting
The present FTKω algorithm based on the filtered typical states resembles histogram techniques 69, 70 , which were introduced to exploit Monte Carlo simulation data. Indeed, by reweighting the Boltzmann factors in the filtered typical states |φ 
The probability distribution for β is also obtained as
The reweighting method works and significantly reduces the computational cost for tuning temperature if the probability distributions at the original temperature 1/β and the target temperature 1/β are overlapped each other 56 . The ratio of the difference in internal energy and width of these distributions determines whether these distributions are overlapped or not: If the ratio,
is small, the probability distributions at β and β are overlapped each other. Here, we approximate the probability distribution at β by a Gaussian distribution
. When the system size N increases with fixed β, the ratio r increases at the square root of N . Therefore, if we enlarge the system size with the fixed difference 1/β − 1/β , the overlap decreases. As shown in Sec.V, the reweighting method works for the finite-size spin clusters up to N = 24 if the difference 1/β − 1/β is appropriate. In the present application, we choose the difference 1/β − 1/β that corresponds to r ∼ 0.6 and confirm the accuracy of the reweighting by comparing the reweighted spectrum at β starting from β with the spectrum directly calculated at β .
IV. COSTS AND PARALLELIZABILITY

A. Numerical cost of the present algorithm
We examine numerical costs and parallelizability of the present method summarized in Eqs. (33) and (35) . The most time-consuming part is shared by the present method and other related ones 16, 19, [21] [22] [23] [24] [25] : It is multiplication between the Hamiltonian matrixĤ and a wave function, which is the most time-consuming operation of a single Lanczos step in the Lanczos method. Thus, the numerical costs of these methods are measured by the number of the Lanczos steps (or matrix-vector multiplications).
The numerical cost of the present method is determined by the number of the Lanczos steps for the imaginary time evolution in Eq.(7), the filter operation in Eq. (33), the calculation of the equi-energy Green's function ψ m β,δ
in Eq. (35), and the number of the equi-energy shells, where these numbers
, and N E (= L), respectively. Then the numerical cost is scaled by
where α K is a factor larger than 1 due to the additional cost of the shifted Krylov subspace method. Here, we note that the naive implementation of the imaginary time evolution (see Appendix A) is accurate but less efficient than the implementation by polynomial expansion of the imaginary-time-evolution operators 16 and the microcanonical TPQ algorithm
is negligible in the practical simulations at high and moderate temperatures.
B. Numerical cost of related methods
In comparison, we also estimate the numerical costs of the closely related methods, namely, the Boltzmannweighted time-dependent method (BWTDM)
16 and the microcanonical Lanczos method (MCLM) 24 . The BWTDM consists of the imaginary-time and real-time evolution. Therefore, the numerical cost of the BWTDM is scaled by
is the number of the Lanczos steps for the real-time evolution and is proportional to the number of the time steps. The computational cost of the other related methods may be the same 19, 21, 22 . The MCLM, instead, consists of projection to obtain a pure state in a microcanonical shell and the calculation of Green's function by employing the standard Lanczos method. The projection is realized through obtaining an eigenstate with the lowest eigenvalue of (Ĥ −λ)
2 by the Lanczos method, where λ is the target energy. In the practical applications of the MCLM, a single microcanonical shell is used for finite-temperature simulations 24, 25 although the MCLM can be used to take a canonical ensemble average by constructing multiple microcanonical shells 71 . Thus, the numerical cost of MCLM is scaled by N
is the number of the Lanczos step for the projection by (Ĥ − λ)
2 . If we set N (τ ) L = 0 and N E = 1, the present method essentially reproduces the same results obtained by the MCLM although the projection and the present filter operation are quantitatively different.
C. Advantage of the present algorithm
The present algorithm seems to be more computationally demanding than the previous related methods 5, 16, 19, [21] [22] [23] [24] [25] . However, the present method has several advantages over the previous ones. The most striking difference between the present algorithm and the related previous approaches is the computational cost for tuning temperature. The previous approaches require to repeat the entire simulation to obtain the linear responses at different temperature. None of the previous approaches is compatible with the reweighting method. In contrast, the present algorithm interpolates potentially exact spectra at temperatures between two adjacent temperature points with negligible numerical costs by employing the reweighting method. The reweighting method works if the overlap of the probability distributions at these two temperatures is significant.
D. Parallelizability
The present algorithm is more parallelizable than the real-time evolution of the typical pure state. The difference in the parallelizability of these two approaches becomes evident, when higher resolution (or smaller broadening factor η) is required. To obtain higher resolution in frequency, the present FTKω needs more filter operators, or larger N E (= L) and smaller . On the other hand, the methods based on real-time evolution need longer time steps, or larger N (T ) L . While the construction of each filter operator is parallelizable, the real-time evolution is sequential and not parallelizable.
By taking a simple hybrid parallelization scheme, we examine the parallelizability. Aside from parallel efficiency, the numerical costs with the N th threads and N pr processes are scaled as follows if certain schemes of parallelization are chosen. Here, we choose a simple scheme that parallelizes a single Lanczos step by shared memory parallelization with N th threads. The numerical cost of the present method may be scaled as
In addition to parallelization of an every single Lanczos step, the summation over m in Eq. (35) can be parallelized efficiently. The only way to parallelize the BWTDM, in contrast, is the parallelization of the Lanczos step. Therefore, the long-time sequential simulation of the BWTDM required to obtain the accurate low-energy spectra, is bottlenecked by parallelization efficiency of the single Lanczos step. 
V. NUMERICAL RESULTS
Here, we examine the accuracy of the present O(N F ) algorithm with practical choices of the parameter δ and show an application to the Kitaev-Heisenberg model. We will calculate dynamical spin structure factors (DSFs) at finite temperature on finite-size honeycomb clusters with periodic boundary conditions, which are illustrated in Fig. 2 . By setting ζ = ω + iη and
in Eq. (35), we obtain the DSFs at a momentum Q and a frequency ω as
whereŜ α (α = x, y, z) is an S=1/2 spin operator. We note that R is the real space coordinate of the th spin, instead of the position of the unit cell that contains the th spin.
A. Target Hamiltonian
The Kitaev-Heisenberg model on a honeycomb lattice 40 consists of S=1/2 spins that mutually interact with two types of the nearest-neighbor exchange couplings: The Kitaev coupling 36 and the Heisenberg exchange coupling. The nearest-neighbor bonds on the honeycomb lattice have three different directions. When the three bonds are labeled as x, y, and z, the Kitaev-Heisenberg Hamiltonian,Ĥ = γ=x,y,z i,j ∈γĤ
is defined by the exchange coupling for the γ (= x, y, z) bond,Ĥ
where K = J 0 sin ϕ is the Kitaev coupling constant and J = (J 0 /2) cos ϕ is the Heisenberg exchange coupling constant. Below, we set the energy unit as J 0 = 1. . These phase boundaries are consistent with the previous tensornetwork study 58 . In the following section, we demonstrate capability and efficiency of the present algorithm by calculating DSFs around the phase boundary between the spin liquid phase and the zigzag ordered phase at ϕ ∼ 92.2
• .
B. Variance and statistical errors
As clarified in the literature 6,14,21,72 and the present paper, there is an upper bound on variance of finitetemperature physical quantities calculated by the typical pure state approach. The upper bound has been found to be proportional to exp[−S(β
Here, we note that the square root of the variance (standard deviation) is not an estimate of statistical errors in the physical quantities due to the distribution of the random initial vectors. The standard error propor-
is the estimate of the deviation from physical quantities by canonical ensemble, when the average is taken over N s initial random vectors 6 . In frustrated quantum spin systems, sizable entropy often remains even at low temperature. The Kitaev At lower temperature than the plateau region, the standard deviation has been known to be much smaller
that is a monotonically increasing function of β 60 . The reduction of the standard deviation originates from prefactors in the variance 14 .
C. Probability distribution
By applying the filter operators to the typical pure sates, we obtain an accurate estimate of probability distribution for the antiferromagnetic Kitaev model (ϕ = 90
• ). The results are shown in Fig. 4 for k B T = 0.1, 0.2, 0.5, 1, and k B T → +∞. At high temperature, P β,δ resembles the Gaussian distribution with a width proportional to C(β)/k B β 2 . At the high temperature limit, P β,δ becomes nothing but density of states. The discretization parameter δ = (E b , , M ) for the filter operator is chosen as summarized in Appendix C.
As seen in Fig. 4 , the probability distributions for these temperatures overlap each other. The overlap among them guarantees that the reweighting method interpolates temperature dependence of physical quantities between the two adjacent temperatures 56 .
D. Comparison with canonical ensemble
To examine accuracy of the present algorithm with a practical choice of discretization parameters δ, we compare the DSFs obtained by the present FTKω algorithm denoted by S β,δ (Γ, ω) with those obtained by canonical ensemble denoted by S c (Γ, ω). We employ a 12 site and 18 site clusters, which is illustrated in Fig. 2(a) and (b) . The 18 site cluster is practically one of the largest system we can directly take a canonical ensemble average for the Kitaev-Heisenberg model so far.
In Fig. 5 , we show the DSFs at Q = Γ obtained by the present algorithm and canonical ensemble average for the antiferromagnetic Kitaev model (ϕ = 90
• ). Here, the broadening factor η is fixed at 0.02. Convergence of the results is examined by changing the discretization parameter δ = (E b , , M ). From k B T = 1 to k B T = • . From the top right to bottom right panel, the dynamical spin structure factors S(Q = Γ, ω) at kBT = 1, 0.1, and 0.01 are shown. The vertical width of the red belts is give by the standard deviation σS(ω). The horizontal width of the red and light red belts includes discretization errors given by 2 . Here, the broadening factor η is set to 0.02 for both of the canonical ensemble average and the FTKω results.
0.01, the present FTKω indeed reproduces the canonical ensemble average.
The DSFs of the 12 site cluster at Q = Γ are shown in the left panel of Fig. 5 . By the binning analysis, we estimate standard error σ E at each frequency: First, we prepare 8 sets of 8 samples (8 sets of 16 samples) at k B T = 1 (k B T = 0.1 and 0.01). Then, we take averages over the samples within each set and estimate the standard error σ E by the standard deviation of the sets of these averages. As the result, we find that S c (Γ, ω), and S β,δ (Γ, ω) agree within 1 standard error or, at least, 2 standard error.
Since the simulation for the 18 site cluster is more computationally demanding, standard deviation σ S of 8 samples, instead of the standard error, is estimated. The number of the available samples is too small to estimate the standard error. In the right panel of Fig. 5 , we compare S c (Γ, ω) and S β,δ (Γ, ω) of the 18 site cluster. Within 1 standard deviation, S c (Γ, ω) and S β,δ (Γ, ω) agree.
E. Temperature evolution of spectra
To examine temperature evolution of the DSF for finite size clusters, we compare with S(Q, ω) of the antiferromagnetic Kitaev model (ϕ = 90
• ) obtained by available numerical results at the thermodynamic limit. In Fig. 6 , the DSFs at two typical momenta (Q = Γ, M ) by FTKω for the 24 site cluster are compared with those at the thermodynamic limit obtained by the Majorana-fermion cluster dynamical mean field theory (cDMFT) with the maximum entropy method (MaxEnt) reported in Ref. 48 and Ref. 73 . Here, the broadening factor η is set to 0.02 for the FTKω results.
Even though there is quantitative difference between the spectra of the finite size cluster and the cDMFT, the DSF for the 24 site cluster captures shifts in spectral weight upon cooling down to k B T = 0.1, qualitatively. At the Γ point (Q = 0), the FTKω shows the shift of the spectral weight from low frequency to high frequency ( ω 1), which is not hampered by the finite-size effect and consistent with the cDMFT. At the M point, the formation of the low-energy peak and high-energy shoulder upon cooling is obtained by the 24-site simulation, which is again consistent with the cDMFT. Although there are detailed peak structures due to the finite-size effect for k B T 0.2, the present finite-size simulation presumably captures the temperature evolution of the DSFs.
F. Proximity of Kitaev's spin liquid
The advantages of the present FTKω are its applicability to frustrated systems, which are hardly tractable by the quantum Monte Carlo methods except special limits, and its compatibility with the reweighting techniques that enables us to sweep a range of temperatures with reasonable numerical costs. The antiferromagnetic and ferromagnetic Kitaev models (ϕ = 90
• and 270
• , respectively) are the special limits that are tractable by Majorana-fermion quantum Monte Carlo methods 48, 59 . In the section, we demonstrate the advantages and capability of the FTKω by simulating the DSFs of the KitaevHeisenberg model and sweeping a range of temperatures from k B T = 10 to 0.1.
Here, we focus on a proximity of the Kitaev's spin liquid. As clarified in Ref. 60 , vicinity to the spin liquid is observable as two peak structures in temperature dependence of heat capacity, even in the magnetically ordered phases. A concrete example is the Kitaev-Heisenberg model at ϕ = 100
• . For this choice of ϕ, temperature dependence of heat capacity has the two peak structure, which is in a close resemblance to that of the Kitaev model, although the ground state has been known to show the zigzag order.
Temperature dependence of heat capacity is informative 74 . However, it is not straightforward to extract an electronic contribution from total heat capacity that may be dominated by the lattice contribution. Alternative approaches to verifying the emergence or proximity of quantum spin liquids are highly desirable. Spectroscopic measurement is one of the promising approaches. Especially, the DSFs have attracted much attention due to recent inelastic neutron scattering measurements on a Kitaev material α-RuCl 3 34,35,75 . Before going to the details of the present simulation, we note that finite size effects are plausibly weak at temperatures above k B T ∼ 0.1. As shown in the literature 59,60 on the Kitaev-Heisenberg model, there are two temperature scales T h and T at which the temperature dependence of the heat capacity shows local maxima as the function of temperature, in the proximity of the Kitaev's quantum spin liquid. In Ref. 60 , it is clarified that the system size dependence of the heat capacity becomes negligible for the 24 site or larger clusters at temperatures well above T , where k B T is smaller than 0.1 for ϕ 100 • , while, at the Kitaev limit, ϕ = 90
• , the system size dependence has been shown to be significant around and below the temperature scale T . Therefore, in the following, we • is shown. (f) S(Q, ω) at kBT = 0.1 for ϕ = 100
• is shown. The equi-energy slices are prepared by averaging the spectra within an energy window whose width is 0.1.
show the DSFs of the 24 site cluster for k B T ≥ 0.1 and expect that these results are robust against the finite-size effects.
Spectral weight evolution at typical momenta
To capture the proximity of the Kitaev's spin liquid in the Kitaev-Heisenberg model, we simulate the temperature dependence of the DSFs of the 24 site cluster. First, the temperature evolution of the spectra is examined for ϕ = 100
• at typical momenta Q = Γ and M . Then, the finite-temperature spectra at ϕ = 100
• are compared with the spectra at the Kiteav limit (ϕ = 90
• ).
In Fig. 7 , the temperature evolution of S β,δ (Γ, ω) and
• is shown by using the reweighting method. At the Γ point, the spectral weight shifts from ω ∼ 0 to ω 1 upon cooling while the low-energy peak below ω ∼ 0.5 and the high-energy shoulder above ω ∼ 1 develop at the M point at low temperatures below k B T ∼ 0.2. These temperature dependences seemingly resemble those of the Kitaev model obtained by the cluster dynamical mean-field theory 48 . However, as detailed below, there is substantial difference between the spectra at ϕ = 100
• and that at ϕ = 90
• . Here, the continuous temperature dependence is obtained by the reweighting method. The filter operators are constructed at k B T = +∞, 1, 0.5, and 0.2. The reweighting method accurately reproduces the spectra for the temperature ranges 1 < k B T ≤ 10, 0.5 < k B T ≤ 1, 0.2 < k B T ≤ 0.5, and 0.1 < k B T ≤ 0.2 by starting with the filtered typical pure states at k B T = +∞, 1, 0.5, and 0.2, respectively.
Comparison with the Kitaev limit
To contrast the DSF for ϕ = 100
• obtained by the FTKω, we compare that with S β,δ (Q, ω) for ϕ = 90
• in Fig. 8 . The momentum dependence of the equi-energy slices are shown by changing temperature and frequency. The equi-energy slices are prepared by averaging the spectra within an energy window whose width is 0.1. The momentum dependence is numerically interpolated for visibility without changing the simulation results at the discrete momenta Q compatible with the finite size cluster.
At k B T = 0.5, the DSFs for ϕ = 90
• and ϕ = 100 • ≤ ϕ ≤ 100
• . The temperature dependence of γ f / f for 0.1 ≤ kBT ≤ 0.5 is illustrated by the contour lines (dotted lines) and color plot, which are obtained by linearly interpolating the present FTKω results shown in Fig. 9 . The two temperature scales T h and T for the 24 site cluster at which temperature dependence of heat capacity shows peaks are given in Ref. 60 at ϕ = 90
• and 100
• . For 90 • < ϕ < 100 • , the broken curves are guides for eyes that interpolate these two temperature scales T h and T . In the shaded region below the low-temperature scale T and for ϕ 92.2
• , where static spin structure factors become saturated upon cooling, the long-range zigzag order will develop if there is small but finite magnetic anisotropy or three dimensional couplings.
consistent with the temperature dependence of the static spin structure factor 60 at Q = M 76 . In addition, the spectral weight at Q = Γ for 1 ω 1.5 grows. If we recall how small |J| is for ϕ = 100
• , one may naively wonder why the intensity growth at such high energy region occurs. Indeed, the onset temperature of the intensity growth is more than twice of |J| = (1/2)| cos 100
• | ∼ 0.087, and the energy scale 1 ω 1.5 is far beyond the scale of the perturbation J.
Crossover from continuum to damped magnon mode
The intensity growth at Q = Γ for 1 ω 1.5 is quantitatively captured by analyzing width of the broad peak in the spectra. To extract the peak width, we fit the high energy peak by an asymmetric Lorentzian function,
where a, b, c, γ f , and f are fitting parameters. For the fitting, we choose a energy window 1 ≤ ω ≤ 2 to exclude a contribution of low energy tails. As shown in Fig. 9(a) , the asymmetric Lorentizan function well fit the high energy broad peak for 90 0 ≤ ϕ ≤ 100
• . Then, the dimensionless ratio γ f / f is a measure of the peak width.
In the standard analysis of the magnon spectrum, the dimensionless measure of the peak width is given by the ratio of the raw full width at half maximum Γ p and the peak energy E p , Γ p /E p . Here, the full width at half maximum Γ p is approximately twice of the imaginary part of the magnon self-energy at ω = E p . The present measure γ f / f is qualitatively similar to Γ p /E p although γ f / f is always smaller than Γ p /E p since f > E p and γ f < Γ p hold for the fitting function s(ω). Thus, the ratio γ f / f gives a lower bound for Γ p /E p . The dimensionless peak width γ f / f at the Kitaev limit (ϕ = 90
• ) shows the temperature dependence distinct from those for ϕ ≥ 92.2
• , as shown shown in Fig. 9(b) . In the quantum spin liquid phase, γ f / f seems to be always larger than 0.3. In contrast, for ϕ = 95
• , γ f / f becomes smaller than 0.3 around k B T / f ∼ 0.1, where f ∼ 1.4 for 90
• ≤ ϕ ≤ 100
• . The distinct temperature dependence of γ f / f is coincide with the quantum phase transition at ϕ ∼ 92.2
• between the Kitaev's quantum spin liquid phase and the magnetically ordered phase. However, we note that γ f / f for ϕ = 100
• at k B T / f ∼ 0.1 is at least twice larger than the observed upper limit of Γ p /E p in non-frustrated magnets: The experimantal and theoretical studies on the magnon peak width of nonfrustrated square-lattice antiferromagnets show Γ p /E p 0.1 at the top of the magnon dispersion for k B T /E p 0.1 77, 78 . Thus, the peak width γ f / f at temperatures around k B T / f ∼ 0.1 is a good measure of frustration.
The peak narrowing at finite temperatures is associated with the quantum phase transition from the spin liquid to the zigzag order. To clarify the relation between the peak narrowing and the quantum phase transition, we summarize the temperature and ϕ dependences of the peak width γ f / f in a ϕ-T phase diagram of the KitaevHeisenberg model for 90
• , which is shown in Fig. 10 . The peak width γ f / f for k B T 0.1 reflects the quantum phase transition at zero temperature. Thus, we attribute the peak narrowing to a finite-temperature crossover from the spin-excitation continuum at the Kitaev's spin liquid phase (ϕ = 90
• ) to the high-energy damped magnon mode that signal the magnetically ordered ground state.
It has already been revealed in the literature that there are two characteristic temperature scales in the proximity of the Kitaev's spin liquid phase 59, 60 , as illustrated in Fig. 10 . As found in Ref. 59 for the Kitaev model and later for the Kitaev-Heisenberg model 60 , there are two temperature scales T h and T at which temperature dependence of heat capacity shows local maxima as the function of temperature. As clarified for the Kitaev model 59 , nearest-neighbor spin-spin correlations develop upon cooling around the high-temperature scale T h , while the spin gap starts to develop below the lowtemperature scale T . In contrast to the Kitaev limit, in the Kitaev-Heisenberg model, spin-spin correlations start to develop or long-range magnetic orders appear via an order-by-disorder mechanism 79, 80 at temperatures below the low-temperature scale T . While the ratio T /T h has been proposed as a measure of distance from the Kitaev's spin liquid phase in Ref. 60 , the peak width γ f / f at moderately high temperatures far above the low-temperature scale T offers another measure of the closeness to the Kiteav's spin liquid. We note that the classical Kitaev model shows qualitatively similar dynamics to the quantum counterpart 81 . The semiclassical dynamics of the classical antiferromagnetic Kitaev model reproduces the high-energy continuum of the quantum Kitaev model at ϕ = 90
• except the difference in the energy scale due to the different spin amplitude, although development of the spin gap in the quantum Kitaev model signals the breakdown of the similarity between semiclassical and finite-temperature quantum dynamics 81 . When the finite Heisenberg exchange coupling J/|K| = −0.1 is introduced in the classical model, a crossover from the a high-energy continuum to a high-energy damped magnon mode is found at Q = Γ upon decreasing temperature 81 across the transition temperature of the order by disorder 79, 80 , which seems to be consistent with the present results for the quantum counterpart. However, here, we note that there is a significant difference between the semiclassical dynamics and quantum dynamics of the Kitaev-Heisenberg model if we associate the transition temperature of the order by disorder in the classical model with the temperature scale T in the quantum counterpart: Although the semiclassical dynamics of the Kitaev-Heisenberg model seems to show the continuum as broad as that in the zerotemperature Kitaev limit above the transition temperature (and below k B T ∼ 1), the quantum dynamics shows the high-energy excitation peak at Q = Γ narrower than that in the Kitaev limit far above the low-temperature scale T , as shown in Fig. 10 . Detailed comparison between the temperature dependences of the classical and quantum dynamics are left for future studies.
The crossover from the spin-excitation continuum to damped magnon mode at high energy is plausibly ubiquitous in the proximity of the Kitaev's quantum spin liquid phase. The intensity growth and line shape narrowing in high-energy spin excitation spectra are expected to be independent of specific choice of perturbation that drives the Kitaev's quantum spin liquid to magnetically ordered states. Although the threshold value of γ f / f , which separates the Kitaev's quantum spin liquid and a frustrated magnet with the magnetically ordered ground state, depends on momenta and the Hamiltonian, the temperature dependence of γ f / f may offer a common measure of the distance to the Kitaev's quantum spin liquid.
VI. SUMMARY AND DISCUSSION
In the present paper, we have proposed an O(N F ) algorithm for simulating finite-temperature spectra, called FTKω, by combining the typical pure state approach and the shifted Krylov subspace method. The present algorithm has advantages over the previous approaches 16, 19, [21] [22] [23] [24] [25] . The present algorithm enables us to obtain spectra directly in the frequency domain without the aid of realtime evolution of typical pure states employed in the previous studies 16, 19, [21] [22] [23] . Probability distribution obtained by utilizing the shifted Krylov subspace method, which is essential to the present algorithm, makes possible a use of the reweighting method to finely tune temperature. The reweighting method significantly reduces computational costs to study temperature dependence of the spectra. From the probability distribution at the set of the discrete temperatures, the FTKω interpolates potentially exact spectra at temperatures between the two adjacent discrete temperatures with negligible costs.
The present FTKω is implemented by using a complete orthonormal basis set of the Fock space in this paper. As a next step, implementation by a compressed basis set is highly desirable to simulate much larger systems. The typical pure state approaches for static observables have already been implemented by variational wave functions 82 . There have also been several studies on the Krylov subspace method by using various variational basis sets such as tensor-network states 83 . The variational bases that are compatible with volume law entanglement will realize the compressed-basis FTKω.
The capability of the FTKω is demonstrated by simulating finite-temperature dynamical spin structure factors of the Kitaev-Heisenberg model. We have found that, even though the absolute value of the ratio of the Heisenberg exchange coupling J and the Kitaev couplings, |J/K|, is small for ϕ = 100
• , temperature dependence of the dynamical spin structure factor shows substantial deviation from that of the Kitaev model not only in the low-energy spectrum at the M point, which signals the onset of the zigzag correlation, but also in the highenergy spectrum at the Γ point, even at the temperatures twice larger than |J|. The perturbative approaches fail in explaining the deviation. The present exact temperature dependence of dynamical spin structure factors set constraint on approximations, even though the present results are limited for the finite size clusters. At least for k B T 0.1, the present finite-size simulation essentially captures the temperature evolution of the spectral weight that is consistent with that at the thermodynamic limit obtained by the cluster dynamical mean-field theory 48 . The finite-temperature dynamical spin structure factors shed new light on emergent temperature scales in the proximity of the Kitaev's quantum spin liquid. As found in Ref. 59 for the Kitaev model and later for the Kitaev-Heisenberg model 60 in the proximity of the Kitaev quantum spin liquid, there are two temperature scales T h and T at which temperature dependence of heat capacity shows peak structures. In the parameter range 90
• ≤ ϕ ≤ 100 • , there are two peak structures in heat capacity of the 24 site cluster as illustrated in Fig. 10 . As clarified for the Kitaev model 59 , around T = T h , the nearest-neighbor spin-spin correlations develop while the spin gap starts to develop below T = T . In contrast to the Kitaev limit, static structure factors for ϕ = 100
• grow at the M point around T = T ∼ 0.05. If there is small but finite magnetic anisotropy or a three dimensional coupling, or if the order-by-disorder mechanism found in the classical Kitaev-Heisenberg model 79, 80 is relevant to the quantum model, spontaneous timereversal symmetry breakings will occur below the lowtemperature scale. In Fig. 10 , the parameter region where we expect the spontaneous symmetry breaking is illustrated as shaded region below T ∼ T for ϕ 92.2
• in the ϕ-T phase diagram. From the measurements on heat capacity and static magnetic orders, these two temperature scales seem to characterize the magnetism in the proximity of the Kitaev's quantum spin liquid. For example, the ratio T /T h has been proposed as a measure of distance from the Kitaev's spin liquid phase 60 . The present results on the dynamical spin structure factors reveal that there is the crossover from the spinexcitation continuum at the Kitaev limit to the damped magnon modes at high energy. The dynamical spin structure factors S(Q, ω) show significant deviations from those at the Kitaev limit, even at high energy (1 ω 1.5). For ϕ 92.2
• , S(Q = Γ, ω) deviates from that for ϕ = 90
• below T ∼ T h , which is another precursor of the magnetically ordered ground state, in addition to development of the low-energy spectral weight at the M point due to short-range magnetic correlations. Although a finite-size cluster is employed in the present simulation, the high-energy spectra well above the low-temperature scale T are reliable since the finite-size effects become negligible for N ≥ 24 above the temperature scale T 60 . In addition to thermodynamic measurements such as heat capacity 60 , the spectroscopic measurements are found to be useful to measure the distance between a given Kitaev material and the Kitaev limit. The present flexible algorithm is also applicable to other linear responses such as thermal conductivity 25, 84 , which will contribute to an understanding of the proximity of not only the Kitaev's spin liquid but also other spin liquid candidates [85] [86] [87] Appendix A: Imaginary-time evolution
In the present paper, we calculate the typical pure state (or canonical thermal pure quantum state 14 ) at inverse temperature β by following Ref.14 as
whereĥ =Ĥ/N is used. The above formula is not suitable for the numerical simulation, since terms in the rightmost hand side of Eq.(A1) become too large for β 1 and will introduce cancellation of significant digits.
To avoid the cancellation of significant digits, we split the imaginary time evolution and divide it into M d steps. The step size β/M d is determined by the following estimation. First, we estimate the amplitude of the largest term in the rightmost hand side of Eq.(A1). The k th order term is bounded by
Then, by differentiating the term in the rightmost side of Eq.(A2) with respect to k, we find that, when k =
, the k th term becomes maximum among the series expansion. For k = X − 1/2 + O(1/X), we obtain the asymptotic formula for the extremum as
When we set an upper limit Λ for e X /(2πX) −1/2 , we can determine an appropriate M d through iteratively solving
By using the following recurrence relation for k ≥ 0 initialized with X 0 = Λ,
we obtain M d as
Appendix B: Upper bounds of variance
The source of the deviation between G AB β (ζ) and G AB β,δ (ζ) is twofold: The discretization parameters δ = (E b , , M ) and variance of {c n }. The former source can be examined by changing the set of the discretization parameters δ. Therefore, we here focus on the deviation originating from the variance of stochastic variables {c n } and give the upper bounds of the variance of the present O(N F ) algorithm by following Refs.6 and 14.
We start with rewriting Eq.(35) as
where we define a equi-energy shell as ∆ m = [E m − , E m + ] and an operator aŝ
For later usage, we introduce the following shorthand for expectation values as
and for stochastic variables as
where
Then, the variance of G AB β,δ (ζ) is given by
Below, we evaluate σ 2 (ζ) term by term: By using the following formulae 61 ,
we obtain the following expectation values,
After straightforward calculations, we reach the following expression,
where we introduce the following shorthand,
Generally, estimate of A β (ζ) in Eq.(B14) is not tractable. Below, we give an upper bound of A β (ζ). First, we use the following inequality: There is a positive constant min{η, } < η < O(N J 0 ) that satisfies the inequality
Then, we estimate upper bounds of the following integral as
where we use the following transformation,
The integral in the last line of Eq.(B17) is bounded: There is a positive constant τ that satisfies
The positive constant τ simply corresponds to a correlation time that characterizes the correlation function
Finally, we obtain an upper bounds for σ 2 (ω + iη) as
The factor Z(2β)/Z(β) 2 is known to be exponentially small, when the system size N grows 14 . The temperature dependence of Z(2β)/Z(β) 2 is trivially grasped as follows. First, we take the simple limits β → +0 and β → +∞ as
where D is the degeneracy of the ground state. By taking temperature derivative of Z(2β)/Z(β) 2 as,
and remembering that E ens β is a monotonically decreasing function of temperature, we can prove the following relation,
If we use standard relations for free energy F (β) and entropy S(β), F (β) = −β −1 ln Z(β) and dF (β)/dT = −S(β), we obtain the following relation: There is an inverse temperature that satisfies β ≤ β * ≤ 2β and
At finite temperature, S(β) is finite and extensive. Since the entropy is proportional to N , the factor Z(2β)/Z(β) 2 is exponentially small. methods is verified by the 2-norm of the residual vectors. By setting the upper bound on the 2-norm
we can truncate the CG steps in a controlled fashion. In the shifted Krylov subspace method that handles a set of shifts or complex numbers {ζ}, we need to choose a residual vector for the truncation. A choice that guarantees the quality of the convergence is the residual vector with the largest 2-norm, which is realized by the seed switching method 64, 90 . In this section, we examine the CG-step dependence of the 2-norm in the present application. We choose examples from the calculations for the 18 site and 24 site clusters of the antiferromagnetic Kitaev model (ϕ = 90
• ) at k B T = 0.1. The examples are chosen from the construction of the filtered typical states defined in Eq. (33) since the construction is the most time-consuming part of the present FTKω algorithm.
The shifted linear equation |χ(ζ) = (ζ −Ĥ)|φ β is solved for the set of shifts {ζ} to construct the L filtered typical states. The shifted BiCG method is applied to each filter operator separately in the present implementation and the contour integral in every single filter operator is approximated by the Riemann sum with the M discrete points.
In Fig. 11 , we show typical examples of the CG-step dependence of the maximum 2-norm in the constructions of the filter operators. For each filter operator (each m ∈ [0, L)), at each CG step, the maximum 2-norm max ζ { |ρ n (ζ) 2 } is chosen from the set of the M discrete points ζ ∈ { e iθj + E m } j along the contour illustrated in Fig. 1 . The upper bound of the 2-norm is set to 10 −4 or smaller for the 18 site and 24 site clusters, which guarantees convergence of expectation values taken by the filtered typical pure states. For the 18 site cluster, we also show how the CG-step dependence of the 2-norm depends on the discretization δ = (E b , , M ). The CG-step dependence is shown for E m at which the probability distribution P β,δ becomes maximum in Fig. 11(a) . When we choose E m that requires the largest number of the CG steps, the speed of the convergence also depends on min ζ {|Imζ|} for ζ ∈ { e iθj + E m } j . As shown in Fig. 11(b) , larger L and M , which decrease min ζ {|Imζ|}, may require more CG steps. When both L and M are doubled, which give four times smaller min ζ {|Imζ|}, the number of the CG steps required for the convergence increases by around 10 percent.
Here, we note that the number of the required CG steps depends on the density of states at E m while we only show the typical examples in Fig. 11 . This dependence is inferred from the convergence theorem of the Lanczos method 91 . The number of the Lanczos steps required to obtain an eigenstate and eigenvalue becomes larger as the density of states at the target eigenvalue becomes larger. At k B T = 0.1, as shown in Fig. 4 , the peak of the probability distribution is located nearby the lower edge of the eigenvalue distribution. Both the 18 site and 24 site clusters show faster convergences for E m close to the edge of the probability distribution compared with the other choice of E m . The sparse density of states nearby the lowest eigenvalue naturally explains the faster convergence.
The system size dependence of the convergence is of practical importance. As evident in Fig. 11(b) , the system size affects the CG-step dependence of the 2-norm. However, when we lower the upper bound of the 2-norm to ensure the exponential decay of the CG-step dependence of the 2-norm, we observe that ten thousand CG steps are practically enough to obtain the convergence for any E m , irrespective of the system size. Only nearby the edge of the probability distribution, the exponential decay is sensitive to the discretization and the system size.
Then, we examine how the discretization δ affects the spectra for the fixed broadening factor η = 0.02. As formulated in Eq.(36), the FTKω exactly reproduces the finite-temperature spectra by the canonical ensemble average after taking the average over the initial random vectors and the two limits, M → +∞ and → +0. The large M limit should be taken before the small or large L limit. Here, we note that the interval of the discrete energy grid, , is set to be comparable to or smaller than the broadening factor η.
To find a reasonable choice of δ, we examine the δ dependence of the dynamical spin structure factor for the 12 site and 18 site clusters of the antiferromagnetic Kiteav model (ϕ = 90
• ) at the Γ point. First, we examine the convergence when M is increased. For L = 200 and 400, the M dependence of the spectrum is examined in Figs. 12(a) and (b) when L is fixed. The spectrum calculated with larger L requires larger M to converge. Second, we examine the L dependence of the spectrum with an appropriate M and keeping L constant. As shown in Fig. 12(c) , we obtain a converged result for the 12 site cluster for ϕ = 90
• by increasing L and choosing an appropriate M . The system size also affects the convergence. When the system size is increased from N = 12 to 18, the L dependence becomes smaller as shown in Fig. 12(d) .
The discretization parameters used in Sec. V are summarized in Table I . Here, we choose the discretization parameters to obtain converged results for the 12 site and 18 site clusters. For the 24 site cluster, to take a balance of accuracy and a numerical cost, a practical parameter set is chosen based on the L and M dependence of the dynamical spin structure factors for N = 12 and 18. As shown in Fig. 12(d) , the (L, M ) dependence is already small for N = 18, at least, for L 100. Thus, we choose L = 128 and confirm that M = 16 is enough to obtain reasonable results. The CG-step dependence is shown for Em at which the probability distribution P β,δ becomes maximum.
(b) The CG-step dependence for Em that requires the largest number of the CG steps.
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