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Abstract 
Testing plays an integral part in many areas of computer science. In relation to computational 
learning theory, testing can be viewed as an inverse process to learning. Testing algorithms 
crcatc a set of examples for a given target concept that distinguish it from other concepts, 
while learning algorithms use a given set of examples to correctly infer an unknown concept. In 
this paper we develop a model for upproximate testing of concepts, which relates to the PAC 
(probably almost correct) model of learning as well as other learning models. In approximate 
testing, a concept that passes the given tests is only required to be correct to within a given 
error tolerance rather than being exactly correct. We define what it means for a concept class to 
be appro.ximately testable, and we investigate general properties of a concept class that make 
it testable or untestable. We define a new measure that is similar to the Vapnik-Chervonenkis 
dimension, called the testing dimension of a concept class, and show how it yields untestability 
results for certain concept classes. We also compare our testing model to several different learning 
models, and we discuss the topics of nonredundant test sets and generic test sets. 
1. Introduction 
Testing plays a part in many areas of computer science, including hardware and 
software design and machine learning. In each case some type of object is tested, 
such as a circuit, a program, or a concept, to determine whether it is correct. Testing 
theory addresses the question of whether a set of inputs or examples can be given 
to demonstrate that an object is correct; that is, whether a set of inputs or examples 
distinguishes a correct object from incorrect ones. Computational learning theory, on 
the other hand, addresses the question of how to infer a correct hypothesis from a given 
set of examples of an unknown concept. Thus, testing examines an inverse problem 
to that of learning - testing algorithms find a set of examples that describe a concept, 
while learning algorithms find a concept that explains a set of examples. 
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In this paper we develop a model for approximate testing of concepts. In our model, 
an approximate testing algorithm must be able to use a finite number of examples to 
distin~ish one concept from others that differ from it by more than a given error bound. 
Our testing model relates to the probably almost correct (PAC) model of learning in- 
troduced by Valiant [14]. A PAC learning algorithm learns concepts using finite sets of 
examples. It differs from other learning models in that concepts are learned to within 
only a given, probabilisti~ally based, error bound. That is, a PAC learning algorithm is 
not required to produce a hypothesis that exactly matches the u~no~ concept that it 
is trying to learn, but instead it can produce a hypothesis that is “close” to the correct 
one. 
The relationship between testing and learning has been investigated previously by 
Chemiavsky and Smith [5]. However, their approach related testing to Gold’s model 
of learning by identification in the limit. 
Our approximate testing model also has relationships with other learning models. 
It bears some resemblance to the work by Benedek and Itai [3] on learning with 
respect to a fixed probability distribution. However, we show in Section 4 that these 
two ideas are actually different. It also corresponds directly to the “helpful teacher” 
learning model [6,1 I, 12,2,8]. In this model, the teacher knows a concept and attempts 
to teach it using the fewest possible examples. The number of examples that a teacher 
must present for all students to learn a concept is analogous to the notion of the number 
of test points needed to test a concept. However, our approach differs from the work 
in [6,12,2, I?] because it deals with uncountable domains, and it differs from the work 
in [ 11,8] because they assume a particular strategy on the part of the learner. Also, 
all of these papers deal for the most part with exact learning, where the hypothesis of 
a learner is not allowed to have any errors in it, while we study approximate testing, 
where a concept that tests correctly on a test set is allowed to have some small error. 
Finally, these papers examine the issue of the size of a set of examples needed to learn 
a particular class, while this paper deals with properties that determine testability. 
Besides being related to various learning models, the study of approximate testing 
can also be used to obtain lower bounds on certain learning algorithms in the following 
manner. If it is demonstrated that m test points are needed to test a concept to within 
some error bound, then a learning algorithm must use at least m examples to insure 
that its hypothesis is within the error bound. 
The remainder of this paper is organized as follows. In Section 2 we give a formal 
definition of approximate testability. We define four levels of testability - testable, 
k-testable, two-sided testable and untestable - which yield a testing hierarchy, In Sec- 
tion 3 we give examples from geometry of concept classes at each level, and we 
examine the hierarchy that these examples define. 
In Section 4 we compare our work on approximate testing to the work by Benedek 
and Itai [3] on learning with respect to a fixed probabili~ ~s~bution. We show that 
the idea of a concept class being approximately testable with respect to a probability 
distribution P is different from the idea of a concept class being learnable with respect 
to P. 
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In Section 5 we discuss the topics of nonredundant test sets and generic test sets. 
A test set is nonredundant if removing any example from it causes it to no longer be a 
test set. A test set is generic if it is a test set for any concept in a given concept class. 
We prove that there exist testable concept classes for which there are nonredundant 
test sets of arbitrarily large size and there exist testable concept classes for which no 
generic test sets exist. We also prove that generic testability implies learnability with 
respect to a fixed probability distribution. 
In Section 6 we investigate properties of a concept class that determine its testability. 
We define the notion of testing dimension, which is similar to Vapnik-Chervonenkis 
dimension, and show how it yields untestability results for certain concept classes. 
In Section 7 we summarize our work and mention open problems. 
2. Approximate testing 
We use the definition of a concept class from [4] in our work, so we define it now. 
Definition (Blumer et al. [4]). A concept is a measurable subset q of a set of points 
X over which a probability measure P is defined. A concept class is a set Q z 2’ of 
concepts. X is assumed to be a fixed set, usually finite, countable, or E” (Euclidean 
d-dimensional space) for some fixed d > 1. If X is Ed, each q E Q is a Bore1 set. 
Some examples of concept classes are the class B of all boolean functions on n 
variables (in this case X = (0, l}“) and the class R of closed orthogonal rectangles 
in E2. In this paper we use only geometric concept classes defined on Ed in our 
examples. However, our definitions and results apply to all concept classes. 
Each concept class Q has an associated representation class Qr, which is used when 
learning or testing a concept from the class. In general, there are several representa- 
tion classes that can be associated with a concept class, and one of these is chosen 
when developing a learning or testing algorithm. For example, the class B defined 
above can be represented by the class of boolean formulas or by the class of cir- 
cuits. Similarly, a concept in the class R can be represented by its four vertices, or as 
the cross product of two intervals. In this paper we represent each geometric concept 
in Ed by a list of vertices that describes it. Once a representation class Qr is cho- 
sen, the class Q is associated with this class, so the class Qr need not be mentioned 
explicitly. 
When a representation class is used for a concept class, each concept q has associated 
with it a representation size sq, which is the size of the shortest representation of q 
in the representation class. For example, if boolean formulas are used to represent 
concepts in B, then the size of a concept q could be the number of literals in the 
shortest formula for q. If a vertex list is used to represent concepts in R then the 
size of a concept will be 2, since a minimal representation uses two opposite comers 
to describe an orthogonal rectangle. In this paper, since we represent each concept 
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by a list of vertices, the size of a concept is the number of vertices in its minimal 
representation list. 
We can extend the idea of a representation size for an individual concept to a concept 
class and define the size complexity of a class. This complexity measure indicates how 
large, in terms of representation, a concept in the class can be. It is useful when 
examining the testability of classes. 
Definition. Given a concept class Q with associated representation class Qr, the size 
complexity of Q is the largest integer k such that there exists q E Q with representation 
size at least k in Qr. If no such k exists, the size complexity of Q is infinite. 
The domain over which concepts are defined has a size parameter as well. The size 
of the domain for B is n since B contains boolean functions on n variables. The size of 
the domain Ed is d. 
We now give the definition of PAC learnability from Blumer et al. [4] and define 
approximate testability in a similar manner. We also define four levels of approximate 
testability - testable, k-testable, two-sided testable and untestable. 
Given two concepts r,q E Q, r is consistent with q on some finite set of points 
t = {t,,tz )...) tm} if it agrees with q on all points in t, i.e. if t f~ q = t n r. The 
error of r, with respect to q and the probability measure P, is given by P(q nr), 
where q a r denotes the symmetric difference of the sets. Thus, the error of a tested or 
learned concept is measured as the probability of the region that forms the symmetric 
difference between it and the target concept. 
Let SQ denote the set of all finite subsets of X that are labeled according to some 
q E Q. Let A be the set of all computable functions A : SQ + 2x. Let I denote the 
open interval of rationals in (0,l) and let n : I x I + Zf be a positive integer-valued 
function defined on I x I. 
Definition (Blumer et al. [4]). A E A is a PAC learning algorithm for Q with sample 
size n(E, 6) if for all probability measures P on X and for all E, 6 E Z and for all q E Q, 
A(&) = p, where S, is a finite random sample (or subset) of X labeled according to 
q of size n(&, S), and p is consistent with q on S, and P(q n p) <E with probability 
greater than 1 - 6. If such an A exists, then Q is PAC learnable. 
Let S denote the set of all finite subsets of X. Let Uj+ denote the positive rationals 
and let m: @j+ x I + Z + be a positive integer-valued function defined on Q+ x I. 
Furthermore, let T be the set of all computable functions T: Q x I + S and P be a 
probability measure on X. 
Definition. T ET is an approximate testing algorithm for Q with respect to P with 
test set size m(s,, E) if for all E ~1 and for all q E Q, T(q,E) = t, It/ <m(sq, E) and 
for all r E Q, if r is consistent with q on t, then P(q nr)<&. If m is a polynomial 
in sq (the representation size of q) and l/s and T runs in polynomial time, then T is 
a polynomial approximate testing algorithm for Q with respect to P. T(q, E) is called 
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a test set for q with respect to the class Q. For each t, E T(q, c), if ti E q then ti is a 
positive test point; otherwise, ti is a negative test point. 
Thus given an error bound E E I and a target concept q E Q, T produces a test set for 
q such that any tested concept that is consistent with q on this set has error no more 
than I:. The size of this set may be a function of both E and the representation size 
of the target concept. If such a T and m exist, then Q is approximately testable with 
respect to P with test set size m(sq,E). From now on we will refer to approximately 
testable concept classes as simply testable, and we will not mention P explicitly if 
the probability measure being used is clear from the context. If T produces a constant 
size test set (i.e. if m is a constant function k), then we say that Q is k-testable. If 
no testing algorithm T exists for Q, then Q is untestable. 
Note that a confidence parameter (i.e. 6 in the definition of a PAC learning algorithm) 
is not needed since the selection of test points is deterministic, as opposed to PAC 
learning algorithms that guess a hypothesis based on randomly chosen examples. PAC 
learning algorithms use randomly chosen examples because the probability measure 
on these examples is unknown, so if a deterministic strategy were used, an adversary 
could choose a probability measure that would cause the strategy to fail. 
We also want testing algorithms that reveal something about the error of concepts 
that are inconsistent with the target concept on a given test set. For this purpose we 
define two-sided testing algorithms, which are a subset of the set of testing algorithms. 
Lete:QxI+Q + be a positive rational-valued function. 
Definition. T ET is a two-sided testing algorithm Jbr Q with respect to P with error 
margin e(q, E) if T is a testing algorithm for Q with respect to P and for all F E I and 
q, r E Q, if r is inconsistent with q on T(q, E), then P(q A r) >e(q,c). 
Thus if T is a two-sided testing algorithm for Q, then it produces a test set for a 
target concept q such that any tested concept that is consistent with q on this set has 
error no more than F and any concept that is inconsistent with q on this set has error 
at least e(q,&). If such a T exists, then Q is two-sided testable with respect to P. If 
T is not a two-sided testing algorithm, then a tested concept that is inconsistent with 
the target concept q on the test set might have an arbitrarily small error. 
3. Levels of testability 
In this section we give geometric examples of concept classes at each level of 
testability, and we use these examples to demonstrate a testing hierarchy. 
3. I. Examples 
The following examples will help to clarify the distinction between untestable con- 
cept classes and the three types of testability - testable, k-testable and two-sided 
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testable - defined above. Each class in the examples below consists of concepts that 
are subsets of the closed subspace [0, l] x [0, l] in E2, over which a uniform distribu- 
tion is defined. In the next section we will use these examples to illustrate a testing 
hierarchy. 
Example 3.1. Class Q consists of concepts composed of one of the two closed rect- 
angles [0, k] x [0, i] or [$, l] x [i, 11 unioned with a finite set of points. 
Proposition 3.la. Ql is l-testable. 
Proof. To obtain a test set with an error bound of E for q E Q,, simply choose one 
negative test point inside the rectangle that is not a part of q. For example, if q 
contains [0, i] x [0, i], choose a point in [$, l] x [i, l] that is not in q. Any other 
concept r E Qi that is consistent with q on the test set must contain the same rectangle 
as q. Therefore, Y only differs from q on a finite set of points, and any finite set of 
points has probability 0, so r has error P(q A r) = 0. 0 
Proposition 3.lb. Ql is not two-sided testable. 
Proof. Consider q E Ql consisting of only the rectangle [0, k] x [0, i]. Any testing 
algorithm T for Ql must produce at least one negative test point (x, v) in the rectangle 
[l, 1] x [i, l] for q whenever E < i. The concept r E Ql consisting of [0, i] x [0, i] and 
the point (x,y) is then inconsistent with q on the test set but has error P(qAr) = 0. 
Therefore, Ql is not two-sided testable. 0 
Example 3.2. Class RI consists of closed orthogonal rectangles in the region [0, 11 x 
[0, 11. A learning algorithm for this class was given in [4]. 
Proposition 3.2. RI is &testable and two-sided testable with an error margin of 
e(q,&) = WCI, where w is the width of the target rectangle and CI is a function of 
w and E. 
Proof. Let r E RI, with a minimum side of length w, be given. Choose two positive 
test points near the lower left and upper right comers of r, each a distance CI from the 
edges adjacent to the corner. Choose four negative test points, each midway along a 
side of r and CI away from the side. Let r- be the minimum area orthogonal rectangle 
containing the negative test points, and let r+ be the minimum area orthogonal rectangle 
containing the positive test points. The value c( is chosen such that it is less than w/2 
and the area of (r- A r) is less than E. 
If a concept q ERR is consistent with r on the given test set, then it must contain r+ 
and cannot be larger than r-. Therefore, q has error P(q A r) < E. If a concept q E RI 
is inconsistent with r, then it must have a side that is either at least a distance of c( 
outside r, or a distance of a inside r. In either case, P(q A r) 2 wcx. 0 
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Example 3.3. Class Qp consists of all closed convex polygons in the region [0, l] x 
LO, 11. 
Proposition 3.3. Qp is two-sided testable with u test set oj’ size 2n where n is the 
number of vertices of the target polygon. 
Proof (sketch). Given an n-sided closed convex polygon p as a target, choose for each 
vertex v of p a positive test point that is a distance IX from v and that is equidistant 
from each of the two edges adjacent to v. Next, for each edge of p, choose a negative 
test point midway along the edge and a distance fl from it. Convexity is used to show 
that when x and b are sufficiently small, these points bound a finite region of the 
plane that can be occupied by a convex polygon consistent with p on the test set. By 
decreasing c( and ,!? this region can be made arbitrarily small. Convexity is also used 
to show that this is a two-sided testing algorithm for p. (A complete proof can be 
found in [9], where it is proved that 2n test points are both necessary and sufficient to 
test an n-sided closed convex polygon.) Cl 
Example 3.4. Class R2 consists of concepts composed of one or two closed orthogonal 
rectangles in the region [0, l] x [0, 11. 
Proposition 3.4. R2 is testable with a test set of size 36/~~, but it is not k-testable 
for any k. 
Proof. First we show that R2 is testable by a testing algorithm that chooses a set of 
([6/r:] - 1)2 points distributed evenly over [0, l] x [0, 11. For r E R2 and c: > 0, let 
T(r, c) = { (i&/6,jc/6) 1 1 < i, j < ( [6/s] - 1 )}. The probability of a region bounded by 
4 adjacent test points is no greater than s2/36. If a tested concept q E RI is consistent 
with Y on T(r,c), then q and r can only differ in at most 3611: of these regions. This 
means P(q A r) <(36/s)(s2/36) = e. 
Now we prove that R2 is not k-testable for any k by assuming that it is and finding 
a contradiction. Assume that T is a k-testable testing algorithm for R2. Consider the 
target concept r = [0, l] x [0, 11, and let E =: l/(k + 1). There are two cases to consider. 
Case 1: There exist two test points (xt,yl),(x~, ~2) E [0, l] x [0, I] such that (x2 - 
xl) :> l/(k + 1) and there does not exist a test point (x3, ~3) such that x1 < x3 < x2. 
In this case, choose q to be the two rectangles [0,x1] x [0, l] and [x2, l] x [O: 11. Then 
q is consistent with r on T(r, c), but P(q A r) > l/(k + 1) = z. 
Case 2: If Case 1 does not hold, then the minimum area rectangle containing all the 
test points in T(r,E) that lie in [0, l] x [0, l] has x length no more than (k - l)/(k + 1). 
Choose q to be this rectangle. (If T(r, E) contains no points in [0, l] x [0, 11, then choose 
q to be the rectangle [0, (k - l)/(k + 1 )] x [0, 11.) Then q is consistent with Y on T(r, E), 
butP(qLJr)>l-(k-l)/(k+1)=2/(k+l)>s. 0 
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Example 3.5. Class QZ consists of concepts composed of an orthogonal rectangle 
unioned with a finite set of points in the region [0, I] x [0, 11. 
Proposition 3.5. Q2 is untestable. 
Proof. Assume that T is a testing algorithm for Q2. Let q E QZ be the rectangle 
[0, l] x [0, 11, and let T(q, i) be the finite test set generated by T for q. A concept 
Y E Q2 that is consistent with q on T(q, i) but has an error greater than i is the 
rectangle [0, i] x [0, l] unioned with the set of positive test points in T(q, 3). The 
error of Y with respect to q is P(qAr) = i > i, so T is not a testing algorithm. 0 
These five examples illustrate that concept classes that appear similar at first glance 
may actually have very different levels of testability. In addition, Examples 3.1 and 3.3 
demonstrate that classes with infinite size complexity can be testable. 
It is interesting to note that in several of these classes, concepts contain finite sets 
of points, and although these finite sets of points have probability measure 0, they 
can affect the testability of the class. For example, concepts in Rr and concepts in 
Q2 differ by only a finite set of points. However, RI is testable and Q2 is not. One 
could argue that concept classes such as Q2 should not be allowed since a part of the 
concept with 0 measure determines the testability of the class. However, these classes 
are very important with respect to testing because they represent classes of concepts 
where noise occurs in the measurements used to test an unknown concept against a 
target concept. For example, class Qz is a representation of the class RI of orthogonal 
rectangles where there is a possibility of a finite number of negative misclassification 
errors (i.e. errors where a negative example is misclassified as positive). Examples 3.2 
and 3.5 illustrate that a finite number of misclassification errors can cause a testable 
concept class to become untestable. 
3.2. Testing hierarchy 
In Section 2 we defined four different notions of testability - testable, k-testable, 
two-sided testable, untestable - by which concept classes can be categorized. These 
definitions yield a hierarchy of testability. By definition, the family of k-testable concept 
classes and the family of two-sided testable concept classes are both subsets of the 
family of testable concept classes. However, the rest of the hierarchy differs depending 
on the probability measure P defined on the space X. 
With respect to a uniform distribution defined over a bounded subspace of E2, we 
have the hierarchy shown in Fig. 1. The concept classes given in Section 3.1 are 
shown in the figure. We can observe from Fig. 1 that for concept classes in E2 with 
a uniform distribution, the k-testable and two-sided testable families are incomparable. 
For a different probability distribution, the hierarchy would look different. For example, 
if the probability distribution P only assigns a positive probability to a finite set t 
of points, then any concept class is k-testable and two-sided testable with respect 
to P. This is because t can be used as a test set for any concept with respect to any 
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Universe of Concept Classes 
_____ 
Testable 
Fig. 1. Testing hierarchy on E2 with respect to a uniform distribution 
concept class. Since the cardinality of t is a constant, the class is k-testable. Since any 
inconsistent concept will differ from the target concept on t, it will have a positive 
error. 
4. Testability vs. learnability by fixed distributions 
One way in which our work on testing differs from the work on learning in [ 141 
and [4] is that they examine learning algorithms that are independent of the underlying 
probability distribution, while we study testing algorithms that depend on the underlying 
probability distribution. In other words, a PAC learning algorithm learns a concept 
regardless of the underlying distribution, whereas an approximate testing algorithm 
generates a test set for a concept with respect to a specijc distribution. 
Benedek and Itai [3] extend the idea of learning to the case where the learning 
algorithm has knowledge of the underlying distribution on the sample points. We will 
show, however, that this idea is different from testing with respect to a distribution. 
They define the following notions, where Q is a concept class defined over a set X, 
and P is a probability measure on X. 
Definition (Benedek and Itai [3]). Q I IS earnable with respect to P if there exists a 
function F such that for all E, 6 > 0, there is a k > 0 such that for every q t Q and 
x EX~ selected at random according to P, if F is given x with each point labeled as 
to whether or not it is in q, then F returns a set r LX that, with probability 1 - 6, 
has P(q A r) < E. 
Thus, given a set of examples drawn according to the distribution P and labeled 
according to an unknown concept q, F will return a set that, with high probability, is 
close to q. The function F is a learning algorithm for Q with respect to P. Note that 
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F may not be polynomially computable, and it does not necessarily return a concept 
in the class Q. 
Definition (Benedek and Itai [3]). A set QB C 2X, where E > 0, is an s-cover of Q with 
respect to P if for every q E Q there is a q’ E Qp such that P(q A q’) < E. Q is finitely 
coverable with respect to P if for every E > 0, there is a finite a-cover QE of Q. 
Benedek and Itai use the notion of a finite s-cover to characterize when a concept 
class is learnable with respect to a fixed distribution. 
Theorem 4.1 (Benedek and Itai [3]). Q is jinitely coverable with respect to P if and 
only if Q is learnable with respect to P. 
Although testability with respect to a fixed distribution appears to be similar to 
learnability with respect to a fixed distribution, the following two theorems show that 
the two ideas are actually incomparable. 
Theorem 4.2. There exist a concept class Q and a probability distribution P such 
that Q is learnable with respect to P, but Q is not testable with respect to P. 
Proof. Let P be the uniform distribution on [0, l] x [0, 11, and let class Q3 consist of 
concepts composed of either the rectangle [0, i] x [0, i] or a finite set of points in the 
region [0, l] x [0, 11. Then Q3 is finitely coverable with respect to P since the rectangle 
[0, i] x [0, i] and any finite set of points form an s-cover for any E > 0. Therefore, by 
the above theorem Q3 is learnable with respect to P. However, Q3 is not testable with 
respect to P for E < $ since there is no test set for [0, i] x [0, f]. 0 
Theorem 4.3. There exist a concept class Q and a probability distribution P such 
that Q is testable with respect to P, but Q is not learnable with respect to P. 
Proof. Let X = [- 1, 11, let P be the uniform distribution on [- 1, I], and let each 
concept q in the class Q4 be composed of a nonempty, finite set of nonempty, disjoint 
intervals on [- 1, 0] and the following additional interval. If q contains n intervals in 
[-l,O], then the interval [l/(n + 1) + 1/[2n(n + l)], l/n] is also in q. 
Q4 is testable with respect to P since each qEQ4 contains one interval in (0, l] that 
tells how many intervals it has in [-l,O]. A test set for q E Q4 with n intervals in 
[- 1, 0] contains the point l/n and 4n other test points that delineate the n intervals in 
[-l,O] to within E. 
Q4 is not, however, finitely coverable with respect to P since the part of Q4 restricted 
to [- 1,0] is not finitely coverable. Suppose it were coverable and suppose Ql,s were a 
i-cover for Q4. Let t be the set of all endpoints of intervals in Q; in the range [- 1, 01. 
Let r be a concept that contains an interval of length i(ti+l - ti) between every two 
adjacent points ti, ti+l E t, and contains a similar interval between - 1 and the smallest 
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point in t and 0 and the largest point in t, assuming -1 and 0 are not in t. Let concept 
r also contain the appropriate interval in (0, 11. Concept Y is in Q4, but it differs by at 
least i from every concept in Qt:5, so Q1!s is not a f-cover for Q4. q 
Not only does testability with respect to P not imply learnability with respect to P, 
but neither does two-sided testability. Concept class Q4 from the proof of the previous 
theorem is two-sided testable, but it is not learnable. The notion of k-testability also 
does not imply learnability with respect to a fixed distribution. Concept class Q4 can 
easily be converted into a 2-testable concept class Qi by only allowing intervals with 
rational endpoints and by changing the part of a concept contained in (0, 11. If q E QL 
contains n intervals in [- 1, 01, then it contains the point l/(n + 1) and another point 
that encodes the endpoints of the n intervals. These 2 points form a test set for q for 
any t: since they uniquely identify it. 
5. Nonredundant test sets and generic test sets 
5.1. Nonredundant test sets 
When looking for a testing algorithm for a class of concepts, it is desirable to find 
one that produces a minimum number of test points to test a concept. By minimum we 
mean that no other testing algorithm produces a test set for any concept/error bound 
pair with fewer test points. Such an algorithm is called optimal for the concept class. 
One property of the test sets produced by an optimal algorithm is that they contain no 
redundant test points. That is, if any point is removed from the test set, it is no longer a 
test set. In this section we study testing algorithms that produce nonredundant test sets 
to see if the size of these test sets can vary. The reason for doing this is to determine 
whether it is sufficient to require only that a testing algorithm be nonredundant in 
order to ensure that it produces a “good” (i.e. minimum sized) test set. First we give 
definitions and an example. 
Definition. Let Q be a concept class defined on a set X and let P be a probability 
measure on X. A test set t for a concept q E Q and E > 0 is nonredundant if it has 
the property that removing any point from it causes it to no longer be a test set. A 
testing algorithm T for Q is nonredundant if it produces a nonredundant test set for 
every q E Q and E > 0. A nonredundant test set is maximal if there does not exist a 
nonredundant test set for q and E of larger cardinality. A test set is minimal if there 
does not exist a test set for q and E of smaller cardinality. A testing algorithm T is 
optimal jtir Q if it produces a minimal test set for every q E Q and E > 0. 
Thus, a test set t for qEQ and E is nonredundant if it has the property that for each 
x E t: there exists a concept Y E Q that is consistent with q on t - {x} but has error 
P(q A r) > E. 
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We give an example to illustrate the difference between minimal and maximal nonre- 
dundant test sets. 
Example 5.1. Class Qs consists of three intervals, Qs = {[0, i), [i, f ), [i, l]}, where 
a uniform distribution is defined over [0, 11. 
Proposition 5.1. For any qE Qs and E < 5, q has a minimal test set of size 1 and a 
maximal nonredundant test set of size 2. 
Proof. For a minimal test set, choose a positive test point in the target interval. For 
a maximal nonredundant test set, choose two negative test points, one in each of the 
other intervals. This test set is maximal because any test set containing more than two 
points would either contain multiple points in one of the two intervals or a positive 
test point in the target interval. In either case, one of the three points is redundant. 
When we examine nonredundant testing algorithms for a testable concept class Q, 
one question to consider is whether there is a maximal size test set produced by 
these algorithms for any q E Q and E > 0. It turns out that for many classes there 
is not. 
Theorem 5.1. There exist testable concept classes that contain concepts for which 
there exist no maximal nonredundant test sets. 
Proof. Consider the class QS consisting of concepts composed of one or two closed 
intervals between 0 and 1 on the real line, where a uniform distribution is defined over 
the interval [0, 11. This class is testable by a result in [9, IO] (this result is restated 
in Section 6). Let q E QS be the interval [0, l] and let E = f. There is no maximal 
nonredundant test set for q and E. That is, given any m > 15, there exists a nonredundant 
test set of size m for q and E. In particular, the test set t = { i6 1 1 <i <m}, where 6 = 
3/[4(m - 2)], is a nonredundant test set of size m for q and E. The distance between 
two adjacent points in t is 6, and the distance between m6 and 1 is i - 26. Any r E Q6 
that is consistent with q on t only differs from q in at most three intervals between 
test points, thus it has error P(q A r)66 + 6 + ($ - 26) = i = E. However, if a point 
is removed from t, then a consistent concept Y can differ from q in four intervals and 
thus have error P(q A Y) = 36 + (i - 26) = i + 6 > E. Therefore, t is a nonredundant 
test set for q and E. 0 
Notice that the class Qs in the previous theorem is not k-testable. However, there 
are also k-testable concept classes that contain concepts with no maximal nonredundant 
test sets. 
Theorem 5.2. There exist k-testable concept classes that contain concepts for which 
there exist no maximal nonredundant test sets. 
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Proof. Consider the class RI of closed orthogonal rectangles 
and consider test sets for r = [i, i] x [i, i] and E = i. For 
. 
defined in Example 3.2 
a nonredundant test set 
with at least m points choose the 4 positive test points ($, i ), (i, i), ($, i ), (i, i ), 
the 4 negative test points (i, $ + S), (i, i - S), (i + 6,; ), (i - 6, i) (where 6 < E), 
and the following additional negative test points. Consider [(m - lo)/21 rectangles that 
are E larger than r but do not expand past any of the 4 negative test points already 
chosen. Each of these rectangles should expand in all four directions from r and no 
two should expand the same distance in any one direction. Also, one rectangle should 
expand equally in all four directions from Y (see Fig. 2). 
91 
Choose negative test points at the upper left and lower right corners of the in- 
tersections of each consecutive pair of these rectangles and the rectangles obtained 
from expanding r in only two opposite directions (see Fig. 2). If k rectangles were 
chosen in the previous step, then this will add 2(k + 1) test points, for a total of 
2(k + 1) + 8 >2((m - lo)/2 + 1) + 8 = m test points. None of these test points are 
redundant, since removing one would allow one of the rectangles to expand in some 
direction without becoming inconsistent on the remaining points. Since each rectangle 
is E larger than Y, if it expands in any direction it will have error greater than E. De- 
pending on how the rectangles were chosen, additional points may need to be added 
to obtain a test set. This set of m or more points is a nonredundant test set for Y 
and E. 0 
The results of this section demonstrate that it is not sufficient to require only that 
a testing algorithm be nonredundant in order to ensure that it produces a “good” test 
set. This is because there are concept classes that have nonredundant testing algo- 
rithms that produce test sets with arbitrarily many more test points than an optimal 
algorithm. 
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5.2. Generic test sets 
An approximate testing algo~t~, as defined in Section 2, takes as input a concept 
and an error bound, and it produces a test set that depends upon the concept that was 
input. In some situations it is desirable to have a testing algorithm that takes as input 
only an error bound and produces a set of points that is a test set for any concept in 
the class. Such a test set is called a generic test set for the concept class. We now 
define this notion formally. 
Let Q be a concept class defined on a set X, and let P be a probability measure 
on X. Let S denote the set of all finite subsets of X and let I denote the open interval 
of rationals in (0,l). Let m : I + Z + be a positive integer valued function defined on 
I, and let T be the set of all computable functions T :I -+ S. 
Definition. TET is a generic appro.~~mate testing algorithm for Q with respect o P 
with test set size m(E) if for all E EZ, Z’(E) = t, [tl <m(e) and for all q,rE Q, if q and 
r are consistent on t, then P(q A r) GE. T(E) is called a generic test set for Q with 
error bound E. If such a T and m exist, then Q is generically testable with respect o 
P with test set size m(8). 
The following example demonstrates a generic approximate testing algorithm for a 
generically testable concept class. 
Example 5.2. Let class QG be the concept class defined in the proof of Theorem 5.1. 
Each q f QS contains one or two closed intervals in [0, 11. Given E > 0, the set t = 
{i&/4 1 1 < i d [4/&j } is a generic test set for QS with error bound E. Any two concepts 
q,r E QS that are consistent on t can only differ in at most four intervals between test 
points, so the error of one with respect to the other is P(q Q r) <4&/4 = c. Thus Q6 
is generically testable. 
One question to consider is how the notion of generic testability relates to the original 
notion of approximate testability. It is easy to see that any generic approximate testing 
algorithm is an approximate testing algorithm. However, the reverse implication does 
not hold. As the next theorem shows, there are testable concept classes that are not 
generically testable. 
Theorem 5.3. There exist a concept class Q and a probability measure P such that Q 
is testable with respect to P, but Q is not generically testable with respect 
to P. 
Proof. Let P be the uniform distribution on E-1, l], and let Q4 be the concept class 
defined in the proof of Theorem 4.3. That is, every concept q E Q4 is composed of 
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a nonempty, finite set of nonempty, disjoint intervals on [- 1, 0] and the following 
additional interval. If q contains n intervals in [- 1, 01, then the interval [ l/(n + 1) + 
1/[2n(n + l)], l/n] is also in q. 
Q4 is testable with respect to P, as shown in the proof of Theorem 4.3. However, 
for any E < i and any finite set t of points in [- 1, 11, there exist concepts q, r E Q4 that 
are consistent on t, but for which P(q A r) > E. Let t- C t be the points of t that are 
contained in [- 1, 01, let II,,, be the largest integer such that t contains a point in the 
interval [ll(k,, + 1 )+ 1/[2n,,,(n,,, + 1 )I, l/n max], and let n := max{~t_~+l,n,,,+l}. 
Let q and Y each be composed of n disjoint intervals on [- 1, 0] and the interval 
[ l/(n + 1) + 1/[2n(n + 1 )], l/n]. Choose the intervals of q and Y so that the interiors of 
the intervals of q do not intersect those of r, the union of these intervals has probability 
greater than E, and none of these intervals contains any point in t. Then every point in 
t will be a negative test point for both q and r-, but P(q A r) > E, so t is not a generic 
test set for Q with error bound E. 0 
Not only is the notion of generic testability not equivalent to that of testability, 
but it also differs from the notions of two-sided testability and k-testability. The class 
Q4 in the previous proof is an example of a concept class that is two-sided testable 
but not generically testable, class Q 1 from Example 3.1 of Section 3.1 is an example 
of a concept class that is k-testable but not generically testable, and class Rz from 
Example 3.4 of Section 3.1 is an example of a concept class that is generically testable 
but not k-testable or two-sided testable. 
Class QJ from the previous proof is not generically testable and is also not learnable 
with respect to a uniform distribution on [-1, 11. This is not a coincidence, as the 
following theorem shows. 
Theorem 5.4. If a concept class Q is generically testable with respect to a probability 
measure P, then it is learnable with respect to P. 
Proof. Let T be a generic approximate testing algorithm for concept class Q with 
respect to the probability measure P, and for a given E let T(E) be a generic test 
set for Q with error bound E. To obtain an c-cover Qc of Q choose, for each subset 
t L T(E) that is obtainable by some concept in Q, one concept q1 E Q that obtains this 
subset (i.e. q1 n T(E) = t). QB is a finite s-cover for Q because any q E Q is consistent 
with some qi E QC on T(E), and thus P(q Aqi)b& since T(E) is a generic test set. 
Since the choice of E was arbitrary, Q is finitely coverable with respect to P, and by 
Theorem 4.1 it is thus learnable with respect to P. 0 
It is easy to see that the implication in the previous theorem cannot be reversed since 
Theorem 4.2 showed that learnability with respect to a fixed probability distribution 
does not imply testability, but generic testability does imply testability. 
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6. Testability and dimension 
In this section we examine general properties of a concept class that determine 
whether or not it is testable. Both properties of a concept class Q and properties of 
the probability measure P used to measure the error between two concepts can cause 
a class Q to be testable with respect to P. We now give a result that relates certain 
probability distributions to testability. 
Proposition 6.1. If a discrete probability distribution P is dejned on the domain X, 
then any concept class is generically testable with respect to P. 
Proof. Let Q C 2x be a concept class defined on X and let P be a discrete probability 
distribution defined on X. There is a countable subset X’ = {xr ,x2,. . . } of X such that 
Cz, P(xi) = 1 and f or all x EX - X’, P(x) = 0. Given any E > 0 there exists an n 
such that C:=, P(xj) 3 1 - E, and thus the set of points t = {XI ,x2,. . . ,xn} is a generic 
test set for Q with error bound E. 0 
Although many of our results are applicable to all domains and probability distribu- 
tions, because of the above result they often become trivial for discrete domains and 
probability distributions. Even if the probability distribution P is not discrete, if it has 
the property that P( p A q) = 0 for all p, q E Q, then Q is generically testable with 
respect to P. 
We now examine properties of a concept class that cause it to be testable. It is easy 
to see that any class of n concepts is testable using at most n - 1 test points for any 
concept. In [6] it was shown that there exist classes of n concepts that require n - 1 
test points to test certain concepts. It is also simple to see that any concept class of 
pairwise disjoint, nonempty concepts is l-testable for any probability distribution, since 
any point inside a concept forms a test set for it for any given error bound. 
In computational learning theory, a complexity measure known as the Vapnik- 
Chervonenkis dimension of a concept class characterizes when a concept class is PAC 
learnable. This complexity measure is also useful for characterizing when a concept 
class is testable, so we define it now. 
Definition (Vapnik and Chervonenkis [15] and Blumer et al. [4]). Given a concept 
class Q defined over X and a finite S CX, n,(s) denotes the set of all subsets of S that 
can be obtained by intersecting S with a concept in Q, i.e. n,(S) := {Snq ) qE Q}. If 
n,(s) = 2’, then S is shattered by Q. The Vapnik-Chervonenkis dimension of Q (or 
simply the VC-dimension of Q) is the largest integer k such that there exists a subset 
S of X of cardinality k that is shattered by Q. If no such k exists, the VC-dimension 
of Q is infinite. 
As an illustration of this dimension, the class R of closed orthogonal rectangles, 
defined in Section 2, has VC-dimension 4. The set S = { (- 1, 0), (1, 0), (0, - 1 ), (0, 1 )} 
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can be shattered by R, but no set of 5 points can be shattered by R. In Theorem 2.1 
of [4] it was proved that a concept class is PAC learnable if and only if it has finite 
VC-dimension. 
VC-dimension can also be used to partially characterize when concept classes are 
testable, as the following theorem demonstrates. This theorem was proved in [9, IO]. 
The notion of well-behaved classes mentioned in the theorem is a measure-theoretic 
condition on concept classes given in [4]. Virtually any concept class considered in 
the context of learning or testing will be well-behaved. 
Theorem 6.1 (Romanik [9]). Let Q he a concept cluss defined over X, and let P he 
u probability measure on X. If Q is well-behaved and has ,jnite VC-dimension, then 
Q is testable with respect to P. 
By this theorem we can conclude that the concept classes RI and R2 defined in 
Examples 3.2 and 3.4 of Section 3.1 are testable. Note, however, that this theorem 
does not show how to deterministically choose test points. Also, VC-dimension does 
not completely characterize when a concept class is testable. Classes Ql and Qp, from 
Examples 3.1 and 3.3 of Section 3.1, are both testable but they have infinite VC- 
dimension (it was shown in [7] that the class Qp of convex polygons has infinite 
VC-dimension). 
Goldman and Kearns [6] relate the VC-dimension of a concept class to the number 
of examples that a helpful teacher must present in order for all students to learn 
a concept. As we stated in the introduction, this notion is analogous to the size of 
a test set needed to test a concept. They show that there are some classes that require 
a test set much larger than the VC-dimension of the class to test them, and there are 
other classes that can be tested with a number of test points smaller than the VC- 
dimension of the class. They also give an upper bound on the number of test points 
needed to test a class that is a function of the VC-dimension of the class and the 
cardinality of the class. 
It was shown in [lo] that concept classes with the same VC-dimension can even 
have different levels of testability. This was shown by proving that the class consisting 
of concepts composed of exactly two closed intervals on the real line is k-testable, 
while the class consisting of concepts composed of one or two closed intervals on the 
real line is not k-testable. Both of these concept classes have VC-dimension 4. 
Since any class with finite VC-dimension is testable, we now consider classes with 
infinite VC-dimension to determine properties that make them testable or untestable. 
First we examine a few examples that illustrate how a small change in the definition 
of a concept class can have a large effect on the testability of the class. Consider the 
following three concept classes defined on [0, 11, where q1 := [0, i]_ q2 := [&, I], and 
a uniform distribution is defined on [0, 11. 
Example 6.1. Class Q7 := {q1,q2}. 
96 K. Romanikl Theoretical Computer Science 188 (1997) 79-99 
Class Q7 is obviously l-testable, since it only contains two concepts. Now consider 
the following concept class containing concepts that are similar to those in Q7: 
Example 6.2. Class Qg := {q, A p 1 p is any finite set of points in [0, l]}U{qz n p 1 p 
is any finite set of points in [0, 11). 
Although class Qs only contains two types of concepts - those that differ from 
q1 by a finite set of points, and those that differ from q2 by a finite set of points 
- the addition of these finite point sets makes this class untestable, as the following 
proposition demonstrates. 
Proposition 6.2. Qs is untestable. 
Proof. Assume that T is a testing algorithm for Qs, and let T(ql, k) be the finite test 
set generated by T for q1 and error bound i. A concept r E Qg that is consistent with 
q1 on T(ql, i) but has an error of 1 can be constructed as follows. Let Y = q2 A p’, 
where p’ consists of all positive test points generated by T in [0, i) and all negative 
test points in [k, 11. 0 
By making a small change to class Qs, we can again make it testable. 
Example 6.3. Class Q9 := (41 A p 1 p is any finite set of points in [0, l] containing 
the point i} U (q2 A p 1 p is any finite set of points in [0, l] containing the point i}. 
Class Qg is l-testable using the point i. These examples illustrate that a finite set of 
points with probability zero can greatly effect the testability of a concept class. Also, 
since both class Qs and Q9 have infinite VC-dimension, Theorem 6.1 cannot be used 
to distinguish between them. 
We wish to find properties that can distinguish between classes such as Qs and Qg. 
One such property is the testing dimension of a concept class, which is similar to the 
VC-dimension. We define this complexity measure now. 
Definition. Given a concept class Q defined over X, the testing dimension of Q is the 
largest integer k such that all subsets S CX of cardinality k are shattered by Q. If no 
such k exists, the testing dimension of Q is infinite. 
As an illustration of this dimension, the class Qp of convex polygons, which has 
infinite VC-dimension, has testing dimension two since three collinear points cannot 
be shattered by the class. 
The testing dimension of a concept class never exceeds the VC-dimension of the 
class. This dimension was independently defined by Sontag [ 131 and Abu-Mostafa and 
St. Jacques [l] to characterize the complexity of classes of neural nets. 
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The following two results relate testing dimension to testability. For these results we 
define two subclasses of a concept class that are determined by a target concept q and 
an error bound e. 
Definition. 
Q,dq) := {YE Q I P(q n r> ’ Cl> 
Q<dq):= {rEQIP(q~r><El. 
Proposition 6.3. If Q is a concept class and there exist q E Q, E > 0 such that Q>,:(q) 
has injinite testing dimension, then Q is untestable. 
Proof. Suppose Q is testable, and let t = T(q,E) be a test set for q and E. Since Q,[:(q) 
has infinite testing dimension, there exists Y E Q,c(q) such that r n t = q n t. Therefore 
r is consistent with q on t, but P(q A r) > E, which is a contradiction. 0 
Proposition 6.3 applies to class Q2 in Section 3.1 and class Q a above and shows that 
they are untestable. Class Qg above also has infinite testing dimension, but there does 
not exist q E Qg such that Qg,,(q) has infinite testing dimension, so the proposition 
cannot be applied to it. 
Proposition 6.4. If Q is a concept class and there exist p, q E Q and E > 0 such that 
P(p A q) > 2~ and Q<&q) has infinite testing dimension, then Q is untestable. 
Proof. If p, q E Q are such that P(p A q) > 28, then for all r E Q, either P(r A q) > E 
or P(r n p) > c or both. This is because if there were an r E Q that was within 
E of both p and q, then p and q would differ by no more than 28. In particular, 
for all Y E Q<-(q), P(r A p) > E. Therefore, since Q<-(q) has infinite testing dimen- 
sion, Q,c(q) has infinite testing dimension, and by Proposition 6.3 Q is untestable. 
The following theorem applies to concept classes defined over uncountable domains 
(such as Ed) where the probability distribution P is continuous. That is, P has the 
property that for all XEX, P(x) = 0. 
Theorem 6.2. If a concept class Q has injinite testing dimension, is closed under 
arbitrary intersections, and contains a concept q E Q with nonzero probability, then 
it is untestable. 
Proof. Let Q be a concept class with the above properties and let q E Q be such 
that P(q) = 6 > 0. Assume that Q is testable, and let t = T(q, 6/2) be a test set 
for q with error bound 612. Let t + be the set of positive test points in t, define 
Qt- := {rEQIrnt = t+}, and let q+ be the intersection of all concepts in et+. Since 
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Q is closed under arbitrary intersections, q+ E Q, and q+ fl t = t’. Since Q has infinite 
testing dimension, for any x $!t there exists an r E Q such that Y n (t U {x}) = t+. Since 
r E Qt+ and x $ Y, x cannot be in q+. Therefore, q + = tf, which means that P(q+) = 0 
and P(q+ A q) = 6. Since q+ is consistent with q on t, this contradicts the fact that 
t is a test set for q with error bound 612. 0 
Note that any two of the three properties in Theorem 6.2 are not sufficient to show 
untestability for a concept class. Also, if we weaken the second property to “closed 
under finite intersections” then the result no longer holds, as the following example 
illustrates. 
Example 6.4. Let X = [0, l] and define class Qlo := {[0, i] n p 1 p is any finite set 
of points in [0, l] that does not contain the point i} U { [0, $1 n p 1 p is any finite 
set of points in [0, l] that does not contain the point i}. 
Class Qlo has infinite testing dimension and is closed under finite intersections, but 
it is testable with the point 5, since any concept that contains this point differs from 
[0, i] by a finite set of points, and any concept that does not contain this point differs 
from [0, $1 by a finite set of points. 
The results of this section show that finite VC-dimension implies testability, while 
infinite testing dimension combined with certain other properties implies untestability. 
There are no results, however, for concept classes with infinite VC-dimension and finite 
testing dimension. Therefore, a complete characterization of which concept classes are 
testable remains an open problem. 
7. Conclusion and open problems 
In this paper we have defined what it means for a class of concepts to be approxi- 
mately testable and have identified several levels of testability that define a hierarchy. 
We have given examples of concept classes for each level and have shown the hierar- 
chy defined by them. We have explored the relationship between testing and learning 
and have compared our testing model to several learning models. We have discussed 
the ideas of nonredundant test sets and generic test sets. In an attempt to characterize 
testable concept classes, we have defined a new notion called testing dimension and 
have examined its relationship to approximate testing. 
Since this is a new area of research, there are many open problems and many direc- 
tions to be taken. We only mention a few open problems here. One major open problem 
is the exact characterization of when a concept class is approximately testable. Also, 
there is the task of identifying properties that distinguish k-testable concept classes 
from ones that are testable but require larger than a constant size test set, and of iden- 
tifying properties that distinguish two-sided testable concept classes from ones that are 
not two-sided testable. There are also more relationships between learning and testing 
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to be explored. Finally, there is the application of testability ideas to nongeometric 
concept classes. 
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