Abstract: Meromorphic Inner Functions (MIFs) on the upper half plane play an important role in applications to spectral problems for differential operators. In this paper, we survey some recent results concerning function theoretic properties of MIFs and show their connections with spectral problems for the Schrödinger operator.
Introduction
Meromorphic Inner Functions or MIFs form a subclass of inner functions in the upper half-plane consisting of those inner functions that can be extended meromorphically into the whole complex plane. Such functions play an important role in many applications to functional and spectral analysis. Via the Nagy-Foias functional model theory, MIFs lead to the study of one-point spectrum and Volterra operators. One of the important function-theoretic properties of MIFs, the fact that any MIF corresponds to a so-called Hermite-Biehler entire function, connects this class to the celebrated Krein-de Branges theory. From there, MIFs enter a large and important area of applications to the spectral problems for differential equations.
In the 1920s, Weyl studied differential equations from the perspective of complex analysis and discovered what is now called the Weyl m-functions, arising from certain 2 nd order differential equations. The Weyl mfunctions are in one-to-one correspondence with MIFs. Properties of second order differential operators are carried over to the related MIF. These connections were later systematized by Krein who studied canonical systems of differential equations, a generalization of Schrödinger, Dirac, string and many other classes of second order differential operators. The complex analytic part of the theory was further developed by de Branges in 1960s. A key object of the Krein-de Branges theory is the so-called Hermite-Biehler entire function and the Hilbert space of entire functions it generates. Every such function can be easily modified into a MIF, which connects the theory to the Nagy-Foias model and a number of new applications. The connections mentioned above caused considerable interest in the function theoretic properties of MIFs in recent years. Uniqueness and existence results for functions from this class, related restricted interpolation problems and applications to functional and spectral analysis were recently studied in a number of papers. The class of MIFs serves as a natural object in the so called Toeplitz approach to the Uncertainty Principle, see ([19] , [20] , [27] ). It was used to obtain an extension of the Beurling-Malliavin theory ( [19] , [20] ) and to study classical problems of Fourier analysis ( [22] , [23] , [25] , [26] ). Some function theoretic questions arising from such applications were treated in [30] .
The goal of this paper is to survey recent results on uniqueness, existence and interpolation for MIFs and show their relations to spectral problems. The last section contains statements of new results whose proofs will be published elsewhere. We outline possibilities for further research in this direction.
Preliminaries
One may define meromorphic inner functions in the following way.
Let ‚ W C ! O C be a meromorphic function in C which is bounded and holomorphic in the upper half plane C C and such that j‚j D 1 on R. Then ‚ is called a meromorphic inner function on the upper half plane (MIF). MIFs can be easily described via the standard Blaschke/singular factorization. All MIFs have the following form:
where a is a non-negative constant, w n is a sequence of points in C C satisfying the Blaschke condition
=w n 1 C jw n j 2 < 1 and tending to infinity as n ! 1, C is a unimodular constant and c n D iC N w n iCw n .
Clark theory
One of the useful tools of complex function theory developed in the last several decades is the so-called Clark theory. The central object of the theory is a family of measures associated to a bounded analytic function. D. Clark first considered such families in 1972, see ([9] , [28] ) in the case of inner functions. In the late 80s and 90s, the theory was studied in great depth by Aleksandrov (see [1] - [2] , [28] ) who extended it to non-inner case. We will call such measures AC measures.
We recall the basic definitions, see for instance ([28] , [8] ). Ifˆis a holomorphic self map of the unit disk D (a holomorphic function in the disk whose absolute value is bounded by one), and˛is a point on the unit circle T, then Cˆ ˆi s holomorphic on D, with a positive real part. Thus, its real part 1 jˆj 2 j˛ ˆj 2 is the Poisson integral of a positive measure ˛o n the unit circle T, i.e.,
We call ˛a n AC-measure ofˆ. Considering all˛2 T, for every self-mapˆof D we obtain a family of measures
Conversely, if is a positive finite Borel measure on T and H is the Herglotz transform of ,
then <H > 0. Hence,ˆ.
is an analytic self-map of the disk. Moreover,
Thus, is an AC measure forˆ( D 1 ). If is singular, then
Since lim r!1 j1 ˆ.r /j > 0 for almost all 2 T, it must be the case that lim r!1
.1 jˆ.r /j/ D 0 for a.e. , that isˆis an inner function. Thus, every positive, singular finite Borel measure on T is a Clark measure to some inner function. The measure is supported by the set fˆD 1g, the set where non-tangential boundary values ofˆare equal to 1.
In general, for an innerˆthe measure ˛i s supported by the set fˆD˛g.
In the case of the upper half plane, the construction is similar.
We recall that the Herglotz transform of a Poisson-finite measure on O R is given by
where c is the size of the point mass of at infinity. Let ‚ be an inner function in the upper half plane. To simplify the formulas slightly we will assume that ‚.i / D 0. In this case for each˛2 T there exists a unique Poisson-finite
Conversely, for any Poisson-finite singular measure on O R one can consider an inner function ‚ defined by
Then becomes the Clark measure 1 for ‚.
If the inner function is meromorphic, the set f‚ D 1g on R (and any of the sets f‚ D˛g) is discrete, i.e., it has no finite accumulation points. The corresponding Clark measure 1 is supported on f‚ D 1g plus possibly the point at infinity. We call the support of 1 the spectrum of ‚ and will be denoted by .‚/.
Given a discrete sequence of points in O R it is not difficult to construct a MIF with such spectrum. Indeed, let f n g 1 1 be a discrete sequence on O R. Let be a Poisson-finite, positive measure on O R with point masses at the n , i.e.,
for some w n > 0 such that
w n 1 C 2 n < 1 and some w 1 0. This will be the Clark measure of the MIF we will construct. Applying the Herglotz transform to the measure just defined,
we have that K is an analytic function from the upper half plane C C to the right half plane. We compose K with a fractional linear transformation that maps the right half plane into the unit disk to get
Observe that ‚ is a meromorphic inner function on C C . Morever, we notice that ‚ would take the value 1 exactly at the singularities of K , i.e. at the n s. A natural question to ask is if the inner function with spectrum f n g is unique. A look at (3) assures us that that is quite not the case, for the w n are almost arbitrarily chosen. We can obtain restrictions on the w n by imposing additional conditions on the MIF.
Krein's formula & two spectra interpolation
The ability to recover MIFs from their spectrum (albeit not uniquely) leads us to ask which other sets we can recover a MIF from; and moreover, if this recovery is unique. For instance, given two interlacing sequences, does there exist a unique MIF which takes values˙1 alternately on these sequences? The answer in this case is given by a formula first found by Lifshits and generalized further by Krein (see [18] , [15] ). For the sake of brevity, we consider the set f˙1g as the two spectra in question. Let us state the precise result here. Let fa n g and fb n g be two interlacing discrete sequences on R. Then there exists a meromorphic inner functionˆsuch that fa n g WD fˆD 1g and fb n g WD fˆD 1g. Such a function is unique up to a Möbius transform, i.e., if Q is another meromorphic inner function, which satisfies f Q D 1g D fa n g and f Q D 1g D fb n g, then
The Krein-Lifshits formula given below allows one to recover all such MIFs. Consider the set E D [ n .a n ; b n / and denote by E its characteristic function. Define the 'Krein spectral shift' function u as u WD E 1=2. Since forŝ atisfying the above relations,
we have
where C is a real constant and Su is the Schwarz transform of the spectral shift function u:
Spectral theory
Consider the Schrödinger equation
on some interval .a; b/ and assume that the potential q.t / is locally integrable and a is a regular point i.e., a is finite and q is in L 1 at a. Let us fix the following boundary condition at b.
It is well known that for each 2 C, there is a solution u to (5) satisfying (6) such that u .t / is an entire function of for each fixed t 2 .a; b/ [17] . This family of solutions fu g gives rise to a function called the Weyl-Titchmarsh m function, defined as
Here we only deal with the compact resolvent case, i.e. when m extends to a meromorphic function in C. We can then define a meromorphic inner function as
It is called the Weyl inner function corresponding to the potential q and the boundary condition at b. Now consider the related Schrödinger operator
defined on the space L 2 .a; b/, along with the boundary conditions
This operator has a discrete spectrum on R, which we denote by .q;˛;ˇ/. Suppose we fix the Dirichlet boundary condition at a, i.e.,˛D 0 and denote the resulting spectrum thus obtained as .q; D;ˇ/. Then,
where ‚ is the Weyl inner function obtained by fixing the boundary conditionˇat b. We can also obtain the spectrum of the operator with the original boundary conditions, i.e.˛andˇat a and b respectively by considering a rotation of ‚ in the following way. Let us fix the boundary condition˛at a, i.e.,
where˛¤ 2 n. Denoting the resulting spectrum by .q;˛;ˇ/, we have the relationship
where ‚ is, as before, the Weyl inner function obtained by fixing the Dirichlet boundary condition at a. i.e., .q;˛;ˇ/ D f‚ D e i˛g for˛¤ 2 n.
Inverse spectral theory
Inverse spectral theory concerns the reconstruction of the operator from spectral data. One of the classical results in this area dates back to 1929, when Ambarzumian [3] proved that a Schrödinger operator with spectrum at fn 2 g n2N
and Neumann boundary condition at both end points is a free operator, i.e., its potential must be 0 a.e. In the years 1950-1952, Borg and Marchenko independently proved several results of what are now called the Borg-Marchenko uniqueness type theorems ( [7] , [21] ). Along with Levinson, all three are credited for proving that two spectra are enough to recover the potential [16] . In recent times, Simon, Gesztezy and Del Rio have proved results on mixed spectral data (conditions under which data coming from multiple spectra may be enough to recover the potential) ( [11] , [12] , [13] ). An important contribution is by Hórvath [14] , who proved the following result.
0; /, 0 Ä a < and let n 2 .q;˛n; 0/ be real numbers with n 6 ! 1. Then,ˇD 0, q on .0; a/ and n determine q in L p if and only if
is closed in L p .a ; a/ for some (any) ¤˙p n .
Recall that a family of functions is closed (complete) if their finite linear combinations are dense in the corresponding space. It is interesting that using Weyl inner functions, we can translate problems of the kind described above into the language of complex analysis. Let us describe the fundamental result this theory is based on. Let Since the Weyl m-functions and the Weyl inner functions are in 1-1 correspondence, one deduces that knowing the Weyl inner function of a Schrödinger operator is enough to recover the potential. As a result, questions about recovery of the potential of a Schrödinger operator from its spectral data can be reduced to the recovery of the related Weyl meromorphic inner function from its spectral data. This question actually has two parts: firstly, given some spectral data, does there exist a MIF corresponding to this data? and secondly, is this MIF unique? In this section, we address the uniqueness question and in the last section, we discuss the existence problem.
Defining sets and the case of three spectra
We address the following uniqueness question here: Does the argument of a MIF ‚ on a given discrete set on R determine ‚ uniquely? This question was introduced in [19] and we provide some recent results in this section. Let ƒ be a sequence on R andˆbe a MIF. We say that ƒ is a defining set forˆif for any MIF Q argˆD arg Q on ƒ )ˆÁ Q :
For instance, ifˆis a MIF, then .ˆ/ is not a defining set forˆ. This is easy to see, recalling the fact that there are infinitely many Clark measures with the same support .ˆ/ (see Section 2 for details). On the other hand, suppose we consider the family of MIFs under some normalization (e.g.ˆ.i / D 0), then the set ƒ D fˆD 1g[fˆD 1g is a defining set forˆ, using Krein's formula (see Section 2). What about the general situation? In [19] , the following result was proven, providing a necessary condition for a given discrete set to be defining for a MIF.
Proposition 3.3 ([19], Prop. 4.37). ƒ is not defining forˆif there is a non-constant function
The question of which sets are defining for a MIF is an interesting one, with natural analogous questions for Schrödinger operators. This is the subject of an upcoming paper [24] and here we state two relevant results. The first result is a natural generalization of the two spectra result to the case of 3 spectra. Readers may recognize its Schrödinger analogue in Simon and Gesztesy's work 'On the determination of potential from three spectra' [12] , which can be obtained from the statement below and Marchenko's uniqueness theorem (Theorem 3.2).
Theorem 3.4 ([24]
). Let ƒ 1 , ƒ 2 and ƒ be three pairwise disjoint sequences on R such that ƒ 1 [ ƒ 2 interlaces ƒ. Then, there exist meromorphic inner functions ‚ i such that ƒ i = .‚ i /, i D 1; 2 and ƒ D .‚ 1 ‚ 2 /, which are unique up to a Möbius transformation.
In this 3 spectra case above, ƒ 1 [ ƒ 2 plays the role of the second spectrum of ‚. Another way to generalize the two spectra result is as follows. Suppose we have a discrete sequence on R such that each point corresponds to a different spectrum f‚ D˛g of the MIF, then can we say that there must be at least as much data as two spectra in some sense, in order to recover the MIF uniquely?
The second result we state here addresses this question. It is interesting to know that we can deduce the defining property of a set ƒ for a MIFˆby comparing the Beurling Malliavin densities of ƒ and .ˆ/. First, we recall the definitions of these densities. We denote a discrete sequence ƒ to be strongly a-regular if its counting function n ƒ satisfies Z
It is known (see [27] , [22] ) that the exterior Beurling-Malliavin density of a discrete sequence ƒ is equivalent with the following definition. With these definitions, we can state the precise result here.
Theorem 3.5 ([24]
). Letˆbe a MIF and ƒ be a discrete sequence on R. If D .ƒ/ > 2D . .ˆ//, then ƒ is defining forˆ. Conversely, if sup R jˆ0j < 1 and D .ƒ/ < 2D . .ˆ//, then ƒ is not defining forˆ.
With this result, we see the connection of the defining sets problem with a classical problem in complex analysis. Namely, suppose that ƒ D f n g is a sequence of separated points on R, then is the family fe i n z g complete in the space L 2 . a; a/? This problem had long remained unsolved and in the first half of the 20th century several prominent analysts, including Paley, Wiener, Kahane, Koosis and Levinson studied this problem. It was solved in the early 60s by Beurling and Malliavin ( [5] , [6] ), using the exterior density as defined above. More about this problem can be found in [27] .
Restrictions on gap size and derivative
An important object of study in complex function theory and spectral theory are the spaces of de Branges functions.
As mentioned in the introduction, these spaces were introduced by Louis de Branges in the seminal book [10] in 1968. Meromorphic inner functions are in one-to-one correspondence with de Branges functions and it is often easier to state results in de Branges theory in the language of MIFs. In his book [10] , de Branges states the following lemma that can be rephrased in terms of MIFs as follows.
Lemma 4.1 (de Branges, [10] , lemma 16). Given any sequence ƒ of separated points on R, there exists a MIF ‚ such that .‚/ D ƒ and sup
De Branges then uses this lemma to prove the following result, for the so-called gap problem for sequences. We rephrase the results of de Branges using the terminology of this paper. Here, we have the same notion of strong regularity, as defined in the previous section [see equation (8) ]. In 2011, Anton Baranov discovered a flaw in de Branges' proof of lemma 4.1 [4] . Indeed, he demonstrated that lemma 4.1 fails for ƒ D N, i.e. he showed that there does not exist any MIF ‚ with .‚/ D N such that sup
In light of its application in Theorem 4.2, it is natural to ask if lemma 4.1 holds for the special case when ƒ is strongly a-regular for some a > 0. In fact, the counterexample that Baranov had constructed was more general and served to show that even within this class, it was possible to have sequences which do not satisfy the required property. This was communicated to others working in this field and his work greatly influenced the work of the second author in [30] , where spectra of MIFs with bounded derivatives were further studied.
A simple example, due to Baranov, of a strongly regular sequence which could not be used in de Branges' lemma is as follows. Consider the following sequence ƒ D Z n A, where
can be shown to be strongly 1-regular but nonetheless any MIF with this sequence as spectrum will have unbounded derivative on R. We refer the reader to [30] for the proof. As for Theorem 4.2, fortunately for the experts in the area, the statement remains true and the proof can be fixed without major complications (we are not aware if a short correct proof is published at the moment). A more general result, giving a formula for the maximal size of the gap in the Fourier spectrum for all measures supported on a fixed set was recently found in [25] (see also [27] ), however these results have much more complicated proofs. In the case of a separated sequence ƒ it was shown by M. Mitkovski and the first author in [22] (see also [27] ), that a necessary and sufficient condition for ƒ to support a measure with a spectral gap is that its interior Beurling-Malliavin density D .ƒ/ is positive. (If ƒ is strongly a-regular, then D .ƒ/ D a > 0.) It is, therefore, natural to ask which sequences ƒ have the property as demanded by de Branges. In [30] , the second author addresses this question and provides answers for a large class of sequences. It is known that for separated sequences whose corresponding gaps are bounded from above, there always exist MIFs with the required properties. Thus, we restrict attention to the case of unbounded gaps. First of all, Baranov's counterexample begs the follow-up question: Let ‚ be a MIF with .‚/ D ƒ and a bounded derivative. Let us partition ƒ D ƒ C [ ƒ where ƒ˙D ƒ \ R˙. If ƒ C D N, then how sparse can ƒ be? In [30] , it has been shown that ƒ can be at most exponentially growing, i.e., there is a c > 0 such that j n j . e cjnj for all n 2 ƒ :
(Here and throughout the paper we enumerate discrete sequences on R in the natural increasing order. In particular in the last inequality one should consider n < 0) More generally, we check the property for some naturally occurring sequences. In light of section 2.2, sequences that are natural to investigate are those that occur as spectra of certain second order differential operators. For instance, a regular Schrödinger operator has spectrum that grows like n 2 . More generally, for sequences that grow 'polynomially' (i.e. n jnj k for k > 0) or exponentially (i.e. n e cjnj for c > 0), or are even 'sparse' (j n = nC1 1j > ı), one can explicitly construct MIFs that have the given sequence as spectrum, with derivative uniformly bounded on R [30] . We present the precise result here. For a sequence ƒ we denote
Theorem 4.3 ( [30] ). Let f n g be a separated sequence on R satisfying one of the conditions below, 1. nC1 n and ln j n j ln ln j n j . n . ln j n j OR 2. nC1 n and n & .ln j n j/ 2 OR 3. there is a d > 0 such that the sequence can be partitioned into clusters
, with number of points in clusters being uniformly bounded (k n < C; n 2 Z) and such that While covering most natural cases, the theorem does not provide a full description of discrete sequences that can appear as spectra of MIFs with bounded derivatives. Finding such a description remains an interesting open problem.
Uncertainty principle
In this section, we return to the problem of spectral theory of differential operators. We recall the relationship of a Schrödinger operator with MIFs as given in Section 2.2. In Section 3, we were concerned mostly with the uniqueness of potential, with respect to spectral data. Here, we explore the existence of potential with respect to spectral data. As usual, our problem is expressed in terms of MIFs. In general one can ask the following question: Let ƒ D f n g n be a discrete sequence on R and f˛n 2 Tg n . Does there exist a MIF ‚, corresponding to a Schrödinger operator, such that ‚. n / D˛n, for all n? Does there exist a non-Schrödinger MIF solving the problem? For instance, if n D 1 for all n, this is the one-spectrum problem, which we know has a solution. Next, suppose that˛2 n D 1 and˛2 nC1 D 1, then this corresponds to the 2 spectra problem, which we also know to have a solution. In fact, this solution is unique, when we restrict MIFs to those corresponding to Schrödinger operators. In what follows, we impose a normalization on the MIF, for instance ‚.i/ D 0. The two-spectra example demonstrates the following property of MIFs: Even within the normalized family of MIFs, there are no restrictions on the positions of the two spectra, i.e., given any two discrete intertwining sequences ƒ 1 and ƒ 2 , we can find a (normalized) MIF ‚ such that f‚ D 1g D ƒ 1 and f‚ D 1g D ƒ 2 . It is natural to ask if this is a characteristic of 2 spectra, or if we could replace some of the points from one of the spectra with points from a 3rd spectrum. It turns out that the 2 spectra situation is, indeed, special. Even a subset of the 2 spectra imposes rigidity on the MIF, restricting positions of other spectra. We state the result precisely here. In fact, we can obtain a formula for x, in terms of the set ƒ 2 , thus specifying the uncertainty created by the reduction of the second spectrum.
The following result illustrates the application to spectral problems for Schrödinger operators. Once again we consider the regular case, i.e., the potential is assumed to be summable on the interval. As it is often done in the literature, we also assume that our operator is positive: this can always be achieved by adding a sufficiently large positive constant to the potential. Finally, instead of the actual spectrum of the operator we consider the spectrum after the square root transform: D fzjz 2 2 g. The positivity of the operator implies that is real. Here D and N refer to the Dirichlet and Neumann conditions at a.
Further study of existence of solutions of various interpolation problems by MIFs and implications of such results for spectral problems presents an interesting direction for new research.
