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SOME BOUNDS ON RELATIVE COMMUTATIVITY DEGREE
RAJAT K. NATH AND MANOJ K. YADAV
Abstract. The relative commutativity degree of a subgroup H of a finite group G, denoted by
Pr(H,G), is the probability that an element of G commutes with an element of H. In this article
we obtain some lower and upper bounds for Pr(H,G) and their consequences. We also study an
invariance property of Pr(H,G) and its generalizations, under isoclinism of pairs of groups.
1. Introduction
Let H be a subgroup of a finite group G. Let Z(G) denote the center of G and define Z(H,G) :=
{h ∈ H : hg = gh ∀ g ∈ G} = Z(G) ∩H . The commutator xyx−1y−1 of any two elements x, y ∈ G
is denoted by [x, y]. By K(G,H), we denote the set {[x, y] : x ∈ G, y ∈ H}. The subgroup
generated by K(G,H) is denoted by [G,H ]. Notice that [G,G] is the commutator subgroup of
G, which is also denoted by G′. For any element x ∈ G, by CℓG(x) and CG(x) we denote the
conjugacy class of x in G and centralizer of x in G respectively. By K(G) we denote K(G,G).
The relative commutativity degree of H , denoted by Pr(H,G), is the probability that an element
of G commutes with an element of H . This notion has been introduced and studied in [5]. It is
clear that if H = G, then Pr(H,G) coincides with Pr(G) which is known as the commutativity
degree or commuting probability of G (see [6, 7, 14, 15, 17]). Also, Pr(H,G) = 1 if and only if
Z(H,G) = H .
Importance of studying lower bound for Pr(G) goes back to 1973, where W. H. Gustafson [7]
emphasized on getting this bound for an arbitrary finite group. Such a bound has been studied,
under certain conditions on the group, in [5, Theorem 3.5] and [16, Corollary 2.3]. We obtain a
better lower bound for Pr(G) as a corollary (Corollary 3.3) of the following theorem, which we
prove in Section 3.
Theorem A. Let H be a subgroup of a finite group G. Then
Pr(H,G) ≥
1
|K(G,H)|
(
1 +
|K(G,H)| − 1
|H : Z(H,G)|
)
.
In particular, if Z(H,G) 6= H then Pr(H,G) > 1|K(G,H)| .
Following [4], for g ∈ G, we define Prg(H,G) to be
|{(x,y)∈H×G:xyx−1y−1=g}|
|H||G| . Notice that if
H = G, then Prg(G) := Prg(G,G) measures the probability that the commutator of two group
elements is equal to a given element, which is studied extensively in [16] by M. R. Pournaki and
R. Sobhani. In [16, Proposition 3.1], Prg(G) is computed for groups G with |G
′| = p, a prime
(not necessarily the smallest one), and G′ ≤ Z(G), using character theory of finite groups. In the
following theorem, which we prove in Section 3, we generalize this result and prove it without using
character theory.
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Theorem B. Let H be a subgroup of a finite nilpotent group G. If |[G,H ]| = p, a prime (not
necessarily the smallest one), and g ∈ [G,H ] then
Prg(H,G) =


1
p
(
1 + p−1|H:Z(H,G)|
)
if g = 1
1
p
(
1− 1|H:Z(H,G)|
)
if g 6= 1.
In Section 2, following [18], we define isoclinism on the class of all pairs of groups (G,H), where
H is any subgroup of G. Then we show that Prg(H,G) is invariant under isoclinism of pairs of
groups. In Section 4, we obtain lower and upper bounds for Pr(H,G) in terms of largest and
smallest class sizes of elements of H −Z(H,G) repectively. In the last section we observe that for
a finite group G with given information on the conjugacy class sizes, the information about Pr(G)
can be used to say something regarding the solvability and supersolvability of G.
2. Isoclinic pairs of groups
In 1940, P. Hall [8] introduced the following concept of isoclinism on the class of all groups:
Let X be a finite group and X¯ = X/Z(X). Then commutation in X gives a well defined map
aX : X¯ × X¯ → X
′ such that aX(xZ(X), yZ(X)) = [x, y] for (x, y) ∈ X ×X . Two finite groups G
and H are called isoclinic if there exists an isomorphism α of the factor group G¯ = G/Z(G) onto
H¯ = H/Z(H), and an isomorphism β of the subgroup G′ onto H ′ such that the following diagram
is commutative
G¯× G¯
aG−−−−→ G′
α×α
y yβ
H¯ × H¯
aH−−−−→ H ′.
The resulting pair (α, β) is called an isoclinism ofG ontoH . Notice that isoclinism is an equivalence
relation among finite groups.
In 2008, M. R. Pournaki and R. Sobhani [16] proved that if (α, β) is an isoclinism of G onto H
and g ∈ G′, then Prg(G) = Prβ(g)(H). Recently, Salemkar et. al [18] have introduced the concept
of isoclinism on the class of all pairs of groups (G,H), where H is a normal subgroup of G. Notice
that isoclinism on pairs of groups (G,H) can be defined for any subgroup H of G in the following
way:
Let X be a finite group and Y be a subgroup of X . Let Y¯ = Y/Z(Y,X) and X¯ = X/Z(Y,X).
Then the map a(Y,X) : Y¯ × X¯ → [Y,X ] defined by a(Y,X)(yZ(Y,X), xZ(Y,X)) = [y, x], is well
defined.
Let G1 and G2 be two groups with subgroups H1 and H2 respectively. A pair of groups
(G1, H1) is said to be isoclinic to a pair of groups (G2, H2) if there exists an isomorphism α
from G¯1 = G1/Z(H1, G1) onto G¯2 = G2/Z(H2, G2) such that α(H1/Z(H1, G1)) = H2/Z(H2, G2),
and an isomorphism β : [H1, G1]→ [H2, G2], such that the following diagram commutes
(1)
H¯1 × G¯1
a(H1,G1)−−−−−−→ [H1, G1]
α×α
y yβ
H¯2 × G¯2
a(H2,G2)−−−−−−→ [H2, G2],
where H¯1 = H1/Z(H1, G1) and H¯2 = H2/Z(H2, G2). Notice that isoclinism is an equivalence
relation among pairs of finite groups.
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The following result extends [19, Theorem 3.3] and [16, Lemma 3.5].
Theorem 2.1. Let (G1, H1) and (G2, H2) be two pairs of groups and (α, β) be an isoclinism from
(G1, H1) to (G2, H2). If g ∈ [H1, G1] then Prg(H1, G1) = Prβ(g)(H2, G2).
Proof. Let us set Z1 = Z(H1, G1) and Z2 = Z(H2, G2). Since (α, β) is an isoclinism from (G1, H1)
to (G2, H2), diagram (1) commutes. Let g ∈ [H1, G1] be the given element. Consider the sets
Sg = {(h1Z1, g1Z1) ∈ H1/Z1×G1/Z1 : [h1, g1] = g} and Sβ(g) = {(h2Z2, g2Z2) ∈ H2/Z2×G2/Z2 :
[h2, g2] = β(g)}. Since diagram (1) commutes, it follows that |Sg| = |Sβ(g)|. Since the map a(Hi,Gi)
for i = 1, 2 is well defined, it follows that |{(h1, g1) ∈ H1 × G1 : [h1, g1] = g}| = |Z1|
2|Sg| and
|{(h2, g2) ∈ H2 ×G2 : [h2, g2] = β(g)}| = |Z2|
2|Sβ(g)|. Also, notice that |H1 : Z1| = |H2 : Z2| and
|G1 : Z1| = |G2 : Z2|. Hence
Prg(H1, G1) =
|Sg|
|H1 : Z1||G1 : Z1|
=
|Sβ(g)|
|H2 : Z2||G2 : Z2|
= Prβ(g)(H2, G2).
This completes the proof. 
The concept of isoclinism can be generalised in the following way:
Let H be a finite group and H1, H2, . . . , Hm+1 be any m + 1 subgroups of H . Let Zm(Hi)
denote the subgroup Hi ∩ Zm(H) for 1 ≤ i ≤ m + 1, where Zm(H) is the mth term in the upper
central series of H . Set ×m+1i=1 Hi = H1×H2×· · ·×Hm+1. It follows from [2, IV, 7.6] that the map
a(H1,H2,...,Hm+1) from ×
m+1
i=1
Hi
Zm(Hi)
onto [H1, H2, . . . , Hm+1] = [· · · [H1, H2], . . . , Hm+1] defined by
a(H1,H2,...,Hm+1)(h1Zm(H1), h2Zm(H2), . . . , hm+1Zm(Hm+1)) = [h1, h2, . . . , hm+1]
is well defined.
Let K another group and K1,K2, . . . ,Km+1 be any m+1 subgroups of K. Again set Zm(Ki) =
Ki∩Zm(K). Then (H1, H2, . . . , Hm+1) is said to be (m+1)-tuple isoclinic to (K1,K2, . . . ,Km+1)
if there exist an isomorphism α from H
Zm(H)
onto K
Zm(K)
such that αi(
Hi
Zm(Hi)
) = Ki
Zm(Ki)
, where αi =
α| Hi
Zm(Hi)
for 1 ≤ i ≤ m+1, and an isomorphism β from [H1, H2, . . . , Hm+1] onto [K1,K2, . . . ,Km+1]
such that the following diagram commutes
×m+1i=1
Hi
Zm(Hi)
a(H1,H2,...,Hm+1)
−−−−−−−−−−−→ [H1, H2, . . . , Hm+1]
×m+1
i=1 αi
y yβ
×m+1i=1
Ki
Zm(Ki)
a(K1,K2,...,Km+1)
−−−−−−−−−−−→ [K1,K2, . . . ,Km+1].
The pair (α, β) is called an (m+1)-tuple isoclinism of (H1, H2, . . . , Hm+1) onto (K1,K2, . . . ,Km+1).
Let g ∈ [H1, H2, . . . , Hm+1]. Then we can define
Prg(H1, H2, . . . , Hm+1) =
1∏m+1
i=1 |Hi|
|{(h1, h2, . . . , hm+1) ∈ ×
m+1
i=1 Hi : [h1, h2, . . . , hm+1] = g}|.
Remark 2.2. Let (α, β) be an (m+ 1)-tuple isoclinism of (H1, H2, . . . , Hm+1) onto (K1,K2, . . . ,
Km+1). Then using arguments as in the proof of Theorem 2.1, one can prove that
Prg(H1, H2, . . . , Hm+1) = Prβ(g)(K1,K2, . . . ,Km+1).
SOME BOUNDS ON COMMUTATIVITY DEGREE 4
3. Lower bounds for Pr(H,G)
Notice that yxy−1 = yxy−1x−1x ∈ K(G,H)x for all y ∈ G and x ∈ H . So, it follows that
(2) CℓG(x) ⊆ K(G,H)x
for all x ∈ H .
The following lemma can be derived from [4, Theorem 2.3]. However, for completeness, we give
a slightly modified proof here.
Lemma 3.1. Let H be a subgroup of a finite group G and g ∈ G. Then
Prg(H,G) =
1
|H |
∑
x∈H
g−1x∈CℓG(x)
1
|CℓG(x)|
.
Proof. Notice that {(x, y) ∈ H×G : [x, y] = g} = ∪
x∈H
({x}×Tx), where Tx = {(y ∈ G : [x, y] = g}.
Further notice that, for any x ∈ H , the set Tx is non-empty if and only if g
−1x ∈ CℓG(x). Suppose
that Tx is non-empty for some x ∈ H . Fix an element t ∈ Tx. It is easy to see that Tx = tCG(x).
Hence
Prg(H,G) =
1
|H |
∑
x∈H
g−1x∈CℓG(x)
1
|G : CG(x)|
and the lemma follows. 
The following lemma is an easy exercise.
Lemma 3.2. Let H be a subgroup of a finite group G. Then
1
n
(
1 +
n− 1
|H : Z(H,G)|
)
≥
1
m
(
1 +
m− 1
|H : Z(H,G)|
)
for any two positive integers m,n such that m ≥ n. If Z(H,G) 6= H, then the equality holds if and
only if m = n.
Now we are ready to prove Theorem A.
Proof of Theorem A. Let G be a group and H be a subgroup of G. Then, by putting g = 1 in
Lemma 3.1, we get
Pr(H,G) =
1
|H |
∑
x∈H
1
|CℓG(x)|
=
1
|H |

|Z(H,G)|+ ∑
x∈H−Z(H,G)
1
|CℓG(x)|


≥
1
|H |
(
|Z(H,G)|+
|H | − |Z(H,G)|
|K(G,H)|
)
, using (2),
=
1
|K(G,H)|
(
1 +
|K(G,H)| − 1
|H : Z(H,G)|
)
.
This completes the proof. 
We would like to remark here that Erfanian et. al [5, Theorem 3.5] proved
Pr(H,G) ≥
|Z(H,G)|
|H |
+
p(|H | − |Z(H,G)|)
|H ||G|
,
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where p is the smallest prime dividing |G|. Further, Salemkar et. al [19, Theorem 2.2 (vi)] proved
Pr(H,G) ≥
1
|[G,H ]|
(
1 +
|[G,H ]| − 1
|H : Z(H,G)|
)
for any normal subgroup H of G with [G,H ] ≤ Z(H,G).
However, if [G,H ] 6= G and H 6= Z(H,G), then it can be checked easily that
1
|[G,H ]|
(
1 +
|[G,H ]| − 1
|H : Z(H,G)|
)
≥
|Z(H,G)|
|H |
+
p(|H | − |Z(H,G)|)
|H ||G|
with equality if and only if |G : [G,H ]| = p.
It follows from Lemma 3.2 that
1
|K(G,H)|
(
1 +
|K(G,H)| − 1
|H : Z(H,G)|
)
≥
1
|[G,H ]|
(
1 +
|[G,H ]| − 1
|H : Z(H,G)|
)
and equality holds if and only if K(G,H) = [G,H ]. This shows that the lower bound obtained in
Theorem A is better than the known bounds mentioned above.
Examples of groups G such that |K(G)| < |G′| can be found in [13]. If we take H as a maximal
subgroup of such a group G, then K(G,H) is properly contained in [G,H ] = G′.
Putting H = G in Theorem A and noticing that Z(G) = Z(G,G), we get the following corollary.
Corollary 3.3. If G is a finite group then
Pr(G) ≥
1
|K(G)|
(
1 +
|K(G)| − 1
|G : Z(G)|
)
.
In particular, if G is non-abelian, then Pr(G) > 1|K(G)| .
Pournaki et. al [16, Corollary 2.3] obtained
(3) Pr(G) ≥
1
|G′|
(
1 +
|G′| − 1
|G : Z(G)|
)
if G has only two complex irreducible character degrees. Recently, the first author together with A.
K. Das obtained the same lower bound for Pr(G) without any restriction on G (see [15, Theorem
1]). However, using Lemma 3.2, it is easy to see that the lower bound obtained in Corollary 3.3 is
better than the bound in equation (3).
The following corollary gives some equivalent necessary and sufficient conditions for equality to
hold in Theorem A.
Corollary 3.4. Let H be a subgroup of a finite group G. If Z(H,G) 6= H, then the following
statements are equivalent:
(i) Pr(H,G) = 1|K(G,H)|
(
1 + |K(G,H)|−1|H:Z(H,G)|
)
.
(ii) CℓG(x) = K(G,H)x for all x ∈ H − Z(H,G).
(iii) K(G,H) = {yxy−1x−1 : y ∈ G} for all x ∈ H − Z(H,G).
Proof. It is easy to see that (ii) and (iii) are equivalent. The equivalence of (i) and (ii) follows from
the proof of Theorem A and equation (2). 
A finite group G is said to be a Camina group if CℓG(x) = G
′x for all x ∈ G−G′. Let H = G
in Corollary 3.4, then G has only two conjugacy class sizes, namely 1 and |K(G)|. Now it follows
from [12] that G is a direct product of a p-group and an abelian group. It then follows from [11]
that the nilpotency class of G is at most 3. We claim that in our case the nilpotency class is at
most 2. Supose that the nolpotency class is 3. Then there exists an element u ∈ G′ −Z(G). Then
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by (iii) G′ = 〈[G, u]〉 ≤ [G,G′], which is a contradiction. Thus the equivalent conditions in this
corollary are satisfied if and only if G is isoclinic to some Camina p-group of class 2, for some prime
p.
There are also examples in the case when H 6= G.
1. Let G be any Camina p-groups of class 2 and H be a maximal subgroup of G. Then G′ =
[G,H ] = K(G,H), Z(H,G) = Z(G) and for all x ∈ H − Z(G), CℓG(x) = K(G,H)x.
2. Let G be any Camina p-groups of class 3 and H = G′. Then [G,H ] = [H,G] = [G′, G] =
K(G,H), Z(H,G) = Z(G) and for all x ∈ H − Z(G), CℓG(x) = K(G,H)x.
3. Our next example is a finite group of order p5, which is not a Camina p-group, p is an odd
prime. Let
G =〈a1, a2, b, c1, c2 : [a1, a2] = b, [a1, b] = c1, [a2, b] = c2,
ap1 = a
p
2 = b
p = cp1 = c
p
2 = 1〉.
It follows from [10] that Z(G) < G′, |Z(G)| = p2, |G′| = p3 and |CℓG(x)| = p
2 for all x ∈ G−Z(G).
Now take H = G′. Then [G,H ] = [H,G] = [G′, G] = K(G,H), Z(H,G) = Z(G) and for all
x ∈ H − Z(G), CℓG(x) = K(G,H)x.
Now, we compute Prg(H,G), as an application of the above results, for some classes of finite
groups. Recall that for any two groups G1 and G2 with subgroups H1 and H2 respectively, we
have
(4) Pr(H1 ×H2, G1 ×G2) = Pr(H1, G1) Pr(H2, G2).
Lemma 3.5. Let H be a subgroup of a finite group G and p be the smallest prime dividing |G|. If
|[G,H ]| = p and g ∈ [G,H ], then
Prg(H,G) =


1
p
(
1 + p−1|H:Z(H,G)|
)
if g = 1
1
p
(
1− 1|H:Z(H,G)|
)
if g 6= 1.
Proof. Since |[G,H ]| = p, it follows that K(G,H) = [G,H ], and |CℓG(x)| = |[G,H ]| = p and
CℓG(x) = K(G,H)x for all x ∈ H − Z(H,G). Hence, if g = 1 then, by Corollary 3.4, we have
Prg(H,G) =
1
p
(
1 +
p− 1
|H : Z(H,G)|
)
.
Now consider that g 6= 1. Since CℓG(x) = K(G,H)x for all x ∈ H − Z(H,G) and K(G,H) is
a subgroup, it follows that g−1x ∈ CℓG(x). Notice that if x ∈ Z(H,G) and g
−1x ∈ CℓG(x), then
g = 1. Thus by Lemma 3.1, we have
Prg(H,G) =
1
|H |
∑
x∈H−Z(H,G)
1
|CℓG(x)|
=
1
p
(
1−
1
|H : Z(H,G)|
)
.
This completes the proof. 
Now we are ready to prove Theorem B.
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Proof of Theorem B. Let H be a subgroup of a finite nilpotent group G and p be a prime integer
such that |[G,H ]| = p. Let P andQ be the Sylow p-subgroups ofG andH . Then there exist Hall p′-
subgroupsA andB ofG andH respectively such thatG = P×A andH = Q×B. Since |[G,H ]| = p,
it follows that |[P,Q]| = p and [A,B] = 1. Therefore [G,H ] = [P,Q]. Let g ∈ [G,H ] = [P,Q].
Notice that |{(x, y) ∈ H × G : [x, y] = g}| = |A||B||{(u, v) ∈ Q × P : [u, v] = g}|. Hence
Prg(H,G) = Prg(Q,P ). Since P is a p-group such that |[P,Q]| = p, hypothesis of Lemma 3.5 is
satisfied. Hence
Prg(H,G) = Prg(Q,P ) =


1
p
(
1 + p−1|Q:Z(Q,P )|
)
if g = 1
1
p
(
1− 1|Q:Z(Q,P )|
)
if g 6= 1.
Notice that |Q : Z(Q,P )| = |H : Z(H,G)|. This completes the proof of the theorem. 
We would like to remark that the hypothesis of Theorem B is naturally satisfied in many cases,
namely (1) if G is an extraspecial p-group and H is any non-central subgroup of G; (2) if G is a
p-group of maximal class of order pn and H = γn−1(G), where n is a positive integer and γn−1(G)
denotes the (n− 1)th term of the lower central series of G. More generally, if we take G to be any
finite p-group of nilpotency class c such that |γc(G)| = p and H = γc−1(G), then |[G,H ]| = p.
4. Some more bounds for Pr(H,G)
For a given finite group G and a subgroup H of G such that Z(H,G) 6= H , let cs(G,H)
denote {|CℓG(x)| : x ∈ H}. Clearly, cs(G) := cs(G,G) is the set of conjugacy class sizes of G.
In the following theorem we give some bounds for Pr(H,G) in terms of the largest and smallest
conjugacy class size of the elements of H − Z(H,G). Let sH = min{|CℓG(x)| : x ∈ H − Z(H,G)}
and lH = max{|CℓG(x)| : x ∈ H − Z(H,G)}.
Theorem 4.1. If H is a subgroup of a finite group G such that Z(H,G) 6= H then
1
lH
(
1 +
lH − 1
|H : Z(H,G)|
)
≤ Pr(H,G) ≤
1
sH
(
1 +
sH − 1
|H : Z(H,G)|
)
with equality if and only if cs(G,H) = {1, sH = lH}.
Proof. By Lemma 3.1 we have
Pr(H,G) =
1
|H |
∑
x∈H
1
|CℓG(x)|
≤
1
|H |
(
|Z(H,G)|+
|H | − |Z(H,G)|
sH
)
=
1
sH
(
1 +
sH − 1
|H : Z(H,G)|
)
.
The equality holds if and only if cs(G,H) = {1, sH}. Similarly the other bound can be obtained. 
If p is the smallest prime dividing |G| and H a subgroup of G then it has also been shown in
[5, Theorem 3.5] that
Pr(H,G) ≤
1
2
(
1 +
1
|H : Z(H,G)|
)
.
SOME BOUNDS ON COMMUTATIVITY DEGREE 8
However, Theorem 3.8 of [4] gives
Pr(H,G) ≤
1
p
(
1 +
p− 1
|H : Z(H,G)|
)
.
This bound is also obtained by Salemkar et. al for any normal subgroup H of G (see [19, Theorem
2.2(v)]).
By Lemma 3.2, we have, for any positive integer n such that 2 ≤ n ≤ sH ,
1
sH
(
1 +
sH − 1
|H : Z(H,G)|
)
≤
1
n
(
1 +
n− 1
|H : Z(H,G)|
)
with equality if and only if sH = n.
Let p be the smallest prime dividing |G|. Then notice that p ≤ sH . Hence for n = p, we get
1
sH
(
1 +
sH − 1
|H : Z(H,G)|
)
≤
1
p
(
1 +
p− 1
|H : Z(H,G)|
)
.
Which shows that the upper bound obtained in Theorem 4.1 is an improvement on the known upper
bounds for Pr(H,G).
Putting H = G in Theorem 4.1, we get the following result.
Corollary 4.2. Let G be a finite non-abelian group. Then
1
lG
(
1 +
lG − 1
|G : Z(G)|
)
≤ Pr(G) ≤
1
sG
(
1 +
sG − 1
|G : Z(G)|
)
with equality if and only if cs(G) = {1, lG = sG}.
We conclude this section with the analogus bounds in terms of smallest and largest character
degrees. Let Irr(G) denote the set of complex irreducible characters of G and cd(G) = {χ(1) : χ ∈
Irr(G)}. In the last decades a number of results have been proved concerning cd(G). Let d and m,
respectively denote the smallest and largest degree of non-linear complex irreducible characters of
G. There are some bounds for Pr(G) given in [6, Lemma 2(vi)] in terms of the smallest degree of
non-linear complex irreducible characters of G. Precisely, if G is non-abelian then
1
|G′|
< Pr(G) ≤
1
|G′|
(
1 +
|G′| − 1
d2
)
.
The equality holds in the right most inequality if and only if cd(G) = {1, d = m}. The lower
bound here can be improved by replacing |G : Z(G)| by m2 in the proof of [15, Theorem 1], which
is given in the following equation.
(5)
1
|G′|
(
1 +
|G′| − 1
m2
)
≤ Pr(G).
The equality holds in (5) if and only if cd(G) = {1,m = d}. Since χ(1)2 ≤ |G : Z(G)| for all
χ ∈ Irr(G) we have the lower bound obtained in (5) is better than (3).
5. Some observations on class sizes
The study of the structure of a finite group G by imposing conditions on the set cs(G), the
set of conjugacy class sizes of G, has been studied by many authors in the litrature. Recently A.
Camina and R. D. Camina [3] gave an impressive survey on this topic. The following questions,
which we state in our language, were posed in Section 3.2 of [3]:
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Question. Let G be a finite group.
1. If all conjugacy class sizes of G, including their multiplicities are known, then what can
be said about the solvability of G?
2. If all conjugacy class sizes of G are known, then what can be said about the solvability of
G?
Let An denote the alternating group of degree n. In 2006, R. M. Guralnick and G. R. Robinson
[6] proved the following result.
Theorem 5.1 (Theorem 11). Let G be a finite group such that Pr(G) > 3/40. Then either G is
solvable, or else G ∼= A5 × T for some abelian group T , in which case Pr(G) = 1/12.
Again in 2006, F. Barry et. al [1] proved the following result.
Theorem 5.2 (Theorem 4.10). Let G be a finite group such that Pr(G) > 1/3. Then G is
supersolvable.
Theorem 5.3 (Theorem 4.12). Let G be a finite group of odd order such that Pr(G) > 11/75.
Then G is supersolvable.
As a consequence of the preceding theorems, we observe the following information regarding
above questions:
Regarding Question 1. Suppose that all conjugacy class sizes of G, including their multiplicities
are known. Then Pr(G) can be computed in variuos ways, e.g., by putting g = 1 and H = G in
Lemma 3.1. Then Theorems 5.1, 5.2 and 5.3 provide interesting information on the solvability and
supersolvability of the group G.
Regarding Question 2. Following N. Ito [12], we define conjugate type vector of a finite groups
G by (1, n1, n2, . . . , nr), where 1 < n1 < n2 · · · < nr. Also the conjugate rank of G, which is
denoted by crk(G), is given by r. By putting g = 1 and H = G in Lemma 3.1, we get
Pr(G) =
1
|G|
∑
x∈G
1
|CℓG(x)|
(6)
≥
1
|G|
(
|Z(G)|+ crk(G) +
|G| − |Z(G)| −
∑r
i=1 ni
nr
)
.
Given the center and the conjugate type vector of a group G of given order, one can compute
1
|G|(|Z(G)| + crk(G) +
|G|−|Z(G)|−
∑
r
i=1 ni
nr
). Hence using (6), Theorems 5.1, 5.2 and 5.3 provide
interesting information on the solvability and supersolvability of the group G.
Acknowledgment. The authors are grateful to Dr. A. K. Das for some useful comments on an
earlier version of this paper.
References
[1] F. Barry, D. MacHale and A´. Ni´ She´, Some supersolvability conditions for finite groups, Math. Proc. Royal
Irish Academy, 106A(2) (2006), 163–177.
[2] F. R. Beyl and J. Tappe, Group extensions, representations and the Schur multiplier, Lecture Notes in Math.
958 (Springer, Berlin, 1982).
[3] A. R. Camina and R. D. Camina, The influence of conjugacy class sizes on the structure of finite groups: a
survey, to appear in Asian-Eur. J. Math.
[4] A. K. Das and R. K. Nath, On generalized relative commutativity degree of a finite group, Int. Electronic. J.
Algebra 7 (2010), 140–151.
SOME BOUNDS ON COMMUTATIVITY DEGREE 10
[5] A. Erfanian, R. Rezaei and P. Lescot, On the relative commutativity degree of a subgroup of a finite group,
Comm. Algebra 35(12) (2007), 4183–4197.
[6] R. M. Guralnick and G. R. Robinson On the commuting probability in finite groups, J. Algebra 300(2) (2006),
509–528.
[7] W. H. Gustafson, What is the probability that two group elements commute?, Amer. Math. Monthly 80 (1973),
1031–1034.
[8] P. Hall, The classification of prime power groups, J. Reine Angew. Math. 182 (1940), 130–141.
[9] N. S. Hekster, On the structure of n-isoclinism classes groups, J. Pure Appl. Algebra 40 (1986), 63–85.
[10] K. Ishikawa, Finite p-groups up to isoclinism, which have only two conjugacy class lengths, J. Algebra 220
(1999), 333–345.
[11] K. Ishikawa, On finite p-groups which have only two conjugacy lengths, Israel J. Math. 129 (2002), 119–123.
[12] N. Itoˆ, On finite groups with given conjugate types. I, Nagoya Math. J. 6 (1953), 17 – 28.
[13] L. C. Kappe and R. F. Morse, On commutators in groups, Groups St. Andrews 2005. 2, London Math. Soc.
Lecture Note Ser., 340, Cambridge Univ. Press, Cambridge (2007), 531 – 558.
[14] P. Lescot, Isoclinism classes and commutativity degrees of finite groups, J. Algebra 177 (1995), 847–869.
[15] R. K. Nath and A. K. Das, on a lower bound of commutativity degree, Rend. Circ. Mat. Palermo 59 (2010),
137–142.
[16] M. R. Pournaki and R. Sobhani, Probability that the commutator of two group elements is equal to a given
element, J. Pure Appl. Algebra 212 (2008), 727–734.
[17] R. Rezaei and A. Erfanian, On the commutativity degree of compact groups, Arch. Math. 93 (2009), 345–356.
[18] A. R. Salemkar, F. Saeedi and T. Karimi, The structures of isoclinism classes of pair of groups, Southeast
Asian Bull. Math. 31 (2007), 1173–1181.
[19] A. R. Salemkar, H. Tavallaee and H. Mohammadzadeh, A remark on the commuting probability in finite groups,
Southeast Asian Bull. Math. 34 (2010), 755–763.
School of Mathematics, Harish-Chandra Research Institute, Chhatnag Road, Jhunsi, Allahabad-211
019, U. P., India.
E-mail address: rajatkantinath@yahoo.com and myadav@hri.res.in
