Motivated by the deep layer limit of residual neural networks, we study the relaxed control and Gamma-convergence of a class of mean field stochastic optimization problems based on their sample idealization. We first establish the existence of optimal relaxed solutions to such a class of mean field optimization problems in the case of a finite training sample. The core of the paper is to show that, when the sample capacity is large, the minimizer of the sampled relaxed optimization problem converges to the minimizer of the limiting relaxed optimization problem using Gamma-convergence. To prove the Gamma-convergence of sampled objective functionals, we establish general convergence properties of related empirical processes arising from the finite sample controlled model. Then, we connect the limit of the large sampled objective functional to the unique solution of a nonlinear Fokker-Plank-Kolmogorov (FPK) equation in a random environment. We prove the uniqueness of solutions to the FPK equation in the trajectory sense.
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Deep neural networks have been the focus of extensive investigation in recent years. Despite their remarkable performance in many application domains, there is very little theoretical understanding of the functioning mechanisms behind it. Most recently, the deep layer limit problem has received significant attention. The idea of using continuous dynamical systems to model high-dimensional nonlinear transformations across network layers was first discussed in E (2017). By formulating deep learning as an optimal control problem on differential equations, E et al. (2018) deal study the sample idealization as a mean-field optimal control problem. Thorpe and van Gennip (2018) prove that the deep layer limit of the residual neural network model coincides with a parameter estimation problem for a class of nonlinear ODEs. Chen et al. (2019) compute the output of the network using a black-box differential equation solver. Oberman and Calder (2018) study the convergence of a sequence of variational problems arising from the finite sample model of a deep neural network, whose objective function is augmented by a Lipschitz regularization term.
Sampling Controlled Dynamic Model
Inspired by the dynamical system and sample idealization viewpoint of a deep neural network, we introduce the following sampling state controlled model: given an original filtered probability space (Ω, F, F, P), let
for i = 1, . . . , N with N being the sample capacity. The type vector collecting the system parameters is defined as:
where W i = (W i (t)) t∈[0,T ] for i = 1, . . . , N are independent standard Brownian motions. The system (1) and (2) can be viewed as an extension of the sampled controlled model in E et al. (2018) that incorporates the noise (ε i W i (t)) and an exogenous random factor (Z i (t)) injected into the t-th layer inputs of the deep network (see, e.g., Chien (2012) ). In the context of deep neural networks, the time index t ∈ [0, T ] represents the layer index, so that t = 0 (resp. t = T ) corresponds to the input (resp. output) layer of the network. For the residual network (see, e.g. Haykin (2009) ), the mapping f : [0, T ] × R m × R q × R d × R → R d is the vector of activation functions, while ρ : R d → R is the batch function introduced by Ioffe and Szegedy (2015) , and used to implement the normalization in the training process of the network.
We impose the following assumptions to ensure that the sampled controlled system described by (1) and (2) is well posed:
Formulation of Sampled Relaxed Optimization Problem
We now consider a supervised learning setting, in which the i-th training sample consists of the feature part (X i (0), Z i (0)) and the label part Y i (0). The i-th training sample at the input layer of the network is collected in the vector
where Ξ K := [−K, K] 2d+q for a global positive constant K. This implies that the initial training sample is assumed to have compact support.
Our aim is to train the parameter process θ = (θ(t)) t∈[0,T ] taking values on Θ ⊂ R m in an admissible set U P,F under the the population risk minimization criterion:
where θ ′ (t) denotes the first-order weak derivative w.r.t the layer index t if θ ∈ H 1 m , and for (x,ỹ, θ, θ 
Above, L : R d × R d → R + denotes the terminal loss function and R : R m × R m × R d × R d → R + is the regularizer of the control problem. In this paper, we consider (L, R) to be of the squared form, which is often the case in practice (see, e.g. Hasan and Roy-Chowdhury (2015) ). For concreteness, given α, β, λ 1 , λ 2 > 0, we define L(x, y) := α|x − y| 2 , R(θ, θ ′ ; x, y) := λ 1 |θ| 2 + λ 2 |θ ′ | 2 + β|x − y| 2 ,
for (x, y, θ, θ ′ ) ∈ R d × R d × R m × R m . If λ 1 = λ 2 , then the regularizer of the control problem (5) includes a H 1 m -regularizer. Taking the H 1 m -regularizer into account, the admissible set U P,F is defined as: U P,F := θ ∈ L 2 (Ω; H 1 m ); θ is F-adapted and θ ∈ Θ, a.s. on (0, T ) × Ω .
The admissible set U P,F is usually referred to as the strict control set under the original probability space. Throughout the paper, we assume that the state space of the parameter process θ satisfies (A Θ ) Θ ⊂ R m is a compact set which is not necessarily convex.
It should be emphasized that, under the assumption (A Θ ), the control problem (5) is a nonconvex optimization problem with nonconvex policy space, hence in general it is not well-posed. The existence of an optimal solution of the problem (5) does not follow by standard compactness techniques used in deterministic optimization problems. The use of relaxed controls crucially bypasses this key technical difficulty: relaxed controls essentially compactify the class of admissible controls, and the control policy is no longer given by the control processes but rather by a joint law of the pair of control and state processes. Relaxed controls in the context of stochastic optimal control problems were first studied in El Karoui et al. (1987) . Using Krylov's Markovian selection theorem, Haussmann and Lepeltier (1990) establish the existence of a Markovian feedback controls for relaxed optimal control problems. The relaxed stochastic maximum principle was developed, respectively in singular and partially observed optimal control problems, by Bahlali et al. (2007) and Ahmed and Charalambous (2013) . More recently, relaxed controls have been applied to analyze existence of Markovian equilibria and relaxed ǫ-Nash equilibrium of mean field games, both in the presence of idiosyncratic and common noise, see Lacker (2015), Lacker (2016) and Carmona et al. (2016) . We highlight that a recent work by Rotskoff and Vanden-Eijnden (2018) views neural networks as interacting particle systems. Therein, to overcome the difficulty of minimizing the training loss function over the set of parameters, they study the minimum of the loss function over its empirical distribution.
The core of this paper is to establish the convergence relation between the minimizer of the sampled objective functional J N and the counterpart of the limiting objective functional J over a relaxed control set Q(ν), when the sample capacity N is large. To achieve this objective, we establish a canonical measurable space (Ω ∞ , F ∞ ) via an infinite product space such that the coordinate process (ζ,
We consider the complete natural filtration F = (F ζ,W,θ t ) t∈[0,T ] generated by (ζ, W, θ) , which is the completion of the filtration flow σ(ζ) ∨ σ(W (s), θ(s); s ≤ t) for t ∈ [0, T ]. Then, the set Q(ν) of relaxed controls is a collection of probability measures Q on (Ω ∞ , F ∞ ) such that, under (Q, F), the initial sample data ζ has a given law ν; W is a sequence of Wiener processes; and θ ∈ U Q,F . We will formally introduce the definition of Q(ν) in Definition 2.1 of Section 2. Changing the control variable θ ∈ U P,F in (5) to Q ∈ Q(ν), the sampled objective functional is accordingly given by:
where, for i = 1, . . . , N , the state process (X θ,i , Z i ) = (X θ,i (t), Z i (t)) t∈[0,T ] is the strong solution of the SDE (1)-(2) driven by (ζ, W, θ). Then, the relaxed control problem in the finite sample case is given by
We call Q * ∈ Q(ν) an optimal (relaxed) solution of the optimization problem (10) if J N (Q * ) = α N .
Remark 1.1. For a fixed sample capacity N , only the first N components of the vector (ζ, W ) = (ζ i , W i ) ∞ i=1 are explicitly used in the sampled objective functional J N (Q), where Q ∈ Q(ν). As N grows and tends to infinity, the sampled objective functional J N (Q) will eventually include all components of (ζ, W ) = (ζ i , W i ) ∞ i=1 .
Main Results
The first main result, stated in Theorem 2.1, is to prove the existence of optimal relaxed solutions of the sampled optimization problem (10). We start metrizing the canonical space Ω ∞ with an appropriate metric d such that (Ω ∞ , d) is a Polish space. We prove that the minimizing sequence of the control problem (10) lying in Q(ν) is tight using Ascoli theorem. Skorokhod representation theorem then yields the existence of Ω ∞ -valued r.v.s X * k = (ζ * k , W * k , θ * k ) that almost surely converge to X * = (ζ * , W * , θ * ) under a common probability P * , as k → ∞. The core is to prove that θ * k and θ * are H 1 m , which we achieve using Hahn-Banach and Resiz representation theorems. For any relaxed control Q N indexed by N , the corresponding coordinate process (ζ N , W N , θ N ) and the driving output-exogeneous input process (X N , Z N ) with initial sample data ζ N generate the sequence of empirical measure-valued process (µ N ) ∞ N =1 (see (32)). The second main result of our paper, stated in Theorem 3.1, is to show that if the marginal distributions of (µ N (0), θ N ) are weakly convergent, then the joint distributions of (µ N (0), θ N , µ N ) converge in the quadratic Wasserstein metric sense. We show that this limit can be characterized by the joint distribution of the initial sample data, the control process and the unique solution of a nonlinear FPK equation in a random environment. The core of the proof of Theorem 3.1 is to establish the relative compactness of the marginal laws of µ N in the quadratic Wasserstein metric, and to prove the uniqueness of a nonlinear FPK equation with random environment in the trajectory sense. The proof of the former relies on applying the criterion on the precompactness of probability measures in the Wasserstein space given in Theorem 7.12 in Villani (2003) . The proof of the latter depends on the verification (in the trajectory sense) of the conditions required in Theorem 4.4 of Manita et al. (2015) , which provides sufficient conditions for the uniqueness of probability measures that solve the Cauchy problem for nonlinear FPK equation with unbounded coefficients, and on the application of Gluing lemma (Lemma 7.6 in Villani (2003) ). We also argue that the weak convergence of the marginal laws of (µ N (0), θ N ) can be implied by an easily verifiable sufficient condition on the initial sample law ν (see the assumption (A ν )). This assumption holds when the initial sample data are i.i.d. and the type vector admits a limit.
By considering the square loss and the regularizer given in (7), an immediate consequence of Theorem 3.1 together along with Vitali's convergence theorem yields Theorem 3.11: for any relaxed control Q, the sampled objective functional J N (Q) converges to the limiting objective functional J(Q) identified by (70) when the sample capacity N → ∞. By metrizing the space of relaxed controls Q(ν) with the quadratic Wasserstein metric, this convergence result in fact also proves the validity of the limsup inequality of Gamma-convergence from J N to J. Gamma-convergence is a notion of convergence for functionals in the calculus of variations, see DalMaso (1993) . A discrete-to-continuum Gamma-convergence result for the objective function of the residual neural network is established by Thorpe and van Gennip (2018) in the deterministic case. The verification of the liminf inequality of Gamma-convergence from J N to J is more complex. Thanks to the convergence of the marginal laws of µ N in the quadratic Wasserstein distance given by Theorem 3.1 and Skorokhod representation theorem, we can prove that the first-order weak derivative of the control sequence θ N sampled from Q N ∈ Q(ν) satisfies a Fatou-type inequality by applying a similar argument on the characterization of H 1 m -valued control in Theorem 2.1. By proving the precompactness of the minimizing sequence of sampled optimization problem in the quadratic Wasserstein distance, Theorem 4.1 provides a complete answer to the core problem studied in this paper: when N → ∞, the minimizer of the sampled objective functional J N converges to the counterpart of the limiting objective functional J over a relaxed control set Q(ν).
The remainder of this paper is organized as follows. In Section 2, by working with the canonical space representation, we establish the existence of optimal relaxed solutions of the sampled optimization problem. In Section 3, we study the convergence of the sampled objective functional for large samples, by proving general convergence properties for empirical processes arising in our sampling controlled dynamic model. In Section 4, we show the convergence between the minimizer of the sampled objective functional and the counterpart of the limiting objective functional for large sample by proving Gamma-convergence. Auxiliary results and the corresponding technical proofs are delegated to an Appendix.
Existence of Optimal Relaxed Solutions of Sampled Optimization Problem
This section establishes the existence of optimal solutions for the sampled optimization problem (10). We work with the canonical space representation and define the set of relaxed controls Q(ν) formally used in this paper.
Canonical Space Representation
The canonical probability space needs to be established in terms of an infinite product space. To wit, define
, we use (ζ, W, θ) to denote the identity map on Ω ∞ . Let F = (F ζ,W,θ t ) t∈[0,T ] be the complete natural filtration generated by (ζ, W, θ). We notice here that, using the Sobolev embedding theorem (see, e.g. Evans (2010)), it holds that h ∈ H 1 m if and only if h equals (dt-a.e.) to an absolutely continuous function whose ordinary derivative (which exists dt-a.e.) belongs to L 2 m . Then, we treat H 1 m as a subset of C m in this paper. We next endow the space Ω ∞ with the following metric: for (γ, w, ϑ) and (γ,ŵ,θ) ∈ Ω ∞ , d((γ, w, ϑ), (γ,ŵ,θ)) := d 1 (γ,γ) + d 2 (w,ŵ) + d 3 (ϑ,θ).
(12)
Here, the metrics d i for i = 1, 2, 3, are given as follows:
Then, the space (Ω ∞ , d) is a Polish space (see, e.g. Section 3.8 in Aliprantis and Border (2006) , pp. 89). We next provide the definition of relaxed controls formally used in this paper. For a given initial sample law ν ∈ P(Ω 0 ∞ ), the set of relaxed controls is given by
(ii) W consists of a sequence of independent Wiener processes on (Ω ∞ , F, Q);
(iii) θ is an F-adapted and Θ-valued process with Q, θ 2
For Q ∈ Q(ν), we refer to (ζ, W, θ) as the canonical (or coordinate) process corresponding to Q.
Relaxed Solution of Sampled Optimization Problem
This section introduces our first main result on the existence of optimal relaxed solutions of (10).
Theorem 2.1. Let assumptions (A ξ,f,ρ,φ ) and (A Θ ) hold. Then, there exists an optimal solution of the relaxed control problem (10) in the finite sample case.
Proof. Without loss of generality, we assume that α N = inf Q∈Q(ν) J N (Q) < +∞. By virtue of (9), let (Q k ) ∞ k=1 ⊂ Q(ν) be a minimizing sequence such that
Above, for k ≥ 1, the objective functional
where
is the canonical process. Since Q k ∈ Q(ν), it follows from Definition 2.1 that (i) Q k • ζ −1 k = ν; (ii) W k consists of a sequence of independent Wiener processes on (Ω ∞ , F, Q k ); (iii) θ k ∈ U Q k ,F . Moreover, for i = 1, . . . , N , the state process (X θ,i k , Z i k ) is the strong solution of (1) and (2) driven by (ζ k , W k , θ k ). Then, it follows from (6), (14) and (15) that, for all k ≥ 1,
This implies that
Note that θ k is a H 1 m (as a subset of C m )-valued random variable on (Ω ∞ , F ∞ , Q k ) for k ≥ 1. Then, for any δ > 0, it follows from Hölder inequality that
For any ǫ > 0 and δ > 0, using Chebychev's inequality, we arrive at
This implies that, for any ǫ > 0,
Using similar estimates as (17), we can obtain that for all s, t ∈ [0, T ],
Integrating both sides of the above equation w.r.t. s, it follows from Fubini's theorem that
Then, for any M > 0, we obtain from (16) that
By virtue of Arzelà-Ascoli theorem (see, e.g. Simon (1987) ) together with (18) and (19), we obtain
k converges to (up to a subsequence) Q * in the weak topology of probability measures. Using Skorokhod representation theorem, there exists a probability space
= X k , and X * = (ζ * , W * , θ * ) with P * • (X * ) −1 = Q * such that, P * -a.s., as k → ∞,
We next prove that θ
Let E * be the expectation operator under P * . Then, for all k ≥ 1, it holds that
and hence T k < +∞, P * -a.s.. Then, by Hahn-Banach theorem, it holds P * -a.s. that T k can be extended to be a bounded linear functional on L 2 m . Thus, Riesz representation theorem yields the existence of an
By (20), we have that, for all H ∈ L ∞ (Ω * ; P * ),
Then (θ * , φ ′ ) = −(θ * , φ), P * -a.s. Therefore, using the separability of D, we have that, P * -a.s., it holds that (θ * , φ ′ ) = −(θ * , φ) for all φ ∈ D. This gives that θ * ′ =θ * , P * -a.s. Thus, P * • (X * ) −1 ∈ P(Ω ∞ ).
For k ≥ 1 and i ∈ N, let (X * ,i k , Z * ,i k ) be the strong solution of (1)-(2) driven by (ζ * k , W * k , θ * k ). In other words, under (Ω * , F * , P * ), (X * ,i
Moreover, for i ∈ N, let (X * ,i , Z * ,i ) be the strong solution of (1)-(2) driven by (ζ * , W * , θ * ). Under (Ω * , F * , P * ), (X * ,i (0), Y * ,i (0), Z * ,i (0)) = ζ * ,i , and for t ∈ (0, T ],
In terms of (21) and (23), it follows from the assumption
for some constant C T > 0 which depends on T > 0. Then, Gronwall's lemma implies that
On the other hand, by assumption
Using the Lipschitz property of the batch function ρ : R d → R, we obtain from Jensen's inequality that
Therefore, using the convergence (20) and (25), we conclude that, as k → ∞,
From (20) and (27), it follows that, P * -a.s., as k → ∞,
On the other hand, using the property of convex functionals and weak convergence (see, e.g. Theorem 1.4 in De Figueiredo (1991)), we have that
Recall the sampled objective functional given in (9), and the square form of the loss function and regularizer given in (6). Note that Q k = P * • (X * k ) −1 , and P * • (X * ) −1 = Q * . Then, the inequality (29) implies that Q * ∈ Q(ν). Moreover, by Fatou's lemma, it follows that
We then deduce that J N (Q * ) ≤ α N by using (14). Recall that Q * ∈ Q(ν) and hence α N ≤ J N (Q * ). Therefore J N (Q * ) = α N , i.e., Q * ∈ Q(ν) is the optimal relaxed solution of (10). This completes the proof of the theorem.
Remark 2.2. It can be seen from the proof of Theorem 2.1 that, for the optimal solution Q * ∈ Q(ν) = P * • (X * ) −1 of the sampled optimization problem (10), we can find a sequence of coordinate processes
Using the definition of strict controls given by (8), θ * k ∈ U P * ,F * for k ≥ 1. We can view (θ * k ) ∞ k=1 ⊂ U P * ,F * as a sequence of approximating strict controls under (P * , F * ).
Limit of the Large Sampled Optimization Problem
This section studies the convergence of the sampled objective functional J N given by (9) as the sample capacity N tends to infinity. We first establish a general convergence result for empirical processes arising in our sample controlled dynamic model. This convergence result is used to establish the limiting behavior of J N in Section 3.3. We will also use this result to prove the corresponding Gamma-convergence from J N to the limiting objective functional J in Section 4.
Convergence of Empirical Processes for Large Samples
We analyze the convergence properties of a class of empirical processes arising in our sample controlled dynamic model (1)-(2), as the sample capacity N approaches infinity.
is the initial sample law. Let (ζ N , W N , θ N ) be the canonical (or coordinate) process corresponding to Q N as in Definition 2.1. Moreover, let ] be a solution of the following SDE:
In other words,
We introduce the following empirical measure-valued process given by
Here, for i ≥ 1, ξ i N :
We will show later that, for N ≥ 1, we can view µ N = (µ N (t)) t∈[0,T ] as a sequence ofŜ := C([0, T ]; P 2 (E))-valued random variables. For N ≥ 1, we define the following joint distribution by
The main result of this section is to characterize the limiting behavior of the sequence of joint laws (Q N ) ∞ N =1 (see Theorem 3.1). This is shown to correspond to the unique solution of a class of Fokker-Plank-Kolmogorov (FPK) equations with random environment in the trajectory sense. To start with, we introduce a related parameterized operator defined on D. Formally, for
Here
..,q . We use a similar notation for ∇ z ϕ, ∇ 2 xx ϕ and ∇ 2 zz ϕ.
, then,P-a.s.,μ is the unique solution to the following FPK equation in random environment:μ(0) = µ 0 , and for t ∈ (0, T ],
The roadmap of the proof of Theorem 3.1 consists of three steps: (i) First, we prove the precompactness of the marginal distributions (
(ii) It follows from (35) that (Q N ) ∞ N =1 is tight. We then prove that, for any weak limit point of a convergent subsequence of (Q N ) ∞ N =1 of the formP • (μ 0 ,θ,μ) −1 ,μ is the unique solution of a FPK equation in a random environment with initial conditionμ 0 ,P-a.s.; (iii) Finally, we show that (Q N ) ∞ N =1 admits a unique weak limit point. The result in the following lemma (whose proof is reported in the Appendix) will be used to verify the relative compactness of (Q N µ ) ∞ N =1 in P(Ŝ) which is required to prove step (i).
and for any ε > 0,
Above, Recall that W E,2 is the quadratic Wasserstein metric on P 2 (E).
The following proposition establishes the result in step (i).
Proof. We first verify that (Q N µ ) ∞ N =1 ⊂ P 2 (Ŝ). Let e = (ξ, y, z, x) andê = (ξ,ŷ,ẑ,x) ∈ E. We take a measure-valued processθ ∈Ŝ satisfying sup t∈[0,T ] E |ê| 2θ (t, dê) < +∞. We endowŜ with the metric given by
Then, for any N ≥ 1, we have that
Sinceμ ∈Ŝ, the 2nd term on the r.h.s. of the inequality (41) is finite. For the 1st term on the r.h.s. of the inequality (41), using (37), it follows that
Using the assumption (A ξ,f,ρ,φ ), (A.7), Lemma A.2 and noting that ζ i ∈ Ξ K for all i ≥ 1, we deduce from (41) that
This shows that Q N µ ∈ P 2 (Ŝ) for all N ≥ 1. We next prove that (Q N µ ) ∞ N =1 ⊂ P 2 (Ŝ) is relatively compact. By Theorem 7.12 in Villani (2003),
satisfies the uniform integrability condition, i.e., for someθ ∈Ŝ,
• The proof of (I):
By Ascoli's theorem, a subset C ⊂Ŝ = C([0, T ]; P 2 (E)) is relatively compact if (I 1 ): for each t ∈ [0, T ], {ϑ(t); ϑ ∈ C} ⊂ P 2 (E) is relatively compact; and (I 2 ): C is equicontinuous under W 2 . Moreover, using Theorem 7.12 in Villani (2003) again, (I 1 ) holds if and only if (I 11 ) holds: for each t ∈ [0, T ], {ϑ(t); ϑ ∈ C} is relatively compact in P(E); and (I 12 ) holds: the following uniform integrability condition is satisfied:
Let ǫ > 0. For M, δ, ε > 0, define the following subsets ofŜ:
Then, for any ϑ ∈ C 1 (M ) and t ∈ [0, T ], it follows that
On the other hand, it is easy to deduce that
By (I 11 ) and (I 12 ), this implies that C 1 (M ) ⊂Ŝ satisfies (I 1 ). To continue, fix ε > 0, by (38) of Lemma 3.2 there exists N 0 = N 0 (ε) ≥ 1 and
M )) = 0 for any N ≥ 1 by (38) . It follows that there ex-
By applying (39) of Lemma 3.2, lim δ→0 sup N ≥1 Q N µ (C 2 (δ, n −1 )) = 0 for each n ≥ 1. Then, there exists δ n > 0 satisfying lim n→∞ δ n = 0 such that sup N ≥1 Q N µ (C c 2 (δ n , n −1 )) ≤ ǫ 2 n . Thus, define C := C 1 (M ) ∩ ( n≥1 C 2 (δ n , n −1 )) ⊂ S. Therefore C is relatively compact inŜ, and it follows from the above given estimates that
• The proof of (II): (Q N µ ) ∞ N =1 satisfies the uniform integrability (43).
First of all, for any N ≥ 1, it holds that
It follows from Jensen's inequality that, for some constant C ǫ > 0 which only depends on ǫ,
Observe thatθ ∈Ŝ. Using the assumption (A ξ,f,ρ,φ ), (A.7), Lemma A.2 and noting that ζ i ∈ Ξ K for all i ≥ 1, we have from (41) and (45) that, as R → ∞,
i.e., the uniform integrability (43) holds. This completes the proof of the theorem.
The following proposition proves step (ii).
Proposition 3.4. Let the assumptions of Theorem 3.1 hold. Then (Q N ) ∞ N =1 ⊂ P(P 2 (E) × C m ×Ŝ) is tight. If the law of a P 2 (E) × C m ×Ŝ-valued r.v. (μ 0 ,θ,μ) defined on some probability space (Ω,F ,P) is the weak limit of a convergent subsequence of (Q N ) ∞ N =1 , then,P-a.s.μ is the unique solution of FPK equation (36) with initial conditionμ(0) =μ 0 .
Proof. The tightness of (Q N ) ∞ N =1 follows from the assumption (35) and Proposition 3.3. Sincê P • (μ 0 ,θ,μ) −1 is the weak limit of a convergent subsequence of (Q N ) ∞ N =1 , using Skorokhod representation theorem, there exists a probability space (Ω * , F * , P * ), a sequence of P 2 (E)×C m ×Ŝ-valued r.v.s (µ N, * 0 , θ * N , µ N, * ) and (µ * 0 , θ * , µ * ) satisfying
and P * -a.s., as N → ∞,
Moreover, by Lemma A.3, for any p ≥ 1,
We next claim that for any t ∈ [0, T ] and test function ϕ ∈ D, P * -a.s.
where the mapping Υ t,ϕ :Ŝ × C m × C 1 → R is defined as: 
We write A s,θ,h(s) ϕ(s, e) = f (s, θ(s), z, x, h(s)) ⊤ ∇ x ϕ(s, e) + φ(µ, z) ⊤ ∇ z ϕ(s, e) + γ(s, e). Then, for any (θ i , h i ) ∈ C m × C 1 with i = 1, 2 and µ ∈Ŝ, it follows from the assumption (A ξ,f,ρ,φ ) that there exists a constant C ϕ > 0 such that (2003), we arrive at the conclusion that, P * -a.s.,
for some positive constant C ϕ,h which is independent of N . Using the limiting results given in (46), we then obtain that dŜ(µ N, * , µ * ) → 0 as N → ∞, P * -a.s. Note that µ * ∈Ŝ. Then, it follows from the dominated convergence theorem that, for t ∈ [0, T ],
Using (50), (46) and (51), we deduce that, P * -a.s. Υ t,ϕ (µ N, * , θ * N , µ N, * , ρ ) − Υ t,ϕ (µ * , θ * , µ * , ρ ) ≤ Υ t,ϕ (µ N, * , θ * N , µ N, * , ρ ) − Υ t,ϕ (µ N, * , θ * , µ * , ρ )
This proves (48). By applying Fatou's lemma, (47) and (48), we obtain that
This proves (36) for all ω ∈Ω 0 with someΩ 0 ⊂Ω satisfyingP(Ω 0 ) = 1.
We next prove the uniqueness of solutions to FPK equation (36) in the trajectory sense. This can be done by verifying the conditions (DH1)-(DH4) imposed in Theorem 4.4 of Manita et al. (2015) . To this purpose, for fixed ω ∈Ω 0 , and for (t, e, µ) ∈ [0, T ] × E × P 2 (E), let us define
From (53), we have that A(e) is twice differentiable in e and hence the assumption (DH1) in Theorem 4.4 of Manita et al. (2015) is satisfied. Choose the convex function Φ ∈ C 2 (E) given by Φ(e) = 1 + |e| 2 for e ∈ E. For anyê = (ξ,ŷ,ẑ,x) ∈ E withξ := (ε,γ,σ) ∈ O, it follows from Assumption (A ξ,f,ρ,φ ) that there exists a constant C f,φ > 0 (which may vary from line to line) such that
and there exists a constant C f,φ,µ,ω > 0 such that
It also follows from the assumption (A ξ,f,ρ,φ ) that
This verifies the condition (DH2). For any µ, ν ∈ P 2 (E), it follows from (53) and
where G(y) := [f ] Lip [ρ] Lip y for y ∈ [0, ∞). Obviously, the function G is continuous and increasing on [0, ∞) with G(0) = 0. This verifies the condition (DH3). Next, we verify the condition (DH4). Take Ψ(e) = Φ(e) for e ∈ E. Hence Ψ ∈ C 2 (E), Ψ ≥ 1 and |∇ e Ψ(e)| + |∇ 2 ee Ψ(e)| ≤ C for some constant C > 0. Moreover, it holds that lim |e|→∞ Ψ(e) = +∞. We deduce from (53) and (54) that, for any µ ∈ P 2 (E),
Then, for fixed ω ∈Ω 0 , the uniqueness of a solutions to (36) follows from Theorem 4.4 in Manita et al. (2015) .
The next lemma proves the step (iii) outlined in the roadmap of the proof.
Lemma 3.5. Let the assumptions of Theorem 3.1 hold. Then, the precompact sequence (Q N ) ∞ N =1
has a unique weak limit point.
By the assumption (35), it holds that P 1 • (µ * ,1 0 , θ * 1 ) −1 = P 2 • (µ * ,2 0 , θ * 2 ) −1 . It follows from Gluing lemma (see, e.g. Lemma 7.6 in Villani (2003) ) that there exists a r.v. (μ 0 ,θ,μ 1 ,μ 2 ) on some probability space (Ω,F ,P) such that
Using Proposition 3.4,P-a.s.μ 1 andμ 2 solve FPK equation (36) with initial valueμ i (0) =μ 0 for i = 1, 2. Using the uniqueness of solutions to FPK equation (36) shown in Proposition 3.4, it holds thatμ 1 =μ 2 ,P-a.s.. Hence (μ(0),θ,μ 1 ) and (μ(0),θ,μ 2 ) have the same law, which in turn yields that P 1 • (µ * ,1 0 , θ * 1 , µ * ,1 ) −1 = P 2 • (µ * ,2 0 , θ * 2 , µ * ,2 ) −1 by an application of (56). It then follows from (55) that Q N 1 k and Q N 2 k have the same weak limit.
We now have all the ingredients to prove the main result (Theorem 3.1) of this section.
Proof of Theorem 3.1. It follows from Proposition 3.4 and Lemma 3.5 that (Q N ) ∞ N =1 ⊂ P(P 2 (E)× C m ×Ŝ) is convergent under the weak topology. Let us endow O := P 2 (E) × C m ×Ŝ with the metric given as follows:
Then, using the assumptions (A ξ,f,ρ,φ ) and (A Θ ), the fact that ζ N = (ζ i N ) ∞ i=1 ∈ Ξ N K , and Lemma A.2, forô = (δ 0 , 0, δ 0 ) ∈ O and ǫ > 0, it follows that
for some positive constants C, C K,ǫ,T which are independent of N . This implies that
Then, the convergence of (Q N ) ∞ N =1 in P 2 (O) follows from Theorem 7.12 in Villani (2003) along with the uniform integrability result given in (58).
We finally show the uniqueness of the weak limit point of the marginal distributions (Q N µ ) ∞ N =1
defined by (37). Proposition 3.3 shows that (Q N µ ) ∞ N =1 ⊂ P 2 (Ŝ) is precompact. As an immediate consequence of Theorem 3.1, we have Corollary 3.6. Let the assumptions of Theorem 3.1 hold. Then, the precompact sequence
Sufficient Condition for Weak Convergence (35) in Theorem 3.1
This section provides an easily verifiable sufficient condition on the initial sample law ν ∈ P(Ω 0 ∞ ) that guarantees the weak convergence (35) assumed in Theorem 3.1:
Then, there exists a measurable mapping I * : Ω 0 ∞ → P 2 (E) such that
Remark 3.7. Consider any sequence of i.i.d. In this specific setup, I * := δ (ε * ,γ * ,σ * ) ⊗P • (ζ 1 ) −1 . Consider the initial sample law ν :=P • (ζ) −1 , then, it holds that
Hence, the assumption (A ν ) is satisfied in this specific setup.
The forthcoming lemma shows that the assumption (A ν ) implies the weak convergence (35).
Lemma 3.8. Let the assumption (A ν ) hold. Consider any sequence (Q N ) ∞ N =1 , Q ⊂ Q(ν) satisfying lim N →∞ W Ω∞,2 (Q N , Q) = 0, then
Here, (ζ, W, θ) (resp. (ζ N , W N , θ N )) is the canonical (or coordinate) process corresponding to Q (resp. Q N ).
Proof. Define the mappingsÎ N ,Î * : Ω 0 ∞ → Ω 0 ∞ × P 2 (E) as follows: for anyζ ∈ Ω 0 ∞ , I N (ζ) := (ζ, I N (ζ)),Î * (ζ) := (ζ, I * (ζ)).
It follows from (59) in the assumption
Using the inequality W Ω∞,2 (Q N • (ζ N , θ N ) −1 , Q • (ζ, θ) −1 ) ≤ W Ω∞,2 (Q N , Q) and the assumption that lim N →∞ W Ω∞,2 (Q N , Q) = 0, we arrive at lim N →∞
Combining (62) and (63), we obtain that (Q N • (ζ N , I N (ζ N ), θ N ) −1 ) ∞ N =1 is tight. We next prove that any convergent subsequence of (Q N • (ζ N , I N (ζ N ), θ N ) −1 ) ∞ N =1 has the same weak limit. To start with, let (N i k ) ∞ k=1 , i = 1, 2, be two subsequences of N such that
It then follows from (61) that, for i = 1, 2,
By applying Gluing lemma (see Lemma 7.6 in Villani (2003)), there exists a coupling (J * 1 , J * 2 , ζ * , θ * ) under some probability space (Ω * , F * , P * ) such that (ζ * , J * i , θ * ) = (ζ i , J i , θ i ) in law for i = 1, 2. It then follows from (64) that J * 1 = J * 2 = I * (ζ * ), P * -a.s. This yields that P 1 • (ζ 1 , J 1 , θ 1 ) −1 = P 2 • (ζ 2 , J 2 , θ 2 ) −1 , and hence every convergent subsequence of (Q N • (ζ N , I N (ζ N ), θ N ) −1 ) ∞ N =1 admits the same weak limit. Furthermore, for Q ∈ Q(ν), the assumption (A ν ) together with Definition 2.1-(i) yields 
This proves the weak convergence result in (60).
Convergence of Sampled Objective Functional
In this section we prove the convergence, as the number of samples N → ∞, of the sampled objective functional J N (Q) given by (9), for a fixed Q ∈ Q(ν). Such an analysis uses the generalized convergence result given in Theorem 3.1.
For fixed Q ∈ Q(ν), let (ζ, W, θ) be the canonical (or coordinate) process corresponding to Q. For i ≥ 1, recall that X θ,i = (X θ,i (t)) t∈[0,T ] and Z i = (Z i (t)) t∈[0,T ] solve the SDE (1)-(2) driven by (ζ, W, θ). Next, we introduce a new empirical measure-valued process given bŷ
The empirical processμ N = (μ N (t)) t∈[0,T ] can be viewed as the counterpart of µ N defined in (32) (which is in essence driven by (ζ N , W N , θ N ) sampled from Q N ∈ Q(ν)), but driven by (ζ, W, θ). We then define the law ofμ N as:Q
Using (65) and (66), we may rewrite the sampled objective functional J N (Q) in (9) as follows:
In the above express, the loss function is defined by L(e) = α|x − y| 2 where e = (ξ, y, z, x) ∈ E, ξ = (ε, γ, σ) ∈ O, and (y, z, x) ∈ R d+q+d . By applying Lemma 3.8 and Corollary 3.6, we immediately get the following result.
Lemma 3.9. Let assumptions (A ξ,f,ρ,φ ), (A Θ ) and (A ν ) hold. Then, the precompact sequence (Q N ) ∞ N =1 ⊂ P 2 (Ŝ) has a unique limit pointQ * ∈ P 2 (Ŝ) satisfying WŜ ,2 (Q N ,Q * ) → 0 as N → ∞.
Moreover, the limit pointQ * ∈ P 2 (Ŝ) can be explicitly characterized, as shown in the following lemma. Proof. The uniqueness of a solution of FPK equation (68) in the trajectory sense follows from Proposition 3.4. We next show the existence. For given (I * , θ) ∈ P 2 (E) × C m , consider the weak solution of the following parameterized SDE defined on a filtered probability space (Ω,F ,F = (F t ) t∈[0,T ] ,P) which supports a p-dimensional Brownian motionŴ = (Ŵ (t)) t∈[0,T ] , and r.v.s (Y (0), Z(0), X(0)) ∈ F 0 :
and (ξ, Y (0), Z(0), X(0)) admits the law given by I * with type vector ξ = (ε, γ, σ). It can then be verified that µ(t) :=P • ((ξ, Y (0)), Z ξ,I * (t), X ξ,I * ,θ (t)) −1 , for t ∈ [0, T ], satisfies Eq. (68).
Moreover, by Lemma 3.8, Q N • (µ N (0), θ N ) −1 ⇒ Q • (I * , θ) −1 as N → ∞. It follows from Theorem 3.1 that Q N := Q N • (µ N (0), θ N , µ N ) −1 →P • (μ 0 ,θ,μ) −1 in P 2 (P 2 (E) × C m ×Ŝ) for some probability space (Ω,F,P), whereP-a.s.,μ is the unique solution of FPK equation (36) with initial conditionμ(0) =μ 0 . Note that (μ 0 ,θ) has the law given by Q • (I * , θ) −1 . Then, from Gluing lemma, there exists a coupling (μ 0 ,θ,μ 1 ,μ 2 ) on some probability space (Ω,F ,P) such that P • (μ 0 ,θ,μ 1 ) −1 =P • (μ 0 ,θ,μ) −1 andP • (μ 0 ,θ,μ 2 ) −1 = Q • (I * , θ, µ * ) −1 . Recall here that, Q-a.s., µ * solves FPK equation (36) with initial condition µ * (0) = I * . Using a similar proof to that of Lemma 3.5, it follows that (μ 0 ,θ,μ) and (I * , θ, µ * ) are identical in law. Taking Q N = Q for all N ≥ 1, we have thatQ * = Q • (I * , θ, µ * ) −1 .
For a given Q ∈ Q(ν) and the unique limit pointQ * ∈ P 2 (Ŝ) in Lemma 3.10, we define
By Lemma A.2 in the Appendix, we then have that sup N ≥1 J N (Q) < +∞ for each Q ∈ Q(ν). We can then state the main result of this section:
Theorem 3.11. Let assumptions (A ξ,f,ρ,φ ), (A Θ ) and (A ν ) hold. Then, for any Q ∈ Q(ν),
where J N (Q) and J(Q) for Q ∈ Q(ν) are defined by (67) and (70) respectively.
Proof. The proof of the theorem relies on the application of Lemma 3.9. Let t ∈ [0, T ] and define L t (ϑ) := ϑ(t), L for all ϑ ∈Ŝ = C([0, T ]; P 2 (E)). First of all, it follows from (40) that
where e = (ξ, y, z, x) ∈ E with ξ = (ε, γ, σ) ∈ O and (y, z, x) ∈ R d+q+d . This yields the quadratic growth of L t on (Ŝ, dŜ ). Next, assume that (ϑ l ) l≥1 ⊂Ŝ satisfy ϑ l → ϑ on (Ŝ, dŜ ), as l → ∞. This implies that sup t∈[0,T ] W E,2 (ϑ l (t), ϑ(t)) → 0 as l → ∞. Using Theorem 7.12 of Villani (2003) , it follows that for any continuous function φ on E satisfying the quadratic growth, ϑ l (t), φ → ϑ(t), φ as l → ∞. Note that φ(e) := |x − y| 2 ≤ 2|e| 2 and hence L t (ϑ l ) → L t (ϑ) as l → ∞. Thus, we have shown that L t is continuous and satisfies the quadratic growth on (Ŝ, dŜ ). By Lemma 3.9, WŜ ,2 (Q N ,Q * ) → 0 as N → ∞. Again, by Theorem 7.12 of Villani (2003) , we conclude that
On the other hand, for ǫ > 0, using Jensen's inequality and Lemma A.2, we deduce the existence of a positive constant C ǫ,T which only depends on ǫ, T such that
This implies that, as R → ∞,
Then, by Vitali's convergence theorem together with (72) and (73), it follows that
The desired convergence then follows from (72) and (74), recalling the expressions of J N (Q) and J(Q) given, respectively, by (67) and (70).
Gamma-Convergence of Sampled Objective Functionals
In this section, we show the convergence relation between the minimizer of the sampled objective functional and the counterpart of the limiting objective functional for large sample. To establish this result mathematically, we prove the so-called Gamma-convergence of J N to J (recall that J N and J are defined, respectively, by (67) and (70)).
Before introducing the main result of this section, we first metrize the space Q(ν) ⊂ P 2 (Ω ∞ ) by taking the quadratic Wasserstein distance on Q(ν), i.e., for all Q,Q ∈ Q(ν),
where the set Π(Q,Q) of transportation plans is defined similarly to (A.2). In the above expression, the integrand d is defined by (12). Next, we give the main result of this section: 
where the minimum of J(Q) over Q ∈ Q(ν) exists. Moreover, if the minimizing sequence (Q N ) ∞ N =1 ⊂ Q(ν) (up to a subsequence) converges to some Q * ∈ Q(ν) in W Ω∞,2 , then Q * minimises J(Q) over Q ∈ Q(ν).
Proof. The proof of Theorem 4.1 requires proving (i) Gamma-convergence from J N to J, which is done in Proposition 4.2; and (ii) that the minimizing sequence of the sampled optimization problem (10) is precompact in W Ω∞,2 , which is done in Lemma 4.3.
We next define Gamma-convergence of the sequence of sampled objective functionals (J N ) ∞ N =1 on (Q(ν), W Ω∞,2 ) (see, e.g. DalMaso (1993)): (i) (lim inf inequality): For any Q ∈ Q(ν) and every sequence (Q N ) ∞ N =1 converging to Q in (Q(ν), W Ω∞,2 ), we have that lim inf N →∞ J N (Q N ) ≥ J(Q);
(ii) (lim sup inequality): For any Q ∈ Q(ν), there exists a sequence (Q N ) ∞ N =1 which converges to Q in (Q(ν), W Ω∞,2 ) (this sequence is said to be a Γ-realising sequence), such that lim sup N →∞ J N (Q N ) ≤ J(Q).
The following proposition shows that J N Gamma-converges to J as N → ∞. Proof. Let Q ∈ Q(ν) and takeQ N = Q for all N ≥ 1. Then, it follows from Theorem 3.11 that lim N →∞ J N (Q N ) = J(Q). Therefore, (Q N ) ∞ N =1 ⊂ Q(ν) is a Γ-realising sequence. Hence, the lim sup inequality in Definition 4.1 holds.
It remains to prove the lim inf inequality. For this purpose, let (Q N ) ∞ N =1 , Q ⊂ Q(ν) satisfy lim N →∞ W Ω∞,2 (Q N , Q) = 0, it follows from Lemma 3.10 that Q N = Q N • (µ (N ) (0), θ N , µ N ) −1 converges to Q • (I * , θ, µ * ) −1 in P 2 (P 2 (E) × C m ×Ŝ). The exact expression of (I * , µ * ) is given in Lemma 3.10. Recall the expression of Q N µ given in (37). Then Q N µ converges toQ * := Q • µ −1 * in P 2 (Ŝ), as N → ∞. Using similar arguments to those in the proof of Theorem 3.11, this leads to
We next make and then prove the following claim:
If ℓ = +∞, then (78) trivially holds. If ℓ < +∞ (note that ℓ ≥ 0 by the way it is defined), then passing to a subsequence (call it Q N again), we may assume that
Then, using Skorokhod's representation theorem, there exists a probability space (Ω * , F * , P * ), a sequence of
We next prove that (θ * N ′ ) ∞ N =1 is bounded in L 2 ((0, T ) × Ω * ; dt ⊗ dP * ). This can be derived using similar arguments to those employed to derive (29) in the proof of Theorem 2.1. For the sake of completeness, we provide the mathematical details here as well. For any φ ∈ D, define T N (φ) := (θ * N , φ ′ ). Let (φ l ) ∞ l=1 ⊂ D be dense in L 2 m . Then, for each N ≥ 1,
By Hahn-Banach theorem and Riesz representation theorem, there exists an L 2 m -valued r.v.θ * N such that T N (φ) = (θ * N , φ) for all φ ∈ L 2 m , P * -a.s. In particular, T N (φ) = (θ * N , φ ′ ) = (θ * N , φ) for any φ ∈ D. This yields that θ * N ∈ H 1 m , P * -a.s. It then follows from (79) that sup N ≥1
This shows that (θ * N ′ ) ∞ N =1 is bounded in L 2 ((0, T ) × Ω * ; dt ⊗ dP * ), and hence θ * N ′ (up to a subsequence) converges weakly to someθ * ∈ L 2 ((0, T ) × Ω * ; dt ⊗ dP * ) as N → ∞. As shown in Theorem 2.1, for any φ ∈ D and H ∈ L ∞ (Ω * ; P * ), by the weak convergence property
Thus, for any φ ∈ D, (θ * , φ ′ ) = −(θ * , φ), P * -a.s.. The separability of D implies that P * -a.s., (θ * , φ ′ ) = −(θ * , φ), for all φ ∈ D, i.e., θ * ′ =θ * , P * -a.s.. Similarly to the derivation of the estimates (29) and (81), we obtain that
Thus, the proof of (78) follows immediately from (80) and (82). Finally, note that
Then, the lim inf inequality in Definition 4.1 follows from (70), (77) and (78).
To conclude the proof of Theorem 4.1, it remains to study the relatively compactness of the minimizing sequence of the sampled optimization problem (10). As shown in Theorem 2.1 of Section 2.1, for each N ≥ 1 there exists a relaxed solution Q N ∈ Q(ν) such that J N (Q N ) = inf Q∈Q(ν) J N (Q). We will prove below that such a sequence (Q N ) ∞ N =1 is precompact under the quadratic Wasserstein distance W Ω∞,2 .
Lemma 4.3. Let assumptions (A ξ,f,ρ,φ ) and (A Θ ) hold. Then, the above minimizing sequence
Proof. Lemma A.2 implies that sup N ≥1 J N (Q) ≤ ℓ for some ℓ > 0. Together with Theorem 2.1, this implies the existence of a constant ℓ > 0 and some Q ∈ Q(ν) such that
Therefore, it follows that
Let X N = (ζ N , W N , θ N ) be the canonical process corresponding to Q N . Using similar arguments to those in the proof of Theorem 2.1, d) is Polish. Then, by Prokhov's theorem, there exists a Q * ∈ P(Ω ∞ ) such that the minimizing sequence (Q N ) ∞ N =1 , up to a subsequence, converges to Q * under weak topology. Using Skorokhod representation theorem, there exists a probability space (Ω * , F * , P * ),
= X N , and X * = (ζ * , W * , θ * ) with P * • (X * ) −1 = Q * such that, P * -a.s., as N → ∞,
Further, we obtain that (i): for N ≥ 1, θ * N ∈ H 1 m P * -a.s. and hence P * • (X * N ) −1 ∈ P(Ω ∞ ); (ii): Q * = P * • (X * ) −1 ∈ P(Ω ∞ ), and hence Q * ∈ Q(ν). To prove that Q N converges to Q * as N → ∞ in W Ω∞,2 , using Definition 6.8 and Theorem 6.9 in Villani (2009) , it is suffices to prove that lim N →∞ Ω∞ d 2 ((γ, w, ϑ), (γ,ŵ,θ))Q N (d(γ, w, ϑ)) = Ω∞ d 2 ((γ, w, ϑ), (γ,ŵ,θ))Q * (d(γ, w, ϑ) ), (84) for some (γ,ŵ,θ) ∈ Ω ∞ . First, note that Q N = P * • (X * N ) −1 . Then, for all N ≥ 1, it holds that
Observing that, for any N ≥ 1, (ζ * N , W * N ) and (ζ * , W * ) are identically distributed in terms of Definition (i) and (ii) of 2.1, it follows that (d 2 1 (ζ * N ,γ) + d 2 2 (W * N ,ŵ)) ∞ N =1 is uniformly integrable. Using the assumption (A Θ ), we deduce that (d 2 3 (θ * N ,θ)) ∞ N =1 , is also uniformly integrable. Then, it follows from (83) and Vitali's convergence theorem that lim N →∞ Ω∞ d 2 ((γ, w, ϑ), (γ,ŵ,θ))Q N (d(γ, w, ϑ) w, ϑ) , (γ,ŵ,θ))Q * (d(γ, w, ϑ) ), which yields (84). This completes the proof of the lemma.
A Some Auxiliary Results
In this section we provide a miscellaneous of auxiliary results with the corresponding technical proofs that are used to derive the results in the main body of of the paper.
Lemma A.1. Let the conditions (ii)-(iv) in the assumption (A ξ,f,ρ,φ ) hold. Assume that (X i (0), Z i (0)) is square-integrable. Then, for any F-adapted process θ = (θ(t)) t∈[0,T ] satisfying θ ∈ L 2 ((0, T ) × Ω; R m ), there exists a unique F-adapted (continuous) solution (X θ,i ,
Proof. For notational convenience, we abandon the superscript i in this proof. Let p ≥ 1. For any µ, ν ∈ P p (R d ), the Wasserstein metric of order p is defined as: We may then rewrite Eq. (1) in the following abstract form:
dX θ (t) = F ρ (t, θ(t), Z(t), X θ (t), µ(t))dt + εdW (t).
Here, for (t, θ, z, x, µ) ∈ [0, T ]×R m ×R q ×R d ×P 2 (R d ), the function F ρ (t, θ, z, x, µ) := f (t, θ, z, x, µ, ρ ).
Using the assumption (A ξ,f,ρ,φ )-(iii), it holds that, for all (t, θ, z) ∈ [0, T ] × R m × R q , and (x, µ), (y, ν) ∈ R d × P 2 (R d ), By noting that µ, ν ∈ P 2 (R d ) ⊂ P 1 (R d ), it follows from Kantorovich-Rubinstein duality that
i.e., sup runs over all Lipschitz continuous functions ψ : R d → R whose Lipschitz coefficients are all less than 1. Then, using the Hölder inequality and the assumption (A ξ,f,ρ,φ )-(iv), we arrive that
Therefore, it holds that, for all (t, θ, z) ∈ [0, T ] × R m × R q and (x, µ), (y, ν) ∈ R d × P 2 (R d ), In other words, the dynamical function F ρ (t, θ, z, x, µ) is Lipschitz continuous in (x, µ) ∈ R d × P 2 (R d ) uniformly on (t, θ, z). Then, we conclude that there exists a unique F-adapted (continuous) solution X θ of Eq. (1) which satisfies E[ X θ 2 T ] < +∞ (see, e.g., Carmona and Delarue (2015) ).
Lemma A.2. Let assumptions (A ξ,f,ρ,φ ) and (A Θ ) hold. Then, for all p ≥ 1, there exists a positive constant C p which is independent of N such that,
Proof. Let C p > 0 be a constant independent of N which may be different from line to line. Then, it follows from the assumption (A ξ,f,ρ,φ ) that, for all t ∈ [0, T ],
Note that, by Jensen's inequality, it holds that, for all p ≥ 1,
Doob's maximal inequality implies that
Using the boundedness of Θ given in (A Θ ), it holds that where, for t ∈ [0, T ],
Note that (W 1 N , . . . , W N N ) are independent Wiener processes under Q N and the test function ϕ ∈ D. Then, there exists a positive constant C which is independent of N such that lim N →∞
This proves the lemma.
Proof of Lemma 3.2. In view of (33) and Chebyshev's inequality, it follows that sup N ≥1
By the assumption (A ξ,f,ρ,φ )-(i) and noting that ζ i ∈ Ξ K for all i ≥ 1, the limit (38) follows from (A.7) and Lemma A.2. On the other hand, using the representation of the empirical measure given by (32), it holds that, for s, t ∈ [0, T ],
Then, it follows from Chebyshev's inequality that sup N ≥1 Q N ϑ ∈Ŝ; sup |t−s|≤δ W E,2 (ϑ(t), ϑ(s)) > ε
Using the assumptions (A ξ,f,ρ,φ ), Lemma A.2 with the assumption (A Θ ), and the estimate (A.7), there exists a positive constant C which is independent of N such that sup N ≥1
where, for δ > 0, we have defined that Υ(δ) := sup N ≥1
(A.9)
Note that (W 1 N , . . . , W N N ) are independent Wiener processes under Q N and hence Doob's maximal inequality implies that
This gives that Υ(δ) → 0 as δ → 0. Hence, the limit (39) follows from (A.8).
