A theoretical strategy is presented that can derive the algorithms of several existing ghost correction methods. The examples of the positivity method and the "GHOST" method are elaborated. A new method is derived as well: the "exponential" method. It can successfully replace the quadratic method as a method that yields an exactly non-negative complete C.O.D.F. from pole figure data. The theoretical scheme that can generate all these algorithms makes use of the fact, that several parameter sets can be defined in order to describe a C.O.D.F. The parameters of one set are then functions of those of the other. The algorithms are derived from Taylor series expansions of these functions.
INTRODUCTION
According to the series expansion method (Bunge, 1982) (1) f(g) Z Cr"Tr"(g) (1) l=0 u=l v=l g represents the crystallite orientation. The series expansion takes even and odd values of l. L is the maximum degree of the series expansion. It is finite in practical calculations. This sets a limit to the angular resolution of the series expansion. The C" depend on the texture; if they are known, the C.O.D.F. is known.
By X-ray diffraction or neutron diffraction, it is possible to measure the pole density of certain {hkl} lattice planes as a function of the direction of the normals on these planes. This leads to a density function on an orientation sphere, which can be graphically represented in a stereographic projection called "pole figure.,' (Bunge, 1982) . Unfortunately, the F'-coefficients for odd values of are zero because of the centro-symmetry mentioned above. This means in practice that the pole figures are independent of the C'-coefficients of odd rank I. Thus, the solution of the system of linear equations (called "classical pole figure inversion" hereafter) only leads to the values of the even C'-coefficients, the odd ones remaining unknown.
There is one property that still allows to estimate these odd C'-coefficients in case of sufficiently sharp textures, namely: f It is the purpose of this paper to present a fairly general method for constructing algorithms that can be used to develop ghost correcting procedures (i.e., methods based on Eq. (2) to estimate the odd C'-coefficients). First it will be used to derive two similar methods: the "positivity method" proposed by Dahms and Bunge (1988) and the "GHOST" method used by Van Houtte (1983) to find an initial guess for starting the iteration of the quadratic method. Then a new method called "exponential method" will be described. As in the quadratic method (Van Houtte, 1983) , it generates a texture function that is strictly non-negative. The even C'-coefficients that are associated to this non-negative texture function should be as close to the even C ' obtained from the classical pole figure inversion as possible.
From a practical point of view, the quadratic method and the exponential method lead to similar results. It is however much easier to write a computer code for the exponential method than for the quadratic method. The (1) in which takes even values only). Equation (1) can now be rewritten as:
in which g are the crystal orientations at the grid points in Euler space, j corresponds to a particular combination of l, /, v.
The following formula is given by Bunge (1982) :
The integral can be evaluated in a discrete way: 
from which the partial derivative that is needed in the algorithm is derived:
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The Algorithm
The initial estimate Yoj of the odd C'-coefficients is zero. Equation (8) (15) shows, that the (Yl-Yo) are the odd C'-coefficients of a texture function which is equal to -fo(g) in the range Z_ and zero outside it. In the case that c is zero, such texture function precisely is the "correction term" n)f(g) proposed by Dahms and Bunge (1988) in this paper) when they describe their "positivity method". Because of this, the algorithm described here is at least theoretically identical to the algorithm of the positivity method in the case a 0. 
In this expression, the values C ' of the even C-coefficients obtained after t The positivity method would do just as well.
: While evaluating this expression in a computer code, some precaution should be taken against exponent underflow or overflow. One method is to set an artificial lower limit such as -23 to Y0j, and to replace the exponential [exp (-yoj) ] by a function with a more moderate behaviour such as [0.1 + exp(yo)] -. classical pole figure inversion are used for xi, (i 1, n 1), so these terms do not vanish in Eq. (27). For lack of better knowledge, the current estimates Xoi of the odd C-coefficients are used for xi, (i nl + 1, n). The Figure 3 . Figure 4 gives the result of 4 iteration steps of the "exponential" method. Figure 4 is less sharp than that of Figure 2 . This is partly due to the fact, that the recalculated pole figures used Table 1 Some Figure 3 to Figure 4 ) took 30 minutes on a personal computer (AT-386 and 80387-coprocessor, memory with 1 wait state), for 4 iteration steps and with L 34. This is 2.5 times longer than for L 22. These durations are about three times shorter than those required for the quadratic method (Van Houtte, 1983) .
No particular problems have been encountered during application of the exponential method on a large number of steel, copper and aluminium samples.
CONCLUDING REMARKS
A theoretical strategy has been developed that can derive the algorithms of several existing ghost correction methods. The examples of the positivity method (Dahms and Bunge, 1988) and the GHOST method (see appendix 2 in the paper by Van Houtte (1983)) have been presented. The study is not only of theoretical interest, since it has also been used to derive the algorithm of the exponential method which can find a complete C.O.D.F. which is exactly non-negative. The exponential method needs the result of the positivity or the GHOST method as first guess. When compared to the quadratic method (Van Houtte, 1983) , the exponential method is more accurate, faster and incomparably easier to implement in a computer code.
Finally it is worthwhile to note that it only proved possible to apply the new scheme for algorithm generation thanks to the fact that the series expansion method (Bunge, 1982) offers convenient formulas for Xi(yj) and the partial derivatives of Y.(xi) in all cases studied above.
