Irreversible conversion of graphs  by Centeno, Carmen C. et al.
Theoretical Computer Science 412 (2011) 3693–3700
Contents lists available at ScienceDirect
Theoretical Computer Science
journal homepage: www.elsevier.com/locate/tcs
Irreversible conversion of graphs
Carmen C. Centeno a, Mitre C. Dourado a, Lucia Draque Penso b, Dieter Rautenbach b,∗,
Jayme L. Szwarcfiter a
a Instituto de Matemática, NCE, and COPPE, Universidade Federal do Rio de Janeiro, Rio de Janeiro, RJ, Brazil
b Institut für Optimierung und Operations Research, Universität Ulm, D-89069 Ulm, Germany
a r t i c l e i n f o
Article history:
Received 28 April 2010
Received in revised form 24 February 2011
Accepted 29 March 2011
Communicated by D. Peleg
Keywords:
Irreversible threshold process
Local majority process
Fault propagation
Spread of disease
Dynamic monopoly
Catastrophic fault pattern
a b s t r a c t
Given a graph G, a function f : V (G)→ Z, and an initial 0/1-vertex-labelling c1 : V (G)→
{0, 1}, we study an iterative 0/1-vertex-labelling process on G where in each round every
vertex v never changes its label from 1 to 0, and changes its label from 0 to 1 if at least
f (v) neighbours have label 1. Such processes model opinion/disease spreading or fault
propagation and have been studied under names such as irreversible threshold/majority
processes in a large variety of contexts. Our contributions concern computational aspects
related to the minimum cardinality irrf (G) of sets of vertices with initial label 1 such that
during the process on G all vertices eventually change their label to 1. Such sets are known
as irreversible conversion sets, dynamic irreversible monopolies, or catastrophic fault
patterns. Answering a question posed by Dreyer and Roberts [P.A. Dreyer Jr., F.S. Roberts,
Irreversible k-threshold processes: graph-theoretical threshold models of the spread of
disease and of opinion, Discrete Appl. Math. 157 (2009) 1615–1627], we prove a hardness
result for irrf (G) where f (v) = 2 for every v ∈ V (G). Furthermore, we describe a general
reduction principle for irrf (G), which leads to efficient algorithms for graphs with simply
structured blocks such as trees and chordal graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We study iterative 0/1-vertex-labelling processes on finite, simple, and undirected graphs. Such processes model
conversion problems and occur in a variety of distinct areas such as social influence [12,17,27], neural networks [14],
gene expression networks [16], immune systems [1], cellular automata [3], percolation [4], marketing strategies [8,17],
and especially in distributed computing [10,11,15,19,22,25]. As an example motivated by marketing strategies, consider
a graph modelling the social interaction of individuals. The behaviour of each individual is influenced by its immediate
neighbours: if a certain threshold of neighbours of some individual purchases a certain product, then the individual will
also do so. The threshold values might be distinct, which reflects distinct degrees of individualism/resistance. A company
that wants to sell its product efficiently might like to identify a small group of individuals such that, by giving the product
for free to the members of this group, the social influence will eventually convince everybody to buy the product. Whether
or not an individual has already bought the product can be modelled by a 0/1-labelling of the vertices of the graph, and the
propagation can be modelled by a sequence of such 0/1-labellings whose evolution is governed by a threshold function.
With the ever more pervasive use of the Internet, more and more data that is needed to determine the influence graph and
the threshold values is available for commercial (ab)use.
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Formally, given a graphG, a process onG is an infinite sequenceP = (ct)t∈N = (c1, c2, . . .)of labellings ct : V (G)→ {0, 1}
of its vertices with the two labels 0 and 1. We consider processes P = (ct)t∈N such that, for every t ∈ N, the labelling ct+1
is obtained from the labelling ct by applying a certain rule, which depends on individual threshold values of the vertices.
Given a graph G, a threshold function f : V (G) → Z, and a labelling c : V (G) → {0, 1}, let IRRf (c) be the unique labelling
c ′ : V (G)→ {0, 1} of G that satisfies
∀ v ∈ V (G) : (c(v) = 1 ∨ |{u ∈ NG(v) | c(u) = 1}| ≥ f (v))⇔ c ′(v) = 1 .
In IRRf (c), a vertex v has label 1 if and only if it has label 1 in c or at least f (v) neighbours of v have label 1 in c . IfP = (ct)t∈N
is a process onG and ct+1 = IRRf (ct) for every t ∈ N, thenwe callP an IRRf -process on G. Clearly, such processes are uniquely
determined by G, f , and c1. Whenever f : V (G) → Z is such that f (v) = k for every v ∈ V (G), we replace the subscript f
simply by k. For a function g : D → N and a set X ⊆ D, let g(X) =∑x∈X g(x).
A processP = (ct)t∈N on some graph G converges to 1 if there is some t0 ∈ N such that ct(v) = 1 for every v ∈ V (G) and
every t ∈ Nwith t ≥ t0. In this paper, we are mainly interested in theminimum number of vertices of label 1 that result in a
process that converges to 1. Therefore, let irrf (G) denote theminimum value of c1(V (G)) for some IRRf -processP = (ct)t∈N
on G that converges to 1. Since G, f , and c−11 (1) completely determine some IRRf -process P = (ct)t∈N on some graph G, we
call P the IRRf -process of c−11 (1) on G. Furthermore, if P = (ct)t∈N converges to 1, then c−11 (1) is called an IRRf -conversion
set of G.
IRRf -processes are irreversible in the sense that vertices whose label is 1 will never change their label to 0. An IRRf -
process on a graph Gmodels the spread of something like a virus, a fashion, or a permanent fault. The irreversible k-threshold
processes considered by Dreyer and Roberts [9] coincide exactly with IRRk-processes. IRR2-processes have been studied
in great detail under the name of bootstrap percolation [2,4,5,28,29] in random models motivated by statistical physics.
Certain IRRf -processes and many of their natural variants have been proposed under names such as local majority processes
or iterative polling processes in distributed computing [15,19,23,25,26] in order to model problems related to agreement
and consensus, system-level diagnosis, distributed database management, quorum systems, self-stabilization, and local
mending. Conversion sets and the parameter irrf (G) are closely related to dynamic irreversible monopolies and catastrophic
fault patterns [6,7,9–11,18,20,21,24–26].
Our contributions concern computational aspects related to this parameter. We prove an NP-completeness result for
irr2(G), which answers a question posed by Dreyer and Roberts [9]. Furthermore, we describe a general reduction principle
for irrf (G), which leads to efficient algorithms for graphs with simply structured blocks such as trees and chordal graphs.
Finally, we show by an explicit example that the algorithm presented in [9] computing irr2(G) for trees does not work
correctly.
2. IRRf -processes
Before we proceed to our main contributions in this section, we collect some simple observations. By definition, IRRf -
processes appear to be essentially synchronous. Part (i) of Proposition 1 implies that IRRf -processes are in fact equivalent to
asynchronous update processes. Part (ii) of Proposition 1 captures a natural monotonicity property of IRRf -processes, and
part (iii) of Proposition 1 describes a useful property of conversion sets.
Proposition 1. Let G be a graph and let f : V (G)→ Z be a function.
(i) irrf (G) equals the minimum c ≥ 0 such that there is an ordering v1, v2, . . . , vn of the vertices of G that satisfies
|NG(vi) ∩ {v1, v2, . . . , vi−1}| ≥ f (vi) for every i ≥ c + 1.
(ii) If P = (ct)t∈N and Q = (dt)t∈N are IRRf -processes on G and c−11 (1) ⊆ d−11 (1), then c−1t (1) ⊆ d−1t (1) for every t ∈ N.
Furthermore, if P converges to 1, thenQ converges to 1.
(iii) If U ⊆ V (G) is such that |NG(v) \ U| < f (v) for every v ∈ U, then every IRRf -conversion set (Rf -conversion set) intersects
U.
Proof. (i) Let P = (ct)t∈N be an IRRf -process on G that converges to 1. Let c = c1(V (G)). Let V1 = c−11 (1) and, for every
t ∈ N with t ≥ 2, let Vt = c−1t (1) \ c−1t−1(1). An ordering of the vertices of G such that u ∈ Vi and v ∈ Vj for some i < j
implies that u comes before v in the ordering satisfies the desired property. Conversely, if the ordering v1, v2, . . . , vn is
as in (i), then the IRRf -process of {v1, v2, . . . , vc} on G converges to 1. In fact, a simple inductive argument shows that
ci+1(vc+i) = 1 for every 1 ≤ i ≤ n− c .
(ii) Clearly, c−11 (1) ⊆ d−11 (1) implies that c−12 (1) ⊆ d−12 (1), and the desired statement follows from a simple inductive
argument.
(iii) This follows immediately from the definition. 
2.1. The complexity of irrf (G)
In this subsection, we consider the following decision problem.
IRRk-Conversion Set
Instance: A graph G and an integer c ≥ 0.
Question: Is irrk(G) ≤ c?
C.C. Centeno et al. / Theoretical Computer Science 412 (2011) 3693–3700 3695
Fig. 1. The variable gadget G(xi).
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Fig. 2. The clause gadget G(Cj1 ) for Cj1 = xi1 ∨ x¯i2 ∨ xi3 , where each of xi1 and x¯i2 appears in exactly two clauses of C and xi3 appears in exactly one clause
of C.
It is easy to see that IRRk-Conversion Set lies in NP. In fact, ifP = (ct)t∈N is an IRRf -process on some graph G that converges
to 1 and satisfies c1(V (G)) ≤ c , then, for every t ∈ N, either c−1t (1) is a proper subset of c−1t+1(1) or ct = cs for every s ∈ N
with s ≥ t . Therefore, c1 is a certificate for the inequality irrk(G) ≤ c , which is polynomially bounded and whose validity
can be checked in polynomial time. For a better estimate, see [9].
Note that a set of vertices is an IRR1-conversion set of some graph if and only if it contains a vertex from each connected
component of the graph, i.e., IRR1-Conversion Set is easy. Dreyer and Roberts [9] prove the NP-completeness of IRRk-
Conversion Set for every k ≥ 3. They use the simple observation that, for a connected k-regular graph G, a set of vertices is
an IRRk-conversion set of G if and only if its complement is an independent set of G. Therefore the NP-completeness follows
from the NP-completeness of Independent Set [13] for k-regular graphs for every k ≥ 3. Dreyer and Roberts explicitly
mention the complexity of IRR2-Conversion Set as an open problem (see Question 2 in Section 5 of [9]), which we solve
with our next result. They relate special IRRk-processes to a static optimization problem, and hence eliminate their dynamic
character. Similarly, the hardness results presented by Kempe et al. [17] heavily rely on relating the convergence of the
considered processes to static reachability problems, which is only possible within the random model they consider. In
contrast to that, the proof of Theorem 2 clearly displays the dynamic behaviour of the processes.
Theorem 2. IRR2-Conversion Set is NP-complete.
Proof. As noted above, IRR2-Conversion Set is in NP. In order to complete the proof, we describe a reduction from
Satisfiability. LetC be an instance of Satisfiability that uses the boolean variables x1, x2, . . . , xn and consists of the clauses
C1, C2, . . . , Cm such that, for every 1 ≤ i ≤ n, at most three clauses of C contain either xi or x¯i, and, for every 1 ≤ j ≤ m,
the clause Cj contains at most three literals. Note that the restriction of Satisfiability to such instances is still NP-complete
(cf. [LO1] in [13]). Clearly, we may additionally assume that, for every 1 ≤ i ≤ n, some clause of C contains xi and some
clause of C contains x¯i. Consequently, for every 1 ≤ i ≤ n, each of the two literals xi and x¯i is contained in exactly one or
two of the clauses of C.
We construct a graph G and specify some integer c such that the encoding length of (G, c) is polynomial in n andm, and
C is satisfiable if and only if irr2(G) ≤ c.
For every 1 ≤ i ≤ n, we add to G a variable gadget G(xi), as in Fig. 1. The vertex set of G(xi) is the disjoint union of two
sets Xi and X i, each containing 10 vertices, and a set {xi(j) | 1 ≤ j ≤ 6} ∪ {xi(j) | 1 ≤ j ≤ 6} of 12 further vertices. Note
that Xi contains a vertex denoted xi(0) and that X i contains a vertex denoted xi(0). The two subgraphs induced by Xi and X i
arise from a complete bipartite graph K2,8 by adding an edge between the two vertices of degree 8. In Xi and X i, two special
vertices xi(0) and xi(0) are specified, as shown in Fig. 1. The remaining adjacencies are obvious from Fig. 1.
For every 1 ≤ j ≤ m, we add to G a clause gadget G(Cj), which is a complete bipartite graph. The first partite set of G(Cj)
consists of the two vertices Cj(1) and Cj(2). For every literal x that occurs in Cj and is contained in exactly one clause of C,
the second partite set of G(Cj) contains two vertices Cj(x, 1) and Cj(x, 2), and we add to G the six edges
x(1)Cj(1), x(2)Cj(1), x(3)Cj(2), x(4)Cj(2), x(5)Cj(x, 1), x(5)Cj(x, 2).
Similarly, for every literal x that occurs in Cj and is contained in exactly two clauses of C, the second partite set of G(Cj)
contains one vertex Cj(x, 1), and we add to G the five edges
x(1)Cj(1), x(2)Cj(1), x(3)Cj(2), x(4)Cj(2), x(5)Cj(x, 1).
See Fig. 2 for an illustration. This completes the description of G.
Finally, let c = 3n.
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First, we assume that C is satisfiable, and consider a satisfying truth assignmentA. Let the set S1 contain all vertices of G
that have degree 1. Furthermore, for every literal x that is true inA, let S1 contain the vertex x(0). Note thatwe have specified
exactly 3n elements of S1. Let P = (ct)t∈N be the IRR2-process of S1 on G. Let S = t∈N c−1t (1). If, for some 1 ≤ i ≤ n, xi
is true in A, then {xi(0), xi(6)} ⊆ S1 implies that Xi ∪ {xi(1), xi(2), xi(3), xi(4)} ⊆ S. Similarly, if, for some 1 ≤ i ≤ n, xi is
false in A, then {x¯i(0), x¯i(6)} ∈ S1 implies that X¯i ∪ {x¯i(1), x¯i(2), x¯i(3), x¯i(4)} ⊆ S. Since, for every 1 ≤ j ≤ m, Cj contains
a true literal, we have V (G(Cj)) ⊆ S. Since, for every 1 ≤ i ≤ n, each of xi(5) and x¯i(5) has exactly two neighbours that
lie in clause gadgets, we obtain xi(5), x¯i(5) ∈ S. Finally, for every 1 ≤ i ≤ n, {xi(5), x¯i(5), xi(6), x¯i(6)} ⊆ S together with
{xi(0), x¯i(0)} ∩ S ≠ ∅ implies that V (G(xi)) ⊆ S. This implies that P converges to 1, and hence irr2(G) ≤ |S1| = 3n.
For the converse, we assume thatP = (ct)t∈N is the IRR2-process of some set S1 onG such that |S1| ≤ 3n andP converges
to 1. Clearly, S1 contains all 2n vertices of degree 1 in G. Furthermore, for every 1 ≤ i ≤ n, every vertex in Xi ∪ X¯i has at
most one neighbour in V (G) \ (Xi ∪ X¯i), which, by Proposition 1(iii), implies that S1 ∩

Xi ∪ X¯i
 ≠ ∅. Since this already yields
3n distinct vertices, we obtain that S1 consists of all vertices of degree 1 in G, and exactly one vertex from Xi ∪ X¯i for every
1 ≤ i ≤ n. This defines a truth assignmentA in which xi is set true if and only if S1 contains a vertex in Xi for 1 ≤ i ≤ n. For
contradiction, we assume that the clause Cj for some 1 ≤ j ≤ m is not satisfied inA. Let
X = V (G(Cj)) ∪

xi in Cj
({xi(j) | 1 ≤ j ≤ 5} ∪ Xi) ∪

x¯i in Cj
({x¯i(j) | 1 ≤ j ≤ 5} ∪ X¯i).
By construction, every vertex in X has at most one neighbour in V (G) \ X . Since X ∩ S1 = ∅, Proposition 1(iii) implies a
contradiction to the convergence of P , which completes the proof. 
2.2. A reduction principle for irrf (G)
In this subsection, we consider the optimization version of IRRk-Conversion Set.
Minimum IRR-Conversion Set
Instance: A connected graph G and a function f : V (G)→ Z.
Task: Determine an IRRf -conversion set C of Gwith |C | = irrf (G).
We present an approach reducing this problem to the blocks of the instance graph, which is based on the following lemma.
Recall that a block of a graph G is a maximal subgraph of G without a cutvertex, and that every graph G has an endblock,
which is a block of G containing at most one cutvertex of G. If P = (ct)t∈N is the IRRf -process of some set C on some graph
G, then we say that C IRRf -converts all vertices in

t∈N c
−1
t (1).
Lemma 3. Let G be a graph that is not 2-connected and let f : V (G) → Z be a function. Let B be an endblock of G and let u be
the unique cutvertex of G in B. Let G′ = G− (V (B) \ {u}). Let cB = irrf |V (B)(B).
(i) If there is no IRRf |V (B)-conversion set CB of B with u ∈ CB and |CB| = cB, then
irrf (G) = irrf ′(G′)+ cB,
where f ′ : V (G′)→ Z is such that
f ′(x) =

0, x = u,
f (x), x ∈ V (G′) \ {u}.
Furthermore, if C ′ is an IRRf ′-conversion set of G′ and CB is an IRRf |V (B)-conversion set CB of B, then C
′∪CB is an IRRf -conversion
set of G.
(ii) If CB is an IRRf |V (B)-conversion set of B with u ∈ CB and |CB| = cB such that, among all such sets, CB is chosen such that CB \{u}
IRRf |V (B)-converts the maximum possible number dB of neighbours of u in B, then
irrf (G) = irrf ′′(G′)+ (cB − 1),
where f ′′ : V (G′)→ Z is such that
f ′′(x) =

f (x)− dB, x = u,
f (x), x ∈ V (G′) \ {u}.
Furthermore, if C ′′ is an IRRf ′′-conversion set of G′, then C ′′ ∪ (CB \ {u}) is an IRRf -conversion set of G.
Proof. (i) Let C be an IRRf -conversion set of G. Since (C ∩ V (B)) ∪ {u} is an IRRf |V (B)-conversion set of B, the hypothesis of
(i) implies that C contains at least cB vertices in V (B) \ {u}. Since C \ (V (B) \ {u}) is an IRRf ′-conversion set of G′, we obtain
irrf (G) ≥ irrf ′(G′)+ cB.
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If C ′ is IRRf ′-conversion set of G′ and CB is an IRRf |V (B)-conversion set CB of B, then C
′ ∪ CB is clearly an IRRf -conversion set
of G. This implies that irrf (G) ≤ irrf ′(G′)+ cB, which completes the proof of (i).
(ii) Let C be an IRRf -conversion set of G with |C | = irrf (G). Since (C ∩ V (B)) ∪ {u} is an IRRf |V (B)-conversion set of B, the
definition of cB implies that C contains at least cB − 1 vertices in V (B) \ {u}. If C contains at least cB vertices in V (B) \ {u},
then (C \ (V (B) \ {u})) ∪ {u} is an IRRf ′′-conversion set of G′ of order at most irrf (G)− (cB − 1). If C contains exactly cB − 1
vertices in V (B) \ {u}, then C˜B = (C ∩ (V (B) \ {u})) ∪ {u} is an IRRf |V (B)-conversion set of B with u ∈ C˜B and |C˜B| = cB. By
the definition of dB, C˜B \ {u} IRRf |V (B)-converts at most dB neighbours of u in B. Let C ′′ = C \ (V (B) \ {u}). If u ∈ C ′′, then C ′′
is clearly an IRRf ′′-conversion set of G′. If u ∉ C ′′, then the definitions of dB and f ′′ as well as the above remark concerning
C˜B \ {u} imply that C ′′ is also an IRRf ′′-conversion set of G′ in this case. Note that the order of C ′′ is at most irrf (G)− (cB− 1).
Altogether, we obtain irrf (G) ≥ irrf ′′(G′)+ (cB − 1).
If C ′′ is an IRRf ′′-conversion set of G′, then, by the choice of CB and the definition of dB, C ′′∪(CB \{u}) is an IRRf -conversion
set of G. This implies that irrf (G) ≤ irrf ′′(G′)+ (cB − 1), which completes the proof of (ii). 
Input: A connected G and a function f : V (G)→ Z.
Output: An IRRf -conversion set C of Gwith |C | = irrf (G).
procedure IRR-convert(G, f );1
begin2
if G is 2-connected then3
determine a smallest IRRf -conversion set C of G;4
return C;5
end6
let B, u, and G′ be as in Lemma 3;7
determine cB = irrf |V (B)(B);8
if there is no IRRf |V (B)-conversion set CB of B with u ∈ CB and |CB| = cB then9
let f ′ be as in (i) of Lemma 3;10
let C ′ = IRR-convert(G′, f ′);11
determine a smallest IRRf |V (B)-conversion set CB of B;12
return C ′ ∪ CB;13
end14
if there is some IRRf |V (B)-conversion set CB of B with u ∈ CB and |CB| = cB then15
let f ′′ be as in (ii) of Lemma 3;16
let C ′′ = IRR-convert(G′, f ′′);17
determine dB as in (ii) of Lemma 3;18
determine a smallest IRRf |V (B)-conversion set CB of B such that u ∈ CB and CB \ {u} IRRf |V (B)-converts dB of19
neighbours of u in B;
return C ′ ∪ (CB \ {u});20
end21
end22
Algorithm 1: IRR-convert(G, f ).
Lemma 3 immediately implies the following.
Theorem 4. The procedure IRR-convert displayed in Algorithm 1 correctly solves the Minimum IRR-Conversion Set
problem.
In order to obtain a polynomial-time algorithm based on IRR-convert, it is sufficient to have polynomial-time
algorithms to test the conditions in lines 1 and 1 and to perform the tasks in lines 1, 1, 1, 1, and 1 of IRR-convert. Note
that all these conditions and tasks refer to the blocks of G. This immediately implies the following.
Corollary 5. For n0 ∈ N, there is a linear-time algorithm that solvesMinimum IRR-Conversion Set restricted to instances (G, f )
such that all blocks of G have order at most n0.
Proof. Clearly, the conditions in lines 1 and 1 of IRR-convert can be checked in constant time and the tasks in lines 1, 1,
1, 1, and 1 of IRR-convert can be performed in constant time, because the block size is bounded by a constant. Since the
block structure of G can be determined in linear time, the overall running time is linear. 
Note that Corollary 5 for n0 = 2 yields a linear-time algorithm for forests.
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Fig. 3. The tree Tk .
Proposition 6. Let G be a 2-connected chordal graph.
(i) If x and y are two distinct vertices of G with distance distG(x, y) ≤ 2, then {x, y} is an IRR2-conversion set of G.
(ii) If f : V (G)→ Z is such that f (v) ≤ 2 for every v ∈ V (G), then irrf (G) ≤ 2.
Proof. (i) Let P = (ct)t∈N be the IRR2-process of {x, y} on G and let U = t∈N c−1t (1). Clearly, U contains all vertices
on shortest paths between x and y, and G[U] is connected. For contradiction, we assume that U ≠ V (G). This implies the
existence of an edge uv ∈ E(G)with u ∈ V (G)\U and v ∈ U . Since G is 2-connected, there are two internally vertex-disjoint
paths between u and a vertex in U \ {v}. This implies the existence of a path P : v1v2 . . . vl in G with l ≥ 3, v1, vl ∈ U , and
v2, . . . , vl−1 ∈ V (G) \ U . Choosing P such that l is minimum possible, the chordality of G implies that l = 3, which implies
the contradiction v2 ∈ U . This completes the proof of (i).
(ii) follows immediately from (i). 
Theorem 4 and Proposition 6 immediately imply the following.
Corollary 7. There is a quadratic-time algorithm that solves Minimum IRR-Conversion Set restricted to instances (G, f ) such
that G is chordal and f (v) ≤ 2 for every v ∈ V (G).
Proof. By Proposition 6, the conditions in lines 1 and 1 of IRR-convert and the tasks in lines 1, 1, 1, 1, and 1 of
IRR-convert can be checked and performed by considering quadratically many sets of at most two vertices. 
There are other classes of graphs which allow efficient algorithms for Minimum IRR-Conversion Set. For fixed k ≥ 0, for
instance, the following lemma yields an efficient algorithm that calculates irrk(G) for cographs. Recall that the join of two
disjoint graphs G1 and G2 arises from the disjoint union of G1 and G2 by adding all edges between V (G1) and V (G2).
Lemma 8. Let k ∈ N0. Let G be a graph that is the join of two graphs G1 and G2. Let K1, K2, . . . , Kl denote the components of G2.
(i) If |V (G1)|, |V (G2)| ≥ k, then irrk(G) = k.
(ii) If k1 = |V (G1)| < k and |V (G2)| ≥ k, then
irrk(G) = max

k, irrk−k1(K1)+ irrk−k1(K2)+ · · · + irrk−k1(Kl)

.
Proof. (i) Clearly, irrk(G) ≥ k. Since a set of k vertices from G1 is an IRRk-conversion set of G, we obtain irrk(G) = k.
(ii) For every 1 ≤ i ≤ l, let Si be an IRRk−k1-conversion set of Ki. If S ⊆ V (G2) is such that S1 ∪ S2 ∪ · · · ∪ Sl ⊆ S and |S| ≥ k,
then S is an IRRk-conversion set of G, which implies that irrk(G) ≤ max

k, irrk−k1(K1)+ · · · + irrk−k1(Kl)

. Conversely, let S
be an IRRk-conversion set of G. Clearly, |S| ≥ k and, for every 1 ≤ i ≤ l, S∩V (Ki) is an IRRk−k1-conversion set of Ki. Therefore,
irrk(G) ≥ max

k, irrk−k1(K1)+ · · · + irrk−k1(Kl)

, which completes the proof. 
In [9], Dreyer and Roberts present an algorithm and claim that it determines irr2(G) for trees. Given a tree T , they root it at
an arbitrary vertex and consider an ordering v1, v2, . . . , vn of its vertices such that, if vj is the parent of vi, then i > j. They
construct a sequence G0,G1, . . . ,Gn−1 of spanning subforests of T such that G0 is empty, and, for jwith 0 ≤ j ≤ n− 2, Gj+1
arises from Gj by inserting the edge between vn−j to its parent. Each Gj consists of exactly n − j components, and for each
such component they consider the vertex of minimum index as its root. For each such root vk, they maintain a so-called
class vector Class[k]with four entries. Going from Gj to Gj+1, they merge the two components rooted in vn−j and its parent
vp, consider vp as the root of the combined component, and update Class[p] according to some rules. Dreyer and Roberts
claim that the minimum of the two first entries of the class vector of v1 in Gn−1 equals irr2(T ). We show a counterexample
to this claim. In order to substantiate our example, we recall the pseudocode of Dreyer and Roberts’s algorithm from [9] as
Algorithm 2.
Proposition 9. Let k ∈ N. Dreyer and Roberts’s algorithm, displayed as Algorithm 2, applied to the tree Tk in Fig. 3 with r as the
root returns 4 if k = 1 and 3k if k ≥ 2. Furthermore, irr2(Tk) = 2k+ 1.
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for i := 1 to n do
initialize Class[i, 0 . . . 3] to [1,∞,∞, 0];
end
for j := 0 to n− 2 do
vp ← parent of vn−j;
combine(Class, p, n− j);
end
irr2(T )← min{Class[1, 0], Class[1, 1]};
return irr2(T );
procedure combine(Class, a, b);
begin
Class′[0] ← min{ Class[a, 0] + Class[b, 0], Class[a, 0] + Class[b, 1],
Class[a, 0] + Class[b, 2], Class[a, 0] + Class[b, 3] + 1,
Class[a, 2] + Class[b, 2] + 1, Class[a, 3] + Class[b, 2] + 1} ;
Class′[1] ← min{ Class[a, 1] + Class[b, 0], Class[a, 1] + Class[b, 1],
Class[a, 1] + Class[b, 2], Class[a, 1] + Class[b, 3] + 1,
Class[a, 2] + Class[b, 0], Class[a, 2] + Class[b, 1],
Class[a, 2] + Class[b, 2] + 1, Class[a, 2] + Class[b, 3] + 1} ;
Class′[2] ← min{ Class[a, 3] + Class[b, 0], Class[a, 3] + Class[b, 1],
Class[a, 3] + Class[b, 2] + 1, Class[a, 3] + Class[b, 3] + 1} ;
Class′[3] ← ∞ ;
for j := 0 to 3 do
Class[a, j] ← Class′[j];
end
end
Algorithm 2: Dreyer and Roberts’s algorithm.
Proof. Applying the procedure combine of Dreyer and Roberts’s algorithm, it is straightforward to check that the class
vector of the root of a rooted tree of order 2 is [2,∞, 1,∞], the class vector of the root of a path of length 2 rooted in a
leaf is [2,∞, 2,∞], the class vector of the root of a path of length 3 rooted in a vertex of degree 2 is [3, 3,∞,∞], the class
vector of the root r of T1 is [4,∞, 3,∞], and the class vector of the root r of T2 is [7, 6,∞,∞]. Assuming inductively that
the class vector of the root r of Tk−1 is [3(k− 1)+ 1, 3(k− 1),∞,∞] for some k ≥ 3, it follows that the class vector of the
root r of Tk is [3k+ 1, 3k,∞,∞]. Clearly, the set of all leaves of Tk together with the root r forms an IRR2-conversion set of
Tk of minimum order. Hence irr2(Tk) = 2k+ 1, which completes the proof. 
Acknowledgement
The authors acknowledge partial support by the CAPES/DAAD Probral project ‘‘Cycles, Convexity, and Searching in
Graphs’’.
References
[1] Z. Agur, Fixed points of majority rule cellular automata with application to plasticity and precision of the immune system, Complex Syst. 5 (1991)
351–357.
[2] M. Aizenman, J.L. Lebowitz, Metastability effects in bootstrap percolation, J. Phys. A 21 (1988) 3801–3813.
[3] J.-P. Allouche, M. Courbage, G. Skordev, Notes on cellular automata, Cubo Mat. Educ. 3 (2001) 213–244.
[4] P. Balister, B. Bollobás, J.R. Johnson, M. Walters, Randommajority percolation, Random Struct. Algorithms 36 (2010) 315–340.
[5] J. Balogh, B. Bollobás, Sharp thresholds in Bootstrap percolation, Physica A 326 (2003) 305–312.
[6] E. Berger, Dynamic monopolies of constant size, J. Combin. Theory Ser. B 83 (2001) 191–200.
[7] J.-C. Bermond, J. Bond, D. Peleg, S. Perennes, The power of small coalitions in graphs, Discrete Appl. Math. 127 (2003) 399–414.
[8] P. Domingos, M. Richardson, Mining the network value of customers, in: Proceedings of the 7th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, 2001, pp. 57–66.
[9] P.A. Dreyer Jr., F.S. Roberts, Irreversible k-threshold processes: graph-theoretical threshold models of the spread of disease and of opinion, Discrete
Appl. Math. 157 (2009) 1615–1627.
[10] P. Flocchini, F. Geurts, N. Santoro, Optimal irreversible dynamos in chordal rings, Discrete Appl. Math. 113 (2001) 23–42.
[11] P. Flocchini, R. Královič, A. Roncato, P. Ružička, N. Santoro, On time versus size for monotone dynamic monopolies in regular topologies, J. Discrete
Algorithms 1 (2003) 129–150.
[12] J. French, A formal theory of social power, Psychology Rev. 63 (1956) 181–194.
[13] M.R. Garey, D.S. Johnson, Computers and intractability, in: A Guide to the Theory of NP-Completeness, W.H. Freeman and Company, 1979.
[14] E. Goles, J. Olivos, Comportement périodique des fonctions à seuil binaires et applications, Discrete Appl. Math. 3 (1981) 93–105.
[15] Y. Hassin, D. Peleg, Distributed probabilistic polling and applications to proportionate agreement, Inform. and Comput. 171 (2001) 248–268.
[16] S. Huang, Gene expression profiling, genetic networks, and cellular states: an integrating concept for tumorigenesis and drug discovery, J. Mol. Med.
77 (1999) 469–480.
3700 C.C. Centeno et al. / Theoretical Computer Science 412 (2011) 3693–3700
[17] D. Kempe, J. Kleinberg, É. Tardos, Maximizing the spread of influence through a social network, in: Proceedings of the 9th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, 2003, pp. 137–146.
[18] R. Královič, On majority voting games in trees, Lecture Notes in Comput. Sci. 2234 (2001) 282–291.
[19] S. Kutten, D. Peleg, Fault-local distributed mending, J. Algorithms 30 (1999) 144–165.
[20] N. Linial, D. Peleg, Y. Rabinovich, M.E. Saks, Sphere packing and local majorities in graphs, in: Second Israel Symposium on Theory of Computing
Systems, ISTCS 1993, pp. 141–149.
[21] S. Maity, A. Nayak, B.K. Roy, Characterization of catastrophic faults in two-dimensional reconfigurable systolic arrayswith unidirectional links, Inform.
Process. Lett. 92 (2004) 189–197.
[22] N.H. Mustafa, A. Pekeč, Listen to your neighbors: how (not) to reach a consensus, SIAM J. Discrete. Math. 17 (2004) 634–660.
[23] T. Nakata, H. Imahayashi, M. Yamashita, A probabilistic local polling game on weighted directed graphs with an application to the distributed
agreement problem, Networks 35 (2000) 266–273.
[24] A. Nayak, J. Ren, N. Santoro, An improved testing scheme for catastrophic fault patterns, Inform. Process. Lett. 73 (2000) 199–206.
[25] D. Peleg, Local majorities, coalitions and monopolies in graphs: a review, Theoret. Comput. Sci. 282 (2002) 231–257.
[26] D. Peleg, Size bounds for dynamic monopolies, Discrete Appl. Math. 86 (1998) 263–273.
[27] S. Poljak, M. Suura, On periodical behaviour in societies with symmetric influences, Combinatorica 3 (1983) 119–121.
[28] R.H. Schonmann, On the behavior of some cellular automata related to bootstrap percolation, Ann. Probab. 20 (1992) 174–193.
[29] R.H. Schonmann, Finite size scaling behavior of a biased majority rule cellular automaton, Physica A 167 (1990) 619–627.
