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IDENTIFIKASI TULISAN TANGAN OFFLINE 
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Tulisan tangan seseorang merupakan salah satu dari sekian banyaknya keunikan 
pada manusia, dikarenakan tulisan tangan setiap orang memiliki pola dan ciri 
tertentu. Tulisan tangan juga dapat digunakan untuk mengidentifikasi siapa 
penulisnya. Identifikasi tulisan tangan penting dan berguna untuk mengidentifikasi 
tulisan tangan seseorang, guna meminimalisir terjadinya hal-hal yang tidak 
diinginkan (contoh: meniru tulisan tangan dan membuat dokumen palsu). Untuk 
mencegah hal tersebut, sistem identifikasi tulisan tangan offline ini menggunakan 
algoritma Gray Level Co-occurrence Matrix (GLCM), Histogram of Oriented 
Gradients (HOG), dan Support Vector Machine (SVM). Algoritma GLCM 
digunakan sebagai teknik ekstraksi ciri pada data citra. Algoritma HOG adalah fitur 
deskriptor yang digunakan untuk mendeteksi suatu objek. Algoritma SVM dapat 
bekerja pada data non-linier dengan menggunakan pendekatan kernel pada fitur 
data awal himpunan data. Hasil yang didapatkan dalam proses identifikasi berupa 
nilai recall sebesar 90.8%, accuracy sebesar 84.4%, precision sebesar 91.6%, dan 
f1-score sebesar 87.6%. Untuk mempermudah dalam memahami proses 
identifikasi, maka dibutuhkan sebuah aplikasi berbasis web yang 
mengimplementasikan proses tersebut dengan menggunakan bahasa pemrograman 
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IDENTIFICATION OF OFFLINE HANDWRITING USING 
GRAY LEVEL CO-OCCURRENCE MATRIX ALGORITHM 




Someone's handwriting is one of the many uniqueness in humans because 
everyone's handwriting has certain patterns and characteristics. Handwriting can 
also be used to identify the author. Handwriting identification is important and 
useful for identifying someone's handwriting, to minimize the occurrence of things 
that are not desirable (for example: imitating handwriting and making fake 
documents). To prevent this, the offline handwriting identification system uses the 
Gray Level Co-occurrence Matrix (GLCM) algorithm, Histogram of Oriented 
Gradients (HOG), and Support Vector Machine (SVM). The GLCM algorithm is 
used as a feature extraction technique in image data. The HOG algorithm is added 
as edge detection because HOG operates in local cells and the local appearance of 
objects, and shapes can be better characterized by edge detection. SVM algorithm 
can work on non-linear data using the kernel approach to the initial data feature of 
the data set. The results obtained in the identification process form of a recall value 
of 90.8%, accuracy of 84.4%, precision of 91.6%, and f1-score of 87.6%. To make 
it easier to understand the identification process, we need a web-based application 
that implements the process using the Python programming language and the Flask 
web framework. 
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