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Resumo
Os aspectos teóricos e computacionais foram apresentados para uma nova abordagem do
problema de rotas de cobertura multiveículo (m-PRC). Nesta abordagem, o m-PRC determina
um conjunto de rotas de veículos para toda frota disponível, tal que a distância total percorrida
seja mínima. Na modelagem para resolver o m-PRC cada vértice representa uma localização
de interesse e esses vértices são divididos em três conjuntos: vértices que podem ser visitados;
vértices que devem ser visitados; e vértices que devem ser cobertos, no sentido de que cada um
desses vértices deve estar próximo de um vértice visitado na rota. Além disso, foi considerado o
balanceamento entre as rotas, ou seja, o número de vértices visitados nas diferentes rotas deve
ser aproximadamente o mesmo.
O m-PRC balanceado foi resolvido a partir de cinco métodos de resolução, sendo dois
algoritmos genéticos e três métodos branch-and-cut, os quais foram implementados em um
software de otimização. Os algoritmos genéticos e dois métodos branch-and-cut foram propos-
tos neste trabalho. Na resolução dos métodos exatos foram incluídas desigualdades válidas
para o m-PRC.
Para os testes computacionais dos métodos foram utilizados exemplares adaptados da
biblioteca TSPLIB. Testes estatísticos realizados mostram a qualidade da abordagem proposta,
com resultados promissores. Os resultados foram comparados usando perfis de desempenho.
Palavras-chave: Problema de rotas de cobertura multiveículo; algoritmo branch-and-cut;
algoritmo genético; desigualdades válidas.
Abstract
Theoretical and computational aspects of a new approach of the multi-vehicle covering tour
problem (m-CTP) were presented. In this approach, m-CTP determines a set of vehicle routes
for all available fleet, such that the total distance traveled is minimal. In the presented model
each vertex represents a location of interest and these vertices belong to three sets: vertices
that can be visited; vertices that must be visited; and vertices that must be covered, in the sense
that each vertex must be close to a visited vertex in a route. Furthermore, it were considered
balanced routes, in other words, the number of visited vertices from different routes must be
nearly the same.
The balanced m-CTP was solved by using five solution methods, being two genetic algo-
rithms and three branch-and-cut techniques. The methods were implemented in an optimization
software. The genetic algorithms and two branch-and-cut methods were proposed in this work.
For exact methods resolution valid inequalities were added to m-CTP.
Adapted instances from TSPLIB library were used to computational tests. Performed sta-
tistic tests show the quality of the proposed approach which were promissing. Obtained results
were compared with performance profile.
Keywords: Multi-vehicle covering tour problem; branch-and-cut algorithm; genetic algo-
rithm; valid inequalities.
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Problemas de roteamento são bastante estudados devido à necessidade de diminuição
de custos de frete das frotas, planejamento temporal para a entrega dos produtos, garantia de
que todos os clientes serão atendidos, entre outros. Nesse contexto, destaca-se o problema
do caixeiro viajante (PCV), que procura pela rota de tamanho mínimo percorrendo todas as
localidades do problema. Como generalização do PCV tem-se o problema de roteamento de
veículos (PRV), introduzido por DANTZIG e RAMSER [11] como uma aplicação em entrega
de petróleo. O PRV consiste em determinar rotas mínimas a serem percorridas por uma frota
de veículos, que partem de uma ou mais bases (localidades fixas) e atendem a demanda dos
clientes, sendo que cada cliente possui uma demanda específica.
Outro problema de otimização é o problema de cobertura, em que são dadas umas lo-
calidades que representam demanda (cliente) e outras que representam instalações (oferta de
produto). A distância entre as instalações e a demanda não pode ultrapassar uma distância
máxima determinada. Em outras palavras, o objetivo do problema de cobertura é encontrar um
número mínimo de instalações de maneira que nenhuma demanda esteja mais afastada de uma
distância máxima de atendimento de alguma instalação.
CURRENT et al. [9] introduziram o problema de rota de cobertura (PRC) como o problema
de cobertura de caminho mínimo, que seria uma combinação do problema de cobertura e do
PRV. O PRC é também considerado uma generalização do PCV, pois este último tem distân-
cia de cobertura nula, ou seja, todas as localidades devem ser visitadas para serem cobertas
(CURRENT e SCHILLING [10]). O PRC determina então o menor caminho a ser percorrido a
partir de um ponto de partida e retornando a este mesmo ponto, cobrindo determinadas locali-
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dades. Um exemplo deste problema é a seleção de rota para serviço de entrega aérea, em que
algumas cidades receberão o produto diretamente via aérea enquanto que as demais não serão
atendidas por avião mas por caminhões que partem das localidades onde houve o atendimento
direto por avião (CURRENT et al. [9]).
Estendendo o PRC para mais de um veículo tem-se o problema de rota de cobertura
multiveículo (m-PRC) introduzido por HACHICHA et al. [20], que tem como objetivo minimizar
a distância percorrida por m veículos, considerando que algumas localidades podem ser visita-
das, algumas são de visita obrigatória e outras devem ser cobertas pelos m veículos mas não
visitadas.
OLIVEIRA et al. [34] apresentaram o m-PRC com rotas balanceadas, de forma que o nú-
mero de localidades visitadas por cada veículo esteja próximo da média entre o número total
de localidades visitadas e o número total de veículos. Este modelo foi aplicado para a constru-
ção de rotas para patrulhamento urbano preventivo, que tem como objetivo garantir presença
territorial, ou seja, em determinado trajeto as viaturas devem cobrir a maior área possível. Essa
cobertura deve garantir maior visibilidade da viatura e consequentemente dar maior sensação
de segurança à comunidade, possibilitando também maior contato com a população. Essa ação
é dada como preventiva pois pode prevenir diversos tipos de atos ilegais (BRADLEY [8]). O ba-
lanceamento das rotas é utilizado para que se tenha uma distribuição mais uniforme do trabalho
a ser realizado por todos os veículos. Com isso, tem-se a intenção de melhorar o contato dos
agentes policiais com a população no contexto de patrulhamento preventivo.
O modelo proposto por OLIVEIRA et al. [34] utiliza restrições de eliminação de subrotas,
sendo que a quantidade de restrições cresce exponencialmente com o tamanho do problema.
Desta forma, pode ser inviável para exemplares de grande porte. Observando isso, OLIVEIRA
et al. [32] modelaram o m-PRC com rotas balanceadas utilizando um modelo de fluxo em redes,
baseado em HÀ et al. [19], considerando o número mínimo e máximo de localidades a serem
visitadas em cada rota como sendo valores fixos. Com isso, foi possível a resolução do problema
balanceado de forma exata para problemas dimensionalmente maiores que os resolvidos na
literatura.
Em poucas referências foi encontrado o aspecto do equilíbrio entre as rotas. OLIVEIRA
[33] e OLIVEIRA et al. [34] apresentaram heurísticas para a resolução do problema e OLIVEIRA
et al. [32] apresentaram um modelo exato, em que as quantidades permitidas de pontos em
cada rota foram obtidas através de heurísticas. Até onde foi possível buscar não foi encontrado
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um trabalho que contemplasse a resolução de forma exata para problemas onde o número de
localidades a serem visitadas seja variável.
A principal contribuição dessa dissertação é a resolução de forma exata do m-PRC balan-
ceado com a quantidade de localidades em cada rota sendo variável. Dessa forma o tamanho
de cada rota não fica restrito a valores preestabelecidos, porém o equilíbrio entre as rotas é
mantido. Para isso foram propostos métodos para resolver o problema, sendo duas abordagens
heurísticas baseadas em Algoritmo Genético e três métodos exatos utilizando algoritmo branch-
and-cut. Um dos métodos exatos considera como sendo as quantidades mínima e máxima de
pontos nas rotas as quantidades obtidas da melhor solução do método heurístico; em outro as
quantidades de pontos visitados são variáveis do problema; e, no último, as quantidades de
pontos visitados são variáveis do problema e é utilizada a melhor solução da heurística como
solução inicial com o intuito de acelerar o método anterior.
Testes computacionais foram realizados para um grupo de dados adaptados da biblio-
teca TSPLIB conforme descrito em OLIVEIRA et al. [34]. Foi utilizado o software de otimização
AIMMS ®, com o solver CPLEX.
Esta dissertação está organizada da seguinte maneira: no Capítulo 2 é apresentado o
modelo matemático do m-PRC balanceado, sua aplicação e suas características; no Capítulo 3
é apresentada a metodologia utilizada para a resolução do problema proposto com o branch-
and-cut e com o Algoritmo Genético. Os resultados computacionais se encontram no Capítulo 4.
No Capítulo 5 são apresentadas as conclusões e algumas propostas de trabalhos futuros.
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Capı´tulo 2
Problema de Rotas de Cobertura Multiveículo
Neste capítulo será definido o problema de rotas de cobertura multiveículo (m-PRC) e
serão apresentadas suas aplicações e a modelagem matemática. OLIVEIRA et al. [34] propu-
seram o modelo do m-PRC com balanceamento entre as rotas (m-PRCB). Para a resolução do
m-PRC de forma exata foi proposta por HÀ et al. [19] a formulação do m-PRC como problema de
fluxo em redes (m-PRCF). No entanto, a modelagem utilizada nesta dissertação será baseada
em OLIVEIRA et al. [32], como um problema de fluxo em redes com balanceamento entre rotas
(m-PRCFB), pela viabilidade da resolução de forma exata.
2.1 Definição do m-PRC
HACHICHA et al. [20] definiram o m-PRC como um grafo não direcionado G= (V ∪W,E),
em queV ∪W é o conjunto dos vértices e E é o conjunto das arestas. O conjunto dos n vértices
que podem ser visitados é representado por V = {v0, . . . ,vn−1} e há um subconjunto de V que
são os vértices de visita obrigatória, representado por T = {v0, . . . ,vt−1}. O vértice v0 repre-
senta o depósito, ou seja, ponto onde os m veículos idênticos ficam disponíveis. Os L vértices
que devem ser cobertos e não visitados são representados pelo conjunto W = {w1, . . . ,wL}. O
conjunto de arestas é representado por E = {(vi,v j) : vi ∈V ∪W,v j ∈V ∪W, i< j}, sendo que
cada aresta (vi,v j) é associada a um comprimento de deslocamento ci j.
Segundo HACHICHA et al. [20], o m-PRC consiste em encontrar um conjunto de m rotas
com comprimento total mínimo, considerando que:
• há no máximo m rotas e cada uma delas inicia e termina no depósito;
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• cada vértice de V é visitado no máximo uma vez, enquanto que cada vértice de T , com
exceção do depósito, pertence a exatamente uma rota;
• cada vértice de W deve ser coberto por uma rota, ou seja, estes vértices devem estar
dentro de um raio de alcance c (distância entre pontos na norma euclidiana) dos vértices
em V que pertencem a uma rota, assumindo que v0 não cobre todos os vértices de W ;
• o número de vértices em uma rota, excluindo-se o depósito, não pode exceder um valor
p;
• o comprimento de cada rota não pode exceder a capacidade q.
A Figura 2.1 apresenta uma típica solução viável para o m-PRC, com m = 3, |V | = 13,
|T |= 5 e |W |= 5. Neste exemplo pode-se observar que apenas os vértices emV são visitados,
todos os vértices em T são visitados, os vértices em W estão dentro do raio de cobertura dos








Figura 2.1: Exemplo de solução viável de um m-PRC.
O estudo sobre o m-PRC ainda é bastante limitado. CURRENT et al. [9] mencionaram al-
gumas possíveis aplicações como a rota de entrega de serviço aéreo, sendo que as localidades
que não serão atendidas por avião serão atendidas por caminhão; a distribuição de linhas de
metrô, considerando a concentração da população e a distância máxima entre uma estação e
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outra; a entrega de jornal, em que o atendimento nos locais que não serão percorridos pelo veí-
culo será realizado pelo entregador. Outras aplicações são: a localização de caixas de correio
(LABBÉ e LAPORTE [25]), sendo que cada caixa de correios serve (cobre) um número limitado
de localidades (clientes em uma cidade), considerando que o comprimento total das rotas para
a coleta das correspondências dos clientes seja mínimo; a localização de atendimento médico
móvel (FOORD [15], HODGSON et al. [22]); atendimento de organizações de saúde em áreas
afetadas por desastres (DOERNER e HARTL [12]), nas quais são distribuídos alimentos, água
e medicamento à população afetada; e HACHICHA et al. [20] apresentaram uma formulação
para o m-PRC para serviços médicos em áreas rurais.
OLIVEIRA et al. [34] utilizaram o m-PRC como método de planejamento de rotas de patru-
lhamento preventivo urbano para veículos policiais na cidade de Vinhedo, interior de São Paulo.
Como o número de ruas para se rondar é muito maior que a quantidade de viaturas disponíveis,
não é possível que os agentes percorram todas as localidades durante o expediente, sendo
então necessário minimizar o tamanho de cada rota para que o percurso possa ser executado
de maneira que determinadas áreas possam ser cobertas. Neste caso o raio de cobertura con-
sidera o alcance da visão da população, que tem maior sensação de segurança ao avistar uma
viatura policial.
2.1.1 Formulação para o m-PRC
O conjunto dos vértices em V que cobrem cada vértice wl ∈W pode ser definido como
Sl = {vh ∈ V : chl ≤ c}, ou seja, em Sl estão todos os vértices vh ∈ V tal que a distância
na norma euclidiana até wl seja menor que c. Na Figura 2.2 é apresentado um exemplo de
cobertura dos vértices em W , em que o vértice w1 é coberto pelos vértices v1 e v2, e o vértice
w2 é coberto por v3, v4 e v5. Assim, S1 = {v1,v2} e S2 = {v3,v4,v5}. Neste caso é considerado
que |Sl| ≥ 2 ∀wl ∈W , pois se houver algum Sl com apenas um vértice então este deverá ser
considerado como elemento de T , ou seja, o problema deixa de ser um problema de cobertura.
Na sequência serão apresentadas as variáveis, função objetivo e restrições para o m-
PRC.









Figura 2.2: Cobertura dos vértices em W .
Definição das variáveis:
1. yhk: variáveis binárias, em que
yhk =
 1, se o vértice vh ∈V pertence à rota k,0, caso contrário.
2. xi jk: variáveis inteiras que representam a quantidade de vezes que a aresta (vi,v j) per-
tence à rota k, para vi ∈V,v j ∈V e i< j.




2, caso apenas um vértice além do depósito pertença à rota k;
1, caso a aresta (v0,v j) pertença à rota k e esta rota contenha
mais do que um vértice além do depósito;
0, caso contrário.
• Se i 6= 0 e i< j, a variável pode receber valores
xi jk =
 1, caso a aresta (vi,v j) pertença à rota k;0, caso contrário.
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Definição da função objetivo:











ci jxi jk, (2.1.1)
sendo k o índice das rotas, i e j os índices dos vértices e ci j o custo de deslocamento do vértice
vi ao vértice v j.
Definição das restrições:
1. Cobertura dos vértices wl ∈W : cada vértice wl deve ser coberto por pelo menos um






yhk ≥ 1, ∀wl ∈W. (2.1.2)




yhk ≤ 1, ∀vh ∈V \{v0}. (2.1.3)
3. Caso um vértice vh seja visitado em uma rota k, então a solução possuirá exatamente








xh jk = 2yhk, ∀vh ∈V \{v0}, k = 1, . . . ,m. (2.1.4)
4. Eliminação de subrotas desconectadas. No caso de o vértice vh não ser visitado em
nenhuma rota então as restrições abaixo são redundantes. Caso contrário, dado um con-
junto S ⊂ V , com 2 ≤ |S| ≤ n− 2, e existam vértices de T que não estejam em S, se vh
estiver em S, então pelo menos duas arestas serão forçadas a conectar o conjunto S com
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yhk (S⊂V,2≤ |S| ≤ n−2,T \S 6= /0,vh ∈ S). (2.1.5)




x0 jk ≤ 2, k = 1, . . . ,m. (2.1.6)




yhk ≤ p, k = 1, . . . ,m. (2.1.7)







ci jxi jk ≤ q, k = 1, . . . ,m. (2.1.8)




yhk = 1, ∀vh ∈ T \{v0}. (2.1.9)
9. O depósito é visitado em todas as rotas k:
y0k = 1, k = 1, . . . ,m. (2.1.10)
10. Restrições de integralidade:
• Para cada rota k e cada vértice vh ∈V \{v0}, yhk é variável binária
yhk ∈ {0,1}, ∀vh ∈V \{v0}, k = 1, . . . ,m. (2.1.11)
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• Para cada rota k
x0 jk ∈ {0,1,2}, ∀v j ∈V \{v0}, k = 1, . . . ,m, (2.1.12)
xi jk ∈ {0,1}, ∀vi,v j ∈V \{v0}, i< j, k = 1, . . . ,m. (2.1.13)
2.1.2 Formulação para o m-PRCB
Com base no modelo m-PRC, OLIVEIRA et al. [34] propuseram um novo modelo mate-
mático de maneira que as rotas possuam quantidade equilibrada de vértices visitados, ou seja,
a diferença absoluta da quantidade de vértices visitados nas diferentes rotas deve ser menor
que um dado r. Será definido por m-PRCB o modelo m-PRC com balanceamento entre rotas.
No m-PRCB não é considerada a condição de comprimento máximo e nem a quantidade
máxima de vértices em cada rota. Além disso, como esta proposta de modelo representa um
problema de patrulhamento policial, todos os veículos disponíveis são utilizados. Para isso foram
realizadas algumas modificações no m-PRC, com as seguintes condições:
1. há exatamente m rotas e todas elas iniciam e terminam no depósito;
4. o número de vértices visitados em cada duas rotas diferem no máximo de r.
As demais condições permanecem como no modelo do m-PRC.
Para satisfazer a condição do item 1 deste novo modelo, basta substituir a desigualdade
por igualdade nas restrições (2.1.6). As restrições (2.1.14) passam a garantir que se tenham





x0 jk = 2, k = 1, . . . ,m. (2.1.14)
As condições de quantidade máxima de vértices nas rotas foram substituídas pela condi-
ção de equilíbrio quanto ao número de vértices entre as rotas. A diferença entre o número de
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ou seja, a diferença máxima de vértices obtida por diferentes rotas (r˜) deve ser menor ou igual









yiq ≤ r, p= 1, . . . ,m; q= 1, . . . ,m; p 6= q.
Logo, para satisfazer a condição de equilíbrio (item 4), foram substituídas as restrições








yhq ≤ r, p= 1, . . . ,m; q= 1, . . . ,m; p 6= q; r ∈ N. (2.1.16)
As demais restrições do m-PRC são mantidas.
Nos modelos m-PRC e m-PRCB são utilizadas as restrições (2.1.5) de eliminação de su-
brotas. A quantidade dessas restrições cresce de forma exponencial conforme o tamanho do
problema aumenta. Como o m-PRC é da classe NP-difícil, o tempo de resolução pelo método
exato é muito elevado para exemplares de grande porte, e desta forma procura-se por formula-
ções matemáticas com número de restrições mais reduzido.
2.2 m-PRC como um problema de fluxo em redes
Nesta seção será apresentada uma formulação para o m-PRC que utiliza fluxo em redes,
proposta por HÀ et al. [19], que será denominado neste trabalho por m-PRCF. O m-PRCF com
balanceamento entre rotas será denominado por m-PRCFB.
Nas formulações do m-PRCF e m-PRCFB não há a informação de em qual rota pertence
determinado vértice visitado e o trajeto percorrido por cada rota, mas há a vantagem de não ser
necessária a utilização de eliminação de subrotas. Dessa forma, a formulação como problema
de fluxo em redes é preferível para a resolução do m-PRC de forma exata.
2.2.1 Formulação para o m-PRCF
O m-PRCF é definido em HÀ et al. [19] sobre um grafo não-direcionado G= (V ∪W,E1∪
E2), sendo que os conjuntos V e W são os mesmos do m-PRC. O conjunto de arestas E do
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m-PRC é substituído por E1 ∪E2. Um comprimento ci j é associado a cada aresta em E1 =
{(vi,v j) : vi,v j ∈ V, i < j}, e uma distância di j é associada a cada aresta em E2 = {(vi,w j) :
vi ∈ V \ T,w j ∈W}. O objetivo e as condições são as mesmas do m-PRC, apresentadas na
Seção 2.1.
Na formulação para o m-PRCF é adicionado um vértice artificial vn, representando uma
cópia do depósito v0. Com isso é criada uma extensão do grafo original G para Ĝ= (V̂ ∪W, Ê1∪
E2), com V̂ =V ∪{vn},V ′ =V \{v0}, Ê1 = E1∪{(vi,vn),vi ∈V ′} e toma-se cin = c0i para todo
vi ∈V ′ . No m-PRCF a restrição que limita o comprimento das rotas é relaxada, ou seja q=+∞.
Definição das variáveis
• fi j e f ji: variáveis contínuas que representam o fluxo em cada aresta de uma solução
viável, dado que cada veículo inicialmente carrega uma carga de ρ˜ unidades. No modelo
do m-PRCF cada unidade representa uma visita. No trajeto de vi a v j, o fluxo
– fi j representa o número de vértices que ainda podem ser visitados na rota, após o
trajeto (vi,v j) ser percorrido
– f ji representa o número de vértices já visitados na rota após o trajeto (vi,v j) ser
percorrido.
A relação de fi j e f ji é dada por f ji = ρ˜− fi j.
• xi j, i< j: variáveis binárias tal que
xi j =
 1, se a aresta (vi,v j) está ativa na solução0, caso contrário.
• yi: variáveis binárias com
yi =
 1, se o vértice vi é visitado por uma das rotas0, caso contrário.
• m: variável inteira que representa a quantidade de veículos utilizados na solução do pro-
blema.
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Definição da função objetivo:
Minimizar o comprimento total das rotas
z= min ∑
(vi,v j)∈Ê1
ci jxi j. (2.2.1)
Definição das restrições:
1. Cada vértice wl ∈W deve ser coberto por pelo menos um vértice de V \T :
∑
vi∈Sl
yi ≥ 1, ∀wl ∈W , (2.2.2)
sendo que o conjunto Sl é definido na Seção 2.1.1.
2. Somente se o vértice vk ∈ V ′ for visitado, este possui duas arestas ativas, sendo uma
chegando e outra saindo do vértice vk, além de garantir que cada vértice vk ∈ V ′ seja




v j∈V̂ , j>k
xk j = 2yk, ∀vk ∈V ′. (2.2.3)




( f ji− fi j) = 2yi, ∀vi ∈V ′. (2.2.4)
4. O fluxo total de saída do depósito é igual ao número total de vértices utilizados na solução,
exceto o vértice que representa o depósito artificial
∑
v j∈V ′
f0 j = ∑
vi∈V ′
yi. (2.2.5)
5. O fluxo total de saída do depósito artificial vn é igual à quantidade máxima total permitida
de visitas da frota de veículos
∑
v j∈V ′
fn j = mρ˜. (2.2.6)
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6. Dado que uma aresta esteja ativa, as equações de fluxo devem ser atendidas
fi j+ f ji = ρ˜xi j, {vi,v j} ∈ Ê1, i< j. (2.2.7)
7. Cada vértice em T , exceto o depósito, deve ser visitado exatamente uma vez
yi = 1, ∀vi ∈ T \{v0} (2.2.8)
8. Restrições de integralidade e não negatividade
fi j ≥ 0, f ji ≥ 0, (vi,v j) ∈ Ê1, i< j, (2.2.9)
xi j ∈ {0,1}, (vi,v j) ∈ Ê1, i< j, (2.2.10)
yi ∈ {0,1}, ∀vi ∈V ′ , (2.2.11)
m ∈ N. (2.2.12)
2.2.2 Formulação para o m-PRCFB
O m-PRCF balanceado será denominado por m-PRCFB. O modelo m-PRCF considera
a quantidade de veículos como sendo variável, enquanto que no m-PRCFB, proposto por OLI-
VEIRA et al. [32], m é um parâmetro fixo, ou seja, todos os veículos são utilizados. Os testes
realizados neste trabalho utilizam a formulação para o m-PRCFB.
OLIVEIRA et al. [32] observaram que no modelom-PRCF não há um controle bem definido
nos índices que ajude a controlar por rota a entrada e saída de fluxo em cada vértice, além de
que algumas rotas podem iniciar no depósito artificial (vn) ou terminar no depósito original (v0).
Dessa forma, algumas alterações foram propostas por esses autores para ajudar a superar
essas dificuldades e para que seja possível o controle no número de vértices visitados em
cada rota e, assim, obter rotas balanceadas para o m-PRCFB. As arestas direcionadas serão
denominadas por arcos, sendo que os arcos xi j e x ji são distintos. As alterações e inclusões de
restrições na formulação do m-PRCF, resultando no m-PRCFB, são apresentadas a seguir:
1. As variáveis xi j eram definidas para todo i < j, sendo que xi j e x ji eram consideradas
iguais. Com as alterações, foram incluídas as variáveis x ji, com i< j e xi j 6= x ji.
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v j∈V̂ , j 6=k
xk j = 2yk, ∀vk ∈V ′, (2.2.13)
garantindo que um vértice vk ∈ V ′ , caso seja visitado, possua exatamente dois arcos
ativos.
3. As restrições (2.2.7) são substituídas por:
fi j+ f ji = ρ˜(xi j+ x ji), {vi,v j} ∈ Ê1, i< j, (2.2.14)
garantindo que a soma dos fluxos nos dois sentidos seja igual a ρ˜, caso um dos arcos
(vi,v j) ou (v j,vi), com i< j, seja percorrido.
4. Dados dois vértices distintos, vi,v j ∈V ′ , no máximo um dos dois arcos pode estar ativo:
xi j+ x ji ≤ 1, vi,v j ∈V ′ , i< j. (2.2.15)
5. Para cada vértice vk ∈V ′ existe no máximo um arco ativo com fluxo de chegada em vk:
∑
vi∈V̂ ,i6=k
xik ≤ 1, ∀vk ∈V ′. (2.2.16)
6. Para cada vértice vk ∈V ′ existe no máximo um arco ativo com fluxo de partida de vk:
∑
vk∈V̂ , j 6=k
xk j ≤ 1, ∀vk ∈V ′ . (2.2.17)
7. Nenhum arco chega no depósito v0:
xi0 = 0, ∀vi ∈V ′. (2.2.18)
8. Nenhum arco parte do depósito artificial vn:
xn j = 0, ∀v j ∈V ′. (2.2.19)
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No modelo m-PRCFB serão utilizados os parâmetros de entrada ρ e ρ˜, definidos como
os limitantes inferior e superior, respectivamente, da quantidade de vértices visitados por cada
rota. Para o m-PRCFB, tem-se a formulação definida pelas restrições (2.2.1)–(2.2.19), exceto
pelas restrições (2.2.3) e (2.2.7), com a adição de novas restrições (2.2.20), garantindo que se
tenha uma quantidade mínima de vértices visitadas em cada rota
f0 j ≥ x0 jρ, ∀v j ∈V ′. (2.2.20)
Da Equação (2.1.15), conclui-se que ρ= ρ˜− r, sendo que r é o parâmetro de balancea-
mento, ou seja, a diferença entre os limitantes superior e inferior da quantidade de vértices por
rota.
Na Figura 2.3 é ilustrado um exemplo de uma solução viável com direção das rotas (xi j)
no sentido anti-horário. Neste exemplo para o m-PRCFB, com ρ˜ = 3, ρ = 2 e m = 3, os fluxos
fi j e f ji são representados pelas linhas contínuas e tracejadas, respectivamente. A direção
percorrida é também representada pelas linhas contínuas e o vértice vn é representado no
mesmo local do vértice v0.
Note que todos os vértices em T são visitados, todos os vértices em W são cobertos
por algum vértice em V \T , todas as rotas partem do vértice v0 e retornam ao vértice vn e há
equilíbrio entre as rotas, com a menor rota visitando dois vértices e a maior rota visitando três
vértices.
2.3 ρ e ρ˜ variáveis
A abordagem para o m-PRCFB em que ρ e ρ˜ (limitantes inferior e superior, respectiva-
mente, da quantidade de vértices visitados por cada rota) são variáveis é uma contribuição pro-
posta neste trabalho. Soluções exatas e soluções aproximadas foram obtidas para a proposta
do m-PRCFB com ρ e ρ˜ variáveis, que será denominado por m-PRCFB-V.
O modelo m-PRCFB pode ser modificado para que os parâmetros ρ e ρ˜ sejam variáveis,
ou seja, esses valores não serão pré-definidos e a resolução do problema fornecerá as melho-
res quantidades de vértices em cada rota mantendo o balanceamento. Com essa modificação
algumas restrições tornariam o problema não-linear (Inequações (2.2.14) e (2.2.20)).



























Figura 2.3: Fluxo de uma solução viável para o m-PRCFB.
Segundo WILLIAMS [40] é possível converter expressões não-lineares por expressões
lineares adequadas. Como existem bons solvers bem estabelecidos para a resolução de mode-
los lineares foi decidido o uso do solver CPLEX, que é um dos melhores solvers para problemas
lineares inteiros, para a resolução do modelo m-PRCFB-V via método branch-and-cut.
Em situações em que encontra-se multiplicação de duas variáveis, sejam elas binárias
ou contínuas, há um método para a linearização das restrições não-lineares apresentado por
BISSCHOP [7]. Este método consiste em substituir o produto de duas variáveis por uma nova
variável e adicionar novas restrições ao problema original.
Como exemplo de produtos de variáveis como as citadas anteriormente, toma-se x1 uma
variável binária, x2 uma variável contínua limitada por u, com 0≤ x2 ≤ u e y uma variável contí-





Apenas para verificação, quando x1 = 0, as restrições y≤ 0 e y≥ 0 implicam que y= 0.
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E quando x1 = 1, as restrições y ≤ x2 e y ≥ x2 implicam que y = x2. Logo este modelo de
linearização pode ser utilizado.
Para as restrições não lineares (Inequações (2.2.14) e (2.2.20)) foram propostas algumas
modificações para o modelo m-PRCFB-V, seguindo o método apresentado acima. Como a quan-
tidade do número de vértices em cada rota é finita, pode-se considerar que os limitantes inferior
(ρ) e superior (ρ˜) dessa quantidade sejam limitados superiormente por β e β˜, respectivamente,
ou seja, ρ≤ β e ρ˜≤ β˜. Nas restrições (2.2.14), como as variáveis xi j e x ji são binárias e ρ˜ é uma
variável contínua limitada por β˜, com 0≤ ρ˜≤ β˜, é definida uma nova variável ai j = ρ˜(xi j+x ji).
Logo, as novas restrições propostas que substituirão as restrições (2.2.14) serão:
fi j+ f ji = ai j, (vi,v j) ∈ Ê1
ai j ≤ β˜(xi j+ x ji), (vi,v j) ∈ Ê1
ai j ≤ ρ˜, (vi,v j) ∈ Ê1
ai j ≥ ρ˜− β˜(1− (xi j+ x ji)), (vi,v j) ∈ Ê1
ai j ≥ 0, (vi,v j) ∈ Ê1.
(2.3.1)
Nas restrições (2.2.20) seja ρ uma variável contínua limitada por β, com 0 ≤ ρ ≤ β. As-
sim como a variável ai j, define-se uma nova variável s0 j = x0 jρ. Assim, as novas restrições
propostas serão:
f0 j ≥ s0 j, v j ∈V ′
s0 j ≤ βx0 j, v j ∈V ′
s0 j ≤ ρ, v j ∈V ′
s0 j ≥ ρ−β(1− x0 j), v j ∈V ′
s0 j ≥ 0 v j ∈V ′.
(2.3.2)
As restrições (2.2.14) e (2.2.20) são substituídas pelas restrições (2.3.1) e (2.3.2) para
que o modelo m-PRCFB-V seja de fato linear.
Para que se tenha equilíbrio das rotas é necessário incluir a seguinte restrição ao modelo:
ρ˜−ρ≤ r, (2.3.3)
para garantir que a maior diferença entre as rotas seja menor ou igual ao fator de equilíbrio r.
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Capı´tulo 3
Métodos de resolução para m-PRCFB
Para obter soluções exatas para o m-PRCFB e m-PRCFB-V será utilizado um algoritmo
branch-and-cut, que é um método de otimização para resolver problemas de programação linear
inteira de forma exata. Este algoritmo consiste na junção do branch-and-bound e inclusão de
desigualdades válidas.
Para a resolução aproximada do m-PRCB, será utilizado um Algoritmo Genético (AG)
como forma de obter bons resultados com baixo tempo computacional. Esta metaheurística é
utilizada pela facilidade em garantir as restrições do problema, além de ser um método reco-
nhecido na literatura por fornecer em geral excelentes resultados.
3.1 Branch-and-cut
O algoritmo branch-and-cut foi escolhido para a resolução de forma exata do m-PRCFB
e m-PRCFB-V com o intuito de reduzir a quantidade de vértices na árvore de busca do solver
e melhorar os limitantes obtidos pelo problema linear relaxado. Para mais informações sobre o
algoritmo branch-and-cut, veja Anexo A.1.
Na literatura pode-se encontrar vários trabalhos utilizando branch-and-cut, como em FIS-
CHETTI et al. [14] que utilizou este método para a resolução de uma variação do Problema
do Caixeiro Viajante, em que os vértices são separados em grupos e a rota deve visitar pelo
menos um vértice de cada grupo. Foram propostos procedimentos de separação exatos e heu-
rísticos para algumas classes de desigualdade de faceta, que foram utilizados com o algoritmo
branch-and-cut para a resolução de forma exata do PCV generalizado. LYSGAARD et al. [27] re-
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solveram um PRV capacitado, descrevendo os algoritmos de separação, regras de ramificação
e estratégia de seleção de vértices; RALPHS et al. [37] resolveram um PRV utilizando metodo-
logia de separação baseada em decomposição para as restrições de capacidade e verificação
de violação de restrições de capacidade; e HERNÁNDEZ-PÉREZ e SALAZAR-GONZÁLEZ [21]
resolveram uma generalização do PCV com captação e entrega. Os experimentos destes tra-
balhos apresentaram resultados satisfatórios.
Em seguida serão apresentadas as desigualdades válidas que serão utilizadas no m-
PRCFB e m-PRCFB-V.
3.1.1 Desigualdades válidas
Nesta seção serão apresentadas algumas desigualdades válidas para o m-PRC, as quais
serão estendidas para o m-PRCFB.
GENDREAU et al. [16] apresentaram algumas desigualdades válidas para o 1-PRC (Ine-
quações (3.1.1) – (3.1.3)). As desigualdades
xi j ≤ yi e xi j ≤ y j (vi ou v j ∈V\T ) (3.1.1)
se referem às relações entre arestas e vértices da formulação do problema, ou seja, uma aresta
saindo do vértice vi só pode estar ativa caso o vértice vi seja visitado, assim como uma aresta
chegando no vértice v j só pode estar ativa caso o vértice v j seja visitado.
Um vértice vi ∈V\T é dito dominante em relação ao vértice v j ∈V\T se o vértice vi pode
cobrir todos os vértices em W que v j pode cobrir. Pode-se observar na Figura 3.1 que o vértice
v3 cobre os vértices w1 e w2, enquanto que o vértice v2 cobre apenas o vértice w2. Logo, o
vértice v3 é dominante em relação ao vértice v2.
A relação de dominância de cobertura (Inequações (3.1.2)) garante que apenas o vértice
dominante estará na solução. Se vi domina v j ou reciprocamente, com vi,v j ∈V\T , a desigual-
dade de dominância















Figura 3.1: Exemplo de dominância de cobertura.
No caso de dois dentre três vértices vi,v j,vk ∈V\T dominarem um terceiro vértice ou um
destes vértices dominar os outros dois, pode-se ainda estender a desigualdade de dominância
para três vértices
yi+ y j+ yk ≤ 2 vi,v j,vk ∈V\T. (3.1.3)
De acordo com HÀ et al. [19], todas as desigualdades válidas para o conjunto do politopo
de cobertura conv{y : ∑
a
baya ≥ 1,ya ∈ {0,1}}, sendo ba coeficiente binário, são válidas para
m-PRCF. BALAS e NG [3] introduziram facetas com coeficientes {0,1,2} e GENDREAU et al.




0 se vk /∈ Sl ∀wl ∈ S,
2 se vk ∈ Sl ∀wl ∈ S,
1 caso contrário,
com Sl definido na Seção 2.1.1.
Com a definição de αSk a seguinte desigualdade é válida
∑
vk∈V
αSkyk ≥ 2. (3.1.4)
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BALDACCI et al. [4] introduziram as inequações de fluxo
fi j ≥ xi j, f ji ≥ xi j, se i, j 6= v0 e i, j 6= vn, (3.1.5)
em que caso um arco esteja ativo (xi j = 1), pode haver fluxo de carregamento ( fi j ≥ 1 e f ji≥ 1),
e se não houver fluxo de carregamento, então o arco não poderá estar ativo (xi j = 0).
LAPORTE et al. [26] propuseram uma restrição de capacidade para o PRV usando o
conjunto T , com eliminação das subrotas desconectadas do depósito. Nessa restrição é consi-
derado que, dado um conjunto S⊂V , sejam necessários pelo menos r(S) veículos para atender
a demanda de S. Como cada veículo deve chegar em um vértice em S e sair de um vértice em




xi j ≥ 2r(S).
Os mesmos autores mostraram que a restrição de capacidade de veículo também pode
ser representada pelas restrições de eliminação de subrotas, sempre que for violada
∑
vi,v j∈S
xi j ≤ |S|− r(s). (3.1.6)
A restrição (3.1.6) foi utilizada por HÀ et al. [19] para o m-PRCF. No caso em que cada
rota pode visitar no máximo ρ˜ vértices então o número de veículos exigido para visitar todos os
pontos no conjunto S é maior ou igual a d|S|/ρ˜e, e assim
∑
vi,v j∈S




, (S⊆ T, |S| ≥ 2). (3.1.7)
GENDREAU et al. [16] propuseram algumas inequações válidas de conectividade para o
PRC (Restrições (3.1.8) e (3.1.9))
∑
vi∈S, v j∈V\S
ou vi∈V\S, v j∈S




xi j ≤ ∑
vk∈S\{vt}
yk,
(S⊂V,2≤ |S| ≤ n−2,T\S 6= /0,vt ∈ S).
(3.1.9)
Se o vértice vt ∈ S é visitado por uma rota, então as restrições (3.1.8) forçam que pelo
menos dois arcos entre os conjuntos S e V \S estejam ativos.
As restrições (3.1.9) eliminam qualquer elemento conectado sobre um subconjunto S de
V , não unido a T por qualquer aresta positiva. Dado um componente yt > 0 para qualquer vt ∈ S








é verdadeira para qualquer vt ∈ S.
No algoritmo branch-and-cut do m-PRCFB foi resolvido um problema linear (PL) contendo
as restrições (2.2.1) - (2.2.8) e (2.2.13) - (2.2.20), exceto as restrições (2.2.3) e (2.2.7), que foram
substituídas pelas restrições (2.2.13) e (2.2.14). Das desigualdades válidas, buscou-se pelas
restrições (3.1.1) - (3.1.5), (3.1.7) e (3.1.8) que eram violadas e estas eram então adicionadas
ao PL corrente, que era novamente resolvido.
O método de separação das restrições (3.1.1) - (3.1.3) e (3.1.5) considerou uma porcen-
tagem de cada classe de restrições, considerando as restrições, dentro das classes, que mais
foram violadas. Para as restrições (3.1.4), assim como em HÀ et al. [19], foram verificados ape-
nas os conjuntos S que continham três elementos. Das restrições (3.1.5) foram incluídas todas
as desigualdades que eram violadas.
Para as restrições de capacidade (3.1.7) foi utilizado um algoritmo guloso aleatório pro-
posto por AUGERAT et al. [2] (mais informações no Anexo B). Este é um procedimento iterativo
aplicado a um subconjunto T
′ ⊂ T criado a priori, em que algumas estratégias para definir os
possíveis candidatos para T
′
foram apresentados por AUGERAT et al. [2]. Na implementação
desse trabalho foi considerado que o primeiro vértice incluído em T
′
pode ser qualquer vértice
exceto o depósito. A cada iteração o seguinte procedimento é repetido para cada S ⊂ T ′ . Seja
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vh ∈ T \S um vértice tal que
∑
v j∈S




(xi j+ x ji)
 , (3.1.10)
se a solução corrente violar a restrição de capacidade (3.1.7) correspondente ao subconjunto
S
′
= S∪ vh, então adiciona-se esta restrição no PL, atualiza S para S′ e repete o processo até
que S contenha todos os vértices de T , com exceção do depósito.
3.2 Algoritmo Genético
Nesta seção serão apresentados os métodos heurísticos estudados para resolver o m-
PRCB com AG.
KRAJCAR et al. [24] desenvolveram um AG para um m-PRV utilizando operador de re-
combinação de arestas. Um plano de rota baseado em AG foi desenvolvido por PELLAZAR [36]
para o planejamento de rota tridimensional para multiveículos aéreos sobre um ambiente peri-
goso. HÀ et al. [19] descreveram uma heurística para a resolução do subproblema de cobertura
para a escolha dos vértices do conjunto V \T que farão parte das rotas a serem percorridas.
Baseando-se nesses trabalhos, a Heurístiha da Varredura e a heurística Primeiro 1-PRC/
Segundo m-PRC (HACHICHA et al. [20]) são utilizadas para construir uma solução inicial viá-
vel para a abordagem proposta neste trabalho. Como forma de melhoria das soluções iniciais
foram estudados dois métodos, utilizados separadamente, o AG com chaves aleatórias envie-
sadas, conhecido como BRKGA (Biased Random-Key Genetic Algorithms), proposto por GON-
ÇALVES e RESENDE [18], e o operador CRMC (Crossover de Rota de Melhor Custo), pro-
posto por OMBUKI-BERMAN e HANSHAR [35]. Para mais informações referentes ao AG, veja
o Anexo A.2.
O BRKGA utiliza um algoritmo determinístico, denominado de decodificador, que é res-
ponsável por decodificar as soluções. O decodificador recebe como entrada um indivíduo co-
dificado, ou seja, um vetor com entradas geradas de forma aleatória no intervalo (0,1]. Esses
vetores são denominados de chaves aleatórias, que são então associadas a uma solução do
problema. Este método evita a geração de soluções inviáveis. O operador CRMC por sua vez
realiza o crossover entre dois indivíduos buscando sempre pelo ordenamento dos vértices que
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resulte em menor distância total a ser percorrida pelos veículos.
Foram propostos dois métodos que são distintos apenas na forma de melhoria das rotas,
um utilizando o BRKGA e outro o CRMC. Os métodos propostos são divididos em três fases,
apresentados na Tabela 3.1, sendo que as duas primeiras fases são realizadas para encontrar
indivíduos para a população inicial do AG. O experimento que será denominado por AG-CRMC
realiza as fases 1 e 2 com o CRMC como método de melhoria das rotas, assim como o experi-
mento AG-BRKGA que realiza o BRKGA, na fase 3 da metaheurística.
Tabela 3.1: Processo da metaheurística
Fase Método Descrição
1 Problema de cobertura Seleção de vértices do conjunto V \
T que cobrem todos os vértices do
conjunto W
2 Heurística Primeiro 1-PRC/ Se-
gundo m-PRC e modificação da
heurística da Varredura
Criação de rotas iniciais, ou seja, in-




A primeira fase consiste em gerar subconjuntos de V \T , tal que todos os vértices de W
sejam cobertos por cada subconjunto gerado pelo problema de cobertura. Os vértices de cada
subconjunto solução do problema de cobertura, unidos aos vértices em T formam o conjunto
N ⊂V . O conjunto N contém todos os vértices que devem ser visitados pelas m rotas, tornando
assim o m-PRC em um m-PRV, ou seja, todos os vértices de N deverão ser de visita obrigatória.
Seja k a quantidade de vértices do conjunto N, então a segunda fase gera a rota única
R = (h0, . . . ,hk) que contém todos os k vértices de N mais o depósito. A sequência R é uma
lista circular construída pela heurística Primeiro 1-PRC/ Segundo m-PRC e uma modificação
da heurística da Varredura. Todas as soluções obtidas pela segunda fase forma uma popula-
ção inicial do AG. Na terceira fase são realizados crossover e mutação, seguindo os métodos
mencionados anteriormente (CRMC e BRKGA), com o objetivo de melhorar as soluções.
A seguir serão apresentados os problemas de programação linear envolvidos e as heurís-
ticas estudadas para a resolução do m-PRCB.
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3.2.1 Problema de Cobertura de Conjunto
Em um Problema de Cobertura de Conjunto cada elemento de um conjunto W deve ser
coberto por pelo menos um elemento de outro conjunto V . O objetivo é minimizar a quantidade
de elementos do conjunto V requeridos para cobrir todos os elementos do conjunto W , que






yi ≥ 1, ∀wl ∈W
yi = {0,1}, ∀vi ∈V.
(3.2.1)
As variáveis yi recebem valor unitário caso o vértice vi seja selecionado e 0 caso contrário.
Os parâmetros bi são os custos associados aos vértices vi e Sl é o conjunto dos vértices em V
que cobrem cada vértice wl , definido na Seção 2.1.1.
A primeira fase da heurística proposta foi baseada na heurística apresentada por HÀ et al.
[19]. Dessa forma, são criados θ1 subconjuntos de V \T que cobrem todos os vértices de W ,
resolvendo o problema de programação linear inteira (3.2.1). HÀ et al. [19] consideraram valores
{1,2} para os parâmetros bi. Essa classe foi estendida para o conjunto {1,2,3} com o intuito de
diversificar a quantidade de subconjuntos de V \T que cobrem W . O conjunto N ⊂V , utilizado
para a formação da rota grande na segunda fase, contém todos os elementos que são solução
do modelo (3.2.1) unidos aos vértices em T \{v0}. Desta maneira, todos os vértices emW que
devem ser cobertos serão atendidos pelos vértices em cada N.
Para cada subconjunto N gerado pelo modelo da primeira fase é verificado se não há outro
subconjunto N, gerado anteriormente, com os mesmos elementos, para evitar redundância nas
soluções.
3.2.2 Problema de Rotas de Cobertura Multiveículo
Nesta seção serão apresentadas as heurísticas de construção de rotas para o m-PRCB
e suas características. As heurísticas denominadas por heurística da Varredura e heurística
Primeiro 1-PRC/ Segundo m-PRC foram propostas por HACHICHA et al. [20].
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Heurística da Varredura
GILLETT e MILLER [17] descreveram um algoritmo para o processo de construção de
rotas para um PRV, que consiste em construir rotas particionadas ordenadas de acordo com o
menor ângulo das coordenadas polares entre os vértices, no sentido anti-horário, observando-
se a capacidade de cada veículo. Após esse procedimento, é realizado o processo inverso, com
o intuito de verificar se a troca de vértices entre as rotas é vantajosa.
HACHICHA et al. [20] propuseram uma adaptação, para modelos com capacidade, do
algoritmo da heurística da Varredura apresentado por GILLETT e MILLER [17]. Na heurística
de HACHICHA et al. [20] apenas a primeira etapa do algoritmo original é realizada, sendo que
as trocas de vértices são realizadas utilizando-se combinações de outras heurísticas. Com a
heurística da Varredura podem ser geradas várias soluções viáveis.
O termo varredura se deve à característica de como os vértices são selecionados para
pertencer a uma determinada rota, sempre selecionando o vértice mais próximo do vértice
selecionado anteriormente. Esta heurística foi criada com o intuito de resolver um m-PRC aten-
dendo um conjunto de restrições (como restrições de capacidade de veículos) e assim obter
soluções viáveis, ou seja, o próximo vértice a ser visitado passa a fazer parte de uma nova rota
quando as restrições de capacidade forem violadas.
OLIVEIRA [33] propôs uma heurística da Varredura para o m-PRCB (Algoritmo 2), apre-
sentando o Procedimento de Abertura de um Leque (Algoritmo 1), em que o vértice υ é definido
como sendo o vértice do conjuntoW ∪ (T \{v0}) mais próximo do depósito e será denominado
como vértice inicializador da heurística da Varredura.
A Figura 3.2 representa o processo da heurística da Varredura [33], com υ o vértice inici-
alizador, as circunferências em vermelho representam os vértices em W e as estrelas em azul
representam os vértices em T . Pode-se considerar a linha gerada pelo depósito e pelo vértice
inicializador υ como sendo o raio e pode-se fazer analogia a um leque que gira no sentido anti-
horário, sendo que o ponto fixo da rotação está no depósito. Nesta rotação, conforme o raio toca
um vértice emW ∪(T \{v0}), é analisado se tal vértice pertence a T ou aW , incluindo vértices
de T ou de V \T , respectivamente, em uma rota. A abertura do leque continua após essa veri-
ficação, decidindo se o vértice é incluído na mesma rota ou se a rota é alterada, o que acontece
quando a inclusão do novo vértice na rota extrapola a quantidade de vértices permitidos para
incluir nas diferentes rotas.
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A quantidade de vértices em cada rota k (Nk), proposta por OLIVEIRA [33], é definida de
acordo com a quantidade de vértices incluídos no vetor D, que contém todos os vértices que
serão visitados pelas rotas e é construído a partir do Procedimento de Abertura de um Leque:




o número de vértices permitidos para a rota k e β= |D|−m ·Nk. Com
isso, β< m. Faça k = 1.
• Enquanto β 6= 0, faça:
– Nk = Nk+1;
– k = k+1 e β= β−1.
Com isso, cada valor de Nk está próximo da média entre a quantidade de vértices visitados
e a quantidade de veículos disponíveis.
Algoritmo 1: Procedimento de abertura de um leque [33].
1 Escolha υ ∈ (T ∪W )\{v0} o vértice mais próximo da base.
2 Considere uma linha tendo uma extremidade na base e passando por υ.
3 Construa um vetor G ordenado com todos os vértices vh ∈ T ∪W em ordem cres-
cente do ângulo θh = υ̂v0vh.
4 SejamCr = {vl ∈W : crl ≤ c}, D= /0, z= |G|, então G= {v1,v2, . . . ,vz}. Faça h= 1.
5 Enquanto h≤ z
• Se vh ∈ T , D= [D vh], h= h+1;
• Se vh ∈W , determine vr ∈ Sh que cobre o maior número de vértices de W , faça
D = [D vr], T ∪W = (T ∪W )\Cr e h= h+1;
• Se vh /∈W , h= h+1.
6 D deve ser considerado um vetor ordenado por construção.
O Algoritmo 2 apresenta a heurística da Varredura com os passos propostos por OLI-
VEIRA [33] para o m-PRCB. Os Passos 2 e 3 são repetidos iniciando com cada vértice υ incluído
na primeira rota construída no Passo 2 e então é selecionada a melhor de todas as soluções.
Nos testes desse trabalho foram utilizados como vértices inicializadores υ todos os vér-
tices do vetor D. Nesse caso, a heurística da Varredura, sem a separação dos vértices nas k
rotas, foi utilizada para a geração da rota grande da primeira fase da heurística Primeiro 1-PRC/













Figura 3.2: Exemplo do processo da heurística da Varredura. Fonte [33].
Algoritmo 2: Heurística da Varredura [33].
1 Inicialização: Determine o vetor D através do Procedimento de abertura de um leque
(Algoritmo 1). Considere D como um ciclo e obtenha os valores Nk.
2 Seleção de vértices: Iniciando de um vértice υ arbitrário em D, construa uma rota k
fazendo um passeio em D no sentido anti-horário e incluindo os vértices visitados neste
passeio até atingir o valor Nk. Complete tal rota unindo seu último vértice a v0. Então
considere o próximo vértice neste passeio como υ e repita este passo para a próxima
rota até todos os vértices de D serem incluídos em alguma rota.
3 Melhoria de solução: Tente melhorar a solução do m-PRC atual.
Heurística Primeiro 1-PRC/ Segundo m-PRC
Esta heurística foi apresentada por HACHICHA et al. [20] e constrói um m-PRC em duas
etapas. Na primeira etapa é construído um 1-PRC irrestrito, ou seja, cria um m-PRC tomando
m = 1 sem as restrições de capacidade. Na segunda etapa são realizadas divisões da rota
da fase anterior em rotas menores, formando um m-PRC, iniciando-se de um vértice arbitrário.
Após isso a solução é pós otimizada.
OLIVEIRA [33] propôs uma adaptação da heurística Primeiro 1-PRC/ Segundo m-PRC,
para o m-PRCB (Algoritmo 3), determinando antecipadamente quantos vértices podem entrar
em cada uma das rotas, para então construir tais rotas. Da primeira etapa dessa heurística é
obtida uma rota grande de veículo e em seguida são determinados os valores Nk (quantidade
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de vértices em cada uma das k rotas) de acordo com o número de vértices incluídos nessa rota
grande, da seguinte forma:
• Seja τ a rota obtida na primeira etapa.




o número de vértices permitidos para a rota k no Passo 1 da
heurística Primeiro 1-PRC/ Segundo m-PRC e β = |τ| − 1−m ·Nk. Com isso, β < m.
Faça k = 1.
• Enquanto β 6= 0, faça:
– Nk = Nk+1;
– k = k+1 e β= β−1.
Algoritmo 3: Heurística Primeiro 1-PRC/ Segundo m-PRC [33].
1 Primeiro 1-PRC: Construir uma solução inicial (rota grande) para o m-PRC tomando
m= 1 por meio de uma heurística. Esta rota será chamada de τ e são considerados os
valores Nk.
2 Segundo m-PRC: Iniciar de um vértice arbitrário υ em τ, construindo uma rota k
seguindo-se a rota τ no sentido anti-horário e incluindo vértices visitados até que a rota
k atinja a quantidade Nk. Para completar a k-ésima rota, unir seu último vértice a v0.
Seja υ o próximo vértice de τ e então repetir esse passo até que todos os vértices de τ
sejam incluídos em alguma rota.
3 Melhoria de solução: Tentar melhorar a solução do m-PRC atual.
Os Passos 2 e 3 do Algoritmo 3 são repetidos iniciando-se com cada vértice incluído na
primeira rota construída no Passo 1 e então é selecionada a melhor solução de todas.
Nos testes realizados neste trabalho não foram considerados os valores Nk como proposto
por OLIVEIRA [33]. Como o m-PRCB apresenta uma diferença máxima permitida na quantidade
de vértice em diferentes rotas (r), os valores Nk foram gerados aleatoriamente, preservando
esse equilíbrio entre as rotas. Sejam as quantidades de vértices da maior e da menor rota
denominadas por Nkmax e Nkmin, respectivamente. Só serão considerados os tamanhos de rotas
Nk quando Nkmax−Nkmin ≤ r.
Na Figura 3.3 é apresentado um exemplo de rota grande no item (0), gerada pela heu-
rística da Varredura sem a separação de rotas, com 8 vértices, m = 3 e r = 2. Na segunda
etapa da heurística Primeiro 1-PRC/ Segundo m-PRC, considerando o fator de equilíbrio das
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rotas, é possível ter combinações de rotas com 2 e 3 vértices e combinações de rotas com 2
e 4 vértices, satisfazendo a condição de equilíbrio entre as rotas. Desta forma, os trajetos nos
itens (1) e (2) são soluções viáveis para o m-PRCB e podem compor a população inicial do AG.
Verifica-se que a ordem dos vértices da rota grande e dos trajetos formados é mantida, sendo
apenas alterada a informação de qual rota o vértice pertence.
Figura 3.3: Possíveis tamanhos das rotas.
Cada solução viável obtida da heurística Primeiro 1-PRC/ Segundo m-PRC é um indivíduo
da população inicial do AG.
3.2.3 Métodos de melhoria de solução
Foram utilizados dois métodos de melhoria de solução para o m-PRCB: CRMC [35] e
BRKGA [18]. A seguir serão detalhados os métodos utilizados.
Crossover de Rota de Melhor Custo - CRMC
Este método originalmente resolve um PRV multi-depósito. São utilizados um operador
crossover e um decodificador indireto baseado na permutação das localidades utilizando as
restrições do problema como guia.
A Figura 3.4 representa um exemplo do crossover, em que são selecionados dois indi-
víduos da população e de cada indivíduo selecionado, é selecionada uma das rotas aleatoria-
mente. Nesse exemplo a última rota do primeiro indivíduo e a segunda rota do segundo indivíduo
foram selecionadas. Cada uma dessas rotas é então retirada do outro indivíduo, ou seja, os vér-
tices 7 e 5 são removidos do indivíduo p2 e os vértices 9 e 2 são removidos de p1. Após a
retirada dos vértices, verifica-se em qual rota e localização incide menor custo, quando inserido
cada um dos vértices retirados anteriormente. Além disso, a inclusão dos vértices é realizada
mantendo-se o equilíbrio entre as rotas, ou seja, caso uma das rotas contenha menos vértices
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que as demais, esta tem preferência para receber o novo vértice. Ao final do crossover, são
obtidos indivíduos com equilíbrio entre as rotas.
Figura 3.4: Crossover entre indivíduos.
BRKGA
O BRKGA (Biased Random-Key Genetic Algorithm) ou Algoritmo Genético com Chaves
Aleatórias Enviesadas foi introduzido por GONÇALVES e RESENDE [18] como um método heu-
rístico para a resolução de problemas de otimização combinatória. Este método foi baseado no
RKGA (Random-Key Genetic Algorithm), proposto por BEAN [5], cujas soluções são represen-
tadas por vetores de permutação de números reais gerados aleatoriamente, no intervalo (0,1].
Tanto no RKGA quanto no BRKGA é utilizado um algoritmo denominado por decodificador,
que é responsável por decodificar um vetor solução em uma solução viável para o problema de
otimização a ser resolvido, no qual o valor fitness possa ser calculado. O decodificador ordena o
vetor de chaves aleatórias em ordem crescente dos valores e assim é possível traçar as rotas na
ordem de visitação dos vértices. No caso de estudo, o vértice associado ao menor valor do vetor
das chaves aleatórias será o primeiro vértice a ser visitado pelas rotas. Na Figura 3.5 pode-se
observar que cada componente do vetor de chaves aleatórias está associado a um vértice das
m rotas. A ordem de visita dos vértices segue o ordenamento dos valores das chaves aleatórias
em ordem crescente. Nesse exemplo, o primeiro vértice a ser visitado será o vértice 17, seguido
do vértice 35 e assim por diante. Com isso, pode-se verificar a ordem de visita dos vértices e
com isso, é possível realizar o cálculo do valor do fitness do indivíduo.




01 08 11 17 20 23 30 35
0,50 0,30 0,35 0,20 0,55 0,40 0,45 0,25
Figura 3.5: Chaves aleatórias da população inicial do BRKGA para o m-PRC.
Sua população inicial é dada por n vetores com p chaves aleatórias de número real. Cada
componente desses vetores é gerado de forma aleatória de forma independente um do outro
no intervalo real (0,1]. Com o decodificador é calculado o valor fitness de cada indivíduo da
geração k. Após isso, é realizada uma divisão da população em dois grupos de indivíduos:
um pequeno grupo de pe indivíduos elite (com melhores valores fitness) e os demais p− pe
indivíduos são denominados não elite. O valor pe é escolhido de forma que pe < p− pe.
Para a próxima geração, todos os pe indivíduos elite da geração k são copiados para a
população da geração k+1, sem modificação. Em cada geração há pm indivíduos que sofrem
mutação. Os demais p− pm− pe indivíduos são produzidos realizando-se crossover entre dois
indivíduos sorteados dentre toda a população da geração k. Para o crossover são sorteados
dois indivíduos da geração k. O que difere o BRKGA do RKGA é a etapa de cruzamento dos
indivíduos. No RKGA são sorteados dois indivíduos da população inteira, enquanto que para o
BRKGA o crossover ocorre entre um indivíduo elite e um não elite.
O termo chave enviesada do BRKGA se dá pelo fato de haver uma probabilidade maior
de uma característica ser herdada de um dos indivíduos escolhidos, no caso o indivíduo elite.
É definido um parâmetro real para o crossover, sendo λe > 0,5 no BRKGA, que representa a
probabilidade de um indivíduo filho herdar uma característica do indivíduo pai pertencente à
elite. O Algoritmo 4 apresenta em termos gerais o BRKGA.
Como um exemplo do crossover, tome um indivíduo d, onde cada uma de suas compo-
nentes é denominada por di, i = 1, . . . ,n e λe = 0,7. Para cada di, i = 1, . . . ,n é gerado um
número aleatório pertencente a [0,1]. Caso o número sorteado da componente i seja menor
que λe então di herda o mesmo valor do alelo do indivíduo elite, caso contrário, herda o alelo do
indivíduo não elite. A Figura 3.6 apresenta um exemplo em que os primeiros dois vetores repre-
sentam os indivíduos elite e não elite, respectivamente, selecionados para o crossover. Abaixo
são representados o vetor de números aleatórios de cada componente i, referente à probabili-
dade de herdar características do indivíduo elite, e o vetor filho é o resultado do crossover dos
dois indivíduos.
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Algoritmo 4: Termos do BRKGA.
1 Chaves aleatórias: Geração de vetores codificados de números reais gerados alea-
toriamente.
2 Decodificador: Decodificação da chave aleatória em uma solução viável.
• Ordenação do vetor de chave aleatória em ordem crescente dos valores
• Verificação da posição das m primeiras entradas do vetor ordenado das chaves
aleatórias em relação ao vetor original.
3 Fitness: Cálculo do valor fitness de cada indivíduo da geração atual.
4 Indivíduos: Separação da população em indivíduos elite e não elite.
5 Indivíduos elite: Os pe indivíduos com melhor valor fitness serão copiados para a
próxima geração.
6 Mutação: Os pm indivíduos serão selecionados da geração anterior e então o valor
de algum componente da chave aleatória será modificada.
7 Crossover: Um indivíduo é selecionado do grupo elite e um indivíduo é selecionado
do grupo não elite. É gerado um vetor aleatório de probabilidade, no intervalo [0,1],
sendo que caso o valor de uma componente seja menor ou igual a λe, o valor da chave
aleatória referente ao indivíduo elite será copiado, caso contrário, será copiado o valor





0,79 0,95 0,65 0,03 0,84 0,93 0,67 0,75
0,74 0,39 0,64 0,17 0,70 0,03 0,27 0,05
0,09 0,82 0,69 0,31 0,95 0,03 0,43 0,38
0,79 0,39 0,65 0,03 0,70 0,93 0,67 0,75
Figura 3.6: Crossover do BRKGA (baseada em GONÇALVES e RESENDE [18]).
Tanto o processo de mutação quanto o crossover são aplicados diretamente no vetor de
chaves aleatórias e não no vetor solução. Com essa estratégia é garantido que sejam geradas
apenas soluções viáveis. O esquema do processo de formação da geração k+1 do BRKGA é
representado na Figura 3.7.
No caso de aplicação do BRKGA no m-PRCB foram utilizadas a heurística da Varredura
e heurística Primeiro 1-PRC/ Segundo m-PRC, para a definição da ordem dos vértices a serem
visitados. Para garantir a ordem de visita dos vértices foram atribuídos valores crescentes no
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Figura 3.7: Processo de formação da geração do BRKGA. Fonte [30].
na Figura 3.5. Além disso, foi armazenado um vetor com a informação de em qual rota k os
vértices foram visitados.
3.2.4 Algoritmo genético aplicado ao m-PRCB
O Algoritmo 5 apresenta o AG proposto, com o objetivo de atender as restrições do m-
PRCB. O procedimento é inicializado definindo o melhor custo atual como um número sufici-
entemente grande. Para cada conjunto Ni, solução do problema de cobertura (Seção 3.2.1), é
determinada a população inicial com a heurística da Varredura e a heurística Primeiro 1-PRC/
Segundo m-PRC (Seção 3.2.2). Em seguida, para cada conjunto Ni são realizados os métodos
de melhoria (Seção 3.2.3) até que a melhor solução de todos os conjuntos Ni não melhore por
pelo menos γ iterações. No caso dos métodos de melhoria, foram realizados dois testes, um
com o Crossover de Rota de Melhor Custo e outro com o BRKGA.
A cada nova geração para cada conjunto Ni, são realizados os procedimentos apresenta-
dos no Algoritmo 5. Após a geração da nova população, de todos os conjuntos Ni, verifica-se se
o valor do MelhorCusto não se alterou nas últimas γ gerações. Em caso afirmativo o algoritmo
é encerrado, caso contrário, continua a geração de novas populações com o intuito de melhorar
a solução.
A seguir serão apresentadas as fases da metaheurística elaborada para a resolução do
m-PRCB.
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Algoritmo 5: Aplicação do AG ao m-PRCB.
1 Defina: MelhorCusto= ∞ e k = 0
2 enquanto k ≤ γ faça
3 para Ni, i= 1, . . . ,θ1 faça
4 Avaliar a aptidão de cada indivíduo da população, ou seja, a distância total percorrida
por todas as rotas.
Criar uma nova população repetindo os seguintes passos até que uma nova popula-
ção esteja completa:
• Elitismo: Seleção dos pe melhores indivíduos da população que serão copiados
para a nova geração;
• Seleção: Selecionar dois indivíduos pais da população, sendo um da elite e outro
da não elite;
• Crossover : Aplicar o crossover com uma probabilidade dos pais de formarem
novos indivíduos;
• Mutação: Com probabilidade de mutação, aplicar mutação intra ou inter rotas
para modificar novos indivíduos;
• Aceitação: Incluir os novos indivíduos na próxima geração.
Atualizar a população anterior com a nova população gerada.
Se a quantidade de indivíduos na geração de cada conjuntoNi for alcançado, calcular




se MelhorCusto com o valor da função objetivo do melhor indivíduo da população atual
não variar então k = k+1
senão k = 0.
6 fim
Primeira fase
A primeira fase do método aproximado consiste em resolver o problema de cobertura,
obtendo assim θ1 conjuntos Ni de vértices que devem ser visitados pelas m rotas (Seção 3.2.1).
Segunda fase
Nesta fase será criada a população inicial do AG utilizando-se a heurística Primeiro 1-
PRC/ Segundo m-PRC e heurística da Varredura. A primeira etapa da heurística Primeiro 1-
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PRC/ Segundo m-PRC consiste em formar uma rota grande para cada conjunto Ni obtido na
primeira fase da metaheurística. Para isso é utilizada a heurística da Varredura com todos os
vértices selecionados no modelo da primeira fase do método aproximado.
Na segunda etapa da heurística Primeiro 1-PRC/ Segundo m-PRC são gerados até θ2
variações de tamanhos de rota de forma aleatória, sempre mantendo o equilíbrio entre as rotas,
com ρ˜−ρ≤ r.
Definidas as rotas, seleciona-se as θ3 melhores soluções (menor distância total per-
corrida pela rotas) desta fase como indivíduos da população inicial do AG. Ao incluir
estes novos indivíduos, observa-se se não há indivíduos incluídos anteriormente com o
mesmo conjunto N definido na primeira fase. Nesta etapa, tem-se uma população inicial
P= {p1N1, . . . , pθ3N1, . . . , p1Nθ1 , . . . , pθ3Nθ1}, em que p1N1 representa a primeira solução, ou in-
divíduo 1, com os vértices obtidos pela resolução N1 da primeira fase. E θ1 é a quantidade de
conjuntos gerados pela primeira fase do método aproximado.
A Figura 3.8 representa cada conjunto Ni, com i = 1, . . . ,θ1, em que cada componente
i corresponde a uma solução obtida da primeira fase (resolução do problema de cobertura),
ou seja, a primeira fase foi executada θ1 vezes, considerando que todos os conjuntos Ni são
distintos entre si. De cada conjunto Ni são armazenados apenas os θ3 melhores indivíduos










Figura 3.8: Representação da população inicial do Algoritmo Genético.
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Terceira fase
Com a inclusão dos indivíduos na população inicial do AG são realizados métodos de
melhoria de solução (Seção 3.2.3). O primeiro passo consiste no elitismo, selecionando os pe
melhores indivíduos de cada tipo de amostra da população atual, ou seja, para cada conjunto
Ni obtido na primeira fase, são selecionados os pe melhores indivíduos para a nova população.
Juntamente com o custo, são armazenados o tamanho de cada rota, os elementos de cada
indivíduo para a nova população e em qual rota cada vértice pertence.
Como método de melhoria de solução utilizando-se o Crossover de Rota de Melhor Custo,
após a remoção dos elementos (ver Figura 3.4), são definidos tamanhos de rotas de maneira
que as quantidades de vértices em cada rota sejam equilibradas. Com isso, a cada inclusão são
verificadas a quantidade de elementos que podem ser incluídas em cada rota, ou seja, em quais
rotas e em quais posições são permitidas essas inclusões. A mutação é realizada trocando-se
dois vértices de posição.
No caso do BRKGA cada vértice do conjunto Ni da primeira fase possui uma chave ale-
atória associada. O decodificador das chaves aleatórias para a solução do problema considera
a ordenação das chaves aleatórias, informando a ordem de visita dos vértices nas rotas. Como
exemplo da Figura 3.5, a rota única da heurística Primeiro 1-PRC/ Segundo m-PRC é determi-
nada como sendo 17-35-08-11-23-30-01-20. Associada a cada chave aleatória é determinada
em qual rota cada vértice pertence. Após o crossover, o valor da chave aleatória é alterada e
assim a ordem das rotas é modificada.
Para obter melhores resultados os passos do crossover e da mutação são repetidos até
que a diferença entre a melhor solução da população atual e a solução da população anterior,




Nesta seção serão apresentados os resultados obtidos para cinco experimentos, sendo
dois métodos metaheurísticos com a abordagem do Algoritmo Genético e três métodos exatos
com a abordagem do branch-and-cut. Os exemplares utilizados são adaptados da biblioteca
TSPLIB. Os algoritmos foram codificados em AIMMS ® 4.28 64 bits e executados em um CPU de
3.40GHz com 32GB de RAM, processador Intel(R) Core(TM) i7-6700, Windows 7 Professional.
4.1 Exemplares
Os exemplares utilizados para validação do modelo apresentado neste trabalho são base-
ados no TSPLIB, sendo apresentados em OLIVEIRA et al. [34], com um total de cinco classes,
caracterizadas pelo número total de vértices em |V ∪W |, que são 100, 150, 200, 318 e 400. Os
exemplares estão separados segundo a Tabela 4.1, com as respectivas informações quanto ao
número de rotas (m) e diferença máxima permitida da quantidade de vértices entre diferentes
rotas (r). Cada classe é subdividida em três subclasses, com diferentes cardinalidades para T ,
em que a primeira subclasse tem |T | = b|V |/8c, a segunda subclasse tem |T | = b|V |/4c e a
última subclasse tem |T |= b|V |/2c.
Cada exemplar é caracterizado por um conjunto de pares {(xi,yi)|i = 1, . . . , |V |+ |W |},
sendo xi e yi considerados como pontos coordenados do plano Euclidiano. O vértice deno-
minado depósito foi escolhido como sendo um dos vértices mais centralizados entre todos os
vértices de cada exemplar. Os primeiros vértices desses pares correspondem aos vértices em
T , seguidos dos vértices em V \T e os demais pertencem aos vértices em W .
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Tabela 4.1: Definição das classes dos exemplares.
Classe Exemplar do TSPLIB |V | |W | m r
Classe 1
kroA100







50 100 2 a 4 2kroB150
Classe 3
kroA200
100 100 3 a 5 3kroB200
Classe 4 lin318 100 218 3 a 5 3
Classe 5 rd400 200 200 4 a 6 4
Cada exemplar será denominado por C_SC_TSPLIB_m, sendo que C corresponde ao
número total de vértices das classes, SC corresponde a cardinalidade da subclasse, TSPLIB
corresponde ao exemplar de TSPLIB e m é o número de rotas do exemplar. Um exemplo
é 100_2_4_2, que corresponde à Classe 1 (100 vértices), subclasse 2 (b|V/4|c), exemplar
kroD100 e m = 2; outro exemplo é 318_3_1_4, sendo da Classe 4 (318 vértices), subclasse
3 (b|V |/2c), exemplar lin318 do TSPLIB e m= 4.
4.2 Experimentos
O tempo de execução dos algoritmos foi limitado em uma hora para cada exemplar. O









com h(l) o segundo vértice em V \T mais próximo de wl .
Como métodos de resolução são apresentados cinco tipos de experimento, sendo dois
metaheurísticos com abordagem do Algoritmo Genético (um com Crossover de Rota de Melhor
Custo e outro com BRKGA) e três métodos exatos com abordagem do branch-and-cut. A se-
guir serão apresentados mais detalhes de cada configuração do CPLEX para a resolução e as
características de cada experimento.
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A implementação do algoritmo branch-and-cut foi desenvolvida em AIMMS com o proce-
dimento Callback (em que uma função é passada como argumento em outra função), sendo
chamada uma função de verificação de quais desigualdades válidas estavam sendo violadas
com a solução corrente. As desigualdades válidas geradas pelo próprio CPLEX foram desativa-
das para a realização dos testes, pois em 98% dos exemplares não foi possível obter solução
viável com as configurações padrão de planos de corte definidas pelo CPLEX. Por esse motivo
foram feitas as alterações na configuração do CPLEX, apresentadas a seguir.
4.2.1 BCV1: Branch-and-cut com ρ e ρ˜ variáveis
Este experimento resolve um m-PRCFB-V de forma exata, considerando os tamanhos das
rotas como variáveis. A alteração no modelo m-PRCFB, de permitir que ρ˜ e ρ sejam variáveis é
nova, sendo apresentada neste trabalho na Seção 2.3.
As modificações de configuração do CPLEX distintas da opção padrão foram:
• MIP search strategy : “Apply branch-and-cut”. Esta opção define a estratégia de busca
para um problema inteiro misto (PIM), permitindo o uso de ramificações, cortes, heurísti-
cas e procedimentos callback.
• MIP start algorithm: “Barrier ”. Esta opção determina qual algoritmo de PL será utilizado
para resolver a relaxação inicial do problema inteiro misto, neste caso o barrier.
• MIP method : “Barrier ”. Esta opção pode ser utilizada para definir o algoritmo a ser usado
nos subproblemas.
• MIP update: “No”. Ao resolver uma versão atualizada de um modelo já carregado, o
CPLEX recupera essas atualizações do AIMMS, modifica o modelo e resolve o modelo
utilizando os resultados da solução anterior, ou seja, a base presente no CPLEX é utili-
zada.
• Cover cuts: “Off ”. Esta opção determina se haverá tentativa de geração de corte de co-
bertura para o problema.
• Implied bound cuts: “Off ”. Esta opção determina se deve ou não gerar cortes de limites
implícitos válidos localmente.
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• GUB cover cuts: “Off ”. Opção que determina se é gerado ou não cortes de cobertura de
limites generalizados.
• Mixed integer rounding cuts: “Off ”. Esta opção determina se são gerados ou não cortes
de arredondamento do problema inteiro misto.
• Advanced start : “Off ”. Esta opção indica se será utilizada algum dado de inicialização
avançada quando a otimização for iniciada.
• Branch: “Down branch first”. Esta opção é utilizada para determinar qual o sentido da
ramificação deve ser considerada primeiro em cada nó.
Como o BCV1 não pôde resolver todos os exemplares, foram realizados testes com a
abordagem do Algoritmo Genético (AG-CRMC e AG-BRKGA) na tentativa de se obter boas
soluções iniciais para o método exato.
4.2.2 AG-CRMC
Neste experimento cada exemplar é resolvido com o AG proposto utilizando o CRMC
(Seção 3.2.3). Além do limite de tempo de processamento de uma hora, este procedimento
pode ser finalizado quando a diferença entre a melhor solução atual com a melhor solução
da geração anterior não se alterar por pelo menos γ vezes, com γ =
⌈|V \ T |/θ1⌉ em cada
exemplar.
Para a implementação do AG, nas equações (3.1.7) e (3.1.8) foi limitado o subconjunto
S a |S| = 3. Os parâmetros θ1, θ2 e θ3 foram escolhidos de acordo com os dados, com θ1 ≈
(|V \T |)/|T |, θ2 =m ·r e θ3 = 0,5 · |V |. A quantidade máxima de vezes que o algoritmo procura
por tamanhos de rotas que sejam viáveis, ou seja, tamanhos de rotas em que as condições de
balanceamento entre as rotas são válidas (ρ˜−ρ≤ r), é definida como α= m · r.
A população elite é de 30% da população de cada geração, para cada conjunto N (Pri-
meira fase), com pe = 0,3 ·θ3. A taxa da população elite foi testada com valores de 10%, 20%
e 30%, sendo que esta última apresentou resultados com valor do custo total menor. A quanti-
dade de indivíduos que sofrem mutação é pm = |T |, valor não tão elevado para não estender
de forma considerável o tempo computacional.
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4.2.3 AG-BRKGA
Este teste resolve cada exemplar utilizando o BRKGA (Seção 3.2.3). Os critérios de pa-
rada são os mesmos do AG-CRMC, com γ=
⌈
(|V +W |−1)/θ1⌉. Os parâmetros θ1,θ2,θ3 re-
ceberam algumas modificações para que a população pudesse ser maior, com θ1 =
⌈|V |/|T |⌉,
θ2 = 2 ·m · r e θ3 = |V \T |. A quantidade máxima de vezes que o algoritmo procura por tama-
nhos de rotas que sejam viáveis, ou seja, tamanhos de rotas em que as condições de balance-
amento entre as rotas são válidas, é definida como α= m · r · |T |.




, a quantidade de indivíduos que




e a porcentagem de um filho herdar os dados da
chave aleatória do pai (pertencente à elite) é de 70%. Essas taxas são baseadas nas utilizadas
por RESENDE et al. [39], com uma população de tamanho p, pe ≈ 0,15p, pm ≈ 0,15p e a
porcentagem de um filho herdar as características do pai sendo de 70%.
4.2.4 BCP: Branch-and-cut com ρ e ρ˜ parâmetros
Neste experimento, cada exemplar foi resolvido com o algoritmo branch-and-cut com a
simplificação nas restrições relacionadas ao balanceamento entre rotas (m-PRCFB). Os valores
de ρ e ρ˜ foram considerados parâmetros para facilitar a resolução do problema, sendo que as
inequações (2.3.1) e (2.3.2) podem ser transformadas nas restrições lineares (2.2.7) e (2.2.20).
Os valores de ρ e ρ˜ são obtidos a partir da melhor solução dos testes do AG-CRMC e do
AG-BRKGA. Os testes serão denominados por BCP-CRMC e BCP-BRKGA.
As configurações do CPLEX no AIMMS foram as mesmas do BCV1.
4.2.5 BCV2: Branch-and-cut com ρ e ρ˜ variáveis e solução inicial
Neste experimento foram utilizadas como solução inicial as melhores soluções obtidas
pelo AG-CRMC e AG-BRKGA, permitindo que as quantidades mínima e máxima de vértices
visitados (ρ e ρ˜) sejam variáveis, sempre mantendo o balanceamento entre as rotas (m-PRCFB-
V). Os testes serão denominados por BCV2-CRMC e BCV2-BRKGA.
As configurações do CPLEX no AIMMS foram as mesmas do BCV1, com a alteração da
opção de Advanced start para “Use advanced basis”, ou seja, o CPLEX utilizará as melhores so-
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luções obtidas pelos AGs como valores iniciais ou continuará explorando a árvore do problema
inteiro misto caso se tenha uma disponível.
4.3 AIMMS e CPLEX
AIMMS é um software projetado para modelar e resolver problemas de otimização de
grande porte. Consiste em linguagem de modelagem algébrica e possui um ambiente de desen-
volvimento integrado para editar modelos e criar interfaces aos usuários acerca dos modelos.
Umas características do AIMMS utilizadas na formulação de modelos de otimização são
as declarações de conjuntos e índices, assim como escalares e parâmetros multidimensionais,
variáveis e restrições. Além disso, unidades de medida são utilizadas e verificadas na análise
de unidades durante a compilação, com o objetivo de detecção de erros.
Com o AIMMS é possível resolver variados tipos de problemas de otimização matemática,
dentre eles: programação linear, programação quadrática, programação não linear, programa-
ção inteira mista, programação não linear inteira mista, entre outros.
O CPLEX por sua vez é um solver de programação matemática de alta performance que
pode ser utilizado através do AIMMS, para resolver problemas de programação linear, programa-
ção linear inteira mista e programação quadrática. O CPLEX permite que decisões de negócios
possam ser otimizadas de forma rápida.
4.4 Resultados numéricos
Os GAPs do branch-and-cut do BCV1, BCV2-CRMC e BCV2-BRKGA (Tabelas 4.2 e 4.3)





com CVRL o valor da solução da relaxação linear e CVI o valor da melhor solução inteira.
Já o GAP do valor obtido nos AGs (AG-CRMC e AG-BRKGA), em relação ao valor ob-
tido no BCP-CRMC e BCP-BRKGA, respectivamente, com as mesmas quantidades mínima e
máxima permitidas de vértices percorridos pelas rotas, é apresentado nas Tabelas 4.4 a 4.6.
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Seja CAG o valor da solução do AG e CBCP o valor da solução do BCP, então GAPAG é o desvio
percentual do AG em relação ao BCP e é computado como
GAPAG = 100 ·CAG−CBCPCBCP . (4.4.2)
O GAP do AG em relação à relaxação linear (GAPAGL) é dado por
GAPAGL = 100 ·CAG−CVRLCVRL , (4.4.3)
em que CVRL é o valor da solução da relaxação linear e CAG é o valor da solução obtida pelo
AG.
Tabela 4.2: Comparação entre os experimentos BC para exemplares da Classe 1.
Exemplar
BCV1 BCV2-CRMC BCV2-BRKGA
Tempo(s) Custo GAPBC (%) r Tempo(s) Custo GAPBC (%) r Tempo(s) Custo GAPBC (%) r
100-1-1-2 3600 9363 15,00 2 3600 9460 11,85 1 3600 9557 11,78 0
100-1-1-3 3600 11312 20,56 2 3600 12041 27,60 2 3600 11114 20,78 2
100-1-1-4 3600 13391 24,72 2 3602 13225 25,28 2 3600 13851 25,68 2
100-1-2-2 3600 9458 22,22 1 3600 9420 22,42 1 3600 9518 21,30 1
100-1-2-3 3600 12052 31,52 2 3600 12656 34,75 2 3600 12532 33,12 2
100-1-2-4 3600 13973 32,65 2 3600 13258 28,69 2 3600 12931 26,87 2
100-1-3-2 3600 8897 14,43 1 3600 8761 13,30 1 3600 8761 17,46 1
100-1-3-3 3600 10565 23,74 2 3600 10956 24,98 2 3602 10288 22,44 1
100-1-3-4 3600 11090 11,54 2 3600 11794 19,63 2 3602 11020 11,88 2
100-1-4-2 3600 9991 12,70 1 3600 11273 22,73 1 3602 9876 12,26 1
100-1-4-3 3600 11734 21,59 1 3600 11704 21,93 1 3600 12883 28,57 1
100-1-4-4 3600 13865 28,60 2 3600 14145 28,73 2 3600 13931 27,96 2
100-1-5-2 3600 9601 27,57 1 3600 9854 23,92 1 3602 9787 24,89 2
100-1-5-3 3600 11674 31,74 2 3600 12076 35,77 2 3600 11742 33,80 2
100-1-5-4 3600 14700 43,47 2 3600 13535 35,39 2 3600 13847 38,39 2
100-2-1-2 3600 10594 5,43 0 3600 10634 8,47 0 3600 11166 10,18 1
100-2-1-3 3601 13230 21,12 1 3600 13450 22,60 2 3600 13157 19,67 2
100-2-1-4 3600 18851 38,14 1 3600 14698 19,48 2 3600 15768 25,67 2
100-2-2-2 3600 10823 17,10 2 3600 11266 22,39 2 3600 11323 23,61 2
100-2-2-3 3600 12100 19,70 2 3601 12069 21,43 2 3600 12484 21,44 2
100-2-2-4 3600 14613 29,70 1 3600 13515 23,54 2 3600 15324 33,22 2
100-2-3-2 3600 11764 10,82 2 3600 11871 10,96 2 3600 11716 9,73 2
100-2-3-3 3600 15077 24,86 2 3600 14302 21,93 1 3600 14492 24,19 0
100-2-3-4 3600 16312 25,55 2 3600 16104 25,03 2 3600 15804 23,65 2
100-2-4-2 3600 10696 7,21 1 3600 11183 13,34 1 3600 11013 10,84 0
100-2-4-3 3600 13284 20,42 2 3600 13595 24,98 2 3602 12888 18,33 1
100-2-4-4 3600 16051 30,26 2 3600 15624 28,48 2 3600 16039 29,57 2
100-2-5-2 3600 11091 16,85 1 3600 10609 13,03 2 3600 10594 14,31 2
100-2-5-3 3600 13106 28,64 2 3600 12591 24,57 2 3600 12834 27,47 1
100-2-5-4 3600 15654 35,60 2 3600 15240 33,86 2 3600 15733 35,93 2
100-3-1-2 3602 12749 11,63 2 3600 12903 11,53 0 3600 12441 8,09 2
100-3-1-3 3600 16702 27,81 2 3600 16135 21,99 2 3600 18106 30,88 1
100-3-1-4 3600 19705 34,12 2 3600 17094 23,76 1
100-3-2-2 3600 12929 6,61 2 3600 12863 4,26 1 3602 12863 3,46 1
100-3-2-3 3600 17875 28,28 2 3600 17803 28,91 2 3600 16825 24,02 2
100-3-2-4 3600 18314 25,48 2 3601 17778 23,18 2 3600 17578 22,03 1
100-3-3-2 3600 15027 11,09 1 3600 14918 10,04 0 3604 15526 13,17 1
100-3-3-3 3600 18537 24,38 2 3602 17633 19,73 2 3602 17528 19,96 1
100-3-3-4 3600 19575 22,06 1 3600 21143 27,42 2 3600 21156 27,26 1
100-3-4-2 3600 14380 14,24 1 3600 14264 13,72 2 3600 14682 16,57 2
100-3-4-3 3600 17542 27,76 2 3600 18359 31,56 2 3600 18688 32,94 1
100-3-4-4 3600 19317 28,96 2 3600 21095 35,78 1
100-3-5-2 865 12859 0,00 0 2631 12859 0,00 0 1080 12859 0,00 0
100-3-5-3 3600 18536 30,91 2 3600 18702 31,15 2 3600 17526 26,79 2
100-3-5-4 3600 18020 24,48 2 3600 17816 23,60 2
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Tabela 4.3: Comparação entre os experimentos BC para exemplares das Classes 2-5.
Exemplar
BCV1 BCV2-CRMC BCV2-BRKGA
Tempo(s) Custo GAPBC (%) r Tempo(s) Custo GAPBC (%) r Tempo(s) Custo GAPBC (%) r
150-1-1-2 3600 9302 10,83 2 3600 9146 13,82 1 3602 9192 13,81 1
150-1-1-3 3600 11414 22,94 2 3600 11769 25,79 2 3600 12165 27,98 1
150-1-1-4 3600 13723 30,06 2 3600 12731 24,44 2
150-1-2-2 3600 8974 12,83 0 3600 9025 10,07 1 3600 8894 14,31 1
150-1-2-3 3600 10526 15,93 2 3603 10165 11,71 2 3600 10090 13,89 2
150-1-2-4 3600 11591 15,08 2 3602 11978 18,28 2 3600 11323 13,74 2
150-2-1-2 3600 10485 8,89 0 3601 10743 7,96 0 1246 10328 0,00 0
150-2-1-3 3603 15288 31,92 1 3600 14338 28,34 2 3600 13719 22,61 2
150-2-1-4 3600 15155 25,06 2 3600 14282 19,02 2 3600 15028 21,63 2
150-2-2-2 3600 11808 11,92 2 3600 11937 12,29 2 3600 11941 11,47 2
150-2-2-3 3600 14182 20,44 2 3600 14124 19,70 1 3600 14157 19,44 1
150-2-2-4 3600 17676 33,24 0 3600 16106 26,08 2 3600 16465 27,23 2
150-3-1-2 3600 12388 7,17 2 3600 12437 6,55 2 1542 12331 0,00 2
150-3-1-3 3600 15267 20,58 2 3600 15159 19,89 2 3600 15259 18,23 1
150-3-1-4 3600 17059 19,79 2 3600 17888 24,17 1 3600 17842 24,03 2
150-3-2-2 3600 14579 8,30 2 3600 14760 9,33 0
150-3-2-3 3603 18102 21,30 2 3600 18463 22,40 2
150-3-2-4 3600 19202 21,09 2 3602 19794 23,36 1
200-1-1-3 3600 15140 48,22 3 3600 15239 51,20 2
200-1-1-4 3600 19936 57,55 3 3600 18031 53,01 2
200-1-1-5 3600 19847 53,19 3 3600 18595 50,06 3
200-1-2-3 3600 23318 60,45 3 3600 21092 56,18 3
200-1-2-4 3600 21621 55,36 3 3600 21166 53,57 3
200-1-2-5 3600 26795 61,48 3 3600 21285 51,69 3
200-2-1-3 3600 19216 39,81 3 3600 19282 40,12 2
200-2-1-4 3600 21858 43,08 2 3600 22248 44,41 3
200-2-1-5 3600 26906 50,64 3 3600 23104 43,00 3
200-2-2-3 3600 26301 57,74 3 3600 21412 47,60 3
200-2-2-4 3600 34984 66,75 2 3600 23785 50,76 3
200-2-2-5 3600 27314 55,27 3 3600 26329 52,86 3
200-3-1-3 3600 3555 56,88 2 3600 28989 46,89 1
200-3-1-4 3600 57906 72,16 3 3600 28088 42,94 2
200-3-1-5 3600 45645 62,87 3 3600 35944 53,01 3
200-3-2-3 3600 64253 76,00 3 3600 34225 54,90 1
200-3-2-4 3600 61346 73,97 2 3600 31374 49,16 3
200-3-2-5 3600 54247 69,55 2 3600 33724 50,92 3
318-1-1-3 3600 12796 29,71 3 3600 12617 27,05 3
318-1-1-4 3602 16140 26,84 3 3600 15183 18,69 3
318-1-1-5 3601 17967 18,04 3 3601 18295 20,79 3
318-2-1-3 3600 14076 26,83 3 3600 14744 31,35 3
318-2-1-4 3600 17958 29,18 3 3601 17861 28,07 3
318-2-1-5 3600 21212 27,10 2 3600 21737 26,67 2
318-3-1-3 3600 18645 38,86 2 3600 17642 33,53 1
318-3-1-4 3600 23215 42,39 3 3600 19744 32,08 3
318-3-1-5 3600 27989 43,59 3 3600 24237 35,06 3
400-1-1-4 3600 17227 77,32 4 3600 9952 60,86 4
400-1-1-5 3600 16209 74,89 4 3600 10615 61,53 1
400-1-1-6 3600 15052 71,59 3 3600 11562 62,90 4
400-2-1-4 3600 25957 79,69 4 3600 12086 56,95 4
400-2-1-5 3600 26806 79,90 4 3600 13918 61,28 3
400-2-1-6 3600 24261 76,99 3 3600 15259 62,82 4
400-3-1-4 3600 19757 61,41 4
400-3-1-5 3600 17613 55,67 4
400-3-1-6 3600 20783 61,37 3
As Tabelas 4.2 e 4.3 apresentam os resultados referentes aos testes com branch-and-cut
com ρ e ρ˜ variáveis. Como visto pelos resultados obtidos pelo BCV1, em vários exemplares não
foi possível obter solução inteira. Por esse motivo, foram realizados os testes BCV2, utilizando
as soluções obtidas pelos métodos com a abordagem do AG como soluções iniciais.
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Para cada exemplar estão destacados os métodos que apresentam menor custo, sendo
que o BCV1 apresenta 13% dos melhores resultados, enquanto que BCV2-CRMC foi 30% e
BCV2-BRKGA foi 54%. Além do experimento BCV2-BRKGA apresentar grande parte dos me-
lhores resultados, este obteve solução viável nos exemplares que os demais experimentos não
encontraram solução viável em menos de uma hora.
Os tempos de processamento em destaque nas Tabelas 4.2 e 4.3 apresentam os exem-
plares que obtiveram solução ótima, com GAPBC nulo. No entanto, foram poucos os exemplares
que obtiveram solução ótima e o tempo de processamento dos três experimentos atingiu em
sua maioria o tempo máximo de processamento, definido em uma hora.
Em relação ao tempo de processamento, não houve muita variação entre os experimentos
BCV1 e BCV2. No entanto, uma grande vantagem da utilização dos experimentos BCV2 seria
quando não é possível obtermos uma solução pelo BCV1, o que ocorreu em alguns exemplares,
principalmente nas Classes 2-5 (Tabela 4.3).
Nas Tabelas 4.4 a 4.6 os valores destacados dos custos referentes ao AG-CRMC e AG-
BRKGA apresentam que em 96% dos exemplares, com o método AG-BRKGA foram obtidas
melhores soluções em relação ao AG-CRMC, assim como o tempo de processamento. Além
disso, em 91% dos exemplares, o valor do GAPAG em relação ao valor obtido pelo BCP foi
menor com o BRKGA quando comparado com o CRMC. Nessas tabelas é possível perceber
valores negativos de GAPAG, em que o valor obtido pelo AG foi menor em relação ao obtido pelo
BPC.
Os valores do GAP da solução inteira do AG em relação a relaxação linear (GAPAGL)
tem valores destacados, como no exemplar 100-1-1-2, que apresenta valor de GAPAGL do
AG-BRKGA menor em relação ao GAPAGL do AG-CRMC. O AG-CRMC apresentou 4% dos
exemplares com menor GAPAGL em relação ao AG-BRKGA enquanto que 92% dos exemplares
apresentaram menor GAPAGL com o AG-BRKGA em relação ao AG-CRMC.
Comparando-se os resultados BCP-CRMC e BCP-BRKGA (Tabelas 4.4 a 4.6), 7% dos
exemplares com o primeiro experimento apresentam menor custo em relação ao segundo, en-
quanto que 5% dos exemplares com o segundo experimento foram obtidos melhores custos.












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As Tabelas 4.7 a 4.9 apresentam resultados referentes aos testes com branch-and-cut
(BCV1, BCV2 e BCP), sendo que os dois últimos experimentos apresentados são os referen-
tes ao uso do BRKGA como método de melhoria da solução. Os dados são: número de nós
(Nós), número de iterações (Iter) e informação sobre os cortes utilizados no modelo, ou seja, o
número total de restrições violadas, como a quantidade de inequações de arcos incidentes das
Inequações (3.1.1) (Inc), desigualdades de dominância das Inequações (3.1.2) e (3.1.3) (Dom),
conjunto do politopo de cobertura das Inequações (3.1.4) (Coef), relações de fluxo das Inequa-
ções (3.1.5) (Fluxo), restrições de capacidade das Inequações (3.1.7) (Capac) e restrições de
conectividade das Inequações (3.1.8) (Conec). Essas comparações foram realizadas apenas
com o intuito de verificar as diferenças na quantidade de nós visitados, número de iterações e
quantidade de planos de corte que foram incluídos em cada método, sem considerar o resultado
final (tempo de execução e custo final), já que os resultados a serem alcançados não serão os
mesmos.
Os resultados nas Tabelas 4.7 a 4.9 apresentaram que as quantidades de nós e iterações
no experimento BCP foram menor em 78% e 59% dos exemplares, respectivamente, em relação
aos demais experimentos, assim como em relação às inequações referentes a Domínio, Coefi-
ciente, Capacidade e Conectividade, com 60%, 55%, 29% e 56%, respectivamente. As demais
inequações referentes a arcos incidentes e fluxo apresentam menor quantidade com o BCV2












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.4.1 Perfil de desempenho
Nesta seção serão apresentados os resultados de perfil de desempenho, que é uma fer-
ramenta para avaliar e comparar os métodos de resolução utilizados [13]. A performance é
calculada pela razão entre a medida a ser considerada e a melhor medida entre todos os méto-
dos de resolução. Neste trabalho foram realizados o perfil de desempenho para o custo, tempo
e quantidade de iterações.
Como exemplo, será apresentado como é calculado o perfil de performance de custo,
sendo que os perfis de desempenho de tempo e quantidade de iterações são análogos. Pode-
se assumir que há ns experimentos e np problemas ou exemplares. Como serão considerados
três tipos de experimento (BCV1, BCV2-BRKGA e BCP-BRKGA) é assumido ns = 3, sendo que
cada s representa um tipo de experimento. Para cada experimento são definidos cp,s o custo da
solução do exemplar p com o experimento s. São comparados então a performance do exemplar
p com o experimento s com a melhor performance de todos os experimentos, ou seja, a razão
de performance é dada por
rp,s =
cp,s
min{cp,s : s pertence aos experimentos comparados} .
Nos casos em que o experimento s não resolver o exemplar p, então é definido que rp,s
recebe o maior valor de rp,s, de todo (p,s). Como o objetivo é ter uma visão geral da performance




cardinalidade {p ∈ P : rp,s ≤ τ},
sendo que, dado um experimento s, ρs(τ) é a probabilidade da razão rp,s ser menor ou igual ao
fator τ da melhor razão possível. Dessa forma, a função ρs é uma função distribuição (cumula-
tiva) da razão de performance.
Uma maneira de mostrar todas as atividades que ocorrem com τ< rM, sendo rM o maior
valor de r para todo (p,s), é utilizar a escala logarítmica do perfil de desempenho. A escolha da
base 2 da escala se dá pelo interesse no comportamento de τ próximo da unidade, ou seja,
τ 7→ 1
np
cardinalidade {p ∈ P : log2(rp,s)≤ τ}
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Figura 4.1: Perfil de desempenho para o custo.
Para comparação entre os três métodos de experimento utilizando-se o branch-and-cut
serão apresentados o perfil de desempenho para o custo (Figura 4.1), lembrando que os mé-
todos BCV1 e BCV2 podem não obter a mesma solução ótima que o método BCP. Neste caso
o BCV2 apresenta maior eficiência, com 55% de vitória em relação aos demais métodos na
obtenção de custo, enquanto que o BCP apresenta 34% e o BCV1 com 11%. O método BCV2
apresenta os melhores resultados, pois a curva se sobrepõe em relação às demais curvas, en-
quanto que o BCV1 apresenta os piores resultados. Com rp,s não maior que 20,21 foram obtidas
soluções viáveis em 56% dos exemplares com BCV1, 80% dos exemplares com BCP e 97% dos
exemplares com BCV2. Com o BCV1 foram obtidas soluções viáveis em 57% dos exemplares
com rp,s não maior que 20,35, enquanto que com o BCV2 foram obtidas soluções viáveis em
100% dos exemplares com rp,s não maior que 20,43 e 96% com o BCP com rp,s não maior que
20,7 foram obtidas soluções viáveis.
No perfil de desempenho de número de iterações (Figura 4.2), os experimentos BCP e
BCV2 apresentam melhores resultados, com 55% e 39% de eficiência em relação aos demais
métodos. Os métodos BCV2 e BCP apresentam tendência de curva do perfil de desempenho
de número de iterações bastante similar. Com rp,s não maior que 21,55 foram obtidas soluções
viáveis em 42% dos exemplares com BCV1, 80% dos exemplares com BCP e 86% dos exem-
plares com BCV2. Com o BCP foram obtidas 96% de soluções viáveis com rp,s não maior que
Resultados numéricos 71





























Figura 4.2: Perfil de desempenho para o número de iterações.
25,3, 100% de soluções viáveis com o BCV2 com rp,s não maior que 29,6 e 57% de soluções
viáveis com o BCV1 com rp,s não maior que 29,6. Como no caso de perfil de desempenho de
custo, o BCV1 apresentou os piores resultados quando comparado aos demais métodos.





























Figura 4.3: Perfil de desempenho para o tempo.
No perfil de desempenho de tempo de processamento (Figura 4.3), o BCP apresenta re-
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sultados muito mais rápidos quando comparado aos demais experimentos, com 96% de vitória.
E com isso pode-se perceber que a maioria dos exemplares com os experimentos BCV1 e
BCV2 apresentaram o tempo limite de uma hora. Com rp,s não maior que 21,36 foram obtidas
soluções viáveis em 40% dos exemplares com BCV1, 96% dos exemplares com BCP e 83%
dos exemplares com BCV2. Com o BCV2 foram obtidas 100% de soluções viáveis com rp,s não
maior que 28,49 e 57% de soluções viáveis com o BCV1 com rp,s não maior que 28,49.
O BCV2 é o método de experimento mais robusto, encontrando soluções viáveis para
todos os exemplares com razão de performance de custo não maior que 20,43, com razão de
performance de iteração não maior que 29,6 e razão de performance de tempo não maior que
28,49.
4.4.2 tttplots
O tttplots (Time-to-target plot) é um gráfico descritivo que apresenta no eixo das ordena-
das a probabilidade que um algoritmo tem de encontrar uma solução tão boa quanto o valor
escolhido, dado um tempo de processamento, mostrado no eixo das abscissas. Esta é uma
ferramenta de comparação entre diferentes algoritmos ou estratégias de resolução de um dado
problema. Para um exemplar fixo, são medidos os tempos de processamento para encontrar
uma solução com um valor de função objetivo tão bom quanto um dado valor definido inicial-
mente. Mais informações podem ser encontradas em AIEX et al. [1].
O tttplot foi construído utilizando-se o AG-CRMC e AG-BRKGA, com o exemplar 100-1-1-4
e variação de +5% do valor obtido desse mesmo exemplar com o experimento BCV1 (target).
Essa variação é para garantir que o valor obtido pelo AG esteja próximo do valor ótimo e não
precise necessariamente alcançar esse valor. Foram realizadas 200 simulações, com tempo
máximo de 120s em cada simulação, sendo que em cada simulação o AG era executado até
que o valor da função objetivo fosse menor ou igual a 1,05·target. Em cada simulação, se o
resultado do AG estivesse acima de 1,05·target o AG era executado novamente, caso o tempo
computacional dessa simulação fosse inferior a 120s, até que o valor do resultado alcançasse
um valor inferior a 1,05·target.
Foi escolhido como target o valor obtido pelo BCV1 por este ser o melhor custo encontrado
com ρ e ρ˜ variáveis e sem solução inicial. O tempo máximo em cada simulação foi escolhido de
forma a garantir que todas as simulações pudessem alcançar o valor do target.
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Pela Figura 4.4 observa-se que a probabilidade do experimento AG-CRMC encontrar uma
solução tão boa quanto o target em no máximo 20s é de aproximadamente 40%, e no máximo
46s é de aproximadamente 80%. Já na Figura 4.5 a probabilidade do experimento AG-BRKGA
encontrar uma solução tão boa quanto o target em no máximo 3,75s é de aproximadamente
40%, e no máximo 28,48s é de 100%.
Figura 4.4: tttplots do AG-CRMC
Figura 4.5: tttplots do AG-BRKGA
Com os resultados obtidos pelos gráficos tttplots (Figuras 4.4 e 4.5) foi verificado que
foram necessários no máximo 78,12s e 28,48s, para resolver o AG-CRMC e AG-BRKGA, res-
pectivamente, para que todas as simulações atingissem um valor inferior a 1,05·target. Logo, o
método AG-BRKGA obtém resultado satisfatório, próximo do ótimo obtido pelo método BCV1,
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Conclusões e trabalhos futuros
5.1 Conclusões
O objetivo deste trabalho foi obter soluções ótimas para o m-PRCB. Inicialmente foi pro-
posto um modelo com as quantidades mínima e máxima de vértices permitidos por rota sendo
variáveis (método BCV1). No entanto, o método proposto apresentou solução viável inteira em
apenas 57% dos exemplares antes do tempo limite de execução. Em alguns exemplares (Clas-
ses 3 a 5) foi encontrada solução ótima do problema de forma relaxada, porém o método não
encontrou uma solução inteira antes do tempo limite de execução.
Por esse motivo, como forma de auxílio para simplificação do problema foram propostos
os métodos AG-CRMC e o AG-BRKGA. Com as melhores soluções obtidas por cada um dos
AGs foram utilizados os valores ρ e ρ˜ dos AGs como parâmetros nos métodos BCP-CRMC e
BCP-BRKGA. Para os métodos BCV2-CRMC e BCV2-BRKGA foram utilizadas, como solução
inicial, as informações obtidas dos AGs de quais vértices e arestas foram visitados pelas rotas,
além do fluxo e quantidades mínima e máxima de vértices nas rotas.
Além de conseguir resolver exemplares que o BCV1 não obteve solução inteira, o BCV2-
CRMC obteve melhores resultados em 69% dos exemplares em relação ao BCV1 enquanto que
o BCV2-BRKGA foi melhor em 77% dos exemplares. O BCP-CRMC obteve melhores resulta-
dos quando comparado ao BCV1 em 69% dos exemplares, enquanto que o BCP-BRKGA foi
melhor em 68% dos exemplares, quando comparado ao BCV1. Apenas 30% dos exemplares
apresentaram melhor custo com o método BCV2-CRMC em relação ao BCV1 e BCV2-BRKGA,
enquanto que em 54% dos exemplares o método BCV2-BRKGA apresentou melhores resulta-
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dos em relação aos métodos BCV1 e BCV2-CRMC.
Pelos gráficos de perfil de desempenho (Figuras 4.1 a 4.3) foi possível observar que os
métodos BCV2 e BCP apresentaram melhores resultados em relação ao BCV1. Além disso,
apenas o método BCV2 conseguiu encontrar solução inteira viável para 100% dos exemplares.
Pelos resultados obtidos pelo tttplots, para os AGs, foi observado que o método BRKGA
obteve solução inteira viável próxima do valor definido em no máximo 28,48s para todos os
exemplares, enquanto que o método CRMC obteve resultados próximos do valor definido em
no máximo 78,12s e a probabilidade de obter os resultados esperados em até 28,38s foi de
60%.
Tais simplificações no modelo, com os métodos BCP e BCV2, apresentaram-se adequa-
das, já que o balanceamento entre as rotas foi mantida e os resultados se mostraram satisfató-
rios, com valores de função objetivo inferiores em pelo menos 68% dos exemplares.
5.2 Trabalhos futuros
Uma alternativa plausível para continuação desta pesquisa para a resolução de forma
exata seria a relaxação lagrangeana, que permite decompor o problema e assim há a pos-
sibilidade de obter soluções de forma mais rápida, além de poder fornecer limitante dual de
qualidade, ou seja, bem próximo do valor ótimo da formulação original.
Outra alternativa interessante a ser abordada seria a modelagem do problema utilizando-
se otimização multiobjetivo de custo × balanceamento, com diferentes pesos entre custo e
balanceamento entre as rotas.
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A Métodos de resolução
A.1 Algoritmos branch-and-cut
Problemas lineares (PL) podem ser dados por
zPL =min cx
s. a Ax≥ b
x ∈ IRn+
(A.1)
sendo A ∈ IRm×n, c ∈ IR1×n e b ∈ Rm×1 e é dito ser bem definido se for viável e não houver
solução ótima ilimitada, então há uma solução ótima do problema.
Existem métodos polinomiais de resolução de um PL (Problema A.1) como os métodos
de pontos interiores, que resolvem os problemas atravessando pontos entre vértices em um
poliedro, ou seja, este método se move pelo interior da região viável. Outro método de resolução
é o método simplex, que no pior dos casos pode tomar um número exponencial de passos até
a sua solução ótima. O método simplex, por sua vez, resolve problemas de PL construindo uma
solução viável em um vértice do politopo (região viável) e então percorre um caminho sobre as
arestas do politopo até um vértice, de forma a não piorar o valor da função objetivo até que uma
solução ótima seja alcançada.
No caso de o problema possuir variáveis discretas, a complexidade se torna maior. Um
problema de programação linear inteiro (PLI) pode ser dado por
zPLI =min cx
s. a Ax≥ b
x ∈ ZZn+.
(A.2)
Algoritmos de PL são comumente utilizados como subrotina em algoritmos de programa-
ção linear inteira (PLI) para obter um limitante inferior do valor do PLI, com a relação zPL ≤ zPLI .
O limitante inferior zPL pode ser utilizado, em alguns momentos, para provar a otimalidade do
PLI, ou seja, se xk for solução viável do PLI e cxk = zPL, então xk é solução ótima do PLI.
Associada a essa informação, para todo PLI há um PL com a mesma solução do PLI.
Em um PL é possível definir o conjunto de soluções viáveis por um conjunto de desigual-
Métodos de resolução 83
dades lineares P= {x∈ IRn+ : Ax≥ b}, não sendo necessário observar a dimensão de P e quais
desigualdades são necessárias para a descrição de P. No caso de um PLI é diferente, em que
dado um conjunto S ⊆ ZZn+ de pontos viáveis descritos implicitamente, é necessário descrever
se é um conjunto binário ou inteiro. NEMHAUSER e WOLSEY [31] apresentaram a seguinte
definição:
Definição A.1. Dado um conjunto S ⊆ IRn, um ponto x ∈ IRn é uma combinação convexa dos
pontos de S se existe um conjunto finito de pontos {xi}ti=1 em S e λ ∈ IRt+, com ∑ti=1λi = 1 e
x = ∑ti=1λixi. O casco convexo de S, denotado por conv(S) é o conjunto de todos os pontos
que são combinação convexa dos pontos em S.
x
y
Figura 1: Representação de conv(S) e dos pontos em S.
Na Figura 1 é representado o casco convexo, em cinza, de um conjunto de pontos inteiros
em IR2, círculos em vermelho. Os círculos pretos representam pontos inteiros que não perten-
cem à solução viável. Como representado, conv(S) pode ser descrito por um conjunto finito de
desigualdades lineares. O casco convexo deste exemplo pode representado por:
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NEMHAUSER e WOLSEY [31] apresentaram as seguintes definições acerca de poliedro:
Definição A.2. Um poliedro P⊆ IRn é um conjunto de pontos que satisfazem um número finito
de desigualdades lineares, sendo P= {x ∈ IRn : Ax≤ b}, em que A ∈ IRm×n e b ∈ IRm×1.
Definição A.3. Um poliedro P⊆ IRn é limitado se existe um ω∈ IR1+ tal que P⊆{x∈ IRn :−ω≤
x j ≤ ω para j = 1, . . . ,n}. Um poliedro limitado é denominado politopo.
Definição A.4. T ⊆ IRn é um conjunto convexo se x1,x2 ∈ T implica que λx1 +(1−λ)x2 ∈ T
para todo 0≤ λ≤ 1.
Proposição A.5. Um poliedro é um conjunto convexo.
Além das definições de poliedro e politopo, NEMHAUSER e WOLSEY [31] descreveram
poliedro com facetas. Dado um poliedro (Definição A.2), verifica-se quais desigualdades aix≤ bi
são necessárias na descrição de P e quais podem ser eliminadas.
Definição A.6. A desigualdade pix≤ pi0 (ou (pi,pi0)) é denominado de desigualdade válida de P
se esta é satisfeita por todos os pontos de P.
De acordo com a Definição A.6, é desigualdade válida se e somente se max{pix : x ∈










Desigualdade válida (pi 2,pi 2
0 ) que sustenta P e representa
a face {x ∈ P : x= λx 1+(1−λ)x 2, 0≤ λ≤ 1}
Figura 2: Desigualdade válida. Fonte: [31].
Definição A.7. Se (pi,pi0) é desigualdade válida de P e F = {x ∈ P : pix = pi0}, então F é
denominado face de P e dizemos que (pi,pi0) representa F . Uma face F é dita ser própria se
F 6= /0 e F 6= P.
Métodos de resolução 85
Uma face F representada por (pi,pi0) é não vazia se e somente se max{pix : x ∈ P} =
pi0. Quando F é não vazia, é dito que (pi,pi0) mantém P. Para o descarte de desigualdades
supérfluas, pode-se descartar desigualdades aix≤ bi que não mantém P.
Método de plano de corte
Dado um PLI (Problema A.2) e o PL relaxado (Problema A.1), ou seja, sem as restrições
de que as variáveis sejam inteiras, a ideia principal do método de plano de corte é resolver o
PLI seguindo uma sequência de resoluções de problemas de programação linear (BERTSIMAS
e TSITSIKLIS [6]):
1. Resolver o PL relaxado (Problema A.1) e encontrar a solução ótima x∗;
2. Caso a solução x∗ seja inteira, então x∗ é a solução ótima do problema inteiro (Pro-
blema A.2) e o método para;
3. Se x∗ não for inteiro, adicionar uma restrição de desigualdades válidas ao Problema A.1
e retornar ao Passo 1.
A Figura 3 representa o Passo 1, em que é encontrada a solução ótima do Problema
relaxado (A.1). Os pontos em vermelho representam as soluções que se encontram na região
viável do PLI (ou seja, satisfazem todas as restrições do problema). O ponto verde, por sua vez,
representa a solução encontrada do Problema relaxado, sem as restrições de integralidade das
variáveis. Neste caso, é possível observar que esta solução não é inteira, logo o método de
plano de corte continua no passo seguinte.
O Passo 3 consiste em encontrar alguma desigualdade de maneira que todas as soluções
inteiras do Problema A.2 sejam satisfeitas e x∗ (ponto verde do gráfico) não seja. O objetivo
deste passo é restringir a área da solução viável, de forma a acelerar o processo de busca da
solução ótima inteira. A Figura 4 apresenta uma desigualdade válida, em que as soluções intei-
ras viáveis do problema inteiro (Problema A.2), com a inclusão desta nova restrição, continuam
na região viável, e a solução x∗ é eliminada da região viável. Este processo se repete até que
uma solução inteira viável seja encontrada pelo PL.
As desigualdades válidas tem a característica de restringir soluções não inteiras, man-
tendo as soluções inteiras na região viável do PL (Figura 4).








Figura 4: Exemplo de inclusão de desigualdade válida.
Método branch-and-bound
O branch-and-bound utiliza a estratégia de dividir e conquistar para explorar o conjunto de
soluções inteiras viáveis do PLI. No entanto, com este método não é explorado todo o conjunto
de soluções viáveis, sendo utilizadas as informações dos limitantes do valor ótimo para evitar
que certas partes do conjunto de soluções inteiras viáveis sejam exploradas, o que significa que
é feita uma enumeração implícita das possíveis soluções.
Uma possibilidade de resolução é a enumeração de todas as soluções possíveis e com
isso obter a melhor solução de todos os subproblemas. No entanto, para a maioria dos proble-
mas, é impossível obter a enumeração completa do problema. O conjunto das soluções viáveis
do Problema A.2 pode ser definido por S⊂ ZZn.
Proposição A.8. Seja S = S1∪ ·· ·∪Sk uma decomposição de S em conjuntos menores e seja
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zi = min{cx : x ∈ Si} para i= 1, . . . ,k. Então z= min
i=1,...,k
zi.
Pela Proposição A.8 ([41]), pode-se particionar o conjunto S em subconjuntos S1, . . . ,Sk e
resolver separadamente cada um dos subproblemas
zi =min cx
x ∈ Si, i= 1, . . . ,k.
Ao resolver os subproblemas, os resultados são comparados com a solução ótima obtida
até o momento e escolhe-se o melhor. No entanto, cada subproblema pode ser tão difícil de se
resolver quanto o problema original e para isso é sugerido que se resolva cada subproblema
pela estratégia de dividir e conquistar, subdividindo cada subproblema em problemas menores,
como apresentado na Figura 5. Esta divisão de problemas em subproblemas é a ramificação do




Figura 5: Árvore de ramificação de subproblemas.
Na Figura 5 é representado um particionamento do conjunto viável S em dois subconjuntos
S1 e S2, assim como o conjunto S2 é particionado nos subconjuntos S3 e S4. Seja x∗ uma variável
inteira com componente fracionária x∗j na solução em S, então pode-se considerar
S1 = S∩{x : x j ≤ bx∗jc}
S2 = S∩{x : x j ≥ dx∗je}
com S= S1∪S2 e S1∩S2 = /0.
Para cada subconjunto Si, pode-se calcular os limitantes inferior e superior do valor ótimo
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de cada subproblema, com a Proposição A.9 (WOLSEY [41]).
Proposição A.9. Seja S= S1∪·· ·∪Sk uma decomposição de S em conjuntos menores, e seja
zi =min{cx : x ∈ Si} para i= 1, . . . ,k, com z¯i o limitante superior de zi e zi o limitante inferior de
zi. Então z¯= min
i=1,...,k
z¯i é o limitante superior de z e z= min
i=1,...,k
zi o limitante inferior de z.
Com os limitantes definidos, há também a seguinte relação
zi ≤min{cx : x ∈ Si} (A.3)
em que, enquanto a obtenção do valor ótimo do subproblema possa ser muito difícil de computar
com exatidão, o limitante inferior pode ser facilmente obtido através da relaxação do problema,
ou seja, resolver o PLI sem considerar que as variáveis sejam inteiras.
O termo “poda” será utilizado no sentido de que um subproblema não precisa mais ser
resolvido, ou seja, que houve a eliminação da ramificação de subproblemas. Além disso, todo
subproblema eliminado é dito inativo e os que não foram eliminados são os ativos.
Como limitante superior do problema inicial, define-se z¯ = ∞. Um algoritmo genérico de
branch-and-bound é dado por BERTSIMAS e TSITSIKLIS [6] como
1. Selecionar um subproblema Si ativo;
2. Se o subproblema é inviável (poda por infactibilidade), deletar este vértice; caso contrário,
calcular zi do subproblema correspondente;
3. Se zi ≥ z¯, deletar o subproblema (poda por limitante);
4. Se zi < z¯, obter a solução ótima do subproblema ou particionar o subproblema em proble-
mas menores, que serão adicionados à lista dos subproblemas ativos.
No caso do Passo 4, ao particionar o subproblema em problemas menores, caso a solução
ótima relaxada x∗ não seja inteira, então escolhe-se um componente i na qual x∗i não seja inteira
e cria-se dois subproblemas, adicionando as restrições xi ≤ bx∗i c ou xi ≥ dx∗i e.
A seguir serão apresentadas algumas situações relacionadas aos limitantes do problema:
Poda por otimalidade: No exemplo de poda por otimalidade (Figura 6), z¯ = min
i
z¯i =
min{20,25} = 20 e z = min
i
zi = min{20,15} = 15. Os limitantes inferior e superior de z1 são
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iguais, com z1 = 20, logo não há motivo para continuar examinando o conjunto S1. Dessa forma,
















Figura 6: Poda por otimalidade.
Poda por limitante: No exemplo de poda por limitante (Figura 7), tem-se z¯ = min
i
z¯i =
min{27,20} = 20 e z = min
i
zi = min{26,19} = 19. Como o valor ótimo tem no máximo valor
20 e o limitante inferior do subproblema S1 é z1 = 26, este subproblema pode ser podado, já
que a melhor solução de S1 não é melhor que a melhor solução viável encontrada até então.















Figura 7: Poda por limitante.
Poda por inviabilidade: Este caso pode ocorrer, por exemplo, ao adicionar uma das
restrições xi ≤ bx∗i c ou xi ≥ dx∗i e ao subproblema na qual a solução ótima relaxada x∗ não seja
inteira. Caso a adição desta nova restrição resulte em uma região inviável do problema, então
há a poda por inviabilidade, sendo que nenhuma solução originada deste subproblema será
viável.
Métodos branch-and-cut
O branch-and-cut é um método iterativo que consiste na combinação do algoritmo de
plano de corte e do método branch-and-bound. Esta combinação, quando comparado ao branch-
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and-bound puro, pode acelerar a resolução do problema, reduzindo a quantidade de vértices
visitados (diminuição do tamanho da árvore de busca), além de melhorar os limitantes obtidos
da programação linear relaxada.
Este método resolve o problema linear inteiro de forma relaxada (sem as restrições de
integralidade) e caso a solução ótima não seja inteira, um algoritmo de plano de corte é utilizado
de maneira a verificar em quais inequações válidas a solução fracionária atual é violada. Essas
inequações são então adicionadas ao problema, de forma a restringir mais a área da região
viável, eliminando soluções que possuam valores fracionários. Com essas restrições adicionais,
o programa é então reotimizado e o processo continua até que não se tenha solução a ser
verificada pelo branch-and-bound ou o tempo limite de processamento seja atingido.
Segundo WOLSEY [41] esse método pode reduzir a quantidade de nós na árvore de
busca de forma significativa. No entanto, com a adição de novos cortes, a reotimização pode
se tornar cada vez mais lenta e a resolução do problema pode se tornar mais difícil. A Figura 8
ilustra um fluxograma que foi apresentado por WOLSEY [41], em que dado um problema de mi-
nimização (Problema (A.2)) pode-se visualizar as etapas do branch-and-cut. Neste fluxograma
serão utilizados os seguintes termos:
• x∗: solução ótima do problema relaxado;
• Lista: lista de nós que possam ser verificados, ou seja, se há algum componente de x∗
que não seja inteiro e possa ser verificado pelo branch-and-bound ;
• x ∈ S: conjunto de soluções viáveis do problema P relaxado (Problema (A.1));
• Pi: problema da iteração i;
• Pi,k: problema da iteração i com k planos de corte;
• z¯: limitante superior do valor da função objetivo (z);
• zi,k: limitante inferior da função objetivo (z) na iteração i com o plano de corte k;
• Há cortes?: Verifica se há planos de corte que possam ser adicionadas ao problema Pi,k.
Para problemas de minimização, a relaxação do PL fornece a informação do limitante
inferior, dado que qualquer solução inteira fornecerá resultado pior (ou maior) do que o obtido
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INICIALIZAÇÃO
z= min{cx : x ∈ S} com formulação P
z¯= ∞, x∗ atual vazio






Escolher e remover nó i da Lista
Restabelecer a formulação Pi
do conjunto X i.
Determinar k = 1 e Pi,1 = Pi
RELAXAÇÃO PL
Iteração k;


















Criar dois ou mais novos problemas X it












Figura 8: Fluxograma do branch-and-cut. Fonte [41].
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com o problema relaxado. No caso de problemas de maximização, um limitante superior será
obtido a partir da relaxação do PL.
Para informações sobre os métodos de separação dos planos de corte a serem incluídos
no PL atual, ou seja, alguns métodos para selecionar quais desigualdades serão incluídas no
modelo, veja o Anexo B.
A.2 Algoritmos Genéticos
Dado que muitos problemas resolvidos são da classe NP-difícil, ou seja, o valor ótimo
não é obtido em tempo polinomial, então são bastante utilizados algoritmos de aproximação e
heurísticas como ferramenta para resolver problemas discretos de otimização, com o objetivo
de encontrar boas soluções viáveis rapidamente (Michalewicz e Fogel [28]).
Segundo o dicionário Aurélio, a palavra heurística significa “a arte de inventar ou desco-
brir” e “método que pretende levar a inventar, descobrir ou a resolver problemas”. Já o termo
metaheurística vem da composição de meta, que significa “metodologia de nível avançado”, e
heurística. Logo, métodos de busca metaheurísticos podem ser utilizados para guiar estraté-
gias heurísticas para resolver um conjunto amplo de diferentes problemas de otimização, ou
seja, uma metaheurística pode ser vista como uma ferramenta algorítmica geral que pode ser
aplicada a diferentes problemas de otimização, com modificações relativamente pequenas para
torná-la adaptável a um problema específico.
As metaheurísticas exploram as soluções de forma eficiente, realizando procedimentos
de melhoria local e estratégias para criar processos capazes de escapar de ótimos locais, como
a solução no ponto x= 1.15 na Figura 9, em que há um mínimo local em um intervalo x ∈ [0,3]
e pelo gráfico é possível observar que a melhor solução mínima global da função dada não se
encontra neste intervalo.
Quando comparadas com os métodos heurísticos construtivos, as metaheurísticas são
tipicamente mais lentas e dependem das soluções iniciais para a obtenção de bons resultados
no problema de otimização. Diferentemente do método exato, as metaheurísticas não garan-
tem o ótimo global, mas podem obter soluções próximas do ótimo global com menor esforço
computacional.
Como o m-PRC é da classe NP-difícil, o tempo de resolução pelo método exato é muito
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Figura 9: Máximos e mínimos locais.
elevado para exemplares de grande porte e desta forma metaheurísticas são amplamente utili-
zadas, como em HÀ et al. [19], HACHICHA et al. [20], OLIVEIRA et al. [32, 34].
Algoritmos evolutivos
Entre os anos 1950 e 1960 foram realizados diversos estudos computacionais relaciona-
dos a sistemas evolutivos com a ideia de que a evolução poderia contribuir como uma ferramenta
de otimização para problemas de engenharia, envolvendo uma população de soluções candi-
datas para dado problema, utilizando operadores inspirados na variação natural da genética e
seleção natural (MITCHELL [29]).
Segundo REEVES [38], o termo Algoritmo Genético (AG) foi utilizado pela primeira vez
por John Holland, no livro Adaptation in Natural and Artificial Systems, em 1975. Este método foi
desenvolvido juntamente com seus alunos e colegas da Universidade de Michigan. O campo de
pesquisa e aplicação foi largamente ampliado em relação ao AG original, sendo que o objetivo
inicial do AG não era desenvolver algoritmos para resolver problemas específicos, mas para
estudar formalmente o fenômeno da adaptação como ocorre na natureza e para desenvolver
maneiras de importar, para sistemas computacionais, mecanismos de adaptação natural.
De acordo com MITCHELL [29], o livro de HOLLAND [23] apresentou o AG como uma abs-
tração da evolução biológica e deu um quadro teórico para adaptação dentro do AG. HOLLAND
[23] apresentou o AG como um método que trabalha com a modificação de uma população de
indivíduos (representado por vetores de uns e zeros, ou “bits”) a uma nova população utilizando
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um tipo de seleção natural e outros operadores baseados na genética, como o crossover, muta-
ção e inversão. Cada indivíduo consiste de genes, sendo cada gene uma instância de um alelo
particular.
O AG tem a vantagem de simplificação na formulação e solução de problemas de otimiza-
ção. Segundo MITCHELL [29] o AG é indicado para a solução de problemas complexos de oti-
mização, como o PCV, que considera todos os caminhos possíveis que podem ser percorridos;
para o problema da engenharia da ração, que busca por uma alta quantidade de possibilidades
de sequências de aminoácidos para uma proteína com determinada propriedade; na biologia
há diversas sequências genéticas possíveis e busca-se por uma solução para organismos com
alta chance de sobrevivência.
Em situações em que não é possível obter solução de um problema matemático através
de outras estratégias de otimização, os AGs convergem a um resultado, ou seja, uma solução
viável e de qualidade pode ser obtida a partir deste método.
Conceituação
O AG é uma estratégia de otimização baseada em mecanismos naturais de seleção de
espécies e da genética. É uma família de modelos computacionais que incorporam potenciais
funcionalidades e características de um problema específico, em uma estrutura semelhante a
um cromossomo. No AG são aplicados operadores de seleção, mutação e crossover a essas
estruturas de forma a preservar características específicas relativas à solução do problema.
Como o AG utiliza vários termos biológicos com analogia à biologia, a seguir serão apre-
sentados os principais conceitos dos termos que são utilizados para o método do AG:
• Alelos: valores que o gene pode assumir;
• Gene: codifica um parâmetro do problema;
• Indivíduo: conjunto de genes e estrutura de dados que representa uma possível solução
para o problema;
• População: conjunto de indivíduos;
• Geração: iteração completa do AG que gera uma nova população;
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• Elitismo: seleção de um grupo dos melhores indivíduos de cada geração para a pró-
xima população, com o intuito de que esses indivíduos não sejam perdidos a cada nova
geração;
• Função de aptidão: avalia o quanto um indivíduo tem de chance de sobrevivência, po-
dendo ser o valor da função objetivo, por exemplo. A aptidão da solução é tipicamente
definida com relação à população corrente.
Como mencionado anteriormente, o AG trabalha com operadores que realizam as modifi-
cações dos indivíduos entre as diferentes gerações:
• Seleção: escolhe, na população corrente, os indivíduos que são permitidos se reproduzi-
rem e, na média, os indivíduos mais aptos produzem mais filhos do que os menos aptos.
A avaliação para seleção é realizada a partir do valor da função de aptidão ou das funções
de infactibilidade.
• Crossover: troca de alguns genes entre dois indivíduos, imitando a recombinação bioló-
gica entre dois cromossomos, produzindo então uma ou duas novas soluções. Com este
operador é necessário observar a factibilidade das novas soluções obtidas.
Considera-se dois indivíduos (A e B), cada um com r variáveis, sendo definidos por
(a1,a2, . . . ,ar) e (b1,b2, . . . ,br)
cada um representando uma solução viável do problema em questão. Há então três pos-
sibilidades de combinação das variáveis:
– crossover de 1 ponto: Dados os indivíduos A e B e um inteiro p ∈ {1, . . . ,r− 1},
os indivíduos filhos serão
(a1, . . . ,ap,bp+1, . . . ,br) e (b1, . . . ,bp,ap+1, . . . ,ar),
ou seja, a partir do locus p+1 os alelos dos dois indivíduos são trocados.
– crossover de 2 pontos: Dados os indivíduos A e B e dois inteiros p,q ∈ {1, . . . ,r−
1}, com p< q, os indivíduos filhos serão
(a1, . . . ,ap,bp+1, . . . ,bq,aq+1, . . . ,ar) e (b1, . . . ,bp,ap+1, . . . ,aq,bq+1, . . . ,br),
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com a troca dos alelos de A e B entre os locus p+1 e q
– crossover uniforme: Dados os indivíduos A e B, o indivíduo filho será
(c1, . . . ,cr)
sendo que cada ci é escolhido aleatoriamente de {ai,bi} para todo i= 1, . . . ,r.
• Mutação: altera aleatoriamente os valores dos alelos de alguns pontos de um indivíduo.
Na Figura 10 há a representação da linguagem utilizada no AG, em que uma população
é composta por um conjunto de indivíduos, sendo cada indivíduo composto por um conjunto de
genes e cada gene possui um alelo (informação).
Figura 10: Exemplo de codificação de um indivíduo no AG. Fonte [42].
Uma implementação de um AG começa com uma população inicial de indivíduos com
características viáveis, ou seja, as restrições do problema são satisfeitas. Essas estruturas são
então avaliadas e associadas a uma probabilidade de reprodução de maneira que os indivíduos
que apresentam melhores valores de aptidão para o problema de otimização possuem maior
probabilidade de continuar na população em relação àqueles que representam pior valor de
aptidão.
O AG, ao invés de trabalhar com melhorias das soluções individuais, utiliza uma popula-
ção finita, ou seja, um conjunto de soluções viáveis (S1,S2, . . . ,Sk), que evolui, de forma aleató-
ria, de uma geração a outra. Como critérios de parada pode-se ter:
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• tempo de execução;
• número limitado de gerações;
• o AG encontrou solução ótima (no caso em que se sabe o valor ótimo do problema);
• perda de diversidade (grande parte da população é formada por indivíduos semelhantes);
• convergência (após algumas gerações, não há melhoria na aptidão).
O AG é um método que busca por boas soluções dos problemas de otimização de forma
bastante acelerada, garantindo que todas as condições do problema sejam satisfeitas. Todos os
indivíduos são viáveis ao problema a ser resolvido.
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B Métodos de separação
De acordo com RALPHS et al. [37], o aspecto mais importante e desafiador do algoritmo
branch-and-cut é a elaboração de subrotinas que separam eficientemente um dado ponto fraci-
onário do casco convexo das soluções inteiras.
Os algoritmos de separação das desigualdades que são violadas no método branch-and-
cut são necessários para a geração de planos de corte. Segundo LYSGAARD et al. [27], há
dois algoritmos de separação: exatos que, para dada classe de desigualdades, é uma rotina na
qual tem por entrada o vetor solução do PL e como saída uma ou mais desigualdades violadas
nessa classe (caso exista alguma); e heurísticos, que são similares aos exatos, exceto pelo fato
que pode haver falha na detecção de desigualdades violadas nessa classe.
Os métodos de separação podem ser diretos, ou seja, dada uma classe de desigualdades,
todas as desigualdades dessa classe que forem violadas serão adicionadas ao PL corrente;
podem ser adicionadas apenas uma porcentagem das desigualdades dessa classe que mais
forem violadas; ou podem ser utilizadas heurísticas para encontrar desigualdades violadas.
AUGERAT et al. [2] apresentaram um procedimento heurístico para encontrar desigual-
dades válidas de capacidade. Dado S um conjunto de vértices inicial, em cada iteração deste
procedimento é feita a escolha de um vértice de maneira que a inclusão desse vértice em S
resulte em um conjunto com a menor cofronteira dentre aqueles que contem S e diferem por um
único vértice. Em cada iteração é verificada se há alguma possível violação.
Os possíveis candidatos para o conjunto de vértices inicial S são:
1. um único vértice,
2. ponto final de uma aresta,
3. um conjunto correspondente a uma restrição de capacidade satisfeita com a igualdade
pela atual solução ótima de PL,
4. o complemento de tal conjunto em V ,
5. qualquer conjunto incluindo o depósito,
6. qualquer conjunto não incluindo o depósito.
