This paper describes an iterative procedure for obtaining mnaximum likelihood estimates of the parameters of a generalized regression model when direct maximization with respect to all parameters is difficult. A proof of convergence and some interesting applications are provided.
INTRODUCTION
CONSIDER THE PROBLEM of maximizing a function f with respect to two variables (or two sets of variables) a1 and a2 within some space S. Suppose it is difficult to maximizefas a function of a1 and a2, but relatively easy to maximizef as a function of a1 given a2 and as a function of a2 given a1. Such a case is frequently encountered in connection with maximum likelihood or quasi-maximum likelihood estimation of certain regression models.2 In this case it is advantageous to adopt a zig-zag iterative procedure which is described below. This procedure was used by Sargan [3] for the purpose of estimating regressions with autoregressive disturbances, but it is amenable to a much more general class of estimation problems. In particular, it can be advantageously used in all cases involving the application of iterative Aitken methods.
The plan of the paper is as follows. In Section 2, we present the fundamental lemma and give a proof of convergence in the general case. In Section 3, we demonstrate the applicability of the lemma to the generalized regression model. The last section contains some specific applications that are of interest to econometricians.
THE FUNDAMENTAL LEMMA3
Let f(a) be a function which is to be maximized with respect to a, and a E U. Further, let a be partitioned as a = (a1, a2) with a1 E U1 and a2 E U2. The number of components in a1 and a2 is taken to be n and m respectively, i.e., U1 c R' and U2 C Rm. It is assumed that f(a) has the following properties: (i) There exists an s such that the set S = {alae U = U1 x U2,f(a) ) s} is nonempty and bounded; (ii) f(a) is continuous in S; and (iii) the parameter space U is closed, or U2 is closed and U1 = Rn. From these assumptions it follows that S is compact. Now we define the following iteration:
(i) Let a(?) be a vector of initial values of a such that a(?) E U1 and such that there exists an a2 E U2 for which f(a(?), a2) > s.
(ii) We maximize f(a(?), a2) in U2. Because of the compactness property, the maximum will be reached at a2= a2 E U2.
(iii) We suppose inductively that we have obtained (a(V), a(2)) for all 0 j Is k. Now we maximize f(a(lk), a2) in U2. The maximum will be reached at a2 = a?2"+ '). Then we maximize f(a,, a (k+ 1)) in U1. The maximum will be attained at a1 = a(k + 1)
In this way the iterative procedure is unequivocally defined. On the other hand, because of (3) we have From (12) and (13) it follows that for al = al (14) J(a ,a+) ) f(a*,a9. We note that, by (ii) of Lemma 1, f(at, a+) = f (a*, a*) and, therefore, (14) can be written as (15) f(a , a*) > f(a*, a2) for all a2 E U2.
The inequalities (9) and (15) give the proof of proposition (iii) of the lemma.
MAXIMUM LIKELIHOOD ESTIMATION OF THE GENERALIZED REGRESSION MODEL
Consider a linear regression model 
rim [(#(v)) (#(v)) + ()(V))I(-(V))] = v t 00
Since co(v) C U2, it follows from (23) that 
