Abstract. The T -adic exponential sum associated to a Laurent polynomial in one variable is studied. An explicit arithmetic polygon is proved to be the generic Newton polygon of the C-function of the T-adic exponential sum. It gives the generic Newton polygon of L-functions of p m -power order exponential sums, for all m.
1. Introduction to exponential sums 1.1. The definition. We recall the definition of (classical) exponential sums over a finite field.
Let p be a fixed prime number, F p = Z/pZ the finite field of p elements, and F p a fixed algebraic closure of of F p .
Fix a positive integer n. Let
be a non-constant Laurent polynomial, and let F q be the field of definition of f (i.e. the extension of F p generated by all a u ). Let Z p be the ring of p-adic integers, Q p the field of p-adic numbers, Q q the unramified extension of Q p with residue field F q , andâ the Teichmüller lifting of an element a in a finite field.
Let m ≥ 1. An exponential sum of order p m is a sum of the form:
where ψ is a character of Z p of order p m , and
As a character ψ of Z p of order p can be identified as a nontrivial character of F p , an exponential sum of order p takes the form:
This research is supported by NSFC Grant No. 10671015. The L-function L f,ψ (s) of exponential sums associated to f and ψ is defined by the formula L f,ψ (s) (−1) n−1 = exp(
We include the exponent (−1) n−1 to make the L-function a polynomial when f is non-degenerate (a notion to be recalled later).
The above L-function is in fact an Artin L-function of the n-dimensional torus G n m ⊗ F q (G m is the multiplicative group) given by a Witt extension. It defines a Z p -extension of G n m ⊗ F q . We call it a Witt extension. Let |G n m ⊗ F q | be the set of closed points of G n m ⊗ F q . The Witt extension defines a map from |G n m ⊗ F q | to Z p . The image of x is called the Frobenius element at x, and is denoted as The right-hand side is an Artin L-function in Euler product associated to the character ψ.
From the Euler product expression, one see immediately that
1.3. The Hodge bound. We recall the Hodge bound for the Newton polygon of the L-function of an exponential sum. Let △(f ) be the integral convex closure in R n of the origin and the vectors u with a u = 0. Definition 1.1. A Laurent polynomial f is called non-degenerate if for every closed face σ of △(f ) of arbitrary dimension which does not contain the origin, the system
has no common zeros with x 1 · · · x n = 0 over the algebraic closure of F p , where f σ denotes the restriction of f to σ, i.e., the sum of those non-zero monomials in f whose exponents are in σ.
Let △ be an n-dimensional integral convex polytope in R n containing the origin. We identify a Laurent polynomial f (x) = u∈△ a u x u with the rational
And, by a result of Gelfand-Kapranov-Zelevinsky [8] , the non-degenerate condition defines an open dense subvariety V nd △ of V △ , if p is large enough. The non-degenerate condition for f insures that the L-function L f,ψ (s) for ψ of order p m is the reciprocal characteristic polynomial of a F -crystal of rank n!Vol(∆)p n(m−1) , as was shown by Adolphson-Sperber [1, 2] for ψ of order p, and by Liu-Wei [12] for all nontrivial ψ. In particular, it implies that
. So the reciprocal zeros of L f,ψ (s) are algebraic integers, and one can talk about their archimedean and p-adic absolute values (their l-adic absolute values are trivial for l different from p). The archimedean absolute values for ψ of order p were determined by Denef-Loeser [7] . A similar result is conceivable for ψ of order p m using intersection cohomology and results in Liu-Wei [12] . The p-adic absolute values are more subtle, and were investigated by Adolphson-Sperber [1, 2] , Wan [15, 16] , and Liu-Wei [12] .
To view the p-adic absolute values of the reciprocal zeros of L f,ψ (s) pictorially, the notion of Newton polygon was introduced. Definition 1.2. Let F be a complete field with a discrete valuation v. The v-adic Newton polygon of an entire series in 1+sF [[s] ] is the convex function N → Q ∪ {+∞} whose initial value is 0, and whose finite slopes (i.e. values of the difference function) are the v-adic orders of the reciprocal zeros of that series.
Determination of the Newton polygon of L f,ψ (s) is very difficult in general. However, at the efforts of Dwork, Adolphson, Sperber, and etc., an explicit combinatorial lower bound, called the Hodge bound, was established.
Let C(△) be the integral cone generated by △. There is a degree function deg on C(△) which is R ≥0 -linear and takes the values 1 on each co-dimension 1 face not containing 0. For example, if △ is one-dimensional, then the degree function on C(△) is defined by the formula
, a = 0, where d(ε) is the nonzero endpoint of △ with sign ε = ±1. For a ∈ C(△), we define deg(a) = +∞. Definition 1.3. The Hodge polygon H △ of △ is the convex function on N whose initial value is 0, and whose slopes are deg(a), a ∈ C(△).
The Hodge polygon is of finite nature. To see this, we introduce the following definitions. Definition 1.4. An algebraic polygon is a convex function N → Q ∪ {+∞} whose initial value is 0, and whose slopes go to infinity. Definition 1.5. For an algebraic polygon whose finite slopes are {λ}, we define its slope series to be
Then the slope series of the Hodge polygon H △n is 1 (1−t) n . It is clear that an algebraic polygon is uniquely determined by its slope series. So the slope series embeds the set of algebraic polygons into the field Q((t)). Its image is closed under addition and multiplication. Therefore one can define an addition and a multiplication on the set of algebraic polygons. We name these operations after Poincaré.
We now state the finiteness property of H △ . Lemma 1.6 (Kouchnirenko [10] ). The Poincaré quotient of H △ by H △n is a finite algebraic polygon with n!Vol(△) finite slopes. Moreover, they coincide precisely with the first Vol(△) slopes of H △ if △ is one-dimensional.
We can now state the Hodge bound for the Newton polygon of L f,ψ . 1.4. The C-function. We recall the definition of the C-function of an exponential sum. We define
So the C-function C f,ψ (s) and the L-function L f,ψ (s) determine each other. From the last identity, one sees that
Let P f,ψ be the π ψ -adic Newton polygon of C f,ψ (s). Then ord q (π ψ )P f,ψ is the q-adic Newton polygon of C f,ψ (s). It is easy to prove the following. Lemma 1.8 ( [13] ). The Poincaré quotient of ord q (π ψ )P f,ψ by H △n is the q-adic Newton polygon of L f,ψ (s). Moreover, they coincide precisely with the first Vol(△) slopes of ord q (π ψ )P f,ψ if △ is one-dimensional.
By the above lemma, Newton polygons of C f,ψ (s) and L f,ψ (s) also determine each other. Moreover, we have the following.
The equality holds if and only if the q-adic Newton polygon of L f,ψ (s) coincides with its Hodge bound.
Liu-Wan [13] proved the following.
holds for one ψ if and only if it holds for all ψ.
1.5. The first main result. We state the first main result of this paper.
be the arithmetic polygon and the Hasse polynomial to be defined later for one-dimensional △. The first main result of this paper is the following. If ψ is of order p and C(△) = N, the theorem was proved by BlacheFérard [4] , following ideas of Zhu [17] [18] [19] . If ψ is of order p and C(△) = Z, the theorem was proved in an early draft of this paper [11] , and seems to be proved independently by Blache [3] . The proof of the theorem for all ψ seems impossible without the help of the T -adic L-function. And, we see no other approach to the existence of a ψ-independence Hasse polynomial H, than the use of the T -adic L-function.
Introduction to the T -adic exponential sum
2.1. The definition. We recall the definition of the T -adic exponential sum and the T -adic L-function, and interpret the T -adic L-function as the Amice transform of a measure on Z p .
The T -adic exponential sums associated to f are the sums:
We view L f (s, T ) as a power series in the single variable s with coefficients in the T -adically complete field Q p ((T )). So we call it a T -adic L-function. Its T -adic properties was first investigated by Liu-Wan [13] . The T -adic exponential sums interpolates classical exponential sums of p m -order for all positive integers m. In fact, we have
Similarly, one can recover the L-function of the p m -order exponential sum from the T -adic L-function by the formula
One can verify that
The right-hand side is the Artin L-function in Euler product associated to the quasi-character
From the Euler product expression, one sees immediately that
We now interpret the T -adic L-function as the Amice transform of a measure on Z p . In fact, the association
defined originally on the set of locally constant characters of Z p , extends linearly to the set of locally constant functions on
The right-hand side is precisely the Amice transform of L f .
The C-function.
We recall the definition of the T -adic C-function. The T -adic C-function associated to f is the generating function
So the C-function C f (s, T ) and the L-function L f (s, T ) determine each other. From the last identity, one sees that
We also view C f (s, T ) as a power series in the single variable s with coefficients in the T -adically complete field Q p ((T )). We have
The C-function C f (s, T ) was shown to be T -adically entire by Liu-Wan [13] . So it behaves T -adically better than the L-function. Let P f,T be the T -adic Newton polygon of C f (s, T ). They also proved the following.
Lemma 2.1 (Hodge bound [13] ). We have
] be the reduction of C f (s, T ) modulo p, and P f,T its T -adic Newton polygon. The integrality of C f (s, T ) immediately gives the following. Lemma 2.2 (rigidity bound). We have P f,ψ ≥ P f,T , and P f,T ≥ P f,T .
We also have the following. Lemma 2.3 (transfer principle [13] ). The following statements are equivalent.
2.3. The second main result. We now state the second main result of this paper.
Theorem 2.4. Suppose that △ is one-dimensional, and D is the least common multiple of the nonzero endpoint(s) of △. If p > 3D, then
with equality holding if H(a) = 0.
3. The T -adic Dwork Theory 3.1. The T -adic Dwork trace formula. In this subsection we introduce the T -adic Dwork trace formula identifying the T -adic L-function with the reciprocal characteristic series of an operator. Let
be the p-adic Artin-Hasse exponential series. Define a new T -adic uniformizer π of Q p ((T )) by the formula E(π) = 1 + T . Let π 1/D be a fixed D-th root of π. One can show that the series
lies in the T -adic Banach module
Note that the Galois group of Q q over Q p can act on L but keeping π 1/D as well as the variable x fixed. Let σ be the Frobenius element in the Galois group, whose restriction to µ q−1 is the p-power morphism. Let Ψ p be the operator on L defined by the formula
We call it Dwork's T -adic semi-linear operator because it is semi-linear over
One can show that Ψ is completely continuous in the sense of Serre [14] . So
are well-defined. We now state the T -adic Dwork trace formula.
Theorem 3.1 (T -adic Dwork trace formula [13] ). We have
3.2. Dwork's reduction. In this subsection we establish the the relationship between the Newton polygon of det
Proof. Note that
where Norm is the norm map from
The lemma now follows from the equality In the rest of this paper but the last section, △ is an integral interval on the real line containing 0, and D is the least common multiple of the nonzero endpoints of △. We assume that D is prime to p.
Arithmetic polygon
4.1. The one-face case. In this subsection we assume that C(△) = N and d is the nonzero end point of △. Definition 4.1. For a ∈ N, we define
It is easy to see that δ ∈ (0) = 0, and
So δ ∈ is a periodic function on N with a period d.
Definition 4.2.
The arithmetic polygon p △ of △ is the convex function on N whose initial value is 0, and whose slopes are
where ⌈·⌉ is the least integer equal or greater than a fraction.
Proof. We have
The lemma is proved.
Definition 4.4. Let δ < be the periodic function on N with a period d whose value at a = 0, 1, · · · , d − 1 is defined by the formula
So we have δ < (0) = 0, and
In particular, the difference δ < − δ ∈ has mean value 0 on a cycle.
Proof. By definition,
The lemma now follows.
The theorem now follows.
The second inequality follows. And, since
The first inequality follows.
The general case.
In this subsection △ is a general one-dimensional integral interval containing 0.
Definition 4.8. Let a ∈ C(△). We define (sgn(a)) (sgn(a)a) , a = 0, where △(sgn(a)) = △ ∩ (sgn(a)N).
We now prove the following. Proof. We assume that C(△) = N, the other cases can be proved similarly. Let d be the nonzero end point of △. We have
The theorem now follows from the fact that the first d slopes of Proof. Obvious.
Reduction
For a turning point m < Vol(△) of p △ , let H m (y) ∈ F p [y j | j ∈ △] be the Hasse polynomial at m to be defined later.
Definition 5.1. We define H = m H m , where the product is over all turning points m < Vol(△) of p △ .
In this section we reduce Theorems 1.11 and 2.4 to the following. 
Lift the degree function on
For brevity, the lifting deg •γ is also denoted as deg when no confusion occurs.
Let O(π α ) denotes any element of π-adic order ≥ α. Let S A denote the group of permutations of A. In this section we prove the following.
Lemma 6.2 (raw estimate). Let
Moreover, if m < Vol(△) is a turning point of p △ , then
whereâ = (â u ) u∈△ , and
Lemma 6.3. We have
Proof. This follows from the fact that
and the fact that
Fix be a normal basisξ 1 , · · · ,ξ b of F q over F p . Let ξ 1 , · · · , ξ b be their Terchmüller lifts. Then ξ 1 , · · · , ξ b is a normal basis of Q q over Q p , and σ acts on ξ 1 , · · · , ξ b as a permutation.
Definition 6.4. Let (γ i,j ) i,j∈γ −1 (C(△)) be the matrix of Ψ on B ⊗ Zp Q p with respect to the basis {ξ u x l } (l,u)∈γ −1 (C(△)) .
Lemma 6.5. We have
Proof. Let V = ⊕ i∈A Q q (π 1/D )e i be a vector space over Q q (π 1/D ), and let F be the linear operator on V whose matrix with respect to the basis {e i } is (γ pi−j ) i,j∈A , and let σ act on V coordinate-wise. It is easy to see that
Definition 6.7. Let S 0 m be the set of permutations τ of A m satisfying τ (0) = 0, and
where n is the element of maximal degree in A m ∩ (sgn(a)N).
By the above lemma, the raw estimate follows from the following.
Lemma 6.9. Let p > 3D, m < Vol(△) a turning point of p △ , and τ a permutation of A m . Then
with equality holding if and only if τ ∈ S 0 m .
Proof. We assume that C(△) = N. The other cases can be proved similarly. In this case, sgn(a) = +1 if a = 0, and the element n of maximal degree in 
with equality holding if and only if
It follows that
with equality holding if and only if τ ∈ S 0 m . The theorem is proved. By the raw estimate, Theorem 5.2 is reduced to the following.
Theorem 6.11. Let A ⊂ γ −1 (C(△)) be a subset of cardinality bm, and τ a permutation of A. Suppose that p > 3D. Then
Moreover, if m is a turning point of p △ , and A = γ −1 (A m ), then the strict inequality holds.
Facial decomposition
7.1. Reduction to sign preserving case. Write
Let A ⊂ γ −1 (C(△)) be a finite subset, and τ a permutation of A. For each a ∈ A, define
Define the sign of a to be the sign of γ(a). In this subsection we reduce Theorem 6.11 to the following.
) be a subset of cardinality bm, and τ a sign-preserving permutation of A.
Proof of Theorem 6.11 assuming Theorem 7.1. We may assume that τ (0) = 0. In fact, if we define
We now choose a sign-preserving permutation τ ′ which agrees with τ on the set of elements whose sign was preserved by τ . We have
Theorem 6.11 now follows from Theorem 7.1. .
7.2.
Decomposition. In this subsection we reduce Theorem 7.1 to the following. 
Induction
In this section we reduce Theorem 7.2 to the following.
) be a subset of cardinality bm + l with 0 ≤ l < b, and τ a sign-preserving permutation of A. If p > 3D, and
Proof of Theorem 7.2 assuming Theorem 8.1. We prove it by induction on #A. If #A = 1, this is easy. We now prove Theorem 7.2 for #A = k + 1 = bm + l on the hypothesis that it holds for #A = k. We may assume that A \ γ −1 (A m ) is not equal to some {(m, i 0 ), · · · , (m, i l−1 )}. Then there is an element a 0 ∈ A with γ(a 0 ) > m. Set A ′ = A \ {a 0 } and
The proof is completed.
It is easy to see that Theorem 8.1 is equivalent to the following.
The tau removal technique
In this section we prove Theorem 8.2.
9.1. The tau removal lemma. In this subsection we prove the following.
Lemma 9.1 (tau-removal lemma). Let A, B, C be sets with A finite, and τ a permutation of A. Then
Proof. We have #{a ∈ A | a ∈ B, τ (a) ∈ B, a ∈ C} ≥ #{a ∈ A | a ∈ B, a ∈ C} − #{a ∈ A | a ∈ B, τ (a) ∈ B}, and #{a
9.2. The simplest case. In this subsection we prove Theorem 8.2 in the case l = 0. We have
where n(sgn(i)) is the element of maximal degree in A m ∩ sgn(i)N. Define r i by the formula
Note that r i = r j and r −i = r −j if i and j are distinct positive integers. So we can order them such that
and
We define a permutation τ 0 of A m by the formulas
It is easy to check that τ 0 ∈ S 0 m . We claim that, for any τ ∈ S 0 m ,
with equality holding if and only if τ (i j ) = n(1) + 1 − j for all 1 ≤ j ≤ n(1). Suppose that τ (i j ) = n(1) + 1 − j for some 1 ≤ j ≤ n(1). Let j 0 be the least one with this property. Then τ (i j 0 ) < n(1) + 1 − j 0 . Hence r i j 0 − τ (i j 0 ) > r i j 0 − (n(1) + 1 − j 0 ) ≥ r i j − (n(1) + 1 − j), for all j ≥ j 0 . Remark. Using the maximal-monomial-locating technique of Zhu [17] , Blache-Férard [4] proved that H m = 0 in the case C(△) = N. That technique no longer works in the case C(△) = Z. Fortunately, we find that the minimal-monomial-locating technique works in both cases.
Conjectures
By Grothendieck's specialization lemma [9] , there is an open dense subvariety G △,ψ of V nd △ , which is as big as possible, such that the q-adic Newton polygon of L f,ψ (s) is constant for all rational points f in G △,ψ . It follows that 1 ordp(q)(p−1) P f,ψ is constant on G △,ψ . We denote this common polygon by GNP(△, ψ), and call it the generic Newton polygon of (△, ψ). We put forward the following conjectures.
Conjecture 11.1 (generic independence). If p is sufficiently large, then both GNP(△, ψ) and G △,ψ are independent of ψ.
Conjecture 11.2 (existence of T -adic GNP [13] ). If p is sufficiently large, then there is a Zariski open dense subvariety G △,T of V nd △ such that the polygon 1 ordp(q)(p−1) P f,T is constant on G △,T . Denote this common polygon by GNP(△, T ), and call it the generic Newton polygon of (△, T ).
Conjecture 11.3 (existence of T -adic GNP).
If p is sufficiently large, then there is a Zariski open dense subvariety G △,T of V nd △ such that the polygon 1 ordp(q)(p−1) P f,T is constant on G △,T . Denote this common polygon by GNP(△, T ), and call it the generic Newton polygon of (△, T ).
Conjecture 11.4 (generic finiteness).
If p is sufficiently large, then the Poincaré quotient of GNP(△, T ) (resp. GNP(△, T )) by H △n is a finite algebraic polygon. It is easy to see that the generic rigidity conjecture implies the generic independence conjecture and the generic finiteness conjecture.
