Triplet loss and softmax loss are two widely used loss functions in Person Re-Identification (Person ReID). However, previous works that try to apply these two loss functions have measure inconsistency during training and testing stage and among different parts of the total loss function, which would cause inferior performance of models. To address this issue, we propose a novel homocentric hypersphere embedding scheme to decouple magnitude and orientation information for both feature and weight vectors, and reformulate the triplet loss and the softmax loss to their angular versions and combine them into an angular discriminative loss. We evaluate our proposed method extensively on the widely used Person ReID benchmarks. Our method demonstrates leading performance on all datasets.
INTRODUCTION
Person re-identification (Person ReID) is an important computer vision task, which aims to identify a person from a set of gallery images captured under different cameras, or different timestamps under a single camera [1] . In recent years, Person ReID has drawn a lot of attentions from both academia and industry, due to its huge potential applications, such as suspect searching and multi-camera person tracking in a largescale surveillance system. However, the task of Person ReID is extremely challenging due to the large variations in camera viewpoint, lighting, resolution, and human pose.
CNN with a triplet loss or a classification loss is a popular framework for Person ReID. Many state-of-the-art methods [2, 3, 4, 5, 6 ] employ these loss functions or their variants during the training stage. For instance, Xiao [6] trained a deep CNN from scratch using datasets from multiple sources. They employed softmax loss and domain-guided dropout for training and achieved competitive performance. A multichannel part-based CNN model under the triplet framework was proposed in [3] . This model shows superior performances on several popular benchmarks. Hermans [2] conducted extensive experiments to validate the effectiveness of the triplet loss. In [5] , a two-branch-classification loss was employed to learn discriminative local and global features.
Despite having achieved great successes, traditional triplet loss and softmax loss have a few problems. The triplet loss focuses on optimizing local distance metrics between positive pairs and negative pairs, but lacks knowledge of global feature distribution. The softmax loss overlooks the intra-class variance and only maximizes inter-class variance. Meanwhile, existing works that try to combine these two loss functions neglect the measure consistency between different parts of the loss function. For instance, applying L 2 distance based triplet loss on normalized feature can cause unstable gradients during the training stage. As the Euclidean distance is applied in the triplet loss, the scale of gradients will decrease when the distance between features increases, which can cause inferior performance of the model.
Person ReID shares similarity to the face recognition. Recently, several works [7, 8] on face recognition have been developed to consider hypersphere normalization constraints. Works in [8, 9, 10] incorporate additive or multipliable margin in softmax cross-entrpy loss function to increase the discrimination of learned feature representation. [11] can be viewed as multipliable margin triplet loss, the 'angle' represents the angle of the hyperspace triangle formed by three features. Our proposed method is inspired by the above works. We consider both feature-to-classification center distance and feature-tofeature distance at the embedding learning stage. We directly learn the classification center vectors, without using the minibatch average as an approximation. Under homocentric hypersphere settings, we build a unified angular understanding for the triplet loss and the softmax loss.
In this paper, we propose a homocentric hypersphere embedding learning approach for Person ReID. In our framework, the weight vectors and the features are normalized to two homocentric hyperspheres with the same coordinate origin. This decouples the magnitude and orientation of feature vectors and ensures the training and testing measure consistency. Based on the homocentric hyperspheres, we jointly consider the triplet loss and the softmax classification loss from the perspective of angle discrimination. In triplet loss, the optimization of distances between features is reformulated to the optimization of angular distances between features. In classification loss, the posterior probability distribution will depend solely on the angle between weight vectors and features. The angular version of triplet loss and classification loss work well under the unified settings and they complement each other. Meanwhile, explicitly formulating the angle between the feature vectors in training avoids the measure inconsistency between training and evaluation stages, and improves the generalization power of our approach. We summarize our contributions as follows:
• We propose a homocentric hypersphere embedding scheme to decouple magnitude and orientation information for both feature and weight vectors, and reformulate the softmax classification loss and the triplet loss to their angular versions, which are combined to form an effective joint angular loss.
• The proposed angular triplet loss naturally introduces angular margin between features. It keeps the gradients of normalized features stable and exhibits more robust performance on Person ReID benchmarks.
HOMOCENTRIC HYPERSPHERE EMBEDDING
As indicated in the introduction section, in the training and deployment stage, keep the consistency by using angle distances between the features themselves, and between the features and the weight vectors are crucial. However, the original triplet loss and the softmax loss do not explicitly take the angle distance into account. To overcome this issue, we propose a novel homocentric hypersphere feature embedding learning method, as described in the next subsection.
Homocentric Hypersphere Constrained Embedding Learning
Homocentric Hypersphere. The angle distances between features, and between features x and classification weight vectors w are discriminative. To ensure the features x and the weight vectors w stay in a unified coordinate space, we propose a homocentric hypersphere feature embedding scheme. In our homocentric hypersphere, the weight vectors w and the features x lie on two individual hyperspheres but with the same origin. The proposed homocentric hypersphere is defined asŵ
whereŵ is an L 2 normalized weight vector scaled by a factor α, andx is an L 2 normalized unit feature vector. Based on the proposed homocentric hypersphere, we reformulate the traditional triplet loss and classification loss into an angular triplet loss and an angular softmax loss, respectively. Angular Triplet Loss. Traditional triplet loss with the online hard triplet mining can be represented as
where P and N represents the ID number and sample number per ID within the mini batch. x i f p denotes the farthest one among the N − 1 positive sample features, and x i cn stands for the closest one among the (P − 1) × N negative sample features for the anchor x i a .
[σ] + denotes max(σ, 0) and m is a preset margin.
Distance measure on triplet loss is essential for feature learning. In the homocentric hypersphere space, the features are normalized unit vectors. Given featuresx 1 andx 2 ,x 1 − x 2 is a chord on feature hypersphere. As three edges of a triangle (x 1 ,x 2 ,x 1 −x 2 ) are known, the angle between features (x 1 ,x 2 ) can be represented as
where
Under the definition of homocentric hypersphere, it is more natural to measure the angle distance between features rather than Euclidean distance. Therefore, we formulate angular triplet loss as
where θ i ap stands for the angle between the anchor feature and the hardest (farthest) positive feature. θ i an represents the angle between the anchor feature and the hardest (closest) negative feature. θ m is an angular margin.
As the angle distance instead of Euclidean distance is applied in the triplet loss, the scale of gradients will not decrease when the distance between features increases. For instance, the Eqs. 5-6 below show the differences when compute the gradients of positive samples x p in Eq. 4 and Eq. 2. Eq. 5 is the gradient of x p using angular triplet loss, and Eq. 6 is the gradient of x p using traditional triplet loss on normalized features. It can be seen that cos(θ ap /2) has scaling effect on gradients. When θ ap is large, the scale of corresponding gradient component in Eq. 6 would be close to 0. While in Eq. 5, the gradient is more stable as the scaling factor equals 1, and is constant as angle distance changes.
Angular Softmax Loss. In the homocentric hypersphere formulation, the features and the class center vectors are enforced to have the same origin o. To ensure the requirement, we set the bias term b in the original softmax loss function to 0. In this way, we can formulate angular softmax loss as
).
where θ is the angle between weight vector w and the feature vector x. According to Eq. 7, in the training stage, our target is to maximize the cosine similarity between the features and the weight vectors of their corresponding class. This is actually minimizing the angle distance between them. The weight vector w will accumulate information from all the samples for training, and can be regarded as the class center vector of class . The posterior probability for class now depends solely on the angle θ yi between feature vector x and class center vector w . In the testing stage, the input embedding feature will rank its neighbors according to the angle distances. Therefore, the similarity measures in the training stage and the testing stage are consistent in nature.
Joint Angular Loss. In the previous development, we have reformulated the triplet loss and classification loss into their angular versions. Here, we combine these two loss functions as
where L at and L ac stand for angular triplet loss and angular classification loss, respectively. λ is a trade-off parameter between these two loss functions. The proposed joint angular loss in Eq. 8 is a natural way to combine triplet loss and softmax loss under a unified angular framework. L ac draws clear classification boundaries between categories, and L at gives a specific pairwise/ternary angle relation. The angular margin θ m in L at has a direct connection to feature discrimination on the person feature manifold, while the identity class center distribution in L ac provides extra information to guide feature embedding learning.
EXPERIMENTS
In this part, we conduct extensive experiments for ablation study and evaluate our approach on two widely used Person ReID benchmarks, including Market1501 [12] and DukeMTMC-ReID [13, 14] .
Implementation details.
We use the same data pre-processing methods on all datasets. In the training stage, common data augmentation methods are applied to images, including random flipping, shifting, zooming, cropping and random erasing [15] . The images are then resized to 256 × 128. We apply resnet50 as the backbone network and add an embedding layer to down sample the feature dimension to 256 by default. For joint angular loss, our model is trained with the batch size equals 256, and for each instance we randomly select 8 samples. We apply Adam optimizer and set the original learning rate to 1×10 −3 for the first 50 epochs and gradually decrease it to 1 × 10 −4 for next 50 epochs and 10 −5 for the last 50 epochs. In the following subsections, we abbreviate our method with the proposed Joint Angular Loss as JAL.
Exploratory Experiments
Choice of λ and angular margin θ m . As we can see from Eq. 4 and Eq. 8, λ controls the trade-off between angular triplet loss and classification loss, while angular margin θ m controls the boundary distance of identities on feature embedding manifold. We cross validate λ and θ m on the ReID results on Market1501. The value of λ is selected from {0.1, 0.2, 0.5, 1} and θ m is selected from {1
• , 3
The results are shown in Fig. 1(a) . We experimentally found that models with reasonably higher weight of triplet loss and smaller angular margin tend to have better performance on validation set. The best λ and θ m on the Market1501 are around 0.2 and 3
• , respectively. To simplify the experiment, we set λ = 0.2 and θ m = 3
• in all the later experiments.
Feature and weights scaling. According to Eq. 7, there is a hyper-parameters α to adjust the scale of the inputs to the angular softmax layer after the feature vectors and weights normalization. We conducted experiments on different α, to study how the scaling parameter affect the performance. As we apply angular triplet loss, the value of α would not affect the triplet part. We select the value of α from {3, 6, 9, 12, 15, 18, 20, 30}. As it is showed in Fig. 1(b) , the model performance is much influenced by the value of α. However, the trained models generally work well in a range of α. For simplicity, we keep α = 12 in all our experiments, and our proposed method works very robustly.
Effect of joint angular loss. To show the effect of different components of JAL, we conduct experiments on different variants of JAL on the Market1501 and DukeMTMCReID datasets. The results are reported in Table 1 , where softmax stands for training with only softmax loss. T stands for training with only triplet loss and hard example mining. S+T stands for training with combined softmax and triplet loss.
S+T norm stands for S+T with extra normalization on weight and features. JAL represents joint angular loss (Eq. 8).
Several important observations could be made from Table 1. 1) Combining classification loss and triplet loss largely improves the performance over using them individually, with around 7.7% and 3.0% increases on mAP on Market1501, 9.6% and 1.2% increases on mAP on DukeMTMC-reID, respectively. This shows that these two loss functions are complementary in nature. 2) Using the proposed homocentric hypersphere embedding, JAL outperforms the baseline S+T by 4% on mAP on Market1501 and 3% on mAP on DukeMTMC. It also outperforms S+T norm , which applies normalization on weights and features. The performance gain demonstrates the benefit of Joint Angular Loss, which optimizes the angle distances rather than the Euclidean distances.
Human part pooling. Human part pooling (HPP) can greatly benefits the performance of person Re-ID systems [16] . To further improve the performance, we additionally apply multi-level part pooling. More specifically, the feature map extracted by the backbone network is average pooled by one, two or three horizon strips. For each pooled part feature, we add an embedding learning layer and a softmax loss function to enforce discriminative ability for each human part. The final person feature representation is the concatenation of all the six part features. We denote the JAL with HPP as JAL+HPP. DukeMTMC-ReID. As shown in Table 3 , our model achieves much better performance than other methods. The proposed JAL obtains 80.6% Rank-1 accuracy and 65.6% mAP, respectively. JAL+HPP further boost the performance to 84.5% Rank-1 and 71.7% on mAP. The DPFL [22] method fuses multi-scale information by combining multiple subnetworks in the training stage. In contrast, our model is trained only on DukeMTMC-ReID with a single ResNet50.
CONCLUSION
In this paper, we proposed a homocentric hypersphere feature embedding learning approach for Person ReID task. In our homecentric hypersphere framework, the class center vectors and the features were normalized to two individual homocentric hyperspheres with the same coordinate origin. We reformulated the classification loss and the triplet loss into their corresponding angular versions, and thus provided a natural way to jointly consider both losses to minimize the angle between intra-class features, maximize the angle between interclass features and minimize the angle between features and their corresponding class center vectors. We analyzed and conducted experiments to show the benefits of angular triplet loss on optimization. The results showed that our approach achieves leading performance on all benchmarks by using the same hyper-parameters.
