from p values arising in both frequentist and Bayesian model assessment. On the frequentist side, the p value typically tests a small model embedded within a larger model, as when testing the hypothesis that a regression coefficient is zero for the purpose of covariate selection or the hypothesis that two variances are equal.
Fiducial averaging also applies to p values used to test Bayesian models, including prior predictive p values and posterior predictive p values modified to be uniform on [0, 1] (e.g., Box, 1980; Hjort et al., 2006; Steinbakk and Storvik, 2009; Zhao and Xu, 2014) . Since such p values are used to check models, Bickel (2015) framed fiducial averages of Bayesian models as a form of soft model checking. An empirical Bayes example of this averaging of Bayesian posterior distributions with respect to a fiducial distribution is the use of a confidence distribution to propagate model uncertainty to false discovery rates (Bickel, 2013 (Bickel, , 2014 . Fisher (1973, §5.6) had performed a similar operation in the context of "observations of two kinds." Section 2 lays down the foundational concepts of models, confidence distributions, and fiducial distributions. Section 3 then defines fiducial model averaging and provides examples of averaging both Bayesian and frequentist models.
Preliminary notation and definitions

Frequentist models and Bayesian models
Without loss of generality, assume that the n-component vector observation x obs and the parameter ψ of interest are continuous members of a sample space X and a parameter space Ψ, respectively. Cases of discrete or mixed x obs or ψ may be easily obtained by replacing probability density functions with probability mass functions and integrals with sums.
The most common forms of frequentist model checking are frequentist model selection and testing models as null hypotheses (e.g., Burnham and Anderson, 2002; Claeskens and Hjort, 2008) . In frequentist model checking, each model index M ∈ M corresponds to a family F M = {f M (•|ψ) : ψ ∈ Ψ} of probability density functions on X but not to any prior distribution.
By contrast, in Bayesian model checking, a prior distribution is an additional component of the model (e.g., Bernardo and Smith, 1994, §6.1; Carlin and Louis, 2000, Ch. 6; Ando, 2010, §5.1) . Given a set of models M, the model indexed by M ∈ M specifies not only F M but also a prior probability density function π M on Ψ. Thus, f M x obs |ψ as a function of ψ is an integrated likelihood function, with any nuisance parameters eliminated by marginalization with respect to their priors (see Berger et al., 1999) . The posterior probability density of ψ is
In short, the index M ∈ M refers to F M , called a frequentist model, and, if priors are specified, to the
Fiducial distributions
Confidence probability distributions as basic fiducial distributions
The observation vector x obs is now considered as if it were a realization of X ∼ g θ,γ , where g θ,γ is a probability density function determined by a basic parameter θ and a nonbasic parameter γ, each named according to its relation to the following procedure (Bickel and Padilla, 2014) . In this paper, the model M and sometimes the interest parameter ψ will be used as basic parameters.
Let p x obs (θ 0 ) denote an observed p value for testing the null hypothesis that
is a level-(1 − α) confidence set, that is, if
for all α ∈ [0, 1], θ ∈ Θ, and γ ∈ Γ (Birnbaum, 1961; Blaker, 2000) . Equation (2) holds if and only if p X (θ) ∼ U (0, 1) for all θ ∈ Θ and γ ∈ Γ, where U (0, 1) is the uniform distribution on [0, 1] (Bickel and Padilla, 2014) .
Let H x obs denote the set of all observed confidence sets:
An additive measure K x obs on the measurable space (Θ, H) that assigns to each observed confidence set a mass equal to one of its confidence levels is known as a confidence distribution:
for all Θ 1 ∈ H x obs . A confidence distribution is called a basic fiducial distribution if it has unit total mass Bickel and Padilla, 2014) . In that case, K x obs is a Kolmogorov probability distribution with a random variable θ ∼ K
The essential fiducial argument is captured as follows. The fiducial probability that θ is in an observed confidence set is equal to the frequentist probability that θ is in a confidence set over repeated sampling:
While Wilkinson (1977) celebrated the "noncoherence" in confidence distributions satisfying K x obs (Θ) < 1, the key condition for a confidence distribution to be a basic fiducial distribution K generalized fiducial distributions (Hannig, 2009 ) and probability-matching Bayesian posterior distributions (Datta and Mukerjee, 2004) generate set estimates with approximate frequentist coverage (2) and thus qualify as approximate basic fiducial distributions. Other basic fiducial distributions with vector θ are mentioned in Bickel and Padilla (2014) , which uses basic fiducial distributions in place of Bayesian posterior distributions for decision-theoretic purposes (Bickel, 2012a,b) .
Example 1. The construction of a basic fiducial distribution from a one-sided p value function is particularly straightforward for a scalar θ. Suppose Θ ⊆ R and that p x obs (θ 0 ) is a p value for testing the null hypothesis that θ = θ 0 against the alternative hypothesis that θ > θ 0 such that p
where p x (•) is monotonically increasing for all x ∈ X . Thus,
where θ x (•) is the inverse of p x (•) for all x ∈ X , and the set of observed confidence intervals is
. Let H denote the set of Borel subsets of Θ, and let θ denote the random variable such that p
The probability distribution of θ is denoted by K x obs and satisfies the above requirements to be not only a confidence distribution but also a basic fiducial distribution.
Coherent fiducial distributions
As suggested by its name, a basic fiducial distribution is the basic building block for the construction of other fiducial distributions. A coherent fiducial distribution is recursively defined as probability measure on (Θ, H) that is either a basic fiducial distribution or the distribution of a function of a random variable formed by marginalization or conditionalization of other coherent fiducial distributions (Bickel and Padilla, 2014) . Unlike a basic fiducial distribution, a coherent fiducial distribution is not necessarily a confidence distribution. A coherent fiducial density function is a Radon-Nikodym derivative of a coherent fiducial distribution.
3 Fiducial model averaging 3.1 Definition of the fiducial model average
Each of the basic fiducial distributions on which Π x obs is built requires the specification of a confidence curve 
Let π 
for all ψ ∈ Ψ.
A special case for scalar-index models
A simple procedure for constructing a coherent fiducial distribution for use as Π 
The random variable M is defined by M = M B U based on the independent random variables U ∼ U (0, 1) and B ∼ Bern (1/2), the Bernoulli distribution with probability parameter 1/2.
Let K x obs denote the probability distribution of M . Let
obs is also a probability distribution, it is a basic fiducial distribution, the simplest type of coherent fiducial distribution. This warrants setting
obs for the fiducial model average of equation (4), yieldinḡ
In the case that M 0 (u) = M 1 (u) for all u ∈ [0, 1] and that p x obs is a distribution function, as is usual if each
where
Fiducial average of Bayesian models
In the case of averaging Bayesian models, the fiducial averageπ ψ|x obs of the Bayesian models represented by M is given by equation (4) with the substitutionsπ x obs (ψ) =π ψ|x obs and π
Thus, fiducial averaging of Bayesian models is equivalent to standard Bayesian model averaging except that a posterior distribution over models is replaced with a fiducial distribution Π x obs , which does not require any prior distribution over the models.
The requirement in Section 2.2.1 that p X (M ) ∼ U (0, 1) for all M ∈ M is met both for prior predictive p values (Box, 1980) and for certain functions of posterior predictive p values (Hjort et al., 2006; Steinbakk and Storvik, 2009; Zhao and Xu, 2014) . Those Bayesian p values rely on the concept of replicating data sets according to a prior and/or posterior. Under model M , the prior replicated data vector X prior and the posterior replicated data vector X post are the random variables distributed such that X prior ∼ f M and
obs , according to the prior and posterior predictive density functions
respectively. Some special cases appear in Sections 3.3.1-3.3.2.
Prior predictive p values
Consider the p value
for all x ∈ X , where the function τ M (•) : X → R transforms the data into a real statistic used to check the adequacy of each model of index M ∈ M. The observed value p x obs (M ) is called a prior predictive p value, which might overcome certain objections against significance testing (Box, 1980) . The function p
Example 2. The normal-normal model for n observations with unknown mean ψ and known variance The prior replicated sample meanX
Supposing that the value of µ 0 but no other aspect of the model is subject to checking, M = R, and µ 0 is the index of the model for each µ 0 = M ∈ R. Letx denote the sample mean of x for all x ∈ X = R n .
Setting τ M (x) =x, equation (7) provides
as the prior-predictive p value for each model of prior mean µ 0 ∈ R, where Φ is the standard normal distribution function (Box, 1980) . From Example 1, let Π , and the fiducial model average probability density of ψ is
according to equation (4), where φ is the standard normal density function. This agrees with the more generally applicable equation (6). Since Π x obs is equal to the Bayesian posterior distribution from a flat prior over the models (the Lebesgue measure on the set of Borel subsets of R), the fiducial model average (8) is identical to a Bayesian model average in this case.
Example 3. The one-sided prior predictive p value of Example 2 may be replaced by the two-sided prior predictive p value:
where χ 2 1 is the χ 2 random variable with 1 degree of freedom. Since p for any µ 0 ≥x obs . Applying the method of Section 3.2, equation (5) reduces tō
where µ 0 (u) is the nonnegative solution of p Alternatively, two fiducial distributions may be combined as follows. Instead of assuming B ∼ Bern (1/2), the parameter of the Bernoulli distribution determining the sign may be equated with the probability that µ 0 > 0, using the fiducial random variable µ 0 defined in Example 2. That is,
The fiducial model average is still expressed as equation (10) 
Since p Example 4. For the set of models used in Examples 2 and 3, Hjort et al. (2006, (12) ) reported
Since equation (9) indicates that p
, the calibrated posterior predictive p value is equal to the prior predictive p value for this set of models. Reasoning analogous to that of Examples 2 and 3 again yields the fiducial model averages given by equations (8) and (10), respectively.
Fiducial average of frequentist models
In the case of averaging frequentist models, π x obs M (ψ) may be a coherent fiducial density ( §2.2.2), a bootstrap density (Kroese and Schaafsma, 2004) , a Dempster-Shafer density (Dempster, 2008; Martin et al., 2010) , or any other posterior probability density that does not depend on a prior distribution. Without a prior, the methods based on Bayesian p values ( §3.3) are not applicable, but analogous methods based on a nonBayesian p value of each model leads to confidence distributions that generate coherent fiducial densities for use as π
In the special case that each π (4) is a coherent fiducial density function ( §2.2), the fiducial model average is the density function corresponding to the marginal fiducial distribution defined by Bickel and Padilla (2014) . Thus, the usual fiducial distributions that are marginal fiducial distributions are also fiducial model averages. In the following example, fiducial model averaging agrees with Bayesian model averaging using certain default priors.
Example 5. In the Behrens-Fisher problem (Cohen and Kim, 2014) , X 1,j ∼ N µ 1 , σ 2 1 for j = 1, . . . , n 1 and
2 2 for j = 1, . . . , n 2 , with all X i,j independent (i = 1, 2), all parameters except the sample sizes n 1 and n 2 unknown, and the mean difference ψ = µ 1 −µ 2 is of interest. The observable vectors are X 1 = (X 1,1 , . . . , X 1,n1 ) and X 2 = (X 2,1 , . . . , X 2,n2 ), and the observed values of X 1 and X 2 are x , where T 1 and T 2 are independent draws from the Student t distribution with n 1 − 1 and n 2 − 1 degrees of freedom. The probability distributions of µ 1 and µ 2 , denoted respectively by K In the notation of Section 2.1, the set of frequentist models is F µ2 = {f µ2 (•|ψ) : ψ ∈ R} for all µ 2 ∈ R, where f µ2 (•|ψ) is the joint probability density function of X 1 and X 2 . For the model of each index µ 2 , let π (µ 2 ) dµ 2 , the convolution of the density functions of µ 1 and − µ 2 . Thus, ψ µ2 ∼π x obs given the independence of µ 1 and − µ 2 , andπ x obs is the density function corresponding to the Behrens-Fisher fiducial distribution (Fisher, 1935) , which is equal to the Bayesian posterior density of µ 1 − µ 2 obtained from the joint prior density of (µ 1 , µ 2 , σ 1 , σ 2 ) proportional to σ −1 1 σ −1 2 (Jeffreys, 1940) . Whileπ x obs is a coherent fiducial density function, its interval estimates are too conservative for it to qualify as a basic fiducial distribution or other confidence distribution (Bickel and Padilla, 2014, Exa. 6 ).
