Introduction
One of the main drivers for this study was the requirement to complement other high-quality data-sets for use in climate change detection and attribution studies (Australian Greenhouse Office 2005) . These data-sets either already exist (e.g. temperature, rainfall, evaporation, humidity) or are being developed (e.g. clouds). An up-to-date high-quality wind data-set is also highly desirable for other applications such as wind risk (Sanabria 2007) . For wind energy assessments, modelling is often used as an alternative (or a complement) to existing short records of wind observations.
A complete wind data-set should contain both surface and upper air data. Here we do not consider upper air data and this paper will only discuss surface wind speed observations, surface wind direction is not considered here.
Data
Wind data Surface wind observations from anemometers for more than 1700 stations are available on CD-ROM from the Bureau's National Climate Centre. Documentation on two data-sets ('daily' and 'hourly' wind data) is available online (http://www.bom.gov.au/climate/how/newproducts/ IDCdw.shtml and http://www.bom.gov.au/climate/how/ newproducts/IDChw.shtml). In this context, the term 'hourly' is used to distinguish between daily and subdaily data. Daily wind data include wind run, maximum wind gust and daily mean wind speed. The hourly wind data consist of observations of wind speed and wind direction taken at certain times of the day, often at threehourly intervals. The standard anemometer height is 10 m.
Candidate stations were selected according to the following two criteria: a) Data availability for determining mean wind speed and b) Location of stations relative to other high-quality data-sets. The rationale behind selecting locations from existing high-quality data-sets was that this approach would allow studying potential effects of climate change on indices, such as the fire danger index. More generally, on the basis of such a suite of data-sets one can assess how variations in one climate variable are related to changes in other climate variables without having to resort to gridded data-sets.
Since little prior information on data quality was available, plots were prepared to assess record length, missing data and daily frequency of observations, using records from 1860 to 2005. Of 103 stations represented in the current high-quality temperature data-set, eighteen had to be excluded since there were insufficient wind-speed data. For three stations (Adelaide, Sydney, Oodnadatta), suitable replacements from nearby airports could be used. The suitability of sites included in the initial set will have to be reassessed, taking into account factors known to affect estimates of daily mean wind speed (e.g. changes in the number of synoptic observations, changes in instrumentation) together with statistical test (e.g. to identify break points in the series, taking into account metadata where they exist). Further screening of candidate sites will be required to identify sites where estimates of wind speed were derived on the basis of the Beaufort scale or handheld anemometers. Overall a reasonable spatial coverage of the Australian mainland and Tasmania may be achieved.
For the discussions presented in this paper three stations were selected. These three sites were selected a) for their comparably long records and completeness of records, b) for the availability of hourly data (for the investigation of effects of DST) and c) to represent somewhat different wind climates. The station details for these sites are shown in Table 1 .
Additional data
Metadata for climatological stations exist in different formats and in different locations. The original station files are the most complete form of documentation. Some of this information has been digitised and is now held in two of the Bureau's databases. Instruments can be compared based on standard characteristics (e.g. start-up speed and data accuracy and resolution). Instrument reports describe how different instruments measure wind speeds and potential instrument bias. For example, Dines anemometers ( Fig.  1 ) are known to not record at very low wind speed (Gold 1936) . Synchrotac anemometers (Fig. 2 ) -typically used with Automatic Weather Stations, AWS -on the other hand have a tendency to 'overspeed'; that is, the instrument's inertia causes the anemometer to continue spinning too quickly after the wind speed has decreased (Gorman 2004) .
These differences -between the Dines and Synchrotac anemomenters -are usually obvious for average wind speeds like the daily mean wind speed shown in Fig. 3 , but are more readily detectable at either very high or very low wind speeds. The exact relationships will depend on the individual instrument type, installation and probably the location of the site of measurement relative to surrounding obstructions and surface roughness. While instrument test reports can give a useful indication of the general nature of the bias and the likely magnitude, they cannot replace in-situ measurements since local conditions have to be taken into account.
Daily mean wind speed
Daily mean wind speed here is defined as the daily average of wind speeds from all available synoptic observations at a location. This definition is introduced with a view to data availability. At a number of stations hourly and half-hourly observations are available. However, such observations are not available for the majority of sites. Therefore, daily mean wind speed is calculated on the basis of synoptic observations.
A very similar approach is used when calculating daily average temperatures -which are calculated as the average of daily maximum and minimum temperatures. An alternative approach to estimating mean daily wind speed, used for instance in wind energy applications, is based on the average wind run over a period of 24 hours. Due to the limited availability of such data, this approach was not deemed suitable for developing the required long time series.
While quality controlling daily mean wind speeds, it became obvious that the number of observations used to calculate the mean strongly impacts on the derived estimate.
The number of observations used to calculate mean wind speeds typically varies with the number of observations available for a given day. Depending on the number of observations (from two to eight daily) used to derive an estimate of the daily mean wind speed, the true value may be significantly over-or underestimated (Muirhead 2000 only two observations are available, they tend to be taken at 0900 and 1500 local clock time. Four observations would usually be taken in three-hourly intervals from 0600 to 1500 and six observations would span the time from 0300 to 1800. Eight observations are taken every three hours, completely spanning the day. Hourly and three-hourly wind speed data for eight Australian capital cities were used to investigate the effect of the number of observations on wind speed measurements. Stations selected were generally located at the main airport. Only the part of the record that had eight synoptic observations was used. Records usually show an abrupt change in statistics of recorded wind speeds after the introduction of AWS and related instrument changes, an example is shown for Perth in Fig 3. The last part of the records, associated with AWS data, was therefore excluded for this part of the investigations. This would typically leave about 30 years of data (between the mid-50s and late 80s or early 90s) for the following investigations.
Diurnal cycle
For Perth, mean and median annual wind speeds were calculated using all monthly data for the years 1965 to 1993 for each of the following times: 0000, 0300, 0600, 0900, 1200, 1500, 1800 and 2100 (Fig. 4) . The mean wind speed reaches a peak in the early afternoon and drops to a minimum during night time. Daily mean wind speeds calculated from just the 0900 and 1500 observations are likely to be based on two of the four highest observations during the day. A mean based on these two observations will be useful in describing wind speeds at the peak of the diurnal cycle. This mean, however does not reflect wind speed for most of the day.
These calculations were repeated for January and July individually to investigate the effects of seasonality on diurnal variability (Fig. 4) . In January, average wind speeds for a given observing time are higher than the annual average. In addition to the early afternoon maximum there is a secondary maximum in the morning (around 0900) for January. For July, mean wind speeds for a given observing time are consistently lower than for January, and generally night time wind speeds for this month are more highly skewed than during the day time. This set of analyses was repeated for all eight capital cities. The results for Adelaide (for the period 1956 to 1987) and Hobart (1972 Hobart ( to 1991 are shown in Fig. 4 . For most capital city stations eight observations a day are available for a substantial part of the record (typically 30 years). It was found that while eight observations a day are sufficient to derive representative estimates of daily mean wind speed just two observations a day will not suffice. Figure 5 shows monthly averages of daily mean wind speed derived from two (0900 and 1500), four (0600 to 1500), six (0300 to 1800) and eight observations. The highest mean wind speeds are derived from just the two observations at 0900 and 1500. Using eight observations results in the best estimate, estimates based on fewer observations are generally too high.
Scatterplots of daily mean wind speeds derived from two and eight observations a day were prepared (not shown). Judging from the results for Perth, adjusting daily mean wind speeds directly to correct for the frequency of observations does not appear feasible and the monthly means should be adjusted instead. Figure 6 shows scatterplots of monthly means derived from two and eight observations a day. The blue line indicates the line of best fit for all months (left panel), summer (centre) and winter months (right panel). For comparison the x=y line is shown in grey. Regression could be used to derive reliable estimates of monthly averaged values of representative daily mean wind speed (based on twice daily observations). The adjustment would have to be derived for the location in question. An adjustment derived from wind speeds for all months will perform poorly for high monthly averages, say values of 20 km/h or more (derived from two observations, see Fig. 6 left panel). It may be advisable to investigate adjustment factors depending on season. Average over monthly means of daily mean wind speed for three sites (left Perth, centre Adelaide, right Hobart). Symbol and colour denote number of observations a day. Averages were derived for all calendar months, for January only and for July only. 
Maximum wind speeds
Estimates of maximum wind speeds for given return periods are required for estimating wind loads when preparing building standards. The two approaches typically considered are a peaks-over-threshold (partial duration series, as in Sanabria 2007) or an annual maximum approach. Figure  7 shows annual maxima of 10-min average wind speeds observed at Perth for 09:00 data. Since wind speed shows strong seasonality, annual maxima (AM) are shown for the months of January, April, July, October and whole calendar years. Annual maxima were abstracted for two periods -the full record and the period after the AWS installation (about ten years). Commonly two-parameter Weibull distributions (with scale parameter A and shape parameter k) would be fitted for applications such as computation of expected energy density (for wind farms) as well as estimates of mean wind speed and nth percentiles (Pryor et al. 2005) . Here, the more general 3-parameter Generalised Extreme Value (GEV) was used instead. No goodness-of-fit tests were applied to judge the fit of these distributions. However, it is not unreasonable to assume that a GEV would give an acceptable fit. The annual maxima were plotted using Gringorten plotting positions (Shaw 1994) , with the annual maxima ranked in ascending order. The plotting position F i for the ith value is then ...1 where n is the number of years. The AM show signs of stratifications for all cases including the period after AWS installation. Some relatively low AM (< 30 km/h) were observed in the earlier part of the record (see plots for April and July in particular) but not for the AWS part of the record. It is unlikely that this is entirely due to changes in instrumentation since the lowest AM have values well above the start-up speed of either instrument (Dines and Synchrotac anemometer). Similarly, nothing like the highest wind speeds observed for the early part of the record (>50 km/h) has been measured since the installation of the AWS. The most obvious (but not the only possible) explanation is that both effects are due to the relatively short period of the AWS data, and as a result very low or very high maximum wind speeds have not yet been sampled.
Frequency curves fitted to AM wind speeds from just the AWS period therefore tend to be less steep than their counterparts. If one assumes that the differences in frequency curves are mainly due to sampling, then the use of the whole record should be preferred over use of data from the date Annual maximum wind speeds for Perth (9021) at 09:00. Dark blue crosses and lines represent annual maxima and fitted distribution for the whole record. Red plus signs and dashed lines are used for the period after AWS installation (about ten years of data, depending on calendar month).
of AWS installation onwards. Caution is required when interpreting the apparent changes in return periods for the two periods. However, it is possible that the frequency of the most extreme wind speeds has actually declined (Smits et al. 2005) . The choice of the most suitable reference period will depend on the application. While reference normals (say for the period 1961-90) should be used to compare observations against a benchmark, shorter more recent records of at least ten years would be suited to wind energy applications. A combination of split-sample tests and resampling techniques could be used to assess how averages and extremes differ for different parts of the record.
Inhomogeneities
Wind is highly variable both in the time and space domain. Quality controlling measurements is therefore difficult since methods applicable for other climate elements may be inappropriate (e.g. use of reference sites). A number of statistical approaches are available to detect trends and step-changes in data. Identified inhomogeneities in the record are often (but not necessarily) caused by changes in instrumentation, location or observation practice. They should be carefully examined (using the information from metadata where available) to identify likely causes and adjust accordingly. The ability of two different tests to detect such changes was investigated: First differences test and a modified Mann-Whitney-Pettitt test. Free et al. (2004) suggests the use of first differences to reduce inhomogeneity in radiosonde temperature data-sets. The time series of first differences (FD) is constructed as follows:
Identifying inhomogeneities
The difference for time t (D t ) is calculated as the difference between variable x at time t and variable x at t-n. The lag n was here chosen to be 1, so differences between successive time steps are considered. Free et al. (2004) recommend use of annual values after stratification according to month (e.g. average wind speed for January). This approach can be applied to two sites (including a reference site) or just one site. Jumps in the time series of FD indicate inhomogeneities. The method of first differences was applied to the 90th and 10th percentile wind speeds in addition to the median, but it was found that due to the large year-to-year variability the method of first differences is of limited use in detecting inhomogeneities in wind speed data. Pettitt (1979) describes a non-parametric approach to change-point detection. This approach uses a series of MannWhitney (also known as Wilcoxon rank-sum) tests to a) detect possible change points and b) estimate a probability for the change point found. This approach does not make specific assumptions about underlying distributions. However, it could be sensitive to trends and serial correlation and should only be used as an exploratory tool. Pettitt assumes that a sample can be split into two sub-samples. For each of these, the variables are assumed to be independent (random) and identically distributed and to follow an unknown distribution F1 and F2 respectively. If there is a change point at time tcp the distributions F1 and F2 will show significant differences.
This test was slightly simplified-the series was divided into two parts at time step τ and a Wilcoxon rank-sum test was run on the annual mean wind speeds before moving on to the next time step. For each τ the test statistic Z and the p-value were calculated. The p-value represents the chance that the null hypothesis was wrongly rejected. A change point is likely to have occurred for maximum absolute values of Z and low p-values. These tests were conducted for four months (January, April, July and October) representative of the four seasons and for representative morning and afternoon observations (0900 and 1500). Results for January wind speeds observed at Perth are presented in Fig. 8 slightly earlier and may be related to changes in observation practice (e.g. rainfall intensity measurements commenced in January 1961). It is also possible that two changes have occurred, one around 1960/61 and another around 1963/64. There is no information in the electronic metadata to substantiate this assumption. A station relocation in October 1997 is not detected as a strong change point in any of the months and times of observation studied here.
Attempts to correct

Measure-Correlate-Predict
A method commonly used in deriving long-term representative wind climate is the Measure-CorrelatePredict (MCP) technique (Burton et al. 2001 ). This technique requires data from a reference site and a minimum period of overlap of one year (mainly to cover seasonality). Typically data from the reference site and the site for which the prediction is required would be binned according to wind speed and/or wind direction.
Most of the Australian wind data show a distinct break in the record, which is linked to the installation of AWS. One can study the changes in statistical properties prior to and after AWS installation. However, knowing how these properties change is not sufficient information to derive a correction since other factors (like climate variability) may not be negligible. Deriving correction factors while ignoring such changes would defeat the purpose of preparing a highquality data-set that is useful in climate change detection/ attribution. A search for suitable reference sites was undertaken. It was found that, while for some elements (e.g. temperature) comparison series do exist, no useful comparison measurements of wind speeds could be located. Often when a nearby site was identified as a possible reference station it turned out that an AWS had been installed at that location at around the same time as for the site for which an adjustment was to be developed (see Fig. 9 ).
Wind run
For the purposes of adjusting pre-AWS data, the author considered using wind run as a surrogate for actual wind speed measurements when deriving daily mean wind speed. Wind run is measured as the distance (in km) over which air has passed for the 24 h prior to 0900. However, investigations show that wind run (measured at above 3 m height) is usually only available from about the time of the AWS installation and can therefore not be used to derive correction factors. Additionally, wind run data suffer from quality problems similar to those for wind speed. Change point tests clearly identified the time of the station move in 1997 (Perth, 0900, 10th percentile and median). Therefore, use of wind run data for determining a climatology of daily mean wind speed does not appear a viable alternative to discrete wind speed measurements.
Reanalysis data
The following analyses are based on mean sea level pressure (MSLP) data from the ECMWF (European Centre for Medium-Range Weather Forecasts) reanalysis data-set (ERA40). Following an approach similar to the one described in Dahni (2003) , data were stratified according to month and anomalies from the monthly mean were calculated. These anomalies were then subjected to Principal Component Analysis (PCA) followed by cluster analysis (kmeans method). A decision on the number of Principal Components (PCs) to retain was made based on Kaiser's criterion (exclude PCs with eigenvalues below the average) and scree plots. According to Hartigan's criterion (Hartigan 1975 ) the data would support about fourteen or fifteen clusters (weather patterns). However, it was found that if fourteen clusters are used then some clusters have only very few members for the AWS period. Consequently, the number of clusters was reduced to nine.
These analyses give a clear indication that a correction will depend strongly on the weather pattern. Figure 10 shows the average MSLP for nine clusters defined for winter (using the 06:00 MSLP from ERA40). Figure 11 shows the boxplots for the corresponding 0900 wind speeds at Perth.
Digitising wind data
For some meteorological elements comparison measurements would be undertaken routinely to allow adjusting for changes in instrumentation. For wind, few such comparison measurements exist. These measurements were taken predominantly in tropical locations and are currently available only on paper (strip charts). The feasibility of digitising paper records is being investigated. Having access to such comparison measurements is vital for producing long, homogeneous records of wind speed required in climate change detection and attribution studies.
At a small number of stations (nine) parallel measurements of wind speed were undertaken. Seven of those nine stations are candidates for the high-quality data-set. In addition Number of newly installed Automatic Weather Stations at wind measuring sites for given calendar year.
data may be available for Canberra. Typically the overlap is about ten years (only four years for Darwin). This valuable additional information is currently only available in the form of paper charts (see Fig. 12 for an example). Digitising these charts would enable the development of adjustments for the sites where parallel measurements are available and could be the basis for developing an adjustment procedure for other sites in Australia. Previous investigations showed that the diurnal cycle in wind speeds tends to be strongest during the summer months (Fig. 4) . It was therefore assumed that because wind speed measurements are taken one hour earlier during DST, it would impact on measured wind speeds. Daylight Savings Time is now observed in the majority of states. Historically there was no uniform application of DST in Australia. Details of when DST was in force across states are described in Bureau of Meteorology (2009). At some stations, observations were taken both according to standard time and DST over the first year or two after the introduction of DST. The impact DST has on observed wind speeds depends on the timing and strength of the diurnal cycle and is likely to vary with location, season and the weather pattern.
Effects of Daylight Saving Time
Half-hourly observations from Adelaide Airport were used to study the effect of DST on estimates of daily mean wind speed. An AWS was installed at Adelaide Airport in October 1988. Only data from after the AWS installation was used for these investigations. It was found that for Adelaide results are similar for average daily mean wind speeds but that there are some systematic differences between daily means derived from observations according to Local Standard Time (LST) and observations according to DST for low and high daily mean wind speeds, respectively. For low daily mean wind speeds (< 15 km/h), higher estimates are derived for the daily mean wind speed if the observations are made according to DST. For high daily mean wind speeds (>30km/h) lower estimates are derived if observations are made according to DST.
For most states, DST typically spans the months of November-March. However, since 1992 for Tasmania, DST has started in early October and for some years in other states, the period was changed to accommodate special events. Wind speeds for the months November to March were extracted. To study the effects of DST, measurements taken at the standard set of observation times were compared to observation times during DST.
Adjusting observations for the effects of DST with sufficient accuracy is problematic for mean daily wind speeds and it is therefore recommended to adjust monthly averages of wind speed instead. Monthly averages of wind speeds observed at 0800 and 0900 were derived. Typically monthly averages are underestimated when observing according to DST. For the morning observation the difference is of the order of 2 km/h for monthly averages (Fig. 13) . Given the resolution of wind speed measurements (1 m/s which is equivalent to about 0.4 km/h) differences between the correction factors found for the months November to March are judged negligible. The range in adjustments required to correct for DST depending on time of the day is larger than the range in adjustments depending on the calendar month (Fig. 14) . The highest positive adjustments are required in the morning (0900 LST), the largest negative adjustments are required late in the evening (2100 LST).
Conclusions
Initial selection of sites to include in the high-quality surface wind data set was based mainly on completeness and number of observations per day. This selection will need revising once detailed information on data quality is available. Daily mean wind speed estimates depend on the number of observations used to derive the estimate. Two observations a day are not sufficient for deriving representative estimates of daily mean wind speed. An approach is suggested to correct monthly averages of daily mean wind speed.
The fact that observations are made according to local time when DST is in effect means that observations are taken nominally one hour earlier. Together with the fact that wind speed can exhibit strong diurnal variation this leads to a bias in estimated daily mean wind speeds. Again it is recommended to apply an adjustment to monthly averages of wind speed. Sign and magnitude of the adjustment for DST depend on the time of the day.
Inhomogeneities in wind speed data can be detected using statistical tests (e.g. change point test). The introduction of Automatic Weather Stations and the accompanying change in instrumentation typically leads to inhomogeneities in wind speed measurements. Finding ways to correct for these inhomogeneities is complicated by the fact that no suitable comparison measurements are available. Three approaches for correcting these inhomogeneities were explored but no satisfactory solution has been found as of yet. Wind strip charts of parallel measurements are available for a small number of stations included in the set of candidate stations. It may be possible to digitise these data to assist in developing an approach to adjust for changes in instrumentation.
It remains to be investigated whether there could be advantages in preparing two sets of high-quality data-one data set with few very-high quality long records (say about ten sites with at least 50 years of data) and a second data set with a large number of quality data but shorter records (say 100 sites with at least ten years of data). 
