Summary. Modulation equations play an essential rote in the understanding of complicated systems near the threshold of instability. For scalar parabolic equations for which instability occurs at nonzero wavelength, we show that the associated GinzburgLandau equation dominates the dynamics of the nonlinear problem locally, at least over a long timescale. We develop a method which is simpler than previous ones and allows initial conditions of lower regularity. It involves a careful handling of the critical modes in the Fourier-transformed problem and an estimate of Gronwall's type. As an example, we treat the Kuramoto-Shivashinsky equation. Moreover, the method enables us to handle vector-valued problems [see G. Schneider (1992)].
Introduction
We consider scalar evolutionary problems on the real line. In the parabolic case one is interested in the behavior of systems close to the threshold of instability. If a spatially homogeneous solution becomes unstable, a whole band of wave numbers turns unstable. In this situation the bifurcating solutions can be approximately described by a so-called modulation equation. As an example we study the Kuramoto-Shivashinsky equation
The trivial solution u = 0 is unstable for o~ > 0 and, linearizing at u --0, we find solutions of the form u(x, t) = e tzt+ikx, where /z(k, ce) = -(1 -k2) 2 + a is positive for k close to +-1. Note that center-manifold theory is no longer available for describing bifurcating solutions due to the continuous spectrum. One expects that for G. Schneider small a > 0 there are solutions which are small modulations in time and space of the critical modes e +-ix. Using the scalings ~ = e 2, T = ezt, and X = ex we introduce the formal approximation
O(x, t, E) = E(A(X, T)e ix + ft(x, T)e-iX).
(2)
By a formal calculation we find that the amplitude A has to satisfy the GinzburgLandau equation
One expects that ~O describes the dynamics of solutions which are near the attractor of the system (see [Eck91], [vH92] ). This kind of approximation was introduced by Newell and Whitehead (see [NW69]) in 1969 for B6nard's problem. In other hydrodynamic problems, such as the Taylor-Couette problem or Poiseuille flow, such an approximation is also possible, due to the form of the spectrum. Taking a solution A of (3), the question arises as to how well qJ approximates a solution u(x, t, e) of the original problem. Of course we have to show that on an (~(1)-timescale of (3), ~0 is a good approximation. The above question was first treated in [CE90] for the Swift-Hohenberg equation. A simple proof was given in [KSM92] for cases in which the nonlinearity begins with a cubic term. The case of quadratic nonlinearities is more difficult, and until now the question was answered only when the initial data of the Ginzburg-Landau equation (3) sup [lu(x, t, e) -(cA(X, r)e g" + c.c.) [[c,(R,R) < CE ~.
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The ideas of the following proof are such that the result can be extended to reactiondiffusion equations and, under some restrictions on the initial conditions, to the B~nard problem or the Taylor-Couette problem (see [Sch92] ). This will be described in a forthcoming paper.
In this paper we use the abbreviation C n = C"(R, C) for the space of functions with n bounded and continuous derivatives. Constants are denoted throughout by C.
The General Situation
The situation of the introduction can appear in more general problems. We consider scalar semilinear problems Otu = 3` (Ox, ~)u + f(Ox, u) 
on the real line which are translation invariant with respect to x. The differential operator 3, is of degree 2d with N3`(ik, e 2) --> -oo for k ---> +__c~ andf is a nonlinear
