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Abstract
Let F : V → Cm be a regular mapping, where V ⊂ Cn is an algebraic set of positive dimension and
m n 2, and let L∞(F ) be the Łojasiewicz exponent at infinity of F . We prove that F has a polynomial
extension G : Cn → Cm such L∞(G) = L∞(F ). Moreover, we give an estimate of the degree of the
extension G. Additionally, we prove that if dimV < n− 2 then for any β ∈ Q, β L∞(F ), the mapping F
has a polynomial extension G with L∞(G) = β. We also give an estimate of the degree of this extension.
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1. Introduction
Let V ⊂ Cn be an algebraic set and let F : V → Cm be a regular mapping, i.e. the restriction
of a polynomial mapping to V . Let S ⊂ V . By the Łojasiewicz exponent at infinity of F on the
set S we mean
L∞(F |S) := sup
{
ν ∈ R: ∃C,R>0 ∀z∈S
(|z|R ⇒ ∣∣F(z)∣∣ C|z|ν)},
where | · | are norms (in Cn and Cm). For S = V the exponent L∞(F |V ) will be called the
Łojasiewicz exponent at infinity of F and denoted L∞(F ). The Łojasiewicz exponent at infinity
does not depend on the chosen norms in Cn and Cm. In what follows we will use the Euclidean
norm.
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injectivity of polynomial mappings (see e.g. [2,4,6,7,15,28]), triviality of fibres (see e.g. [9,13,
14,18,27,30–32,35,37]) and in effective Nullstellensatz (see e.g. [3,4,8,11,19,17,16,21–24,31,34,
40]). Estimates of L∞(F ) play an important role in these considerations. The deepest results in
this area were achieved by J. Cha˛dzyn´ski (see [4, Theorem 3.1]), J. Kollár [21, Corollary 1.9 and
Proposition 1.10], E. Cygan, T. Krasin´ski, and P. Tworzewski (see [11, Theorem 7.3]), Z. Jelonek
(see [17, Theorem 1.4]) and E. Cygan (see [10, Theorem 5.1]). Let us recall these results.
Let F = (f1, . . . , fm) : Cn → Cm, m  n  2, be a polynomial mapping. We put degF :=
max{degf1, . . . ,degfm}. Let dj = degfj , j = 1, . . . ,m, and let d1  · · · dm > 0. Denote
B(d1, . . . , dm;n) =
{
d1 · · ·dm for m n,
d1 · · ·dn−1dm for m> n.
Theorem 1.1 (Cha˛dzyn´ski). If #F−1(0) < +∞ and n = m = 2, then
L∞(F )min{d1, d2} − d1d2 +
∑
b∈F−1(0)
μb(F ),
where μb(F ) is the multiplicity of the mapping F at the point b (see [25, V.2.1]).
Theorem 1.2 (Kollár). If F−1(0) = ∅, then there exist polynomials g1, . . . , gm ∈ C[z1, . . . , zn]
such that degfigi  B(d1, . . . , dm;n) and ∑mi=1 gifi = 1. In particular, if #F−1(0) < +∞, then
L∞(F ) dm − B(d1, . . . , dm;n).
Theorem 1.3 (Cygan, Krasin´ski, Tworzewski). If #F−1(0) < +∞, then
L∞(F ) dm − B(d1, . . . , dm;n)+
∑
b∈F−1(0)
μb(F ),
where μb(F ) is the multiplicity of F at b in the sense of R. Achilles, P. Tworzewski and
T. Winiarski (i.e. the intersection multiplicity of graph(F ) and Cn × {0} at an isolated point
(b,0), see [1, Definition 5.1]).
Theorem 1.4 (Jelonek). Let V ⊂ Cn be an affine k-dimensional variety of degree D and suppose
ν := #(F−1(0)∩ V ) < +∞. Then
L∞(F |V ) dm −D · B(d1, . . . , dm; k)+ ν.
Theorem 1.5 (Cygan). Suppose V = F−1(0) = ∅. Then there exists C > 0 such that
∣∣F(z)∣∣ C
(
(z,V )
1 + |z|2
)B(d1,...,dm;n)
for z ∈ Cn,
where (z,V ) is the distance of the point z to the set V (i.e. (z,V ) = infy∈V |z − y|).
There are known effective formulas for L∞(F ) (see e.g. [5,6,9,12,13,28,29,32,33,37]). The
main difficulty in this area is to indicate an algebraic set V ⊂ Cn such that L∞(F ) = L∞(F |V )
(see e.g. [7]). In the context of the above results, the following question seems to be relevant:
B. Osin´ska / Bull. Sci. math. 135 (2011) 215–229 217Question. Let V ⊂ Cn be an algebraic set of positive dimension and let F : V → Cm be a
regular mapping. Does there exist a polynomial mapping G : Cn → Cm such that G|V = F and
L∞(F ) = L∞(G)?
This question was known to participants of the cyclic Workshop on Complex Analytic and
Algebraic Geometry Lodz 2002. In the case when V is an affine space it was answered in the
affirmative by M. Karas´ [20]. The main aim of this paper is to give an affirmative answer in the
general case (Theorem 1.6).
Let us start from a definition. By the total degree of an algebraic set V ⊂ X we mean the
number
δ(V ) := degV1 + · · · + degVs,
where V = V1 ∪ · · · ∪ Vs is the decomposition of V into irreducible components.
Theorem 1.6. Let degF > 0, let V ⊂ Cn be an algebraic set with dimV > 0 and suppose
#(F−1(0)∩ V ) < +∞. Then there exists a polynomial mapping G : Cn → Cm such that
(a) F |V = G|V ,
(b) L∞(G) = L∞(F |V ),
(c) degG−[−(δ(V ))n(degF + 2 −L∞(F |V ))−L∞(F |V )] + δ(V ),
where [x] means the integral part of a real number x.
In the case #(F−1(0) ∩ V ) = +∞ the conditions (a) and (b) in Theorem 1.6 hold true for
G = F . The proof of Theorem 1.6, given in Section 3, is based on E. Cygan’s inequality (Theo-
rem 1.5) and S. Spodzieja’s method of calculating the Łojasiewicz exponent for overdetermined
polynomial mappings (Theorem 2.5 in Section 2).
Under the additional assumption 0 < dimV < n−2 we give a generalization of Theorem 1.6:
Theorem 1.7. Let degF > 0 and let V ⊂ Cn be an algebraic set with 0 < dimV < n − 2.
Let additionally β ∈ Q, β = k
l
, k ∈ Z, l ∈ N, be such that β < L∞(F |V ). Then there exists a
polynomial mapping G : Cn → Cm such that
(a) F |V = G|V ,
(b) L∞(G) = β ,
(c) degG−[−(δ(V ))n(D + 2 −L∞(F |V )) −L∞(F |V )] + δ(V ),
where D = (δ(V ))n + max{degF, (|k| + l) · l}.
The proof of Theorem 1.7, given in Section 4, is based on Kollár’s inequality (Theorem 1.2),
Proposition 4.4 and Theorem 1.6.
2. Auxiliary results
Let X be a finite dimensional complex vector space. By P(X) we denote the set of all com-
plex polynomials on X. By G′k(X), where 0  k  n, we denote the set of all k-dimensional
complex affine subspaces of X. We assume that G′ (X) is equiped with the topology induced byk
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B.6.11]).
From [25, Corollary VII.11.8], [25, Proposition VII.11.8.10] and [25, Proposition VII.11.8.9]
we immediately obtain
Proposition 2.1. Let n = dimX. If V ⊂ X is an algebraic set of pure dimension k and p =
degV , then the set G = {L ∈ G′n−k(X): #(L ∩ V ) = p} is open and dense in G′n−k(X) and has
algebraic complement. Moreover, for every L ∈ G′n−k(X) \ G we have either #(L ∩ V ) < p or
dim(L ∩ V ) > 0.
Corollary 2.2. Let n = dimX. If V ⊂ X is an algebraic set of pure dimension k, then degV =
max{#(L ∩ V ): L ∈ G′n−k(X), #(L ∩ V ) < +∞}.
Directly from the definition of the Łojasiewicz exponent at infinity we obtain
Proposition 2.3. If F : Cn → Cm is a polynomial mapping and V ⊂ Cn is an algebraic set such
that dimV > 0, then L∞(F |V ) degF .
From the curve selection lemma at infinity we obtain (see [39, Theorem 3.5])
Proposition 2.4. Let S ⊂ Cn be a closed and unbounded semi-algebraic set and let F : Cn → Cm
be a polynomial mapping. If F−1(0) ∩ S is a compact set, then L∞(F |S) ∈ Q and there exist
C,R > 0 such that∣∣F(z)∣∣ C|z|L∞(F |S) for z ∈ S, |z|R (2.1)
and for some curve ϕ : [r,+∞) → S meromorphic at infinity such that degϕ > 0, we have∣∣F (ϕ(t))∣∣ C′∣∣ϕ(t)∣∣L∞(F |S), t ∈ [r,+∞), C′ > 0. (2.2)
Moreover, inequalities (2.1) and (2.2) determine the number L∞(F |S) uniquely.
Let m,k ∈ N. By L(m,k) we denote the set of all nonsingular linear mappings A : Cm → Ck
(i.e. the rank of the matrix of A is equal to min{m,k}). If k = 0, we put Ck = {0}. Let m k. By
(m,k) we denote the set of all linear mappings T = (T1, . . . , Tk) ∈ L(m,k), where
Ti(y1, . . . , ym) = yi +
m∑
j=k+1
αi,j yj , αi,j ∈ C
for i = 1, . . . , k, j = k + 1, . . . ,m.
The main role in the proof of Proposition 2.6 is played by the following theorem (see [38,
Theorem 2.1], cf. [36, Corollary 1]).
Theorem 2.5 (Spodzieja). Let F : Cn → Cm, m  n, be a polynomial mapping such that
#F−1(0) < +∞. Then for any A ∈ L(m,n) with #(A ◦ F)−1(0) < +∞ we have
L∞(F ) L∞(A ◦ F).
Moreover, for any mapping T ∈ L(m,n) except a proper algebraic subset, we have
L∞(F ) = L∞(T ◦ F).
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considerations.
Proposition 2.6. Let F : Cn → CN , N  n, be a polynomial mapping. Then for any m such that
N m n there exists a mapping T ∈ (N,m) such that
L∞(F ) = L∞(T ◦ F).
Proof. If L∞(F ) = −∞, then the set F−1(0) is unbounded, so for every T ∈ (N,m) the set
(T ◦ F)−1(0) is unbounded. Therefore L∞(T ◦ F) = −∞.
Assume that L∞(F ) > −∞. By Theorem 2.5 there exists a non-empty set U ⊂ L(N,n),
open in the Zariski topology, such that for every A1 ∈U ,
L∞(F ) = L∞(A1 ◦ F).
Let A1 ∈U ,A2 ∈ L(N,m− n) and A = (A1,A2) : CN → Cm. Then
∣∣A1 ◦ F(z)∣∣ ∣∣A ◦ F(z)∣∣ ‖A‖ · ∣∣F(z)∣∣, z ∈ Cn,
where ‖A‖ is the norm of A. Therefore
L∞(F ) L∞(A ◦ F) L∞(A1 ◦ F) = L∞(F ),
so L∞(A ◦ F) = L∞(F ). This implies that for every A ∈ L(N,m) except a proper algebraic
subset we have L∞(F ) = L∞(A ◦ F). Hence there exists a non-empty set W ⊂ L(N,m),
open in the Zariski topology, such that for all A ∈ W we have L∞(F ) = L∞(A ◦ F). By
V we denote the set of all linear mappings A ∈ L(N,m) with matrix [aij ] 1iN
1jm
such that
det[aij ] 1im
1jm
= 0. The set V is a proper algebraic subset of L(N,m). Therefore W \ V is
non-empty and open in the Zariski topology. Let A ∈W \ V and let [aij ] 1iN
1jm
be the matrix
of A. Then det[aij ] 1im
1jm
= 0 and
B = ([aij ] 1im
1jm
)−1 ◦ [aij ] 1iN
1jm
= [bij ] 1iN
1jm
,
where for i, j ∈ {1, . . . ,m},
bij =
{
1 for i = j,
0 for i = j.
Denote by TA : CN → Cm the linear mapping with matrix B . Then TA ∈ (N,m). Therefore,
L∞(F ) = L∞(A ◦ F) = L∞(TA ◦ F),
which ends the proof. 
Proposition 2.7. Let V ⊂ X be an irreducible algebraic set of dimension k, where 0  k <
dimX. Then for any z0 ∈ X \ V there exists a polynomial P ∈P(X) such that degP  degV ,
P |V = 0 and P(z0) = 0.
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F(x) = x − z0. It is clear that F is a proper polynomial mapping. Hence from [25, Propo-
sition V.7.1.2], F(V ) is an irreducible algebraic subset and dimF(V ) = dimV . Moreover,
G′n−k(X) = {F(L): L ∈ G′n−k(X)} and #(L∩V ) = #[F(L)∩F(V )] for L ∈ G′n−k(X), so from
Corollary 2.2 we have
degV = max{#(L ∩ V ): L ∈ G′n−k(X), #(L ∩ V ) < +∞}
= max{#(L∩ F(V )): L ∈ G′n−k(X), #(L ∩ F(V ))< +∞}= degF(V ).
Since F(z0) = 0 and degP ◦ F = degP for every P ∈P(X), if a polynomial P ∈P(X) satis-
fies the assertion for F(V ) and z0 = 0, then P ◦ F ∈P(X) satisfies the assertion for V and z0.
Hence from now on z0 = 0.
We apply induction with respect to m = dimX − k. If m = 1, then from [25, Corol-
lary VII.11.3.2] the algebraic set V is a principal variety. So the assertion follows from [25,
Proposition VII.11.5.7]. Assume the assertion is true for some m  1. Suppose that m + 1 =
dimX − k. Let ϕ : V × C → X be the polynomial mapping defined by ϕ(x, t) = xt and let
V˜ = ϕ(V × C). From [25, VII.8.3] and [25, Proposition VII.8.3.2], V˜ is an algebraic set. More-
over, k + 1 = dimX − m < dimX, so from [26, Corollary 3.15] and [25, II.1.4] we obtain
dim V˜  dim(V × C) = k + 1 < dimX. Hence the set X \ V˜ is open and non-empty, so from
the definition of V˜ and from [25, B.6.11] the set U = {Y ∈ G1(X): Y ∩ V˜ = {0}} is open and
non-empty. By Sadullaev’s Theorem [25, VII.7.1] there exists Y ∈ U which is a Sadullaev space
for V . Let XY ⊂ X be a linear complement of Y . Then dimXY = dimX − 1 and X = XY ⊕ Y .
Consider the mapping π : XY ⊕ Y  x + y → x ∈ XY . Since Y is a Sadullaev space for V , there
exists C > 0 such that
V ⊂ {x + y ∈ XY ⊕ Y : |y| < C(1 + |x|)}. (2.3)
So for every compact set Z ⊂ XY , the set π−1(Z) ∩ V is bounded and obviously closed, hence
compact. Therefore the restriction π |V : V → XY is a proper mapping. So π(V ) ⊂ XY is an
irreducible algebraic set of dimension k. Moreover, from the definition of U and the assumption
that 0 /∈ V we have π(0) = 0 /∈ π(V ). From the inductive assumption there exists a polyno-
mial Q ∈ P(XY ) such that degQ  degπ(V ), Q|π(V ) = 0 and Q(0) = 0. Define P ∈ P(X)
by P(x + y) = Q(x) for x ∈ XY , y ∈ Y . Then degP = degQ  degπ(V ), P |π(V ) = 0 and
P(0) = 0. From the definition of P it follows that P |V = 0.
To end the proof it is enough to show that degπ(V ) degV . Since dimXY − dimπ(V ) = m,
there exists L ∈ G′m(XY ) such that
degπ(V ) = #(L ∩ π(V )).
Then L ⊕ Y ∈ G′m+1(X) and from (2.3) we have degπ(V ) #((L ⊕ Y) ∩ V ) < +∞, so from
Corollary 2.2, degπ(V ) degV . 
From Proposition 2.7 we obtain
Lemma 2.8. Let V ⊂ X be an algebraic set. Then there exist h1, . . . , hr ∈ P(X) such that
deghi  δ(V ), i = 1, . . . , r , and V = {z ∈ X: h1(z) = · · · = hr(z) = 0}.
Proof. Let V = V1 ∪ · · · ∪ Vs be the decomposition into irreducible components. By Proposi-
tion 2.7 and [25, A.9.2] for each j = 1, . . . , s there exist g1,j , . . . , gl,j ∈P(X) with deggi,j 
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the form gi1,1 ·gi2,2 · · ·gis ,s . Then deghi  δ(V ) and V = {z ∈ X: h1(z) = · · · = hr(z) = 0}. 
3. Proof of Theorem 1.6
Proof. Let F = (f1, . . . , fm) : Cn → Cm. Since #(F−1(0) ∩ V ) < +∞, we have L∞(F |V ) >
−∞. So, by Proposition 2.4, there exist C1,R1 > 0 such that∣∣F(z)∣∣ C1|z|L∞(F |V ) for z ∈ V, |z|R1. (3.1)
We can assume that
∣∣F(z)∣∣ C1|w|L∞(F |V ) for z ∈ V, |z|R1, |z −w| 1. (3.2)
Indeed, for |z −w| 1 we have ||z| − |w|| |z −w| 1, so |w| − 1 |z| |w| + 1 and |w|
R1 −1. Assume that |w|R1 −1 > 2. Then 12 |w| > 1. So, 12 |w| |z| 2|w|. If L∞(F |V ) 0,
then (
1
2
|w|
)L∞(F |V )
 |z|L∞(F |V )  (2|w|)L∞(F |V ).
From this inequality and (3.1) we obtain
∣∣F(z)∣∣ C1
2L∞(F |V )
|w|L∞(F |V ).
It is obvious that C12L∞(F |V )  C1. Thus, diminishing C1 if necessary, we get (3.2). IfL∞(F |V ) < 0, then
(
1
2
|w|
)L∞(F |V )
 |z|L∞(F |V )  (2|w|)L∞(F |V ).
From this and (3.1) we obtain
∣∣F(z)∣∣ 2L∞(F |V )|w|L∞(F |V ).
Obviously 2L∞(F |V )C1  C1. Thus, diminishing C1 if necessary, we again obtain (3.2).
From the Mean Value Theorem, for every z,w ∈ Cn and for any i there is a point ti on the
segment with end points z and w such that
∣∣fi(z) − fi(w)∣∣ ∣∣∇fi(ti)∣∣|z − w|. (3.3)
Let
M(w) = sup{∣∣∇fi(z)∣∣: |z| |w| + 1, i = 1, . . . ,m}.
Let d = degF . Since degfi  d , we have deg∇fi  d−1. So, there exist some constants C2 > 0
and R2 R1 + 1 such that
0M(w) C2|w|d−1 for |w|R2. (3.4)
From (3.3) and (3.4), for |w|R2, |z − w| 1 we have∣∣F(z) − F(w)∣∣M(w)|z −w| C2|w|d−1|z −w|. (3.5)
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W =
{
w ∈ Cn: (w,V )min
{
1,
C1
2C2
|w|L∞(F |V )−d+1
}}
.
Then
∣∣F(w)∣∣ C1
2
|w|L∞(F |V ) for w ∈ W, |w|R2. (3.6)
Indeed, for z ∈ V and w ∈ W such that |z|  R1, |w|  R2 and (w,V ) = |z − w|, from (3.5)
we have∣∣F(z)∣∣− ∣∣F(w)∣∣ ∣∣F(z) − F(w)∣∣ C2|w|d−1|z −w|
 C2|w|d−1 C12C2 |w|
L∞(F |V )−d+1 = C1
2
|w|L∞(F |V ).
From these inequalities and from (3.2) we obtain
∣∣F(w)∣∣ ∣∣F(z)∣∣− C1
2
|w|L∞(F |V )  C1|w|L∞(F |V ) − C12 |w|
L∞(F |V ) = C1
2
|w|L∞(F |V ).
This, together with the definition of W , gives (3.6).
According to Lemma 2.8 there exists a polynomial mapping
H = (h1, . . . , hr ) : Cn → Cr ,
with r  n, of degree k  δ(V ) such that deghi > 0 for i = 1, . . . , r and
H−1(0) = V.
Let
q = kn(d + 2 −L∞(F |V ))+L∞(F |V ).
Observe that
(
δ(V )
)n(
d + 2 −L∞(F |V )
)+L∞(F |V ) q > d. (3.7)
Indeed, from Proposition 2.3 we have
L∞(F |V ) d, (3.8)
hence d + 2 −L∞(F |V ) > 0. So, from the inequality k  δ(V ) we obtain the left inequality of
(3.7). Moreover, δ(V ) 1, so
q  d + 2 −L∞(F |V )+L∞(F |V ) > d.
This gives the right inequality of (3.7).
Enlarging R2 if necessary, we can assume that
0 (w,V )
1 + |w|2 < 1 for w ∈ C
n, |w|R2. (3.9)
Observe that there exists a constant C3 > 0 such that
∣∣H(w)∣∣ C3
(
(w,V )
2
)kn
for w ∈ Cn, |w|R2. (3.10)1 + |w|
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kn  B(degh1, . . . ,deghr ;n). So, by Theorem 1.5 and (3.9), we get (3.10).
Let
U = Cn \W.
We will show that there exist constants C4 > 0 and R3 R2 such that∣∣H(z)∣∣|z|q  C4|z|L∞(F |V ) for z ∈ U, |z|R3. (3.11)
Let us consider two cases:
(i) L∞(F |V ) > d − 1,
(ii) L∞(F |V ) d − 1.
If (i) holds, then from the definition of W , there exists a constant R3 R2 such that (z,V ) 1
for z ∈ U , |z|R3. From (3.8) and (3.10) for z ∈ U , |z|R3, we have
∣∣H(z)∣∣|z|q  C3
(
(z,V )
1 + |z|2
)kn
|z|kn(d+2−L∞(F |V ))+L∞(F |V )
 C3
2kn
|z|−2kn |z|kn(d+2−L∞(F |V ))+L∞(F |V )
 C3
2kn
|z|−2kn |z|2kn+L∞(F |V ) = C3
2kn
|z|L∞(F |V ).
So, for C4 = C3/2kn we get (3.11) in the case considered. If (ii) holds, there exist constants
C5 > 0 and R3  R2 such that (z,V )  C5|z|L∞(F |V )−d+1 for z ∈ U , |z|  R3. Then from
(3.10) for z ∈ U , |z|R3 we have
∣∣H(z)∣∣|z|q  C3
(
(z,V )
1 + |z|2
)kn
|z|kn(d+2−L∞(F |V ))+L∞(F |V )
 C3
(
C5
2
)kn
|z|kn(L∞(F |V )−d+1)|z|−2kn |z|kn(d+2−L∞(F |V ))+L∞(F |V )
= C3
(
C5
2
)kn
|z|kn+L∞(F |V )  C3
(
C5
2
)kn
|z|L∞(F |V ).
So, for C4 = C3(C5/2)kn we get (3.11) in case (ii). Thus (3.11) is proved.
Let p = −[−q] (so p is the smallest integer greater than or equal to q). From (3.7) we see
that p ∈ N. Let H˜ : Cn → Cnr be the polynomial mapping defined by
H˜ (z) = (hi(z)zpj : i = 1, . . . , r, j = 1, . . . , n), z ∈ Cn.
Let
Φ = (F, H˜ ) : Cn → Cm × Cnr .
Then from (3.7) we get
degΦ −[−(δ(V ))n(d + 2 −L∞(F |V ))−L∞(F |V )]+ δ(V ). (3.12)
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L∞(Φ) = L∞(F |V ). (3.13)
Indeed, since for z ∈ W we have |z|R2, from (3.6) we have
∣∣Φ(z)∣∣ ∣∣F(z)∣∣ C1
2
|z|L∞(F |V )
and for z ∈ U , |z|R3, from (3.11) we have∣∣Φ(z)∣∣ ∣∣H˜ (z)∣∣ C4|z|L∞(F |V ),
it follows that for z ∈ Cn, |z|R3,
∣∣Φ(z)∣∣ C|z|L∞(F |V ), where C = min
{
C1
2
,C4
}
.
By Proposition 2.4 there exists a curve ϕ : [r,+∞) → V meromorphic at infinity, with degϕ > 0,
such that∣∣Φ(ϕ(t))∣∣= ∣∣F (ϕ(t))∣∣ C′∣∣ϕ(t)∣∣L∞(F |V ) for t ∈ [r,+∞),
where C′ > 0 is a constant. Hence we get (3.13).
From Proposition 2.6 there exists a linear mapping T ∈ (m+nr,m) such that L∞(T ◦Φ) =
L∞(Φ). Then T ◦Φ|V = F |V . Moreover, from (3.12) we obtain
deg(T ◦Φ) degΦ −[−(δ(V ))n(d + 2 −L∞(F |V ))−L∞(F |V )]+ δ(V ).
Hence, for the mapping G = T ◦ Φ , from (3.13) we obtain the assertion of Theorem 1.6. 
Remark 3.1. Let H = (h1, . . . , hr ) : Cn → Cr , r  n, be a polynomial mapping of degree k 
δ(V ) such that deghi > 0 for i = 1, . . . , r and H−1(0) = V . The proof of Theorem 1.6 yields
the following estimate:
degG−[−(B(degh1, . . . ,deghr ;n))n(degF + 2 −L∞(F |V ))−L∞(F |V )]
+ B(degh1, . . . ,deghr ;n).
4. Proof of Theorem 1.7
In [6] the authors gave the following examples (see [6, Remark 11.4], [6, Remark 11.5]):
Example 4.1. Let h : C2 → C be the polynomial defined by
h(x, y) = yp + (x + yq)p, where p  2, q  1. (4.1)
Then
L∞(∇h) = p
q
− 1. (4.2)
Example 4.2. Let h : C2 → C be the polynomial defined by
h(x, y) = y + y1+qxp−q, where p > q > 0. (4.3)
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L∞(∇h) = −p
q
. (4.4)
Example 4.3. Let H : C2 → C2 be defined by
H(x,y) = (x, xy − 1), (x, y) ∈ C2.
Then
L∞(H) = −1.
From the above examples not only do we see that for every β ∈ Q there exists a polynomial
mapping H : C2 → C2 such that L∞(H) = β , but we are able to estimate the degree of H .
Indeed, we have
Proposition 4.4. Let β = k/l, where k ∈ Z, l ∈ N. Then there exists a polynomial mapping
H : C2 → C2 such that
(a) L∞(H) = β ,
(b) degH  (|k| + l) · l.
Proof. If β > −1, we can write
β = k
l
= k + l
l
− 1, where k + l  2, l  1.
Taking h defined by (4.1), where p = k + l, q = l and setting H = ∇h, from (4.2) we get
L∞(H) = β and degH  (k + l) · l  (|k| + l) · l. If β < −1, taking h defined by (4.3), where
p = −k, q = l and setting H = ∇h, from (4.4) we get L∞(H) = β and degH  (|k| + l) · l. In
case β = −1, taking H = (z1, z1z2 − 1) : C2 → C2, we get the assertion from Example 4.3. 
We now give a version of the Kollár inequality (see Theorem 1.2).
Proposition 4.5. Let V ⊂ Cn be an algebraic set with 0 < dimV < n − 2. Then there exist
L ∈ G′2(Cn) and f ∈ C[z1, . . . , zn] such that V ∩L = ∅, f |V = 0, f |L = 1 and degf  (δ(V ))n.
Proof. By Lemma 2.8 there exist polynomials h1, . . . , hr ∈ C[z1, . . . , zn] such that 0 < deghi 
δ(V ), i = 1, . . . , r , and V = {z ∈ Cn: h1(z) = · · · = hr(z) = 0}. Since dimV < n − 2, by [25,
Corollary VII.11.8] there exists an open and dense set G ⊂ G′2(Cn) with algebraic complement
such that V ∩L = ∅ for any L ∈ G.
Let h = h1 · · ·hr and write h = f0 + · · · + fk , where fi is a homogeneous polynomial of
degree i or zero, fk = 0.
Observe that there exists L ∈ G such that fk|L = 0. Indeed, assume that, on the contrary,
L ⊂ f−1k (0) for every L ∈ G. Since G is a dense subset of G′2(Cn), by [25, B.6.11] we obtain
L ⊂ f−1k (0) for any L ∈ G′2
(
Cn
)
. (4.5)
Since fk = 0 there exists z0 ∈ Cn \ {0} such that fk(z0) = 0. Observe that, as n 2, there exists
z1 ∈ Cn such that z0, z1 are linearly independent over C. Set L = z0 ·C+z1 ·C. Then L ∈ G′2(Cn)
and fk|L = 0, because z0 ∈ L and fk(z0) = 0. This contradicts (4.5).
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degh = degfk = degfk|L = degh|L.
Consequently,
deghi = deghi |L for i = 1, . . . , r.
Since V ∩ L = ∅, the polynomials h1|L, . . . , hr |L have no zeros in common. By Theorem 1.2
there exist g1, . . . , gr ∈P(L) such that
deg(hi |L · gi) B(degh1|L, . . . ,deghr |L;n) for i = 1, . . . , r
and
g1 · h1|L + · · · + gr · hr |L = 1.
Let Y ⊂ Cn be a linear complement of L and define g˜i : Cn → C2 by
g˜i (x + y) = gi(x) for x ∈ L, y ∈ Y, i = 1, . . . , r.
Then
deg(g˜i · hi) = deg g˜i + deghi = deggi + deghi |L
= deg(gi · hi |L) B(degh1|L, . . . ,deghr |L;n)
= B(degh1, . . . ,deghr ;n)
(
δ(V )
)n for i = 1, . . . , r.
So, f = g˜1h1 + · · · + g˜rhr is as desired. 
Proof of Theorem 1.7. Let F = (f1, . . . , fm) : Cn → Cm, d = degF . According to Proposi-
tion 4.5 there exist L ∈ G′2(Cn) and f ∈ C[z1, . . . , zn] such that
V ∩L = ∅, f |V = 0, f |L = 1 and degf 
(
δ(V )
)n
.
Let g = 1 − f . Then
g|V = 1, g|L = 0 and degg 
(
δ(V )
)n
.
According to Proposition 4.4 there exists a polynomial mapping H : Cn → C2 such that
L∞(H |L) = β and degH 
(|k| + l) · l.
Using, if necessary, a translation we can assume that 0 ∈ L, and so L ∈ G2(Cn). Let Y ⊂ Cn
be a linear complement of the space L and let H˜ = (h˜1, h˜2) : Cn → C2 be the polynomial map-
ping defined by
H˜ (x + y) = H(x) for x ∈ L, y ∈ Y.
Then
L∞(H˜ |L) = L∞(H) = β and deg H˜ = degH 
(|k| + l) · l. (4.6)
Let Φ : Cn → Cm+2 be the polynomial mapping defined by
Φ(z) = (g(z)f1(z), . . . , g(z)fm(z), f (z)h˜1(z), f (z)h˜2(z)) for z ∈ Cn.
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Φ|V = (F,0) and Φ|L = (0,H). (4.7)
From (4.7) as well as the definition of Φ and from (4.6), we get
L∞(Φ|V ) = L∞(F |V ) and L∞(Φ|L) = β.
Since β < L∞(F |V ) and L∞(Φ|(V ∪ L)) = min{L∞(Φ|V ),L∞(Φ|L)}, we have
L∞
(
Φ|(V ∪ L))= β. (4.8)
Observe that
degΦ D, (4.9)
where
D = (δ(V ))n + max{d, (|k| + l) · l}.
Indeed,
degΦ = max{deggF,degf H˜ } = max{degg + degF,degf + deg H˜ }
max
{(
δ(V )
)n + d, (δ(V ))n + (|k| + l) · l}
= (δ(V ))n + max{d, (|k| + l) · l}= D.
From (4.8) we obtain #(Φ−1(0)∩ (V ∪L)) < +∞. According to Theorem 1.6, there exists a
polynomial mapping G˜ : Cn → Cm+2 such that
Φ|V∪L = G˜|V∪L, L∞(G˜) = L∞
(
Φ|(V ∪ L))= β
and, by (4.9),
deg G˜−[−(δ(V ))n(D + 2 −L∞(F |V ))−L∞(F |V )]+ δ(V ). (4.10)
By Proposition 2.6 there exists a linear mapping T ∈ (m + 2,m) such that L∞(T ◦ G˜) =
L∞(G˜) = β . Then, by (4.7), we get
T ◦ G˜|V = T ◦ Φ|V = T ◦ (F,0)|V = F |V .
Moreover, (4.10) gives
degT ◦ G˜ deg G˜−[−(δ(V ))n(D + 2 −L∞(F |V ))−L∞(F |V )]+ δ(V ).
So, for G = T ◦ G˜, we obtain the assertion of Theorem 1.7. 
5. Remarks on estimating the Łojasiewicz exponent
In this section we show that under some additional assumptions, from Theorem 1.3 we can
obtain Theorem 1.4.
Remark 5.1. Let F = (f1, . . . , fm) : Cn → Cm, m  n  2, be a polynomial mapping,
degfj > 0, j = 1, . . . ,m. Let V = {z ∈ Cn: h1(z) = · · · = hs(z) = 0}, where h1, . . . , hs ∈
C[z1, . . . , zn], deghi > 0, i = 1, . . . , s. If dimV > 0 and ν = #(F−1(0) ∩ V ) < +∞, then there
exists a polynomial mapping G : Cn → Cm satisfying the following conditions:
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(b) degGmax{degf1, . . . ,degfm,degh1, . . . ,deghs},
(c) L∞(G) dm+s −B(d1, . . . , dm+s;n)+ν, where d1  · · · dm+s > 0 is the non-decreasing
rearrangement of the numbers degf1, . . . ,degfm,degh1, . . . ,deghs .
Indeed, let H = (h1, . . . , hs) : Cn → Cs . By our assumption the set (F,H)−1(0) =
F−1(0)∩ V is finite. Moreover, L∞(F |V ) = L∞((F,H)|V ). Using Theorem 1.3 we have
L∞
(
(F,H)
)
 dm+s − B(d1, . . . , dm+s , n)+ ν.
From the estimate L∞((F,H)) L∞((F,H)|V ) = L∞(F |V ) we infer, by Proposition 2.6, that
there exists T ∈ (m + s,m) such that G = T ◦ (F,H) satisfies the assertion.
From Remark 5.1 we get the following estimate of the Łojasiewicz exponent of a regular
mapping.
Remark 5.2. Let F = (f1, . . . , fm) : Cn → Cm, m  n  2, be a polynomial mapping,
degfj > 0, j = 1, . . . ,m. Let V = {z ∈ Cn: h1(z) = · · · = hs(z) = 0}, where h1, . . . , hs ∈
C[z1, . . . , zn], deghi > 0, i = 1, . . . , s. If dimV > 0 and ν = #(F−1(0)∩ V ) < +∞, then
L∞(F |V ) dm+s −B(d1, . . . , dm+s;n)+ ν,
where d1  · · ·  dm+s > 0 is the non-decreasing rearrangement of the numbers degf1, . . . ,
degfm,degh1, . . . ,deghs .
Indeed, by Remark 5.1 there exists a polynomial mapping G = (g1, . . . , gm) : Cn → Cm such
that G|V = F |V and
L∞(G) dm+s − B(d1, . . . , dm+s , n)+ ν.
Having the inequality L∞(F |V ) L∞(G) we get the assertion.
Remark 5.2 yields Theorem 1.4 in the case when dimV = n−s > 0, degV = degh1 · · ·deghs
and deghi  degfj for i = 1, . . . , s, j = 1, . . . ,m.
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