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Abstract
The automatic recognition of objects in visual scenes, both dynamic and static, is 
an important and highly-challenging computational task. Typical approaches function 
purely on patterns found in visual features extracted directly from the scene image (Marr, 
1982; Serre et al, 2007). Object recognition in people, however, may be influenced by 
prior contextual knowledge of co-occurrence patterns between real-world objects present 
in scenes (Bar, 2004) and the derivation and application of this type of knowledge is the 
primary motivation of this work. In a novel fashion, knowledge of object co-occurrence is 
derived from patterns of co-occurring words derived from linguistic corpora (Sinclair, 
1991) and used to extend the hybrid video annotation architecture of Hoogs et al (2003b), 
itself based around the hierarchical linguistic knowledge base, WordNet (Fellbaum, 
1998). In addition to extending Hoogs’ architecture with corpus-derived contextual 
knowledge, recognition in multi-object scenes is guided by a model of selective visual 
attention due to Itti et al (1998) which is used to sequentially build an object-level context 
for a given scene. Two systems - LHACCOR (Linguistic Hierarchy Applying Corpus 
Context to Object Recognition) and VHACCOR (Visual Hierarchy Applying Corpus 
Context to Object Recognition) are presented to explore these ideas. LHACCOR retains 
Hoogs’ use of the WordNet noun hierarchy and VHACCOR extends Hoogs further by 
adapting a class hierarchy to the capability o f the available visual processing rather than 
using the preset structure like WordNet, that is not explicitly designed around visual 
distinctions between classes. For VHACCOR, whatever classes are confused at a visual 
level must be distinguished by context. These two systems have been tested with natural, 
uncontrived scenes and display some improvement over a purely visual approach.
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Chapter 1 : Introduction
The oft-remarked human ability to understand and describe static and dynamic 
visual scenes helps us to access and understand objects and events in a noisy world. Such 
is our fluency that it is often forgotten that, for computer vision systems, understanding 
scenes is complex and extremely difficult. People are readily capable of interpreting 
different levels of scene meaning that may range from the physical objects present, the 
activities and events taking place through to more abstract judgements of value and 
significance, to name but a few. This skill is all the more remarkable since, due to the 
architecture of our visual system, we must usually build up an understanding of a scene 
with a discrete sequence of gaze fixations or saccades. The ultimate, and highly 
ambitious, goal of computer vision is perhaps to interpret scenes with the breadth and 
depth of understanding that humans are capable of, though this ambition must be 
tempered by the fact that current systems still struggle with the basics. The recognition of 
a known vocabulary of objects is an important basic level of interpretation and the one 
addressed here: if  computational scene understanding is the conversion of “pixels to 
predicates” (Ballard & Brown, 1982) then determining the subjects for those predicates 
must surely be an important task. The typical linguistic descriptors of scene objects are 
nouns and, as the performers of verbs and the possessors of adjectives, nouns are used 
generally as the basis for expressing a higher level of understanding. A computational 
system able to find and recognise the objects present in a given scene would be able to 
annotate the scene with their names and this, amongst many other applications, would 
allow the query of large scene databases to proceed much like human beings scan an 
image collection (Smeulders, 2000; Snoek & Worring, 2005). Ideally, such a system 
would be able to successfully handle a broad range of visual scenes, with all the attendant 
variation in object appearance.
There is a growing body of literature on how senses interact, reinforce each other 
and how occasionally one sense modality suppresses another. Picture annotation 
experiments suggest that in noisy environments, people rely on speech cues to make 
sense of the visual features of objects in a complex scene and lip-reading faculty is
evidence of how visual processing can aid speech understanding. The computer vision 
community, with few exceptions, seeks to recognise objects through exclusive use of 
visual features extracted directly from the image. Some success has been achieved in 
relatively limited domains but currently none have matched the sheer range of objects 
that humans can recognise. Biedermann (1987) estimates that the human vocabulary for 
object recognition may vary between 3,000 to 30,000 objects in size, depending on the 
specificity of description - a practical challenge for the discriminative power of any set of 
visual features. Visual object models, be they in terms of shape, surface or movement 
properties certainly comprise substantial amounts of knowledge but a key question in this 
research is how the capability of visual features alone might be extended by non-visual 
knowledge. Can non-visual knowledge contribute to visual object recognition and, if so, 
what kind of knowledge and how can it be acquired?
1.1 Visual Features
In the literature on the psychology of vision, the debate over the relative 
contributions of sensory input and prior knowledge to perception is as old as the 
discipline itself and is still not fully resolved. ‘Direct’ theories of perception (Gibson, 
1966; 1979) maintain that visual stimuli in natural scenes contain sufficient cues to 
provide an unambiguous interpretation of said scene. In the classical model of vision, 
where processing in cortex is modelled as a hierarchy of increasingly sophisticated 
representations, object recognition is exclusively feedforward, or bottom-up - a feature of 
many classical models of object recognition such as (Marr, 1980; Fukushima, 1983). 
Recent studies too provide compelling evidence that some degree of object recognition is 
possible based on visual input alone (Thorpe et al, 1996) and these results have 
legitimised modem computational models that process exclusively bottom-up 
(Riesenhuber & Poggio, 1999; Serre et al, 2007).
Somewhat different to direct theories of human visual perception, there is the 
view that visual input is not enough to account for all the information we ultimately 
extract from it. ‘Constmctivist’ theories of perception hold that seeing is ultimately 
achieved in the mind rather than the eye and that prior knowledge contributes to our
interpretation of visual scenes (Gregory, 1980); visual input is fundamentally 
‘impoverished’ and is open to several interpretations. Inferences based on prior 
knowledge must be used to select the most likely interpretation. It can be argued that 
prior knowledge might be considered as a set of constraints on this selection process 
(Norwich 1993).
1.2 Object Co-occurrence
Intuitively, knowledge of context has an influence on perception by constraining 
the likely interpretations of scene content. Context can be understood at a variety of 
levels. At a social level, it can include the scene as archetypal social setting (Schank & 
Abelson, 1977) where identifying the situation may serve to activate a ‘script’ which can 
guide our understanding and behaviour. At a physical level, the context of objects may be 
understood as the global setting they are found in, such as indoors and outdoors or city 
and forest, information often derived at a glance as the ‘gist’ of the scene (Oliva, 2005). 
Objects also have a local level of context provided by the other objects present in the 
scene and this is the kind of context that drives my work. Knowledge of object-level 
context has been shown to influence object recognition capability (Biederman, 1982; 
Davenport & Potter, 2004; Fenske et al, 2006), with recognition of an object that is 
highly associated with a certain context facilitating the recognition of other objects that 
share the same context (Bar & Ullman, 1996; Biederman, 1981; Palmer, 1975). This 
notion might seem reasonable given that, outside the laboratory, objects usually occur 
with other objects and there are patterns in the objects that are usually found together, that 
is, objects tend to co-occur. Through experience we learn that chairs are usually found 
with tables, cars with roads, boats with water, and this knowledge base of the contextual 
preferences of familiar objects can provide powerful constraints on perception. In the 
words of Bar (2004):
Our experience with the visual world dictates our predictions about what other objects to 
expect in a scene...These predictable properties of our environment can facilitate perception, 
and in particular object recognition. Recognizing someone’s hand, for instance, significantly 
limits the possible interpretations of the object on that person’s wrist to either a watch or a 
bracelet; it is not likely to be a chair or an elephant. This a priori knowledge allows the visual
system to sensitize the corresponding visual representations (of a watch and a bracelet) so
that it is easier to recognize the surrounding objects when we attend to them, (pp.l)
1.3 Visual Attention
Bar’s last point is also important to me: as we attend to and recognise the various 
objects present in a scene, we can be said to build up an online mental context that may 
influence the recognition of subsequent objects (Irwin & Zelinsky, 2002), with the 
consequence that the order in which objects are attended to may influence their 
recognition. But what determines our sequence of gaze fixations? Like many other 
perceptual processes, there appear to be both top-down and bottom-up contributions. 
Gaze may be intentionally directed towards objects but it can also be drawn to a location 
purely by the conspicuity or saliency of the visual features there. Itti et al (1998) present a 
computational model of bottom-up visual attention that has been shown to emulate some 
features of human gaze allocation and this model is investigated here for its possible 
contribution to an architecture for object recognition.
1.4 Linguistic Description
The classical organisation of objects within genus-species-instance hierarchies 
helps to visualise the complex inter-relationships between groups of objects, 
exemplifying both the commonalities, differences and idiosyncrasies within the groups. 
People may mentally organise the world in a variety of ways and a single object may be 
classified at many levels of generality. As Miller (1991) reminds us, “Things that have 
names usually have many names. A steed is a horse, an equid, a perissodactyl, a 
herbivore, a mammal, a vertebrate, an animal, an organism, an object” (pp. 173). Knowing 
that an object is an animal, for example, may be very valuable in constraining its potential 
identity in the perceptual selection process. Hierarchical organisation may also be found 
in linguistic studies of the relations between word senses and perhaps this is not 
surprising: the world, our conception of it, and the way we describe it with language are 
not the same thing, but for survival and communication to be possible they must have 
considerable structural similarity (Searle, 1998).
WordNet is “a large lexical database of English, developed under the direction of 
George A. Miller. Nouns, verbs, adjectives and adverbs are grouped into sets of cognitive 
synonyms (synsets), each expressing a distinct concept. Synsets are interlinked by means 
of conceptual-semantic and lexical relations” \  Many of its design features are suggested 
by results from psycholinguistics which support the idea of a hierarchical internal 
representation for nouns and verbs (Fellbaum, 1998). A primary property of language is 
that words are often polysémie, meaning that a single word may represent several 
different senses and WordNet accounts for this by making the sense, and not the word, 
the basic object. In WordNet, individual word senses are represented by a synset, a group 
of words related by near or exact equivalence of meaning, or synonymy, and 
accompanying each synset is a free-text gloss describing its meaning in a fashion similar 
to a terse dictionary definition. Synsets for words of different grammatical categories are 
linked by relations appropriate for that category and for nouns these relations are of 
hyponymy/hypemymy - the hierarchical class inclusion described by Miller (1991), and 
that of meronymy/holonymy - part-whole hierarchical relations such as hand/fingers. The 
representation of synonymy and polysemy makes WordNet a truly linguistic database but 
the hierarchical relations of hypo/hypemymy are rooted in real-world knowledge, leading 
some to use it as a body of real-world knowledge or ontology (Gangemi et al, 2003). One 
of the few to apply this to the task of visual scene understanding is Anthony Hoogs 
(Hoogs et al, 2003b), whose method for recognising objects in visual scenes provides the 
primary influence and basic structure for the systems developed in the present work.
1.5 Combining Visual and Linguistic Features
Hoogs’ aim is to build systems able to recognise the broad range of objects -  
possibly thousands - found in broadcast news video. To achieve this using visual features 
alone would require the construction of a visual model for each individual object and this 
is a task that Hoogs considers neither attractive to attempt nor likely to succeed given the 
current maturity of computational vision. Instead, he proposes a 2-stage method that uses 
hierarchical and contextual knowledge from WordNet to achieve a large vocabulary of 
objects while requiring only a small number of visual object models -  what he calls a
* http://wordnet.princeton.edu/
‘model-free’ approach. In the first stage, objects in a scene are segmented and then 
assigned, by visual features alone, to one of the 6 very general classes in the two sets 
{manmade, person} and {rock, sky, vegetation, water}. The first set consists of objects 
that might be considered part of the foreground while the second set usually provide the 
background, or context. In the second stage, a more specific classification is predicted for 
any foreground objects found by referring to the context they are found in, that is, the 
other objects present in the scene. Manmade objects and people each correspond to mid­
level nodes in the WordNet noun hierarchy and predicting a more specific classification 
for them takes the form of a downwards tree traversal to the maximum level of specificity 
supported by the available context. At each stage of this process, subordinate classes are 
chosen or eliminated by predicting how likely each is to be found with what is already 
known to be present in the scene. For example, a manmade object found in a scene might 
be considered more likely to be a ‘boat’ if  water is found or an ‘aeroplane’ if only sky is 
found. The co-occurrence knowledge used to make these decisions is derived implicitly 
from the sense glosses for each object in WordNet. If a boat is described as a ‘a small 
vessel for travel on water' then it becomes a more likely option if  water has been found in 
the scene. In this way, the system as a whole may be able to output a vocabulary of many 
thousands even though visual processing can only recognise 6 types of objects, a notion 
that Hoogs calls ‘generality as a means of scaling up’.
But, there may be limitations in relying on co-occurrence implicit within synset 
glosses. Linguistic description is inherently selective and the individual responsible for 
creating the gloss would have to use their judgement as to the most important 
characteristics of the object being described and these may not be given in terms of the 
objects that usually found with the it. The WordNet gloss for ‘boat’ as a ‘a small vessel 
for travel on water' (my emphasis) does indeed contain a useful co-occurrence but the 
same is not true for ‘aeroplane’ which is defined in terms of its parts as ‘an aircraft that 
has a fixed wing and is powered by propellers or jets’. But even if other objects are 
mentioned in the gloss, one short sentence surely cannot exhaust the most likely co­
occurrences, let alone all that are possible. Perhaps there is an alternative method of 
obtaining co-occurrence knowledge that does not depend on WordNet or its authors and
which might provide a more comprehensive measure of an object’s co-occurrence 
patterns. There is a long-running tension in linguistics concerning the reliability of 
introspectively determined linguistic patterns; many linguists believe language can often 
be more fruitfully studied empirically. With the advent of modem computers, large 
compiled collections of texts - corpora - may be statistically processed to explore patterns 
in language as it is actually used (Biber et al, 1998), with results that may sometimes be 
at odds with our introspection but are objectively supported by empirical evidence. As 
Sinclair (1991) observes:
the contrast exposed between the impressions of language detail noted by people, and the 
evidence compiled objectively from texts is huge and systematic. It leads one to suppose that 
human intuition about language is highly specific, and not at all a good guide to what 
happens when the same people actually use the language, (pp.4)
One of the main contributions of this research is to explore how linguistic corpora 
might be used to extract co-occurrence knowledge about objects in the world and how 
this might be used within Hoogs’ 2-stage method as an alternative to the use of synset 
glosses. My essential idea is to use a linguistic corpus as a surrogate for scenes in the real 
world and by taking words as objects, the frequency of linguistic co-occurrence between 
words will be taken as a measure of real-world co-occurrence between the objects those 
words represent. If Sinclair (ibid) is right when he says that “things which occur 
physically together have a stronger chance of being mentioned together” (pp. 110), then 
some progress might be made. Another contribution of this work is to explore how 
Hoogs’ original method might benefit from the sequencing of scene processing provided 
by visual attention. Hoogs does not appear to order the recognition of objects in a scene, 
by attention or any other means. Combining an important component of human scene 
perception with Hoogs’ hierarchical recognition system might improve performance. To 
explore the use of corpus-derived co-occurrence and attentional guidance, 2 systems -  
LHACCOR and VHACCOR - have been developed.
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1.6 LHACCOR
LHACCOR (Linguistic Hierarchy Applying Corpus Context to Object 
Recognition) is designed to accept visual scenes containing multiple objects and will 
attempt to both find and specifically recognise each object present. During training, 
contextual knowledge, in the form of a pairwise co-occurrence matrix for all objects in 
the system’s vocabulary, is extracted from a linguistic corpus and visual classifiers are 
built to recognise Hoogs’ 6 general classes {rock, sky, water, vegetation, person, 
manmade}. Testing begins with visual analysis of the input video scene, consisting of the 
segmentation and classification of objects at a general level, processing by attention to 
yield a sequence of gaze fixations and the calculation of movement levels. The results of 
visual analysis are used, with the contextual knowledge learnt during training, to make 
more specific predictions for objects classified as ‘people’ or ‘manmade’.
Like Hoogs, specific prediction for a particular object takes the form of a 
downwards traversal of the WordNet noun hierarchy -  a series of subordinate selections 
determined by knowledge of the object’s immediate context, that is, the other objects 
present in the scene. Unlike Hoogs, this context for specific prediction is built up by the 
sequence of gaze fixations produced by attentional analysis and the contextual knowledge 
used is that of pairwise co-occurrence. Itti and Koch’s model orders the recognition of 
objects: each object fixated and recognised adds to the currently known context. At each 
decision point in the traversal, a score is calculated for each subordinate by summing the 
co-occurrence strengths between it and each object currently known to be present, and 
selecting the subordinate with the highest score. In this way, objects that co-occur more 
frequently become more likely to be selected. The process continues down the tree until 
stopping criteria are met and when all objects are accounted for, a list of specifically- 
classified object segments for the scene is output. An example traversal for a simplified 
hierarchy is given below for the scene {sky, water, boat}.
SCENE CO-OCCURRENCE MATRIX
r
I t 1 à 1 1 1 Î 1
water 0 39 71 0 2 0 98 7 1
sky 39 0 10 0 0 0 6 12 0
rock 71 10 0 0 1 20 49 1 0
veg 0 0 0 0 0 0 0 0 0
fisher 2 0 1 0 0 1 6 0 0
cfinter 0 0 20 0 1 0 0 0 0
boat 98 6 49 0 6 0 0 5 1
[dane 7 12 1 0 0 0 5 0 0
1 0 0 0 0 0 1 0 0
CORES
S  (s^ JV w A T E ^  ROCK VEG <M^4MADE
pkne(B O A ^ tractor climber fisherman 
19 1 04  1
PERSON
Figure 2 - Example Traversal of Class Hierarchy
LHACCOR varies Hoogs’ original system by changing the source of co­
occurrence knowledge and the way it is employed by using attentional guidance.
However, it retains Hoogs’ 6 visual classes and the use of the WordNet noun hierarchy 
which may in itself be limiting. My second system - VHACCOR (Visual Hierarchy 
Applying Corpus Context to Object Recognition) - also uses corpus context and attention 
in a hierarchical framework but explores how that hierarchy may adapt itself to the 
capability of the available visual processing rather than a preset structure, like WordNet, 
that is not explicitly designed around visual distinctions between classes.
1.7 VHACCOR
Hoogs’ primary motivation, and that of LHACCOR is to use contextual and 
hierarchical knowledge to build systems with large vocabularies without the training of 
an individual visual model for each class. This ‘model-free’ approach is in direct contrast 
to most standard approaches to visual object recognition and therein lies its attractiveness. 
VHACCOR explores whether hierarchical and contextual knowledge can be used to 
improve the performance of those systems that Hoogs explicitly avoids, where a visual 
model is trained for every class in the system’s vocabulary. The mechanics of my two 
systems are largely identical but the motivation is considerably different: Hoogs trades 
visual specificity for vocabulary size and attempts to regain it through the use of context; 
VHACCOR trades specificity for accuracy of visual classification, with vocabulary size 
as a secondary issue. The driving idea is that whatever classes are confused at a visual 
level must be distinguished by context.
To explain VHACCOR, consider a purely visual object recognition system that 
has been trained to classify a given vocabulary of n object classes using features extracted 
from a dataset of training examples. This system is tested on an independent set of 
examples of the same vocabulary and its performance is summarised in a confusion 
matrix, an « x n matrix where the row/column coordinates of its entries are of the form 
(true class, predicted class). Now, either performance is perfect or the system 
misclassifies to some degree, with some classes being better recognised than others. With 
perfect performance, nothing more is required, but if  there is room for improvement 
contextual knowledge may be able to help. To explain how, consider a hypothetical
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system of the type just described with the vocabulary {Road, Table, Fire Extinguisher, 
Post Box} and a confusion matrix shown in table 1.
Road Table Fire Ext. Post Box
Road 89 4 2 5
Table 6 86 4 4
Fire Ext. 3 4 48 45
Post Box 4 3 47 46
Table 1 -  Example Confusion Matrix for Object Recognition System
This system displays excellent performance on the classes ‘road’ and ‘table’ but is 
much worse at recognising ‘fire extinguisher’ and ‘postbox’. However, there is a pattern 
to the misclassification: fire extinguishers and post boxes are frequently confused with 
each other, perhaps due to visual similarity of colour and shape. When the system 
classifies an object as a fire extinguisher then it is almost as likely to actually be a post 
box, and vice versa; nearly 50% of the time it would be wrong to accept the system’s 
assignment of these two classes and normally the only recourse is to improve the features 
extracted or the classifier used. But, what if  instead of trying to improve visual processing 
directly we accept this confusion and reinterpret the system in light of the preceding 
ideas?
When the system classifies, it selects one possibility from the four in its 
vocabulary and rejects the other three. Unfortunately, for ‘fire extinguisher’ and ‘post 
box’, the system rejects the correct possibility about 50% of the time but what if  we try to 
stop it doing this? Because it is known that the system often confuses ‘fire extinguisher’ 
and ‘post box’, whenever it assigns an object to either class, we will preserve the 
possibility that it may actually be the other by assigning the object to the more general 
class ‘fire extinguisher OR post box’, and in doing so a mistake will be suspended. 
However, this will be at the cost of reduced specificity of classification but if  we can 
recover that specificity using contextual knowledge, a net gain in accuracy may be 
achieved. This new, more general class ‘fire extinguisher OR post box’ can be more
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easily seen in table 2 below by merging the corresponding rows and columns of the 
system’s confusion matrix. This general class also determines a hierarchical structure on 
the four classes in the system’s vocabulary, as shown in figure 3.
Road Table Fire Ext. OR 
Post Box
Road 89 4 2+5=7
Table 6 86 4+4=8
Fire Ext. OR 
Post Box
3+4=7 4+3=7
48+45+47+46 
= 186
Table 2 - Merged Confusion M atrix for Object Recognition System
Road Table Fire Ext. OR Post Box
Fire Ext. Post Box
Figure 3 - Class Hierarchy from Confusion in Visual Processing
As individual classes in the original visual-only system, ‘fire extinguisher’ and 
‘post box’ are correct on average 47% of the time, but by catching the system before it 
makes mistakes we now have a system with a potential accuracy of (186 / 2) = 93% i f  
context can always separate these two classes. To illustrate this possibility, suppose a 
visual scene is input containing two objects X and Y, which are a ‘table’ and a ‘fire 
extinguisher’ respectively. Consistent with training performance and based on visual 
features alone, the system correctly assigns object X to the class ‘table’ but incorrectly 
classifies Y as a ‘post box’. However, VHACCOR is designed to prevent this mistake 
and Y is actually assigned to the general class ‘fire extinguisher OR post box’ with a 
more specific classification to be predicted by considering the other objects present in the 
scene. In this case, our own contextual knowledge tells us that a ‘fire extinguisher’ is
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more likely to co-occur with a ‘table’ and Y is assigned to this correct class, preventing a 
visual misclassification and increasing overall accuracy. However, if  object X were found 
to be a ‘road’ then ‘post box’ might be a more likely choice for Y. As for LHACCOR, 
this knowledge of object co-occurrence is to be more precisely estimated from 
frequencies of word co-occurrence in linguistic corpora and as explained in chapter 3, the 
visual hierarchy itself is constructed using established techniques of hierarchical data 
clustering (Hartigan, 1975; Jain et al, 1999; Gershenfeld, 1999; Godbole, 2002).
1.8 Contributions
At a general level, I address the question of how linguistic knowledge and 
attention might be combined with visual features for the task of object recognition. More 
specifically, I test the hypothesis that a combined approach can offer better performance 
than a purely visual system. In practical terms, I critique the work of Hoogs and present 
two systems that extend his hierarchical architecture for object recognition in a principled 
manner, as shown in table 3 below. The first system, LHACCOR, extends Hoogs by 
using co-occurrence knowledge derived from a general-language corpus and a processing 
sequence provided by Itti and Koch’s model of attention. The second system, 
VHACCOR, also varies the class hierarchy used by Hoogs by adapting it to the pattern of 
error in visual processing. I have implemented these 2 systems and use them to test my 
hypothesis on challenging real-world scenes.
Hoogs LHACCOR VHACCOR
Motivation Large
Vocabulary
Large
Vocabulary
Improved Recognition 
Accuracy
Visual
Processing
‘Model Free’: 
6 general 
classes
‘Model Free’: 
6 general 
classes
‘Standard’ Visual 
System: A model for all 
classes in vocabulary
Hierarchical
Structure
WordNet WordNet Adaptive to confusion in 
visual processing
Co-occurrence
Knowledge
WordNet Corpus Corpus
Processing
Control
None specified Attentional Attentional
Table 3 - Comparison of Systems
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1.9 Dissertation Structure
In chapter 2, the existing research that has most influenced the present work will 
be discussed more comprehensively. In chapter 3, the mechanics of LHACCOR and 
VHACCOR will be described in detail, followed by details of experiments testing the two 
systems in chapter 4. Finally, in chapter 5, conclusions will be drawn from the work 
presented here and the future work they suggest will be described. Appendices A and B 
contain notes describing aspects of the method and experiments in more detail. They are 
referenced in the text of chapters 3 and 4 thus: text^'^ and tex^'^.
14
Chapter 2: Motivations and Literature Review
The present research is a synthesis of ideas from different fields: computer vision, 
natural language processing and visual attention. Some important methods of visual 
object recognition will be examined first, including Hoogs’ particular approach. Then, 
Hoogs’ work in video content annotation will be examined in more detail than given 
previously. The linguistic issues considered most important for my purposes will next be 
examined, followed by Itti and Koch’s model of visual attention. Finally, techniques for 
hierarchical data clustering, used to build the class hierarchy of VHACCOR, are 
surveyed.
2.1 Visual Object Recognition
It has long been a goal of computational vision to develop systems able to 
recognise the objects present in unrestricted visual scenes (Torralba et al, 2004). Many 
approaches have been developed for this task and though they may differ in the details, 
they can generally be studied with respect to the way that objects are represented. Object 
representation requires one to choose a set of visual properties that are considered 
appropriately distinctive for the vocabulary of objects of interest. It is intimately bound 
up with the learning of a library of object models and the practical matter of extracting 
the required visual information from raw images for comparison with this library 
(Edelmann, 1997). These choices may be influenced by such factors such as the task the 
system is intended for, ease of feature extraction and the learning of a model library, 
availability of visual processing software and inspiration by biological vision. The visual 
component of Hoogs’ original system, because it is required to recognise objects at a very 
general level, uses an approach to object representation that is in many ways unusual. To 
contextualise his approach and to understand the field of object recognition better, several 
important alternative methods of representation will be examined in the coming sections.
2.1.1 Foundational Issues in Visual Object Recognition
Before proceeding, it is worth discussing certain issues of definition and the 
important task of object segmentation.
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2.1.1.1 Defining an Object
It is perhaps usual to think of an object as a discrete, localised entity with 
relatively stable properties (Honderich, 1995) and this would certainly make things like 
people, cars, tables and houses count as objects but what about the sky? Is the sky 
discrete and localised? Are large bodies of rock like mountain ranges or cliffs? What 
about water and vegetation? It seems that some of the general-level classes in Hoogs’ 
system are less easy to describe as objects than others. However, from a practical 
perspective, sky, water, vegetation and rock can usually give rise to discrete image 
regions just as manmade objects and people do, and at this level any ontological 
differences are less important. For my purposes, I will consider all six of Hoogs’ classes 
to be objects, although there does seem to be a natural division of them into foreground 
and background objects.
Another aspect to the question of what constitutes an object is the issue of object 
parts. As Marr (1982) asks, “Is a nose an object? Is a head one? Is it still one if it is 
attached to a body? What about a man on horseback?” (pp.270). We may perceptually 
divide and group the world in many different but equally plausible ways and this may 
lead to possible ambiguity in assessing the results of segmentation, the process by which 
an image is partitioned into a set of regions according to some criterion of interest 
(Forsythe & Ponce, 2003). An image may be partitioned in a number of ways, depending 
on the task at hand (Sarkar & Borra, 1997), but for object recognition, segments should 
have a correspondence with the shapes of the objects present in a scene image. 
Segmentation may be viewed as determining a hierarchical structure of containment on 
an image, its objects and their constituent parts (Shi & Malik, 2000). In the case of 
people, for example, a segment corresponding to someone’s head may also contain 
segments for eyes, a nose and a mouth. Segmentation is closely related to the subject of 
perceptual grouping in humans, the processes by which primitive percepts are 
subjectively grouped to form larger and more complex constructs. For the Gestalt ‘Laws 
of Organisation’, this grouping is considered to yield a construct exceeding the sum of its 
parts (Wertheimer, 1923). Perceptual grouping is classically considered to be a mid-level 
process, preceding object recognition and functioning automatically according to a
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number of rules of natural grouping. In practice, these laws have thus far never been 
successfully implemented on machines though whether this is indicative of shortcomings 
in the rules themselves or in the capability of computational vision is uncertain (Forsythe 
& Ponce, 2003). A number of other bottom-up techniques for segmentation have been 
devised which have been shown capable of solving segmentation problems in certain 
situations.
2.1.1.2 Segmentation
Edge-based segmentation attempts to extract the boundaries of object regions 
based on significant intensity discontinuities -  edges -  calculated locally for each image 
pixel. This kind of segmentation does not explicitly give the pixels in each region but 
they are implicit from the contours that bound them. The basic idea is to extract local 
edges, threshold them to retain only the significant ones and then try to join these local 
edges into continuous contours. Edges may be defined by the gradient, or first spatial 
derivative of image intensity, as is the case for the Roberts and Sobel operators (Jain et 
al, 1995), or as ‘zero-crossings’ of the second spatial derivative (Marr & Hildreth, 1980). 
In 1986, Canny produced what has since become the standard edge detection algorithm 
using an operator based on the gradient of the Gaussian filtered image and a method of 
multiscale ‘feature synthesis’ to combine edges into contours (Canny, 1986).
Other approaches try to segment image regions directly by clustering the pixels 
that constitute them according to criteria for similarity or affinity with their neighbours. 
Bottom-up or agglomerative methods start locally and try to accumulate pixels into 
regions. For example, ‘region growing’ algorithms (Forsythe & Ponce, 2003) start from 
an arbitrary ‘seed’ pixel and add neighbouring pixels to it that are similar in intensity. 
This is repeated for each of the added pixels until all neighbours are dissimilar. When the 
growth of one region stops another seed pixel which does not yet belong to any region is 
chosen and the process begins again until all pixels are accounted for. Top-down or 
divisive methods usually start from the whole image and recursively split it into regions 
with uniform properties. The ‘Split and Merge’ algorithm (Jain et al, 1995) first 
recursively divides the image into a pyramid of increasingly small, square regions until
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dividing any further makes the region become statistically inhomogeneous (that is, the 
standard deviation of their intensity exceeds a threshold). Then, adjacent homogeneous 
regions are merged into one to produce larger segments. The currently popular 
‘normalised cuts’ framework (Shi & Malik, 2000) is a modem divisive method that also 
attempts to optimise the properties of candidate partitions by measuring both the total 
dissimilarity between the different regions as well as the total similarity within the 
regions, although the details are too involved to give here. The partitional clustering 
algorithm, k-means, has also been used with some success for image segmentation 
(Campbell et al, 1996) and as will be discussed later, the ‘soft-clustering’ Expectation 
Maximisation algorithm has also been used for this purpose (Carson et al, 2002)
Segmenting objects is a very difficult task; visually coherent regions, even if  they 
can be successfully extracted automatically, may not correspond to whole objects since a 
typical object is usually composed of several such regions. Some believe that 
segmentation is not a strictly feedforward process and that some degree of recognition of 
the object may be required to determine its shape; in other words, there is interaction 
between mid and high levels of processing (Martin et al, 2001). Borenstein et al (2004) 
learn a set of object fragments, analogous to jigsaw puzzle pieces, and a set of class- 
specific templates for how they arranged. Given a scene image, these fragments are used 
to cover the object piece-by piece, starting from the easiest. Some success with this 
approach has been achieved although the results are sometimes coarser than the best 
bottom-up approaches. Hoogs too employs a form of general-level recognition in his 
approach to object segmentation, as will be described presently.
2.1.1.3 Recognition
In the same way that objects may be segmented at different levels, so might they 
be recognised at different levels. The term ‘recognition’ has been used loosely until now 
although it refers to at least two different tasks: identification and classification (Palmeri 
& Gauthier, 200,4). Both require reference to a stored representation of the world, but the 
information retrieved from memory is different. To identify is to remember a particular 
object as one seen before and it is to be emphasised that particular objects such as ‘my
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car’ or ‘your notebook’ are meant here. Identification requires one to detect differences in 
appearance that are uniquely distinctive. Classification, in contrast, is the determination 
of an object’s type and might be thought of “as remembering an object never seen before” 
(pp.l) (Edelman, 1997). To classify requires one to ignore some differences in physical 
appearance though the amount will vary with the generality of the classification. For 
example, cats and fish are visually dissimilar in many ways but we are capable of 
classing them both as animals. For this reason, some claim that there are different 
processing mechanisms at work in both tasks (Palmeri & Gauthier, 2004) while others 
consider the distinction to be largely redundant because both may be seen as more or less 
specific levels in a hierarchy of classes (Riesenhuber & Poggio, 1999), although this view 
neglects an ontological difference between classes and instances. I will offer no definitive 
answer to the question, but for the purposes of this work, recognition is taken to mean 
classification and not identification.
2.1.2 Object Representation
I now turn to some of the major approaches to the visual representation and 
recognition of objects, starting with structural methods that consider objects as composed 
of solid 3-d primitives.
2.1.2.1 Structural Representations
The classical theory of David Marr (1982) represents objects as composed of solid 
cylinders, an artifact of his more general view of vision as ‘inverse optics’, or the process 
of recovering the 3-d world from the 2-d retinal image. This representation is the ultimate 
result of three stages of visual processing that sequentially extract and combine visual 
features into successively more complex structures. Initially, significant local changes in 
intensity -  edges -  are extracted from the retinal image to give a primal sketch of the 
scene that is intended to make its fundamental spatial organisation explicit. Marr 
proposed to capture this organisation by using a set of ‘place tokens’ or low level features 
which correspond to oriented edges, bars, ends and blobs. Between 2-d edges and 3-d 
volumes there is the 2.5-d sketch where motion, shape and surface properties such as 
shading and texture are used to predict depth and orientation information that may fill in
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the primal sketch in a similar way to an artist shading a line drawing to suggest depth. 
Finally, this depth information is mapped to a set of solid cylinders, to produce o. 3-d 
model for an object. In earlier work, Marr and Nishima (1978) showed how an object’s 
outline could be divided into parts based on concavities and how these parts might be 
mapped to cylinder primitives defined about their major axis. These primitives are 
modular, in that they may be combined to form many different objects and their exact 
arrangements may be arranged hierarchically in a database to more efficiently recognise a 
given object, although graph matching is a demanding combinatorial problem. 
Importantly, while the primal and 2.5-d sketches are viewpoint variant, the 3-d model 
representation is viewpoint independent, meaning that all views of the object in the image 
are projections of this one geometric structure.
adruped biped
Figure 4 - Example Structural Object Representations (Marr & Nishima, 1978)
Biederman (1987) developed this structural representation into a theory of 
‘Recognition By Components’, which extends Marr’s single cylinder with a vocabulary 
of 36 geons to build more complex object representations. Geons are derived from non­
accidental properties of edges and lines which are preserved by the imaging process and 
include colinearity, curvilinearity, symmetry, parallelism and co-termination. As well as 
extending Marr’s range of primitives, Biederman forgoes a 2.5-d sketch, claiming that 
sufficient information for detecting non-accidental properties, and therefore mapping 
from raw image to geons, is available from the primal sketch. However, this mapping is 
still ordered by the detection of concavity. There is some evidence in Biederman and 
Cooper (1991) that people have access to a representation at the geon level and in 
Hummel and Biederman (1992) a neural network implementation of RBC demonstrates
20
some success with decomposing simple line drawings of objects into geons and 
comparing them to leamt representations.
Structural models such as these have been criticised on a variety of levels. In 
practical terms, how they are to be automatically learned from data is unclear and 
estimating 3-d primitives from an image is both error-prone and costly in anything other 
than trivial scenes where objects are easy to separate from the background and each other 
(Matas & Obdrzalek, 2004; Little et al, 1988). There are also questions as to whether they 
are sufficiently distinctive to uniquely represent the variety of objects that exist in the 
world; metric and surface properties would be required to distinguish between different 
objects composed of the same primitives such as a doll and a human and a leopard and a 
tiger (Stankiewicz & Hummel, 1996). Lastly, structural models represent objects in a 
view-invariant manner but evidence suggests that human object representation is view- 
dependent (Palmeri & Gauthier, 2004).
2.1.2.2 Appearance-Based Representations
The 3-dimensional structure of an object need not be captured by a single set of 
geometric primitives that generate all possible 2-d views of it. Another approach is to 
comprehensively learn this set of views and in doing so, capture all variation in 3-d pose 
for the object (Selinger & Nelson, 2000). Other variations in appearance might also be 
comprehensively leamt; views of the object under different conditions of lighting and 
scale might successfully allow invariance to them. This approach -  essentially a test of 
image storage and effective retrieval -  has been developed by a number of different 
researchers (eg. Turk & Pentland, 1991; Belhumeur et al, 1996; Skocaj & Leonardis, 
2003) and seems particularly popular in face recognition. Despite differences in the 
choice of particular features used to characterise objects, the general architecture of their 
systems are similar.
Figure 5 - Example Appearance-Based Data from COIL-20 database
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During training, a model is constructed from a large set of reference images. The 
set includes the appearance of the object under different orientations, different 
illuminants and potentially multiple instances of a class of objects, for example faces. 
During training, parts of the input image (subimages of the same size as the training 
images) are extracted, either by bottom-up segmentation or by exhaustive enumeration of 
image windows over whole image -  the so-called ‘sliding window’ approach. The 
recognition system then compares an extracted part of the input image with the reference 
images by calculating their principal components.
A major limitation of the appearance-based approaches is that they require 
isolation of the complete object of interest from the background. They are thus sensitive 
to occlusion and require good segmentation. This is however, true for many methods of 
object representation. Perhaps the greatest drawback with appearance-based 
representations is the requirement of a specialised training dataset, which records all the 
variations in appearance that the system must learn (Matas & Obdrzalek, 2004). Such 
databases are costly to produce and therefore quite rare. The Columbia Object Image 
Library (COIL-20) appears to be the most popular database of this type, offering 20 small 
objects, such as coffee mugs and toy cars, recorded at 5 degree rotation intervals (Nene et 
al, 1996).
2.1.2.3 ‘Segment Feature’ Representations
The previous models require considerable effort and specialised data to build a 
library of object models and face difficulties when mapping from 2-d views to a 3-d 
representation. Other approaches forgo explicit attention to 3-d structure and represent 
objects essentially as 2-d segments with no parts but with a number of visual properties 
that locate objects in a feature space where standard statistical classification methods can 
be used to recognise them. These kind of representations are usually easy to learn 
automatically from a suitable image dataset but, by definition, may be susceptible to 
variations in pose. The system developed by Campbell et al and Carson et al’s 
Blobworld system are both examples of this type of representation.
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Campbell, Mackeown, Thomas and Troscianko
Campbell et al (1996) presents a system for the recognition of 11 classes of 
objects in outdoor scene images in custom-made dataset, The Sowerby Image Database 
(Collins et al, 1999). A feature vector of intensity, colour and texture features is 
calculated for each pixel and regions corresponding to objects are segmented pixel-wise 
using a k-means clustering algorithm on these features. With segmentation, region-based 
features of shape, size, rotation and centroid location can be calculated and used to 
characterise the objects. An interesting feature given my interest in contextual 
knowledge, is that a form of spatial co-occurrence is also employed in this system: “That 
regions can be classified more accurately by reference to their surrounds is intuitively 
obvious. For instance, if an ambiguous object is surrounded by road, it is more likely to 
be a car” (ibid, pp.558). This intuition is formalised by learning the most likely objects to 
surround a pixel of a given class at various distances and including them in a 28- 
component feature vector with the already calculated visual features. A similar idea is 
found in (Torralba et al, 2003). Region feature vectors for each class in the vocabulary 
are learned by an Artificial Neural Network and are tested to yield an impressive 82.9% 
accuracy.
Blobworld
Blobworld is a system for Content-Based Image Retrieval developed at UC 
Berkeley by Carson et al (2002). It consists of two main components: a representation 
system for visual scenes as a set of segmented ‘blobs’, or regions of uniform texture and 
colour properties that ideally correspond to objects, and a query engine that uses these 
representations to retrieve images from a database that are similar to exemplars provided 
by the user. For the present purposes, only the representation system will be described 
here. The Blobworld representation of a scene was originally developed to fill the gap 
between scenes represented as globally-averaged low-level features, such as colour or 
texture histograms (eg. Swain & Ballard, 1991) and detailed visual object models. The 
former simply do not represent valuable information about the details of image content 
and the latter, much as Hoogs claims, are too detailed and expensive to develop for the 
broad domains encountered in CBIR.
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Figure 6 - Example Blobworld Scene Representation
A Blobworld representation begins by extracting local colour and texture features 
for each pixel in the input image. 3 colour features are calculated: the coordinates of the 
pixel in the L*A*B* colour space. This choice is intended to make feature vector distance 
calculations meaningful when comparing blobs for image retrieval as this colour space is 
thought to be approximately perceptually uniform (Wyszecki & Stiles, 1982). The 3 
texture features: anisotropy, polarity and normalised contrast, are Gaussian filter 
derivatives extracted after determining the spatial scale most appropriate for texture 
representation (though the details are too involved to give here). The result of feature 
extraction is that each pixel in the image is represented as a point in 6-d feature space and 
now these feature vectors must be clustered. The Expectation Maximisation algorithm for 
fitting parameters to data is used to cluster the image pixels in 6-d feature space. The 
parametric model for the data is a mixture of Gaussians with the number of Gaussians 
used to represent the data varying between 3 and 5, the exact number determined by the 
Minimum Description Length criterion (Gershenfeld, 1999). Although this means that 
there are only between 3 and 5 clusters in feature space, these may result in many more 
clusters in the original 2-d image space; that is, each feature space cluster may have 
several image blobs associated with it. After clustering, each pixel in the scene has been 
assigned a feature space cluster number and so connected-components analysis can be 
used to determine regions of uniform cluster number. After some low-level image 
cleanup, a segmented set of blobs is output and shape features such as Fourier descriptors 
can be easily calculated to characterise the appearance of each blob further.
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Accuracy of segmentation is not given directly, though it is commented that from 
manual inspection, Blobworld seems to oversegment, that is, to find regions that are 
smaller than whole objects. For evaluation, precision and recall was calculated for a 
number of example image queries, with an average of -0.2 for precision and -0.1 for 
recall. In nearly all cases, Blobworld outperformed colour histogram methods.
2.1.2.4 ‘Local’ Representations
All the previous object representations have relied on a segmentation stage where 
regions corresponding to scene objects are isolated from the background and each other. 
Instead of attempting to segment a whole object, a currently-popular approach is to 
sample a number of keypoints on the object’s surface (Harris & Stephens, 1988; Schmid 
et al, 2000), extract a descriptor capturing local image information at each of these points 
(Lowe, 2004) and then compare these features to a leamt database of object models to 
perform recognition.
Figure 7 - Example Representation by Keypoints
In some cases, recognition consists of seeking an exact match between keypoints 
in different images. The construction of Lowe’s Scale-Invariant Feature Transform 
(SIFT) descriptor (1999) is intended to allow this correspondence to be repeatable under 
arbitrary rotations, scalings, change of brightness and contrast. In its basic form, the kind 
of recognition this allows is object identification because particular objects, rather than 
classes, are being recognised. Recent approaches have been developed to use local
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features for classification and they usually aim to build a vocabulary of generic local 
features that represent object classes. Csurka et al (2004) take their cue from information 
retrieval and model a single-object scene as a ‘bag-of-keywords’ drawn from a codebook 
of vector-quantised local features that is leamt from object class examples. A Naïve 
Bayes classifier (Gershenfeld, 1999) and is then used to balance the evidence that the 
keywords extracted from a test scene are generated by the known object classes and the 
Maximum A Priori (MAP) criterion is used to select the most likely class contained in the 
scene.
For single-object scenes, keypoints are known in advance to be either on the 
object or the background and, since no segmentation is performed, the background is 
incorporated into the model, often with the effect of providing useful context for 
recognition of all the keypoints in aggregate (Ponce et al, 2006). However, for scenes 
containing multiple objects, the situation is less clear and keypoints will have to be 
recognised individually in order to assign them to objects of possibly different classes. To 
recognise individual keypoints requires more complex statistical machinery and this has 
also been co-opted from Information Retrieval theory.
Sivic et al (2005) employs Probabilistic Latent Semantic Indexing (pLSA) to 
distinguish face keypoints from background with 61% accuracy. Sudderth et al (2005) 
use Transformed Dirichlet Processes (TDP) with a ‘constellation’ model of keypoints that 
accounts for some degree of spatial stmcture to assign keypoints in multi-object street 
scenes to the classes car, road and building which is impressive because it does not 
require segmentation. As we shall see in later chapters, segmentation is a problem with 
my method and the solution might be to use a visual processing system such as this 
instead. Unfortunately, these kind of models do not yet have the ability to determine the 
number of objects in the scene: the presence of different object classes can be concluded 
but not the different number of instances.
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2.1.2.5 Hoogs’ Object Representation
Hoogs’ (2003a) approach to the representation of objects is also in terms of the 
features of object segments but it approaches the segmentation of objects and the 
extraction of their features in a novel, unified way. This predates Hoogs’ approach to 
video content analysis (2003b) which relies on it to provide the capacity to segment 
objects and assign them to the 6 general level classes {rock, sky, vegetation, water, 
manmade, person}. The essential claim is that any scene image, and its constituent 
objects, can be represented piecewise as a set of primitive regions of uniform intensity. 
Determined entirely bottom-up, these regions are larger than pixels but are usually 
smaller than objects and their parts. They provide the basic unit for both object 
segmentation and subsequent recognition. A Canny edge detector (1986) is used to 
segment the primitive regions from the raw scene and the spatial relationships between 
them determine a scene graph recording connectivity and adjacency.
Figure 8 - Hoogs’ Primitive Scene Regions
With this raw material, Hoogs defines a comprehensive set of features purely in 
terms of the properties of primitive regions and their relations with their neighbours, 
which are tabulated below.
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Table 4- Hoogs’ Features for Primitive Regions (Hoogs et al, 2003a)
These features are used to group regions into segments corresponding to objects 
but Hoogs uses a novel approach of tailoring the particular features to the type of object 
to be segmented -  combining bottom-up segmentation with a kind of very general object 
recognition. For example, the primitive region properties characterising manmade objects 
are decided, a priori, to be that of contour parallelism ( M g )  and strong intensity contrast 
( S i )  with neighbouring regions. When grouping primitive regions into segments, these 
properties determine whether candidates belong together or are part of separate objects. 
The segmentation algorithm has two stages: seed detection and region grouping. Seed 
detection examines each region Rj in the image, and assigns an estimate ?s of the 
probability that it belongs to an object of interest. ?s is a function of the chosen primitive 
features on each region R i and its neighbourhood N ( R i ) .
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In the case of manmade objects, the seed function is a weighted sum of the parallelism 
and intensity contrast features, where the weights Wp and Ws were chosen manually and 
sum to 1 :
Ps =  W p M 5 ( N ( R i ) )  +  W s S i ,m i n ( R i )
Region grouping proceeds from these seed regions to establish a region group G, which 
in aggregate, should exhibit the properties of desired object class. Region groups are 
formed using a bounded breadth-first search for a set of connected regions that maximises 
the probability of being an object. The group's neighbours (which are initially those of the 
seed region only) are examined in turn; for each neighbour Nj, the same perceptual 
measurements are evaluated over the neighbourhood. The neighbour yielding the highest 
score is added to the group, and the process iterates until there are 2 consecutive 
decreases in object probability.
Also novel is the way that Hoogs also defines texture in terms of primitive 
regions. Once an object has been segmented by grouping primitives based on certain of 
their features, the grouped regions correspond to the surface of the object. The visual 
properties of this surface -  its texture -  are characterised by those same primitive region 
features and not by its response to a bank of variable width filters as is the case with more 
standard approaches such as Blobworld. Using CURet, the Columbia-Utrecht Reflectance 
and Texture Database (Dana et al, 1999), Hoogs shows that this approach to representing 
texture, performs as well as, and in some cases better than, standard filter bank texture 
recognition.
I now turn to how this earlier work is used in Hoogs’ method of video content 
analysis. In other words, how are the 6 general-level classes {manmade, person, rock, 
sky, vegetation, water} recognised? Unfortunately, some of the detail is unclear in the 
published material. In (Hoogs, 2003b) the reader is referred to (Hoogs, 2003a) for details 
of the general-level visual classification stage but the only general-level class mentioned 
in the earlier paper is that of manmade objects, as just described. It is clear from (Hoogs, 
2003a) that the category of ‘people’ is recognised using face detection software
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developed and made ffeely-available by Carnegie Mellon University (Rowley, 1996). 
This software uses a ‘sliding window’ search to segment candidate regions and a 
hierarchy of neural networks to find faces in a natural scenes with some degree of 
accuracy even over frontal axis rotation. In common with many other face detectors, it is 
less able to recognise faces rotated about a vertical axis, that is, in profile and, though 
Hoogs admits that this approach falls short of full body detection it does provide a 
reasonable start. However, it is unclear how the sliding window segmentation interacts 
with Hoogs’ class specific segmentation; does it find windows containing faces 
independently or is it supplied with candidate segments from the normal segmentation 
stage? The remaining 4 general-level classes {rock, sky, vegetation, water} are assumed 
to be segmented and recognised based on texture but the details are not given. For 
training datasets, the CUReT database is used for certain texture classification 
experiments in (Hoogs, 2003a) so it might be assumed that textures for background 
objects were leamt from there.
2.2 Hoogs’ Video Content Annotation
A simplified account of Anthony Hoogs’ (2003b) work in recognising video 
content was given earlier, but here his system will be described in more detail. Hoogs’ 
work is the primary influence on my own and forms the basis for the systems I have 
developed. Hoogs’ aim is to tackle the problem of the extraction and automatic 
annotation of visual content from broadcast news video to allow content-based querying 
of large video archives. The type of content he wishes to address are the objects present 
in a scene and the activities they are performing. This is an ambitious task which, for 
him, is made most difficult by the tremendous variety of objects and events that may 
occur in such an unconstrained domain. Current object and event recognition algorithms, 
which attempt to characterise content based on visual features alone, are not mature 
enough to scale up to such a large problem domain, as this would require huge libraries of 
object and event representations and associated algorithms. Instead, he explores another 
approach that combines visual analysis with the hierarchical lexical knowledge base.
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WordNet, with the hope that the breadth of contextual and conceptual knowledge in 
WordNet might compensate for lower-level, sparse and uncertain visual information.
As a ‘black box’ processor, Hoogs’ system takes as input a video scene and 
outputs a set of image segments intended to correspond to the objects present in the scene 
and a ranked list of nouns and verbs for each of them, predicting the most likely 
classifications of these objects and the activities they are performing, respectively. Each 
video scene is processed in 2 stages: ‘visual analysis’ followed by a ‘semantic search’ of 
WordNet. In the visual analysis stage, visual properties of objects in the scene are 
extracted that allow them to be segmented and classified at a general level and once 
segmented, the movement of objects can be tracked across frames and analysed. The 
result is a set of object segments, each assigned to one of the 6 general-level classes 
contained in the two sets {manmade, person} and {rock, sky, vegetation, water}, and of 
which appearance and motion properties are known. If the scene contains manmade 
objects or people, a more specific classification is predicted for these objects in a 
semantic search of the WordNet noun and verb hierarchies where appearance and motion 
properties of each object, combined with context provided by the other objects present, 
serve to constrain the prediction.
2.2.1 Visual Analysis
The visual analysis stage is based on Hoogs’ earlier work (2003a), which was 
discussed in 2.1.2.5. The extension from still images to video input is not clearly 
described in (Hoogs, 2003b) although it is claimed in (Rittscher et al, 2003), a minimally 
different version of (Hoogs, 2003b), that a maximum likelihood formulation is used “to 
combine texture class estimates across subsequent video frames after inter-frame 
homographies are estimated” (pp.485). There is currently no facility for distinguishing 
between camera and object movement so the scene is assumed to be static, or only to 
contain slowly moving objects. These moving objects are tracked using the blob tracker 
developed by Comaniciu et al (2000).
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2.2.2 Mapping from Vision to Language
Visually-derived information about scene objects is mapped to language to both 
initiate and constrain the semantic search. Manmade objects and people are elemental 
terms that map directly to the very general ‘artifact’ and ‘person’ categories in the 
WordNet noun hierarchy, forming the starting points for a descending tree traversal. If 
the objects for these elemental terms were found to be moving then a verb search for 
each, with the elemental term ‘travel’, is also initiated. To constrain these searches, 
Hoogs manually annotates WordNet with a small number of attribute terms for both 
nouns and verbs that may be detected based on their appearance and context. Nouns have 
the possible attributes of being visible (ie a concrete rather than abstract object), capable 
of motion and usually found indoors or outdoors, where the presence of sky and water in 
the scene is taken to provide evidence for the ‘outdoors’ attribute. Verbs are annotated 
with what is judged to be their usual speed and direction of motion so that the verb 
‘climb’, for example, has the attributes of slow speed and upwards direction. Evidence 
for these verb attributes can be determined directly from the object motion properties 
extracted at the visual analysis stage. The other scene objects detected also provide a 
more direct context as a set of pruning terms for the search, so that the presence of their 
names in the WordNet sense gloss describing a possible subordinate of an elemental term 
contributes to that term being considered a more likely classification. The presence of the 
object ‘water’ contributes to the attribute term ‘outdoors’, but it also provides direct 
object-level context when the gloss for boat is ‘a small vessel for travel on water'. Hoogs 
also leaves room for topic terms - evidence provided by a transcript of the video scene, if 
available, but this is not discussed in detail and is not used in the experiments he 
discusses. The exact measure o f evidence provided by attribute, pruning and topic terms 
for each subordinate in the search is calculated with a match function, M, which depends 
on three observables (pruning terms V, attribute terms A, and topic attribute terms, T), 
four concept information elements (WordNet sense gloss D, attribute values cl, topic 
attribute values t, and prior word frequency fc) and the parent node Cp of the current 
node C:
M(C) = M(V,A,T;D, O' t , fc, Cp)
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The search proceeds breadth-first with terms being added to a list of possibilities if their 
match function value is above a threshold. When the match function falls below a 
threshold, the search for that subordinate ceases and when this is true for all subordinates, 
the search as a whole is terminated. Finally, each classified segment is output, with a list 
of predicted specific classifications for each elemental term, and an analogous list for its 
actions if it was found to be moving.
2.2.3 Evaluating Hoogs’ System
Evaluation of the system was performed on 12 clips from an unspecified 
broadcast news video dataset and performance was judged manually at two levels. The 
first considered the visual processing stage by itself, that is, the quality of segmentation 
and general-level classification, and the second considered the accuracy of the specific 
classifications made for each object. The results of visual evaluation are never presented 
independently which is unfortunate because Hoogs’ system, like mine derived from it, is 
monolithic in that mistakes at earlier stages preclude success in subsequent stages. 
Segmentation must be reasonably close to some scene object for general-level 
classification to be correct -  after all how can we say what the segment is if  it doesn’t 
have a reasonable correspondence with any scene object? And, assuming segmentation is 
acceptable, general-level classification must be correct in order for specific-level 
annotation to have a chance of success; a downwards tree traversal starting on the wrong 
branch can never find the right leaf node. Knowing the stage at which a classification 
failed might allow us a better understanding of Hoogs’ system and might allow us to 
judge whether his choice of general-level classes really were obtainable from visual 
processing. As it is, performance for specific annotation was assessed by manually 
deciding which of top 20 in the ranked list of possible classes predicted by the semantic 
search was appropriate for the scene. The number of correct specific annotations for the 
12 clips was 14.
Since Hoogs’ primary motivation is scaling up to unconstrained domains with 
large vocabularies of objects, it worth examining the vocabulary of objects his system 
actually possesses. Hoogs’ object vocabulary is never stated in his work though in
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principle, it is as large as the number of nodes in the WordNet subtrees for the two 
elemental terms, plus the four pruning terms (which for WordNet 2.1 comes to a total of 
4351 manmade+6128 persons = 10479 objects). In practice, the most specific nodes will 
rarely (if ever) be output because Hoogs’ ‘semantic search’ algorithm stops making more 
specific predictions for objects when the evidence for them falls below a threshold. 
Because of this, I cannot give an exact figure for Hoogs’ practical vocabulary size: it may 
actually be rather small.
There are also reasons to question the descriptive power of Hoogs’ choice of 
general-level classes and class hierarchy. First, there are object classes that are simply not 
covered in the subset of WordNet determined by the 6 general-level classes {manmade, 
person, rock, sky, vegetation, water}. There are, for example, no ‘animals’ included in the 
system as it stands. Second, Hoogs’ decision to only perform a more specific 
classification for ‘manmade’ objects and ‘people’ essentially removes all more specific 
types of {rock, sky, vegetation, water} from the system vocabulary, leading to an 
impoverished vocabulary. For example, the general classes ‘vegetation’ and ‘water’ do 
not distinguish between ‘trees’, ‘grass’, ‘com’, ‘flowers’, ‘rivers’, ‘oceans’, ‘streams’, 
‘waterfalls’ and ‘swimming pools’. Third, there are classes for which it is difficult to say 
whether they are covered by Hoogs’ vocabulary because the definitions of {rock, sky, 
vegetation, water} are not clear. What types of objects should ‘rock’, for example, should 
refer to? Is it individual rocks, things made of rock or expanses of rock like cliffs and 
mountains? At the level of visual regions, and with the assumption that they will be 
defined by texture, it is probably most likely to refer to the latter option although Hoogs 
never states this explicitly. The consequences of this will be seen in the method and 
experiments of the next 2 chapters.
2.3 Language and Contextual Knowledge
My hypothesis is that a linguistic corpus may be viewed as a surrogate for scenes 
in the real world and, by taking words as objects, the strength of co-occurrence between 
words will be taken as a measure of real-world co-occurrence between the objects they 
represent. But the relationship between words and objects is not always straightforward;
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for one thing, not all words refer to objects and not all objects are represented with a 
single word. Context is an important aspect of language and techniques exist for its 
measurement and study. It is useful to examine language, its properties and how they may 
be analysed, in some more detail.
2.3.1 Basic Lexical Properties
Language is essentially communicative, ‘designed’ to convey meaning, either in 
speech or by the written word (Cruse, 2000). Words as signs are usually arbitrary, rather 
than iconic, and as such require knowledge of conventional use if  their meaning, or sense, 
is to be understood. Since it is cognitively impractical to have an individual lexical item 
for every possible concept and object, individual words may be polysémie, having many 
different senses. An oft-cited example is that the single word ‘bank’ may refer (at least) 
to a financial institution, the sloping ground by a river or the action an aeroplane takes 
when turning. The exact sense of the word intended by the speaker must be deduced by 
reference to the context of the utterance, which may extend from the local neighbourhood 
of words surrounding it in a sentence -  what Sinclair calls its “co-text” (1997) - to factors 
such as the social setting of the utterance and the personality of the utterer (Searle, 1998).
Just as individual words may represent many senses, a single sense may be 
represented by a set of different words, or synonyms. For example, the words ‘car’, 
‘automobile’, ‘motorcar’, ‘motor’ and ‘machine’ can all be used to refer to the same 
physical object. Synonymy is a contentious issue in linguistics and some do not accept 
that words considered synonyms are exactly identical in meaning (Goodman, 1952). 
Here, the view of Edmonds and Hirst (2002) is taken: that exact synonymy is rare but 
near-synonymy exists and is widespread. Language is capable of more than just naming 
objects. Much meaning is non-descriptive but even at the level of description, words exist 
to describe properties of objects and the actions they perform, a difference reflected in 
grammatical category or part-of-speech. The last property of language considered 
relevant here is its properties as a sequential system; though there are non-local 
dependencies, the rules governing the sequential combination of words -  syntax -  are 
extremely important in the conveyance of meaning.
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Accounting for the lexical properties just described is here considered to be of 
primary importance in attempting to estimate world object knowledge from a linguistic 
source. More precisely, these properties necessitate that care must be taken when treating 
words as objects because those words may not refer to objects at all (part-of-speech) and 
if they do, they may not refer to the particular objects of interest (polysemy) and even 
then, the particular words may not account for all instances of those objects (synonymy). 
The relevance (or lack thereof) of syntax to my task will be examined in due course.
2.3.2 Corpus as Evidence
Some regard language as rule-governed and hence for them, the scientific study of 
those rules is the province of linguistics. Like most branches of science there are 
methodological variations and disagreements over the best way to proceed and much of 
this concerns the definition and accessibility of the subject of study. In early 20* century 
Psychology, Watson’s Behaviourism effectively (though temporarily) outlawed the use of 
introspection as a valid means of study, leaving only external, empirical evidence as the 
means of understanding psychological phenomena and a definition of mental life in those 
terms. In linguistics, Noam Chomsky made influential arguments that temporarily moved 
the study of language in the opposite direction, from empirical study to introspection 
(McEnery & Wilson, 1996).
Language has long been studied using empirical methods. In 1736, Alexander 
Cruden made concordance studies of word usage in the Bible and in 1755, Samuel 
Johnson used over 150,000 illustrative citations in the first dictionary (Kennedy, 1998). 
The linguistic corpus, ‘a collection of texts assumed to be representative of a given 
language, or other subset of a language, to be used for linguistic analysis.’ (Francis and 
Kucera, 1964) has been recognised as an important tool since 1897 with Kading’s 
empirical study of patterns in German spelling. Subsequent studies in language pedagogy 
and comparative linguistics also relied on extracting useful information from frequency 
patterns of word usage. This enterprise is congruent with Saussure’s (1916) structuralist
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approach to linguistics, with its claim that langue -  the underlying rules of linguistic 
structure, must be discovered by the study of parole -  language as it is actually used.
Noam Chomsky (1957), however, gave arguments that caused some to question 
empirical studies of language. First, he doubted that the general internal rules of language 
{competence) could be discovered by studying language as it is used {performance). 
Second, Chomsky doubted that the non-fîniteness of language could be encompassed in 
finite collections of linguistic use. His solution was to reject empirical study and rely 
solely on the introspection and intuition of native speakers to determine a finite set of 
rules of ‘Transformational Grammar’ (1957; 1965) which, by determining constraints of 
possibility, would generate the infinite number of sentences in use. While Chomsky 
criticised the use of corpora in principle, Abercrombie (1963) summed up the early 
practice of corpus study as a set of "pseudo-procedures", meaning that the manual 
processing of corpora -  literally, counting words by hand -  was time consuming, error- 
prone and expensive.
Chomsky’s arguments are now considered by many to be ill-founded (Sinclair,
1991). His approach of using introspective data has itself been criticised for both lack of 
objectivity and for leading to the study of artificial or contrived language use (Sampson,
1992). Internal judgements are difficult to objectively verify whereas corpus data is 
observable to all and the type of sentence usually analysed by introspection is 
considerably different to that typically occurring in a corpus. It is also difficult to 
introspectively determine the relative frequency of occurrence for linguistic constructs 
but this is something that can be estimated very easily from a corpus. In doing so, one 
may determine the probability of different uses of language, which is something not 
accounted for by Transformational Grammar. Abercrombie’s criticisms are now largely 
irrelevant with the advent of fast computing power and a solid statistical underpinning for 
corpus-based work. Language is now seen as involving “not only the Chomskyan set of 
possible or impossible structures but, perhaps, more importantly, the set of probable or 
improbable structures (pp.300)” (Ooi, 1999).
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WordNet is a linguistic knowledge base derived mainly from the introspection of 
its authors and it is as an alternative to Hoogs’ use of it as a source of contextual 
knowledge that part of the present work is defined. In terms of the preceding, my central 
concerns are that the examples of language use that Hoogs bases his co-occurrence 
knowledge on are possibly artificial and unrepresentative and certainly limited with 
respect to frequency of usage, which is a primary issue if one seeks to assign some form 
of likelihood to the available possibilities for object class based on this. My alternative is 
to use a large text corpus in an attempt to gain some degree of representativeness in the 
co-occurrence knowledge gathered. Though my ultimate usage will be essentially non- 
linguistic, many of the same criteria for choosing a body of texts for linguistic study are 
still relevant. The design or choice of the corpus itself is crucial. As Biber et al (1998) 
says,
A corpus is not simply a collection of texts. Rather, a corpus seeks to represent a language or 
some part of a language. The appropriate design for a corpus therefore depends on what it is 
meant to represent. The representiveness of the corpus, in turn, determines the kinds of 
research questions that can be addressed and the generalizability of the results of the 
research, (pp.246)
Size and choice of texts are the main issues for representiveness. A corpus should be 
large enough to allow measurements based on it to be statistically valid, although 
practical matters may make this difficult (McEnery & Wilson, 1996). The required 
sample size depends on the particular measurement being made, with estimates of 
bigrams (word pairs) requiring greater samples than basic frequency counts. Specialist 
corpora usually contain only texts with a specific type of content of interest which might 
include telephone conversations (~3 million words) (Godfrey et al, 1992) or citation 
patterns in Nobel Prize lectures in economics (-500,000 words) (Ahmad, 2006). General 
language corpora such as the classic 1-million word Brown Corpus (Francis & Kucera, 
1964) and the 100-million word British National Corpus (Bumage, 1991) are constructed 
to provide a balanced picture of a particular language, in this case English. Such corpora 
include a wide range of content including newspaper articles, works of fiction and 
scholarly texts. It is also becoming increasingly popular to use the World Wide Web as a 
vast text corpus (Kilgariff & Grefenstette, 2003), and to use search engines such as
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Google to query it directly or to extract subcorpora from it according to given criteria 
(Baroni et a\, 2006). To aid analysis, words in a corpus may also be given part-of-speech 
or sense tags and while for some corpora, such as Princeton’s SemCor (Landes et al,
1998) this is painstakingly performed manually, these are tasks now most often 
performed with automatic taggers such as CLAWS for PoS or Senseleamer for word 
sense (Mihalcea & Cromai, 2005).
2.3.3 Lexical Co-occurrence
Corpora are used to study language and to help perform many tasks in natural 
language processing. Underlying much corpus use is a single concept, that of word co­
occurrence. If words are found together within a certain ‘window’ or ‘span’ they are said 
to co-occur. Some examples of this are given below in figure 9.
HOF 157 A cloud passes over the sun, darkens the sky, and we are both reflected in the 
green.
CSX 1269 And she could hardly leave the car where it was, slewed across the road.
HTU 108 T bet you really get off poking those bullets into the chamber of your pistol.'
Figure 9 - Examples of Concordance lines for ’sky’, ’car’ and ’pistol’ taken from the
British National Corpus
If this co-occurrence is a frequently-observed phenomenon then it may reflect something 
significant about the meaning of the words (Stevenson & Wilks, 2000), or as Firth’s oft- 
cited dictum maintains, “You shall know a word by the company it keeps".
Schutze (1993; 1994) developed a vector space-model of semantics that, instead 
of defining similarity in meaning by grounding symbols or using definitions, works on 
the assumption that words sharing the same context are semantically similar. For 
example, the words ‘car’ and ‘van’ are semantically similar because they both refer to 
vehicles sharing many physical and functional characteristics. They may also co-occur 
with similar words such as ‘road’ and ‘driver’ and because of this, may be considered to 
be contextually similar. Semantic similarity is difficult to determine automatically
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because it requires an understanding of the meaning of the words involved but contextual 
similarity is a much more opaque phenomenon and thus lends itself to computation. More 
formally, the meaning of a word can be modelled in a vector space where the pairwise co­
occurrence counts for a vocabulary of words derived from a corpus are used to define 
coordinates. This model of semantics is often represented by a co-occurrence matrix, 
where the frequency of corpus co-occurrence is recorded for each pair of terms in a 
vocabulary. An example matrix for a small vocabulary of 16 words is given in table 5, 
with some intuitively plausible co-occurrences shown in bold:
I 1 I 8 1 1 1 1 1 I 1 I 1 1 I g
building 0 37 24 59 2 9 109 25 7 25 10 34 8 14 6 10
bridge 0 1 21 1 16 192 3 3 10 4 166 4 4 0 9
dam 0 3 0 0 2 2 0 0 15 31 2 0 0 2
car 0 13 14 516 14 15 46 16 33 18 23 0 7
tractor 0 1 6 0 0 2 0 0 0 1 I 0
boat 0 3 1 1 3 26 69 3 2 0 11
road 0 6 20 106 27 85 21 21 3 15
computer 0 9 3 1 2 0 2 0 0
mountain 0 18 26 12 5 4 0 5
hill 0 14 22 5 10 2 1
lake 0 29 2 3 0 38
river 0 6 5 9 65
grass 0 25 10 5
tree 0 1 8
com 0 4
fish 0
Table 5 - Example Co-occurrence Matrix constructed from British National Corpus
Another area of natural language processing that relies heavily on lexical co­
occurrence is the determination of collocations, of which it is a specialised manifestation. 
Collocations are recurrent combinations of terms that co-occur more frequently than 
chance and whose total meaning cannot be predicted from the meanings of their 
constituent words (Smadja, 1989; McKeown & Radev, 2000). Examples of bigram (two- 
word) collocations include ‘crystal clear’, ‘rock solid’ and ‘nuclear family’. It is 
important to understand that collocations are multi-word units -  several words being 
counted and understood as one meaning. Whereas vector space semantics records a co-
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occurrence frequency for every possible pair of words, collocation analysis is only 
interested in those that occur above chance. An influential method for extracting 
collocations automatically from text is the Xtract system devised by Smadja (1989;
1993). Xtract works in three stages. In the first stage, word pairs that co-occur within a 
window of 5 words and with significant frequency are identified. As these words can be 
separated by up to four intermediate words, the collocations can be quite flexible. In the 
second stage, Xtract identifies combinations of word pairs from the first stage with other 
words and phrases, producing compounds and idiomatic templates, that is, phrases with 
one or more slots to be filled by words of a specific syntactic category. In the final stage, 
Xtract rejects any word pairs that do not consistently occur in the same syntactic relation. 
Because syntactic filters are used in the second and third stages, either a corpus tagged 
with part-of-speech information or a part-of-speech tagger are required.
2.3.4 Estimating Real-World Co-occurrence from Corpora
So where does the preceding leave us with regards to the primary objective, that 
is, to estimate real-world object co-occurrence from linguistic corpora? The essential idea 
of using a corpus to calculate lexical co-occurrence counts within a set window of words 
will be the basis for this endeavour. It seems acceptable to interpret words as objects and 
word windows as scenes, but the more specialist form of co-occurrence, collocation, is 
considered here to be a uniquely linguistic phenomenon without a direct interpretation for 
real-world scenes. Techniques such as Smadja’s will not be used, especially as it accounts 
for syntax which, as far as I can tell, also has no clear interpretation for object co­
occurrence. As explained earlier, it is considered important to account for polysemy, 
synonymy and part-of-speech in the query of the corpus to ensure as much as possible 
that objects are being referred to. For this purpose, tags for PoS and word sense are 
ideally required in addition to a source of synonyms. Since the application of my system 
is intended to be general, the corpus itself might reasonably be expected to be of the 
general-language type and should be as large as possible to allow reasonable estimates of 
co-occurrence. Following Schutze, co-occurrence will be calculated pairwise for each 
object class name in the system’s intended vocabulary and will be represented in a co­
occurrence matrix.
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2.4 Attention and Gaze Allocation: Itti and Koch
Although we have the subjective sense of perceiving scenes as integrated wholes, 
the mechanics of our visual system dictate that we must sample a visual scene with a 
sequence of eye movements which include both the smooth pursuit of objects and 
discrete fixations known as ‘saccades’ (Intraub, 2002). The construction of the human 
eye embodies a tradeoff between visual acuity and field of view. A small region at the 
centre of the retina, the fovea, contains cells sufficiently spatially dense to provide strong 
visual acuity while the remaining retina has fewer visual receptors. To see a whole scene 
in detail one must focus on a series of locations and the way one parses a scene can 
strongly contribute to one’s interpretation of it as an online mental representation of the 
scene is built up (Irwin & Zelinsky, 2003, Tatler et al, 2005). Different sequences of gaze 
allocation might reveal different scenes to the same observer.
But why is gaze allocation necessary? Why have we not evolved high acuity over 
our whole visual field? The answer appears to be that such an eye would simply provide 
too much data to process effectively in real-time (Wilson & Keil, 1999). The fovea, and 
the gaze allocation it necessitates, is a means of reducing the sensory data to process in 
detail and this makes it the physical manifestation of a more general perceptual process, 
that of selective attention. Attentional mechanisms operate on all senses and our 
attention may move subjectively even when our eyes do not, but for vision, as Itti (2003) 
contends, “the most important function of selective visual attention is to direct our gaze 
rapidly towards objects of interest in our visual environment.” (pp.l).
Like many perceptual processes, attention appears to have both a top-down and 
bottom-up component. It may be purposively allocated, by task or desire, in the ‘visual 
search’ of a scene (Wolfe, 1998) or it may be drawn, by visual features alone, to a 
conspicuous location. The attentional model examined here, by Itti and Koch, is primarily 
bottom-up and is derived from the influential ‘feature integration’ theory of Treisman & 
Gelade (1980).
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Itti and Koch (1998) present a computational model of selective visual attention 
(hereafter known as IKAM, for Itti and Koch Attentional Model) which, when given an 
image sequence, is designed to output a sequence of gaze fixation points. Salience is 
defined as a measure of the conspicuity of an image point based purely on low-level 
features and is embodied within a saliency map, an array of neural processing units (leaky 
integrate-and-fire neurons) analogous to the input image whose activity encodes salience 
for each image point. A process of local competition amongst units determines the one 
with the highest activation (the ‘winner’) which, as most salient is taken to be the new 
location of gaze for the next time-step. Activation in the saliency map evolves over time 
in response to features of the input image sequence and an internal biasing mechanism 
called inhibition of return (lOR), which negatively weights a region in the saliency map 
centered on the current gaze location.
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Figure 10 - Example IKAM sequence of Gaze Fixations
Within IKAM, information is represented in maps which are analogous to the 
input image or some function of it. These maps are produced by filtering features and 
combination with each other, although the exact method of weighting maps during 
combination is still a topic of debate (Itti, 1999). The saliency map is the most important 
map since it ultimately determines the gaze fixation point. Inspired by biological visual 
receptors (Itti, 2001), local differences are considered more important than absolute 
values and a filter’s response at a given location depends on how the value there differs 
from its neighbours. Specifically, the values in each feature map are calculated in an 
approximation to a centre-surround response which is produced by convolving a raw 
feature map with a Gaussian kernel at progressively larger standard deviations and 
differencing between this hierarchy, or ‘Gaussian pyramid’, of maps.
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Raw features can be either static or time-dependent. Colour opponency 
(red/yellow and green/blue), orientation and intensity are the most common static features 
and can be calculated from a single image whereas the dynamic features of motion and 
flicker require an image sequence for their calculation. Calculation of the centre-surround 
response for each of these raw feature maps is the first stage in model execution and is 
conducted as above. Depending on the exact configuration of the visual cortex there may 
be several feature maps for a feature type (eg. for motion, there may be motion left, 
motion right, up and down) so these are combined into a single conspicuity map to 
summarise the total response for the type of feature in question. Conspicuity maps are 
combined in a similar fashion to form the saliency map for this time step and this 
provides enough information to decide the gaze location. A winner-takes-all process is 
used to find the point of highest saliency (or more accurately, the neuron in the saliency 
map array with the highest activation) which is the model’s current output.
Finally, the mechanism of inhibition of return (lOR) negatively weights the 
saliency map in an area centered at the current location of gaze so that this location 
becomes a very unlikely winner at the next time-step. Since gaze cannot return to the 
current location until the negative weighting subsides, a serial search of the image in 
order of decreasing saliency is enforced. A schematic showing the sequence of operations 
is found in figure 11 (overleaf).
IKAM has been used and cited in a large number of projects and publications and 
has shown to successfully replicate some aspects of human gaze allocation (Egner at al, 
2000). However its faithfulness as a model of human attention has been questioned. 
Some doubt the neural existence of a dedicated saliency map for attention (Desimone & 
Duncan, 1995) but others consider the model fundamentally flawed because it does not 
model the non-uniform response of the human retina. That is, each evenly-spaced pixel in 
the input image, and its colour features, contribute equally to the saliency map when in 
humans the spatial density of colour photoreceptors decreases sharply outside of the 
fovea. This issue appears to be currently unanswered.
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Figure 11 - Schematic of Itti and Koch Attentional Model (Itti, 1998)
Itti and Koch’s model has been applied to object recognition (Navalpakkam & Itti, 2003) 
in a manner similar to the local methods described in 2.1 although the extent to which it 
could contribute to the task in humans is by no means clear. Riesenhuber (2005) claims 
that object recognition can be performed before attention has time to act and it therefore 
may be unnecessary. Rensink (2000) on the other hand, believes attention to be necessary 
to bind together ‘proto-objects’ - volatile units of visual information from early 
processing stages - into coherent and stable objects. My application of IKAM to object 
recognition will not be at the level of features or representation, it will be to investigate 
how the order of processing in a variant of Hoogs’ architecture described earlier can be 
determined by visual salience, as calculated by Itti and Koch’s model.
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2.5 Hierarchical Cluster Analysis
Cluster analysis is a general data analysis technique used to automatically 
discover clusters of data points with similar properties, ie those that are ‘near’ to each 
other in some vector space (Hartigan, 1975; Jain et al, 1999; Gershenfeld, 1999). This is 
often used as a way to simplify data or to find some sort of natural structure within it, of 
which hierarchy is a common one. As intimated when discussing segmentation, there are 
two main approaches to clustering: partitional, which divides data top-down, and 
agglomerative, which merge individual data points into larger and larger clusters. Given 
the intention to merge visually confusable classes, agglomerative methods of hierarchical 
clustering seem most suitable and though the various approaches to this differ in detail, 
the general sequence of processing is similar.
Initially, pairwise distances between the original data points are calculated so that 
the most proximate data can be found. A variety of distance metrics are used, including 
the standard Euclidean distance. Cosine distance and Cityblock distance. The particular 
choice of metric may produce very different results and will depend on the problem.
Once the proximity between data points is known, those points that should be 
grouped together into clusters must be determined, a process known as linkage. Initially, 
the closest data points are merged together into binary clusters and then those clusters are 
merged in order of increasing distance until all the points in the original data set are 
linked together in a hierarchical tree. However, like the distances between individual data 
points, the distances between clusters of them may also be calculated in several ways that 
account for each of their members. Single linkage, also called nearest neighbor, uses the 
smallest distance between objects in the two groups. Complete linkage, also called 
furthest neighbor, uses the largest distance between objects in the two groups. Ward 
linkage uses the incremental sum of squares; that is, the increase in the total within-group 
sum of squares as a result of joining two groups.
When linkage has been performed, a level of generality in the hierarchy can be 
chosen that describes the data best for the intended application and this can be performed
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by inspection or by using a criterion based on the groups themselves. For example, the 
clusters higher up the tree will contain more dissimilar objects than the clusters lower 
down. An ‘inconsistency coefficient’, which characterises each link in a cluster tree by 
comparing its length with the average length of other links at the same level of the 
hierarchy, can be calculated and used to threshold the maximum acceptable level of 
generality. The higher the value of this coefficient, the less similar the objects connected 
by the link. Following Godbole (2002), hierarchical clustering of a confusion matrix is to 
be achieved by treating the row vectors as data points and following the sequence just 
described.
2.6 Conclusion
The literature that has most influenced the present work has been surveyed. 
Hoogs’ work in both basic visual processing and in combining visual features with 
linguistic knowledge is the primary influence on my system architecture. The contextual 
knowledge used in Hoogs’ approach will be modified from WordNet context to pairwise 
context extracted from a general-language corpus and represented in a co-occurrence 
matrix, and Itti and Koch’s model of visual attention will be used to guide the sequence 
of objects processed in a given scene. The hierarchical class structure in VHACCOR is to 
be derived using standard techniques from hierarchical data clustering. The exact method 
in which all this is to be carried out is described in the next chapter.
47
Chapter 3: Method
Presented here are two systems for finding and recognising a vocabulary of 
objects in visual scenes. The first system, LHACCOR (Linguistic Hierarchy Applying 
Corpus Co-occurrence to Object Recognition) is based on Hoogs’ original system but 
uses contextual knowledge acquired from linguistic corpora instead of WordNet sense 
glosses and sequences the analysis of multiple-object scenes using Itti and Koch’s model 
of selective attention^ \  The second system, VHACCOR (Visual Hierarchy Applying 
Corpus Co-occurrence to Object Recognition), extends this essential architecture by 
rejecting Hoogs’ 6 general visual classes and the use of WordNet in favour of a class 
structure tailored to the capability of the visual processing used. As illustrated in figure 
12, LHACCOR and VHACCOR are functionally identical at the level of block 
architecture; they differ only in the details of visual processing and the construction of a 
class hierarchy.
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Figure 12 - System Architecture for LHACCOR and VHACCOR
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The first step of training concerns the visual component of the system (3.1.1). 
LHACCOR uses Hoogs’ 6 general-level visual classes, and like Hoogs, requires only that 
classifiers be trained to recognise the subset {sky, rock, vegetation, water}. VHACCOR 
is based on a ‘standard’ visual processing system so a class must be trained for each 
object in the system’s vocabulary, which is here assumed to consist of the set of object 
classes contained in the testing dataset"^^. Next, a class hierarchy is constructed for the 
system’s vocabulary (3.1.2). LHACCOR uses a subset of the WordNet noun hierarchy 
and VHACCOR builds its hierarchy by clustering rows of the confusion matrix for visual 
processing. Training ends with the extraction of contextual knowledge - in the form of a 
pairwise co-occurrence matrix for the vocabulary - from a linguistic corpus (3.1.3). This 
process is the same for both systems.
Testing begins with visual analysis of the input visual scene, which consists of the 
segmentation (3.2.1) and classification of objects at a general level (3.2.4), processing by 
attention to yield a sequence of gaze fixations (3.2.2) and the calculation of movement 
levels (3.2.3). The results of this visual analysis are used, with the contextual knowledge 
and class hierarchy learnt during training, to make more specific predictions for objects in 
the scene. For LHACCOR, this is for objects classified at a general level as ‘people’ or 
‘manmade’, and for VHACCOR, it is for objects found to be confused visually during 
training.
Specific class prediction (3.2.5) for a given object takes the form of a downwards 
traversal of the class hierarchy -  a series of subordinate selections determined by 
knowledge of the object’s immediate context, that is, the other objects present in the 
scene. This context for specific prediction is built up by the sequence of gaze fixations 
produced by attentional analysis and the contextual knowledge used is that of pairwise 
co-occurrence. Each object fixated and recognised adds to the currently known context. 
At each decision point in the traversal, a score is calculated for each subordinate by 
summing the co-occurrence strengths between it and each object currently known to be 
present, and selecting the subordinate with the highest score. In this way, objects that co­
occur more frequently become more likely to be selected. The process continues down
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the tree until leaf nodes are found and when all objects are accounted for, a list of 
specifically-classified object segments for the scene is output.
The exact steps required to train and test both systems will be given in 3.1 and 3.2 
and these are accompanied by notes in appendix A which explain aspects of the method 
in more detail. Before proceeding, some issues of method that arose during early work 
must be examined.
3.0.1 Co-occurrence Varying with Specificity of Terms
An issue that became apparent with early experiments was that linguistic co­
occurrence appears to vary with the level of specificity of the two terms involved; very 
general classes are less likely to be found with specific classes. For example in the British 
National Corpus, ‘car’ and ‘road’ are found together 516 times; ‘vehicle’ and ‘road’, 117; 
‘artifact/manmade’ and ‘road’, 0 times. Ontologically, this is questionable since the more 
inclusive class of ‘vehicle’ would include the co-occurrence frequency for ‘road’ and 
‘car’ and also the frequency for ‘road’ and ‘van’, ‘road’ and ‘bike’, ‘road’ and ‘scooter’ 
etc. In practical terms, the result is very sparse contextual guidance at the top of the tree 
which may be troublesome for the specific prediction stage.
The theoretical position on this phenomenon is hard to discern. The closest 
position I could find is the claim by some (eg. Sparck Jones, 1972; Sanderson & Croft,
1999) that in a document, general terms are more frequent than specific ones. However, 
this is document frequency, not co-occurrence within a set window, and it is hard to 
square the two. Caraballo and Chamiak (1999) found in a study of single words using the 
WordNet noun hierarchy that, although the middle levels indeed had higher document 
frequency than the lowest, the very highest levels were less frequent than the middle, 
which might explain my observations when measuring co-occurrence.
To deal with this issue, a method was devised that calculates co-occurrence only 
for leaf node classes in the vocabulary and then propogates averaged co-occurrence up 
the hierarchy to the general-level classes" '^ .^ It will be used in addition to the standard co-
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occurrence matrix. Both methods yield the same-sized matrix and that which produces 
best results can be established during testing.
3.0.2 Modes of Attentional Processing
The effect of attentional fixations on the sequence of processing is to be studied 
but there are a number of issues to consider when deciding how to employ attention. 
First, IKAM fixations may not hit every object present in the scene; human scene 
understanding may not be exhaustive of objects and depending on the task, it may be 
sufficient to attend to and recognise only certain important objects. In terms of precision 
and recall for the objects in a scene, this selectivity of attention may reduce recall but it is 
possible that the objects it leaves unattended may be contextually confusing and precision 
may increase by leaving them out. Whether this increase in precision could exceed the 
loss in recall for a net increase in performance will be seen. Second, in other situations, 
such as if objects were being recognised to provide an annotation for scene indexing, it 
may be preferable to exhaustively recognise all the objects in a scene. Third, It will also 
be important to isolate the effects of attentional processing on performance and this might 
be achieved by comparing it to random sequencing of object processing and also to the 
processing of objects in parallel. These issues are dealt with by using 4 different modes of 
Attentional Processing in (3.2.5) and that which gives best results can be discerned during 
testing.
Attentional Control Recognise only those segments hit and ordered 
by attention and ignore those missed.
Attentional Guidance Recognise those segments hit and ordered by 
attention first and process the remaining in 
default order.
Random Sequence Objects are recognised and added to the scene 
context in a random sequence
Parallel Mode Traverse the hierarchy in parallel for all objects 
in the scene. No sequence.
Table 6 - Modes of Attentional Processing
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Figure 13 - System Training Architecture
3.1.1-a Train Visual Classifiers (LHACCOR)^ '*
Classifiers are .to be trained for the 4 general classes {rock, sky, water, 
vegetation} using surface properties of texture and colour extracted from a set of training 
images representing each class.
Parameters: Choice of colour and texture features, classifier
Input: Texture and colour training data for {rock, sky, water, vegetation}
Output: Trained classifier.
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3.1.1-b Train Visual Classifiers (VHACCOR)'^
A classifier designed to recognise each class in the system’s vocabulary is to be 
trained using visual features extracted from examples of those classes in a training 
dataset^"^. The system vocabulary is determined by the objects present in the testing 
dataset of scenes. A confusion matrix is created using testing data.
Parameters: Choice of features and classifier
Input: Training and Testing examples for vocabulary
Output: Trained classifier, Confusion Matrix for vocabulary.
3.1.2-a Make Class Hierarchy (LHACCOR)
A subset of the WordNet noun hierarchy is to be extracted"^^, covering the class 
vocabulary of the dataset and using only ‘physical object’ WordNet senses.
Parameters: ‘Manual’ or ‘Automatic’ mode for ‘misses’.
Input: Testing scene dataset groundtruth, WordNet noun hierarchy.
Output: System vocabulary, subset of WordNet noun hierarchy, list of ‘misses’.
i) Find Dataset Vocabulary
Work through each scene in the dataset groundtruth and compile a list of the 
different object classes present. This list is called the dataset vocabulary.
ii) Map each Class in the Vocabulary to a WordNet sense
Query WordNet with each class name in the dataset vocabulary^^. If a sense is 
not found for the class name, it is added to a list of ‘WordNet misses’. If a sense is 
found for the class name, the first ‘physical object’ sense returned is used. If there 
is no ‘physical entity’ sense for the class name, it is added to the list of ‘WordNet 
misses’. This stage will produce a list of hypemym branches and a list of 
‘WordNet misses’, covering each class in the dataset vocabulary.
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Hi) Map hypernym branches to Hoogs ’ general-level classes
Work up each branch to until one of Hoogs’ general-level classes is found. If 
‘artifact/manmade’ or ‘person’ is found, truncate the branch there. If either ‘rock’, 
‘sky’. Vegetation’ or ‘water’ is found, change the dataset groundtruth to the 
general class (this is as specific as Hoogs’ basic system can recognise the original 
groundtruth class). If the branch terminates finding none of the general classes, 
add it to the list of ‘general-level misses’.
iv) Deal with list o f  misses
For a fully automatic method, ignore all misses. If manual inspection is allowed, 
assign each ‘WordNet miss’ a sense by hand and see if  any ‘general-level misses’ 
can be ‘quantised’ to an existing Hoogs class.
v) Merge branches into a subset o f WordNet
Here, the individual branches are merged into a tree structure.
vi) Output the subset o f  WordNet, System Vocabulary and a list o f  misses 
The system vocabulary now includes all internal tree nodes, not just the basic 
vocabulary of the dataset.
3.1.2-b Make Class Hierarchy (VHACCOR)
A class hierarchy adaptive to the pattern of confusion on the system vocabulary in 
visual processing is to be constructed. Analysis of the system’s confusion matrix will 
allow identification of those classes that visual processing has most difficulty 
distinguishing and therefore those classes that are to be separated based on scene context.
Parameters: Threshold for inconsistency coefficient
Input: Visual Confusion Matrix for vocabulary
Output: Class Hierarchy for vocabulary
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i) Calculate Pairwise Distances Between Rows o f Confusion Matrix 
Use Euclidean distance by default.
ii) Perform Cluster Linkage
Merge rows into clusters in increasing order of distance until the inconsistency 
coefficient for new cluster exceeds threshold.
Hi) Extract and Output Class Hierarchy
Take highest level of clusters and leaf nodes to produce a 2-level hierarchy.
3.1.3 Make Contextual Knowledge^'^
A linguistic corpus is to be queried to build a co-occurrence matrix for the 
system’s vocabulary, plus the class ‘movement’. A list of synonyms for each class in the 
vocabulary is obtained using WordNet synsets and polysemy/part-of-speech are 
accounted for using by a sense-tagged corpus. A ‘propogated’ co-occurrence matrix is 
also calculated to deal with the variation of co-occurrence with specificity (3.0.1).
Parameters: Span (in words) to search within
Input: Vocabulary list. Synonym list for vocabulary. Sense-tagged corpus
Output: Co-occurrence matrix for vocabulary
Standard Co-occurrence Matrix
For each pair of different class names in the vocabulary, sum the number of times 
in the corpus that each possible synonym pair is found together within the chosen 
‘span’ of words. Include only those instances of the class name and synonyms 
with the correct sense in the sum calculation.
Propogated Co-occurrence Matrix
Calculate a standard co-occurrence matrix for all leaf nodes in the class hierarchy. 
For each pair of internal nodes in the class hierarchy, average the co-occurrence 
counts for each possible pair of leaf nodes that these internal nodes contain"^^.
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Figure 14 - System Testing Architecture
A .83.2.1 Object Segmentation
Objects in each scene are to be segmented from the background and each other, 
bottom-up based on visual features alone.
Input: Scene Keyframe
Output: Set of Object Segments
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3.2.2 Attentional Fixations
Itti and Koch’s attentional model is to be run on each scene to produce a sequence 
of attended locations.
Input: Scene keyframes
Output: Sequence of gaze fixation coordinates for each scene
3.2.3 Visual Movement Level^ ^
Motion levels in a given scene are calculated by differencing the intensity images 
of the constituent frames.
Input: Frame Sequence for each scene
Output: Presence or absence of significant movement for each scene
i) Calculate Average Movement Level, T, over all Nframes fo r  all scenes.
1 ^
T = — fram e(j) -  fram e(j - 1)
A j=2
ii) Calculate Average Movement Level over all frames in each scene.
For the i^  ^scene, which contains n frames this would be:
1 "
MotionQ) = — ^ f r a m e { j )  -  fram e(j - 1)
n T-y=2
in) Detect Presence o f Movement in Scenes.
For all scenes, if  Motion(i) > T, then movement is present.
3.2.4-a General-Level Visual Classification (LHACCOR)
For each scene, every segment found in 3.2.1 is to be assigned to one of Hoogs’ 6 
general-level classes {manmade, person} and {rock, sky, vegetation, water}. A 
specialised face detector is used to classify segments corresponding to ‘people’ and
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segments are classified as ‘manmade’ if lines fitted to their contour possess sufficient 
parallelism. Segments corresponding to the remaining 4 general classes, {rock, sky, 
water, vegetation}, are detected using texture and colour features and the classifiers 
trained during in 3.1.1-a.
Input: Set of Object Segments, Trained Visual Classifier.
Output: Set of Generally-Classified Object Segments.
i) Check Segment fo r  the Presence o f a Face
If a face is detected, the segment is a person. Move on to next segment and begin 
process again. If not, continue.
ii) Fit Lines to the Segment Contour 
Use a Hough Transform to achieve this.
Hi) Calculate Percentage ofLines with Gradient within 5° o f  each other.
Lines on the image borders will be trivially parallel, so these are not included in 
the calculation.
iv) Calculate Colour and Texture Features fo r  Segment and Classify
Use the trained classifier to determine a probability of belonging to each of the 
classes {rock, sky, water, vegetation}.
v) Select most likely Class
If the percentage of parallelism for the segment’s lines is higher than any of the 
probabilities calculated for these latter 4 classes then it is classified as ‘manmade’ 
but if  not, the most probable classification from the trained classifier is assigned 
to it.
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3.2.4-b General-Level Visual Classification (VHACCOR)
For VHACCOR, general-level classes are those that were found to be visually 
confusable during training (3.1.2-b) and assignment to them is based on visual features. 
General-level classification requires that the features of each segment detected in 3.2.1 
are classified using the classifier trained in 3.1.1-b and that the class predicted is used to 
look up the general-level class in the hierarchy that it belongs to, as created in. 3.1.2-b.
Input: Set of Object Segments, Trained Visual Classifier.
Output: Set of Generally-Classified Object Segments.
i) Classify Segment based on Visual Features
Use the trained classifier to predict a class for the segment.
ii) Assign Segment to Class in Visual Hierarchy
If the class predicted visually is a member of a general-level class in the visual 
hierarchy, the segment is assigned to that general class. If not, it remains assigned 
to the class predicted by visual processing.
3.2.5 Specific Contextual Classification
Specific classes are to be predicted for each generally-classified object from 3.2.4. 
This takes the form of a downwards traversal of the class hierarchy determined in 3.1.2, 
guided by the co-occurrence matrix found in 3.1.3, the attentional fixations found in 3.2.2 
and the movement levels determined in 3.2.3. Attentional fixations order the sequence of 
processing according to the chosen mode of attentional processing, discussed in 3.0.2.
Parameters: Mode of ‘attentional processing’.
Input: Set of Generally-Classified Object Segments, Co-occurrence Matrix, Class
Hierarchy.
Output: Set of Specifically-Classified Object Segments.
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i) Initialise Context List and Order Scene Objects
Empty the context list for this scene. If movement is present, it is also added to 
the context list. Create ordered list of scene objects according to chosen mode of 
attentional processing.
ii) Traverse Hierarchy fo r  all Scene Objects
For current object on the object list, start traversal of hierarchy from the general- 
level class assigned in 3.2.4. While the current position in the hierarchy is not a 
leaf node, move down the hierarchy by calculating a score for each possible 
subordinate and selecting the subordinate with the highest score. The score is the
sum of pairwise co-occurrence strengths between each possible subordinate and
each object on the current context list. If no subordinate has a highest score, there 
is a ‘tie’ and one is chosen at random^^^. When the current object’s traversal 
reaches a leaf node, this is its specific class and it is added to the context list. 
Move to next object on object list.
Hi) Output Predicted Specific Classes fo r  all Objects
When all objects in the scene have been specifically classified, output the results 
and move to the next scene.
3.3 Conclusion
The method for my two systems, LHACCOR and VHACCOR, has been 
described in detail. Both systems have been implemented in software and tested on a 
number of visual scenes. The next chapter describes the results of these experiments.
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Chapter 4: Experiments
LHACCOR and VHACCOR have been both implemented and tested and this 
chapter describes three sets of experiments with these systems. The first set of 
experiments (4.1), using LHACCOR, are an initial ‘proof of principle’ for the system on 
idealised visual scenes. LHACCOR was next tested on highly challenging real-world 
video scenes, of the type that a system for recognising objects might ideally required to 
handle. Finally, VHACCOR was also trained and tested on difficult static real-world 
scenes. These experiments are described in 4.2 and 4.3, respectively. There are notes in 
appendix B explaining aspects of the testing process in more detail.
4.1 Testing LHACCOR with Idealised Visual Scenes
For an initial exploration of the use of linguistic co-occurrence for specific-level 
recognition, 5 simplified static scenes were created, annotated and tested. The scenes 
have well-defined segments and distinctive shapes, colours and textures.
Scene 1 
sky, aeroplane
Scene 2 
water, sky, boat
Scene 3 
rock, sky, climber
Scene 4 
water, sky, fisherman
Scene 5 
sky, rock, vegetation, 
tractor
Figure 15 -  Idealised Visual Scenes
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A two-level general-to-specific hierarchy was used instead of the full WordNet 
noun hierarchy. In this hierarchy, the general-level class ‘person’ has two specific-level 
subordinates (fisherman, rock climber} and the general class ‘manmade’ has three (boat, 
aeroplane, tractor}. It is these 5 classes that are to be distinguished among on the basis on 
context and co-occurrence knowledge derived from a linguistic corpus.
SKY WATER ROCK VEG MANMADE PERSON
/K
plane boat tractor climber fisherman
Figure 16 - Class Hierarchy for Initial Experiments
A co-occurrence matrix for this hierarchy was extracted from the British National 
Corpus. Here, the co-occurrence frequencies, within a 10-word span to the left and right, 
were calculated and these are tabulated below.
Î t
3
K â 1 1
cr
1
U
Brt> 1
water 0 39 71 0 2 0 98 7 1
sky 39 0 10 0 0 0 6 12 0
rock 71 10 0 0 1 20 49 1 0
veg 0 0 0 0 0 0 0 0 0
fisher 2 0 1 0 0 1 6 0 0
climber 0 0 20 0 1 0 0 0 0
boat 98 6 49 0 6 0 0 5 1
plane 7 12 1 0 0 0 5 0 0
tractor 1 0 0 0 0 0 1 0 0
Table 7 - BNC Co-occurrence M atrix for Initial Experiments
This co-occurrence matrix is sparse, suggesting that this vocabulary may be 
contextually quite separable. There are some intuitively plausible co-occurrences: ‘water’
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and ‘boat’ have the highest strength of co-occurrence, ‘rock’ and ‘climber’ co-occur 
frequently and ‘aeroplane’ and ‘sky’ are also often found together. However, there is also 
the odd result that ‘vegetation’ is not found with any of the other objects when it seems 
reasonable to expect that it should be at least found with ‘tractor’.
Blobworld visual processing was used here though this is described in greater 
detail in section 4.2. To concentrate on the effects of co-occurrence knowledge, 
attentional processing was not used although it will be explored in the experiments of 4.2 
and 4.3.
Scene 1; sky, aeroplane
The first scene consists of 2 objects: ‘sky’ and the object ‘aeroplane’ which after 
successful visual processing is known only to be of class ‘manmade’. Here, the system 
must distinguish between the 3 possible manmade objects {aeroplane, boat, tractor} 
based on the presence of ‘sky’ as context and the corpus co-occurrence matrix. The co­
occurrence matrix has a higher score for sky-aeroplane (12) than for sky-boat (6) and sky- 
tractor (0). In this case, the co-occurrence knowledge from the corpus successfully 
selects the correct type of ‘manmade’ object.
Scene 2: water, s1^, boat
The second scene contains the manmade object ‘boat’ but contains 2 other 
objects, ‘water’ and ‘sky’ which will both contribute to the score of each the 3 possible 
manmade objects.
(water, sky} and aeroplane: 7+12=19 
(water, sky} and boat: 98+6=104 
(water, sky} and tractor: 1+0=1 
‘Boat’ is successfully chosen as the most likely type of manmade object. Here, corpus 
co-occurrence appears to reflect something of the real world, squaring reasonably with 
our intuition that ‘boat’ should be the most likely choice given the presence of ‘water’.
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Scene 3: rock, sky, rock climber
Here, instead of ‘manmade’ objects, context is required to distinguish between 2 
specific types of people: {fisherman, rock climber} and again the correct classification 
for ‘rock climber’ is also achieved.
{rock, sky} and fisherman: 0+1=1 
{rock, sky} and rock climber: 0+20 = 20
Scene 4: water, sky, fisherman
Another type of person must be recognised in scene 4, a ‘fisherman’ given the
presence of the objects {water, sky}. The scores for both options are very close but they
still allow this object to be successfully distinguished:
{water, sky} and fisherman: 2+0 = 2 
{water, sky} and rock climber: 0+0 = 0
Scene 5: sky, rock, vegetation, tractor
The final scene contains the most objects and a ‘tractor’ must be distinguished 
based on a context of {sky, rock, vegetation}.
{sky, rock, vegetation} and Boat: 6+49+0 = 55 
{sky, rock, vegetation} and Plane: 12+1+0 = 13 
{sky, rock, vegetation} and Tractor: 0+0+0 = 0 
In this case, corpus co-occurrence is not enough to successfully favour the ‘tractor’ over 
the other types of manmade object. In the co-occurrence matrix, ‘tractor’ does not co­
occur highly with any other object even though our own intuition tells us that it should be 
found with ‘sky’ and ‘vegetation’ at least. This is an instance where corpus co-occurrence 
does not appear to reflect world co-occurrence. Unlike the earlier scenes, it also suggests 
that the more objects present in a scene, the more complex their contextual interaction 
and the harder it may be to square the calculated score with intuitions of plausible co­
occurrence. As scene complexity increases, the system will calculate a more complex co­
occurrence score and after a point, successful object recognition, not intuitive plausibility 
becomes the key issue.
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The results of these initial experiments are encouraging; co-occurrence 
frequencies from a general-language corpus appear to reflect some of the clearer 
instances of contextual discrimination among objects in idealised scenes. These 
experiments are purposely simplified; how the system fares with scenes that are both 
more complex visually and which contain objects less clearly distinguishable based on 
context remains to be seen and is the purpose of my second set of experiments.
4.2 Testing LHACCOR with Real-World Visual Scenes
LHACCOR is to be tested on challenging real-world scenes. The purpose of these 
experiments is to address the general research question®'^can co-occurrence knowledge 
and attention improve purely visual performance in object recognition? LHACCOR is to 
be tested by first using only visual processing and then by supplementing those visual 
features with contextual knowledge and attention and observing the difference in 
recognition performance.
A TREC 2002 documentary video clip, ‘The Great World of Water’, freely 
available from the Open Video Project^, was chosen®'^for testing because it contained 
instances of all Hoogs’ general-level classes, indoor and outdoor scenes and scenes of 
static and moving objects. The first 30 scenes of this clip, as defined by the shot 
boundaries created by the original documentary maker, were manually segmented. The 
final clip was of length 2:03 minutes comprising 3701 frames at 30 Q)s. The objects 
present in each scene were both manually segmented and classified and this was recorded 
as groundtruth for the scenes. Keyframes for each scene were simply its initial frame and 
those for each of the 30 scenes are shown below.
http://www.open-video.org/details.php?videoid=617
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Also illustrated below are the manual object segmentations performed for each of the 
testing scenes.
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Figure 18 - Groundtruth Segmentation for TRECVID Testing Scenes
4.2.1 Training LHACCOR
4.2.1.1 Training Visual Classifier
For object segmentation and representation by segment features, Blobworld was 
used. 6 Blobworld texture and colour features were used to train a set of classifiers for the 
classes {rock, sky, vegetation, water}. These features are (L*, A*, B*, anisotropy, 
polarity, normalised contrast). The freely-available Matlab implementation of Blobworld^ 
was used to extract them from training images. The choice of classifier was the well- 
regarded Support Vector Machine (SVM) and the particular implementation used was the 
freely-available SVMLite software" .^ As SVMs are binary classifiers, custom MATLAB 
code was written to build one-against-all multiclass classifiers. The image data used for
 ^http://elib.cs.berkeley.edu/src/blobworld/ 
http://svmlight.joachims.org/
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training was from the CURet texture database^, as used in (Hoogs et al, 2003a). 40 
training images for each of the classes were used and 20 were used to test the classifier. 
The results of this training process are shown in the confusion matrix below.
Rock Sky Vegetation W ater
Rock 18 2 0 0
Sky 0 20 0 0
Vegetation 0 0 20 0
W ater 0 4 4 12
Table 8 - Training Confusion M atrix for General-Level Classifier
Performance for rock, sky and vegetation is very good but poor for water, which is 
frequently confused with sky and vegetation. This confusion is perhaps understandable 
for sky and water, being similar in colour in the training examples, but less easy to 
understand for water and vegetation.
4.2.1.2 Make Class Hierarchy
With groundtruth for the testing scene dataset available, a practically-sized subset 
of the WordNet noun hierarchy can be selected based on the vocabulary of objects 
contained in the dataset. Using the method of 3.1.2, the following steps were carried out, 
utilising the freely-available executable of WordNet 2.1 along with custom Matlab code 
to automate the process.
i) Find Dataset Vocabulary
The dataset was found to contain the following vocabulary of 26 object classes:
{boat, boy, bridge, building, car, cloud, computer, crop, dam, dust cloud, 
fish, fisherman, grass, ground, hill, lake, man, mountain, river bank, 
road, sky, tractor, trees, tube, water, woman}
http://wwwl.cs.columbia.edu/CA VE//software/curet/
ii) Map each Class in the Vocabulary to a WordNet sense
Every class in the vocabulary was successfully and automatically mapped to a 
WordNet sense and the corresponding tree is shown below. There were no ‘WordNet 
misses’.
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Figure 19 - Mapping of TRECVID Vocabulary to General-Level Classes
Hi) Map hypernym branches to Hoogs ’ general-level classes
20 out of the 26 classes in the vocabulary were successfully mapped automatically 
to Hoogs’ general-level classes. WordNet branches for artifacts and people were 
truncated at that point and the classes {grass, tree, crop}, {cloud, sky}, {lake, water} 
were automatically quantised in the groundtruth to the general-level classes ‘vegetation’, 
‘sky’ and ‘water’. However, general-level classes were not found for {dust cloud, fish, 
ground, hill, mountain, river bank} and these were added to the ‘general-level misses’ 
list.
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Raw Object 
Label
General Class Raw Object 
Label
General Class
boat artifact ground rock
boy person hill rock
bridge artifact lake water
building artifact man person
car artifact mountain rock
cloud sky river bank rock
computer artifact road artifact
crop vegetation sky sky
dam artifact tractor artifact
dust cloud - trees vegetation
fish - tube artifact
fisherman person water water
grass vegetation woman person
Table 9 - M apping of TRECVID Dataset Vocabulary to General-Level Classes
iv) Deal with list o f misses
There were only the 6 ‘general-level misses’ from stage iii) to deal with here. 
Manual inspection was considered acceptable here and it was judged that the set {ground, 
hill, mountain, river bank} could be reasonably considered as belonging to the general- 
level class ‘rock’ but that ‘dust cloud’ and ‘fish’ did not reasonably fit into Hoogs’ 
structure. An alternative for ‘fish’ would be to extend Hoogs’ classes and train an 
‘animal’ class but it was judged to be too much effort for the single instance in the dataset 
it constituted. These 2 classes would simply be guaranteed errors in classification but 
there was only instance of each in the dataset so this was considered acceptable.
v) Merge branches into a subset o f  WordNet
Each branch was assembled into the WordNet subset illustrated below.
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Figure 20- Subset of WordNet noun Hierarchy for TRECVID Dataset Vocabulary
vi) Output the subset o f  WordNet, System Vocabulary and a list o f  misses 
Final Vocabulary =
{ boat, boy, bridge, building, car, computer, dam, fisherman, man, road, rock, 
sky, tractor, tube, water, woman, vegetation }
Misses = { dust cloud, fish }
These results confirm the suspicion voiced in 2.2.3 that Hoogs’ class structure has 
limitations in descriptive power. 2 classes {dust cloud, fish} had no place in Hoogs’ 
system vocabulary and the specificity of description for the 8 classes {crop, grass, tree}, 
{ground, hill, mountain, river bank}, {lake} was lost to the general classes ‘vegetation’, 
‘rock’ and ‘water’.
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4.2.1.3 Building Contextual Knowledge
The British National Corpus was the general-language corpus used here because 
of its modernity and size®' '^ .^ The BNC’s lack of sense tags means that polysemy was not 
taken into account for these experiments, though ways to simultaneously handle 
polysemy and obtain large samples will be explored in the future. Custom software in 
Matlab was developed to query the corpus with the method of 3.1.3 but without the check 
for correct sense. A span of 10 words to the left or right was used in these calculations. 
The synset {movement, motion} was also included in the calculation of the co­
occurrence matrix because, though not strictly an object, it will be needed to allow the 
presence of motion in a video scene to contribute to the specific contextual classification.
Tables 10 and 11 on the following pages show the co-occurrence matrices 
generated by the ‘standard’ and ‘propogated’ algorithms given earlier. Very low co­
occurrence frequencies are shaded in grey to allow the distribution of co-occurrence to be 
visualised more easily. These matrices both display a number of intuitively plausible co­
occurrences. ‘Car’ and ‘road’ co-occur frequently, as do ‘boat’ and ‘water’, ‘computer’ 
and ‘person’. Comparatively, however, the ‘standard’ matrix is by far the sparser of the 
two although this, in itself, does not mean that it is worse. If it accurately reflects the 
world, sparseness of co-occurrence might reflect superior selectivity and would be 
preferable to a matrix where every object was found with every other object -  how could 
context discriminate between objects then?
However, the ‘standard’ matrix also shows completely zero entries for the classes 
‘self-propelled vehicle’ and ‘wheeled vehicle’ which would effectively prevent them 
from contributing to specific contextual classification and ever being selected during 
traversal in the architecture of LHACCOR. These are quite general classes and appear to 
be affected by the issue of co-occurrence varying with generality. In the propogated 
matrix, which was intended to ameliorate this, both classes inherit the average co­
occurrences of the leaf nodes they contain and are no longer completely empty. Whether 
this improves performance will be seen when the system is tested.
73
uopoui s = ' ' ?: = = & ° °
ueujoM g e ? '' S 1 % % g *= ;=
ejemej g g g g
aqn) % ' ' '=
Ijnpuoo *= ° = = °
aGessed m s *= ° cî 00 °
joisej) ° ° ° ° ° ° t\ s ° ° to ° ° ° °
peoj S i£ K E P s es fe
00 p p g
00 S! P
Kern ; g 5 $ E f£ E E ° ° g g S E p
00 P
g ° g
p g g g
ueuj 5 s: s P % iï p g g ° ° p g g ■* g °
tJl
g p
to 3:
1 g
ueujjaqsjj ° ° ° ° CSJ ° ° '*■ ° ° ° ° tn *= ° °:
paillas ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° °
ja^joM ° ° 2S ° ° to ° p t “ P ° ° p ° to ° ° ° P ° to
luep ° % ° ° ° ° ° ° R g ° ° ° ° ° ° “ ° ° p ° ° °
iajjjeq ’*■ 5 ° ° ° “ ° ° p ° ° ° to P o> ° to
uoponjjsqo ° ° ° ° “ ° ° ° ° ° ° ° ° ° ° ° ° ° °
jajndmoo ° R ° ° Î3 * g ° ° ° p g g ° ° t\J ° ° g E p ° ° ° tro
auiqoauj ° 5 ° ° P g ° ° g tn g ° ° ° g E :£ ° :£
aojftap ° <r> 00 ° ° to ° <n “ ° ° * g ° ° °
jeo K * i ° S & ° p w p S ° g P p ' ' P ° ■* P g E
% ° oo g P
0 |oiqaft jojoui ° ° ° ° ° ° Rj ° ° ° ° ° ° ° “ ° ° ° ° ° *=' ° ° P ° ° ° °
apiqaft p5||adojd-j|as ° ° ■° ° o ° ° ° “ ° ° ° ° ° ° ° o ° ° ° = ° °
apiqan pajaaqw ° ° o ° ° ° o ° ® ° ° o o ° '°
Guipiinq Sg ° 5 s 5 P pj p g g '*■ g g P ° g E S 3: CM
eGpuq ÎC ° S R p te p g ® g g ° g E p oo OO
ajnjonjjs ° 5 K S P to '*■ s ° ® g P ° p
to P g g P ° O g g ° :£ p CMg
fioq S2 O) R S ° ° ° to p ° ° ° ° g CO ° ° ° ° p g g ° ° g g
aieoi Î2 c (2 S p 5 ° ° P ° g E p °
s
E
jeoq S OJ P ° '*■ to ’*■ p g ° ° ° P ° ° CM ° g g to ° ito
lassaft ° Sü ° to ° ° ° ° ° ° co ° ° *= '* ° ° ° = OO
îjejo ° ° s ° ° ° ° ° ° ° to ° *= 3: ° ° ° Ito
eioiqaft ° S ° ° P ° to ° p p ° ° g g ° ° p g p ° ° ° p
eouefiôfluoo ° B 8 ° ° “ P ° s p g ° ° g '*■ ° g g ° ° to p
fillieiuaujnjisu! ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° °
loejpje ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° ° °
uosjad N tû S K S p g g g S g ° ° p i g g " g g E E °
m
E g s
jaieft 5 ?3 ° S ° E
00 s: p p ? S to ° ° g <n g to g g ; g P g 3: g g
% ° ° % Cû ° ° ° ° ° ° to “ p ° ° ° ° ° ° ° ° 3: ° p ° CM ° ° °
uopejaGart ° ° î? ° “ ° co ° ’*■ ° ° ° n ° ° ° ° P ° <S1 ° ° tsi
IJOOJ O ü> 5 ° '*■ E p p ts “ ° g
tn <N ° g =■ E ° ° ° to P p
1 € I 11 1
1
11 11 1 I 1i iS 11
i
S 1 1
I
11 î î
1
1s
I 1 1I i 1 1i 1
Table 10 - BNC Co-occurrence Matrix for TRECVID Dataset Vocabulary
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4.2.2 Testing LHACCOR
After training, LHACCOR was tested on the 30 TRECVID testing scenes and its 
performance was evaluated. The method of evaluation here is in terms of relative 
recognition performance between the system run using only visual features and when run 
using visual features combined with context and attention. My hypothesis is that context 
and attention can improve recognition performance over a purely visual setup.
It must be made clear what it means for the system to be run in a purely visual 
mode because, by using Hoogs’ hybrid general-to-specific architecture, the distinction is 
not straightforward. For Hoogs’ system, the ultimate output is a specific class but, by 
design, visual processing itself only makes general-level classifications. Truncating 
processing at this stage would yield only general-level classifications for all scene objects 
and these could not be directly compared to the specific-level output of the ‘full’ system 
that uses context and attention. Is it possible to isolate the contribution of visual 
processing and still produce the specific classification that would be output by the system 
working in full so that performance can be compared?
The definition of pure visual performance used here is that the system is still to 
produce general-to-specific classifications but the only guidance in the whole process to 
come from general-level visual classification and nothing else. After visual processing 
assigns an object to a general class, specific classification - downwards tree traversal - is 
performed with no guidance from context, that is, randomly. By averaging the results of 
many ‘ visual-then-random’ traversals it may be possible to determine whether contextual 
knowledge and attention are able to provide useful guidance in the selection process. 
However, it can be argued that whatever the results, they will be describing the ability of 
contextual knowledge to function in this particular architecture and may not reflect visual 
performance per se. This is a criticism acknowledged, accepted and addressed in 
VHACCOR, where pure visual performance is calculated as part of the standard method 
providing a straightforward baseline for studying improvement or otherwise.
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In interpreting what follows, it is worth clarifying exactly what will be required of 
the system and its evaluation in both pure visual and contextual modes. The system must 
correctly segment and generally classify objects using visual information and then 
specifically classify them using context and attention. The main issue to point out is that 
my system is monolithic -  errors at a previous stage cannot be recovered by later stages. 
Only well-segmented objects can be genuinely evaluated for general-level recognition 
performance: how can I compare the general classification of a segment to a groundtruth 
object if  it doesn’t correspond well to any of them? What object is the true object? Then, 
only correctly segmented and generally-classified objects are capable of being correctly 
classified specifically. Errors at the visual stage may discount many segments from being 
successfully used at later stages, especially the specific contextual classification stage.
Specific contextual classification was performed on the 30 TRECVID scenes 
using the 4 modes of attentional processing described in 3.0.2 and the ‘standard’ and 
‘propogated’ co-occurrence matrices calculated earlier. Rather than tabulate the output 
for all 30 testing scenes in each experimental variation, selected scenes where my system 
is successful are described in detail and then summary measures of precision, recall and 
F-measure are given to describe performance over the whole testing set. Though usually 
associated with Information Retrieval, precision and recall are considered appropriate 
here because the ‘natural’ mode of Itti and Koch’s model (‘attentional control’ in 3.02) 
may fixate fewer than the total possible scene objects, resulting in a lower recall but 
possibly an increased precision due to the context this kind of selectivity builds up. To 
summarise these competing tendencies, the F-measure, a weighted average (the harmonic 
mean) of precision and recall is used here:
. . correctly classified objectsprecision = ----------------------------------
all objects found
recall -  classified objects
all possible objects
„  _ precision ' recallr  = 1-
precision + recall
11
The other three modes of attentional processing (‘attentional guidance’, ‘random 
sequence’, ‘parallel mode’ in 3.02) do process all the objects in the dataset and in these 
cases, precision, recall and F-measure will all be equal and will also be the same as the
standard definition of accuracy (ie. correctly classified objects 
all possible objects
4.2.2.1 Segment Objects in Scenes
Blobworld was used to segment the TRECVID testing scenes, illustrated below, 
and the results were compared to the segmentation groundtruth for the scenes to evaluate 
the quality of this segmentation. The criterion for evaluation used is that in order for a 
blob to be considered as corresponding to a true scene object, the overlap between the 
blob and the true object must be account for at least T% of each of their areas. T is a 
threshold that controls the strictness of the correspondence required and the value used 
here is 70%.
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Figure 21 - Blobworld Segmentation of Keyframes for 30 TRECVID Testing Scenes
Shown below are the results of the correspondence test between the groundtruth 
segmentation and that produced by Blobworld. Objects underlined are those that were in
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sufficient correspondence with scene objects. The results are somewhat poor but this 
might be expected with natural rather than contrived scenes. It should be noted that this 
places an upper limit on recognition performance since an object must be adequately 
segmented before it can be recognised, either generally or specifically.
Scene Objects Present Correct
Segmentations
1 tractor sky dust cloud crop 0/4
2 tractor s ^  ground crop crop 1/4
3 tractor skv cron cron 2/4
4 mountain grass skv 2/3
5 sky mountain trees ground 0/4
6 sky mountain ground 0/3
7 sky cloud mountain trees 1/4
8 skv water hill dam grass 1/5
9 skv mountain grass bridge car 1/5
10 skv mountain grass dam lake river bank 4/6
11 dam lake boat 1/3
12
skv mountain lake building building ground 
ground
2/7
13 tree ground water car 3/4
14 tree ground water car car 3/5
15 lake fisherman river bank 0/3
16 sky trees man trees sky 0/5
17 lake boy river bank 0/3
18 sky trees man trees sky 0/5
19 lake bov fish river bank lake 1/5
20 tube man trees ground 0/4
21 water mountain skv 1/3
22 man computer 0/2
23 lake man boat boy road 0/5
24 road bov grass 1/3
25 grass woman boat 0/3
26 man trees sky 0/3
27 boy grass grass 1/3
28 grass woman boat 0/3
29 sky lake dam ground 1/4
30 skv water dam 2/3
28/118 = 24%
Table 12 - Correct Blobworld Segmentations (underlined) for TRECVID Scenes
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4.2.2.2 Attentional Fixations
The implementation of Itti and Koch’s attentional model in the ffeely-available 
iLab Neuromorphic Vision Toolkit (iNVT)^ was used to process each testing scene to 
produce a sequence of gaze fixations. The model was left to run for the duration of the 
scene and varying numbers of fixations were produced. The results for each scene are 
illustrated below.
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Figure 22 - IKAM Gaze Trajectories for 30 TRECVID Testing Scenes
Many objects were fixated more than once and some, insufficiently salient, were not 
fixated at all. The sequence of objects attended and those that were not attended to are 
given below. Of the 118 objects available in the scenes, 96 were attended to.
http://ilab.usc.edu/toolkit/
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Scene Attended IKAM Objects in Sequence Non-Attended Objects
1 tractor vegetation sky -
2
vegetation tractor vegetation rock 
sky
3 tractor sky vegetation vegetation -
4 sky vegetation rock -
5 sky vegetation rock rock
6 sky rock rock -
7 sky sky vegetation rock -
8 rock dam water sky vegetation -
9 bridge car sky rock vegetation
10 rock dam rock water sky vegetation
11 dam water boat
12 rock rock water building building sky rock
13 vegetation rock water car
14 rock water car vegetation car
15 fisherman water rock -
16 man vegetation sky vegetation sky
17 boy water rock -
18 man vegetation sky vegetation sky
19 boy water rock water
20 man tube vegetation rock
21 rock water sky -
22 computer man -
23 boy boat man water road
24 vegetation road boy -
25 woman vegetation boat -
26 man sky vegetation -
27 boy vegetation vegetation
28 woman vegetation boat
29 rock sky dam water -
30 dam water sky
Table 13 - IKAM Object Sequence and Unattended Objects for TRECVID Scenes
4.2.2.3 Calculate Movement Levels
Motion levels were calculated by frame differencing as described in 3.2.3. Over 
the entire sceneset, the average movement level was calculated as 0.16 and this was used 
as the threshold for deciding on the presence of moving objects in the scene.
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Scene Movement
Level
Movement
Present?
Scene Movement
Level
Movement
Present?
1 0.00 No 16 0.25 Yes
2 0.02 No 17 0.13 No
3 0.00 No 18 0.09 No
4 0.01 No 19 0.03 No
5 0.02 No 20 0.17 Yes
6 0.11 No 21 0.00 No
7 0.04 No 22 0.00 No
8 0.17 Yes 23 0.31 Yes
9 0.12 No 24 0.01 No
10 0.01 No 25 0.75 Yes
11 0.20 Yes 26 1.00 Yes
12 0.04 No 27 0.58 Yes
13 0.02 No 28 0.11 No
14 0.03 No 29 0.03 No
15 0.41 Yes 30 0.01 No
Table 14 - Movement Levels for 30 TRECVID Testing Scenes
4.2.2.4 General-Level Visual Classification
Each segment generated in 4.2.2.1 was classified at a general level using the 
method presented in 3.1.2.4. The face detector used to recognise people was the freely- 
available software from Camegie-Mellon University^ as used by Hoogs. A Matlab 
function (Image Processing Toolbox v.7) was used for computing the Hough Transform 
of each segment and fitting lines to its contour. This function returns the gradient of each 
line fitted so it is easy to determine the percentage of lines having a gradient within 5 
degrees of another when deciding whether an object was manmade. The SVM classifier 
trained earlier was used to recognise the remaining four classes.
Although Blobworld segmentation was earlier shown to be in poor 
correspondence with the underlying scene objects, classification depends only on the 
features of each segment and therefore can still be carried out. However, classification 
accuracy can only be determined for segments that correspond well enough to scene 
objects, that is, for the 28 (out of 118) segments found earlier. As stated then, they
 ^http://vasc.ri.cmu.edu/NNFaceDetector/
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provide an upper limit on general-level classification. There can be no more than 28 
correctly classified segments; all other segments are discounted by their earlier lack of 
correspondence. Shown below are the classes assigned to each segment detected by 
Blobworld. In most cases, there are more segments than there are objects in the scene. As 
before, those underlined are the 28 correct segmentations and below each is given the 
corresponding true object class in the groundtruth so that general-level classification 
accuracy can be determined. For example, in the second scene, 5 segments were found 
and classified. Of these 5 segments, only the third corresponded spatially to a scene 
object, a region of sky, which in this case was correctly classified. However, in these 
experiments, only 7 out of the 28 possible segments were successfully classified.
Scene Per-Segment General-Level Classification Correct
General-Level
Classifications
1 sky veg rock veg -
2
manmade veg skv manmade veg
sky
1/1
3
veg veg yeg veg manmade rock 
veg veg
2/2
4
manmade manmade manmade 
rock veg
0/2
5 manmade manmade veg -
6 veg manmade manmade -
7
manmade manmade manmade
sky
0/1
8
manmade manmade veg 0/1
9
manmade manmade manmade rock veg veg veg skv
Sky
O/I
10
skv skv veg veg skv veg manmade manmade rock 
water sky rock rock
1/4
11
veg sky rock veg sky 
Manmade
0/1
12
manmade rock skv veg skv sky veg rock 
rock water
0/2
13
manmade veg manmade rock 
veg water rock
0/3
14
manmade skv rock rock 
rock water veg
0/3
15 manmade rock sky sky veg rock -
83
16 veg sky rock veg veg veg -
17 sky veg veg rock veg -
18 veg rock manmade sky rock veg veg -
19
skv veg sky veg rock veg veg sky rock veg 
water
0/1
20 sky manmade rock veg sky -
21
manmade skv manmade ves ves
sky
0/1
22
rock sky veg rock manmade water rock rock veg rock 
rock sky
-
23 sky veg manmade veg veg -
24
manmade manmade skv rock rock veu 
manmade
1/1
25 person rock veg veg veg -
26 veg sky veg sky veg manmade veg -
27
veg rock manmade sky veg sky veg veg 1/1
28 person sky veg veg sky veg veg veg rock -
29
sky manmade veg sky veg 
rock 0/1
30
veg manmade skv rock ves 
water manmade
1/2
7/28
Table 15 - General-Level Classification 30 TRECVID Testing Scenes
These results have serious consequences for testing the role of context and attention for 
specific classification. Only 2 manmade objects (in scenes 24 and 30) and no people were 
correctly segmented and generally classified, leaving the specific contextual classification 
stage with little to do.
4.2.2.S Specific Contextual Classification
Specific contextual classification was performed on the 30 TRECVID scenes 
using the 4 modes of attentional processing described in 3.0.2 and the ‘standard’ and 
‘propogated’ co-occurrence matrices calculated earlier. The basic results of system 
testing are given in the table below. There are 2 variables in these experiments: the type 
of co-occurrence matrix and the mode of attentional processing used which are reflected 
in the table’s columns and rows, respectively. The cells in grey represent those 
experimental setups that provide experimental control for the effects of context and
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attention. The last column gives the results for ‘visual only’ processing over all modes of 
attention, controlling for the effects of contextual knowledge. The last two rows show the 
results for ‘random’ and ‘parallel’ processing modes over the two types of co-occurrence 
matrix, controlling for the influence of attentional processing. Both ‘visual only’ 
processing (achieved by random traversal after general-level visual classification) and 
‘full’ system operation averaged over 100 runs on the dataset to account for the 
probabilistic element of the system during ‘ties’ (see 3.2.5). Precision, Recall and F- 
measure are given for the attentional processing mode of ‘attentional control’ but for the 
other three modes, only a single figure is given because for them, precision = recall = F 
(see 4.2.2).
Standard
Co-occurrence
(Prec, Rec, F)
Propogated
Co-occurrence
(Prec, Rec, F)
Visual
Only
(Prec, Rec, F)
Attentional Control (0.04, 0.04, 0.04) (0.04, 0.04, 0.04) (0.04, 0.04, 0.04)
Attentional Guidance 0.04 0.04 0.04
Random Sequence 0.04 0.04 0.04
Parallel Mode 0.04 0.04 0.04
Table 16 - Object Recognition Performance for 30 TRECVID Testing Scenes
The cumulative effects of visual processing error are evident here and, in absolute 
terms, the output is poor. In terms of my hypothesis, there is no change in performance 
between visual processing alone and with the addition of co-occurrence and attention. 
However, given that only 2 ‘manmade’ objects and no ‘people’ successfully reached the 
specific contextual classification stage, there are simply not enough opportunities to see 
how much context and attention can improve on visual features alone. What is shown 
here is really only the performance of my visual processing system on difficult natural 
scenes and this is why all three columns show the same results -  they are all running in 
‘visual only’ mode.
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There is a small difference in performance between the modes of attentional 
processing. The lower performance of ‘attentional control’ compared to the others is a 
result of it fixating fewer than the total objects that are present in the scene. When several 
scene objects are to be classified specifically, this mode of attention might actually result 
in better performance than the others because, although it may lower recall, its selectivity 
in the objects it contributes to scene context may actually increase precision. Here, 
however, where visual classification does almost all the work, any non-attended objects 
decrease recall without having a chance to increase precision leaving us to consider these 
results as inconclusive because the hypothesis was never properly tested.
4.2.2.5a Controlled Visual Processing: Scenes with Successful Recognition
Given that visual processing has essentially discounted any contribution of 
contextual and attentional processing in these experiments, it might be permissible, for 
the purposes of research, to control for the problematic visual stage to examine the effects 
of context and attention. In this controlled setup, the segmentation and general-level 
visual classification in the dataset groundtruth were used to replace the work o f visual 
processing so that the specific-level contextual classification stage could still be tested on 
the scene dataset. In this way, the full complement of 36 ‘manmade’ objects and ‘people’ 
would be candidates for specific classification based on context provided by the other 
objects in the scene and sequenced by attention. Using this controlled setup, context was 
able to successfully recognise objects at a specific level in several scenes. As examples, 
scenes 12 and 24 (see figure 23) will be walked through in more detail.
.. < fstn K
Figure 23 - Example Scenes (12 & 24) with Successful Recognition
Scene 12: rocky rock, water, building, building, sky, rock
Scene 12 contained the objects {rock, rock, water, building, building, sky, rock}, 
processed in that order by ‘attentional control’ and ‘attentional guidance’. Using
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propogated BNC co-occurrence, the system must recognise the two ‘manmade’ objects as 
‘buildings’ using a context provided by the objects {rock, rock, water} which are visually 
classified objects, controlled for in this experimental setup. No movement was detected in 
this scene. Working down the class hierarchy for the first manmade object, the first task 
is distinguish between the first level of manmade subordinates: {instrumentality, 
structure, way} (see figure 20). The co-occurrence scores for each possibility are given 
below, calculated using the matrix of table 11.
{rock, rock, water} and instrumentality: 22+22+46=90
{rock, rock, water} and structure: 60+60+50=170
{rock, rock, water} and way: 33+33+53=119
Here, the scene context, established by ‘attentional guidance’, successfully selects the 
correct subordinate of ‘manmade’, as it also does for the next level of traversal in the 
hierarchy, {bridge, building, obstruction}, correctly classifying the first manmade object 
as a ‘building’:
{rock, rock, water} and bridge: 75+75+63=213
{rock, rock, water} and building: 98+98+61=257
{rock, rock, water} and obstruction: 7+7+26=40
Now the first ‘building’ is added to the evolving scene context and the process begins 
again for the second: first to distinguish between {instrumentality, structure, way}...
{rock, rock, water, building} and instrumentality: 22+22+46+34=124
{rock, rock, water, building} and structure: 60+60+50+22=192
{rock, rock, water, building} and way: 33+33+53+58=177
...and then to distinguish between {bridge, building, obstruction}, achieving correct 
specific-level classifications for all possible foreground objects in the scene. The 
remaining 2 background objects, ‘sky’ and ‘rock’ are assumed known for this 
experimental setup and require no further discussion.
{rock, rock, water, building} and bridge: 75+75+63+33=246
{rock, rock, water, building} and building: 98+98+61+0=257
{rock, rock, water, building} and obstruction: 7+7+26+33=73
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Scene 24: vegetation, road, boy
Scene 24 contained the 3 objects {vegetation, road, boy} ordered either by 
attentional ‘control’ and ‘guidance’. Using propogated BNC co-occurrence, the system 
must first recognise the ‘manmade’ object as ‘road’, and then the ‘person’ as a ‘man’, 
using the context provided by the single object {vegetation} which is assumed to be 
known through controlled visual processing. No movement was detected. Working down 
the class hierarchy for the ‘manmade’ object, the first task is to distinguish between the 
first level of ‘manmade’ subordinates: {instrumentality, structure, way} using co­
occurrence knowledge between these possibilities and the presence o f ‘vegetation’:
{vegetation} and instrumentality: 1
{vegetation} and structure: 1
{vegetation} and way: 4
The scores, though all low, are sufficient to correctly select ‘way’ as the subordinate of 
‘manmade’ object here. The next choice is between {road, passage} and again, 
‘vegetation’ successfully selects the correct subordinate and specific-level classification 
for the ‘manmade’ object.
{vegetation} and road: 8
{vegetation} and passage: 0
This ‘road’ is now added to the current scene context to aid recognition of the ‘person’ 
present in the scene, which must be distinguished as one of {male, worker, female} : 
{vegetation, road} and male: 3+81=84
{vegetation, road} and worker: 1+2=3
{vegetation, road} and female: 3+42=45
The highest co-occurrence score for the possibilities is correctly assigned to the subclass 
‘male’, leaving a distinction to be made between {man, boy} which in this case is not 
correctly made on the basis of co-occurrence:
{vegetation, road} and man: 4+125=129
{vegetation, road} and boy: 1+37=38
4.2.2.5b Controlled Visual Processing: Summary over all Scenes
The effects of co-occurrence knowledge and attentional processing in the 
preceding scenes are encouraging but performance for the whole dataset must also be 
considered, and this is shown in the table below. It was judged misleading to include 
performance for the 82 (69%) background objects too since they will be trivially correct 
by controlling for visual processing. Instead, only the work done by context and attention, 
that is, the specific classification of the 36 instances of ‘people’ and ‘manmade’ objects, 
is summarised here, averaged over 100 runs to account for the probabilistic element of 
the system. Grey cells represent ‘control’ setups for the effects of context and attention. 
Precision, Recall and F-measure are given for the attentional processing mode of 
‘attentional control’ but for the other three modes, only a single figure is given because 
for them, precision = recall = F (see 4.2.2).
Standard
Co-occurrence
(Prec, Rec, F)
Propogated
Co-occurrence
(Prec, Rec, F)
Visual
Only
(Prec, Rec, F)
Attentional Control (0 .12, 0 .10, 0.11) (0.21, 0.18, 0.19) (0 . 11, 0 . 10, 0.10)
Attentional Guidance 0.13 0.19 0.10
Random Sequence 0.11 0.10 0.11
Parallel Mode 0.05 0.06 0.11
Table 17 -  Visually Controlled Performance for 30 TRECVID Testing Scenes
Here, there is some encouraging improvement shown by the use of co-occurrence 
and attention: for ‘propogated’ co-occurrence and both modes of attentional processing, 
there is an increase in F-measure of 9% over the ‘visual only’ setup. However, this 
improvement is only clearly demonstrated by ‘propogated co-occurrence’; the ‘standard’ 
BNC co-occurrence matrix offers only marginal increase over visual baseline 
performance. This might be explained with reference to the issue that prompted the idea 
of a ‘propogated’ matrix in the first place -  that of co-occurrence varying with specificity. 
To illustrate, consider scene 12, which was previously shown to feature successful 
recognition of the ‘manmade’ object ‘building’ using ‘propogated’ co-occurrence and the
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context provided by the objects {rock, rock, water}. At the top of the WordNet class 
hierarchy, a ‘manmade’ object must choose between the 3 subordinates {instrumentality, 
structure, way} but for this high level of generality, the ‘standard’ levels of co-occurrence 
found in the BNC are all zero:
{rock, rock, water} and instrumentality: 0+0+0=0
{rock, rock, water} and structure: 0+0+0=0
{rock, rock, water} and way: 0+0+0=0
This situation of context providing no guidance in the traversal downwards is a ‘tie’ and 
would lead the system to select a subordinate at random (see 3.2.5), perhaps explaining 
why the performance of ‘standard’ co-occurrence is quite close to the ‘visual only’ 
baseline which is a completely random traversal of the hierarchy. In contrast, 
‘propogated’ co-occurrence was shown earlier to correctly guide the selection of the 
subordinate ‘structure’ in this scene.
What is also suggested by these results is that the processing sequence provided 
by Itti and Koch’s model is actually required for co-occurrence to be able to aid 
recognition within this particular system architecture. The ‘control’ modes of attentional 
processing - where only the effects of context are intended to be active - do not display 
any improvement over visual baseline. For a ‘random sequence’ of object processing, 
there is negligible difference in the performance of both types of co-occurrence matrix 
compared to a ‘visual only’ setup and for ‘parallel mode’, the performance is actually 
worse than baseline. The reason for this last result appears to be that, as all objects 
present in the scene simultaneously contribute to the context, the context itself becomes 
less discriminative. This might be explained by Hoogs’ choice of ‘background’ objects 
{rock, sky, vegetation, water} which I have inherited; it is a topic for future work to 
determine exactly how distinctive these 4 object classes can be since it is not unusual to 
find several or all of them together in a scene.
In absolute terms, the performance here is still low but there is certainly some 
improvement over ‘visual only’ performance -  co-occurrence and attention appear to be 
capable of a modest degree of successful guidance in specific-level classification.
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One final point of interest is that the kind of movement analysis used here proved 
to be ineffectual. Aside from the variations in co-occurrence and attention, the system 
was also run with and without input from scene movement and negligible difference in 
output was found for either full visual processing or controlled visual processing. It is 
possible that the situation would be different if  more complex object tracking like that 
used by Hoogs, were employed, though this will remain as future work.
4.3 Testing VHACCOR with Real-World Visual Scenes
VHACCOR was also tested with challenging real-world scenes. Like LHACCOR, 
evaluation addresses the general research question, namely, whether co-occurrence 
knowledge and attentional processing can improve object recognition performance over a 
purely visual approach. Unlike LHACCOR, the separation of pure visual performance 
and combined performance is straightforward because a ‘standard’ visual object 
recognition system is trained and tested as part of the method.
439 challenging static real-world scenes from the MIT’s annotated LabelMe 
(Russell et al, 2005) were chos 
following vocabulary of 20 object classes:
dataset en®'^’^ for these experiments, comprising the
{brush, building, car, desert, field, grass, ground, hill, mountain, path, 
plain, river, road, rock, sand, sea, sidewalk, sky, tree, tree trunk}
For training, 222 scenes were used to train a visual processing system to recognise this 
vocabulary and 217 independent scenes were used to test it®'^‘^ , both alone and combined 
with co-occurrence knowledge and attentional processing. In the last experiments, poor 
segmentation effectively discounted the effects of context and attention but, when 
controlled for, some progress was made. It was decided here that manual segmentation 
would also feature in the experiments as a matter of course.
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4.3.0.1 Dataset Annotation as Corpus
Unlike the scene dataset used in the experiments for LHACCOR, the current 
experiments have access to a reasonably large number of textually annotated scenes and 
this gave rise to an interesting possibility: the definition of a linguistic corpus is quite 
flexible and in essence, any body of text might be considered a corpus. What if the scene 
groundtruth was also used to calculate a co-occurrence matrix? It would be a simple 
matter to work through each scene in the dataset and count the frequency of co­
occurrence for each class in the vocabulary. There would be no need to attend to 
polysemy, synonymy and part-of-speech. Derived from a particular set of scenes, this 
groundtruth corpus might be considered less representative of the world at large than a 
sizable general-language corpus but it could also be considered as guaranteed to contain 
the kind of contextual information ideally required from a linguistic corpus, even if it is 
only for these particular scenes. Both co-occurrence matrices would be identical in 
dimension and usage and it would be interesting to see whether one performed better than 
the other, and if so, which one.
4.3.0.2 Comparing the Hierarchies of LHACCOR and VHACCOR
As the main difference between LHACCOR and VHACCOR is the class 
hierarchy used it seems appropriate to directly compare performance of the two systems 
on the same dataset to see which hierarchy gives best results. However, this was not 
done, for the following reasons. The first option for comparison would be to also run 
VHACCOR on the TRECVID dataset just used but this was not viable because 
VHACCOR requires training on sufficiently numerous examples of the classes in its 
vocabulary and there were simply not enough in that dataset (even without requiring an 
independent test set). The other option was to run LHACCOR on the LabelMe dataset but 
this would also not yield a worthwhile comparison due to the limitations of Hoogs’ class 
hierarchy. Using the method of 3.1.2a, a subset of WordNet was selected based on the 
vocabulary of 20 object classes in the LabelMe dataset. The mapping of these 20 classes 
to WordNet and Hoogs’ general classes is shown below:
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Raw Object 
Label
General Class Raw Object 
Label
General Class
Brush Vegetation Plain -
Building Manmade River Water
Car Manmade Road Manmade
Desert - Rock Rock
Field Vegetation Sand -
Grass Vegetation Sea Water
Ground Rock Sidewalk Manmade
Hill Rock Sky Sky
Mountain Rock Tree vegetation
Path Manmade Tree trunk vegetation
Table 18 - Mapping of LabelMe Vocabulary to General-Level Classes
LHACCOR is based around Hoogs’ limited ontology, which i) simply does not 
include include some classes found in the dataset and ii) merges many others into one of 
the background classes {sky, rock, vegetation, water}. Here, 3 objects could not be fitted 
into Hoogs’ hierarchy and, while the rest were successfully located, all but the 5 
‘manmade’ objects lost their specificity as they were merged into a background class. 
The final result was a system with 9 objects in its vocabulary - the 5 foreground 
(manmade) objects and the 4 background classes. VHACCOR, on the other hand is 
agnostic about what the objects in its vocabulary are: foreground or background -  all are 
just regions with features -  and it can output all 20 classes at their original level of 
specificity. The vocabularies of the two systems are very different, making a direct 
comparison difficult and this is why none was attempted here, although future work will 
seek to amend this situation.
4.3.1 Training VHACCOR
4.3.1.1 Train Visual Classifier
Blobworld was used for segmenting and representing objects and its 6 colour and 
texture features were extracted from training examples for each required class in the 
dataset vocabulary. Since segmentation groundtruth is available for LabelMe, single 
objects can readily be extracted from a scene to serve as class examples for training
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purposes and a vector of Blobworld colour and texture features could be extracted for 
each. A Naïve Bayes classifier (Gershenfeld, 1999) was trained on this set of feature 
vectors after being normalised to the interval [0,1] and quantised to 20 discrete levels 
since this type of classifier does not handle continuous data. The class priors used in this 
classifier were assumed to be uniform. After training, the classifier was tested using the 
independent set of 217 testing scenes. As when training the classifier, the groundtruth 
segmentation was used to isolate scene objects, though Blobworld was used to extract a 
feature vector for a total of 875 objects. Running these vectors into the trained classifier 
produced a predicted class for each and the true versus predicted classes are shown in the 
confusion matrix below. This matrix will be used to build a class hierarchy for this visual 
processing system.
1
cr
1m § fa 1gq 1 I 1 # 1 3fv 1 0 1t g
b ru A 1 0 1 1 1 2 0 0 1 1 1 0 0 0 0 0 0 0 0 0
buiMing 0 s 0 5 0 1 0 2 3 0 0 1 0 2 2 0 0 0 0 0
car 0 0 7 0 6 1 1 1 0 0 2 7 0 11 0 0 4 0 0 0
desert 0 2 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0
field 0 4 5 1 3 10 1 2 3 2 2 3 2 2 3 1 3 1 1 0
grass 1 0 0 0 0 0 1 0 0 0 0 0 1 1 1 1 0 0 0 0
ground 0 0 0 0 0 1 0 0 1 0 0 1 0 0 2 0 0 0 1 0bm 0 0 1 0 0 0 0 1 0 0 1 1 0 1 0 0 0 0 0 1
m ountain G 19 11 10 18 12 11 22 10 4 6 28 4 8 9 11 7 4 0 11
path 0 0 0 0 0 1 0 1 0 0 0 1 0 0 2 0 0 0 0 0
p k in 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0
fiv er 0 1 3 0 0 2 0 0 2 0 0 2 0 0 0 0 0 0 0 0
road 0 1 2 0 2 3 0 1 1 2 0 2 2 0 4 1 0 4 0 0
fock 0 0 1 1 1 1 2 2 0 1 0 4 0 4 0 0 1 0 0 4
sand 0 0 1 0 2 2 1 1 4 0 0 1 2 2 3 2 0 2 0 1
sea 0 5 1 8 2 5 1 6 2 0 4 10 4 0 2 2 1 7 0 0
sid ew alk 0 0 3 0 2 1 0 2 1 0 0 7 0 5 0 0 1 0 0 1
s k y 1 3 16 1 26 23 0 11 2 1 2 6 14 1 35 12 4 28 3 1
tree 4 5 20 5 6 10 1 7 12 0 5 15 5 13 14 2 10 2 0 0
trunk 0 0 0 0 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0 1
Table 19 - Confusion Matrix for Blobworld Features and Manual Segmentation
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As a purely visual system, 74 out of 875 (=8%) objects were correctly classified with this 
manual segmentation. The same testing scenes were also run using full Blobworld
segmentation which correctly segmented and classified 26 out of 875 (=3%) of the
available objects. These two levels of performance constitute the baseline for ‘visual 
only’ processing and it is up to context and attention to try and improve them.
4.3.1.2 Build Class Hierarchy
The confusion matrix from visual testing was used to build a visual hierarchy 
adaptive to the classes confused by BlobWorld features and the Naïve Bayes Classifier. 
First, each row in the confusion matrix was normalised®'^'^ to the range [0,1]. Then, using 
a single-linkage hierarchical clustering algorithm built into Matlab, the hierarchical 
structure shown in figure 24 was found within it. Experiments with the ‘inconsistency 
coefficient’ criterion for halting cluster merging were carried out manually to determine a 
general-level grouping that was not too specific or general, which in failure would yield 
the 20 original classes or 1 single class. An inconsistency coefficient of 0.8 was found to 
yield the most general merging into 13 clusters. Any increase of this value merged the 13 
clusters into 1, which is not useful.
Figure 24 - Dendrogram derived from Confusion Matrix
The final hierarchy constructed contained 13 classes, of which 10 were individual object 
classes.
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Road Sky Sand Field Tree Brush Hill River Grass Building Sea/
Mountain
Ground/
Path
Trunk/Desert/
Plain
Sea Mountain Car Sidewalk Rock Ground Path Trunk Desert Plain
Figure 25 - Adaptive Visual Hierarchy for LabelMe Testing Vocabulary
4.3.1.3 Make Contextual Knowledge
Two co-occurrence matrices were calculated for the system vocabulary. The first 
matrix used the British National Corpus and WordNet (to provide a list of synonyms) but 
there was no need for the propogation of co-occurrence because the VHACCOR class 
hierarchy has only two levels. The second matrix used the groundtruth recognition 
annotation accompanying the LabelMe scene dataset as a corpus. As this corpus consists 
of a known list of class names, calculation of this matrix required no attention to 
synonymy. Tables 20 and 21 show the resulting matrices.
Î 1gq 8 i-S- 1 1
1
1 g 1 t I 3K3 I g t t Î i
brush 0 0 7 0 3 1 12 2 1 6 5 2 25 4 10 0 0 5 6 0
bmtdmg 0 0 84 0 24 8 158 25 9 11 28 34 114 105 12 21 5 12 14 3
car 7 84 0 2 36 24 76 49 24 25 46 33 587 40 5 14 30 7 28 5
desert 0 0 2 0 3 1 19 2 6 0 7 10 13 10 25 14 5 8 0 0
fie ld 3 24 36 3 0 38 85 13 5 31 416 20 71 14 1 15 0 9 12 0
^ s s 1 8 24 1 38 0 49 9 3 22 33 9 26 22 8 7 7 17 25 2
grouud 12 158 76 19 85 49 0 52 51 59 188 103 184 110 39 302 4 70 58 5
hm 2 25 49 2 13 9 52 0 22 16 13 22 138 25 6 15 2 14 10 3
moimtain 1 9 24 6 5 3 51 22 0 13 22 14 81 30 0 18 1 12 4 0
p a th 6 11 25 0 31 22 59 16 13 0 26 54 104 21 7 17 1 3 29 0
p la in 5 28 46 7 416 33 188 13 22 26 0 39 83 29 9 28 0 16 13 0
river 2 34 33 10 20 9 103 22 14 54 39 0 72 28 19 83 0 10 5 0
road 25 114 587 13 71 26 134 138 81 104 83 72 0 64 5 61 24 19 25 11
rock 4 105 40 10 14 22 110 25 30 21 29 28 64 0 38 47 6 28 17 0
sand 10 12 5 25 1 8 39 6 0 7 9 19 5 38 0 79 2 3 0 1
sea 0 21 14 14 15 7 302 15 18 17 28 83 61 47 79 0 0 67 3 0
side%'alk 0 5 30 5 0 7 4 2 1 1 0 0 24 6 2 0 0 0 0 0
5 12 7 8 9 17 70 14 12 3 16 10 19 28 3 67 0 0 4 0
tree 6 14 28 0 12 25 58 10 4 29 13 5 25 17 0 3 0 4 0 88
trunk 0 3 5 0 0 2 5 3 0 0 0 0 11 0 1 0 0 0 88 0
Table 20 - BNC Co-occurrence Matrix for System Vocabulary
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or
a
cr
1CR § Î 1 gqK 11 I. I t I 1 1 s t1 t 1 1
b m sh 0 0 0 0 0 1 0 0 0 6 0 4 0 0 0 0 0 6 13 1
■building 0 0 39 0 2 0 0 0 3 0 0 1 39 4 3 9 39 12 3 0
car 0 33 0 0 1 0 0 0 0 0 0 0 39 0 0 0 39 1 0 0
dBsert 0 0 0 0 0 0 0 2 9 0 0 0 0 0 0 0 0 10 2 0
field 0 2 1 0 0 2 0 15 29 3 3 2 12 0 0 0 0 73 42 0
grab's. 1 0 0 0 2 0 0 1 2 2 0 2 0 0 0 0 0 10 11 1
ground 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 10 11 1hm 0 0 0 2 15 1 0 0 5 0 3 0 3 0 0 0 0 19 3 0
m ountain 0 3 0 9 29 2 1 5 0 0 4 5 6 4 14 63 0 245 44 1
p a th 6 0 0 0 3 2 0 0 0 0 1 1 0 0 0 0 0 7 9 0
p lain 0 0 0 0 3 0 0 3 4 1 0 0 0 0 0 1 0 7 0 0
river 4 1 0 0 2 2 1 0 5 1 0 0 0 0 0 0 0 12 17 1
road 0 39 39 0 12 0 0 3 6 0 0 0 0 0 0 0 39 12 3 0
rock 0 4 0 0 0 0 0 0 4 0 0 0 0 0 2 24 0 25 1 0
sand 0 3 0 0 0 0 0 0 14 0 0 0 0 2 0 47 0 47 0 0
sea 0 9 0 0 0 0 0 0 63 0 1 0 0 24 47 0 0 119 0 0
sidew alk 0 39 39 0 0 0 0 0 0 0 0 0 39 0 0 0 0 0 0 0
s k y 6 12 1 10 73 10 10 19 245 7 7 12 12 25 47 119 0 0 101 9
tree 13 3 0 2 42 11 11 3 44 9 0 17 3 1 0 0 0 101 0 9
trunk 1 0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 9 9 0
Table 21 - LabelMe Co-occurrence Matrix for System Vocabulary
Both matrices display some intuitively plausible co-occurrences. ‘Car’ and ‘road’ 
co-occur frequently, as do ‘sand’ and ‘sea, ‘field’ and ‘grass’. However, it is also clear 
from inspection that the BNC matrix is far denser than the LabelMe matrix. These 
plausible co-occurrences in the BNC matrix are accompanied by a large number of 
frequent co-occurrences with many other objects. For example, ‘car’ is found most 
frequently with ‘road’ but it also co-occurs with most of the other objects in the 
vocabulary with some frequency. It is not realistic to expect that every object class in the 
vocabulary should have a simple pattern of co-occurrence; some objects can be found in 
many different contexts. It does, however, make the task of analysing the matrix for 
plausibility more difficult. Most entries in the LabelMe matrix are zero, which may have 
the effect of making it clearer and more selective in its contextual biasing during system 
operation.
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The BNC matrix calculated here is also far denser than the standard BNC matrix 
calculated in the last experiments for LHACCOR. The reason for this appears to be that, 
as the WordNet hierarchy is no longer used and the vocabulary used here is all of a 
similar level of ‘medium’ specificity, the issue of co-occurrence becoming sparse 
between general-level terms does not occur. Again, whether this is actually beneficial 
remains to be seen.
4.3.2 Testing VHACCOR
4.3.2.1 Segmentation
Blobworld was used to segment each testing scene and its results were compared 
to the LabelMe groundtruth. It is assumed that only those segments corresponding 
sufficiently well to the underlying scene objects are usable since a class for them can be 
determined. This has the effect of making ‘indeterminate’ segments unusable for testing 
and thus reducing the practical number of objects in each scene.
Object
Class
G roundtruth
Segments
Correct BW 
Segments
brush 9 1
building 25 5
car 40 5
desert 6 2
field 49 19
grass 6 1
ground 6 3
hill 6 1
mountain 219 53
path 5 2
plain 6 2
river 10 2
road 25 16
rock 22 6
sand 24 8
sea 60 27
sidewalk 23 1
sky 190 122
tree 136 23
tree trunk 6 0
875 300(35% )
Table 22 - Correctly Segmented Testing Examples per Class
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Here, Blobworld performed quite poorly in absolute terms but it must be remembered 
that this is very difficult task and the dataset used here consists of natural, not contrived 
scenes. That only 35% of scene objects will be candidates for general-level classification 
seriously depletes the opportunities for context and attention to demonstrate any 
improvement.
4.3.2.2 Make Attentional Fixations
Each scene was also processed by the iNVT implementation of Itti and Koch’s 
attentional model used earlier, to produce a sequence of attentional fixations for that 
scene. Again, IKAM was often selective in the objects it fixated, leaving some 
unattended which may have consequences for specific-level classification. In total, 699 
out of the available 875 objects in the testing scenes were attended to, which is 
approximately 80%. Whether this selectivity can improve the context for specific-level 
recognition (using the mode of ‘attentional control’) enough to overcome the diminished 
recall remains to be seen.
4.3.2.3 General-Level Classification
Each object segment in each Blobworld-segmented scene was classified using 
Blobworld features extracted from each segment, fed into the classifier trained earlier. 
This yielded a specific classification for each object that must be mapped to a general 
class in the adaptive hierarchy determined in 4.3.1.2. General-level classification results 
for both Blobworld and manual segmentation are shown here.
Blobworld Segmentation Manual Segmentation
26/875 = 3% 180/875 = 21%
Table 23 - Correctly Classified Objects at a General Level
The general-level classification of Blobworld segments is poor, placing an upper 
limit of 3% accuracy on specific classification for the system when using Blobworld 
segmentation. General-level classification for manual segmentation is also low but the 
driving idea of VHACCOR -  that of making the visual classification stage more accurate
99
at the expense of the specificity of classification -  is seen in action. Visual processing, 
which in training misclassified 92% of the objects, now only misclassifies 79% of them, 
but with reduced specificity. Whether this specificity can be regained using context for a 
net increase in performance will be seen next.
4.3.2.4 Specific Contextual Classification
Precision, recall and F-measure are used to evaluate performance here since the 
different modes of attentional processing may yield different numbers of objects for 
specific-level recognition. The object of these experiments is to determine whether 
context and attention can improve visual performance alone, which is straightforward 
since baseline visual performance for both Blobworld and manual segmentation was 
determined in 4.3.1.1. Both types of segmentation were tested with the 4 modes of 
attentional processing and contextual knowledge derived from both the BNC and from 
the dataset groundtruth as corpus. As before, the hypothesis is that knowledge of co­
occurrence and attentional processing can improve baseline visual performance (3%). 
Precision, Recall and F-measure are given for the attentional processing mode of 
‘attentional control’ but for the other three modes, only a single figure is given because 
for them, precision = recall = F (see 4.2.2). An average over 100 runs was taken to 
control for the probabilistic element of the system.
BNC Context
(Prec, Rec, F)
LabelMe Context
(Prec, Rec, F) Visual Only
Attentional Control (0.08, 0.01, 0.02) (0.09, 0.01, 0.02)
Attentional Guidance 0.02 0.03 0.03
Random Sequence 0.02 g. 0.03
Parallel 0.02 0.03
Table 24 - Blobworld Segmentation Recognition Performance
As before, the results are disappointing for Blobworld segmentation. In absolute 
terms, performance is poor for both baseline visual processing and for the use of context
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and attention. There is some small improvement in precision over baseline offered by 
context and ‘attentional control’. Although Blobworld segmentation and ‘attentional 
control’ effectively remove some objects from a scene, it is possible that the missing 
objects are those that confuse the context, which might explain why ‘attentional control’ 
fared better in the tests using Blobworld segmentation. However, as this mode of 
attentional processing does not always attend to all scene objects, it has a lesser recall, 
that in this case, results in a lower F-measure. Taken at face value, there is no evidence 
here to support the hypothesis but again the cumulative errors in visual processing have 
made it difficult to fairly evaluate the effects of context and attention so segmentation is 
controlled for in the results below. In this setup, only groundtruth segmentation is used - 
Blobworld visual features are still used in general-level classification. As for LHACCOR, 
using this setup, context was able to specifically recognise objects in several scenes and, 
as examples, scenes 39 and 119 will now be walked through in more detail.
4.3.2.4a Controlled Visual Processing: Scenes with Successful Recognition
Figure 26 -  Example Scenes (39 & 119) with Successful Recognition
Scene 39: sky^  mountain, mountain
According to the LabelMe segmentation groundtruth, scene 39 consists of 3 
objects: a region of ‘sky’ and two ‘mountains’, processed in that order as determined by 
‘attentional guidance’. According to the visual hierarchy of object classes determined 
during training (figure 25), ‘sky’ is a class that Blobworld can be expected to recognise 
reliably and is therefore recognised purely on visual features. In this case, ‘sky’ is 
successfully recognised by visual processing and is added to the evolving list of object-
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level context for specific-level recognition. The remaining 2 objects are of class 
‘mountain’, which unlike ‘sky’, was a class found during training to be potentially 
confused visually with another class, that of ‘sea’ and is therefore considered a member 
of the general-level class ‘mountain/sea’. After being successfully assigned by visual 
processing to this composite class, an object would be classified as either ‘mountain’ or 
‘sea’ based on scene context and co-occurrence knowledge and this is where co­
occurrence knowledge has the opportunity to supplement visual processing.
The first ‘mountain’ is incorrectly classified by visual processing as ‘plain’, 
failing to assign it to the class ‘mountain/sea’. However, the second ‘mountain’ is 
classified visually as ‘sea’, correctly assigning it to the general level class ‘mountain/sea’, 
and leaving context to decide which. At this point, the scene context is known to consist 
of the objects ‘sky’ and ‘plain’ and by consulting the LabelMe co-occurrence matrix, 
whether this last object is more likely to be ‘mountain’ or ‘sea’ can be estimated.
{sky, plain} and mountain: 245+4 = 249 
{sky, plain} and sea: 118+1 = 119
Here, ‘mountain’ is correctly made the most likely classification for the object. In this 
case, the erroneous visual classification of the first ‘mountain’ as ‘plain’ did not prevent 
the second mountain being distinguished on context because ‘plain’ does not strongly co­
occur with either ‘mountain’ or ‘sea’, making its contribution to the decision almost 
negligible. 2 out of 3 objects were correctly classified in this scene: the first on visual 
features alone, the second using a combination of visual features and contextual 
knowledge.
Scene 119: road, building, car, sidewalk, sidewalk, car, car
According to the LabelMe segmentation groundtruth. Scene 119 consists of the 
following 7 objects, processed in an order determined by ‘attentional guidance’: road, 
building, car, sidewalk, sidewalk, car, car. During training, the classes ‘road’ and 
‘sidewalk’ were determined to be confusable by Blobworld visual processing and they, 
along with ‘rock’ are considered to be both part of a general class {car, sidewalk, rock}
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which is to be determined visually and its’ contents distinguished between contextually 
(see figure 25).
The first 2 scene objects, ‘road’ and ‘building’ are correctly classified on visual 
features alone and they provide the context for the recognition of subsequent objects. The 
3"^  ^object, a ‘car’, is then correctly visually assigned to the general class {car, sidewalk, 
rock} requiring a specific classification for it to be calculated using the established 
context and the LabelMe co-occurrence matrix. The scores for each possibility are:
{road, building} and Car 39+38 = 77
{road, building} and Sidewalk 38+38 = 76
{road, building} and Rock: 0+0 = 0
Though narrowly, ‘car’ correctly has the highest score of the three possibilities and is 
added to the evolving scene context. Then, visual processing misclassifies the 4* object 
‘sidewalk’ as a ‘river’ and this too is added to the scene context. Here, as in scene 39, this 
misclassification does not impair the context for subsequent objects because it does not 
frequently co-occur with any of them, and despite this error, objects 5 and 6 are both 
successfully classified and added to the scene context with scores given below:
{road, building, car, river} and Car 39+38+0+0 = 77
{road, building, car, river} and Sidewalk 38+38+38+0 = UA 
{road, building, car, river} and Rock: 0+0+4+0 = 4
{road, building, car, river, sidewalk} and Car 39+38+0+0+38 = 115 
{road, building, car, river, sidewalk} and Sidewalk 38+38+38+0+0 = 114 
{road, building, car, river, sidewalk} and Rock: 0+0+4+0+0 = 4
The last object, however, is not correctly classified as a car, because ‘sidewalk’ achieves 
the highest score based on context.
{road, building, car, river, sidewalk, car} and Car 39+38+0+0+38+0 = 115 
{road, building, car, river, sidewalk, car} and Sidewalk 38+38+38+0+0+38 =
{road, building, car, river, sidewalk, car} and Rock: 0+0+4+0+0+0 = 4
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In total, 5 out of 7 objects were correctly classified in this scene using a combination of 
visual processing, contextual knowledge and ‘attentional guidance’.
4.3.2.4b Controlled Visual Processing: Summary over all Scenes
The effects of co-occurrence knowledge and attentional processing in the 
preceding scenes are encouraging but performance for the whole scene dataset must be 
examined and this is shown in table 25 below. Precision, Recall and F-measure are given 
for the attentional processing mode of ‘attentional control’ but for the other three modes, 
only a single figure is given because for them, precision = recall = F (see 4.2.2). An 
average over 100 runs on the same dataset was used to control for the probabilistic 
element of system operation.
BNC Context
(Prec, Rec, F)
LabelMe Context
(Prec, Rec, F) Visual Only
Attentional Control (0.07, 0.04, 0.05) (0.13,0.07, 0.08) 0.08
Attentional Guidance 0.07 0.13 0.08
Random Sequence 0.06 0.07 0.08
Parallel 0.03 0.04 0.08
Table 25 - Recognition Performance with M anual Segmentation
Here, there is some encouraging improvement shown by the use of co-occurrence 
and attention: for ‘LabelMe’ co-occurrence and ‘attentional guidance’ there is an increase 
of 5% over the baseline ‘visual only’ setup, amounting to an extra 44 objects successfully 
recognised. However, this improvement is only demonstrated by ‘LabelMe’ co­
occurrence as the ‘standard’ BNC co-occurrence actually performs worse than visual 
baseline. The reason for this appears related to the relative density of the 2 co-occurrence 
matrices. In the ‘standard’ BNC matrix, most classes in the vocabulary were found to co­
occur with each other to a significant degree and this seems to make it a far less selective 
source of contextual guidance. The LabelMe matrix, in contrast, is very sparse and 
appears much more selective.
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Attentional processing also appears to be necessary for co-occurrence to have a 
beneficial effect. The ‘control’ modes that exclude attentional processing fi*om 
contributing to recognition perform worse than baseline even though co-occurrence is 
still being used. It appears that the ‘right’ order of processing is required to build up the 
context used for specific-level recognition and Itti and Koch’s model seems to offer a 
better ordering than simply ordering at random. ‘Parallel mode’ performs worse than any 
other perhaps because, as all objects present in the scene simultaneously contribute to the 
context, the context itself becomes less discriminative.
In absolute terms, the performance here is still low but there is certainly some 
improvement over ‘visual only’ performance -  co-occurrence and attention appear to be 
capable of a modest degree of successful guidance in specific-level classification. As 
segmentation, but not general-level classification, is controlled for here, the setup is less 
idealised than that used for LHACCOR.
4.4 Discussion
What do the preceding results have to say about the hypothesis? The visually- 
controlled experimental setup could be interpreted as providing a specification for visual 
processing. In other words, context and attention can provide some improvement i f  visual 
processing is capable of correct segmentation and general-level classification. The 
significance of the above results will depend on whether one considers this specification 
to be achievable or not. If correct segmentation and general-level recognition really are 
beyond the capability of visual processing per se, then the relative improvement shown 
above is essentially unusable because it demands more of visual processing than it can 
ever provide and, as such, it cannot be said to provide evidence that context can improve 
the capability of visual processing.
However, there are reasons to believe that this visual ‘specification’ might be 
much better met by changing the visual processing used. The Blobworld visual 
processing used here is considerably less sophisticated than Hoogs’ original approach to 
segmentation and general-level recognition and may be severely disabling the system
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(although it is not possible to confirm this, since Hoogs does not give the accuracy of his 
visual processing alone). The problem of segmentation might be addressed in one of two 
ways: the first is to improve the method used and the second is to try to do without it 
altogether. Perhaps the kind of hybrid top-down/bottom-up segmentation used by 
Borenstein et al (2004) will be able to improve segmentation performance. It is possible 
that the object-level co-occurrence knowledge developed here may usefully narrow the 
possibilities, top-down, when merging or splitting each local patch in their segmentation 
process. Or, the use of local features without segmentation, such as that found in 
Sudderth et al (2005) and Sivic et al (2005) may be a better alternative, as long as it can 
be reliably extended to deal with the presence of multiple objects in a single scene. By 
using a different visual processing system and a different feature set, general-level 
classification might also become substantially more accurate.
For these reasons, I would consider the preceding results as offering a modest 
level of evidence to support the hypothesis that linguistic co-occurrence and attentional 
processing can improve purely visual object recognition. Clearly, much more work must 
be done to definitively settle the issue but the results here seem encouraging.
What is clearest is that contextual knowledge here appears to be capable of 
providing some useful guidance in the process of classification, perhaps even aside from 
the task of visual object recognition. One interpretation of the process in the controlled 
experimental setup is as a kind of ‘20 questions’ or ‘guessing game’ where an unknown 
object is to be classified but instead of using properties of that object, knowledge of its 
surroundings is used to narrow down its identity. In this process, contextual knowledge 
produced better results than simply guessing.
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Chapter 5: Conclusions and Future Work
In this dissertation, I have addressed the question of how linguistic knowledge and 
attention might be combined with visual features for the task of object recognition. More 
specifically, I have tested the hypothesis that a combined approach can offer better 
performance than a purely visual system. In practical terms, I have critiqued the work of 
Hoogs and presented two systems that extend his hierarchical architecture for object 
recognition. The first system, LHACCOR, extended Hoogs by using co-occurrence 
knowledge derived from a general-language corpus and a processing sequence provided 
by Itti and Koch’s model of attention. The second system, VHACCOR, also varied the 
class hierarchy used by Hoogs by adapting it to the pattern of error in visual processing. I 
have implemented these two systems and used them to test my hypothesis on challenging 
real-world scenes. Some improvement was demonstrated by controlling for components 
of visual processing and this is taken to provide a modest level of evidence to support the 
hypothesis that combining visual features with corpus co-occurrence and attentional 
guidance can give better performance than a purely visual approach.
5.1 Hoogs
Hoogs’ approach was critiqued at a number of levels. His choice of co-occurrence 
knowledge and his lack of overt ordering in scene processing were open to criticism and 
my systems were built to provide alternatives to these choices. Because it was not 
possible to directly compare my systems with Hoogs’ original system®'^ \  the relative 
performance of corpus co-occurrence over WordNet sense glosses and the use of Itti and 
Koch’s attentional model remains for future work. However, the alternatives I explored 
have produced encouraging results in their own right.
What is strongly suggested by my experiments is that Hoogs’ choice o f class 
hierarchy is limited in its descriptive power. A number of object classes in the 
experimental datasets used here had no place in Hoogs’ ontology and many lost all useful 
specificity as they could only be recognised as one of {sky, vegetation, rock, water}. If 
Hoogs’ approach of using a high-level conceptual structure like WordNet is to be
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extended, it will require a more comprehensive set of general-level classes, expanded to 
include ‘animals’, at least, and to allow a general-to-specific traversal of all background 
classes in addition to the current choice of {manmade, people}. That VHACCOR 
produced encouraging results also suggests that a visually-constructed hierarchy may be a 
worthwhile alternative to the likes of WordNet.
Also strongly suggested by my experiments is that the monolithic nature of 
Hoogs’ system, and my variants of it, often makes it difficult to utilise whatever guidance 
can be provided by contextual knowledge. Perhaps another way to share the task of object 
recognition between visual features and linguistic context that is not scuppered by visual 
processing error can be found. It is conceivable that context might influence visual 
processing at an earlier stage, perhaps before a definite general-level classification has 
been made. This kind of contextual priming used before visual recognition takes place is 
found in the use of global scene ‘gist’ used by Torallba et al (2003) and Oliva (2005) and 
might be used profitably here.
Forgetting comparison to Hoogs and taking my systems on their own terms, there 
are also some tentative conclusions that can be drawn about corpus co-occurrence and 
atttention within this kind of architecture.
5.2 Corpus Co-occurrence
Within in a hierarchy like WordNet, which allows very general levels of 
classification, the standard calculation of co-occurrence suffered from a problem of co­
occurrence becoming sparse as generality increased, leading to inferior performance in 
LHACCOR. However, co-occurrence ‘propogated’ upwards from the specific-level of the 
hierarchy was found to produce results exceeding ‘visual only’ performance. In contrast, 
the co-occurrence matrix of VHACCOR was always built on specific level terms and as a 
result, became comparatively dense. This appeared to provide less discriminative 
contextual guidance because, to a significant degree, all objects were found with all other 
objects. On the other hand, the sparse and selective co-occurrence matrix derived by 
using the LabelMe groundtruth as a corpus was able to provide some improvement over a
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purely visual system. It remains for future work to determine exactly why sparseness was 
problematic for LHACCOR but necessary for VHACCOR. There seems to be some kind 
of appropriate balance to be struck and the properties of this ‘ideal’ co-occurrence matrix 
are to be theoretically determined. The interactions between the system vocabulary used, 
the class hierarchy and choice of corpus are complex and will require considerable 
analysis.
Several possibilities arise for making the co-occurrence matrix more selective. 
First, co-occurrence calculations should take polysemy into account. Although this was 
intended from the start, practical difficulties of finding a suitably large, general language 
corpus with sense tags meant that polysemy was not accounted for. It may be possible to 
use software such as Mihalcea’s (2005) ‘Senseleamer’ system to sense tag the relevant 
portions of the British National Corpus when calculating co-occurrence. Selecting only 
the correct sense of the words found can only reduce the co-occurrence frequency for 
each object pair found and may result in a more selective matrix. Second, the more 
specialist form of co-occurrence known as collocation, described in 2.4, might be 
explored. Most techniques for calculating collocations reject co-occurrence frequencies 
that fall below a threshold and this may improve the selectivity of the resultant matrix. 
Third, the choice of the corpus itself might be more selective. Although it seems 
appropriate to use a general language corpus to provide general patterns o f co-occurrence, 
the relative improvement of the specialised LabelMe corpus over the BNC also suggests 
the investigation of corpora with more restricted content. Perhaps corpora such as those 
comprised of texts from Audio Description for the visually-impaired might more directly 
describe the objects present in a scene.
Also, it became apparent that there is considerable structural similarity between 
VHACCOR and the general task of Word Sense Disambiguation as described by Ide & 
Veronis (1998) which consists of two stages. The first stage in disambiguating a 
polysemous word is to determine the set of possible senses for it and the second is to use 
the words surrounding it in a sentence to select the most likely sense to co-occur with 
them. These stages are almost identical to the two stages of my system - assignment to a
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general class of several possibilities and then selection of one class according to the 
objects also present in the scene. There may be potential to transfer some of the 
techniques used in WSD to the task of visual object recognition.
5.3 Visual Attention
It seems clear from my experiments that the sequencing of object processing 
provided by Itti and Koch’s model of attention was necessary to allow co-occurrence to 
aid recognition. Without it, co-occurrence was either ineffectual or actually performed 
worse than a ‘visual only’ setup. A sequential approach also consistently outperformed 
the processing of objects in parallel. The beneficial relation between visual salience and 
object-level context is intriguing and requires further investigation.
The model of visual attention used here processes entirely bottom-up but it might 
be profitable to investigate how co-occurrence knowledge could contribute to a top-down 
model of attention such as Wolfe’s (1998) ‘Visual Search’ model. The object recognition 
task attempted here has been essentially to find every object in a scene but this task may 
not reflect the way humans perceive a scene. Under normal circumstances, people are 
driven by goals and their gaze is driven by the information required to achieve them. In 
tasks such as visual surveillance it may be more appropriate to search for only objects of 
interest or suspicion and perhaps abnormal co-occurrence could be used to direct 
attention to the presence of unusual objects.
5.4 Visual Processing
It is clear that visual processing must be improved in order to take advantage of 
any benefits offered by context and attention. For LHACCOR, this will require both 
improved segmentation and recognition of Hoogs’ general classes but for VHACCOR, 
only segmentation might require substantial improvement because its main motivation is 
the existence of error in visual classification.
The problem of segmentation might be addressed in one of two ways: the first is 
to improve the method used and the second is to try to do without it altogether. Perhaps
110
the kind of hybrid top-down/bottom-up segmentation used by Borenstein et al (2004) will 
be able to improve segmentation performance. It is possible that the object-level co­
occurrence knowledge developed here may be applicable to this end by narrowing the 
possibilities, top-down, for each local patch in their segmentation process. Or, the use of 
local features without segmentation, such as that found in Sudderth et al (2005) and Sivic 
et al (2005) may be a better alternative, as long as they can be reliably extended to deal 
with the presence of multiple objects in a single scene.
5.5 Theoretical Analysis
Lastly, the potential and the limits of distinctions based on context must be 
theoretically analysed. My work has proceeded on the intuitively-plausible premise that, 
as some objects are found together more often than others, knowledge of this can be used 
to select one possible class for an object over another, given other objects present. 
However, there may be limits to this premise and context may not be enough to uniquely 
narrow the possibilities. Using VHACCOR, for example, a ‘road’ and a ‘river’ might be 
visually confusable using certain visual features as long, winding, evenly textured regions 
at the bottom of a scene image. To distinguish them based on object-level context would 
require that there existed some object that was much more likely to be found with either a 
‘road’ or a ‘river’, and to find it in the scene. In this case, ‘cars’ and ‘boats’ might be 
sufficiently distinctive contextual ‘cues’ but such cues may not exist for every object. 
Also, some objects can resolve certain visual confusions and not others. For example, the 
presence of ‘sky’ can usually distinguish between indoor and outdoor objects but it may 
not be able to distinguish between two outdoor objects; ‘sky’ would not distinguish 
between a ‘road’ and a ‘river’ because it is usually found with both of them. It seems 
appropriate to model such situations in terms of conditional probabilities in a Bayesian 
framework and one avenue for future work would be to interpret the pairwise frequencies 
of co-occurrence derived from corpora as prior probabilities and build full probabilistic 
models of the systems developed here. Such placement within a standard framework may 
allow the application of existing techniques to analytically determine the potential of co­
occurrence knowledge in visual object recognition and suggest ways in which the 
cautiously encouraging results presented here might be improved in the future.
I l l
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Appendix A: Notes on Method
A.1 Differences from Hoogs
Aside from the variation under study, these systems also differ from Hoogs’ 
original in several other ways. The architecture is simplified so that only the effects of 
contextual knowledge and attention on the recognition of objects are studied, and as a 
result, no attempt will be made to recognise the actions performed by objects in the scene. 
Though knowing what actions are being performed might aid the recognition of objects, 
the time and resources necessary to develop a framework for object tracking and learning 
motion characteristics, as discussed in Hoogs’ original paper, is unavailable for this 
project. A simpler level of motion information will be extracted from a video sequence 
with more complex analysis to be left for future work. The ‘attribute terms’ that Hoogs 
uses to annotate each sense in WordNet to aid the prediction stage are also not used. The 
only knowledge used for making specific predictions is contextual knowledge derived 
from corpora.
A.2 Selecting a Subset of WordNet
The basis for the present systems is contextual knowledge derived from corpora, 
represented by a co-occurrence matrix showing the pairwise strength of association 
between each object in the system’s vocabulary. Assuming that the relation of co-
nifi —occurrence is symmetric, the calculation of such a matrix will require — - —  individual
queries and for the maximum possible vocabulary in Hoogs system (n=10,483) this 
would require 54,941,403 queries. This is a minimum because it assumes each object has 
only one synonym. Conservatively assuming that on average, each concept has 2 
synonyms, the number of queries would become 2^ x 54,941,403 = 219,765,612, a 
computational demand considered to be too great for these current work, which is 
intended to be exploratory. Instead, a subset of WordNet will be used which will allow 
for less demanding calculations. The motivation for large vocabularies is still current and 
if this smaller version is promising it may be worth running calculations for WordNet in 
its entirety. But what should determine this subset? As the current experiments will be
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tested on a given dataset of video scenes which will contain a certain vocabulary of 
objects, it seems reasonable to expect that the system should at least have the capability 
to recognise these objects correctly. Therefore, the vocabulary of the scenes used to test 
the dataset will determine the subset of WordNet to be used here.
This decision only affects the tree structure below the general-level visual classes 
so their training is unaffected but there are several consequences that should be noted. 
First, it is acknowledged that by reducing the vocabulary to that of the test set, the 
problem of selecting a specific class for a given object becomes substantially easier as 
many erroneous possibilities are excluded firom the outset. Second, extracting this subset 
assumes that the dataset in question is annotated with the names of the objects present in 
the scenes. However, this might be reasonably assumed anyway, since the system’s 
performance is to be measured by comparison to groundtruth rather than by manual 
inspection. Third, the dataset vocabulary will determine the maximum level of specificity 
that may be obtained from the system and this may be less than WordNet provides. For 
example, if an object is named as a ‘vehicle’ in the dataset groundtruth, then (without 
manually checking the scene) we cannot determine whether it is a car, boat or plane and 
the subtree extracted will be truncated at that point, leaving the system without the ability 
to distinguish between cars, boats and planes.
These consequences are troublesome but considered bearable since they might 
allow a practically feasible test of my system. But discussing the vocabulary of the testing 
dataset brings up an important issue that is not just a consequence of the decision to 
extract a subset of WordNet, it is a consequence of Hoogs’ original system design. As 
discussed in chapter 2, Hoogs’ general-level classes do not include every possible object 
class and the dataset vocabulary may include objects such as these. For example, some 
scenes in the dataset may contain ‘dogs’ or regions of ‘ground’, neither of which are 
included in any of Hoogs’ 6 classes. In such cases, one might simply not include these 
‘troublesome’ objects in the vocabulary; each instance will be a guaranteed error during 
testing since it is not part of the system vocabulary and can therefore never be correctly 
recognised, but if there are not too many instances of these object types in the dataset
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then this might be acceptable. Another option would be to extend the 6 general-level 
classes to include all the objects in the dataset -  a decision not to be taken lightly because 
it requires a new general-level visual class -  in this case, for ‘animal’ - to be trained. Or, 
it might be acceptable to ‘quantise’ the object in the groundtruth to the closest of the 
original 6 classes, so that ‘ground’ might be considered to be a type of ‘rock’ without too 
much loss of identity. Such decisions must be made based on the actual dataset available.
A 3 Co-occurrence Varying with Specificity of Terms
To illustrate the propogation of co-occurrence and with reference to the simple 
tree structure shown below, a co-occurrence matrix for the leaf nodes, 10-21, is assumed 
to be known.
Figure 27 - Example Tree Structure for Co-occurrence Propogation
The basic idea is that to calculate co-occurrence between any two more general 
classes, an average of the co-occurrence between the leaf nodes contained by these 
classes might be used. For example, class 1 on the first level, contains the leaf nodes 10- 
13 and class 6 on the second level contains the leaves 14 and 15. The strength between 
classes 1 and 6 would be calculated as 
CocMtx(l,6) =
[ CocMtx( 10,14) + CocMtx( 10,15) + CocMtx( 11,14) + CocMtx( 11,15)
+ CocMtx(12,14) + CocMtx(12,15) + CocMtx(13,14) + CocMtx(13,15) ] / 8
A.4 Train Visual Classifier (LHACCOR)
In principle, any means of visual object representation might be used to assign 
objects to the 6 general-level classes {rock, sky, water, vegetation, person, manmade}.
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Hoogs’ method for achieving this was described in 2.1 but if the same functionality can 
be achieved by different methods then this is considered acceptable. The approach 
followed here uses general aspects of Hoogs’ approach but may adapt the particular 
visual features used to the visual processing available to us. During testing, objects will 
be segmented and properties of these segments will be used to classify them at a general 
level. Segmentation is assumed to be bottom-up and therefore requires no training. As in 
the original work, a specialised face detector will be used to classify segments 
corresponding to ‘people’ and segments will be classified as ‘manmade’ if  lines fitted to 
their contour possess sufficient parallelism. The face detector is assumed to be pre-trained 
and the parallelism criterion for manmade objects is selected a priori.
Standard classifiers such as Bayes Classifiers, Neural Networks or Support Vector 
Machines can be used for the background classes {rock, sky, vegetation, water}, using 
standard supervised training approaches. Although the decision to use surface features is 
fixed, the exact texture and colour features may be chosen for either convenience or 
according to best performance.
A.5 Train Visual Classifier (VHACCOR)
The particular visual features and classifier used to train this classifier may be 
freely chosen, according to criteria of principle, such as the conviction that a particular 
set of features are appropriately distinctive, and criteria of practice, such as the 
availability of visual processing software and the ability of a particular classifier to scale 
up to large vocabularies.
A.6 Querying WordNet
Figure 10 shows example results for a WordNet query for the class ‘car’.
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r  W o M # # e t  2 . 1  BKMAfSPf
I File History Options Help
1 Search  Word; (car
S earches for car: Noun
The îioim car has 5 senses (first 3 firom tagged texts)
1. (598) car, auto, automobile, machine, motorcar — (a motor vehicle \\ith four wheels; usually 
propelled by an internal combustion engine; "he needs a car to get to work")
2. (24) car, railcar, railway car, railroad car — (a wheeled vehicle adapted to the raEs of railroad; | | |  
"three cars had jumped the rails")
3.(1) cable car, car — (a conveyance for passengers or freight on a cable railway; "they took a ^  
cable car to the top of the mountain")
4. car, gondola — (the compartment that is suspended from an airship and that carries personnel 
and the cargo and the power plant)
5. car, elevator car — (where passengers ride up and dowm; "the car was on the top floor"}
I
i
Overview of car
Figure 28 - Example WordNet 2.1 Query Output for ‘car’
Each query may be successful, meaning that a sense was found for the class name, 
or unsuccessful if it was not. If the query was unsuccessful, the class name is added to a 
list of ‘WordNet misses’ which must be resolved later. If the query was successful, as is 
the case for ‘car’, WordNet is likely to return many possible senses for the class name, of 
which only one must be chosen. This selection could be conducted manually to ensure 
that the chosen sense corresponds to the particular type of physical object found in the 
scene dataset, or automatically using the following two heuristics. First, it should be 
uncontentious to say that physical, rather than abstract, objects are the subject of study 
here so rejecting all abstract senses of the class name will trim the possibilities for 
selection. In WordNet, the highest-level noun hypemyms are ‘abstract entity’, ‘physical 
entity’ and ‘thing’, so only senses that are hyponyms of ‘physical entity’ are considered 
for selection. Second, WordNet returns many of its senses in descending order of their 
frequency in the SemCor corpus so by choosing the first ‘physical object’ sense returned
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I pick the most frequent sense used, which is here assumed to be a kind of ‘normal’ or 
‘default’ sense and is accepted in the absence of any other information.
To extract only ‘physical entity’ senses, a hypemym branch for each candidate 
sense must be queried from WordNet and then traversed upwards to check whether it is 
an abstract or physical entity. If there is no ‘physical entity’ sense for the class name, it is 
added to the list of ‘WordNet misses’. This stage will produce a list of hypemym 
branches and a list o f ‘WordNet misses’, covering each class in the dataset vocabulary.
A.7 Make Contextual Knowledge
As asserted in chapter 2, the estimation of real-world co-occurrence from 
linguistic co-occurrence requires one to account for part-of-speech, polysemy and 
synonymy. For example, in the case of the road vehicle ‘car’, occurrences of the noun 
‘car’ should be confirmed as referring to it and not a ‘railroad car’ or ‘cable car’, and the 
synonyms ‘automobile’ and ‘motorcar’ should count as the same object.
Dealing with synonymy is quite straightforward: a list of synonyms for must each 
class in the vocabulary must be determined, which might be achieved by using a 
thesaums or by using WordNet synsets. Dealing with polysemy and part-of-speech may 
be achieved in one of two ways: either by using a corpus that has been pre-tagged with 
sense and PoS tags or by performing this tagging ourselves using available tagging 
software. The first option is the most attractive and for this reason, and for the general 
reasons of representiveness discussed earlier, the choice of corpus is cmcial. The method 
for building contextual knowledge given next assumes that a sense-tagged synonym list 
for each term in the vocabulary is known and that part-of-speech and sense tags are 
known for each relevant term in the corpus. Implicit here also is the requirement that the 
sense tags in the synonym list and the corpus are compatible, that is, it is possible to 
compare senses as equal or non-equal.
The first option is the most attractive and for this reason, and for the general 
reasons of representiveness discussed earlier, the choice of corpus is crucial. The method
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for building contextual knowledge given next assumes that a sense-tagged synonym list 
for each term in the vocabulary is known and that part-of-speech and sense tags are 
known for each relevant term in the corpus. Implicit here also is the requirement that the 
sense tags in the synonym list and the corpus are compatible, that is, it is possible to 
compare senses as equal or non-equal.
A.8 Object Segmentation
Segmentation is required to extract an image region corresponding to each object 
present so that its features may be used to classify it at a general level. This is a difficult 
task that may be achieved by whatever method produces the best results, although here it 
is assumed that bottom-up segmentation, rather than a top-down or hybrid method is 
being performed and therefore requires no training. Hoogs’ approach to this was 
described in 2.1 and is intimately bound up with his whole approach to texture
classification, but this need not be the approach used. The main desideratum for the
method used is that segments should correspond to whole objects, and not just parts, as 
much as possible. Although this is, of course, the holy grail for segmentation and is not 
currently possible in the general case, if different levels of segment granularity are 
available from the method - perhaps by changing parameters for minimum segment size 
- then a medium-to-coarse level of granularity should be set.
A.9 Visual Movement Level
During testing, an average level of movement for each video scene is determined, 
thresholded as either present or not and used to build up scene context in 3.2.5 just like 
the objects that are present in the scene. The presence of movement in a video scene will 
be used as cue for object recognition. In addition to calculating the co-occurrence of 
objects, a frequency of co-occurrence between all objects and the presence of 
{movement, motion} is calculated. This method is considered a simple first 
approximation to movement analysis. It does not differentiate between camera and object 
movement and does not track objects -  both tasks for future work.
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A. 10 Ties during Traversal
An important point is that in the event of ‘ties’ during traversal - where no 
subordinate has a highest score - a subordinate is chosen at random. This may arise either 
from the first two modes of attentional guidance where a manmade object or person is 
found before any scene context has been established, or when the known scene context 
makes can provide no guidance for the traversal (as in the case of zero co-occurrence 
between scene context and all current subordinates). This probabilistic element may 
result in quite complex dynamics for the system during runtime and ultimate performance 
may be a result of both random selections and deterministic guidance provided by co­
occurrence knowledge. For this reason, it will be necessary to average the performance of 
a number of tests on the same dataset to obtain a representative measure of performance.
129
Appendix B: Notes on Experiments
B.1.1 System Evaluation
How should performance be measured? One approach would be to compare my 
system to other systems with the same purpose and, jby using their dataset, comparative 
performance may be assessed. My system is based on Hoogs’ architecture so one way to 
assess performance would be to repeat his experiments using my system and see which 
performed best. The problem with this approach is that it would require the original video 
scene dataset used by Hoogs and this is never stated in any of his work, appearing to be 
custom-made. A possible way to overcome this would be to faithfully recreate Hoogs’ 
original system and run it on a completely new dataset but this was considered beyond 
the scope of the current work, especially since, as described in 2.1, I do not have the 
required information to exactly recreate Hoogs’ visual processing. In what follows, an 
alternative method of segmentation and general-level classification based on what can be 
ascertained about Hoogs’ system has been used, so even if a common dataset were 
obtained, there would be questions as to whether direct comparison between Hoogs’ 
original system and ours would be valid. For now, I take inspiration from Hoogs but 
cannot directly evaluate the effects of my variation on his architecture.
If not Hoogs’ system, then comparison might still be made with another system 
with the same purpose and an available dataset, but there were difficulties finding 
systems that perform straightforward object recognition in video and make their datasets 
available. The Video Google project (Sivic & Zisserman, 2003) uses scenes from a small 
number of Hollywood movies that might be appropriate in terms of content and 
availability, but the goal of that work is the retrieval of video clips given a segmented 
user query, rather like that used in Blobworld. No straightforward object recognition 
results are given, and therefore there is no benchmark for comparison. In a similar way, 
Torralba et al (2003) make available a small video dataset of street and office scenes but 
the experiments they perform are on global place and scene recognition, not object 
recognition. Also geared towards video retrieval rather than straight object recognition 
are systems associated with the TRECVID series of international workshops. Starting as a
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component of the Text REtrieval Conference (TREC), co-sponsored by the National 
Institute of Standards and Technology (NIST) and U.S. Department of Defense in 1992, 
TRECVID is an annual opportunity for researchers to compete in a standardised 
framework for video retrieval evaluation. An important part of TRECVID is the common 
dataset used by its participants, although to speak of a single TRECVID video dataset is 
perhaps misleading. It is heterogeneous and comprised of videos from several sources: 
some public-domain and some developed specially for the purpose. They are all, 
however, considered of sufficient quality and of a challenging level of content to be 
included in the workshops. Unfortunately, the tasks performed as part of the workshops 
are geared towards retrieval of video clips based on user queries and again, no direct 
object recognition performance is given for comparison.
If direct comparison with either Hoogs’ system or another is difficult then a useful 
level of evaluation may be obtained by considering my more general research question, 
namely, can co-occurrence knowledge and attention improve purely visual performance 
in object recognition? By finding a suitable video scene dataset, regardless of whether it 
is used in an existing system, my system can be tested by first using only visual 
processing and then by supplementing those visual features with contextual knowledge 
and attention and observing the difference in recognition performance. In this way, 
relative performance might be assessed and evidence to support or reject my overall 
hypothesis might be obtained. Although finding a way to effectively compare 
performance of my system with others is still an important issue for future work, the 
relative contribution of context and attention are the subject of experiment here. But what 
dataset should be used, what properties should it have and, perhaps more importantly, 
what options are available?
B.1.2 Choosing a Testing Dataset for LHACCOR
The first issue for the selection of a testing dataset is that of the availability of 
groundtruth annotation. The system will certainly find and recognise segments given any 
video scene but they may not necessarily be correct. In order to evaluate the quality of the
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output it produces - and by this it is meant both the closeness of correspondence between 
segments calculated and the actual objects present, and the accuracy of their recognition 
as a result of both general-level visual classification and specific-level contextual 
classification - groundtruth for object segmentation and recognition must be available. 
The second issue concerns the content of the scenes. As the use of contextual knowledge 
is being explored here, a number of contexts -  as defined by the different types of objects 
present in the scene -  should ideally be available to study whether differences in context 
are sufficient to constrain the specific predictions of object class. This property of the 
dataset may be difficult to assess exactly but the variety of objects found in the scenes 
and particularly, whether they provide instances covering all Hoogs’ general-level 
classes, may be a useful indicator. Thirdly, as with any empirical testing, it is usually 
preferable to have more rather fewer test scenes, although in practice there may not be 
room to be picky. Lastly, and for practical reasons, the dataset should be freely available, 
which will not be the case for commercial news video and also much research data, due 
to licensing conditions and other constraints. Although datasets were found able to fulfil 
some of these criteria individually, finding one to fulfil them all was not achieved.
Archives of broadcast news video, such as those available from CNN^ or Stanford 
News^ , exist and contain a wide variety of content. They are appropriate in terms of 
content because they are the type of data used by Hoogs in his original work. In these 
archives, some level of scene content may be annotated but groundtruth for segmentation 
is rarely available. These archives are not freely available for download, requiring a 
subscription or research licensing.
The publicly available benchmark surveillance video dataset associated with the 
EC Funded CAVIAR project is another option. The dataset comprises eighty video clips 
(over 90,000 frames) containing six event-types: walking, browsing, collapsing, leaving 
object, meeting and fighting. Each clip is accompanied by an XML groundtruth metadata 
description of objects of interest in the scene. Meta-level information generation within
 ^http://www.cnn.com/resources/video.almanac/
® http://news-service.stanford.edu/videos/2007.html
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the CAVIAR project has been manually conducted. Descriptions of humans within a 
scene consist of a per-ffame linguistic description of the actors, their activities and 
bounding box information (including centre coordinates, width, height, and axis of 
orientation). A detailed description and justification of the dataset and ground truth 
metadata is provided in (Fisher, 2003) and a complete specification of the XML grammar 
used to structure the metadata can be found at (CAVIAR, 2005). The segmentation and 
recognition annotation and availability make CAVIAR attractive but the limited range of 
object and contextual content count against it. Although there are 6 different event types, 
they all take place in similar indoor situations and include a limited range of objects.
Using video scenes from TRECVID, mentioned earlier, is also a possibility. The 
content of many of the video clips used is suitable in terms of varied context and object 
vocabulary and many clips in the TRECVID 2003-2006 data also have object 
segmentation and annotation groundtruth. Unfortunately, these most recent datasets are 
available only to TREC participants and are unavailable to us without registering and 
being obliged to contribute, which was considered undesirable at this current stage of 
development. However, many of the videos used in older TRECVID workshops are 
available in the public-domain, without groundtruth but still containing a wide variety of 
content that is suitable for my purposes. It was decided that the requirement for varied 
scene context was most important and for development purposes, groundtruth for 
segmentation and recognition could be performed manually, as in Hoogs’ original work.
B.1.3 Choosing a Corpus
The choice of linguistic corpus is important. Ideally, it would be representative of 
general language in both size and content and annotated with part-of-speech and sense 
tags. Also, a set of synonyms for each class in the vocabulary must be chosen and it was 
decided to use the WordNet synsets found in the previous stage for this task. Several 
corpora were considered and, just as with scene datasets, none offered all the properties 
required.
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The British National Corpus (BNC), developed at the University of Oxford, is a 100 
million word collection of samples of written and spoken language from a wide range of 
sources, designed to represent a wide cross-section of British English from the later part 
of the 20th century, both spoken and written. It is currently annotated with PoS tags but 
no sense tags.
The SemCor corpus, created by Princeton University, is a subset o f the English Brown 
corpus containing almost 700,000 running words. In SemCor all the words are tagged by 
PoS, and more than 200,000 content words are also lemmatized and sense-tagged 
according to Princeton WordNet 1.6 (though mappings can extend it to more recent 
versions of WordNet).
Size (words) Content PoS? Sense?
BNC 100 million General, Yes No
SEMCOR 0.7 million General but dated Yes Yes
Table 26 - Comparing General Language Corpora
B.2.1 Choosing a Testing Dataset and Selecting Scenes for VHACCOR
As standard visual training methods are to be used in VHACCOR instead of 
Hoogs’ idiosyncratic approach, sufficient numbers of training examples for each class in 
the vocabulary will be required. The dataset created and used for the LHACCOR 
experiments does not provide sufficient examples for training on its vocabulary, even 
leaving aside the requirement of an independent set of testing scenes. Another dataset 
must be chosen but as discussed previously, video datasets with the groundtruth and 
variety of content that I require are hard to find and, with the additional desideratum of 
plentiful examples for each object class in their vocabulary, simply not available. This 
fact, and the finding that my current level of movement analysis was proving ineffectual, 
suggested the use of static scenes for this particular exploration. As will be seen, there are 
also problems finding suitable static scene datasets but there is far greater choice 
available.
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For training, the range of object classes contained in this dataset will define the 
vocabulary of the system and will therefore provide a specification for the training of a 
visual classifier. There is the possibility that, in addition to providing scenes for testing a 
trained system, this dataset might be used to provide the training examples for each of the 
classes in the vocabulary, as is standard practice. Why this is only a possibility will be 
discussed presently. For testing, the intention is to automatically and objectively evaluate 
performance rather than perform a manual inspection, so groundtruth for both object 
segmentation and recognition should exist. And, as the primary motivation here is to 
explore how object-level contextual knowledge might contribute to object recognition, 
scenes should, individually, contain multiple objects and, collectively, comprise a variety 
of different contexts -  as defined by the different objects present within them. The 
requirement of multiple-object scenes is not the restriction of my system’s applicability to 
a special case: real scenes, under ‘normal’ circumstances, contain multiple objects and 
the kind of single-object scenes usually used for research purposes are arguably an 
unrealistic special case (though one with which I have more sympathy after having dealt 
with multiple-object scenes in the experiments described here). With these requirements 
in mind, 10 candidate datasets of scene images were examined:
Dataset Name #Scenes
Objects
Segmented?
Objects
Named?
Multiple
objects? #Contexts #Classes
ALIP 30,000 No yes yes 100+ 598
Berkeley
Segmentation 300 Yes no yes
CaltechlOl 5000+ Yes yes no - 101
Core 50,000+ No . yes yes 100+ 100+
Hemera 50,000 Yes yes no 82
LabelMe 439 Yes yes yes 10 33
MS image 
database vl 240 Yes yes no 9
MS image 
database v2 591 Yes yes no 23
Pascal VOC 
2006 5304 Yes yes no 10
Sower by Image 
Database 214 Yes yes yes 2 85
Table 27 - Candidate Scene Image Datasets and their Properties
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The ‘Corel Dataset’ is a generic term used to describe a number of commercial 
stock image sets, offered by Corel which have been frequently used to test object 
recognition systems (Ponce et al, 2006). The ALIP dataset is a subset of Corel, hand 
annotated by Prof James Wang for use in his influential scene annotation system (Li & 
Wang, 2003) and obtained here through personal correspondence with him. Though the 
objects in Corel and ALIP are usually named in an accompanying annotation of scene 
content, they are not segmented from the background and each other so both datasets are 
unsuitable. The opposite problem is found in the Berkeley Segmentation Database 
(Martin et al, 2001), which is designed to provide a benchmark for segmentation 
algorithms, unfortunately at the expense of recognition groundtruth. The Caltech 101 
dataset^^ is also well-regarded and cited in object recognition work, having groundtruth 
for both object class and foreground/background segmentation. Unfortunately, its scenes 
contain only single objects on a nondescript background and therefore no object-level 
context, making them unsuitable for my purposes. The same is also true of four other 
datasets considered: Hemera PhotoObjects^\ a commercial library of pre-segmented and 
categorised objects, two Microsoft image d a t a s e t s a n d  the dataset used in the 2006 
PASCAL ‘Visual Objects Challenge’, a benchmarking and competition event rather like 
TREC^^. In the end, only 2 datasets managed to simultaneously satisfy my requirements: 
LabelMe and the Sowerby Image Database.
The Sowerby Image Database (SID) is a medium-sized set of images of outdoor 
scenes, with ground-truth labelling for object segmentation and recognition, developed by 
Bristol University under contract to British Aerospace Engineering (Collins, 1999). Care 
was taken to produce a database containing high-quality scene images and consistent 
groundtruth labelling using a controlled vocabulary of 85 objects. The scenes themselves 
are Bristol locations, manually photographed, and whose objects determine two main 
contexts: urban and rural. The SID has been used in several object recognition systems, 
including Campbell et al (1996; 1997).
http://www.vision.caltech.edu/Image_Datasets/Caltechl01/
http://www.hemera.com/
http://research.microsoft.com/vision/cambridge/recognition/
http://www.pascal-network.Org/challenges/VOC/databases.html#VOC2006
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MIT’s LabelMe (Russell et al, 2005) is a ‘web-based image annotation tool that 
allows researchers to label images and share the annotations with the rest of the 
community’ (pp.l). Essentially, researchers log onto the LabelMe website and use the 
annotation GUI to manually supply segmentation and recognition groundtruth to a large 
and continually-increasing library of scene images. These scene images and their 
corresponding groundtruth are then made freely available for download to the public. The 
figures given in table 27 are the result of an analysis performed on a downloaded version 
of LabelMe and describe only the 439 scenes that are suitable for my purposes and 
therefore may be directly compared to the Sowerby dataset. In fact, LabelMe has over 
34,000 scene images but only 1758 are fully annotated, ie there are objects and regions of 
the scene not segmented and named. These 1758 scenes contain a vocabulary of 297 
different object classes and to examine the variation in context that these classes 
determine a 1758 x 297 matrix was constructed to list the numbers of each vocabulary 
class present in each scene. For example, the entry (23,45) shows how many instances of 
class 45 (which happens to be ‘car’) are contained in the 23*^  ^scene. I call this, somewhat 
inventively, a scene matrix though it is functionally identical to the commonly-used ‘bag 
of words’ representation of texts. Rows of the scene matrix were hierarchically clustered 
to determine which scenes contained similar objects and these clusters would be 
considered as relatively discrete contexts, defined by the objects they contain. This 
clustering was performed the same way as that for building the adaptive visual hierarchy 
in 5.1.1.2. Experimenting with the inconsistency coefficient yielded different-sized 
clusters and a value of 0.8 was ultimately used to create 960 clusters. A visualisation of 
these clusters is given in fig 22 below which shows the first two components of 
multidimensional scaling on the original 297-dimensional vector space.
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Figure 29 - Visualisation of Contextual Clusters in LabelMe Dataset
It can be seen that some clusters are more well-represented than others. Taking those 
clusters containing at least 10 scenes produced a set of 10 clusters, covering a total of 439 
scenes. These clusters and the classes they contain are shown below.
Cluster #Scenes Classes in Cluster
1 11 desert hill mountain shrub sky tree
2 11 building car road sidewalk
3 106 brush building car fence field grass ground 
hedge hill house leaf mountain path plain 
pole river road rock sheep shrub sky 
tree tree trunk waterfall
4 29 sand sea sky
5 117 mountain sky
6 30 grass ground mountain path river sky tree tree 
trunk
7 14 mountain sand sea sky
8 16 mountain sky tree
9 27 building car parking meter road sidewalk van
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10 78 boat building cliff hill house mountain
plain pole rock sand sea shrub sky
wall
Table 28 - Contextual Clusters in LabelMe Dataset
The Sowerby Image Database has only 2 contexts and on the basis of this analysis 
of contextual variety, LabelMe was chosen for the experiments described here, though 
future work will include testing my system on the SID also. This set of 439 scenes would 
be used for both training and testing purposes and in total, contains 1752 objects 
belonging to a vocabulary of 33 different classes. This vocabulary, and the number of 
examples of each class found in the dataset are shown in table 29.
Object Class #Examples Object Class #£xamples
boat 1 plain 7
brush 16 pole 2
building 50 river 17
car 85 road 50
cliff 3 rock 32
desert 10 sand 47
fence 2 sea 118
field 96 sheep 1
grass 12 shrub 4
ground 11 sidewalk 47
hedge 1 sky 379
hill 19 tree 270
house 2 tree trunk 9
leaf 1 van 1
mountain 443 wall 1
parking meter 3 waterfall 1
path 11
Table 29 - LabelMe Dataset Vocabulary and Class Frequencies
It is clear that there is considerable variation in the number of examples available 
for each class. Some of this variation is an artefact of a ‘loosely’ constructed dataset but 
some objects in the world really are more numerous and/or ubiquitous than others. For 
example, ‘sky’ is found in all outdoor scenes, even though the presence of foreground
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objects like cars, trees and boats may change between scenes of streets, forests and 
beaches. As a result, ‘sky’ is a very well-represented object in the scene set. In single­
object recognition, it is usual to train, test and build a confusion matrix on even 
presentations of each class in the vocabulary. Given my purpose to explore object-level 
context and the subsequent requirement of multiple-object scenes, uneven class 
frequencies are an inescapable aspect of the task. In concrete terms, for testing, some 
classes will not be tested as thoroughly as the others and there is the possibility that 
system performance may be unduly rewarded or penalised by an overabundance of 
testing examples for classes that it is especially good or bad at recognising. For example, 
if the system can accurately recognise the frequent classes ‘sky’ and ‘mountain’ but not 
the infrequent classes ‘waterfall’ or ‘house’ then it will be able to score highly on the 
former and its poor performance on the latter will not be as noticeable in the grand total. 
For training, this means that the confusion matrix used to build the VHACCOR visual 
hierarchy will also be uneven and may have to be normalised.
B.2.2 Choosing Training Examples
It is general practice to train a multiclass classifier on equal numbers of examples 
for each class and also to try to have as many examples as possible. Given the problem of 
small numbers of examples for some classes in the vocabulary, the possibility of not 
using the testing set to train was seriously considered. For Hoogs’ system and the system 
presented in the last chapter, the images used to train general-level classifiers were not 
from the same dataset used to test the system. Perhaps single-object scene data such as 
that found in the Caltech 101 or Hemera dataset considered earlier might be used here to 
train the vocabulary. This possibility was ultimately rejected because the dataset used to 
test the system (which is essentially fixed) and the available single-object datasets 
comprise significantly different vocabularies -  it would not be possible to use these 
datasets to train the majority of the object classes that are found in the testing set. 
Because of this, it was decided to use the same dataset for training and testing and try to 
deal with uneven numbers of examples for the vocabulary.
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It was decided to train those classes that could offer at least 5 training examples 
which was true for 20 of the 33 classes. The remaining infrequent classes would be 
guaranteed errors during testing, since they would not be part of the system vocabulary, 
but this was considered acceptable since by definition they account for a very small 
number of examples. By doing this, 23 out of 1752, or 1% of objects in the dataset are 
guaranteed to be misclassified which is considered acceptable here since the driving idea 
for the system presented here is that of improving imperfect visual performance. The 
number of training examples is comparatively small so it was decided that a generative, 
as opposed to discriminative, classifier would be used since they are thought to give 
better performance with small training sets (Fei-Fei et al, 2007). A total of 222 scenes 
were used to extract the 5 training examples for the 20 classes, leaving 217 independent 
scenes for testing purposes. The final system vocabulary was:
{brush, building, car, desert, field, grass, ground, hill, mountain, path, plain,
river, road, rock, sand, sea, sidewalk, sky, tree, tree trunk}
B.2.3 Normalising the Confusion M atrix
Uneven presentation frequencies per class are very clear in the confusion matrix 
and it was considered how this would affect building a visual hierarchy using it. The first 
step is to calculate a pairwise distance matrix for each row of the confusion matrix. The 
original motivation was to merge classes that were frequently confused and this would be 
evident in the similarity of their row vectors in the confusion matrix. For example, the 4- 
class row vector (3,0,0,3) would be more similar to (3,0,0,2) than (0,3,3,0) because they 
share more non-zero components. However, the uneven testing frequencies for each class 
amount to large differences in scale for the row vectors in the current matrix which would 
lead to vectors with the same non-zero components having larger distances than vectors 
of similar scale but different components. Eg. the row vector (100, 0, 0, 100) has a greater 
absolute distance from (3,0,0,3) than (0,3,3,0) even though its components show the same 
pattern of confusion. To avoid this, each row of the confusion matrix was normalised to 
the range [0,1] before calculating pairwise distances.
141
