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ESTIMACION ESPECTRAL CRUZADA MEDIANTE FILTROS DE MAXIMA VEROSIMILITUD 
M.Eugenia Santamar!a, Miguel.A. Lagunas 
E.T.S.I. de Telecomunicación, Apdo. 30.002., 08071 Barcelona. 
Este articulo es una aportación al problema de la estimación de 
densidad espectral de potencia cruzada. 
El método propuesto consiste en la aplicación del procedimiento 
de Máxima Verosimilitud Modificado (MLM) /1/, ya utilizado para la 
estimación de autoespectro, al caso de estimación de densidad espectral 
dse potencia cruzada entre dos canales. 
Se incluye también una mejora del procedimiento, que consiste en 
utilizar como estimación de la matriz de correlación.cruzada la obtenida 
mediante el método S.T.U.S.E. (Short-Time Unbiased Spectrum Estimation) 
La estimación de densidad espectral de potencia cruzada así 
obtenida presenta, como se observa en los resultados, muy buena resolución 
y una alta relación lóbulo principal a secundarios. 
Este trabajo ha sido subvencionado por la CAICYT (proyecto n. 
2906/84) y por la Generalitat de Catalunya DOG 294/1984 
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1. INTRODUCCION 
En los Gltimos allos no se ha concedido suficiente a.tenci6n· al 
problema de la estimación de densidad espectral cruzada y por este motivo 
no existe ningGn procedimiento sencillo para su resoluci6n. Sin embargo, 
el problema de la estimaci6n de autoespectro ha sido muy estudiado en la 
1i teratura y existen muchos m~todos parlimetricos que tienen muy buen 
comportamiento. Uno de ellos es el que denominaremos M6todo de Mlixima 
Verosimilitud (MLM). 
Blisicamente, en este art1culo se propone la utiliza.ci6n del 
procedimiento MLM para el caso de estimación de la densidad espectral 
cruzada entre dos canales. 
El l!'litodo para un solo canal consiste en la utilización de un 
banco de filtros paso banda (denominados filtros ML), de forma que a la 
salida de cada uno de ellos Gnicamente exista una componente frecuencial 
de la entrada correspondiente con la frecuencia central del filtro• De 
esta forma, de la salida de cada filtro se puede obtener una estimación 
del nivel de potencia de.la señal de entrada a la frecuencia central del 
mismo. 
En la Fig. 1 aparece el esquema de un filtro ML centrado a la 
frecuencia w0 y con respuesta frecuencial A(w). 
como: 
OBJETIVO: 
x(n) 
~ 
Fig.l Esquema de un filtro ML en el caso de un canal. 
El diseño del filtro se puede resumir , segGn se indica en /1/, 
RESTRICCION: ~T~= 1 (2) 
donde el vector ~ representa la respuesta impulsional del filtro a(q) 
(q=O, ••• ,Q), es decir, 
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~T· (a(O), •••••••• ,a<())) (3.1) 
~es el vector de datos, 
~T= (x(n),x(n-l), ••••••••• ,x(n-Q)) (3.2) 
Y~ es el denominado vector de enfoque, dado por (3.3). 
~T= (l,exp(-jw0), ••••••••• ,exp(-jQw0Jl (3.3) 
En las fórmulas anteriores T indica conjugada y traspuesta. 
Minimizando el objetivo (1) con la restricción (2), se obtiene la 
siguiente solución para ~: 
(4) 
Utilizando esta expresión para~ se obtiene' la siguiente fórmula 
para el estimador de densidad espectral de potencia /1/: 
(5) 
2.ESTIMADOR ML DE DENSIDAD ESPECTRAL CRUZADA 
En el problema de la estimación de densidad espectral cruzada se 
utiliza la misma idea aplicada .al caso de un canal x(n) extendiéndola al 
caso de dos canales x(n) e.y(n). Es decir, se usa un banco de filtros para 
cada canal, de forma que de la salida del filtro centrado a w0 para el 
canal x(n) y del mismo para el canal y(n) se obtiene una estimación del 
espectro cruzado, S (w), a la frecuencia w0 , que denominaremos S !w0 ). . ~ q 
Los filtros A y A para cada uno de los dos canales se diseñan 
-x -y 
como si se tratase de estimación de autoespectro de cada canal, 
resultando, según lo visto anteriormente, las siguientes expresiones para 
cada uno de ellos: 
(6) 
(7) 
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donde .§. es el vector de enfoque definido en ( 3.3) y ,!x y !y son l.as 
matrices de autocorrelación de x(n) y de y(n) respectivamente. 
Utilizando las mismas -ideas que en el apartado anterior y según 
se puede ver en /2/, el estimador ML de densidad espectral cruzada queda 
finalmente, 
(8) 
En la anterior expresión !xy es la matriz de correlación cruzada 
de x(n) e y(n).· 
Se puede comprobar que si la señal en los dos canales es la 
misma, (8) da el estimador de densidad espectral de potencia obtenido para 
el caso de un solo canal. 
3. RESULTAOOS 
En la estimación de las matrices de correlación que aparecen en 
la expresión (8) se han utilizado diversos procedimientos no paramétricos: 
el método de Blackman-Tukey /3/, el algoritmo w.o.s.,l\. /4/ ( Weighted, 
overlapped, Segment Averaging) y el método S.T.u.s.E. /5/ (Short-Time 
Unbiased Spectrum Estimation). 
Los resultados obtenidos en la estimación utilizando estos 
procedimientos son presentados en esta sección. 
Se han utilizado dos señales x(n) e y(n) con una longitud de 32 
muestras cada una. La señal x(n) est1'i compuesta de dos sinusoides con 
frecuencias normalizadas de 0.1 y 0.25 respectivamente mas ruido blanco de 
varianza igual a l. La segunda señal y(n) tiene la misma estructura con 
frecuencias normalizadas de 0.25 y 0.4. 
En la figura 2 se muestra el resultado obtenido para el estimador 
ML , utilizando como estimadores para las matrices !x• !y y !xy los 
·obtenidos mediante la fórmula de Blackman-Tukey. 
El resultado obtenido utilizando para la estimación de la matriz 
!xy el método S.T.U.s.E., con segmentos de 16 muestras y con 8 muestras de 
solapamiento entre segmentos, es notablemente mejor tanto en cuanto a 
resolución como a nivel de lóbulos secundarios, como se observa en la 
figura 3. 
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Fig.2 Estimador ML utilizando el 
método de Blackman-Tukey 
en la estimacion de Bx•By y 
R • 
-xy 
Fig.3 Estimador ML utilizando el metodo 
S.T.U.S.E. en la estimación de 
Bxy 
Las figuras 4 y 5 muestran los estimadores de densidad espectral 
cruzada utilizando procedimientos no paramétricos. La primera es el 
resultado utilizando el periodograma y la segunda es la representación del 
espectro obtenido directamente del método s.T.U.S.E. 
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Fig.4 Estimador obtenido utilizando 
el periodograma. 
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Fig.5 Estimador obtenido utilizando 
el método S.T.U.S.E. 
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4.CONCLUSIONES 
Hemos·visto como se pueden utilizar los filtros ML en problemas 
de estimaci6n de espectro cruzado, para obtener una estimaci6n de 
densidad espectral de potencia cruzada. 
El gran potencial del método ML en este tipo de problemas permite 
el diseño de analizadores de espectro aplicando un método paramétrico. 
Actualmente, la Gnica filosofía aplicada a estos instrumentos es la 
utilizaci6n de la FFT. La mayor limitaci6n de estos procedimientos es que 
no tienen una extensi6n al problema multicanal. 
Utilizando el método ML se pueden diseñar analizadores de 
espectro para un canal o dos, para obtener autoespectro y espectro 
cruzado, nivel de potencia y nivel de potencia cruzada, estimaci6n de 
tiempo de retardo, coherencia, relaci6n señal a ruido y todas las 
funciones de interés en procesado multicanal. 
Otra aplicaci6n muy interesante del método ML es su utilizaéi6n 
en la estimaci6n de tiempo de retardo. La estimaci6n del tiempo de retardo 
entre las sei1ales contaminadas con ruido observadas en dos o mas sensores 
separados espacialmente es un problema de gran interés en localizaci6n de 
blancos en radar y en aplicaciones de sonar. El interés del método 
propuesto en este artículo frente a otros procedimientos utilizados 
habitualmente en la resoluci6n de este problema, es su buen canportamiento 
tanto de resoluci6n·como de nivel de 16bulos secundarios, lo cual produce 
una menor probabilidad de error en la estimaci6n de tiempo de retardo y 
una detecci6n mucho mas fiable. 
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EVALUACION DE LAS CARACTERISTICAS DE ADQUISICION Y SEGUIMIENTO DE ARRAYS 
ADAPTATIVOS. 
Enrique Masgrau, Rafael Lucas, Miguel A. Lagunas 
E.T.S.I. Telecomunicaci6n, UPC. C/Jordi Girona Salgado,s/n.08071 Barcelona 
RESUMEN 
En el presente trabajo se lleva a cabo un estudio comparativo de 
varios algoritmos para arrays adaptativos en el contexto de comunicaciones 
marinas vía satélite. Los algoritmos considerados pertenecen a dos grandes 
grupos diferenciados: los de tipo gradiente, los más populares en 
aplicaciones de procesado adaptativo de señal, y los de tipo de bGsqueda 
aleatoria, cuyas ventajas de realizaci6n hardware alcanzan su máximo 
aprovechamiento en el contexto indicado de comunicaci6n vía satélite. 
Varios algoritmos incluyen ideas originales de los autores que optimizan 
las prestaciones de algunos algoritmos clásicos. 
Los algoritmos son evaluados en un contexto estacionario, caso de 
fuentes Y receptor inm6viles, y en un contexto no estacionario, donde se 
simula un movimiento fuerte de balanceo del barco receptor. En ambos casos 
los algoritmos de tipo gradiente resultan más potentes que los de bGsqueda 
aleatoria. 
Este trabajo ha sido realizado en parte con el soporte de la ESA, en el 
marco del proyecto AD/1-1679/NL/GM. 
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