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Introduction
The ensemble Kalman filter (EnKF) is a well-established, sequential Monte Carlo method to estimate the state and parameters of non-linear, large dynamical models [9] such as those found in atmospheric [21] , oil reservoir [11] , and oceanic [14] simulations. The popularity of EnKF owes to its simple conceptual formulation and the relative ease implementation [10] . EnKF represents the error statistics by an ensemble of model states, and the evolution of error statistics is obtained implicitly via the time evolution of the ensemble during the forecast step. In the analysis step, information from the model and the measurements is combined in order to obtain an improved estimate of the true vector state. This process is repeated over the observed time period. In typical data assimilation applications, the dimension of state space (number of variables) ranges between O(10 7 ) and O(10 9 ), and the dimension of the observation space between O(10 5 ) and O(10 7 ). Consequently, the dimension of the linear systems solved during the analysis step is very large, and the computational cost considerable. In order to address this challenge we propose an efficient implementation of the EnKF analysis step based on an iterative application of the Sherman-Morrison formula. The paper is structured as follows. Section 2 discusses the conceptual formulation of the EnKF and several efficient implementations available in the literature. Section 3 presents the novel implementation of the EnKF based on iterative ShermanMorrison formula, in which the special structure of the measurements error covariance matrix is exploited. Section 4 reports numerical results of the proposed algorithm applied to the Lorenz 96 and quasi-geostrophic models. Conclusions are presented in Section 5.
Formulation of the EnKF
EnKF consists of two steps: the forecast and the analysis. An EnKF cycle starts with the matrix X B ∈ Ê nstate×nens whose columns x is an ensemble of model forecasts. Here n state is the size of the model state vector, and n ens is the number of ensemble members. Each ensemble member x B i differs from the true state of the system x true ∈ Ê n state ×1 , and we denote by ξ i ∈ Ê nstate×1 the corresponding error. The statistics of the ensemble of states is consistent with the background probability distribution.
The ensemble mean x B ∈ Ê nstate×1 and the ensemble covariance matrix P B ∈ Ê nstate×nstate can be written as follows:
Here 1 nens×1 ∈ Ê nens×1 is a vector whose entries are all equal one. Q is the covariance matrix of model errors. In the typical case where X B is an ensemble of model forecasts, the explicit addition of the matrix Q to the covariance formula is not necessary. Instead, the effect of model errors can be accounted for by adding random vectors ξ i ∼ N (0, Q) to model states: x B i ← x B i + ξ i . Prior to any measurement, the forecast step provides the best estimation to the true vector state x true [27] .
The vector of observations y ∈ Ê n obs ×1 is available at t current , where n obs is the number of data points. The observations are related to the model state by the relation y = H x + v where H ∈ Ê n obs ×nstate is the observation operator which maps the model space state into the observed space, and v ∼ N (0, R) is a vector of observation errors, accounting for both instrument and representativeness errors.
In order to account for observation errors one forms the matrix Y ∈ Ê n obs ×nens whose columns y i ∈ Ê n obs ×1 are perturbed measurements [15] : Y = (y + e 1 , y + e 2 , . . . , y + e nens ) = (y 1 , y 2 , . . . , y n ens ) ∈ Ê n obs ×nens ,
The vectors e i ∈ Ê n obs ×1 represent errors in the data, and are drawn from a normal distribution e i ∼ N (0, R). We denote Υ = (e 1 , e 2 , . . . , e nens ) ∈ Ê n obs ×nens , and the ensemble representation of the measurements error covariance matrix is
The EnKF analysis step produces an ensemble of improved estimates (analyses) X A ∈ Ê nstate×nens by applying the Kalman filter to each of the background ensemble members:
where the matrix K ∈ Ê nstate×n obs is the Kalman gain and quantifies the contribution of the background-observations difference to the analysis.
The EnKF forecast step uses the dynamical model operator M to evolve each member of the ensemble X A from the current time t current to the next time t next where observations are available:
The forecast ensemble X B is the background for the new EnKF cycle at t next . The analysis and forecast steps are repeated.
Efficient implementations of the analysis step
From equations (2)-(3) the analysis step can be written as
where Z ∈ Ê n obs ×nens is the solution of the following linear system:
A direct solution of this linear system can be obtained using the Cholesky decomposition for matrix inversion [17, 25, 30] . While this is a numerically stable and accurate approach [12, 20, 26] , its application to (6) leads to the following complexity [19] of the analysis step:
This is an acceptable complexity for a large number of degrees of freedom (n state ), but not for a large number of observations (n obs ). An alternative is to solve (6) , and the overall analysis step, using Singular Value Decomposition (SVD) based methods. Those methods exploit the special structure of the data error covariance matrix R, which is often (block) diagonal and can be easily factorized:
. . , r n obs ) , Furthermore, the observation operator H ∈ Ê n obs ×nstate is sparse or can be applied efficiently to a state vector. Then, we can express the system matrix (6) as follows:
Employ the singular value decomposition
where U ∈ Ê n obs ×n obs and V ∈ Ê nens×nens are orthogonal square matrices, and Σ = diag(σ 1 , σ 2 , . . . , σ n ens ) ∈ Ê n obs ×nens is the diagonal matrix holding the singular values of W ∈ Ê n obs ×n obs . The linear system (6) can be written as follows [19] :
which yields the solution
The overall complexity of the analysis step
is suitable for large n state and n obs , assuming n ens remains small. Many algorithms in the literature employ SVD for either the solution of the linear system (6), or on the time evolution of the ensemble covariance matrix (which is performed by advancing in time the member deviations). Algorithms in this family include direct methods based on Sherman-Morrison identity, serial methods, the ensemble adjustment Kalman filter (EAKF), and the ensemble transform Kalman filter (ETKF); a complete description is given in [28] . All these methods have the overall complexity (number of long operations) given in (12) .
A different approach is to employ iterative methods for solving the linear system (6), for instance the conjugate gradient method [24, 13, 7, 8] for n ens right-hand sides. However, each iteration costs O (n 2 ens · n obs ), therefore iterative methods do not seem to be competitive for the solution of (6) .
The well-established EnKF implementations presented above employ a Cholesky or SVD decomposition, which require considerable computational effort. The next section discusses an efficient implementation of the ensemble Kalman filter which does not require any decomposition prior to the solution of the linear system (6).
Iterative Implementation of the EnKF Analysis
Step
We make the assumptions [28, 19] that, in practice, the data error covariance matrix R has a simple structure (e.g., block diagonal) and the observation operator H is sparse or can be applied efficiently. Moreover, in real applications the number of observations n obs is much larger than the number of ensemble members n ens , but smaller than the size n state of the vector state.
We define the matrix of member deviations S ∈ Ê nstate×nens as follows:
which allows to write the ensemble covariance matrix as
By replacing equation (14) in (6), the linear system solved during the analysis step is written as follows:
Note that
can be computed recursively via the sequence of matrices W (k) ∈ Ê n obs ×n obs :
By replacing equation (16) in (15c) we obtain:
The linear system (17) is solved using the Sherman-Morrison formula [1] :
Nens . The solution of (17) is computed as follows:
where F (n ens ) ∈ Ê n obs ×nens and g (n ens ) ∈ Ê n obs ×nens are given by the solution of the following linear systems:
Note that (20a) can be written as follows:
where f and D, respectively. Following (19) , the i-th column of the matrix Z is given by:
By equation (22), the computation of Z involves the solution of the linear systems (20b) and (21) . We apply the Sherman-Morrison formula (18) again. The solution of the linear system (21) can be obtained as follows:
where
n obs ×1 and g (nens−1) ∈ Ê n obs ×1 are the solutions of the following linear systems, respectively:
The linear system (20b) can be solved similarly. Note that the solution of each linear system involves the computation of two new linear systems, derived from the matrix sequence (16) . each of the new linear systems can be solved by applying recursively the Sherman-Morrison formula. For simplicity we denote by f and g the solutions of the new linear systems in each recursively application of the ShermanMorrison formula. We have that:
. .
where x ∈ Ê n obs ×1 can be either, a column of matrix D ∈ Ê n obs ×nens or V ∈ Ê n obs ×nens . We note that:
• The computation of W (k) −1 · x involves the solution of the linear systems
• Since the recursion is based on the sequence of matrices defined in (16) , the base case is the linear system R −1 · x in which the matrix R is (block) diagonal.
From the previous analysis we derive a recursive Sherman-Morrison formula as follows. Define
where x ∈ Ê n obs ×1 . the columns of Z ∈ Ê n obs ×nens are computed as follows:
The recursive the computations performed by S (•) can be represented as a tree in which the solution z ∈ Ê n obs ×1 of each node depends on the computations of its left (f ∈ Ê n obs ×1 ) and right (g ∈ Ê n obs ×1 ) children (i.e., on the solutions of two linear systems). Figure 1 illustrates the derivation of linear systems in order to solve W We see that S (•) solves multiple times identical linear systems. For instance, the repeated computations performed in order to solve W
are represented in Figure 1 as dashed nodes. There, for instance, the linear system R · g = v 1 is solved four times in the last level. The total number of linear systems to solve is O(n ens · 2 nens ), i.e., it increases exponentially with regard to the number of ensemble members if identical computations are not avoided. Next subsection discusses how to achieve this and obtain an efficient implementation of the recursive Sherman-Morrison formula.
An iterative Sherman-Morrison formula for matrix inversion
In order to avoid identical computations in Figure 1 we can solve the linear systems from the last level of the tree up to the root level. We denote by U ∈ Ê n obs ×nens and Z ∈ Ê n obs ×nens the matrices holding partial results of the computations with regard to V and D, respectively.
Level 0 can be computed as follows without any repeated effort:
We make use of the Sherman-Morrison formula (18) and compute level 1 as follows:
.
Note that u
1 has not been updated since it is not needed in the computations of the next levels. Similarly, the computations at level 2 make use of the Sherman-Morrison formula (18) :
2 , u
The vectors u
1 and u
2 are not required for the computations of level 3, and they are not updated. Making use of the Sherman-Morrison formula (18) once again, the root level is computed as follows:
The computations performed by this iteration are shown in Figure 2 . • The number of iterations is n ens .
• At level 0 matrices Z (0) and U (0) aree computed as follows:
n obs ×nens .
• The matrix W (k) ∈ Ê n obs ×n obs is never stored in memory. It can be represented implicitly by matrix V ∈ Ê n obs ×nens . This implicit representation realizes considerable memory savings, especially when n obs ≫ n ens .
• At iteration k, only the columns u (k) i with k < i ≤ n ens are updated.
In summary, the solution of the linear system (17) is obtained by the following iteration:
Level 0 :
Since the matrix R has a simple structure its inverse is easy to obtain. We will consider here only the case where R is diagonal, but the extension to the block diagonal case is immediate 1 . Furthermore, those diagonal entries can be stored in an array in order to save memory:
where the components r i ∈ r correspond to the diagonal entries R i,i .
Putting it all together, we define the iterative Sherman-Morrison formula S ⋆ (r, V, D) as follows:
• Step 1. Compute the matrices Z (0) ∈ Ê n obs ×nens and U (0) ∈ Ê n obs ×nens as follows:
1 In the case of nondiagonal matrices, under the assumptions done (R is block diagonal or ease to decompose), the computations
can be efficiently performed.
where d ij ,v ij and r i are the components of matrices D ∈ Ê n obs ×nens , V ∈ Ê n obs ×nens and vector r ∈ Ê n obs respectively.
• Step 2. For k = 1 to n ens compute:
We now use the iterative Sherman-Morrison formula in the analysis step to obtain an efficient implementation of the Ensemble Kalman filter (SMEnKF). This filter is as follows. The background ensemble states X B are obtained from the forecast step (4), the ensemble mean x B is given by (1a), and the ensemble deviations form the mean S are given by (13) . The analysis is obtained as follows:
where the function H (G) ∈ Ê n obs ×nens is an efficient implementation of the observation operator applied to several state vectors, represented by G ∈ Ê n state ×nens .
Inflation aspects
Inflation increases periodically the ensemble spread, such as to compensate for the small ensemble size, to simulate the existence of model errors, and to avoid filter divergence [16] . All the inflation techniques applied in traditional EnKF can be used, virtually without modification, in the context of SMEnKF. For example, after the forecast step, one can increase the spread of the ensemble
such as the ensemble covariance P B is increased by a factor α 2 [29] .
Localization aspects
Using (3), the analysis step can be written as follows:
Localization techniques are explained in detail in [4] . Localization replaces the ensemble based P B by a matrix P (27) , where ρ is a localization matrix and • represents the Schur product.
Clearly localization in the form (27) requires the full covariance matrix, and cannot be applied in the context of the iterative Sherman-Morrison implementation. Applying SMEnKF with a single data point y i leads to a correction ∆X B {i} , which can be localized by multiplication with a diagonal matrix∆ {i} that scales down components with the negative exponential of their distance to the observation i location, and sets them to zero if outside the radius of influence:
This can be applied in succession for all data points to obtain a fully localized solution.
We discuss next a general approach to perform partial localization. Let x i be an individual component of the state vector and y j an individual observation. Define the impact factor δ i,j ∈ [0, 1] of the information in y j on the state point x i . For example, one can use a correlation length, and a radius about the measurement location outside which the impact factor is zero. Define the influence matrix ∆ = (δ i,j ) ∈ Ê n state ×n obs , and replace (27) with the following partial localization formula
The (i, ℓ)-th entry contains the i-th component the correction vector for the ℓ-th ensemble member and reads
The components of the correction matrix (28) are independent of one another, and can be evaluated in parallel after the system solution Z has been computed.
Computational complexity
In the complexity analysis of the iterative Sherman-Morrison formula we count only the long operations (multiplications and divisions). Moreover, as discussed before, we make the assumptions presented in [28, 19] , namely, the data error covariance matrix R ∈ n obs ×n obs is inexpensive to decompose, and the observation operator H can be applied efficiently to any vector. We now analyze each each step of the iterative Sherman-Morrison formula.
In the first step (25) each row i of matrices D ∈ Ê n obs ×nens and V ∈ Ê n obs ×nens is divided by the corresponding component r i ∈ Ê n obs in order to obtain Z (0) ∈ Ê n obs ×nens and U (0) ∈ Ê n obs ×nens respectively. This yields to n obs · n ens number of long operation for each matrix, therefore:
In the second step (26) we compute the vector h (k) ∈ Ê n obs (26a), and the matrices Z (k) ∈ Ê n obs ×nens (26b) and U (k) ∈ Ê n obs ×nens (26c). The number of long operations for each of one are as follows:
Since the second step (26) is performed n ens times, the number of long operations can be expressed as:
Consequently, from (29)- (30), we have T SMF (n ens , n obs ) = 2 · n obs · n ens T step1 (nens,n obs )
which yields a complexity of
Note that when R is not diagonal, under the assumptions above, the computations (25) of Z (0) and U (0) can be efficiently performed in O(n obs ·n 2 ens ) long operations; the overall effort becomes 3 · (n 2 ens · n obs + n 2 ens · n obs ). This leads to the same complexity (31) for R diagonal, block diagonal, or in general easy to decompose.
The overall complexity of the analysis step for the iterative formula
The complexity of the proposed implementation of the EnKF is equivalent to the upper bounds os the methods described in [28] , as detailed in the Table 1 . The term n 3 ens does not appear in the upper-bound of the proposed method even when R is not diagonal. This term can affect the performance of the EnKF when the number of observations is not large enough with respect to the number of ensemble members.
Analysis method
Computational cost Direct [28] O (n 2 ens · n obs + n 3 ens + n 2 ens · n state ) Serial [5] (for each observation) O (n ens · n obs + n ens · n obs · n state ) ETKF [3] O (n 2 Table 1 : Summary of computational costs of the analysis steps for several ensemble filters. The costs are functions of the ensemble size n ens , number of observations n obs and state dimension n state .
Parallel implementation
In this section we discuss an efficient parallel implementation of the iterative ShermanMorrison formula. Since the algorithm (25)- (26) can be applied individually to each column of the matrices Z (0) ∈ Ê n obs ×nens and U (0) ∈ Ê n obs ×nens , there are 2 n ens computations that can be performed in parallel. We define the matrix G holding the columns of V ∈ Ê n obs ×nens and D ∈ Ê n obs ×nens as follows:
= g
1 , . . . , g
nens , g
nens+1 , . . . , g
2·nens ∈ Ê n obs ×2·nens , Let N 0 proc be the number of available processors at the initial time. The number of operations per processor is
The matrix (33) can be written as
2 , . . . , B 
The parallel, first step (25) of the iterative Sherman-Morrison formula is implemented as an update over the blocks:
which yields
1 , B
2 , . . . , B
nens
2·nens
The second step (26) of the iterative Sherman-Morrison formula consists of a sequence of updates applied to the matrices Z (0) and U (0) . Such matrices are represented by the columns of matrix G (1) . Thus, consider the computation of level one, each column of the matrix G (1) can be updated as follows:
i − g
1
Similarly to the first step, the computations can be grouped in blocks
and distributed over the processors:
Note that g
1 (u
1 ) is not updated since it is not required in subsequent computations. Thus, for the matrix G 
1 , g
2 , g
3 , . . . , g
2·nens , the next common computation is g
2 (u (1) In general, at time step t, 1 ≤ t ≤ n ens , the first t columns of the matrix G (t) are not included in the update process:
2 , . . . , g
t , g
t+1 , . . . , g
2·nens ,
The parallel computation of (26) at time step t is performed as follows:
• Compute the number of computation units (columns of matrix G (t) ∈ Ê n obs ×nens ) per processor:
• Perform the update in parallel over the blocks:
This parallel implementation of the iterative Sherman Morrison formula leads to the complexity:
Notice, when the number of processors at time 0 ≤ t ≤ n ens is N t proc = 2 n ens − t then C t p = 1. Hence, the corresponding overall complexity of the SMEnKF is: T(n obs , n ens ) = O(n obs · n ens + n state · n ens ) , therefore, when the number of observations is large enough relative to the number of ensemble members, this parallel approach of the iterative Sherman-Morrison formula exhibits a linear behavior, making this implementation attractive.
Experimental Results

Experimental setting
The Sherman-Morrison EnKF implementation as well as the EnKF implementations based on Cholesky and SVD are coded in Fortran 90. The Cholesky and SVD decompositions use functions from the LAPACK library [2] as follows:
• The matrix W ∈ Ê n obs ×n obs is built using DSYRK as follows:
n obs ×n obs , with α = 1 n ens − 1 , β = 1.0 .
• The functions DPOTRF and DPOTRI are used to compute the Cholesky decomposition of matrix W ∈ Ê n obs ×n obs .
• The SVD decomposition is performed tby the DGESVD function.
In order to measure the quality of the solutions we employ the following performance metrics. The Elapsed Time (ET) measures the overall simulation time for a method * . This metric is defined as follows:
Where Forecast * and Analysis * are the running time for the overall forecast and analysis steps respectively. The Root Mean Square Error (RMSE) is defined as follows:
where N steps is the number of time steps and RSE t is the Root Square Error at time t defined as follows:
is the true vector state at time t, and x C t can be either the ensemble mean in the forecast x B or analysis x A at time t. As can be seen the RMSE measures in average the distance between a reference solution (x true t ) and the given solution (x C t ). The EnKF implementations are tested on two systems: the Lorenz 96 model [18] representing the atmosphere, and a quasi-geostrophic model [6] representing the ocean. They define the model operators (M) in the EnKF experiments. To compare the performance of different EnKF implementations we measure the elapsed times and the accuracy of analyses for different values of n obs and n ens .
Lorenz-96 model
The Lorenz 96 model is described by the following system of ordinary differential equations [18] :
which has been heuristically formulated in order to take into in account properties of global atmospheric models such as the advection, dissipation and forcing. This model exhibits extended chaos with an external forcing value (F = 8), when the solution is in the form of moving waves. For this reason, the model is adequate to perform basic studies of predictability. The test assesses how the efficiency of the EnKF implementations depend on the input parameters n obs and n ens when n obs ∼ n ens (the number of observations and ensemble members are relatively close). The experimental setting is described below.
• One time unit of the Lorenz 96 model corresponds to five days of the atmosphere. The observations are made over 500 days (100 time units).
• The background error is assumed to be 5%, i.e., the initial ensemble mean's deviation from the reference solution is drawn from a normal distribution whose standard deviation is 5% of the reference value.
• The external forcing is set to F = 8.0.
• The dimensions of the model state are n state ∈ {500, 1000, 3000, 5000}. While the typical dimension for the Lorenz-96 model is n state = 40, we scale the system up to assess the performance of different implementations.
• The number of observations equals the number of states, n obs = n state . Due to this, the analysis step involves large linear systems of size W ∈ Ê n state ×nstate .
• The number of ensemble members n ens depends on the size of the state vector as shown in Table 2 .
• At each time t, the synthetic observations are constructed as follows:
since the number of observations and variables of the vector state are the same. e t belongs to a normal distribution with zero mean and covariance matrix R = diag 0.01
as is usual in practice. The errors are replicated for each compared, EnKF implementation. Due to this, the same data errors are hold for all tests.
• The assimilation window is five model days.
• The localization (28) is applied using the influence factors
where min{i, j} is the minimum distance between the indexes i and j of the vector state; this distance accounts for the periodic boundary conditions in (36).
The RMSE results are shown in Table 3 . All methods provide virtually identical analyses. As expected, the analysis improves when the size of the ensemble is increased.
N state
N ens 500 {200,250,300,350,400} 1000 {400,450,500,550,600} 3000 {900,950,1000,1050,1100} 5000 {1500,1550,1600} The ET results are shown in Table 4 . The Cholesky decomposition is the most efficient for a small number of observations and states. When the number of observations is increased, the relative performance of Cholesky deteriorates, as expected from the complexity results presented in Section 1. The Cholesky decomposition solution of the linear system (6) is not suitable when the number of observations is large. The SVD implementation exhibits a good performance for a small number of ensemble members and observations. However, the ET of the SVD implementation grows faster than that of the Cholesky implementation when the number of ensemble and/or observations are increased, due to the term n 3 ens ∼ n 3 obs in its complexity formula. Tthe EnKF implementation based on SVD is not suitable for a large number of observations or a large number of ensemble members. Finally, the Sherman-Morrison implementation has the best performance for a large number of observations and states. This implementation is suitable for a large number of observations. Since the term n 3 ens does not appear in the cost upper-bound of the iterative-Sherman implementation, when n ens ∼ n obs , the proposed implementation will exhibit a better performance than those implementations presented in [3, 5, 28] since they are upper-bounded by (12) 
Quasi-geostrophic model
The Earth's ocean has a complex flow system influenced by the rotation of the Earth, the density stratification due to temperature and salinity, as well as other factors. The quasi-geostrophic (QG) model is a simple model which mimics the real behavior of the ocean. It is defined by the following partial differential equations [6] :
q = ζ −F·ψ is the potential vorticity, ψ is the stream function, F is the Froud number, ζ = ∇ 2 ψ is the relative vorticity, r is a sort of the Rossby number, rkb is the bottom friction, rkh is the horizontal friction and rhk2 is the biharmonic horizontal friction and x and y represent the horizontal and vertical components of the space.
Moreover, q and ψ are related to one another through an elliptic operator [23] :
which yields∇
This elliptic property reflects the assumption that the flow is geostrophically balanced in the horizontal direction, and hydrostatically balanced in the vertical direction.
The QG experiment studies the behavior of EnKF implementations when n obs ≫ n ens (the number of observations is much larger than the number of ensemble members) as is usually the case in practice. Moreover, this scenario is more difficult than the previous one (the Lorenz model): large model-errors are considered in the initial ensemble members. Besides, data is available every 10 time units.
We consider three different grids, denoted QGNM, where the number of horizontal and vertical grid points are N and M, respectively. Specifically, we employ in experiments QG33 (small instance), QG65 (medium instance) and QG129 (large instance). The horizontal and vertical dimensions of the grid are denoted by L x and L y respectively. These instances and the corresponding parameter values are summarized in Table 5 . The experimental settings are described below.
• There are 1200 time steps, each of one representing 1.27 days in the ocean.
• The vorticity of the ocean at each grid point provides a component of the vector state.
• The computation of the stream function is done through the solution of the Helmholtz [22] function according to the elliptic property (41).
• Homogeneous Dirichlet boundary conditions are assumed. Due to this, the boundaries of the grid are not mapped into the state vector, and n state = (N − 2) · (M − 2).
• The initial ensemble members are constructed as follows:
where ε B is drawn from a Normal distribution with zero mean and covariance matrix
For testing purposes, three values are assumed for the standard deviation of model errors (STD ens ): 2.5, 5.0 and 7.5. Notice the large dispersion of the initial ensemble members, which can make difficult the convergence of any filter since the huge spread out of the initial ensemble members with respect to the typical value C.
• The number of observation per simulation, for each size (n state ) of the model state , is defined as follows:
where P obs is the percentage of components observed from the model state.
The values given to P obs are 50%, 70% and 90%. Those, measurements are taken every 10 time units and they are constructed as shown in equation (37). Notice, there are 120 analysis steps out of 1200 time steps (10% of the total simulation time).
• For the time evolution of the model, zero boundary conditions are assumed and the boundaries are not included onto the ensemble representation. Due to this, the dimension of the vector state n state = (N − 2) · (M − 2).
• For each instance we consider simulations with n ens ∈ {20, 60, 100} ensemble members. The number of ensemble members is one to two orders of magnitude smaller than the total number of observations.
The RSME values for analysis errors for the QG33, QG65 and QG129 instances are shown in Tables 6, 8 and 10, respectively. The results depend on the number of ensemble members (n ens ), the number of observations (n obs ), and the deviation of the initial ensemble mean (STD ens ). The RSME is quantifiess errors in the stream function ψ, whose values are computed through the relation (41). In terms of accuracy there is no significant difference between different EnKF implementations. As expected, when the error in the initial ensemble is increased, the accuracy in the analysis decreases. The error does not show an exponential growth, even when the number of components in the model state (n state ) is much larger than the number of ensemble members (e.g., for the QG129 instance). When the number of ensemble members is increased, the analysis error is decreased. This is illustrated by the snapshots of the QG33 simulation over 1200 time steps presented in Figure 5 . There, we can clearly see that the ensemble of size 100 provides a better estimation (x B ) to the true state of the model (x true ) than the ensembles of sizes 20 and 60. Additionally, the number of observations plays an important role in the estimation of the true model state when the size of the vector state is much larger than the number of ensemble members.
The ET values for the QG33, QG65 and QG129 simulations are shown in Tables  6, 8 and 10, respectively. The time is expressed in seconds (s) if it is below 30 minutes, and otherwise is expressed in minutes (min) and hours (h). The Cholesky implementation shows good performance when the number of observations is small. From Table 7 (the blocks where the number of observations are 480, 672 and 864) we see that the Cholesky implementation performance is more sensitive to the number of observations than to the number of ensemble members. This EnKF implementation is not suitable for a large number of observations. For instance, the Cholesky elapsed time for the QG129 instance is not presented since each simulation takes more than 4 days in order to be completed.
The SVD implementation shows a better relative performance than for the Lorenz 96 test, since the number of ensemble members is small with respect to the number of observations. For example, for the QG33 instance, the SVD implementation shows a better performance than Cholesky when the number of observations and ensemble members are small. In addition, when the size of vector state is increased, the SVD implementation shows a better performance than Cholesky. This agrees with the computational complexity upper bounds presented in Section 1. As is expected, the performance of the SVD based methods is better than the Cholesky implementations when the number of observations is much larger than the number of the ensemble members.
The Sherman-Morrison implementation shows the best performance among the compared methods. This is true even when the number of observations is much larger than the number of ensemble members, as seen in Table 11 . The results of both test cases (the quasigeostrophic and Lorenz models) lead to the conclusion that the performance of the iterative-Sherman implementation is not sensitive to the increase in the number of observations, making it attractive for implementation with large-scale observational systems. 
Conclusions and Future Work
We propose a novel implementation of the EnKF based on an iterative application of the Sherman-Morrison formula. The algorithm exploits the special structure of the background error covariance matrix projected onto the observation space. The computational complexity of the new approach is equivalent to that of the best EnKF implementations available in the literature. Nevertheless, the performance (elapsed time) of most of the existing methods is strongly dependent from the condition n obs ≫ n ens (the number of observations is large compared to the ensemble size); the performance of the new approach is not affected by this condition. In addition, the term n 3 ens is not presented in the upper-bound of the effort of the proposed method, which leads to better performance when the number of observations and of ensemble members are of similar magnitude (n obs ∼ n ens ). To assess the accuracy and performance of the proposed implementation two standard test problems have been employed, namely, the Lorenz 96 and the quasi-geostrophic models. All EnKF implementations tested (Cholesky, SVD, Sherman-Morrison) provide virtually identical analyses. However, the proposed Sherman-Morrison approach is much faster than the others even when the number of observations is large with respect to the number of ensemble members (n obs ≫ n ens ). The parallel version of the new algorithm has a theoretical complexity that grows only linearly with the number of observations, and is therefore well suited for implementation in large scale data assimilation systems.
