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RÉSUMÉ
Ce papier présente une méthode de mise en correspondance par
transformation géométrique élastique de deux surfaces numériques.
La recherche de la transformation géométrique se fait à l’aide d’un
algorithme génétique originalement modifié suivi d’une optimisation
locale par analyse de la population génétique finale.
ABSTRACT
This paper deals with the matching of two numerical surfaces using
an elastic 3D transformation. The global search of the optimal
transformation is performed using a new genetic algorithm. Then, we
operate a local optimisation using the information contained in the
final genetic population.
Introduction
Dans le domaine de l’imagerie médicale, on est souvent
amené à fusionner les informations issues de différentes
modalités. Cependant, la présence de légères déformations,
propres à chacunes des modalités nous empêche de trouver
facilement une bonne mise en correspondance. Les paramètres
du problème deviennent trop nombreux, et on est alors obligé
d’utiliser des algorithmes de recalage perfectionnés.
Malgré leur diversité, toutes les méthodes de recalage [1]
[2] [10] présentent un point commun : l’évaluation d’une dis-
tance (ou erreur) entre différentes sources. Ensuite il s’agit de
trouver un algorithme permettant de minimiser cette distance.
La méthode que nous avons choisie est une méthode originale :
un codage particulier de la transformation et une recherche par
algorithme génétique. Cette méthode est en effet peu utilisée,
et pourtant elle donne des résultats très prometteurs [3] [4] [9].
1 Présentation du travail
Ce papier s’inscrit dans la suite des travaux de recalage
mono-modalité (CT-CT) présentés dans [4]. Les deux voies
que nous avons suivies ont été l’amélioration de la robustesse
de l’algorithme génétique et le passage de la mono-modalité à
la multi-modalité.
Afin de tester notre algorithme génétique (dont nous pré-
sentons les améliorations apportées à la deuxième partie), nous
avons d’abord repris les images de la palette humérale ayant
servi de base au travail décrit dans [4].
Pour valider ensuite notre approche dans le cadre de la
multi-modalités, nous avons confronté notre recalage à une
paire d’images cérébrales (modalité CT et IRM) brutes dont
nous connaissons les paramètres du recalage. Ces données
constituent notre recalage de référence. Les résultats que nous
obtenons seront décrits dans la troisième partie.
2 Amélioration de la robustesse des al-
gorithmes génétiques
Un algorithme génétique est une procédure d’optimisation
stochastique dont le gros avantage est la puissance de la re-
cherche globale sur un grand espace. C’est bien le cas dans
lequel nous nous trouvons. On recherche une transformation
géométrique élastique tri-linéaire 3D. Celle-ci est parfaitement
définie à l’aide de 8 points d’ancrage pré-fixés ainsi que de
8 vecteurs déplacement. L’espace des paramètres est alors un
sous-ensemble de R24. Le lecteur pourra trouver plus de ren-
seignements sur le codage des paramètres de la transformation
tri-linéaire en se reportant à l’article [4]. À la différence de
[4], la fonction à optimiser est ici une distance Euclidienne
calculée à partir d’un sous-ensemble de points d’une image
décrivant une surface numérique, et d’une carte transformée
distance de l’autre image [8].
Le point faible des algorithmes génétiques en général est
qu’ils dépendent fortement de la répartition de la population
initiale dans l’espace de recherche. Pour limiter cette instabi-
lité potentielle, nous avons développé dans le cadre de notre
second objectif un algorithme génétique basé sur un hachage
de l’espace de recherche ; ceci nous permet d’assurer dynami-
quement le maintien de la diversité au sein de l’espace de re-
cherche. La conséquence essentielle de cette nouvelle astreinte
est l’introduction d’une mutation locale (limitée à une ré-
gion déterminée de l’espace) et d’une mutation globale (inter-
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régions) destinée à maintenir la diversité. Notons également
que contrairement à [4], l’opérateur de cross-over est désor-
mais uniforme.
D’une manière originale par rapport à toutes les utilisations
des algorithmes génétiques, nous avons remplacé le proces-
sus de sélection de la solution finale, non plus par le choix
du meilleur élément ou par une simple moyenne des meilleurs
individus, mais par une post-analyse de la population finale
(voir [6] pour plus de détails). Celle-ci nous permet, en utili-
sant une technique de résolution de systèmes surdéterminés,
de prendre en compte la somme des informations contenues
dans chacun des chromosomes, au lieu de seulement retenir le
chromosome le plus performant. Cette étape constitue un af-
finement de la population génétique de manière à prendre en
compte la contribution à l’optimisation que peut apporter cha-
cun des éléments de la population.
Tout comme dans [4], nos tests concernant la robustesse du
nouvel algorithme ont initialement porté sur le recalage mono-
modalité CT-CT de la palette humérale. À partir d’une image
CT, nous créons une image de référence par déformation syn-
thétique, déformation que nous essayons de retrouver. La fi-
gure 1 montre l’évolution de la distance au cours des itéra-
tions de l’algorithme entre notre nouvel algorithme génétique
et l’algorithme génétique présenté dans [4]. La courbe du haut
montre la distance Euclidienne calculée sur un ensemble de
points alors que celle du bas représente l’erreur calculée à par-
tir de la différence point à point des niveaux de gris des images.
Les paramètres (nombre de chromosomes, probabilité de mu-
tation, nombre de générations ...) sont identiques pour les deux
méthodes.
La première chose que nous constatons est, comme celà
était prévisible, qu’avec la nouvelle méthode la convergence
est plus lente. Ceci provient du fait qu’un certain pourcentage
de la population est contrôlé pour assurer une répartition
homogène des chromosomes sur l’espace de recherche ; ce
qui, dans un cas convexe, restreint la dynamique de recherche
et devient alors un handicap dans un problème globalement
convexe tel que celui du recalage mono-modalité de la palette
humérale.
L’analyse des résultats permet en outre de voir l’effica-
cité de l’utilisation de la post-analyse de la population finale,
quoique le nombre de chromosomes utilisés ici (500) est à
peine suffisant pour que l’impact de la post-analyse soit opti-
mal. D’autres tests, plus poussés, feront l’objet des prochaines
recherches.
3 Recalage multi-modalités CT-IRM
de la tête : Résultats
Cette section est consacrée à l’évaluation des résultats
de l’application de notre méthode de recalage à un cas
concret de recalage en multi-modalités. L’évaluation se fera
par comparaison visuelle [5] avec un recalage de référence1.
1Le recalage de référence dont nous parlons ici est en fait un recalage
cutané (voir l’article [7]) publié par le laboratoire TIMC de Grenoble sur les
mêmes données.
Distance Euclidienne sur un ensemble de points
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Avec Hachage et Post-Analyse
Distance sur niveaux de gris
FIG. 1 — Comparaison de la convergence des deux algo-
rithmes appliqués au recalage de la palette humérale
Les données dont nous disposons sont : 24 coupes 256256
IRM espacées de 6mm, et d’une résolution de 1.033mm/pixel,
et 57 coupes scanner 256  256 dont l’espacement inter-
coupe dépend de l’attitude (2.91mm en moyenne), et d’une
résolution de 0.906mm/pixel. L’anisotropie de départ, qui était
donc variable, a été homogénéisée par interpolation cubique,
et les images 3D sur lesquelles nous avons travaillé ont
désormais les dimensions suivantes : CT ( 256  256  91
[0:910:911:81mm]), IRM ( 25625668 [1:031:03
2:06mm]). À défaut de disposer comme référence des images
déjà recalées, nous l’avons reconstruite à partir des paramètres
de transformation rigide (translation et rotations) de référence.
Le passage de la mono-modalité à la multi-modalités s’est
effectué simplement en ne considérant, pour le calcul de la
fonction distance entre deux volumes 3D, non plus les niveaux
de gris mais les surfaces externes de l’individu et des cartes
transformées distance. L’obtention de la surface numérique,
comme présentée dans l’article [6], est effectuée à l’aide
d’outils de morphologie mathématique. Bien évidemment
nous nous sommes confrontés à quelques problèmes pour
l’évaluation de la distance entre deux surfaces numériques
dans le cas où les deux surfaces ne couvrent pas exactement
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la même portion d’espace. Pour résoudre ce problème nous
éliminons (pour le calcul) adaptativement les voxels de la
surface qui ne semblent pas avoir de vis-à-vis sur l’autre
surface. Ce tri se fait selon un critère statistique sur les
distances entre le transformé d’un point d’une surface et
l’autre surface.
Les résultats auxquels nous arrivons sont résumés sur
la figure 2. Nous avons représenté les images brutes sur
lesquelles nous avons travaillé. Ces projections sont calculées
à l’aide d’un algorithme de rendu volumique direct tel qu’il
est présenté à l’article [5]. À gauche nous avons les images
issues du recalage de référence, au centre et à droite nous
avons les résultats du recalage CT vers IRM et IRM vers CT.
Nous voyons que nous obtenons, pour l’instant, des résultats
plus intéressants dans le cadre du recalage CT vers IRM.
Ceci provient de la disparité des portions d’espace couvertes
par les deux images et entraîne des problèmes pour le calcul
de la fonction distance. Nous travaillons actuellement sur ce
point, notamment en modifiant le calcul de la distance, ainsi
qu’en testant de nouveaux codages au niveau de l’algorithme
génétique.
Conclusion
Nos travaux présentés dans cet article montrent que le re-
calage obtenu par optimisation génétique donne des résultats
intéressants. La robustesse de l’algorithme génétique face au
problème des extrema locaux le place en bonne position parmi
les méthodes d’optimisation globale. La robustesse supplé-
mentaire, par rapport à un algorithme génétique classique, que
nous avons apportée reste encore à expérimenter plus en pro-
fondeur. Notamment nous espérons montrer que l’adjonction
d’un affinement de la population finale permet d’améliorer la
stabilité de l’algorithme en diminuant les risques de conver-
gence prématurée.
Le passage de la mono-modalité à la multi-modalités n’a
pas entraîné de changements directs dans l’algorithme géné-
tique, mais seulement au niveau de l’évaluation de la fonction
que celui-ci doit optimiser. Le calcul se fait désormais à partir
de l’élaboration d’une carte des distances Euclidiennes sur les
images segmentées par des outils de morphologie mathéma-
tique. Cette indépendance entre l’algorithme d’optimisation et
l’objet de l’optimisation est encore un atout supplémentaire en
faveur de ceux-ci.
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 Recalage  (CT vers IRM).  Recalage  (IRM vers CT). Recalage de référence (IRM vers CT).
 Données non recalées (gauche: CT, droite: IRM).
FIG. 2 — Mise en correspondance d’acquisitions anisotropes CT et IRM
