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Sommaire
Après un survol de la théorie des géométries de Klein, nous présentons les rudiments de
la géométrie de Cartan, qui généralise celle de Klein de la même manière que la géométrie
riemannienne généralise la géométrie euclidienne. Ensuite, nous présentons la correspon-
dance entre les géométries pseudo-riemanniennes et les géométries de Cartan sans torsion
modélisées sur l'espace pseudo-euclidien. Nous utilisons cette correspondance pour mon-
trer dans le langage de la géométrie de Cartan que les pré-géodésiques de type lumière
d'une variété pseudo-riemannienne sont les mêmes pour toutes les métriques pseudo-
riemanniennes dans la même classe d'équivalence conforme. Enﬁn, nous obtenons une
seconde preuve de ce résultat, cette fois-ci en utilisant la correspondance entre les géomé-
tries conformes et les géométries de Cartan normales modélisées sur l'univers d'Einstein.
Mots-clés : géométrie de Klein, géométrie de Cartan, géométrie pseudo-riemannienne,
géométrie conforme, géodésiques.
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Introduction
Au cours des deux derniers siècles, le champ d'étude de la géométrie s'est considérable-
ment élargi. Auparavant conﬁné à la géométrie euclidienne en deux ou trois dimensions, le
domaine s'est progressivement enrichi d'une myriade d'autres sujets, comme par exemple
la géométrie hyperbolique, la géométrie projective, la géométrie riemannienne et la géo-
métrie conforme. En 1872, dans son programme d'Erlangen, Felix Klein a suggéré une
nouvelle vision de la géométrie, axée sur les groupes de transformations, uniﬁant plu-
sieurs théories en apparence disparates. Cependant, le point de vue de Klein n'était pas
suﬃsamment général pour inclure tous les objets auxquels s'intéressaient les géomètres,
notamment les variétés riemanniennes. Durant les années 1920, Élie Cartan a introduit
l'étude des espaces généralisés, mieux connue aujourd'hui sous le nom de géométrie de
Cartan. Une généralisation de la géométrie de Klein, la géométrie de Cartan est une
conception de la géométrie qui, bien que n'étant pas elle non plus suﬃsamment large
pour englober tous les objets d'études des géomètres, regroupe néanmoins sous un même
cadre théoriques de vastes pans de la géométrie. Le but de ce mémoire est de présenter les
rudiments de la géométrie de Cartan, puis d'utiliser ce cadre théorique pour démontrer
un résultat classique de géométrie pseudo-riemannienne, à savoir que les pré-géodésiques
de type lumière d'une variété pseudo-riemannienne sont toujours des pré-géodésiques si
la métrique est remplacée par toute autre métrique dans la même classe d'équivalence
conforme.
Le chapitre 1 traite de la forme de Maurer-Cartan et de la généralisation du calcul
diﬀérentiel et intégral aux groupes de Lie. Ces notions seront particulièrement utiles au
chapitre 3 pour comprendre l'origine et la signiﬁcation de la courbure.
Le chapitre 2, quant à lui, traite de la géométrie au sens de Klein. Il y est présenté une
déﬁnition et une caractérisation des espaces homogènes, ce qui permet d'introduire la
notion d'une géométrie de Klein. Aﬁn de faciliter la transition vers les géométries de
Cartan, il y est aussi montré comment, dans le cas eﬀectif, la structure de ﬁbré principal
et la forme de Maurer-Cartan contiennent toute l'information géométrique. Ensuite, pour
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préparer à la version locale des géométries de Cartan, le chapitre discute de la notion de
jauge. Enﬁn, une attention particulière est portée aux géométries réductives, où il existe
une notion naturelle de droites.
C'est au chapitre 3 qu'est introduite la déﬁnition de géométrie de Cartan. Il y est présenté
comment ces espaces peuvent être vus comme étant inﬁnitésimalement identiques à des
géométries de Klein. Localement, la diﬀérence entre ces espaces et les espaces modèles est
mesurée par la courbure. Une fois ces déﬁnitions données, le chapitre s'attarde quelque
peu à une formulation locale de la géométrie de Cartan qui se révélera fort utile dans
les chapitres suivants. Enﬁn, la notion de développement de chemins y est traitée, ce qui
permet de déﬁnir des courbes spéciales sur une géométrie de Cartan à partir de courbes
spéciales sur la géométrie modèle.
Le chapitre 4 montre l'équivalence entre les géométries de Cartan sans torsion modéli-
sées sur un espace pseudo-euclidien et les variétés pseudo-riemannienne. La preuve est
essentiellement une adaptation de celle faite dans [9] pour le cas riemannien. À l'aide
de ce résultat, il y est ensuite montré qu'une pré-géodésique de type lumière reste une
pré-géodésique de type lumière si la métrique est remplacée par une autre métrique dans
la même classe d'équivalence conforme.
Enﬁn, le chapitre 5 établit la correspondance entre les variétés pseudo-riemanniennes
conformes et les géométries de Cartan normales modélisées sur l'univers d'Einstein. Ici
encore, la preuve de cette correspondance est une adaptation directe de la preuve pour
le cas riemannien faite dans [9]. Ceci est alors utilisé pour obtenir une preuve diﬀérente
du résultat sur les pré-géodésiques de type lumière présenté au chapitre 4.
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Chapitre 1
Forme de Maurer-Cartan et théorème
fondamental du calcul sur les groupes
de Lie
Dans ce court chapitre, nous verrons qu'il est possible, sur tout groupe de Lie, d'identiﬁer
chaque espace tangent à l'algèbre de Lie du groupe à l'aide d'une 1-forme appelée la forme
de Maurer-Cartan. Nous utiliserons cette forme pour déﬁnir la dérivée de Darboux d'une
application à valeurs dans un groupe de Lie. Cette notion généralise la dérivée d'une
application de R dans R. Enﬁn, nous verrons sous quelles conditions une application
de l'espace tangent d'une variété à une algèbre de Lie est la dérivée de Darboux d'une
application de ladite variété vers un groupe de Lie. Ce théorème sera la généralisation
aux groupes de Lie du théorème fondamental du calcul intégral.
1.1 Forme de Maurer-Cartan
Soit G un groupe de Lie et g son algèbre de Lie. Rappelons que g est naturellement
identiﬁée à Te(G) (où e est l'élément identité de G), l'espace tangent à l'identité.
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Soit g ∈ G. Tout au long du texte, nous noterons par
Lg : G→ G
a 7→ ga
la multiplication à gauche par g et
Rg : G→ G
a 7→ ag
la multiplication à droite par g. Par déﬁnition d'un groupe de Lie, Lg et Rg sont des
applications lisses. De plus, elles sont inversibles, d'inverse Lg−1 et Rg−1 , respectivement.
Puisque ces inverses sont aussi lisses, les applications Lg et Rg sont des diﬀéomorphismes
pour tout g ∈ G. Il s'ensuit que pour tout a ∈ G, la dérivée de Lg en a,
Lg∗ : Ta(G)→ Tga(G),
est un isomorphisme entre Ta(G) et Tga(G). De même, la dérivée de Rg en a est un
isomorphisme entre Ta(G) et Tag(G).
Par conséquent, pour tout g ∈ G, les dérivées de Lg−1 et Rg−1 en g fournissent des
isomorphismes entre Tg(G) et Te(G) = g. La forme de Maurer-Cartan est tout simplement
l'application de T (G) à g provenant de l'identiﬁcation entre les espaces tangents et g
donnée par la multiplication à gauche.
Déﬁnition 1.1.1. Soit G un groupe de Lie et g son algèbre de Lie. La forme de Maurer-
Cartan de G est la 1-forme à valeurs dans g
ωG : T (G)→ g
déﬁnie par
ωG(v) = Lg−1∗(v)
pour tout g ∈ G et v ∈ Tg(G).
Remarque 1.1.2. La forme que nous venons de déﬁnir est parfois appelée la forme de
Maurer-Cartan invariante à gauche. Cette appellation provient du fait que la forme de
Maurer-Cartan est invariante par la multiplication à gauche, en ce sens que pour tout
g ∈ G, L∗gωG = ωG. En eﬀet, si g, h ∈ G et v ∈ Th(G), alors Lg(v) ∈ Tgh(G). Ainsi,
(L∗gωG)(v) = ωG(Lg∗(v))
= L(gh)−1(Lg∗(v))
= Lh−1∗(Lg−1∗(Lg(v)))
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= Lh−1(v)
= ωG(v).
Cette dénomination a l'avantage d'éviter toute confusion avec la forme de Maurer-Cartan
invariante à droite, qui envoie tout v ∈ Th(G) vers
Rh−1∗(v) ∈ Te(G) = g.
Toutefois, la forme de Maurer-Cartan invariante à gauche est plus commune, et nous
ne considérerons jamais dans le présent texte la version invariante à droite. Pour cette
raison, nous écrirons tout simplement forme de Maurer-Cartan pour référer à la version
invariante à gauche. N
Proposition 1.1.3. Soit G un groupe de Lie d'algèbre de Lie g. Alors, la forme de
Maurer-Cartan
ωG : T (G)→ g
est une application lisse.
Démonstration. Voir [9] section 3.1.
Remarque 1.1.4. Dans le cas où G est un groupe de matrices n par n, un vecteur tangent v
à un point g ∈ G peut être vu naturellement comme une matrice. Sous cette identiﬁcation,
nous avons
ωG(v) = Lg−1∗(v)
= g−1v
où la multiplication à la dernière ligne est la multiplication matricielle 1. N
1.2 Dérivée de Darboux
Soient M et N deux variétés lisses et f : M → N une application lisse. Alors, il existe
bien sûr une dérivée de f ,
f∗ : T (M)→ T (N).
Par contre, cette notion de dérivée ne généralise pas exactement la notion habituelle de
la dérivée d'une application de R dans R. En eﬀet, l'application f∗ décrit comment les
1. Voir [9] exemple 3.1.1
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vecteurs tangents deM sont envoyés par f sur des vecteurs tangents deM , mais puisque
les espaces tangents à chaque point de N sont tous diﬀérent, f∗ contient encore toute
l'information nécessaire pour retrouver f , contrairement à la dérivée d'une fonction de R
dans R, où deux fonctions dont la diﬀérence est constante ont la même dérivée.
Or, nous venons de voir que dans le cas où N est un groupe de Lie G, la forme de Maurer-
Cartan permet d'identiﬁer tous les espaces tangents à l'espace tangent à l'identité. Par
conséquent, la 1-forme à valeurs dans g
f ∗ωG : T (M)→ g
correspond à la dérivée de f sous l'identiﬁcation de tous les espaces tangents de G à g.
Cette application décrit ainsi comment se transforment les vecteurs tangents de M sous
f , mais sans décrire vers quels points de G sont envoyés les points de M .
Déﬁnition 1.2.1. Soit f : M → G une application lisse, où M est une variété lisse et G
un groupe de Lie. La 1-forme à valeurs dans g déﬁnie comme suit :
ωf = f
∗ωG
est appelée la dérivée de Darboux de f .
Remarque 1.2.2. Rappelons que R muni de l'addition est un groupe de Lie d'algèbre de
Lie R. On vériﬁe aisément que si
f : R→ R
est une application lisse, alors pour tout x ∈ R,
f˙(x) = ωf
(
d
dx
∣∣∣∣
x
)
,
où f˙ = df
dx
. N
Comme c'est le cas pour la dérivée de fonctions de R dans R, si deux fonctions ont la
même dérivée de Darboux, alors elles diﬀèrent par une constante (du moins, dans le cas
où le domaine est connexe). Ceci est l'objet du résultat suivant, que nous appellerons le
théorème d'unicité de la primitive.
Théorème 1.2.3. Soient M une variété lisse connexe, G un groupe de Lie et f1, f2 deux
applications lisses de M dans G. Si ωf1 = ωf2, alors il existe un élément C ∈ G (que
nous pouvons appeler la constante d'intégration) tel que
f2 = Cf1.
Démonstration. Voir [9] théorème 3.5.2.
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1.3 Théorème fondamental du calcul
SoientM une variété lisse et G un groupe de Lie d'algèbre de Lie g. Supposons qu'il nous
est donné une 1-forme ω sur M à valeurs dans g. Nous voulons savoir si nous pouvons
 intégrer  ω, c'est-à-dire trouver une application lisse f : M → G telle que ω = ωf .
Un premier obstacle à l'existence d'une primitive est ce qu'on appelle l'équation structu-
rale.
Théorème 1.3.1. Soit G un groupe de Lie d'algèbre de Lie g. Alors, pour tout g ∈ G et
pour tous X, Y ∈ Tg(G),
dωG(X, Y ) + [ωG(X), ωG(Y )] = 0.
Démonstration. Voir [9] section 3.3.
En écrivant pour n'importe quelle 1-forme ω sur une variété lisse M à valeurs dans g
[ω, ω](X, Y ) = [ω(X), ω(Y )]− [ω(Y ), ω(X)]
= 2[ω(X), ω(Y )],
le théorème 1.3.1 peut s'écrire
dωG +
1
2
[ωG, ωG] = 0.
Cette équation est appelée l'équation structurale.
Remarquons que le fait que ωG est une 1-forme à valeurs dans g satisfaisant l'équa-
tion structurale implique que la dérivée de Darboux d'une fonction doit aussi satisfaire
l'équation structurale.
Corollaire 1.3.2. Soient M une variété lisse, G un groupe de Lie et f : M → G une
application lisse. Alors,
dωf +
1
2
[ωf , ωf ] = 0.
Démonstration. Voir [9] section 3.5.
Par conséquent, pour qu'une 1-forme ω sur M à valeurs dans g ait une primitive, il faut
qu'elle satisfasse l'équation structurale. Remarquablement, il s'agit aussi, localement,
d'une condition suﬃsante. C'est ce qu'aﬃrme le théorème suivant, qui est une version
locale de la généralisation du théorème fondamental du calcul aux groupes de Lie.
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Théorème 1.3.3. Soient M une variété lisse, G un groupe de Lie d'algèbre de Lie g et
ω une 1-forme sur M à valeurs dans g telle que
dω +
1
2
[ω, ω] = 0.
Alors, pour tout p ∈M , il existe un voisinage U de p et une application lisse f : U → G
telle que ωf = ω|U .
Démonstration. Voir [9] théorème 3.6.1.
Remarquons que dans le cas où M est de dimension 1, l'équation structurale est auto-
matiquement satisfaite. En eﬀet, dω + 1
2
[ω, ω] est alors une 2-forme sur une variété de
dimension 1, ce qui implique automatiquement que dω+ 1
2
[ω, ω] = 0. Par conséquent, en
dimension 1, il existe toujours localement une primitive.
Dans le cas où M est un intervalle dans R, nous pouvons recoller ces primitives locales
pour obtenir une primitive globale.
Théorème 1.3.4. Soient I ⊆ R un intervalle, G un groupe de Lie d'algèbre de Lie g et
ω une 1-forme sur I à valeurs dans g. Alors, il existe une application lisse f : I → G,
unique à multiplication à gauche près, telle que ω = ωf .
Démonstration. Voir [9] théorème 3.7.1.
Remarque 1.3.5. Le théorème 1.3.4 généralise le théorème fondamental du calcul intégral.
En eﬀet, si f ′ : [a, b]→ R est une fonction lisse (avec a, b ∈ R, a < b), nous pouvons déﬁnir
une 1-forme ω à valeurs dans l'algèbre de Lie R par
ω : T ([a, b])→ R
α
d
dx
∣∣∣∣
x
7→ αf ′(x).
Alors, par le théorème 1.3.4, il existe une fonction lisse f : [a, b]→ R telle que ω = f ∗ωR.
Or, pour tout x ∈ [a, b], nous avons d'une part
ω(
d
dx
∣∣∣∣
x
) = f ′(x)
et d'autre part
f ∗ωR(
d
dx
∣∣∣∣
x
) = ωR(f∗(
d
dx
∣∣∣∣
x
))
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= ωR(
df
dx
(x)
d
dx
∣∣∣∣
f(x)
)
=
df
dx
(x),
d'où df
dx
= f ′. N
Si M n'est pas de dimension 1, l'existence d'une primitive globale dépend, en plus de
l'équation structurale, de ce qu'on appelle la représentation de monodromie du groupe
fondamental de M . Puisque la version globale du théorème fondamental du calcul sur les
groupes de Lie ne jouera pas un rôle important dans ce texte, nous nous contenterons de
donner un bref aperçu de ce qu'est la représentation de monodromie.
Supposons que M est connexe, et ﬁxons un point de base p ∈ M . Si [c] ∈ pi1(M, p) est
la classe d'homotopie d'un chemin c : [0, 1] → M , alors c∗ω est une 1-forme sur [0, 1] à
valeurs dans g. Puisque [0, 1] est un intervalle, il existe selon le théorème 1.3.4 une unique
application lisse cˆ : [0, 1]→ G telle que c∗ω = ωcˆ et cˆ(0) = e (où e est l'identité de G). Il
est possible de montrer que l'élément cˆ(1) ∈ G est indépendant du choix de chemin dans
la classe d'équivalence. Par conséquent, nous avons une application bien déﬁnie
Φω : pi1(M, p)→ G
[c] 7→ cˆ(1).
Cette application est appelée la représentation de monodromie.
Théorème 1.3.6. Soient M une variété lisse connexe, G un groupe de Lie d'algèbre
de Lie g et ω une 1-forme sur M à valeurs dans G. Alors, il existe une fonction lisse
f : M → G (unique à multiplication à gauche par une constante près) telle que ωf = ω
si et seulement si dω + 1
2
[ω, ω] = 0 et la représentation de monodromie Φω est triviale.
Démonstration. Voir [9] théorème 7.1.14.
Remarque 1.3.7. SiM est simplement connexe, alors la représentation de monodromie est
forcément triviale. Par conséquent, dans ce cas, l'équation structurale est le seul obstacle
à l'existence d'une primitive. N
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Chapitre 2
Géométrie de Klein
Pendant des millénaires, l'étude de la géométrie était l'étude de l'espace euclidien de
deux ou trois dimensions et des concepts associés (comme par exemple les droites, les
cercles, les angles, les longueurs et les isométries). Axiomatisé par Euclide vers 300 avant
Jésus-Christ dans son classique traité les Éléments, l'espace euclidien était considéré
par plusieurs comme le cadre de la réalité physique. Toutefois, nombreux étaient ceux
qui étaient insatisfaits par le cinquième postulat d'Euclide, moins simple que les quatre
autres, et qui jugeaient qu'il devait en fait s'agir d'un théorème. Au cours des siècles,
de multiples preuves du cinquième postulat ont été avancées, toutes erronées. Enﬁn, au
XIXe siècle, János Bolyai et Nicolaï Lobatchevski ont indépendamment découvert que
remplacer le cinquième postulat d'Euclide par un autre postulat donne naissance à une
nouvelle géométrie, diﬀérente de celle d'Euclide, mais non contradictoire. Par la suite,
plusieurs autres géométries non euclidiennes ont été découvertes, chacune avec ses propres
axiomes et théorèmes.
En 1872, un mathématicien allemand du nom de Felix Klein (1849-1925) a proposé,
dans son désormais célèbre programme d'Erlangen, une nouvelle vision de la géométrie,
suﬃsamment générale pour englober la géométrie euclidienne et les géométries non eu-
clidiennes nouvellement découvertes. Pour Klein, une géométrie est un espace sur lequel
agit un certain groupe de transformations 1. Les objets et les propriétés de la géométrie
sont alors ceux qui sont laissés invariants par l'action du groupe.
Ce chapitre présente les bases de la géométrie de Klein. Il y sera aussi montré comment la
1. Bien sûr, cette déﬁnition est très incomplète et ne sert qu'à donner l'idée de ce qu'est une géométrie
de Klein. La déﬁnition correcte sera donnée plus loin.
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géométrie euclidienne, la géométrie sphérique, la géométrie hyperbolique et la géométrie
projective peuvent être vues comme des exemples de géométrie de Klein.
2.1 Espaces homogènes
2.1.1 Déﬁnition et exemples
Les espaces d'intérêt dans la vision de Klein de la géométrie portent le nom d'espaces
homogènes.
Déﬁnition 2.1.1. Soit M une variété lisse et G un groupe de Lie. S'il existe une ac-
tion lisse et transitive de G sur M , on dit que M est un G-espace homogène, ou tout
simplement un espace homogène, si le groupe G est clair selon le contexte.
Pour le reste du texte, à moins d'une indication contraire, il sera implicitement supposé
que l'action du groupe de Lie sur un espace homogène est une action à gauche.
Le terme homogène vient du fait que dans un certain sens, tous les points d'un espace
homogène sont indistinguables. En eﬀet, si p1 et p2 sont deux points d'un G-espace
homogène M , alors la transitivité de l'action de G sur M implique qu'il existe un g ∈ G
tel que p2 = g ∗ p1. Par conséquent, si nous restreignons notre intérêt aux propriétés qui
sont laissées invariantes par l'action de G, il n'y a aucune diﬀérence entre p1 et p2.
Étudions maintenant quelques exemples classiques d'espaces homogènes.
Exemple 2.1.2. Soit G un groupe de Lie. Alors, la multiplication dans G peut être vue
comme une action à gauche de G sur lui-même. Par la déﬁnition d'un groupe de Lie, cette
action est lisse. De plus, cette action est transitive, car si g1, g2 ∈ G, alors g2 = (g2g−11 )g1.
Donc, tout groupe de Lie G est trivialement un G-espace homogène. 
Exemple 2.1.3. Soit n ∈ N. Posons M = Rn. M est évidemment une variété lisse. Posons
G =
{(
1 0
u A
)
∈ GL(n+ 1,R)
∣∣∣∣u ∈ Rn, A ∈ O(n)} .
Il est facile de vériﬁer que G est un sous-groupe de GL(n + 1,R). De plus, G est fermé
dans GL(n+ 1,R). En eﬀet, soit
f : GL(n+ 1,R)→ Rn+1 ×GL(n,R)
11
(
α vT
u A
)
7→ (
(
α
v
)
, ATA),
où α ∈ R, u, v ∈ Rn et A ∈Mn(R). Montrons que G = f−1(e1, In), où e1 = (1, 0, . . . , 0)T
et In est l'identité dans GL(n,R). D'abord, si g ∈ G, alors il existe A ∈ O(n) et u ∈ Rn
tels que g =
(
1 0
u A
)
. Donc, f(g) = (e1, ATA) = (e1, In) (car A ∈ O(n) ⇔ ATA = In).
Ainsi, G ⊆ f−1(e1, In). Maintenant, soit g ∈ f−1(e1, In). Comme g ∈ GL(n + 1,R), il
existe α ∈ R, u, v ∈ Rn et A ∈ Mn(R) tels que g =
(
α vT
u A
)
et det(g) 6= 0. Comme
f(g) = (
(
α
v
)
, ATA) = (e1, In), on a α = 1, v = 0 et ATA = In, donc A ∈ O(n).
Donc g ∈ G. Ceci achève de montrer que G = f−1(e1, In). Comme l'image d'une matrice
par f est une expression polynomiale des entrées de la matrice, f est une application
continue. Ainsi, G est l'image inverse d'un fermé par une application continue, et donc
un ensemble fermé dans GL(n+ 1,R). Il s'ensuit que G est un sous-groupe de Lie plongé
de GL(n+ 1,R) (voir [6]).
Considérons l'application
θ : G×M →M((
1 0
u A
)
, x
)
7→ Ax+ u.
Il s'agit d'une action à gauche de G sur M , car θ(In+1, x) = x pour tout x ∈ Rn, et
θ
((
1 0
u A
)
, θ
((
1 0
v B
)
, x
))
= θ
((
1 0
u A
)
, Bx+ v
)
= ABx+ Av + u
= θ
((
1 0
Av + u AB
)
, x
)
= θ
((
1 0
u A
)(
1 0
v B
)
, x
)
.
De plus, il est simple de vériﬁer que cette action est lisse, car l'image par θ d'un élément
(g, x) de G×M est une expression polynomiale des entrées de g et de x.
Enﬁn, constatons que cette action est transitive. Pour ce faire, il suﬃt de montrer que
pour tout x ∈ M , il existe un gx ∈ G tel que x = θ(gx, 0) (où 0 est le vecteur nul dans
M = Rn), car alors, si y ∈M , θ(gyg−1x , x) = θ(gy, θ(g−1x , x)) = θ(gy, 0) = y. Or, si x ∈M ,
alors θ
((
1 0
x In
)
, 0
)
= In0 + x = x.
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Par conséquent, M est un G-espace homogène. Le groupe G est fréquemment appelé le
groupe des isométries euclidiennes, car il s'agit exactement du groupe des transformations
de Rn qui préservent la distance euclidienne dist(x, y) = ‖x − y‖, où x, y ∈ Rn et
‖(x1, . . . , xn)T‖ =
√
x21 + · · ·+ x2n (voir à ce sujet [8]). Pour cette même raison, le G-
espace homogène M est appelé l'espace euclidien. 
Exemple 2.1.4. Posons maintenant M = Sn = {x ∈ Rn+1|‖x‖ = 1} et G = O(n + 1), le
groupe des isométries de la sphère (voir [8]). Il est bien connu queM est une variété lisse,
G est un groupe de Lie et l'action de G sur M donnée par (A, x) 7→ Ax (où A ∈ G et
x ∈ M) est une action lisse et transitive (voir par exemple [6]). Par conséquent, M est
un G-espace homogène. 
Exemple 2.1.5. Considérons la feuille d'un hyperboloïde à deux feuilles donnée par M ={
x = (x1, . . . , xn+1)
T ∈ Rn+1∣∣x21 + · · ·+ x2n − x2n+1 = −1, xn+1 > 0}. Muni de la métrique
déﬁnie par dH(x, y) = cosh
−1(−x ◦ y) (où x ◦ y = x1y1 + · · ·+xnyn−xn+1yn+1), M est un
modèle de l'espace hyperbolique de dimension n (voir [8]). Le groupe des isométries deM
est G = O(n, 1), qui agit sur M par multiplication matricielle. Il est simple de montrer
que cette action est lisse et transitive. Par conséquent,M est un G-espace homogène. 
Notons qu'une variété lisse peut être un espace homogène sous l'action de plusieurs
groupes de Lie diﬀérents, comme l'illustrent les exemples suivants. Par conséquent, il est
important de spéciﬁer le groupe considéré.
Exemple 2.1.6. Posons encore une fois M = Rn, mais considérons cette fois-ci
G =
{(
1
z
0
u A
)
∈ GL(n+ 1,R)
∣∣∣∣z ∈ R∗, u ∈ Rn, A ∈ O(n)} .
Il est simple de vériﬁer que G est bien un sous-groupe de GL(n+ 1,R).
Considérons
f : GL(n+ 1,R)→ Rn ×GL(n,R)(
α vT
u A
)
7→ (v,ATA),
où α ∈ R, u, v ∈ Rn et A ∈Mn(R). Alors, G = f−1(0, In). En eﬀet, si g ∈ G, alors il existe
z ∈ R∗, u ∈ Rn et A ∈ O(n) tels que g =
(
1
z
0
u A
)
, et donc f(g) = (0, ATA) = (0, In).
Par conséquent, G ⊆ f−1(0, In). D'autre part, si g ∈ f−1(0, In), alors il existe α ∈ R,
u, v ∈ Rn et A ∈ Mn(R) tels que g =
(
α vT
u A
)
, det(g) 6= 0 et f(g) = (0, In). Cette
dernière condition implique que v = 0 et A ∈ O(n). Pour que g soit dans G, il ne
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manque plus que α soit non nul. Or, si α = 0, alors la première ligne de g est nulle, donc
det(g) = 0. Ainsi, il faut que α 6= 0. Ceci achève de montrer que G = f−1(0, In).
Or, f est une application continue, car l'image d'une matrice par f est une expression
polynomiale des entrées de la matrice. Ainsi, G est un fermé, donc un sous-groupe de Lie
plongé de GL(n+ 1,R).
Déﬁnissons l'action suivante de G sur M :
∗ : G×M →M((
1
z
0
u A
)
, x
)
7→ zAx+ zu.
Il s'agit bien d'une action, car, pour tout x ∈M ,
(
1 0
0 In
)
∗ x = x et(
1
z1
0
u A
)
∗
((
1
z2
0
v B
)
∗ x
)
=
(
1
z1
0
u A
)
∗ (z2Bx+ z2v)
= z1z2ABx+ z1z2Av + z1u
=
( 1
z1z2
0
u
z2
+ Av AB
)
∗ x
=
((
1
z1
0
u A
)(
1
z2
0
v B
))
∗ x.
De plus, cette action est lisse, car elle s'écrit comme un quotient d'expressions polyno-
miales, avec le dénominateur toujours non nul.
Enﬁn, cette action est transitive, puisque pour tout x ∈M ,
(
1 0
x In
)
∗ 0 = x.
Donc, M est aussi un espace homogène pour le groupe G, qu'on appelle le groupe des
similitudes, qui contient strictement le groupe des isométries euclidiennes de l'exemple
2.1.3. 
Exemple 2.1.7. Considérons encore une fois Rn, mais remarquons cette fois-ci que l'addi-
tion vectorielle fait de Rn un groupe de Lie. Par conséquent, d'après l'exemple 2.1.2, Rn
est aussi un Rn-espace homogène. 
2.1.2 Quotients de variétés par une action de groupe
Nous montrerons plus loin que tout G-espace homogène peut être exprimé comme le
quotient de G par un certain sous-groupe H. Toutefois, avant de parvenir à ce résultat,
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il est nécessaire d'étudier les conditions sous lesquelles le quotient est aussi une variété
lisse. À cette ﬁn, introduisons d'abord quelques résultats et déﬁnitions.
Proposition 2.1.8. Soit M une variété lisse et ∗ : M × G → M une action à droite
lisse d'un groupe de Lie G sur M . Alors, la relation sur M donnée par p ∼ q si et
seulement si il existe g ∈ G tel que q = p ∗ g est une relation d'équivalence, dont les
classes d'équivalences sont les orbites de l'action de G sur M .
Démonstration. Comme p = p ∗ e, p ∼ p, donc ∼ est réﬂexive. Soient p, q ∈ M tels que
p ∼ q. Ainsi, il existe g ∈ G tel que q = p ∗ g. Mais alors q ∗ g−1 = p, et donc, q ∼ p. Ceci
montre que ∼ est symétrique. Enﬁn, soient p, q, r ∈ M tels que p ∼ q et q ∼ r. Il existe
g, h ∈ G tels que q = p ∗ g et r = q ∗ h. Ceci donne r = (p ∗ g) ∗ h = p ∗ gh. Donc, p ∼ r,
ce qui montre que ∼ est transitive, et donc une relation d'équivalence.
Pour montrer que les classes d'équivalences sont les orbites de l'action, il suﬃt de consta-
ter que deux points p, q ∈ M sont équivalents ⇔ q = p ∗ g pour g ∈ G ⇔ p et q sont
dans la même orbite.
Remarque 2.1.9. Remarquons que la proposition 2.1.8 est formulée en termes d'action à
droite uniquement parce qu'il est nécessaire de ﬁxer un côté, mais le résultat est tout
aussi valide pour une action à gauche. N
Déﬁnition 2.1.10. Soit M une variété lisse et G un groupe de Lie agissant à droite sur
M de manière lisse (une déﬁnition semblable existe pour une action à gauche). L'espace
M/∼ (où ∼ est la relation d'équivalence décrite dans la proposition 2.1.8) muni de la
topologie quotient est appelé l'espace des orbites pour l'action de G, et est noté M/G.
Remarquons que rien ne garantit queM/G est un  bel  espace, comme par exemple une
variété. En fait, dans l'exemple qui suit, la topologie de M/G n'est même pas Hausdorﬀ.
Exemple 2.1.11. Soit M = S1 = {x ∈ R2|‖x‖2 = 1}, G = Z et a ∈ R un nombre irration-
nel. Avec l'addition, G est un groupe de Lie de dimension 0. Considérons
∗ : G×M →M(
z,
(
x
y
))
7→
(
cos(2zapi) − sin(2zapi)
sin(2zapi) cos(2zapi)
)(
x
y
)
.
Pour tout p ∈ S1, on a 0 ∗ p = p et z1 ∗ (z2 ∗ p) = (z1 + z2) ∗ p (z1, z2 ∈ Z), donc il s'agit
d'une action de groupe. De plus, pour tout z ∈ Z, la fonction z ∗ · : M → M qui envoie
p ∈ M vers z ∗ p est lisse, puisqu'il s'agit d'une rotation d'angle 2zapi. Comme Z est un
espace discret, z×M est un ouvert, ce qui implique que ∗ : G×M →M est une fonction
lisse.
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Soit x, y ∈ M/G avec x 6= y et U ⊆ M/G un voisinage de x. Posons pi : M → M/G
l'application de passage au quotient, qui envoie un point deM vers sa classe d'équivalence.
Il est bien connu que l'orbite d'un point sur le cercle par une rotation d'un multiple
irrationnel de 2pi est dense dans S1. Par conséquent, pi−1(y) est un ensemble dense.
Par déﬁnition de la topologie quotient, pi−1(U) est un ouvert de S1. Puisque pi−1(y) est
dense, pi−1(U) contient au moins un point de pi−1(y). Par conséquent, y ∈ U .
Ainsi, tout voisinage d'un point deM/G contient tous les points deM/G. Donc, les seuls
ouverts de M/G sont ∅ et M/G. Autrement dit, la topologie quotient sur M/G est la
topologie triviale, qui n'est évidemment pas Hausdorﬀ. 
Les cas où le quotient d'une variété lisse M par un groupe de Lie G est une variété
lisse est celui qui nous intéresse ici. Heureusement, lorsque l'action de G sur M satisfait
certaines condition, il est possible de garantir que M/G est bien une variété lisse.
Déﬁnition 2.1.12. Soit M une variété lisse, G un groupe de Lie et ∗ : M ×G→M une
action à droite lisse de G sur M (la déﬁnition pour une action à gauche est similaire).
L'action est dite libre si, pour n'importe quel p ∈M , p ∗ g = p implique que g = e, où e
est l'identité. Autrement dit, l'action est libre si le seul élément de G qui a un point ﬁxe
est l'identité.
Exemple 2.1.13. Soit G un groupe de Lie. Alors, la multiplication à droite donne une
action lisse de G sur G, et cette action est libre. En eﬀet, s'il existe p, g ∈ G tels que
pg = p, alors, en multipliant à gauche par p−1, on obtient g = e. 
Déﬁnition 2.1.14. Soit M une variété lisse et G un groupe de Lie agissant à droite sur
M par une action lisse ∗ : M ×G→M (ici encore, la déﬁnition pour une action à gauche
est similaire). On dit que l'action est propre si l'application M × G → M ×M qui à
(p, g) associe (p ∗ g, p) est une application propre, c'est-à-dire que l'image inverse de tout
compact est un compact.
Il existe plusieurs caractérisations d'une action propre, qui peuvent dans certains cas être
plus simples à vériﬁer que la déﬁnition. Dans le cas qui nous intéresse, la caractérisation
qui suit sera particulièrement utile.
Proposition 2.1.15. Soit M une variété lisse sur laquelle agit à droite de façon lisse un
groupe de Lie G. Alors, l'action est propre si et seulement si, pour toute suite convergente
{pi}i∈N dans M et pour toute suite {gi}i∈N dans G telle que {pi ∗ gi}i∈N est aussi une
suite convergente, la suite {gi}i∈N admet une sous-suite convergente.
Démonstration. Voir [6] proposition 9.13.
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Théorème 2.1.16. Soit M une variété lisse, G un groupe de Lie et θ : M ×G→M une
action à droite lisse, libre et propre (un résultat semblable existe si l'action est à gauche).
Alors,M/G est une variété topologique de dimension dimM−dimG et il existe une unique
structure lisse sur M/G telle que l'application de passage au quotient pi : M →M/G est
une submersion lisse. De plus, ξ = (M,pi,M/G,G) est un ﬁbré principal lisse à droite de
groupe G.
Démonstration. Voir [6] théorème 9.16 et [9] théorème 2.4.
Exemple 2.1.17. Dans l'exemple 2.1.11, l'action de G = Z surM = S1 était libre, puisque
les seules rotations qui ﬁxent un point sur le cercle sont les rotations d'un multiple entier
de 2pi, et puisque a est irrationnel, le seul z ∈ Z pour lequel 2zapi est un multiple entier de
2pi est z = 0. Par contre, l'action n'était pas propre. En eﬀet,M est compact, doncM×M
est aussi compact. L'image inverse de M ×M par l'application G ×M → M ×M qui
envoie (z, p) vers (z∗p, p) est bien sûr G×M . Or, G×M a un nombre inﬁni dénombrable
de composantes connexes, donc n'est pas compact. 
2.1.3 Caractérisation des espaces homogènes
Le résultat principal de cette section est que tout G-espace homogène est diﬀéomorphe
au quotient de G par un certain sous-groupe fermé H.
Dans un premier temps, montrons que tout quotient d'un groupe de Lie G par un sous-
groupe fermé H est un espace homogène.
Proposition 2.1.18. Soit G un groupe de Lie et H un sous-groupe fermé de G. Alors,
l'action à droite de H sur G donnée par la multiplication dans G est lisse, libre et propre.
Démonstration. Cette action est lisse, puisqu'il s'agit d'une restriction à G × H de la
multiplication dans G, qui est une application lisse par déﬁnition d'un groupe de Lie. De
plus, l'action est libre, car s'il existe g ∈ G et h ∈ H tel que gh = g, alors en multipliant
par g−1 de chaque côté de l'égalité, h = e.
Pour montrer que l'action est propre, utilisons la proposition 2.1.15. Soit {gi}i∈N une suite
convergente d'éléments de G et {hi}i∈N une suite d'éléments de H telle que {gihi}i∈N
converge. Notons par g la limite de {gi}i∈N et l la limite de {gihi}i∈N. Puisque G est un
groupe de Lie, l'inversion est lisse, donc en particulier continue. Ainsi, la suite {g−1i }i∈N
est aussi une suite convergente, de limite g−1. Puisque la multiplication est aussi une
application continue, la suite {hi}i∈N = {g−1i gihi}i∈N converge elle aussi dans G, vers
g−1l. Puisque H est fermé, g−1l ∈ H. De plus, puisqu'un sous-groupe fermé d'un groupe
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de Lie est une sous-variété plongée, la convergence dans G de {hi}i∈N vers g−1l ∈ H
implique que {hi}i∈N est une suite convergente dans H. Ceci achève de montrer que
l'action est propre.
Comme l'action d'un sous-groupe fermé H sur un groupe de Lie G est lisse, libre et
propre, le quotient G/H est une variété lisse. De plus, G/H admet naturellement une
action à gauche par G qui en fait un espace homogène.
Théorème 2.1.19. Soit G un groupe de Lie et H un sous-groupe fermé. Alors G/H est
un G-espace homogène avec l'action de G sur G/H donnée par
θ : G×G/H → G/H
(g1, pi(g2)) 7→ θ(g1, pi(g2)) = g1 ∗ pi(g2) = pi(g1g2),
où pi est l'application de passage au quotient.
Démonstration. Par le théorème 2.1.16, G/H est une variété lisse.
Remarquons d'abord que l'application donnée est correctement déﬁnie. Si g2, g3 ∈ G sont
tels que pi(g2) = pi(g3), alors, il existe h ∈ H tel que g2 = g3h. Ainsi, g1g2 = g1g3h, donc
pi(g1g2) = pi(g1g3).
De plus, il s'agit bien d'une action, car pour tout p = pi(z) ∈ G/H, e∗p = pi(ez) = pi(z) =
p et g1 ∗ (g2 ∗ p) = g1 ∗ pi(g2z) = pi(g1g2z) = g1g2 ∗ p, où e est l'identité et g1, g2 ∈ G.
Notons par µ : G×G→ G la multiplication dans G. Alors, θ◦(Id× pi) = pi◦µ. Or comme
le montre le premier paragraphe, pi ◦µ est constante sur les ﬁbres de Id×pi. Puisque par
le théorème 2.1.16, pi est une submersion lisse, Id×pi est aussi une submersion lisse. Ceci
implique que θ est lisse.
G×G G
G×G/H G/H
µ
Id× pi
θ
pi
Enﬁn, soient p, q ∈ G/H. Alors, il existe g1, g2 ∈ G tels que p = pi(g1) et q = pi(g2).
Or, g2g
−1
1 ∗ p = pi(g2g−11 g1) = pi(g2) = q. Ceci montre que l'action de G sur G/H est
transitive, faisant ainsi de G/H un G-espace homogène.
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Dans la suite du texte, à moins d'une indication contraire, l'action de G sur G/H décrite
dans le théorème 2.1.19 sera notée multiplicativement par ∗.
Dans le cas où H est un sous-groupe normal de G, il est bien connu que G/H admet
une structure de groupe héritée de celle de G. La proposition suivante montre que la
structure lisse décrite au théorème 2.1.16 fait de G/H un groupe de Lie.
Proposition 2.1.20. Soit G un groupe de Lie et H un sous-groupe fermé et normal de
G. Alors, G/H est un groupe de Lie, et l'application de passage au quotient pi : G→ G/H
est un homomorphisme de groupes de Lie.
Démonstration. Voir [6] proposition 9.29.
Le théorème 2.1.16 donne une manière de construire des espaces homogènes : il suﬃt de
quotienter un groupe de Lie par un sous-groupe fermé. Il s'avère que cette construction
permet en fait de retrouver tous les espaces homogènes, comme le montreront les résultats
qui suivent.
Déﬁnition 2.1.21. Soient M une variété lisse sur laquelle agit un groupe de Lie G et p
un point de M . L'ensemble
Hp = {g ∈ G|gp = p}
est appelé le stabilisateur de p.
Proposition 2.1.22. Avec la notation de la déﬁnition 2.1.21, Hp est un sous-groupe de
Lie plongé et fermé de G.
Démonstration. Voir [6] lemme 9.23.
Théorème 2.1.23. Soient G un groupe de Lie, M un G-espace homogène et p un point
de M . Alors, l'application
f : G/Hp →M
pi(g) 7→ g ∗ p
est un diﬀéomorphisme équivariant par rapport à l'action de G.
Démonstration. Voir [6] théorème 9.24.
Ainsi, tout G-espace homogène peut s'écrire comme G/H, avec H un sous-groupe de Lie
fermé. Il est important de remarquer que le sous-groupe H n'est pas forcément unique,
puisqu'il dépend du choix d'un point de base p. Changer le point de base modiﬁe le
sous-groupe par conjugaison.
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Proposition 2.1.24. Soit G un groupe de Lie et M un G-espace homogène. Si p, q ∈M ,
il existe g ∈ G tel que Hq = gHpg−1, où Hp et Hq sont les stabilisateurs de p et q,
respectivement.
Démonstration. CommeM est un espace homogène, il existe g ∈ G tel que q = gp. Alors,
Hq = {h ∈ G|hq = q} = {h ∈ G|hgp = gp} = {h ∈ G|g−1hgp = p} = gHpg−1.
Exemple 2.1.25. Revenons à l'exemple 2.1.3. Nous avions
G =
{(
1 0
u A
)
∈ GL(n+ 1,R)
∣∣∣∣u ∈ Rn, A ∈ O(n)}
et M = Rn. Calculons le stabilisateur de 0 ∈ Rn, que nous noterons H. Soit
g =
(
1 0
u A
)
∈ G.
Alors,
g ∈ H ⇔ θ(g, 0) = 0
⇔ A0 + u = 0
⇔ u = 0.
Donc,
H =
{(
1 0
0 A
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)} .
On a donc que Rn est diﬀéomorphe à G/H. Comme G = RnnO(n) et H est diﬀéomorphe
à O(n), ce résultat est parfois écrit de la manière suivante : Rn nO(n)/O(n) = Rn. 
Exemple 2.1.26. Dans le même esprit, reprenons l'exemple 2.1.4. Nous avions M = Sn
et G = O(n + 1). Calculons le stabilisateur H du  pôle nord , c'est-à-dire e1 =
(1, 0, . . . , 0)T ∈ Sn.
Soit g ∈ H. Alors, ge1 = e1, ce qui implique que
g =
(
1 u
0 A
)
avec uT ∈ Rn et A ∈ GL(n,R). Or, g ∈ H ⊆ O(n+ 1), donc gTg = In+1. Ainsi,(
1 0
0 In
)
=
(
1 0
uT AT
)(
1 u
0 A
)
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=(
1 u
uT ATA
)
.
Par conséquent, A ∈ O(n) et u = 0. D'autre part, il est clair que toute matrice de cette
forme est dans H. Par conséquent,
H =
{(
1 0
0 A
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)} .
Remarquons que, comme dans l'exemple précédent, H est isomorphe en tant que groupe
de Lie à O(n).
Par le théorème 2.1.23, Sn est diﬀéomorphe à G/H et ce diﬀéomorphisme est équivariant
pour l'action de G. Ce résultat est parfois écrit de la manière suivante : Sn = O(n +
1)/O(n). 
Exemple 2.1.27. Toujours dans la même veine, revisitons l'exemple 2.1.5. Le groupe était
G = O(n, 1) et l'espace homogène était
M = Hn =
{
x = (x1, . . . , xn+1)
T ∈ Rn+1∣∣x21 + · · ·+ x2n − x2n+1 = −1, xn+1 > 0} .
Par un calcul fort similaire à celui de l'exemple 2.1.26, le stabilisateur H du point en+1 =
(0, . . . , 0, 1) ∈ Hn est
H =
{(
A 0
0 1
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)} .
Encore une fois, H est isomorphe à O(n).
Le calcul donne que Hn est diﬀéomorphe à G/H. Par conséquent, certains auteurs
écrivent parfois Hn = O(n, 1)/O(n). 
2.2 Géométries de Klein
2.2.1 Déﬁnition
Nous sommes enﬁn en mesure de donner la déﬁnition rigoureuse d'une géométrie de Klein.
Déﬁnition 2.2.1. Soit G un groupe de Lie et H un sous-groupe fermé de G tel que G/H
est connexe. Alors, le couple (G,H) est appelé une géométrie de Klein. Le groupe G est
appelé le groupe principal de la géométrie, et la variété lisse G/H est appelée l'espace de
la géométrie de Klein.
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D'après le théorème 2.1.19, G/H est un espace homogène pour l'action naturelle de G.
Une géométrie de Klein est donc constituée d'un groupe de transformations accompagné
d'un sous-groupe correspondant aux transformations qui ﬁxent un certain point. Il n'est
pas nécessaire de mentionner l'espace sur lequel agit ce groupe, puisqu'il peut être déduit
de cette information. Ceci illustre bien le fait que, dans la vision de Klein de la géométrie,
l'accent est mise sur le groupe des transformations.
Pour une géométrie de Klein (G,H), il est possible que le groupeG contienne des éléments
qui agissent sur G/H comme l'identité. L'existence de tels éléments est directement liée
à l'existence de sous-groupes de H qui sont normaux dans G.
Proposition 2.2.2. Soit (G,H) une géométrie de Klein. Posons
K = {g ∈ G|g ∗ p = p ∀p ∈ G/H} .
Alors, K est un sous-groupe normal de G contenu dans H. De plus, si K ′ est un sous-
groupe normal de G contenu dans H, alors K ′ ⊆ K. Enﬁn, K est un sous-groupe de Lie
fermé de H et de G.
Démonstration. Soit k ∈ K. Alors, par déﬁnition, k ∗ pi(e) = pi(e), où pi : G → G/H est
l'application de passage au quotient et e est l'identité. Donc, k ∗ pi(e) = pi(k) = pi(e).
Ainsi, k ∈ H. Ceci montre que K ⊆ H.
Maintenant, soient k1, k2 ∈ K et p ∈ G/H. Alors, (k1k2) ∗ p = k1 ∗ (k2 ∗ p) = k1 ∗ p = p,
donc k1k2 ∈ K. De plus, k−11 ∗ p = k−11 ∗ (k1 ∗ p) = (k−11 k1) ∗ p = p, ce qui implique que
k−11 ∈ K. Par conséquent, K est un sous-groupe de G (et par le fait même un sous-groupe
de H, puisque K ⊆ H).
Pour montrer que K est normal dans G, prenons k ∈ K et g ∈ G. Alors, pour n'importe
quel p ∈ G/H, (gkg−1) ∗ p = g ∗ (k ∗ (g−1 ∗ p)) = g ∗ (g−1 ∗ p) = p. Ainsi, gkg−1 ∈ K,
donc K est normal dans G.
Soit K ′ un sous-groupe normal de G contenu dans H, et soient k ∈ K ′, p ∈ G/H. Il existe
g ∈ G tel que p = pi(g). Ainsi, p = g ∗ pi(e). Alors, k ∗ p = k ∗ (g ∗ pi(e)) = (kg) ∗ pi(e) =
(gg−1kg) ∗ pi(e) = g ∗ ((g−1kg) ∗ pi(e)) = g ∗ pi(g−1kg). Puisque K ′ est normal dans G,
g−1kg ∈ K ′, et puisque K ′ ⊆ H, g−1kg ∈ H. Donc, pi(g−1kg) = pi(e). Il s'ensuit que
k ∗ p = g ∗ pi(e) = pi(g) = p. Ceci montre que K ′ ⊆ K.
Il reste à montrer que K est un sous-groupe de Lie fermé de H et de G. Notons Hp ⊆ G le
sous-groupe de G qui ﬁxe le point p ∈ G/H. D'après la proposition 2.1.22, Hp est fermé
pour tout p ∈ G/H. Or, K = ∩p∈G/HHp. En eﬀet, si k ∈ K, alors pour tout p ∈ G/H,
k ∗p = p, donc k ∈ Hp. D'autre part, si k ∈ ∩p∈G/HHp, alors pour tout p ∈ G/H, k ∈ Hp,
donc k ∗ p = p. Ainsi, K = ∩p∈G/HHp. Puisqu'une intersection de fermés est un fermé,
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K est fermé dans G. De plus, puisque H est un sous-groupe de Lie plongé, la topologie
de H est la topologie induite de celle de G, donc K est aussi fermé dans H.
Enﬁn, comme un sous-groupe fermé d'un groupe de Lie est un sous-groupe de Lie plongé,
K est un sous-groupe de Lie plongé de H et de G.
Déﬁnition 2.2.3. Soit (G,H) une géométrie de Klein, et soit
K = {g ∈ G|g ∗ p = p ∀p ∈ G/H} .
Le sous-groupe K est appelé le noyau de (G,H). Si K = {e}, où e est l'identité, la
géométrie de Klein (G,H) est dite eﬀective.
Lorsque la géométrie n'est pas eﬀective, le groupe de transformations est en quelque sorte
 trop gros , dans le sens où il contient des éléments qui sont redondants si on considère
leur eﬀet sur G/H. Étant donné que le noyau est un sous-groupe normal, il est toujours
possible de quotienter par le noyau pour obtenir une géométrie de Klein eﬀective sur le
même espace.
Proposition 2.2.4. Soit (G,H) une géométrie de Klein de noyau K. Alors, (G/K,H/K)
est une géométrie de Klein eﬀective. De plus, l'action de G induit une action naturelle de
G/K sur G/H. Enﬁn, il existe un diﬀéomorphisme (G/K)/(H/K)→ G/H équivariant
par rapport à l'action de G/K.
Démonstration. Voir [9] proposition 4.3.1.
Déﬁnition 2.2.5. Soit (G,H) une géométrie de Klein de noyau K. Alors, (G/K,H/K)
est appelée la géométrie de Klein eﬀective associée.
2.2.2 Isomorphismes de géométries de Klein
Une géométrie de Klein est la donnée d'un groupe de Lie G et d'un sous-groupe H.
Toutefois, d'après la proposition 2.1.24, il est clair que la géométrie de Klein (G, gHg−1)
(où g ∈ G) ne devrait pas être vue comme une géométrie diﬀérente, puisqu'il s'agit du
même groupe de transformation agissant sur le même espace, seulement en changeant
le point considéré pour le calcul du stabilisateur. Cette considération nous mène à la
déﬁnition d'isomorphisme de géométries de Klein.
Déﬁnition 2.2.6. Soient (G1, H1) et (G2, H2) deux géométries de Klein. Alors, (G1, H1)
et (G2, H2) sont dites isomorphes s'il existe un isomorphisme de groupes de Lie ϕ : G1 →
G2 tel que ϕ(H1) = H2.
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Exemple 2.2.7. Soient (G,H) une géométrie de Klein et g0 ∈ G. Il est facile de vériﬁer
que
ϕ : G→ G
g 7→ g0gg−10
est un isomorphisme de groupes de Lie. Comme ϕ(H) = g0Hg
−1
0 , (G, g0Hg
−1
0 ) est une
géométrie de Klein isomorphe à (G,H).
Ainsi, modiﬁer le choix du point ﬁxe dans le calcul du stabilisateur donne des géométries
isomorphes. 
2.2.3 Forme de Maurer-Cartan et transformations
Considérons une géométrie de Klein (G,H). Alors, par le théorème 2.1.16, G est un ﬁbré
principal à droite de base G/H, de groupe H et de projection pi : G → G/H. Aﬁn de
faciliter l'introduction des géométries de Cartan, oublions pour un instant la structure de
groupe de Lie de G et conservons uniquement celle de ﬁbré principal. Il serait alors naturel
de déﬁnir les transformations de G/H comme les applications qui préservent la structure
de ﬁbré principal de G. Plus précisément, une transformation serait un diﬀéomorphisme
f : G/H → G/H pour lequel il existe un relèvement fˆ : G→ G qui est un automorphisme
de ﬁbré principal (c'est-à-dire qui préserve les ﬁbres et est équivariant pour l'action à
droite de H sur G). Cependant, cette déﬁnition est trop permissive, comme l'illustre
l'exemple ci-dessous.
Exemple 2.2.8. Soient
G =
{(
1 0
u A
)
∈ GL(n+ 1,R)
∣∣∣∣u ∈ Rn, A ∈ O(n)}
et
H =
{(
1 0
0 A
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)}
comme dans l'exemple 2.1.25. Alors G/H est diﬀéomorphe à Rn, et la composition de
l'application de passage au quotient composée avec ce diﬀéomorphisme, que nous noterons
pi par un léger abus de notation, est
pi : G→ Rn(
1 0
u A
)
7→ u.
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Considérons
f : Rn → Rn
x 7→ 2x.
Alors, f est un diﬀéomorphisme, et
fˆ : G→ G(
1 0
u A
)
7→
(
1 0
2u A
)
est un relèvement de f , puisque pi(fˆ(g)) = f(pi(g)) pour tout g ∈ G. De plus, pour(
1 0
u A
)
∈ G et
(
1 0
0 B
)
∈ H,
fˆ
((
1 0
u A
)(
1 0
0 B
))
= fˆ
((
1 0
u AB
))
=
(
1 0
2u AB
)
= fˆ
((
1 0
u A
))(
1 0
0 B
)
.
Donc, fˆ est équivariante par rapport à l'action de H sur G, et ainsi, il s'agit d'un auto-
morphisme de ﬁbré principal.
Cependant, il est évident qu'il n'existe aucun élément g0 ∈ G tel que fˆ(g) = g0g pour
tout g ∈ G. Par conséquent, f ne fait pas partie du groupe des transformations de la
géométrie (G,H). 
Il est donc clair que la structure de ﬁbré principal n'est pas suﬃsante pour caractériser
les transformations d'une géométrie de Klein. Il faudra ainsi imposer des restrictions
supplémentaires.
Rappelons que tout groupe de Lie G est naturellement muni d'une 1-forme à valeurs
dans g (où g est l'algèbre de Lie de G), la forme de Maurer-Cartan ωG. Il s'avère que
la forme de Maurer-Cartan est exactement la structure supplémentaire nécessaire pour
caractériser les transformations d'une géométrie de Klein (G,H) dans le cas où G est
connexe ou lorsque la géométrie (G,H) est eﬀective.
Proposition 2.2.9. Soient G un groupe de Lie et H un sous-groupe fermé de G tel
que G/H est connexe. Notons par Ge la composante connexe de l'identité et posons
H0 = H ∩Ge. Alors, G = GeH et il existe un diﬀéomorphisme, équivariant pour l'action
de Ge, de G/H vers Ge/H0
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Démonstration. Voir [9] proposition 3.5.
Corollaire 2.2.10. Soient G un groupe de Lie et H un sous-groupe fermé de G tel que
G/H est connexe. Si Gc est une composante connexe de G, alors il existe hc ∈ H tel que
Gc = Gehc (où Ge est la composante connexe contenant l'identité).
Démonstration. La proposition 2.2.9 aﬃrme que G = GeH. Or, pour tout h ∈ H,
Rh : G → G est un diﬀéomorphisme (où Rh dénote la multiplication à droite dans G).
Par conséquent, pour tout h ∈ H, Geh = Rh(Ge) est une composante connexe de G.
Puisque G = GeH, il existe ge ∈ Ge et hc ∈ H tel que gehc ∈ Gc. Alors, Gehc est une
composante connexe de G contenant un élément de Gc, ce qui prouve que Gehc = Gc.
Proposition 2.2.11. Soit (G,H) une géométrie de Klein satisfaisant l'une des deux
conditions suivantes
(i) G est connexe
(ii) (G,H) est eﬀective.
Soit f : G/H → G/H un diﬀéomorphisme qui se soulève à un automorphisme de ﬁ-
bré principal fˆ : G → G tel que fˆ ∗ωG = ωG. Alors, il existe un g0 ∈ G tel que f =
θ(g0, ·) : G/H → G/H (où θ : G×G/H → G/H est l'action à gauche naturelle de G sur
G/H).
Démonstration. (i) Supposons que G est connexe. Il est clair que ωG = fˆ ∗ωG est la
dérivée de Darboux de l'application identité Id : G → G. Comme G est connexe,
par le théorème d'unicité de la primitive (théorème 1.2.3), il existe g0 ∈ G tel
que f(g) = g0Id(g) = g0g pour tout g ∈ G. Donc, fˆ = Lg0 (où Lg0 dénote la
multiplication à gauche par g0). Il s'ensuit que f est la multiplication à gauche par
g0 dans G/H.
(ii) Supposons maintenant que (G,H) est eﬀective. En restreignant fˆ à la composante
connexe de G contenant l'identité, que nous noterons Ge, l'argument précédent nous
donne l'existence d'un élément g0 ∈ G tel que fˆ |Ge = Lg0 . Si fˆ est restreinte à une
autre composante connexe Gc, alors il existe g1 ∈ G tel que fˆ |Gc = Lg1 . Il suﬃt de
montrer que g0 = g1.
Soit p ∈ G/H. Alors, d'après la proposition 2.2.9, il existe gp ∈ Ge tel que pi(gp) = p
(où pi est l'application de passage au quotient). Puisque fˆ est un relèvement de f ,
on a f(p) = pi(fˆ(gp)) = pi(g0gp) = g0 ∗ p (la deuxième égalité vient du fait que fˆ
appliqué à un élément de Ge est la multiplication à gauche par g0).
D'autre part, d'après le corollaire 2.2.10, il existe hc ∈ H tel que Gc = Gehc. Par
conséquent, gphc ∈ Gc. Or, pi(gphc) = pi(gp) = p. Comme fˆ est un relèvement de
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f , f(p) = pi(fˆ(gphc)) = pi(gcgphc) = gc ∗ p (la deuxième égalité vient du fait que fˆ
appliqué à un élément de Gc est la multiplication à gauche par gc).
Ainsi, pour tout p ∈ G/H, g0 ∗ p = gc ∗ p. Il s'ensuit que (g−1c g0) ∗ p = p pour tout
p ∈ G/H. Par conséquent, g−1c g0 ∈ K, où K est le noyau de la géométrie de Klein
(G,H). Or, par hypothèse, K = {e}. Ceci implique que gc = g0.
Donc, la restriction de fˆ à n'importe quelle composante connexe de G est la mul-
tiplication à gauche par g0. Il s'ensuit que fˆ = Lg0 . Ainsi, f(p) = g0 ∗ p pour tout
p ∈ G/H.
À l'inverse, si f : G/H → G/H est la multiplication à gauche par un élément g ∈ G,
alors il existe un relèvement fˆ : G → G qui est un automorphisme de ﬁbré principal tel
que fˆ ∗ωG = ωG. En eﬀet, il suﬃt de prendre fˆ = Lg (où Lg est la multiplication à gauche
par g).
Ceci dit, remarquons que le relèvement d'une application f : G/H → G/H n'est pas
forcément unique, et il peut exister un relèvement fˆ : G → G tel que fˆ ∗ωG = ωG et un
relèvement f˜ : G→ G tel que f˜ ∗ωG 6= ωG. C'est ce que montre l'exemple suivant.
Exemple 2.2.12. Soient
G =

1 0 0a cos θ − sin θ
b sin θ cos θ
 ∈ GL(3,R)
∣∣∣∣∣∣a, b, θ ∈ R

et
H =

1 0 00 cos θ − sin θ
0 sin θ cos θ
 ∈ GL(3,R)
∣∣∣∣∣∣θ ∈ R
 .
L'application
f˜ : G→ G1 0 0a cos θ − sin θ
b sin θ cos θ
 7→
1 0 0a cos (θ + pi) − sin (θ + pi)
b sin (θ + pi) cos (θ + pi)

est un diﬀéomorphisme, puisqu'il s'agit de la multiplication à droite par
h0 =
1 0 00 −1 0
0 0 −1
 .
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Cette application est équivariante par rapport à l'action à droite de H, puisque H est
isomorphe à O(2), un groupe commutatif, et elle préserve les ﬁbres de l'application de
passage au quotient. Il s'agit donc d'un relèvement de l'application identité sur G/H. Ce
relèvement est diﬀérent du relèvement fˆ = Id (où Id est l'identité sur G), et tandis que
fˆ ∗ωG = ωG, f˜ ∗ωG = Ad(h−10 )ωG 6= ωG. 
2.2.4 Forme de Maurer-Cartan et espaces tangents
La forme de Maurer-Cartan sur un groupe de Lie G est un moyen d'identiﬁer l'espace
tangent de chaque point de G à l'algèbre de Lie g. Une partie de cette information subsiste
lorsqu'on passe à l'espace quotient G/H, ce qui fait qu'il est possible d'identiﬁer l'espace
tangent à chaque point de G/H à l'espace vectoriel g/h (où h est l'algèbre de Lie de H).
Toutefois, cette identiﬁcation n'est pas unique.
Théorème 2.2.13. Soient (G,H) une géométrie de Klein, p ∈ G/H et g ∈ G tel que
pi(g) = p. Alors, il existe un unique isomorphisme d'espaces vectoriels ϕg : Tp(G/H) →
g/h tel que pi∗ϕg = pig/h ◦ ωG, où pig/h : g→ g/h est l'application de passage au quotient.
Tg(G) g
Tp(G/H) g/h
ωG
pi∗ pig/h
ϕg
De plus, ϕgh = Ad(h−1)ϕg.
Démonstration. Voir [9] section 4.5.
Ainsi, pour p ∈ G/H, le choix d'un g ∈ G au-dessus de p donne une identiﬁcation entre
l'espace tangent à p et g/h, et cette identiﬁcation est modiﬁée par l'action adjointe de
H sur g/h lorsque l'on change le choix de g. Il est ainsi possible de penser à la ﬁbre au-
dessus d'un point p ∈ G/H comme étant l'espace des identiﬁcations entre Tp(G/H) et
g/h. Cependant, pour que cette interprétation soit valide, il faut que l'action adjointe de
H sur g/h soit injective. Cette considération donne naturellement naissance à la déﬁnition
qui suit.
Déﬁnition 2.2.14. Soit (G,H) une géométrie de Klein. Cette géométrie est dite de
premier ordre si la représentation Adg/h : H → GL(g/h) est ﬁdèle (c'est-à-dire injective)
et d'ordre supérieur sinon.
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2.3 Jauges
Cette section déﬁnit le concept de jauges dans une géométrie de Klein. Il s'agit d'un point
de vue important qui sera utile dans l'interprétation des géométries de Cartan.
2.3.1 Jauges d'une géométrie de Klein
Débutons par un exemple concret pour donner une intuition de ce que représente une
jauge dans une géométrie de Klein.
Exemple 2.3.1. Considérons le problème de décrire le mouvement de la terre dans le
système solaire. Aﬁn d'éviter toutes sortes de technicalités et de considérations physiques,
simpliﬁons grandement le problème en supposant que la terre peut être décrite au temps
t ∈ R par un ensemble de points T (t) dans l'espace euclidien de dimension trois E3 et
que ses déplacements peuvent être décrits par des isométries de E3. Notons par Euc3 le
groupe des isométries de E3. Nous cherchons à exprimer la position de la terre au temps
t en termes d'une position de référence au temps t = 0. Ce que nous recherchons est donc
un chemin g : R→ Euc3 tel que T (t) = g(t) ∗ T (0).
Le mouvement de la terre dans l'espace est assez compliqué, puisque la terre est en
rotation autour du soleil selon une orbite pratiquement elliptique et tourne aussi sur
elle-même autour d'un axe qui n'est pas perpendiculaire avec le plan écliptique. Il n'est
donc pas évident de déterminer d'un seul coup d'oeil quelle isométrie transporte la terre
de sa position de référence à sa position actuelle. Il est beaucoup plus simple et naturel
de commencer par choisir un point de référence sur la terre qui n'est pas aﬀecté par la
rotation de la terre autour de son axe. Choisissons ici le centre de la terre. La position
du centre de la terre au temps t sera notée p(t). Ceci donne un chemin dans E3 qui
trace l'orbite de la terre autour du soleil. Il est relativement simple de trouver un chemin
d'isométries f : R→ Euc3 tel que p(t) = f(t) ∗ p(0). Par exemple, nous pouvons prendre
f(t) comme étant la translation amenant p(0) sur p(t). Une fois l'orbite ainsi décrite, il
ne reste qu'à ajuster la rotation de la terre.
Considérons l'ensemble de points (f(t))−1 ∗ T (t). Puisque T (t) = g(t) ∗ T (0), (f(t))−1 ∗
T (t) = ((f(t))−1g(t)) ∗ T (0). Étant donné que p(t) = f(t) ∗ p(0), (f(t))−1g(t) ﬁxe p(0).
Donc, (f(t))−1g(t) ∈ Hp(0), où Hp(0) est le stabilisateur de p(0). Ainsi, g(t) = f(t)h(t),
où h : R→ Hp(0). D'après l'exemple 2.1.25, Hp(0) est un groupe de Lie isomorphe à O(3).
Ainsi, h(t) peut être vu comme la rotation de la terre autour de son axe, alors que f(t)
représente le déplacement de la terre autour du soleil. La combinaison des deux donne le
mouvement de la terre dans l'espace. 
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L'élément clé dans l'exemple précédent est l'emploi d'un chemin d'isométries de référence,
f(t). Ce chemin peut être vu comme fournissant un repère mobile, puisque pour tout
t ∈ R, la multiplication à gauche par (f(t))−1 permet de recentrer la terre en p(0), où il
est possible de la comparer avec la terre de référence T (0). La diﬀérence entre cette terre
recentrée et T (0) est alors une rotation uniquement déterminée. Ainsi, le mouvement de
la terre peut être décrit en fonction de ce repère mobile comme un chemin dans Hp(0).
Évidemment, cette idée peut être généralisée à n'importe quelle géométrie de Klein.
Exemple 2.3.2. Soit (G,H) une géométrie de Klein. Rappelons queG est un ﬁbré principal
au dessus de G/H. Soit σ : U → G une section de ce ﬁbré principal, où U ⊆ G/H est un
ouvert. Posons
g : [0, 1]→ G
t 7→ g(t)
un chemin lisse dans G tel que g(t) ∗ pi(e) ∈ U pour tout t ∈ [0, 1] (où e est l'élément
identité de G).
Alors, f(t) = σ(g(t) ∗ pi(e)) est un chemin dans G tel que f(t) ∗ pi(e) = g(t) ∗ pi(e) (car
f(t) ∗ pi(e) = pi ◦ σ ◦ pi(g(t))). Par conséquent, f(t)−1g(t) ∗ pi(e) = pi(e), ce qui implique
que f(t)−1g(t) ∈ H pour tout t ∈ [0, 1].
Le chemin f(t) décrit un moyen de  recentrer  g(t) ∗G/H pour le comparer avec G/H.
Plus précisément, (f(t)−1g(t)) ∗ G/H diﬀère de G/H par h(t) = f(t)−1g(t) ∈ H. Le
chemin de transformations s'exprime alors par g(t) = f(t)h(t).
Ainsi, f(t) peut être vu comme fournissant un repère pour chaque t ∈ [0, 1] et h(t) peut
être conçu comme décrivant le mouvement de G/H par rapport à ce repère. 
Dans l'exemple précédent, on remarque que la section σ du ﬁbré principal permet d'iden-
tiﬁer à chaque point u ∈ U un élément σ(u) ∈ G tel que σ(u) ∗ pi(e) = u. Donc, une
section fournit pour chaque point u ∈ U une transformation amenant le point de réfé-
rence pi(e) à u. Ceci donne un moyen de comparer l'espace autour de u à l'espace autour
de pi(e). Voilà l'idée qui se cache derrière la notion de jauge.
Déﬁnition 2.3.3. Soient (G,H) une géométrie de Klein et U un ouvert de G/H. Alors,
une section σ : U → G du ﬁbré principal G est appelée une jauge pour U .
Bien sûr, une section σ : U → G n'est pas forcément unique, donc il peut exister diﬀé-
rentes jauges pour U . Ceci correspond à choisir un repère diﬀérent pour chaque point.
La proposition suivante caractérise les diﬀérentes jauges pour le même U .
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Proposition 2.3.4. Soient (G,H) une géométrie de Klein, U un ouvert de G/H et
σ1 : U → G une section du ﬁbré principal G. Alors, une application σ2 : U → G est
aussi une section si et seulement s'il existe une application lisse h : U → H telle que
σ2(u) = σ1(u)h(u) pour tout u ∈ U .
Démonstration. (⇒) Supposons dans un premier temps que σ2 : U → G est une section
du ﬁbré principal G. Alors, pour tout u ∈ U , u = pi(σ1(u)) = pi(σ2(u)). Donc, il existe
h(u) ∈ H tel que σ2(u) = σ1(u)h(u). Il ne reste qu'à montrer que h : U → H est lisse.
Or, h(u) = σ−11 (u)σ2(u). Puisque σ1 et σ2 sont lisses, h est lisse.
(⇐) Supposons maintenant que h : U → H est une application lisse et posons σ2 = σ1h.
Alors, σ2 est lisse, et pour tout u ∈ U , pi(σ2(u)) = pi(σ1(u)h(u)) = pi(σ1(u)) = u. Donc,
σ2 est une section du ﬁbré principal G.
Remarque 2.3.5. Si σ1 et σ2 sont deux jauges pour U , alors l'application h : U → H telle
que σ2 = σ1h est unique, puisqu'elle est donnée par h = σ
−1
1 σ2. N
Déﬁnition 2.3.6. Soient (G,H) une géométrie de Klein, U un ouvert de G/H et σ1, σ2
deux jauges pour U . Alors, l'unique application h : U → H telle que σ2 = σ1h est appelée
la transformation de jauge de σ1 à σ2.
Il existe un lien étroit entre les sections et les trivialisations locales d'un ﬁbré principal,
comme le montre le résultat suivant.
Proposition 2.3.7. Soit P un ﬁbré principal de groupe H, de base M (où H est un
groupe de Lie et M une variété lisse) et de projection pi : P → M . Soit U ⊆ M un
ouvert.
Si ψ : U ×H → pi−1(U) est une trivialisation locale, alors
σ : U → P
u 7→ ψ(u, e)
(où e est l'identité de H) est une section de P .
D'autre part, si σ : U → P est une section, alors
ψ : U ×H → pi−1(U)
(u, h) 7→ σ(u) ∗ h
est une trivialisation locale de P .
Ce résultat est utile pour comprendre les jauges, puisqu'il dit que pour toute jauge
σ : U → G dans une géométrie de Klein (G,H), pi−1(U) est diﬀéomorphe à U ×H. Ainsi,
sur le domaine de déﬁnition de la jauge, le ﬁbré est trivial, ce qui simpliﬁe les choses.
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2.3.2 Jauges inﬁnitésimales
Il existe aussi une version inﬁnitésimale des jauges d'une géométrie de Klein. C'est en
fait cette version qui sera généralisée dans la construction des géométries de Cartan.
Rappelons qu'une jauge dans une géométrie de Klein (G,H) permet en quelque sorte de
comparer le voisinage autour d'un point u ∈ U , où U est un ouvert de G/H, avec un
voisinage autour du point de référence pi(e). L'idée derrière une jauge inﬁnitésimale est
très similaire. Ce que nous voulons maintenant faire est comparer l'espace tangent en u
à l'espace tangent en pi(e).
Dans un groupe de Lie, il existe déjà un moyen de comparer les espaces tangents à chaque
point avec un espace tangent de référence, plus précisément l'espace tangent à l'identité.
Il s'agit de la forme de Maurer-Cartan. L'idée est de tenter de ramener cette forme à
G/H. Pour ce faire, considérons une section σ : U → G. Alors, σ identiﬁe chaque point
de U avec un point de G. Ainsi, σ∗ envoie l'espace tangent de u ∈ U à l'espace tangent de
σ(u) ∈ G, où il est possible d'appliquer la forme de Maurer-Cartan. Ces considérations
mènent à la déﬁnition suivante.
Déﬁnition 2.3.8. Soit (G,H) une géométrie de Klein et σ : U → G une jauge (où
U ⊆ G/H est un ouvert). Alors, θ = σ∗(ωG) est appelée une jauge inﬁnitésimale.
Une jauge inﬁnitésimale n'est donc rien d'autre que la dérivée de Darboux d'une jauge.
Il est possible de visualiser une jauge inﬁnitésimale θ de la manière qui suit. Soit σ : U →
G une jauge telle que θ = σ∗(ωG). Considérons un point u ∈ U . Alors, σ(u) est une
transformation telle que σ(u) ∗ pi(e) = u. Soit X un vecteur tangent à u. Alors, X peut
être vu comme une direction dans l'espace homogène G/H. La jauge inﬁnitésimale θ
nous donne un vecteur θ(X) ∈ g. Ce vecteur peut être vu comme une direction dans
le groupe de Lie G qui est tangente à l'identité. Cette direction indique comment se
déplacer dans le groupe de manière à ce que le déplacement correspondant dans l'espace
homogène soit dans la direction pointée par X. Plus précisément, si f : (−, ) → U
est un chemin tel que f(0) = u et d
dt
∣∣
t=0
f = X, alors σ ◦ f est un chemin dans G, et
ωG(
d
dt
∣∣
t=0
(σ(f(t)))) = θ(X).
Rappelons que les jauges dans une géométrie de Klein ne sont pas uniquement déter-
minées, et que si σ1, σ2 sont deux jauges pour un ouvert U ⊆ G/H, alors il existe une
transformation de jauge h : U → H telle que σ2 = σ1h. Le résultat suivant discute de la
version inﬁnitésimale de cette relation.
Proposition 2.3.9. Soient (G,H) une géométrie de Klein, σ1, σ2 sont deux jauges pour
un ouvert U ⊆ G/H, θ1 = σ∗1(ωG), θ2 = σ∗2(ωG) les jauges inﬁnitésimales correspondantes
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et h : U → H la transformation de jauge de σ1 à σ2. Alors, pour tout u ∈ U et pour tout
v ∈ Tu(U),
θ2(v) = Ad(h(u)
−1)(θ1(v)) + ωH(h∗(v)).
Démonstration. Voir [9] section 4.7.
2.4 Géométries réductives
Cette section se consacre à l'étude d'une catégorie particulière de géométries de Klein,
les géométries réductives.
2.4.1 Déﬁnition et exemples
Soit G un groupe de Lie et H un sous-groupe de G. Alors, H agit naturellement sur
g, l'algèbre de Lie de G, par la représentation adjointe. Cette action fournit un moyen
de multiplier à gauche un élément de g par un élément de H. Ceci fait de g un H-
module (plus exactement, g est un R[H]-module, où R[H] est l'algèbre sur R formée des
combinaisons linéaires formelles d'éléments de H).
Étant donné que l'algèbre de Lie de H, notée h, est un sous-espace vectoriel de g tel que
Ad(H)(h) ⊆ h (ceci vient du fait queH est un sous-groupe de G), h est un sous-H-module
de g.
Une géométrie réductive est une géométrie pour laquelle il existe un sous-H-module
complémentaire à h.
Déﬁnition 2.4.1. Soit (G,H) une géométrie de Klein. Notons par g et h les algèbres
de Lie de G et H, respectivement. Alors, la géométrie est dite réductive s'il existe un
sous-H-module p ⊆ g (c'est-à-dire un sous-espace vectoriel p de g tel que Ad(H)(p) ⊆ p)
tel que g = p⊕ h en tant que H-module.
Remarque 2.4.2. La décomposition g = p⊕ h est une décomposition de H-modules, pas
d'algèbres de Lie. Il est possible que p ne soit pas une sous-algèbre de g.
Remarquons aussi qu'une algèbre de Lie g peut admettre plus d'une telle décomposition
en H-modules (bien que ceci ne sera pas le cas dans les exemples que nous présenterons).
Par la suite, lorsque nous parlerons de géométrie réductive, nous supposerons toujours
que le sous-module p est spéciﬁé, de sorte qu'il n'y ait pas d'ambiguïtés. N
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L'exemple le plus connu de géométrie réductive est sans doute la géométrie euclidienne.
Les géométries sphériques et hyperboliques sont elles aussi réductives.
Exemple 2.4.3. Soient
G =
{(
1 0
u A
)
∈ GL(n+ 1,R)
∣∣∣∣u ∈ Rn, A ∈ O(n)}
et
H =
{(
1 0
0 A
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)} ,
de sorte que (G,H) est la géométrie euclidienne. Nous avons
g =
{(
0 0
u X
)
∈Mn+1(R)
∣∣∣∣u ∈ Rn, X ∈ o(n) (i.e. XT = −X)}
et
h =
{(
0 0
0 X
)
∈Mn+1(R)
∣∣∣∣X ∈ o(n)} .
Posons
p =
{(
0 0
u 0
)
∈ GL(n+ 1,R)
∣∣∣∣u ∈ Rn} .
Il est évident que g = p⊕ h en tant qu'espace vectoriel. Il ne reste qu'à vériﬁer que p est
un H-module.
Soit p =
(
0 0
u 0
)
∈ p et h =
(
1 0
0 A
)
∈ H. Alors,
Ad(h)(p) =
(
1 0
0 A
)(
0 0
u 0
)(
1 0
0 A
)−1
=
(
0 0
Au 0
)(
1 0
0 A−1
)
=
(
0 0
Au 0
)
∈ p.
Donc, (G,H) est réductive. 
Exemple 2.4.4. Examinons pour cet exemple la géométrie sphérique. Dans ce cas, G =
O(n+ 1) et
H =
{(
1 0
0 A
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)} .
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L'algèbre de Lie de G est g = o(n+ 1) =
{
Z ∈Mn+1(R)
∣∣ZT = −Z}, et celle de H est
h =
{(
0 0
0 X
)
∈Mn+1(R)
∣∣∣∣X ∈ o(n)} .
Par conséquent, il est clair que g = p⊕ h en tant qu'espace vectoriel, où
p =
{(
0 −vT
v 0
)
∈Mn+1(R)
∣∣∣∣v ∈ Rn} .
Il ne reste alors qu'à montrer que p est un H-module.
Soit p =
(
0 −vT
v 0
)
∈ p et h =
(
1 0
0 A
)
∈ H. Alors,
Ad(h)(p) =
(
1 0
0 A
)(
0 −vT
v 0
)(
1 0
0 A
)−1
=
(
0 −(Av)T
Av 0
)
,
en utilisant le fait que puisque A ∈ O(n), A−1 = AT . Ceci achève de montrer que (G,H)
est réductive. 
Exemple 2.4.5. Regardons pour cet exemple la géométrie hyperbolique. Nous avons G =
O(n, 1) et
H =
{(
A 0
0 1
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)} .
Donc, g = o(n, 1) =
{
Z ∈Mn+1(R)
∣∣JZTJ = −Z}, où J = (In 0
0 −1
)
, et
h =
{(
X 0
0 0
)
∈Mn+1(R)
∣∣∣∣X ∈ o(n)} .
Il est simple de vériﬁer que g = p⊕ h en tant qu'espace vectoriel, où
p =
{(
0 v
vT 0
)
∈Mn+1(R)
∣∣∣∣v ∈ Rn} .
Soit p =
(
0 v
vT 0
)
∈ p et h =
(
A 0
0 1
)
∈ H. Alors,
Ad(h)(p) =
(
A 0
0 1
)(
0 v
vT 0
)(
A 0
0 1
)−1
=
(
0 Av
(Av)T 0
)
.
Donc, (G,H) est réductive. 
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2.4.2 Vecteurs horizontaux
Soit (G,H) une géométrie de Klein. Rappelons qu'en chaque point u ∈ G/H, l'espace
tangent Tu(G/H) peut être identiﬁé à g/h (voir la section 2.2.4). De plus, g/h hérite d'une
structure naturelle de H-module, où la multiplication par un élément de H est donnée par
l'application de la représentation adjointe à un représentant de la classe d'équivalence.
Si (G,H) est réductive, alors g/h est isomorphe à p en tant que H-module. Ainsi, l'espace
tangent en chaque point de G/H peut être identiﬁé à p. Cette identiﬁcation permet de
déﬁnir un concept de vecteurs horizontaux dans l'espace tangent à tout point de G.
Déﬁnition 2.4.6. Soit (G,H) une géométrie de Klein, et soit g ∈ G. Un vecteur tangent
X ∈ Tg(G) est dit vertical si ωG(X) ∈ h. Si de plus (G,H) est une géométrie réductive,
un vecteur tangent X ∈ Tg(G) est dit horizontal si ωG(X) ∈ p (où g = p⊕ h).
Les vecteurs verticaux sont déﬁnis dans toutes les géométries de Klein et correspondent
aux directions dans G où le déplacement est tangent à la ﬁbre d'un point de G/H, d'où
l'appellation de  vertical . En eﬀet, si g est un point de G et X ∈ Tg(G) est un vecteur
vertical, alors pi∗(X) = 0, puisque ϕg(pi∗(X)) = pig/h(ωG(X)) = 0, où ϕg : Tpi(g)(G/H) →
g/h est l'application décrite au théorème 2.2.13 et pig/h : g → g/h est l'application de
passage au quotient.
Les vecteurs horizontaux sont les vecteurs pour lesquels la partie verticale est nulle. Pour
pouvoir dire que la partie vertical est nulle, il est nécessaire de déﬁnir un espace vectoriel
complémentaire à h dans g. Pour une géométrie réductive, il existe naturellement un
tel espace, p. De plus, si X ∈ Tg(G) est un vecteur horizontal (g ∈ G), alors Rh∗(X)
est aussi un vecteur horizontal, puisque ωG(Rh∗(X)) = Ad(h−1)ωG(X) ∈ p (puisque p
est un H-module). Il serait possible de ﬁxer un complément à h dans n'importe quelle
géométrie de Klein, mais si la géométrie n'est pas réductive, la multiplication à droite
par un élément de H ne préserverait pas les vecteurs horizontaux, ce qui ne serait pas
désirable.
La notion de vecteurs horizontaux permet de déﬁnir pour chaque courbe γ : I → G/H
(où I est un intervalle dans R) un relèvement préféré γˆ : I → G, le relèvement tel que
tous les vecteurs tangents à γˆ sont horizontaux.
Proposition 2.4.7. Soient (G,H) une géométrie de Klein réductive et γ : I → G/H
un chemin lisse dans G/H (où I ⊆ R est un intervalle). Soit a ∈ I et g ∈ G tel que
pi(g) = γ(a). Alors, il existe un unique chemin lisse γˆ : I → G tel que γˆ(a) = g, pi ◦ γˆ = γ
et ωG(γˆ∗( ddt
∣∣
t
)) ∈ p.
Démonstration. Soit γ˜ : I → G un relèvement de γ tel que γ˜(a) = g (il n'est pas diﬃcile de
montrer qu'un tel relèvement existe toujours). Puisque (G,H) est réductive, tout vecteur
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X ∈ g se décompose uniquement comme X = Xp + Xh, avec Xp ∈ p et Xh ∈ h. Notons
par pih : g → h la projection sur h, déﬁnie par pih(X) = Xh. De même, notons pip : g → p
la projection sur p. Déﬁnissons une application ϕ : I → h par ϕ(t) = pih(ωG(γ˜∗( ddt
∣∣
t
))).
Alors, d'après le théorème 1.3.4, il existe une unique application lisse h : I → H telle que
h(a) = e et ϕ(t) = h∗ωH( ddt
∣∣
t
). Nous voulons montrer que γˆ = γ˜h−1 est le chemin désiré.
D'abord, γˆ est lisse, γˆ(a) = γ˜(a)h(a)−1 = ge = g et pi(γˆ) = pi(γ˜h−1) = pi(γ˜) = γ. Il ne
reste donc qu'à vériﬁer que ωG(γˆ∗( ddt
∣∣
t
)) ∈ p. Or,
γˆ∗(
d
dt
∣∣∣∣
t
) = (γ˜h−1)∗(
d
dt
∣∣∣∣
t
)
= Rh(t)−1∗(γ˜∗(
d
dt
∣∣∣∣
t
)) + Lγ˜(t)∗(h−1∗ (
d
dt
∣∣∣∣
t
))
= Rh(t)−1∗(γ˜∗(
d
dt
∣∣∣∣
t
))− Lγ˜(t)∗(Rh−1(t)∗(ϕ(t))).
Ainsi,
ωG(γˆ∗(
d
dt
∣∣∣∣
t
)) = Lh(t)γ˜(t)−1∗
(
Rh(t)−1∗(γ˜∗(
d
dt
∣∣∣∣
t
))− Lγ˜(t)∗(Rh−1(t)∗(ϕ(t)))
)
= Ad(h(t))(ωG(γ˜∗(
d
dt
∣∣∣∣
t
)))− Ad(h(t))(ϕ(t))
= Ad(h(t))
(
(pip + pih) ◦ ωG ◦ γ˜∗( d
dt
∣∣∣∣
t
)− ϕ(t)
)
= Ad(h(t))
(
pip ◦ ωG ◦ γ˜∗( d
dt
∣∣∣∣
t
) + ϕ(t)− ϕ(t)
)
= Ad(h(t))
(
pip ◦ ωG ◦ γ˜∗( d
dt
∣∣∣∣
t
)
)
∈ p
car pip ◦ ωG ◦ γ˜∗( ddt
∣∣
t
) ∈ p et p est un sous-H-module de g.
Montrons enﬁn que γˆ est unique. Soit γˆ2 : I → G tel que γˆ2(a) = g, pi ◦ γˆ2 = γ et
ωG(γˆ2∗( ddt
∣∣
t
)) ∈ p. Puisque pi ◦ γˆ2 = γ = pi ◦ γˆ, il existe k : I → H tel que γˆ2 = γˆk. Ainsi,
γˆ2∗(
d
dt
∣∣∣∣
t
) = (γˆk)∗(
d
dt
∣∣∣∣
t
)
= Rk(t)∗(γˆ∗(
d
dt
∣∣∣∣
t
)) + Lγˆ(t)∗(k∗(
d
dt
∣∣∣∣
t
)).
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Donc,
ωG(γˆ2∗(
d
dt
∣∣∣∣
t
)) = Ad(k(t)−1)
(
ωG(γˆ∗(
d
dt
∣∣∣∣
t
)) + ωH(k∗(
d
dt
∣∣∣∣
t
))
)
.
Puisque ωG(γˆ2∗( ddt
∣∣
t
)) ∈ p, il faut que ωH(k∗( ddt
∣∣
t
)) = 0. Donc, k doit être constante, c'est-
à-dire qu'il existe h0 ∈ H tel que k(t) = h0 pour tout t ∈ I. Or, γˆ2(a) = γˆ(t)k(t) = gh0
et γˆ2(a) = g par hypothèse, donc h0 = e. Ainsi, γˆ2 = γˆ.
Déﬁnition 2.4.8. Soient (G,H) une géométrie de Klein réductive, γ : I → G/H un
chemin lisse et g ∈ G un point tel que pi(g) = γ(a) (où a ∈ I). Alors, le chemin γˆ : I → G
décrit dans la proposition 2.4.7 est appelé le relèvement horizontal de γ en g (pour le
point de départ a), ou tout simplement le relèvement horizontal de γ.
Remarque 2.4.9. D'après la preuve de la proposition 2.4.7, si γˆ est le relèvement horizontal
de γ en g, alors le relèvement horizontal de γ en gh est γˆh (où h ∈ H). N
2.4.3 Droites dans une géométrie réductive
Dans Rn, une droite est une courbe telle que les vecteurs tangents sont tous parallèles.
En utilisant la notion de relèvement horizontal, il est possible d'étendre cette déﬁnition
à toutes les géométries réductives 2.
Déﬁnition 2.4.10. Soit (G,H) une géométrie de Klein réductive, I ⊆ R un intervalle
et a ∈ I. Une courbe lisse et régulière γ : I → G/H est appelée une droite si, pour un
relèvement horizontal γˆ de γ, ωG ◦ γˆ∗( ddt
∣∣
t
) = ϕ(t)ωG ◦ γˆ∗( ddt
∣∣
t=a
) pour tout t ∈ I, où
ϕ : I → R+ est une fonction lisse. Si ϕ(t) = 1 pour tout t ∈ I, alors on dit que γ est une
géodésique.
Remarque 2.4.11. Le choix du point a importe peu. En eﬀet, si b ∈ I, nous avons ωG ◦
γˆ∗( ddt
∣∣
t=b
) = ϕ(b)ωG ◦ γˆ∗( ddt
∣∣
t=a
). Par conséquent,
ωG ◦ γˆ∗( d
dt
∣∣∣∣
t
) = ϕ(t)ωG ◦ γˆ∗( d
dt
∣∣∣∣
t=a
)
= ϕ(b)−1ϕ(t)ωG ◦ γˆ∗( d
dt
∣∣∣∣
t=b
).
Puisque ϕ(b)−1ϕ : I → R+ est évidemment lisse, il s'ensuit que γ est une droite peu
importe le point de référence choisi. N
2. Notons qu'habituellement, il faut ajouter à la déﬁnition de droite une notion de complétude.
Toutefois, ici, ce qui nous intéresse est qu'une courbe soit localement une droite. Ainsi, nous appellerons
droites mêmes les courbes qui devraient plus exactement être appelées des segments de droites.
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Remarque 2.4.12. Si γ˜ est un autre relèvement horizontal de γ, alors il existe h ∈ H tel
que γ˜ = γˆh. Donc, ωG ◦ γ˜∗( ddt
∣∣
t
) = ϕ(t)Ad(h−1)ωG ◦ γˆ∗( ddt
∣∣
t=a
) = ϕ(t)ωG ◦ γ˜∗( ddt
∣∣
t=a
).
Ainsi, la déﬁnition ne dépend pas du relèvement choisi. N
Remarquons que la notion de droite ne dépend pas de la paramétrisation choisie.
Proposition 2.4.13. Soient (G,H) une géométrie de Klein réductive, I ⊆ R un inter-
valle, a ∈ I et γ et γ : I → G/H une droite. Alors, pour tout intervalle I ′ et pour tout
diﬀéomorphisme r : I ′ → I,
γ′ = γ ◦ r
est une droite.
Si γ est une géodésique, alors γ′ est une géodésique si et seulement si dr
dt
(t) = c (où
c ∈ R \ {0}) pour tout t ∈ I ′.
Démonstration. Puisque r est un diﬀéomorphisme, γ′ est régulière. Soit γˆ un relèvement
horizontal de γ. Alors, γˆ′ = γˆ ◦ r est un relèvement horizontal de γ′, puisque
ωG ◦ γˆ′∗(
d
dt
∣∣∣∣
t
) = ωG ◦ γˆ∗(r∗( d
dt
∣∣∣∣
t
))
= ωG ◦ γˆ∗(dr
dt
(t)
d
dt
∣∣∣∣
r(t)
)
=
dr
dt
(t)ωG ◦ γˆ∗( d
dt
∣∣∣∣
r(t)
) ∈ p.
Nous avons alors
ωG ◦ γˆ′∗(
d
dt
∣∣∣∣
t
) = ωG ◦ γˆ∗(r∗( d
dt
∣∣∣∣
t
))
=
dr
dt
(t)ωG ◦ γˆ∗( d
dt
∣∣∣∣
r(t)
)
=
dr
dt
(t)ϕ(r(t))ωG ◦ γˆ∗( d
dt
∣∣∣∣
t=a
)
=
(
dr
dt
(r−1(a))
)−1
dr
dt
(t)ϕ(r(t))ωG ◦ γˆ∗(dr
dt
(r−1(a))
d
dt
∣∣∣∣
t=a
)
=
(
dr
dt
(r−1(a))
)−1
dr
dt
(t)ϕ(r(t))ωG ◦ γˆ∗(r∗ d
dt
∣∣∣∣
t=r−1(a)
)
=
(
dr
dt
(r−1(a))
)−1
dr
dt
(t)ϕ(r(t))ωG ◦ γˆ′∗(
d
dt
∣∣∣∣
t=r−1(a)
).
39
Puisque r est un diﬀéomorphisme, ϕ′ =
(
dr
dt
(r−1(a))
)−1 dr
dt
ϕ ◦ r est une fonction lisse dont
l'image est contenue dans R+. Par conséquent, γ′ est une droite.
Maintenant, si γ est une géodésique, alors ϕ(r(t)) = 1 pour tout t ∈ I ′. Pour que γ′ soit
aussi une géodésique, il faut que
1 = ϕ′ =
(
dr
dt
(r−1(a))
)−1
dr
dt
.
Ainsi, il faut que dr
dt
soit constante.
Remarque 2.4.14. Soit I un intervalle de R contenant a et γ : I → G/H une courbe lisse.
Alors I ′ = {x ∈ R|x+ a ∈ I} est un intervalle contenant 0. Posons
r : I ′ −→ I
t 7−→ t+ a.
Il est clair que r est un diﬀéomorphisme, et dr
dt
(t) = a pour tout t ∈ I ′. Par conséquent
γ′ = γ ◦ r est une droite si et seulement si γ est une droite et une géodésique si et
seulement si γ est une géodésique. N
Il découle de la remarque 2.4.14 que nous pouvons supposer sans perte de généralité
que l'intervalle sur lequel est déﬁnie toute courbe à valeurs dans G/H contient 0. Ainsi,
pour simpliﬁer les choses, jusqu'à la ﬁn de la section, I désignera un intervalle dans R
contenant 0. L'adaptation des résultats que nous obtiendrons aux cas où l'intervalle de
déﬁnition ne contient pas 0 est évidente.
Il n'est pas immédiatement évident que toutes les géométries réductives possèdent des
droites. Le résultat suivant montre que c'est bien le cas et en oﬀre une caractérisation.
Proposition 2.4.15. Soit (G,H) une géométrie de Klein réductive. Alors, γ : I → G/H
est une droite si et seulement s'il existe ϕ : I → R+ avec ϕ(0) = 1, X ∈ p \ {0} et
g ∈ G tel que γ(t) = pi(geΦ(t)X) pour tout t ∈ I, où Φ(t) = ∫ t
0
ϕ(x)dx. De plus, γ est une
géodésique si et seulement si γ(t) = pi(getX).
Démonstration. (⇒) Supposons dans un premier temps que γ est une droite. Soit γˆ
un relèvement horizontal de γ. Puisque γ est une droite, ωG ◦ γˆ∗( ddt
∣∣
t
) = ϕ(t)X, où
X = ωG ◦ γˆ∗( ddt
∣∣
t=0
) ∈ p et ϕ : I → R+ est la fonction mentionnée dans la déﬁnition
2.4.10.
Posons Φ(t) =
∫ t
0
ϕ(x)dx. Alors,
ωG(e
Φ(t)X
∗ (
d
dt
∣∣∣∣
t
)) = ωG(LeΦ(t)X∗(
dΦ
dt
∣∣∣∣
t
X))
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= ϕ(t)X.
Ainsi, γˆ et eΦ(t)X ont la même dérivée de Darboux. Par le théorème d'unicité de la
primitive, il existe g ∈ G tel que γˆ = geΦ(t)X . Ainsi, γ(t) = pi(geΦ(t)X).
Si γ est une géodésique, alors ϕ(t) = 1 pour tout t ∈ I. Donc, Φ(t) = t. Ainsi, γ(t) =
pi(getX)
(⇐) Supposons maintenant que γ(t) = pi(geΦ(t)X) pour un certain X ∈ p. Alors, ˆγ(t) =
geΦ(t)X est un relèvement de γ, et
ωG ◦ γˆ∗( d
dt
∣∣∣∣
t
) = ωG(ge
Φ(t)X
∗ (
d
dt
∣∣∣∣
t
))
= ϕ(t)X.
Étant donné que X ∈ p, γˆ est un relèvement horizontal de γ.
Puisque ϕ(0) = 1, on a ωG ◦ γˆ∗( ddt
∣∣
t=0
) = X. Donc, ωG ◦ γˆ∗( ddt
∣∣
t
) = ϕ(t)ωG ◦ γˆ∗( ddt
∣∣
t=0
).
Ainsi, γ est une droite.
Si Φ(t) = t, alors ϕ(t) = 1. Donc γ est une géodésique.
Vériﬁer si une courbe γ dans G/H est une droite à l'aide de la déﬁnition peut être
diﬃcile, puisqu'il est nécessaire de trouver un relèvement horizontal de γ. Le résultat qui
suit permet de vériﬁer si une courbe est une droite à partir de n'importe quel relèvement.
Proposition 2.4.16. Soit (G,H) une géométrie de Klein réductive. Alors, une courbe
lisse et régulière γ : I → G/H est une droite si et seulement si, pour n'importe quel
relèvement γ˜ de γ, il existe λ : I → R lisse tel que
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s)) +
[
ωh( ˙˜γ(t)), ωp( ˙˜γ(t))
]
= λ(t)ωp( ˙˜γ(t))
pour tout t ∈ I, où ˙˜γ(t) = γ˜∗( ddt
∣∣
t
), ωp = pip ◦ ωG , ωh = pih ◦ ωG (où pip : g → p est la
projection dans p et pih : g→ h est la projection dans h, de sorte que ωG = ωp + ωh) et la
dérivée d
ds
∣∣
s=t
ωp( ˙˜γ(s)) est tout simplement la notion de dérivée habituelle d'une fonction
de I dans un espace vectoriel.
De plus, γ est une géodésique si et seulement si λ = 0.
Démonstration. (⇒) Supposons que γ est une droite. Soit γ˜ un relèvement quelconque
de γ. D'après les calculs faits dans la preuve de la proposition 2.4.7, il existe un chemin
h : I → H tel que ωG ◦ h∗( ddt
∣∣
t
) = ωh( ˙˜γ(t)) et h(0) = e. De plus, γˆ = γ˜h−1 est un
relèvement horizontal de γ.
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Puisque γ est une droite, il existe une fonction ϕ : I → R+ telle que ωG◦γˆ∗( ddt
∣∣
t
) = ϕ(t)X,
où X = ωG ◦ γˆ∗( ddt
∣∣
t=0
) ∈ p. Or, toujours d'après les calculs de la preuve de la proposition
2.4.7,
ωG(γˆ∗(
d
dt
∣∣∣∣
t
)) = Ad(h(t))
(
ωp( ˙˜γ(t))
)
.
Donc (en remplaçant la variable t par s pour plus de commodité),
Ad(h(s))
(
ωp( ˙˜γ(s))
)
= ϕ(s)X.
Dérivons cette équation (avec la notion habituelle de dérivée d'un chemin dans un espace
vectoriel). Soit t ∈ I. Nous avons alors
d
ds
∣∣∣∣
s=t
(
Ad(h(s))
(
ωp( ˙˜γ(s))
))
= ϕ˙(t)X,
où ϕ˙(t) = d
ds
∣∣
s=t
ϕ(s). Puisque Ad(h) est un chemin dans GL(g) et ωp( ˙˜γ) est un chemin
dans p ⊆ g, en choisissant une base de g, Ad(h(s)) (ωp( ˙˜γ(s))) est une multiplication
matricielle. Donc,
d
ds
∣∣∣∣
s=t
(
Ad(h(s))
(
ωp( ˙˜γ(s))
))
=
(
d
ds
∣∣∣∣
s=t
(Ad(h(s)))
)(
ωp( ˙˜γ(t))
)
+ Ad(h(t))
(
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s))
)
.
Or,
Ad(h(s)) = Ad(h(t)h(t)−1h(s))
= Ad(h(t))Ad(h(t)−1h(s)),
où Ad(h(t))Ad(h(t)−1h(s)) est la composition de Ad(h(t)) avec Ad(h(t)−1h(s)). Ainsi,
d
ds
∣∣∣∣
s=t
(Ad(h(s))) =
d
ds
∣∣∣∣
s=t
(
Ad(h(t))Ad(h(t)−1h(s))
)
= Ad(h(t))
d
ds
∣∣∣∣
s=t
(
Ad(h(t)−1h(s))
)
= Ad(h(t))Ad∗(ωG(h∗(
d
ds
∣∣∣∣
s=t
)))
= Ad(h(t))Ad∗(ωh( ˙˜γ(t))).
Puisque la dérivée de Ad à l'identité est ad,
d
ds
∣∣∣∣
s=t
(Ad(h(s))) = Ad(h(t))ad(ωh( ˙˜γ(t))).
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Ainsi,
d
ds
∣∣∣∣
s=t
(
Ad(h(s))
(
ωp( ˙˜γ(s))
))
= Ad(h(t))ad(ωh( ˙˜γ(t)))
(
ωp( ˙˜γ(t))
)
+ Ad(h(t))
(
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s))
)
= Ad(h(t))
(
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s)) +
[
ωh( ˙˜γ(t)), ωp( ˙˜γ(t))
])
.
Donc,
Ad(h(t))
(
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s)) +
[
ωh( ˙˜γ(t)), ωp( ˙˜γ(t))
])
= ϕ˙(t)X
=
ϕ˙(t)
ϕ(t)
ϕ(t)X
=
ϕ˙(t)
ϕ(t)
Ad(h(t))
(
ωp( ˙˜γ(t))
)
.
Ainsi, en posant λ(t) = ϕ˙(t)
ϕ(t)
,
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s)) +
[
ωh( ˙˜γ(t)), ωp( ˙˜γ(t))
]
= λ(t)ωp( ˙˜γ(t)).
Remarquons que si γ est une géodésique, alors ϕ(t) = 1 pour tout t ∈ I, donc λ(t) =
ϕ˙(t)
ϕ(t)
= 0.
(⇐) Supposons maintenant que γ est un chemin dans G/H et γ˜ est un relèvement de γ
tel que
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s)) +
[
ωh( ˙˜γ(t)), ωp( ˙˜γ(t))
]
= λ(t)ωp( ˙˜γ(t)),
où λ : I → R est une fonction lisse.
Il existe h : I → H avec h(0) = e tel que ωG ◦ h∗( ddt
∣∣
t
) = ωh( ˙˜γ(t)) et γˆ = γ˜h est un
relèvement horizontal de γ. Alors,
ωG(γˆ∗(
d
dt
∣∣∣∣
t
)) = Ad(h(t))
(
ωp( ˙˜γ(t))
)
.
Soit t ∈ I. La dérivée de Ad(h(s)) (ωp( ˙˜γ(s))) en t est alors
d
ds
∣∣∣∣
s=t
(
Ad(h(s))
(
ωp( ˙˜γ(s))
))
= Ad(h(t))
(
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s)) +
[
ωh( ˙˜γ(t)), ωp( ˙˜γ(t))
])
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= λ(t)Ad(h(t))
(
ωp( ˙˜γ(t))
)
.
Posons
f : I → g
t 7→ Ad(h(t))ωp( ˙˜γ(t)).
Alors, df
dt
(t) = λ(t)f(t). Par le théorème d'existence et d'unicité des solutions aux équa-
tions diﬀérentielles ordinaires (dont les hypothèses sont satisfaites car λ est lisse), cette
équation diﬀérentielle, avec la condition initiale f(0) = ωp( ˙˜γ(0)), admet une unique so-
lution.
Considérons la fonction g : I → g déﬁnie par g(t) = eΛ(t)X, où X = ωp( ˙˜γ(0)) et Λ(t) =∫ t
0
λ(s)ds. On a
dg
dt
(t) =
dΛ
dt
(t)eΛ(t)X
= λ(t)g(t).
De plus, g(0) = e0X = ωp( ˙˜γ(0)). Donc, par unicité, g = f . Ainsi,
ωG(γˆ∗(
d
dt
∣∣∣∣
t
)) = eΛ(t)X
= eΛ(t)Ad(h(0))ωp( ˙˜γ(0))
= eΛ(t)ωG(γˆ∗(
d
dt
∣∣∣∣
t=0
))
pour tout t ∈ I. Donc, γ est une droite.
Si on suppose que λ = 0, alors eΛ(t) = e0 = 1, donc γ est une géodésique.
Remarque 2.4.17. La preuve de la proposition laisse voir que la fonction λ est la même
peu importe le relèvement de γ choisi. N
Voyons maintenant de quoi ont l'air les droites dans les trois exemples présentés au début
de cette section. Aﬁn de rendre le calcul le plus concret possible, nous ne considérerons que
les droites dont le domaine de déﬁnition est R. Les calculs s'adaptent toutefois facilement
à d'autres domaines.
Exemple 2.4.18. Reprenons la notation de l'exemple 2.4.3. Comme le laisse entendre la
terminologie, une droite dans l'espace euclidien est une droite au sens courant.
Soit γ : R→ Rn une courbe lisse et régulière. Alors,
γˆ : R→ G
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t 7→
(
1 0
γ(t) In
)
est un relèvement horizontal de γ. On a
ωG(γˆ∗(
d
dt
∣∣∣∣
t
)) =
(
0 0
dγ
dt
(t) 0
)
.
Ainsi, γ est une droite au sens de la déﬁnition 2.4.10 si et seulement si dγ
dt
(t) = ϕ(t)X, où
X = dγ
dt
(0) et ϕ : R→ R+ est une fonction lisse. En intégrant cette dernière équation, on
trouve γ(t) = γ(0) + Φ(t)X (où Φ(t) =
∫ t
0
ϕ(x)dx), ce qui est une droite au sens commun
du terme. 
Exemple 2.4.19. Revisitons l'exemple 2.4.4. Avant de regarder les droites pour un n
quelconque, attardons-nous un instant à la sphère de dimension 2, où les calculs ont une
interprétation intéressante en termes de géométrie diﬀérentielle élémentaire.
Soit γ : R → S2 ⊆ R3 un chemin lisse régulier. Puisque γ(t) ∈ S2, γ˙(t) = dγ
dt
(t) est
perpendiculaire à γ(t) pour tout t ∈ R. Posons
T (t) =
1
‖γ˙(t)‖ γ˙(t)
la tangente unitaire à γ et R(t) = γ(t)× T (t). Alors, pour tout t ∈ R, {γ(t), T (t), R(t)}
est une base orthonormale de R3. Par conséquent,
γ˜ : R→ O(3)
t 7→ (γ(t), T (t), R(t))
est un relèvement de γ (puisque pi(γ˜(t)) = γ˜(t)e1 = γ(t)).
En notant T˙ (t) = dT
dt
(t), R˙(t) = dR
dt
(t), on a
dγ˜
dt
(t) =
(
γ˙(t), T˙ (t), R˙(t)
)
=
(‖γ˙(t)‖T (t), ‖T˙ (t)‖N(t), ‖T˙ (t)‖(γ(t)×N(t)))
où N(t) = T˙ (t)‖T˙ (t)‖ est la normale unitaire de γ. Remarquons que N(t) est bien déﬁnie pour
tout t ∈ R. En eﬀet, γ(t)TT (t) = 0, donc en dérivant, on obtient ‖γ˙(t)‖+ γ(t)T T˙ (t) = 0.
Donc, γ(t)T T˙ (t) = −‖γ˙(t)‖ 6= 0. Par conséquent, T˙ (t) 6= 0.
Nous avons
ωG ◦ γ˜∗( d
dt
∣∣∣∣
t
) = γ˜(t)−1
dγ˜
dt
(t)
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=γ(t)TT (t)T
R(t)T
(‖γ˙(t)‖T (t), ‖T˙ (t)‖N(t), ‖T˙ (t)‖(γ(t)×N(t)))
=
 0 ‖T˙ (t)‖α(t) 0‖γ˙(t)‖ 0 ‖T˙‖β(t)
0 −‖T˙ (t)‖β(t) 0

où α(t) = γ(t)TN(t) et β(t) = T (t)T (γ(t)×N(t)).
On sait que γ(t)TT (t) = 0. En dérivant cette expression, on obtient
‖γ˙(t)‖+ ‖T˙ (t)‖α(t) = 0.
Donc, α(t) = −‖γ˙(t)‖/‖T˙ (t)‖ (nous aurions aussi pu déduire ceci du fait que la matrice
doit être anti-symétrique). D'autre part,
β(t) = T (t)T (γ(t)×N(t)) = γ(t)T (N(t)× T (t))
= −γ(t)TB(t),
où B(t) = T (t)×N(t) est la binormale. Ainsi,
ωG ◦ γ˜∗( d
dt
∣∣∣∣
t
) =
 0 −‖γ˙(t)‖ 0‖γ˙(t)‖ 0 −‖T˙ (t)‖γ(t)TB(t)
0 ‖T˙ (t)‖γ(t)TB(t) 0
 .
En particulier,
ωp( ˙˜γ(t)) =
 0 −‖γ˙(t)‖ 0‖γ˙(t)‖ 0 0
0 0 0

et
ωh( ˙˜γ(t)) =
0 0 00 0 −‖T˙ (t)‖γ(t)TB(t)
0 ‖T˙ (t)‖γ(t)TB(t) 0

(où ˙˜γ(t) = γ˜∗( ddt
∣∣
t
)). On a
[ωh( ˙˜γ(t)), ωp( ˙˜γ(t))]
=
0 0 00 0 −‖T˙ (t)‖γ(t)TB(t)
0 ‖T˙ (t)‖γ(t)TB(t) 0
 0 −‖γ˙(t)‖ 0‖γ˙(t)‖ 0 0
0 0 0

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−
 0 −‖γ˙(t)‖ 0‖γ˙(t)‖ 0 0
0 0 0
0 0 00 0 −‖T˙ (t)‖γ(t)TB(t)
0 ‖T˙ (t)‖γ(t)TB(t) 0

=
 0 0 −‖γ˙(t)‖‖T˙ (t)‖γ(t)TB(t)0 0 0
‖γ˙(t)‖‖T˙ (t)‖γ(t)TB(t) 0 0
 .
D'autre part,
d(ωp ◦ ˙˜γ)
dt
(t) =
 0 −
γ˙(t)T γ¨(t)
‖γ˙(t)‖ 0
γ˙(t)T γ¨(t)
‖γ˙(t)‖ 0 0
0 0 0
 ,
où γ¨(t) = d
2γ
dt2
(t). Ainsi,
d
ds
∣∣∣∣
s=t
ωp( ˙˜γ(s)) +
[
ωh( ˙˜γ(t)), ωp( ˙˜γ(t))
]
=
 0 −
γ˙(t)T γ¨(t)
‖γ˙(t)‖ −‖γ˙(t)‖‖T˙ (t)‖γ(t)TB(t)
γ˙(t)T γ¨(t)
‖γ˙(t)‖ 0 0
‖γ˙(t)‖‖T˙ (t)‖γ(t)TB(t) 0 0
 .
Pour que γ soit une droite, il faut donc que ‖γ˙(t)‖‖T˙ (t)‖γ(t)TB(t) = 0 pour tout t ∈ R.
Puisque ‖γ˙(t)‖ 6= 0 et ‖T˙ (t)‖ 6= 0, il faut que γ(t)TB(t) = 0. Puisque {T (t), N(t), B(t)}
est une base orthonormale de R3, il existe a(t) : R → R et b(t) : R → R tels que γ(t) =
a(t)T (t) + b(t)N(t). Or, γ(t)TT (t) = 0, donc γ(t) = b(t)N(t).
De plus, en dérivant la relation γ(t)TB(t) = 0, on obtient γ(t)T dB
dt
(t) = 0. Comme
dB
dt
(t) = −τ(t)N(t), où τ(t) est la torsion de la courbe, on a −τ(t)b(t) = 0. Puisque
γ(t) 6= 0, b(t) 6= 0. Donc, τ(t) = 0.
Ainsi, γ est une courbe dans un plan, et puisque γ(t) est parallèle à la normale unitaire
N(t), ce plan doit passer par l'origine. Or, une courbe régulière sur S2 contenue dans un
plan passant par l'origine doit tracer un grand cercle (ou une partie d'un grand cercle).
On en conclut que les droites dans S2 sont les courbes traçant des grands cercles (en tout
ou en partie). 
Exemple 2.4.20. Reprenons encore une fois l'exemple 2.4.4, mais cette fois-ci, pour une
dimension n arbitraire. Soit
X =
(
0 −eT1
e1 0
)
∈ p,
où e1 = (1, 0, . . . , 0)T . Alors,
X2 =
(−1 0
0 −e11
)
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où e11 est la matrice n par n dont la première colonne est e1 et les autres colonnes sont
nulles, et
X3 =
(
0 eT1
−e1 0
)
.
Ainsi, en général,
X2k =
(
(−1)k 0
0 (−1)ke11
)
et
X2k−1 =
(
0 (−1)keT1
(−1)k+1e1 0
)
pour tout k ≥ 1.
Donc,
etX =
∞∑
k=0
(tX)k
k!
=
cos(t) − sin(t) 0sin(t) cos(t) 0
0 0 In−1

d'après les formules pour Xk et les développements en série de Taylor de cos et sin.
La projection de cette courbe est pi(etX) = (cos(t), sin(t), 0)T , un grand cercle. Puisque
la multiplication à gauche par g ∈ O(n+ 1) envoie un grand cercle vers un grand cercle,
pi(getX) est un grand cercle. De plus, O(n+ 1) agit transitivement sur les grands cercles,
donc tous les grands cercles sont des doites.
D'autre part, toutes les droites sont de la forme g ∗ (cos(ψ(t)), sin(ψ(t)), 0)T avec g ∈
O(n + 1) et ψ : R → R lisse telle que dψ
dt
(t) > 0 pour tout t ∈ R. En eﬀet, toute
droite est de la forme pi(geξ(t)Y ) pour Y ∈ p \ {0}, g ∈ O(n + 1) et ξ : R → R lisse
telle que dξ
dt
(t) > 0 pour tout t ∈ R et dξ
dt
(0) = 1. Or, pour tout Y ∈ p, il existe
h ∈ H et c ∈ R+ tels que Y = Ad(h)(cX). Ainsi, en posant ψ = cξ, nous avons
pi(eξ(t)Y ) = pi(geξ(t)Ad(h)(cX)) = pi(gheψ(t)Xh−1) = pi(gheψ(t)X). Donc, tous les droites sont
des grands cercles (à reparamétrisation près). 
Exemple 2.4.21. Revisitons maintenant l'exemple 2.4.5. Un calcul très similaire à celui
de l'exemple 2.4.20 permet de conclure que les droites dans la géométrie hyperbolique
sont les courbes de la forme g ∗ (cosh(ψ(t)), sinh(ψ(t)), 0)T avec g ∈ O(n, 1) et ψ : R→ R
lisse telle que dψ
dt
(t) > 0 pour tout t ∈ R. On remarque qu'il s'agit des courbes régulières
contenues dans l'intersection d'un plan avec Hn ⊆ Rn+1. Les géodésiques sont les courbes
pour lesquelles ψ(t) = t. 
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Chapitre 3
Géométrie de Cartan
La géométrie de Klein n'est pas la seule généralisation de la géométrie euclidienne exis-
tante. Parmi les plus notables, on compte entre autres la géométrie riemannienne. La
naissance de ce champ d'étude remonte à la présentation de la thèse d'habilitation du
mathématicien allemand Bernhard Riemann (1826-1866) en 1854. Sous sa formulation
moderne, il s'agit de l'étude des variétés dites riemanniennes. Essentiellement, une variété
riemannienne est une variété telle que l'espace tangent à chaque point est muni d'une
métrique. Intuitivement, il s'agit donc d'une variété qui ressemble inﬁnitésimalement à
l'espace euclidien, bien que globalement, les diﬀérences puissent être fort importantes.
Les variétés riemanniennes ne sont pas nécessairement des espaces homogènes. Ainsi, la
géométrie de Klein et la géométrie riemannienne semblent être deux visions diﬀérentes
de la géométrie. Toutefois, il s'agit en fait de cas particuliers d'une formulation encore
plus générale : la géométrie de Cartan.
Introduite pour la première fois au cours des années 1920 par le mathématicien français
Élie Cartan (1869-1951), la géométrie de Cartan est à la géométrie de Klein ce que la
géométrie riemannienne est à la géométrie euclidienne. Ainsi, la géométrie de Cartan est
l'étude d'espaces qui sont en quelque sorte inﬁnitésimalement similaires à une géométrie
de Klein. Ce sont donc des espaces pour lesquels, à chaque point, il est possible d'attacher
de manière tangente une copie d'un espace homogène. L'écart entre l'espace considéré et
la géométrie modèle tangente est mesuré par la courbure.
Ce chapitre présente les rudiments de la géométrie de Cartan.
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3.1 Géométrie de Cartan
Cette section présente quelques déﬁnitions et résultats associés au concept de géométrie
de Cartan.
3.1.1 Déﬁnition
Tout d'abord, avant de pouvoir déﬁnir proprement la géométrie de Cartan, il est néces-
saire de déﬁnir certains champs de vecteurs spéciaux sur un ﬁbré principal, ce qui est
l'objet de la proposition suivante.
Proposition 3.1.1. Soit P un ﬁbré principal de base M , de groupe H et de projection
pi : P → M . Si v ∈ h (où h est l'algèbre de Lie de H), alors il existe un unique champ
vectoriel v† sur P tel que pour toute trivialisation ψ : U ×H → pi−1(U) de P , v†|pi−1(U) =
ψ∗(0, V ), où 0 est le champ de vecteur nul sur U et V est l'unique champ de vecteur
invariant à gauche sur H qui vaut v à l'identité.
Démonstration. Soient ψ1 : U×H → pi−1(U) et ψ2 : U×H → pi−1(U) deux trivialisations
de P . Alors, ψ−12 ◦ ψ1 : U ×H → U ×H est un diﬀéomorphisme équivariant par rapport
à la multiplication à droite par H. Nous voulons montrer que (ψ−12 ◦ψ1)∗(0, V ) = (0, V ).
Or, en posant
k : U → H
u 7→ piH ◦ ψ−12 ◦ ψ1(u, e)
(où piH : U ×H → H est la projection sur H), nous avons
ψ−12 ◦ ψ1(u, h) = ψ−12 ◦ ψ1((u, e) ∗ h)
= (u, k(u)) ∗ h
= (u, k(u)h).
Ainsi, ψ−12 ◦ ψ1 correspond à une multiplication à gauche du deuxième facteur. Puisque
V est un champ vectoriel invariant à gauche, il s'ensuit que (ψ−12 ◦ ψ1)∗(0, V ) = (0, V ).
Le champ vectoriel sur pi−1(U) déﬁni par ψ1∗(0, V ) est donc égal au champ vectoriel
ψ2∗(0, V ). Il est ainsi possible de déﬁnir un champ vectoriel sur P en prenant l'image
inverse du champ (0, V ) pour toutes les trivialisations de P .
Par construction, il est clair que ce champ est l'unique champ vectoriel v† sur P tel que
v†|pi−1(U) = ψ∗(0, V ) pour toute trivialisation ψ : U ×H → P .
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Tel qu'expliqué dans l'introduction, une géométrie de Cartan est essentiellement un es-
pace qui se comporte inﬁnitésimalement comme une géométrie de Klein modèle (G,H).
Rappelons que dans une telle géométrie, G peut être vu comme un ﬁbré principal de
groupe H et de base G/H. De plus, si (G,H) est eﬀective, alors selon la proposition
2.2.11, l'action de G sur G/H est caractérisée par la projection des automorphismes de
ﬁbré principal qui préservent la forme de Maurer-Cartan. Ainsi, toute l'information géo-
métrique est contenue dans cette structure de ﬁbré muni d'une 1-forme à valeurs dans
l'algèbre de Lie g. Ceci motive la généralisation suivante.
Déﬁnition 3.1.2. Soient (G,H) une géométrie de Klein eﬀective et M une variété lisse.
Alors, une géométrie de Cartan sur M modélisée sur (G,H) 1 est la donnée d'un ﬁbré
principal P de base M , de groupe H et de projection pi : P →M et d'une 1-forme ω sur
P à valeurs dans g telle que
(i) pour tout p ∈ P , ωp : Tp(P )→ g est un isomorphisme d'espaces vectoriels,
(ii) pour tout h ∈ H, (Rh)∗ω = Ad(h−1)ω (c'est-à-dire que pour tout p ∈ P et pour
tout X ∈ Tp(P ), ω(Rh∗(X)) = Ad(h−1)(ω(X))),
(iii) pour toutX ∈ h, ω(X†) = X, oùX† est le champ vectoriel déﬁni dans la proposition
3.1.1.
La forme ω est appelée la connexion de Cartan.
Notation 3.1.3. En reprenant la notation de la déﬁnition 3.1.2, nous écrirons que (P, ω)
est une géométrie de Cartan sur M de modèle (G,H). Si elle n'est pas explicitement
mentionnée, la projection du ﬁbré principal vers la base sera toujours notée par pi pour
le reste du texte.
Examinons les diﬀérents éléments de cette déﬁnition. La variété M est l'espace qui est
muni d'une géométrie. Il s'agit de l'analogue de l'espace homogène G/H. Le ﬁbré P est
bien sûr l'analogue du groupe G, et la connexion de Cartan est l'analogue de la forme de
Maurer-Cartan. La condition (i) sur la connexion de Cartan nous assure que la dimension
de P est bien la même que celle de G. Par conséquent, la dimension de M est la même
que celle de G/H. La condition (iii) implique que la connexion de Cartan se comporte
comme la forme de Maurer-Cartan sur chaque ﬁbre.
Il est possible de penser à P comme l'espace des repères de M . Le théorème ci-dessous
implique que la connexion de Cartan permet d'identiﬁer l'espace tangent à chaque point
de M à l'espace vectoriel g/h de la même manière que pour les géométries de Klein.
Théorème 3.1.4. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). Alors,
pour tout p ∈ P , il existe un unique isomorphisme ϕp : Tpi(p)(M)→ g/h tel que ϕp ◦ pi∗ =
1. Sharpe considère dans son livre [9] une notion de géométrie modèle un peu plus générale, mais
nous n'aurons pas ici besoin d'une telle généralité.
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pig/h ◦ ω, où pig/h : g → g/h est l'application de passage au quotient. De plus, pour tout
h ∈ H, ϕph = Ad(h−1)ϕp.
Démonstration. Voir [9] théorème 5.3.15.
Soient x ∈ M et y ∈ G/H, et choisissons p ∈ P dans la ﬁbre au-dessus de x (c'est-à-
dire pi(p) = x) et g ∈ G dans la ﬁbre au-dessus de y. Alors, il existe un isomorphisme
ϕp : Tx(M)→ g/h et un isomorphisme ϕg : Ty(G/H)→ g/h. Ainsi, nous pouvons identi-
ﬁer les espaces tangents de M en x et de G/H en y à l'aide de l'isomorphisme ϕ−1p ◦ ϕg.
Ceci peut être perçu comme coller une copie de G/H de manière tangente à M , de sorte
que le point de tangence soit x dans M et y dans G/H.
Voyons ce qui se produit lorsque nous nous déplaçons dans la ﬁbre au-dessus de x. Si
nous prenons le point ph pour un certain h ∈ H, alors le théorème 3.1.4 aﬃrme que
l'isomorphisme ϕph : Tx(P ) → g/h est donné par ϕph = Ad(h−1)ϕp. Par conséquent, la
nouvelle identiﬁcation des espaces tangents de M et G/H est donnée par ϕ−1p ◦Ad(h)ϕg.
En comparant l'ancienne et la nouvelle identiﬁcation, nous obtenons la transformation
de l'espace tangent de G/H suivante :
(ϕ−1p ◦ ϕg)−1 ◦ (ϕ−1p ◦ Ad(h)ϕg) = ϕ−1g ◦ Ad(h)ϕg
= ϕ−1gh ◦ ϕg.
On remarque qu'il s'agit de la dérivée en y de la multiplication à gauche sur G/H par
ghg−1. En eﬀet, soit Y ∈ Ty(G/H). Alors, il existe X ∈ Tg(G) tel que Y = pi∗(X).
Ainsi, en notant (de manière légèrement abusive) par Lghg−1 la multiplication à gauche
par ghg−1 à la fois dans G et dans G/H, le fait que la projection de G sur G/H soit
équivariante par rapport à l'action de G donne que
Lghg−1∗(Y ) = Lghg−1∗(pi∗(X))
= pi∗(Lghg−1∗(X)).
Maintenant, en utilisant le fait que ϕgh ◦ pi∗ = pig/h ◦ ωG, on obtient
ϕgh(Lghg−1∗(Y )) = ϕgh(pi∗(Lghg−1∗(X)))
= pig/h ◦ ωG(Lghg−1∗(X))
= pig/h(ωG(X)).
Or, puisque ϕg ◦ pi∗ = pig/h ◦ ωG,
ϕg(Y ) = ϕg(pi∗(X))
= pig/h(ωG(X)).
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Donc,
ϕgh(Lgh−1g−1∗(Y )) = ϕg(Y )
de sorte que
Lghg−1∗(Y ) = ϕ
−1
gh (ϕg(Y )).
Ainsi, multiplier à droite par h dans P correspond à multiplier à gauche l'espace homogène
G/H tangent par ghg−1, qui est un élément du stabilisateur du point de tangence y. De
ceci, on tire que si le point p fournit à l'aide de ϕ−1p ◦ϕg une manière d'attacher une copie
de G/H tangente en x, alors le point ph fournit une manière diﬀérente d'attacher une
copie de G/H tangente en x, donnée par
ϕ−1ph ◦ ϕg = (ϕ−1p ◦ ϕg) ◦ (ϕ−1p ◦ ϕg)−1 ◦ (ϕ−1ph ◦ ϕg)
= (ϕ−1p ◦ ϕg) ◦ Lghg−1∗.
Ceci correspond à appliquer la transformation ghg−1 avant d'eﬀectuer le recollement.
Il est donc possible de penser à la ﬁbre au-dessus de x comme l'espace des diﬀérentes
manières d'attacher G/H tangentiellement à x à partir d'un certain point choisi y qui
respectent la géométrie de G/H, en ce sens que les diﬀérents recollements sont obtenus
par les transformations de G/H qui ﬁxent y. Il est donc naturel que les ﬁbres de P soit
diﬀéomorphes à H.
Nous pouvons considérer la copie de G/H tangente comme un repère à ce point. Dans ce
cas, la multiplication à droite par un élément de H dans P correspond à un changement
de repère, obtenu en multipliant G/H à gauche par un élément du stabilisateur du point
de tangence.
Voyons maintenant quelques exemples de géométries de Cartan.
Exemple 3.1.5. Constatons dans un premier temps que toutes les géométries de Klein
eﬀectives sont aussi des géométries de Cartan.
Soit (G,H) une géométrie de Klein eﬀective. Alors, G est un ﬁbré principal de base G/H
et de groupe H. La forme de Maurer-Cartan ωG satisfait évidemment la condition (i).
Pour la condition (ii), soient h ∈ H, g ∈ G et X ∈ Tg(G). Alors
(Rh)
∗(ωG)(X) = ωG(Rh∗(X))
= L(gh)−1∗Rh∗(X)
= Lh−1∗Rh∗Lg−1∗(X)
= Ad(h−1)ωG(X).
La condition (iii) est évidente si l'on montre que pour tout X ∈ h, X† est le champ
vectoriel invariant à gauche engendré par X. Or, soit ψ : U ×H → G une trivialisation
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de G (où U est un ouvert de G/H). Alors,
ϕ : U → G
u 7→ ψ(u, e)
est une section locale de G, et on a ψ(u, h) = ϕ(u)h pour tout (u, h) ∈ U ×H, de sorte
que ψ = µ(ϕ, IdH), où µ : G×G→ G est la multiplication dans G et IdH est l'identité
sur H. Par conséquent, pour (u0, h0) ∈ U ×H,
ψ∗((0, V )(u0,h0)) = ψ∗(0, Lh0∗X)
= (µ(ϕ, IdH))∗(0, Lh0∗X)
= Rh0∗(ϕ∗(0)) + Lϕ(u0)∗(IdH∗Lh0∗(X))
= Lϕ(u0)h0∗(X)
(où V est le champ vectoriel invariant à gauche sur H déﬁni par X). Ainsi, pour tout
g ∈ G, X†g = Lg∗(X).
Donc, (G,ωG) est une géométrie de Cartan sur G/H de modèle (G,H). 
Notons qu'il peut être possible de munir un espace homogène G/H d'une géométrie de
Cartan modélisée sur (G,H) qui est diﬀérente de celle présentée dans l'exemple 3.1.5. Il
s'agit de l'objet de l'exemple ci-dessous.
Exemple 3.1.6. Soit n ∈ N. Posons G = O(n+ 1) et
H =
{(
1 0
0 A
)
∈ GL(n+ 1,R)
∣∣∣∣A ∈ O(n)} ,
de sorte que d'après l'exemple 2.1.26, G/H est diﬀéomorphe à Sn. Du point de vue de
la géométrie de Klein, il est impossible de distinguer deux sphères de rayons diﬀérents,
puisque le groupe des isométries de la sphère et le stabilisateur d'un point est le même peu
importe le rayon de la sphère. Avec la géométrie de Cartan, il est possible de mettre sur
une sphère de rayon r1 une géométrie modélisée sur une sphère de rayon r2. La géométrie
présentée dans l'exemple 3.1.5 correspond au cas où r1 = r2. Si r1 6= r2, la géométrie sera
alors diﬀérente. Notons qu'en fait, la géométrie sur une sphère de rayon r1 modélisée sur
une sphère de rayon r2 n'est pas distinguable de la géométrie sur une sphère de rayon ar1
modélisée sur une sphère de rayon ar2 pour tout a ∈ R tel que a > 0. Ainsi, c'est plutôt
le ratio entre la sphère étudiée et la sphère modèle qui est important. Par conséquent,
nous supposerons par la suite que le rayon de la sphère modèle est 1.
Rappelons d'abord que (G,H) est une géométrie réductive, de sorte que g = p ⊕ h en
tant que H-module, avec
p =
{(
0 −vT
v 0
)
∈Mn+1(R)
∣∣∣∣v ∈ Rn}
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et
h =
{(
0 0
0 X
)
∈Mn+1(R)
∣∣∣∣X ∈ o(n)}
(voir l'exemple 2.4.4). Par conséquent, la forme de Maurer-Cartan peut s'écrire ωG =
ωp +ωh, où ωp = pip ◦ωG et ωh = pih ◦ωG (où pip : g→ p et pih : g→ h sont respectivement
les projections sur p et h).
L'espace tangent de Sn s'identiﬁe à g/h, qui est isomorphe à p. Cette identiﬁcation n'est
pas unique, mais varie sous l'eﬀet de la représentation adjointe de H sur p. Or, d'après
les calculs de l'exemple 2.4.4, sous l'isomorphisme
ψ : p→ Rn(
0 −vT
v 0
)
7→ v
la représentation adjointe de H sur p correspond à l'action à gauche naturelle de O(n) sur
Rn. Plus précisément, si h =
(
1 0
0 A
)
∈ H et x =
(
0 −vT
v 0
)
∈ p, alors ψ(Ad(h)x) = Av.
Puisque la norme euclidienne sur Rn est préservée par O(n), elle induit une norme sur
l'espace tangent à chaque point de Sn.
Imaginons une sphère de dimension n plongée dans l'espace euclidien de dimension n+1,
muni de sa métrique habituelle. Il est clair que pour une rotation de même angle, plus
le rayon de la sphère est grand, plus la distance parcourue par un point sur la sphère
est grande. Plus précisément, elle est proportionnelle au rayon de la sphère. Considérons
l'identiﬁcation de l'espace tangent de Sn au point p ∈ Sn à p donnée par ϕg : TpSn → p
pour un certain g ∈ G au-dessus de p (voir le théorème 3.1.4). Alors, nous savons que
ϕg ◦ pi∗ = pip ◦ ωG = ωp. Par conséquent, pour tout vecteur tangent X ∈ Tg(G),
ϕg(pi∗(X)) = ωp(X).
Ainsi, la norme de ϕg(pi∗(X)) correspond à la norme de ωp(X). Or, puisque X est un
vecteur tangent dans G, X est la dérivée d'une rotation, donc comme nous le disions,
pour le même X ∈ Tg(G), la norme de ϕg(pi∗(X)) devrait varier proportionnellement au
rayon de la sphère. Par conséquent, pour obtenir une sphère de rayon r modélisée sur
la sphère de rayon 1, nous devons prendre une connexion de Cartan ω de sorte que la
nouvelle identiﬁcation de l'espace tangent en p à p, que nous noterons φg : Tp(Sn) → p,
donne des vecteurs dont la longueur est r fois celle induite par la forme de Maurer-Cartan.
Plus précisément, nous avons φg ◦ pi∗ = pip ◦ ω. Donc, pour X ∈ Tg(G),
φg(pi∗(X)) = pip(ω(X)).
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En supposant que le rayon de la sphère est r, ce vecteur doit être r fois plus long que le
vecteur pi∗(X) dans la sphère modèle de rayon 1. Par conséquent, il faut que pip(ω(X)) =
rωp(X).
Ainsi, posons ω = rωp + ωh. Par la discussion précédente, (G,ω) devrait correspondre à
une géométrie de Cartan sur la sphère de rayon r modélisée sur la sphère de rayon 1. Il
ne reste qu'à vériﬁer que ω est bien une connexion de Cartan.
(i) Cette condition est évidemment satisfaite
(ii) Pour tout h ∈ H, on a
(Rh)
∗ω = (Rh)∗(rωp + ωh)
= r(Rh)
∗(ωp) + (Rh)∗(ωh)
= r(Rh)
∗(pip ◦ ωG) + (Rh)∗(pih ◦ ωG)
= rpip ◦ Ad(h−1) ◦ ωG + pih ◦ Ad(h−1) ◦ ωG
= rAd(h−1) ◦ ωp + Ad(h−1) ◦ ωh
= Ad(h−1)(rωp + ωh)
= Ad(h−1) ◦ ω.
(iii) Soit X ∈ h. On a
ω(X†) = rωp(X†) + ωh(X†)
= rpip(ωG(X
†)) + pih(ωG(X†))
= rpip(X) + pih(X)
= X
car X ∈ h.
Donc, ω est bien une connexion de Cartan. 
Exemple 3.1.7. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). Alors,
pour tout ouvert U ⊆ M , (pi−1(U), ω|pi−1(U)) est une géométrie de Cartan sur U de
même modèle. En eﬀet, pi−1(U) est un ﬁbré principal de base U et de groupe H, et la
restriction de ω à ce ﬁbré satisfait encore toutes les conditions pour être une connexion
de Cartan. 
Exemple 3.1.8. Pour toute géométrie de Klein (G,H) eﬀective, il est possible de munir
Rn d'une géométrie de Cartan modélisée sur (G,H), où n = dim(G)− dim(H).
Puisque g/h est un espace vectoriel de dimension n, il existe un ensemble de n vec-
teurs {b1, b2, . . . bn} ⊆ g tels que {pig/h(b1), pig/h(b2), . . . , pig/h(bn)} est une base de g/h,
où pig/h : g → g/h est l'application de passage au quotient. Posons ϕ : Rn → g l'unique
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application linéaire qui envoie ei vers bi pour tout i entre 1 et n (où ei est le vecteur de
Rn avec un 1 à la ie ligne et des 0 ailleurs).
Posons P = Rn×H. Alors, P est un ﬁbré principal trivial de groupe H et de base Rn. Soit
(x, h) ∈ P . Alors, en identiﬁant l'espace tangent de P au produit des espaces tangents de
Rn etH, et en identiﬁant l'espace tangent de Rn à Rn, nous avons T(x,h)(P ) ∼= Rn×Th(H).
Déﬁnissons une 1-forme ω sur P à valeurs dans g comme l'unique 1-forme telle que
ω(x,h) : T(x,h)(P ) ∼= Rn × Th(H)→ g
(u, v) 7→ Ad(h−1)ϕ(u) + ωH(v).
Puisque toutes les fonctions impliquées sont lisses, ω est lisse. Vériﬁons qu'elle satisfait
les trois conditions d'une connexion de Cartan sur P .
(i) Montrons que pour tout (x, h) ∈ P , ω(x,h) : T(x,h)(P ) ∼= Rn × Th(H) → g est une
bijection.
Remarquons d'abord que par construction, pig/h ◦ ϕ est un isomorphisme d'espaces
vectoriels entre Rn et g/h. De plus, comme Ad(h)(v) ∈ h pour tout h ∈ H et v ∈ h,
Adg/h = pig/h ◦ Ad est une représentation de H dans GL(g/h).
Soit (u, v) ∈ T(x,h)(P ) ∼= Rn × Th(H) tel que ω(x,h)(u, v) = 0. Alors,
pig/h(ω(x,h)(u, v)) = pig/h(Ad(h
−1)ϕ(u)) + pig/h(ωH(v))
= Adg/h(h
−1)(ϕ(u)) = 0.
Puisque Adg/h(h−1) est inversible, ceci implique que pig/h(ϕ(u)) = 0. Comme pig/h ◦
ϕ est un isomorphisme entre Rn et g/h, u = 0. Il s'ensuit que ωH(v) = 0. Par
conséquent, v = 0. Ainsi, le noyau de ω(x,h) est nul, ce qui montre qu'il s'agit d'une
application injective.
Pour montrer la surjectivité, soit w ∈ g. Alors, toujours puisque pig/h ◦ ϕ est un
isomorphisme, il existe u ∈ Rn tel que pig/h ◦ ϕ(u) = pig/h(Ad(h)(w)). Ainsi, ϕ(u)−
Ad(h)(w) ∈ h, et donc w −Ad(h−1)ϕ(u) ∈ h. Posons v = Lh∗(w −Ad(h−1)ϕ(u)) ∈
Th(H). Alors,
ω(x,h)(u, v) = Ad(h
−1)ϕ(u) + ωH(v)
= Ad(h−1)ϕ(u) + Lh−1∗Lh∗(w − Ad(h−1)ϕ(u))
= w,
ce qui montre que ω(x,h)(u, v) est surjective, et donc bijective.
(ii) Nous voulons montrer que pour tout h ∈ H, (Rh)∗ω = Ad(h−1)ω. Or, en abusant
légèrement de la notation, Rh = IdRn × Rh, où IdRn est l'identité sur Rn et le
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deuxième Rh désigne la multiplication à droite par h dans H. Ainsi, Rh∗ = IdRn ×
Rh∗ (sous l'identiﬁcation de Rn avec son espace tangent).
Soient (x0, h0) ∈ P et (u, v) ∈ T(x0,h0)(P ) ∼= Rn × Th(H). Alors,
(Rh)
∗ω(u, v) = ω(x0,h0h)(Rh∗(u, v))
= ω(x0,h0h)(u,Rh∗(v))
= Ad((h0h)
−1)ϕ(u) + ωH(Rh∗v)
= Ad(h−1)Ad(h−10 )ϕ(u) + Ad(h
−1)ωH(v)
= Ad(h−1)ω(x0,h0)(u, v).
(iii) Il ne reste qu'à montrer que ω(v†) = v pour tout v ∈ h. Or, comme le ﬁbré P est
trivial, v† = (0, V ) par déﬁnition, où 0 est le champ vectoriel nul sur Rn et V est
l'unique champ vectoriel sur H invariant à gauche qui vaut v à l'identité. Ainsi,
pour tout (x, h) ∈ P
ω(x,h)(0, V )(x,h) = Ad(h
−1)ϕ(0) + ωH(Vh)
= v.
Donc, ω est bien une connexion de Cartan. Ainsi, Rn est un exemple de géométrie de
Cartan pour toutes les géométries modèles (G,H) dont l'espace G/H est de dimension
n. 
Exemple 3.1.9. Remarquons que pour tout n ∈ N, Rn est un groupe de Lie pour l'addition
vectorielle. Puisque {0} ⊆ Rn est évidemment un sous-groupe fermé ne contenant aucun
sous-groupe normal non trivial, (Rn, 0) est une géométrie de Klein eﬀective.
Il est possible d'adapter l'exemple 3.1.8 pour montrer que si (M,ωRn) est une géométrie de
Cartan surM modélisée sur (Rn, 0), alors pour toute géométrie de Klein (G,H) eﬀective,
il est possible de munir M d'une géométrie de Cartan modélisée sur (G,H). En eﬀet,
la connexion ωRn fournit une identiﬁcation entre l'espace tangent à chaque point de M
et Rn. Ainsi, en choisissant une fonction linéaire ϕ : Rn → g telle que pig/h ◦ ϕ est un
isomorphisme, on pose P = M ×H et on déﬁnit une 1-forme ω sur P à valeurs dans g
par
ω(x,h) : T(x,h)(P )→ g
(u, v) 7→ Ad(h−1)ϕ(ωRn(u)) + ωH(v)
pour tout (x, h) ∈ P . Puisque toutes les fonctions impliquées sont lisses, cette 1-forme
doit être lisse, et un calcul directement adapté de celui de l'exemple 3.1.8 montre qu'il
s'agit d'une connexion de Cartan.
Nous sommes ainsi en mesure de construire facilement une large classe d'exemples de
géométries de Cartan pour tout modèle (G,H). 
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À la lumière des exemples précédents, il est naturel de se demander s'il est possible de
munir une variété lisse M de dimension n d'une géométrie de Cartan pour tout modèle
(G,H) tel que G/H est de dimension n. Ce n'est pas le cas, comme le montre l'exemple
suivant.
Exemple 3.1.10. Considérons la sphère de dimension 2, S2. Il est impossible de munir
S2 d'une géométrie de Cartan de modèle (R2, {0}). En eﬀet, supposons qu'une telle
géométrie existe. Puisque H = {0} et que P/H doit être un ﬁbré principal de base M
et de groupe H, il faut que P = S2. Ainsi, nous avons une connexion de Cartan ω sur
S2. Mais alors, ω−1(e1) (où e1 = (1, 0T ) ∈ R2) est un champ vectoriel sur S2 qui ne
s'annule en aucun point, puisque ω doit se restreindre à un isomorphisme linéaire sur
chaque espace tangent. Or, ceci contredit le théorème de la boule chevelue, selon lequel
tout champ vectoriel lisse sur S2 s'annule en au moins un point. Ainsi, il est impossible
de munir S2 d'une géométrie de Cartan modélisée sur (R2, {0}). 
3.1.2 Isomorphismes de géométries de Cartan
Puisqu'une géométrie de Cartan est un ﬁbré principal P sur une variété M muni d'une
connexion de Cartan ω, il est naturel de considérer que tous les ﬁbrés isomorphes à P
munis de la même connexion déﬁnissent la même géométrie. Voilà la motivation de la
déﬁnition qui suit.
Déﬁnition 3.1.11. Soient (P1, ω1) une géométrie de Cartan sur une variété lisse M1 de
modèle (G,H) et (P2, ω2) une géométrie de Cartan sur M2 de même modèle. Alors, un
diﬀéomorphisme f : M1 → M2 est appelé un isomorphisme de géométries de Cartan s'il
existe un isomorphisme de ﬁbrés principaux f˜ : P1 → P2 qui se projette à f et tel que
ω1 = f˜
∗ω2. Si (P1, ω1) = (P2, ω2) avec M1 = M2, f est appelé un automorphisme de
géométries de Cartan.
Exemple 3.1.12. Soit (G,H) une géométrie de Klein eﬀective. Alors, selon l'exemple
3.1.5, (G,ωG) est une géométrie de Cartan sur G/H de modèle (G,H). Pour tout g ∈
G, la multiplication à gauche par g sur G/H déﬁnit un diﬀéomorphisme qui se relève
à l'isomorphisme de ﬁbré principal Lg : G → G. Puisque L∗gωG = ωG, il s'agit d'un
automorphisme de géométries de Cartan. De plus, d'après la proposition 2.2.11, tous les
automorphismes de géométries de Cartan de (G,ωG) sont de cette forme. 
Théorème 3.1.13. Soient (P1, ω1) une géométrie de Cartan sur M1 et (P2, ω2) une
géométrie de Cartan surM2, de modèle (G,H). S'il existe un isomorphisme de géométries
de Cartan f : M1 → M2 et deux isomorphismes de ﬁbrés principaux qui se projettent à
f , f˜1 : P1 → P2 et f˜2 : P1 → P2, tels que f˜ ∗1ω2 = ω1 et f˜ ∗2ω2 = ω1, alors f˜1 = f˜2.
59
Démonstration. Voir [9] théorème 5.3.5.
Il existe un autre cas où deux géométries de Cartan devraient être considérées comme
équivalentes. Pour le voir, nous aurons besoin du résultat ci-dessous.
Proposition 3.1.14. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). Si
b : P → P est un automorphisme de ﬁbré principal, alors (P, b∗ω) est aussi une géométrie
de Cartan sur M de modèle (G,H).
Démonstration. Voir [9] section 5.3.
La géométrie obtenue à partir d'un automorphisme de ﬁbré devrait être vue comme la
même géométrie, puisqu'il s'agit tout simplement d'une réorganisation des éléments dans
chaque ﬁbre.
Déﬁnition 3.1.15. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). Si
b : P → P est un automorphisme de ﬁbré principal, alors les connexions ω et b∗ω sont
dites des connexions équivalentes. Les géométries (P, ω) et (P, b∗ω) sont dites équivalentes.
3.1.3 Courbure
Nous avons vu que toute géométrie de Klein (G,H) eﬀective est une géométrie de Cartan.
Dans ce cas, l'espace homogène G/H que nous imaginons coller de manière tangente à
un point épouse en fait parfaitement l'espace étudié. Dans une géométrie de Cartan
quelconque (P, ω) sur une variété M et modélisée sur (G,H), ceci n'est pas toujours le
cas. Il n'existe pas forcément de moyen d'identiﬁer un ouvert dans M à un ouvert dans
G/H d'une manière qui préserve la structure géométrique des deux espaces. La diﬀérence
entre M et la géométrie modèle G/H est mesurée par la courbure.
Déﬁnition 3.1.16. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). La
courbure est la 2-forme à valeurs dans g
Ω = dω +
1
2
[ω, ω].
Autrement dit, pour tout p ∈ P et pour tous X, Y ∈ Tp(P ),
Ω(X, Y ) = dω(X, Y ) + [ω(X), ω(Y )].
Si Ω = 0, on dit que la géométrie est sans courbure. Si l'image de Ω est contenue dans h,
la géométrie est dite sans torsion.
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On remarque que les géométries sans courbure sont exactement les géométries pour les-
quelles l'équation structurale de la connexion de Cartan est satisfaite. Ainsi, sur un
ouvert simplement connexe, la connexion de Cartan devrait s'intégrer pour fournir une
identiﬁcation entre la géométrie considérée et la géométrie modèle.
Théorème 3.1.17. Soit (P, ω) une géométrie de Cartan sans courbure sur M de modèle
(G,H). Alors, pour tout m ∈ M , il existe un voisinage U ⊆ M de m et un ouvert
V ⊆ G/H tel que la géométrie de Cartan (pi−1(U), ω|pi−1(U)) sur U est isomorphe à la
géométrie de Cartan (pi−1(V ), ωG|pi−1(V )).
Démonstration. Voir [9] théorème 5.5.1.
Il existe une manière intéressante de concevoir l'eﬀet de la courbure dans une géométrie de
Cartan sur M modélisée sur (G,H). Supposons que γ est une boucle sur M homotope à
un point, et imaginons une copie de l'espace homogène (G,H) collée de manière tangente
à M au point de départ de γ. Alors, la connexion de Cartan décrit comment faire rouler
surM l'espace homogène tangent G/H le long de γ. Si la courbure est nulle, alors une fois
revenu au point de départ après avoir fait rouler G/H le long de γ, le point de G/H qui
touche à M sera le même point qu'au départ. S'il y a de la courbure, par contre, le point
d'arrivée dans G/H ne sera pas forcément le même que le point de départ. Ceci permet
d'appréhender de manière intuitive le concept de courbure. Ces idées seront développées
plus en détail dans la section 3.3.
La courbure se transforme selon l'action adjointe sous l'eﬀet de la multiplication à droite
de P par H.
Proposition 3.1.18. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). Si
ψ : P → H est une fonction lisse, alors en posant
f : P → P
p 7→ p ∗ ψ(p)
on a f ∗Ω = Ad(ψ(p)−1)Ω.
Démonstration. Voir [9] lemme 5.3.9.
L'espaceM peut être vu comme une version courbée de l'espace homogène G/H. Le ﬁbré
principal P , quant à lui, est en fait une version courbée du groupe de Lie G. En eﬀet,
(P, ω) est aussi une géométrie de Cartan sur P de modèle (G, {e}), puisque lorsque le
groupe H est trivial, la seule condition sur la connexion est qu'elle soit un isomorphisme
en chaque point. Ainsi, nous pouvons imaginer, comme pourM et G/H, que la connexion
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de Cartan fournit un moyen de coller à chaque point de P une copie de G tangente. Ceci
dit, la structure de ﬁbré principal de G et les conditions sur ω qui en font une connexion
de Cartan pour une géométrie de modèle (G,H) assure que la copie tangente de G ne
touche pas à P en un seul point, mais en une ﬁbre (du moins dans le cas où H est
connexe). En eﬀet, le résultat ci-dessous aﬃrme que chaque ﬁbre de P s'identiﬁe à H
d'une manière unique à multiplication à gauche près et que la restriction de la connexion
de Cartan à chaque ﬁbre correspond à la forme de Maurer-Cartan sur H. Par conséquent,
le déplacement le long des ﬁbres de P correspond exactement au déplacement le long des
ﬁbres de G (en temps que ﬁbré principal de base G/H et de groupe H).
Proposition 3.1.19. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H).
Alors, chaque ﬁbre de P s'identiﬁe à H d'une manière unique à multiplication à gauche
près, et sous une telle identiﬁcation, la connexion de Cartan restreinte à cette ﬁbre cor-
respond à la forme de Maurer-Cartan ωH .
Démonstration. Voir [9] lemme 5.3.13.
Autrement dit, la courbure est nulle pour des vecteurs tangents à une ﬁbre de P . En fait,
il est possible d'obtenir le résultat un peu plus général suivant.
Proposition 3.1.20. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H).
Alors, Ω(u, v) = 0 si u ou v est un vecteur tangent à une ﬁbre de P .
Démonstration. Voir [9] corollaire 5.3.10.
Il existe une formule équivalente de la courbure qui peut être utile pour les calculs dans
certains cas. Cette formule utilise la notion de champ vectoriel ω-constant.
Déﬁnition 3.1.21. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). Un
champ vectoriel V sur P est dit ω-constant si ω(V ) = X pour un certain X ∈ g.
Remarque 3.1.22. Les champs ω-constants sont donc tous les champs déﬁnis par ω−1(X)
pour un certain X ∈ g. N
Exemple 3.1.23. Par la propriété (iii) d'une connexion de Cartan, X† est un champ
ω-constant pour tout X ∈ h. 
Remarquons que pour tout point p ∈ P et pour tout u ∈ Tp(P ), le champ vectoriel
ω−1(ω(u)) est un champ ω-constant qui vaut u en p. Ceci permet d'obtenir une formule
diﬀérente pour la courbure.
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Proposition 3.1.24. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H).
Alors, pour tout p ∈ P et u, v ∈ Tp(P ), la courbure est donnée par
Ω(u, v) = [ω(u), ω(v)]− ω([U, V ]p)
où U = ω−1(ω(u)) est le champ vectoriel ω-constant valant u en p, V = ω−1(ω(v)) est le
champ vectoriel ω-constant valant v en p, le premier crochet est le crochet dans l'algèbre
de Lie g, le second crochet est le crochet de Lie de deux champs vectoriels sur P et [U, V ]p
est l'évaluation en p du champ de vecteur [U, V ].
Démonstration. La courbure est
Ω(u, v) = dω(u, v) + [ω(u), ω(v)].
D'après un résultat classique sur la dérivée extérieure (voir par exemple le lemme 1.5.15
de [9]),
dω(U, V ) = U(ω(V ))− V (ω(U))− ω([U, V ]).
Puisque V est un champ vectoriel ω-constant par construction, ω(V ) = ω(v) est une
constante, de sorte que U(ω(V )) = 0. De même, V (ω(U)) = 0. Par conséquent,
dω(U, V ) = −ω([U, V ]).
L'évaluation de cette expression en p donne le résultat désiré.
Cette formule est intéressante, car elle permet d'interpréter la courbure comme une dif-
férence entre le crochet de Lie dans l'algèbre de Lie g et le crochet de Lie de champs de
vecteurs ω-constant.
La formule de la proposition 3.1.24 peut aussi aider à simpliﬁer les calculs dans certains
cas où le crochet de Lie des champs vectoriels ω-constants est simple à calculer.
Exemple 3.1.25. Poursuivons l'exemple 3.1.6. Nous avons une géométrie de Cartan (G,ω)
sur Sn, avec G = O(n+ 1) et ω = rωp +ωh, qui correspond à une géométrie sur la sphère
de rayon r modélisée sur la sphère de rayon 1. Calculons la courbure de cette géométrie.
Pour ce faire, remarquons que les champs vectoriels ω-constants sur G sont exactement
les champs ωG-constants. En eﬀet, l'application
λ : g = p⊕ h→ g
p+ h 7→ rp+ h
(où p ∈ p et h ∈ h) est un isomorphisme deH-modules, et ω = λ◦ωG. Par conséquent, si U
est un champ vectoriel tel que ωG(U) = u pour un certain u ∈ g, alors ω(U) = λ(u), donc
U est ω-constant. De la même manière, tout champ ω-constant est aussi ωG-constant.
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Or, puisque (G,ωG) est sans courbure (puisque la forme de Maurer-Cartan satisfait l'équa-
tion structurale), pour tout champ de vecteurs ωG-constants U et V , [U, V ] est un champ
de vecteur ωG-constant tel que
ωG([U, V ]) = [ωG(U), ωG(V )]
(il s'agit d'une des déﬁnitions de l'algèbre de Lie de G, et ce résultat peut aussi être vu
comme une conséquence de la proposition 3.1.24).
Soit g ∈ G et u, v ∈ TgG. Notons U = ω−1(ω(u)) et V = ω−1(ω(v)) les champs ω-
constants valant respectivement u et v en g. Alors, U et V sont aussi ωG-constants. On
a
Ω(u, v) = [ω(u), ω(v)]− ω([U, V ]p)
= [λ(ωG(u)), λ(ωG(v))]− λ(ωG([U, V ]p))
= [λ(ωG(u)), λ(ωG(v))]− λ([ωG(U), ωG(V )])
= [λ(ωG(u)), λ(ωG(v))]− λ([ωG(u), ωG(u)]).
Puisque g = p ⊕ h, il existe up, vp ∈ p et uh, vh ∈ h tels que ωG(u) = up + uh et
ωG(v) = vp + vh. Alors, λ(ωG(u)) = rup + uh et λ(ωG(v)) = rvp + vh. Donc,
[λ(ωG(u)), λ(ωG(v))] = [rup + uh, rvp + vh]
= r2[up, vp] + r[up, vh] + r[uh, vp] + [uh, vh].
D'autre part,
λ([ωG(u), ωG(u)]) = λ([up + uh, vp + vh])
= λ([up, vp] + [up, vh] + [uh, vp] + [uh, vh])
= [up, vp] + r[up, vh] + r[uh, vp] + [uh, vh]
puisqu'un calcul rapide montre que le crochet de deux éléments de p est dans h et que
le crochet d'un élément de p avec un élément de h est dans p. Bien sûr, h est une sous-
algèbre, donc le crochet de deux éléments de h est aussi dans h.
Il s'ensuit que
Ω(u, v) = (r2 − 1)[up, vp]
= (r2 − 1)[pip(ωG(u)), pip(ωG(v))].

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Dans l'exemple précédent, la courbure augmente selon le carré du rayon du cercle. Or,
en géométrie diﬀérentielle classique, on calcule que la courbure d'une sphère correspond
à l'inverse du rayon au carré. Ainsi, nous aurions dû nous attendre à obtenir un résultat
qui dépend de l'inverse du rayon au carré. La raison de cette divergence est que nous
n'avons pas considéré la bonne notion de courbure. Il existe aussi dans les géométries de
Cartan ce qu'on appelle la fonction de courbure.
Déﬁnition 3.1.26. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). La
fonction de courbure est la fonction K : P → Hom(Λ2(g), g) déﬁnie par
K(p)(X1, X2) = Ωp(ω
−1
p (X1), ω
−1
p (X2))
pour tout p ∈ P et X1, X2 ∈ g, où Λ2(g) est le produit extérieur de l'espace vectoriel g, de
sorte que Hom(Λ2(g), g) s'identiﬁe (ce que nous faisons ici sans le spéciﬁer explicitement)
aux applications bilinéaires antisymétriques sur g, ωp est la restriction de ω à Tp(P ) et
Ωp est la restriction de Ω à Tp(P ) ∧ Tp(P ).
La fonction de courbure se transforme de la manière décrite ci-dessous lorsqu'on se déplace
à l'intérieur d'une ﬁbre de P .
Proposition 3.1.27. Pour tous p ∈ P , h ∈ H et X1, X2 ∈ g,
K(ph)(X1, X2) = Ad(h
−1)(K(p)(Ad(h)X1,Ad(h)X2)).
Démonstration. Voir [9] lemme 5.3.23.
Remarque 3.1.28. Puisque la courbure est nulle si l'un des deux vecteurs est tangent à
la ﬁbre (ce qui est équivalent à dire que l'un des deux vecteurs est envoyé à h par ω), il
est aussi possible de déﬁnir la fonction de courbure comme une fonction de P à valeurs
dans Hom(Λ2(g/h), g). En eﬀet, pour tout p ∈ P et pour tous X1, X2 ∈ g, Y1, Y2 ∈ h,
Ωp(ω
−1
p (X1), ω
−1
p (X2)) = Ωp(ω
−1
p (X1 + Y1), ω
−1
p (X2 + Y2))
donc il est possible de faire descendre K(p) à un élément de Hom(Λ2(g/h), g). Nous
noterons par
K ′ : P → Hom(Λ2(g/h), g)
cette version de la courbure. N
Exemple 3.1.29. Reprenons l'exemple 3.1.25, mais tentons cette fois-ci de calculer la
fonction de courbure. Soient p ∈ G et X, Y ∈ g. Alors, il existe Xp, Yp ∈ p et Xh, Yh ∈ h
tels que X = Xp +Xh et Y = Yp + Yh. Alors,
K(p)(X, Y ) = Ωp(ω
−1(X), ω−1(Y ))
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= Ωp(ω
−1(Xp +Xh), ω−1(Yp + Yh))
= Ωp(ω
−1
G ◦ λ−1(Xp) + ω−1G ◦ λ−1(Xh), ω−1G ◦ λ−1(Yp) + ω−1G ◦ λ−1(Yh))
= Ωp
(
ω−1G
(
Xp
r
)
+ ω−1G (Xh) , ω
−1
G
(
Yp
r
)
+ ω−1G (Yh)
)
= Ωp
(
ω−1G
(
Xp
r
)
, ω−1G
(
Yp
r
))
.
Cette dernière égalité vient du fait que ω−1G (Xh) et ω
−1
G (Yh) sont tangents à la ﬁbre de G
en p, donc la courbure s'annule avec l'un de ces vecteurs. Puisque
pip
(
ωG
(
ω−1G
(
Xp
r
)))
=
Xp
r
et
pip
(
ωG
(
ω−1G
(
Yp
r
)))
=
Yp
r
,
on a par le calcul de l'exemple 3.1.25
K(p)(X, Y ) = (r2 − 1)[Xp
r
,
Yp
r
]
= (1− 1
r2
)[Xp, Yp].
Nous retrouvons ainsi le résultat attendu pour la courbure, puisque le facteur (1 − 1
r2
)
est nul lorsque le rayon de la sphère est le même que celui de la sphère modèle et dépend
en général de l'inverse du carré du rayon de la sphère. 
3.2 Formulation locale
Il est possible de déﬁnir une géométrie de Cartan (P, ω) sur M de modèle (G,H) uni-
quement à partir d'information locale sur M , sans avoir à spéciﬁer le ﬁbré principal P .
Cette formulation est ainsi parfois plus simple à utiliser que la déﬁnition.
3.2.1 Jauges de Cartan
Les jauges de Cartan correspondent à la généralisation des jauges inﬁnitésimales dans
une géométrie de Klein déﬁnies à la section 2.3.2.
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Déﬁnition 3.2.1. Soit (G,H) une géométrie de Klein eﬀective et soit M une variété
lisse. Une jauge de Cartan sur M de modèle (G,H) est la donnée d'un ouvert U ⊆ M
et d'une 1-forme θU à valeurs dans g telle que pour tout u ∈ U , pig/h ◦ (θU)Tu(U) est un
isomorphisme d'espaces vectoriels entre Tu(U) et g/h (où pig/h : g→ g/h est l'application
de passage au quotient et (θU)Tu(U) : Tu(U)→ g est la restriction de θU à U).
Remarquons que si (P, ω) est une géométrie de Cartan surM modélisée sur (G,H), alors
pour toute section σU : U → P de P (où U est un ouvert de M), (U, θU = σ∗ω) est une
jauge de Cartan. En eﬀet, pour tout u ∈ U , (θU)Tu(U) = σ∗ωu. Les propriétés (i) et (iii)
d'une connexion de Cartan assurent que ωu(σ ∗ (X)) ∈ h si et seulement si X = 0, de
sorte que pig/h ◦ (θU)Tu(U) est une application linéaire injective. Comme la dimension de
M est la même que celle de g/h, il doit s'agir d'un isomorphisme.
Si σ1 : U → P et σ2 : V → P sont deux sections locales de P (où U et V sont des ouverts
de M), alors sur l'intersection U ∩V , il existe une fonction lisse k : U ∩V → H telles que
σ2|U∩V = σ1|U∩V ∗ k. Voyons alors comment s'exprime θV = σ∗2ω en termes de θU = σ∗1ω.
Proposition 3.2.2. Soient (P, ω) une géométrie de Cartan sur M de modèle (G,H) et
σ1 : U → P , σ2 : V → P deux sections de P . Alors, sur U ∩ V ,
θV = Ad(k
−1)θU + k∗ωH ,
où k : U ∩ V → H est l'unique fonction lisse telle que σ2|U∩V = σ1|U∩V ∗ k et θU = σ∗1ω,
θV = σ
∗
2ω. Plus précisément, pour tout u ∈ U ∩ V ,
(θV )u = Ad(k(u)
−1)(θU)u + (k∗)uωH .
Démonstration. Selon la proposition 2.3.7, il existe une trivialisation locale de P ψ : U ∩
V → pi−1(U ∩ V ) ⊆ P telle que σ1(u) = ψ(u, e) pour tout u ∈ U ∩ V . Puisque, par
déﬁnition d'une trivialisation, ψ est équivariante par rapport à l'action à droite de H,
σ2(u) = ψ(u, e) ∗ k(u) = ψ(u, k(u)) pour tout u ∈ U ∩ V .
Fixons maintenant un u0 ∈ U ∩ V . En utilisant l'identiﬁcation canonique de l'espace
tangent T(u0,k(u0))((U ∩ V )×H) avec Tu0(U ∩ V )× Tk(u0)(H), nous avons
σ2∗(X) = ψ∗(X, k∗(X))
pour tout X ∈ Tu0(U ∩ V ). Par conséquent,
σ2∗(X) = ψ∗(X, 0) + ψ∗(0, k∗(X))
= ψ∗(Rk(u0)∗(ie∗(X))) + ψ∗(0, Lk(u0)∗ωH(k∗(X)))
= Rk(u0)∗(ψ∗(ie∗(X))) + ψ∗(0, Lk(u0)∗ωH(k∗(X)))
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où ie : U∩V → (U∩V )×H est l'application déﬁnie par ie(u) = (u, e). Le fait que (X, 0) =
Rk(u0)∗(ie∗(X)) provient de l'identiﬁcation de T(u0,k(u0))((U ∩ V )×H) avec Tu0(U ∩ V )×
Tk(u0)(H), et l'égalité ψ∗(Rk(u0)∗(ie∗(X))) = Rk(u0)∗(ψ∗(ie∗(X))) provient de l'équivariance
de ψ.
D'autre part, σ1∗(X) = ψ∗(ie∗(X)). Donc,
ω(σ2∗(X)) = ω(Rk(u0)∗(ψ∗(ie∗(X)))) + ω(ψ∗(0, Lk(u0)∗ωH(k∗(X))))
= R∗k(u0)ω(ψ∗(ie∗(X))) + ω(ψ∗(0, Lk(u0)∗ωH(k∗(X)))).
Par la propriété (ii) d'une connexion de Cartan,
R∗k(u0)ω(ψ∗(ie∗(X))) = Ad(k(u0)
−1)ω(ψ∗(ie∗(X)))
= Ad(k(u0)
−1)σ1∗(X).
De plus, par déﬁnition, ψ∗(0, Lk(u0)∗ωH(k∗(X))) est la valeur en (u0, k(u0)) du champ
vectoriel ωH(k∗(X))†. Par conséquent, selon la propriété (iii) d'une connexion de Cartan,
ω(ψ∗(0, Lk(u0)∗ωH(k∗(X)))) = ωH(k∗(X)).
Par conséquent,
(θV )u0 = Ad(k(u0)
−1)(θU)u0 + (k
∗)u0ωH
ce qui achève la démonstration.
Ce résultat motive la déﬁnition suivante.
Déﬁnition 3.2.3. Soit M une variété lisse et (U, θU), (V, θV ) deux jauges de Cartan sur
M de modèle (G,H). La jauge (V, θV ) est dite compatible avec la jauge (U, θU) s'il existe
une fonction lisse k : U ∩ V → H telle que
θV = Ad(k
−1)θU + k∗ωH .
Proposition 3.2.4. La notion de compatibilité de jauge déﬁnit une relation d'équivalence
sur les jauges.
Démonstration. Voir [9] lemme 5.1.4.
Soit (P, ω) une géométrie de Cartan surM modélisée sur (G,H) et {σα}α∈A un ensemble
de sections locales lisses σα : Uα → P tel que ∪α∈AUα = M . Nous avons alors une
collection de jauges de Cartan compatibles {(Uα, θα = σ∗αω)}α∈A. Il s'avère que toute
jauge de Cartan sur M de modèle (G,H) qui est compatible avec toutes les jauges de la
collection provient en fait d'une section locale de P .
Pour le montrer, nous aurons d'abord besoin du résultat suivant.
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Proposition 3.2.5. Soit (G,H) une géométrie de Klein eﬀective, et soit M une variété
lisse. Alors, si (U, θ1) et (U, θ2) sont deux jauges de Cartan compatibles modélisées sur
(G,H), il existe une unique fonction k : U → H telle que
θ2 = Ad(k
−1)θ1 + k∗ωH .
Démonstration. Voir [9] proposition 5.2.1.
Proposition 3.2.6. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H), et
soit {σα}α∈A (pour un certain ensemble d'indices A) une collection de sections lisses
σα : Uα → P telle que ∪α∈AUα = M . Si (U, θ) est une jauge de Cartan sur M de modèle
(G,H) qui est compatible avec la jauge (Uα, θα = σ∗αω) pour tout α ∈ A, alors il existe
une section lisse σ : U → P telle que θ = σ∗ω.
Démonstration. Soit u ∈ U . Puisque
∪α∈AUα = M,
il existe un αu ∈ A tel que u ∈ Uαu . Puisque U et Uαu sont ouverts, U ∩ Uαu est un
voisinage de u.
Étant donné que (U, θ) est compatible avec (Uαu , θαu), il existe une application lisse
kαu : U ∩ Uαu → H telle que
θ = Ad(k−1αu )θαu + k
∗
αuω
lorsqu'on restreint le domaine à U ∩ Uαu . Posons
σ|U∩Uαu = σαu ∗ kαu .
Alors, d'après la proposition 3.2.2,
σ|∗U∩Uαuω = (σαu ∗ kαu)∗ω
= Ad(k−1αu )θαu + k
∗
αuω
= θ.
Ainsi, sur (U ∩ Uαu), la jauge θ provient de la section lisse σ|U∩Uαu : U ∩ Uαu → P .
Maintenant, si u′ ∈ U est un point de U (qui peut être u) et αu′ ∈ A est tel que u′ ∈ Uαu′ ,
nous obtenons une autre section lisse σ|U∩Uαu′ : U∩Uαu′ → P . Montrons que cette section
coïncide avec σ|U∩Uαu sur U ∩ Uαu ∩ Uαu′ .
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Puisque σαu et σαu′ sont deux sections lisses de P , il existe une unique application lisse
kαuαu′ : Uαu ∩ Uαu′ → H
telle que
σαu′ = σαu ∗ kαuαu′ .
Ainsi, sur Uαu ∩ Uαu′
θαu′ = Ad(k
−1
αuαu′
)θαu + k
∗
αuαu′
ω.
Par conséquent, sur U ∩ Uαu ∩ Uαu′ ,
θ = Ad(k−1αu′ )θαu′ + k
∗
αu′
ω
= Ad(k−1αu′ )(Ad(k
−1
αuαu′
)θαu + k
∗
αuαu′
ω) + k∗αu′ω
= Ad(k−1αu′k
−1
αuαu′
)θαu + Ad(k
−1
αu′
)(k∗αuαu′ω) + k
∗
αu′
ω
= Ad(k−1αu′k
−1
αuαu′
)θαu + (kαuαu′kαu′ )
∗ω.
Puisque (G,H) est eﬀective, la proposition 3.2.5 nous permet de conclure que
kαu = kαuαu′kαu′
lorsque le domaine est restreint à U ∩ Uαu ∩ Uαu′ . Par conséquent, sur U ∩ Uαu ∩ Uαu′ ,
σ|U∩Uαu = σαu ∗ kαu
= σαu ∗ (kαuαu′kαu′ )
= (σαu ∗ kαuαu′ ) ∗ kαu′
= σαu′ ∗ kαu′
= σ|U∩Uαu′ .
Donc, en applicant la même procédure à tout point de U et en recollant toutes ces
déﬁnitions locales, nous obtenons une section σ : U → P correctement déﬁnie. De plus,
cette section doit être lisse, car en tout point de U , il existe un voisinage tel que la
restriction de σ à ce voisinage est évidemment lisse. Enﬁn, par construction, θ = σ∗ω.
3.2.2 Géométrie de Cartan
Nous avons vu que pour une géométrie de Cartan, les sections locales du ﬁbré principal
donnent naissance à des jauges de Cartan qui sont toutes équivalentes. D'autre part, si
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une jauge (V, θV ) est équivalente à une jauge (U, θU) provenant d'une section σ, alors on
constate que sur U ∩ V , la restriction de la jauge (V, θV ) provient de la section σ ∗ k,
où k : U ∩ V → H est la fonction qui donne l'équivalence entre les deux jauges. Par
conséquent, si nous avons une collection de sections locales qui recouvrent M , toutes les
jauges équivalentes aux jauges déﬁnies par ces sections proviendront aussi de sections.
Nous allons maintenant étudier la construction inverse. Plus précisément, nous cherchons
à déﬁnir, à partir d'une collection de jauges sur M , un ﬁbré principal P de groupe H et
de base M telle que toutes les jauges proviennent d'une section de ce ﬁbré. Le premier
ingrédient de cette construction est une collection de jauges qui recouvre M .
Déﬁnition 3.2.7. Soient M une variété lisse et (G,H) une géométrie de Klein eﬀec-
tive. Un atlas de Cartan sur M de modèle (G,H) est une collection A = {(Uα, θα)α∈A}
de jauges de Cartan modélisées sur (G,H) toutes deux à deux compatibles telle que
∪α∈AUα = M .
Comme pour la déﬁnition d'une variété lisse, deux atlas de Cartan sont dits équivalents
si leur union est aussi un atlas de Cartan. L'union de tous les atlas de Cartan équivalents
forme alors un atlas maximal. Ainsi, pour chaque atlas de Cartan, il existe un unique
atlas maximal.
Déﬁnition 3.2.8. Une structure de Cartan de modèle (G,H) sur une variété lisse M
est un atlas de Cartan maximal de modèle (G,H).
Remarquons que les propositions 3.2.2 et 3.2.6 reviennent à dire que l'ensemble de toutes
les jauges provenant de sections est un atlas de Cartan maximal. Ainsi, une géométrie
de Cartan (P, ω) sur M détermine un atlas de Cartan. Nous verrons qu'une structure de
Cartan est suﬃsante pour déterminer une géométrie de Cartan sur M .
Nous voulons construire, à partir d'une structure de Cartan sur M , un ﬁbré principal
P de groupe H et de base M tel que les jauges sont le tiré en arrière (pullback) d'une
connexion de Cartan ω sur P par une section locale. Puisque les sections locales sont
équivalentes aux trivialisations locales de P d'après la proposition 2.3.7, on associe à une
jauge (Uα, θα) l'espace (Uα ×H). Le ﬁbré sera obtenu en collant les (Uα ×H). Pour voir
comment eﬀectuer les recollements, prenons deux jauges (Uα, θα) et (Uβ, θβ). Comme elles
sont équivalentes, il existe un unique k : Uα ∩ Uβ → H tel que θβ = Ad(k−1)θα + k∗ωH
sur Uα ∩ Uβ. Si θα provient d'une section σα, alors θβ provient sur Uα ∩ Uβ de la section
σβ = σα ∗ k. Par conséquent, dans Uα × H, les éléments correspondant à la section σβ
sont ceux de la forme (u, k(u)), tandis que ceux correspondant à σα sont ceux de la
forme (u, e). D'autre part, dans Uβ ×H, l'espace associé à la section σβ, les éléments de
cette section correspondent à (u, e). Par conséquent, il faut identiﬁer (u, k(u)) ∈ Uα ×H
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avec (u, e) ∈ Uβ × H lorsque u ∈ Uα ∩ Uβ. Puisque l'identiﬁcation doit préserver la
multiplication à droite par H pour déﬁnir un ﬁbré principal, on doit identiﬁer (u, k(u)h)
avec (u, h), ou encore (u, h) avec (u, k(u)−1h).
Sur chaque Uα ×H, on déﬁnit une 1-forme ωα à valeurs dans g par
ω(u,h) : T(u,h)(Uα ×H)→ g
(v, w) 7→ Ad(h−1)θα(v) + ωH(w)
où (u, h) ∈ Uα×H et ω(u,h) est la restriction de ωα à T(u,h)(Uα×H), qu'on a ici identiﬁé
à Tu(Uα) × Th(H). Ces déﬁnitions se combinent dans le recollement pour former une
connexion de Cartan.
Proposition 3.2.9. Soit M une variété lisse munie d'une structure de Cartan modélisée
sur une géométrie de Klein (G,H) eﬀective. Alors, il existe une unique (à équivalence
près) géométrie de Cartan (P, ω) telle que toute jauge (U, θU) de la structure de Cartan
s'écrit θU = σ∗Uω pour σU : U → P une section locale de P .
Démonstration. Voir [9] section 5.2. L'idée de la preuve est donnée ci-dessus.
Exemple 3.2.10. Revisitons l'exemple 3.1.9. Soit (G,H) une géométrie de Klein réductive.
Si (M,ωRn) est une géométrie de Cartan sur M modélisée sur (Rn, 0) et ϕ : Rn → g est
une application linéaire telle que pig/h ◦ ϕ est un isomorphisme entre Rn et g/h, alors
(M,ϕ ◦ ωRn) est une jauge de Cartan pour le modèle (G,H). Puisque cette jauge couvre
M , il existe un unique atlas maximal contenant cette jauge, et donc une unique géométrie
de Cartan (P, ω) pour laquelle ϕ ◦ ωRn = σ∗ω, où σ : M → P est une section de P . On
remarque qu'il s'agit de la géométrie décrite à l'exemple 3.1.9. 
3.2.3 Courbure
Il existe aussi une déﬁnition de la courbure pour une jauge de Cartan.
Déﬁnition 3.2.11. Soient M une variété lisse et (U, θU) une jauge de Cartan sur M de
modèle (G,H). La courbure de la jauge (U, θU) est la 2-forme sur U à valeurs dans g
ΘU = dθU +
1
2
[θU , θU ].
Si la jauge de Cartan provient d'une section du ﬁbré d'une géométrie de Cartan, alors la
courbure de la jauge est tout simplement le tiré en arrière (pullback) de la courbure de
la géométrie par cette section.
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Proposition 3.2.12. Soient (P, ω) une géométrie de Cartan sur M de modèle (G,H)
et σ : U → P une section de P , où U ⊆ M est un ouvert. Alors, la courbure de la jauge
(U, θU = σ
∗ω) est
ΘU = σ
∗Ω,
où Ω est la courbure de la géométrie (P, ω).
Démonstration. Voir [9] proposition 5.2.5.
Remarquons que la courbure d'une jauge de Cartan n'est pas forcément la même pour
deux jauges équivalentes. La proposition qui suit décrit comment se comporte la courbure
sous le changement de jauge.
Proposition 3.2.13. Soient M une variété lisse et (U, θ1), (U, θ2) deux jauges de Cartan
sur M équivalentes de modèle (G,H), où U ⊆M est un ouvert. Alors,
Θ2 = Ad(h
−1)Θ1,
où Θ1 est la courbure de (U, θ1), Θ2 est la courbure de (U, θ2) et h : U → H est une
fonction telle que
θ2 = Ad(h
−1)θ1 + h∗ωH .
Démonstration. Voir [9] lemme 5.1.9.
Proposition 3.2.14. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H).
Si σ : U ⊆ M → P est une section de P telle que la courbure de la jauge de Cartan
(U, θU = σ
∗ω) est nulle, alors la courbure de la géométrie (P, ω), Ω, est nulle sur pi−1(U).
Démonstration. Ceci découle des propositions 3.2.12 et 3.2.13, ainsi que du fait que la
courbure s'annule lorsque l'un des vecteurs est tangent à la ﬁbre.
Ce résultat nous dit qu'il est suﬃsant de considérer la courbure d'une jauge pour montrer
que la courbure de la géométrie est nulle. Il est possible d'obtenir un résultat similaire
pour les géométries sans torsion.
Proposition 3.2.15. Soit (P, ω) une géométrie de Cartan sur M de modèle (G,H). Si
σ : U ⊆ M → P est une section de P telle que l'image de la courbure de la jauge de
Cartan (U, θU = σ∗ω) est contenue dans h, alors l'image de la courbure Ω est contenue
dans h sur pi−1(U).
Démonstration. La preuve est similaire à celle de la proposition 3.2.14.
Ainsi, pour montrer qu'une géométrie de Cartan (P, ω) sur M est sans torsion, il suﬃt
de le vériﬁer sur un ensemble de sections qui couvrent M .
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3.2.4 Fonction de courbure
Puisqu'une jauge de Cartan fournit un isomorphisme entre l'espace tangent à chaque
point de M et g/h, nous pouvons aussi déﬁnir la fonction de courbure d'une jauge.
Déﬁnition 3.2.16. Soient M une variété lisse et (U, θU) une jauge de Cartan sur M de
modèle (G,H). La fonction de courbure de la jauge (U, θU) est la fonction
K ′θU : U → Hom(Λ2(g/h), g)
telle que pour tout u ∈ U et X, Y ∈ g/h,
K ′θU (u)(X, Y ) = ΘU((pig/h ◦ θU)−1u (X), (pig/h ◦ θU)−1u (Y )),
où (pig/h ◦ θU)u est la restriction à Tu(M) de (pig/h ◦ θU).
Voyons la relation qui unit les fonctions de courbures de deux jauges équivalentes.
Proposition 3.2.17. Soient M une variété lisse et (U, θ1), (U, θ2) deux jauges de Cartan
sur M équivalentes de modèle (G,H). Alors, pour tout u ∈ U et pour tous X, Y ∈ g/h,
K ′θ2(u)(X, Y ) = Ad(h(u)
−1)(K ′θ1(u)(Ad(h)(X),Ad(h)(Y ))),
où h : U → H est la fonction telle que
θ2 = Ad(h
−1)θ1 + h∗ωH .
Démonstration. Posons vX = (pig/h ◦ θ2)−1u (X) ∈ Tu(M). Alors,
X = pig/h(θ2(vX))
= pig/h(Ad(h
−1)θ1(vX) + ωH(h∗(vX)))
= pig/h(Ad(h
−1)θ1(vX))
= Ad(h−1)pig/h(θ1(vX)).
Par conséquent,
vX = (pig/h ◦ θ1)−1u (Ad(h)(X)).
De même, en posant vY = (pig/h ◦ θ2)−1u (Y ), nous avons
vY = (pig/h ◦ θ1)−1u (Ad(h)(Y )).
Donc,
K ′θ2(u)(X, Y ) = Θ2((pig/h ◦ θ2)−1u (X), (pig/h ◦ θ2)−1u (Y ))
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= Θ2(vY , vY )
= Ad(h(u)−1)Θ1(vX , vY )
= Ad(h(u)−1)Θ1((pig/h ◦ θ1)−1u (Ad(h)(X)), (pig/h ◦ θ1)−1u (Ad(h)(Y )))
= Ad(h(u)−1)(K ′θ1(u)(Ad(h)(X),Ad(h)(Y ))),
où Θ1 est la courbure de la jauge (U, θ1) et Θ2 est la courbure de la jauge (U, θ2).
Enﬁn, remarquons que si la jauge de Cartan provient d'une section, alors la fonction de
courbure de cette jauge est tout simplement la composition de la section avec la fonction
de courbure de la géométrie de Cartan.
Proposition 3.2.18. Soit (P, ω) une géométrie de Cartan sur M , et soit σ : U → P une
section lisse de P (où U est un ouvert de M). Alors, la courbure de la jauge de Cartan
(U, θ = σ∗ω) est
K ′θ = K
′ ◦ σ
(où, rappelons-le, K ′ est la version de la fonction de courbure pour laquelle l'image est
dans Hom(Λ2(g/h), g)).
Démonstration. Notons par Θ la courbure de la jauge (U, θ). D'après la proposition 3.2.12,
Θ = σ∗Ω. Par conséquent, pour tout u ∈ U et pour tous X, Y ∈ g/h, nous avons
K ′θ(u)(X, Y ) = Θ((pig/h ◦ θ)−1u (X), (pig/h ◦ θ)−1u (Y ))
= Ω(σ∗((pig/h ◦ θ)−1u (X)), σ∗((pig/h ◦ θ)−1u (Y ))).
Remarquons que puisque θ = σ∗ω,
pig/h(ω(σ∗((pig/h ◦ θ)−1u (X)))) = (pig/h ◦ θ) ◦ ((pig/h ◦ θ)−1u )(X)
= X.
Par conséquent, σ∗((pig/h ◦ θ)−1u (X)) ∈ Tσ(u)(P ) est tel que son image par ω se projette
à X. On obtient un résulat similaire pour Y . Il s'ensuit que, d'après la déﬁnition de la
fonction de courbure,
K ′(σ(u))(X, Y ) = Ω(σ∗((pig/h ◦ θ)−1u (X)), σ∗((pig/h ◦ θ)−1u (Y ))),
d'où K ′θ = K
′ ◦ σ.
Ainsi, la fonction de courbure d'une jauge de Cartan contient toute l'information néces-
saire pour retrouver la fonction de courbure de la géométrie de Cartan correspondante.
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3.3 Développement de chemins
3.3.1 Développement
Cette section traite de la notion de développement d'un chemin dans une géométrie
de Cartan. Le développement d'un chemin γ sur une variété M munie d'une géométrie
de Cartan modélisée sur (G,H) est un chemin γ˜ sur G/H naturellement associé à γ.
Intuitivement, si nous imaginons faire rouler l'espace homogène tangent à M le long du
chemin γ, le développement γ˜ correspond au chemin que parcourt dans G/H le point de
contact entre M et G/H. De façon encore plus imagée, si le chemin γ est tracé sur M
avec de l'encre non sèche, le chemin γ˜ est le chemin qui s'imprime sur G/H lorsqu'on le
fait rouler sur M le long de γ.
Commençons par considérer le développement de chemins dans P , où (P, ω) est une
géométrie de Cartan surM de modèle (G,H). Si γ est un chemin sur P , alors γ∗ω est un
chemin dans g. Par conséquent, d'après le théorème fondamental du calcul sur les groupes
de Lie, γ∗ω est la dérivée de Darboux d'un chemin γ˜ dans G unique à multiplication à
gauche par un élément de G près. Ce chemin sera appelé le développement de γ.
Déﬁnition 3.3.1. Soient (P, ω) une géométrie de Cartan sur M de modèle (G,H),
γ : I → P un chemin lisse (où I ⊆ R est un intervalle, possiblement R), a ∈ I et g ∈ G.
Le développement de γ de valeur g en a est l'unique chemin γ˜ : I → G tel que γ˜∗ωG = γ∗ω
et γ˜(a) = g.
Nous voulons étendre la notion de développement aux chemins déﬁnis sur M plutôt que
sur P . La manière la plus simple et la plus naturelle d'y parvernir serait de considérer le
développement d'un relèvement du chemin. Par contre, il n'est alors pas clair que la notion
est bien déﬁnie, puisqu'un chemin surM peut avoir plusieurs relèvements diﬀérents dans
P . Ceci dit, tous les relèvements d'un même chemin diﬀèrent par la multiplication à droite
d'éléments de H. Il est donc d'intérêt d'étudier le comportement du développement d'un
chemin sur P sous la multiplication à droite d'éléments de H.
Proposition 3.3.2. Soit (P, ω) une géométrie de Cartan modélisée sur (G,H). Si γ : I →
P et h : I → H sont des chemins lisses, alors
γ˜h = γ˜h
où γ˜ est le développement de γ de valeur g ∈ G en a ∈ I et ˜(γh) est le développement de
γh de valeur gh(a) en a.
Démonstration. Voir [9] lemme 5.4.12.
76
Une conséquence immédiate de ce résultat est que pour un chemin dans M , les dévelop-
pements de valeur g en a de tous les relèvements de ce chemin qui ont la même image
en a ne diﬀèrent que par la multiplication à droite par des éléments de H, de sorte que
le chemin obtenu dans G/H par la projection ne dépend pas du choix de relèvement.
Corollaire 3.3.3. Soient (P, ω) une géométrie de Cartan modélisée sur (G,H), γ : I →
M un chemin lisse, γˆ : I → P un relèvement de γ et ˜ˆγ : I → G le développement de
γˆ de valeur g en a (pour un certain g ∈ G et un certain a ∈ I). Alors, le chemin
γ˜ : I → G/H déﬁni par pi ◦ ˜ˆγ est déﬁni indépendamment du choix de relèvement de γ
parmi ceux qui valent γˆ(a) en a. Autrement dit, si γˆ2 : I → P est un autre relèvement de
γ tel que γˆ2(a) = γˆ(a) et ˜ˆγ2 : I → G est le développement de γˆ2 de valeur g en a, alors
pi ◦ ˜ˆγ = pi ◦ ˜ˆγ2.
Démonstration. Il existe une application h : I → H telle que γˆ2 = γˆh. Par conséquent, le
développement de γˆ2 de valeur gh(a) en a est ˜ˆγh. Puisque γˆ2(a) = γˆ(a), h(a) = e, donc
˜ˆγ2 = ˜ˆγh. Par conséquent, pi ◦ ˜ˆγ = pi ◦ ˜ˆγ2.
Ceci nous mène à la déﬁnition de développement d'un chemin sur G/H. Pour que la
déﬁnition soit correcte, il faut spéciﬁer un point de départ sur le chemin ainsi qu'un
point de départ dans le ﬁbré P et dans le groupe G.
Déﬁnition 3.3.4. Soient (P, ω) une géométrie de Cartan modélisée sur (G,H), γ : I →
M un chemin lisse, a ∈ I un point de I que nous appelerons le point de départ du
chemin, p ∈ P un point tel que pi(p) = γ(a), et g ∈ G un point dans le groupe G. Le
développement de γ pour les données initiales (a, p, g) est
γ˜ = pi ◦ ˜ˆγ
où γˆ : I → P est n'importe quel relèvement de γ tel que γˆ(a) = p et ˜ˆγ est le développement
de γˆ de valeur g en a.
Le choix de g représente tout simplement le choix du point de G/H qui est tangent au
point γ(a). Cependant, le choix d'un point de tangence n'est pas suﬃsant pour déterminer
entièrement la conﬁguration de notre copie de G/H tangente. C'est là qu'intervient le
choix du point p, qui sert en quelque sorte à ﬁxer un repère particulier. Si nous remplaçons
p par ph pour un certain h ∈ H, alors γˆh est un relèvement de γ qui vaut ph en a. Par
conséquent, ˜ˆγh est le développement de γˆh de valeur gh en a, de sorte que g(gh)−1 ˜ˆγh =
gh−1g−1 ˜ˆγh est le développement de γˆh de valeur g en a. Par conséquent, le développement
de γ pour les données initiales (a, ph, g) est
pi ◦ (gh−1g−1 ˜ˆγh) = gh−1g−1 ∗ γ˜.
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Ceci correspond à l'image que nous avions selon laquelle changer de point dans la ﬁbre
en multipliant par h correspond à multiplier l'espace G/H par ghg−1, un élément du
stabilisateur du point de tangence, avant d'eﬀectuer le recollement. En eﬀet, si γ˜ repré-
sente le chemin qui s'imprime lorsque nous faisons rouler G/H sur M selon γ, en faisant
tourner G/H au point de départ par la transformation ghg−1, le nouveau chemin devrait
correspondre à la rotation de l'ancien chemin par la transformation inverse, c'est-à-dire
gh−1g−1.
3.3.2 Courbes spéciales
La notion de développement permet d'étendre la déﬁnition de courbes spéciales dans une
géométrie de Klein (G,H) à toutes les géométries de Cartan modélisées sur (G,H). En
eﬀet, sur une géométrie de Cartan, ces courbes spéciales sont alors toutes les courbes
dont le développement est une courbe spéciale de G/H (pour que cette déﬁnition soit
correcte, il est donc important que la multiplication à gauche par un élément de G envoie
une courbe spéciale vers une courbe spéciale).
Exemple 3.3.5. Nous avons déﬁni pour une géométrie de Klein réductive (G,H) des
courbes appelées droites. Par conséquent, en supposant que (G,H) est eﬀective, nous
pouvons déﬁnir une courbe γ : I → M (avec I ⊆ R un intervalle), où M est munie
d'une géométrie de Cartan (P, ω) modélisée sur (G,H), comme étant une droite si le
développement de γ est une droite (le choix de conditions initiales n'a aucune importance
ici). De même, nous pouvons appeler γ une géodésique si son développement est une
géodésique.
Remarquons que la formule de la proposition 2.4.16 décrivant les droites dans une géo-
métrie de Klein s'adapte assez directement aux géométries de Cartan. Si γˆ : I → P est
un relèvement quelconque de γ, alors γ (en supposant qu'elle est régulière) est une droite
si et seulement si l'on peut trouver une fonction lisse λ : I → R telle que
d
ds
∣∣∣∣
s=t
ωp( ˙ˆγ(s)) +
[
ωh( ˙ˆγ(t)), ωp( ˙ˆγ(t))
]
= λ(t)ωp( ˙ˆγ(t))
pour tout t ∈ I, où ˙ˆγ(t) = γ˜∗( ddt
∣∣
t
), ωp = pip ◦ ωG et ωh = pih ◦ ωG (où pip : g → p est la
projection dans p et pih : g→ h est la projection dans h, de sorte que ωG = ωp + ωh). De
plus, γ est une géodésique si et seulement si λ = 0. En eﬀet, si ˜ˆγ est un développement de
γˆ, alors par déﬁnition, ˜ˆγ∗ωG = γˆ∗ω. Ainsi, vériﬁer l'équation de la proposition 2.4.16 sur
un développement de γˆ est équivalent à vériﬁer l'équation correspondante directement
sur γˆ, en remplaçant ωG par ω.
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Cette formule a l'avantage d'éviter le calcul d'un développement de γˆ, qui peut être en
général assez diﬃcile.

3.3.3 Faire rouler une sphère sur un plan
Nous présentons ici l'exemple d'une sphère roulant sur un plan dans l'espace euclidien
aﬁn de montrer comment notre interprétation intuitive du développement d'un chemin
dans une géométrie de Cartan est correcte dans ce cas particulier. En fait, puisque le
calcul est essentiellement le même pour toutes les dimensions, nous ferons rouler une n-
sphère sur un hyperplan dans Rn+1. Il s'agit d'un exemple très simple et il serait possible
de le généraliser pour faire rouler des n-sphères ou des hyperplans sur n'importe quelle
surface plongée dans RN avec N > n (voir notamment [9] annexe B), mais l'intérêt de
ce cas-ci vient du fait qu'il est beaucoup plus simple à traiter que le cas général.
Considérons, pour un certain n ∈ N, Rn+1, vu ici comme l'espace euclidien muni de sa
métrique et de son groupe d'isométries habituels. Posons
M =
{
(x1, . . . , xn+1)
T ∈ Rn+1∣∣xn+1 = 0}
et
S =
{
x ∈ Rn+1∣∣‖x‖ = 1} ,
où ‖ · ‖ est la norme de Rn+1, de sorte que M est un hyperplan et S est une n-sphère de
rayon 1.
Soit γ : [0, 1] → M un chemin sur M tel que γ(0) = 0 (le domaine et le point de départ
ne sont pas particulièrement importants, mais nous les ﬁxons pour alléger la notation).
Nous voulons faire rouler S sur M le long de γ. Plus précisément, nous voulons obtenir
un chemin g : [0, 1]→ G dans le groupe
G =
{(
A u
0 1
)
∈ GL(n+ 2,R)
∣∣∣∣u ∈ Rn+1, A ∈ O(n+ 1)}
des isométries de Rn+1 tel que g(t) ∗ S décrit la position de S au temps t lorsque S roule
le long de γ.
Étudions les conditions pour lesquelles un chemin g d'isométries décrit bien le roulement
de S sur M . Tout d'abord, il est clair que l'image de S par g(t) doit toucher à γ(t) ∈M
pour tout t ∈ [0, 1]. Par conséquent, il faut que
γ(t) ∈ g(t) ∗ S
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pour tout t ∈ [0, 1]. De plus, il faut que la sphère soit tangente au plan au point de
contact. En identiﬁant de la manière habituelle les espaces tangents à M et à g(t) ∗ S à
des sous-espaces vectoriels de Rn+1, cette condition de tangence s'exprime par
Tγ(t)(M) = Tγ(t)(g(t) ∗ S).
Ces conditions sont nécessaires, mais elles ne sont pas suﬃsantes pour décrire le roule-
ment. En eﬀet, considérons
f : [0, 1]→ G
t 7→
(
In en+1 + γ(t)
0 1
)
,
où en+1 = (0, . . . , 0, 1)T . Alors, f(t) ∗ (−en+1) = −en+1 + en+1 + γ(t) = γ(t). Comme
−en+1 ∈ S, la première condition est satisfaite. De plus, comme f(t) est une translation,
Tf(t)∗(−en+1)(f(t) ∗ S) = T−en+1(S). Or, l'espace tangent à −en+1 est identiﬁé au sous-
espace de Rn+1 formé des vecteurs orthogonaux à −en+1, c'est-à-dire M . D'autre part,
commeM est un hyperplan, l'espace tangent à tous les points est aussi identiﬁé àM . Par
conséquent, la deuxième condition est aussi satisfaite. Pourtant, il est intuitivement clair
que f ne décrit pas le roulement de S surM le long de γ. Elle décrit plutôt un cas où l'on
fait glisser S surM . Il est donc nécessaire de rajouter des conditions supplémentaires sur
g pour éviter le phénomène de glissement ainsi que les rotations de S sur elle-même.
Posons
γ˜ : [0, 1]→ S
t 7→ g(t)−1 ∗ γ(t).
Remarquons que g(t) ∗ γ˜(t) = γ(t). Par conséquent, γ˜ est le chemin des points de S qui
seront tangents à M après l'application de g. Pour reprendre une image précédente, il
s'agit du chemin imprimé sur S par l'encre qui trace γ lorsqu'on fait rouler S sur M .
Considérons l'image de γ˜(t0) par g pour un certain t0 ∈ [0, 1]. En faisant varier t ∈ [0, 1],
g(t) ∗ γ˜(t0) décrit le mouvement du point γ˜(t0) dans l'espace. En t = t0, ce point touche
le point γ(t0). Puisque le point γ(t0) est immobile, pour que S ne glisse pas sur M , il
faut que la vitesse de la trajectoire de γ˜(t0) en t0 soit nulle. Par conséquent, il faut que
d
dt
∣∣∣∣
t=t0
g(t) ∗ γ˜(t0) = 0,
c'est-à-dire que
g′(t0)g(t0)−1 ∗ γ(t0) = 0
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où g′(t0) =
dg
dt
(t0) et g′(t0)g(t0)−1 ∗ γ(t0) signiﬁe, par abus de notation, la multiplication
de γ + en+2 ∈ Rn+2 par la matrice g′(t0)g(t0)−1. Comme ceci doit être satisfait pour tout
t ∈ [0, 1], nous avons la condition
g′(t)g(t)−1 ∗ γ(t) = 0
qui permet d'assurer que S ne glisse pas sur M .
Il ne reste à s'assurer que S ne tourne pas sur elle-même. Pour ce faire, ﬁxons encore
une fois t0 ∈ [0, 1] et considérons l'espace tangent à γ˜(t0), V = Tγ˜(t0)(S), vu comme un
sous-espace de Rn+1. Cet espace est envoyé par g(t) vers Ag(t)V , où Ag(t) est la partie
linéaire de g(t). En faisant varier t, Ag(t)V décrit l'évolution de l'espace tangent à γ˜(t0)
sous l'eﬀet de g, avec Ag(t0)V = Tγ(t0)(M). Pour éviter que S ne tourne sur elle-même,
il faut qu'en t0 la variation des vecteurs tangents soit perpendiculaire à l'espace tangent
Ag(t0)V = Tγ(t0)(M), de sorte qu'il n'y ait aucune rotation de S sur elle-même au point
de contact. Par conséquent, il faut que
dAg
dt
(t0)V ⊆ (Ag(t0)V )⊥.
En utilisant le fait que V = Ag(t0)−1Tγ(t0)(M), on obtient la condition suivante, qui doit
être valide pour tout t ∈ [0, 1] :
Ag′(t)g(t)−1Tγ(t)(M) ⊆ Tγ(t)(M)⊥
où Ag′(t)g(t)−1 est la partie linéaire de g′(t)g(t)−1.
En applicant le même raisonnement à l'espace perpendiculaire, on obtient la condition
Ag′(t)g(t)−1Tγ(t)(M)
⊥ ⊆ Tγ(t)(M).
Il est possible de montrer qu'un chemin d'isométries satisfaisant toutes ces conditions
existe toujours et est unique (voir à cet eﬀet l'annexe B de [9]). Calculons la solution
pour l'exemple donné.
Remarquons d'abord que nous pouvons munir M d'une géométrie de Cartan modélisée
sur (O(n + 1), O(n)) (où O(n) représente ici le stabilisateur de −en+1, qui est un sous-
groupe isomorphe à O(n)) avec la jauge θ, dont la restriction à l'espace tangent à un
certain point p ∈M (naturellement identiﬁé à Rn) est donnée par
θp : Rn → o(n+ 1)
u 7→
(
0 −u
uT 0
)
.
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Alors, γ∗θ est la dérivée de Darboux d'une courbe s : [0, 1]→ O(n+ 1) telle que s(0) = e.
Le développement de γ est alors donné par s ∗ (−en+1).
Montrons que
g(t) =
(
s(t)−1 en+1 + γ(t)
0 1
)
.
D'abord, s(t)(−en+1) ∈ S et g(t)∗s(t)(−en+1) = −en+1 +en+1 +γ(t) = γ(t). La première
condition est donc satisfaite. De plus, comme l'espace tangent à (−en+1) est identiﬁé àM ,
l'espace tangent à s(t)(−en+1) correspond à s(t)M . Donc, Tγ(t)(g(t)∗S) = s(t)−1s(t)M =
M = Tγ(t)(M). Par conséquent, g(t) est bien un chemin d'isométries qui déplace S le
long de M de manière tangente. Il ne reste qu'à vériﬁer que le mouvement décrit est sans
glissement ou rotation.
Nous avons
g′(t)g(t)−1 =
(−s(t)−1s′(t)s(t)−1 γ′(t)
0 0
)(
s(t) −s(t)(en+1 + γ(t))
0 1
)
=
(−s(t)−1s′(t) s(t)−1s′(t)(en+1 + γ(t)) + γ′(t)
0 0
)
=
(−ωO(n+1)(s′(t)) ωO(n+1)(s′(t))(en+1 + γ(t)) + γ′(t)
0 0
)
=
(−θ(γ′(t)) θ(γ′(t))(en+1 + γ(t)) + γ′(t)
0 0
)
où γ′(t) = dγ
dt
(t) et s′(t) = ds
dt
(t). Par conséquent,
g′(t)g(t)−1 ∗ γ(t) = −θ(γ′(t))γ(t) + θ(γ′(t))(en+1 + γ(t)) + γ′(t)
= γ′(t) + θ(γ′(t))en+1
= γ′(t) +
(
0 −γ′(t)
γ′(t)T 0
)
en+1
= γ′(t)− γ′(t) = 0.
Remarquons aussi que la partie linéaire de g′(t)g(t)−1 est
−θ(γ′(t)) =
(
0 γ′(t)
−γ′(t) 0
)
.
Par conséquent, Ag′(t)g(t)−1Tγ(t)(M) ⊆ Tγ(t)(M)⊥. En eﬀet, l'espace tangent à chaque point
de M s'identiﬁe avec M , et si v ∈M , alors v = (v˜T , 0)T pour un certain v˜ ∈ Rn, donc
Ag′(t)g(t)−1v =
(
0 γ′(t)
−γ′(t) 0
)(
v˜
0
)
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=(
0
−γ′(t) · v˜
)
∈< en+1 >
où < en+1 > est l'espace vectoriel engendré à en+1, qui est naturellement identiﬁé à
Tγ(t)(M)
⊥ pour tout t ∈ [0, 1].
De la même façon, on vériﬁe aisément que Ag′(t)g(t)−1Tγ(t)(M)⊥ ⊆ Tγ(t)(M). Par consé-
quent, g est bien le chemin d'isométries décrivant comment S roule sur M le long de
γ.
Remarquons qu'alors, pour tout t ∈ [0, 1],
γ˜(t) = g(t)−1γ(t)
= s(t)γ(t)− s(t)en+1 − s(t)γ(t)
= −s(t)en+1
= pi(s(t))
où pi : O(n+ 1)→ S est l'application de passage au quotient. Puisque s(t) est le dévelop-
pement d'un relèvement de γ, γ˜ est bien le développement de γ. Ainsi, dans ce cas-ci, le
développement de γ correspond en eﬀet au chemin tracé sur S lorsqu'elle est roulée sur
M le long de γ.
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Chapitre 4
Géométrie pseudo-riemannienne
La géométrie pseudo-riemannienne est une généralisation de la géométrie riemannienne.
Rappelons que dans la géométrie riemannienne, l'espace tangent à chaque point d'une
variété est muni d'une forme bilinéaire symétrique et déﬁnie positive, ce qui déﬁnit une
métrique euclidienne sur l'espace tangent. Dans le cas pseudo-riemannien, l'hypothèse
que la forme est déﬁnie positive est enlevée et remplacée par l'hypothèse plus faible de
non-dégénérescence. Il est aussi supposé que la signature des formes bilinéaires est la
même pour chaque espace tangent. Il existe alors plusieurs types de géométries pseudo-
riemanniennes, dépendamment de la signature choisie.
De même que la géométrie riemannienne peut être vue comme attacher un espace eu-
clidien tangent à chaque point, la géométrie pseudo-riemannienne peut être vue comme
attacher un espace dit pseudo-euclidien à tous les points de la variété. Il s'agit d'une
généralisation riche en applications, puisque la géométrie pseudo-riemmannienne est le
language dans lequel est formulée la théorie de la relativité générale d'Einstein.
Dans ce chapitre, nous verrons qu'il existe une équivalence entre les variétés munies
d'une géométrie pseudo-riemannienne et les géométries de Cartan modélisées sur un
espace pseudo-euclidien. Ceci nous permettra d'interpréter et de démontrer en termes
de géométrie de Cartan le théorème selon lequel deux métriques pseudo-riemanniennes
conformément équivalentes ont les mêmes pré-géodésiques de type lumière.
84
4.1 Espaces pseudo-euclidiens
Dans cette section, nous étudierons l'espace pseudo-euclidien Rp,q (où (p, q) ∈ N×N) qui
servira de modèle pour la géométrie de Cartan.
4.1.1 Déﬁnitions
Avant de pouvoir donner la déﬁnition d'un espace pseudo-euclidien, il est nécessaire
d'introduire la notion de signature d'une forme bilinéaire symétrique non-dégénérée.
Proposition 4.1.1. Soient V un espace vectoriel de dimension n ∈ N et b : V × V → R
une forme bilinéaire symétrique et non-dégénérée sur V . Alors, il existe une base de V
telle que la matrice de b dans cette base est(
Ip 0
0 −Iq
)
où p, q ∈ N et Ik est la matrice identité k× k (k ∈ N). De plus, s'il existe une autre base
telle que la matrice de b dans cette base est(
Ip′ 0
0 −Iq′
)
,
alors p′ = p et q′ = q.
Par conséquent, les nombres p et q ne dépendent que de la forme bilinéaire, pas du choix
de la base. Ils déﬁnissent alors ce qu'on appelle la signature.
Déﬁnition 4.1.2. Si b : V ×V → R est une forme bilinéaire symétrique et non-dégénérée
sur un espace vectoriel V de dimension n ∈ N, la signature de b est le couple (p, q) ∈ N×N
tel que la matrice de b s'écrit (
Ip 0
0 −Iq
)
dans une certaine base.
Notation 4.1.3. Dans ce qui suit, nous noterons par Ik la matrice identité k × k et
Jp,q =
(
Ip 0
0 −Iq
)
,
où k, p, q ∈ N.
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Déﬁnition 4.1.4. Soit (p, q) ∈ N × N. Un espace pseudo-euclidien de signature (p, q),
est un espace vectoriel V de dimension n = p+ q muni d'une forme bilinéaire symétrique
non-dégénérée b de signature (p, q).
Aﬁn de simpliﬁer la terminologie, b sera appelé un produit scalaire, même si cette appella-
tion est traditionnellement réservée aux formes bilinéaires symétriques déﬁnies positives.
Par un abus de langage similaire, nous appellerons le produit scalaire d'un vecteur avec
lui-même le carré de la norme du vecteur. Si v ∈ V , nous noterons le carré de sa norme
par ‖v‖2.
Remarque 4.1.5. Le carré de la norme est une forme quadratique non-dégénérée. Puisque
toute forme quadratique non-dégénérée sur un espace vectoriel de dimension ﬁnie déﬁ-
nit uniquement une forme bilinéaire symétrique non-dégénérée, nous pouvons déﬁnir la
signature de cette forme quadratique comme étant la signature de la forme bilinéaire
associée. Nous aurions ainsi pu déﬁnir un espace pseudo-euclidien de manière équivalente
en munissant l'espace vectoriel V d'une forme quadratique non-dégénérée. C'est d'ailleurs
l'approche que nous privilégierons plus loin pour sa simplicité. N
Exemple 4.1.6. Un exemple particulièrement important d'espace pseudo-euclidien de si-
gnature (p, q) (avec p, q ∈ N) est Rp+q muni de la forme bilinéaire symétrique
b : Rp+q × Rp+q → R
(u, v) 7→ uTJp,qv.

Notation 4.1.7. Nous noterons par Rp,q l'espace pseudo-euclidien de signature (p, q) décrit
à l'exemple 4.1.6. Lorsqu'il n'y a pas de risque de confusion, Rp,q sera appelé l'espace
pseudo-euclidien.
Remarque 4.1.8. D'après la proposition 4.1.1, tous les espaces pseudo-euclidiens de si-
gnature (p, q) sont isomorphes à Rp,q. N
Remarquons qu'un espace pseudo-euclidien de signature (p, 0) est un espace euclidien.
De même, un espace pseudo-euclidien de signature (0, q) ressemble beaucoup à un espace
euclidien, la diﬀérence étant que le carré de la norme prend des valeurs toujours négatives
plutôt que toujours positives. Dans les cas où q 6= 0 et p 6= 0, le carré de la norme d'un
vecteur peut être positif, négatif ou nul, dépendamment du vecteur choisi. Ceci nous
amène à déﬁnir trois types de vecteurs dans un espace pseudo-euclidien.
Déﬁnition 4.1.9. Soient p, q ∈ N, V un espace pseudo-euclidien de signature (p, q) et
v ∈ V .
1. Si ‖v‖2 > 0, v est appelé un vecteur de type espace.
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2. Si ‖v‖2 < 0, v est appelé un vecteur de type temps.
3. Si ‖v‖2 = 0, v est appelé un vecteur de type lumière.
Cette terminologie provient bien sûr de la théorie de la relativité.
4.1.2 L'espace modèle
Ces généralités sur les espaces pseudo-euclidiens maintenant établies, restreignons notre
attention à Rp,q, qui servira d'espace modèle un peu plus loin.
Pour le reste du chapitre, posons
Gp,q =
{(
1 0
u A
)
∈ GL(p+ q + 1,R)
∣∣∣∣u ∈ Rp,q, A ∈ O(p, q)} ,
où O(p, q) ⊆ GL(p+ q,R) est le groupe des matrices A telles que ATJp,qA = Jp,q. Alors,
de la même manière que pour l'exemple 2.1.3, on montre que Gp,q est un groupe de Lie
qui agit de manière lisse et transitive sur Rp,q par(
1 0
u A
)
∗ v = Av + u
pour tout v ∈ Rp,q et
(
1 0
u A
)
∈ Gp,q. Ce groupe est en fait le groupe des isométries de
Rp,q.
Proposition 4.1.10. Gp,q est le groupe des fonctions lisses de Rp,q vers Rp,q qui pré-
servent, pour tous x, y ∈ Rp,q, ‖x− y‖2.
Il est clair d'après la formule de l'action de Gp,q sur Rp,q que le stabilisateur du point
0 ∈ Rp,q est
Hp,q =
{(
1 0
0 A
)
∈ GL(p+ q + 1,R)
∣∣∣∣A ∈ O(p, q)} .
Nous avons donc que (Gp,q, Hp,q) est une géométrie de Klein dont l'espace est Rp,q. C'est
cette géométrie qui servira de modèle dans ce qui suit.
Proposition 4.1.11. La géométrie de Klein (Gp,q, Hp,q) est eﬀective.
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Démonstration. Soit
g =
(
1 0
u A
)
∈ K ⊆ Gp,q
oùK est le noyau de la géométrie, de sorte que g∗v = v pour tout v ∈ Rp,q. En particulier,
g ∗ 0 = 0, donc g ∈ Hp,q. Donc, u = 0. Par conséquent, pour tout v ∈ Rp,q, Av = v. Ceci
n'est possible que si A = Ip+q. Ainsi, g = Ip+q+1, l'élément identité du groupe Gp,q. Le
noyau de la géométrie est donc trivial.
En plus d'être eﬀective, la géométrie (Gp,q, Hp,q) est aussi réductive. Pour le montrer, il
est d'abord nécessaire de calculer les algèbres de Lie gp,q et hp,q de Gp,q et Hp,q, respecti-
vement.
Proposition 4.1.12. L'algèbre de Lie de Gp,q est
gp,q =
{(
0 0
u X
)
∈Mp+q+1(R)
∣∣∣∣u ∈ Rp,q, X ∈ o(p, q)}
et celle de Hp,q est
hp,q =
{(
0 0
0 X
)
∈Mp+q+1(R)
∣∣∣∣X ∈ o(p, q)} ,
où
o(p, q) =
{
X ∈Mp+q(R)
∣∣Jp,qXTJp,q = −X} .
Proposition 4.1.13. L'algèbre de Lie gp,q se décompose en tant que Hp,q-module en
gp,q = pp,q ⊕ hp,q, où
pp,q =
{(
0 0
u 0
)
∈Mp+q+1(R)
∣∣∣∣u ∈ Rp,q} .
En particulier, la géométrie (Gp,q, Hp,q) est réductive.
Démonstration. Il est clair que gp,q = pp,q⊕hp,q en tant qu'espace vectoriel, et des calculs
identiques à ceux de l'exemple 2.4.3 montrent que pour tout p =
(
0 0
u 0
)
∈ pp,q et pour
tout h =
(
1 0
0 A
)
∈ Hp,q,
Ad(h)(p) =
(
0 0
Au 0
)
∈ pp,q.
Donc, pp,q est un Hp,q-module.
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Corollaire 4.1.14. L'application
λ : gp,q/hp,q → Rp,q
pigp,q/hp,q
(
0 0
u X
)
7→ u
est un isomorphisme de Hp,q modules, où la multiplication par Hp,q dans Rp,q est donnée
par h ∗ x = Ax, avec
h =
(
1 0
0 A
)
∈ Hp,q
et x ∈ Rp,q. Cet isomorphisme dote gp,q/hp,q d'une forme quadratique non-dégénérée de
signature (p, q) invariante sous l'action de Hp,q.
Démonstration. Puisque gp,q = pp,q ⊕ hp,q, gp,q/hp,q est naturellement identiﬁé à pp,q par
l'isomorphisme de Hp,q-modules
ξ : pp,q → gp,q/hp,q
v 7→ pigp,q/hp,q(v).
Or, d'après les calculs de la preuve de la proposition 4.1.13, l'application
λ′ : pp,q → Rp,q(
0 0
u 0
)
7→ u
est un isomorphismes de Hp,q-modules. Il s'ensuit que
λ = λ ◦ ξ ◦ ξ−1
= λ′ ◦ ξ−1
est un isomorphisme de Hp,q-modules.
Il est alors possible d'utiliser cet isomorphisme et la forme quadratique de signature (p, q)
pour obtenir une forme quadratique sur gp,q/hp,q. Il suﬃt en eﬀet de poser
qgp,q/hp,q : gp,q/hp,q → R
v 7→ λ(v)TJp,qλ(v).
On tire aisément de l'action de Hp,q sur Rp,q et du fait que λ est un isomorphisme de Hp,q-
modules que cette forme quadratique est invariante par rapport à l'action de Hp,q.
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Puisque la géométrie (Gp,q, Hp,q) est réductive, il existe naturellement une notion de
droites dans Rp,q en tant que Gp,q-espace homogène. Ces droites sont en fait tout simple-
ment les droites habituelles dans Rn (où n = p+ q).
Proposition 4.1.15. Les droites de la géométrie de Klein réductive (Gp,q, Hp,q) sont les
courbes de la forme γ(t) = v+ Φ(t)X, où v,X ∈ Rp,q et Φ: R→ R est une fonction lisse
telle que Φ(0) = 0 et dΦ
dt
(t) > 0 pour tout t ∈ R. Les géodésiques sont les droites pour
lesquelles Φ(t) = t pour tout t ∈ R.
Démonstration. Il suﬃt de constater que le calcul de l'exemple 2.4.18 est toujours valide
dans ce cas-ci.
Remarquons que la dérivée d'une droite γ(t) = v + Φ(t)X en un certain t ∈ Rp,q est
dΦ
dt
(t)X. Dans le cas où p 6= 0 et q 6= 0, il est donc possible de déﬁnir trois types de
droites selon le type de X.
Déﬁnition 4.1.16. Une droite γ : R → Rp,q de la géométrie de Klein (Gp,q, Hp,q) avec
p 6= 0 et q 6= 0 est dite de type espace, temps ou lumière selon que dγ
dt
(0) est un vecteur
de type espace, temps ou lumière.
Remarque 4.1.17. Le type d'une droite est laissé invariant par les transformations du
groupe Gp,q. En eﬀet, si γ est une droite et g =
(
1 0
u A
)
∈ Gp,q, alors
d(g ∗ γ)
dt
(0) =
d(Aγ + v)
dt
(0)
= A
dγ
dt
(0),
de sorte que ∥∥∥∥d(g ∗ γ)dt (0)
∥∥∥∥2 = ∥∥∥∥Adγdt (0)
∥∥∥∥2
=
(
dγ
dt
(0)
)T
ATJp,qA
dγ
dt
(0)
=
(
dγ
dt
(0)
)T
Jp,q
dγ
dt
(0)
=
∥∥∥∥dγdt (0)
∥∥∥∥2 .
Il s'agit donc d'une propriété intéressante au sens de la géométrie de Klein. N
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4.2 Géométrie pseudo-riemannienne et géométrie de
Cartan
Le but de cette section est de montrer qu'il existe une correspondance entre les géométries
de Cartan sans torsion modélisées sur (Gp,q, Hp,q) et les géométries pseudo-riemanniennes
de signature (p, q). Plus précisément, nous montrerons que si (P, ω) est une telle géomé-
trie de Cartan sur une variété M , alors il est possible de munir M d'une structure de
variété pseudo-riemannienne. Inversement, pour chaque variété pseudo-riemannienne M ,
il est possible de trouver un ﬁbré principal P de base M et de groupe Hp,q ainsi qu'une
connexion ω tels que (P, ω) est une géométrie de Cartan sans torsion modélisée sur
(Gp,q, Hp,q). Cette géométrie est alors l'unique géométrie qui satisfait ces conditions et
telle que la structure de variété pseudo-riemannienne qu'elle induit sur M correspond à
celle que possédait M au départ.
Ce résultat permet de voir comment la géométrie riemannienne peut bien être considérée
comme un cas particulier de géométrie de Cartan, où le modèle est l'espace euclidien,
tel qu'annoncé dans l'introduction au chapitre 3. Il nous donne ainsi une vaste classe
d'exemples de géométries de Cartan, puisque tous les variétés riemanniennes, et plus
généralement pseudo-riemanniennes, en sont.
Avant de montrer le théorème, donnons d'abord la déﬁnition d'une variété pseudo-
riemannienne.
Déﬁnition 4.2.1. Une variété pseudo-riemannienne de signature (p, q), pour p, q ∈ N,
est la donnée d'une variété lisse M et d'une fonction lisse r : T (M) → R telle que la
restriction de r à l'espace tangent de n'importe quel point x ∈ P , rp : Tx(M) → R, est
une forme quadratique non-dégénérée de signature (p, q). La fonction r sera appelée la
métrique pseudo-riemannienne.
Remarque 4.2.2. Tel que mentionné à la remarque 4.1.5, q déﬁnit uniquement sur chaque
espace tangent une forme bilinéaire. N
Montrons maintenant que toute géométrie de Cartan sur une variété M modélisée sur
(Gp,q, Hp,q) permet de déﬁnir une métrique pseudo-riemannienne de signature (p, q) sur
M .
Proposition 4.2.3. Soit (P, ω) une géométrie de Cartan sur M de modèle (Gp,q, Hp,q).
Alors, M admet une métrique pseudo-riemannienne r de signature (p, q) telle que pour
tout x ∈M et pour tout v ∈ Tx(M),
rx(v) = ‖ϕy(v)‖2,
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où y ∈ P appartient à la ﬁbre au-dessus de x, ϕy : Tx(M)→ gp,q/hp,q est l'isomorphisme
décrit à la proposition 3.1.4 et ‖ · ‖2 représente le carré de la norme canonique déﬁnie
sur gp,q/hp,q (voir le corollaire 4.1.14).
Démonstration. La propriété désirée nous amène à déﬁnir pour tout x ∈M
rx : Tx(M)→ R
v 7→ ‖ϕy(v)‖2,
pour un certain y ∈ P dans la ﬁbre au-dessus de x. Étant donné que ϕy est un isomor-
phisme et que la norme sur gp,q/hp,q est une forme quadratique de signature (p, q), rx est
une forme quadratique de signature (p, q) sur Tx(M).
Remarquons que si y′ ∈ P est un autre point dans la ﬁbre au-dessus de x, alors il existe
h ∈ Hp,q tel que y′ = yh. D'après le théorème 3.1.4, ϕy′ = Ad(h−1)ϕy. Par conséquent,
pour tout v ∈ Tx(M),
‖ϕy′(v)‖2 = ‖Ad(h−1)ϕy(v)‖2
= ‖ϕy(v)‖2,
car selon le corollaire 4.1.14, la norme de gp,q/hp,q est invariante sous l'action de Hp,q.
Ainsi, la déﬁnition donnée pour rx est indépendante du choix du point au-dessus de
x. Ainsi, nous avons une application r : T (M) → R unique et déﬁnie sans ambiguïté
telle que sa restriction à chaque point est une forme quadratique de signature (p, q). Par
construction r satisfait la propriété désirée.
Il ne reste donc plus qu'à montrer que r est lisse. Pour ce faire, posons r˜ = ‖pigp,q/hp,q ◦ω‖2,
où pigp,q/hp,q : gp,q → gp,q/hp,q est l'application de passage au quotient. Cette application
de T (M) vers R est lisse, puisqu'il s'agit de la composition d'applications lisses. De plus,
pour tout y ∈ P et v ∈ Ty(P ),
r˜(v) = ‖pigp,q/hp,q(ω(v))‖2
= ‖ϕy(pi∗(v))‖2
= r(pi∗(v)).
Ainsi, r˜ = r ◦ pi∗. Puisque pi∗ est une submersion, r est lisse.
Déﬁnition 4.2.4. La métrique pseudo-riemannienne r décrite à la proposition 4.2.3 sera
appelée la métrique pseudo-riemannienne induite par (P, ω).
Nous montrerons maintenant que pour toute variété pseudo-riemannienne M , il existe
une unique géométrie de Cartan sans torsion (P, ω) surM modélisée sur (Gp,q, Hp,q) telle
que la métrique pseudo-riemannienne induite par (P, ω) est la métrique de M . Pour ce
faire, nous aurons besoin des lemmes ci-dessous.
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Lemme 4.2.5. Soient p, q ∈ N, V un espace vectoriel réel de dimension n = p + q et
{θi}i∈{1,2,...,n} une base de V ∗, l'espace dual de V . Alors, pour toute collection µi (i =
1, 2, . . . n) d'éléments de Λ2(V ∗), il existe une unique collection θij (i = 1, 2, . . . , n et
j = 1, 2, . . . , n) d'éléments de V ∗ telle que
(i) µi +
∑n
j=1 θij ∧ θj = 0 pour tout i = 1, 2, . . . , n
(ii) θji =
{
−θij si 1 ≤ i ≤ p et 1 ≤ j ≤ p ou p < i ≤ n et p < j ≤ n
θij sinon.
Démonstration. Puisque {θi}i∈{1,2,...,n} est une base de V ∗, {θi ∧ θj}i∈{1,2,...,n},i<j≤n est
une base de Λ2(V ∗). Par conséquent, il existe des α′ijk ∈ R, pour tout k = j + 1, . . . n et
i, j = 1, 2, . . . , n, tels que, pour tout i ∈ {1, 2, . . . , n},
µi =
n∑
j=1
n∑
k=j+1
α′ijkθj ∧ θk.
Posons, pour tous i, j, k = 1, 2, . . . , n,
αijk =

α′ijk
2
si j < k ≤ n
−α
′
ijk
2
si 1 ≤ k < j
0 si k = j
de sorte que αikj = −αijk. Alors, il est simple de vériﬁer que
µi =
n∑
j=1
n∑
k=1
αijkθj ∧ θk.
Des calculs relativement longs mais élémentaires montrent que les éléments de V ∗ déﬁnis
par
θij =

p∑
k=1
(αijk − αjik − αkij)θk +
n∑
k=p+1
(αijk − αjik + αkij)θk si 1 ≤ i, j ≤ p
p∑
k=1
(αijk + αjik − αkij)θk +
n∑
k=p+1
(αijk + αjik + αkij)θk si 1 ≤ i ≤ p < j ≤ n
p∑
k=1
(αijk + αjik + αkij)θk +
n∑
k=p+1
(αijk + αjik − αkij)θk si 1 ≤ j ≤ p < i ≤ n
p∑
k=1
(αijk − αjik + αkij)θk +
n∑
k=p+1
(αijk − αjik − αkij)θk si p < i, j ≤ n
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pour tous i, j = 1, 2, . . . , n satisfont les deux propriétés recherchées.
Il ne reste maintenant qu'à montrer que les θij donnés sont uniques. À cette ﬁn, supposons
que θ′ij est une autre collection d'éléments de V
∗ satisfaisant les propriétés (i) et (ii).
Posons τij = θij − θ′ij.
Puisque les θi forment une base de V ∗, il existe des coeﬃcients βijk ∈ R (i, j, k =
1, 2, . . . , n) uniques tels que pour tous i, j = 1, 2, . . . , n,
τij =
n∑
k=1
βijkθk.
D'après la propriété (ii),
τji =
{
−τij si 1 ≤ i ≤ p et 1 ≤ j ≤ p ou p < i ≤ n et p < j ≤ n
τij sinon.
Par conséquent, pour tout k = 1, 2, . . . , n,
βjik =
{
−βijk si 1 ≤ i ≤ p et 1 ≤ j ≤ p ou p < i ≤ n et p < j ≤ n
βijk sinon.
Remarquons tout de suite que cette propriété implique que βiij = 0 pour tout i =
1, 2, . . . , n et j = 1, 2, . . . , n.
De la propriété (i), on tire
n∑
j=1
τij ∧ θj = 0
pour tout i = 1, 2, . . . , n. Par conséquent,
0 =
n∑
j=1
n∑
k=1
βijkθk ∧ θj
=
n∑
j=1
n∑
k=j+1
−βijk + βikjθj ∧ θk.
Par indépendance linéaire, il s'ensuit que pour k > j,
βikj = βijk.
Donc, pour tous i, j, k = 1, 2, . . . , n, βikj = βijk. Ainsi, interchanger les deux derniers
indices ne change rien, alors qu'interchanger les deux premiers indices renverse ou préserve
le signe selon le cas.
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Notons, pour tous i, j = 1, 2, . . . , n,
Sij =
{
−1 si 1 ≤ i, j ≤ p ou p < i, j ≤ n
1 sinon.
Remarquons que
SijSjkSki = −1
pour tous i, j, k = 1, 2, . . . , n. En eﬀet, posons P = {1, 2, . . . , n} ⊆ N et Q = {p +
1, . . . , n} ⊆ N. Alors, Sij = −1 si i et j sont dans le même ensemble et Sij = 1 si i et j
sont dans des ensembles diﬀérents. Or, pour n'importe quel trois entiers i, j, k entre 1 et
n, deux cas seulement existent : soit ils sont tous dans le même ensemble, soit deux sont
dans le même ensemble et un troisième est dans un ensemble diﬀérent. Dans le premier
cas, Sij = Sjk = Ski = −1, ce qui donne le résultat. Dans le second cas, nous pouvons
supposer sans perte de généralité que i et j sont dans le même ensemble. Alors, Sij = −1
et Sjk = Ski = 1, d'où le résultat.
Ainsi, nous avons
βijk = βikj
= Sikβkij
= Sikβkji
= SikSkjβjki
= SikSkjβjik
= SikSkjSjiβijk
= −βijk.
Par conséquent βijk = 0 pour tous i, j, k = 1, 2, . . . , n. Ceci implique que τij = 0, donc
que θ′ij = θij. Ceci achève de montrer l'unicité.
Lemme 4.2.6. Soient p, q ∈ N, M une variété lisse de dimension n, U un ouvert de
M et θi (i = 1, 2, . . . , n) des 1-formes lisses sur U telles que la restriction des θi à tout
point u ∈ U forme une base du dual de l'espace tangent en u, T ∗u (M). Alors, pour toute
collection µi (i = 1, 2, . . . , n) de 2-formes lisses sur U , il existe une unique collection de
1-formes lisses sur U , θij (i, j = 1, 2, . . . , n), telle que
(i) µi +
∑n
j=1 θij ∧ θj = 0 pour tout i = 1, 2, . . . , n
(ii) θji =
{
−θij si 1 ≤ i ≤ p et 1 ≤ j ≤ p ou p < i ≤ n et p < j ≤ n
θij sinon.
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Démonstration. En appliquant le lemme 4.2.5 pour tout u ∈ U , nous obtenons une unique
collection de 1-formes θij satisfaisant les propriétés (i) et (ii). Il ne reste qu'à montrer que
les θij sont lisses. Or, puisque θi et µi sont lisses pour tout i = 1, 2, . . . , n, les fonctions
α′ijk : U → R telles que
µi =
n∑
j=1
n∑
k=j+1
α′ijkθj ∧ θk
doivent toutes être des fonctions lisses (voir par exemple [6], lemme 6.6). Il est alors clair
de la preuve du lemme 4.2.5 que les θij sont des combinaisons linéaires des θi par des
fonctions lisses, donc lisses.
Lemme 4.2.7. Soient p, q ∈ N et M une variété lisse de dimension n = p + q munie
d'une métrique pseudo-riemannienne r de signature (p, q). Alors, pour tout x ∈ M , il
existe un voisinage U ⊆ M de x et des champs de vecteurs lisses Xi (i = 1, 2, . . . , n)
sur U tels que {Xi(u)}i∈{1,2,...,n} est une base orthonormée de Tu(M) pour tout u ∈ U ,
c'est-à-dire une base telle que r(Xi(u)) = 1 si 1 ≤ i ≤ p, r(Xi(u)) = −1 si p < i ≤ n
et b(Xi(u), Xj(u)) = 0 si i 6= j, où b est l'unique forme bilinéaire symétrique induite par
r.
Nous sommes maintenant en mesure de décrire comment construire, à partir d'une variété
pseudo-riemannienne, une géométrie de Cartan sans torsion modélisée sur (Gp,q, Hp,q).
Théorème 4.2.8. Soient p, q ∈ N et M une variété lisse de dimension n = p+ q munie
d'une métrique pseudo-riemannienne de signature (p, q). Alors, il existe une unique (à
équivalence près) géométrie de Cartan sans torsion sur M modélisée sur (Gp,q, Hp,q) dont
la métrique pseudo-riemannienne induite est r.
Démonstration. Il suﬃt, pour déﬁnir une géométrie de Cartan surM , de trouver un atlas
de Cartan.
Soit x ∈ M . Alors, d'après le lemme 4.2.7, il existe un voisinage U ⊆ M de x et des
champs de vecteurs lisses Xi sur U tels que l'évaluation de ces champs de vecteurs en
chaque point de U donne une base orthonormale de l'espace tangent. Notons par θi
(i = 1, 2, . . . , n) les 1-formes sur U duales aux Xi, c'est-à-dire les 1-formes déﬁnies par
θi(Xj(u)) =
{
1 si j = i
0 sinon
pour tous i = 1, 2, . . . , n, u ∈ U . Puisque les Xi sont lisses, les θi sont des 1-formes lisses
(voir [6] lemme 6.6). De plus, étant donné que les Xi forment une base de l'espace tangent
à chaque point de U , les θi forment une base du dual de l'espace tangent à chaque point.
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Remarquons en outre que pour tout i = 1, 2, . . . , n, dθi est une 2-forme lisse sur U . Par
conséquent, d'après le lemme 4.2.6, il existe une unique collection θij (i, j = 1, 2, . . . , n)
de 1-forme lisses sur U telles que
(i) dθi +
∑n
j=1 θij ∧ θj = 0 pour tout i = 1, 2, . . . , n
(ii) θji =
{
−θij si 1 ≤ i ≤ p et 1 ≤ j ≤ p ou p < i ≤ n et p < j ≤ n
θij sinon.
Dénotons par θ la 1-forme sur U à valeurs dans Mn+1(R) déﬁnie par
θ =
n∑
i=1
θiei+1,1 +
n∑
i=1
n∑
j=1
θijei+1,j+1
où {ei,j}i,j=1,2,...,n est la base canonique de Mn+1(R), c'est-à-dire que ei,j est la matrice
dont l'entrée de la ie ligne et de la je colonne est 1 et les autres sont 0. Autrement dit,
pour tout u ∈ U et v ∈ Tu(M),
θ(v) =

0 0 · · · 0
θ1(v) θ11(v) · · · θ1n(v)
θ2(v) θ21(v) · · · θ2n(v)
...
...
. . .
...
θn(v) θn1(v) · · · θnn(v)
 .
Nous abrégerons cette équation en écrivant
θ =
(
0 0
(θi) (θij)
)
.
Remarquons que θ est en fait une 1-forme à valeurs dans gp,q. D'après la forme de θ, il
est clair qu'il suﬃt de vériﬁer que pour tout u ∈ U et v ∈ Tu(M), la matrice (θij(v)) est
dans hp,q pour le démontrer. Or, d'après la propriété (ii),
(θij(v))
T = (θji(v))
= −Jp,q(θij(v))Jp,q,
ce qui montre que (θij(v)) ∈ hp,q.
De plus, en utilisant l'isomorphisme entre gp,q/hp,q et Rp,q donné dans le corollaire 4.1.14,
que nous noterons ici λ : gp,q/hp,q → Rp,q, nous avons, pour tout u ∈ U , une application
λ◦pigp,q/hp,q ◦θu : Tu(M)→ Rn (où θu est la restriction de θ à l'espace tangent à u) déﬁnie
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par
λ ◦ pigp,q/hp,q ◦ θu(v) =

θ1(v)
θ2(v)
...
θn(v)

pour tout v ∈ Tu(M). Remarquons que par déﬁnition des θi, λ ◦ pigp,q/hp,q ◦ θu(Xi) = ei,
où {ei}i=1,2,...,n est la base canonique de Rp,q. Par conséquent, λ ◦ pigp,q/hp,q ◦ θu est un
isomorphisme, ce qui implique que pigp,q/hp,q ◦ θu est un isomorphisme.
Donc, (U, θ) est une jauge de Cartan de modèle (Gp,q, Hp,q). Calculons la courbure de
cette jauge.
Nous avons
dθ =

0 0 · · · 0
dθ1 dθ11 · · · dθ1n
dθ2 dθ21 · · · dθ2n
...
...
. . .
...
dθn dθn1 · · · dθnn

=
(
0 0
(dθi) (dθij)
)
.
D'autre part, pour tout u ∈ U et pour tous v, w ∈ Tu(M),
1
2
[θ, θ](v, w) = [θ(v), θ(w)]
=
(
0 0
(θi)(v) (θij)(v)
)(
0 0
(θi)(w) (θij)(w)
)
−
(
0 0
(θi)(w) (θij)(w)
)(
0 0
(θi)(v) (θij)(v)
)
=
(
0 0
(θij)(v)(θi)(w) (θij)(v)(θij)(w)
)
−
(
0 0
(θij)(w)(θi)(v) (θij)(w)(θij)(v)
)
=
(
0 0
(θij)(v)(θi)(w)− (θij)(w)(θi)(v) (θij)(v)(θij)(w)− (θij)(w)(θij)(v)
)
=
(
0 0
(θij)(v)(θi)(w)− (θij)(w)(θi)(v) 12 [(θij), (θij)](v, w)
)
.
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Or,
(θij)(v)(θi)(w)− (θij)(w)(θi)(v) =

∑n
j=1 θ1j(v)θj(w)− θ1j(w)θj(v)∑n
j=1 θ2j(v)θj(w)− θ2j(w)θj(v)
...∑n
j=1 θnj(v)θj(w)− θnj(w)θj(v)

=

∑n
j=1 θ1j ∧ θj(v, w)∑n
j=1 θ2j ∧ θj(v, w)
...∑n
j=1 θnj ∧ θj(v, w)
 .
Notons cette dernière expression par
(θij)(v)(θi)(w)− (θij)(w)(θi)(v) = (θij) ∧ (θi)(v, w).
Par conséquent,
1
2
[θ, θ] =
(
0 0
(θij) ∧ (θi) 12 [(θij), (θij)]
)
Ainsi, la courbure de la jauge θ est
Θ =
(
0 0
(dθi) + (θij) ∧ (θi) (dθij) + 12 [(θij), (θij)]
)
.
Or,
(dθi) + (θij) ∧ (θi) =

dθ1 +
∑n
j=1 θ1j ∧ θj
dθ2 +
∑n
j=1 θ2j ∧ θj
...
dθn +
∑n
j=1 θnj ∧ θj

= 0
d'après la propriété (i) des θij. Donc,
Θ =
(
0 0
0 (dθij) +
1
2
[(θij), (θij)]
)
.
On remarque que l'image de la courbure de cette jauge est contenue dans hp,q.
Notre construction de la jauge de Cartan (U, θ) dépend du choix des champs de vecteurs
Xi (i = 1, 2, . . . , 2). Supposons que X ′i (i = 1, 2, . . . , n) est une autre collection de champs
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de vecteurs sur U formant une base orthonormée en chaque point. Notons par θ′i les 1-
formes duales à ces champs de vecteurs et θ′ij les 2-formes associées, de sorte que (U, θ
′),
avec
θ′ =
(
0 0
(θ′i) (θ
′
ij)
)
,
est une jauge de Cartan de modèle (Gp,q, Hp,q) dont l'image de la courbure est contenue
dans h.
Pour tout u ∈ U , les isomorphismes λ ◦ pigp,q/hp,q ◦ θu et λ ◦ pigp,q/hp,q ◦ θ′u préservent le
produit scalaire. Plus précisément, si v, w ∈ Tu(M), alors
(λ ◦ pigp,q/hp,q ◦ θu(v))TJp,q(λ ◦ pigp,q/hp,q ◦ θu(w)) = b(v, w)
et
(λ ◦ pigp,q/hp,q ◦ θ′u(v))TJp,q(λ ◦ pigp,q/hp,q ◦ θ′u(w)) = b(v, w)
où b est le produit scalaire induit de la forme quadratique r. En eﬀet, λ ◦ pigp,q/hp,q ◦ θu
et λ ◦ pigp,q/hp,q ◦ θ′u sont des isomorphismes linéaires qui préservent le produit scalaire sur
une base (puisqu'ils envoient une base orthonormée vers une base orthonormée).
Par conséquent, pour tout u ∈ U , l'application
(λ ◦ pigp,q/hp,q ◦ θ′u) ◦ (λ ◦ pigp,q/hp,q ◦ θu)−1 : Rp,q → Rp,q
est un isomorphisme linéaire qui préserve le produit scalaire de Rp,q. Il existe donc une
matrice h˜u ∈ O(p, q) telle que pour tout v ∈ Rp,q,
(λ ◦ pigp,q/hp,q ◦ θ′u) ◦ (λ ◦ pigp,q/hp,q ◦ θu)−1(v) = h˜uv.
Posons
h˜ : U → O(p, q)
u 7→ h˜u.
Alors,
(θ′i) =

θ′1
θ′2
...
θ′n

= λ ◦ pigp,q/hp,q ◦ θ′
= (λ ◦ pigp,q/hp,q ◦ θ′) ◦ (λ ◦ pigp,q/hp,q ◦ θ)−1 ◦ (λ ◦ pigp,q/hp,q ◦ θ)
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= h˜(θi).
Le fait que θi et θ′i soient lisses implique que h˜ est une application lisse.
Posons maintenant
h : U → Hp,q
u 7→
(
1 0
0 h˜(u)−1
)
.
Il est clair que h est lisse. Posons
θ′′ = Ad(h−1)θ + h∗ωHp,q
=
(
1 0
0 h˜
)(
0 0
(θi) (θij)
)(
1 0
0 h˜−1
)
+ h∗ωHp,q
=
(
0 0
h˜(θi) Ad(h˜)(θij)
)
+ h∗ωHp,q
=
(
0 0
θ′i (κij)
)
pour une certaine collection de 1-formes κij (i, j = 1, 2 . . . , n) que nous ne calculerons
pas explicitement.
Notons que par construction, (U, θ′′) est une jauge de Cartan équivalente à (U, θ). Par
conséquent, la proposition 3.2.13 implique que la courbure de cette jauge est
Θ′′ = Ad(h−1)Θ,
où Θ est la courbure de la jauge (U, θ). L'image de Θ étant contenue dans hp,q, il s'ensuit
que l'image de Θ′′ est aussi contenue dans hp,q. Selon les calculs précédents, ceci implique
que
(dθ′i) + (κij) ∧ (θ′i) = 0.
Cette information, jointe au fait que la matrice (κij) doit être dans hp,q, implique que
les κij (i, j = 1, 2, . . . , n) satisfont les deux mêmes conditions que les θ′ij. Par unicité, ils
doivent donc être égaux. Ainsi,
θ′′ =
(
0 0
(θ′i) (θ
′
ij)
)
= θ′.
Donc, (U, θ′) est une jauge équivalente à (U, θ).
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Ceci montre qu'un choix diﬀérent de champs vectoriels donne une jauge équivalente.
Ainsi, en choisissant des champs vectoriels dans un voisinage de chaque point deM , nous
obtenons une collection de jauges de Cartan qui couvre M , et ces jauges doivent toutes
être deux à deux équivalentes. Nous avons donc construit un atlas de Cartan sur M , ce
qui détermine une unique géométrie de Cartan (P, ω) surM de modèle (Gp,q, Hp,q). Étant
donné que, pour chaque jauge de l'atlas, l'image de la courbure de la jauge est contenue
dans hp,q, la proposition 3.2.15 implique que (P, ω) est une géométrie sans torsion.
Remarquons que la métrique pseudo-riemannienne induite de (P, ω) est bien r. En eﬀet,
soit u ∈ M et (U, θ) une jauge de Cartan construite de la manière décrite ci-dessus et
telle que u ∈ U . Par construction de (P, ω), il existe une section σ : U → P telle que
θ = σ∗ω. Posons p = σ(u). Alors, pour tout v ∈ Tu(M),
φp(v) = φp(pi∗(σ∗(v)))
= pigp,q/hp,q(ω(σ∗(v)))
= pigp,q/hp,q ◦ θ(v)
où φp : Tu(M)→ gp,q/hp,q est l'isomorphisme décrit à la proposition 3.1.4. Par conséquent,
la norme au carré de v dans la métrique pseudo-riemannienne induite de (P, ω) est
‖φp(v)‖2 = ‖pigp,q/hp,q ◦ θ(v)‖2
= (λ ◦ pigp,q/hp,q ◦ θ(v))TJp,q(λ ◦ pigp,q/hp,q ◦ θ(v))
= b(v, v)
= r(v).
Ceci montre que la norme pseudo-riemannienne induite de (P, ω) est bien r.
Pour achever la démonstration, il ne reste qu'à montrer que la géométrie (P, ω) décrite
ci-dessus est l'unique (à équivalence près) géométrie de Cartan sans torsion modélisée
sur (Gp,q, Hp,q) telle que la norme pseudo-riemannienne induite est r. Or, supposons que
(P ′, ω′) est une telle géométrie. Puisque (P, ω) est l'unique (à équivalence près) géométrie
de Cartan pour la structure de Cartan surM donnée, il suﬃt de montrer que si σ : U → P ′
est une section, alors (U, θ = σ∗ω′) est une jauge de Cartan compatible avec celles décrites
plus haut. Or,
Xi = θ
−1 ◦ pi−1gp,q/hp,q(e(i+1,1))
(i = 1, 2, . . . , n) sont des champs de vecteurs sur M tels que la restriction à chaque
point est une base orthonormée. Puisque (P ′, ω′) est sans torsion, les calculs précédents
montrent que (U, θ) est une jauge compatible avec la structure de Cartan déﬁnie. Ainsi,
(P, ω) est unique à équivalence près.
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Déﬁnition 4.2.9. Si (M, r) est une géométrie pseudo-riemannienne, la géométrie de
Cartan décrite dans le théorème 4.2.8 est appelée la géométrie de Cartan associée à
(M, r).
4.3 Droites de type lumière
Puisque la géométrie (Gp,q, Hp,q) est réductive, il existe une notion naturelle de droite
dans toutes les géométries de Cartan modélisées sur (Gp,q, Hp,q).
Déﬁnition 4.3.1. Soient p, q ∈ N et (P, ω) une géométrie de Cartan sur M de modèle
(Gp,q, Hp,q). Un chemin lisse et régulier γ : I →M (où I est un intervalle de R) est appelé
une droite s'il existe un développement γ˜ : I → Rp,q de γ tel que γ˜ est une droite. La
droite γ est dite de type espace, temps ou lumière selon que la droite γ˜ est de type espace,
temps ou lumière. On appelle γ une géodésique si γ˜ est une géodésique.
Remarque 4.3.2. Puisque tous les développements d'un chemin diﬀèrent uniquement par
la multiplication à gauche d'un élément de Gp,q, il est clair que s'il existe un développe-
ment de γ qui est une droite, alors tous les développements de γ sont des droites. Il suﬃt
donc de choisir un développement arbitraire pour vériﬁer si un chemin est une droite. N
Proposition 4.3.3. Soient p, q ∈ N, (P, ω) une géométrie de Cartan sur M de modèle
(Gp,q, Hp,q), γ : I →M une droite, où I est un intervalle de R, et γˆ : I → P un relèvement
quelconque de γ. Alors, le type (espace, temps ou lumière) du vecteur pigp,q/hp,q(ω(γˆ∗(
d
dt
∣∣
t
)))
est le même pour tout t ∈ I et correspond au type de la droite γ.
Démonstration. Commençons par démontrer le résultat dans le cas de la géométrie mo-
dèle (Gp,q, Hp,q) avec la forme de Maurer-Cartan ωGp,q . Dans ce cas, nous savons que
γ = v + Φ(t)X, où v,X ∈ Rp,q et Φ: I → R est une fonction lisse telle que dΦ
dt
(t) > 0
pour tout t ∈ I. Nous avons
pigp,q/hp,q
(
ωGp,q
(
γˆ∗
(
d
dt
∣∣∣∣
t
)))
= ϕγˆ(t)
(
pi∗
(
γˆ∗
(
d
dt
∣∣∣∣
t
)))
= ϕγˆ(t)
(
γ∗
(
d
dt
∣∣∣∣
t
))
.
Posons
g : I → Gp,q
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t 7→
(
1 0
γ(t) In
)
.
Alors, ∥∥∥∥pigp,q/hp,q (ωGp,q (γˆ∗( ddt
∣∣∣∣
t
)))∥∥∥∥2 = ∥∥∥∥ϕγˆ(t)(γ∗( ddt
∣∣∣∣
t
))∥∥∥∥2
=
∥∥∥∥ϕg(t)(γ∗( ddt
∣∣∣∣
t
))∥∥∥∥2
=
∥∥∥∥dΦdt (t)X
∥∥∥∥2 .
Ainsi, le type de pigp,q/hp,q(ωGp,q(γˆ∗(
d
dt
∣∣
t
))) ne dépend pas de t et correspond par déﬁnition
au type de γ.
Maintenant, dans le cas d'une géométrie de Cartan générale, soit ˜ˆγ un développement
de γˆ. Alors, par déﬁnition d'une droite, pi(˜ˆγ) est une droite dans la géométrie modèle
(Gp,q, Hp,q) dont le type correspond au type de γ. Or,
pigp,q/hp,q
(
ω
(
γˆ∗
(
d
dt
∣∣∣∣
t
)))
= pigp,q/hp,q
(
ωGp,q
(
˜ˆγ∗
(
d
dt
∣∣∣∣
t
)))
.
Donc, le type de pigp,q/hp,q(ω(γˆ∗(
d
dt
∣∣
t
))) est le même pour tout t et correspond au type de
γ.
Le résultat ci-dessous oﬀre une caractérisation utile des droites et des géodésiques d'une
géométrie de Cartan de modèle (Gp,q, Hp,q). Avant de l'énoncer, cependant, introduisons
quelques notations.
Notation 4.3.4. Soient p, q ∈ N et (P, ω) une géométrie de Cartan sur M de modèle
(Gp,q, Hp,q). Pour le reste de ce chapitre, nous noterons par ωi (1 ≤ i ≤ n = p+ q) et ωij
(1 ≤ i, j ≤ n) les 1-formes sur P telles que
ω =

0 0 0 · · · 0
ω1 ω11 ω12 · · · ω1n
ω2 ω21 ω22 · · · ω2n
...
...
...
. . .
...
ωn ωn1 ωn2 · · · ωnn
 .
Nous écrirons aussi
ωp = pipp,q ◦ ω
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et
ωh = pihp,q ◦ ω,
de sorte que ω = ωp + ωh. Enﬁn, nous écrirons
(ωi) =

ω1
ω2
...
ωn

et
(ωij) =

ω11 ω12 · · · ω1n
ω21 ω22 · · · ω2n
...
...
. . .
...
ωn1 ωn2 · · · ωnn

de sorte que
ω =
(
0 0
(ωi) (ωij)
)
,
ωp =
(
0 0
(ωi) 0
)
et
ωh =
(
0 0
0 (ωij)
)
.
Proposition 4.3.5. Soient p, q ∈ N, (P, ω) une géométrie de Cartan sur M de modèle
(Gp,q, Hp,q), γ : I →M un chemin lisse et régulier, où I est un intervalle de R, et γˆ : I →
P un relèvement quelconque de γ. Alors, γ est une droite si et seulement s'il existe une
fonction lisse λ : I → R telle que, pour tout 1 ≤ i ≤ n = p+ q et pour tout t ∈ I,
d
ds
∣∣∣∣
s=t
ωi( ˙ˆγ(s)) +
n∑
j=1
ωij( ˙ˆγ(t))ωj( ˙ˆγ(t)) = λ(t)ωi( ˙ˆγ(t))
où ˙ˆγ(t) = γ˜∗( ddt
∣∣
t
). De plus, γ est une géodésique si et seulement si λ = 0.
Démonstration. D'après l'exemple 3.3.5, γ est une droite si et seulement si
d
ds
∣∣∣∣
s=t
ωp( ˙ˆγ(s)) +
[
ωh( ˙ˆγ(t)), ωp( ˙ˆγ(t))
]
= λ(t)ωp( ˙ˆγ(t))
et une géodésique si et seulement si λ = 0.
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Or, nous avons[
ωh( ˙ˆγ(t)), ωp( ˙ˆγ(t))
]
=
(
0 0
0 (ωij)( ˙ˆγ(t))
)(
0 0
(ωi)( ˙ˆγ(t)) 0
)
−
(
0 0
(ωi)( ˙ˆγ(t)) 0
)(
0 0
0 (ωij)( ˙ˆγ(t))
)
=
(
0 0
(ωij)(ωi)( ˙ˆγ(t)) 0
)
.
Ainsi, γ est une droite si et seulement si(
0 0
d
ds
∣∣
s=t
((ωi)( ˙ˆγ(s))) 0
)
+
(
0 0
(ωij)(ωi)( ˙ˆγ(t)) 0
)
=
(
0 0
λ(t)(ωi)( ˙ˆγ(s)) 0
)
et une géodésique si et seulement si λ = 0.
En prenant cette équation composante par composante, nous obtenons le résultat.
Dans le contexte pseudo-riemannien, le terme géodésique est employé pour décrire les
courbes lisses dont tous les vecteurs tangents sont identiﬁés par transport parallèle. Les
courbes lisses dont les vecteurs tangents ne sont identiﬁés qu'à un multiple non nul près
par transport parallèle sont appelées des pré-géodésiques. Il est possible de montrer que
ces notions correspondent respectivement aux notions de géodésiques et de droites déﬁnies
ci-dessus.
Théorème 4.3.6. Soient p, q ∈ N, (P, ω) une géométrie de Cartan sur M de modèle
(Gp,q, Hp,q) et r la métrique pseudo-riemannienne induite par (P, ω), de sorte que (M, r)
est une variété pseudo-riemannienne. Un chemin lisse γ : I → M (avec I ⊆ R un inter-
valle) est une droite si et seulement si γ est une pré-géodésique dans la géométrie (M, r),
et le type (espace, temps ou lumière) de la pré-géodésique correspond au type de la droite.
De plus, γ est une géodésique au sens de la déﬁnition 4.3.1 si et seulement si γ est une
géodésique de la géométrie (M, r) au sens pseudo-riemannien.
Démonstration. Nous ne fournirons ici qu'une esquisse de la preuve.
Les droites et les géodésiques au sens de la déﬁnition 4.3.1 sont déﬁnies à partir de la
notion de parallélisme induite par la connexion de Cartan. Puisque r est induite par la
connexion de Cartan ω, il est facile de voir que cette notion de transport parallèle est
compatible avec la métrique. Il suﬃt alors de montrer que la dérivée covariante correspon-
dant à ce transport parallèle est sans torsion pour montrer que ce transport parallèle est
le même que celui déﬁni par la connexion de Levi-Civita. Le cas riemannien est discuté
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dans [9], et le cas pseudo-riemannien n'est pas fondamentalement diﬀérent. Ceci permet
de conclure que les deux notions de géodésiques coïncident.
Ainsi, les résultats sur les droites d'une géométrie de Cartan modélisée sur (Gp,q, Hp,q) se
traduisent en des résultats sur les pré-géodésiques de la géométrie pseudo-riemannienne
induite.
L'objectif de cette section est de démontrer du point de vue de la géométrie de Cartan le
résultat classique selon lequel les pré-géodésiques de type lumière d'une géométrie pseudo-
riemannienne sont les mêmes pour toutes les métriques dans la même classe d'équivalence
conforme. Aﬁn de démontrer ce résultat, il est d'abord nécessaire d'introduire la notion
d'équivalence conforme.
Déﬁnition 4.3.7. Soit M une variété lisse. Deux métriques pseudo-riemanniennes de
signature (p, q) surM , r et r′, sont dites conformément équivalentes s'il existe une fonction
lisse s : M → R telle que r′ = e2sr.
Remarque 4.3.8. La relation donnée est bien une relation d'équivalence. En eﬀet, r =
e0r, donc elle est réﬂexive. De plus, si r′ = e2sr, alors r = e−2sr′, donc la relation est
symétrique. Enﬁn, s'il existe s′ : M → R et une métrique pseudo-riemannienne r′′ sur M
telle que r′′ = e2s
′
r′, alors r′′ = e2s
′
e2sr = e2(s
′+s)r, donc la relation est transitive. Ceci
justiﬁe la terminologie employée. N
Nous voulons donc montrer que si r, r′ sont deux métriques pseudo-riemanniennes confor-
mément équivalentes sur une variété lisse M et (P, ω), (P ′, ω′) sont les géométries de
Cartan associées à (M, r) et (M, r′), respectivement, alors les droites de type lumière
de (P, ω) sont aussi des droites de type lumière de (P ′, ω′) et vice-versa. Pour ce faire,
calculons d'abord (P ′, ω′).
Lemme 4.3.9. Soient M une variété lisse, r, r′ deux métriques pseudo-riemanniennes
conformément équivalentes surM de signature (p, q) (p, q ∈ N) et s : M → R une fonction
lisse telle que r′ = e2sr. Si (P, ω) est la géométrie de Cartan associée à (M, r), alors, en
posant s˜ = s ◦ pi et
ω′ij =
{
αjωi − αiωj si 1 ≤ i, j ≤ p ou p < i, j ≤ n
αjωi + αiωj sinon,
nous avons
(i) il existe n = p + q fonctions lisses αi : P → R (i = 1, 2, . . . , n) uniquement déter-
minées telles que
ds˜ =
n∑
i=1
αiωi,
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(ii) (P, ω′) est la géométrie de Cartan associée à (M, r′),
où ω′ = es˜ωp + ωh + ω′′h , avec
ω′′h =

0 0 0 · · · 0
0 ω′′11 ω
′′
12 · · · ω′′1n
0 ω′′21 ω
′′
22 · · · ω′′2n
...
...
...
. . .
...
0 ω′′n1 ω
′′
n2 · · · ω′′nn

=
(
0 0
0 (ω′′ij)
)
.
Démonstration. (i) Remarquons que puisque
ω =
n∑
i=1
ωiei+1,1 +
n∑
i=1
n∑
j=1
ωijei+1,j+1
=
(
0 0
(ωi) (ωij)
)
(où {ei,j}1,≤i,j≤n est la base canonique de Mn+1(R)) est une connexion de Cartan,
elle fournit en chaque point x ∈ P un isomorphisme entre Tx(P ) et gp,q.
On vériﬁe aisément que {ei+1,1}1≤i≤n ∪ {ei+1,j+1 + e′i+1,j+1}1≤i≤n,i<j≤n est une base
de gp,q, où
e′i+1,j+1 =
{
−ei+1,j+1 si 1 ≤ i, j ≤ p ou p < i, j ≤ n
ei+1,j+1 sinon.
Par conséquent, l'image inverse par ω de chacun de ces éléments nous donne n(n+1)
2
champs de vecteurs sur P dont la restriction à chaque point est une base de l'espace
tangent. Par construction, les 1-formes ωi (i = 1, 2, . . . , n) et
ω˜ij =
{
ωij − ωji si 1 ≤ i, j ≤ p ou p < i, j ≤ n
ωij + ωji sinon
(i = 1, 2, . . . , n, j = i + 1, j + 2, . . . , n) donnent à chaque point la base duale à
ces champs de vecteurs. Ces 1-formes fournissent donc à chaque point une base
de l'espace dual. Il s'ensuit qu'il doit exister des fonctions αi : P → R pour tout
1 ≤ i ≤ n et αij : P → R pour tout 1 ≤ i ≤ n et i < j ≤ n uniquement déterminées
telles que
ds˜ =
n∑
i=1
αiωi +
n∑
i=1
n∑
j=i+1
αijω˜ij.
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Puisque s et pi sont lisses, s˜ = s ◦ pi est lisse. Par conséquent, ds˜ est lisse. Puisque
les ωi et les ωij sont lisses, il s'ensuit que les αi et les αij doivent être lisses.
Posons Xij = ω−1(ei+1,j+1+e′i+1,j+1) pour tout i = 1, 2, . . . n et j = i+1, i+2, . . . , n.
Fixons i0 ∈ {1, 2, . . . , n} et j0 ∈ {i+ 1, i+ 2, . . . n} et x ∈ P . Nous avons alors
ds˜(Xi0j0(x)) =
n∑
i=1
αi(x)ωi(Xi0j0(x)) +
n∑
i=1
n∑
j=i+1
αij(x)ω˜ij(Xi0j0(x))
= 2αi0j0(x).
D'autre part,
ds˜(Xi0j0(x)) = s˜∗(Xi0j0(x))
= s∗(pi∗((Xi0j0(x))))
= s∗(pi∗(ω−1x (ei0+1,j0+1 + e
′
i0+1,j0+1
)))
= s∗(0) = 0
d'après la propriété (iii) d'une connexion de Cartan. Par conséquent, αi0j0(x) = 0.
Puisque les choix de i0, j0 et x étaient arbitraires, αij = 0 pour tous i = 1, 2, . . . , n
et j = i+ 1, i+ 2, . . . , n.
Ainsi,
ds˜ =
n∑
i=1
αiωi.
(ii) Vériﬁons d'abord que ω′ est une connexion de Cartan.
Soit x ∈ P . Nous voulons montrer que la restriction de ω′ à x, que nous noterons
ω′x, est un isomorphisme entre Tx(P ) et gp,q. Il est clair que ω
′
x est linéaire. De plus,
si v ∈ Tx(P ) est tel que ω′x(v) = 0, alors
es˜(x)ωp(v) + ωh(v) + ω
′′
h (v) = 0.
Par conséquent,
0 = pipp,q(e
s˜(x)ωp(v) + ωh(v) + ω
′′
h (v))
= es˜(x)ωp(v).
Puisque es˜(x) > 0, ceci implique que ωp(v) = 0. Ainsi, ωi(v) = 0 pour tout i =
1, 2, . . . , n. Il s'ensuit que ω′′h (v) = 0. Nous avons alors ωh(v) = 0. Donc,
ωx(v) = ωp(v) + ωh(v)
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= 0.
Puisque ωx est un isomorphisme entre Tx(P ) et gp,q, il s'ensuit que v = 0. Donc, ω′x
est injective.
D'autre part, soit v ∈ gp,q. Alors, il existe vp ∈ pp,q et vh ∈ hp,q tels que v = vp + vh.
Par déﬁnition, nous avons
ωh(ω
−1
x (vp) = 0.
Donc,
ω′x(e
−s˜(x)ω−1x (vp)) = ωp(ω
−1
x (vp)) + e
−s˜(x)ωh(ω−1x (vp)) + e
−s˜(x)ω′′h (ω
−1
x (vp))
= vp + e
−s˜(x)ω′′h (ω
−1
x (vp)).
Puisque ω′′h (ω
−1
x (vp)) ∈ hp,q, nous avons
ωp(ω
−1
x (vh − e−s˜(x)ω′′h (ω−1x (vp)))) = 0
et
ωh(ω
−1
x (vh − e−s˜(x)ω′′h (ω−1x (vp)))) = vh − e−s˜(x)ω′′h (ω−1x (vp)).
Donc,
ω′x(e
−s˜(x)ω−1x (vp) + ω
−1
x (vh − e−s˜(x)ω′′h (ω−1x (vp)))) = vp + vh
= v.
Ainsi, ω′x est surjective, ce qui achève de montrer que c'est un isomorphisme.
Il faut maintenant montrer que pour tout h ∈ Hp,q, R∗hω′ = Ad(h−1)ω.
Soient x ∈ P , v ∈ Tx(P ) et h ∈ Hp,q. Alors,
ω′(Rh∗(v)) = es˜(x∗h)ωp(Rh∗(v)) + ωh(Rh∗(v)) + ω′′h (Rh∗(v))
= Ad(h−1)(es˜(x)ωp(v)) + Ad(h−1)(ωh(v)) + ω′′h (Rh∗(v)),
car le fait que R∗hω = Ad(h
−1)ω et le fait que gp,q = pp,q ⊕ hp,q en tant que Hp,q-
module implique que
ωp(Rh∗(v)) = Ad(h−1)(ωp(v))
et
ωh(Rh∗(v)) = Ad(h−1)(ωh(v)).
Il ne reste donc qu'à calculer ω′′h (Rh∗(v)). Pour ce faire, il faut calculer, pour tout
i = 1, 2, . . . , n et pour tout j = 1, 2, . . . , n,
ω′′ij(Rh∗(v)) =
αj(x ∗ h)ωi(Rh∗(v))− αi(x ∗ h)ωj(Rh∗(v))
si 1 ≤ i, j ≤ p
ou p < i, j ≤ n
αj(x ∗ h)ωi(Rh∗(v)) + αi(x ∗ h)ωj(Rh∗(v)) sinon.
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Le fait que
ωp(Rh∗(v)) = Ad(h−1)(ωp(v))
implique que 
ω1(Rh∗(v))
ω2(Rh∗(v))
...
ωn(Rh∗(v))
 =

h′11 h
′
21 · · · h′n1
h′12 h
′
22 · · · h′n2
...
...
. . .
...
h′1n h
′
2n · · · h′nn


ω1(v)
ω2(v)
...
ωn(v)

=

∑n
j=1 h
′
j1ωj(v)∑n
j=1 h
′
j2ωj(v)
...∑n
j=1 h
′
jnωj(v)

où (en abusant légèrement de la notation)
h =

h11 h12 · · · h1n
h21 h22 · · · h2n
...
...
. . .
...
hn1 hn2 · · · hnn

et
h′ij =
{
hij si 1 ≤ i, j ≤ p ou p < i, j ≤ n
−hij sinon.
Donc,
ωi(Rh∗(v)) =
n∑
j=1
h′jiωj(v).
D'autre part, pour tout i = 1, 2, . . . , n,
αi(x ∗ h) =
n∑
j=1
αj(x ∗ h)ωj(ω−1(ei+1,1)(x ∗ h))
= ds˜(ω−1(ei+1,1)(x ∗ h))
= ds˜(Rh∗(Rh−1∗(ω
−1(ei+1,1)(x ∗ h))))
= (s ◦ pi ◦Rh)∗(Rh−1∗(ω−1(ei+1,1)(x ∗ h)))
= (s ◦ pi)∗(Rh−1∗(ω−1(ei+1,1)(x ∗ h)))
= ds˜(Rh−1∗(ω
−1(ei+1,1)(x ∗ h)))
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=
n∑
j=1
αj(x)ωj(Rh−1∗(ω
−1(ei+1,1)(x ∗ h)))
=
n∑
j=1
αj(x)
(
n∑
k=1
hjkωk(ω
−1(ei+1,1)(x ∗ h))
)
=
n∑
j=1
αj(x)hji.
Nous avons donc
ω′′ij(Rh∗(v)) =
(
n∑
k1=1
αk1(x)hk1j
)(
n∑
k2=1
h′k2iωk2(v)
)
−
(
n∑
k1=1
αk1(x)hk1i
)(
n∑
k2=1
h′k2jωk2(v)
)
=
n∑
k1=1
n∑
k2=1
(hk1jh
′
k2i
− hk1ih′k2j)αk1(x)ωk2(v)
lorsque 1 ≤ i, j ≤ p ou p < i, j ≤ n et
ω′′ij(Rh∗(v)) =
n∑
k1=1
n∑
k2=1
(hk1jh
′
k2i
+ hk1ih
′
k2j
)αk1(x)ωk2(v)
sinon.
Or, la composante à la ie ligne et à la je colonne de h−1ω′′h(v) (nous employons ici
ω′′h (v) pour désigner la sous-matrice n× n dans le coin inférieur droit de ω′′h (v), par
abus de notation) est
n∑
k2=1
h′k2iαj(x)ωk2(v)−
n∑
k1=1
hk1iαk1(x)ωj(v)
si 1 ≤ i, j ≤ p ou p < i, j ≤ n et
n∑
k2=1
h′k2iαj(x)ωk2(v) +
n∑
k1=1
hk1iαk1(x)ωj(v)
sinon. Il s'ensuit que la composante à la ie ligne et à la je colonne de Ad(h−1)ω′′h (v) =
h−1ω′′h (v)h est
n∑
k1=1
n∑
k2=1
hk1jh
′
k2i
αk1(x)ωk2(v)−
n∑
k2=1
n∑
k1=1
h′k2jhk1iαk1(x)ωk2(v)
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=
n∑
k1=1
n∑
k2=1
(hk1jh
′
k2i
− hk1ih′k2j)αk1(x)ωk2(v)
si 1 ≤ i, j ≤ p ou p < i, j ≤ n et
n∑
k1=1
n∑
k2=1
(hk1jh
′
k2i
+ hk1ih
′
k2j
)αk1(x)ωk2(v)
sinon.
Donc, ω′′h (Rh∗(v)) = Ad(h
−1)ω′′h (v). Ceci achève de montrer que
ω′(Rh∗(v)) = Ad(h−1)ω′(v).
Pour terminer de montrer que ω′ est une connexion de Cartan, il ne reste qu'à
montrer que pour tout w ∈ hp,q, ω′(w†) = w. Puisque ceci est vrai pour ω, nous
avons ωh(w†) = w et ωp(w†) = 0. Par conséquent, nous devons avoir ω′′h (w
†) = 0.
Ainsi
ω′(w†) = es˜ωp(w†) + ωh(w†) + ω′′h (w
†)
= 0 + w + 0 = w.
Ainsi, ω′ est bien une connexion de Cartan sur P .
Montrons maintenant que (P, ω′) est une géométrie sans torsion.
Notons
ω′ =
(
0 0
(es˜ωi) (ωij) + (ω
′′
ij)
)
.
Alors, par des calculs similaires à ceux de la preuve du théorème 4.2.8, la courbure
de (P, ω′) est
Ω′ =
(
0 0
Ω′pp,q Ω
′
hp,q
)
où
Ω′pp,q = d(e
s˜ωi) + ((ωij) + (ω
′′
ij)) ∧ (es˜ωi),
Ω′hp,q = d((ωij) + (ω
′′
ij)) +
1
2
[(ωij) + (ω
′′
ij), (ωij) + (ω
′′
ij)]
et
((ωij) + (ω
′′
ij)) ∧ (es˜ωi) =

∑n
j=1 (ω1j + ω
′′
1j) ∧ es˜ωj∑n
j=1 (ω2j + ω
′′
2j) ∧ es˜ωj
...∑n
j=1 (ωnj + ω
′′
nj) ∧ es˜ωj
 .
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Fixons i ∈ {1, 2, . . . , n}. Alors,
des˜ωi +
n∑
j=1
(ωij + ω
′′
ij) ∧ es˜ωj
= (des˜) ∧ ωi + es˜dωi +
n∑
j=1
(ωij + ω
′′
ij) ∧ es˜ωj
= es˜ds˜ ∧ ωi + es˜dωi + es˜
n∑
j=1
ωij ∧ ωj + es˜
n∑
j=1
ω′′ij ∧ ωj
= es˜
n∑
j=1
αjωj ∧ ωi + es˜dωi + es˜
n∑
j=1
ωij ∧ ωj + es˜
n∑
j=1
ω′′ij ∧ ωj
= es˜
n∑
j=1
αjωj ∧ ωi + es˜dωi + es˜
n∑
j=1
ωij ∧ ωj + es˜
n∑
j=1
(αjωi ± αiωj) ∧ ωj
= es˜
n∑
j=1
αjωj ∧ ωi + es˜dωi + es˜
n∑
j=1
ωij ∧ ωj − es˜
n∑
j=1
αjωj ∧ ωi
= es˜(dωi +
n∑
j=1
ωij ∧ ωj)
= 0.
La dernière égalité vient du fait que (P, ω) est une géométrie sans torsion. Ceci
achève de montrer que (P, ω′) est sans torsion. Il ne reste alors qu'à montrer que la
métrique pseudo-riemannienne induite par (P, ω′) est bien r′ = e2sr.
Or, si y ∈M et x ∈ P est un point dans la ﬁbre au-dessus de x, alors l'isomorphisme
ϕ′x : Ty(M)→ gp,q/hp,q
donné par (P, ω′) est
ϕ′x = e
s(y)ϕx,
où ϕx : Ty(M)→ gp,q/hp,q est l'isomorphisme donné par (P, ω). En eﬀet, pour tout
w ∈ Ty(M), si v ∈ Tx(P ) est tel que pi∗(v) = w, alors
ϕ′x(w) = pigp,q/hp,q(ω
′(v))
= pigp,q/hp,q(e
s˜(x)ωp(v) + ωh(v) + ω
′′
h(v))
= es(pi(x))pigp,q/hp,q(ωp(v))
= es(y)ϕx(w).
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Par conséquent,
r′(w) = ‖ϕ′x(w)‖2
= ‖es(pi(x))ϕx(w)‖2
= e2s(pi(x))‖ϕx(w)‖2
= e2s(pi(x))r(w).
Donc, la métrique pseudo-riemannienne induite de (P, ω′) est bien r′ = e2sr.
Nous sommes maintenant en mesure de démontrer le théorème annoncé.
Théorème 4.3.10. Soient p, q ∈ N, M une variété lisse et r, r′ deux métriques pseudo-
riemanniennes sur M conformément équivalentes de signature (p, q). Alors, les pré-
géodésiques de type lumière de (M, r) sont des pré-géodésiques de type lumière de (M, r′)
et vice-versa.
Démonstration. Remarquons que par symétrie, il suﬃt de vériﬁer que les pré-géodésiques
de (M, r) sont aussi des pré-géodésiques de (M, r′).
Puisque r et r′ sont conformément équivalentes, il existe une fonction lisse s : M → R
telle que r′ = e2sr. Soit (P, ω) la géométrie de Cartan associée à (M, r). Posons
ω′ = es˜ωp + ωh + ω′′h ,
où s˜ = s ◦ pi et
ω′′h =

0 0 0 · · · 0
0 ω′′11 ω
′′
12 · · · ω′′1n
0 ω′′21 ω
′′
22 · · · ω′′2n
...
...
...
. . .
...
0 ω′′n1 ω
′′
n2 · · · ω′′nn
 ,
avec
ω′′ij =
{
αjωi − αiωj si 1 ≤ i, j ≤ p ou p < i, j ≤ n
αjωi + αiωj sinon.
Alors, d'après le lemme 4.3.9, (P, ω′) est la géométrie de Cartan associée à (M, r′). Ainsi,
selon le théorème 4.3.6, il suﬃt de montrer que les droites de (P, ω) sont aussi des droites
de (P, ω′).
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Soit γ : I → M une droite de type lumière pour la géométrie (P, ω) (où I ⊆ R est un
intervalle) et soit γˆ : I → P un relèvement de γ. Alors, d'après la proposition 4.3.5, il
existe une fonction lisse λ : I → R telle que, pour tout 1 ≤ i ≤ n et pour tout t ∈ I,
d
dτ
∣∣∣∣
τ=t
ωi( ˙ˆγ(τ)) +
n∑
j=1
ωij( ˙ˆγ(t))ωj( ˙ˆγ(t)) = λ(t)ωi( ˙ˆγ(t))
où ˙ˆγ(t) = γ˜∗( ddt
∣∣
t
).
Toujours d'après la proposition 4.3.5, pour montrer que γ est une droite de (P, ω′), il
suﬃt de trouver une fonction lisse λ′ : I → R telle que
d
dτ
∣∣∣∣
τ=t
es˜(γˆ(τ))ωi( ˙ˆγ(τ)) +
n∑
j=1
(ωij( ˙ˆγ(t)) + ω
′′
ij(
˙ˆγ(t)))es˜(γˆ(t))ωj( ˙ˆγ(t)) = λ
′(t)es˜(γˆ(t))ωi( ˙ˆγ(t))
pour tout 1 ≤ i ≤ n et t ∈ I.
Or,
d
dτ
∣∣∣∣
τ=t
es˜(γˆ(τ))ωi( ˙ˆγ(τ)) +
n∑
j=1
(ωij( ˙ˆγ(t)) + ω
′′
ij(
˙ˆγ(t)))es˜(γˆ(t))ωj( ˙ˆγ(t))
= es˜(γˆ(t))s˜∗( ˙ˆγ(t))ωi( ˙ˆγ(t)) + es˜(γˆ(t))
d
dτ
∣∣∣∣
τ=t
ωi( ˙ˆγ(τ))
+ es˜(γˆ(t))
n∑
j=1
ωij( ˙ˆγ(t))ωj( ˙ˆγ(t)) + e
s˜(γˆ(t))
n∑
j=1
ω′′ij( ˙ˆγ(t))ωj( ˙ˆγ(t))
= es˜(γˆ(t))
(
d
dτ
∣∣∣∣
τ=t
ωi( ˙ˆγ(τ)) +
n∑
j=1
ωij( ˙ˆγ(t))ωj( ˙ˆγ(t))
)
+ es˜(γˆ(t))s˜∗( ˙ˆγ(t))ωi( ˙ˆγ(t)) + es˜(γˆ(t))
n∑
j=1
ω′′ij( ˙ˆγ(t))ωj( ˙ˆγ(t))
= λ(t)es˜(γˆ(t))ωi( ˙ˆγ(t)) +
(
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t))
)
es˜(γˆ(t))ωi( ˙ˆγ(t))
+ es˜(γˆ(t))
n∑
j=1
ω′′ij( ˙ˆγ(t))ωj( ˙ˆγ(t))
=
(
λ(t) +
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t))
)
es˜(γˆ(t))ωi( ˙ˆγ(t))
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+ es˜(γˆ(t))
n∑
j=1
ω′′ij( ˙ˆγ(t))ωj( ˙ˆγ(t))
où les αj : P → R sont les fonctions lisses telles que
ds˜ =
n∑
j=1
αjωj
garanties par le lemme 4.3.9.
Si 1 ≤ i ≤ p, alors
es˜(γˆ(t))
n∑
j=1
ω′′ij( ˙ˆγ(t))ωj( ˙ˆγ(t))
= es˜(γˆ(t))
(
p∑
j=1
(αj(γˆ(t))ωi( ˙ˆγ(t))− αi(γˆ(t))ωj( ˙ˆγ(t)))ωj( ˙ˆγ(t))
)
+ es˜(γˆ(t))
(
n∑
j=p+1
(αj(γˆ(t))ωi( ˙ˆγ(t)) + αi(γˆ(t))ωj( ˙ˆγ(t)))ωj( ˙ˆγ(t))
)
=
(
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t))
)
es˜(γˆ(t))ωi( ˙ˆγ(t))
− es˜(γˆ(t))αi(γˆ(t))
(
p∑
j=1
ωj( ˙ˆγ(t))
2 −
n∑
j=p+1
ωj( ˙ˆγ(t))
2
)
=
(
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t))
)
es˜(γˆ(t))ωi( ˙ˆγ(t))
− es˜(γˆ(t))αi(γˆ(t))‖pipp,q/hp,q(ω( ˙ˆγ(t)))‖2
=
(
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t))
)
es˜(γˆ(t))ωi( ˙ˆγ(t))
car γ est une droite de type lumière, donc d'après la proposition 4.3.3,
‖pipp,q/hp,q(ω( ˙ˆγ(t)))‖2 = 0.
De la même manière, on obtient
es˜(γˆ(t))
n∑
j=1
ω′′ij( ˙ˆγ(t))ωj( ˙ˆγ(t)) =
(
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t))
)
es˜(γˆ(t))ωi( ˙ˆγ(t))
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si p < i ≤ n.
Donc, pour tout 1 ≤ i ≤ n,
d
dτ
∣∣∣∣
τ=t
es˜(γˆ(τ))ωi( ˙ˆγ(τ)) +
n∑
j=1
(ωij( ˙ˆγ(t)) + ω
′′
ij(
˙ˆγ(t)))es˜(γˆ(t))ωj( ˙ˆγ(t))
=
(
λ(t) + 2
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t))
)
es˜(γˆ(t))ωi( ˙ˆγ(t))
= λ′(t)es˜(γˆ(t))ωi( ˙ˆγ(t))
où
λ′(t) = λ(t) + 2
n∑
j=1
αj(γˆ(t))ωj( ˙ˆγ(t)).
Puisque λ′ est évidemment lisse, γ est aussi une droite pour (P, ω′). De plus, γ est de
type lumière, car pour tout t ∈ I,
‖pipp,q/hp,q(ω′( ˙ˆγ(t)))‖2 = e2s˜(γˆ(t))‖pipp,q/hp,q(ω( ˙ˆγ(t)))‖2
= 0.
Donc, toute droite de type lumière pour la géométrie (P, ω) est aussi une droite de type
lumière pour la géométrie (P, ω′). Ceci achève la démonstration.
Remarque 4.3.11. Les droites de type temps ou espace ne sont en général pas préservées
par le changement de métrique dans la même classe d'équivalence conforme. En eﬀet,
nous voyons dans la preuve du théorème 4.3.10 que si la droite n'est pas de type lumière,
alors
es˜(γˆ(t))αi(γˆ(t))‖pipp,q/hp,q(ω( ˙ˆγ(t)))‖2
ne s'annule pas sauf si
αi(γˆ(t)) = 0
pour tout 1 ≤ i ≤ n. Ainsi, sauf dans ce cas particulier, nous aurons un élément non nul
qui dépend de i, ce qui implique que la droite γ ne sera pas une droite dans (P, ω′). N
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Chapitre 5
Géométrie conforme
Une variété conforme est une variété lisse munie d'une classe d'équivalence conforme de
métriques pseudo-riemanniennes. Les variétés conformes présentent quelques diﬀérences
notables par rapport aux variétés pseudo-riemanniennes. Par exemple, puisque la norme
d'un vecteur tangent n'est pas la même pour toutes les métriques dans une classe d'équi-
valence conforme, cette notion n'est pas déﬁnie sur une variété conforme. Toutefois, le
type (lumière, espace ou temps) d'un vecteur tangent ainsi que l'angle entre deux vecteurs
subsistent, puisque ces concepts sont indépendants du choix de la métrique.
Dans ce chapitre, nous verrons qu'en dimension n ≥ 3, la géométrie conforme s'interprète
naturellement en termes de géométrie de Cartan modélisée sur l'univers d'Einstein. Ceci
nous fournira par le fait même une autre large classe d'exemples intéressants de géométries
de Cartan.
Bien que l'univers d'Einstein ne soit pas une géométrie réductive, il existe naturellement
des courbes distinguées provenant de la géométrie projective, que nous appellerons des
photons. Ainsi, il existe une classe distinguée de courbes sur toute variété conforme. Il sera
montré que pour n'importe quel choix de métrique dans la classe d'équivalence conforme,
ces courbes correspondent à des pré-géodésiques de type lumière, ce qui fournira une
preuve alternative du théorème 4.3.10.
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5.1 L'univers d'Einstein
Dans cette section, nous étudierons l'univers d'Einstein, qui servira de géométrie modèle
pour le reste du chapitre.
5.1.1 Cône de lumière
Avant tout, nous aurons besoin de la notion de cône de lumière.
Déﬁnition 5.1.1. Soient p, q ∈ N et V un espace pseudo-euclidien de signature (p, q).
Le cône de lumière de V est
N (V ) = {v ∈ V |b(v, v) = 0} ,
l'ensemble des vecteurs de type lumière (où b : V × V → R est le produit scalaire de V ).
Remarque 5.1.2. Le terme cône de lumière vient du fait que le cône de lumière de R2,1
est
N (R2,1) =

xy
z
 ∈ R2,1
∣∣∣∣∣∣x2 + y2 = z2
 ,
ce qui est bien un cône. N
L'origine cause quelques diﬃcultés, mais en enlevant ce point, le cône de lumière devient
une variété lisse.
Proposition 5.1.3. Soient p, q ∈ N et V un espace pseudo-euclidien de signature (p, q).
Alors, N (V ) \ {0} est une sous-variété plongée de dimension p+ q − 1 de V \ {0}.
Démonstration. Posons
f : V \ {0} → R
v 7→ b(v, v)
où b : V × V → R est le produit scalaire de V .
Comme b est bilinéaire, il est clair que f est lisse. De plus, f est de rang constant. En
eﬀet, soit v ∈ V \{0}. Puisque V \{0} est un ouvert de V , Tv(V \{0}) s'identiﬁe à Tv(V ),
qui s'identiﬁe lui-même à V . À l'aide de cette identiﬁcation, nous pouvons considérer que
les vecteurs tangents à v sont des vecteurs de V .
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Soit w ∈ Tv(V \ {0}) ∼= V . Comme v 6= 0, il existe  > 0 tel que v + tw 6= 0 pour tout
t ∈ (−, ). Alors,
f∗(w) =
d
dt
∣∣∣∣
t=0
f(v + tw)
=
d
dt
∣∣∣∣
t=0
b(v + tw, v + tw)
=
d
dt
∣∣∣∣
t=0
(
b(v, v) + 2tb(v, w) + t2b(w,w)
)
= 2b(v, w).
Puisque b est non-dégénérée, il existe un u ∈ V tel que b(v, u) 6= 0. Ainsi, pour tout
v ∈ V \ {0}, f∗ 6= 0. Ceci implique que f ∗ est de rang 1 en tout point de V \ {0}.
Or,
N \ {0} = f−1(0).
Le fait que f est lisse et de rang constant 1 implique que N \ {0} est une sous-variété
plongée de dimension p+ q − 1 de V \ {0}.
5.1.2 Espace projectif
Un autre ingrédient important dans la déﬁnition de l'univers d'Einstein est l'espace pro-
jectif.
L'espace projectif PRn est l'ensemble des droites de Rn+1 passant par l'origine. Il existe
un atlas lisse naturel qui fait de cet espace une variété lisse de dimension n. Considérons
la relation sur Rn+1 \ {0} déﬁnie par
u ∼ v ⇔ ∃k ∈ R \ {0} tel que u = kv.
On vériﬁe aisément qu'il s'agit d'une relation d'équivalence. Comme deux vecteurs sont
équivalents si et seulement s'ils sont sur une même droite passant par l'origine, Rn+1 \
{0} quotienté par cette relation d'équivalence s'identiﬁe naturellement à PRn. Avec la
structure lisse de PRn, l'application de passage au quotient
P : Rn+1 \ {0} → PRn
u 7→ [u]
est une submersion (où [u] dénote la classe d'équivalence de u ∈ Rn \ {0}).
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5.1.3 Univers d'Einstein
Pour tous p, q ∈ N, posons
b : Rp+q+2 × Rp+q+2 → R
(u, v) 7→ uTJ1,p,q,1v
où
J1,p,q,1 =
 0 0 −10 Jp,q 0
−1 0 0
 .
On vériﬁe aisément que b est une forme bilinéaire symétrique non-dégénérée de signature
(p + 1, q + 1). Ainsi, Rp+q+2 muni de cette forme b est un espace pseudo-euclidien, que
nous noterons R1,p,q,1.
L'univers d'Einstein est alors la projectivisation du cône de lumière de R1,p,q,1.
Déﬁnition 5.1.4. Soient p, q ∈ N. L'univers d'Einstein de dimension p + q, Einp,q, est
l'image par P de N (R1,p,q,1) \ {0}.
Remarque 5.1.5. Remarquons que si v ∈ N \{0}, alors kv ∈ N \{0} pour tout k ∈ R\{0}.
Donc, P−1(Einp,q) = N (R1,p,q,1)\{0}, et Einp,q peut être vu comme l'ensemble des droites
de type lumière passant par l'origine. N
Théorème 5.1.6. Soient p, q ∈ N. Alors, il existe une unique structure lisse sur Einp,q
qui en fait une sous-variété plongée de dimension n = p+q de PRn+1. Avec cette structure
lisse, P|N (R1,p,q,1) est une submersion.
Dans la déﬁnition de l'univers d'Einstein, le produit scalaire dont nous avons muni Rp+q+2
semble arbitraire. Nous avons choisi ce produit scalaire en particulier car il simpliﬁe
grandement les calculs, mais comme le montre le théorème suivant, un autre choix aurait
donné le même espace (à diﬀéomorphisme près).
Théorème 5.1.7. Soient p, q ∈ N et b′ : Rp+q+2 × Rp+q+2 → R une forme bilinéaire
symétrique de signature (p, q). Alors, l'espace P(N (Rp+q+2, b′) \ {0}) est naturellement
muni d'une structure lisse qui en fait une sous-variété plongée de dimension n = p + q
de RPn+1 diﬀéomorphe à Einp,q.
Ainsi, le choix du produit scalaire utilisé pour déﬁnir Einp,q importe peu. Utilisons ce
fait pour montrer une propriété topologique intéressante de Einp,q.
Proposition 5.1.8. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. Alors, Einp,q est connexe.
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Démonstration. Puisqu'ils sont diﬀéomorphes, il est suﬃsant de montrer que
P(N (Rp+1,q+1) \ {0})
est connexe pour montrer que Einp,q est connexe.
Or, dans le cas où p 6= 0 et q 6= 0, N (Rp+1,q+1) \ {0} est connexe par arc. En eﬀet, soient
u, v ∈ N (Rp+1,q+1) \ {0}. Comme u et v sont de type lumière,
p+1∑
i=1
u2i =
p+q+2∑
j=p+2
u2j 6= 0
et
p+1∑
i=1
v2i =
p+q+2∑
j=p+2
v2j 6= 0,
avec
u =

u1
u2
...
up+q+2

et
v =

v1
v2
...
vp+q+2
 .
Posons
γ1 : [0, 1]→ N (Rp+1,q+1) \ {0}
t 7→ ((1− t) + t 1√∑p+1
i=1 u
2
i
)u
et
γ3 : [0, 1]→ N (Rp+1,q+1) \ {0}
t 7→ (t+ (1− t) 1√∑p+1
i=1 v
2
i
)v.
Il est clair que γ1 et γ3 sont deux chemins continus dans N (Rp+1,q+1) \ {0}.
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Posons u′ = γ1(1) et v′ = γ3(0). En écrivant
u′ =
(
u′p
u′q
)
et
v′ =
(
v′p
v′q
)
avec u′p, v
′
p ∈ Rp+1 et u′q, v′q ∈ Rq+1, nous avons par construction
(u′p)
Tu′p = (v
′
p)
Tv′p = (u
′
q)
Tu′q = (v
′
q)
Tv′q = 1.
Donc, u′p, v
′
p ∈ Sp et u′q, v′q ∈ Sq.
Puisque pour tout m ≥ 1, Sm est connexe par arc, il existe des chemins continus
γ′p : [0, 1]→ Sp
et
γ′q : [0, 1]→ Sq
tels que γ′p(0) = u
′
p, γ
′
p(1) = v
′
p, γ
′
q(0) = u
′
q et γ
′
q(1) = v
′
q.
Remarquons que pour tout t ∈ [0, 1],(
γ′p(t)
T γ′q(t)
T
)(Ip 0
0 −Iq
)(
γ′p(t)
γ′q
)
= γ′p(t)
Tγ′p(t)− γ′q(t)Tγ′q(t)
= 1− 1
= 0,
de sorte que (
γ′p(t)
γ′q(t)
)
∈ N (Rp+1,q+1) \ {0}.
Par conséquent, le chemin
γ2 : [0, 1]→ N (Rp+1,q+1) \ {0}
t 7→
(
γ′p(t)
γ′q(t)
)
est bien déﬁni. Il est clair que γ2 est continu. De plus, nous avons γ2(0) = u′ et γ2(0) = v′.
Ainsi, en concaténant les chemins γ1, γ2 et γ3, nous avons un chemin continu joignant u et
v. Ceci montre que N (Rp+1,q+1)\{0} est connexe par arc. Il s'ensuit que P(N (Rp+1,q+1)\
{0}) est connexe.
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Dans le cas où q = 0, N (Rp+1,q+1) \ {0} n'est pas connexe, mais il est facile de vériﬁer
que cet ensemble est en fait formé de deux composantes connexes, l'ensemble vecteurs
dont la dernière composante est strictement plus grande que 0 et l'ensemble des vecteurs
dont la dernière composante est strictement inférieure à 0. Or, si un vecteur est dans
une composante connexe, son opposé est dans l'autre, ce qui fait que l'image par P d'une
composante connexe est surjective. Le résultat s'ensuit. La preuve est similaire dans le
cas où p = 0.
5.1.4 L'univers d'Einstein en tant qu'espace homogène
Nous montrerons maintenant que pour tous p, q ∈ N, l'univers d'Einstein Einp,q peut
être vu comme un espace homogène pour un certain groupe de Lie.
Posons
O(1, p, q, 1) =
{
A ∈Mp+q+2(R)
∣∣ATJ1,p,q,1A = J1,p,q,1} .
Proposition 5.1.9. Soient p, q ∈ N. Alors, O(1, p, q, 1) est un sous-groupe de Lie plongé
de Mp+q+2(R).
Démonstration. On vériﬁe facilement que O(1, p, q, 1) est un sous-groupe de Mp+q+2(R).
De plus, par déﬁnition, O(1, p, q, 1) = f−1(J1,p,q,1), où
f : Mp+q+2 →Mp+q+2
A 7→ ATJ1,p,q,1A.
Puisque f est lisse, O(1, p, q, 1) est fermé dans Mp+q+2, ce qui implique qu'il s'agit d'un
sous-groupe de Lie plongé de Mp+q+2.
Remarquons que O(1, p, q, 1) agit de manière lisse sur R1,p,q,1 par multiplication matri-
cielle. Montrons d'abord que cette action se restreint à une action lisse surN (R1,p,q,1)\{0}.
Proposition 5.1.10. Soient p, q ∈ N. L'action lisse de O(1, p, q, 1) sur R1,p,q,1 donnée
par la multiplication matricielle se restreint à une action lisse sur N (R1,p,q,1) \ {0}.
Démonstration. Puisque tous les éléments de O(1, p, q, 1) sont inversibles, l'image de la
restriction de cette action à R1,p,q,1 \ {0} est contenue dans R1,p,q,1 \ {0}. Par conséquent,
l'action de O(1, p, q, 1) sur R1,p,q,1 se restreint à une action sur R1,p,q,1 \ {0}. Comme
R1,p,q,1 \ {0} est une sous-variété plongée de R1,p,q,1, cette action est lisse.
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Maintenant, si v ∈ N (R1,p,q,1)\{0}, alors pour tout A ∈ O′p+1,q+1, Av ∈ N (R1,p,q,1)\{0},
puisque Av 6= 0 et
(Av)TJ1,p,q,1(Av) = v
TATJ1,p,q,1A
Tv
= vTJ1,p,q,1v
= 0.
Ainsi, l'image de N (R1,p,q,1) \ {0} par O(1, p, q, 1) est contenue dans N (R1,p,q,1) \ {0}.
Donc, O(1, p, q, 1) agit sur N (R1,p,q,1) \ {0} par multiplication matricielle. Puisque cette
action est la restriction de l'action de O(1, p, q, 1) sur R1,p,q,1\{0} à la sous-variété plongée
N (R1,p,q,1) \ {0}, elle est lisse.
Cette action induit une action lisse de O(1, p, q, 1) sur Einp,q.
Proposition 5.1.11. Soient p, q ∈ N. Alors, l'action de O(1, p, q, 1) sur N (R1,p,q,1)\{0}
donnée par la multiplication matricielle induit une unique action lisse de O(1, p, q, 1) sur
Einp,q telle que
P|N (R1,p,q,1)\{0} : N (R1,p,q,1) \ {0} → Einp,q
est équivariante.
Démonstration. Par déﬁnition de Einp,q, pour tout x ∈ Einp,q, il existe v ∈ N (R1,p,q,1) \
{0} tel que x = P(v).
Posons
θ : O(1, p, q, 1)× Einp,q → Einp,q
(A,P(v)) 7→ P(Av).
Remarquons que si v1, v2 ∈ N (R1,p,q,1) \ {0} sont tels que P(v1) = P(v2), alors il existe
k ∈ R \ {0} tel que v2 = kv1. Alors,
P(Av2) = P(A(kv1))
= P(k(Av1))
= P(Av1),
de sorte que l'application ci-dessus est correctement déﬁnie.
Il est clair qu'il s'agit d'une action de groupe, et par construction, P|N (R1,p,q,1)\{0} est
équivariante par rapport à cette action et la multiplication matricielle surN (R1,p,q,1)\{0}.
De plus, toute autre action
θ′ : O(1, p, q, 1)× Einp,q → Einp,q
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rendant P équivariante doit satisfaire l'équation
θ′(A,P(v)) = P(Av)
pour tout A ∈ O(1, p, q, 1) et v ∈ N (R1,p,q,1) \ {0}. Donc, θ′(A, x) = θ(A, x) pour tout
A ∈ O(1, p, q, 1) et x ∈ Einp,q, ce qui montre que l'action θ est unique.
Il ne reste qu'à montrer que cette action est lisse. Or, posons
µ : O(1, p, q, 1)×N (R1,p,q,1) \ {0} → N (R1,p,q,1) \ {0}
(A, v) 7→ Av.
D'après la proposition 5.1.10, µ est lisse. Puisque P|N (R1,p,q,1)\{0} est lisse selon le théorème
5.1.6, nous avons une application lisse
P|N (R1,p,q,1)\{0} ◦ µ : O(1, p, q, 1)×N (R1,p,q,1) \ {0} → Einp,q
telle que
θ ◦ (Id× P|N (R1,p,q,1)\{0}) = P|N (R1,p,q,1)\{0} ◦ µ,
où
(Id× P|N (R1,p,q,1)\{0}) : O(1, p, q, 1)×N (R1,p,q,1) \ {0} → O(1, p, q, 1)× Einp,q
(A, v) 7→ (A,P(v)).
Puisque l'identité sur O′(p+ 1, p+ 1) et P|N (R1,p,q,1)\{0} sont des submersions surjectives,
(Id× P|N (R1,p,q,1)\{0}) est une submersion surjective. Donc, θ est lisse (voir la proposition
7.17 de [7]).
Notation 5.1.12. Si A ∈ O(1, p, q, 1) et x ∈ Einp,q, nous noterons
Ax = θ(A, x),
où
θ : O(1, p, q, 1)× Einp,q → Einp,q
est l'action de O(1, p, q, 1) sur Einp,q décrite dans la proposition 5.1.11.
Pour faire de Einp,q un O(1, p, q, 1) espace homogène, il ne reste qu'à vériﬁer que l'action
est transitive.
Proposition 5.1.13. Soient p, q ∈ N. L'action de O(1, p, q, 1) sur Einp,q décrite dans la
proposition 5.1.11 est transitive.
127
Démonstration. Considérons Rp+1,q+1, c'est-à-dire Rp+q+2 muni de la forme bilinéaire
symétrique non-dégénérée dont la matrice est Jp+1,q+1.
Soit
v =

v1
v2
...
vn
 ∈ Rp+1,q+1
(où n = p+ q + 2) un vecteur non nul de type lumière dans Rp+1,q+1, c'est-à-dire
p+1∑
i=1
v2i =
n∑
j=p+2
v2j .
Puisque v 6= 0,
p+1∑
i=1
v2i > 0.
Posons
v′ =
v√∑p+1
i=1 v
2
i
.
Alors,
v′ =

v′1
v′2
...
v′n

=
(
up
uq
)
où
up =
 v
′
1
...
v′p+1
 ∈ Rp+1
et
uq =
v
′
p+2
...
v′n
 ∈ Rq+1.
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Remarquons que up et uq sont des vecteurs de norme 1 avec la norme standard sur Rp+1
et Rq+1. Ainsi, up ∈ Sp et uq ∈ Sq. Puisque l'action de O(m + 1) est transitive sur Sm
pour tout m ∈ N, il existe C ∈ O(p+ 1) et D ∈ O(q + 1) tels que
Cup =

1
0
...
0

et
Duq =

0
...
0
1
 .
Posons
B =
(
C 0
0 D
)
.
Alors,
BTJp+1,q+1B =
(
CT 0
0 DT
)(
Ip+1 0
0 −Iq+1
)(
C 0
0 D
)
=
(
CTC 0
0 −DTD
)
=
(
Ip+1 0
0 −Iq+1
)
et
Bv′ = e1 + en
(où {e1, e2 · · · , en} est la base canonique de Rn).
Ainsi, pour chaque v ∈ Rp+1,q+1, il existe un k ∈ R et une matrice B telle que
BTJp+1,q+1B = B
et
B(kv) = e1 + en.
Maintenant, soit
λ : R1,p,q,1 → Rp+1,q+1
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u 7→ Λu
où
Λ =
 1√2 0 − 1√20 In−2 0
1√
2
0 1√
2
 .
On vériﬁe aisément que la matrice Λ est inversible. Ainsi, λ est un isomorphisme d'espaces
vectoriels.
De plus,
ΛTJp+1,q+1Λ =
 1√2 0 1√20 In−2 0
− 1√
2
0 1√
2
1 0 00 Jp,q 0
0 0 −1
 1√2 0 − 1√20 In−2 0
1√
2
0 1√
2

=
 0 0 −10 Jp,q 0
−1 0 0

= J1,p,q,1.
Donc, pour tout u ∈ R1,p,q,1,
uTJ1,p,q,1u = λ(u)
TJp+1,q+1λ(u).
Enﬁn, soit x ∈ Einp,q. Alors, il existe v ∈ N (R1,p,q,1) \ {0} tel que P(v) = x. Puisque v
est de type lumière, λ(v) est un vecteur de type lumière dans Rp+1,q+1. Donc, il existe
k ∈ R \ {0} et une matrice B telle que BTJp+1,q+1B = Jp+1,q+1 et B(kλ(v)) = e1 + en.
Posons A = Λ−1BΛ. Alors,
ATJ1,p,q,1A = Λ
TBT (Λ−1)TJ1,p,q,1Λ−1BΛ
= ΛTBTJp+1,q+1BΛ
= ΛTJp+1,q+1Λ
= J1,p,q,1.
Donc, A ∈ O(1, p, q, 1).
En outre,
Ax = P(Av)
= P(Λ−1BΛv)
= P(λ−1(
1
k
B(λ(v)))
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= P(
1
k
λ−1(e1 + en))
= P(λ−1(e1 + en))
= P(
√
2e1)
= P(e1).
Ainsi, pour tout x ∈ Einp,q, il existe A ∈ O(1, p, q, 1) telle que Ax = P(e1). Ceci montre
que l'action de O(1, p, q, 1) est transitive sur Einp,q.
Proposition 5.1.14. Soient p, q ∈ N. Alors, Einp,q est un O(1, p, q, 1)-espace homogène
avec l'action décrite dans la proposition 5.1.11
Démonstration. L'action est lisse et transitive d'après les propositions 5.1.11 et 5.1.13.
Remarquons que e1 est un vecteur de type lumière dans R1,p,q,1. Par conséquent P(e1) ∈
Einp,q. Nous calculerons maintenant le stabilisateur de ce point.
Proposition 5.1.15. Soient p, q ∈ N et
Hˆp,q =

z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
∣∣∣∣∣∣z ∈ R \ {0}, A ∈ O(p, q), vT ∈ Rp,q
 .
Alors, Hˆp,q est un sous-groupe de O(1, p, q, 1). De plus, si h ∈ Hˆp,q, alors il existe des
uniques z ∈ R \ {0}, A ∈ O(p, q) et vT ∈ Rp,q tels que
h =
z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1

Démonstration. Montrons tout d'abord que si h ∈ Hˆp,q, la décomposition de h en produit
de deux matrices, l'une diagonale par blocs et l'autre triangulaire supérieure, est unique.
Pour ce faire, supposons qu'il existe z, z′ ∈ R\{0}, A,A′ ∈ O(p, q) vT , v′T ∈ Rp,q tels quez 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
 =
z′ 0 00 A′ 0
0 0 z′−1
1 v′ 12v′Jp,qv′T0 Ip+q Jp,qv′T
0 0 1
 .
Puisque z 0 00 A 0
0 0 z−1

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est inversible, d'inverse z−1 0 00 A−1 0
0 0 z
 ,
nous avons1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
 =
z−1z′ 0 00 A−1A′ 0
0 0 zz′−1
1 v′ 12v′Jp,qv′T0 Ip+q Jp,qv′T
0 0 1

=
z−1z′ z−1z′v′ 12z−1z′v′Jp,qv′T0 A−1A′ A−1A′Jp,qv′T
0 0 zz′−1
 .
Par conséquent z−1z′ = 1, A−1A′ = Ip,q et zz′−1 = 1, ce qui est équivalent à z = z′ et
A = A′. Mais alors,1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
 =
1 v′ 12v′Jp,qv′T0 Ip+q Jp,qv′T
0 0 1
 ,
ce qui donne v = v′. Donc, la décomposition est bien unique.
Pour montrer que Hˆp,q est un sous-groupe de O(1, p, q, 1), montrons tout d'abord que
Hˆp,q ⊆ O(1, p, q, 1).
Soit vT ∈ Rp,q. Alors,1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
T  0 0 −10 Jp,q 0
−1 0 0
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1

=
 1 0 0vT Ip+q 0
1
2
vJp,qv
T vJp,q 1
 0 0 −10 Jp,q vT
−1 −v −1
2
vJp,qv
T

=
 0 0 −10 Jp,q 0
−1 0 0

= J1,p,q,1.
D'autre part, si z ∈ R \ {0} et A ∈ O(p, q), alorsz 0 00 A 0
0 0 z−1
T  0 0 −10 Jp,q 0
−1 0 0
z 0 00 A 0
0 0 z−1

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=z 0 00 AT 0
0 0 z−1
 0 0 −z−10 Jp,qA 0
−z 0 0

=
 0 0 −10 ATJp,qA 0
−1 0 0

= J1,p,q,1,
car A−1 = Jp,qATJp,q, donc ATJp,qA = Jp,q.
Il s'ensuit que hTJ1,p,q,1h = J1,p,q,1 pour tout h ∈ Hˆp,q. Donc, Hˆp,q ⊆ O(1, p, q, 1).
Il ne reste qu'à montrer que Hˆp,q est un sous-groupe.
Soient z ∈ R \ {0}, A ∈ O(p, q) et vT ∈ Rp,q. Alors, en utilisant le fait que Jp,qATJp,q =
A−1, 1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
z 0 00 A 0
0 0 z−1
 =
z vA 12z−1vJp,qvT0 A z−1Jp,qvT
0 0 z−1

=
z 0 00 A 0
0 0 z−1
1 z−1vA 12z−2(vA)Jp,q(vA)T0 Ip,q Jp,q(vA)T
0 0 1

∈ Hˆp,q.
De plus, si z, z′ ∈ R \ {0} et A,A′ ∈ O(p, q), alorsz 0 00 A 0
0 0 z−1
z′ 0 00 A′ 0
0 0 z′−1
 =
zz′ 0 00 AA′ 0
0 0 (zz′)−1

∈ Hˆp,q
et z 0 00 A 0
0 0 z−1
−1 =
z−1 0 00 A−1 0
0 0 z

∈ Hˆp,q.
De surcroît, si vT , wT ∈ Rp,q, alors1 v 12vJp,qvT0 Ip,q Jp,qvT
0 0 1
1 w 12wJp,qwT0 Ip,q Jp,qwT
0 0 1

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=1 v + w 12(v + w)Jp,q(v + w)0 Ip,q Jp,q(v + w)T
0 0 1

∈ Hˆp,q
et 1 v 12vJp,qvT0 Ip,q Jp,qvT
0 0 1
−1 =
1 −v 12(−v)Jp,q(−v)T0 Ip,q Jp,q(−v)T
0 0 1

∈ Hˆp,q.
À l'aide de ces identités, il est facile de montrer que pour tout h1, h2 ∈ Hˆp,q, h1h−12 ∈ Hˆp,q,
ce qui achève de montrer que Hˆp,q est un sous-groupe de O(1, p, q, 1).
Proposition 5.1.16. Soient p, q ∈ N. Le stabilisateur de P(e1) est Hˆp,q.
Démonstration. Soit h ∈ Hˆp,q. Alors, il existe z ∈ R \ {0}, A ∈ O(p, q) et vT ∈ Rp,q tels
que
h =
z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
 .
Or,
he1 =
z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
10
0

=
z 0 00 A 0
0 0 z−1
10
0

=
z0
0

= ze1.
Donc,
hP(e1) = P(he1)
= P(ze1)
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= P(e1).
Ainsi, Hˆp,q est contenu dans le stabilisateur de P(e1).
D'autre part, soit h un élément du stabilisateur de e1. Écrivons
h =
α β γδ E ζ
η θ ι
 ,
avec α, γ, η, ι ∈ R, βT , δ, ζ, θT ∈ Rp,q et E ∈Mp+q(R).
Puisque, par hypothèse, hP(e1) = P(e1), il existe un z ∈ R \ {0} tel que he1 = ze1. Ainsi,z0
0
 =
α β γδ E ζ
η θ ι
10
0

=
αδ
η
 .
Donc, α = z, δ = 0 et η = 0.
Maintenant, puisque h ∈ O(1, p, q, 1), hTJ1,p,q,1h = J1,p,q,1, nous avons 0 0 −10 Jp,q 0
−1 0 0
 =
z β γ0 E ζ
0 θ ι
T  0 0 −10 Jp,q 0
−1 0 0
z β γ0 E ζ
0 θ ι

=
 z 0 0βT ET θT
γ ζT ι
 0 −θ −ι0 Jp,qE Jp,qζ
−z −β −γ

=
 0 −zθ −zι−zθT ETJp,qE − βT θ − θTβ −ιβT + ETJp,qζ − θTγ
−zι −γθ + ζTJp,qE − ιβ −ιγ + ζTJp,qζ − ιγ

On obtient de ceci plusieurs conditions sur les éléments de h. Tout d'abord, ι = z−1. De
plus, en utilisant le fait que z 6= 0, nous obtenons la condition θ = 0. Par conséquent, il
faut que
ETJp,qE = Jp,q
c'est-à-dire que E ∈ O(p, q). Nous avons en outre la condition
ETJp,qζ − ιβT = 0
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qui est équivalente à
βT = zETJp,qζ.
En utilisant le fait que E−1 = Jp,qETJp,q, cette dernière condition se réécrit
ζ = z−1EJp,qβT .
Enﬁn, il ne reste que la condition
ζTJp,qζ − 2ιγ = 0
qui est équivalente à
γ =
1
2
zζTJp,qζ
=
1
2
z−1βJp,qETJp,qEJp,qβT
=
1
2
z−1βJp,qβT .
En regroupant toutes ces conditions, nous obtenons
h =
z β 12z−1βJp,qβT0 E z−1EJp,qβT
0 0 z−1

=
z 0 00 E 0
0 0 z−1
1 z−1β 12(z−1β)Jp,q(z−1β)T0 Ip,q Jp,q(z−1β)T
0 0 1

Puisque E ∈ O(p, q), h ∈ Hˆp,q, ce qui achève la démonstration.
Ainsi, (O(1, p, q, 1), Hˆp,q) est une géométrie de Klein. Par contre, cette géométrie n'est
pas eﬀective, comme le montre, dans le cas où p 6= 0 ou q 6= 0, la proposition qui suit.
Proposition 5.1.17. Soient p, q ∈ N avec p 6= 0 ou q 6= 0. Alors, le noyau de la géométrie
de Klein (O(1, p, q, 1), Hˆp,q) est
K = {Ip+q+2,−Ip+q+2}.
Démonstration. Pour tout v ∈ N (R1,p,q,1) \ {0},
−Ip+q+2P(v) = P(−Ip+q+2v)
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= P(−v)
= P(v).
Par conséquent, −Ip+q+2x = x pour tout x ∈ Einp,q, ce qui montre que −Ip+q+2 ∈ K.
Il ne reste donc qu'à montrer que si h ∈ K, alors soit h = Ip+q+2, soit h = −Ip+q+2.
Soit h ∈ K. Alors, pour tout v ∈ N (R1,p,q,1) \ {0},
hP(v) = P(v)
ce qui est équivalent à
P(hv) = P(v).
Par conséquent, il existe une fonction
k : N (R1,p,q,1) \ {0} → R \ {0}
telle que
hv = k(v)v.
Puisque h est linéaire, nous avons k(av) = k(v) pour tout v ∈ N (R1,p,q,1) \ {0} et pour
tout a ∈ R \ {0}. Par conséquent, l'application
kˆ : Einp,q −→ R \ {0}
P(v) 7−→ k(v)
est correctement déﬁnie.
Puisque la multiplication par h est une application lisse, il faut que k soit lisse. Comme
P|N (R1,p,q,1)\{0} : N (R1,p,q,1) \ {0} → Einp,q est une submersion surjective, et puisque nous
avons kˆ ◦ P = k, kˆ est une application lisse.
Remarquons que puisque pour tout v ∈ N (R1,p,q,1) \ {0},
hv = k(v)v,
v est un vecteur propre de h de valeur propre k(v). Puisque la matrice h possède au
plus p+ q+2 valeurs propres distinctes, l'image de k est contenue dans un sous-ensemble
discret de R. Il s'ensuit que l'image de kˆ est contenue dans le même sous-ensemble discret.
Puisque kˆ est continue et que Einp,q est connexe d'après la proposition 5.1.8, kˆ doit être
constante. Par conséquent, k est constante. Ainsi, il existe un k ∈ R \ {0} tel que
hv = kv,
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pour tout v ∈ N (R1,p,q,1) \ {0}.
Or, N (R1,p,q,1)\{0} contient une base de R1,p,q,1, par exemple, la base {e′i}i=∈{1,2,...,p+q+2},
où
e′i =

ei si i = 1 ou i = p+ q + 2
ei +
e1+en
2
si 1 < i ≤ p+ 1
ei − e1+en2 sinon.
Par conséquent, h = kIp+q+2. Puisque h ∈ O(1, p, q, 1), nous avons
J1,p,q,1 = h
TJ1,p,q,1h
= (kIp+q+2)
TJ1,p,q,1(kIp+q+2)
= k2J1,p,q,1.
Il s'ensuit que k2 = 1. Donc, soit h = Ip+q+2, soit h = −Ip+q+2. Ceci achève la démons-
tration.
Dans ce qui suit, nous ne nous intéresserons qu'au cas où p 6= 0 ou q 6= 0.
Posons
G′p,q = O(1, p, q, 1)/{Ip+q+2,−Ip+q+2}
et
H ′p,q = Hˆp,q/{Ip+q+2,−Ip+q+2}.
Alors, selon les propositions 5.1.17 et 2.2.4, (G′p,q, H
′
p,q) est la géométrie de Klein eﬀective
associée à (O(1, p, q, 1), Hˆp,q). L'action d'un élément de G′p,q sur Einp,q est donnée par
l'action d'un représentant de la classe d'équivalence.
La proposition qui suit établit que le groupe H ′p,q peut être vu comme un groupe de
matrices, ce qui simpliﬁera les calculs.
Proposition 5.1.18. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. L'ensemble
H˜p,q =

z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
∣∣∣∣∣∣z ∈ R+, A ∈ O(p, q), vT ∈ Rp,q
 .
(où R+ est l'ensemble des nombres réels strictement positifs) est un sous-groupe fermé
de Hˆp,q. De plus, la restriction de l'application de passage au quotient à H˜p,q est un
isomorphisme de groupes de Lie entre H˜p,q et H ′p,q.
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Démonstration. Les calculs de la preuve de la proposition 5.1.15 s'adaptent directement,
ce qui montre que H˜p,q est un sous-groupe de Hˆp,q. Pour montrer qu'il s'agit d'un ensemble
fermé, il suﬃt de constater que son complémentaire est
z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
∣∣∣∣∣∣−z ∈ R+, A ∈ O(p, q), vT ∈ Rp,q

qui est ouvert, puisqu'il s'agit de l'image inverse dans Hˆp,q de (−∞, 0) par la projection
sur la composante à la première ligne et à la première colonne, une fonction continue.
Puisque l'application de passage au quotient est un homomorphisme de groupes, sa res-
triction à un sous-groupe est toujours un homomorphisme. Or, cet homomorphisme est
injectif, puisque H˜p,q∩{Ip+q+2,−Ip+q+2} = Ip+q+2. De plus, il est surjectif, car si x ∈ H ′p,q,
alors il existe h ∈ Hˆp,q qui se projette à x. Si h /∈ H˜p,q, alors −h ∈ H˜p,q, et −h se projette
aussi à x. Nous avons donc un isomorphisme de groupes.
Enﬁn, puisque nous quotientons Hˆp,q par un sous-groupe discret, l'application de passage
au quotient est un diﬀéomorphisme local. Puisque sa restriction à H˜p,q est une bijection,
il s'agit d'un diﬀéomorphisme. Ainsi, il s'agit d'un isomorphisme de groupes de Lie.
Par conséquent, il est possible d'identiﬁer le groupe H ′p,q au groupe H˜p,q. C'est ce que
nous ferons pour le reste du chapitre.
Intéressons-nous maintenant aux algèbres de Lie des groupes G′p,q et H
′
p,q.
Proposition 5.1.19. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. Alors, l'algèbre de Lie de
G′p,q est
g′p,q =

z v 0u s Jp,qvT
0 uTJp,q −z
∣∣∣∣∣∣z ∈ R, u, vT ∈ Rp,q, s ∈ o(p, q)

et l'algèbre de Lie de H ′p,q est
h′p,q =

z v 00 s Jp,qvT
0 0 −z
∣∣∣∣∣∣z ∈ R, vT ∈ Rp,q, s ∈ o(p, q)
 .
De plus, si X ∈ g′p,q et h ∈ H ′p,q, alors Ad(h)(X) = h˜Xh˜−1, où h˜ est l'élément correspon-
dant à h sous l'identiﬁcation entre H ′p,q et H˜p,q.
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5.1.5 Photons
Contrairement à la plupart des exemples étudiés jusqu'à présent, la géométrie (G′p,q, H
′
p,q)
n'est pas réductive.
Proposition 5.1.20. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0. Alors, la géométrie de
Klein (G′p,q, H
′
p,q) n'est pas réductive.
Démonstration. Supposons au contraire qu'il existe un sous-H-module p′p,q de g
′
p,q tel que
g′p,q = p
′
p,q ⊕ h′p,q.
Soit
X =
z v 0u s Jp,qvT
0 uTJp,q −z
 ∈ p′p,q
(avec z ∈ R,u, vT ∈ Rp,q et s ∈ op,q).
Puisque p′p,q ∩ h′p,q = {0}, nous avons u 6= 0. Par conséquent, uTu 6= 0. Posons
h =
1 uT 12uTJp,qu0 Ip+q Jp,qu
0 0 1
 ∈ H ′p,q.
Remarquons que h est en fait un élément de H˜p,q, mais nous utilisons ici l'identiﬁcation
entre H ′p,q et H˜p,q. Nous continuerons d'utiliser ce léger abus de notation par la suite sans
plus le mentionner.
Nous avons
Ad(h)(X) =
z + uTu v′ 0u s′ Jp,qv′T
0 uTJp,q −z − uTu
 ,
pour un certain v′T ∈ Rp,q et un certain s′ ∈ o(p, q).
Puisque p′p,q est unH
′
p,q-module, Ad(h)(X) ∈ p′p,q. Ceci implique queX−Ad(h)(X) ∈ p′p,q.
Or,
X − Ad(h)(X) =
−uTu v − v′ 00 s− s′ Jp,q(vT − v′T )
0 0 uTu
 ∈ h′p,q,
et puisque uTu 6= 0, X − Ad(h)(X) 6= 0. Ceci contredit le fait que p′p,q ∩ h′p,q = {0}.
Par conséquent, la géométrie (G′p,q, H
′
p,q) ne peut pas être réductive.
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Puisque la géométrie n'est pas réductive, nous ne pouvons pas y déﬁnir des droites en
utilisant la méthode employée à la section 2.4. Nous verrons toutefois qu'il existe natu-
rellement certaines courbes spéciales, provenant de la géométrie projective.
Proposition 5.1.21. Soit n ∈ N∗. Pour tout plan P ⊆ Rn+1 tel que 0 ∈ P , P(P \ {0})
est une sous-variété plongée de dimension 1 de PRn.
Nous appellerons des droites les courbes régulières dont l'image est comprise dans l'une
de ces sous-variétés.
Déﬁnition 5.1.22. Soit n ∈ N∗. Une courbe lisse régulière γ : I → PRn (où I ⊆ R est un
intervalle) est une droite s'il existe un plan P ⊆ Rn+1 tel que 0 ∈ P et γ(I) ⊆ P(P \{0}).
Puisque l'univers d'Einstein est un sous-espace de l'espace projectif, nous pouvons y
déﬁnir une famille de courbes spéciales à l'aide de la notion de droite dans la géométrie
projective.
Déﬁnition 5.1.23. Soient p, q ∈ N et V un espace pseudo-euclidien dont la forme bili-
néaire symétrique non dégénérée de signature (p, q) est notée b. Un sous-espace linéaire
P ⊆ V de dimension 2 est appelé un plan totalement isotrope si la restriction de b à P
est nulle.
Remarque 5.1.24. Puisque la restriction de la forme bilinéaire de signature (p, q) à un
plan totalement isotrope est nulle, tous les vecteurs de ce plan sont des vecteurs de type
lumière. Ainsi, un plan totalement isotrope est toujours contenu dans le cône de lumière
à l'origine. N
Déﬁnition 5.1.25. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. Une courbe lisse régulière
γ : I → Einp,q (où I ⊆ R est un intervalle) est un photon 1 s'il existe un plan totalement
isotrope P ⊆ R1,p,q,1 tel que γ(I) ⊆ P(P \ 0).
Remarque 5.1.26. Un photon est donc une courbe de Einp,q qui est aussi une droite
au sens de la géométrie projective, lorsque Einp,q est vu comme un sous-ensemble de
PRp+q+1. N
Remarque 5.1.27. Si g est un élément de G′p,q et γ : I → Einp,q est un photon, alors g ∗ γ
est aussi un photon. En eﬀet, si P ⊆ R1,p,q,1 est le plan contenant 0 tel que γ(I) ⊆ P(P \0),
alors g˜P (où g˜ ∈ O(1, p, q, 1) se projette à g) est aussi un plan contenant 0, et
P(g˜(P \ 0)) = g ∗ P(P \ {0}),
1. Habituellement, un photon est déﬁni comme la projectivisation d'un plan totalement isotrope. Il
s'agit donc d'un ensemble de points, non d'une courbe. Ce que nous appelons ici un photon est donc
plutôt une courbe régulière dont l'image est contenue dans un photon.
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de sorte que g ∗ γ(I) ⊆ P(g˜(P \ 0)).
Ainsi, la notion de photon est une notion naturelle en termes de géométrie de Klein. N
Remarque 5.1.28. Rappelons que la déﬁnition de Einp,q en tant que sous-espace de
RPp+q+1 dépendait du choix du produit scalaire sur Rp+q+2. Or, pour n'importe quel
autre produit scalaire, il existe un isomorphisme linéaire envoyant le cône de lumière
sous le produit scalaire que nous avons choisi avec le cône de lumière sous ce nouveau
produit scalaire. Puisque l'application est linéaire et inversible, les plans totalement iso-
tropes seront envoyés vers des plans totalement isotropes, de sorte que la notion de photon
ne dépend pas du choix de produit scalaire. N
Nous aurons besoin plus loin d'une caractérisation diﬀérente des photons. Aﬁn de parvenir
à cette caractérisation, remarquons tout d'abord que tout chemin dans l'espace projectif
PRn se relève à un chemin dans Rn+1.
Proposition 5.1.29. Soient n ∈ N∗ et γ : I → PRn un chemin lisse (où I est un
intervalle de R). Alors, il existe un chemin lisse γˆ : I → Rn+1 \ {0} tel que
P ◦ γˆ = γ.
De plus, si γ est régulier, γˆ est régulier et dγˆ
dt
(t) est un vecteur linéairement indépendant
de γˆ(t) pour tout t ∈ I.
Corollaire 5.1.30. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0 et γ : I → Einp,q un chemin
lisse (où I est un intervalle de R). Alors, il existe un chemin lisse γˆ : I → N (R1,p,q,1)\{0}
tel que
P ◦ γˆ = γ.
De plus, si γ est régulier, γˆ est régulier et dγˆ
dt
(t) est un vecteur linéairement indépendant
de γˆ(t) pour tout t ∈ I.
Démonstration. Il suﬃt d'appliquer la proposition 5.1.29, en remarquant que tout relè-
vement de γ doit avoir son image dans N (R1,p,q,1) \ {0} par déﬁnition de Einp,q.
Remarque 5.1.31. Le relèvement d'un chemin dans PRn est loin d'être unique. Toutefois,
de la déﬁnition de l'espace projectif, il est clair que si γˆ et γˆ′ sont deux relèvements lisses
de γ, alors il existe une fonction k : I → R \ {0} telle que γˆ′ = kγˆ. Le fait que les deux
relèvements soient lisses implique que k doit être lisse. N
Proposition 5.1.32. Soient n ∈ N∗ et γ : I → PRn un chemin lisse et régulier (où I est
un intervalle de R) et γˆ : I → Rn+1 \ {0} un relèvement de γ. Alors, γ est une droite de
PRn si et seulement s'il existe un plan P ⊆ Rn+1 tel que 0 ∈ P et γˆ(I) ⊆ P .
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Démonstration. Puisque γˆ(I) ⊆ P−1(γ(I)), le résultat découle directement de la déﬁni-
tion.
Ainsi, pour vériﬁer qu'une courbe est une droite dans la géométrie projective, il suﬃt de
vériﬁer qu'un relèvement quelconque de cette courbe est contenu dans un plan passant
par l'origine. Ceci nous mène à la caractérisation qui suit d'une droite dans PRn.
Proposition 5.1.33. Soient n ∈ N∗ et γ : I → PRn un chemin lisse et régulier (où I est
un intervalle de R) et γˆ : I → Rn+1 \ {0} un relèvement de γ. Alors, γ est une droite de
PRn si et seulement s'il existe des fonctions lisses α : I → R et β : I → R telles que
¨ˆγ = αγˆ + β ˙ˆγ,
où ˙ˆγ = dγˆ
dt
et ¨ˆγ = d
2γˆ
dt2
.
Démonstration. (⇒) Si γ est une droite, alors d'après la proposition 5.1.32, il existe un
plan P ⊆ Rn+1 contenant 0 tel que γˆ(t) ∈ P pour tout t ∈ I. Puisque P est un sous-
espace vectoriel de Rn+1, il s'ensuit que ˙ˆγ(t), ¨ˆγ(t) ∈ P pour tout t ∈ I. Or, puisque γ est
un chemin régulier, par la proposition 5.1.29, γˆ(t) et ˙ˆγ(t) sont linéairement indépendants
pour tout t ∈ I. Il s'ensuit qu'ils engendrent P , de sorte que pour tout t ∈ I, il existe
α(t), β(t) ∈ R tels que ¨ˆγ(t) = α(t)γˆ(t) + β(t) ˙ˆγ(t). Il ne reste alors qu'à montrer que
les fonctions α : I → R et β : I → R ainsi déﬁnies sont lisses, mais ceci découle du fait
que γˆ et ˙ˆγ sont des fonctions lisses dont les vecteurs à chaque points sont linéairement
indépendants.
(⇐) Remarquons que si k : I → R \ {0} est une fonction lisse, alors en posant γˆ′ = kγˆ,
nous avons
˙ˆγ′ = k˙γˆ + k ˙ˆγ
et
¨ˆγ′ = k¨γˆ + 2k˙ ˙ˆγ + k¨ˆγ
= k¨γˆ + 2k˙ ˙ˆγ + kαγˆ + kβ ˙ˆγ
= (k¨ + kα− k˙(2 k˙
k
+ β))γˆ + k˙(2
k˙
k
+ β)γˆ + k(2
k˙
k
+ β) ˙ˆγ
= (
k¨
k
+ α− k˙
k
(2
k˙
k
+ β))γˆ′ + (2
k˙
k
+ β) ˙ˆγ′
= α′γˆ′ + β′ ˙ˆγ′
où k˙ = dk
dt
, k¨ = d
2k
dt2
,
α′ =
k¨
k
+ α− k˙
k
(2
k˙
k
+ β)
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et
β′ = 2
k˙
k
+ β.
Puisque toutes les fonctions impliquées sont lisses, α′ et β′ sont lisses. Ainsi, tous les relè-
vements de γ satisfont à la propriété. Nous pouvons donc choisir celui qui nous convient
le mieux.
Supposons donc sans perte de généralité que γˆ est un relèvement de γ tel que ‖γˆ(t)‖ = 1
pour tout t ∈ I, où ‖ · ‖ est la norme euclidienne standard dans Rn+1 (un tel relèvement
existe toujours, puisqu'il suﬃt de diviser chaque vecteur par sa norme pour l'obtenir).
Dans ce cas, γˆ est un chemin sur Sn dont la partie tangente de la dérivée seconde est
proportionnelle à la dérivée. Ceci implique que γˆ(I) est contenu dans un grand cercle sur
Sn. Donc, par déﬁnition d'un grand cercle, il existe un plan P ⊆ Rn+1 contenant 0 et tel
que γˆ(I) ⊆ P . Ainsi γ est une droite.
Corollaire 5.1.34. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0, γ : I → Einp,q (où I ⊆ R
est un intervalle) une courbe lisse régulière et γˆ : I → N (R1,p,q,1) \ {0} un relèvement
de γ. Alors, γ est un photon si et seulement s'il existe des fonctions lisses α : I → R et
β : I → R telles que
¨ˆγ = αγˆ + β ˙ˆγ.
Démonstration. Puisque γ est une courbe de Einp,q, il s'agit d'un photon si et seulement
si γ est aussi une droite de PRp+q+1, sous l'inclusion de Einp,q dans PRp+q+1. Il suﬃt
alors d'appliquer la proposition 5.1.33.
5.2 Géométrie conforme et géométrie de Cartan
Nous verrons dans cette section comment chaque géométrie de Cartan sur M de modèle
(G′p,q, H
′
p,q) déﬁnit une unique métrique conforme sur M . Nous verrons aussi que d'autre
part, si p + q ≥ 3, il est possible d'associer à toute variété lisse munie d'une métrique
conforme une géométrie de Cartan normale modélisée sur (G′p,q, H
′
p,q). Il est donc possible
d'étudier la géométrie conforme dans le langage de la géométrie de Cartan.
5.2.1 La métrique conforme associée à une géométrie de Cartan
Déﬁnissons avant tout ce que nous entendons par métrique conforme.
144
Déﬁnition 5.2.1. Soient p, q ∈ N etM une variété lisse de dimension p+q. Une métrique
conforme de signature (p, q) sur M est une classe d'équivalence conforme de métriques
pseudo-riemanniennes de signature (p, q) (voir les déﬁnitions 4.2.1 et 4.3.7).
Notation 5.2.2. Soient p, q ∈ N et M une variété lisse de dimension p + q. Si r est une
métrique pseudo-riemannienne de signature (p, q) sur M , nous noterons par [r] la classe
d'équivalence conforme de r.
Voyons maintenant comment associer à chaque géométrie de Cartan de modèle (G′p,q, H
′
p,q)
une métrique conforme de signature (p, q).
Remarquons d'abord que bien que (G′p,q, H
′
p,q) ne soit pas réductive, g
′
p,q/h
′
p,q est iso-
morphe à Rp,q en tant que H ′p,q-module.
Proposition 5.2.3. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. Alors, Rp,q est un H ′p,q-module,
avec l'action de H ′p,q sur Rp,q donnée par
hx = z−1Ax,
où x ∈ Rp,q et
h =
z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
 ∈ H ′p,q.
De plus, l'application
ξ : g′p,q/h
′
p,q −→ Rp,q
pig′p,q/h′p,q
z v 0u s Jp,qvT
0 uTJp,q −z
 7−→ u
est un isomorphisme de H ′p,q-modules.
Démonstration. Il est clair que Ip+q+2x = x pour tout x ∈ Rp,q. Soient
h1 =
z1 0 00 A1 0
0 0 z−11
1 v1 12v1Jp,qvT10 Ip+q Jp,qvT1
0 0 1
 ∈ H ′p,q
et
h2 =
z2 0 00 A1 0
0 0 z−12
1 v2 12v2Jp,qvT20 Ip+q Jp,qvT2
0 0 1
 ∈ H ′p,q.
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Alors, d'après les calculs de la preuve de la proposition 5.1.15, il existe v′T ∈ Rp,q tel que
h1h2 =
z1z2 0 00 A1A2 0
0 0 (z1z2)
−1
1 v′ 12v′Jp,qv′T0 Ip+q Jp,qv′T
0 0 1
 .
Ainsi,
(h1h2)x = (z1z2)
−1A1A2x
= z−11 A1(z
−1
2 A2x)
= h1(h2x)
pour tout x ∈ Rp,q, ce qui montre que Rp,q est un Hp,q-module pour l'action donnée.
D'autre part, il est clair que ξ est un isomorphisme d'espaces vectoriels. Il ne reste qu'à
vériﬁer que ξ(Ad(h)(pig′p,q/h′p,q(y))) = hξ(pig′p,q/h′p,q(y)) pour tout y ∈ g′p,q et pour tout
h ∈ H ′p,q. Or, si
h =
z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
 ,
et
y =
α w 0u s Jp,qwT
0 uTJp,q −α
 ,
alors un calcul simple montre qu'il existe α′ ∈ R, s′ ∈ o(p, q) et w′T ∈ Rp,q tels que
Ad(h)(y) =
 α′ w′ 0z−1Au s′ Jp,qw′T
0 (z−1Au)TJp,q −α′
 .
Le résultat suit.
Remarque 5.2.4. L'isomorphisme ξ : g′p,q/h
′
p,q → Rp,q de la proposition 5.2.3 permet de
déﬁnir une forme quadratique de signature (p, q) sur g′p,q/h
′
p,q par
‖x‖2 = ‖ξ(x)‖2
= ξ(x)TJp,qξ(x)
pour tout x ∈ g′p,q/h′p,q. N
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Proposition 5.2.5. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. Alors, pour tout x ∈ g′p,q/h′p,q
et pour tout h ∈ H ′p,q,
‖Ad(h)(x)‖2 = z−2‖x‖2,
où
h =
z 0 00 A 0
0 0 z−1
1 v 12vJp,qvT0 Ip+q Jp,qvT
0 0 1
 .
Démonstration. Nous avons
‖Ad(h)(x)‖2 = ξ(Ad(h)(x))TJp,qξ(Ad(h)(x))
= (hξ(x))TJp,q(hξ(x))
= (z−1Aξ(x))TJp,q(z−1Aξ(x))
= z−2ξ(x)TJp,qξ(x)
= z−2‖x‖2.
Proposition 5.2.6. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0, M une variété lisse, (P, ω)
une géométrie de Cartan sur M modélisée sur (G′p,q, H
′
p,q) et σ : U → P une section de
P (où U est un ouvert de M). Alors,
r(U,σ) : T (U) −→ R
v 7−→ ‖pig′p,q/h′p,q(ω(σ∗(v)))‖2
est une métrique pseudo-riemannienne de signature (p, q) sur U .
Démonstration. Puisque r(U,σ) s'exprime commme une composition d'applications lisses,
il s'agit d'une application lisse. De plus, pour tout x ∈ U , le fait que σ soit une section
implique que la restriction à Tx(U) de pig′p,q/h′p,q(ω(σ∗(v))) est un isomorphisme entre Tx(U)
et g′p,q/h
′
p,q. Or, puisque la norme au carré sur g
′
p,q/h
′
p,q est de signature (p, q), il s'ensuit
que la restriction de r(U,σ) à Tx(U) est une forme quadratique de signature (p, q).
Ainsi, r(U,σ) est une métrique pseudo-riemannienne de signature (p, q) sur U .
Théorème 5.2.7. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0, et soit (P, ω) une géométrie
de Cartan sur une variété lisse M de modèle (G′p,q, H
′
p,q). Alors, il existe une unique
métrique conforme [r] de signature (p, q) sur M telle que pour tout r ∈ [r] et pour toute
section σ : U → P , la restriction de r à U et r(U,σ) sont conformément équivalentes (où
r(U,σ) est la métrique pseudo-riemannienne sur U déﬁnie dans la proposition 5.2.6).
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Démonstration. Remarquons tout d'abord que si σ : U → P et σ′ : U → P sont deux
sections, alors r(U,σ) et r(U,σ′) sont conformément équivalentes. En eﬀet, il existe une
application lisse h : U → H ′p,q telle que σ′ = σ ∗ h. Pour tout u ∈ U , notons
h =
z(u) 0 00 A(u) 0
0 0 z(u)−1
1 v(u) 12v(u)Jp,qv(u)T0 Ip+q Jp,qv(u)T
0 0 1
 .
Nous avons alors une fonction lisse
z : U → R+
u 7→ z(u)
telle que, pour tout u ∈ U et pour tout v ∈ Tu(U),
r(U,σ′)(v) = ‖pig′p,q/h′p,q(ω(σ′∗(v)))‖2
= ‖pig′p,q/h′p,q(Ad(h(u))ω(σ∗(v)) + ωH′p,q(h∗(v)))‖2
= ‖Ad(h(u))pig′p,q/h′p,q(ω(σ∗(v)))‖2
= z(u)−2r(U,σ)(v).
Ainsi, r(U,σ′) est conformément équivalente à r(U,σ).
Maintenant, soit {σα : Uα → P}α∈A une collection de sections de P telle que ∪α∈AUα =
M , et soit {pα}α∈A une partition de l'unité subordonnée au recouvrement {Uα}α∈A. Po-
sons r =
∑
α∈A pαr(Uα,σα). Alors, r : T (M) → R est lisse. De plus, pour tout x ∈ M , il
existe un mx ∈ N et des indices α1, α2, . . . , αmx tels que pα = 0 si α /∈ {α1, α2, . . . , αmx}.
Remarquons qu'en particulier, nous devons avoir x ∈ ∩mxi=1Uαi .
Pour tout i = 1, 2, . . . ,mx, la restriction de σαi à l'ouvert ∩mxi=1Uαi est une section. D'après
ce que nous avons montré plus haut, les métriques pseudo-riemanniennes induites par ces
sections sont toutes conformément équivalentes. Il existe donc des fonctions lisses
si :
mx⋂
i=1
Uαi → R
telles que
r(∩mxi=1Uαi ,σαi ) = e
2sir(∩mxi=1Uαi ,σα1 )
pour i = 1, 2, . . . ,mx.
Ceci implique que pour tout v ∈ Tx(M),
r(v) =
∑
α∈A
pα(x)r(Uα,σα)(v)
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=
mx∑
i=1
pαi(x)r(Uαi ,σαi )(v)
=
mx∑
i=1
pαi(x)r(∩mxi=1Uαi ,σαi )(v)
=
(
mx∑
i=1
pαi(x)e
2si(x)
)
r(Uα1 ,σα1 )(v).
Puisque les pα sont tous positifs ou nuls et que e2si(x) pour tout i = 1, 2, . . . ,mx, il s'ensuit
que la restriction à x de r est un multiple positif de la restriction à x de r(Uα1 ,σα1 ). Puisque
la restriction à x de r(Uα1 ,σα1 ) est une forme quadratique de signature (p, q), r est une
forme quadratique de signature (p, q).
Ainsi, r est une métrique pseudo-riemannienne surM de signature (p, q). La classe d'équi-
valence conforme de r, que nous noterons [r], déﬁnit alors une métrique conforme sur M .
Si σ : U → P est une section quelconque de P , montrons que r(U,σ) est conformément
équivalente à la restriction de r à U .
Soit α ∈ A. Alors, la restriction de σ à U ∩Uα est une section dont la métrique r(U∩Uα,σ)
est la restriction de r(U,σ) à U ∩ Uα. De même, nous avons la métrique r(U∩Uα,σα) sur
U ∩ Uα, qui est la restriction de r(Uα,σα). Il existe alors
sα : U ∩ Uα → R
lisse tel que r(U∩Uα,σα) = e
2sαr(U∩Uα,σ). Posons
κα : U −→ R
u 7−→
{
e2sα(u) si u ∈ U ∩ Uα
0 sinon.
Bien que κα ne soit pas continue, le produit pακα : U → R est lisse, puisque κα est lisse
sur U ∩ Uα, et le support de pα est contenu dans Uα.
Puisque les pα forment une partition de l'unité, la somme
∑
α∈A pακα est bien déﬁnie et est
une fonction lisse de U vers R. Remarquons que pour tout u ∈ U ,∑α∈A pα(u)κα(u) > 0.
En eﬀet, on sait qu'il existe mu ∈ N et des indices α1, α2, . . . , αmu tels que pα = 0 si
α /∈ {α1, α2, . . . , αmu}. Puisque
1 =
∑
α∈A
pα(u)
149
=
mu∑
i=1
pαi(u),
il doit exister au moins un i ∈ {α1, α2, . . . , αmu} tel que pαi(u) > 0. Puisque 0 ≤ pα ≤ 1
pour tout α ∈ A, nous pouvons supposer sans perte de généralité que pαi(u) > 0 pour
tout i ∈ {α1, α2, . . . , αmu}.
Soit i ∈ {α1, α2, . . . , αmu}. Étant donné que le support de pαi est contenu dans Uαi , le
fait que pαi(u) > 0 implique que u ∈ U ∩ Uαi . Par conséquent,
καi = e
2sα(u) > 0.
Il s'ensuit que
∑
α∈A pα(u)κα(u) > 0.
Posons donc
s′ : U → R
u 7→ 1
2
ln
(∑
α∈A
pα(u)κα(u)
)
.
Il est clair que s′ est lisse.
Nous avons alors, pour tout u ∈ U et pour tout v ∈ V ,
r(v) =
∑
α∈A
pα(u)rUα,σα(v)
=
∑
α∈A
pα(u)κα(u)rU,σ(v)
=
(∑
α∈A
pα(u)κα(u)
)
rU,σ(v)
= e2s
′(u)rU,σ(v).
Ainsi, sur U , r = e2s
′
rU,σ(v), ce qui montre que r est conformément équivalente à rU,σ(v)
sur U . Par transitivité, toutes les métriques de [r] sont conformément équivalentes à
rU,σ(v) sur U .
Il ne reste plus qu'à montrer que la métrique conforme [r] est l'unique métrique conforme
possédant cette propriété.
Pour ce faire, il suﬃt de montrer que si r′ est une métrique pseudo-riemannienne sur
M telle que pour toute section σ : U → P , la restriction de r′ à U est conformément
équivalente à r(U,σ), alors r′ est conformément équivalente à r.
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Supposons qu'une telle métrique r′ existe. Puisque pour tout α ∈ A, r(Uα,σα) est confor-
mément équivalente à la restriction de r à Uα, il existe une fonction lisse sα : Uα → R
telle que r(Uα,σα) = e
2sr. Posons
hα : Uα → H ′p,q
u 7→
e−s(u) 0 00 Ip,q 0
0 0 es(u)
 .
Il est clair que hα est lisse. Par conséquent, σ′α = σα ∗ hα est une section de P . Or, par
un calcul précédent,
r(Uα,σ′α) = e
−2ln(e−s)r(Uα,σα )
= e2sr(Uα,σα )
= r|Uα .
Puisque pour toute section σ : U → P , la restriction de r′ à U est conformément
équivalente à r(U,σ), nous avons qu'en particulier, r′|Uα est conformément équivalente
à r(Uα,σ′α) = r|Uα pour tout α ∈ A. Il ne reste à montrer que ceci implique que r′ est
conformément équivalente à r.
Or, pour tout α ∈ A, il existe une fonction lisse tα : Uα → R telle que
r′|Uα = e2tαr|Uα .
Si α, α′ ∈ A sont tels que Uα ∩ Uα′ 6= ∅, alors nous devons avoir
tα(u) = tα′(u)
pour tout u ∈ Uα ∩ Uα′ . En eﬀet, pour tout v ∈ Tu(M), nous avons
e2tα(u)r(v) = r′(v) = e2tα′ (u)r(v).
Il suﬃt alors de choisir v ∈ Tu(M) tel que r(v) 6= 0 pour obtenir le résultat.
Posons t =
∑
α∈A pαtα. Alors, t : M → R est lisse. Pour tout x ∈M , posons
Ax = {α ∈ A|x ∈ Uα} .
Puisque les Uα recouvrent M , pour tout x, nous pouvons choisir un αx ∈ Ax. Par ce que
nous venons de montrer, tα(x) = tαx(x) pour tout α ∈ Ax. Alors,
t(x) =
∑
α∈A
pα(x)tα(x)
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=
∑
α∈Ax
pα(x)tα(x)
=
(∑
α∈Ax
pα(x)
)
tαx(x)
= tαx(x).
Par conséquent, r′ = e2tr. Donc, r′ est conformément équivalente à r, ce qui achève de
démontrer l'unicité de la métrique conforme [r].
Déﬁnition 5.2.8. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0, et soit (P, ω) une géométrie de
Cartan sur une variété lisseM de modèle (G′p,q, H
′
p,q). La métrique conforme de signature
(p, q) sur M dont l'existence et l'unicité sont garanties par le théorème 5.2.7 est appelée
la métrique conforme associée à (P, ω).
5.2.2 Homomorphisme de Ricci
Aﬁn de voir comment une métrique conforme sur une variété lisse M détermine une
unique géométrie de Cartan, il est nécessaire d'introduire l'homomorphisme de Ricci.
Proposition 5.2.9. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0. Le sous-espace vectoriel
sp,q =

0 0 00 s 0
0 0 0
 ∈ g′p,q

de g′p,q est un Hp,q-module sous l'action de H
′
p,q donnée parz 0 00 A 0
0 0 z−1
0 v 12vJp,qvT0 Ip,q Jp,qvT
0 0 1
 ∗
0 0 00 s 0
0 0 0
 =
0 0 00 AsA−1 0
0 0 0
 .
Démonstration. Simple calcul.
Proposition 5.2.10. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0, et posons
qp,q =

0 v 00 0 Jp,qvT
0 0 0
 ∈ g′p,q
 .
Alors, qp,q et qp,q ⊕ sp,q sont des sous-modules de g′p,q.
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Démonstration. Simple calcul.
Proposition 5.2.11. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0. Pour tout s ∈ sp,q,
l'application (nommée par abus de notation)
ad(s) : g′p,q/h
′
p,q → g′p,q/h′p,q
pig′p,q/h′p,q(v) 7→ pig′p,q/h′p,q([s, v])
est une application linéaire bien déﬁnie.
De plus, l'application (encore une fois nommée par abus de notation)
ad : sp,q → End(g′p,q/h′p,q)
s 7→ ad(s)
est une application linéaire telle que pour tout h ∈ H ′p,q et pour tout s ∈ sp,q,
ad(h ∗ s) = Ad(h) ◦ ad(s) ◦ Ad(h−1).
Démonstration. Soient v1, v2 ∈ g′p,q tels que pig′p,q/h′p,q(v1) = pig′p,q/h′p,q(v2). Alors, v1 − v2 ∈
h′p,q. Donc, pour tout s ∈ sp,q
ad(s)(v2) = pig′p,q/h′p,q([s, v2])
= pig′p,q/h′p,q([s, v1 + (v2 − v1)])
= pig′p,q/h′p,q([s, v1]) + pig′p,q/h′p,q([s, v2 − v1])
= pig′p,q/h′p,q([s, v1]) + 0
= ad(s)(v1)
car h′p,q est une sous-algèbre de g
′
p,q et s, (v2 − v1) ∈ h′p,q, donc [s, v2 − v1] ∈ h′p,q. Ainsi,
ad(s) est correctement déﬁnie pour tout s ∈ sp,q.
La linéarité de ad(s) suit de la bilinéarité du crochet de Lie et de la linéarité de l'ap-
plication de passage au quotient. Les mêmes raisons nous assurent aussi que ad est une
application linéaire.
Il ne reste qu'à vériﬁer que pour tout h ∈ H ′p,q et pour tout s ∈ sp,q,
ad(h ∗ s) = Ad(h) ◦ ad(s) ◦ Ad(h−1).
Or, un calcul simple nous montre qu'il existe un l ∈ qp,q tel que
h ∗ s = Ad(h)(s)− l.
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Un autre calcul simple montre que pour tout v1 ∈ g′p,q et pour tout v2 ∈ qp,q,
[v1, v2] ∈ h′p,q.
Par conséquent, pour tout v ∈ g′p,q/h′p,q,
ad(h ∗ s)(v) = pig′p,q/h′p,q([h ∗ s, v])
= pig′p,q/h′p,q([Ad(h)(s)− l, v])
= pig′p,q/h′p,q([Ad(h)(s)s, v]) + 0
= pig′p,q/h′p,q([Ad(h)(s),Ad(h)(Ad(h
−1)(v))])
= pig′p,q/h′p,q(Ad(h)([s,Ad(h
−1)(v)]))
= Ad(h)(pig′p,q/h′p,q([s,Ad(h
−1)(v)]))
= Ad(h)ad(s)(Ad(h−1(v)))
= Ad(h) ◦ ad(s) ◦ Ad(h−1)(v),
d'où le résultat.
Proposition 5.2.12. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. L'espace vectoriel
Λ2(g′p,q/h
′
p,q)
∗ ⊗ sp,q
est un H ′p,q-module sous l'action de H
′
p,q donnée par
h ∗ ((v∗1 ∧ v∗2)⊗ s) = ((v∗1 ◦ Ad(h−1)) ∧ (v∗2 ◦ Ad(h−1)))⊗ (h ∗ s)
pour tout h ∈ H ′p,q, v∗1, v∗2 ∈ (g′p,q/h′p,q)∗ et s ∈ sp,q.
D'autre part, l'espace vectoriel (g′p,q/h
′
p,q)
∗ ⊗ (g′p,q/h′p,q)∗ est un H ′p,q module sous l'action
de H ′p,q donnée par
h ∗ (v∗1 ⊗ v∗2) = (v∗1 ◦ Ad(h−1))⊗ (v∗2 ◦ Ad(h−1))
pour tout h ∈ H ′p,q et v∗1, v∗2 ∈ (g′p,q/h′p,q)∗.
Démonstration. Simple calcul.
Déﬁnition 5.2.13. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0. L'homomorphisme de Ricci
est l'application
Ricci : Hom(Λ2(g′p,q/h
′
p,q), sp,q) ≈ Λ2(g′p,q/h′p,q)∗ ⊗ sp,q
Id⊗ad−−−→ Λ2(g′p,q/h′p,q)∗ ⊗ End(g′p,q/h′p,q) φ−→ (g′p,q/h′p,q)∗ ⊗ (g′p,q/h′p,q)∗
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où φ est l'unique application linéaire telle que, pour tout v∗1, v
∗
2 ∈ (g′p,q/h′p,q)∗ et pour tout
ϕ ∈ End(g′p,q/h′p,q),
φ((v∗1 ∧ v∗2)⊗ ϕ) = v∗1 ⊗ (v∗2 ◦ ϕ)− v∗2 ⊗ (v∗1 ◦ ϕ).
Proposition 5.2.14. Pour tous p, q ∈ N tels que p 6= 0 ou q 6= 0, l'homomorphisme de
Ricci est un homomorphisme de H ′p,q-modules.
Démonstration. Puisque Ricci est une composition d'application linéaire, il s'agit d'une
application linéaire. Il suﬃt donc de montrer que pour tous v∗1, v
∗
2 ∈ (g′p,q/h′p,q)∗, s ∈ sp,q
et h ∈ H ′p,q,
Ricci(h ∗ ((v∗1 ∧ v∗2)⊗ s)) = h ∗Ricci((v∗1 ∧ v∗2)⊗ s).
D'une part,
Ricci(h ∗ ((v∗1 ∧ v∗2)⊗ s))
= Ricci(((v∗1 ◦ Ad(h−1)) ∧ (v∗2 ◦ Ad(h−1)))⊗ (h ∗ s))
= φ(((v∗1 ◦ Ad(h−1)) ∧ (v∗2 ◦ Ad(h−1)))⊗ ad(h ∗ s))
= φ(((v∗1 ◦ Ad(h−1)) ∧ (v∗2 ◦ Ad(h−1)))⊗ Ad(h) ◦ ad(s) ◦ Ad(h−1))
= (v∗1 ◦ Ad(h−1))⊗ (v∗2 ◦ Ad(h−1) ◦ Ad(h) ◦ ad(s) ◦ Ad(h−1))
− (v∗2 ◦ Ad(h−1))⊗ (v∗1 ◦ Ad(h−1) ◦ Ad(h) ◦ ad(s) ◦ Ad(h−1))
= (v∗1 ◦ Ad(h−1))⊗ (v∗2 ◦ ad(s) ◦ Ad(h−1))
− (v∗2 ◦ Ad(h−1))⊗ (v∗1 ◦ ad(s) ◦ Ad(h−1)).
D'autre part,
h ∗Ricci((v∗1 ∧ v∗2)⊗ s) = h ∗ φ((v∗1 ∧ v∗2)⊗ ad(s))
= h ∗ (v∗1 ⊗ (v∗2 ◦ ad(h))− v∗2 ⊗ (v∗1 ◦ ad(h)))
= (v∗1 ◦ Ad(h−1))⊗ (v∗2 ◦ ad(h) ◦ Ad(h−1))
− (v∗2 ◦ Ad(h−1))⊗ (v∗1 ◦ ad(h) ◦ Ad(h−1)).
Le résultat suit.
Puisque Ricci est un homomorphisme de H ′p,q-modules, son noyau est un sous-module de
Hom(Λ2(g′p,q/h
′
p,q), sp,q).
Déﬁnition 5.2.15. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0. Le noyau de l'homomorphisme
de Ricci est appelé le sous-module normal de Hom(Λ2(g′p,q/h
′
p,q), sp,q).
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5.2.3 Géométrie normale
Nous allons maintenant étudier une classe particulière de géométries de Cartan modélisées
sur (G′p,q, H
′
p,q), les géométries dites normales. Puisque la condition de normalité est une
condition sur la courbure, il est nécessaire d'étudier avant tout la forme de la courbure
d'une telle géométrie de Cartan.
Proposition 5.2.16. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0 et (P, ω) une géométrie de
Cartan sur M de modèle (G′p,q, H
′
p,q). En écrivant
ω =
  v 0ψ α Jp,qvT
0 ψTJp,q −
 ,
nous avons que la courbure de (P, ω) est
Ω =
E Y 0Ψ A Jp,qY T
0 ΨTJp,q −E
 ,
où
E = d+ v ∧ ψ
Y = dv +  ∧ v + v ∧ α
Ψ = dψ + ψ ∧ + α ∧ ψ
A = dα + ψ ∧ v + α ∧ α + Jp,qvT ∧ ψTJp,q.
Démonstration. Calcul.
Remarquons que cette décomposition en blocs de la courbure engendre une décomposition
en blocs similaire de la fonction de courbure K ′. Le bloc de K ′ correspondant à sp,q sera
noté K ′s. Plus précisément, pour tout x ∈ P et pour tous X, Y ∈ g′p,q/h′p,q, nous avons
K ′s(x)(X, Y ) = A(ω
−1
x (X), ω
−1
x (Y )).
Nous sommes maintenant en mesure de déﬁnir une géométrie normale.
Déﬁnition 5.2.17. Soient p, q ∈ N, avec p 6= 0 ou q 6= 0 et (P, ω) une géométrie de
Cartan sur M de modèle (G′p,q, H
′
p,q). La géométrie est dite normale si E = 0, Ψ = 0 (en
utilisant la notation de la proposition 5.2.16) et si l'image de la composante en sp,q de la
fonction de courbure, K ′s, est contenue dans le sous-module normal.
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Notons que les résultats obtenus ici sur la courbure ont une version analogue en termes
de jauges de Cartan.
Proposition 5.2.18. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0 et (U, θ) une jauge de
Cartan sur M de modèle (G′p,p, H
′
p,q). En écrivant
θ =
  v 0ψ α Jp,qvT
0 ψTJp,q −
 ,
nous avons que la courbure de la jauge est
Θ =
E Y 0Ψ A Jp,qY T
0 ΨTJp,q −E
 ,
où
E = d+ v ∧ ψ
Y = dv +  ∧ v + v ∧ α
Ψ = dψ + ψ ∧ + α ∧ ψ
A = dα + ψ ∧ v + α ∧ α + Jp,qvT ∧ ψTJp,q.
Démonstration. Calcul.
De la même manière, la fonction de courbure K ′θ de la jauge se décompose aussi en bloc,
et nous écrirons K ′θ,s le bloc correspondant à sp,q.
Ceci nous permet de déﬁnir une jauge de Cartan normale.
Déﬁnition 5.2.19. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0. Soit M une variété lisse, et
soit (U, θ) une jauge de Cartan sur M de modèle (G′p,q, H
′
p,q). La jauge de Cartan (U, θ)
est dite normale si E = 0, Ψ = 0 et si l'image de K ′θ,s est incluse dans le sous-module
normal.
Notons que si une jauge de Cartan est normale, alors toute jauge de Cartan équivalente
est aussi normale là où les domaines de déﬁnition s'intersectent.
Proposition 5.2.20. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0, M une variété lisse et
(U, θ1), (U, θ2) deux jauges de Cartan équivalentes surM de modèle (G′p,q, H
′
p,q). Si (U, θ1)
est normale, alors (U, θ2) est normale.
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Démonstration. D'après la proposition 3.2.13,
Θ2 = Ad(h
−1)Θ1,
où Θ1 est la courbure de (U, θ1), Θ2 est la courbure de (U, θ2) et h : U → H est la fonction
telle que
θ2 = Ad(h
−1)θ1 + h∗ωH .
Puisque l'image de Θ1 est contenue dans sp,q⊕qp,q, qui est un sous-module de g′p,q, l'image
de Θ2 est aussi contenue dans sp,q⊕ qp,q, de sorte que E2 = 0 et Ψ2 = 0, où nous écrivons
Θ2 =
E2 Y2 0Ψ2 A2 Jp,qY T2
0 ΨT2 Jp,q −E2
 .
D'autre part, selon la proposition 3.2.17,
K ′θ2 = h
−1 ∗K ′θ1 .
Par conséquent,
K ′θ2,s = h
−1 ∗K ′θ1,s.
Ainsi, l'image de K ′θ2,s est dans le sous-module normal.
Ceci nous permet de conclure que pour déﬁnir une géométrie de Cartan normale de
modèle (G′p,q, H
′
p,q) sur une variété lisse M , il suﬃt de recouvrir M par des jauges de
Cartan normales compatibles.
Proposition 5.2.21. Soient p, q ∈ N tels que p 6= 0 ou q 6= 0 et soit M une variété lisse.
Si A = {(Uα, θα)α∈A} est un atlas de Cartan sur M de modèle (G′p,q, H ′p,q) tel que toutes
les jauges de A sont normales, alors l'unique géométrie de Cartan déterminée par A est
normale.
Démonstration. Soit (P, ω) la géométrie de Cartan déterminée par A. Pour tout x ∈ P ,
il existe α ∈ A, u ∈ Uα, h ∈ H ′p,q et une section σα : Uα → P tels que σ∗αω = θα et
x = σα(u) ∗ h. Par conséquent,
K ′(p) = K ′(σ(u) ∗ h)
= h−1 ∗K ′(σ(u))
= h−1 ∗K ′θα .
Puisque θα est normale, le résultat suit.
158
5.2.4 Géométrie de Cartan associée à une métrique conforme
Nous sommes maintenant en mesure de voir comment associer à toute variété lisse M
munie d'une métrique conforme de signature (p, q) (avec p+q ≥ 3) une unique géométrie
de Cartan normale sur M de modèle (G′p,q, H
′
p,q).
Théorème 5.2.22. Soient p, q ∈ N avec p+q ≥ 3,M une variété lisse et [r] une métrique
conforme de signature (p, q) surM . Alors, il existe une unique géométrie de Cartan (P, ω)
normale sur M de modèle (G′p,q, H
′
p,q) telle que la métrique conforme induite sur M par
(P, ω) est [r].
Démonstration. Selon la proposition 5.2.21, pour déﬁnir une géométrie de Cartan nor-
male sur M , il suﬃt de déﬁnir un atlas de Cartan sur M de modèle (G′p,q, H
′
p,q) dont
toutes les jauges sont normales.
Soit r une métrique pseudo-riemannienne dans la classe d'équivalence [r], et soit x ∈ X.
D'après le lemme 4.2.7, il existe un voisinage U de x et n = p + q champs de vecteurs
lisses X1, X2, . . . , Xn tels que {Xi(u)}i∈{1,2,...,n} est une base orthonormée de Tu(M) pour
tout u ∈ U .
Soient ψ1, ψ2, . . . , ψn les 1-formes sur U duales aux Xi. Ainsi, {ψi}i∈{1,2,...,n} forme une
base des 1-formes sur U , et pour tout u ∈ U et tout v ∈ Tu(M),
r(v) = ψ(v)TJp,qψ(v),
où
ψ =

ψ1
ψ2
...
ψn
 .
Remarquons que pour toute 1-forme lisse  à valeurs dans R, pour toute 1-forme lisse α
à valeurs dans o(p, q) et pour toute 1-forme lisse vT à valeurs dans Rn,
θ =
  v 0ψ α Jp,qvT
0 ψTJp,q −

est une jauge de Cartan sur M pour la géométrie modèle (G′p,q, H
′
p,q). En eﬀet, il s'agit
d'une 1-forme lisse à valeurs dans g′p,q, et puisque les θi sont les 1-formes duales aux
champs de vecteurs Xi, on vériﬁe aisément que la composition de θ avec l'application
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de passage au quotient induit un isomorphisme entre chaque espace tangent de U et
g′p,q/h
′
p,q.
Nous cherchons à trouver , α et v tels que θ soit une jauge de Cartan normale.
Remarquons tout d'abord que si
θ =
  v 0ψ α Jp,qvT
0 ψTJp,q −

est une jauge de Cartan quelconque sur U , le fait que les ψi forment une base des 1-formes
sur U implique qu'il existe des fonctions lisses
ri : U → R
(i = 1, 2, . . . , n) telles que
 =
n∑
i=1
riψi.
Considérons alors la fonction
h : U → H ′p,q
u 7→
1 r(u) 12r(u)Jp,qr(u)T0 Ip,q Jp,qr(u)T
0 0 1
 ,
où r = (r1, r2, · · · , rn). Posons θ′ = Ad(h−1)θ + h∗ωH′p,q . Par déﬁnition, θ′ et θ′ sont des
jauges équivalentes, et un calcul simple montre que
θ′ =
− rψ ∗ 0ψ ∗ ∗
0 ψTJp,q −+ ψT rT

=
0 ∗ 0ψ ∗ ∗
0 ψTJp,q 0
 ,
où les termes marqués par des ∗ sont sans importance ici. Si θ était une jauge normale,
alors d'après la proposition 5.2.20, θ′ est aussi une jauge normale, et vice-versa. On en
conclut qu'il est possible de supposer sans perte de généralité que  = 0.
Ainsi, nous cherchons α et v tels que
θ =
0 v 0ψ α Jp,qvT
0 ψTJp,q 0

160
soit une jauge de Cartan normale.
D'après la proposition 5.2.18, la courbure de la jauge (U, θ) est
Θ =
E Y 0Ψ A Jp,qY T
0 ΨTJp,q −E
 ,
où
E = v ∧ ψ
Y = dv + v ∧ α
Ψ = dψ + α ∧ ψ
A = dα + ψ ∧ v + α ∧ α + Jp,qvT ∧ ψTJp,q.
Pour que la jauge (U, θ) soit normale, il faut que Ψ = 0, c'est-à-dire que
dψ + α ∧ ψ = 0.
D'après le lemme 4.2.6, il existe des 1-formes αij (pour i, j ∈ {1, 2, . . . , n}) uniquement
déterminées telles que
dψi +
n∑
j=1
αij ∧ ψj = 0
et
αji =
{
−αij si 1 ≤ i, j ≤ p ou p < i, j ≤ n
αij sinon
pour tout i = 1, 2, . . . , n. Ainsi, il existe un unique
α =

α11 α12 · · · α1n
α21 α22 · · · α2n
...
...
. . .
...
αn1 αn2 · · · αnn

tel que αT = −Jp,qαJp,q et Ψ = 0.
La condition Ψ = 0 détermine donc uniquement α. Montrons maintenant que v est aussi
uniquement déterminé par les conditions de normalité.
Tout d'abord, puisque les 1-formes ψi forment une base des 1-formes sur U , il existe n2
applications lisses uniquement déterminées
lij : U → R
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(i, j = 1, 2, . . . , n) telles que
v = ψT l,
où
l =

l11 l12 · · · l1n
l21 l22 · · · l2n
...
...
. . .
...
ln1 ln2 · · · lnn
 .
Alors,
E = v ∧ ψ
=
n∑
j=1
vj ∧ ψj
=
n∑
j=1
(
n∑
i=1
ψilij
)
∧ ψj
=
n∑
j=1
n∑
i=j+1
(lij − lji)ψi ∧ ψj.
Ainsi, E = 0 si et seulement si l est symétrique.
En procédant de la même manière que dans la preuve de la proposition 7.3.1 de [9], il est
possible de montrer que dans le cas où n ≥ 3, il existe une unique matrice symétrique l
telle que l'image de la composante en sp,q de la fonction de courbure, K ′θ,s, est contenue
dans le sous-module normal.
Ainsi, pour un choix de ψ donné, il existe une unique jauge de Cartan normale de la
forme
θ =
0 v 0ψ α Jp,qvT
0 ψTJp,q 0
 .
La jauge obtenue dépend toutefois du choix de ψ, qui lui dépend du choix de la mé-
trique dans la classe d'équivalence et du choix des champs de vecteurs formant une base
orthonormée en chaque point.
Soit r′ une autre métrique de [r] et X ′i (i = 1, 2, . . . , n) des champs de vecteurs lisses sur
U tels que pour tout u ∈ U , {X ′i(u)}i∈{1,2,...,n} est une base orthonormée de Tu(M) pour
la métrique r′ (on peut supposer que de tels champs de vecteurs existent sur le même U ,
quitte à prendre un U plus petit au départ).
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Soient ψ′i (i = 1, 2, . . . , n) les 1-formes duales aux Xi, de sorte que sur U ,
r′ = ψ′TJp,qψ′
avec
ψ′ =

ψ′1
ψ′2
...
ψ′n
 .
Soit
θ′ =
 0 v′ 0ψ′ α′ Jp,qv′T
0 ψ′TJp,q 0

tel que (U, θ′) est l'unique jauge de Cartan normale associée à ψ′ avec la composante à
la première ligne et à la première colonne nulle.
Étant donné que les ψi forment une base des 1-formes sur U , il existe n2 fonctions lisses
uniquement déterminées
Aij : U → R
telles que
ψ′ = Aψ,
où
A =

A11 A12 · · · A1n
A21 A22 · · · A2n
...
...
. . .
...
An1 An2 · · · Ann
 .
Ainsi,
r′ = ψ′TJp,qψ′
= (Aψ)TJp,q(Aψ)
= ψT (ATJp,qA)ψ.
Puisque r et r′ proviennent de la même métrique conforme, elles sont conformément
équivalentes. Il existe donc une fonction lisse s : M → R telle que r′ = e2sr. Puisque
r = ψTJp,qψ,
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nous avons
ψT (ATJp,qA)ψ = e
2sψTJp,qψ.
En utilisant le fait que la restriction de ψ à n'importe quel espace tangent est un iso-
morphisme entre cet espace tangent et Rn, il est simple de montrer que cette équation
implique que
ATJp,qA = e
2sJp,q.
Posons B = e−sA. Nous avons alors BTJp,qB = Jp,q. Ainsi, B ∈ O(p, q). Considérons
l'application
h : U → H ′p,q
u 7→
e−s(u) 0 00 B(u) 0
0 0 es(u)
 .
Puisque toutes les fonctions impliquées sont lisses, h est lisse. Nous avons alors
Ad(h−1)θ′ + h∗ω
=
es 0 00 B−1 0
0 0 e−s
 0 v′ 0ψ′ α′ Jp,qv′T
0 ψ′TJp,q 0
e−s 0 00 B 0
0 0 es
+
∗ 0 00 ∗ 0
0 0 ∗

=
 ∗ ∗ 0e−sB−1ψ′ ∗ ∗
0 e−sψ′T (B−1)TJp,q ∗

=
 ∗ ∗ 0A−1ψ′ ∗ ∗
0 (A−1ψ′)TJp,q ∗

=
∗ ∗ 0ψ ∗ ∗
0 ψTJp,q ∗
 .
Puisque (U, θ′) est normale, (U,Ad(h−1)θ′ + h∗ω) est aussi normale. Or, par unicité des
jauges normales et par la discussion au début de la preuve, (U,Ad(h−1)θ′ + h∗ω) doit
être équivalente à l'unique jauge normale dont la composante à la première ligne et à la
première colonne est nulle, qui est dans ce cas-ci (U, θ). Ainsi, les jauges (U, θ) et (U, θ′)
sont équivalentes.
En répétant la même construction pour tout x ∈ M , nous obtenons ainsi une collection
de jauges normales qui sont toutes équivalentes, ce qui déﬁnit une unique (à équivalence
près) géométrie de Cartan normale (P, ω) sur M de modèle (G′p,q, H
′
p,q).
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Enﬁn, on obtient par construction que la métrique conforme induite par (P, ω) doit être
[r]. De plus, si (P ′, ω′) est une géométrie de Cartan normale surM de modèle (G′p,q, H
′
p,q)
dont la métrique conforme induite est [r], il découle de la forme de la métrique induite
et des calculs précédents que toute jauge provenant de cette géométrie est compatible
avec celles provenant de (P, ω), de sorte que (P, ω) est bien l'unique (à équivalence près)
géométrie de Cartan normale sur M de modèle (G′p,q, H
′
p,q) dont la métrique induite est
[r].
Déﬁnition 5.2.23. Soient p, q ∈ N avec p+q ≥ 3,M une variété lisse et [r] une métrique
conforme de signature (p, q) sur M . La géométrie de Cartan (P, ω) sur M décrite dans le
théorème 5.2.22 est appelée la géométrie de Cartan associée à (M, [r]).
5.3 Photons et droites de type lumière
Dans cette section, nous verrons que si M est une variété lisse munie d'une métrique
conforme [r] de signature (p, q) (p + q ≥ 3), les photons de la géométrie de Cartan
associée à (M, [r]) correspondent aux pré-géodésiques de type lumière de (M, r) pour
toute métrique r ∈ [r]. Ceci impliquera en particulier que les pré-géodésiques de type
lumière d'une géométrie pseudo-riemannienne sont des pré-géodésiques de type lumière
pour toutes les métriques conformément équivalentes.
Déﬁnition 5.3.1. Soient p, q ∈ N avec p 6= 0 ou q 6= 0 et (P, ω) une géométrie de Cartan
sur une variété lisse M de modèle (G′p,q, H
′
p,q). Une courbe lisse régulière γ : I → M (où
I ⊆ R est un intervalle) est un photon s'il existe un développement γ˜ : I → Einp,q de γ
tel que γ˜ est un photon.
Remarque 5.3.2. Puisque tous les développements de γ diﬀèrent par la multiplication à
gauche d'un élément de G′p,q, et puisque l'action de G
′
p,q sur Einp,q envoie un photon sur
un photon, il suﬃt de considérer un développement quelconque de γ pour vériﬁer s'il
s'agit d'un photon. N
Théorème 5.3.3. Soient p, q ∈ N avec n = p+ q ≥ 3, M une variété lisse munie d'une
métrique conforme [r] de signature (p, q), (P, ω) la géométrie de Cartan associée à (M, [r])
et r ∈ [r] un choix quelconque de métrique pseudo-riemannienne dans [r]. Alors, une
courbe lisse et régulière γ : I →M est un photon dans la géométrie (P, ω) si et seulement
si γ est une pré-géodésique de type lumière pour la variété pseudo-riemannienne (M, r).
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Démonstration. Soit (P ′, ω′) la géométrie de Cartan associée à (M, r). Alors, d'après le
théorème 4.3.6, γ est une pré-géodésique de type lumière si et seulement si γ est une
droite de type lumière dans la géométrie (P ′, ω′).
Soit a ∈ I, et considérons x = γ(a). Alors, d'après la proposition 3.2.9 et la preuve du
théorème 4.2.8, il existe un ouvert U ⊆ M contenant x et une 1-forme sur U à valeurs
dans gp,q
θ′ =
(
0 0
ψ α
)
telle que (U, θ′) est une jauge de Cartan sur M provenant d'une section σ′ : U → P ′, où
ψ =

ψ1
ψ2
...
ψn

et
α =

α11 α12 · · · α1n
α21 α22 · · · α2n
...
...
. . .
...
αn1 αn2 · · · αnn
 .
Posons I ′ = γ−1(U) et γ′ = γ|I′ . Montrons dans un premier temps que γ′ est une droite
de type lumière de (P ′, ω′) si et seulement si γ′ est un photon de (P, ω).
Puisque σ′ est une section, γˆ′ = σ′◦γ′ est un relèvement de γ′. Ainsi, d'après la proposition
4.3.5, γ′ est une droite de (P ′, ω′) si et seulement s'il existe une fonction lisse λ : I ′ → R
telle que
d
ds
∣∣∣∣
s=t
ω′i( ˙ˆγ
′(s)) +
n∑
j=1
ω′ij( ˙ˆγ
′(t))ω′j( ˙ˆγ
′(t)) = λ(t)ωi( ˙ˆγ′(t))
pour tout 1 ≤ i ≤ n = p+ q et pour tout t ∈ I ′, où
ω′ =
(
0 0
(ω′i) (ω
′
ij)
)
.
Puisque θ′ = σ′∗ω′, nous avons
ω′(γˆ′∗(
d
dt
∣∣∣∣
t
)) = ω′(σ′∗(γ
′
∗(
d
dt
∣∣∣∣
t
)))
= θ′(γ˙′(t)),
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où γ˙′(t) = γ′∗(
d
dt
∣∣
t
).
Par conséquent, γ′ est une droite de (P ′, ω′) si et seulement si, pour tout 1 ≤ i ≤ n = p+q
et pour tout t ∈ I ′,
d
ds
∣∣∣∣
s=t
ψi(γ˙
′(s)) +
n∑
j=1
αij(γ˙
′(t))ψj(γ˙′(t)) = λ(t)ψi(γ˙′(t)),
pour une certaine fonction lisse λ : I ′ → R, et il s'agit d'une droite de type lumière si et
seulement si nous avons en plus
ψ(γ˙′(t))TJp,qψ(γ˙′(t)) = 0
pour tout t ∈ I ′.
Voyons maintenant quelles sont les conditions pour que γ′ soit un photon dans (P, ω).
Remarquons que d'après la proposition 3.2.9 et la preuve du théorème 5.2.22, il existe n2
fonctions lij : U → R uniquement déterminées telles que (U, θ) est une jauge de Cartan
provenant d'une section σ : U → P , où
θ =
0 ψT l 0ψ α Jp,qlTψ
0 ψTJp,q 0

(ceci vient du fait que puisque r est une métrique de [r], le choix de ψ peut être le même
pour une jauge de la géométrie (P ′, ω′) que pour une jauge de la géométrie (P, ω), et le
α est uniquement déterminé dans les deux cas par l'équation dψ + α ∧ ψ = 0).
Puisque σ est une section, γˆ′′ = σ ◦ γ′ est un relèvement de γ′. Par le même calcul que
précédemment,
ω(γˆ′′∗ (
d
dt
∣∣∣∣
t
)) = θ(γ˙′(t)).
Puisque θ ◦ γ˙′ est un chemin à valeurs dans g′p,q et que g′p,q n'est pas seulement l'algèbre
de Lie de G′p,q, mais aussi celle de O
′(p, q), il existe d'après le théorème fondamental du
calcul sur les groupes de Lie un chemin lisse γ˜′ : I ′ → O′(p, q) tel que
γ˜′∗ωO′(p,q) = θ ◦ γ˙′.
Posons
c : I ′ −→ N (R1,p,q,1) \ {0}
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t 7−→ γ˜′(t)e1
où e1 = (1, 0, · · · , 0)T ∈ N (R1,p,q,1) \ {0}. Puisque γ˜′ est lisse, c est lisse. Montrons que
c˜ = P(c) est un développement de γ′.
Posons piG′p,q : O
′(p, q) → G′p,q l'application de passage au quotient. Puisqu'il s'agit d'un
homomorphisme de groupes de Lie dont la dérivée à l'identité est l'identité, la proposition
3.1.8 de [9] aﬃrme que pi∗G′p,qωG′p,q = ωO′p,q . Par conséquent, en posant d = piG′p,q ◦ γ˜′, nous
avons
d∗ωG′p,q = γ˜
′∗(pi∗G′p,qωG′p,q)
= γ˜′∗ωO′(p,q)
= θ ◦ γ˙′
= ω(γˆ′′∗ (
d
dt
∣∣∣∣
t
))
Ainsi, d : I → G′p,q est un développement de γˆ′′.
Il s'ensuit que d˜ = pi ◦ d est un développement de γ′, où pi : G′p,q → Einp,q est la com-
position de l'application de passage au quotient avec l'isomorphisme entre G′p,q/H
′
p,q et
Einp,q. Or, étant donné que H ′p,q est le stabilisateur de P(e1), nous avons
pi ◦ d = d ∗ P(e1)
d'après le théorème 2.1.23. Par conséquent,
d˜ = d ∗ P(e1)
= (piG′p,q ◦ γ˜′) ◦ P(e1)
= P(γ˜′e1)
= P ◦ c
est un développement de γ′. De plus, il est clair que c est un relèvement de d˜ àN (R1,p,q,1)\
{0}.
D'après le corollaire 5.1.34, d˜ est un photon si et seulement s'il existe des fonctions lisses
α′ : I ′ → R et β′ : I ′ → R telles que c¨ = α′c+ β′c˙, où
c˙ =
dc
dt
et
c¨ =
d2c
dt2
.
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Puisque γ˜′(t) est une application linéaire inversible pour tout t ∈ I ′, nous avons
c¨ = αc+ βc˙⇔ (γ˜′)−1c¨ = α′(γ˜′)−1c+ β′(γ˜′)−1c˙.
Or, c = γ˜′e1. Par conséquent,
(γ˜′)−1c = e1
=
10
0

et
(γ˜′)−1c˙ = (γ˜′)−1(
d
dt
(γ˜′e1))
= (γ˜′)−1(
d
dt
(γ˜′))e1
= (L(γ˜′)−1∗(γ˜′∗(
d
dt
)))e1
= (γ˜′∗ωO′(p,q))e1
= (θ ◦ γ˙′)e1
=
 0 ψT (γ˙′)l(γ′) 0ψ(γ˙′) α(γ˙′) Jp,qlT (γ′)ψ(γ˙′)
0 ψT (γ˙′)Jp,q 0
10
0

=
 0ψ(γ˙′)
0
 .
De plus,
(γ˜′)−1c¨ = (γ˜′)−1 ¨˜γ′e1,
où ˙˜γ′ = d
dt
γ˜′ et ¨˜γ′ = d
dt
˙˜γ′.
Or, pour tout t ∈ I ′, nous avons
d
ds
∣∣∣∣
s=t
(θ ◦ γ˙′)(s) = d
ds
∣∣∣∣
s=t
(
(γ˜′(s))−1 ˙˜γ′(s)
)
= −(γ˜′(t))−1 ˙˜γ′(t)(γ˜′(t))−1 ˙˜γ′(t)) + (γ˜′(t))−1 ¨˜γ′(t)
= −((θ ◦ γ˙′)(t))2 + (γ˜′(t))−1 ¨˜γ′(t).
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En multipliant par e1 de chaque côté de l'égalité et en réorganisant les termes, nous
obtenons
(γ˜′(t))−1c¨(t) =
d
ds
∣∣∣∣
s=t
(θ ◦ γ˙′)(s)e1 + ((θ ◦ γ˙′)(t))2e1
=
d
ds
∣∣∣∣
s=t
 0 ψT (γ˙′(s))l(γ′(s)) 0ψ(γ˙′(s)) α(γ˙′(s)) Jp,qlT (γ′(s))ψ(γ˙′(s))
0 ψT (γ˙′(s))Jp,q 0
10
0

+
 0 ψT (γ˙′(t))l(γ′(t)) 0ψ(γ˙′(t)) α(γ˙′(t)) Jp,qlT (γ′(t))ψ(γ˙′(t))
0 ψT (γ˙′(t))Jp,q 0
 0ψ(γ˙′(t))
0

=
 ψ(γ˙′(t))T l(γ′(t))ψ(γ˙′(t))d
ds
∣∣
s=t
ψ(γ˙′(s)) + α(γ˙′(t))ψ(γ˙′(t))
ψT (γ˙′(t))Jp,qψ(γ˙′(t))
 .
Par conséquent, γ′ est un photon si et seulement s'il existe des fonctions lisses α′ : I ′ → R
et β′ : I ′ → R telles que ψ(γ˙′(t))T l(γ′(t))ψ(γ˙′(t))d
ds
∣∣
s=t
ψ(γ˙′(s)) + α(γ˙′(t))ψ(γ˙′(t))
ψT (γ˙′(t))Jp,qψ(γ˙′(t))
 =
 α′(t)β′(t)ψ(γ˙′(t))
0

pour tout t ∈ I ′.
On remarque aisément que cette condition est équivalente à la condition que
d
ds
∣∣∣∣
s=t
ψ(γ˙′(s)) + α(γ˙′(t))ψ(γ˙′(t)) = λ(t)ψ(γ˙′(t))
pour une certaine fonction lisse λ : I ′ → R et
ψT (γ˙′(t))Jp,qψ(γ˙′(t)) = 0
pour tout t ∈ I. Ces conditions sont exactement les mêmes que les conditions pour que
γ′ soit une droite de type lumière dans (P ′, ω′).
Par conséquent, γ′ est une droite de type lumière dans (P ′, ω′) si et seulement si γ′ est
un photon dans (P, ω).
Il ne reste plus qu'à montrer qu'être une droite de type lumière dans (P ′, ω′) ou être
un photon dans (P, ω) sont des propriétés locales, c'est-à-dire que si pour tout a ∈ I, il
existe un voisinage de a tel que γ restreinte à ce voisinage est une droite de type lumière
ou un photon, alors γ est une droite de type lumière ou un photon, respectivement.
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Traitons d'abord du cas d'une droite de type lumière. Soit γˆ : I → P ′ un relèvement de
γ. Alors, il faut montrer qu'il existe une application lisse λ : I → R telle que, pour tout
1 ≤ i ≤ n et pour tout t ∈ I,
d
ds
∣∣∣∣
s=t
ωi( ˙ˆγ(s)) +
n∑
j=1
ωij( ˙ˆγ(t))ωj( ˙ˆγ(t)) = λ(t)ωi( ˙ˆγ(t)).
Or, puisque pour tout a ∈ I, il existe un ouvert Ua tel que la restriction de γ à cet ouvert
est une droite de type lumière, nous avons des fonctions lisses λa : Ua → R telles que
d
ds
∣∣∣∣
s=t
ωi( ˙ˆγ(s)) +
n∑
j=1
ωij( ˙ˆγ(t))ωj( ˙ˆγ(t)) = λa(t)ωi( ˙ˆγ(t))
pour tout 1 ≤ i ≤ n et pour tout t ∈ Ua. Puisque γ est régulière, il existe au moins
un i tel que ωi( ˙ˆγ(t)) 6= 0. Par conséquent, si a, b ∈ I sont tels que Ua ∩ Ub 6= 0, nous
devons avoir que λa et λb coïncident sur Ua ∩Ub. Par conséquent, en recollant toutes ces
fonctions, nous obtenons une fonction λ : I → R lisse satisfaisant la propriété désirée.
Maintenant, traitons du cas d'un photon. Soit γ˜ : I → N (R1,p,q,1) \ {0} un relèvement de
γ. Nous voulons montrer qu'il existe des fonctions lisses α : I → R et β : I → R telles
que ¨˜γ = αγ˜ + β ˙˜γ. Nous pouvons procéder de la même façon que pour le cas des droites,
puisqu'il existe de telles fonctions déﬁnies localement autour de chaque point, et par
indépendance linéaire de γ˜ et ˙˜γ, elles doivent coïncider sur leurs intersections, de sorte
qu'elles se recollent en applications lisses déﬁnies sur I.
Ceci achève la démonstration.
Corollaire 5.3.4. Soient p, q ∈ N avec n = p+ q ≥ 3, M une variété lisse de dimension
n et r, r′ deux métriques pseudo-riemanniennes conformément équivalentes de signature
(p, q) sur M . Alors, un chemin lisse et régulier γ : I → M (où I est un intervalle de R)
est une pré-géodésique pour la métrique r si et seulement si γ est une pré-géodésique pour
la métrique r′.
Démonstration. Considérons la classe d'équivalence conforme [r]. Puisque r et r′ sont
conformément équivalentes, r, r′ ∈ [r]. Donc, d'après le théorème 5.3.3, γ est une pré-
géodésique de (M, r) si et seulement si γ est un photon dans la géométrie de Cartan
associée à (M, [r]) si et seulement si γ est une pré-géodésique de (M, r′).
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Conclusion
Nous avons présenté une introduction à la géométrie de Cartan, son lien avec la géométrie
pseudo-riemannienne et conforme, ainsi que la manière dont cette théorie pouvait être
utilisée pour démontrer un théorème classique avec de nouveaux outils. Évidemment, il
y aurait beaucoup plus à dire. Par exemple, les géométries de Cartan paraboliques, que
nous n'avons pas déﬁnies ici mais dont font partie les géométries modélisées sur l'univers
d'Einstein étudiées au chapitre 5, ont été beaucoup étudiées au cours des dernières an-
nées. Il serait sans doute possible d'utiliser ces développements récents pour obtenir de
nouvelles preuves de théorèmes en géométrie conforme. Une autre avenue intéressante à
explorer serait l'application de la géométrie de Cartan à d'autres géométries.
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