In wireless sensor networks (WSNs), collecting data with mobile sinks is an effective way to solve the ''energy hole problem''. However, most of existing algorithms of mobile sinks ignore the load balance of rendezvous nodes, which will significantly shorten the network lifetime. Moreover, most mobile sinks are usually required to visit locations of sensor nodes without taking advantage of their communication ranges. Therefore, this paper proposes an energy-efficient trajectory planning algorithm (EETP) based on multi-objective particle swarm optimization (MOPSO) to shorten the trajectory length of the mobile sink and balance the load of rendezvous nodes. EETP aims to reduce the delay in data delivery and prolong the network lifetime. To shorten the trajectory length of the mobile sink, we design a mechanism to select potential visiting points within communication overlapping ranges of sensor nodes, rather than locations of sensor nodes. Additionally, according to trajectory characteristics of the mobile sink, we design an effective trajectory encoding method that can generate a trajectory containing an unfixed number of visiting points. The simulation results show that the proposed EETP is superior to existing WRP, CB and the MOPSO-based algorithm, in terms of delay in data delivery, network lifetime and energy consumption.
I. INTRODUCTION
The Internet of Things (IoT) has been widely used in environmental monitoring [1] , industrial control [2] , health care [3] and other fields. In the application of IoT, batterypowered sensors are used to sense the information of objects and the sensed data is transmitted to users for further processing. A large number of sensor nodes form a wireless sensor network (WSN) [4] . In traditional WSNs, sensor nodes near the static sink need to relay a lot of data so that they will consume more energy [5] . Due to the limited energy of battery-powered sensor nodes, excessive energy consumption of sensor nodes near the static sink will result in the network partition or even isolate the static sink, shortening the network lifetime (i.e., energy hole problem) [6] - [8] . Using the mobile sink to collect data is an effective way to solve this problem [9] - [11] . The mobile sink is to install an ordinary sink on the object that can move in the monitoring area.
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In this way, the data of sensor nodes can be transmitted to multiple sensor nodes to store and wait for the mobile sink to collect. Therefore, hop counts and energy consumption in multi-hop transmission can be reduced using the mobile sink. In early studies, the mobile sink collects data from sensor nodes individually [12] , [13] , but it will lead to a high delay in data delivery due to the long trajectory of the mobile sink, especially in large-size sensor networks. To tackle this problem, most current studies only allow the mobile sink to collect data from some of nodes called rendezvous nodes (RNs) and non-RN nodes transmit data via RNs [14] - [16] . The selection of RNs is a challenging issue. If the trajectory of the mobile sink is enough long, there are more RNs reducing energy consumption caused by multi-hop transmission and energy consumption can be further balanced. However, the too long trajectory of the mobile sink will cause a high delay in data delivery. The focus of most researches is to select a sufficient number of RNs under the trajectory length constraint of the mobile sink [17] - [19] . Therefore, in these studies, the trajectories are usually close to the maximum allowed length of the trajectory. Moreover, mobile sinks in these studies are only allowed to collect data at the location of sensor nodes. If mobile sinks can collect data in the communication range of sensor nodes, trajectories of mobile sinks can be further shortened and the delay in data delivery will be lower. In addition, the load-balance level of RNs (i.e., the number of child nodes of RNs) is not given too much attention in these studies. If the load of one RN is much larger than that of other RNs, this RN will quickly deplete its energy.
Therefore, we need a trade-off between the trajectory length of the mobile sink, the number of RNs and the load balance of RNs. In other words, the data collection with the mobile sink is a multi-objective and complex problem. For general multi-objective optimization algorithms, it may require a very high computational time. However, heuristic algorithms such as multi-objective particle swarm optimization (MOPSO) can solve similar problems and supply the entire Pareto set of optimal solutions [20] , [21] . In this paper, we propose an energy-efficient trajectory planning algorithm (EETP) based on MOPSO to solve this multi-objective problem, as is shown in Figure 1 . Non-RN nodes transmit data to RNs for temporary storage. The data is transmitted to the mobile sink when the mobile sink is in the communication range of RNs.
In fact, if the mobile sink is in communication overlapping ranges of sensor nodes, it can communicate directly with more sensor nodes. However, we should know the specific location of the visiting point in the communication overlapping range, because the trajectory length of the mobile sink needs to be calculated according to specific locations. In this paper, a mechanism is designed to select potential visiting points in communication overlapping ranges of sensor nodes rather than locations of sensor nodes. Then, MOPSO is applied to obtain the set of visiting points and plan the trajectory of the mobile sink, which can shorten the trajectory and reduce the delay in data delivery. In most studies, the trajectory planning of the mobile sink is generally divided into two stages: RNs selection and trajectory planning [17] - [19] , [22] . In the RNs selection, the weight function is often used. After selecting the set of RNs, how to plan the trajectory for these selected RNs is actually a traveling salesman problem (TSP). Thus, algorithms for TSP are often used in the trajectory planning [13] , [17] , [18] , [23] . If there is a maximum allowable trajectory length, the length of the trajectory will be calculated after selecting a RN to prevent exceeding the maximum allowable length. The trajectory planning proposed in this paper is essentially different from algorithms for TSP, because the set of RNs is uncertain before trajectory planning (RNs selection and trajectory planning are carried out simultaneously in our work). To achieve trajectory planning, an effective trajectory encoding method is designed to generate a closed-loop trajectory containing an unfixed number of visiting points. The main contributions of this paper are as follows:
• In this paper, we use the mobile sink to visit communication overlapping ranges of sensor nodes rather than locations of sensor nodes, so that the mobile sink can communicate directly with more sensor nodes (i.e., more nodes are selected as RNs).
• MOPSO is applied to obtain the set of visiting points and plan the trajectory of the mobile sink, which can shorten the trajectory and reduce the delay in data delivery.
• A trajectory encoding method is designed for the mobile sink, which can generate a closed-loop trajectory containing an unfixed number of visiting points.
• Extensive simulations have shown that the proposed EETP outperforms the existing WRP, CB and the MOPSO-based algorithm, in terms of delay in data delivery, network lifetime and energy consumption.
The rest of this paper is arranged as follows. Section II reviews related works. Section III presents the network environment and problem formulation. In section IV, the selection of potential visiting points and trajectory planning of the mobile sink are illustrated in detail. The performance evaluation is described in section V. Section VI gives the conclusion.
II. RELATED WORKS
There are two main goals in the research on mobile sinks: reducing the delay in data delivery and prolonging the network lifetime. Next, we review related works. In [12] , the mobile agent with a sink acts as the mobile sink. Before data overflow of sensor nodes, the mobile sink completes data collection by visiting each sensor node. However, due to the long trajectory, the delay in data delivery is large. The authors in [13] converted visiting points from locations of sensor nodes to the boundary of their communication ranges. At some visiting points, the mobile sink can communicate with multiple sensor nodes within one-hop distance. Without multi-hop transmission, the trajectory of the mobile sink is still too long and the delay in data delivery is high. Therefore, the mobile sink is only allowed to visit some of sensor nodes (i.e., multi-hop transmission is adopted). The authors in [14] proposed a tree-cluster-based data gathering algorithm TCBDGA. Initially, the algorithm establishes a tree according to the weight of sensor nodes, which considers the distance to the root node, the number of its two-hop neighbors and the residual energy of its one-hop neighbors. Then, the root node is selected as RN and other nodes are selected as RNs according to the traffic load of sensor nodes and hops to root nodes. After selecting RNs, TSP algorithm is used to plan the trajectory of the mobile sink. TCBDGA focuses on reducing the overall load, but without considering load balance of RNs and the maximum allowable trajectory length of the mobile sink. The authors in [17] proposed a cluster-based algorithm CB, which is similar to the k-means algorithm. Under the trajectory length constraint of the mobile sink, the maximum number of clusters is determined. Then, the central node is selected as RN in each cluster, according to the minimum total hop distance to other nodes. After selecting RNs, TSP algorithm is used to plan the trajectory of the mobile sink. However, selected RNs are too few and CB does not consider the load balance of RNs. To obtain most RNs, the authors in [19] proposed an algorithm EAPC, which considers the distance between two consecutive RNs. Initially, RNs are selected according to the number of the saved data packet and the distance between two consecutive RNs. Then, the convex polygon is adopted to plan the trajectory of the mobile sink. EAPC can get many RNs, but without considering the load imbalance of RNs, it will shorten the network lifetime. The authors in [23] proposed a MOPSO-based algorithm. There are two objective functions in this algorithm. One is to minimize the maximum average transmission distance of RNs so that non-RN nodes can be relatively concentrated around RNs. The other objective function is to minimize the maximum total hop counts of RNs, which can shorten the path of multi-hop data transmission. To achieve these two goals, MOPSO is applied to select a fixed number of RNs. Then, the algorithm for TSP is used to plan the trajectory of the mobile sink. However, the trajectory length is not limited. If the trajectory of the mobile sink is too long, the delay in data delivery will increase. In [22] , the author proposed an energyaware data collection algorithm PFOA. First, sensor nodes are divided into several clusters. Then, the node with high energy acts as the cluster head in each cluster. Finally, PFOA combines ant colony algorithm and evolutionary algorithm to plan the trajectory of the mobile sink. PFOA effectively reduces hop counts, but the load imbalance of RNs still remains unsolved. Table 1 summarizes related works. Most studies apply TSP algorithms to plan the trajectory of the mobile sink and their time complexities are generally high. In addition, most of them ignore the load balance of RNs. Therefore, this paper proposes an effective trajectory planning algorithm to shorten the trajectory length of the mobile sink and balance the load of RNs. Due to communication ranges of sensor nodes, the mobile sink in this work visits communication overlapping ranges of sensor nodes rather than their own locations, which can shorten the trajectory length of the mobile sink.
III. NETWORK ENVIRONMENT AND PROBLEM FORMULATION
In a monitoring area, we assume that n static sensor nodes S={s 1 , s 2 , s 3 , · · · , s n } are randomly deployed. Once these sensor nodes are placed, they can no longer be moved. We assume that the communication range R of the mobile sink is the same as that of all sensor nodes. Non-RN nodes transmit data to RNs for temporary storage. When the mobile sink is in communication ranges of RNs, the stored data can be directly transmitted to the mobile sink. The mobile sink starts from its initial position with a speed v to collect data and eventually returns to its initial position. The data transmission speed is much faster than that of the mobile sink, so the delay in data delivery depends on the trajectory length of the mobile sink. The shorter the trajectory, the lower the delay in data delivery. To shorten the trajectory, we set the first objective function as is shown in Equation (1). To balance the load among RNs, we set the second objective function as is shown in Equation (2) (i.e., minimize the standard deviation of child nodes among RNs), which helps to prolong the network lifetime. To obtain a sufficient number of RNs to reduce the energy consumption caused by multi-hop transmission, we set the third objective function (convert the maximization into a minimization by adding a minus), as is shown in Equation (3). 
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where constraint (4) ensures that cache spaces of RNs do not overflow. Constraint (5) ensures that the trajectory length of the mobile sink will not exceed the allowed length L max . Constraint (6) ensures that the obtained trajectory is continuous and complete, not fractured. Constraint (7) ensures that the mobile sink returns to its initial position. In addition, descriptions of notations used in this paper are summarized in Table 2 . In this work, the energy model in [24] is adopted to update energy consumption of sensor nodes. If one data packet (ι bits) is sent from node s i to s j , energy consumption of node s i and s j can be calculated by Equation (8) and Equation (9), respectively.
where d ij is the distance between node s i and s j . E elec is energy consumption per bit for the electronics circuit. α fs and α mp are the energy consumption factors of amplification for the free space and multipath radio models, respectively. d r is the threshold distance and it is equal to α fs /α mp .
IV. THE PROPOSED ALGORITHM
This section describes the proposed work in detail. The proposed EETP can be divided into two phases: selection of potential visiting points and trajectory planning. In the selection of potential visiting points, potential locations of visiting points are selected within communication overlapping ranges of sensor nodes. In the trajectory planning phase, MOPSO is used to select the optimal visiting points and plan the trajectory of the mobile sink. The flowchart of EETP is shown in Figure 2 .
A. SELECTION OF POTENTIAL VISITING POINTS
The purpose of this phase is to find potential visiting points within communication overlapping ranges of sensor nodes. The higher coverage level of the area means that the mobile sink can directly communicate with more nodes in this area (coverage level refers to the number of times covered by communication ranges of sensor nodes). As is shown in Figure 3 (a), the area with the highest coverage level is z 1 . If the mobile sink visits a point in the area z 1 , such as point p 1 in Figure 3 (b), it can communicate directly with s 1 , s 2 and s 3 . However, we need to know the exact location of the visiting point so that we can calculate the trajectory length of the mobile sink. To solve this problem, we adopt the following method to find a representative visiting point within communication overlapping ranges of sensor nodes.
Algorithm 1 shows the entire process. P denotes the set of potential visiting points and P={p 1 , p 2 , p 3 , · · · , p N }, where N is the total number of potential visiting points. Initially, all intersection points between communication ranges of sensor nodes are calculated (introduced in the next paragraph). Then, intersection points with the highest coverage level can be found in each communication range of sensor nodes and their center is calculated as a potential visiting point by Equation (10). Finally, same potential visiting points are deleted. By doing so, the set of potential visiting points can be obtained.
where (x 1 , y 1 ), (x 2 , y 2 ), · · · , (x k , y k ) are locations of intersection points with highest coverage level in a communication range of sensor nodes.
To quickly get intersection points of communication ranges, we adopt the following measure. Figure 4 is used as an example to illustrate how to calculate intersection points of communication ranges. We assume that the coordinate positions of s a and s b are s a (x a , y a ) and s b (x b , y b ) respectively. d ab denotes the distance between s a and s b . If d ab is less than 2R, there are two intersection points between communication Algorithm 1 Potential Visiting Points Selection Input: Communication range R and locations of sensor nodes Output: Potential visiting points set P 1: for i=1, 2, 3, . . . n do 2: for j=i + 1, i + 2, i + 3, . . . n do 3: if 0<d ij <2R then //*two intersection points*// 4:
Find intersection points by Equation (19) and Equation (20) 5:
Save intersection points:
if d ij =2R then //*one intersection point*// 8: Find the intersection point: 9 :
10:
Save the intersection point:
end if 12: end for 13: end for 14: for i=1, 2, 3, . . . n do 15: Calculate the center of intersection points with highest coverage level in each communication range by Equation (10) 16: The obtained center is selected as a potential visiting point: P ← {P, p i } 17: end for 18: The same p i is deleted 19: return Set of potential visiting points P ranges of s a and s b . As is shown in Figure 4 (a), k 1 and k 2 are intersection points between communication ranges of nodes s a and s b . L ab is a straight line passing through nodes s a and s b . L 1 and L 2 are straight lines that are parallel to the straight line L ab and pass through k 1 and k 2 respectively. L 3 is a straight line passing through k 1 and k 2 . Positions of k 1 and k 2 can be calculated according to straight lines L 1 , L 2 and L 3 . The specific process is as follows. Initially, according to s a (x a , y a ) and s b (x b , y b ), the line L ab passing through them can be obtained, as is shown in Equation (11) . In Figure 4 (b), according to the Pythagorean theorem and the distance formula of the parallel line as is shown in Equation (12), we can get constant terms of general equations of lines L 1 and L 2 , as is shown in Equation (13) . Thus, general equations of lines L 1 and L 2 are shown in Equation (14) and Equation (15), respectively. Then, Equation (18) (i.e., the straight line L 3 ) is obtained by subtraction of Equation (16) and Equation (17). Through L 1 and L 3 , the location of k 1 can be obtained, as is shown in Equation (19) . Through L 2 and L 3 , the location of k 2 can be also obtained, as is shown in Equation (20) . Therefore, according to R, s a (x a , y a ) and s b (x b , y b ), the positions of k 1 and k 2 can be calculated by Equation (19) and Equation (20) . If d ab is equal to 2R, there is only one intersection point between communication ranges and its location is ( x a +x b 2 , y a +y b 2 ).
where
where d 0 represents the distance between the straight line L 1 and the straight line L ab .
Next, an example of selecting potential visiting points is given. The distribution of node s 1 , s 2 , s 3 and s 4 is shown in Figure 5(a) . Firstly, all intersection points (k 1 ∼k 12 ) are calculated by Equation (19) and Equation (20) . In the communication range of node s 1 , intersection points with the highest coverage level are k 2 , k 3 , k 4 and k 5 , as is shown in Figure 5 (b). Then, their center acts as a potential visiting point, which is calculated by Equation (10). In communication ranges of s 2 , s 3 and s 4 , selected potential visiting points are identical to that selected in the communication range of s 1 , so only one potential visiting point is reserved.
B. TRAJECTORY PLANNING
This section first reviews the multi-objective optimization. Then, the trajectory planning of the mobile sink based on MOPSO is presented. The trajectory encoding method used in trajectory planning is discussed in detail at the end of this section.
1) MULTI-OBJECTIVE OPTIMIZATION
A typical multi-objective problem contains k ( 2) objective functions and they are usually conflicting [25] . To obtain the optimal solution, they usually need to meet multiple inequality or equality constraints, as is shown in Equation (21) .
Compared with the single objective optimization, it is difficult to evaluate the advantage of acceptable solutions in multi-objective optimization [26] - [28] . Thus, there is no unique optimal solution, but a set of optimal solutions. VOLUME 7, 2019 Traditional multi-objective methods transform multiobjective into a single objective, which is inefficient. For example, the weighted summation method needs to adjust parameters to obtain approximate Pareto optimal solutions [20] . However, some heuristic algorithms such as PSO can solve this problem. This group-based search can achieve diversity and globality of solutions, providing efficient algorithms for solving multi-objective problems [29] - [31] .
2) TRAJECTORY PLANNING BASED ON MOPSO
This section aims to design a trajectory of the mobile sink and the process is shown in Algorithm 2. Initially, we apply Floyd algorithm to establish a minimum hop distance table for sensor nodes so that the non-RN node can quickly find the nearest RNs (according to the hop distance). In other words, once the RNs are selected, the child nodes of the RNs can be determined by querying this table. Then, a certain number of particles are randomly generated and each particle is encoded to a trajectory (discussed in subsequent trajectory encoding), which contains an unfixed number of visiting points. According to visiting points included in the trajectory, the set of RNs can be also determined. Therefore, the trajectory length of the mobile sink, the number of RNs and child nodes of each RNs can be further obtained (i.e., the fitness value of the trajectory can be obtained). Additionally, the archive A r is adopted to preserve the obtained non-inferior solution and supply the global leader of particles [32] . The next steps are basically to repeat the above process, but the search direction of particles depends on local leaders and global leaders. The local leader of the particle is the optimal position that the particle has searched for in the current iteration. The global leader of the particle is chosen according to the crowding level of particles in [33] . In this paper, we use the location update of the particle in [34] , as is shown in Equation (22) and Equation (23):
where υ t+1 is the velocity of the particle in the next iteration and υ t is the current velocity of the particle. θ t+1 is the location of the particle in the next iteration and θ t is the current location of the particle. ϕ 1 and ϕ 2 are local learning factors and global learning factors, respectively. ξ 1 and ξ 2 are random numbers between 0 and 1. a is a regulatory factor. θ p and θ g are the local leader and the global leader, respectively. ω is the inertia weight used to improve the quality of the particles and its value varies from large to small with the number of iterations.
3) TRAJECTORY ENCODING
In the iteration process of trajectory, vectors in particles of MOPSO need to be encoded into trajectories. The authors in [35] proposed a trajectory encoding algorithm for PSO, which is used to get the shortest trajectory between the source node and the destination node. However, the model in this work is different from that in [35] . On the one hand, Algorithm 2 Trajectory Planning Based on MOPSO Input: Set of sensor nodes S, set of potential visiting points P, maximum allowed trajectory length L max Output: Pareto optimal set, trajectories of the mobile sink and set of RNs 1: Establish a minimum hop distance table H d by Floyd 2: Initialize the particle X i (X i ∈ X ) 3: for i=1, 2, 3, · · · , N p do //* population size N p *// 4:
Decode the particle to a trajectory by Algorithm 3: 5:
Get the set of RNs 7:
Get the child nodes of RNs by querying table H d 8:
Calculate fitness values of the trajectory: 9: Path i → L i , W i s , G i 10: end for 11: Get archive of non-inferior solutions: Ar 12: for k=1, 2, 3, · · · , iter max do 13: Select personal leaders and global leaders 14: Update position of particles by Equation (22) and Equation (23) 15:
for i=1, 2, 3, · · · , N p do 16: Decode the particle to a trajectory: 17 Calculate fitness values of the trajectory: 21 :
end for 23: Update the Ar 24: end for 25: Get the Pareto optimal set 26: Select a suitable solution from Pareto optimal set 27: return Pareto optimal set, trajectories of the mobile sink and set of RNs the trajectory we need is a closed loop (i.e., the first point of the trajectory has the same location as the last point of the trajectory). On the other hand, the maximum allowed trajectory length for the mobile sink is L max . It means that the mobile sink can reach an area not more than L max /2 away from its initial position, as is shown in Figure 6 . Otherwise, its total trajectory length will exceed L max . Therefore, the potential visiting point that the mobile sink cannot visit will not be included in the trajectory. In addition, there is a direct link between any two potential visiting points. According to these characteristics of the model in this work, we improve the trajectory encoding algorithm. Algorithm 3 shows how the algorithm works. It takes a particle and the L max as inputs. Then, it outputs a trajectory sequence (numbers in the trajectory sequence are the serial numbers of potential visiting points). To obtain a closed loop, we add two virtual points (p 1 and p N +2 ) with the same location as the initial position of the mobile sink. The total number of potential visiting points is N , so the dimension of k=k + 1 11: end while 12: if the obtained trajectory is closed loop then 13: return a valid trajectory 14: else 15: return an invalid trajectory 16: end if the particle is N +2. The position vector of the particle acts as the priority of potential visiting points. Initially, p 1 is selected as the first point of the trajectory (i.e., the initial position of the mobile sink) and the first position in the particle is given a large negative value −W ∞ . Then, the point p i with the highest priority is considered as the next point of the trajectory and the corresponding position in the particle is given a large negative value −W ∞ . If the p i is within the area the mobile sink can visit, it is selected as the next visiting point. The iteration process continues until the selected visiting point is p N +2 . If the number of the iteration exceeds N +2, the iteration process also stops. If the obtained trajectory is a closed loop, it is valid. Otherwise, it is invalid and the corresponding objective function evaluation returns a very large value as a penalty. Next, an example of trajectory encoding is given in Figure 7 . We assume that potential visiting points are p 2 , p 3 , p 4 , p 5 and only point p 3 , p 5 are within the area that the mobile sink can visit. p 1 and p 6 are virtual visiting points and their location is the same as the initial position of the mobile sink. Therefore, p 1 , p 3 , p 5 and p 6 are within the area that the mobile sink can visit and the dimension of the particle N +2 is 6. Initially, p 1 is selected as the first point of the trajectory (i.e., trajectory sequence: {1}) and the first position in the particle is given a large negative value −W ∞ . Then, the point p i with the highest priority is p 3 and the corresponding position in the particle is given a large negative value −W ∞ . p 3 is within the area that the mobile sink can visit, so it is selected as the next point of the trajectory (i.e., trajectory sequence:
{1, 3}). The iteration continues. The point p i with the highest priority is p 5 and the corresponding position in the particle is given a large negative value −W ∞ . p 5 is within the area that the mobile sink can visit, so it is selected as the next point of the trajectory (i.e., trajectory sequence: {1, 3, 5}). The point p i with the highest priority is p 2 and the corresponding position in the particle is given a large negative value −W ∞ . p 2 is out of the area that the mobile sink can visit, so it cannot be selected. The next point with the highest priority is p 6 and it is within the area the mobile sink can visit. In this iteration, the selected p 6 is the p N +2 (i.e., the initial position of the mobile sink), so we have got a closed-loop trajectory by Algorithm 3 (i.e., trajectory sequence: {1, 3, 5, 6}).
C. COMPLEXITY ANALYSIS
In the selection phase of potential visiting points, the time cost of finding all intersections is O(n 2 ) and the time cost of selecting visiting points is O(n 1 ). Thus, the time complexity of this phase is O(n 2 ) + O(n 1 ) = O(n 2 ). In the trajectory planning phase, the time complexity of the establishment of the minimum hop distance table is O(n 3 ). In MOPSO, the time cost of updating A r is the largest and study [36] has proved that the time complexity of updating A r is O(3(|A r | + ) 2 )=O((|A r | + ) 2 ), where |A r | is the capacity of A r and is the number of particles. Therefore, the time complexity of EETP is O(n 2 ) + O(n 3 ) + O((|A r | + ) 2 ) = O(n 3 ). 
V. PERFORMANCE EVALUATION
In this section, the performance of the proposed EETP is evaluated by the simulation, compared with the existing algorithm EAPC, CB and the MOPSO-based algorithm. The simulation is conducted on MATLAB and simulation parameters are shown in Table 3 and Table 4 . The network scenario is shown in Figure 8 and any line between two nodes indicates that they can communicate directly with each other. According to Algorithm 1, potential visiting points can be found, as is shown in Figure 9 . When the mobile sink visits the potential visiting point, the mobile sink can communicate directly with sensor nodes in the communication range of the mobile sink. Under constraints (4) to (7) , the set of Pareto optimal solutions is obtained by MOPSO, as is shown in Figure 10 . Pareto set can provide decision makers with the best trade-off or near-optimal solutions between key objectives. Decision makers need to choose a suitable trade-off solution according to priorities or purposes. If the delay in data delivery needs to be further reduced, decision makers can choose a solution with a shorter trajectory length. However, the shorter trajectory length is not conducive to prolonging the network lifetime. Table 5 analyzes the optimal solution of each objective function. It can be seen that the optimal solution G min can prolong the network lifetime more effectively. However, the corresponding trajectory length is the longest. Table 6 further analyzes the impact of different trajectory length on network lifetime (a trade-off solution is selected in different ranges of the trajectory length). It is clear that the shorter the trajectory of the mobile sink, the fewer number of RNs, leading to the reduction of network lifetime. This is because fewer RNs reduce the number of multi-hop transmissions. When the trajectory length is more than 400m, the network lifetime increases rapidly, as is shown in Figure 11 . For a sufficiently long network lifetime, a trade-off solution with a trajectory length greater than 400m is chosen to compare the performance of EETP with other algorithms. By doing so, we can not only get a long enough lifetime, but also the trajectory length is not too long. When a trade-off solution is selected, the optimal set of visiting points, RNs and trajectory of the mobile sink can be determined. Non-RN nodes that are one-hop distance away from the near visiting point directly transmit their data to the mobile sink. According to the minimum number of hop counts, other non-RN nodes transmit data to RNs for temporary storage. The data is transmitted to the mobile sink when the mobile sink visits the near visiting point, as is shown in Figure 12 . A. NETWORK LIFETIME Figure 13 compares the network lifetime of the four algorithms under different n. The network lifetime is defined as the time from the start of data collection to the energy exhaustion of the first node. With the increase of n, the network lifetime will be shortened gradually. This is because the average load of RNs and unbalanced energy consumption of RNs also increase as n increases. It is clear that the proposed EETP is superior to EAPC, CB and the MOPSO-based algorithm in terms of network lifetime. Because the mobile sink in EETP is only allowed to collect data within the communication overlapping ranges of sensor nodes, it can communicate with more nodes within one-hop distance, which means that the energy consumption of multi-hop transmissions can be significantly reduced. Therefore, EETP is superior to EAPC, CB and the MOPSO-based algorithm, in terms of the network lifetime. In the MOPSO-based algorithm, a limited number of RNs sufficiently reduce the multi-hop transmission by minimizing the maximum total hop counts of RNs. Therefore, the network lifetime in the MOPSO-based algorithm is longer than that in EAPC. EAPC focuses on the distance between two consecutive RNs, so there are more RNs in EAPC than that in CB and the network lifetime in EAPC is longer than that in CB.
In Figure 14 , we further analyze the network lifetime of the four algorithms under different communication ranges R. According to the obtained results, the superiority of EETP is further proved. In EETP, the increase of R means that more nodes can act as RNs and more available transmission paths from non-RN nodes to RNs can be obtained. In EAPC, CB and the MOPSO-based algorithm, this also means that more available transmission paths from non-RN to RN can be also obtained, but it has little effect on the number of RNs. Thus, the network lifetime in EETP is longer than that in other three algorithms under different R. 
B. DELAY IN DATA DELIVERY
The data transmission speed is much faster than that of the mobile sink, so the delay in data delivery is mainly affected by the trajectory length of the mobile sink. As can be seen from Figure 15 , among the four algorithms, the trajectory in the proposed EETP is the shortest with different n. That is to say, the delay in data delivery in EETP is the lowest. Figure 16 also proves that the trajectory in EETP is the shortest. This is because the first objective function of EETP is to minimize the trajectory length of the mobile sink. However, both EAPC and CB make full use of the maximum allowed trajectory length to obtain more RNs. The former obtains more RNs by considering the distance between two consecutive nodes. The latter obtains more RNs by maximizing the number of clusters (one RNs per cluster). In the MOPSO-based algorithm, the trajectory length of mobile sink is not restricted, so the trajectory length is the longest. Therefore, in terms of the delay in data delivery, the proposed EETP is superior to EAPC, CB and the MOPSO-based algorithm.
C. RENDEZVOUS NODE (RN)
The number of RNs and the load of RNs affect energy consumption of the network. More RNs are beneficial to better reduce energy consumption caused by multi-hop transmission. The load balance of RNs can promote the balance of network energy consumption and further prolong the network lifetime. As can be seen from Figure 17 and Figure 18 , the number of RNs in CB is less than that in EAPC, EETP and the MOPSO-based algorithm. The number of RNs in EETP is more than that in EAPC. In CB, the number of RNs is determined by the number of clusters, because one RNs (cluster head) is selected in each cluster. In EAPC, the nearest node to RNs is more likely to be selected as RNs because the distance between two RNs is considered in the weight function. Therefore, the average distance between two RNs in EAPC is smaller than that in CB and the number of RNs in EAPC is more than that in CB under the constraint of limited trajectory length. In the MOPSO-based algorithm, the number of RNs has been specified as a definite constant in the algorithm design (i.e., 10% of n). As the number of sensor nodes increases, the number of RNs increases without the considering maximum allowable trajectory length. However, if the maximum allowable trajectory length is taken into account, the number of RNs will also be limited. In EETP, the mobile sink can directly communicate with more RNs at selected visiting points and a few visiting points can contain enough number of RNs, as is shown in Table 7 . In addition, as can be seen from Figure 19 , the standard deviation of RNs load in EETP is smaller than that in the other two algorithms. This is because the second objective function in EETP is to minimize the standard deviation of child nodes among RNs. Although there are many RNs in EAPC, it does not consider the load balance of RNs. CB focuses on the total hop counts, but also ignores the load balance of RNs. Figure 20 also shows that the load of RNs in EETP is the most balanced, compared with the other two algorithms. Table 8 analyses total hop counts of the four algorithms under different n. The total number of hop counts can reflect the reduction effect of multi-hop transmission. Obviously, total hop counts in EETP are the smallest and total hop counts in EAPC is the largest in the four algorithms. In EETP, the second objective function is to minimize the standard deviation of child nodes among RNs, which makes the RNs distribution more uniform than that in EAPC and CB. In CB, its objective function is to minimize the total hop counts, but the number of RNs is fewer. In the MOPSO-based algorithm, the second objective function is to minimize the maximum total hop counts of RNs, so the reduction of multi-hop transmission is satisfactory. However, the RNs load in EETP is more balanced and its total hop counts is less than that in the MOPSO-based algorithm. Figure 21 compares network energy consumption per round of the four algorithms under different n. It is clear that energy consumption in EETP is the lowest between the four algorithms. This is because there are more load-balanced RNs reducing energy consumption caused by multi-hop transmission. In addition, the objection function in CB is to minimum hop counts, so energy consumption in CB is less than that in EAPC. The MOPSO-based algorithm also effectively reduces the energy consumption of sensor nodes, but the load of RNs is less balanced than that in EETP, resulting in its energy consumption more than that in EETP.
D. HOP COUNTS

E. ENERGY CONSUMPTION
VI. CONCLUSION AND FUTURE WORK
This paper presents an energy-efficient trajectory planning algorithm (EETP) based on MOPSO. EETP consists of two phases: selection of potential visiting points and trajectory planning. In the selection of potential visiting points, representative visiting points can be selected within communication overlapping ranges of sensor nodes. In the trajectory planning, set of the optimal visiting points is found and the trajectory of the mobile sink is planned by MOPSO. Through EETP, we can obtain an optimal trade-off between the trajectory length of the mobile sink, the load balance of RNs and the number of RNs, which can reduce the delay in data delivery and prolong the network lifetime. Performance evaluation shows that the proposed EETP outperforms EAPC, CB and the MOPSO-based algorithm in terms of network lifetime, delay in data delivery and energy consumption.
In future work, we will focus on the following two aspects: 1) in low-buffered networks, how to hold the data is a meaningful problem. We will apply multiple sinks to low-buffered networks to increase the frequency of RNs being visited by mobile sinks. However, this will arise some problems, such as the cooperative mechanism of multiple sinks, the selection of RNs. These problems will be carefully explored in future work; 2) to increase the adaptability of the algorithm, we will study the proposed algorithm in different topologies, such as grid topology. YONGSHENG YANG received the Ph.D. degree in mechanical engineering from the Nanjing University of Aeronautics and Astronautics, China, in 1998. He is currently a Professor with Shanghai Maritime University. His research interests include modeling of port intelligent scheduling and the Internet of Things. VOLUME 7, 2019 
