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Introduction
This paper is concerned with nonnegative solutions of nonlinear parabolic systems. Nonlinear parabolic systems have been studied intensively for more than 20 years. See [1] - [4] , [6] - [11] , [13] , [16] - [18] , [21, 23, 24] and references therein (see [19] for a survey). Their analysis is generally more complicated than that of scalar nonlinear parabolic equations. In this paper, by using scalar nonlinear parabolic equations, we construct supersolutions of
∂ t v = ∆v + u q , x ∈ Ω, t > 0, u = v = 0, x ∈ ∂Ω, t > 0, (u(x, 0), v(x, 0)) = (u 0 (x), v 0 (x)), x ∈ Ω, (1.1) where p ≥ 0, q ≥ 0, Ω is a (possibly unbounded) smooth domain in R N (N ≥ 1) and both u 0 and v 0 are nonnegative and locally integrable functions in Ω. These supersolutions enable us to obtain optimal sufficient conditions for the existence of local-in-time solutions and global-in-time solutions. Our arguments are simple and applicable to various nonlinear parabolic systems without complicated calculations due to combinations of power and exponential nonlinearities.
Problem (1.1) is an example of a simple reaction-diffusion system that can be used as a model to describe heat propagation in a two component combustible mixture. There are several results on the existence of solutions of (1.1). Here we recall the following well-known results, which were proved in [1, 8, 9, 18] (see also [19, Section 32] ). The optimality of assumption (1.2) in (C) follows from (D).
In this paper we aim to construct supersolutions for a class of nonlinear parabolic systems including (1.1) and to use them to deduce sufficient conditions for the existence of local-in-time solutions. In particular, our results for problem (1.1) stated in Section 3 improve on (A)-(C). Furthermore, as an application of these sufficient conditions, we obtain lower estimates on the blow-up rate for the solutions of (1.1). In Subsection 3.2 and Section 4 we address some possible generalizations to other nonlinear parabolic systems.
Let us now outline the construction of supersolutions. Given (u, v) a positive (classical) solution of (1.1), we begin by setting U := u α and V := v β , where α ≥ 1 and β ≥ 1. Then (U, V ) satisfies
(1.4) Let (Ũ ,Ṽ ) be a positive solution of
(1.5)
Since α ≥ 1 and β ≥ 1, by (1.4) and (1.5) we see that (U, V ) is a subsolution of (1.5). It follows from the comparison principle that
Let w be a solution of
where
Then (w, w) is a supersolution of (1.5). This implies that (w
is a supersolution of (1.1). Therefore, by the comparison principle we obtain
This supersolution with a suitable choice of α and β enables us to obtain sufficient conditions for the existence of local-in-time solutions and global-in-time solutions of problem (1.1). Compared with the results in [8, 9, 18] , we see that our sufficient conditions are optimal. By similar arguments we can construct supersolutions of various nonlinear parabolic systems systematically and give sufficient conditions for the existence of solutions. See Subsection 3.2 and Section 4.
The rest of this paper is organized as follows. In Section 2 we introduce notation and prove some lemmas on the existence of the solutions of (1.1) and a scalar nonlinear parabolic equation. In Section 3 we prove two theorems on the existence of the solutions of (1.1) that improve on (A)-(C). Furthermore, we give lower estimates on the blow-up rate for the solutions. In Section 4 we apply our techniques to parabolic systems with strongly coupled nonlinearities.
Preliminaries
We introduce some notation and define the notion of solution for (1.1). Furthermore, we prove some preliminary lemmas. In what follows, C denotes a generic constant.
Let 1 ≤ r ≤ ∞. We define the spaces L r,∞ (Ω) and L r,∞ uloc (Ω). Let f be a measurable function in a smooth domain Ω ⊂ R N . Setting f = 0 outside of Ω, we define
i.e. the distribution function of f . Furthermore, we define the non-increasing rearrangement of f by f * (s) := inf{λ > 0 : µ(λ) ≤ s}.
Then the spherical rearrangement of f is defined by
where c N is the volume of the unit ball in R N . We define
Then the following holds (see e.g., [12, Section 1.1]).
• Let 1 < r < ∞. Then f ∈ L r,∞ (Ω) if and only if
for any f ∈ L r (Ω), where 1 ≤ r ≤ ∞.
• Let 1 ≤ r ≤ ∞ and let
for f j ∈ L r j ,∞ (Ω) and j = 1, 2, . . . , k.
For any x ∈ R N and R > 0, we put B(x, R) := {y ∈ R N : |x − y| < R}. We define
For any ρ > 0, we set
which are equivalent norms of L r,∞ uloc (Ω). We denote by S(t) the Dirichlet heat semigroup on Ω. Then, for any φ ∈ L r (Ω) (r ≥ 1), v(t) := S(t)φ represents the unique bounded solution of
We first show the following. Lemma 2.1 There exists a positive constant c * > 0 such that
for any ϕ ∈ L r,∞ uloc (Ω), where 1 ≤ r ≤ ∞.
Proof. Let {z j } ⊂ R N be such that
It follows from the comparison principle and (2.4) that
Γ(x, y, 1)|u λ (y, 0)| dy for x ∈ λ −1 Ω. This together with (2.2) and (2.4) implies that
where 1 ≤ r ≤ ∞ and 1 ≤ r ′ ≤ ∞ with 1/r + 1/r ′ = 1. Then we have
Therefore, setting λ = t 1/2 , we obtain
for all t ∈ (0, ρ 2 ] and ρ > 0, which implies (2.3). ✷
Next we define the solution of (1.1) in Ω × (0, T ), where 0 < T ≤ ∞. Let u and v be nonnegative measurable functions in Ω × (0, T ) such that
for all τ ∈ (0, T /2). We say that (u, v) is a subsolution of (
for almost all x ∈ Ω and t ∈ (0, T ). Similarly, we say that (u, v) is a supersolution of (
for almost all x ∈ Ω and t ∈ (0, T ). Furthermore, we say that (u, v) is a solution of (
is a subsolution and a supersolution of (1.1) in Ω × (0, T ). Similarly, we define solutions, supersolutions and subsolutions of problem (1.6). Proof. Let 0 < T ≤ ∞. It suffices to prove that the existence of a supersolution of (1.1) implies the existence of a solution of (1.1). Let (ũ,ṽ) be a supersolution of (
Then it follows inductively that
for almost all x ∈ Ω and t ∈ (0, T ). This means that
exist for almost all x ∈ Ω and t ∈ (0, T ). Furthermore, by (2.5) we see that (u, v) is a solution of (1.1) in Ω×(0, T ). Similarly, we obtain the desired conclusion for problem (1.6). Thus Lemma 2.2 follows. ✷ Applying the comparison principle and Lemma 2.2, we obtain the following.
Lemma 2.3
Assume that there exists a solution of (1.6) in Ω × (0, T ) for some α ≥ 1 and β ≥ 1, where
The end of this section we give sufficient conditions for the existence of the solutions of (1.6) by employing the argument in [22] .
(ii) Otherwise, let max{A, B} ≥ 1. Then the following holds.
Then there exist positive constants γ 1 and T 1 such that, if
for some T > 0, then problem (1.6) possesses a solution w in Ω×(0, min{T,
Proof. We first prove assertion (ii)-(a). Let γ 1 be a sufficiently small positive constant and assume (2.6). Set
we have
for all t > 0. Then it follows from (2.6) that
for all t ∈ (0, T ]. Therefore, taking a sufficiently small γ 1 if necessary, we can find a constant τ ∈ (0, 1) such that
This implies that w is a supersolution of (1.6) in Ω × (0, min{T, τ }]. Then assertion (ii)-(a) follows from Lemma 2.2. Similarly, setting
It remans to prove assertion (i). Since 0 ≤ A, B ≤ 1, it follows that
for any x > 0. This implies that
is a supersolution of (1.6) in Ω × (0, ∞). Then assertion (i) follows from Lemma 2.2. ✷
Weakly coupled nonlinear parabolic systems
In this section, using supersolutions constructed in Section 1 and applying Lemmas 2.3 and 2.4, we study the existence of local-in-time solutions and global-in-time solutions of (1.1). Furthermore, we obtain lower estimates on the blow-up rate for the solutions.
Existence of the solutions
We first give sufficient conditions for the existence of the solutions of (1.1) by using uniformly local L r,∞ spaces. In this subsection, we write
for simplicity. (ii) Let W 0 := u
0 . Assume 0 < max{P, Q} ≤ 2 and 1 < r ≤ min{r 1 , r 2 }. Then there exists σ * > 1 with the following property: for any 1 < σ ≤ σ * , there exist positive constants γ 1 and T 1 such that, if
Furthermore, in the case where P > 0 and Q > 0, for any 1 < σ ≤ σ * , there exists a positive constant γ 2 such that, if
(iii) Let max{P, Q} > 0. There exist positive constants γ 3 and T 2 such that, if
Furthermore, in the case where P > 0 and Q > 0, there exists a positive constant γ 4 such that, if
Proof. Let 1 ≤ r ≤ min{r 1 , r 2 }. Set α := r 1 /r ≥ 1 and β := r 2 /r ≥ 1. Then We prove assertion (ii). Let
uloc (Ω), by Lemma 2.1 we have
This together with σ > 1, max{P, Q} ≤ 2 and (3.1) implies that 7) and (3.7) we obtain max u(x, t)
in Ω × (0, min{ρ 2 , T 1 }], which implies (3.2).
In the case P > 0 and Q > 0, it follows that A > 1 and B > 1. Let 1 < σ ≤ min{A, B}. Then, similarly to (3.6), by (3.3) we have
for all 0 < t ≤ ρ 2 . Then, taking a sufficiently small γ 2 if necessary, by Lemma 2.4 (ii)-(b) we can find a solution w of (1.6) in Ω × (0, ρ 2 ] such that
By Lemma 2.3 we can find a solution of (1.1) in Ω × (0, ρ 2 ]. Furthermore, similarly to (3.8), by (1.7) and (3.9) we obtain max u(x, t) Then there exists a constant δ > 0 such that, for any nonnegative measurable functions Furthermore, by Theorem 3.1 and (2.1) we obtain Corollary 3.2 Let Ω be a domain in R N such that 0 ∈ Ω. Let u 0 and v 0 be nonnegative measurable functions in Ω such that 
in Ω × (0, T ).
(ii) Let P = Q = 2. Then problem
in Ω × (0, ∞).
Proof. Assume (3.10). It follows from (2.1) that u 0 ∈ L r 1 ,∞ (Ω) and v 0 ∈ L r 2 ,∞ (Ω). Set
For any 1 < σ ≤ r ≤ min{r 1 , r 2 }, by (3.10) we have
which implies that
Then Corollary 3.2 follows from Theorem 3.1. ✷ Next we give a sufficient condition for problem (1.1) to posses a global-in-time positive solution for some initial function. Assume the following.
There exists a constant p * (Ω) > 1 with the following properties: The critical exponent p * (Ω) has been identified for various domains (see e.g., [5, 15] ). In particular, (See also [20] for (iii).) 
(ii) Assume (3.11). Then problem (1.1) possesses a global-in-time positive solution for some initial function if
Proof. We prove assertion (i). Assume pq ≤ 1.
Therefore, assertion (i) follows from Theorem 3.1 (i). We prove assertion (ii). Assume
for some α ≥ 1 and β ≥ 1. This is equivalent to (3.12) . Then assertion (ii) follows from Lemma 2.3 and the definition of p * (Ω). Thus the proof is complete. ✷ 
k-component weakly coupled parabolic systems
Our arguments to problem (1.1) are applicable to the k-component nonlinear parabolic system i for i ∈ {1, . . . , k} and U k+1 = U 1 . Then, similarly to (1.4), we have
(3.14)
Set
Then there exist positive constants c 1 and c 2 such that
Then it follows that (w
is a supersolution of (3.13). Therefore we can apply the arguments in this section to (3.14) with A and B replaced by A k and B k , respectively. In particular, Theorem 3.1 and Corollaries 3.1 and 3.2 hold with P (r 1 , r 2 ) and Q(r 1 , r 2 ) replaced by
respectively. We leave the details to the reader.
Lower estimates on the blow-up rate
As an application of the results in subsection 3.1, we give lower estimates on the blow-up rate of the solutions of (1.1) by modifying the argument in [14] , which gave lower estimates of the life span of the solutions to the hear equation with a nonlinear boundary condition.
Theorem 3.3
Let Ω be a smooth domain in R N and pq > 1. Let (u, v) be the minimal solution of (1.1) in Ω × (0, T ), where 0 < T < ∞, such that
Let r * 1 and r * 2 be constants given in (1.3) and let ℓ * ≥ 1 be such that ℓ * min{r * 1 , r * 2 } ≥ 1. Set ρ(t) = √ T − t. Then, for any r 1 ∈ (ℓ * r * 1 , ∞] and r 2 ∈ (ℓ * r * 2 , ∞], the following holds.
(i) There exists a positive constant c 1 such that lim inf
(ii) There exists a positive constant c 2 such that
Proof. We first prove assertion (i). Let ℓ > ℓ * be such that r 1 ≥ r ′ 1 := ℓr * 1 and r 2 ≥ r ′ 2 := ℓr * 2 . Then
Since the minimal solution (u, v) blows up at t = T , by Theorem 3.1 (ii) we can find constants γ 1 > 0 and δ ∈ (0, T ) such that
for all t ∈ (T − δ, T ). Indeed, if not, then we deduce from Theorem 3.1 (ii) that problem (1.1) possesses a solution of (1.1) not blowing up at t = T . On the other hand, it follows from (2.2) that
for all t ∈ (0, T ). By (3.15), (3.16) and (3.17) we obtain
for t ∈ (T − δ, T ), where γ 2 is a positive constant. Let t ∈ (T − δ, T ) and assume that
Then, by (3.18) we have
If not, we obtain
We deduce from (3.19) and (3.20) that
for all t ∈ (T − δ, T ), which implies assertion (i).
We prove assertion (ii) by contradiction. Let ǫ be a sufficiently small positive constant. Let r 1 > ℓ * r * 1 and assume
Put τ := T − δ and η := (T − t)/2. Then, by Lemma 2.1 and (3.21)-(3.23) we obtain
for all 0 < τ < t < T . This implies that lim sup
Taking a sufficiently small ǫ > 0 if necessary, we deduce from (3.21) and (3.24) that lim sup
where c 1 is the constant given in assertion (i). This contradicts assertion (i), which means that lim sup
for some c > 0. Similarly, we have lim sup 
(See also [24, Proposition 3.4] .) For upper estimates of blow-up rate of the solutions of (1.1), see e.g., [1, 2, 4, 7, 19] , which show that (3.25) gives the optimal lower estimate on the blow-up rate of the solutions.
Parabolic systems with strongly coupled nonlinearities
In this section we apply the methods of Sections 2 and 3 to obtain sufficient conditions for the existence of the solutions for parabolic systems with strongly coupled nonlinearities.
Strongly coupled power nonlinearities
Consider the parabolic system with strongly coupled power nonlineaities
, Ω is a (possibly unbounded) smooth domain in R N (N ≥ 1) and both u 0 and v 0 are nonnegative and locally integrable functions in Ω. Problem (4.1) was studied in [3, 6, 10, 11, 16] , however, compared with problems (1.1) and (1.6), much less is known about the conditions for the existence of the solutions of (4.1). In this subsection we apply the arguments in Section 3 to problem (4.1) and obtain sufficient conditions for the existence of the solutions. Furthermore, we give lower estimates on the blow-up rate of the solutions. Let (u, v) be a positive (classical) solution of problem (4.1). Set U := u α and V := v β for some α ≥ 1 and β ≥ 1. Then (U, V ) satisfies
Let w be a solution of (1.6). Similarly to (1.1), we immediately see that (w
is a supersolution of (4.1). Then we apply the same arguments as in Sections 2 and 3 to obtain the following theorems.
Theorem 4.1 Let Ω be a smooth domain in R N . Consider problem (4.1). Then the same statements as in Theorem 3.1 and Corollaries 3.1 and 3.2 hold with P and Q replaced bỹ
respectively.
Proof. Let 1 ≤ r ≤ min{r 1 , r 2 }, α = r 1 /r and β = r 2 /r. Then, similarly to (3.5), we have
Then Theorem 4.1 follows from the same arguments in Section 3. ✷
We remark thatP =Q = 2 if and only if
,
. On the other hand, by Lemmas 2.3 and 2.4 we immediately obtain the following theorem.
Theorem 4.2
Let Ω be a smooth domain in R N .
(i) Assume that
for some α ≥ 1 and β ≥ 1. Then problem (4.1) possesses a global-in-time solution for any initial function
(ii) Assume (3.11). Furthermore, assume that 
This is the same condition as in Theorem 3.2 in [3] and Theorem 5 II-A in [10] . Furthermore, (4.3) holds if and only if one of the following holds:
• p 1 + p 2 > p * (Ω) and q 1 + q 2 > p * (Ω);
• p 1 < 1, p 1 + p 2 ≤ p * (Ω) < q 1 + q 2 and δ > (p * (Ω) − 1)(1 − p 1 + q 1 );
• q 2 < 1, q 1 + q 2 ≤ p * (Ω) < p 1 + p 2 and δ > (p * (Ω) − 1)(1 − q 2 + p 2 ).
In the case Ω = R N , this is the same conditions as in Theorem 5 I-A and II-B in [10] and it is the optimal condition for the existence of global-in-time positive solutions of (4.1).
On the other hand, similarly to Theorem 3.3 (i), we have: where i ∈ {1, · · · , k}, p i,j ≥ 0 (j = 1, · · · , k) and {u i,0 } are nonnegative and locally integrable functions in Ω. We leave the details to the reader.
Strongly coupled exponential nonlinearities
Consider the parabolic system with strongly coupled exponential nonlinearities      ∂ t u = ∆u + e p 1 u e p 2 v , x ∈ R N , t > 0, ∂ t v = ∆v + e q 1 u e q 2 v , x ∈ R N , t > 0, (u(x, 0), v(x, 0)) = (u 0 (x), v 0 (x)), ∂ tû = ∆û +û p 1 +1ṽp 2 , x ∈ R N , t > 0, ∂ tv = ∆v +û q 1v q 2 +1 , x ∈ R N , t > 0, (û(x, 0),v(x, 0)) = (e u 0 (x) , e v 0 (x) ), x ∈ R N possesses a solution (û,v) in R N × (0, T ). Then we can apply the arguments in Subsection 4.1 and obtain sufficient conditions for the existence of the solutions of (4.5). We leave the details to the reader again.
