Abstract. In this article we show how to generalize the CM-method for elliptic curves to genus two. We describe the algorithm in detail and discuss the results of our implementation.
Introduction
In 1986 Atkin [1] proposed an algorithm for primality proving using elliptic curves. An important part of his algorithm deals with the construction of elliptic curves with given group order. It is based on the theory of complex multiplication and was investigated in detail by Atkin and Morain in [2] . The complex multiplication method (short: CM-method) turned out to be a very efficient algorithm for producing elliptic curves used for cryptosystems.
Although point counting on randomly chosen elliptic curves has been improved over the years and is now sufficiently fast, the CM-method is still attractive. If the class number is not too large (say ≤ 1000), the class polynomial can easily be factored. In this case the CM-method is faster than point counting. Also, the curves are constructed so as to have a suitable group order. Koblitz [8] suggested the use of Jacobians of hyperelliptic curves for cryptography to provide a larger class of curves. For general hyperelliptic curves of small genus (say g ≤ 3) the discrete logarithm problem in the Jacobian of a hyperelliptic curve is thought to be hard. Though the scalar multiplication is slower than for elliptic curves, we are working over smaller fields, which has some advantages.
To ensure the security of a cryptosystem based on the discrete logarithm problem in a finite abelian group, we have to make sure that the group order contains a large prime factor [18] . More precisely, the group order should either be prime or a product of a prime and a small number. For hyperelliptic curves, finding the group order of the Jacobian seems to be a nontrivial task. Up to now there exists no point counting algorithm for randomly chosen hyperelliptic curves which reaches the group order suitable for cryptography (say 2 160 ). Gaudry and Harley have recently implemented a generalisation of Schoof-Atkin-Elkies and were able to determine the order of the Jacobian of a curve of genus two defined over F p where p = 10 19 + 51 [4] .
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In this paper we want to discuss one possible solution to the group order problem on hyperelliptic curves over finite fields. There exists a generalisation of the elliptic curve algorithm with complex multiplication by Frey and Spallek [21] in the case of genus two. Spallek gave two examples with class number one in her thesis. Wang [23] and Weber [24] suggested replacing the computation of Gröbner bases with an efficient algorithm by Mestre [12] . Based on Spallek's work, van Wamelen constructed all curves defined over Q having complex multiplication [22] .
A complete description and implementation of the CM-method for g = 2 does not yet exist in the literature. In this paper we combine the ideas in [21, 23, 24, 22] to get an efficient algorithm. We discuss our implementation and give examples. We were able to compute hyperelliptic curves over prime fields whose Jacobians have complex multiplication by the maximal order in a CM-field up to class number 10. Finally we present statistics on the distribution of the group order of the Jacobian.
In Section 2 we recall some basic definitions about hyperelliptic curves over finite fields. The construction is restricted to hyperelliptic curves of genus 2 which are defined over a prime field F p or a small extension of a prime field.
The rough idea of the algorithm goes as follows: 1. Fix a CM-field K and find a suitable prime p and a possible group order n. 2. List all principally polarized abelian varieties over C having complex multiplication by the maximal order O K . They are given by certain period matrices
is the Siegel upper half plane (see Section 3). 3. Compute the ten theta constants up to a certain precision (see Section 4 and the Appendix, p. 456). 4. Compute Igusa's invariants j 1 , j 2 , j 3 from the theta constants (see Section 5) .
Reduce them modulo p. 5. Compute Mestre's invariants Q ij and H ijk from j 1 , j 2 , j 3 (see Section 6). 6. Apply Mestre's algorithm to get the equation of the hyperelliptic curve C (see Section 7). 7. Check whether the group order #J(C) is equal to n. The complete algorithm is presented in Section 9. In Section 8 we show how to get good Weil numbers for g = 2. In Section 10 we give an analysis of the complexity of the algorithm, including a list of CM-fields suitable for our method. Section 11 lists several statistics. In Section 12 we give two examples. In Section 13 we discuss further improvements and generalisations and the limits of the CM-method.
Definitions
2.1. The Jacobian of a hyperelliptic curve. In this section we fix notations and give some basic definitions about hyperelliptic curves over finite fields and complex multiplication.
Let C be a hyperelliptic curve of genus 2 defined over a finite prime field F p (p = 2). Then the curve can be given in the form
where f (x) ∈ F p [x] has degree six and no multiple roots in F p . In cryptography we consider the abelian group formed by the F p -rational points on the Jacobian of C. The Jacobian is defined by
where Div 0 (C) (resp. P rinc(C)) denotes the group of degree 0 divisors (resp. principal divisors) (see [8] ). We denote the group of F p -rational points on its Jacobian by J C (F p ).
2.2. The Frobenius of hyperelliptic curves of genus two over finite fields. The isogeny
on the curve C induces an endomorphism π on the Jacobian J C . The endomorphism π is called the Frobenius endomorphism. The characteristic polynomial of the Frobenius is a polynomial of degree 4. If the characteristic polynomial of π is irreducible, it defines a CM-field K of degree 4 over Q. This means K is an imaginary quadratic extension over a real quadratic number field K 0 . Once we know the roots π i of the characteristic polynomial we can determine the group order by
We fix a CM-field K and consider an algebraic number w 1 ∈ K such that [Q(w 1 ) : Q] = 4 and w 1 w 1 = p.
Its conjugates are given by w
Let T or(U ) be the torsion group of units of K. Now suppose we have a curve defined over F p having complex multiplication by O K (the maximal order in K). Then we have at most
if p is inert with respect to K 0 /Q or K is Galois, 2 #T or(U ) if p splits completely in K and K is not Galois possibilities for the group order #J(F p ).
From now on we assume that K does not contain a cyclotomic field. Then there are two, resp. four possibilities for the group order.
Complex multiplication
In this section we refer to the literature [19] , [10] , [9] , [21] . We will only give the definitions that are necessary to understand the algorithm.
Every abelian variety of dimension n over C is isomorphic to C n /L for some lattice L. Further, we know that there exists a nondegenerate Riemann form on the lattice L (for definitions and proofs, see [10] , [21] ). The Riemann form induces a polarization on L. If it is a principal polarization the lattice can be given by Z n + ΩZ n , where Ω lies in the Siegel upper half plane H n = {z ∈ M n (C), z t = z, Im z positive definite}. Every Jacobian variety has a principal polarization [14] .
Let End(A) be the endomorphism ring of a simple abelian variety over C. The field End(A) ⊗ Q is either a totally real number field or an imaginary quadratic extension of a totally real number field [19] .
We concentrate on the case that
and there exists a subfield K 0 in K such that K 0 is totally real and [K :
The field K is called a CM-field. Let A be an ideal in K and (K, Φ) a CM-type. Then
is a lattice in C n having complex multiplication by O K , i.e., the matrix
leaves the lattice invariant (see [19] ). The corresponding abelian variety is said to be an abelian variety of CM-type (K, Φ). An abelian variety of CM-type (K, Φ) is simple iff the CM-type is primitive. There exists an easy criterion for whether a CM-type is primitive (see [19] , [10] , [9] , [21] ). Now we adapt the theory to our situation: Note that Jacobians of hyperelliptic curves of genus 2 are exactly the principally polarized abelian varieties of dimension 2 [13] . 
is a CM-field of degree 4 over Q. A CM-type (K, Φ) is not primitive iff K is Galois with Galois group Z/2Z × Z/2Z.
Let be the fundamental unit of K 0 . We consider the subgroup of units which consists of all totally positive units in K 0 , and denote it by U + . It has a subgroup U + N that consists of all units which satisfy a relative norm equation with respect to K/K 0 . Note that U + = U + N if the fundamental unit has negative norm. Since K 0 has class number one, the ring of integers can be given in the form
The ideal A j is equivalent to an ideal of the form
where Im τ j > 0. If ∈ U + , we will assume that N K/K0 (τ j ) is always totally positive.
We can define two continuations of the real conjugation in K 0 to K. We set
where √ a + denotes the positive square root of a ∈ R.
Spallek [21] proved the following theorem: 
o t h e r w i s e ,
Given a principally polarized abelian variety of type
, the corresponding period matrix is given by
Computing the theta constants
Once we have a period matrix Ω, we want to compute the invariants of the curves corresponding to the Jacobian represented by Ω. For this we use the theta constants
2 . It can easily be shown that
Thus we concentrate on the 10 even theta constants
They are given by
Suppose we would like to compute the theta constants up to the precision 10 −s for some integer s. Note that the absolute value of a summand in (1) depends only on
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Thus we need an algorithm which computes all n ∈ Z 2 such that
Such an algorithm is given in the Appendix. Now we have to find the value C such that
We have
To approximate the size of µ(m) we make use of the volume heuristics
where
Since the function f (x) = x exp(−πx) is strictly decreasing for a variable x > 1, we have
Setting x = exp(π) gives us the following estimate:
The last step uses the inequality
We get the following condition on C:
It is clear that a formula for C will always depend on the first successive minima of Ω.
From theta constants to Igusa's invariants
Given the value of the 10 even theta characteristics evaluated at the period matrix Ω, we can compute the three j-invariants of the corresponding hyperelliptic curve.
First we define the values h 4 , h 10 , h 12 and h 16 coming from modular forms of weight 4, 10, 12 and 16: Then we get four invariants I 2 , I 4 , I 6 , I 10 of weight 2,4,6 and 10:
From these invariants we can deduce absolute invariants j 1 , j 2 and j 3 . The three jinvariants are rational generators of the field of absolute invariants. Two principally polarized abelian varieties of dimension two are isomorphic if and only if they have the same j-invariants [5] . These are given by I 10 .
From Igusa's invariants to Mestre's invariants
Since the absolute Igusa invariants j 1 , j 2 , j 3 are rational generators of the field of invariants, we can write the invariants for Mestre's algorithm in terms of them. Mestre gives formulae (p. 319 of [12] ) which make it possible to express the coefficients of the conic and the cubic. We follow Mestre's notation.
Set , j 2 , j 3 ) . We obtain the following transformation formulae:
We normalize Mestre's invariants Q ij and H l1,... ,l3 in such a way that they become absolute invariants. For simplicity denote j i by j i . Then
),
), From now on, we write Q ij and H ijk instead of Q ij and H ijk .
Mestre's algorithm for finite prime fields
For the idea of the algorithm and its correctness for an arbitrary field K, see Mestre's article [12] .
We give here an explicit formulation if K is a finite prime field. Suppose we have the three j-invariantsj 1 We would like to parametrize the conic so that the set of solutions is given by (f 1 (t), f 2 (t), f 3 (t)).
For this we transform the conic into a normal form
We can then parametrize the new conic Q and finally get a parametrization (f 1 (t), f 2 (t), f 3 (t)) of the conic Q itself.
We plug the solution into the cubic
to get the model of the hyperelliptic curve
The polynomial f (t) has degree six. Suppose we would like to apply Cantor's algorithm. Then we need a monic polynomial of degree 5. The hyperelliptic function field given by
if and only if the curve C f has an F p -rational Weierstrass point. Simply speaking this means that f (t) has a zero in F p . By a projective transformation we move the F p -rational Weierstrass point to infinity and obtain a polynomial of degree five. We can compute the probability that a polynomial of degree 6 whose discriminant is not equal to zero has an F p -rational point. It is given by
The complete algorithm is now given as follows: Computing the curve from its j-invariants Input: j 1 , j 2 , j 3 ∈ F p Output: A hyperelliptic curve of the form y 2 = f (t), where f (t) ∈ F p [t], deg(f ) = 5 or 6. 1: Compute Mestre's invariants Q ij , H ijk from the j-invariants j i , i = 1, 2, 3. 2: Parametrize the conic (Q ij ) by f 1 (t), f 2 (t), f 3 (t). 
Good Weil numbers
In this section we describe how to find a suitable prime p such that
for w ∈ O K . The equation (3) is a relative norm equation with respect to the relative field extension K/K 0 . Thus we could choose random primes and try to solve the relative norm equation by applying the function <bnfisintnorm> provided by the PARI library to p 2 . The primes so found are of the most general form, but the method needs heavier machinery (e.g., class groups) and is more difficult to implement than the algorithm we discuss in this section. Our method finds only two possibilities for the group order. For applications this is sufficient.
We assume that the Frobenius w is an element in O = O K0 + ηO K0 , where
First we consider D ≡ 0 mod 4. Set p = ww and
We obtain two equations for c 1 , c 2 , c 3 und c 4 : Start again. 5: end if 6: if n even then 7: c 2 := even factor of n; 8: else 9: c 2 := odd factor of n; 10: end if 11 )). Note that this elementary method needs the factorization of an integer in step 6. It is not advisable to factor the integer completely. Much faster is a trial factorization up to a fixed bound. Table 1 shows the time (in seconds) to find 1000 primes of size approximately 2 80 satisfying a relative norm equation. Table 1 .
CM-field elementary programm use of <bnfisintnorm> Q(i 2 + √ 2) 247 296
328
424
429
378
197
303
435
) 292 356
The complete algorithm
Now we are able to give the complete algorithm. Before starting with the construction of a hyperelliptic curve we have to fix a CM-field, and we have to find a suitable prime field F p .
Precomputations for the group order
2: Find a prime p such that there exists w ∈ K with ww = p. 3: Compute the two (resp. four) possible group orders n 1 , n 2 (n 3 , n 4 ) depending on p and O K . 4: if n 1 and n 2 (resp. n 3 and n 4 ) have no large prime factor then 5: Go to 2. 6: else 7: Return K, p, n 1 and n 2 .
8: end if
Once we have found a CM-field K and a suitable prime p, we are left with the task of finding a hyperelliptic curve defined over F p having complex multiplication by the order O K .
Construction of hyperelliptic curves suitable for cryptography
Input: CM-field K, h K0 = 1, prime p and the two (sometimes four) possible group orders n 1 and n 2 (resp. n 3 , n 4 ). Output: A hyperelliptic curve of the form
Choose a complete set (up to isomorphism) of period matrices Ω i of all simple principally polarized abelian varieties having complex multiplication by O K (see Section 3). Let s be the size of the set of isomorphism classes. 2: Compute all even theta constants
See Section 4. 3: Compute the 3s generating j-invariants
Compute the class polynomials
3 ). (a 1 , a 2 , a 3 ), a i zero of H i (X) mod p do 7: Set j 1 := a 1 ; j 2 := a 2 ; j 3 := a 3 .
8:
Compute Mestre's invariants (see Section 6).
9:
Apply Mestre's algorithm to get a curve
10:
if #J(C) = n 1 or n 2 then
11:
Return C;
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12:
end if 13: end for Remark 9.1.
1. The algorithm is restricted to CM-fields whose real subfield has class number one. This ensures that the ideals in O K have a relative integer basis with respect to O K0 . Therefore it is possible to give period matrices of the principally polarized abelian varieties with complex multiplication by O K (see Theorem 3.1). 2. For step 5 of the algorithm we applied the continued fraction algorithm to the second highest coefficient of the polynomial to obtain a possible denominator d K,Hi(X) . This method gives us almost always a polynomial in Z which is not necessarily primitive. There exist exceptions, e.g.,
where the denominator of the polynomial H 1 (X) contains an additional power of three, i.e., 3
2 . 3. In contrast to elliptic curves, where the class polynomial always splits into linear factors, the class polynomials H i (X) do not have to split into linear factors even when p satisfies a relative norm equation. For the correctness of our method it is only important that H i (X) have a linear factor modulo p. This is a consequence from class field theory. It is even more efficient to take primes which do not split completely, since the for-loop in step 6 takes fewer rounds in this case. Each of the class polynomials H 1 (X), H 2 (X) and H 3 (X) splits into one factor of degree two and two factors of degree one. The two linear factors give us hyperelliptic curves defined over F p , and the irreducible factor of degree two leads to curves defined over F p 2 . The running time of the first part is dominated by the computation of the theta constants. In Section 4 we saw that the computation of the theta constants depends on the value of the first successive minima of the period matrix. An exact analysis is therefore rather difficult.
However, since we cannot compute up to arbitrarily high precision, the number of CM-fields we consider is restricted (see also Section 13) . In principle we could compute all possible class polynomials in advance. Table 2 will give an idea about the complexity of the computation of the class polynomials. The first three columns describe the CM-field K
The fourth column gives the class number of K and the fifth the number of possible polarizations. Note that in all these cases h K (#Pol) is the degree of the class polynomial.
Recall that the monic class polynomial has rational coefficients. The sixth column gives the number of decimal digits of the denominator of the second highest coefficient of the class polynomial. The seventh column gives the precision which is necessary for the computations to get the right result. The eighth column gives the time in seconds.
Some of the CM-fields are taken from the tables in [15] and [11] . We were able to compute the class polynomial of a CM-fields of class number 10.
The second part is the application of Mestre's algorithm. First we have to factor the class polynomial. There exists an efficient probabilistic algorithm [3] which takes field operations (see [16] for the complexity of a single composition on a hyperelliptic Jacobian). Thus as an overall complexity (once the class polynomial is computed) we get 10.2. Notes on implementation. The two parts of the algorithm differ not only in the complexity but also in the difficulty of the implementation. For the first part we need a library that supports computations in relative number fields. Most suitable for this task is the C-library PARI (ftp://megrez.math.ubordeaux.fr/pub/pari/).
The second part is easier to implement. It requires efficient polynomial arithmetic. We used the library NTL written in C++ (http://www.shoup.net/ntl/).
11. Statistics 11.1. Primes interesting for implementations. Some primes are especially well suited for implementions (see [6] , [20] ). In Table 3 we give a list of Mersenne primes and generalized Mersenne primes. We tested whether they split in a given CM-field or not, and whether the corresponding group order contains a large prime factor. 11.2. Probability of the group order's being almost prime. For every CMfield given in Table 4 we chose 5001 primes of the size 2 80 that satisfy a relative norm equation, and determined the two corresponding group orders.
We counted the number of group orders which are of the form
where k = 1, . . . , 9, k ≤ 1000 and k > 1000. The first column gives the parameter D, a, b of the CM-field. The CM-field imposes some divisibility conditions on the group order. In the case where O K = O K0 + ηO K0 with a purely imaginary element η ∈ O K , the group order can easily be seen to be a multiple of 4.
It is possible to generalize the heuristics from [7] , p. 162, on the probability of prime group order to hyperelliptic curves with complex multiplication. This requires more theoretical background, and will be covered by the author in a forthcoming paper. . We would like to construct a hyperelliptic curve whose Jacobian has complex multiplication by
Note that K is not Galois and has class number four. The fundamental unit of the real quadratic subfield K 0 = Q( √ 5) has negative norm. A relative integral basis for the elements in the class group is given by We get a representation system of eight principally polarized abelian varieties of dimension two. For each period matrix we compute the theta constants and the invariants. All computations are done with a precision of 300 decimal digits. We obtain the class polynomials H 1 (X), H 2 (X), H 3 (X). The three denominators are 
