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ABSTRACT
STUDY OF NON-EQUILIBRIUM ELECTRON DYNAMICS IN METALS
Wael Mohamed Gomaa Ibrahim
Old Dominion University, 2002 
Director Hani E. Elsayed-Ali
Thermal phenomena, such as heat propagation, lattice melting, and ablation, are the result 
o f energy deposition in metals. A fundamental understanding of the electron dynamics 
leading to these thermal phenomena would benefit many laser applications, such as laser 
deposition of thin films and laser processing.
In this work, thin metal films were prepared using the resistive heating evaporation 
technique. High dynamic range autocorrelators were constructed to characterize the 
different laser systems used in this study. The nonequilibrium electron dynamics in single 
layer gold films, multi-layer gold-vanadium, and gold-titanium films were studied. The 
time evolution of the electron temperature was monitored using femtosecond time- 
resolved thermoreflectivity (AR/R) measurements. The validity of the Two-Temperature 
Model (TTM) in describing ultrafast laser heating processes was checked. The effect of 
the padding layer on the surface damage threshold was investigated.
The experimental results revealed a reduction o f the thermoreflectivity signal, ARmax, for 
the multi-layer film that signifies a reduction in the surface electron temperature. Multi­
shot damage experiments, in contrast to the thermo reflectivity measurements and the 
results of Qiu et al., showed no evidence of surface damage in the case of the gold 
sample, whereas the multi-layer sample experienced an onset of surface damage at the 
same experimental conditions. The suitability o f the Two-Temperature Model (TTM) in 
describing the transport and relaxation dynamics o f hot electrons accurately was verified. 
A new methodology for the correction of the TTM to account for the internal 
thermalization of the electron gas and convolution effects was achieved.
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ICHAPTER 1 
INTRODUCTION
The study of nonequilibrium electron dynamics and transport in metallic films has been 
ongoing since the mid 1970’s. With the advent of ultrafast lasers, it became possible to 
resolve dynamic events occurring on a femtosecond scale and to gain an insight into 
transport and scattering phenomena. Driven by the quest for an ever-higher performance, 
smaller size, and more reliable components, electronic devices are expected to operate at 
the extremes of speed, size, and intensities (local or instantaneous). Due to the presence 
of large electric fields in semiconductors, hot electrons are generated. The relaxation 
processes of such hot electrons, in metals and semiconductors, are the same. Using 
optical excitation and probing of metal surfaces by ultrafast laser pulses - generating 
well-defined non-equilibrium hot electron distributions -  it is possible to time-resolve 
these relaxation processes [1]. The possibility of creating and probing transient non­
equilibrium electron populations in single layer metal films has been demonstrated by 
several different groups and applied to various metallic systems [2]. Eesley et al. [3] 
studied thermal transport in multi-layer metal films during picosecond laser heating. Qiu 
and Tien [4] used a higher temporal resolution experiments to investigate energy 
deposition and transport in multi-layer films. The results showed that radiation absorption 
by free electrons and subsequent heating o f the lattice occur not only at different times 
but also at different locations in a multi-layer metal film [4].
However, conventional theories such as Fourier’s law, based on the macroscopic level, 
become questionable at the physical temporal and spatial dimensions associated with 
submicron devices. Thus, the need for models that deal with the thermophysical 
phenomena at hand on a microscopic basis emerges. The phenomenological Two- 
Temperature Model (TTM), originally proposed by Kaganov et al. (1957) [5] and 
Anisimov et al. (1974) [6], was generally accepted to describe the two-step process of 
electron-phonon (e-ph) interaction.
The journal format used is that o f Optical Engineering.
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2Within this model, the electrons and phonons are treated as two separate subsystems, 
with electron and lattice temperatures defined by Te and Ti, respectively. Recent 
investigations [I] have revealed electron thermalization times on the order of 500-700 fs, 
which suggests an overlap in the time scales for electron thermalization and electron- 
phonon coupling. This means that the electron temperature Te and the lattice temperature 
Ti are not well defined as was previously assumed in the TTM. Sun et al. presented an 
expansion of the classical TTM to account for the non-Fermi distribution using three 
coupled differential equations [1]. Suarez et al. [7] doubted the validity of the TTM in the 
subpicosecond regime. They explained the relaxation dynamics within the framework of 
the Fermi liquid theory (FLT) in the relaxation time approximation (RTA).
The goal of this work is to investigate the dynamics and transport of laser excited non­
equilibrium electrons in metal films and multi-layer metal structures. Comprehensive 
experimental studies of ultrafast relaxation dynamics are expected to provide information 
helpful in relating the relaxation dynamics to the important physical properties of the 
materials. The validity of the TTM in the subpicosecond regime will be examined and an 
attempt to verify its applicability to model ultrafast laser heating will be made.
In the first phase of the experiments, studies of the dynamics and transport of non­
equilibrium electrons are conducted on different thickness gold films using front pump- 
front probe thermoreflectivity measurements. Information on the excited electron 
dynamics in the interaction volume are obtained by monitoring the change in reflectivity 
of the probe beam with time. The purpose of this first phase was to compile a 
measurement database on the non-equilibrium electron transport in single-layer thin 
films.
In the second phase, we follow up on the experiments of Qiu & Tien [4] and try to 
identify a suitable padding layer to increase the damage threshold for optical radiation. 
By using a padding layer that possesses a large electron-phonon coupling coefficient (G), 
one might take advantage o f the fast energy transfer rate through the phonon-electron 
interaction. The electron-phonon coupling factor for Vanadium and Titanium, used in our
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3study, is 648xl016 W/m3K, and 202xl016 W/m3K, respectively [8]. This electron-phonon 
coupling coefficient is one order o f magnitude higher than the one for chromium used by 
Qiu & Tien [4]. Hence, a stronger effect o f these padding materials on reducing the 
surface temperature is expected.
In the third phase of this research, the damage mechanism of metal films and the 
hypothesis that multi-layer structures may increase the optical damage threshold of the 
metal coatings were investigated.
In this dissertation, chapter 2 discusses past work reported on the investigation of hot 
electron transport and relaxation in metals. A survey of most of the experimental work 
done in this field in the past decade as well as the many attempts made to model the 
electron dynamics is given. Our survey is structured in a chronological order to be able to 
gain an insight on the development in this field and establish a starting point for our 
proposed work. Chapter 3 presents the physics of femtosecond thermomodulation in 
metals and the theory behind relating the change in reflectivity to the electron dynamics. 
Chapter 4 deals with the modeling and the solution of the Two-Temperature Model. The 
discrepancies between the predictions of the TTM and the experimental results are 
discussed. Modifications of the TTM to include the ballistic term and to account for 
internal thermalization of the electron gas are presented. The experimental setup used to 
investigate the relaxation dynamics and transport in single- and multi-layer metals is 
given in chapter S. Chapter 6 presents the results of front pump/front probe 
thermomodulation measurements on films of varying thickness. A comparison of the 
predicted electron temperature, using the Two-Step model, with the experimental results 
is presented. Multi-shot damage experiments on single- and multi-layer metals will also 
be presented in this chapter. In chapter 7, we summarize the conclusion o f this study and 
envision future work in this field.
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5CHAPTER 2 
BACKGROUND REVIEW
This chapter briefly discusses past work reported on the investigation of non-equilibrium 
electron transport and relaxation in metals. A survey of most of the experimental work 
done in this field in the past decade as well as the many attempts made to model the 
electron dynamics is given. Our survey is structured in a chronological order to be able to 
gain an insight on the development in this field and establish a starting point for our 
proposed work.
We begin by highlighting the different techniques used to carry out such an investigation 
of electron dynamics. A more detailed account of the thermomodulation reflectivity and 
transmissivity technique, which will be used in our experimental program, is then 
presented.
2.1. EXPERIMENTAL TECHNIQUES
Experimental investigations of non-equilibrium electron dynamics in metals have been 
carried out using several techniques. Picosecond and femtosecond time-resolved 
thermomodulation reflectivity and transmissivity (TTR)[l-4], surface-plasmon polariton 
resonance (SPP) [5,6], time-resolved two-photon photoemission (TPPE) [7-9], and 
recently single-photon photoemission [10,11] are some of these techniques. They all rely 
on a simple experimental setup known as the pump-probe setup. In this experiment, a 
high intensity beam, the pump, is used to heat the specimen, while the low intensity 
beam, the probe, is used to measure the induced changes in the specimen. In the next 
three subsections a description of the above-mentioned techniques used to probe the 
electron dynamics is given.
2.1.1. Thermomodnlation Reflectivity and Transmissivity
Thermomodulation experiments in metals rely on the use of an ultrashort pulse to perturb 
the electron gas, and then probe the changes in the optical properties of the metal with a 
delayed probe pulse. Through proper tuning of the probe wavelength* the transient
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6electron distribution can be monitored very close to the Fermi surface where the optical 
property changes are maximum [12]. Thus, the measured changes in reflectivity and 
transmissivity could be related to the electron distribution under weak perturbation (ATe 
in the order o f a few Kelvin). The reflectivity and transmissivity signals are related to the 
real and the imaginary parts of the dielectric constant through the Fresnel formula. In 
thermomodulation, AR/R and AT/T can be expressed as linear combinations o f the 
induced changes in the real and imaginary parts o f the dielectric constant [13] related by:
AR <?ln R A d ln R  A
—  =  —  A f t +  —  A e 2 ( l )
R d ex d e z
AT d in  r  d in  T A
2.1.2. Surface-PIasmon Resonance
Surface plasmon polariton (SPP) resonance not only gives an efficient means to excite 
the electrons, but is also used to detect the small hot-electron induced change of the
complex dielectric constant, Ae. A SPP is a coupled surface mode of the electron gas and
the electromagnetic field [6].
Resonant excitation of SPPs occurs when the laser pulse beam is p-polarized and 
internally reflected from the hypotenuse face of a transparent prism, on which the metal 
film of suitable thickness has been coated. The electric field intensity o f the SPP is 
concentrated at the metal-vacuum interface and decays exponentially into the metal. As 
the SPP decays, it creates hot electrons that rapidly redistribute their energy via e-e 
collisions [6]. By proper tuning the probe angle to one of the steep sides o f the 
reflectivity curve, a maximal sensitivity to the hot electron induced shift is attained.
2.1.3. Time-Resolved Two-Photon Photoemission (TR-TPPE)
The population dynamics of hot electrons is measured by a two-pulse correlation, where a 
pump-pulse creates a hot electron distribution and an identical delayed probe pulse 
interrogates this distribution by inducing photoemission, Fig. 1 [9]. TR-TPPE provides a
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7direct measurement of the temporal evolution of the photo-excited electron distribution as 







FIG. I . TPPE principle o f operation [9]
2.2. THERMOMODULATION REFLECTIVITY AND TRANSMISSIVITY 
SURVEY
In this section, we present an overview o f the thermomodulation experiments conducted 
in the last decade. We will identify the different approaches taken by several investigators 
to resolve the role of electron-electron and electron-phonon interactions on the transport 
and relaxation in metals.
In 1990, Elsayed-Ali et al. [14] reported on their study o f femtosecond thermoreflectivity 
and thermotransmissivity of polycrystalline (PCF) and single-crystalline (SCF) gold 
films. Energy loss lifetime was measured to be ~ 1-3 ps after excitation with an ultrashort 
pulse, and increases with the laser fluence. Lifetime for PCF is shorter than SCF for thin
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8films comparable to the optical skin depth (—150 A). A conventional pump-probe setup, 
with a pump to probe energy ratio o f -17, was used. The pump and probe beams were 
maintained at normal incidence with a pump beam spot of -  4 pm. The 76 MHz 
femtosecond laser delivered a maximum energy per pulse of 0.6 nJ at a wavelength of 
615 nm with a pulse width measured at full-width-half-maximum (FWHM) of 150 fs.
Their results showed that:
1. The temporal evolution o f the transient reflectivity and transmissivity is found to 
be exponential for all laser fluences.
2. The maximum of the thermotransmissivity AT/T and thermoreflectivity signal 
AR/R is directly proportional to the laser fluence.
3. The maximum of the thermotransmissivity signal, AT/T, is almost independent of 
film thickness from 200 -  800 A for a 4 mJ/cm2 fluence.
4. The electron transport appears to be slower for PCF.
In 1992, the same group [15] reported on their efforts to transform the temporal evolution 
of the thermoreflectivity to a temporal evolution of the effective electron temperature. 
They also determined the dependence of the decay of the effective electron temperature 
on the ambient temperature. A discussion of their results will be presented in greater 
detail in the modeling section.
In 1992, Fann et al. reported on the first direct measurement o f the thermalization process 
and the time evolution from the nascent distribution to a hot Fermi-Dirac distribution
[16]. Time resolved photoemission was used to measure for the first time the non- 
thermalized electron distribution. The time evolution of the distribution was measured for 
two different laser fluences, 140 pJ/cm2 and 300 pJ/cm2. The data clearly identified that 
electron-phonon interactions take place well before the electron gas can thermalize. A 
faster electron thermalization was observed for the case o f the higher fluence. Further 
discussion of their use o f the Boltzmann transport equation under the relaxation time
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9approximation (RTA) and the use o f Fermi-liquid theory (FLT) to account for screening 
will be presented later in the modeling section.
In 1993, Sun et al. [18] reported on their femtosecond investigation of electron 
thermalization in thin gold sample (~200A). Their measurements were done in thin gold 
films in the low perturbation limit, i.e., ATe ~ 20 K. They used a TirAkOs laser from 
Coherent (Mira 900) with an operating wavelength, X, in the range of 880 nm -1064 nm. 
A 100 pm BBO crystal was used to double half o f the input beam, resulting in a probe in 
the range o f440 -  530 nm (2.82 -  2.34 eV). The pump and probe beams were focused on 
the sample using a 1 Ox-micro scope objective. The pump and probe spot sizes were, 
respectively, 11 and 8 pm. The probe power was ~70 pW and the pulse duration was -  
210 fs (FWHM) at 500 nm. A fluence range between 2.5 pJ/cm2 -  200 pJ/cm2, i.e., ATe -  
3 K. -  200 K. was used. Their results showed a transient time characterized by a much 
longer rise time than the pulse cross-correlation. An exponential decay, which is in 
agreement with the temporal evolution of the electronic temperature predicted by the 
T IM in the low perturbation regime, then followed. The decay time constant agrees with 
the results of Juhasz et al. [15]. A non-instantaneous perturbation of the electronic 
distribution is demonstrated by the slow rise o f the measured signal. This indicates a 
delayed thermalization of the electron gas and thus the presence of a long-living non- 
Fermi perturbation. For the thicker gold samples (1200 A), diffusion of the non-Fermi 
electrons takes place concurrently with thermalization leading to a much faster rise time. 
The excited electrons diffuse rapidly out of the skin depth region and produce a fast 
decay of the heating source typically in less than 200 fs.
Later that year, Juhasz et al. [15] reported on their investigation o f the role of grain 
boundaries on the transport of non-equilibrium electrons in thin films. They used a 
synchronously pumped femtosecond dye laser as the heating source for poly- and single­
crystalline gold films. The energy fluence used was ~ 100 pJ/cm2 at 2 eV photon energy 
and 76 MHz repetition rate and pulse duration of -150 fs. Their study involved a 
systematic investigation o f multiple sample thickness of 25, 100, 200, 300, and 400 nm. 
Measurements of the time o f flight across the film thickness, through a thermoreflectivity
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technique, revealed that as the sample thickness increased, the traversal time for the 
electrons to cross the film and, hence, the delay in the transient peak increased with 
respect to thinner samples. They were able to show that the required time for electrons to 
traverse the film is linear with sample thickness for both poly- and single-crystalline 
films if the thickness is less than or equal to 300 nm  This linear dependence of the 
traversal time on thickness is characteristic of ballistic transport They were also able to 
calculate the reflection coefficient, r, o f the grain boundaries. This was done through a 
solution of the Mayadas-Shatzkes-Tellier (MTS) model for the electron transport in 
polycrystalline films.
In 1994, Sun et al. [19] presented a more detailed account of their investigation of 
femtosecond electron thermalization in metals using transient thermomodulation 
transmissivity and reflectivity. They showed that the subpicosecond optical response of 
gold is dominated by delayed thermalization of the electron gas. Through the numerical 
solution of the Boltzmann equation, they present a model that describes the measured 
transient optical response during the full thermalization time of the electron gas. Also, an 
expansion of the TTM is presented. Their model will be discussed in the following 
section.
As an extension to the work of Elsayed-Ali et al. [17], Holhfeld et al. [20] conducted a 
systematic investigation o f the electron relaxation as a function of the film thickness. 
They investigated thinner films down to 100 A. Their results were in agreement with
[17], which provided evidence that the transport is dominated by a ballistic component 
for film thickness < 1000 A. They concluded from the results that the mean free path for 
the electrons should be on the same order as the film thickness (for thickness < 1000 A).
2 3 . MODELING OF HOT ELECTRON DYNAMICS
Heating of metals involves two major processes: deposition or absorption of energy 
followed by the loss or dissipation o f this absorbed energy in attempt to return to thermal 
equilibrium through scattering and transport of energy carriers. The absorption of energy 
depends mainly on the heating method and the structure o f the material. For example,
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contact heating will simultaneously transfer energy to electrons and phonons. On the 
other hand, radiation heating will excite free and bound electrons in metals and valence 
electrons or phonons in semiconductors [21].
Several theories have been established trying to understand the mechanism of heat 
transfer and develop a model that is capable of predicting the behavior of materials by 
estimating certain parameters such as: the surface temperature and heat affected area. 
Such conventional theories treated heat transfer from a macroscopic point o f view. In 
these treatments, the physical domain for heat transport was assumed so large to allow for 
enough scattering events between energy carriers in order to achieve equilibrium or near­
equilibrium situation.
In laser heating of metals, macro-scale models become questionable when the metal film 
dimensions are comparable to the electron mean-free path or when the laser pulse 
duration is comparable to or less than the electron-phonon interaction time. Models, such 
as the classical Fourier heat conduction law (also known as the parabolic one step model, 
POS) fail to adequately describe the micro-energy transfer in case of ultrafast laser 
heating o f metals.
In femtosecond laser heating of metals, a short optical pulse is used to excite the electron 
distribution out of equilibrium on a time scale much shorter than the electron-phonon 
interaction time. The internal thermalization of the electron gas and equilibration of the 
electronic and lattice temperature (external thermalization) are subsequently monitored in 
the time domain using a femtosecond probe pulse. Because of the large electron 
population, electron-electron interactions were assumed to be fast enough to thermalize 
the electron gas on a time scale shorter than the laser pulse duration, permitting a simple 
modeling of the electron thermalization dynamics using the classical Two Temperature 
Model (TTM) which was initially proposed by Anisimov [35].
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Where, k is the thermal conductivity (W/m K), Ce is the electron heat capacity (J/m3K), 
Ci is the lattice heat capacity (J/m3K), Te is the electron effective temperature (K), Ti is 
the lattice effective temperature (K), and G is the electron-phonon coupling coefficient 
(W/m3 K).
A survey of the different attempts to explain the experimental results using the different 
models mentioned above follows. Also, a more detailed discussion of the validity of these 
models in the case of ultrashort laser heating, and the conditions for model applicability 
will be given.
Qiu & Tien [22], in 1992, analyzed the microscopic processes in radiation-metal 
interactions and their effects on the spatial and temporal responses of the lattice 
temperature. They treated the electrons and the metal lattice (phonons) as two separate 
systems, i.e., electrons absorb the photon energy and then heat up the metal lattice 
through electron-phonon collisions. They considered two schemes:
1. Laser pulse duration much longer than the electron-phonon thermal relaxation 
time:
In this case, the hot electrons have sufficient time to establish thermal 
equilibrium with the lattice. And both have the same temperature, T. Under 
these conditions, the one-step-heating model (Fourier) is adequate to describe 
the system dynamics.
2. Laser pulse duration comparable with the electron-phonon thermal relaxation 
time:
In this case, the electron-phonon interaction becomes am important 
controlling mechanism in the transfer of radiation energy to internal energy. 
Electrons and the lattice are no longer in thermal equilibrium and are treated 
as two separate systems. The two-step process is then employed to describe 
the system dynamics.
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Qiu & Tien [22] compared the one- and two-step model for a 5000 A gold sample and a 
heating laser pulse of a FWHM o f 10 ps. The comparison parameters were the heat 
affected area and the surface temperature o f the sample.
Their results can be summarized as follows:
1. The two-step model predicts a much larger heat affected area than the one-step 
model.
2. In long pulse laser heating (ns), the one-step model is valid. They presented a 
comparison of the two models under a FWHM of I ns.
3. In short laser pulse heating, the two-step model should be used.
Qiu et al. [22] introduced a critical number, Na, which separates the two regimes 
quantitatively. They defined Ner as the number at which the prediction of the surface 
temperature from the one-step model causes 20% error compared to that from the two- 
step model. Ner is affected by the transport of electrons, the heating intensity, and the size 
of the film.
Juhasz et al. [15] demonstrated the possibility of transforming the temporal evolution of 
the thermoreflectivity to the temporal evolution of the effective electron temperature. 
They attempted solving the two-temperature model for Te and Ti.
<57* 1By using, C ,— ------------= G , a single equation stating that the energy absorbed is
<* ( J '- T ,)
distributed between the electrons and phonons could be written as follows:
In this way, ATe™* can be recovered from the empirically determined laser energy at t=0. 
A nonlinear function in Te,y(hv,Te) was assumed and its derivative, called the differential 
Fermi distribution, evaluated at different ambient temperature, so that:
T. T,
T. T. 0
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(5)
Thus, at each data point collected, tn,
ATe(tn) = constant )]"1
K
where
By using an iterative technique, starting at the maximum and at a specific ambient 
temperature, the electron temperature profile can be recovered.
In 1992, Fann et al. [16] solved the Boltzmann transport equation under the relaxation 
time approximation (RTA) and used the Fermi-liquid theory (FLT) to account for 
screening. The electron distribution was divided into thermal and non-thermal parts [16],
The thermal part is the Fermi-Dirac distribution, and the non-thermal part is a function of 
electron energy and time [16]. The energy transfer was assumed to be taking place as 
follows: from the non-thermal distribution into the thermal one, and from the thermal 
distribution to the lattice through the e-ph coupling. Direct transfer from the non-thermal 
distribution to the lattice is ignored. The model predictions agreed well with the 
experimental results.
Following up on their work in 1993 [22], Qiu & Tien proposed a model to describe the 
energy transport during short pulse laser heating o f metals. The model was derived from 
the solution of the Boltzmann transport equation for electrons. A comparison with the 
Fourier (one-step) model and the hyperbolic one step model was also given.
Four models were discussed:
1. Parabolic One step model, POS, radiation heating model, Fourier conduction
/ = / .
model:
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c * L = * - ( k  + S
dt  9 x 1  •* d x j (8)
2. Hyperbolic one step model, HOS:
91 9x
3. Parabolic Two Step Model, PTS:
(9)
- G ( T e - T t ) + S
9/ 9x v, 9x j  
c,(r,)^--<?(r. - T , )
4. Hyperbolic Two Step Model, HTS:
C A T . ) ^ -  = G( r ,  -  T,)  + S
c A t < ) ^  = G{T.  - T , )
r ' f r + r i i 7 + e  =  0
(10)
(11)
With, C = Volumetric heat capacity, J/m3K
T = Temperature, K
iQq = Equilibrium thermal conductivity, W/m K. 
t = Time, s
x = Spatial coordinate, m 
S = Source term, W/m3
t  = Electron mean free time between collisions, s
Q = Heat flux, W/m2
Cc = Electron heat capacity, J/m3K
Q  = Lattice heat capacity, J/m3K
Te = Electron effective temperature, K
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Tt = Lattice effective temperature, K 
G = Electron-phonon coupling coefficient, W/m3K 
Tf = Relaxation time evaluated at the Fermi surface, s
The Boltzmann transport equation expressing the total rate of change of the particle 
distribution function / (r, V, t) as the result o f diffusion, external field, and scattering was 
formulated as;
+ K :r- +




In their treatment, three assumptions were made to simplify the solution:
1. Electron-phonon interaction is the dominant scattering process for electrons.
2. The conduction of heat by phonons is negligible.
3. Electrons and phonons have effective temperatures, Te, and Ti, respectively.
Examining the conventional approaches - the relaxation time approximation (RTA), the 
steady state approximation, the near-equilibrium approximation - to solve the Boltzmann 
equation, Qiu & Tien [22] raised several questions about the validity of some of these 
approximations. The first one was the validity of expressing the scattering term by an 
equivalent temperature even though different energy carriers have different temperatures. 
The second issue was deciding which temperature should the relaxation time function be 
based on, if the relaxation time approximation is to be valid. Finally, in the case of the 
steady state approximation, the total rate of change of the distribution function becomes 
comparable to the diffusion term, and the steady state approximation may break down. 
Qiu & Tien [22] presented a comparison between the prediction of the four models (POS, 
HOS, PTS, and HTS) and the experimental results for the electron temperature changes at 
both the front and rear surfaces o f a 1000 A gold film. A laser pulse o f 96 fs FWHM and 
energy fluence of 1 mJ/cm2 was used to irradiate the sample. They numerically solved the 
hyperbolic models (HOS and HTS) using the MacCormack scheme (Glass et al., 1985), 
with a uniform grid o f 400 points. The parabolic models were solved using the crank- 
Nicholson scheme employing a non-uniform grid system. In case o f front probing, the
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PTS & HTS showed excellent agreement with the experimental results and the difference 
between them was very small as depicted in Fig. 2. Where as in the case o f the POS & 
HOS models, the predicted decrease in electron temperature is much slower than the 
measured one. This is explained by the fact that both POS & HOS models neglect 
microscopic energy transfer between electrons and phonons. In case of rear surface 
probing, the POS & HOS models predicted the wrong trend, as illustrated in Fig. 3. The 
PTS & HTS models predicted the right trend but totally different speeds o f energy 
propagation. The main conclusion is that the PTS model prediction is acceptable for front 
surface probing, while the HTS is best suited for rear surface probing. Figure 4 depicts 
the good agreement between the PTS and HTS models with the experimental data both at 
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FIG. 2. Comparison o f predicted electron temperature changes with experimental data at the front surface
[23]
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FIG . 4. Comparison o f predicted electron temperature changes for the two-step models with experimental
data [231
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In 1994, Qiu & Tien [25] extended their analysis to laser heating o f multi-layer metals. 
They modeled their system using the parabolic one-step model and the two-step model. 
The PTS model predicted the experimental results perfectly. The energy deposition to the 
lattice did not occur where die radiation energy was absorbed but rather in the underlying 
chromium layer. This has great impact on increasing damage threshold of mirrors in high 
power laser applications.
Sun et al. [27], 1994, used a multiple-wavelength pump-probe technique that enabled 
them to probe close to the Fermi surface. Evidence of the presence of a non-Fermi 
distribution in the low perturbation regime was found. Electron thermalization time of ~ 
500fs and electron-phonon interaction time ~ I ps was measured [13]. They presented an 
expansion of the classical TTM to account for the non-Fermi distribution using three 
coupled differential equations.
—  =  -o cN  -  J3N  (13)
ot
C ,% - = -G {T .-T ,) + aN  (14)
C ,^ -  = G {T ,-T ,) + f i /  (IS)
Where N stands for the energy density stored in the non-thermalized part of the 
distribution, a  is the electron gas heating rate, (3=G/Ce, is the electron-phonon coupling 
rate, aN is the heating of the electron gas by the initial non-thermalized electrons, |$N 
accounts for the direct coupling between the non-thermalized electrons and the lattice. To 
account for the local kinetics o f the electron occupation number, they solved the 





+ r ( k , t )  (i6)
e—ph
where f(k) is the occupation number of the k electronic state and I(k,t) is the perturbation 
o f the electron gas by the pump pulse. The electron-phonon collision rate was, however, 
introduced in the relaxation time approximation. They justified that by the fact that their
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experiments introduced small temperature changes and by the hypothesis of the fast 
decay of high-energy electron by e-e collisions.
Lagendijk et al. [28], proposed a new model that describes the electron-electron and 
electron-phonon dynamics simultaneously. They called it the non-thermal electron model 
(NEM). It was also based on the solution of the Boltzmann equation describing the 
electron distribution in time and accounting for e-e and e-ph collision integrals.
= C«-. k  1 + [n, ] (17)
Suarez & Bron [29,35] described the behavior of the excited electrons by the Fermi liquid 
theory (FLT). In their analysis, they applied the FLT under the conditions of the random 
phase approximation (RPA) and the relaxation time approximation (RTA). The Fermi 
liquid theory deals with the total change of particle numbers at time t>0, after the 
generation of non-equilibrium electrons by an ultrashort laser pulse at t=0. The governing 
parameters are the electron-electron (e-e) and electron-phonon (e-ph) scattering terms and 
the quasi-particle generation. This can be stated as:
d n . ( E , t ) _  ( dne( E , t y  
dt V. dt









Within the relaxation-time approximation and the random phase approximation, the first 
term can be written as:
( d n t { E ' t y * e ( E , t )  _  ne( E , t )
f E  1I  dt ) *e-e(E)  r 0 < E F j
With Tn = 128 and (Op is the plasma frequency.
(19)
The second term, expressing the rate of energy transfer from the quasi-particles to the 
phonon field and vice versa, is written as:
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dne( E , t ) ^ - q n m(E,t)  Sqn^jt)
dt L +  ( m )  * n p
Where, q is the rate of energy transfer from a quasi-particle to the lattice, (E(t)j is the 
average particle energy, hi1p is the average acoustic phonon energy in gold, np(t) 
is the phonon number.
The last term can be written as: 




, n e( E \ t )  ( E ' - E )  
T0 E?
(21)
The agreement between the theory and the experiments was very good as can be seen in 
Fig. 5 [36].
In 1997, Gusev and Wright [30], proposed an approximate analytic solution of the 
relaxation of electrons under fast laser heating of metals. They basically joined two 
asymptotic solutions, one valid at short times and one (the TTM) valid at longer times. In 
1999, Al-Nimr and Arpaci [33] proposed a simpler approach to model the thermal 
behavior of thin metal films subjected to picosecond laser pulses. Their approach 
eliminates the coupling between the energy equations of the two-temperature model. The 
model is a two-stage process. In the first stage, the electron gas, through electron-phonon 
interaction, dumps all its energy in the lattice. In the second stage, which is considered to 
be completely separate from the first one, the electron and the lattice are at thermal 
equilibrium and thermal diffusion dominates.
Rethfeld et a l  [34], in 1999, presented a model based on the Boltzmann equation for 
femtosecond laser heating of electrons in Aluminum. In their treatment, they did not use 
any approximations such as the relaxation time approximation nor did they incorporate 
any input parameters such as the absorption rate or the electron-phonon coupling 
coefficient Thus, their model relied only on material parameters describing the crystal at 
room temperature.















-1 1 2 3
Delay Time (ps)
FIG. 5. Transient reflectivity &R/R in single crystalline gold film as a function of the delay time and for 
films o f various thickness. The solid lines represent an analytic basis for the experimental results, and the 
open circles represent the experimental results. Inset: Traversal time o f signal onsets [36]
The energy transport as well as the spatial variation of pulse intensity was neglected. The 
Boltzmann equation was written as:
# (* ) _ df(k )
dt dt
. # (* ) , #(* )
«  dt e-ph & abs
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where, before irradiation, y(k) and g(q) are described by a Fermi-Dirac and Bose-Einstein 
distributions, respectively.
2.4. SUMMARY
In summary, a review of some of the experimental investigations of non-equilibrium 
electron dynamics in metals has been presented. The experimental conditions under 
which these investigations were conducted are summarized in Table I. The role of 
electron-electron and electron-phonon interactions on the transport and relaxation in 
single-layer metals has been extensively studied. However, further issues on the electron 
dynamics in multi-layer metal structures remain to be explored. For instance, systematic 
studies on the use of padding materials other than chromium are lacking. Also, damage 
threshold experiments should verify the effect of the padding layer in the reduction of the 
surface temperature.
As for the modeling of the electron dynamics, it seems that the TTM accurately captures 
the temporal evolution of the electron temperature that could not be depicted by the 
conventional Fourier model. Due to the inability of the TTM to reflect the few hundred 
femtosecond in the transient response, some investigators resorted to the solution o f the 
linearized Boltzmann equation [29,34]. Others predicted the complete failure of the TTM, 
in the subpicosecond range, and used FLT to describe the experimental results [29]. 
Checking the validity o f the TTM and possible modifications to render it capable of 
accounting for the internal thermalization of electrons is identified as one of the goals of 
this dissertation.
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1990 Au 100 -  800 150 615 615 [14]
1992 Au 200 Pump 180 Probe 270 615 615 [15]
1992 Au 300 674 225 ri6i
1993 Au 250-4000 620 620 [17]






100 630 630 [26]
1997 Au 100 - 5000 200 400 500 f201
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In a femtosecond thermomodulation experiment, the metal’s reflectivity change is taken 
as an indicator of the temporal evolution of the electronic temperature. The modulated 
reflectivity feature is due mainly to changes in the occupancy of electronic states near the 
Fermi level, Ef. An understanding o f the physical basis o f the change in reflectivity is 
imperative to be able to relate it to the electron temperature change. In this chapter we 
present the background for the interpretation of our experimental results.
3.1. REFLECTIVITY CHANGES FOLLOWING OPTICAL PULSE 
EXCITATION
In a typical thermomodulation experiment, a pump pulse causes perturbation of the 
optical properties of the sample. The change in reflectivity AR or transmissivity AT 
monitors the relaxation of such a perturbation in time. Gold is used as an example in our 
attempt to relate the macroscopic optical reflectivity, R, to the perturbed electron density. 
By inspection of the gold band structure illustrated in Fig. 6, two types of transitions are 
identified. The first corresponds to the optical excitation of an electron from below the 
Fermi energy to another state above the Fermi energy but within the same band. These 
are the intraband transitions and are described by the Drude model. There is no threshold 
for these transitions. The second one is an interband direct transition due to the optical 
excitation of an electron to another band, e.g., d —► p. These transitions have threshold 
energy. Since the d-bands lay several volts below the Fermi energy in gold, which is true 
for all noble metals, only intraband transitions are possible at low energies (long 
wavelengths) and interband transitions are possible in the visible or ultraviolet. Under 
these conditions, it is feasible to separate the dielectric function into free and bound parts: 
— e[ +£* and £z = e{  + ,  where £ 7 andf* denotes the intra- and interband
contributions, respectively. Ehrenreich and Philipp [1] introduced the above-mentioned 
formalism in their paper about the optical properties of silver and copper.
















FIG. 6. Simplified parabolic band structure o f gold in the vicinity o f the L  point Solid arrows represent the 
probe transition, while dashed arrows represent the pump transitions [3]
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The reflectivity of solids at normal incidence can be written as [2]:
where |e|2 = e z + e\
r  _ H - V 2 f e + H ) - H
N+V2f e +H)+l
This can be directly derived from
(w-l)2 + k z 




n  = { \ [ f c 2 + e ^ + £l } & ^ = }*• <26>
Following Scouler results for thermomodulation experiments [2], the change in 
reflectivity can be expressed as:
where






<57? <57?——Af, + —— A£,
<fe,
(27)
*|[(g. ~ I)" + *2 ] 
V2
(28)
jg|(g. + N 2H(g ,  - o 2 + ^ 2]
[ 2 ^ + l c l - l ]  (29)
The problem now reduces to finding the change in the real and imaginary parts of the 
dielectric constant due to the pump laser pulse.
3.1.1. Intraband Contribution
Using Drude’s model, the dielectric constant of the material can be expressed as [3]:
4;rne 2 Ie 1 (eo ) = I -
T
Q)Zp T
CO {cor + i )
C O Zp T 2
(o) 2r 2 + 1) * co(co 2r 2 + 1)
(30)
COZp T
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Q)p is the plasma frequency
n is the conduction electron density
e is the electronic charge
m, is the optical mass
x is the relaxation time.
The change in the dielectric function can then be related to the change in the carrier 
density An due to the pump laser.
3.1.2. Interband Contribution
The interband contribution is due to the absorption from the underlying d-bands to the p- 
bands near the Fermi surface. Calculating the joint density o f states (JDOS) is necessary 
to be able to calculate the theoretical AE2 expected from these inter-conduction band 
transitions in a thermomodulation experiment Conventional interband transitions can 
take place only between initial and final states that are at the same point in k  space.
These are known as direct transitions. If E* ( k ) and E/(k ) denote energies in an initial 
band T  and a final band */\ respectively, then transitions between these two bands at 
photon energy hm are restricted to the surface o f constant interband energy given by [4-
6]:
(33)
A quantity that is related to the optical absorption is the joint density of states (JDOS) 
defined by [5]
(34)
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The prime on the integral denotes that the integration is to be performed only over those
portions o f k  space for which Ef > Ef > E„ where Ef is the Fermi energy. The summation 
is performed over all pairs o f bands. The JDOS therefore represents the total number of 
direct transitions that can take place at the photon energy ha). We need to know not just 
the total number o f transitions but also how the optically excited electrons are distributed 
in energy. Therefore, a new quantity is introduced which is defined as the energy 
distribution of the joint density of states (EDJDOS) [5]
The extra 5 function picks out those transitions whose initial states lay at energy E. 
Performing the integration over the 5 functions and with proper manipulation; the JDOS 
and the EDJDOS can be expressed as [4]:
The integral is performed around the line o f intersection of the two constant energy 
surfaces Ei = E and Ef =E + ha). In the constant matrix element approximation, the JDOS 
is easily related to the imaginary part o f the dielectric function [5]:
D(ha>) = - L - X  f „ ( * ) >( £  -  £ ,(* ))  c»>
i , f
(36)
The integral being carried out over the surface )=0.
(37)
(38)
Differentiating Equation (38), we obtain
(39)
where
A (3 (M )=  l D d^ p { E t h a » ( r m E ) ) d E (40)
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Equation (39) can now be used to calculate the change in the real part of the dielectric 
function through the Kramers-Kronig relationship [6]
With the basic theory for the evaluation o f the change in reflectivity established, it only 
remains to evaluate the changes in the real and imaginary parts of the dielectric constants. 
This can be approached in two ways. One can assume that the change in the dielectric 
constant is proportional to the change in carrier density, An, or to the change in 
temperature, AT, induced by the laser pump pulse. These changes in the real and 
imaginary parts can then be expressed as:
Ae. {co) =  Ae{ {co) +  Aff {co)
(42)
Ae2 {co) =  A e {  {co)+ Af? {co)
3.2. FEMTOSECOND THERMOMODULATION
By relating the change in reflectivity “AR” to the microscopic physical processes 
underway in the metal we can gain an insight on the decay mechanism and the various 
components contributing to i t  In a typical femtosecond pump-probe experiment a pump 
pulse heats up the electron gas resulting in a highly non-equilibrium state of excited 
electrons. This electronic heating perturbs the optical properties of the metal, which is 
depicted as a change in reflectivity that can be monitored by the probe pulse. An 
understanding of the physics behind the excitation and decay processes of the 
thermomodulation signal would help in the interpretation of the experimental results.
3.2.1. Excitation Process
In femtosecond pump-probe experiments, the energy deposited into the metal promotes 
inter- and/or intra-band electronic transitions through free or bound carrier absorption. 
The result is a highly non-thermal electron distribution. Through electron-electron 
scattering, thermalization o f the electron bath is quickly achieved within ~ 500-700 fs [7]. 
A Fermi-Dirac distribution and an effective electron temperature, Tc, thus characterizes 
the electron system. The magnitude o f the thermomodulation signal AR monitored by the 
probe is directly proportional to ATe.
2
A =  - f d to '
^  n
(41)
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3.2.2. Decay Process
The change in reflectivity AR maps out in time the decay process. The return to 
equilibrium is achieved through two mechanisms: relaxation or scattering events, and 
transport The first can be subdivided into electron-electron scattering and electron- 
phonon scattering. The latter is characterized by diffusion or ballistic transport The final 
state is reached when electrons and phonons are in thermal equilibrium, where the 
common thermal diffusion drives the heat dissipation into the material.
3.23. Phonon-Electron Interaction Model (Two-Temperature Model)
Simple modeling of the electron dynamics using the classical Two-Temperature Model 
(TTM) [8] is adopted;
c,^- = v.(Kvr,)-c(r.-3;)+s(r,/) («.)
c , ^ -  = G < r.-7 ;) (43b)
where, Ce Electronic heat capacity





From a mathematical point o f view, equations 43(a) and 43(b) provide two equations for 
two unknowns, the electron-gas temperature Te and the metal-lattice temperature Tt. They 
can be solved in a coupled manner, or they can be combined to give a single energy 
equation describing heat transport through phonon-electron interaction.
Complexity of the solution of equations 43(a) and 43(b) lies in the temperature-dependent 
heat capacity o f the electron gas, i.e., Ce = Ce(Te). For an electron-gas temperature lower 
than the Fermi temperature, the electron heat capacity is proportional to the electron
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temperature. Such a temperature dependence makes equations 43(a) and 43(b) nonlinear. 
The electron-phonon coupling coefficient characterizes the energy exchange and is given
a dependence on the thermal conductivity, K, the atomic number density, n., and the 
Debye temperature To- To obtain the single energy equation governing either the lattice 
or the electron temperature, one can proceed by assuming all thermal properties, 
including heat capacities of the electron gas and the metal lattice as well as the thermal 
conductivity to be temperature-independent Then, by obtaining the electron temperature, 
7V, as a function of the lattice temperature T\, from equation 43(b) and substituting in 
equation 43(a), we obtain
A similar equation describing the electron temperature can be obtained in the same 
manner by using
t, = t.  - § v 2r. («>
Heat conduction through the metal lattice is neglected in equation 43(b). However, when 
the transient time lengthens or the physical domain becomes too thick, heat conduction 
may become appreciable and should be included. Thus, the second coupled equation 
becomes
by G = [x /6 \m tntvs j t eTt j for Te »  Tu where me is the electron mass, n« is the
electrons number density per unit volume and v, = (/c/2nhf6Jt2na is the speed of 
sound.
Then, the coupling coefficient can be written as G = -------—----- . It is clear that G shows
18 K
(44)
Cl - j j — KlV 2Tl +GCT.-T,) (47)
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where Ki is the thermal conductivity o f the metal lattice.
3 3 . SUMMARY
In femtosecond pump-probe experiments, the energy deposited into the metal promotes 
electronic transitions through free or bound carrier absorption. This results in a highly 
non-thermal electron distribution. Through electron-electron scattering, thermalization of 
the electron bath is quickly achieved within ~  500-700 fs [7]. A Fermi-Dirac distribution 
and an effective electron temperature, Te, thus characterize the electron system.
When a laser pulse, of a duration less than or comparable to the electron-phonon energy- 
loss time, is used to excite a metal surface, a transient non-equilibrium occurs between 
the effective electron temperature Te and the lattice temperature T[. Electron-electron 
scattering, electron-phonon scattering, and heat transport determine the subsequent 
equilibration of the electron gas and the lattice. It was generally assumed that the internal 
thermalization o f the electron gas occurred instantaneously, i.e., within the pulse 
duration, thus allowing for simple modeling o f the electron dynamics using the classical 
Two-Temperature Model (TTM) [8].
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CHAPTER 4 
MODELING OF ULTRAFAST LASER HEATING OF METALS
In laser heating of metals, temporal pulse width and physical dimensions o f the metal 
film affect the mechanisms of energy transfer. Macro-scale models become questionable 
when the metal film dimensions are comparable to the electron mean-free path or when 
the laser pulse duration is comparable to or less than the electron-phonon interaction time
[1]. Models, such as the classical Fourier heat conduction law, parabolic one step model 
(POS), fail to adequately describe the micro-energy transfer in case of ultrafast laser 
heating of metals [2,3]. It is argued that as the film thickness becomes on the same order 
of magnitude as the mean free path o f energy carriers, the very basis o f the Fourier model 
loses its physical ground. This is because the failure of the concept of temperature 
gradient due to the lack of sufficient energy carriers between the layered structures used 
to define a gradient-like quantity across the film. Hence, defining the heat flux vector in 
the conventional way becomes questionable.
In ultrafast laser heating of metals, a transient non-equilibrium occurs between the 
electron temperature (Te) and the lattice temperature (TO due to the small heat capacity of 
electrons. Thus electrons can be heated to very high temperatures in a very short time 
while the lattice temperature remains practically unchanged. Hence, allowing for the 
treatment of the heating process as being composed of two individual processes: (I) the 
absorption o f photon energy by the electrons and (2) the subsequent equilibration of the 
electron gas and the lattice through electron-phonon coupling. Thus, simple modeling of 
the electron dynamics using the classical Two-Temperature Model (TTM), initially 
proposed by Anisimov [4], is possible. In this chapter, the experimental results are 
analyzed within the framework of the TTM which assumes that the electron and the 
lattice subsystems are identified by their respective effective temperatures, Te and T(. 
Numerical solution of the TTM yields the temporal and spatial evolution of these 
temperatures.
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4.1. THE TWO TEMPERATURE MODEL
Ultrafast laser heating of thin metal films has been widely modeled by a two-step process 
describing energy exchange between electrons and phonons in the short time transient A 
set of two coupled nonlinear partial differential equations account for electrons and 
phonons interaction and the thermal diffusion, as follows [4]:
c (T  ) ? L - = ± -
‘ '  3< dx




c ' ( r ' ) T T = G ( 7 ‘ _ r ' )
- G ( T e - T t ) + S
(48)
Where, tc is the thermal conductivity (W/mK), Cc is the electron heat capacity (J/m3K), Ci 
is the lattice heat capacity (J/m3K), Te is the electron effective temperature (K), Ti is the 
lattice effective temperature (K), and G is the electron-phonon coupling coefficient 
(W/m3K).
The first equation represents the increase in the electron temperature due to the external 
source (laser). The second step is the heating of the lattice by means of the hot electrons. 
This energy exchange is characterized by the electron-phonon coupling coefficient [1], G
_ K* ( n evk B )2
g  = — { £ k  ~  (4”
The coupling factor, G, depends on the number density of free electrons per unit volume, 
Qe, the Boltzmann constant, kB, and the speed of sound, vs. Through the speed of sound, 
the coupling factor further depends on the atomic number density per unit volume, n«, 
and the Debye temperature, 9 d -
It is worth noting that the values for the electron-phonon coupling coefficient for the 
different materials listed in Table.! in Ref. [6] are correct even though evaluating them 
using the provided equations in that reference yields different results. As we were first 
confronted with this discrepancy and as the numbers listed in the table seemed correct 
and comparable to experimental values, we reexamined the equations and found out that 
the equation (4) in [6] should read as equation (49) above.
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This can be proved by following the reasoning that
JC 2 n m - V 2G =  ^ *-----  (50)
6 X j t
where me is the electron mass
n« is the number density o f electrons per unit volume 
Te is the electron relaxation time 
Te is the electron temperature.
Now, since the electronic thermal conductivity can be expressed as:
jc 2n ,k  I t _7\K  =  ----------e  B  * e  (51)
3 m ,
Through proper manipulation of equation (51), we obtain
n  2 n , k \ x . T . m , = ------ * * g * (52)
By substitution of me in the expression of G, we get equation (49).
Also, the speed o f sound in the metal was calculated using the expression for the Debye 
temperature:
hv i0 D = — (6t r n j ' 3 (53)
Where,
kB is the Boltzmann’s constant 
v is the velocity of sound
Then, equation (5), v = —^-3-—  (6 jc 2 n a )  1 3 0  D , in [6] should read
2 jc h
v = - ^ - ( 6 / r  2n a )~i 3Q D (54)
ft
4.2. CODE DEVELOPMENT
Due to the nonlinear nature of equation (48), an analytical solution is not possible and, 
hence, it has to be solved numerically. Several groups [2,3,6-9], reporting on their studies
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of the electron dynamics in metals had to develop their own numerical procedure for the 
solution of the TTM or use existing subroutines in the IMSL libraries. In both cases, this 
requires familiarity with the mathematical algorithms and programming languages 
involved in the modeling. Not only that, but the code produced has to be unambiguous 
and structured in a clear manner as to allow any future users, not involved in the original 
development, to be able to modify or at least use the code. The programmer should also 
provide means for data obtained through the simulation to be properly displayed. Thus, 
the development time for the software is rather long. In this work, we used a 
commercially available software, FlexPDE® from PDE Solutions, to numerically solve 
the parabolic two-temperature model. FlexPDE® offers a common platform that is not 
only capable of numerically solving the coupled nonlinear equations but requires little 
knowledge from the user about programming other than properly defining the physical 
problem. In preparing the problem descriptor file, the user needs only to worry about the 
physical problem description. That is to say, the set of partial differential equations, the 
variables, the system coordinates, initial values, boundary conditions, and finally the time 
domain over which the solution is sought An outline of the thin gold film under 
investigation is diagramed as shown in Fig. 7.
r a
(0,Ly)





FIG. 7. Schematic diagram of the thin gold Film irradiated by a Gaussian laser pulse
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The boundary conditions for the line segments forming this outline are then specified. 
Thermal insulation boundary conditions were used so as to constrain the sides of the 
sample to the ambient temperature and neglect any heat losses from the back surface. The 
electron and lattice temperature were used as the two variables for which the equations 
are to be solved. The initial conditions for the electron and the lattice systems were 
chosen as Te = Tt = Ta =300 K. The physical properties of gold, Table I, and the source 
term were specified in the Definitions section of the problem descriptor file. The source 
term, S, in the two-temperature model was chosen as a gaussian pulse specified in the 
model as:
(55)
where R is the reflectivity, 5 is radiation penetration depth, J is the total energy carried by 
a laser pulse divided by the laser spot cross section, and tp is the full-width-half- 
maximum (FWHM) duration of the laser pulse. The results of the model are then 
exported to a text file that can be read by our data presentation software for comparison 
with the experimental results. However, the user has the ability, within FlexPDE®, to 
generate a number of graphical displays o f the results through plots, surface, or contour 
graphs. Surface graphs can be rotated in 3-D which provides the user with a flexible way 
to view the progress of the solution on a more complex structure. FlexPDE® also supports 
the possibility of exporting the results to different visualization software such as 
Tecplot®.
Comparing our model predictions to previously published solutions of the TTM achieved 
model verification. Figure 8 shows a typical time evolution of electron and lattice 
temperatures at the surface of a 200 A gold sample modeled using FlexPDE®. The results 
are in good agreement with those published by Hohlfeld et al. [9]. Dependability and 
validity of the model were also checked by modeling several other cases [5].
e  1 -  R r S  =  — J  - exp - - - 2 . 7 ’
f  \ 2
t
t .\  p )
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FIG. 8. Reproduction o f (a) Electron and (b) lattice temperature relaxation at the surface o f200A Au 
sample after Holfeld e t  a l . [9]. The following material parameters were used: R=0.408, a 'L=15328xl0'9 m, 
G=2xl016 W/mTC, K=318 W/mK, Ae=67.96 J /m ^ , and 0.49 mJ/cm2 absorbed fluence
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43 . PROBLEM DESCRIPTOR FILE IN FLEXPDE*
Conventional programming languages utilize procedural problem descriptor in which the 
user defines a sequence o f steps to be executed in order to get to the solution. FlexPDE*, 
however, only requires the user to relate the various components of the system to one 
another to form what is known as a relational problem descriptor. Thus, a partial 
differential equations system, following the user’s description, is turned into a finite 
element model. FlexPDE*solves the system, and the results are presented graphically 
according to the specifications of the user.
In preparing the problem descriptor file, the user needs only to worry about the physical 
problem description, that is to say, the set of partial differential equations, the variables, 
the system coordinates, initial values, boundary conditions, and finally the time domain 
over which the solution is sought. Several sections, each identified by a header, constitute 
the problem descriptor file. Some o f the most frequently used sections are illustrated 
below:














Even though interlaced, these sections can be considered as divided into two main 
categories. The first one controls the program functionality as to the solution method, the 
coordinate system to be used, the grid size, etc. This first category includes: Title, in 
which a descriptive label for the problem is given; SELECT, which provides the user 
with an override to some of the default behavior o f FlexPDE such as the relative PDE
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error, grid size, and the choice of cranck-nicholson, galerkin, or backward implicit 
schemes; Coordinates which is where the user defines the coordinate system to be used; 
and PLOTS, which gives the user a choice of the desired graphical output. These may be 
any combination of CONTOUR, SURFACE, ELEVATION, or VECTOR plots [10].
The second category involves the definition of the physical problem itself. In these 
sections, the user states the partial differential equation system, the variables associated 
with it, and finally the initial and boundary conditions. The sections headings are as 
follows: VARIABLES is the section where the dependent variables are named; 
DEFINITIONS is used to declare the numerical constants; EQUATIONS is where each 
variable is associated with a partial differential equation; INITIAL VALUES provide the 
starting values for nonlinear or time-dependent problems; BOUNDARIES describe the 
geometry by walking the perimeter of the domain, stringing together line or arc segments 
to bound the figure, and, finally, TIME is used in time-dependent problems to specify a 
time range over which the problem is to be solved [10].
Problem descriptor files for modeling the single and multilayer structures are listed in 
Appendix C.
4.4. COMPARISON OF MODEL PREDICTIONS WITH EXPERIMENTAL 
RESULTS
Comparison o f the experimental results with the model predictions for different thin gold 
films with thickness ranging from 400 A to 1000 A is shown in Figs. 9-13. Predictions 
from the TTM agree well with the experimental results. The discrepancy in the initial rise 
is attributed to the assumption of an instantaneous thermalization o f the electron gas on a 
time scale shorter than the laser pulse duration. However, Fann et al. [6] reported on the 
direct observation of the thermalization process o f hot electrons in gold. An electron 
thermalization time as long as -700 fs was reported.
The findings o f Fann et al. clearly indicated the overlap o f the time scales for the electron 
thermalization and the electron-phonon energy transfer. Therefore, the electron 
temperature could not be well defined, at least for the first few hundred femtoseconds;
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FIG. 10. Comparison between die experimental results and the model for Au 600 A, F= 2.7 m J/an2
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FIG. 12. Comparison between the experimental results and the model for Au 800 A, F= 2.7 mJ/cm2
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FIG. 13. Comparison between the experimental results and the model for Au 1000 A, F= 2.7 mJ/cm2
hence, the TTM is not valid in this time interval. Convolution effects between the pump 
and probe pulses can also contribute to this discrepancy. Sun et al. [11] rewrote the 
system’s response function as
5 (0  = «(rXL 1 -  exp( -  r / r , )] exp( -  r / r , ) + a ]}  (56)
The first term introduced a delayed rise time o f the signal with a time constant r* which 
describes the build up of the Fermi distribution temperature through energy transfer from 
the nonthermal distribution by e-e interactions. They then convoluted the response 
functions with the measured pump-probe correlation data. We modified their approach by 
convoluting the response function with the model. This is due to the fact that the actual 
measured data already includes effects of convolution, whereas the model does not 
account either for the convolution effects or the internal thermalization of electrons. The 
response function we used is of the form
5 ( 0  = K (f)[l-exp ( - t / t R) z ] (57)
where Tr accounts for the internal thermalization time. The results of adding this response 
function are shown for all samples under test in Figs. 14-18.
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The model predictions showed excellent agreement with the experimental results. We 
tested this approach for the TTM including a correction in the heating term due to the 
ballistic component and obtained the same results, Fig. 19. However, the rise time 
constant had to be reduced from Tr=500 fs in the diffusion model to Tr=800 fs in the 
model accounting for the ballistic term. This can be explained by the fact that in the case 
of ballistic transport, the electron bath confined in the skin depth needs more time to 
achieve internal thermalization. On the other hand, in case of diffusion only more 
electrons can contribute to the internal thermalization through the e-e collisions.
12
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FIG. 14. Comparison between the experimental results and the model prediction, taking into effect 
convolution and thermalization effects, for Au 400 A, F= 2.7 mJ/cm2
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FIG. 15. Comparison between the experimental results and the model prediction, taking into effect 
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FIG . 16. Comparison between the experimental results and the model prediction, taking into effect 
convolution and thermalization effects, for Au 700 A, F= 2.7 mJ/cm2
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FIG. 17. Comparison between the experimental results and the model prediction, taking into effect 
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FIG . 18. Comparison between the experimental results and the model prediction, taking into effect 
convolution and thermalization effects, for Au 1000 A, F= 2.7 mJ/cm2
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FIG. 19. Comparison between the experimental results and the model prediction, taking into 
account the convolution and thermalization effects, for Au 400 A, F= 2.7 mJ/cm2
A comparison between the predicted normalized change in the electron temperature at the 
surface of 400 A single layer gold film and that of a multi layer Au-V 200/200 A, Fig. 20 
depicts qualitatively the obtained experimental results.
Different padding layers were modeled using the TTM without accounting for the 
ballistic term. Figure 21 shows the predicted change in electron temperature for the same 
thickness structure with different e-ph coupling coefficient The TTM model fails to 
distinguish the effect of the different values of the electron-phonon coupling coefficient 
However, it is still capable of predicting the correct trend of reduction in surface 
temperature due to the addition of the padding layer.
The TTM has proved to be a good approximation to the experimental results as long as an 
effective electron temperature exists. However, due to the absence o f a ballistic term in
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the TTM, it tends to underestimate the energy deposition depth [6]. Holhfeld et al. 
modified the source term to account for the ballistic electron motion, changing it to
1 — R  — T  
S  = 0 .94  _ . J  - exp
i s  +  S „  )
-  2.77 (58)
where R is the reflectivity, T is the transmissivity, 5 is radiation penetration depth, 5b is 
the ballistic range, J is the total energy carried by a laser pulse divided by the laser spot 
cross section, and tp is the full-width-half-maximum (FWHM) duration of the laser pulse. 
In our modeling, we adopt this change in the source term to account for the ballistic 
motion of the electrons. The predicted electron surface temperature for the 200/200 A 
multi-layer film experiences a reduction o f by around 17%, which is in agreement 
with the experimental results presented later.
i .o -
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FIG. 20. Model predictions for Au-V 200/200 A and Au 400 A
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FIG. 21. Model predictions for Au-V, Au-Cr, Au-Ti 400/400 A (diffusion only)







|  301.0 






-1 0 1 2 3 4 5 6 7
Delay (ps)
FIG. 22. Normalized Au-V, Au-Cr, Au-Ti 200/200 A (ballistic)
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FIG. 23. Normalized Au-V, Au-Cr, Au-Ti 200/200 A (diffusion + ballistic)
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FIG. 24. Normalized Au-V, Au-Cr, Au-Ti 400/400 A (diffusion + ballistic)
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Comparison of the experimental results with the model predictions (including ballistic 
correction) for Au-V (200/200,400/400 A) and Au-Ti (200/500 A) are shown in Figures 
25-27, respectively. Predictions from the TTM agree well with the experimental results. 
The results for accounting for the internal thermalization and the convolution effects are 
shown in Figures 28-30. Again, excellent agreement between the experimental results 
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FIG. 25. Comparison between the Model predictions and experimental results for Au-V 20/20 nm
(diffusion +• ballistic)
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FIG. 28. Comparison between the Model predictions and experimental results for Au-V 20/20 nm
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FIG . 29. Comparison between the Model predictions and experimental results for Au-V 40/40 nm
(diffusion + ballistic + Thermalization)
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FIG. 30. Comparison between the Model predictions and experimental results for Au-Ti 2 0 /5 0  nm
(diffusion + ballistic +• Thermalization)
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An outline of the experimental program is presented in this chapter. The experimental 
investigations were conducted using a femtosecond system at Norfolk State University 
consisting of a commercial Ti:Sapphire (Mira 900) laser and a regenerative amplifier 
(RegA 9000) from Coherent
This chapter deals with the preparation of thin films to be tested, the construction of a 
pump-probe setup and finally the development of the data acquisition software.
5.1. PREPARATION OF THIN FILMS
The evaporation of materials in a vacuum requires a vapor source to support the 
evaporant and to supply the heat of vaporization while maintaining the charge at a 
sufficiently high temperature to produce the desired vapor pressure. The simplest vapor 
sources are resistance-heated wires of various types, Fig. 31. These sources must satisfy 
two main conditions: high melting point and low vapor pressure. The types o f wires most 
commonly used are Tungsten, Molybdenum, and Tantalum.
FIG. 31. Wire sources A. Hairpin source. B. Wire Helix. C. wire basket
The evaporant is affixed to the source in a form of a wire. Upon melting, the evaporant 
must wet the filament and be held by its surface tension. The m ain  drawback for such
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sources is that the evaporant charge should be small compared to the mass of the 
filament Another option is the use o f metal foils shaped in the form of boats, Fig. 32. 
These have capacities up to a few grams.
FIG. 32. Metal foils sources. A  dimpled foil. B. Dimpled foil with alumina coating. C. Canoe type
The electrical connection is made by attaching the ends o f the source to heavy copper 
clamps which are in turn connected to an electrical feed-through. A Iow-voltage power 
supply rated at 1 kW is usually required.
The thin films are fabricated using a resistive heating evaporator. The vacuum system 
used is shown in Fig. 33. A pressure of ~ 10"6 Torr is maintained by a turbo-molecular 
pump. A step transformer whose primary side is connected to a variable 110 V 
transformer is used. The secondary current is ~ 23 A. The top flange, to which the 
substrate is fixed, can be heated up to 450 °C in order to grow single crystalline films.
The single- and multi-layer films were fabricated on a half-inch sapphire substrate. A 
sample holder was designed that is capable of holding six sapphire samples and one
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microscope slide. Table 2 lists the various sample thicknesses prepared for the single 
layer gold films and the multi-layer go Id-vanadium and go Id-titanium films. A crystal 
thickness monitor determines the film thickness.
FIG. 33. Vacuum system used to prepare the thin films
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5.2. CONSTRUCTION OF THE PUMP-PROBE SETUP
Experimental investigations of ultrafast laser heating of thin gold films were performed 
using an ultrashort pulse laser system at Norfolk State University (NSU). The laser 
system consisted of a commercial TiiSapphire (Mira 900) laser and a regenerative 
amplifier (RegA 9000) from Coherent The input to the experimental setup consisted of 
-500 mW pulses at 250 kHz repetition rate with a FWHM <200 fs. The measurements 
described herein utilize the pump-probe technique. The basic idea is illustrated in Fig. 34.
The choice of a collinear system in this experiment versus a noncollinear one was mainly 
due to the ease of alignment of the former. However, in the case of same wavelength 
pump-probe experiments, the pump beam affects signal detection and a thin film 
polarizer should be used in order to remove the pump. The collinear pump-probe setup 
used in our experiments is shown in Fig. 35. A beam splitter directed about half of the 
laser beam through a variable delay line formed by retroreflecting mirrors mounted on a 
computer-controlled stage. Orthogonally polarized pump and probe beams were achieved 
after passing the pump beam through a half-wave plate. The probe beam was obtained 
from a white-light continuum generated in a 6-mm sapphire crystal. The two beams are 
then recombined using a cube polarizer and focused onto the sample using a 10X 
microscope objective. As the pump and probe delay arms were carefully made to be of 
equal length, temporal overlap could be easily achieved. Performing an autocorrelation 
trace at the position of the sample is used to check the point of zero delay.
Focusing the pump and probe beams to the same spot is achieved by careful adjustment 
of the steering mirrors M5 and M6. The pump-probe setup was constructed with all 
angles being right angles and keeping the beam height constant throughout the setup. In 
this way, little adjustment should be needed to achieve the spatial overlap of the pump 
and probe beams. Visual inspection of the two beams in the far field can be made as a 
first step to achieve the overlap. However, to ensure this spatial overlap, it is advisable to 
use a pinhole that will give ~50% transmission.

















FIG. 34. (a) NoncoQinear pump-probe experiment, (b) Collinear pump-probe experiment
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FIG. 35. Pump-probe experimental setup
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Si PIN photodetectors, DET210 from Thorlabs, were used to monitor the reflected and 
transmitted signals after passing through two filters: an interference filter for the probe 
wavelength (S32 nm) and a KGS filter, from Schott, to remove the pump beam. The 
detection was achieved by modulating the pump beam intensity at a fixed frequency, £2 
(~1 kHz), and using a phase-sensitive detection scheme.
We used a DSP lock-in amplifier (LIA), model 7220, from EG&G. This LIA has a 
voltage sensitivity o f 20 nV up to 1 V, and a frequency range from 0.001 Hz to 120 kHz. 
The LIA was controlled via a standard IEEE-488 GPEB interface. The input to channel A 
of the LIA is either the reflected (PDl) or transmitted signal (PD2). Channel B was 
connected to the reference photodiode (PD3). Differential detection, i.e., A-B, was used 
to cancel out the fluctuations of the regenerative amplifier (RegA) output, leaving only 
the signal caused by the chopped pump beam. Thus, the lock-in detects modulation in the 
received probe intensity that is caused only by the effect of the pump on the sample.
Signal detection usually proceeds by blocking the pump beam and placing the chopper in 
the probe arm. Careful adjustment of the reference signal can then lead to a nulling of the 
“DC” component to better than 0.3 %. Thus, allowing for the maximization of the AR or 
AT signal.
S 3 . DATA ACQUISITION SOFTWARE
Lab view® from National Instruments was used as the control platform for the stage and 
the data acquisition. The program listing is given in Appendix A. The modularity of 
Lab view® makes the control program reusable for different stages and LIAs with only 
minor modifications. The program consists of four "modules" or objects. The first one 
deals with the control of the stage through the serial port This module simply uses the 
data supplied by the user for the time delay between the pump and the probe beams and 
the length of the scan to communicate to the stage the required step. Other features can be 
easily added to this module. The three remaining modules are for the LIA control. 
Several features o f the LIA are controlled through this module. For instance, the user can 
adjust the voltage sensitivity, the time constants of the input filters and the reference
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frequency, etc. The other two modules are for acquiring the readings of the LIA at each 
stage position during the scan. Simple data manipulation further reduces any possible 
noise effect by rejecting the maximum and the minimum of twelve readings and then 
averaging. The data is then stored in a text format according to the file path specified by 
the user on the control panel.
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CHAPTER 6 
ULTRAFAST LASER HEATING OF SINGLE AND MULTI-LAYER 
THIN GOLD FILMS
The aim of this chapter is to discuss heat transport and loss mechanisms in single and 
multi-layer metal structures on a femtosecond time scale. The study of laser-material 
interaction is important for many industrial processes such as laser annealing, thin film 
deposition, and micro fabrication [1]. In such processes, energy deposition in the surface 
layer causes electron excitation followed by thermalization, which in turn results in a 
buildup of the lattice temperature. Hence, the possibility of thermal damage of the 
material being processed is increased. Also, for gold mirrors used in high power laser 
applications, thermal damage is a serious issue, despite their high reflectivity. Introducing 
a padding material that possesses a large value of the heat capacity and the electron- 
phonon coupling coefficient under the surface layer has the potential of reducing laser 
damage. It is expected that the padding layer would act as a heat sink, absorbing the 
thermal energy transmitted through the interface and then coupling that energy to the 
lattice away from the top surface layer. Qiu and Tien [1,2] investigated the effects of 
introducing a chromium padding layer underneath a top gold layer on the laser energy 
deposition process. Their results showed a strong dependence of the thermal response of 
thin metal films on their structures and the possibility of increasing the resistance of 
mirror coatings to thermal damage under high power laser irradiation. Further 
investigation of materials for padding layers, depending on the values of the heat capacity 
and the electron-phonon coupling coefficient, are thus needed.
In this chapter, we study the effects of introducing other padding layers, such as 
vanadium (V) and titanium (TO, which possess electron-phonon coupling factor one to 
two orders of magnitude higher than chromium and gold, respectively. Results of front 
pump/ffont probe thermomodulation measurements, designed to exclude the effects of 
transport, are presented in this chapter. Films o f varying thickness were used to determine 
the decay time as a function of sample thickness and laser fluence. A comparison of the
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predicted electron temperature, using the Two-Step model, with the experimental results 
is finally presented.
6.1. THEORY OF THE ELECTRON-LATTICE DYNAMICS FOLLOWING AN 
OPTICAL PULSE EXCITATION
Following the optical excitation by the pump pulse, a non-equilibrium situation occurs 
where the electron effective temperature is much higher that the lattice one. This causes a 
change in reflectivity that is monitored by the probe pulse over time. By relating the 
change in reflectivity ‘AR’ to the microscopic physical processes underway in the metal 
we can gain an insight on the decay mechanism and the various components contributing 
to i t
In general, effects due to both relaxation and transport must be considered when studying 
the “AR” decay signal due to ultrafast heating of metals. Relaxation occurs when energy 
carriers, i.e., the hot electrons, scatter among themselves or with phonons and impurities, 
thus altering the energy distribution o f the electrons. Transport, on the other hand, causes 
the decay of the AR signal by removing the electrons from the optically probed region 
through ballistic motion and/or diffusion. The energy relaxation time for an electron with 
energy E should scale as (E-Ef)‘2 according to the Fermi liquid theory (FLT), within the 
relaxation time approximation (RTA) [6]. This electron-electron interaction time, given 
by Tm = t<3 (E / Ef) 2 where r0 = 128//t2V3 a>p and (Dp is the plasma frequency, is an
important contributor to the relaxation dynamics only as long as E is large, i.e., for only 
short delay times [7]. In summary, the decay dynamics can be well described by three 
processes occurring in successive time intervals, as sketched in Fig. 36. Following the 
laser pulse excitation, a highly non-equilibrium state of excited electrons exists. Two 
processes start competing to reinstate thermal equilibrium. One is ballistic motion of 
these excited electrons into deeper parts of the sample with velocities that depend on the 
exciting wavelength and is approximately close to the Fermi velocity. The other is the 
development o f an electron temperature by electron-electron (e-e) collisions.
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FIG. 36. Relaxation phases following optical excitation o f metals P ]
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The duration of this phase is determined by the collision rate, governed by the density of 
states (DOS) at the Fermi level. Once thermal equilibrium among hot electrons is 
reached, a second time interval starts which is characterized by the existence o f a Fermi 
distribution and the diffusion of hot electrons driven by the temperature gradient The hot 
electron bath cools by electron-phonon (e-ph) interaction, the strength of which limits the 
diffusion range. The final state is reached when electrons and phonons are in thermal 
equilibrium, where the common thermal diffusion drives the heat dissipation into the 
material. This last stage of thermal equilibrium between the electrons and the lattice has 
been studied thoroughly and is outside the scope of this work.
6.2. FRONT PUMP- FRONT PROBE THERMOMODULATION 
MEASUREMENTS ON SINGLE LAYER GOLD FILMS.
The experimental setup monitors the reflectivity transient decay due to both transport and 
energy relaxation. Femtosecond time-resolved thermoreflectivity (AR/R) measurements 
on polycrystalline thin (200 A-1000 A) gold films were conducted. The experimental 
results are analyzed within the framework, of the two-temperature model (TTM) which 
assumes that the electron and the lattice subsystems are identified by their respective 
effective temperatures, Te and Tj. Numerical solution of the TTM yields the temporal and 
spatial evolution of these temperatures. In our analysis of the results, we will assume the 
change in reflectivity to be proportional to the change in the electron temperature, so that 
AR/(ARW  s  ATe/(ATeW .
This can be justified by the fact that the lattice temperature rise is delayed from that of 
the electron due to the small electron heat capacity. Thus, at the early stages of laser 
heating, a small rise in the lattice temperature can be expected, and therefore, one can 
take AR to be mainly caused by ATe. In addition, the peak electron temperature rise 
(ATejnuK , predicted from the two temperature model (TTM), varies linearly with the 
fluence which is the case for the maximum reflectivity change (A R )^  as determined 
experimentally [4].
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The transient thermo reflectivity signal, AR/R, as measured by front pumping-front 
probing on 200 A, 400 A, 600 A, 800 A, and 1000 A polycrystalline gold films for 
different pump fluence, is displayed in Figs. 37-42, respectively. The effect of the laser 
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FIG. 37. Temporal evolution o f the thermoreflectivity signal o f a 200 A thick gold film under
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FIG. 38. (a) Temporal evolution o f the thermo reflectivity signal o f a 400A thick gold film under different 
heating laser fluence. (b) Normalized change in reflectivity' under same conditions

















































FIG. 39. (a) Temporal evolution o f the thermo reflectivity signal o f a 600 A thick gold film under different 
heating laser fluence,(b) Normalized change in reflectivity under same conditions
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FIG. 40. (a) Temporal evolution o f the thermoreflectivity signal o f a 700 A thick gold film under different 
heating laser fluence,(b) Normalized change in reflectivity under same conditions
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FIG. 41. (a) Temporal evolution o f the thermoreflectivity signal o f a 800 A thick gold film under different 
heating laser fluence,(b) Normalized change in reflectivity under same conditions



















































FIG. 42. (a) Temporal evolution o f the thermoreflectivity signal o f a 1000 A thick gold fftm under different 
heating laser fluence,(b) Normalized change in reflectivity under same conditions
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However, for each sample, the relaxation dynamics are the same for different pump 
intensities. Figures 42 and 43 show the transient thermoreflectivity change as a function 
of the pump laser fluence for the 400 A and 800 A films, respectively. The maximum 
thermoreflectivity signal, AR/R, is shown to vary linearly with the pump intensity within 
the standard error. The transient decay time of the experimental thermoreflectivity signal 
is determined by fitting the decay signal, starting from 90% of the peak down to 1/e of 
the peak, to an exponential decay function. The exponential decay function was chosen of
the form y (t) = y a +Ae  r to account for the time shift and for the long decaying tail of 
the signal. Statistical results of the analysis for different 200 A samples on different days 
are presented in Table 3.





deviationSample 1 Sample 2 Sample 3
300 1.50405 1.43628 1.76835 1.47692 0.1327
450 1.88142 1.64076 1.86247 1.7961625 0.1027
575 2.05416 1.91545 1.85497 2.031145 0.075089
Using this decay time and assuming no diffusion, we get G = 2.3xl016 W m*3 K.'1 for the 
400 A and the 800 A samples, which is in agreement with published data [4].
Figure 45 shows the normalized thermoreflectivity signed at the front surface of Au 400 A 
and 800 A irradiated with 283 pJ/cm2, 800 nm/150 fs pulses. The decay of the 
thermoreflectivity signal is basically the same for both samples. This is also shown in 
Fig. 46 for the 600, 700, and 1000 A samples under irradiation with a higher fluence. 
This is in agreement with the result of Holfeld et al. [5]; for samples with thickness <100 
nm electron transport is mostly ballistic. Hence, one can expect a homogenous 
distribution of hot electrons within the sample thickness, which leads to the absence of a 
temperature gradient in electron temperature. Thus, we can exclude hot electron diffusion 
and extract the electron-phonon coupling coefficient from the decaying part of the 
thermoreflectivity signal.
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F IG . 44. Change in thermoreflectivity signal under different pump laser heating fluence for the 800 A
thick gold film
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FIG. 45 The normalized thermoreflectivity signal at the front surface o f Au 400 A and 800 A irradiated
with 283 p j/cm \ 800 nm/150 6  pulses
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FIG . 46. The normalized thermoreflectivity signal at the front surface o f Au 600 A, 
700 A and 1000 A irradiated with 2.83 mJ/cm2, 800 nm/150 & pulses
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63 . FRONT PUMP- FRONT PROBE THERMOMODULATION
MEASUREMENTS ON MULTI-LAYER GOLD-VANADIUM FILMS.
Figure 47 shows a comparison between the experimental results for Au 400 A and Au-V 
200/200 A multi-layer film. The choice of these samples thickness was designed to safely 
exclude any diffusion effects since the laser penetration depth (130 A) is comparable to 
the thickness of the top gold layer. The thermoreflectivity signal for the multi-layer film 
experiences a reduction of ARmax by around 45% that signifies a reduction in the surface 
electron temperature. In the case o f the multi-layer sample, it is expected that the ballistic 
electrons will reach the back surface of the top gold layer within 20 fs assuming a Fermi 
velocity of about 106 m s '1. As these ballistic electrons cross over into the vanadium layer 
they start coupling their energy to the lattice much faster than their counterparts in the top 
gold layer due to the large e-ph coupling coefficient in vanadium. Thus giving rise to a 
diffusion component that removes more heat from the gold top layer and hence reduces 
the surface temperature of gold.
The equal slopes of the decaying part of the normalized thermoreflectivity signal, Fig. 48, 
for both single and multi-layer films further validates the absence of the effect of the 
diffusion component and the fact that transport is dominated by ballistic electrons. Hence, 
the extracted e-ph coupling coefficient from the linear decay of the thermoreflectivity 
signal, in both samples, will reflect that of the gold since we are probing the top surface 
layer. Energy deposition and transport was also tested in 800 A single gold layer and 
go Id-vanadium double layer structure. The thermoreflectivity signal for the multi-layer 
film, Fig. 49, experiences a reduction of ARon by around 22%. This is in accordance 
with our postulate that the ballistic electrons will reach the back surface of the top gold 
layer in double the time than in the case of the Au/V 20-20 nm. Thus, their contribution 
to the energy removal from the top surface layer would be less. In this case, the ballistic 
electrons crossing over into the vanadium layer couple their energy to the lattice but are 
slowed down due to the smaller thermal diffusivity of electrons in vanadium than in gold. 
Hence, the effect of the vanadium padding layer on the relaxation dynamics of the probed 
top gold layer is less apparent
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FIG . 48. Comparison between the normalized change in reflectivity for Au 400 A and Au-V 200-200 A,
laser fluence 13 mJ/cm2
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This is verified by comparing the relaxation dynamics of Au 400 A with the double layer 
Au/V 400/400 A, Fig. 50. Also, by inspection of Fig. 51, very little improvement due to 
the padding layer can be sensed in the relaxation dynamics in the case of Au 800 A in 
comparison with the double layer Au/V 400/400 A.
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FIG. 49 Comparison between the change in reflectivity for Au 800 A and Au-V 400-400 A, laser fluence
13 mJ/cm2
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FIG. 51. Comparison between the change in reflectivity for Au 800 A and Au-V 400-400 A, laser fluence
13 mJ/cm2
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6.4. FRONT PUMP- FRONT PROBE THERMOMODULATION 
MEASUREMENTS ON MULTI-LAYER GOLD-TITANIUM FILMS.
In these set of experiments, Titanium was chosen as the padding layer instead of 
vanadium. Titanium possesses an e-ph coupling coefficient, I85xl016 W m'3 °K*1, on the 
same order of magnitude as the vanadium but has a higher thermal diffusivity whose 
effect on the thermomodulation signal needed to be checked. We are still able to safely 
exclude any diffusion effects since the laser penetration depth (130 A) is comparable to 
the thickness of the top gold layer. Figure 52 shows a comparison between the 
experimental results for Au 700 A and Au-Ti 200/500 A multi-layer film. The 
thermoreflectivity signal for the multi-layer film experiences a reduction o f A R ^. by 
around 65% that signifies a reduction in the surface electron temperature. The relaxation 
dynamics, however, do not show much improvement in response to the introduction of 
the titanium padding layer, Fig. 53. Shown in Fig. 54 are the thermoreflectivity signals 
for different fluence as measured on the front surface of a Au-Ti 200/500 A thick sample.
©
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FIG . 52. Comparison between the change in reflectivity for Au 700 A and Au-Ti 200-500 A laser fluence
13 mJ/cm2
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FIG. 53. Comparison between the normalized change in reflectivity for Au 700 A and Au-Ti 200-500 A,
laser fluence 1.3 mJ/cm2
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6.5. DAMAGE THRESHOLD MEASUREMENTS
With the availability of terawatt laser systems with subpicosecond pulses, optical 
components laser damage has become the limiting factor for further increase in the output 
peak power. Evaluation of different materials in accordance to their suitability for high- 
power laser systems is essential. Since the thermoreflectivity investigations revealed a 
reduction in the electron surface temperature for the multi-layer films, a corresponding 
reduction in the lattice temperature is expected. This should result in a higher damage 
threshold for the multi-layer films. Based on the results discussed above, we decided to 
investigate the damage threshold for the single- and multi-layer films. Multi-shot damage 
experiments on polycrystalline single layer gold films and multi-layer go Id-vanadium 
(gold-titanium) films were conducted.


















0 1 2 3 4 5 6
Delay (ps)
(b)
FIG. 54. (a) Temporal evolution o f the thermoreflectivity signal o f Au-Ti 200/500 A thick film under 
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The laser used in these experiments is a commercially available titanium-sapphire laser 
(Tsunami, Spectra Physics), with a chirped pulse amplification system (Spitfire, Spectra 
Physics) pumped by the second harmonic of a Nd:YLF laser at 1 kHz repetition rate 
(Merlin, Spectra Physics). Laser pulses at 800nm wavelength and 110 fs pulsewidth were 
used. Neutral density filters were used to control the pulse energy. The attenuated laser 
pulses were focused on the target using a 250 mm focal length fused silica convex lens. A 
mechanical shutter controlled the exposure time of the sample, i.e., number of laser 
pulses. The laser beam was chopped at a frequency of 870 Hz for lock-in detection o f the 
scattered light from the surface o f the sample. Figure 55 shows the experimental 
arrangement used for this damage experiment All measurements were done in air and at 
room temperature.
A surface scan of the samples was done using transmission and reflectivity measurements 
to ensure uniformity of the samples thickness and to obtain a value for the samples’ 
absorption at the incident wavelength, Figs. 56 and 57. These measurements resulted in 
absorption of 1.8 % for the gold sample as compared to 2% for the multi-layer sample. 
Optical microscopy was used to identify the onset o f the damage. Figure 58 shows 
photographs of the laser irradiated gold (800 A) and gold-vanadium-gold (150-200-450 
A) films. The number of pulses incident on the samples was 300, 500, 1000, and 3000 
shots, respectively.
The laser incident fluence was varied, in both cases, from 0.1 to 0.6 J/cm2. No evidence 
of surface damage was apparent under the microscope in the case of the gold sample up 
to a fluence of 0.3 J/cm2. The multi-layer sample experienced an onset o f surface damage 
at the lowest fluence value used of 0.1 J/cm2. However, the thermoreflectivity 
measurements and the results of Qiu and Tien [1,2] indicated a lower reflectivity change 
in the surface layer that should translate in a lower metal lattice temperature at the later 
stage. Hence, one should expect a higher damage threshold for the multi-layer samples, 
which is not the case in these damage experiments. In order to explain the experimental 
results we resorted to our model to determine the damage threshold for both samples. We 
define the damage threshold as the fluence causing the surface lattice temperature to
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reach the melting point, i.e., T p  1336 K. According to the model, the fluence needed for 
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FIG. 55. Experimental setup for the damage experiments
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FIG. 57. Characterization measurements for the multi-layer Au-V-Au sample
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FIG. 58. Optical microscopy photographs o f (a) gold sample, (b) Au-V-Au sample
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Figures 59 and 60 show the predicted electron and lattice temperatures at the surface of 
the single and multi-layer samples, respectively. The model reveals a higher electron 
temperature for the single layer gold film, 7645 K, as compared with the multi-layer 
gold-vanadium film, 7434 EC Both films, however, attain a lattice surface temperature 
that fulfills our definition for irreversible damage. Comparing this to the experimental 
results we find that the single layer gold film experienced damage close to the predicted 
damage threshold from the model. The discrepancy in the damage threshold values is 
well within the experimental error. In contrast to the single layer gold film, the multi­
layer sample damaged at almost one third the damage threshold predicted by the TTM 
model.
Before attempting to explain the experimental results, we decided on checking the 
validity of our multi-layer model. This was done by replacing the material properties of 
the padding layer by that of gold and looking for any discontinuity in the electron and 
lattice temperatures depth profile. The model held well to our tests as shown in Figs. 61 
and 62.
In order to explain the damage results we went back to the material properties of the 
different metals used in our investigations. These are listed in Table 4 below.
Table 4. Material properties o f the used metals (at room temperature)
Au V Tt Cr
Calculated ‘G’ 2.6 648 202 45 xtO16 W /m ^
Measured ‘G’ 2.8 ±  0.5 523 ±37 185 ±16 42 ± 5 xlO ^W /n^K
Melting Point 1063 1900 1668 1875 °C
Density 19.3 6.11 4.507 7.19 gfcm3
Thermal conductivity 315 30 22 94 W /mK
Electron Heat Capacity 2.1 35.24 9.87 5.8 x IO’ W K
Lattice Heat Capacity 2.5 3 2.34 3 J xlO6 J/m3 K
Electron thermal diffusivity 1.5xl0*2 8.5 x I O'5 222  x 104 1.6 x 10*3 m2/sec
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FIG. 59. Model predictions for (a) the electron and (b) lattice temperatures o f Au 800 A irradiated with a
fluence o f 03  J/cmz
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FIG. 60. Model predictions for (a) the electron and (b) lattice temperatures o f Au -V  800 A irradiated with
a fluence o f 03  J/cm2

























FIG. 61. Electron Temperature depth profile at different instances in time during ultrafast laser heating
with a fluence o f 0.28 J/cm2








FIG. 62. Lattice Temperature depth profile at different instances in time during ultrafast laser heating with
a fluence o f 0.28 J/cm2
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The major difference that we believe should be addressed further is the lower thermal 
diffusivity o f all the metals that are chosen for the padding layer as compared to that of 
the gold. The thermal diffusivity in the case of the vanadium-padding layer is three orders 
o f magnitude lower than that of the top gold layer. In order to understand the system 
dynamics, we modeled the electron and lattice temperature evolution at the surface and 
right after the interface. Figure 63(a) shows the model predictions, with the ballistic term 
included, for the lattice temperature at the surface and at the interface for the multi-layer 
sample, using a fluence of 0.353 J/cm2. It is apparent that the padding layer acts as a heat 
sink for the deposited energy in the first stage o f heating while the lattice surface 
temperature is hardly affected. The lattice temperature after the interface reaches around 
850 ft while the gold surface lattice temperature is still around 350 ft. Figure 63(b) 
further substantiates our postulate that the ballistic electrons couple their energy to the 
lattice of the padding layer. However, the lattice temperature of the padding layer starts 
dropping while an increase in the surface lattice temperature takes place. We attribute 
that to the development of a diffusion component due to the temperature gradient that 
now extends on both sides of the interface.
6.7. CONCLUSION
In summary, Femtosecond time-resolved thermoreflectivity (AR/R) measurements on 
polycrystalline single layer gold films and multi-layer gold-vanadium (gold-titanium) 
films, were conducted. The experimental results are analyzed within the framework of the 
TTM. The model predictions are in good agreement with the experimental results as 
shown in chapter four. A comparison between the experimental results for Au 400 A and 
Au-V 200/200 A multi-layer film revealed a reduction of the thermoreflectivity signal, 
ARm„. for the multi-layer film that signifies a reduction in the surface electron 
temperature. In the case of the multi-layer sample, it is believed that the ballistic electrons 
will establish a homogenous electron temperature in the gold layer in a few 
femtoseconds. Then, as these ballistic electrons cross over into the vanadium layer, they 
start coupling their energy to the lattice much faster than their counterparts in the top gold 
layer due to the large e-ph coupling coefficient in vanadium.





* Lattice surface temperature
Lattice temperature I nm after the interface
200










FIG. 63. Predictions o f the TTM for (a) the lattice temperature at the surface and I nm after the interface, 
and (b) the depth profile o f the lattice temperature, for the Au-V 800 A film
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This effect helps in reducing the surface electron temperature of gold. Damage 
experiments revealed an early onset o f surface damage in the case of multi-layer samples 
as compared to the single layer gold sample. Further investigations are needed to evaluate 
a compromise between the thermal diffusivity and the electron-phonon coupling 
coefficient o f the padding layer.
Guo et al. [8 ] proposed that the heat-induced structural deformations and phase 
transitions are strongly related to the electronic disorder and band-structure collapse in 
metals. Further investigations on the damage mechanism for both single- and multi-layer 
metals are thus warranted. Even though our experimental results show that the single 
layer gold film damage at a relatively close damage threshold as that predicted by the 
TTM model. Our method for determining the damage might not have been sensitive to 
the early onset o f damage that is characterized by an irreversible discoloration in the film.
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The presented work contributes to the field of ultrafast laser phenomena in general, and 
to the field of ultrafast laser heating o f metals in particular. Thermal phenomena, such as 
heat propagation, lattice melting, and ablation, are the result of energy deposition in 
metals. A fundamental understanding o f the electron dynamics leading to these thermal 
phenomena would benefit many laser applications, such as laser deposition of thin films, 
and laser processing.
In this work, studies of the dynamics and transport of non-equilibrium electrons were 
conducted on different thickness gold films using front pump-front probe 
thermoreflectivity measurements. Information on the excited electron dynamics in the 
interaction volume was obtained by monitoring the change in reflectivity of the probe 
beam in time. A measurement database on the non-equilibrium electron transport in 
single-layer thin films was thus compiled for comparison with multi-layer results.
Comparison between the experimental results for single- and multi-layer films revealed a 
reduction of the thermoreflectivity signal, ARnax, for the multi-layer film that signifies a 
reduction in the surface electron temperature. In the case of the multi-layer sample, the 
ballistic electrons will establish a homogenous electron temperature in the gold layer in 
the first few tens of femtoseconds. Then, as these ballistic electrons cross over into the 
vanadium layer, they start coupling their energy to the lattice much faster than their 
counterparts in the top gold layer due to the large e-ph coupling coefficient in vanadium.
The damage mechanism o f metal films and the hypothesis that multi-layer structures may 
increase the optical damage threshold of the metal coatings was investigated. Multi-shot 
damage experiments on polycrystalline single layer gold films and multi-layer gold- 
vanadium (gold-titanium) films were conducted to check what effect the padding layer 
has on the surface damage. In contrast to the thermoreflectivity measurements and the
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results o f Qiu et aL, no evidence of surface damage was apparent in the case o f the gold 
sample, whereas the multi-layer sample experienced an onset of surface damage at the 
same experimental conditions. This is attributed to the development o f a diffusion 
component due to the temperature gradient that extends on both sides o f the interface. 
Since the electron thermal diffusivity in the vanadium layer is two orders o f magnitude 
lower than that in gold, we expect a  preferential diffusion component in the gold layer, 
which should explain the rise in the lattice temperature on the gold side.
The experimental results are analyzed within the framework of the Two-Temperature 
Model (TI M). Incorporating the ballistic term in the TTM renders it suitable to describe 
the transport and relaxation dynamics o f hot electrons accurately. The applicability of the 
Two-Temperature Model (TTM) to ultrafast laser heating modeling was verified. A new 
methodology for the correction of the TTM to account for the internal thermalization of 
the electron gas and convolution effects was achieved.
7.2. FUTURE WORK
Several ideas for the extension of this work are mentioned briefly in this section. It is 
worth noting that these are merely thoughts and are not fully developed experimentally. 
More importantly, they are not guaranteed to work!
7.2.1. Biased Mirrors
Since the heat-affected area is confined within a cylinder with a diameter equal to the 
laser beam waist, the possibility of removing electrons from that heat-affected area might 
have an impact on the lattice surface temperature. The concept is illustrated in Fig. 64. 
We tested this concept and obtained a reduction in the thermoreflectivity signal that again 
signifies a reduction in the electron surface temperature. The sample tested was a 20nm 
gold sample with ohmic contacts made by attaching a conducting wire to the sample 
using silver paint The problem we faced was the loss of the contacts after several runs. 
We tested for heating effects due to the bias by measuring the sample reflectivity, R. The 
change in reflectivity during the experimental run was less than 4%. The change in
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FIG. 64. Illustration o f the heat affected area and the direction o f the transport component in the sample (a)
under normal conditions, (b) with bias applied.
Considering the precedence of the heat flux vector to the temperature gradient, as 
proposed by Tzou [1] in his dual phase-lag theory, we might be able to exploit the effect 
of destructive interference to reduce and/or cancel the heat wave. The idea is to launch a 
wave in the opposite direction of the heat wave so as to cause destructive interference. 
The sample configuration proposed is outlined in Fig. 6 6 .
7.2.2. Investigation of the Damage Mechanism
The damage mechanism can be further investigated. Recently, it has been proposed that 
the heat-induced structural deformations and phase transformations in metals are tied to 
electronic disorder and bandgap collapse [2]. A comprehensive study on the cause o f the 
damage in single- and multi-layer metals should be interesting.
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FIG. 66. Sample layout for biased mirrors
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APPENDIX A 
PULSE WIDTH MEASUREMENT USING STANDARD 
AUTOCORRELATION TECHNIQUES
A .l. INTRODUCTION
With the rapid development of ultrashort lasers and their associated technology, beam 
diagnosis and characterization have proven to be an essential tool. In this context, pulse- 
width measurement techniques for ultrashort optical pulses have exploited different 
physical phenomena. Some o f the known techniques for pulse-width measurements relied 
on second harmonic generation (SHG) [1-5], two-photon fluorescence [1], and two- 
photon conductivity (TPQ [6-9]. Although the idea o f applying two-photon conductivity 
for pulse-width measurement was attempted in the early stages of ultrashort laser 
development [1 0 ], this method has never become widely used.
In this appendix, we report on the construction and testing o f a pulse width measurement 
autocorrelator intended as a  beam diagnostic tool for the Free Electron laser (FEL) at 
Jefferson Lab and the TirSapphire laser used in the experiments. We have used two of the 
above mentioned techniques:
• SHG method (the most commonly used technique),
•  TPC method.
A discussion o f the SHG method, the physical picture behind it, the practical 
implementation of such an autocorrelator, and an interpretation o f the measured 
autocorrelation function are presented first We then report on the results obtained, 
limitations on the dynamic range and possible enhancement on this setup. This is 
followed by a description of the required modification of the system needed for the TPC 
method. And finally, the results of the two-photon conductivity method are presented.
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A.2. SECOND HARMONIC GENERATION
Second harmonic generation has been used in measurements of the time widths of pico- 
and femto-second laser pulses for which electronic detectors are too slow.
The optical pulse is divided into two beams which travel different paths before being 
recombined in a nonlinear crystal. The nonlinear crystals most commonly used for SHG 
belong to the 4 2m-point group symmetry. By polarizing the two beams differently or by 
making them non-collinear, it can be arranged that no SHG is detected when either beam 
is blocked or when the two pulses arrive at the crystal at sufficiently different times [1].
The resulting SHG pulse intensity is proportional to the product of the intensities that 
overlap in the nonlinear medium. The intensity profile of the second harmonic signal is 
given by an autocorrelation function with the delay as the variable parameter.
The correlation intensity function in normalized form is given by [1 ]
, 2 , . ,  _ < /(/)/(/ + T )> 
< /* (/)>G \r )=  (S’ )
A.2.I. Theory
In classical linear optics, one assumes that the induced dielectric polarization of a 
medium is linearly related to the applied electric field, i.e.
P = e 0x E  (60)
Where x  is the dielectric susceptibility.
So is the permittivity of the medium 
E  is the electric field
However, for the light intensities readily available in pulsed lasers, electric fields are 
large enough to induce a polarization that is no longer proportional to E, and nonlinear 
phenomena may manifest
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The instantaneous polarization P of a medium in the presence o f an electric field E can be 
expressed as a power series in E
P=M + e 0 X WE + [ e 0( z l2)E 2 + * (3)£ 3+...)] ^
P —PL + Pf/L
where |i is the permanent dipole moment of the material along E
X(,) is the linear optical susceptibility related to the refractive index “n” 
by x(1) = n2 - 1  = e /eo  - 1 
E is the permittivity of the medium 
X(2) and x(3) are the second and third order susceptibilities responsible for nonlinear 
phenomena of the respective order, i.e., second harmonic and third harmonic generation. 
The effect of the nonlinear polarization component on the propagation of the 
electromagnetic wave in the medium may be studied by solving Maxwell’s equations. 
These are,
V x H  = a E  +
St
V • E  = 0 (62) 
with
D  =  £ qE + P -  £ 0E  + PL + PSL
Taking the curl of the first Maxwell’s equation and using a vector identity1, we obtain
_ 6E S 2E S 1P„l
If Pnl is zero, then we have the equation that describes the propagation of an 
electromagnetic wave in a linear medium. For nonzero values o f Pnl, terms responsible 
for nonlinear optical phenomena are present. We may consider the induced nonlinear 
polarization Pnl to be related to the electric field o f the electromagnetic wave by a scalar 
equation, i.e.,
1 VaVaA=VA-V2A
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P — 2 £ 0 d E  (64)
where d is the second order nonlinear coefficient
It should be noted that this assumption is approximately correct and a tensor relation 
should be used; however, one can still use this equation provided that E refers to the field 
component along an appropriate axis and an effective coefficient “d«ff “ is substituted for 
“d.” The physical origin of nonlinear phenomena is due to the nonlinear deformation of 
the outer, loosely bound electrons of an atom or atomic system when subjected to high 
electric fields. That is the restoring force is no longer linearly dependent on the 
displacement from equilibrium.
Let us consider a monochromatic plane wave of frequency co, propagating in the z- 
direction through a nonlinear crystal. For a plane wave of uniform intensity, we can write 
the electric field as
Eg, { z ,t)  = Q>) exp[fi»  -  k ^ z ji  +- c. c.} (65)
2
By substitution of (65) into (64), then
pz J L = ■ ^^{£ ’2 (2 ,Q>)exp(2 a* -  2ktoz ) i  + c.c.} (66)
Equation (6 6 ) describes a polarization oscillating at frequency 2o) and whose spatial 
variation is in the form of a wave. This will generate an electromagnetic wave at 
frequency 2 co which has the form,
f 2 ® ( - > 0  = j{£ (z ,2a> )exp(2fi> f-fc2a,z )/+ c .c .}  (67)
. , 2 0) 2n, cowhere k 2at = -------= — —— (68)
C2a> C0
By comparing equation (67) and (6 8 ), the phase velocity of the polarization wave must be 
equal to that of the generated electromagnetic wave. This condition is better known as
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phase matching condition and can be written as v = - ^ - =  vE = -^~ . This can be also
2(0
stated as 2k0 = , or in terms of the refractive indices as n2m = no>
Under these conditions, power flows from the fundamental wave into the second 
harmonic.
If n2u *  n<a, the direction of power flow will oscillate between the fundamental and the
7C yLSH wave over a spatial scale characterized by lcoh = —  = —------------  , and no
A* 4(n2# - n . )
significant buildup of SHG wave intensity may occur.
A.2.2. Achievement of phase matching
To achieve phase matching, the most popular method is to use a birefringent crystal in 
which the refractive index depends on the polarization state of the propagating light 
beam. Generally, a uniaxial crystal is used. Uniaxial crystals have a single axis of three-, 
four- or six-fold symmetry known as the symmetry or optic axis. The plane containing 
the optic axis and the direction o f propagation of the light wave is known as the incidence 
plane. As electromagnetic waves are transverse waves, the electric field vector oscillate 
in a plane perpendicular to the direction of propagation. The electric vector in a plane- 
polarized light can be resolved into two perpendicular components - one oscillating in the 
plane of incidence and the other perpendicular to this plane. These components constitute 
two orthogonally polarized waves, respectively called the ordinary and the extraordinary 
waves. The o-ray has a refractive index which independent of the angle 0 between the 
direction o f propagation and the optic axis. However, the e-ray experiences a refractive 
index that is a function of 6 . For a general angle 0, the refractive index of the e-ray at 
frequency co may be denoted by n ^  0 ) and is related to that of the o-ray according to the 
equation
1 _  cos2 (0) [ s in 2 (0 )
noa)z nea,2(90°)
Phase matching can now be achieved if  the polarization states of the fundamental and 
second harmonic generated waves are chosen to be orthogonal. The index m atch in g
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
112
condition can be fulfilled as shown in Fig. 67 for a particular choice of angle 0m- An 
analytical expression for 6 m may also be obtained by rewriting equation (69) for 
frequency 2 (0  and using the phase matching condition.
This yields
s in 1 9 m = ( n o.a ,) (^o.2a>)
n -2
(70)
e.2e> — n o .la j
For a fundamental beam of finite transverse dimensions, this will put an upper limit on 
the interaction length in the crystal. This limitation can be overcome if it is possible to 
operate at 6 m = 90°. This kind of phase matching is known as 90° phase matching and in 




FIG. 67. Practical realization o f phase matching in SHG [12]
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A.2.3. Interpretation of antocorrelation functions
It must be understood that I (t) (refer to equation 59) cannot be recovered from the 
autocorrelation function, G (T), without some additional information. G (T) is necessarily 
symmetrical about T=0, even if I (t) is skew-symmetric.
It has been common to estimate the duration o f a pulse At by simply measuring the width 
Ax of that part of the correlation due to pulse envelope. O f course, the actual Ax / At 
depends upon the precise pulse shape. Table 5. Gives Ax / At for several theoretical pulse 
shapes
Table 5 Correlation widths and spectral bandwidths for four 
different transform-limited pulse shapes [1]
Assumed Pulse Shape AX/At AtAv
Square 1 .8 8 6
Gaussian V 2 .441
Sech2 1.55 .315
exp{- (In2)t/At) 2 .1
A 3. PRACTICAL IMPLEMENTATION OF AUTOCORRELATION SYSTEMS
This section is dedicated to the discussion o f different design arrangements for the 
different optical components incorporated in these autocorrelators. But first the two types 
of setup used for second harmonic generation (SHG) should be addressed.
1. Type I SHG :
In this case, phase matching can be achieved in a negative uniaxial crystal when an 
ordinary ray at coo combines with an ordinary ray at coo to give an extraordinary ray at 
2 (0 o. {oa,+ om = e2a>} • This is illustrated in Fig. 6 8 .
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FIG. 68. Experimental setup for pulse width measurement, with noncoDinear geometry and Type I phase
matching [11]
2. Type H SHG:
In a negative uniaxial crystal, an ordinary wave at “a/’ can combine with an extraordinary 
wave at “o>” to give an extraordinary wave at “2 a/’ { om+ ea = e^a } .
This is illustrated in Fig. 69.
Tim D tU y t  
!*-
* ' / \ —►Extnortsury f  \  ait
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FIG. 69. Experimental setup for pulse width measurement, with collinear geometry and Type II phase
matching [11]
A 3.1. Mirror arrangements
Different mirror arrangements are possible for the splitting and recombination of the laser 
pulses. Some o f these arrangements are shown in Fig. 70. It should be noted that when 
using mirrors instead o f a comer cube, a rigid mounting should be realized to ensure no 
displacement of the two beams with the movement o f the stage.
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A J.2. Crystal mounting
The crystal should be mounted in a way to allow for different degrees o f freedom. 
Usually, this is achieved by mounting the crystal on a micrometer driven translation 
stage. The purpose of doing so is optimizing the conversion efficiency.
A 3.3. Filtering
Because the second harmonic generation in the nonlinear crystal is usually in the nano­
watts range, it is necessary to have the whole system operating in the dark with the 
photomultiplier operating at optimum sensitivity. At these low levels of light, the dark 
current is comparable to the photocurrent in the photomultiplier. It is advantageous to 
have a light tight box enclosing the second harmonic crystal along with the 
photomultiplier in order to operate in ambient light To filter out the fundamental after 
the second harmonic crystal, the use of a filter would be satisfactory.
A J.4. Detection
The weak signal from the second harmonic generation necessitates the use o f a good 
signal recovery system. It is necessary to reduce stray frequency doubled light in Type I 
configuration, from the two non-collinear beams such that only the mixed beam is 
detected by the photomultiplier. To achieve this, the two arms of the autocorrelator are 
chopped at different frequencies, f  and fa. Using the sum or difference frequency, f  + f t  
0Tf i  ~h  , a lock-in amplifier can be used to detect the mixed autocorrelation beam. Such a 
phase sensitive detection eliminates most background noise and increases the dynamic 
range by at least two orders of magnitude.
A.4. DYNAMIC RANGE LIMITATIONS
A dynamic range of ~ lCMO ' 7 was obtained with the early version of this autocorrelator 
setup at Jefferson Lab. It should be noted that G. Mourou et al. have reported on 
achieving a dynamic range of I O'8. Also, Konoplev2 was able to perform autocorrelation 
o f 1 ps pulse with 50 fs resolution and 1012 dynamic range.
1 Private communication with Oleg A. Konoplev 
Laboratory for Laser Energetics
University o f Rochester, Rochester, New York 14623
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To be able to identify the limiting factors for the dynamic range o f an autocorrelation 












£  H Comer cube
m  4 -
Mirror
FIG. 70. Mirror arrangements for autocorrelation, (a) simple mirrors, (b) Comer cubes. 
(Q  Two mirrors at right angle (noncolinear arrangement)














Scattering in the XTAL
FIG. 71. Limiting factors for the dynamic range
Looking at the generation portion, first we should ensure that the power in both arms is 
the same. It should be noted that most beamsplitters do not have an exact SO/SO ratio, so a 
permissible tolerance is usually allowed up to a 60/40 splitting ratio. Also, the 
polarization of the two beams should be the same. Any beam walk-off due to the motion 
o f the translation stage should be eliminated. Also, proper calculations for the beam waist 
and Raleigh range should be done to ensure proper interaction of the two beams inside 
the XTAL. By replacing the PMT with a CCD camera, we made sure of the complete 
overlap of the two beams. And by scanning the delay line, it was assured that the stage 
did not cause any beam walk-off.
Different crystals were tested: LUO3, KDP and KTP. Using the KTP crystal attained the 
best conversion efficiency. No scattering was observed in the crystal.
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As for the detection part, the PMT’s dark current imposed a lower limit on our detection 
scheme. The PMT’s dark current was in the order of 0.18 nA. It may be advantageous to 
use a cooled PMT to reduce the dark current and improve the dynamic range by at least 
one order of magnitude if not more. Also, the chopper position, as placed before or after 
the focusing lens, and the detection scheme used - sum or difference frequency - have a 
strong effect on the dynamic range.
Finally, the autocorrelator setup gave a dynamic range which is far superior to that 
obtained with the commercial unit from Femtochrome or using the TPC method.
A.5. TWO-PHOTON CONDUCTIVITY METHOD 
A.5.1. Introduction
The introduction of two-photon conductivity to the intensity correlator for ultrashort 
pulse-width measurement began in the early 1970’s. When Patel [10] proposed the use of 
the effect of photon flux on the free carriers in semiconductors for the determination of 
the widths of subnanoseconds pulses at 1 0 .6  pm.
In the last decade, attempts to use such a technique were revived when several groups [6 - 
9] were able to resolve femtosecond pulses using an ordinary off-the-shelf photodiodes. 
We have attempted the same technique and obtained very promising results that will be 
presented in the following section.
A.5.2. Theory
The principle of the TPC method relies simply on replacing the crystal-PMT combination 
in a standard autocorrelator by a single photodiode. It so follows that when the incident 
light satisfies the condition 2hv > Eg > hv, Fig. 72, where Eg is the band gap energy and 
hv is the photon energy [6 ], the photocurrent is proportional to the square of the input 
light intensity.






FIG. 72. Two Photon absorption.
A iJ . Testing
We tested a GaAsP diffused-junction photodiode, model # G1737 from Hamamatsu. The 
operating wavelength range was 400-760 am, with peak sensitivity at 710 am. The cut­
off wavelength was 760 nm and the bandgap energy was 1.8 eV. This allowed for a TPC 
response in the range of 800nm - 1420 nm. A simple driving circuit for the photodiode 
was used; this is outlined in Fig. 73.





FIG . 73. Driving circuit for the photodiode
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
120
The testing procedure involved establishing the power dependence of the photodiode. 
The results are shown below in Fig. 74. The quadratic characteristic depicted the 
occurrence of TPC.
Power Dependence of Photodiode
5 --
3 ■ •
0 5 10 15 20
Input powar
FIG. 74. Power dependence o f the photodiode
A modified version of the control program was used because the sensitivity level did not 
change as much as in the case o f the detection with the crystal-PMT combination. That is, 
the dynamic range was not as good. The modification simply meant the removal the 
range find VI and relying on the operator to specify the range through the front panel. A 
difference frequency detection scheme (rf = 276 Hz) was used as reference input to the 
LIA. The time constant for the prefilters was 300 msec.
The photodiode was reverse-biased at 1.5 V. The maximum bias voltage that can be 
applied to it is 5 V. The photocurrent output showed no dependence on the reverse bias 
voltage.
The data obtained was fit to a  gaussian profile and correlated with the results o f the 
standard crystal-PMT autocorrelator. The fit agreed, within experimental error, with a
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gaussian shape. A comparison between Lab view output of the FWHM and that calculated 
by fitting the data to a gaussian profile using GraphPad and Curvexpert is shown in Table 
6.
Table 6. Full-Width-Half-Maximum (FWHM) comparison
Scan Step size Time Constant Labview GraphPad Curvefit
2398_3 2m m 10 ms 68 ps 65ps 65 ps
2398_5 2m m 10ms 61 ps 60 ps 71 ps
2398_6 2mm 10 ms SI ps 61 ps 56 ps
2398J7 2mm 10 ms 63 ps 61 ps 65 ps
4398_6 2m m 300 ms 65 ps 64 ps 64 ps
4398_7 2m m 300 ms 61 ps 59 ps 60 ps
4398_12 2m m 300 ms 63 ps 61 ps 61 ps
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FIG. 75. A comparison o f all 2mm step scans.
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FIG. 76. A comparison between all 3mm step scans.
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FIG. 77. High contrast ratio autocorrelation traces.
In conclusion, TPC has been applied to AC measurement o f the pulse width of the drive 
laser at Jefferson Lab. The results obtained showed a very high contrast ratio, far
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exceeding that reported by all other groups that used this technique. The dynamic range 
was also an order of magnitude higher than that reported by [6 ].
With the ease of alignment, elimination of the phase-matching condition and reduction in 
cost, the substitution of the second-harmonic crystal and PMT combination with a single 
photodiode, proved to be advantageous. As the available commercial photodiodes should 
allow for AC measurements in the range between 500 nm to 10 pm [8 ], it was decided to 
adapt such a technique for the measurement of the FEL pulsewidth. An InGaAs 
photodiode from EG&G, model # J18-18I-R250U-2.6, with a cutoff wavelength of 2.6 
pm will be used. This should enable TPC in the range between 2 to 5 pm.
A.6 . COMPUTERIZED CONTROL OF THE AUTOCORRELATOR SCAN 
The entire process of pulse delay and signal acquisition is computer controlled through 
Lab view or EPICS. Looking first at the Lab view version, the main control panel, as 
shown in Fig. 78, incorporates all control, monitor, and calculated parameters.
FIG. 78. Front panel o f the control program
The control parameters are divided into three main subgroups:
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1. Control o f the translation stage'
A pull-down menu is used to specify the step at which the stage should move. 
Different step sizes are included ranging from I ps to 6  ps time delay.
By changing the step size, the user inherently chooses the number o f readings 
to be taken. This is done through a case structure that writes to the motion 
controller the appropriate command using the GPIB interface.
2. Control o f the Lock-in amplifier (LIA):
Through the control panel, the user is able to control the display mode as well as 
the time constant for the prefilters and the associated time delay before acquiring 
a reading.
3. Data storage:
The file path, where the measurements are to be stored, must be specified at the 
beginning. Otherwise a dialog box will prompt the user at the end o f the program 
execution as to where the data is to be stored.
Monitor indicators:
STATUS LEDs are used to indicate the real time status of the stage. Digital 
indicators show the reference frequency used and the current measurement 
of the LLA.
Calculated parameters:
1. Digital indicators show the calculated FWHM in mm and in seconds.
2. Two graph plots show the autocorrelation trace versus the delay on a normal and 
semilog scale.
Program Flow:
1 . Certain parameters are to be chosen or entered at the beginning of the program;
• Step size for the stage
• File path
• Time constant for the LIA
• The delay for the LIA to acquire data
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2. Depending on the user choice of a step size, a case structure is chosen. This case
structure includes the number of readings to be taken, the command which is to be 
written to the U1 0 0  motion controller as well as the increment for the different 
arrays used.
3. A "for loop” is then executed. Within this "for loop? a sequence structure is in 
effect First the corresponding motion command is sent to the motion controller 
via GPIB interface. Before the next frame is executed a "wait” function is
induced to allow for the command to be carried out Incorporated in the second frame, 
is a second "for loop ” which initiates the LIA and acquires the first reading. This 
reading is taken at the same stage position for six consecutive times and then the 
average value is channeled out to an array after the rejection of the maximum and 
minimum values.
4. When all readings are taken, the data is stored in a spreadsheet format so data can 
be manipulated by any o f the available spreadsheet software such as QPRO,
MSExcel, etc.
5. A new sequence consisting of six frames is then initiated
Frame 0.1: In these frames, the highest and lowest readings are extrapolated, then 
used to remove the baseline and normalize the set of readings and 
finally to get the dynamic range.
Frame 2: This frame generates the X-axis points for the plot
Frame3: The data is interpolated to get the FWHM points. The necessary 
conversion is made to get the FWHM in seconds.
Frame 4: This frame issues the "home” command to the U100.
Frame 5: This frame checks the limit condition of the U100 and resets it if a
limit is attained.
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6 . A sub VI is used to customize the printing of the two plots obtained. This 
activated at any time by pressing the print key on the screen.
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road status & check for errors, b its -  pll not locked, 
bit 4- signal overload.
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A.8. SPECIFICATIONS OF THE PHOTOMULTIPLIER TUBE 
Table 7. Specifications o f the Photomultiplier tube H9S7-08
Parameter H957-08 Units
Spectral Response 185 to 900 am
Wavelength of Maximum Response 400 nm
Input Power Voltage Range +15 + 0.5 Vdc
Maximum Input Power Current 150 mA
Programmable High Voltage Range -400 to -900 Vdc
High Voltage Programming Mode Resistance (0 to 10 Kfl) 
or
Voltage ( 0 to 4 V)
Total Voltage Divider Resistance
3.3 M a
Maximum Linear Output Current
DC 15 M-A
Pulse 1.5 mA
Anode Radiant Sensitivity 3.1 x 105 A/W
Anode Dark Current .18 nA
Weight 140 g









FIG. 79. PMT Power Supply circuit
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FIG. 80. Schematic o f crystal holder
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FIG. 81. Schematic of filter holder
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APPENDIX B 
Labview control program listing for the Pump-Probe experiment
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APPENDIX C 
FLEXPDE PROGRAM LISTING FOR THE MODELING THE TWO- 
TEMPERATURE MODEL
C l .  SINGLE LAYER MODEL (DIFFUSION ONLY)
{TTM.PDE}







Teen ter = 1/2














{Pump power in W}
{Reflectivity o f the sample}
{ penetration depth in nm} 
{FWHM of the laser pulse } 
{Beam Radius}
{Laser fluence in J/m2} {J/m2/tp} 
{Sample thickness in nm}
{Laser Spot size in nm}
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/♦Material properties*/
k = 315 
ce = 2.1e4 
cl = 2.5e6 
G = 2.6el6 
Ta = 300
{thermal conductivity in W /m.K} 
{Electron heat capacity in J/m3.K } 
{Lattice heat capacity in J/m3.K } 
{Electron-phonon coupling factor} 
{ambient temperature in K.}
A= (J/tp)*( le9/(delta))*( 1 -ref)
source = A*(exp(-[Z/delta]))*(exp[-2.77*[t/tp]A2])
tstart==-2 *tp 
tend=6 e- 1 2  
step=le- 1 2  
Initial Values 
Te=Ta 
Tl = Ta 
Equations




start(0 ,0 ) 
line to (0,Ly) 
value(Te) =Ta 
value (Tl)=Ta 
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line to finish 
TIME
FROM tstart TO tend BY step 
PLOTS 
for t = tstart BY step TO tend
elevation(Te) from (0,Ly/2) to (Lx,Ly/2) as "Electron Temperature " range( 1000,4000) 




history(Te) at (0,Ly/2) export format "#t#r,#i" file="single.txt" as "Surface Electron 
Temperature"
history(Tl) at (0,Ly/2) export format "#t#r,#i" file="single2.txt" as "Surface Lattice 
Temperature"
history(source) at (0,Ly/2) export format "#t#r,#i" file="single3.txt" 
history(Te) at (Lx,Ly/2)
END
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C.2. SINGLE LAYER MODEL (DIFFUSION AND BALLISTIC)
(T tm_final_ballistic.PDE}
{This example illustrates the solution of the TTM a gold sample of thickness Lx nm is 
used}
TITLE





Teen ter = 1/2 









delta = 13 
delta_B=40 
tp = 150e-15 
spot=(300e-6)/2
J= (((Po wer/250e3)/3.14159)/(spotA2)) 
Lx =40 
Ly = 500
{Pump power in W}
{Reflectivity o f the sample}
{ penetration depth in nm}
{FWHM o f the laser pulse } 
{Beam Radius}
{Laser fluence in J/m2} {J/m2/tp} 
{ sample thickness in nm}
{Laser Spot size in nm}
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/♦Material properties*/
k = 315 
ce = 2.1e4 
cl = 2.5e6 
G = 2el6 
T a -  300
{thermal conductivity in W /m.K} 
{Electron heat capacity in J/m3.K } 
{Lattice heat capacity in J/m3.K } 
{Electron-phonon coupling factor} 
{ambient temperature in K }
A= (J/tp)*(le9/(delta+ delta_B))*(l-ref-Trans)
source = A*(exp(-[Z/(delta+ delta_B)]])*(exp[-2.77*[t/tp]A2))
s= source/(l-exp(-(Z/(delta+ delta_B))))
tstart=-2 *tp 
tend=6 e -l2  
step=le- 1 2  
INITIAL VALUE 
Te=Ta 
T1 = Ta 
EQUATIONS




start(0 ,0 ) 
line to (OLy) 
value(Te) =300 
line to (Lx,Ly) 
naturaI(Te)=Te 
line to (Lx,0) 
value (Te)=Ta 
line to finish
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TIME
FROM tstart TO tend BY step 
PLOTS
for t =tstart BY step TO tend




history(Te) at (0 ,Ly/2 ) export format "#t#r,#i" file="single_B.txt" as "Surface Electron 
Temperature"
history(Tl) at (0,Ly/2) export format "#t#r,#i" file="single_Bl.txt" as "Surface Lattice 
Temperature"
history(source) at (0,Ly/2) export format "#t#r,#i" file="ptable3.txt"
END
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C3. MULTI-LAYER MODEL (DIFFUSION ONLY)
{MULTILAYER.PDE}
{This example illustrates the solution of the TTM for a multilayer gold sample; with 






















k {thermal conductivity in W/m.K }
ce {Electron heat capacity in J/m3.K }
{Pump power in W}
{Reflectivity of the sample}
{ penetration depth in nm} 
{FWHM of the laser pulse } 
{Beam Radius}
{Laser fluence in J/m2} {J/m2/tp} 
{ sample thickness in nm}
{Laser Spot size in nm}
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cl {Lattice heat capacity in J/m3.K }
G {Electron-phonon coupling factor}
Ta = 300 {ambient temperature in K.}
A= (J/tp)*( le9/(delta))*( 1-ref) 
source = A*(exp(-[Z/(delta)]])*(exp[-2.77*[t/tp]A2D 
tstart=-2 *tp 




Tl = Ta 
EQUATIONS




k = 315 
ce = 2.Ie4 
cl = 2.5e6 
G = 3el6 
start(0 ,0 ) 
line to (0,Ly) 
value(Te) =Ta 
value (Tl)=Ta 
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{thermal conductivity in W/m.K } 
{Electron heat capacity in J/m3.K } 







cl = 3e6 
G = 523el6 
start(Lx,0) 
line to (Lx,Ly) 
value(Te) =Ta 
value (Tl)=Ta 
line to (2*Lx,Ly) 
natural(Te)=Te 
natural(Tl)=Tl 





FROM tstart TO tend BY step 
PLOTS 
for t =tstart BY step TO tend 
elevation(Te) from (0,Ly/2) to (2*Lx,Ly/2) as "Electron Temperature " range(0,3000) 




history(Te) at (0 ,Ly/2 ) export format "#t#r,#i" file="multi.txt" as "Electron Surface 
Temperature"
{thermal conductivity in W/mK } 
{Electron heat capacity in J/m3.K } 
{Lattice heat capacity in J/m3.K } 
{Electron-phonon coupling factor}
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history(Tl) at (0,Ly/2) export format "#t#r,#i" file="mul ti2 .txt" as "Lattice Surface 
Temperature"
history(Te) at ((Lx-l),Ly/2) export format "#t#r,#i" file="multi3.txt" as "Before 
Interface Electron Temperature"
history(Te) at ((Lx+l),Ly/2) export format "#t#r,#i" file="multi4.txt" as " After Interface 
Electron Temperature"
history(Tl) at ((Lx+l),Ly/2) as " After Interface Lattice Temperature"
END
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C.4. MULTI-LAYER MODEL (DIFFUSION AND BALLISTIC)
{MULTILAYER.PDE}
{This example illustrates the solution o f the TTM for a multilayer sample a gold sample 























{Pump power in W} 
{Reflectivity o f the sample}
{ penetration depth in nm}
{FWHM of the laser pulse } 
{Beam Radius}
{Laser fluence in J/m2} {J/m2/tp} 
{ sample thickness in nm}
{Laser Spot size in nm}





{thermal conductivity in W/nxK } 
{Electron heat capacity in J/m 3.K } 
{Lattice heat capacity in J/m3.K } 
{Electron-phonon coupling Victor} 




A= (J/tp)*( 1 e9/(delta+delta_B))#( 1-ref-Trans)
source = A*exp(-[Z/(delta+delta_B)]]#exp[-2.77*[(t)/tp]A2]
s= source/( 1 -exp(-((2*Lx)/(delta+delta_B))))
tstart=-2 ^tp




T1 = Ta 
EQUATIONS




k = 315 {thermal conductivity in W/m.K }
ce = 2.1e4 {Electron heat capacity in J/m3.K }
cl = 2.5e6 {Lattice heat capacity in J/m3.K }
G = 3e 16 {Electron-phonon coupling factor}
start(0 ,0 ) 














ce =3 5.24e4 
cl = 3e6 
G = 523el6 
start(Lx,0) 
line to (Lx,Ly) 
value(Te) =Ta 
value (Tl)=Ta 







{thermal conductivity in W/m.K } 
{Electron heat capacity in J/m3.K } 
{Lattice heat capacity in J/m3.fC } 
{Electron-phonon coupling factor}
TIME
FROM tstart TO tend BY step 
PLOTS
for t =tstart BY step TO tend
eIevation(Te) from (0 ,Ly/2 ) to (2*Lx,Ly/2) as "Electron Temperature " range(0,3000) 
elevation(TI) from (QJLy/2) to (2*Lx,Ly/2) as "Lattice Temperature " range(300,500) 
contour (Te)




history(Te) at (OXy/2) export format "#t#r,#i" file="multi_B.txt” as "Electron Surface 
Temperature"
history(Tl) at (0,Ly/2) export format "#t#r,#i" file="multi2_B.txt" as "Lattice Surface 
Temperature"
history(Te) at ((Lx-l),Ly/2) export format "#t#r,#i" file="multi3_B.txt" as "Before 
Interface Electron Temperature"
history(Te) at ((Lx+l),Ly/2) export format "#t#r,#i" file="multi4_B.txt" as " After 
Interface Electron Temperature"
history(Tl) at ((Lx+l),Ly/2) as " After Interface Lattice Temperature"
END
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