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a b s t r a c t
This paper consists of two parts. In the first part, we combine the analysis of Bogomolny
[A. Bogomolny, Fundamental solutions method for elliptic boundary value problems, SIAM
Journal on Numerical Analysis 22 (1985) 644–669], Comodi and Mathon [M.I. Comodi,
R. Mathon, A boundary approximation method for fourth order problems, Mathematical
Models and Methods in Applied Sciences 1 (1991) 437–445] and Li, et al. [Z.C. Li, R.
Mathon, P. Sermer, Boundary methods for solving elliptic equations with singularities,
SIAM Journal on Numerical Analysis 24 (1987) 487–498] for the method of fundamental
solutions (MFS), and new error bounds are derived for the bounded simply-connected in a
readable approach. A factor of O(
√
n) is removed in the error bounds of Bogomolny (1985).
In the second part, we extend the analysis for the annular domain Sa by the MFS. The other
fundamental solutions are needed, whose source nodes may also be located uniformly on
a circle inside the domain Sa, as in the above reference. Error bounds are derived in detail
to display the polynomial convergence rates.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In [2], the harmonic polynomials of order nmay be approximated by the fundamental solutions (FS), where the source
points are uniformly located on an outside circle of the bounded simply-connected domain. Their error bounds can be
derived. In this paper, we integrate the analysis of [2] with [5,21], as well as [22], to provide the error bounds of the method
of fundamental solutions (MFS) [11] for the Dirichlet problem of bounded simply-connected domains, and the error bounds
are improved by removing a factor
√
n from those of [2]. Next, we extend our analysis to the annular domain Sa. Two groups
of fundamental solutions are needed, and their sources are located uniformed on two circles: one is outside Sa as [2], and
the other is inside Sa. The polynomial convergence rates can also be achieved.
In the last two decades, there have appeared numerous computational reports of MFS, see the excellent review of the
MFS in [6,4,7], and a systemic introduction on the MFS is given in [3]. To celebrate the progress of the MFS, the first Inter.
Workshop on the Method of Fundamental Solutions (MFS2007), Ayia Napa, Cyprus, June 11–13, 2007 was held. However,
there exists only a few references for analysis [2,10,23,25–27]. For the MFS, the analysis lagged far behind the flourishing
computationwork. Take the annular domain problems by theMFS for example. In several talks inMF2007, the inside source
nodes of FS are not chosen. However, based on the analysis in this paper, the simple fundamental solutions in [2] can
be extended to annular domains by adding the uniform source nodes on a circle inside Sa, thus greatly simplifying the
algorithms, and to also reach the optimal convergence rates. Besides, an analysis given in [29] is confined only to simple
annular domains with circular boundaries.
I Partial results were presented at the first Inter. Workshop on the Method of Fundamental Solutions (MFS2007), Ayia Napa, Cyprus, June 11–13, 2007.∗ Corresponding address: Department of Applied Mathematics, National Sun Yat-sen University, Kaohsiung, Taiwan.
E-mail address: zcli@math.nsysu.edu.tw.
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.09.027
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Fig. 1. The solution domain S with its circles.
Since theMFS is of Trefftz methods, the error analysis of Trefftz methods in recent book of Li, et al. [19] can be easily used
for the MFS as well. Moreover, under the framework in [13], the combination of the MFS with other efficient numerical
methods can also be developed, which include other kinds of Trefftz methods using harmonic polynomials or singular
particular solutions, the finite elementmethod (FEM), finite differencemethod (FDM), etc., see [15]. The stability analysis for
theMFS is given in [16,17]. Therefore, the gap between the analysis and computation of theMFS has been greatly narrowed,
through our recent efforts, one of them being reported in this paper.
2. Basic algorithms of method of fundamental solutions
Consider Laplace’s equation with the Dirichlet boundary condition,
∆u = ∂
2u
∂x2
+ ∂
2u
∂y2
= 0 in S, (2.1)
u = f on Γ , (2.2)
where S is a bounded simply-connected domain with the boundary ∂S = Γ . In Sections 2–4, the MFS for the bounded
domain without holes is first considered, and in Section 5, the MFS for the annular domain is developed. Denote in Fig. 1,
rmax = max
S
r, rmin = max
Sin(Sin⊆S)
r, (2.3)
where Sin is a disk inside of S. A circle surrounding S is given by
`R = {(r, θ) | r = R, 0 ≤ θ ≤ 2pi}, R > rmax. (2.4)
Let the source (charge) points be located outside of S, then the fundamental solutions
φ(r, θ) = ln |PQ |, P ∈ S ∪ ∂S (2.5)
are harmonic, where
P = {(x, y) | x = r cos θ, y = r sin θ}. (2.6)
Based on Bogomolny [2], the source points Qi may be simply located uniformly on `R
Qi = {(x, y) | x = R cos ih, y = R sin ih},
where R > rmax and h = 2piN . We obtain the fundamental solutions
φi(P) = ln |PQi|, i = 1, 2, . . . ,N, (2.7)
and the numerical solution is given by a linear combination
uN =
N∑
i=1
ciφi(P), (2.8)
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where ci are the unknown coefficients to be determined. Since uN already satisfies Laplace’s equation in S, the coefficients
ci can be determined by enforcing the boundary condition (2.2) only. We will follow the Trefftz method (TM) in [13,21,19,
20,22] to evaluate uN (i.e., ci).
Denote the energy
I(u) =
∫
Γ
(u− f )2. (2.9)
We denote VN as the set of (2.8). Then the numerical solution uN can be obtained by
I(uN) = min
v∈VN
I(v). (2.10)
The TM solution uN also satisfies
‖u− uN‖0,Γ = min
v∈VN
‖u− v‖0,Γ , (2.11)
and
[u− uN , v] = 0, ∀v ∈ VN , (2.12)
where [u, v] = ∫
Γ
uv.
When the integrals in (2.9) involve approximation, denote
Î(v) =
∫̂
Γ
(v − f )2, (2.13)
where
∫̂
Γ
is the numerical approximation of
∫
Γ
by some quadrature rules, such as the central or the Gaussian rule. Hence,
the numerical solution u˜N ∈ VN is obtained by
Î(u˜N) = min
v∈VN
Î(v). (2.14)
We may also establish the collocation equations of the MFS directly from (2.2), to yield
N∑
i=1
ciφi(Pj) = f (Pj), Pj ∈ Γ . (2.15)
First, let Γ be divided into small Γj and with the mesh spacings∆hj, i.e.,
Γ =
M⋃
j=1
Γj. (2.16)
We obtain from (2.15)
√
∆hj
N∑
i=1
ciφi(Pj) =
√
∆hj f (Pj), Pj ∈ Γ , j = 1, 2, . . . ,M, (2.17)
where for simplicity, Pj are the midpoints of Γj. Following [22], Eq. (2.17) are just equivalent to (2.14), where the central
rule is chosen for
∫̂
Γ
. In computation, we may choose the number of collocation points to be equal to or larger than that of
source points, i.e.,
M ≥ N. (2.18)
When the Gaussian rule is chosen, the following collocation equations are obtained.
βi
N∑
i=1
ciφi(Pj) = βjf (Pj), Pj ∈ ΓD, (2.19)
where Pj are the Gaussian nodes, theweightsβj = O(
√
∆h), and∆h = maxj∆hj. Eqs. (2.19) are called the collocation Trefftz
method (CTM) in [19,20]. Note that the similar approaches as in (2.19) are studied in [26,28], where the least-squares MFS
is called, but the analysis is confined to the disk domain only.
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3. Preliminary lemmas
Denote the norm
‖v‖0,Γ =
{∫
Γ
v2
} 1
2
. (3.1)
The solution uN of the MFS by (2.10) also satisfies
‖u− uN‖0,Γ = min
v∈VN
‖u− uN‖0,Γ . (3.2)
Denote the harmonic polynomials of order n,
Pn(ρ, θ) = a02 +
n∑
m=1
ρm(am cosmθ + bm sinmθ)
= a0
2
+
n∑
m=0
(amCm(ρ, θ)+ bmSm(ρ, θ)), (3.3)
where
Cm(ρ, θ) = ρm cosmθ, Sm(ρ, θ) = ρm sinmθ. (3.4)
We represent Cm(ρ, θ) and Sm(ρ, θ) exactly or approximately by the fundamental solutions
φi(ρ, θ) = ln
√
ρ2 − 2ρR(θ − ψi)+ R2, (3.5)
from Lemma 3.1 given later, where ψi = ih and h = 2piN . Then, we may have the following approximation:
1 =
N∑
k=1
αk,0φk(ρ, θ), (3.6)
Cm(ρ, θ) = ρm cosmθ ≈
N∑
k=1
αk,mφk(ρ, θ), m = 1, 2, . . . , (3.7)
Sm(ρ, θ) = ρm sinmθ =
N∑
k=1
βk,mφk(ρ, θ) m = 1, 2, . . . . (3.8)
From (3.3)–(3.8), we have
Pn(ρ, θ) ≈
N∑
k=1
ckφk(ρ, θ) := ΣN(Pn; ρ, θ), (3.9)
where the coefficients
ck = αk,0 a02 +
n∑
m=1
(αk,mam + βk,mbm). (3.10)
We will derive bounds of the errors
‖Pn(ρ, θ)−ΣN(Pn; ρ, θ)‖q,Γρ , (3.11)
where
Γρ = {(r, θ)|0 ≤ r ≤ ρ, 0 ≤ θ ≤ 2pi}, (3.12)
and ‖v‖q,Γρ is the Sobolev norm. We apply the following integral equalities in [8] p. 527 and p. 593,∫ 2pi
0
ln(1+ a2 − 2a cos x)dx = 2pi ln a2, a > 1, (3.13)∫ 2pi
0
ln(1+ a2 − 2a cos x) cosmθdx = − 2pi
mam
, a > 1,m = 0, 1, 2, . . . , (3.14)∫ 2pi
0
ln(1+ a2 − 2a cos x) sinmθdx = 0, a > 1,m = 1, 2, . . . . (3.15)
Based on (3.13)–(3.15), we have the following lemma, whose proof is similar to that of Lemma 5.1.
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Lemma 3.1. For R > ρ and R 6= 1, there exist the equalities
1 = 1
2pi ln R
∫ 2pi
0
(ln
√
ρ2 − 2ρR cos(θ − ψ)+ R2)dψ, R 6= 1, (3.16)
Cm(ρ, θ) = ρm cosmθ = −mR
m
pi
∫ 2pi
0
(ln
√
ρ2 − 2ρR cos(θ − ψ)+ R2) cosmψdψ, (3.17)
Sm(ρ, θ) = ρm sinmθ = −mR
m
pi
∫ 2pi
0
(ln
√
ρ2 − 2ρR cos(θ − ψ)+ R2) sinmψdψ, m = 1, 2, . . . . (3.18)
We cite two lemmas from [2].
Lemma 3.2. For the periodical function g = g(x) on [0, 2pi ], denote the errors
∆N(g) = TN(g)−
∫ 2pi
0
g(x)dx, (3.19)
where TN(g) = h∑N−1k=0 g(kh) with h = 2piN . Then there exist the equalities,
∆N(sinmx) = 0, m = 1, 2, . . . , (3.20)
∆N(1) = 0, (3.21)
∆N(cosmx) =
{
2pi, if m = νN, ν = 1, 2, . . . ,
0, otherwise. (3.22)
Lemma 3.3. Let the following bound be given for q ≥ 0,
22q+1
(
R
ρ
)−2N
≤ 1, (3.23)
there exists the bound
∞∑
`=1
(
R
ρ
)−2N`
`2q ≤ 2
(
R
ρ
)−2N
. (3.24)
From Lemma 3.1 and (3.6)–(3.8), we have
ΣN(1; ρ, θ) =
N∑
i=1
αk,0φk(ρ, θ), (3.25)
ΣN(Cm; ρ, θ) =
N∑
i=1
αk,mφk(ρ, θ), (3.26)
ΣN(Sm; ρ, θ) =
n∑
i=1
βk,mφk(ρ, θ), (3.27)
where the coefficients are given by
αk,0 = h2pi ln R , αk,m = −h
(
mRm
pi
)
cosmkh, m = 1, 2, . . . , (3.28)
βk,m = −h
(
mRm
pi
)
sinmkh, m = 1, 2, . . . . (3.29)
Also from Lemma 3.2, there exists no error for (3.6) and (3.8). Hence, we only derive the errors of (3.7)
ECm(ρ, θ) = ρm cosmθ −
N∑
k=1
αk,mφk(ρ, θ). (3.30)
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To this end, we expend (3.30) by the Fourier series,
ECm(ρ, θ) = a0,m2 +
∞∑
k=1
{ak,m cos kθ + bk,m sin kθ}, (3.31)
where the Fourier coefficients are given by
ak,m = 1
pi
∫ 2pi
0
ECm(ρ, θ) cos kθdθ, k = 0, 1, 2, . . . , (3.32)
bk,m = 1
pi
∫ 2pi
0
ECm(ρ, θ) sin kθdθ, k = 1, 2, . . . . (3.33)
We have the following lemma from [2], whose proof is also similar to Lemma 5.2.
Lemma 3.4. For the Fourier expansions in (3.31), the Fourier coefficients are given by
ak,m =

0, if k = 0,
m
k
Rm−kρk, if k = ±m+ νN, ν = 1, 2, . . . ,
0, otherwise,
(3.34)
bk,m = 0, ∀k,m. (3.35)
4. Main theorems
Denote
Smax = {(r, θ)|0 ≤ r ≤ rmax, 0 ≤ θ ≤ 2pi}. (4.1)
Hence S ⊂ Smax. Then we give the following theorem.
Theorem 4.1. Let (3.23) hold. There exists the bound,1
‖Pn(r, θ)−ΣN(Pn; r, θ)‖q,Γ ≤ CNq
(
R
rmax
)2n−N ( rmax
rmin
)n
‖Pn(r, θ)‖0,Γ , (4.2)
where C is a constant, independent of n and N.
Proof. Denote the circle Γρ = {(r, θ)|r = ρ, 0 ≤ θ ≤ 2pi}. We have from (3.30) and Lemma 3.4,
‖ECm(ρ, θ)‖2q,Γρ =
q∑
`=0
∫
Γρ
{D`(ECm(ρ, θ))}2ρdθ
≤ C
∞∑
k=1
a2k,m × k2q = C
∞∑
k=±m+νN
k2q
(m
k
Rm−kρk
)2
= C
∞∑
k=±m+νN
m2
k2
k2qρ2kR2(m−k)
= C
{ ∞∑
k=−m+νN
m2
k2
k2qρ2kR2(m−k) +
∞∑
k=m+νN
m2
k2
k2qρ2kR2(m−k)
}
:= D1 + D2. (4.3)
First, we have
D1 =
∞∑
k=−m+νN
m2
k2
k2qρ2kR2(m−k)
=
∞∑
ν=1
m2
(−m+ νN)2 R
2(m−(−m+νN))ρ2(−m+νN)(−m+ νN)2q
≤ m
2
(−m+ N)2N
2q
(
R
ρ
)2m
R2m ×
∞∑
ν=1
(
R
ρ
)−2νN
ν2q. (4.4)
1 Compared with [2], the bound in (4.2) is sharper, without a fact of
√
n.
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For N > 2n ≥ 2m, mN−m ≤ 1. Hence, when (3.23) hold, we have from Lemma 3.3
D1 ≤ 2N2q
(
R
ρ
)2m ( R
ρ
)−2N
R2m = 2N2q
(
R
ρ
)2(m−N)
R2m. (4.5)
Obviously, there exists the bound,
D2 =
∞∑
k=m+νN
k2qρ2kR2(m−k) ≤ CD1. (4.6)
Hence we have from (4.3)–(4.6)
‖ECm(ρ, θ)‖2q,Γρ ≤ CN2q
(
R
ρ
)2(m−N)
R2m. (4.7)
From (3.3), (3.6) and (3.7), we obtain
‖Pn(r, θ)−ΣN(Pn; r, θ)‖2q,Γρ =
∥∥∥∥∥ n∑
m=1
amECm(r, θ)
∥∥∥∥∥
2
q,Γρ
. (4.8)
Next, from (4.7) and (4.8) and the Schwarz inequality we have for 0 < ρ˜ ≤ ρ,
‖Pn(r, θ)−ΣN(Pn; r, θ)‖2q,Γρ ≤
{
n∑
m=1
|am|‖ECm(ρ, θ)‖q,Γρ
}2
≤
(
n∑
m=1
ρ˜2ma2m
){
n∑
m=1
1
ρ˜2m
‖ECm(ρ, θ)‖2q,Γρ
}
. (4.9)
Moreover, there exists the bound from (4.7),
n∑
m=1
1
ρ˜2m
‖ECm(ρ, θ)‖2q,Γρ = C
n∑
m=1
1
ρ˜2m
N2q
(
R
ρ
)2(m−N)
R2m
≤ CN2q
(
R
ρ
)−2N n∑
m=1
1
ρ˜2m
R2m
(
R
ρ
)2m
= CN2q
(
R
ρ
)−2N n∑
m=1
(
R
ρ
)4m (
ρ
ρ˜
)2m
≤ CN2q
(
R
ρ
)−2N ( R
ρ
)4n (
ρ
ρ˜
)2n
= CN2q
(
R
ρ
)4n−2N (
ρ
ρ˜
)2n
. (4.10)
On the other hand, for ρ˜ < ρ, there exists the bound,
‖Pn(ρ˜, θ)‖20,Γρ˜ =
(a0
2
)2 + n∑
m=1
ρ˜2m(a2m + b2m). (4.11)
Hence, we have from (4.9)–(4.11)
‖Pn(r, θ)−
∑
N
(Pn; r, θ)‖2q,Γρ ≤ CN2q
(
R
ρ
)4n−2N (
ρ
ρ˜
)2n {(a0
2
)2 + n∑
m=1
ρ˜2m(a2m + b2m)
}
= CN2q
(
R
ρ
)4n−2N (
ρ
ρ˜
)2n
‖Pn(ρ˜, θ)‖0,Γρ˜ . (4.12)
Also, for∆v = 0 there exists the bound in [1,24],
‖v‖k,Γ ≤ C‖v‖k+ 12 ,S, ‖v‖k+ 12 ,S ≤ C‖v‖k,Γ . (4.13)
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Note that the smooth harmonic functions Pn(r, θ) can be extended from S to Smax. Hence, we have from (4.12)
‖Pn(r, θ)−ΣN(Pn; r, θ)‖2q,Γ ≤ ‖Pn(r, θ)−ΣN(Pn; r, θ)‖2q+ 12 ,S
≤ C‖Pn(r, θ)−ΣN(Pn; r, θ)‖2q+ 12 ,Smax
≤ C‖Pn(rmax, θ)−ΣN(Pn; rmax, θ)‖2q,Γmax
≤ CN2q
(
R
rmax
)4n−2N ( rmax
rmin
)2n
‖Pn(rmin, θ)‖0,Γmin
≤ CN2q
(
R
rmax
)4n−2N ( rmax
rmin
)2n
‖Pn(r, θ)‖0,Γ , (4.14)
where
Γmax = {(r, θ)|r = rmax, 0 ≤ θ ≤ 2pi}, (4.15)
Γmin = {(r, θ)|r = rmin, 0 ≤ θ ≤ 2pi},
and rmax and rmin are given in (2.3). This completes the proof of Theorem 4.1. 
Theorem 4.2. Let u ∈ Hp(S) (p ≥ 32 ). Suppose that N satisfies2
2
(
R
rmax
)−2N
< 1, (4.16)
and (
R
rmax
)2n−N ( rmax
rmin
)n
≤ 1
np−
1
2
. (4.17)
For the Dirichlet problem, there exists the error bound from, [18],
‖u− uN‖0,Γ ≤ C 1
Np−
1
2
‖u‖p,S, (4.18)
where C is a constant independent of N.
Proof. Choose v = u∗N = ΣN(Pn; r, θ) given in (3.9), and denote u = Pn(r, θ)+ Rn(r, θ). From (3.2) we have
‖u− uN‖0,Γ ≤ ‖u− u∗N‖0,Γ ≤ ‖Pn(r, θ)− u∗N‖0,Γ + ‖Rn(r, θ)‖0,Γ . (4.19)
For u ∈ Hp(S), there exists the bound,
‖Rn(r, θ)‖0,S ≤ C 1np−k ‖u‖p,S . (4.20)
Then, we have from the embedding theorem [1],
‖Rn(r, θ)‖0,Γ ≤ C‖Rn(r, θ)‖ 1
2 ,S
≤ C{‖Rn(r, θ)‖0,S‖Rn(r, θ)‖1,S} 12 ≤ C 1
np−
1
2
‖u‖p,S . (4.21)
On the other hand, when (4.17) is satisfied, we may choose
N = 2n+
n ln
(
rmax
rmin
)
+ (p− 12 ) ln n
ln
(
R
rmax
) ≤ Cn. (4.22)
Hence, we obtain from Theorem 4.1 with q = 0
‖Pn(r, θ)− u∗N‖0,Γ = O
(
1
np−
1
2
‖Pn‖0,Γ
)
. (4.23)
2 In fact, Eq. (4.17) implies (4.16) because the following bound holds obviously, 2( Rrmax )
−2N ≤ 2( rmaxR )4n( rminrmax )2n 1n2p−1 < 1.
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Moreover, since u ≈ Pn, we have
‖Pn‖0,Γ ≤ C‖u‖ 1
2 ,S
≤ C‖u‖p,S . (4.24)
Combining (4.19), (4.21), (4.23) and (4.24) gives
‖u− uN‖0,Γ ≤ C 1
np−
1
2
‖u‖p,S, (4.25)
and the desired result (5.48) follows from 1n ≤ CN . This completes the proof of Theorem 4.2. 
Lemma 4.1. Let u ∈ Hp(Smax)(p ≥ 32 ) hold. There exists the error bound,
‖u− uN‖− 12 ,Γ = C
1
Np
‖u‖p,S, (4.26)
where C is a constant independent of N.
Proof. Define the negative norm
‖w‖− 12 ,Γ = sup
v∈H 12 (Γ )
∫
Γ
w · v
‖v‖ 1
2 ,Γ
. (4.27)
Let t ∈ H 12 (Γ ) and η ∈ H1(S) satisfy the following auxiliary problem,
∆η = 0 in S, (4.28)
η = t on Γ . (4.29)
We have
‖u− uN‖− 12 ,Γ ≤
∫
Γ
(u− uN) · t
‖t‖ 1
2 ,Γ
. (4.30)
There exists the bound from (2.12) and Theorem 4.2∫
Γ
(u− uN) · t = [u− uN , t] = [u− uN , η] = [u− uN , η − ηN ]
≤ ‖u− uN‖0,Γ × ‖η − ηN‖0,Γ ≤ C 1
Np−
1
2
‖u‖p,S × 1
N
1
2
‖η‖1,S
≤ C 1
Np
‖u‖p,S‖t‖ 1
2 ,Γ
, (4.31)
where we have used the bound from [1,24] and (4.29),
‖η‖1,S ≤ C‖η‖ 1
2 ,Γ
= C‖t‖ 1
2 ,Γ
. (4.32)
The desired result (4.26) follows from (4.30) and (4.31), and this completes the proof of Lemma 4.1. 
Based on ‖v‖0,S ≤ C‖v‖− 12 ,Γ for∆v = 0, and Lemma 4.1, we have the following theorem.
Theorem 4.3. Let the conditions in Theorem 4.2 hold. Then, for the Dirichlet problem, the numerical solutions by the TM using FS
have the optimal error bound in L2 norm,
‖u− uN‖0,S ≤ C 1Np ‖u‖p,S, (4.33)
where C is a constant independent of N.
Remark 4.1. From Section 2, the MFS is the Trefftz method using the fundament solutions as the admissible functions.
The other choice of admissible functions for the smooth solution is harmonic polynomials. The error bounds between the
harmonic polynomials and the fundamental solutions are given in Theorem 4.1. When such extra errors are added into the
analysis of Trefftzmethods in a previous study,3 such as in [13,21,19,20,22], can be easily applied to theMFS.Moreover, from
Theorem 4.1, when N > 2n and R→∞,ΣN(Pn; r, θ)→ Pn(r, θ), which is also proved by a simple Taylor’s approximation
in [25]. This clearly displays the relation of error analysis between the FS and theharmonic polynomials in the Trefftzmethod.
3 In our early study, the boundary method in [21] (or the boundary approximation method in [13]) was used, which is the very Trefftz method.
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Fig. 2. The annular domain Sa with interior circles.
5. Annular shaped domains
Although the fundamental solution ln r cannot be applied directly to unbounded domains because ln r →∞ as r →∞,
the above analysis on S without holes can be extended to bounded annular shaped domains (see [9]). In this section, we will
derive their error bound for the Dirichlet problem by the MFS.
Consider
∆u = 0 in Sa, (5.1)
u = g on Γ , u = gin on Γin, (5.2)
where Γ and Γin are the exterior and the interior boundary of the annular shaped domain Sa, respectively, See Fig. 2. Two
circles of source points outside of Sa are designed as
ΓR = {(r, θ)|r = R, 0 ≤ θ ≤ 2pi}, R > max
Sa
r, (5.3)
ΓRin = {(rˆ, θˆ )|rˆ = Rin, 0 ≤ θˆ ≤ 2pi}, Rin < minSa rˆ, (5.4)
where the origin (0, 0) in XOY is also the origin of the polar coordinates (r, θ), and (x0, y0) in XOY is the origin of (rˆ, θˆ ). The
source points Qi and Q inI are also located uniformly on ΓR and ΓRin respectively,
Qi = {(x, y)|x = R cos ih, y = R sin ih}, (5.5)
Q ini = {(x, y)|x = x0 + Rin cos ihin, y = y0 + Rin sin ihin}, (5.6)
where h = 2piN and hin = 2piM . There are two kinds of FS, whose source points are located on ΓR and ΓRin ,
φ(P) = ln |PQi|, (5.7)
φin(P) = ln |PQ ini |, (5.8)
where P = (x, y) ∈ Sa ∪ ∂Sa. Hence, we may choose the following approximation solutions
uN,M =
N∑
i=1
ciφi +
M∑
i=1
diφini , (5.9)
where ci and di are the coefficients to be sought. Denote VN,M the set of (5.9) on the annular domain Sa. The MFS reads: to
seek uN,M ∈ VN,M such that
Ia(uN,M) = min
v∈VN,M
Ta(v), (5.10)
where
Ta(v) =
∫
Γ
(v − f )2 +
∫
Γin
(v − gin)2. (5.11)
For simplicity of analysis, below we choose the same origin (0, 0) in XOY for both ΓR and ΓRin , i.e., (rˆ, θˆ ) = (r, θ).
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First, we may find the Fourier series of the following harmonic solutions on the annular domain Sa,
u(ρ, θ) = a0
2
+
∞∑
i=1
ρ i(ai cos iθ + bi sin iθ)+ ain0 ln ρ +
∞∑
i=1
ρ−i(aini cos iθ + bini sin iθ), (5.12)
where ai, bi, aini and b
in
i are the true coefficients. Suppose that the solutions u(ρ, θ) and u(ρin, θ) are known, where ρin < ρ,
Γρ ∈ Sa,Γρin ∈ Sa and
Γρ = {(r, θ)|r = ρ, 0 ≤ θ ≤ 2pi}. (5.13)
We can find the explicit coefficients ai, bi, aini and b
in
i .
In fact, from (5.12) we have for ρ > ρin∫ 2pi
0
u(ρ, θ)dθ = 2pi
(a0
2
+ ain0 ln ρ
)
, (5.14)∫ 2pi
0
u(ρin, θ)dθ = 2pi
(a0
2
+ ain0 ln ρin
)
. (5.15)
Then we obtain
ain0 =
∫ 2pi
0 (u(ρ, θ)− u(ρin, θ))dθ
2pi ln
(
ρ
ρin
) , (5.16)
and a0 is obtained from (5.14) or (5.16). Next, we have∫ 2pi
0
u(ρ, θ) cos iθdθ = pi(aiρ i + aini ρ−i), (5.17)∫ 2pi
0
u(ρin, θ) cos iθdθ = pi(aiρ iin + aini ρ−iin ). (5.18)
Since the determinant of the coefficient matrix is nonzero,
ρ iρ−iin − ρ iinρ−i 6= 0, (5.19)
due to ρin < ρ, the coefficients ai and aini can be determined uniquely from (5.17) and (5.18). Similarly, we have∫ 2pi
0
u(ρ, θ) sin iθdθ = pi(biρ i + bini ρ−i), (5.20)∫ 2pi
0
u(ρin, θ) sin iθdθ = pi(biρ iin + bini ρ−iin ). (5.21)
Then, the coefficients bi and bini can also be determined uniquely from (5.20) and (5.21).
We may choose the harmonic polynomials of order n
Pˆn(ρ, θ) = Pn(ρ, θ)+ P inn (ρ, θ), (5.22)
where
Pn(ρ, θ) = a02 +
n∑
i=1
ρ i(ai cos iθ + bi sin iθ), (5.23)
P inn (ρ, θ) =
ain0
2
+
n∑
i=1
ρ−i(aini cos iθ + bini sin iθ). (5.24)
LetΣN,M(Pˆn; ρ, θ) denote the approximation of Pˆn(ρ, θ) by the fundamental solutions in (5.9). Then, we have
‖Pˆn(ρ, θ)−ΣN,M(Pˆn; ρ, θ)‖q,∂S ≤ ‖Pn(ρ, θ)−ΣN(Pn; ρ, θ)‖q,∂S + ‖P inn (ρ, θ)−ΣM(P inn ; ρ, θ)‖q,∂S . (5.25)
Since the bound of the first term on the right hand of (5.25) has already been derived from Section 4, we will focus on the
estimates of the second term of (5.25). In fact, the key analysis is to derive the bound of ‖P inn (ρ, θ)−ΣM(P inn ; ρ, θ)‖q,Γρ .
The FS in (5.8) is given by
φini (P) = φini (ρ, θ) =
√
R2in + ρ2 − 2Rinρ cos(θ − ψi), (5.26)
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where ψi = 2piM . Denote
a∗ = ρ
Rin
> 1. (5.27)
We have the following lemma.
Lemma 5.1. For Rin < ρ , there exist the equalities:
ln ρ = 1
2pi
∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(θ − ψ)+ R2in)dψ, (5.28)
ρ−m cosmθ = −mR
−m
in
pi
∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(θ − ψ)+ R2in) cosmψdψ, (5.29)
ρ−m sinmθ = −mR
−m
in
pi
∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(θ − ψ)+ R2in) sinmψdψ, (5.30)
where m = 1, 2, . . ..
Proof. By noting (5.27), we have
φini (ρ, θ) = ln Rin + ln
√
1+ (a∗)2 − 2a∗ cos(θ − ψi). (5.31)
Hence, we have from (3.13)
SB =
∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(θ − ψ)+ R2in)dψ
= 2pi ln Rin +
∫ 2pi
0
(ln
√
1+ (a∗)2 − 2a∗ cos(θ − ψ))dψ
= 2pi(ln Rin + ln a∗) = 2pi ln ρ. (5.32)
This is the first desired result (5.28).
Next show (5.29). Consider the integral
SB =
∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(θ − ψ)+ R2in) cosmψdψ
=
∫ 2pi
0
(ln Rin + ln
√
1+ (a∗)2 − 2a∗ cos(θ − ψ)) cosmψdψ
=
∫ 2pi
0
(ln
√
1+ (a∗)2 − 2a∗ cos(ψ − θ)) cosmψdψ. (5.33)
Let ψ − θ = t , then dψ = dt . We have
SB =
∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos t + R2in) cosm(t + θ)dt
= cosmθ
∫ 2pi
0
(ln Rin + ln
√
1+ (a∗)2 − 2a∗ cos t) cosmtdt
− sinmθ
∫ 2pi
0
(ln Rin + ln
√
1+ (a∗)2 − 2a∗ cos t) sinmtdt, (5.34)
where we have used
cosm(t + θ) = cosmt cosmθ − sinmt sinmθ. (5.35)
From (3.14) and (3.15), Eq. (5.34) leads to
SB =
∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos t + R2in) cosm(t + θ)dt
= − pi
m(a∗)m
cosmθ. (5.36)
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Hence, we have
− mR
−m
in
m
SB =
(
Rin
a∗
)m
cosmθ = ρ−m cosmθ. (5.37)
This is the second desired result (5.29). The proof for (5.30) is similar, and this completes the proof of Lemma 5.1. 
Based on Lemmas 5.1 and 3.2, we find the approximations of P inn (ρ, θ) by
ΣM(ln ρ; ρ, θ) =
M∑
k=1
αink,0φ
in
k (ρ, θ), (5.38)
ΣM(ρ
−m cosmθ; ρ, θ) ≈
M∑
k=1
αink,mφ
in
k (ρ, θ), (5.39)
ΣM(ρ
−m sin θ; ρ, θ) =
M∑
k=1
β ink,mφ
in
k (ρ, θ), (5.40)
where the coefficients are given by
αink,0 =
h
2pi
, αink,m = −h
(
mR−min
pi
)
cosmkh, m = 1, 2, . . . , (5.41)
β ink,m = −h
(
mR−min
pi
)
sinmkh, m = 1, 2, . . . . (5.42)
Similarly, the errors result only from (5.39):
EC inm (ρ, θ) = ρ−m cosmθ −
M∑
j=1
αinj,mφ
in
j (ρ, θ). (5.43)
We may also expend (5.43) by the Fourier series,
EC inm (ρ, θ) =
ain0,m
2
+
∞∑
k=1
{aink,m cos kθ + bink,m sin kθ}, (5.44)
where the Fourier coefficients are given by
aink,m =
1
pi
∫ 2pi
0
EC inm (ρ, θ) cos kθdθ, k = 0, 1, 2, . . . (5.45)
bink,m =
1
pi
∫ 2pi
0
EC inm (ρ, θ) sin kθdθ, k = 1, 2, . . . . (5.46)
We have the following lemma.
Lemma 5.2. For the Fourier expansions in (5.44), the Fourier coefficients are given by
aink,m =

0, if k = 0,
m
k
R−(m−k)ρ−k, if k = ±m+ νN, ν = 1, 2, . . . ,
0, otherwise,
(5.47)
bink,m = 0, ∀k,m. (5.48)
Proof. We have
aink,m = T1 − T2
:= 1
pi
∫ 2pi
0
ρ−m cosmθ cos kθdθ − 1
pi
{(
−hmR
−m
in
pi
)∫ 2pi
0
N−1∑
j=0
φinj (ρ, θ) cosmjh cos kθdθ
}
. (5.49)
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From Lemma 5.1, we have
T1 = 1
pi
∫ 2pi
0
(
−mR
−m
in
pi
){∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(θ − ψ)+ R2in) cosmψdψ
}
cos kθdθ
= 1
pi
(
−mR
−m
in
pi
)∫ 2pi
0
{∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(θ − ψ)+ R2in) cos kθdθ
}
cosmψdψ
= 1
pi
(
−mR
−m
in
pi
)∫ 2pi
0
(
−kR
−k
in
pi
)−1
C ink (ρ, ψ) cosmψdψ
= 1
pi
(m
k
R−(m−k)in ρ
−k
) ∫ 2pi
0
cos kψ cosmψdψ.
Similarly, we obtain
T2 = 1
pi
(
−mR
−m
in
pi
)
×
{∫ 2pi
0
h
N−1∑
j=0
(ln
√
ρ2 − 2ρRin cos(θ − ψj)+ R2in) cosmjh cos kθdθ
}
= 1
pi
(
−mR
−m
pi
)
h
N−1∑
j=0
cosmjh
{∫ 2pi
0
(ln
√
ρ2 − 2ρRin cos(t)+ R2in) cos k(t + ψj)dt
}
= 1
pi
(
−mR
−m
in
pi
)(
−kR
−k
in
pi
)−1
h
N−1∑
j=0
C ink (ρ, ψj) cosmjh
= 1
pi
(m
k
R−(m−k)in ρ
−k
)
h
N−1∑
j=0
cos kjh cosmjh. (5.50)
Hence, the coefficients aink,m are found by
aink,m = T1 − T2 =
1
pi
(m
k
R−(m−k)in ρ
−k
)
∆N(cos kψ cosmθdψ). (5.51)
Since
cos kψ cosmψ = 1
2
{cos(k+m)ψ + cos(k−m)ψ}, (5.52)
from Lemmas 5.1 and 3.2 we have αin0,m = 0 and
aink,m = T1 − T2 =
1
2pi
(m
k
R−(m−k)in ρ
−k
)
{∆N(cos(k+m)ψ)+∆N(cos(k−m)ψ)}
=
(m
k
R−(m−k)in ρ
−k
)
, if k = ±m+ νN, ν = 1, 2, . . . (5.53)
and
aink,m = 0, if k 6= ±m+ νN, ν = 1, 2, . . . .
This is the first desired result (5.47).
Next, similarly, we have the errors from Lemmas 5.1 and 3.2,
ES inm = ρ−m sinmθ −
N∑
k=1
βk,mφk(ρ, θ)
= 1
pi
m
k
R−(m−k)in ρ
−k∆N(sin kψ cosmψ)
= 1
2pi
m
k
R−(m−k)in ρ
−k{∆N(sin(k+m)ψ)+∆N(sin(k−m)ψ)} = 0. (5.54)
This is the last desired result (5.48), and completes the proof of Lemma 5.2. 
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We have the following theorem.
Theorem 5.1. Let the following bound hold:
22q+1
(
ρ
Rin
)−2M
≤ 1. (5.55)
For ρ˜in ≥ ρ , there exists the bound,
‖P inn (ρ, θ)−ΣM(Pn; ρ, θ)‖q,Γρ ≤ CM2q
(
ρ
Rin
)4n−2M (
ρ˜in
ρ
)2n
‖P inn (ρ˜in, θ)‖0,Γρ˜in (5.56)
where C is a constant independent of n and M.
Proof. By following the proof of Theorem 4.1, we have from Lemma 5.2,
‖EC inm (ρ, θ)‖2q,Γρ ≤ CM2q
(
ρ
Rin
)2(m−M)
R−2min . (5.57)
Also for ρ˜in ≥ ρ,
‖P inn (ρ, θ)−ΣM(P inn ; ρ, θ)‖2q,Γρ ≤
(
n∑
m=1
ρ˜−2min a
2
m
){
n∑
m=1
ρ˜2min ‖EC inm (ρ, θ)‖2q,Γρ
}
. (5.58)
Moreover, there exists the bound from (5.57),
n∑
m=1
ρ˜2m‖ECmin(ρ, θ)‖2q,Γρ ≤ CM2q
n∑
m=1
ρ˜2m
(
ρ
Rin
)2(m−M)
R−2min
≤ CM2q
(
ρ
Rin
)−2M n∑
m=1
ρ˜2min R
−2m
in
(
ρ
Rin
)2m
= CM2q
(
ρ
Rin
)−2M n∑
m=1
(
ρ
Rin
)4m (
ρ˜
ρ
)2m
≤ CM2q
(
ρ
Rin
)−2M (
ρ
Rin
)4n (
ρ˜
ρ
)2n
= CM2q
(
ρ
Rin
)4n−2M (
ρ˜
ρ
)2n
. (5.59)
On the other hand, for ρ˜in ≥ ρ, there exists the bound,
‖P inn (ρ˜in, θ)‖20,Γρ˜in =
(
ain0
2
)2
+
n∑
m=1
ρ˜−2min ((a
in
m)
2 + (binm)2). (5.60)
Hence, we have from (5.58)–(5.60)
‖P inn (ρ, θ)−
∑
M
(P inn ; ρ, θ)‖2q,Γρ ≤ CM2q
(
ρ
Rin
)4n−2M (
ρ˜in
ρ
)2n {(ain0
2
)2
+
n∑
m=1
ρ˜−2m((ainm)
2 + (binm)2)
}
= CM2q
(
ρ
Rin
)4n−2M (
ρ˜in
ρ
)2n
‖P inn (ρ˜in, θ)‖20,Γρ˜in . (5.61)
This is the desired result (5.56), and completes the proof of Theorem 5.1. 
Denote
r inmin = max
S∗in
r, r inmax = minSin(Sin⊆Sa)
r, (5.62)
where S∗in is the interior disk within the interior closed boundary Γin, see Fig. 2. Also denote the larger annular domain
S1 = {(r, θ)|r inmin ≤ r ≤ rmax, 0 ≤ θ ≤ 2pi}. (5.63)
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Then Sa ⊆ S1. Let Sa = S+a ∪S−a , where S+a and S−a are the two annular shaped subdomains, and theymay have some overlaps.
Also let Let S1 = S+1 ∪ S−1 , where S+1 and S−1 are the two larger annular subdomains of S+a and S−a , such that
S−a ⊂ S−1 , S+a ⊂ S+1 . (5.64)
Let Γrmax and Γr inmin be the exterior and interior circles of the annular domain S1,
Γrmax ,Γrmin ∈ S+1 , Γr inmax ,Γr inmin ∈ S
−
1 . (5.65)
For∆v = 0 on the annular shaped domains, there exist the bounds,
‖v‖k,∂Sa ≤ C‖v‖k+ 12 ,Sa , ‖v‖k+ 12 ,Sa ≤ C‖v‖k,∂Sa . (5.66)
We have the following theorem.
Theorem 5.2. Let u ∈ Hp(S+1 ) and u ∈ Hσ (S−1 ) (p, σ ≥ 32 ) hold. Let N and M satisfy respectively(
R
rmax
)2n−N ( rmax
rmin
)n
≤ 1
np−
1
2
, (5.67)
(
r inmin
Rin
)2n−M ( r inmax
r inmin
)n
≤ 1
nσ−
1
2
. (5.68)
For the Dirichlet problem on the annular shaped domain, there exists the error bound
‖u− uN,M‖0,∂Sa ≤ C
{
1
Np−
1
2
‖u‖p,S+a +
1
Mσ−
1
2
‖u‖σ ,S−a
}
, (5.69)
where C is a constant independent of N and M.
Proof. Choose v = u∗N,M = ΣM,N(Pˆn; r, θ), where ΣN,M(Pˆn; ρ, θ) is the approximation of Pˆn(ρ, θ) by the fundamental
solutions in (5.9). From (5.10) and Sa ⊆ S1, we have
‖u− uN,M‖0,∂Sa ≤ ‖u− u∗N,M‖0,∂Sa ≤ C‖u− u∗N,M‖ 12 ,Sa
≤ C‖u− u∗N,M‖ 12 ,S1 ≤ C‖u− u
∗
N,M‖0,∂S1 . (5.70)
Also
‖u− u∗N,M‖0,∂S1 ≤ ‖u− Pˆn‖0,∂S1 + ‖Pn −ΣN(Pn; r, θ)‖0,∂S1 + ‖P inn −ΣN(P inn ; r, θ)‖0,∂S1 . (5.71)
Since r inmin < rmax, there exist the bounds,
‖u− Pˆn‖0,∂S1 ≤ C{‖u− Pn‖0,Γrmax + ‖u− P inn ‖0,Γr inmin }, (5.72)
‖Pn −ΣN(Pn; r, θ)‖0,∂S1 ≤ C‖Pn −ΣN(Pn; r, θ)‖0,Γrmax ,
‖P inn −ΣN(P inn ; r, θ)‖0,∂S1 ≤ C‖P inn −ΣN(P inn ; r, θ)‖0,Γr inmin .
Also for u ∈ Hp(S+a ) and u ∈ Hσ (S−a ), we have from [18]
‖u− Pn‖0,Γrmax = ‖Rn(r, θ)‖0,Γrmax ≤ C
1
Np−
1
2
‖u‖p,S+a , (5.73)
‖u− P inn ‖0,Γr inmin = ‖R
in
n (r, θ)‖0,Γr inmin ≤ C
1
Mσ−
1
2
‖u‖σ ,S−a .
Since Eqs. (5.67) and (5.68) imply
2
(
R
rmax
)−2N
< 1, 2
(
r inmin
Rn
)−2M
< 1, (5.74)
from Theorems 4.1 and 5.1, there exist the bounds,
‖Pn(r, θ)−ΣN(Pn, r, θ)‖0,Γrmax = O
(
1
Np−
1
2
‖u‖p,S+a
)
, (5.75)
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and
‖P inn (r, θ)−ΣM(P inn , r, θ)‖0,Γr inmin ≤ CM
2q
(
r inmin
Rin
)4n−2M ( r inmax
r inmin
)2n
‖P inn (r inmax, θ)‖0,Γr inmax
≤ CM2q
(
r inmin
Rin
)4n−2M ( r inmax
r inmin
)2n
‖u‖σ ,S−a
≤ C 1
Mσ−
1
2
‖u‖σ ,S−a . (5.76)
Combining (5.70)–(5.76) gives
‖u− uN,M‖0,∂Sa ≤ C
{
1
Np−
1
2
‖u‖p,S+a +
1
Mσ−
1
2
‖u‖σ ,S−a
}
. (5.77)
This is the desired result (5.65) and completes the proof of Theorem 5.2. 
By following the arguments in Lemma 4.1, we have the following theorem.
Theorem 5.3. Let the conditions in Theorem 5.2 hold. For the Dirichlet problem on the annular shaped domain, there exists the
optimal error bound,
‖u− uN,M‖0,Sa ≤ C
{
1
Np
‖u‖p,S+a +
1
Mσ
‖u‖σ ,S−a
}
, (5.78)
where C is a constant independent of N and M.
Note that in (5.78), the regularities in S+a and S−a may be different. This is useful for the case that some singularity may
occur only on the interior boundary Γin or on the exterior boundary Γ with concave corners.
6. Concluding remarks
1. In Theorems 4.3 and 5.3, the optimal convergence rates in the L2 normare derived, see [5]. In order to derive the optimal
convergence rates in the H1 norm, we may follow Li, et al. [21], by using some inverse inequalities. Details will be reported
in [14].
2. The analysis and error bounds for annular shaped domains in this paper can be easily extended to bounded multiple-
connected domains. For each interior hole, a kind of fundamental solution is needed. Their source nodes may be simply
located uniformly on an inside circle, and the polynomial convergence rates may also be achieved. Numerical experiments
have been carried out, to verify the analysis in Section 5. Details will appear elsewhere.
3. The stability analysis is given in [17] for the mixed boundary problem on the bounded simply-connected domains in
Fig. 1, and the bounds of condition number are derived as follows
Cond(F) = σmax(F)
σmin(F)
= O
(
N2
(
R
rmin
) N
2
)
, (6.1)
where the discrete matrix F results from (2.17) or (2.19), N is the number of fundamental solutions used in (2.8), and R and
rmin are given in Fig. 1. In (6.1), σmax and σmin are the maximal and the minimal singular values of matrix F, respectively.
From (6.1), the Cond increases exponentially with respect to N . Hence, for theMFS the instability is more a severe issue than
accuracy. Moreover, the stability analysis for the Neumann problem is explored in [16] for the bounded simply-connected
domains in Fig. 1.
4. From Section 1 and Remark 4.1, the analysis of theMFS lagged far behind the flourishing computation. This paper links
the MFS to the Trefftz method; for the latter, many important results have been achieved in the last three decades by the
author, see [12,13,19–22]. Hence, the gap between the analysis and the computation of the MFS has been greatly narrowed,
based on this paper and other reports [14–17].
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