Abstract: In this paper we propose new derivative-free method which is based on the Sliding Algorithm from Lan (2016 Lan ( , 2019 for the convex composite optimization problem that includes two terms: smooth one and non-smooth one. We prove the convergence rate for the new method that matches the corresponding rate for the first-order method up to a factor proportional to the dimension of the space. We apply this method for the decentralized distributed optimization and prove the bounds for the number of communication rounds for this method that matches the lower bounds. We prove the bound for the number of zeroth-order oracle calls per node that matches the similar state-of-the-art bound for the first-order decentralized distributed optimization up to to the factor proportional to the dimension of the space.
INTRODUCTION
In this paper we consider finite-sum minimization problem
where each f i is convex and differentiable function and X is closed and convex. Such kind of problems are highly widespread in machine learning applications (ShalevShwartz and Ben-David (2014) ), statistics (Spokoiny et al. (2012) ) and control theory (Rao (2009) ). In particular, we are interested in the case when functions f i are stored on different devices which are connected in a network (Lan et al. (2017) ; Scaman et al. (2017 Scaman et al. ( , 2018 Scaman et al. ( , 2019 ; Uribe et al. (2017) ; Dvinskikh and Gasnikov (2019) ; Gorbunov et al. (2019) ). This scenario appears when the goal is to accelerate training of big machine learning models or the information that defines f i is known only to the i-th worker.
In the centralized or parallel case the general algorithmic scheme:
1) each worker in parallel performs computations of either gradients or stochastic gradients of f i ; 2) then workers send the results (not necessary gradients that they just computed) to one predefined node called master node; 3) master node processes received information and broadcast new information to each worker that needed to get new iterate and then the process repeats.
However, such an approach has several problems, e.g. synchronization drawback or high requirements to the master node. There are a lot of works that cope with aforementioned drawbacks (see Stich (2018) ; Karimireddy et al. (2019) ; Alistarh et al. (2017) ; Wen et al. (2017) ).
Another possible approach to deal with these drawbacks is to use decentralized architecture Bertsekas and Tsitsiklis (1989) . Essentially it means that workers are able to communicate only with their neighbors and communications are simultaneous. We also want to mention that such an approach is more robust, e.g. it can be applied to timevarying (wireless) communication networks Rogozin et al. (2018) ; Rogozin and Gasnikov (2019) .
Our contributions
We present the new method called Zeroth-Order Sliding Algorithm (zoSA) for solving convex composite problem containing non-smooth part with bounded gradient and L-smooth part which uses biased stochastic zeroth-order oracle for the non-smooth term and first-order oracle for the smooth component. We prove the convergence result for the proposed method that matches known results for the number of first-oracle calls. Regarding the non-smooth component, we prove that the required number of zerothorder oracle calls is typically n times larger then the corresponding bound obtained for the number of firstorder oracle calls required for the non-smooth part which is natural for the derivative-free optimization (see Larson et al. (2019) ).
Next, we show how to apply this result to the decentralized distributed optimization and get the results that matches the state-of-the-art results for the first-order non-smooth decentralized distributed optimization in terms of the communication rounds.
NOTATION AND DEFINITIONS
We use x, y def = n i=1 x i y i to denote standard inner product of x, y ∈ R n where x i corresponds to the i-th component of x in the standard basis in R n . It induces ℓ 2 -norm in R n in the following way x 2 def = x, x . We
and for p = ∞ we use x ∞ def = max 1≤i≤n |x i |. The dual norm · * for the norm · is defined in the following way: we use A ⊗ B ∈ R nm×nm . The identity matrix of the size n × n is denoted in our paper by I n . The diameter of the compact set X w.r.t. norm · is defined as
Since all norms in finite dimensional space are equivalent, there exist such constants C 1 , C 2 and C 3 that for all
One can show that L-smoothness implies (see Nesterov (2004) )
Definition 2. (s-neighborhood of a set). For a given set X ⊆ R n and s > 0 the s-neighborhood of X w.r.t.
norm · is denoted by X s which is defined as X s def = {z ∈ R n | ∃ x ∈ X : y − x ≤ s}. Definition 3. (Bregman divergence). Assume that function ν(x) is 1-strongly convex w.r.t. · -norm differentiable on X function. Then for any two points x, y ∈ X we define Bregman divergence V (x, y) associated with ν(x) as follows:
Note that 1-strong convexity of ν(x) implies
MAIN RESULT
We consider the composite optimization problem
where X ⊆ R n is a compact and convex set with diameter D X in · -norm, function g is convex and L-smooth on X, f is convex differentiable function on X with bounded gradient, i.e. we assume there exists such positive constant M that for all x ∈ X s we have ∇f (x) 2 ≤ M where s ≤ D X . Assume that we have an access to the first-order oracle for g, i.e. gradient ∇g(x) is available, an to the biased stochastic zeroth-order oracle (see also Gorbunov et al. (2018) ) that for a given point x returns noisy valuẽ f (x) such thatf
(8) where ∆(x) is the bounded noise of unknown nature |∆(x)| ≤ ∆ (9) and ξ(x) is a stochastic noise which satisfies
(10) Using this one can construct stochastic approximation of ∇f (x) via finite differences (see Nesterov and Spokoiny (2017); Shamir (2017) ):
where e is a random vector uniformly distributed on the Euclidean sphere and r < sC 3 (12) is smoothing parameter. Inequality (12) guarantees that we the considered approximation requires points only from s-neighborhood of X since re ≤ rC 3 (see (2)). Therefore, throughout the paper we assume that (12) holds. Following Shamir (2017) we assume that there exists such constant p * > 0 that
For example, when · = · 2 we have p * = 1 and for the case when · = · 1 one can show that p * = O ln(n) /n (see Corollaries 2 and 3 from Shamir (2017) ). Consider also the smoothed version
of f (x) which is a differentiable in x function. In the following we summarize key properties of F (x). Lemma 1. (see also Lemma 8 from Shamir (2017) ). Assume that differentiable function f defined on X s satisfy ∇f (x) 2 ≤ M with some constant M > 0. Then F (x) defined in (14) is convex, differentiable and F (x) satisfies
∇F (x) * ≤c √ nM (17) wherec is some positive constant and C 2 is defined in (2).
Proof. The proof is almost identical to the proof of Lemma 8 from Shamir (2017) with small modifications caused by the choice of the norm.
In other words, F (x) provides a good approximation of f (x) for small enough r. Therefore, instead of solving (7) directly one can focus on the problem
with small enough r since the difference between optimal values for (7) and (18) is at most rpM . The following lemma establishes useful relations between ∇F (x) with f ′ r (x) defined in (11). Lemma 2. (modification of Lemma 10 from Shamir (2017) ). Forf ′ r (x) defined in (11) the following inequalities hold:
where c is some positive constant and C 2 is defined in (2).
Proof. The proof is identical to the proof of Lemma 10 from Shamir (2017) .
In other words, one can considerf ′ r (x) as a biased stochastic gradient of F (x) with the bounded second moment and apply Stochastic Gradient Sliding from Lan (2016 Lan ( , 2019 with this stochastic gradient to solve problem (18).
Algorithm 1 Zeroth-Order Sliding Algorithm (zoSA)
Input: Initial point x 0 ∈ X and iteration limit N . Let β k ∈ R ++ , γ k ∈ R + , and T k ∈ N, k = 1, 2, . . ., be given and set
The PS (prox-sliding) procedure.
end for
In the Algorithm 1 we use the following function
(24) At each iteration of PS subroutine the new direction e is sampled independently from previous iterations. We emphasize that we do not need to compute values of F (x) which in the general case requires numerical computation of integrals over a sphere and the proposed method requires to know only noisy values of f defined in (8).
Next, we present the convergence analysis of zoSA that relies on the analysis for the Gradient Sliding method from Lan (2016 Lan ( , 2019 . Due to the space limitation we provide here only sketches of the proofs. The following lemma provides an analysis of the subroutine PS from Algorithm 1. Lemma 3. (modification of Proposition 8.3 from Lan (2019)). Assume that {p t } t≥1 and {θ t } t≥1 in the subroutine PS of Algorithm 1 satisfy
Then for any t ≥ 1 and u ∈ X:
where
Proof. The proof of this lemma completely repeats the proof of Proposition 8.3 from Lan (2019) .
Using the lemma above we derive the main result in the analysis of Algorithm 1.
in Algorithm 1 satisfy (25) and
where x * is an arbitrary optimal point for (18), P t is from (25),
and
where C is some positive constant.
Proof. The proof of this theorem is almost identical to the proof of Theorem 8.2 from Lan (2019) and via performing similar steps one can get the following inequality which is an analogue of inequality (8.1.69) from Lan (2019):
Next, using previous lemma we show that
for some positive constant C. After that, it remains to get an upper bound for the inner product term
Taking mathematical expectation from (35) and applying two previous inequalities we obtain the statement of the theorem.
The next corollary suggests the particular choice of parameters and states convergence guarantees in a more explicit way. Corollary 5. Suppose that {p t } t≥1 , {θ t } t≥1 are
Proof. Relations (25) and (38) imply
Next, using (33) and (39) we get
which implies (30).
From (39), (41), (42) we derive (31).
It follows from (38) and (41) that
Combining (39), (43), (44), (45) we show
Finally, inequalities (32), (42), (43), (46), (47) imply
Finally, we extend the result above to the initial problem (7). Corollary 6. Under the assumptions of Corollary 5 we have that the following inequality holds for all N ≥ 1:
From (48) it follows that if
, then the number of evaluations for ∇g andf ′ r , respectively, required by Algorithm 1 to find a ε-solution of (7)
Proof. First of all we notice that (48) follows from (40) and (15). Next, using (48) and (49) we get (50).
Finally,
Together with (52), (53), (54) it gives (51).
Let us discuss a little bit the obtained result and especially bounds (50) and (51). First of all, consider Euclidean case, i.e. · = · 2 . In this case we have p * = C 1 = C 2 = C 3 = 1 and bound (51) for the number of (8) oracle calls reduces to
and the number of ∇g(x) computations remains the same. It means that our result gives the same number of firstorder oracle calls as in the original Gradient Sliding algorithm, while the number of the biased stochastic zerothorder oracle calls is n times larger in the leading term then in the analogous bound from the original first-order method. That is, in the Euclidean case our bounds reflect the classical dimension dependence for the derivative-free optimization (see Larson et al. (2019) ).
Secondly, we consider the case when · = · 1 . As we mentioned earlier, in this situation we have p * = O ( ln(n) /n) and
Similarly to the Euclidean case, it does not have an impact on the bound for the number of ∇g(x) oracle calls. As for the number off ′ r (x) computations, we get the following bound:
Since D X is measured in ℓ 1 -norm it is classically √ n times bigger then the diameter of X in ℓ 2 -norm, so, up to a logarithmic factor we get the same dimension dependence as before. However, for some situations this bound provides more meaningful result. For example, in the case when X is a probability simplex we have D X = 2 and, indeed, the bound (56) gives only logarithmic dimension dependence.
FROM COMPOSITE OPTIMIZATION TO CONVEX OPTIMIZATION WITH AFFINE CONSTRAINTS AND DECENTRALIZED DISTRIBUTED OPTIMIZATION
In this section we apply the obtained results to the convex optimization problems with affine constraints and after that to the decentralized distributed optimization problem.
Convex Optimization with Affine Constraints
As an intermediate step between the composite optimization problem (7) and decentralized distributed optimization we consider the following problem
where A 0 and KerA = {0} and X is convex compact in R n with diameter D X . The dual problem for (57) can be written in the following way
,
The solution of (58) with the smallest ℓ 2 -norm is denoted in this paper as y * . This norm R y def = y * 2 can be bounded as follows Lan et al. (2017) :
Following Gasnikov (2018); Dvinskikh and Gasnikov (2019); Gorbunov et al. (2019) we consider the penalized problem
where ε > 0 is some positive number. It turns out (see the details in Gorbunov et al. (2019) ) that if we have suchx that F (x) − min x∈X F (x) ≤ ε then we also have
We notice that this result can be generalized in the following way: if we have suchx that E[F (x)]−min x∈X F (x) ≤ ε then we also have
Next, we consider the problem (62) as (7) with g(x) = R 2 y Ax 2 2/ε. Assume that ∇f (x) 2 ≤ M for all x ∈ X and for f we have an access to the biased stochastic oracle defined in (8). We are interested in the situation when ∇g(x) = 2R 2 y A ⊤ Ax /ε can be computed exactly. Moreover, it is easy to see that g(x) is 2R 2 y λmax(A ⊤ A) /ε-smooth w.r.t. ℓ 2 -norm. Applying Corollary 6 we get that in order to produce such a pointx that satisfies (64) Algorithm 1 applied to solve (62) requires
calculations off (x) since p * = C 2 = C 1 = 1 for the Euclidean case. As we mentioned at the end of Section 3, this bound depends on dimension n in the classical way.
Decentralized Distributed Optimization
Now, we go back to the problem (1) and, following Scaman et al. (2017) , we rewrite it in the distributed fashion:
Recall that we consider the situation when f i is stored on the i-th node. In this case one can interpret x i from (67) as a local variable of i-th node and x 1 = . . . = x n as a consensus condition for the network. The common trick Scaman et al. (2017 Scaman et al. ( , 2018 Scaman et al. ( , 2019 ; Uribe et al. (2017) to handle this condition is to rewrite it using the notion of Laplacian matrix. In general, the Laplacian matrix W = W ij m,m i,j=1,1 ∈ R m×m of the graph G with vertices V , |V | = m and edges V is defined as follows:
where deg(i) is degree of i-th node. In this paper we focus only on the connected networks. In this case W has unique eigenvector 1 m def = (1, . . . , 1) ⊤ ∈ R m associated to the eigenvalue 0. Using this one can show that for all vectors a = (a 1 , . . . , a m ) ⊤ ∈ R m we have the following equivalence:
Using the Kronecker product W def = W ⊗ I n , which is also called Laplacian matrix for simplicity, one can generalize (69) for the n-dimensional case:
That is, instead of the problem (67) one can consider the equivalent problem
Next, we need to define parameters of f using local parameters of f i . Assume that for each f i we have f i (x i ) 2 ≤ M for all x i ∈ X, all f i are convex functions, the starting point is x Now we are prepared to apply results obtained in Section 4.1 to the problem (72). Indeed, this problem can be viewed as (72) with A = √ W . Taking this into account, we conclude that one A ⊤ Ax calculation corresponds to the calculation of W x which can be computed in one communication round in the network with Laplacian matrix W . This simple observation implies that in order to produce such a pointx that satisfies (64) withx =x A := √ W , X := X n , R y := R y Algorithm 1 applied to the penalized problem (62) requires
calculations off (x) per node since p * = 1 for the Euclidean case. The bound for the communication rounds matches the lower bound from Scaman et al. (2018 Scaman et al. ( , 2019 and we conjecture that under our assumptions the obtained bound for zeroth-order oracle calculations per node is optimal up to polylogarithmic factors in the class of methods with optimal number of communication rounds (see also Dvinskikh and Gasnikov (2019) ; Gorbunov et al. (2019)).
DISCUSSION
In this paper we propose a new method -zoSA -that uses biased stochastic oracle for non-smooth component from (7) and first-order oracle for the smooth component of this problem. The proposed bounds (50) and (51) matches similar bounds for Gradient Sliding Algorithm from Lan (2016 Lan ( , 2019 in terms of the number of first-order oracle calls and the proposed in our paper bound for the number of calls of zeroth-order oracle is typically n times larger than the same bound for the case when gradients of the non-smooth part are available. We notice that this is typical for derivative-free optimization, which means that our analysis provides sharp bounds.
It seems, that one can also obtain such kind of bounds in the smooth case, see Sections 4 and 7.1 from Gorbunov et al. (2019) , since in the smooth case one can just approximate ∇f (x) via n finite differences (along each coordinate direction) and norm of the difference between these approximation and true gradient can be controlled due to the Lipschitz continuity of the gradient.
Another interesting direction of future research is in developing the analysis of the proposed method for the case when X is unbounded and, in particular, when X = R n . It could be useful to apply advanced recurrences technique from Gorbunov et al. (2018 Gorbunov et al. ( , 2019 .
APPENDIX

Missing Proofs from Section 3
Lemma 7. Assume that for the differentiable function f defined on a closed and convex set X there exists such M that
Proof. For arbitrary points x, y ∈ X we have
Lemma 8. (see also Lemma 8 from Shamir (2017)). Assume that differentiable function f defined on a closed and convex set X s satisfy (75) with some constant M > 0. Then F (x) defined in (14) is convex, differentiable and F (x) satisfies
∇F (x) 2 ≤c √ nM (79) wherec is some positive constant and C 2 is defined in (2).
Proof. First of all, Lemma 8 from Shamir (2017) implies that F (x) is convex, differentiable and inequality (78) holds. Next, we use the definition of F (x) and mean value theorem and get that for all x ∈ X
≤ rM where z(x, x + re) is a convex combination of x and x + re.
Finally, using the symmetry of the distribution of e and (78) we get
Next, we apply (132) and obtain
Since the distribution of e is symmetric:
Taking α = E[f (x + re)] and using Lemma 14 together with the fact that f (x + re) is M r-Lipschitz w.r.t. e in terms of the · 2 -norm (since ∇f (x) 2 ≤ M ) we get
where c is some positive constant. That is, we proved that
which implies (79) withc = c.
Lemma 9. (modification of Lemma 10 from Shamir (2017)). For the zeroth-order approximationf ′ r (x) of ∇F (x) defined in (11) the following inequalities hold:
Proof. We prove this inequalities in the similar way as it was done in Lemma 10 (see Shamir (2017) ). Let us start with (80):
where the last equality follows from Lemma 8, the tower property of mathematical expectation
] and equation (10). Applying the ∆(x) boundedness to (82), we get (80).
Next, we prove the second part of the lemma:
Since the distribution of e is symmetric we can rewrite the r.h.s. of (83) in the following form
Using Cauchy-Schwarz inequality and (13)
In particular, taking α = E[f (x + re)] and using Lemma 14 with the fact that f (x + re) is M r-Lipschitz w.r.t. e in terms of the · 2 -norm (since ∇f (x) 2 ≤ M ) we get
where c is some positive constant.
Lemma 10. Assume that {p t } t≥1 and {θ t } t≥1 in the subroutine PS of Algorithm 1 satisfy
Proof. The proof of this theorem completely repeats the proof of Proposition 8.3 of Lan (2019) . However, we put it here for consistency.
Consider the following functions:
These definitions imply thatl F (u t−1 , u) − l F (u t−1 , u) = δ t , u − u t−1 where δ t is defined in (89). Lemmas 7 and 8 implies F (u t ) ≤ l F (u t−1 , u t ) +M u t − u t−1 , whereM = c √ nC 1 M . Adding h(u t ) + βV (x, u t ) to this inequality and applying (88) we obtain
Applying Lemma 15 to (22), we obtain that for all u ∈ X h(u t ) +l
where the last inequality follows from the convexity of F (see Lemma 8) and (88). Moreover, the strong convexity of V implies that
where the last inequality follows from the simple fact that − at
Combining previous three inequalities, we conclude that
Now dividing both sides of the above inequality by 1 + p t and rearranging the terms, we obtain
which, in view of Lemma 16, implies that
By definition ofũ t (see (23)) and (86) we havẽ
Combining (94) and (95) we get the result.
Theorem 11. Assume that {p t } t≥1 , {θ t } t≥1 , {β k } k≥1 , {γ k } k≥1 in Algorithm 1 satisfy (25) and
Then
where x * is an arbitrary optimal solution, and P t is from (86), Γ k are
Proof.
The proof of this theorem is almost identical to the proof of Theorem 8.2 from Lan (2019) and via performing similar steps one can get the following inequality which is an analogue of inequality (8.1.69) from Lan (2019) . For convenience, we put below the full proof.
Using (87), definition of Φ k and (x k ,x k ) we have that for all u ∈ X
First, notice that by the definition of x k and x k , we have
Using this observation, L-smoothness of g (see (4)), the definition of l g in (24) and the convexity of g, we obtain
where the third inequality follows from the strong convexity of V and the last inequality follows from (99). By the convexity of F , we have
Summing up previous two inequalities, and using the definitions of Ψ and
. Subtracting Ψ(u) from both sides of the above inequality, we obtain Ψ(
(104) Also note that by the definition of Φ k and the convexity of g,
(105) Combining these two inequalities, we obtain for all u ∈ X
Using (101) and (106), we get for all u ∈ X
Using the above inequality and Lemma 16, we conclude that for all u ∈ X
From (97) it follows that for all u ∈ X N k=1
where the last inequality follows from the facts that γ 1 = Γ 1 = 1, P TN ≤ 1, and V (x N , u) ≥ 0. Inequality (109) and the fact that γ 1 = 1 together with inequality (108) imply that for all u ∈ X Ψ(x N ) − Ψ(u) ≤ 
where C def = c +c 2 /6. For the inner product we have the following bound:
≤ ∆nD X p * r .
Taking mathematical expectation from the both sides of (110) and using (111) and (113) we obtain (98).
Corollary 12. Suppose that {p t }, {θ t } are p t = t 2 θ t = 2(t + 1) t(t + 3) ∀t ≥ 1
N is given priori, {β k }, {γ k }, T k are
for someD = 3D Proof. Using recurrences (86) and (114) we obtain P t = 2 (t + 1)(t + 2) (117)
and from relations (99) and (115) we derive that
which implies (96).
From (115), (117), (118) we derive (97). Simple calculations and relations (114), (117) imply
Next, one can see from (115), (119), (120), (121) that
Finally, inequalities (98), (118), (119), (122), (123) 
