Abstract We estimate the variance in ground motions related to repeated large earthquakes occurring on the same fault segment with similar magnitudes. We find eight earthquake pairs for which suitable strong-motion records exist. Two are crustal strike-slip earthquakes from California and six are subduction zone earthquakes from Japan. We consider only large earthquakes and deal with frequencies greater than the earthquake corner frequency, so the variability that is considered here is related to smaller scale differences in the rupture process, particularly on the part of the fault nearest the station. We find that the variance of the 5% damped spectral accelerations of these pairs, termed τ 2 F , averages to about 45% and 80% of τ 2 for the crustal and subduction zone earthquakes, respectively, in which τ 2 is the contribution of source variability to the total variability of ground motion estimated by some recent groundmotion prediction equations. We suggest that τ 2
Introduction
Recent studies of strong earthquake ground motions have placed increased importance on understanding the uncertainties in ground-motion predictions. A significant event in driving home this importance was the probabilistic seismic-hazard analysis for Yucca Mountain, Nevada (Stepp et al., 2001) , in which the ground motions at very small probabilities were controlled by the aleatory variability in the ground-motion prediction equations (GMPEs) rather than by the median values. The importance of the variability was further described by Restrepo-Velez and Bommer (2003) , Strasser et al. (2008) , and others.
To understand the variability in ground-motion predictions, several studies have endeavored to break it down into component parts. Joyner and Boore (1981) and Abrahamson and Youngs (1992) separated variability associated with earthquake source terms (between-event or interevent variability, with standard deviation τ) from variability of the ground motions within a single event (within-event or intraevent variability, with standard deviation ϕ). The total standard deviation σ is related to these two basic components as σ 2 τ 2 ϕ 2 . Such separation is now a very common, if not expected, practice in GMPE development (e.g., Abrahamson et al., 2014; Boore et al., 2014) . With better data, it has become possible to also try to quantify the effects of site condition (e.g., Campbell and Bozorgnia, 2014; Chiou and Youngs, 2014) and to estimate the variability of ground motions at a single station (e.g., Atkinson, 2006; Rodriguez-Marek et al., 2011) . Anderson and Brune (1999) discussed characteristic ground-motion earthquakes, associated with a fault that ruptures identically in repeated events. This theoretical construct is perhaps useful for visualizing some contributions to the total variability. They proposed the variability from the rerupture of a single fault could be much smaller than the variability obtained in a typical GMPE model that includes contributions from multiple sites, paths, and sources. An observational test of this idea is to measure the variability in ground-motion recordings from repeated rupture of the same fault in characteristic earthquakes, associated with a fault that ruptures the same fault segment in repeated events. Let τ F be the variability in ground motions from repeated rupture of the same fault segment. An empirical estimate of τ F would be useful for engineering seismology in the development of improved seismic-hazard models. In more theoretical studies, it could be considered to help calibrate source models for synthetic ground-motion time series and the variability of those time series (e.g., Ripperger et al., 2008; Ameri et al., 2011; Anderson, 2015) .
The fault segment variability τ F is not the same as either the between-event variability τ or the variability of multiple earthquakes in a single region, called τ L2L by Al Atik et al. (2010) . The between-event variability τ essentially comes from the variability of event terms, where each event term is an average from multiple records of a single earthquake. The between-event variability averages over significantly different source magnitudes and multiple locations. τ L2L is more restrictive in requiring all the earthquakes to be in a small region, as for instance a cluster of events involving multiple nearby faults or an aftershock sequence. Examples include the Douglas et al. (2006) comparison of spectral accelerations at 10 stations that recorded two M w ∼5 aftershocks with different focal depth, the Morikawa et al. (2008) study of clustered events in Japan, and the Douglas et al. (2013) assessment of the aleatory variability of ground motions from induced earthquakes at geothermal regions.
We have searched for earthquakes from repeated rupture of the same fault in similar-sized earthquakes (with M w > 6) and for which strong-motion records are available from stations that are common to both events. We found two cases of strike-slip crustal faults from the United States and five cases of subduction thrust faults from Japan, which in our judgment ruptured in earthquakes that are similar enough, and strong-motion stations are close enough together, that the differences in ground motion are relevant to estimating τ F . We have also included a pair of magnitude class 5 earthquakes from Japan, because the two events were recorded on the same network and instrument, both have been demonstrated to rerupture the same asperity, and the bandwidth includes frequencies above the corner frequency. These data comprise all of the cases of which we are aware that might be brought to bear on research of repeated strong ground motions from a common source that is large enough to be of engineering interest. This article describes the data we found in this search, compares the ground motions from the repeated earthquakes at each location, and compares the variance of these quasi-repeating ruptures to variance values as calculated by GMPEs.
Data Selection
The set of records that are suitable for this study are rather straightforward to identify, because the history of large earthquakes and of important strong-motion records is well known. The event pairs are given in Table 1. A limitation within the data is that in no case is the earthquake pair identical. As will be seen in the subsequent discussion, seismic moments and M w differ, hypocenter locations differ resulting in differences in directivity, and models for the distribution of slip have suggested different strong-motion generating areas, in the terminology of Miyake et al. (2003) . Differences in seismic moment alone make comparisons at low frequencies (i.e., below the earthquake corner frequency) irrelevant to the characteristic ground-motion earthquake model of Anderson and Brune (1999) . Thus, this study is compelled to focus on the spectrum above the corner frequency of these earthquakes. Our upper frequency limit is frequencies of a few hertz; that is, it is at frequencies where the Fourier spectral amplitude diverges due to differences in instruments or processing methods or where the amplitude drops to the noise level of the older instruments. Within this frequency band, our working hypothesis is that the ground motions are dominated by details of the rupture on the nearest parts of the fault to the station. We further assume that in this frequency range, there is no need to adjust for magnitude. Hanks (1979) recognized that in the context of the omega-square source model, the high-frequency amplitude has only a weak dependence on the seismic moment. Baltay et al. (2013) recently exploited and confirmed this relationship with data primarily from the strong-motion networks in Japan. Our decision to not use any magnitude adjustments, while motivated by the hypothesis that the local rupture dominates the high-frequency ground motion, is consistent with these results of Hanks (1979) and Baltay et al. (2013) .
A corollary of this frequency-band criterion is that small repeating earthquakes are not useful for this study. Several studies of small earthquakes have recognized the existence of events with practically identical waveforms. For example, Nadeau and Johnson (1998) showed remarkably similar waveforms for repeating microearthquake sequences in the Parkfield study area. A common feature of these events is that they have a high-corner frequency, often pushing into the frequency range where frequencies both above and somewhat below the corner frequency are attenuated severely. The result is that differences in the seismograms depend primarily on differences in the wave propagation and small differences in location or fault orientation. The seismograms are essentially filtered empirical Green's functions for the source-site geometry. Thus, although these events are useful for many seismological purposes, we consider them irrelevant to understanding the variability of high-frequency generation on a large fault.
In our search for earthquake pairs that were recorded by the same stations, we only select stations that were in the direction of the part of the fault that ruptured twice. If the rupture areas did not fully overlap for the two events, we exclude stations that would be closer to a part of a fault that ruptured in one of the events but not in the other, both because the event that did not rupture so far toward the station is farther away and because the strongest high frequencies at this station likely have different source areas. In light of this directional inclusion criterion, no distance adjustments are necessary.
Two strike-slip crustal earthquake pairs from the United States and six dip-slip subduction zone earthquake pairs from Japan were initially selected for analysis and are briefly described here and in more detail in the Appendix. They are listed along with some data in Table 1: 1. The 1940 and 1979 Imperial Valley earthquakes. Figure 1 shows a map and surface slip distribution for the 1940 and 1979 earthquakes, and the location of the El Centro station. As noted in Table A1 , the station was moved a short distance between earthquakes, but we believe that change in location is insignificant for the purposes of this research. The M w 6.9 1940 earthquake had a surface rupture length of about 70 km ( Fig. 1) , with maximum ground offsets of 7 m (Rockwell and Klinger, 2013) . Although the epicenter is poorly constrained by the seismic networks of the time, a location north of the border is well established. Thus, rupture propagated primarily toward the southeast from the epicenter. A multiple event sequence with four large subevents and several smaller ones at increasing distances from El Centro was recorded during the first 25 s on the strong-motion accelerogram (Trifunac and Brune, 1970) . This composite character of the earthquake was particularly easy to recognize because the temporal spacing of the subevents was increased due to the station being in the direction of backward directivity. The M w 6.5 1979 earthquake, with epicenter about 15-25 km south of the 1940 epicenter, had a surface rupture that was roughly 30 km long, which was approximately the northern half of the 1940 rupture . As can be seen from Figure 1a , in this case, rupture propagated toward the northwest. The average surface slip was 40.5 cm (Archuleta, 1982) . Surface displacements for both the 1940 and 1979 events were similar along the northern 25 km of the rupture ( Fig. 1b ; Sharp, 1982; Anderson and Bodin, 1987) , but the displacement during the 1940 event diverges from the 1979 rupture south of a point that is about 11 km north of the border measured along the fault. Rockwell and Klinger (2013) suggest that a large near-surface asperity ruptured in 1940 to cause the large surface displacement near and south of the border, whereas the 1979 rupture was beneath that asperity. There is seismological evidence to support this hypothesis (e.g., Archuleta, 1982; Anderson and Silver, 1985; Doser, 1990) . Based on the epicenters in Figure 1a , the rupture past the El Centro strong-motion station would have been toward the northwest in both events. The case for expecting the high-frequency part of the spectra in these two events to be similar is that the part of the fault where slip begins to diverge is about 11 km south of the station and directivity is away from the station; both of these effects will tend to result in a small contribution to high-frequency energy at El Centro, compared to radiation from the nearest part of the fault. Thus, despite the large difference in magnitudes and offsets, we consider the El Centro records provide a valid opportunity to estimate τ F above the corner frequency of both earthquakes. 1966 event ruptured a 37 km long segment (Aki, 1968) . The M w 6.0 2004 event ruptured the same segment, but in the opposite rupture direction (Bakun et al., 2005; Borcherdt et al., 2006) : whereas the 1966 event propagated from the northwest to the southeast, the 2004 rupture propagated from the southeast to the northwest (Mena et al., 2006) . The slip distribution of the two earthquakes is similar, but the final slip of the 2004 earthquake was smaller by 3-15 cm (Lienkaemper et al., 2006) . For epicenter and station locations and slip distribution, see Figure 2 . Because of the difference in seismic moment, the low frequencies that are observed at the stations that recorded both events at the south end of the rupture violate the characteristic ground-motion earthquake hypothesis and could not be used without adjustment, but the high frequencies can be used. For this earthquake, two approaches were feasible, including one that does adjust for the difference in seismic moment. Sharp, 1982) . Some of the measurements of surface displacement near the international border by Rockwell and Klinger (2013) exceed the measurements by Sharp (1982) . The dashed line shows the smoothed 1940 surface displacement south of the border (from Wesnousky, 2008) .
subduction zone. Hypocentral depth for this earthquake as determined by the International Seismological Center was 35 km (Hirata et al., 2003) or 45 km (Kobayashi et al., 2013) . The mainshock of the 1952 event ruptured the shallow part of the plate interface (Hirata et al., 2003) . The 2003 earthquake, with M w 8.1 and hypocentral depth of 45 km (e.g., Kobayashi et al., 2013) , ruptured the same segment of plate boundary, but the slip distribution is different for the two events (Robinson and Cheung, 2010) . Kobayashi et al. (2013) determine by teleseismic waveform analyses that the 1952 earthquake was actually composed of two large events and that the first event is similar to the 2003 earthquake. They conclude that in 1952, the rupture propagated down dip first and then up-dip to the east. The western down-dip event is similar to the 2003 earthquake, and their rupture areas almost overlap each other; however, the eastern event is observed in 1952 only. Using the same reasoning as for the Imperial Valley pair, we expect the rupture of the eastern section does not invalidate the comparison, so all of the available stations satisfy the directional inclusion criterion. The regional records for the 1952 earthquake were digitized from smoke papers, at a sampling rate of 2 Hz. Considering the width of the transfer function, we do not trust oscillator response calculations for oscillator frequencies greater than half of the Nyquist frequency, so our short-period cutoff is 2 s. For locations and slip distribution see Figure 3a . (Kanamori et al., 2006) , whereas the 2005 event was an M w 7.2. The depths of the two events were similar at approximately 40 km (e.g., Kanamori et al., 2006) and suggest that these events represent a rupture on the subduction boundary between the Pacific and Eurasia (or the North American) plates near the bottom of the interplate seismogenic zone (Kanamori et al., 2006) . The maximum and average values of the stress drop over the whole fault plane and on the asperity that ruptured during both events are almost identical in the two dynamic rupture models by Kimura et al. (2010) . Although the mechanisms of these two events are similar, the 2005 event was about 3-4.5 times smaller in seismic moment than the 1978 event (Kanamori et al., 2006; Wu et al., 2008 Wu et al., , 2009 ). The 1978 event had a higher fracture energy value over the whole fault and the asperity that ruptured repeatedly (Kimura et al., 2010) . Wu et al. (2008) claim seismogram similarities between the two events imply that the two asperities of the 2005 event largely coincide with the southern two asperities of the 1978 event. Thus, the stations used are 2011) Kamaishi-Oki earthquakes. These two earthquakes are the latest in a sequence of earthquakes that all occured at the same location on the plate boundary off Kamaishi. The recurrence interval for these events is ∼5:5 years. Shimamura et al. (2011) found the ruptures for both events share the same patterns of propagation, and their source areas largely overlap. Because the K-NET network recorded both events, there are many stations that recorded both events, and we selected records from stations up to 40 km from the epicenter. For locations and slip distribution, see Figure 3f . 
Method: Variability Calculations
For every pair of earthquakes recorded at one station, the following procedure was followed:
1. The acceleration Fourier amplitude spectra for each pair at each station were examined to find a range of frequencies that we believe can be compared for the two events. The selected frequency range depends on three factors: estimates of the corner frequencies for each earthquake and the sample rate and noise levels on the accelerograms. First, we discuss the long-period limit. Corner frequencies, f c , were estimated from the maximum rupture dimension of each earthquake in Figures 1-3 . Let L E be that rupture length. By analogy with the Brune (1970) estimate of f c from the radius of a circular crack originating in the center, and assuming the rupture tends to originate near the edge of the rupture, we estimated that f c 2:34β 2πL E
. Corner frequencies estimated in this way are mostly in the range 0.01-0.06 Hz. For each event, we find the larger corner frequency because in general the events have different sizes. Because the corner frequency is not a sharply defined frequency, and because our estimate is a rough approximation and our intent is to work with frequencies that are not affected by the corner frequency, we concentrate on frequencies that are a factor of 9 larger than the estimate of f c . In part this large factor is also needed because the response spectrum averages over a finite frequency band. We also consider moment differences and probable noise in the spectra. Below the corner frequency, in the far field, the Fourier amplitude of acceleration is expected to increase proportional to f 2 and is theoretically proportional to the seismic moment. Thus, any deviation of the Fourier spectrum above that trend drawn for the smaller earthquake in the event pair was regarded with suspicion, and we only trusted response spectra with periods corresponding to frequencies a factor of 3 above the point where such a deviation appears. Crouse and Matuschka (1983) similarly used a deviation from the expected trend to recognize noise. Where we have multiple records from an earthquake, we apply the most restrictive low-frequency-long-period cutoff to all of the records. Finally, considering the uncertainties, the upper period limit was not considered to have more than one significant digit. At high frequencies, the main concerns are the effects of instrument response and processing, including filtering, on the spectra. Early instruments have low-corner frequencies of the acceleration sensors. The United States Coast and Geodetic Survey accelerographs generally had natural frequencies of about 12, 15, or 22 Hz (Hudson, 1963) , but the natural frequency of the instrument recording the El Centro record was about 10 Hz. The strong motion accelerometer committee (SMAC) accelerographs also had natural frequencies of 10 Hz (Wong and Trifunac, 1979) . If an instrument correction is not applied in this case, frequencies under about 3 Hz are relatively unfiltered by the instrument response, but spectral amplitudes at 10 Hz are reduced by a factor of 2, and higher frequencies are increasingly filtered. The processing and instrument correction of the El Centro record has been well documented (Trifunac and Brune, 1970) and is reliable to at least 10 Hz. The processing of the SMAC records is more difficult, however, because of the curvature of the trace introduced by the length of the pen. For these instruments, as noted, some of the records are processed with a sample rate of 2 Hz, so the Nyquist frequency is 1 Hz, and response spectra may be unreliable for oscillator response frequencies greater than 0.5 Hz. Modern instruments generally have a flat instrument response to 50 Hz or higher. Fourier spectra of event pairs were often observed to diverge at high frequencies; and, between the differences in instrument response and possible differences in processing, such divergence was interpreted as evidence that something is different in the instrument response and processing at frequencies higher than the point where they diverged. Then, because of the averaging properties of the response spectrum, only frequencies less than 2=3 of the highest frequency that seems to be reliable on the Fourier spectrum are trusted in the response spectrum. Two examples of Fourier amplitude spectra used to define the trustable range of frequencies for the Ibaraki-Oki earthquake pair are presented in Figure 4 . The amplitudes of the Fourier spectrum for the 1982 event show suspect behavior for frequencies below 0.3 Hz for both stations. For the Chiba station in Figure 4a , the amplitudes at high frequencies diverge above 3 Hz, consistent with a higher digitization noise in the 1982 earthquake. For these reasons, comparisons for this earthquake are made in the 0.3-3 Hz frequency range.
Step 1 was performed once for every pair at every station, but in the end we selected a single range (the narrowest one) for all stations recording that pair. 2. The recorded horizontal acceleration components were rotated for the east and north directions, when necessary. The vertical component was corrected for the upward direction. For cases where it was defined as vertical, rather than up or down, we considered it to be the up component. 3. Using the two horizontal components, a resultant was computed for a changing rotation angle of 0 ≤ θ < 180, with θ 0 being the east component. 4. For each value of θ, the spectral displacements (SDs) were computed in the frequency domain for a series of periods ranging between 0.01 and 10 s, at 5% damping. 5. Next, the RotD100 and RotD50 (Boore, 2010) SDs were found by retrieving the maximum and median values of the SDs at the different periods, respectively. 6. The pseudospectral accelerations (PSAs) were calculated by multiplying SD by the square of the angular frequencies (ω 2 ). Steps 2-6 were repeated for each earthquake at each station.
7. The two-point maximum-likelihood estimate of the variance, σ 2 ML , was calculated for the natural logarithm of the matching components (RotD100, RotD50, east, north, and up) from each pair of earthquakes at a single station using σ 2 ML 1=2flnPSA 1 − lnPSA mean 2 lnPSA 2 − lnPSA mean 2 g; 1 in which the subscripts 1 and 2 refer to the two different events recorded at the same station, and PSA mean is the mean value of the two records: lnPSA mean lnPSA 1 lnPSA 2 =2. There is no adjustment for the size of the earthquake, as the assumption is that the nearest part of the fault ruptured in its characteristic way.
Step 7 was performed for each station.
Results: Variance Plots
Plots of σ 2 ML , for the RotD50 components of 5% damped response spectral values for each pair of earthquakes, as a function of the oscillator period, at the different stations are presented in Figure 5 . The median value of the variance for the RotD50 component, calculated for the trusted range of frequencies as explained in step 1 in the Method: Variability Calculations section, also is plotted (horizontal dashed line).
As is clearly evident from Figure 5v -x, the KamaishiOki pair gives extremely low variance values for the trusted range of periods (0.01-10 s), which is actually the entire period range. The corner frequency of these earthquakes with M w ∼4:8 is about 0.9 Hz (assuming a circular fault). Except for Figure 5v , the variances are very low below the corner frequency or above a period of 1 s, as anticipated both in the Introduction and the Method: Variability Calculations sections. Below that frequency, the ground motions are sampling the average slip, and for these events, they are practically indistinguishable. For this reason, the Kamaishi-Oki pair will be left out of our comparisons in a later discussion, although by our rules as described above we could include these results for periods shorter than ∼0:2 s.
Discussion
Deducing from Maximum-Likelihood Estimates to Variance Estimates
In our analysis, we estimate σ 2 ML , using two observations at each site. This estimation could of course be different from the true variance σ 2 , calculated from many events recorded at one site. The variance of a sample s 2 and the true variance σ 2 are related through
2 in which N is the sample size. When N 2, the best estimate for the true variance is twice as large as the sample variance. It should be noted, however, that because a sample of 2 is 
very small, the true variance might be different from 2σ 2 ML , but with the available data, our best estimate of the singlefault variance is τ of the Next Generation Attenuation-West 2 (NGA-West 2) GMPE models (e.g., Abrahamson et al., 2014; Boore et al., 2014; Campbell and Bozorgnia, 2014; Chiou and Youngs, 2014) , for the eight earthquake pairs. Figure 6 presents the range of τ 2 =2 from the four GMPEs as the shaded gray area. The GMPE range is adjusted by the factor of 1=2 based on the findings in the previous section. The median value of σ 2 ML of the RotD50 component for the trusted range of periods is displayed as a horizontal dashed line. In Table 2 , we compare the averaged median variance values of our calculations to the average of τ 2 =2 from the four GMPE models. It should be noted that between-event variance τ 2 is period dependent, whereas the average we show has smoothed over that dependency. Also, our estimate of σ 2 ML is only valid above the corner frequency. The extent to which it can be applied below the corner frequency is a research question and outside the range that can be addressed by the data used in this study.
As can be observed from Figure 6 and Table 2 , averaged across different periods, the two crustal strike-slip earthquakes and five of the subduction zone earthquakes, with the exception of the Tokachi-Sanriku-Oki and Miyagi-Oki pairs, seem to give σ 2 ML values that, for the trusted range of periods, are contained within the lower part of the GMPEs range or are even lower. The data are not sufficient to reject with high confidence the hypothesis that these are samples of a distribution for which the mean is within the range of the τ 2 =2 values obtained from the GMPEs-but neither would they contradict the hypothesis that τ 2 F < τ 2 . The Kamaishi-Oki pair gives a variance value much lower than the GMPEs (Fig. 6h) . We think these very low variance values are a result of the relatively small magnitude (∼4:8) compared to the other pairs, with additional variability reduction because both events were recorded on the same instrument. Differences between the events appear for periods below 0.3 s (frequencies above ∼3 Hz). Lower frequencies are below the corner frequency of the earthquakes, so the seismograms are then sampling the average slip over the entire fault, rather than differences in the character of the slip. Morikawa et al. (2008) calculated the variability in ground motions for specific areas in Japan, using the Kanno et al. (2006) GMPE, derived from subduction zone earthquake data. They found the interevent variance for a selection of sources and sites from a small area is between 0.10 and 0.16 natural log units (period dependent), corresponding to a range of 0.05-0.08 after dividing by 2. These values of τ L2L are comparable with our τ F estimates from Table 2 for three of the Japanese earthquakes and are higher for the others. It is informative to compare our results with the GMPE event terms for the Parkfield pair of earthquakes. These event terms, or mean residuals of all records of this event from the GMPE, are found very differently. The GMPE is used to predict the ground motion across the full domain of periods of the response spectrum, and then the mean residuals, as a function of period, of all contributing stations are found. The station selection is broader because stations that were operating for only one of the two events are included in the average. These calculations use the different magnitudes given by the NGA flatfile. Figure 7 individually shows these event terms for four NGA-West 2 models (e.g., Abrahamson et al., 2014; Boore et al., 2014; Campbell and Bozorgnia, 2014; Chiou and Youngs, 2014) . This figure shows the event terms for the two events track each other rather closely. We subsequently found σ 2 ML from these mean residuals, and their median values for the range of 0.1-1s (Fig. 8) . For the identified range of trustable periods for the Parkfield pair, 0.1-1 s, the event term variances are between 0.002 and 0.025. Except for the extremely low variance for the Campbell and Bozorgnia event terms, these variances are compa- rable to the variances calculated from station pairs. This finding is consistent with our initial hypothesis, that repeating ruptures of similar characteristics result in low variance originating from the source. We did not calculate the event term for the Imperial Valley earthquakes, because only a single station recorded the 1940 event.
The variability in the between-event terms results from fault properties, stress drop, directivity, and slip realizations differences, and it can be said that τ 2 Varevent terms;
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There are fewer factors contributing to the variance in σ 2 ML than τ 2 . First, τ 2 is calculated for different faults at different distances, and the adjustments for magnitude and distance allow it to be calculated at all frequencies. In contrast, σ 2 ML is calculated for large earthquakes on a single fault and can only be estimated above the earthquake's corner frequency. Our hypothesis is that in this frequency range, the magnitude is less important and that the variability is entirely due to the local physical properties and rupture details of the fault. The dominant contributors to σ 2 ML are expected to be different slip distributions, with some contribution from stress drop to the extent that the local slip on the fault depends on stress drop and magnitude. Differences that contribute to τ 2 but not to σ 2 ML include differences in fault properties (e.g., lithology, wear, recurrence interval, style of rupture), distance (because the distance adjustment may be imperfect), and the main contribution of magnitude related to fault dimension and average stress drop (because the magnitude adjustment in GMPEs may be imperfect). Therefore, it is not surprising that σ 2 ML would be lower than τ 2 =2. Examining Table 2 , for the two United States crustal earthquakes, the averaged ratio of σ 2 ML (0.022) is 46% of the average of the corresponding GMPE estimates of τ 2 =2 (0.048). For five of the Japanese earthquakes, leaving out the Kamaishi-Oki pair for the reasons discussed in the results section, the averaged ratio of σ 2 ML (0.044) is 78% of the corresponding average of τ 2 =2 (0.057). Our corresponding average estimates of τ F for the strike-slip and subduction earthquakes are 0.20 and 0.3, respectively. Thus, these limited data suggest the contribution to the variance at short periods that results from the repetition of similar events occurring on the same fault is much smaller than the between-event variance (τ 2 ) as calculated by the NGA-West 2 GMPEs. Of course, the uncertainty in the path and site terms still need to be considered, perhaps by using a logic tree, in the general case where they are not known.
One of the outstanding problems of estimating the probabilistic seismic hazard is the inconsistency between hazard estimates for the U.S. National Seismic Hazard Map (e.g. Petersen et al., 2008 Petersen et al., , 2014 and precariously balanced rocks (PBRs) at sites near the San Andreas fault system (e.g., Brune, 1999) . PBRs are rocks usually standing on rock pedestals of granite outcrop that evolve naturally unless toppled by earthquakes. The physics of their toppling and the basis for their use to test the outcome of a PSHA has been the topic of several studies, most of which are reviewed by Anderson et al. (2011 Anderson et al. ( , 2014 . The time scale of their present condition is in the order of thousands of years (Brune, 1996) . Therefore, groups of them, as observed in southern California and other places, serve as low-resolution strong-motion seismoscopes that have been operating on solid rock outcrops for thousands of years. Their existence at distances of sometimes only 15 km from active faults is inconsistent with the seismic hazard calculated for those locations at low probabilities: U.S. National Seismic Hazard Map (e.g., Petersen et al., 2008 Petersen et al., , 2014 estimate these rocks should have been toppled by now. Among other studies, Anderson and Brune (1999) suggested the ergodic assumption drives up the value of the uncertainty used in seismic-hazard analysis, with the consequence that the hazard is overestimated at low probabilities. The results presented here may thus suggest one possibility for resolving this inconsistency. At many of these locations, the hazard originates from only one fault, the path from the fault to the PBR consists entirely of intact granitic rock, and the site amplification on a granitic outcrop is expected to be small, uniform, and with low variability. If we could assume these path and site terms are, in this special case, a negligible contribution to the total variability in the hazard estimate, then the hazard calculation might be performed using τ F to represent the total variability in the hazard integral. Because these rocks are in locations where the hazard is dominated by just one or sometimes two sources, it will be a worthwhile experiment to determine if such a substitution is sufficient to resolve the inconsistency of the rocks and the current generation of hazard calculations.
Data and Resources
The Consortium of Organizations for Strong Motion Observation Systems (COSMOS) Strong-Motion Virtual Data Center database was searched using http://www .strongmotioncenter.org/vdc/scripts/default.plx (last accessed September 2013), and used to access data gathered by the strong motion instrumentation programs of the California Geological Survey and the U. S. Geological Survey. The U.S. Geological Survey Quaternary Fault and Fold Database of the United States was searched using http:// earthquake.usgs.gov/hazards/qfaults/ (last accessed November 2013). The Pacific Earthquake Engineering Research Center Next Generation Attenuation-West 2 database was searched using http://peer.berkeley.edu/ngawest2/databases/ (last accessed October 2013). Regional records for the 1952 Tokachi-Oki earthquake are scanned at the Japan Meteorological Agency and digitized by Kobayashi et al. (2013) . Strong-motion records for the 2003 Tokachi-Oki earthquake and the 2001 and 2008 Kamaishi-Oki earthquake pairs are downloaded from K-NET (Kinoshita, 1998) , available at http://www.kyoshin.bosai.go.jp/ (last accessed March 2014) of National Research Institute for Earth Science and Disaster Prevention. Strong-motion records with or converted into SMAC-B2 (Iai et al., 1978) response for other Japanese earthquake pairs are downloaded from the Port and Airport Research Institute (http://www.eq.pari.go.jp/kyosin/; last accessed March 2014). All the strong-motion records are located at ground surface.
