













где 1...,1,0 nk  
Рассматривалась задача при следующих значениях 
121),cos(50))cos(),(sin(,1,5,0 EtttF , -точность решения нелинейной си-
стемы. Метод сходится к решению практически при любых начальных значениях. В результате 
проведения испытаний получены следующие результаты: 
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Для решения операторного уравнения yAx , где A ограниченный, положительный, са-
мосопряженный оператор в гильбертовом пространстве и yy , предлагается итераци-








,1, xxAyxAExAEx nnn        (1) 
Здесь Е – тождественный оператор. Рассматриваемая задача некорректна, так как SpA0 .
 
Априорный выбор числа итераций n в исходной норме гильбертова пространства получается в 
предположении, что имеется дополнительная информация на гладкость точного решения x опера-
торного уравнения yAx – его истокообразная представимость ( 0, szAx s ). Однако 
обычно сведения об истокообразности искомого решения неизвестны и тем самым априорные 
оценки погрешности оказываются неприменимыми. Тем не менее, итерационный метод (1) можно 
















                 (2) 
Предполагаем, что при начальном приближении ,0x  невязка достаточно  велика, больше 
уровня останова , т. е. .,0 yAx  Покажем возможность применения правила (2) к ме-
тоду (1). Справедливы 
Л е м м а  1. Пусть MAAA ,0* . Тогда для Hw  
nwAAgE n ,0 . 
Л е м м а  2. Пусть MAAA ,0* . Тогда ARv  имеет место соотношение 
snvAAgEAn n
ss 0,,0)1( .   
Л е м м а  3. Пусть    MAAA ,0* .   Если для )(0 ARv  и некоторого 
constnnk  при k  имеем 0))(( 0vAAgEA knk , то 
.0))(( 0vAAgEv knk  
Имеют место следующие теоремы.  
Теорема 1.  Пусть MAAA ,0*  и пусть момент останова )(mm  в методе 
(1) выбирается по правилу (2). Тогда .0),( приxxm  





























Замечание 1. Порядок оценки (3) есть 
)1(ssO , и он оптимален в классе задач с истоко-
представимыми решениями  [1]. 
Замечание 2.  Хотя формулировка теоремы 2 даѐтся с указаниями степени истокопредставимо-
сти s и истокопредставляющего элемента z, на практике их значение не потребуется, так как они 
не содержатся в правиле останова (2). И тем не менее в теореме 2  утверждается, что будет авто-
матически выбрано количество итераций m, обеспечивающее оптимальный порядок погрешности. 
Но даже если истокопредставимость точного решения отсутствует, останов по невязке (2), как по-
казывает теорема 1, обеспечивает сходимость метода, т.е. его регуляризующие свойства. 
Итерационный метод (1) можно эффективно использовать при решении различных некоррект-
ных задач, встречающихся в технике, математической экономике, геофизике, спектроскопии, си-
стемах полной автоматической обработки результатов эксперимента.  
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