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The recent progress of the theory of microdifferential operators of infinite 
order [l-4] and their usefulness in several branches of analysis [IS, 11, 
16-241 have enhanced the interest in such operators. However, our 
knowledge on such operators is still quite limited, particularly compared 
with our knowledge on operators of finite order. For example, we do not 
know much about such a basic problem as characterizing a linear differen- 
tial operator of infinite order which is of closed range as a map from germs 
of holomorphic functions to germs of holomorphic functions. To the best of 
our knowledge, Ishimura’s recent work [7] is the only result that has some 
general applicability, although it is still far from the final goal. 
The purpose of this paper is to prove some theorems which we hope to 
contribute toward the progress of the study of such operators. To be con- 
crete, we present some conditions on a linear differential operator P which 
guarantees the finiteness of the dimensions of the kernel and the cokernel of 
the map P: Ccn,o -+ O,,,,, where Ocn,O denotes the germ at the origin of the 
sheaf 0,. of holomorphic functions on C:“. In particular, under those con- 
ditions the map has finite index, and it is of closed range (Theorem 4 and 
Theorem 5). Our results are a natural generalization of Bony and Schapira 
[S, Thtoreme 5.11 to the infinite-order case. It is also quite akin to 
Kashiwara, Kawai, and Sjostrand [12] in its philosophy in the sense that 
some ellipticity condition for a suitably chosen tangential system lies 
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behind it. We note that the condition (34) inherits the defect of [ 121 in 
that it is not invariant under changes of coordinate systems. 
To prove the finiteness theorems we prepare some results on the inver- 
tibility of (micro)differential operators of infinite order (Theorem 1 and 
Theorem 3). The cases covered by these results are much more restricted 
than the cases covered by Aoki [4], but the conditions used here are more 
geometric and easier to verify than the conditions used in [ 1, 2,4 J. 
Throughout this paper z= (z,,..., z~) denotes a coordinate on @‘I, 1~1 
denotes (c;=, z~?~)~‘*. and D, stands for (a/&, ,..., a/&,). Concerning the 
notations related to the symbol of a holomorphic microlocal operator (= a 
pseudodifferential operator in the terminology of Aoki [3]), we follow 
Aoki [3]; in particular, for a symbol P(z, [), its normal product :P(z, 0: 
denotes the corresponding holomorphic microlocal operator. The operator 
:P(z, 0: is sometimes denoted by another more familiar notation P(r, D,). 
We follow [lo, 141 concerning common notations in microlocal analysis; 
for example, for a complex manifold X, T*X denotes its cotangent bundle, 
rr denotes the projection from T*X to X, p*X denotes T*X- T$A’, 9: 
(resp., a;;- and 8:) denotes the sheaf of linear differential operators on X 
(rev., microdifferential operators of infinite order and holomorphic 
microlocal operators), and so on. 
1 
In this section we prepare some basic results on the invertibility of 
(micro) differential operators of infinite order. They play essential roles in 
Section 2. 
Let us first present Theorem 1, which is obtained by a straightforward 
application of Aoki [4]. 
THEOREM 1. Let (zO, co) be a point in f*C” and let U be a conical 
neighborhood of (z,, co). Let P(z, D,) be a linear differential operator 
defined on x(U) and let P(z, 0 denote its symbol. Suppose 
P(z, [) never uanishes on ((2, [)E U; l[l > R} 
for some constant R. Then P(z, D,) is invertible in I??:, Czo,.O,. 
(1) 
Proof Let us first note that the symbol P(z, [) is an entire function of [ 
depending on a holomorphic parameter z, as P(z, D,) is a linear differential 
operator. The proof of Lemma 4.1.3 of Kawai [15] goes well without any 
changes even when the entire function J(c) considered there contains some 
holomorphic parameters, because the constant C, appearing in [ 151 is 
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dependent only on sup /J(c) ePc’;’ 1 and the location of the zeros of J(i). 
Hence the geometric condition (1) entails the following estimation: 
(2) There exist a conical neighborhood U’ of (zO, co) and a constant 
R’ such that, for any e > 0, there exists a strictly positive number C, 
depending only on c for which 
IP(=,i)l3C,.ev(-~ Iii) 
holds on {(z, [)E U’; /cl > R’) 
This is exactly what Aoki [4] assumes to guarantee that P(z, D,) has an 
inverse in 8:. ,Ig co,’ 1 * Q.E.D. 
Remark 1. For general holomorphic microlocal operators, we cannot 
expect such a simplification as is given above. Here we have made essential 
use of the fact that P(z, <) is an entire function of <. 
Although Theorem 1 is a reasonable generalization of the invertibility 
theorem on microdifferential operators of finite order, it is sometimes more 
desirable to obtain a result on an operator of the form f( Q(z, D,)), where 
f(a) is an entire function of 0 and Q(:. D,) is a (micro)differential operator 
of finite order. The reason is that, while rewriting f(Q(:, D;)) in the form 
:P(z, 0: is usually a hard task to do (cf. [2]), concrete examples of 
operators of infinite order usually appear in this form (cf. [21, 191). 
Needless to say, if Q(z, D,) is an operator with constant coefficients, there 
is no difficulty in applying Theorem 1 to ,f( Q). Hence it is natural to try to 
find out the inverse of f’(Dy) (nz = ord Q(:, D,)) and divide it by 
0:” - Q(z, D,) to find the inverse off(Q(:, D,)). The division theorem for 
holomorphic microlocal operators is, essentially speaking, contained in 
[S, Sect. 31 and [ 13, Sect. 63. However, as it is not explicitly stated there, 
we present here the explicit statement with its proof for the convenience of 
the reader. 
THEOREM 2. Let P(z, D=) he a rnicrodl$ferential operator defined near 
-* - (0; lo) in T*@“. Suppose that co = (1, O,..., 0). Suppose that it is oJ:finite -0 - 
order p and that its principal symbol a,(P) satisfies the folloH,ing condition 
for some nz: 
(o,(P)(=3 O/i::)1 I;.<)= (o:l.o...., 0. i") is a holomorphic,function of i, near 
[, = 0 and it never vanishes there. (3) 
Then, for each S(z, D;) in &p,,=;, there uniquel~~ exist Q(:, D,) alld R(I, D,) 
in &z”,=; uvhich satisfy’ 
S(z, D,) = Q(:, D,) P(z, D,) + R(z, D,) (4) 
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cz,, cz,,..., [z,, R]]...]=O, that is, R has theform 
m 
c R”‘(z, D’) D/,, where D’= (D ,,..., D, ,). (5) 
i=o 
Proof. By the preparation theorem for microdifferential operators 
[23, Chap. II, Theorem 2.2.21, we may suppose without loss of generality 
that P is of order m and that it is of Weierstrass’ type, that is, it has the 
form 
0’: + 1 W”‘(z, D’) o-‘,, (6) 
/=o 
where W”‘(z, D’) is of order at most (m -j) and its principal symbol 
vanishes at 2:. 
Let us now denote by X (resp., Y) Cc” (resp., {z E X; zn = 0 >). By hxing 
the action of DC’ as an integral operator on OXX y, we let P act on ~~~~~ ,,. 
Furthermore, this action is local with respect to G-topology ([ 131) where 
G=((;,u~‘)~@“x@‘~~~~;a~/z,~~~~,/,~.~=O(k=l,...,n-l),Im~,=Oand 
Re z1 20) for some positive constants ai (j= 2,..., n). (See [6, Sect. 2.11. 
See also [9, Chap. III, Sect. 21.) Hence we obtain the following complex P: 
F: (pti~~~xxx ,,-+ cpG.Cxx y. (7) 
Here (Pi denotes the canonical map from Xx Y to the space (Xx Y)c, 
i.e., Xx Y equipped with the G-topology. Since P has the form (6) 
the Cauchy-Kovalevski theorem for microdifferential operators 
[6, Theoreme 3.1.21 entails 
FI Yx YEQiI Yx Y’ (8) 
Let f denote the embedding map: Y x Y 4 Xx Y and let A y denote the 
diagonal set of Y x Y. Since P is an isomorphism outside {(z, 0; 
o,(P)(z, [) =O}, f is non-characteristic with respect to F on 
U= ((y,.v;q, -q)ETd*,(Yx Y); IyI <E, lql/lql - 11 <E} for some e>O. 
Sincefl,,: A, + Y x Y c Xx Y is an isomorphism, Theorem 54.1 of [ 141 
is applicable to our case if we choose A y as Z’ and f (A ,,) as Z. (See 
Remark 5.4.3 of [14].) Hence we obtain 
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where p (resp., DJ) denotes, as usual, the canonical map from Y x ,y T*X to 
T*Y (resp., T*X) and pLjy, etc., denote the microlocalization functor along 
A y, etc., in the sense of [ 143. 
Now, it follows from (8) and the definition of the sheaf WT., Yr r that 
~~~~~~~~ y)C3f!Z.Yw yI1/z(~?,yx y)mIclC-dim Y-21. (10) 
Similarly, the right-hand side of (9) is 
Hence, by combining (9) (lo), and (1 l), we obtain 
P 
O'~~,L.xy-~~,X.xy-)(~'Wy,y~y)~--rO. (12) 
Since 
by its definition, and since 
holds as left 8A;-modules, ( 12) implies the following: 
For each S in a;,,; there exist Q and T in a:.;. and R”) 
(j = O,..., m - 1) in c?:,,,,~, for which the following holds: 
S=PQ+ 1 D’, RI/‘+ Tz,. 
i=o 
(13) 
It also follows from (12) that R(j)‘s are uniquely fixed in (13). 
Now we want to show that we can choose Q so that T=O holds. In 
order to show this, let us introduce an auxiliary variable t and apply (13) 
on the extended space Xx @, . Then we obtain Q, Rz (j = O,..., m - 1 ), and 
T for which the following relation holds: 
m-l 
S=P&+ c D;RT)+&-t). 
/=O 
(14) 
By dividing Q and R”’ by (z,, - t), from the right, we may assume without 
loss of generality that (2 and $ are independent of zn - t. Since neither S 
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nor P contains t, this means T= 0. Then, by the uniqueness assertion on 
R(j), Rx coincides with R’j’ given in (13). Hence Rz does not contain 
either t or D,. Hence D and D, commute, that is, Q does not contain t. In 
the same way & is seen to be free from D,. Thus we find that Tin (13) can 
be chosen to be zero, and then Q is also uniquely fixed. Taking the trans- 
pose of ( 13) we obtain the required relations (4) and (5). Q.E.D. 
Using Theorem 2, we now show an invertibility theorem for microdif- 
ferential operators of the form f(Q(z, D,)). Until the end of this section, 
f‘(a) =&~~fio-l (&EC) denotes an entire function of o(E@) that satisfies 
the following condition: 
There exist some constants A, B, and p for which the following 
inequality holds: 
If(o)I d A exp(B Ial”) (OEC). (15) 
It is then easy to verify that 
is a well-defined microdifferential operator of infinite order for any 
microdifferential operator Q(z, D,) of order m < l/p (cf. [23, Chap. II, 
Lemma 2.2.41). 
Let us further suppose 
f(o) never vanishes on s2(v, C) =def {GE@; 1~1 >Y and 
IIm ~1 < C Re r~} for some positive constants r and C. (16) 
As to the microdifferential operator Q(z, D;), we suppose that its order 
m is strictly smaller than l/p and that its principal symbol CJ,(Q) satisfies 
the following condition for a conical neighborhood U of (zo, co) in f*@“: 
a,(Q)(Un{(,-,i)~~*a=“;lil>~~)~1;2(r,C)for someconstantp. (17) 
Under these assumptions we obtain the following 
THEOREM 3. Suppose that f(a) and Q(z, D,) satisfy conditions (15), 
(16), and (17) stated above. Then f (Q(z, D;)) is inuertible in 8~“.,z0,io). 
Proof Let us introduce an auxiliary variable t and let X (resp., Y) 
denote Ct x @; (resp., @;). Let ,V denote 
&;/8:(D: - Qk D,)). (18) 
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It then follows from Theorem 2 that 
ay,,. @ ,b.E (&y)m 
&Y 
(19) 
holds on a neighborhood of (zO, co). Furthermore, if we define another 
6BB,-module *&’ by 
W~(&:~(Q(G D;)) + a:(K - Qk D,))), 
we find the exact sequence 
(20) 
Hence we obtain 
asf(Q) does not contain either t or D,. Therefore 
holds on a neighborhood of (z~, co). Since we have 
cf:f(Q(=, D,)) + cY;(Dy - Q(r, D,)) 
=~:.f(D:‘)+B”,(DT-Q(=, D,)), (24) 
cd E cf’~/cC~f(&“) + B!(L)‘: - Q(z, D;)). (25) 
On the other hand, Theorem 1 combined with the assumption (16) entails 
that f(&‘) is invertible in 8:. (,, =: T, c1 if 
Tm E fi(t’, c). (26) 
Since 0~ - Q(z, D,) is invertible in .&F, ,,.Z:r,i) if rm # c,JQ)(z, 0, the 
assumption (17) implies that ,K is zero near (t, Z; t, [) if (2, [) belongs to 
Un ((z, [); [[I >p). Hence (23) entails &F/&yf(Q) vanishes near (zO, co). 
In other words, f(Q(r, D,)) is invertible in &~~,,ZU,io). This completes the 
proof of the theorem. 
Remark 2. It is easy to verify that the multiplication (from the left) 
operator t induces an injective map on ,K near (t, 2; r’, [) with t = 0, 
(z, [)E Un (I[1 >p}. Hence 
.AJ&a”,+ y’ .fl)=O (if01 
holds there. 
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2 
In this section we first present a lemma which guarantees that a linear 
differential operator P(z, D,) determines an operator with finite index 
when it is acted upon c!&~,~, the germ at the origin 0 of the sheaf Cot” of 
holomorphic functions on C”. At first, the conditions used in the lemma 
might look somewhat ad hoc. Their meaning will be clarified by the sub- 
sequent theorems which follow from the lemma combined with the results 
in Section 1. 
LEMMA 1. Let P(z, D,) be a linear differential operator defined on a 
neighborhood of the origin 0 of C” and suppose that it satisfies the following 
condition.. 
P(z, D,) is invertible in &F,,z,i, ,for any (z, [) in {(z, <)E ?Cn; 
0 < 121 4 1 and [ = 5, the complex conjugate of z. i (27) 
Then the dimensions of the kernel and the cokernel of the map 
P: ec”,o + co,.,, are finite. In particular, the map is of closed range, and its 
index, i.e., the dimension of its kernel minus the dimension of its cokernel, is 
finite. 
Proof Let x and y respectively denote the real part and the imaginary 
part of z. For t > 0 and z E C”, let f (z, t) denote t - I:[‘, and define the set 
C?, by {ze @“;f(z, t)>O}. Let us now apply Theorem 4.5.1 of [13] to our 
situation.For this purpose we choose (0) as G and g:/g$ P as M in the 
notation used there. Further let us define the cones Q(z) and R(z) in TzCn, 
the tangent space of @” at z, by {w=u+&%EW@$%“; 
(u, ~3fiax) + (u, df/dy) > O}. If P(z, D,) is invertible in c?‘~“,,~~,~~, for each z0 
in aQ,, the boundary of O,, and for any to in T,*,@” that satisfies 
Re (Co, ~1) < 0 for any w in Q(z,,), (28 1 
then the theorem quoted above guarantees 
Ext’,,(o,; M, O,,) r Ext&(R,; M, 0,“) (29)j 
for j = 0, 1, 2,.... Here, and in what follows, Sz, denotes the closure of Sz,. 
(Note that the condition “XE v’ in (c3) in the above quoted theorem can 
be replaced by “xESZ, -sZ,.” See p. 909 of [9].) 
Now, in view of our choice of Q(Z), (28) means that lo = k5, (k >O). 
Hence the assumption (27) implies that P(z, D;) is invertible in &~“,,zO,iO, 
for every point (z,, lo) in question. Therefore (29), holds for every j. On the 
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other hand, since M= %?&/gF” P by the definition, (29), and (29), can be 
rewritten respectively as 
Ker(P: L’l(Q,) + O(o,)) 7 Ker(P: Gus + (“(52,)) (30) 
and 
Coker(P; O(Q,) -+ @(d,))rCoker(P; QQ,) + (,(52,)). (31) 
Since the space C’(Q,) (resp., c (Q,)) of holomorphic functions on 0, 
(resp., Q,) carries the natural topology of DFS-(resp., FS-)space, the 
classical result on compact perturbation tells us that the dimensions of 
spaces appearing in (30) and (31) are all finite. (See Bony and Schapira [S, 
p. 1031.) Since (29) holds for any t >O, the finiteness result continues to 
hold if we consider the inductive limit of the spaces with respect to t. Hence 
we find 
dim, Ker( P: CCbn,O + CjC”.“) < ICC (32) 
and 
dim,Coker(P: (flrn,o + c”,“.,) < cx,. (33) 
This completes the proof of the lemma. 
Now, Lemma 1 combined with the results in Section 1 supplies us with 
ample classes of operators whose indices are finite. 
THEOREM 4. Let P(z, D,) be a linear differential operator defined on a 
neighborhood of the origin of C”. Suppose that its symbol P(z, [) satisfies the 
following condition (34). Then the dimensions qf the kernel and the cokernel 
qf the map P: O,.,, + Cfl?c”,O ure finite. 
For each strictly positive number c (c < l), there exist strictI?> 
positive numbers S and R ,for which the ,following holds. 
P(z, [) never vanishes on 
(34) 
Since Theorem 1 combined with the condition (34) implies that P(z, D,) 
is invertible in b!,,,,;, for any (2, {) (0 < I;/ 4 1) such that [ = -1, Theorem 4 
is an immediate consequence of Lemma 1. 
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To construct a symbol P(z, [) satisfying the condition (34), the following 
Proposition 1 is useful. In stating it we use the following notation: For a 
multi-index a = (a, ,..., a,) E N”, 1~1 denotes c,“=, 0~~ and z’ denotes ~7’ . . . z;n. 
PROPOSITION 1. Let A(z, [) denote 
where Q(Z) is a holomorphic function defined on a neighborhood of the 
origin of C”. Let A,(z, [) denote 
c a,p(O) z”ly. (36) 
lal = IPI = m 
constant A4 for which 
IS real for any z and that there exists a strictly positive Suppose that A,(z, 2 
A&, 5) 2 M Iz[‘~ (37) 
holds. Let f (a) be an entire function of o that satisfies the condition ( 15) with 
p< l/m and the condition (16). Then f(A(z, 5)) defines a symbol of a linear 
differential operator and it satisfies the condition (34). 
Proof Since A(z, 0 is of degree at most m with respect to i, the growth 
order condition (15) on f(o) guarantees that f(A(z, i)) is a symbol P(z, <) 
of linear differential operator. (See [23, Chap. II, Sect. 1.43, for example.) 
Now, let us study where A(,-, [) ranges when (z, [) satisfies 
o<;< ,z12<;c, (38) 
lil >R>O, (39) 
and 
I I i Yc6 --- lil I4 (40) 
for some constants c, R, and 6. It follows from (36) and (40) that we have 
IAdz, i) -44~ lil z/l4 )I < C,d Mm ICI” (41) 
for some constant C, that does not depend on either z or [. On the other 
hand, (36) and (37) entail 
A,(,-, ICI W) 3 M ICI” Iqlm. (42) 
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Hence, for sufficiently small 6 > 0, we have 
for some constant C, > 0. Therefore we have 
(44) 
where C, is a positive constant and p(z, [) is a real-valued function satisfy- 
ing 
for a constant C,. 
It also follows from (41) and (42) that 
Adz, i) 
A,(,-, ICI F/H) 
-1 <c, 
’ ~4 ’ 
(46) 
Since we have 
A@, i) - Adz, lil F/lzl) 
Adz, ICI M) 
d IAt=, 0 - A,(G 0 
I&(,-, 01 
+ I&(G i) - Adz, ICI ~/lzl )I 
I&k 0 ’ 
(41), (43), (44), and (46) imply that, for any E > 0, we can find strictly 
positive numbers c, R, and 6 so that 
(47) 
Since A,(z, l[l i/;/Izl) is real by the assumption, (17) implies 
IIm A(=, 01 < &(z, lil ,+ 1 G &fi Mm lil” (48) 
with some constant fi> 0. Hence, using (43) and (44) we find 
IIm 4, ill <EC IN=, i!l (49) 
for some constant ? by choosing smaller c and bigger R, if necessary. Since 
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we may choose E arbitrarily small, (49) combined with (47) and (42) 
implies 
Pm Nz, 0 < C Re A@, 0 (50) 
for suitably chosen c,R, and 6. It also follows from (47) and (42) that for 
the number E fixed above we may choose bigger R if necessary so that 
(51) 
holds for (z, [) satisfying (38), (39), and (40). The inequalities (50) and 
(51) imply that A(z, [) belongs to Q(r, C) if (z, i) satisfies (38), (39), and 
(40) with suitably chosen c,R, and 6. This means that f(A(z, [)) does not 
vanish on {(z,[)EFxV; c/2<lzl’<$c, l[l>R, and /[/l[l--z/lzj1<6}, 
showing thatf(A(z, [)) satisfies the condition (34). Q.E.D. 
This proposition suggests that P(z, DZ) =f(:A(z, i):) should also satisfy 
the condition in Lemma 1 for f(a) and A(z, [) discussed in Proposition 1. 
It is really the case as is shown in Theorem 5 below. (Note that the 
operator considered in Theorem 4 is of the form :f(A(z, 0):; it is different 
from the operatorf(:A(z, [):) to be considered below.) 
THEOREM 5. Let A(z, [) and f (a) be the same as in Proposition 1. Then 
f(:A(z, [):) (= f(A(z, D=))) satisfies the condition (27) in Lemma 1. In par- 
ticular, the map f (A(z, DZ)): O,.,, + Lo,.,, is of closed range, and it has a 
finite index. 
ProoJ Let A”(z, [) d enote the principal symbol of A(z, D,), that is, 
A”(z, [) = 1 a&&z) z”i”. 
IBI =m 
It is then clear that a(,, [) satisfies exactly the same conditions as those on 
A(z, [) in Proposition 1. Then, by repeating the proof of Proposition 1, we 
find that the condition (17) is satisfied for any z. # 0 ( lzol + 1) if Z, and 
A(z, D,) are respectively chosen as co and Q(z, DZ) there. Hence Theorem 3 
guarantees that P(z, D,) = deff (A(z, DZ)) satisfies the condition (27). 
Q.E.D. 
Remark 3. Although we have been concerned only with the finiteness of 
the index of an operator P: Lo,.., -+ LOcn,o, it is evident that there is another 
class of linear differential operators of infinite order whose indices are 
finite: “elliptic” operators on a compact manifold. The precise statement is 
as follows: Let P denote linear differential operators (of infinite order) 
defined on a compact (real analytic) manifold M. Suppose that it satisfies 
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the condition (52) below. Then the index of the operator 
P: d(M) + d(M) is finite. Here d(M) denotes the space of real analytic 
functions on M. 
P is invertible in &aB,,,z,C, for any (z, [) in TL X- r% M, where X 
is a complexitication of M. (52) 
As it is plain to see how we can use the results in Section 1 to produce 
examples of operators satisfying the condition (52) above, we do not 
present the analogues of Theorem 4 and Theorem 5 in this case; if we just 
start from an elliptic operator Q on M, instead of starting from A(,-, [), we 
can go through in a similar manner as above. 
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