In this paper, a mixed high order finite difference scheme-Padé approximation method is applied to obtain numerical solution of the Riesz fractional advection-dispersion equation. This method is based on the high order finite difference scheme that derived from fractional centered difference and Padé approximation method for space and time integration, respectively. The stability analysis of the proposed method is discussed via theoretical matrix analysis. Numerical experiments are carried out to confirm the theoretical results of the proposed method.
Introduction
Fractional partial differential equations have been increasingly attracting interest over the last two decades because of its demonstrated applications in numerous apparently diverse and widespread fields of science and engineering, including viscoelasticity, fluid mechanics [1] , finance [2] , medical imaging [3] , analytical chemistry, fractional multi-polar [4] , formulating physical, chemical and biological sciences [5] , hydrology [6, 7] .
Various explanations were offered for fractional-order derivatives and integrals can be mentioned such as the Riemann-Liouville, Caputo, Grünwald-Letnikov and other approaches. The Riesz fractional derivative in the article dealing with this type of derivative which combined on the left and right Riemann-Liouville derivatives with coefficients with respect to the corresponding order. This type derivative is showcased in the fractional advection-dispersion equation that is applied to model the transport of passive tracers carried by fluid flow in a porous medium [8] .
Review, analyze and solve these equations is a concern for researchers. To obtain a closed form solution to these problems is not always possible and in many cases impossible. Therefore, approximate methods must be used to resolve these issues.
Many researchers have presented algorithmic approaches to solve the Riesz fractional advectiondispersion equations (RFADE). Shen et al. [9] examined fundamental solution and numerical solution for the Riesz fractional advection-dispersion equation and also [10] proposed explicit and implicit difference approximations for the space-time Riesz-Caputo fractional advection-diffusion equation with initial value and boundary conditions in a finite domain and by using mathematical induction proved that the implicit difference approximation is unconditionally stable and convergent, but the explicit difference approximation is conditionally stable and convergent and further the Richardson extrapolation method has been handled to remedy the shortcomings of this method. Yang et al. [11] considered L2-approximation, shifted Grünwald approximation and matrix transform methods for fractional partial differential equations with Riesz space fractional derivatives. Ding and Zhang [12] applied matrix transform method for Riesz fractional diffusion equation(RFDE) and RFADE by powering to half-order of fractional derivative of Toeplitz matrix corresponding to the second derivative also [13] used improved matrix transform method for the Riesz space fractional reaction dispersion equation. Celik and Duman [14] utilized a mixed fractional centered difference that defined by Ortigueira [15] for the discreting of the Riesz frac-tional derivative and Crank-Nicolson method for solving the fractional diffusion equation with the Riesz fractional derivative. Chen et al. [16] examined superlinearly convergent algorithms for the two-dimensional space-time Caputo-Riesz fractional diffusion equation. Popolizio [17] investigated the discretization of Riesz derivatives by fractional centered difference schemes and described the coefficients of this discretization scheme and then obtained the explicit expression of the resulting discretization matrix. Rahman et al. [18] estimated the RFADE with respect to the space variable via improved matrix transform method and after [3, 1] Padé approximation used construct the numerical computation of exponential matrix in the analytical form of the out coming ODE. Feng et al. [8] discussed the numerical solution of the RFADE via combining the shifted Grünwald estimates with different indexes that multiply suitable coefficients for estimating the Riesz fractional derivative and then consider matrix recurrence formula to solve the resulting matrix form ODE.
In this paper, we consider the following fractional partial differential equations with the Riesz space fractional derivatives: 1) subject to the initial value and zero Dirichlet boundary conditions given by
where u is a solute concentration, The layout of this paper is organized as follows: In Section 2, preliminaries, basic definitions, essential theorems and lemmas are presented that need in the proceeding of this paper, Section 3 contains the introduce of numerical method via Padé approximate and fractional centered scheme in novel form, In section 4, the stability of the proposed method for the Riesz fractional advectiondispersion equation is discussed, and the accuracy and efficiency of the iterative scheme are checked by numerical experiments in Sections 5. Finally, we end up this paper by conclusion in Section 6.
Preliminaries
In this section, we consider some important definitions and lemmas that will be necessary for encouraging process the aims of paper.
Definition 2.1. The left-and right-sided Riemann-Liouville fractional derivatives of order ν of f (x) that be a continuous and necessary function on [0, L] are defined respectively as [19] ,
where n − 1 < ν ≤ n, n ∈ N and n is the smallest integer greater than ν.
Definition 2.2. The Riesz fractional derivatives of order ν of f (x) is defined as [20] ,
3)
Here we consider the approximation with step h of the Riesz fractional derivative that obtained by calculating the appropriate coefficients for the fractional central difference by applying Fourier transform [21] 
where 5) and all coefficients ω
We survey the properties of the coefficients ω (ν) k that are appeared at the approximate formula for Riesz fractional derivatives.
Lemma 2.1. (Refer to [14] )The coefficients ω By considering references [21] and [22] , the coefficients for various indices p = 2, 4, 6, 8, 10 and 12 are regularly given below s,p for s ∈ Z and p = 2k, k ∈ N in (2.4) satisfy:
s,p ≥ 0 for all s (alternately being the positive and negative sentences),
s+1,p | for each even number p and fix positive integer s, Proof. Let z = a + ib, where a, b ∈ R, a > 0, i 2 = −1, following [18, 24] , it can be proved in the following manner.
Therefore, the proof of the lemma is finished.
Lemma 2.4.
[25] Suppose M is symmetric, then ρ(M ) ≤ 1 + C∆t for some non-negative C is a necessary and sufficient condition for stability of difference scheme
with respect to the ℓ 2,∆x norm, where ρ(M ) denotes the spectral radius of the matrix M .
Numerical scheme for RFADE
In this section, we will obtain a new high order finite difference scheme for solving Eq. (1.1) based upon matrix transform method.
Here we consider the domain of the problem, which includes space and time direction and we divide it via spatial and temporal step sizes. Let
where h = L m and k = T n are space and time steps, respectively. The values of the finite difference approximations of u(x, t) at the grid are denoted by
(3.1)
Assume that u(x, t) is sufficiently smooth function and replace the fractional partial derivatives stated in (1.1) with respect to x by the approximated formula (2.4)
and
Let u i (t) = u(x i , t), for i = 1, 2, ..., m − 1, then the RFADE (1.1) can be cast into the following system of time ordinary differential equations by considering formulas (3.2) and (3.3) based on mesh sizes in spatial direction.
then the Eq. (3.4) can be rewritten as the following matrix form:
|i−j|,p , for ν = α, β, and i, j = 1, 2, ..., m − 1,
|i−j| , for ν = α, β, and i, j = 1, 2, ..., m − 1.
With respect to Lemma 2.1 and Lemma 2.2, these follow that the diagonal entry of all four matrices are positive and also these matrix are symmetric and strictly diagonally dominant. Therefore, these matrices are symmetric positive definite and so we'll conclude the matrix
is also a symmetric positive definite matrix.
. Due to being symmetric positive definite of the Matrix S, the exact solution of the Eq. (3.5) can be written as follow
By rewriting the exact answer for the time steps t j and t j+1 , the following formulas are obtained
Thus, we can obtain a recurrence formula for solving Eq. (3.5) by emerging the two last formulas
Now we approximate exp(−z) by using [3, 3] Padé approximation [26] exp(−z) = 120 − 60z + 12z
Eq. (3.6) takes the following form with the aid of above cited Padé approximation scheme
4 Stability analysis for numerical method
In this section, we prove the unconditional stability of the numerical method. Proof. According to the being symmetric positive definite of matrix S and positivity of the diagonal entry of the matrix S, we consequence based on Theorem 2.1 that all of the eigenvalues of matrix S have positive real parts. Let
The spectral radius of the matrix M is given by
where µ i are the eigenvalues of the matrix
It is easy to conclude that the eigenvalues of the matrix [27] (120 + 60kS + 12(kS)
are given by
by using the Lemma 2.3 and being positive of the λ i (S), we have
It follows from above mentioned inequality that the spectral radius of matrix M is smaller than 1.
Hence, based on the Lemma 2.4 the iterative scheme (3.7) is unconditionally stable.
Numerical examples of the RFADE
In order to verify the validity of the theoretical topics mentioned in this article, the maximum error and the approximate convergence rate are considered for the following two examples. For this purpose, the necessary formulas have been defined. We consider L 2 norm resembling as the device for error between the exact solution and approximate solution showing via e(h, k). The experimental convergence order in spatial direction R s (h, k) computed by the formula R s (h, k) = log e(2h, k) e(h, k) /log 2, for small values k and another one in temporal direction R t (h, k) calculated by the formula R t (h, k) = log e(h, 2k) e(h, k) /log 2, for small values h Example 5.1. Consider the following fractional advection-dispersion equation
associated with the initial value and zero Dirichlet boundary conditions
With using separation of variables method, we obtained eigenvalue λ n = n and eigenfunction ϕ n (x) = sin(nx) for n = 1, 2, ... due to Dirichlet boundary conditions and hence the analytic solution of Eqs. (5.1)- (5.3) would be at following formula:
In this example, the approximation formulas (3.2) and Table   1 demonstrates that the convergence rate of error in the spatial direction is approximately equal to sixth. Table 2 Table 2 : Maximum absolute errors and corresponding rates for the proposed method to numerical solution RFADE with halved temporal step sizes and h = 0.001π Table 1 
associated with the initial value and zero Dirichlet boundary conditions 
In this example, the approximation formulas (3.2) and convergence rate of error in the spatial direction is numerically equal to fourth. Table 4 Tables 3 and 4 exemplify the validity and accuracy of the numerically proposed method. 
Conclusions
In this paper, we developed a novel finite difference method based on a fractional centered difference 
