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ABSTRACT
Recent advances in Artificial Intelligence (AI) have led to
intense debates about benefits and concerns associated
with this powerful technology. These concerns and debates
have similarities with developments in other emerging
technologies characterized by prominent impacts and
uncertainties. Against this background, this paper asks, What
can AI governance, policy and ethics learn from other
emerging technologies to address concerns and ensure that
AI develops in a socially beneficial way? From recent
literature on governance, policy and ethics of emerging
technologies, six lessons are derived focusing on inclusive
governance with balanced and transparent involvement of
government, civil society and private sector; diverse roles
of the state including mitigating risks, enabling public
participation and mediating diverse interests; objectives of
technology development prioritizing societal benefits;
international collaboration supported by science diplomacy,









Uncertainty about the impact of AI can be a concern but it is also an opportunity:
the future is not yet written. We can, and should, shape it. (European Commission
2018a, 13)
Introduction
Is time travel among the numerous wonders promised by Artificial Intelligence
(AI)? Could this transformative and revolutionary technology transport us back
to ‘good (or not so good) old times’? For researchers of governance, policy and
ethics of emerging technologies, recent years of academic and public debates
about AI have often presented an opportunity to travel several decades back
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to the twentieth century, namely, to the times when emerging technologies were
understood mostly in terms of their contributions to economic growth and
national prestige. Actors involved in innovation were largely limited to industry
and academia. The state mostly was seen as having a limited role of market cor-
rection and the field of computing ethics was less prominent. Those were times
with little or no awareness of cross-cutting political, social and ethical issues of
emerging technologies – from life sciences to information technologies – that
shape our lives (e.g. Jasanoff 2016: Juma 2016) and specific ways to govern
them (e.g. Kuhlmann, Stegmaier, and Konrad 2019) such as Responsible Inno-
vation (e.g. Stilgoe, Owen, andMacnaghten 2013). The knowledge accumulated
and lessons learned about governance, policy and ethics of emerging technol-
ogies over the past decades have not much featured in recent discussions
about AI.
Is AI really such a sui generis phenomenon that its governance and ethics
have little if anything to learn from other emerging technologies? A number
of concerns and issues addressed in AI debates leave a déjà vu feeling
because they are well-known from work on other emerging technologies.
This suggests that when addressing concerns associated with AI, rather than
‘reinventing the wheel’, there are opportunities to learn from advances made
and lessons derived from governance, policies and ethics of other emerging
technologies. While each technology has some unique features, all emerging
technologies have a number of common characteristics – such as radical
novelty, relatively fast growth, coherence, prominent impact, and uncertainty
and ambiguity (Rotolo, Hicks, and Martin 2015) – that pose some similar con-
cerns and allow to learn across different technologies.
Against this background, this paper asks –what can AI governance, policy and
ethics learn from other emerging technologies to address concerns and ensure
that AI develops in a socially beneficial way? To answer this question, we draw
on analysis of AI policy documents and on recent literature on governance,
policy and ethics of emerging technologies. Discussions of concerns about AI
and governance, policy and ethics of emerging technologies are diverse and
extensive. It is beyond the scope of this article to cover them comprehensively
and to study all of them in-depth. Therefore, the main focus here is on some
of the key concerns and solutions identified in AI policy discussions and
lessons from work on other emerging technologies that might be relevant for AI.
With this article, we aim to contribute to the social studies of AI and emer-
ging technologies more broadly with a particular focus on their governance and
policy. Our examination of recent policies for AI is complementary to other
articles in this special issue on AI discontents (Garvey 2021, this issue) enga-
ging, for example, with critical analysis of AI for good initiatives (Holzmeyer
2021, this issue), emerging AI applications in healthcare (Datta Burton et al.
2021, this issue) and social criticism of computing (Loeb 2021, this issue).
While our article takes a ‘bird’s eye’ view on common trends in recent policies
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for AI, similar to other contributions in this special issue (Adams 2021; Black-
well 2021, this issue) we recognize the importance of diverse national, regional
and local contexts and cultures.
This article proceeds as follows: first, insights from AI policy documents on
AI framing, a mix of hopes and concerns and suggested solutions in terms of
ethics and regulation are discussed; second, we reflect on the lessons that
recent literature on governance, policy and ethics of emerging technologies
can offer to AI; and finally, we conclude summarizing the suggestions from
this literature that could be relevant for AI governance.
AI policy debates: framing of hopes, concerns and solutions
Recent advances in AI, driven by developments in hardware and big data (see,
e.g. Marcus and Davis 2019), have triggered active public debates around the
world about the benefits and concerns related to AI and appropriate public pol-
icies (Ulnicane et al. forthcoming). According to the OECD, in early 2020 at
least 50 countries1 have developed, or are in the process of developing, national
AI strategies.2 Additionally, international organizations, consultancies and sta-
keholders have also launched their AI policy documents. We have analysed 49
AI policy documents launched from 2016 to 2018 by national governments,
international organizations, consultancies and stakeholder organizations in
Europe and the United States (for the list of documents, see the Appendix).3
In our analysis, we focused on how these policy documents frame AI, associated
benefits and concerns, and what mechanisms they suggest for addressing them.
In these policy documents, we find various definitions and understanding of
AI as well as concerns about difficulties to define AI (The 2015 panel 2016;
Villani 2018; European Commission 2018a; EESC 2017). While it is recognized
that the concept of AI has existed for more than 60 years, these documents
highlight that the real-world applications have only accelerated during the
past decade (Campolo et al. 2017; Crawford and Whittaker 2016; European
Commission 2018a Executive Office of the President 2016a; UNI Global
Union 2017). Wide-ranging and long-lasting effects of AI across many areas
of life and numerous sectors of economy are often discussed. Sometimes they
are presented as a reason why AI is different from other technologies, as can
be seen in a French document which states that
1Most of these AI strategies have been launched in Europe, North America and major Asian economies. Similar
geographical concentration can be seen with regard to AI ethics guidelines (Jobin et al 2019).
2AI strategies and public sector components https://oecd-opsi.org/projects/ai/strategies/ Last accessed 15 Febru-
ary 2020.
3We selected these policy documents according to a set of criteria: they have strong focus on AI; they focus on
overarching AI policy rather than AI policy in a specific domain such as education and health; and they address
policy questions rather than just ethical principles. For more information on methodology, see Ulnicane et al
2020.
INTERDISCIPLINARY SCIENCE REVIEWS 73
The key factor setting AI apart from other scientific disciplines is its all-encompassing
impact society wide. This is not just some passing trend or media phenomenon, far
from it: its implications are posed to be long-lasting and game-changing worldwide.
AI is seeping into all sectors – economic, social, political and cultural alike […] The
key question now is nothing less than what kind of society we wish to live tomorrow.
(Villani 2018, 63)
Attitudes towards these numerous long-term effects of AI represent a complex
mix of optimism on how they should improve ‘our lives’ (Villani 2018) and
caution or even concern pointing out that ‘it is necessary to look carefully at
the ways in which these technologies are being applied now, whom they’re
benefitting, and how they are structuring our social, economic, and interperso-
nal lives’ (Crawford and Whittaker 2016). Some documents more emphasize
expected benefits of AI, others focus more on concerns and yet other ones
attempt to balance opportunities and challenges associated with AI. A
common feature is that, typically, the impact of AI is seen to be significant
across many areas, from jobs, health and education to transport and security.
While discussing opportunities, some documents predominantly focus on
economic impact in terms of increases in growth and productivity, while
others take a broader view considering societal benefits. Latter ones include
hope that AI ‘will be central to the achievement of the Sustainable Development
Goals (SDGs) and could help solve humanity’s grand challenges’ (ITU 2017).
In context of this paper’s focus on emerging technologies, it is interesting
that one document explicitly indicates that benefits are related to AI interaction
with other technologies, stating that ‘in combination with other emerging and
converging technologies, AI has the potential to transform our society through
better decision-making and improvements to the human condition’ (Bowser
et al. 2017). This idea sees AI as a critical component of the so-called fourth
industrial revolution that includes the fusion of physical, digital and biological
technologies (Schwab 2017). Some documents simplify or selectively use
examples from previous emerging technologies, for example, by suggesting
that ‘the history of technology development tends to show that a foundational
technology, such as the Internet, can serve everyone’ (Accenture 2017) and
comparing ‘the advent of AI technologies to the development of the commer-
cial internet in the 1990s to provide insight into how policy-makers may cham-
pion pro-growth policies while maintaining an appropriate level of oversight
and accountability for consumers’ (Thierer, Castillo O’Sullivan, and Russell
2017). These two examples of internet history ignore more problematic
issues such as digital divide or surveillance.
Concerns and challenges
The policy documents address a wide variety of concerns and challenges associ-
ated with AI including ethics, safety, privacy, transparency and accountability,
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work, education and skills, inequality and inclusiveness, law and regulations,
human rights and fundamental norms and values, governance and democracy,
and warfare (e.g. EESC 2017). Some concerns are phrased more as individual
level ethical questions about personal integrity, autonomy, dignity and freedom
of choice (e.g. EESC 2017), while others addressmacro-level issues of geopolitics,
power and populist political movements (Campolo et al. 2017). Some of the key
concerns are summarized in this quote from a European Union document:
Workers fear they will lose their job because of automation, consumers wonder who is
responsible in case a wrong decision is taken by an AI-based system, small companies
do not know how to apply AI to their business, AI startups do not find the resources
and talent they need in Europe, and international competition is fiercer than ever with
massive investments in the US and China. (European Commission 2018b, 1)
Some policy documents state that challenges posed by AI are similar to those
raised by other emerging technologies but others argue that such comparisons
are not relevant for AI due to its major differences from earlier technologies. A
US document states that ‘as with most transformative technologies, AI presents
some risks in several areas, from jobs and the economy to safety, ethical, and
legal questions’ (Executive Office of the President 2016a). Similar ideas can be
found in the European stakeholder document which tells that ‘as with every dis-
ruptive technology, AI also entails risks and complex policy challenges in areas
such as safety and monitoring, socio-economic aspects, ethics and privacy,
reliability, etc.’ (EESC2017)However, adocument fromtheEuropeanParliament
suggests thatAI is verydifferent fromprevious technologies highlighting that ‘the
split between past and future societalmodelswill be such thatwe cannot expect to
take the emergence of information technology, the internet ormobile phones as a
startingpoint forreflection’(EuropeanParliament2016).Thisquotefromareport
from the UK Parliament summarizes some old and new concerns posed by AI:
Many of the challenges now linked to AI are far from new. For instance, concerns
about increasing inequality gaps, stereotypes and biases, shortages of skills, and
abuse of power have existed in our society for centuries now. AI is not the creator
of these problems. Rather, in many ways, AI is simply resurfacing prevailing problems
and urging society to acknowledge their existence and provide solutions. On the other
hand, AI technologies are of such high impact and progress at such rapid speeds that
some issues developing are authentically new. Some of these include increasingly
automated decision-making, potentially catastrophic security threats, technological
unemployment, and transformations in current notions of privacy, agency, consent,
and accountability. (BIC/APPGAI 2017a, 6)
Proposed solutions: ethics and regulation
How can these old and new concerns raised or reinforced by AI be addressed?
Almost every AI policy document calls for an appropriate ethical and legal fra-
mework and related activities such as ethics education and research on ethical,
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legal and social implications of AI. A US document points out that this call has
similarities and differences with other technologies: ‘as with any technology, the
acceptable uses of AI will be informed by the tenets of law and ethics; the chal-
lenge is how to apply those tenets to this new technology, particularly those invol-
ving autonomy, agency and control’ (Executive Office of the President 2016a).
Due to the global reach of AI, several documents suggest that ethics guidelines
and sometimes even regulation should be coordinated or adopted at inter-
national level (e.g. EGE 2018; Rathenau Institute 2017).
Interestingly, while policy documents often mention AI ethics and law next
to each other, suggesting that they are closely linked, on a closer reading and
observation of practical developments, the major differences in attitudes to
ethics and law emerge. The documents reveal a lot of enthusiasm for ethics
codes and guidelines based on human rights and values that would guide the
development and use of AI. Only occasionally more cautious notes are men-
tioned reminding that AI ethics codes ‘should be accompanied by strong over-
sight and accountability mechanisms’, that ‘more work is needed on how to
substantively connect high level ethical principles and guidelines for best prac-
tices to everyday development processes’ and the ‘need to move beyond indi-
vidual responsibility to hold powerful industrial, governmental and military
interests accountable’ (Campolo et al. 2017).
If the overall attitude towards ethics guidelines is enthusiastic, then views on
regulation are typically more cautious with caveats added. Often it is suggested
that while regulation is needed to avoid AI related risks, it is important to ‘avoid
the risk of over-regulation, as thiswould critically hamper’ innovation (European
Commission 2017) and that ‘regulation that stifles innovation, or relocates it to
other jurisdictions’ would be counterproductive (The 2015 panel 2016). Some
caveats added to regulation discussion include pointing out that there is a lot of
uncertainty about this new technology and ‘taking the right approach to laws
and regulations on AI will also require a good understanding of what AI can,
cannot and will be able to do in the short, medium and long term’ (EESC 2017)
and that ‘attempts to regulate “AI” in general would be misguided, since there is
no clear definition of AI (it isn’t any one thing), and the risks and considerations
are very different in different domains’ (The 2015 panel 2016). This cautious
approach includes statements that the officials aremonitoring the developments,
and reviewing and adapting existing legal frameworks (European Commission
2018c). Interestingly, these caveats and cautious statements are hardly evermen-
tioned when discussing codes of ethics, to which they might also be relevant.
While ethics guidelines and regulations are interconnected as regulations can
be a way to protect values and implement voluntary ethical guidelines via
binding legislation, there are important political, technical and other types of
differences between the two, which is part of the explanation why more has
been done in launching AI ethics guidelines than adopting regulation. A
recent review of 84 AI ethics guidelines adopted by governments, international
76 I. ULNICANE ET AL.
organizations, think tanks, companies and professional organizations (Jobin
et al 2019) confirm vibrant developments in this field. Much less activity has
taken place in adopting regulation. For example, the European Union has
been much faster in launching its AI ethics guidelines, while discussions on
appropriate regulation and legislation take much longer (Ulnicane 2021;
Vesnic-Alujevic, Nascimento, and Polvora 2020).
Experts have suggested that active work on ethics and little progress on regu-
lation are connected because:
AI ethics initiatives have thus far largely produced vague, high-level principles and
value statements that promise to be action-guiding, but in practice provide few
specific recommendations and fail to address fundamental normative and political
tensions embedded in key concepts (for example, fairness, privacy). Declarations by
AI companies and developers committing themselves to high-level ethical principles
and self-regulatory codes nonetheless provide policymakers with a reason not to
pursue new regulation. (Mittelstadt 2019, 501)
This idea that companies strategically promote ethics as part of their public
relations to delay or avoid binding regulation is echoed by others. For
example, Thilo Hagendorff (2020) points out that the focus of companies on
ethics, which lacks mechanisms to enforce its normative claims, discourages
efforts to create a binding legal framework. A number of stories from Europe
and the US (Coeckelbergh and Metzinger 2020; Metzinger 2019; Ochigame
2019) provide empirical insights that support the above claims.
If regulation tends to be avoided or delayed and the role of ethics is contested,
then what remains to address the concerns posed by AI? Below we discuss a
number of insights from other emerging technologies on their governance,
policy and ethics that can provide suggestions for addressingAI related concerns.
Towards a ‘good governance’ of AI? Lessons from governance, policy
and ethics of emerging technologies
Recent years and decades have seen the emergence and development of ideas,
concepts and practices for shaping the development and use of emerging technol-
ogies towards societal benefits. In particular, work on the inclusion of diverse sta-
keholders, consideration of various roles of the state, broad societal goals of
technology, international cooperation and science diplomacy, computing ethics
and Responsible Innovation are discussed here. While each of these ideas, con-
cepts and practices also have some limitations, they can provide useful starting
points to broaden and enrich approaches to AI, which faces a number of chal-
lenges similar to those for other technologies. These are some opportunities to
shape AI development and use nationally and internationally as well as at the
level of research projects and laboratories, which need to be further contextua-
lized to specific locations, cultures, temporalities and applications.
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Beyond government: governance
AI policy documents (e.g. BIC/APPGAI 2017a) tend to mention governance as a
way to facilitate benefits andmitigate risks associatedwithAI (Ulnicane et al 2020).
However, AI documents (and the academic literature) hardly ever define or
explain what do they mean by governance. Either governance is mentioned
close to government implying that governance is something that government
does or it is mentioned next to ethics suggesting that governance is similar to
and reinforces ethics. Looking at the social science literature on governance and
its role in emerging technologies can help not only to clarify definitions but also
to reveal the potential of systematically addressing governance issues for AI.
In the social science literature, a move from government to governance (Pierre
and Peters 2000) stands for the involvement of more diverse non-governmental
actors, groups and networks from civil society and private sector in decision-
making and coordination. According to Susana Borras and Jakob Edler (2014,
13–14), governance is understood ‘as the mechanisms whereby societal actors
and state actors interact and coordinate to regulate issues of societal concern’.
Coordination including a broad range of stakeholders is of high relevance for
emerging technologies. Specific governance approaches have been suggested to
address the uncertainty surrounding future developments, societal benefits and
risks associated with emerging technologies. For example, the notion of ‘tentative
governance’ (Kuhlmann, Stegmaier, and Konrad 2019) emphasizes the role of
flexibility, learning and reflexivity in governing emerging technologies.
Elements of governance which emphasize the importance of interaction
between government and a broad range of societal actors in decision-making
can be found in AI policy documents which suggest multi-stakeholder
approaches, inclusion and dialogue to ensure that AI is developed and used
according to interests and needs of the society (Ulnicane et al 2020). How
these important ideas are implemented is crucial. Some early experiences
with multi-stakeholder AI forums (e.g. Metzinger 2019) suggest that they
face the risks well-known in social science literature on the collective action,
namely the problem that arises when business interests are better organized
and resourced, and forums for public participation can be captured by vested
interests (Olson 1974). It is important to be aware of such risks and take
actions to ensure balanced participation of diverse interests.
Beyond market correction: diverse roles of the state
What is the role of the state in the governance of emerging technologies? This is
a highly relevant question for AI because of concerns about the dominant role
of big technology companies in this field in which ‘the vast majority of the
development of AI and all its associated elements (development platforms,
data, knowledge and expertise) is in the hands of the “big five” technology
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companies’ (EESC 2017). If power and resources in this field are concentrated
in a small number of large companies, then the question arises what can the
state do to influence its development in societal interests? Policy documents
suggest a number of activities expected from the state including regulation
and supporting research and retraining. For example, a French document
assigns the state the role of a key driver for ‘laying the foundation for inno-
vation and providing stakeholders with the means and the resources for break-
ing new ground’ (Villani 2018). The AI Now 2017 report with a particular focus
on the US situation highlights that the role has shifted during the history of AI:
In the mid-twentieth century, advanced computing projects tended to be closely
associated with the state, and especially the military agencies who funded their funda-
mental research and development. Although AI emerged from this context, its present
is characterized by a more collaborative approach between state agencies and private
corporations engaged in AI research and development. (Campolo et al. 2017, 23)
There are important questions to be asked about this collaborative approach
between the state and private companies not only in the context of the US
administration but more generally: Whose interests do they serve? Do they con-
sider broader societal interests or are they predominantly geared towards econ-
omic interests of companies? Are other groups of civil society, consumers and
users included in these collaborative relationships? Are these relationships
transparent and accountable to the public?
One way to approach these questions is to reflect on the role of the state in the
field of emerging technologies. If traditionally the role of the state with respect to
new technologies was associated with market correction, then recent work in the
innovation policy studies has undertaken a more systematic approach to identify
diverse roles that the state plays. Borras and Edler (2020) have identified 13 roles
of the state and many of them are highly relevant for addressing some of the AI
related concerns. This includes such roles as, for example, a mitigator trying
actively to reduce the negative effects that arise as a consequence of socio-tech-
nical change; an enabler of societal engagement encouraging the involvement
of stakeholders in participatory processes to define direction of change; and a
moderator acting as arbitrator or negotiator between different social and political
positions among agents regarding the direction of transformation of a socio-tech-
nical system (Borras and Edler 2020). Considering the variety of roles that the
state can play allows to think more broadly about the opportunities for the
state to shape the development and use of AI.
Beyond growth: policy to address societal challenges
What is the objective of AI policy? Many AI policy documents still follow tra-
ditional paradigm of technology policy focusing on economic contribution of
AI to increase growth and productivity. However, some documents also
INTERDISCIPLINARY SCIENCE REVIEWS 79
include more recent shift in technology policy towards societal objectives men-
tioning potential contribution of AI to addressing important social challenges,
achieving the United Nations Sustainable Development Goals (ITU 2017;
Vinnova 2018) and the European Green Deal tackling climate and environ-
mental-related challenges (European Commission 2020). In policy documents,
traditional and novel ideas about the objectives of technology policy occasion-
ally are mixed, as it can be seen in this quote from this French document which
talks about the paradigm shift towards energy-efficiency but at the same time
sticks to traditional discourse of growth and economics:
A truly ambitious vision for AI should therefore go beyond mere rhetoric concerning
the efficient use of resources; it needs to incorporate a paradigm shift toward a more
energy-efficient collective growth which requires an understanding of the dynamics of
the ecosystems for which this will be a key tool. We should take the opportunity to
think of new uses for AI in terms of sharing and collaboration that will allow us to
come up with more frugal models for technology and economics. (Villani 2018, 102)
The traditional technology policy paradigm focusing on economic growth and
productivity is increasingly challenged in the context of climate change and
resource consumption (see e.g. De Saille et al. 2020). An emerging policy para-
digm focuses on societal objectives, namely, how new technologies can help to
address societal challenges such as climate change, growing inequality, demo-
graphic change or resource scarcity (Diercks, Larsen, and Steward 2019). It
takes a broader approach to the innovation process including not only industry,
academia and government but also civil society and considering not only
supply-side of technology but also demand-side of its uses (Diercks, Larsen,
and Steward 2019). Of course, many of these ideas are not completely new
and some of them can be traced back to the long-standing work on social func-
tion of science (Bernal 1939), the Moon and the Ghetto debate on differences in
technological progress in different domains (Nelson 1977, 2011), and efforts to
prioritize social justice issues in research and development policy-making
agendas (Woodhouse and Sarewitz 2007). While societal challenges such as
climate change are global in their nature, it is also important to contextualize
them and recognize their plurality (Wanzenbock et al. 2020). This new trans-
formative innovation policy paradigm, which brings these ideas together in a
systematic framework, can be relevant for AI policy.
Beyond global competition: international research collaboration and
science diplomacy
If many countries and international organizations have developed their
national AI strategies, then how do they interact with each other? Policy docu-
ments and media promote seemingly contradictory discourses of global compe-
tition vs. global cooperation on AI (Ulnicane et al. forthcoming). The global
competition discourse presents AI development as ‘a new space race’ where
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countries compete to dominate the AI development. This discourse focuses on
which countries are making major investments and advances in AI. An example
of this global competitiveness narrative can be seen in this quote from the UK
document stating that
A challenging race to make most of the opportunities posed by AI has begun. China,
the US, Russia, Canada, Japan, and many more countries have passed ambitious strat-
egies in which they have put AI as a priority in their political agendas. (BIC/APPGAI
2017b, 5)
A number of countries and organizations have expressed their ambitions to be
global leaders and defined their approaches to global competition, for example,
the European Union has announced that it wants to lead based on its values
(Ulnicane 2021). This global competitiveness discourse demonstrates the pri-
ority countries and organizations assign to AI but it can also have negative
effects such as hampering global collaboration. Focus on global competitiveness
among countries has been called ‘a dangerous obsession’ (Krugman 1994)
because it suggests that relationships among countries are ‘a zero-sum game’
where one country wins and other looses rather than ‘a positive-sum game’
where the overall size of the pie increases and everyone gains.
At the same time, there are many calls for global cooperation and coordi-
nation on AI development and internationally recognized ethical and legal fra-
meworks to address common challenges (e.g. EGE 2018; Rathenau Institute
2017). This quote from the EU High-Level Expert Group on AI summarizes
some of the main arguments for global cooperation:
Just as the use of AI systems does not stop at national borders, neither does their
impact. Global solutions are therefore required for the global opportunities and chal-
lenges that AI systems bring forth. We therefore encourage all stakeholders to work
towards a global framework for Trustworthy AI, building international consensus
while promoting and upholding our fundamental rights-based approach. (European
Commission 2019, 5)
International cooperation on AI is already taking place in the European Union,
OECD, G20 and other organizations (e.g. European Commission 2020). An
important part of AI policy development around the world is that countries
learn from each other’s AI initiatives and strategies (e.g. BIC/APPGAI
2017b) and such cross-country learning is facilitated by international forums
such as the World Economic Forum. Suggestions have been made to launch
international cooperation initiatives for AI similar to success stories in other
fields such as the Intergovernmental Panel on Climate Change (European Com-
mission 2018b) and the European Organization for Nuclear Research CERN for
AI experts to discuss and develop technology (European Commission 2017).
The development of international cooperation in AI can benefit from lessons
learned on global cooperation among researchers and science diplomacy
among policy-makers in other fields. Extensive social science studies of
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international scientific collaboration demonstrate the increase in scientists col-
laborating across national borders due to various reasons such as bringing
together diverse types of expertise, seeking reputation, pooling resources for
large-scale infrastructure and addressing cross-border problems (e.g. Wagner,
Whetsell, and Mukherjee 2019). While such collaborations can bring many
benefits, they also encounter difficulties such as high transaction costs due to
diverse cultures and long geographical distances (Wagner, Whetsell, and
Mukherjee 2019). To facilitate international collaborations among scientists,
policy-makers have launched science diplomacy activities at the intersection
of science policy and foreign affairs to support joint efforts to address global
challenges (e.g. Flink and Rüffin 2019). When designing international
cooperation initiatives for AI, which have to address not only complex scientific
and technological issues but also often sensitive topics of diverse political and
economic systems, regulatory environments and cultural traditions, there are
many opportunities to learn what works in other fields and how. Does AI
really need a large-scale, single-site physical research infrastructure such as
CERN, or would a networked and distributed collaboration be more appropri-
ate in this area?
Beyond biomedical ethics: ethics of computing
The dominant approach to ethics as applied to AI is based on biomedical ethics
(see e.g. Mittelstadt 2019). Biomedical ethics arose following the second World
War and the Nazi atrocities committed in the concentration camps. The prin-
ciples were formed during the Nuremberg trials of the war criminals (Freyhofer
2004). These were developed in the World Medical Association’s (2008) Hel-
sinki Declaration and formalized through the Belmont report (The National
Commission for the Protection of Human Subjects of Biomedical and Behav-
ioral Research 1979). A cornerstone of biomedical ethics is its reliance on
mid-level ethical principles (beneficence, non-maleficence, justice and auton-
omy) (Beauchamp and Childress 2009). This approach of basing applied
ethics on mid-level principles is dominant in AI ethics, as Anna Jobin and col-
leagues’ (2019) review shows.
While the adoption of biomedical ethics offers advantages, notably the
immediate recognition of approach and the possibility of utilizing existing struc-
tures of biomedical ethics (institutional review boards, research ethics commit-
tees, established review processes), it is important to point out that the
‘principilsm’ (Clouser and Gert 1990) of biomedical ethics has always been
subject to controversy. Even fromwithin the biomedical field it has been regarded
as overly rigid (Klitzman 2015) and there have been questions of its consistency
and applicability beyond the biomedical field (Schrag 2010; Stark 2011). A key
concern with high relevance to AI is that biomedical ethics is based on the
assumption that the underlying research is fundamentally ethically desirable
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(understanding disease, finding cures) and the main point of ethics is the protec-
tion of patients. While this assumption holds for much of biomedical research, it
is arguably much weaker elsewhere, including in AI, where it is not a priori
obvious that a new technology or innovation per se is desirable.
In addition, the focus on biomedical ethics renders invisible a large body of
work undertaken on ethical questions of computing. This work started in the
early days of digital computing (Wiener 1954) and has become a more
formal sub-discipline with dedicated journals and conferences since the
1980s (Moor 1985). There are bodies of work around concepts such as compu-
ter ethics (Gotterbarn 1995; Johnson 2001), information ethics (Floridi 1999),
digital ethics and others, which are dedicated to ethical aspects of information
and communication technologies. Importantly, a dedicated sub-field of Inter-
cultural Digital Ethics brings in diverse cultural and social perspectives to
examine ethical issues of digital technologies (Aggarwal 2020). AI, traditionally
classified as one field of computer science, has been subject of these studies well
before the current AI publicity. However, by relying on biomedical ethics,
much of this work has been rendered less visible than it arguably deserves to
be, thus limiting its ability to contribute to making AI beneficial.
Many issues at the core of current AI debates such as privacy, autonomy,
agency, trust and inclusion have been extensively addressed in the field of com-
puting ethics (Stahl, Timmermans, and Mittelstadt 2016), which have demon-
strated the breadth of influence that technology can have on all aspects of life
affecting power and politics, economics, education, the environment and
other areas. As there is a lot of continuity and path-dependence from comput-
ing to AI technologically as well as in terms of its wide-ranging impacts, AI can
benefit by building on the work done and knowledge accumulated on ethical
and societal issues of computing.
Beyond ethical principles: Responsible Innovation
In the past decade the Responsible Innovation approach has been developed as
a way to go beyond ethical principles (Owen and Pansera 2019). It has been
applied in particular in Europe over a range of emerging technosciences such
as nanotechnology, geoengineering and synthetic biology. While there are
many definitions of Responsible Innovation, it is broadly understood that
responsible forms of innovation should be aligned to social needs, be responsive to
changes in ethical, social and environmental impacts as a research programme devel-
ops, and include the public as well as traditionally defined stakeholders in two-way
consultation. (De Saille 2015, 153)
The alignment of innovation to societal needs includes processes and practices
of anticipation of potential future developments and impacts of science and
innovation, inclusion of diverse stakeholders, reflexivity and responsiveness
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(Stilgoe, Owen, and Macnaghten 2013). While the specific term of Responsible
Innovation has emerged only about a decade ago, it builds on long-established
practices such as technology assessment and public engagement (e.g. Jasanoff
2016). What is novel about the RRI approach is that it aims to bring such prac-
tices into a more systematic framework along the four interconnected dimen-
sions of anticipation, inclusion, reflexivity and responsiveness (Stilgoe, Owen,
and Macnaghten 2013). Each of these four dimensions offers of a number of
techniques to address and implement societal responses into research and inno-
vation. Anticipation dimension includes techniques of foresight, technology
and risk assessment, inclusion dimension encompasses approaches such as
citizen conferences and focus groups, reflexivity dimension includes multidis-
ciplinary training and collaboration as well as embedded social scientists and
ethicists in laboratories, while responsiveness dimension draws on the insights
from anticipation, inclusion and reflexivity exercises to design appropriate
measures from regulation and funding programmes to moratoriums if need
be. This can be a powerful approach to address societal needs by systematically
integrating anticipation, inclusion, reflexivity and responsiveness activities and
involving a broad range of stakeholders in them.
Some AI policy documents mention Responsible AI without explaining it
and making explicit links to the Responsible Innovation approach. Several
documents mention Responsible Innovation in passing with one exception
(IEEE 2017) of engaging with Responsible Innovation work and its relevance
for AI. More in-depth learning from a decade of Responsible Innovation
advances and limitations in aligning emerging technosciences with societal
needs could contribute to developing systematic frameworks for building
socially beneficial AI. So far in other fields Responsible Innovation approach
has been mostly applied at the level of research projects and laboratories
where, for example, social scientists and ethicists collaborate with technology
developers in knowledge co-production (see e.g. Aicardi et al. 2020) but it
also has a potential to consider the role of politics and power to further demo-
cratize technology development and use (Van Oudheusden 2014). In that way,
project and laboratory level Responsible Innovation practices can benefit from
being part of a broader governance processes described in previous lessons such
as diverse roles of state at national level, new policy paradigms of societal chal-
lenges and international cooperation arrangements.
To summarize, the six above-discussed lessons from the literature on gov-
ernance, policy and ethics of emerging technologies are complementary and
reinforcing each other. Insights from the governance literature focus on invol-
ving diverse stakeholders in decision-making, which can be facilitated by the
state and organized along the dimensions of Responsible Innovation which
focus on anticipation, inclusion, reflexivity and responsiveness. These can be
geared towards developing and using AI in a way that addresses societal chal-
lenges locally and globally. They offer plenty of opportunities to develop many
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concrete recommendations for governance of socially beneficial AI. However,
concrete recommendations cannot be produced in a universal ‘one size fits
all’ manner. Rather they should be developed in a reflexive, collaborative and
inclusive way considering specific contexts, cultures and traditions.
Conclusions: some lessons for a good governance for AI
Recent advances in AI have triggered intensive public debates about potential
impact of this technology. Against this background, AI policy documents
launched by national governments, international organizations and various sta-
keholders focus on wide-ranging and long-lasting effects on jobs, politics,
economy and society. These effects include positive expectations as well as
major concerns about AI effects on individual and societal level. While some
of these concerns, such as effects of automation, might seem novel, others
related to risks and inequalities are well-known. Typical solutions for dealing
with these concerns suggested in AI policy documents focus on ethics and regu-
lation. The role of both of these suggested solutions remains contested.
To look for systematic ways to address concerns associated with AI and
facilitate its development and use in socially beneficial ways, in this article we
reviewed some recent lessons from literature on governance, policy and
ethics of emerging technologies. Such lessons can be relevant for AI which
share typical features of emerging technologies such as fast growth, radical
novelty, prominent impact and uncertainty. We derive six complementary
and reinforcing lessons. First, rather than focus on top-down government
decisions, consider governance arrangements that bring together government
and diverse non-state groups from civil society and private sector in a balanced
and transparent way. Second, rather than assume limited role of the state in
market correction, think about diverse roles of the state in mitigating risks,
enabling participation of diverse groups and mediating various needs and inter-
ests. Third, go beyond traditional goals of technology to support economic
growth and productivity, and focus on how technology can address societal
challenges. Fourth, rather than being a global race where one country wins
and others loose, technology development can be based on international
research collaboration supported by science diplomacy efforts. Fifth, rather
than develop AI ethics based on principles of medical ethics, learn from a
related field of computing ethics that has accumulated extensive knowledge
on issues such as privacy, autonomy, agency, trust and inclusion. Sixth, one
way to go beyond ethical principles is to learn from the Responsible Innovation
approach on how to systematically address societal needs in the development
and use of emerging technologies.
Governance of emerging technologies is a highly complex endeavour and
there are no magic solutions. However, to address concerns associated with
AI and shape its development in socially beneficial ways, recent lessons from
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other emerging technologies can offer ideas, concepts and approaches that
broaden a range of available options and allow to imagine various ways of
achieving desirable objectives. Further work should focus on examining gov-
ernance needs and arrangements of specific AI applications in diverse contexts
at different but interconnected levels from technology development projects
and laboratories to national policies and international cooperation
arrangements.
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