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Abstract. The so-called Weyl transform is a linear map from a commutative algebra of
functions to a noncommutative algebra of linear operators, characterized by an action on
Cartesian coordinate functions of the form (x, y) 7→ (X,Y ) such that XY − Y X = iǫI,
i.e. the defining relation for the Heisenberg Lie algebra. Study of this transform has
been expansive. We summarize many important results from the literature. The primary
goal of this work is to prove the final result: the realization of the polar transformation
(ρ, eiθ) 7→ (R, eiΘ) in terms of explicit orthogonal function expansions, while starting from
elementary principles and utilizing minimal machinery. Our results are not strictly original
but their presentation here is intended to simplify introduction to these subjects in a novel
manner.
MSC(2010): 00A69, 81R60, 46L65, 35P05, 33C45.
Keywords: Noncommutative geometry, harmonic analysis, Weyl transform, deformation
quantization, mathematical physics.
1. Introduction
The formation of quantum mechanics, in addition to its generous contributions to the
natural sciences, brought forth a new wave of previously unforeseen mathematical corre-
spondences and new robust frameworks for the understanding thereof. Standard quantum
theory introduces an algebra of operators on an infinite dimensional vector space. The sim-
plest case thereof occurs when considering the quantization of the classical [Hamiltonian]
phase space of a point particle moving in one dimension. In this case the algebra is at least
formally generated by a pair of operators X, Y (usually written respectively as Q,P ) which
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satisfy [X, Y ] = iǫI, where [·, ·] is the commutator, i ∈ C the imaginary unit, ǫ ∈ R+ \ {0}
(usually written as ~) a fixed parameter, and I the identity operator. Intuitions from the
classical theory and explicit representations of the operator algebra can be brought most
to light by essentially asking the following. How one can assign a mapping that replaces
f : (x, y) 7→ f(x, y), a function on R2, with an operator F = f(X, Y )? Use of the Weyl
transform, addressed extensively in this work, is a distinctly ubiquitous answer to this ques-
tion.
The mathematically rigorous study of the Weyl transform has been extensive. The breadth
and depth thereof has been so great that in the literature one can see frequent attempts to
condense, simplify, and more clearly communicate these advances to more general audiences.
We follow with this tradition in this paper by attempting to elucidate a short and straight-
forward guide from elementary principles of the Weyl transform through notions of polar
representations of transformed functions. We claim no originality for the results presented
here however feel that the production of this paper is merited by a need for a clarification
and simplification of the ideas that surround the notion of cylindrical harmonics on noncom-
mutative phase space. By this we mean an attempt at answering the following questions. If
one represents (x, y) ∈ R2 as ρeiθ ∈ C and one takes f : (x, y) 7→ f(x, y) = f ′(ρ, θ), then
what is an appropriate representation of F = f(X, Y ) that preserves properties of the polar
representation f ′(ρ, θ)?
Generally one is concerned with the algebra generated by the elements {Xn, Yn}
d
n=1, taken
with the identity I, that satisfy [Xn, Yn] = iǫI with all other commutators vanishing. This
is precisely the 2d + 1-dimensional Heisenberg Lie algebra hd. For simplicity we restrict
attention to the d = 1 case and we note that this fails to capture none of the larger theory
since the nontrivial commutators occur pairwise. In this sense the theory strictly pertains
to noncommutative planes. Much of the mathematical literature focuses instead on the
Heisenberg Lie group Hd and harmonic analysis thereupon, see e.g. the excellent texts by
Thangavelu [21][22]. Often in this perspective one considers Hd as isomorphic to R
2d+1 as a
set that carries an algebraic product, with hn a set of vector fields with a Lie bracket. This
approach has been very fruitful with many mathematical applications, c.f. for example the
comprehensive survey by Howe [8]. We believe, however, that this “top down” approach has
been less successful at taking root in more distant branches of mathematics and especially
in the natural sciences. We then take the “bottom up” approach whereby one considers
the algebra generated directly by hd, usually taken with a unitary representation on an
infinite dimensional Hilbert space. We consider Folland’s excellent text [4] to be the de facto
standard text on this approach.
The replacing of a commutative algebra with a noncommutative algebra for the modeling
of quantum physics is a substantial pillar of the set of ideas known broadly as quantization.
The use of the Weyl transform for this end is known as deformation quantization, which has
seen much use for semi-classical approximations and quantum optics. These methods from
physics have also been carried over into pure math with micro-local analysis, symbol calculus,
and a general study of pseudo-differential operators. There has recently been an interest, in
the physics community, in the use of the replacement (xn, yn) 7→ (Xn, Yn) to modify general
PDE on manifolds. This was first strongly encouraged in the context stabilizing the solutions
of effective field theories for string theories by Gopakumar, Minwalla, and Strominger in [7],
the ideas of which were brought closer to those of the mathematics community by Chen,
Fro¨hlich, and Walcher in [2]. These works tend to rely on the Moyal star product approach,
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which introduces a particular highly noncommutative product on otherwise commutative
functions. This method requires fewer new mathematical objects but can be rather opaque
for the sake of analysis. For a more extensive discussion of these, among others, approaches
and applications see, for example, [14]. We hope our presentation in this paper will encourage
members of the high energy physics community to more utilize the Weyl transform.
In this paper we will focus on exact, explicit representations of polar forms (especially
cylindrical harmonics) in terms of well-known families of functions. This emphasis is also
not original. The first explicit approach to noncommutative cylindrical harmonics in the lit-
erature can be seen in Theorem 4.2 of [5] and calculations contained in its proof. It is worth
noting that [5] dedicates its time up until the theorem in question reviewing the general
theory of the Weyl transform in the context of the Heisenberg group and therefore inter-
ested readers may seek a very different presentation there. Connections between spherical
(not cylindrical) harmonics and orthogonal polynomial expansions can be found in [6]. We
consider the clear and direct texts of Thangavelu [20] and [21] as being very close to the
treatments of orthogonal polynomial expansions and polar forms. We therefore consider
these texts to be generous extensions of the subject matter of this paper from a different
mathematical perspective, e.g. a focus on Hn instead of hn, but rather similar in spirit.
We note that many of the Cartesian and polar function expansions we consider here can be
seen in the literature of the quantum optics community, particularly through the so-called
Laguerre-Gauss polynomials. One can see, for example, various properties discovered in [9],
seemingly independently from the more recent mathematical literature.
We are motivated to produce this work due to a perceived need for a new summary of
results geared toward particular applications. Recently Acatrinei in [1] explored the notion
of polar functions in the sense mentioned above from the perspective of the physics literature.
The observations made there about noncommutative cylindrical harmonics were insightful
and applications thereby to new results on local decay estimates for Schro¨dinger operators
was considered by Kostenko and Teschl in [11]. We feel that the perspectives outlined in this
paper would be of great benefit to further research along these lines. For simplicity we only
consider h1, e.g. the 3-dimensional Heisenberg Lie algebra. In the penultimate section we
address the main results in focus, explicit representations of the map (ρ|j|, eijθ) 7→ (R|j|, eijΘ),
j ∈ Z, given by the Weyl transform. In the final section we comment on connections between
local decay estimates for operators in the pre=image and image of the Weyl transform.
2. Notation and conventions
We take Z+ = {0, 1, . . .}, R+ = [0,∞). Let commutative phase space, C , be the commuta-
tive Hilbert algebra of L2(R2,C, dxdy) functions, where (x, y) are distinguished coordinates
on R2 and dxdy is the Lebesgue measure on R2, with pointwise multiplication (f, g) 7→ fg
such that (fg)(x, y) = f(x, y)g(x, y). We denote the inner product on C by
〈f, g〉 =
∫
R2
dxdy f(x, y)g(x, y), ∀f, g ∈ C ,(1)
where ζ 7→ ζ is complex conjugation for all ζ ∈ C and extends to an action on functions
pointwise.
We will always view C not just as a Hilbert space but as an algebra so we will refer
to the appropriate operators thereupon as automorphisms and derivations. We denote, for
each f ∈ C , mf to be the multiplication automorphism which formally acts as g 7→ fg for
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g ∈ C . We denote the coordinates of the domain of functions of C by (x, y) ∈ R2, and
distinguished 1D subspaces by the coordinates x, y ∈ R. By abuse of notation we take the
identity functions on x, y ∈ R to be denoted by x, y and so that mxf(x, y) = xf(x, y) and
myf(x, y) = yf(x, y) for all suitable f ∈ C . We take by abuse of notation px, py to be the
momentum derivations on C that act as
pxf(x) = −iǫ∂xf(x, y), pyf(x, y) = −iǫ∂yf(x, y)(2)
on all suitable f ∈ C for fixed ǫ ∈ R+ \ {0}. We take the coordinates of the domain of FC
to be denoted by (ξx, ξy) ∈ R
2, where F is the Fourier transform
Ff(ξx, ξy) = (2π)
−1
∫
R2
dxdy e−i(ξxx+ξyy)f(x, y).(3)
Let noncommutative phase space, N , be the noncommutative Hilbert algebra of Hilbert-
Schmidt operators on H = L2(R,C, dx), where x is a distinguished coordinate on R and
dx is the Lebesgue measure on R. Let {χn}
∞
n=0 be a basis of H , such that φ =
∑∞
n=0 φnχn.
One may then write the formal action of A ∈ N on a φ ∈ H as
Aφ(x) =
∫
R
dx′ A(x, x′)φ(x′), Aφn =
∞∑
n′=0
An,n′φn′.(4)
We denote the inner product on N by
〈A,B〉 = tr(A†B) =
∫
R2
dxdx′ A(x, x′)B(x, x′) =
∞∑
n,n′=0
An,n′Bn,n′(5)
for all A,B ∈ N .
We will always view N not just as a Hilbert space but as an algebra so we will refer
to the appropriate operators thereupon as automorphisms and derivations. We denote by
MLA,M
R
A , for A ∈ N of suitable regularity, to be respectively the left and right multiplication
automorphisms which act as
MLAB = AB, M
R
AB = BA.(6)
We denote by MA the multiplication automorphism which acts as
MAB = (AB +BA)/2.(7)
We write adA for the adjoint derivation which acts as B 7→ [A,B], where [A,B] = AB−BA
is the commutator. We take AdA to be the adjoint group automorphism that acts as B 7→
ABA−1. Let X, Y ∈ C be the coordinate operators which formally act as
Xφ(x) = xψ(x), Y φ(x) = −iǫ∂xψ(x),(8)
for all sufficiently regular ψ ∈ H for fixed ǫ ∈ R+ \ {0}, and PX , PY the momentum
derivations which formally act as
PXA = adYA, PYA = −adXA(9)
for all A ∈ C . We also write (X, Y ) ∈ C 2.
Let L1(R2) ≡ L1(R2,C, dxdy). We denote by S (R2) and S (R) respectively the Schwartz
class functions of C and H . We take S ∗(R2) and S ∗(R) to be the spaces of tempered
distributions dual to the associated Schwartz spaces. All extra structure associated with C
and H will be extended to S (R2), S (R), and their duals where applicable. If f(·, ·) ≡ f :
R2 → C is any complex function on R2 with cartesian representation f : (x, y) 7→ f(x, y)
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then we take f ′(·, ·) ≡ f ′ : R2 → C to be the complex function with polar representation
f ′ : (ρ, θ) 7→ f ′(ρ, θ), where (ρ, θ) are polar coordinates that satisfy (x, y) = (ρ cos θ, ρ sin θ).
We likewise use the same notational distinction for the Fourier transform of suitably regular
functions via Ff : (ξx, ξy) 7→ Ff(ξx, ξy) and Ff
′ : (̺, ϑ) 7→ Ff ′(̺, ϑ), where (ξx, ξy) =
(̺ cosϑ, ̺ sin ϑ).
3. Overview of the Weyl transform
Definition 3.1. We define W to be Weyl transform formally specified by
W f = (2π)−1
∫
R2
dξxdξy e
i(ξxX+ξyY )Ff(ξx, ξy),(10)
where F is the Fourier transform:
Ff(ξx, ξy) = (2π)
−1
∫
R2
dxdy e−i(ξxx+ξyy)f(x, y).(11)
The Weyl transform is manifestly linear so one is free to write W (f) ≡ W f without
ambiguity. The domain and image of the operator remains to be specified. The elements of
C , f(r) ≡ f(x, y), and the integral kernels of linear operators on H , A(x, x′), are similar
in form. Therefore, it should be expected that there exist constraints on both spaces which
render them manifestly isomorphic. This points to a number of common rigorous definitions
of W :
(1) Bijection from V = {f : Ff ∈ L1(R2)} to the space of bounded linear operators on
H , reviewed in [4].
(2) Bijection from S ∗(R2) to the space of continuous linear maps from S (R) to S ∗(R),
reviewed in [4].
(3) Unitary bijection from C to N , shown in [17][18].
(4) Injection of S (R2) into the space of trace-class operators on H , shown in [15][16].
(5) Injection of L1(R2) into the space of compact operators on H , shown in [15][16].
Much of the fundamental theory of the Weyl transform, as well as numerous enlightening
observations, is thoroughly reviewed by Folland in [4]. Most of our review of the properties
of W is a direct summary thereof. We direct the reader to this excellent resource for further
details. A host of additional results, with an eye for counterintuitive aspects, are explored
by Daubechies in [3]. We consider this a helpful complement to Folland’s monograph [4].
The motivation behind the definition of W is as follows. Consider the coordinate functions
x, y as tempered distributions. The Weyl transform gives W x = X,W y = Y . There
are many similar transforms which provide this correspondence. This family of transforms
can be parametrized through the replacement Wξx,ξy 7→ α(ξx, ξy)Wξx,ξy for some function
(ξx, ξy) 7→ α(ξx, ξy) ∈ C. The Weyl transform is the transform, unique up to a multiplicative
scalar factor, that maps commutative functions to noncommutative functions with symmetric
ordering in the following sense. If f(x, y) = xmyn, for somem,n ∈ Z+, then W f is the unique
polynomial in X, Y that is invariant under (X, Y ) 7→ (Y,X) and reduces to f(x, y) under
the substitution (X, Y ) 7→ (x, y).
In the above sense one may consider C as the classical phase space of a point particle
moving in 1D and H as the associated quantum state space induced by a suitable choice of
quantization. The Weyl transform gives a distinguished quantization by essentially sending
polynomial functions of (x, y) to symmetrically ordered polynomial functions of (X, Y ).
Indeed, it is worth noting that the Weyl transform is typically used to present a means
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of “quantizing” a classical system, e.g. transforming Hamilton’s equations of motion into
Heisenberg’s equations of motion. This method is often called deformation quantization, as
the Weyl transform effectively deforms the commutative algebra C into the noncommutative
algebra N . The fundamental relation that determines the structure of N is that of [X, Y ] =
iǫI and therefore one can “undo” the deformation by taking ǫ→ 0 instead of applying W −1.
This singular limit is typically the method considered in physics.
The Weyl transformation furnishes a noncommutative product on C specified by f ⋆ g =
W −1(W fW g). This product is typically called the Moyal product. By introducing this
product one deforms, i.e. fundamentally changes, the algebraic structure on C . In this sense
the Weyl transform can also be used to replace automorphisms with new ones. The most
common way to do this is to first take an automorphism which multiplies by a function
and replace it by the function itself. One then deforms the pointwise multiplication of a
potential automorphism with a Moyal product: vf 7→ v ⋆ f or vf 7→ f ⋆ v, where v, f ∈ C.
By applying a forward Weyl transform one can see that this is equivalent to transforming
the two functions separately and then multiplying them: W (v ⋆f) = V F or W (f ⋆v) = FV ,
where v, f ∈ C , V = W v, F = W f .
The deformation picture should be carefully distinguished from that of the case where v
is an automorphism on C and should be transformed as v 7→ W vW −1. This situation with
(W , ⋆) is analogous to that with (F , ∗). This is to say, that one can use the properties of
the Fourier transform to study an operator created by deforming a pointwise multiplication
operator into a convolution operator.
We will not explore deformations in this work and instead will focus on constructively
elucidating the action of the Weyl transform as a unitary bijection. We recall that the
Weyl transform as a map from L2(R2) to Hilbert-Schmidt operators on L2(R) is a unitary
bijection. Therefore W will leave the spectra of operators invariant and provide possibly
simpler representations with which to study these spectra. These properties can be used to
furnish a number of related results of interest.
4. Elements of analysis on noncommutative space
First one may formally observe that since
Xψ = xψ, Y ψ = −iǫ∂xψ,(12)
it is the case that
[X, Y ]ψ = (XY − Y X)ψ = x(−iǫ∂x)ψ − (−iǫ∂x)(xψ)(13)
= x(−iǫ∂x)ψ − [(−iǫ∂x)(x)ψ + x(−iǫ∂x)ψ](14)
= iǫψ,(15)
[X, Y ] = iǫI.(16)
Historically this is backward as one would first take the relation [X, Y ] = iǫI, then observe
that this is satisfied by the representation Xψ = xψ, Y ψ = −iǫ∂xψ, and then by Stone-von
Neumann theorem determine that this representation is unique up to unitary isomorphism.
It is the case that, however, each value of ǫ ∈ R+ \ {0} (actually ǫ ∈ R \ {0} one has a
unitarily inequivalent representation. At the level of the generators alone, one may observe
how the commutator relation is transformed under translations, rotations, and dilations. If
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one takes (X, Y ) 7→ (X ′, Y ′) with
X ′ = c cos θX − c sin θY + aI, Y ′ = c sin θX + c cos θY + Ib, a, b, c ∈ R.(17)
then one has
[X ′, Y ′] = [c cos θX − c sin θY + aI, c sin θX + c cos θY + bI](18)
= c2 cos(θ)2[X, Y ]− c2 sin(θ)2[Y,X ] = c2[cos(θ)2 + sin(θ)2][X, Y ](19)
= c2[X, Y ] = ic2ǫI.(20)
One can see then that, up to a global choice of scale, the commutator relation is preserved.
Moreover the parameter ǫ can be viewed as encoding a kind of global scale. The commutative
limit, ǫ→ 0, can then be viewed as equivalent to a “zooming out” in the sense of scale. One
can then expect that there may be correspondences between formulae for C and N in the
spatially asymptotic sense. This can often be the case.
Since [X, Y ] = iǫI, the Campbell-Baker-Hausdorf formula for the operators X, Y gives
eiξxXeiξyY = eiξxX+iξyY+[iξxX,iξyY ]/2 = eiξxX+iξyY−ξxξy [X,Y ]/2(21)
= eiξxX+iξyY−iǫξxξyI/2 = e−iǫξxξy/2ei(ξxX+ξyY )(22)
ei(ξxX+ξyY ) = eiǫξxξy/2eiξxXeiξyY = e−iǫξxξy/2eiξyY eiξxX(23)
From which follows
Adexp(iξxX)e
iξyY = eiξxXeiξyY e−iξxX = eiξy(Y−ǫξx),(24)
Adexp(iξyY )e
iξxX = eiξyY eiξxXe−iξyY = eiξx(X+ǫξy),(25)
and formally
iǫξxe
iξxX = ∂ae
iξx(X+ǫa) ⇂a=0= iadY e
iξxX ,(26)
iǫξye
iξyY = ∂ae
iξy(Y+ǫa) ⇂a=0= −iadXe
iξyY .(27)
We will also use the formal identities
−i∂ξxe
iξxX = XeiξxX ,(28)
−i∂ξye
iξyY = Y eiξyY .(29)
Definition 4.1. Let Wξx,ξy be the Weyl operator formally specified by
Wξx,ξy := e
i(ξxX+ξyY ), ξx, ξy ∈ R.(30)
The above definition allows one to write the transform as
W f = (2π)−1
∫
R2
dξxdξy Wξx,ξyFf(ξx, ξy),(31)
and the inverse transform as
W
−1A(x, y) = (2π)−1
∫
R2
dξxdξy e
i(ξxx+ξyy)tr(W †ξx,ξyA).(32)
In general it can be difficult to determine the image of the inverse transform explicitly.
Fortunately there is a straightforward correspondence property for rank 1 operators.
Lemma 4.1. It is the case that
〈φ,Wξx,ξyψ〉 =
∫
R
dx eiξxxφ(x− ǫξy/2)ψ(x+ ǫξy/2).(33)
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Proof. One has, for sufficiently regular φ, ψ ∈ H , that
Wξx,ξyφ(x) = e
iǫξxξy/2eiξxXeiξyY φ(x) = eiǫξxξy/2eiξxXeǫξy∂xφ(x)(34)
= eiǫξxξy/2eiξxXφ(x+ ǫξy) = e
iǫξxξy/2eiξxxφ(x+ ǫξy)(35)
= eiǫξxξy/2+iξxxφ(x+ ǫξy) = e
iξx(x+ǫξy/2)φ(x+ ǫξy),(36)
and therefore
〈φ,Wξx,ξyψ〉 =
∫
R
dx eiξx(x+ǫξy/2)φ(x)ψ(x+ ǫξy)(37)
=
∫
R
dx eiξxxφ(x− ǫξy/2)ψ(x+ ǫξy/2).(38)

Proposition 4.1. For all Schwartz class φ, ψ ∈ H it is the case that
W
−1(ψ ⊗ φ∗)(x, y) = 2ǫ−1〈φ,W2ǫ−1y,−2ǫ−1xψ̂〉,(39)
where ψ̂(x) = ψ(−x).
Proof. Consider the operator A = ψ ⊗ φ∗. One has that
W
−1A(x, y) = (2π)−1
∫
R2
dξxdξy e
i(ξxx+ξyy)tr(W †ξx,ξyA)(40)
= (2π)−1
∫
R2
dξxdξy e
i(ξxx+ξyy)tr(W−ξx,−ξyA)(41)
= (2π)−1
∫
R2
dξxdξy e
i(ξxx+ξyy)〈φ,W−ξx,−ξyψ〉(42)
= (2π)−1
∫
R2
dξxdξy e
i(ξxx+ξyy)(43)
×
∫
R
dx′ e−iξxx
′
φ(x′ + ǫξy/2)ψ(x
′ − ǫξy/2).(44)
Then by Fourier inversion one has
W
−1A(x, y) =
∫
R
dξy e
iξyyφ(x+ ǫξy/2)ψ(x− ǫξy/2)(45)
= (2/ǫ)
∫
R
dξy e
iξy2ǫ−1yφ(ξy + x)ψ(−ξy + x)(46)
= (2/ǫ)
∫
R
dξy e
iξy2ǫ−1yφ(ξy + x)ψ̂(ξy − x)(47)
= (2/ǫ)
∫
R
dξy e
i2ǫ−1yξyφ(ξy − ǫ{−2ǫ
−1x}/2)ψ̂(ξy + ǫ{−2ǫ
−1x}/2),(48)
where ψ̂(x) = ψ(−x). Thus
W
−1(ψ ⊗ φ∗)(x, y) = 2ǫ−1〈φ,W2ǫ−1y,−2ǫ−1xψ̂〉.(49)

Remark 4.1. By taking the closure of Schwartz class functions in H the above correspon-
dence property extends to all φ, ψ ∈ H .
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Proposition 4.2. It is the case that
W (pxf) = PXW f, W (pyf) = PY W f.(50)
Proof. One has on Schwartz class functions that
W (−iǫ∂xf) = (2π)
−1
∫
R2
dξxdξy e
i(ξxX+ξyY )F (−iǫ∂xf)(ξx, ξy)(51)
= (2π)−1
∫
R2
dξxdξy e
i(ξxX+ξyY )ǫξxFf(ξx, ξy)(52)
= (2π)−1
∫
R2
dξxdξy ǫξxe
i(ξxX+ξyY )Ff(ξx, ξy)(53)
= (2π)−1
∫
R2
dξxdξy ǫξxe
iξx(X+ǫξy/2)eiξyY Ff(ξx, ξy)(54)
= (2π)−1
∫
R2
dξxdξy adY e
iξx(X+ǫξy/2)eiξyY Ff(ξx, ξy)(55)
= adY (2π)
−1
∫
R2
dξxdξy e
iξx(X+ǫξy/2)eiξyY Ff(ξx, ξy)(56)
= adY W f.(57)
A similar calculation holds for W (−iǫ∂yf) which yields a result that differs by an overall
sign. 
The above correspondence holds for all transforms related to the Weyl one through the
replacement Wξx,ξy 7→ α(ξx, ξy)Wξx,ξy . There is an important correspondence which holds for
alone for transforms related to the Weyl transform through an overall multiplicative scalar
factor.
Proposition 4.3. It is the case that W (mxf) = MXW f,W (myf) =MY W f .
Proof. On Schwartz class functions one may find
W (mxf) = (2π)
−1
∫
R2
dξxdξy e
i(ξxX+ξyY )F [xf(ξx, ξy)](58)
= (2π)−1
∫
R2
dξxdξy e
i(ξxX+ξyY )i∂ξxFf(ξx, ξy)(59)
= (2π)−1
∫
R2
dξxdξy (−1)i∂ξxe
i(ξxX+ξyY )Ff(ξx, ξy)(60)
= (2π)−1
∫
R2
dξxdξy (−1)i∂ξxe
iξx(X+2−1ǫξy)eiξyY Ff(ξx, ξy)(61)
= (2π)−1
∫
R2
dξxdξy (X + 2
−1ǫξy)e
ξx(X+2−1ǫξy)eiξyY Ff(ξx, ξy)(62)
= (2π)−1
∫
R2
dξxdξy (M
L
X − 2
−1adX)e
i(ξxX+ξyY )Ff(ξx, ξy)(63)
= (MLX − 2
−1adX)W f(64)
= MXW f.(65)
A similar result holds for my. 
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5. Representations in terms of special bases
Application of the Weyl transform can be difficult without using explicit bases in all
spaces. We will demonstrate the utility of this perspective by continuing to follow the
methods outlined in [4].
Definition 5.1. We denote by Hn : R → R, n ∈ Z+, Hn : x 7→ Hn(x), the Hermite
polynomials, defined by [23, § 18.3]:
Hn(x) = n!
⌊n/2⌋∑
j=0
(−1)j
j!(n− 2j)!
(2x)n−2j , H0(x) = 1.(66)
We define A to be the discrete operator formally defined by
Avn := 2
−1vn+1 + nvn−1,(67)
for all v : Z+ → C, v : n 7→ vn.
Remark 5.1. The Hermite polynomials, Hn, satisfy [23, § 18.3]:
Hn(−x) = (−1)
nHn(x),(68)
∞∑
n=0
Hn(x)
ζn
n!
= exp(2xs− s2), ζ ∈ C,(69)
∫
R
dx e−x
2
Hm(x)Hn(x) = π
1/22mm!δm,n,(70)
AHn(x) = xHn(x).(71)
The operator A is singular at n = 0 so boundary conditions needn’t be specified.
Definition 5.2. We denote by hn : R → R, n ∈ Z+, hn : x 7→ hn(x), the parametrized
Hermite functions. They satisfy
hn(x) := ǫ
−1/4π−1/42−n/2(n!)−1/2e−x
2/2ǫHn(ǫ
−1/2x), ǫ ∈ R \ {0}.(72)
Define B to be discrete operator formally defined by
Bvn := 2
−1/2(n+ 1)1/2vn+1 + 2
−1/2n1/2vn−1,(73)
for all v : Z+ → C, v : n 7→ vn. Let the parametrized Hermite operators be given by
Em,n := hm ⊗ h
∗
n.(74)
Remark 5.2. The parametrized Hermite functions, hn, satisfy:
〈hm, hn〉 =
∫
R
dx hm(x)hn(x) = δm,n,(75)
Bhn(x) = ǫ
−1/2xhn(x).(76)
The operator B is manifestly formally symmetric, furthermore it is singular so boundary
conditions needn’t be specified. The hn also satisfy
∞∑
n=0
hn(x)hn(y) = δ(x− y)(77)
in the distributional sense in L2(R). The parametrized Hermite operators, {Em,n}m,n∈Z+,
form an orthonormal basis of N for all ǫ.
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Definition 5.3. We denote by {κn}
∞
n=0, an orthonormal basis of the Bargmann-Segal (BS)
space of holomorphic functions f ∈ L2(C,C, w(s)d2s), specified by
κn(s) = ǫ
−1/4π−1/2(n!)−1/2(ǫ−1/2s)n, w(s) = e−|s|
2/ǫ−1 , ǫ ∈ R \ {0}.(78)
Remark 5.3. One may observe that∫
C
d2s w(s)κm(s)κn(s) = δm,n,(79)
∞∑
n=0
κn(s1)κn(s2) =
∞∑
n=0
ǫ−1/2π−1(n!)−1(s1s2/ǫ)
n = ǫ−1/2π−1es1s2/ǫ.(80)
Proposition 5.1. There exists a linear unitary isomorphism B that maps H to the BS
space such that
Bhn = κn,(81)
for any fixed ǫ ∈ R \ {0}, where
Bf(s) =
∫
R
dx B(s, x)f(x), B−1g(x) =
∫
C
d2s B−1(x, s)g(s),(82)
for all f ∈ H and all g in the BS space.
Proof. One may find an explicit representation of B through the exponential generating
function of the usual Hermite polynomials and the orthonormality of the two bases:
∞∑
n=0
(n!)−1snHn(x) = exp(−s
2 + 2sx).(83)
We then find
B(s, x) =
∞∑
n=0
κn(s)hn(x)(84)
= ǫ−1/2π−3/4 exp(−2−1ǫ−1s2 + 21/2ǫ−1sx− 2−1ǫ−1x2),(85)
B
−1(x, s) =
∞∑
n=0
hn(x)w(s)κn(s)(86)
= ǫ−1/2π−3/4w(s) exp(−2−1ǫ−1s2 + 21/2ǫ−1sx− 2−1ǫ−1x2),(87)
= w(s)B(s, x).(88)
These explicit constructions manifestly satisfy the requirements of the given definition. 
Definition 5.4. Let the lowering and raising operators, S,S† ∈ N , be formally given
respectively by
S := (2ǫ)−1/2(X + iY ), S† := (2ǫ)−1/2(X − iY ).(89)
Proposition 5.2. It is the case that the map B allows one to express the action of the
raising and lowering operators as
BS† = ǫ−1/2sB, BS = ǫ1/2∂sB.(90)
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Corollary 5.1.
S†hn = (n+ 1)
1/2hn+1, Shn = n
1/2hn−1.(91)
Proof. First we observe that
ǫ−1/2sκn(s) = κn+1(s), ǫ
1/2∂sκn+1(s) = κn.(92)
One may find
B(s, x) = ǫ−1/2π−3/4 exp(−2−1ǫ−1s2 + 21/2ǫ−1sx− 2−1ǫ−1x2),(93)
ǫ1/2∂sB(s, x) = (−ǫ
−1/2s+ 21/2ǫ−1/2x)B(s, x),(94)
21/2ǫ−1/2xB(s, x) = (ǫ−1/2s+ ǫ1/2∂s)B(s, x),(95)
ǫ−1/2xB(s, x) = 2−1/2(ǫ−1/2s+ ǫ1/2∂s)B(s, x)(96)
= (2−1/2ǫ−1/2s+ 2−1/2ǫ1/2∂s)B(s, x),(97)
ǫ1/2∂xB(s, x) = (2
1/2ǫ−1/2s− ǫ−1/2x)B(s, x)(98)
= (21/2ǫ−1/2s− 2−1/2ǫ−1/2s− 2−1/2ǫ1/2∂s)B(s, x),(99)
= (2−1/2ǫ−1/2s− 2−1/2ǫ1/2∂s)B(s, x).(100)
Bψ(s) =
∫
R
dx B(s, x)ψ(x),(101)
Bǫ−1/2Xψ(s) =
∫
R
dx B(s, x)ǫ−1/2Xψ(x)(102)
=
∫
R
dx B(s, x)ǫxψ(x)(103)
=
∫
R
dx ǫ−1/2xB(s, x)ψ(x),(104)
= (2−1/2ǫ−1/2s+ 2−1/2ǫ1/2∂s)Bψ(s),(105)
Bǫ−1/2(−iY )ψ(s) =
∫
R
dx B(s, x)(−1)ǫ−1/2iY ψ(x)(106)
=
∫
R
dx B(s, x)(−1)ǫ1/2∂xψ(x)(107)
=
∫
R
dx ǫ1/2∂xB(s, x)ψ(x)(108)
= (2−1/2ǫ−1/2s− 2−1/2ǫ1/2∂s)Bψ(s).(109)
ǫ−1/2X = 2−1/2S† + 2−1/2S,(110)
ǫ−1/2(−iY ) = 2−1/2S† − 2−1/2S,(111)
ǫ−1/2(X − iY ) = 21/2S†, S† = (2ǫ)−1/2(X − iY ),(112)
ǫ−1/2(X + iY ) = 21/2S, S = (2ǫ)−1/2(X + iY ).(113)
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We then conclude
X = 2−1/2ǫ1/2(S† + S), Y = 2−1/2ǫ1/2i(S† − S),(114)
S† = (2ǫ)−1/2(X − iY ), S = (2ǫ)−1/2(X + iY ),(115)
BS† = ǫ−1/2sB, BS = ǫ1/2∂sB.(116)

Remark 5.4. One should be careful to note that the s variable found in the BS representation
given here is not related to ζ = x+ iy but instead to (2ǫ)−1/2ζ since
BW ζ = BW (x− iy) = B(X − iY ) = BS† = (2ǫ)1/2s,(117)
BW ζ = BW (x+ iy) = B(X + iY ) = BS = (2ǫ)1/2∂s,(118)
where ζ, ζ ∈ C are considered as tempered distributions on phase space. Furthermore
W mζ = W mx−iy =MX−iY W = (2ǫ)
1/2MS†W ,(119)
W mζ = W mx+iy =MX+iY W = (2ǫ)
1/2MSW .(120)
The occurrence of inconveniences in notation like that noted above is likely inevitable as
it can appear that attempting to eliminate them in one place cause other inconveniences to
emerge in another place.
Definition 5.5. We denote by L
(α)
n : R+ → R, n ∈ Z+, −1 < α ∈ R, L
(α)
n : x 7→ L
(α)
n (x),
the generalized Laguerre polynomials [23, § 18.5]. They satisfy
L(α)n (x) =
n∑
k=0
(
n+ α
k + α
)
(−x)k
k!
,(121)
L(α)n (0) =
(
n+ α
n
)
= Γ(n + 1)−1Γ(α+ 1)−1Γ(n + α+ 1).(122)
Define C(α) to be the discrete operator formally defined by
C(α)vn = −(n + 1)vn+1(x) + (2n+ α + 1)vn(x)− (n + α)vn−1(123)
for all −1 < α ∈ R, v : Z+ → C, v : n 7→ vn.
Remark 5.5. The generalized Laguerre polynomials, L
(α)
n , satisfy [23, § 18.5]:∫ ∞
0
dx xαe−xL(α)m (x)L
(α)
n (x) =
Γ(n+ α + 1)
n!
δm,n,(124)
C(α)L(α)n (x) = xL
(α)
n (x).(125)
The operator C(α) is singular at n = 0 for α = 0 alone and therefore additional boundary
conditions must be specified at n = 0 for α 6= 0.
Definition 5.6. We denote by l
(α)
n : R+ → R, n ∈ Z+, −1 < α ∈ R, l
(α)
n : x 7→ L
(α)
n (x), the
generalized Laguerre functions define by:
l(α)n (x) := Γ(n+ α + 1)
−1/2Γ(n+ 1)1/2e−x/2L(α)n (x).(126)
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Define D(α) to be discrete operator formally defined by
D(α)vn = −(n+ α + 1)
1/2(n+ 1)1/2vn+1(x) + (2n+ α + 1)vn(x)(127)
− (n + α)1/2n1/2vn−1(x),(128)
for all −1 < α ∈ R, v : Z+ → C, v : n 7→ vn.
Remark 5.6. ∫ ∞
0
dx l(α)m (x)l
(α)
n (x) = δm,n,(129)
D(α)l(α)n (x) = xl
(α)
n (x).(130)
The operator D(α) is singular at n = 0 for all −1 < α ∈ R so boundary conditions needn’t
be specified. Furthermore D(α) is manifestly symmetric with respect to the usual lattice inner
product. The l
(α)
n also satisfy
∞∑
n=0
l(α)n (x)l
(α)
n (y) = δ(x− y)(131)
in the distributional sense in L2(R+,C) for all α.
Definition 5.7. We define {lm,n}
∞
m,n=0 to be an orthonormal basis of C specified by
lm,n(x, y) ≡ l
c
m,n(ζ) := (2
−1/2iζ)m−nl(m−n)n (|ζ |
2/2), m ≥ n,(132)
lm,n(x, y) ≡ l
c
m,n(ζ) := (2
−1/2iζ)n−ml(n−m)m (|ζ |
2/2), m < n,(133)
ζ = x+ iy.(134)
Proposition 5.3. It is the case that
〈hm,Wξx,ξyhn〉 = lm,n(ǫ
1/2ξx, ǫ
1/2ξy).(135)
We follow the method of proof in [4] and carry through explicitly since in our notation
the results differ.
Proof. We recall that
〈φ,Wξx,ξyψ〉 =
∫
R
dx eiξxxφ(x− ǫξy/2)ψ(x+ ǫξy/2),(136)
for all Schwartz class φ, ψ ∈ H . One may then find
〈hm,Wξx,ξyhn〉 =
∫
R
dx eiξxxhm(x− ǫξy/2)hn(x+ ǫξy/2)(137)
=
∫
R
dx eiξx(x+ǫξy/2)hm(x)hn(x+ ǫξy)(138)
=
∫
R
dx eiξx(x+ǫξy/2)hm(x)hn(x+ ǫξy)(139)
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= eiǫξxξy/2[ǫ−1/4π−1/42−m/2(m!)−1/2][ǫ−1/4π−1/42−n/2(n!)−1/2](140)
×
∫
R
dx eiξxxe−x
2/2ǫHm(ǫ
−1/2x)e−(x+ǫξy)
2/2ǫHn(ǫ
−1/2{x+ ǫξy})(141)
= ǫ−1/2eiǫξxξy/2[π−1/42−m/2(m!)−1/2][π−1/42−n/2(n!)−1/2](142)
×
∫
R
dx eiξxxe−x
2/2ǫe−x
2/2ǫ−xξy−ǫξ2y/2Hm(ǫ
−1/2x)Hn(ǫ
−1/2x+ ǫ1/2ξy)(143)
= ǫ−1/2eiǫξxξy/2−ǫξ
2
y/2[π−1/42−m/2(m!)−1/2][π−1/42−n/2(n!)−1/2](144)
×
∫
R
dx e−x
2/ǫ−ξyx+iξxxHm(ǫ
−1/2x)Hn(ǫ
−1/2x+ ǫ1/2ξy)(145)
= eiǫξxξy/2−ǫξ
2
y/2[π−1/42−m/2(m!)−1/2][π−1/42−n/2(n!)−1/2](146)
×
∫
R
dx e−x
2−ǫ1/2ξyx+iǫ1/2ξxxHm(x)Hn(x+ ǫ
1/2ξy).(147)
One may observe that
∫
R
dx e−x
2−ǫ1/2ξyx+iǫ1/2ξxxHm(x)Hn(x+ ǫ
1/2ξy)(148)
=
∫
R
dx e−x
2+ǫ1/2(iξx−ξy)x−2−2ǫ(iξx−ξy)2+2−2ǫ(iξx−ξy)2Hm(x)Hn(x+ ǫ
1/2ξy)(149)
= e2
−2ǫ(iξx−ξy)2
∫
R
dx e−[x−2
−1ǫ1/2(iξx−ξy)]2Hm(x)Hn(x+ ǫ
1/2ξy)(150)
= e2
−2ǫ(iξx−ξy)2
∫
R+2−1ǫ1/2(iξx−ξy)
dy e−y
2
Hm(y + 2
−1ǫ1/2{iξx − ξy})(151)
×Hn(y + 2
−1ǫ1/2{iξx + ξy}), y = x− 2
−1ǫ1/2(iξx − ξy),(152)
= e2
−2ǫ(iξx−ξy)2
∫
R
dy e−y
2
Hm(y + 2
−1ǫ1/2{iξx − ξy})(153)
×Hn(y + 2
−1ǫ1/2{iξx + ξy}),(154)
where we have deformed the path R+ 2−1ǫ1/2(iξx − ξy) to the path R with impunity due to
the absence of singular points in the interior of the complex plane and the vanishing of the
integrand at the endpoints of the path for all fixed ξx, ξy ∈ R. We proceed
= e−2
−2ǫ(ξx+iξy)2
∫
R
dy e−y
2
Hm(y + 2
−1iǫ1/2{ξx + iξy})Hn(y + 2
−1iǫ{ξx − iξy})(155)
= e−2
−2ǫξ2ζ
∫
R
dy e−y
2
Hm(y + 2
−1ǫ1/2iξζ)Hn(y + 2
−1ǫ1/2iξζ), ξζ = ξx + iξy,(156)
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= e−2
−2ǫξ2ζ
∫
R
dx e−x
2
m∑
j=0
(
m
j
)
(ǫ1/2iξζ)
m−jHj(x)
n∑
k=0
(
n
k
)
(ǫ1/2iξζ)
n−kHk(x)(157)
= e−2
−2ǫξ2ζ
m∑
j=0
(
m
j
)
(ǫ1/2iξζ)
m−j
n∑
k=0
(
n
k
)
(ǫ1/2iξζ)
n−k
∫
R
dx e−x
2
Hj(x)Hk(x)(158)
= e−2
−2ǫξ2ζ
m∑
j=0
(
m
j
)
(ǫ1/2iξζ)
m−j
n∑
k=0
(
n
k
)
(ǫ1/2iξζ)
n−kπ1/22jj!δj,k.(159)
where we have used that
Hn(x+ y) =
n∑
j=0
(
n
k
)
(2y)n−kHj(x).(160)
The above sum is 0 if j > n or k > m. This in turn means that one should replace both
m,n with min(m,n). However, since the factor δj,k can be found above, only one sum needs
to carry this as an upper bound. One may therefore conclude that
e−2
−2ξ2ζ
m∑
j=0
(
m
j
)
(ǫ1/2iξζ)
m−j
n∑
k=0
(
n
k
)
(ǫ1/2iξζ)
n−kπ1/22jj!δj,k(161)
= e−2
−2ǫξ2ζ
min{m,n}∑
j=0
(
m
j
)
(ǫ1/2iξζ)
m−j
(
n
j
)
(ǫ1/2iξζ)
n−kπ1/22jj!.(162)
First take m ≥ n and j = n− k.
e−2
−2ǫξ2ζ
min{m,n}∑
j=0
(
m
j
)
(ǫ1/2iξζ)
m−j
(
n
j
)
(ǫ1/2iξζ)
n−jπ1/22jj!(163)
= e−2
−2ǫξ2ζ
n∑
j=0
(
m
j
)
(ǫ1/2iξζ)
m−j
(
n
j
)
(ǫ1/2iξζ)
n−jπ1/22jj!(164)
= e−2
−2ǫξ2ζ
n∑
k=0
(
m
n− k
)
(ǫ1/2iξζ)
m−n+k
(
n
n− k
)
(ǫ1/2iξζ)
kπ1/22n−k(n− k)!(165)
= π1/2(ǫ1/2iξζ)
m−n2ne−2
−2ǫξ2ζ
n∑
k=0
(
m
n− k
)
(ǫ1/2iξζ)
k(166)
×
(
n
n− k
)
(ǫ1/2iξζ)
k2−k(n− k)!(167)
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= π1/2(ǫ1/2iξζ)
m−n2ne−2
−2ǫξ2ζ
n∑
k=0
(
m
n− k
)(
n
n− k
)
(n− k)!(−2)−kǫk|ξζ|
2k(168)
= π1/2(ǫ1/2iξζ)
m−n2ne−2
−2ǫξ2ζ
n∑
k=0
(−1)k
m!n!
(n− k)!(m− n + k)!k!
(2−1ǫ|ξζ|
2)k(169)
= π1/2n!(ǫ1/2iξζ)
m−n2ne−2
−2ǫξ2ζ
n∑
k=0
(−1)k
[n + (m− n)]!
(n− k)!(m− n+ k)!k!
(2−1ǫ|ξζ |
2)k(170)
= π1/2n!(ǫ1/2iξζ)
m−n2ne−2
−2ǫξ2ζL(m−n)n (2
−1ǫ|ξζ|
2),(171)
where we have used that:
L(α)n (x) =
n∑
j=0
(−1)j
(
n + α
n− j
)
xj
j!
=
n∑
j=0
(−1)j
(n+ α)!
(n− j)!(α + j)!j!
xj .(172)
One may then find
〈hm,Wξx,ξyhn〉(173)
= eiǫξxξy/2−ǫξ
2
y/2[π−1/42−m/2(m!)−1/2][π−1/42−n/2(n!)−1/2](174)
×
∫
R
dx e−x
2−ǫ1/2ξyx+iǫ1/2ξxxHm(x)Hn(x+ ǫ
1/2ξy)(175)
= eiǫξxξy/2−ǫξ
2
y/2[π−1/42−m/2(m!)−1/2][π−1/42−n/2(n!)−1/2](176)
× π1/2n!(ǫ1/2iξζ)
m−n2ne−2
−2ǫξ2ζL(m−n)n (2
−1ǫ|ξζ|
2)(177)
= eiǫξxξy/2−ǫξ
2
y/22−(m−n)/2(m!)−1/2(n!)1/2(178)
× (iξζ)
m−ne2
−2(ǫξ2y−2iǫξyξx−ǫξ
2
x)L(m−n)n (2
−1ǫ|ξζ |
2)(179)
= 2−(m−n)/2(m!)−1/2(n!)1/2(ǫ1/2iξζ)
m−n(180)
× e2
−1iǫξxξy−2−1ǫξ2y+2
−2ǫξ2y−2
−1iǫξyξx−2−2ξ2xL(m−n)n (2
−1ǫ|ξ|2)(181)
= 2−(m−n)/2(m!)−1/2(n!)1/2(ǫ1/2iξζ)
m−ne−2
−2ǫξ2y−2
−2ǫξ2xL(m−n)n (2
−1ǫ|ξ|2)(182)
= 2−(m−n)/2(ǫ1/2iξζ)
m−n(m!)−1/2(n!)1/2e−ǫ|ξζ|
2/22L(m−n)n (ǫ|ξζ |
2/2).(183)
Then since
l(α)n (x) = Γ(n+ α + 1)
−1/2Γ(n+ 1)1/2e−x/2L(α)n (x)(184)
= [(n+ α)!]−1/2(n!)1/2e−x/2L(α)n (x),(185)
it is the case that
〈hm,Wξx,ξyhn〉 = (2
−1/2ǫ1/2iξζ)
m−nl(m−n)n (ǫ|ξζ|
2/2)(186)
= lcm,n(ǫ
1/2ξζ) = lm,n(ǫ
1/2ξx, ǫ
1/2ξy).(187)
Now take m ≤ n and j = m−k. We observe that doing so is equivalent to simultaneously
taking (m,n) 7→ (n,m) and ξζ 7→ ξζ inside the sum. We may then immediately write
〈hm,Wξx,ξyhn〉 = (2
−1/2ǫ1/2iξζ)
n−ml(n−m)n (ǫ|ξζ |
2/2)(188)
= lcm,n(ǫ
1/2ξζ) = lm,n(ǫ
1/2ξx, ǫ
1/2ξy),(189)
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which which coincides with the expression for the case of m ≥ n for m = n and therefore
completes the proof. 
It is useful to consider the commutative basis whose image under the Weyl transform is
{Em,n}
∞
m,n=0.
Proposition 5.4. It is the case that
em,n(x, y) = 2ǫ
−1(−1)mln,m(2ǫ
−1/2y,−2ǫ−1/2x).(190)
Definition 5.8. We define
em,n := W
−1Em,n.(191)
Proof. One may find
em,n(x, y) = W
−1Em,n(x, y)(192)
= W −1(hm ⊗ h
∗
n)(x, y)(193)
= 2ǫ−1〈hn,W2ǫ−1y,−2ǫ−1xĥm〉(x, y)(194)
= 2ǫ−1(−1)m〈hn,W2ǫ−1y,−2ǫ−1xhm〉(x, y)(195)
= 2ǫ−1(−1)mln,m(2ǫ
−1/2y,−2ǫ−1/2x),(196)
where we have used that Hn(−x) = (−1)
nHn(x). 
6. The Laplacian and the quadratic potential
Definition 6.1. Let
l := −∆ = ǫ−2p2x + ǫ
−2p2y = −∂
2
x − ∂
2
y ,(197)
L := W lW −1 = ǫ−2P 2X + ǫ
−2P 2Y = ǫ
−2ad2Y + ǫ
−2ad2X .(198)
Proposition 6.1. It is the case that
2−1ǫLEm,n = −(m+ 1)
1/2(n + 1)1/2Em+1,n+1 + (m+ n + 1)Em,n(199)
−m1/2n1/2Em−1,n−1.(200)
Proof. The Jacobi identity gives
0 = [A, [B,C]] + [B, [C,A]] + [C, [A,B]](201)
[A, [B,C]]− [B, [A,C]] = [[A,B], C](202)
and therefore
[adA, adB]C = adAadBC − adBadAC,(203)
= [A, [B,C]]− [B, [A,C]](204)
= [[A,B], C](205)
= ad[A,B]C.(206)
Then since
S = (2ǫ)−1/2(X + iY ), S† = (2ǫ)−1/2(X − iY ),(207)
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one has that
[S,S†] = [(2ǫ)−1/2(X + iY ), (2ǫ)−1/2(X − iY )],(208)
= (2ǫ)−1([X,−iY ] + [iY,X ])(209)
= −iǫ−1[X, Y ] = I(210)
[adS , adS† ] = ad[S,S†] = adI = 0.(211)
Since
X = 2−1/2ǫ1/2(S† + S), Y = 2−1/2ǫ1/2i(S† − S).(212)
one has
ad2X = 2
−1ǫad2S†+S = 2
−1ǫ(adS† + adS)(adS† + adS)(213)
= 2−1ǫ(ad2S† + 2ǫadS†adS + ad
2
S),(214)
ad2Y = −2
−1ǫad2S†−S = −2
−1ǫ(adS† − adS)(adS† − adS)(215)
= −2−1ǫ(ad2S† − 2adS†adS + ad
2
S).(216)
ǫ2L = ad2X + ad
2
Y = 2ǫadSadS† = 2ǫadS†adS .(217)
One can then straightforwardly compute the action of L on the Hermite operators.
2−1ǫLEm,n = adSadS†Em,n = adS [S
†, hm ⊗ h
∗
n](218)
= adS [(S
†hm)⊗ h
∗
n − hm ⊗ (Shn)
∗](219)
= adS [(m+ 1)
1/2hm+1 ⊗ h
∗
n − n
1/2hm ⊗ h
∗
n−1](220)
= (m+ 1)1/2(Shm+1)⊗ h
∗
n − (m+ 1)
1/2hm+1 ⊗ (S
†hn)
∗(221)
− n1/2(Shm)⊗ h
∗
n−1 + n
1/2hm ⊗ (S
†hn−1)
∗(222)
= (m+ 1)hm ⊗ h
∗
n − (m+ 1)
1/2(n+ 1)1/2hm+1 ⊗ h
∗
n+1(223)
−m1/2n1/2hm−1 ⊗ h
∗
n−1 + nhm ⊗ h
∗
n(224)
= (m+ n+ 1)hm ⊗ h
∗
n − (m+ 1)
1/2(n + 1)1/2hm+1 ⊗ h
∗
n+1(225)
−m1/2n1/2hm−1 ⊗ h
∗
n−1(226)
= −(m+ 1)1/2(n+ 1)1/2Em+1,n+1 + (m+ n+ 1)Em,n −m
1/2n1/2Em−1,n−1.(227)

When working with linear operators on C alone it is common to conflate mf with f for
a general potential function f ∈ C . This is no longer harmless when working with the
Weyl transform. Although W mxW
−1 = MX ,W myW
−1 = MY , for a generic f ∈ C it
is the case that W mfW
−1 6= MF in general. We will demonstrate this with a study of
the quadratic potential, which in the context on deformation quantization is the harmonic
oscillator Hamiltonian.
Definition 6.2. Let
r2 := x2 + y2, R2 := W r2 = X2 + Y 2,(228)
v := mr2 = m
2
x +m
2
y, V := W vW
−1 = M2X +M
2
Y .(229)
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Proposition 6.2. One has that
R2 = ǫ(2S†S + I), R2hn = ǫ(2n + 1)hn.(230)
Corollary 6.1. It is the case that
MLR2Em,n = ǫ(2m+ 1)Em,n, M
R
R2Em,n = ǫ(2n + 1)Em,n(231)
MR2Em,n = ǫ(m+ n + 1)Em,n.(232)
Proof. We recall that
X = 2−1/2ǫ1/2(S† + S), Y = 2−1/2ǫ1/2i(S† − S).(233)
Therefore
2ǫ−1X2 = (S† + S)2 = S†,2 + S†S + SS† + S2,(234)
2ǫ−1Y 2 = −(S† − S)2 = −S†,2 + S†S + SS† − S2,(235)
ǫ−1(X2 + Y 2) = S†S + SS† = 2S†S − [S†,S] = 2S†S + [S,S†](236)
= 2S†S + I.(237)
Then
R2hn = ǫ(2S
†S + I)hn = 2ǫS
†n1/2hn−1 + ǫhn = ǫ(2n + 1)hn.(238)

Proposition 6.3. One has
4ǫ−1V =MLS†M
R
S + 2ǫ
−1MR2 +M
L
SM
R
S†,(239)
4ǫ−1V Em,n = (m+ 1)
1/2(n+ 1)1/2Em+1,n+1 + 2(m+ n + 1)Em,n +m
1/2n1/2Em−1,n−1.
(240)
Proof. We recall that
X = 2−1/2ǫ1/2(S† + S), Y = 2−1/2ǫ1/2i(S† − S).(241)
and therefore
8ǫ−1M2XA = 2ǫ
−1(X2A+ 2XAX + AX2)(242)
= (S† + S)2A+ 2(S† + S)A(S† + S) + A(S† + S)2(243)
= (S†2 + S†S + SS† + S2)A+ 2(S†AS† + S†AS + SAS† + SAS)(244)
+ A(S†,2 + S†S + SS† + S2),(245)
8ǫ−1M2YA = −2ǫ
−1(Y 2A + 2Y AY + AY 2)(246)
= −(S† − S)2A− 2(S† − S)A(S† − S)−A(S† − S)2(247)
= −(S†,2 − S†S − SS† + S2)A− 2(S†AS† − S†AS − SAS† + SAS)(248)
−A(S†,2 − S†S − SS† + S2)(249)
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and
4ǫ−1(M2X +M
2
Y )A = (S
†S + SS†)A+ (S†AS + SAS†) + A(S†S + SS†)(250)
= (2S†S − [S†,S])A + A(2S†S − [S†,S]) + (S†AS + SAS†)(251)
= (2S†S + I)A+ A(2S†S + I) + (S†AS + SAS†)(252)
= (2ǫ−1MR2 +M
L
S†M
R
S +M
L
SM
R
S†)A.(253)
We then find
4ǫ−1(M2X +M
2
Y )Em,n(254)
= (2ǫ−1MR2 +M
L
S†M
R
S +M
L
SM
R
S†)hm ⊗ h
∗
n(255)
= ǫ−1(R2hm)⊗ h
∗
n + ǫ
−1hm ⊗ (R
2hn)
∗ + (S†hm)⊗ (S
†hn)
∗ + (Shm)⊗ (Shn)
∗(256)
= (2m+ 1)hm ⊗ h
∗
n + (2n+ 1)hm ⊗ h
∗
n + (m+ 1)
1/2(n+ 1)1/2hm+1 ⊗ h
∗
n+1(257)
+m1/2n1/2hm−1 ⊗ h
∗
n−1(258)
= 2(m+ n+ 1)Em,n + (m+ 1)
1/2(n + 1)1/2Em+1,n+1 +m
1/2n1/2Em−1,n−1.(259)

The actions of 2−1ǫ2L and 4ǫ−1V on the Hermite operators Em,n are very similar and their
sum produces an automorphism that acts diagonally on this operator basis.
Definition 6.3. We define
h := 2−1ǫl + 4ǫ−1v, H := W hW −1 = 2−1ǫL+ 4ǫ−1V.(260)
In the physics literature, the operator h would be referred to as a 2D harmonic oscillator
Hamiltonian.
Remark 6.1. One has that
HEm,n = 3(m+ n+ 1)Em,n.(261)
7. Polar expressions for distinguished bases
Definition 7.1. For j ∈ Z, n ∈ Z+, we define
Ej,n = En+j,n, j ≥ 0, Ej,n = En,n−j, j < 0,(262)
εj,n = en+j,n, j ≥ 0, εj,n = en,n−j, j < 0,(263)
ℓ|j|,n(̺) = (2
−1/2i̺)|j|l(|j|)n (̺
2/2), ̺ ∈ R+,(264)
where ξζ = ξx + iξy = ̺e
iϑ.
The significance of j = m − n, considered in the context of Em,n, as a index for angular
momentum was addressed thoroughly in [1], albeit through rather different methodology.
Proposition 7.1. It is the case that
Wξx,ξy =
∑
j∈Z
∞∑
n=0
ℓj,n(ǫ
1/2̺)eijϑEj,n.(265)
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Proof. We recall that
Wξx,ξy =
∞∑
m,n=0
lm,n(ǫ
1/2ξx, ǫ
1/2ξy)Em,n,(266)
where
lm,n(ξx, ξy) = (2
−1/2iξζ)
m−nl(m−n)n (|ξζ|
2/2), m ≥ n,(267)
lm,n(ξx, ξy) = (2
−1/2iξζ)
n−ml(n−m)m (|ξζ|
2/2), m < n,(268)
ξζ = ξx + iξy,(269)
and in polar coordinates
l′m,n(̺, ϑ) = (2
−1/2i̺eiϑ)m−nl(m−n)n (̺
2/2), m ≥ n,(270)
l′m,n(̺, ϑ) = (2
−1/2i̺e−iϑ)n−ml(n−m)m (̺
2/2), m < n,(271)
ξζ = ξx + iǫξy = ̺e
iϑ.(272)
We then find for j ≥ 0:
l′n+j,n(̺, ϑ) = (2
−1/2i̺eiϑ)jl(j)n (̺
2/2)(273)
= (2−1/2i̺)jl(j)n (̺
2/2)eijϑ(274)
= (2−1/2i̺)|j|l(|j|)n (̺
2/2)eijϑ(275)
= ℓ|j|,n(̺)e
ijϑ,(276)
and for j < 0:
l′n,n−j(̺, ϑ) = (2
−1/2i̺e−iϑ)−jl(−j)n (̺
2/2)(277)
= (2−1/2i̺)−jl(−j)n (̺
2/2)eijϑ(278)
= (2−1/2i̺)|j|l(|j|)n (̺
2/2)eijϑ(279)
= ℓ|j|,n(̺)e
ijϑ.(280)
Wξx,ξy =
∞∑
m,n=0
lm,n(ǫ
1/2ξx, ǫ
1/2ξy)Em,n,(281)
W ′̺,ϑ =
∞∑
m,n=0
l′m,n(ǫ
1/2̺, ϑ)Em,n(282)
=
∞∑
j=0
∞∑
n=0
En+j,nl
′
n+j,n(ǫ
1/2̺, ϑ) +
−1∑
j=−∞
∞∑
n=0
En,n−jl
′
n,n−j(ǫ
1/2̺, ϑ)(283)
=
∞∑
j=0
∞∑
n=0
Ej,nℓ|j|,n(ǫ
1/2̺)eijϑ +
−1∑
j=−∞
∞∑
n=0
Ej,nℓ|j|,n(ǫ
1/2̺)eijϑ(284)
=
∑
j∈Z
∞∑
n=0
ℓ|j|,n(ǫ
1/2̺)eijϑEj,n.(285)

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Proposition 7.2. One has that
ε′j,n(ρ, θ) = 2ǫ
−1(−1)ni−|j|ℓ|j|,n(2ǫ
−1/2ρ)e−ijθ,(286)
for all j, n, ρ, θ, where ζ = x+ iǫ−1y = ρeiθ.
Proof. We observe that
ζ = x+ iy(287)
ζ ′ = y − ix = −i(x+ iy) = −iζ,(288)
ζ
′
= iζ.(289)
One then has
em,n(x, y) = 2ǫ
−1(−1)mln,m(2ǫ
−1/2y,−2ǫ−1/2x)(290)
= 2ǫ−1(−1)m[2−1/2i(2ǫ−1/2ζ ′)]n−ml(n−m)m (|2ǫ
−1/2ζ ′|2/2), n ≥ m,(291)
= 2ǫ−1(−1)m[2−1/2i(−2ǫ−1/2iζ)]n−ml(n−m)m (|2ǫ
−1/2ζ |2/2)(292)
= 2ǫ−1(−1)mim−n[2−1/2i(2ǫ−1/2ζ)]n−ml(n−m)m (|2ǫ
−3/2ζ |2/2)(293)
= 2ǫ−1i−(m+n)[2−1/2i(2ǫ−1/2ζ)]n−ml(n−m)m (|2ǫ
−1/2ζ |2/2),(294)
em,n(x, y) = 2ǫ
−1(−1)mln,m(2ǫ
−1/2y,−2ǫ−1/2x)(295)
= 2ǫ−1(−1)m[2−1/2i(2ǫ−1/2ζ
′
)]m−nl(m−n)n (|2ǫ
−1/2ζ
′
|2/2), n < m,(296)
= 2ǫ−1(−1)m[2−1/2i(2ǫ−1/2iζ)]m−nl(m−n)n (|2ǫ
−1/2ζ |2/2)(297)
= 2ǫ−1(−1)mim−n[2−1/2i(2ǫ−1/2ζ)]m−nl(m−n)n (|2ǫ
−1/2ζ |2/2)(298)
= 2ǫ−1i−(m+n)[2−1/2i(2ǫ−1/2ζ)]m−nl(m−n)n (|2ǫ
−1/2ζ |2/2),(299)
and in polar coordinates
e′m,n(ρ, θ) = 2ǫ
−1i−(m+n)[2−1/2i(2ǫ−1/2ρeiθ)]n−ml(n−m)m ({2ǫ
−1/2ρ}2/2), n ≥ m,(300)
e′m,n(ρ, θ) = 2ǫ
−1i−(m+n)[2−1/2i(2ǫ−1/2ρe−iθ)]m−nl(m−n)n ({2ǫ
−1/2ρ}2/2), n < m.(301)
Furthermore
e′m,m−j(ρ, θ) = 2ǫ
−1i−(2m−j)[2−1/2i(2ǫ−1/2ρeiθ)]−jl(−j)m ({2ǫ
−1/2ρ}2/2), j ≤ 0,(302)
= 2ǫ−1i−(2m+|j|)[2−1/2i(2ǫ−1/2ρ)]|j|l(|j|)m ({2ǫ
−1/2ρ}2/2)e−ijθ(303)
= 2ǫ−1(−1)mi−|j|ℓ|j|,m(2ǫ
−1/2ρ)e−ijθ,(304)
e′n+j,n(ρ, θ) = 2ǫ
−1i−(2n+j)[2−1/2i(2ǫ−1/2ρe−iθ)]jl(j)n ({2ǫ
−1/2ρ}2/2), j > 0,(305)
= 2ǫ−1i−(2n+|j|)[2−1/2i(2ǫ−1/2ρ)]|j|l(|j|)n ({2ǫ
−1/2ρ}2/2)e−ijθ(306)
= 2ǫ−1(−1)ni−|j|ℓ|j|,n(2ǫ
−1/2ρ)e−ijθ,(307)
and therefore
ε′j,n(ρ, θ) = 2ǫ
−1(−1)ni−|j|ℓ|j|,n(2ǫ
−1/2ρ)e−ijθ.(308)

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8. Spectral vectors of the Laplacian
Definition 8.1. Let ωλ,j : R
2 → C, where λ ∈ R+, j ∈ Z, and ω
′
λ,j : (ρ, θ) 7→ ω
′
λ,j(ρ, θ), be
given by
ω′λ,j(ρ, θ) := i
−|j|J|j|(λ
1/2ρ)eijθ,(309)
where ζ = x+ iy = ρeiθ. Furthermore let
Ωλ,j := (−1)
j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)E−j,n.(310)
Proposition 8.1. The spectral vectors, φλ, of the Laplacian, l, may be represented by
φλ = (2π)
−1/2
∑
j∈Z
φλ,jωλ,j,
∑
j∈Z
|φλ,j|
2 = 1,(311)
and satisfy
lφλ = λφλ,
∫
R2
ρdρdθ φλ(ρ, θ)φη(ρ, θ) = δ(λ− η),(312)
in the distributional sense.
Proof. We note that the Bessel functions of the first kind, Jα(ζ), satisfy [24, p. 361]:
e(t−1/t)ζ/2 =
∑
n∈Z
tnJn(ζ), ζ ∈ C, t ∈ C \ {0},(313)
and therefore for t = −ieiθ one has
e(−ie
iθ−ie−iθ)x/2 = e−ix cos θ =
∑
j∈Z
(−i)jeijθJj(x), x ∈ R, θ ∈ [0, 2pi).(314)
The Fourier transform can then be written in polar form as:
Ff(x, y) = (2π)−1
∫
R2
dξxdξy e
−i(xξx+yξy)f(ξx, ξy)(315)
Ff ′(ρ, θ) = (2π)−1
∫
R2
̺d̺dϑ e−i̺ρ cos(θ−ϑ)f ′(̺, ϑ)(316)
= (2π)−1
∫
R2
̺d̺dϑ
∑
j∈Z
(−i)jeij(θ−ϑ)Jj(̺ρ)f
′(̺, ϑ).(317)
As is well-known, the spectral vectors of the Laplacian, l, may be written as
lφλ = λφλ, ̺
2ϕλ = λϕλ, λ ∈ R+, φλ = Fϕλ,(318)
and therefore
ϕ′(̺, ϑ) = 2δ(̺2 − λ)ϕ′λ(ϑ)(319)
= λ−1/2[δ(̺− λ1/2) + δ(̺+ λ1/2)]ϕ′λ(ϑ),(320)
for some choice of ϕλ. We also note that [23, § 10.4]
J−n(ζ) = (−1)
nJn(ζ), ζ ∈ C,(321)
then since
i−(−j)J−j(x) = i
j(−1)jJj(x) = i
−jJj(x),(322)
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it is the case that
i−jJj(x) = i
−|j|J|j|(x).(323)
One may then observe
φ′λ(ρ, θ) = Fϕ
′(ρ, θ)(324)
= (2π)−1
∫ ∞
0
̺d̺
∫ 2π
0
dϑ
∑
j∈Z
(−i)jeij(θ−ϑ)Jj(̺ρ)ϕ
′(̺, ϑ)(325)
= (2π)−1
∫ ∞
0
̺d̺
∫ 2π
0
dϑ
∑
j∈Z
(−i)jeij(θ−ϑ)Jj(̺ρ)(326)
× λ−1/2[δ(̺− λ1/2) + δ(̺+ λ1/2)]ϕ′λ(ϑ)(327)
= (2π)−1
∫ 2π
0
dϑ
∑
j∈Z
(−i)jeij(θ−ϑ)Jj(λ
1/2ρ)ϕ′λ(ϑ)(328)
= (2π)−1
∑
j∈Z
Jj(λ
1/2ρ)(−i)jeijθ
∫ 2π
0
dϑ e−ijϑϕ′λ(ϑ)(329)
= (2π)−1/2
∑
j∈Z
φλ,ji
−|j|J|j|(λ
1/2ρ)eijθ,(330)
where each step should be taken in the distributional sense and therefore can be justified
weakly on a sufficiently well behaved, densely defined, subspace of C , and where we have
denoted
φλ,j = (2π)
−1/2
∫ 2π
0
dϑ e−ijϑϕ′λ(ϑ).(331)
We recall that the Jα(ζ) satisfy [23, § 1.17]:
δ(x− y) =
∫ ∞
0
dt xtJα(xt)Jα(yt)(332)
=
∫ ∞
0
2du xJα(xu
1/2)Jα(yu
1/2), u = t2, du = 2tdt,(333)
(2x)−1δ(x− y) =
∫ ∞
0
du Jα(xu
1/2)Jα(yu
1/2),(334)
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and therefore
δ(x− y) =
∫ ∞
0
dt xtJα(xt)Jα(yt)(335)
=
∫ ∞
0
dt (xy)1/2tJα(xt)Jα(yt)(336)
=
∫ ∞
0
du uJα(x{xy}
−1/4u)Jα(y{xy}
−1/4u), t = (xy)−1/4u,(337)
=
∫ ∞
0
du uJα(x
1/2u)Jα(y
1/2u)(338)
=
∫ ∞
0
dv Jα({2xv}
1/2)Jα({2yv}
1/2), v = 2−1u2, dv = udu.(339)
Lastly, one would like to normalize the spectral vectors in the distributional sense. To this
end one may find∫ ∞
0
ρdρ
∫ 2π
0
dy φλ(ρ, θ)φη(ρ, θ)(340)
= (2π)−1
∫ ∞
0
dρ ρ
∑
j,k∈Z
φλ,jJj(λ
1/2ρ)φη,kJk(η
1/2ρ)
∫ 2π
0
dθ ei(j−k)θ(341)
=
∫ ∞
0
dρ ρ
∑
j,k∈Z
φλ,jφη,kJj(λ
1/2ρ)Jk(η
1/2ρ)δj,k(342)
=
∑
j∈Z
φλ,jφη,j
∫ ∞
0
dρ ρJj(λ
1/2ρ)Jj(η
1/2ρ)(343)
=
∑
j∈Z
φλ,jφη,jδ(λ− η)(344)
= δ(λ− η)
∑
j∈Z
|φλ,j|
2,(345)
where, again, each step must be taken in the appropriate distributional sense. We observe
that ∑
j∈Z
|φλ,j|
2 =
∫ 2π
0
dϑ |ϕ′λ(ϑ)|
2,(346)
require ∑
j∈Z
|φλ,j|
2 = 1,(347)
and find ∫
R2
ρdρdθ φ′λ(ρ, θ)φ
′
η(ρ, θ) = δ(λ− η).(348)

An alternative, and more standard, approach involves using separation of variables to
reduce the original spectral equation to the Bessel equation via a suitable ansatz.
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Lemma 8.1. For ζ = x+ iy = ρeiθ, t is the case that
∂ζ = 2
−1∂x − 2
−1i∂y = 2
−1e−iθ∂ρ − i2
−1ρ−1e−iθ∂θ,(349)
∂ζ = 2
−1∂x + 2
−1i∂y = 2
−1eiθ∂ρ + i2
−1ρ−1eiθ∂θ.(350)
Proof.
ζ = ρeiθ, ρ2 = ζζ,(351)
eiθ =
ζ
|ζ |
=
ζ1/2
ζ
1/2
, iθ = 2−1 log ζ − 2−1 log ζ,(352)
x = 2−1ζ + 2−1ζ, y = −2−1iζ + 2−1iζ,(353)
∂ζ = ∂ζx∂x + ∂ζy∂y(354)
= ∂ζ(2
−1ζ + 2−1ζ)∂x + ∂ζ(−2
−1iζ + 2−1iζ)∂y(355)
= 2−1∂x − 2
−1i∂y,(356)
∂ζ = 2
−1∂x + 2
−1i∂y,(357)
∂ρ2ρ = (∂ρρ
2)−1 = 2−1ρ−1,(358)
∂eiθθ = (∂θe
iθ)−1 = −ie−iθ,(359)
∂ρ2 = ∂ρ2ζ∂ζ + ∂ρ2ζ∂ζ(360)
∂ρ2ρ∂ρ = 2
−1ρ−1eiθ∂ζ + 2
−1ρ−1e−iθ∂ζ(361)
2−1ρ−1∂ρ = 2
−1ρ−1eiθ∂ζ + 2
−1ρ−1e−iθ∂ζ(362)
ρ∂ρ = ρe
iθ∂ζ + ρe
−iθ∂ζ(363)
ρ∂ρ = ζ∂ζ + ζ∂ζ ,(364)
∂eiθ = ∂eiθζ∂ζ + ∂eiθζ∂ζ(365)
∂eiθθ∂θ = ∂eiθζ∂ζ + ∂eiθζ∂ζ(366)
−ie−iθ∂θ = ρ∂ζ − ρe
−2iθ∂ζ(367)
−i∂θ = ρe
iθ∂ζ − ρe
−iθ∂ζ(368)
= ζ∂ζ − ζ∂ζ ,(369)
2ζ∂ζ = ρ∂ρ − i∂θ(370)
∂ζ = 2
−1e−iθ∂ρ − i2
−1ρ−1e−iθ∂θ(371)
∂ζ = 2
−1eiθ∂ρ + i2
−1ρ−1eiθ∂θ.(372)

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Proposition 8.2. The radial part of the equation lφλ = λφλ takes the form of the Bessel
equation via the method of separation of variables and allows one to arrive at the same
solution as above.
Proof.
−∂ζ∂ζf = −(2
−1∂x − i2
−1∂y)(2
−1∂x + i2
−1∂y)f = 2
−2(−∂2x − ∂
2
y)f = 2
−2lf.(373)
lf = −22∂ζ∂ζf(374)
= −22(2−1e−iθ∂ρ − i2
−1ρ−1e−iθ∂θ)(2
−1eiθ∂ρ + i2
−1ρ−1eiθ∂θ)f(375)
= −22(2−2∂2ρ − i2
−2ρ−2∂θ + i2
−2ρ−1∂ρ∂θ + 2
−2ρ−1∂ρ(376)
− i2−2ρ−1∂ρ∂θ + i2
−2ρ−2∂θ + 2
−2ρ−2∂2θ )f(377)
= −22(2−2∂2ρ + 2
−2ρ−1∂ρ + 2
−2ρ−2∂2θ )f(378)
= (−∂2ρ − ρ
−1∂ρ − ρ
−2∂2θ )f,(379)
l = −∂2ρ − ρ
−1∂ρ − ρ
−2∂2θ .(380)
Take f ′j(ρ, θ) = g
′
j(ρ)e
ijθ then
lfj = (−∂
2
ρ − ρ
−1∂ρ − ρ
−2∂2θ )fj(381)
= (−∂2ρ − ρ
−1∂ρ + j
2ρ−2)fj,(382)
lgj = (−∂
2
ρ − ρ
−1∂ρ + j
2ρ−2)gj.(383)
Now consider
λgj = lgj ,(384)
= (−∂2ρ − ρ
−1∂ρ + j
2ρ−2)gj(385)
0 = (∂2ρ + ρ
−1∂ρ + λ− j
2ρ−2)gj(386)
0 = (ρ2∂2ρ + ρ∂ρ + λρ
2 − j2)gj(387)
= [(λ1/2ρ)2∂2λ1/2ρ + (λ
1/2ρ)∂λ1/2ρ + (λ
1/2ρ)2 − j2]gj(388)
= (x2∂2x + x∂x + x
2 − j2)gj, x = λ
1/2ρ,(389)
which is Bessel’s equation and has a complete set of solutions given by Bessel functions of
the first kind. Therefore g′j(ρ) = Jj(x) = Jj(λ
1/2ρ). Due to linearity one may, up to overall
scale, represent a more general solution, φλ, as
φ′λ(ρ, θ) = (2π)
−1/2
∑
j∈Z
φλ,jω
′
λ,j(ρ, θ),
∑
j∈Z
|φλ,j|
2 = 1.(390)

Proposition 8.3. Let φλ be the spectral vectors of the Laplacian, l, represented by
φλ = (2π)
−1/2
∑
j∈Z
φλ,jωλ,j,
∑
j∈Z
|φλ,j|
2 = 1.(391)
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The Weyl transform of the spectral vectors, Φλ = W φλ, have the representation
Φλ = (2π)
−1/2
∑
j∈Z
φλ,jΩλ,j .(392)
Corollary 8.1. One has that W ωλ,j = Ωλ,j, for all λ, j.
Proof. We observe that since the Weyl transform can act as a unitary bijection, that
lφλ = λφλ ⇐⇒ LΦλ = λΦλ(393)
and proceed along these lines. We recall that
2−1ǫLEm,n = −(m+ 1)
1/2(n + 1)1/2Em+1,n+1 + (m+ n + 1)Em,n(394)
−m1/2n1/2Em−1,n−1(395)
and therefore for j = m− n ≥ 0:
2−1ǫLEj,n = −(m+ 1)
1/2(n + 1)1/2Em−n,n+1 + (m+ n + 1)Em−n,n(396)
−m1/2n1/2Em−n,n−1(397)
= −(n + 1)1/2(n + j + 1)1/2Ej,n+1 + (2n+ j + 1)Ej,n(398)
− n1/2(n+ j)1/2Ej,n−1(399)
and for j = m− n ≤ 0:
2−1ǫLEj,n = −(n+ 1)
1/2(n− j + 1)1/2Ej,n+1 + (2n− j + 1)Ej,n(400)
− n1/2(n− j)1/2Ej,n−1.(401)
These equations may be combined into a single one which holds for all j = m− n ∈ Z:
2−1ǫLEj,n = −(n + 1)
1/2(n + |j|+ 1)1/2Ej,n+1 + (2n+ |j|+ 1)Ej,n(402)
− n1/2(n|j|)1/2Ej,n−1.(403)
Since L is manifestly symmetric, one may reformulate the above equation on basis operators
into an equation on the coefficients of an element Φλ =
∑
j∈Z
∑∞
n=0 fλ,j,nEj,n, Φλ,j,n ∈ C, in
the form of the spectral equation
2−1ǫLfλ,j,n = −(n + 1)
1/2(n + |j|+ 1)1/2fλ,j,n+1 + (2n+ |j|+ 1)fλ,j,n(404)
− n1/2(n+ |j|)1/2fλ,j,n−1(405)
= 2−1ǫλfλ,j,n(406)
and select a scaling of fλ,j so that
Lfλ,j = (ǫλ)fλ,j .(407)
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We have from the recurrence formula of the Laguerre functions that the solution can be
represented as
fλ,−j,n = (2π)
−1/2(−1)jΦλ,jℓ|j|,n(ǫ
1/2λ1/2), Φλ,j,n ∈ C,(408)
Φλ =
∑
j∈Z
∞∑
n=0
fλ,−j,nEj,n =
∑
j∈Z
∞∑
n=0
fλ,j,nE−j,n,(409)
= (2π)−1/2
∑
j∈Z
(−1)jΦλ,j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)E−j,n,(410)
for some suitable choice of Φλ,j,n.
We require that
Φλ = W φλ.(411)
We recall
lφλ = λφλ, ̺
2ϕλ = λϕλ, λ ∈ R+, φλ = Fϕλ,(412)
ϕ′(̺, ϑ) = 2δ(̺2 − λ)ϕ′λ(ϑ)(413)
= λ−1/2[δ(̺− λ1/2) + δ(̺+ λ1/2)]ϕ′λ(ϑ),(414)
for some suitable choice of ϕλ and where ξζ = ξx + iξy = ̺e
iϑ. We further recall that
Wξx,ξy =
∞∑
m,n=0
lm,n(ǫ
1/2ξx, ǫ
1/2ξy)Em,n,(415)
W ′̺,ϑ =
∑
j∈Z
∞∑
n=0
ℓ|j|,n(ǫ
1/2̺)eijϑEj,n,(416)
where
ℓ|j|,n(̺) := (2
−1/2i̺)|j|l(|j|)n (ρ
2/2), ξx + iξy = ̺e
iϑ(417)
and remark that
F
2f(x, y) = f(−x,−y), F 2f ′(ρ, θ) = f ′(ρ, θ + π).(418)
Then
W f = (2π)−1
∫
R2
dξxdξy Wξx,ξyFf(ξx, ξy)(419)
= (2π)−1
∫
R2
̺d̺dϑ W ′̺,ϑFf
′(̺, ϑ)(420)
= (2π)−1
∫
R2
̺d̺dϑ
∑
j∈Z
∞∑
n=0
ℓ|j|,n(ǫ
1/2̺)eijϑEj,nFf
′(̺, ϑ)(421)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,n
∫ 2π
0
dϑ eijϑ
∫ ∞
0
̺d̺ ℓ|j|,n(ǫ
1/2̺)Ff ′(̺, ϑ).(422)
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Therefore
W φλ = (2π)
−1
∑
j∈Z
∞∑
n=0
Ej,n
∫ 2π
0
dϑ eijϑ
∫ ∞
0
̺d̺ ℓ|j|,n(ǫ
1/2̺)Fφ′λ(̺, ϑ)(423)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,n
∫ 2π
0
dϑ eijϑ
∫ ∞
0
̺d̺ ℓ|j|,n(ǫ
1/2̺)F 2ϕ′λ(̺, ϑ)(424)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,n
∫ 2π
0
dϑ eijϑ
∫ ∞
0
̺d̺ ℓ|j|,n(ǫ
1/2̺)ϕ′λ(̺, ϑ+ π)(425)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,n
∫ 2π
0
dϑ eijϑ
∫ ∞
0
̺d̺ ℓ|j|,n(ǫ
1/2̺)(426)
× {λ−1/2[δ(̺− λ1/2) + δ(̺+ λ1/2)]ϕ′λ(ϑ+ π)}(427)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,nℓ|j|,n(ǫ
1/2λ1/2)
∫ 2π
0
dϑ eijϑϕ′λ(ϑ+ π)(428)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,nℓ|j|,n(ǫ
1/2λ1/2)
∫ π
−π
dϑ eij(ϑ−π)ϕ′λ(ϑ)(429)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,nℓ|j|,n(ǫ
1/2λ1/2)e−iπj
∫ π
−π
dϑ eijϑϕ′λ(ϑ)(430)
= (2π)−1
∑
j∈Z
∞∑
n=0
Ej,nℓ|j|,n(ǫ
1/2λ1/2)(−1)j
∫ 2π
0
dϑ e−i(−j)ϑϕ′λ(ϑ)(431)
= (2π)−1/2
∑
j∈Z
(−1)jφλ,−j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)Ej,n(432)
= (2π)−1/2
∑
j∈Z
(−1)jφλ,j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)E−j,n(433)
Therefore
Φλ,j = φλ,j.(434)

9. The rotation operator
Definition 9.1. We define:
J := mxpy −mypx, J := W JW
−1.(435)
Proposition 9.1. It is the case that
J = −iǫ∂θ , Jωλ,j = jωλ,j,(436)
J = 2−1adR2 , JΩλ,j = jΩλ,j ,(437)
for all λ, j, where ζ = x+ iy = ρeiθ.
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Proof. We note that
∂ζ = 2
−1∂x − 2
−1i∂y = 2
−1e−iθ∂ρ − i2
−1ρ−1e−iθ∂θ,(438)
∂ζ = 2
−1∂x + 2
−1i∂y = 2
−1eiθ∂ρ + i2
−1ρ−1eiθ∂θ.(439)
2ζ∂ζ = ρ∂ρ − i∂θ,(440)
2ζ∂ζ = ρ∂ρ + i∂θ.(441)
−2i∂θ = 2ζ∂ζ − 2ζ∂ζ(442)
−i∂θ = ζ∂ζ − ζ∂ζ(443)
−i∂θ = 2
−1(x+ iy)(∂x − i∂y)− 2
−1(x− iy)(∂x + i∂y)(444)
= −ix∂y + iy∂x(445)
−iǫ∂θf = (mxpy −mypx)f,(446)
−iǫ∂θ = mxpy −mypx = J.(447)
Since the Weyl transform can act as a unitary bijection, one has that
JA = (MXPY −MY PX)A(448)
= (−MXadX −MY adY )A(449)
= −[MX(XA− AX) +MY (Y A− AY )](450)
= −2−1[X(XA− AX) + (XA− AX)X(451)
+ Y (Y A−AY ) + (Y A− AY )Y ](452)
= −2−1[X2A−XAX +XAX − AX2(453)
+ Y 2A− Y AY + Y AY − AY 2](454)
= 2−1[X2A + Y 2A−AX2 −AY 2](455)
= 2−1[X2 + Y 2, A](456)
= 2−1adX2+Y 2A.(457)
Therefore
J = 2−1adR2 .(458)
By inspection it is clear that
Jωλ,j = jωλ,j,(459)
for all λ, and therefore by unitary bijection property of the Weyl transform it must also be
the case that
JΩλ,j = jΩλ,j ,(460)
for all λ. 
The above result is not original in principle due to the previous results of [5][6] and review
in [21]. We consider, however, that the statement of this result explicitly in the form of
an eigenfunction problem for the generator of rotations in the noncommutative plane to
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be novel. This result presents an alternative approach to the justification of j = m − n,
considered from Em,n, as an index of angular momentum studied in [1].
Furthermore the above result has interesting connections to the so-calledmetaplectic group,
see e.g. [4], which is to the symplectic group what the spin group is to the special orthogonal
group. In place of a full discussion hereof we give a very brief conceptual summary. Repre-
sentations of the spin group are often called spinor representations of the special orthogonal
group, elements of which are tensors built out of the so-called spinors. These spinors are
noteworthy for being “square roots” of spatial vectors, i.e. elements of the representation
space of the special orthogonal group, in that a map sends the spatial vectors to elements
of an operator algebra on the spinors and thereby the spatial vectors can be represented as
sums of tensor products of spinors with dual spinors. This is the algebraic construction of
spinors. In our setting there are analogous, albeit infinite dimensional, elements. If one con-
siders C as not an algebra but a linear space alone, then the Weyl transform sends vectors,
here elements of C , to elements of an operator algebra, here N , that act on an auxiliary
linear space, here H . In this sense elements of C are symplectic vectors and elements of H
are symplectic spinors.
There also exists a representation theory construction of spinors, whereby one considers
the spinors as “hidden” representations of the special orthogonal group. This is often en-
countered in the theory of angular momentum. There the angular momentum operator is
essentially the rotation operator. Integer weight vectors of this operator are the spatial vec-
tors and the half-integer weight vectors thereof are the spinors. We have seen that J is a
rotation operator and the j = m− n are its eigenvalues. One could then interpret the j as
integer quantized units of symplectic angular momentum. One might further expect that the
hn should be realizable as half-integer weight vectors, i.e. symplectic spinors of half-integer
symplectic angular momentum. The concrete realization of this assertion requires the ma-
chinery of representation theory of nilpotent Lie algebras and is therefore beyond the scope
of this paper. Instead we present two highly suggestive observations.
First, since
X2 + Y 2 = ǫ(2S†S + I),(461)
it is the case that
2−1R2 = 2−1(X2 + Y 2) = ǫ(S†S + 2−1I)(462)
and therefore
2−1R2hn = ǫ(n + 2
−1)hn.(463)
Second, we recall that the Laguerre functions appear in our calculations as l
(|j|)
n (ǫρ2/2), so
the additional parameter encodes absolute angular momentum. We then simply observe a
classical orthogonal polynomial relation restated in terms of normalized orthogonal functions.
Proposition 9.2. It is the case that
ǫ−1/4h2n(ǫ
1/2x) = (−1)nn!l(−1/2)n (x
2), ǫ−1/4h2n+1(ǫ
1/2x) = x(−1)nn!l(1/2)n (x
2),(464)
for all n, x.
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Proof. [24, p. 256]:
Γ(2ζ) = (2π)−1/222ζ−1/2Γ(ζ)Γ(ζ + 1/2)(465)
Γ(ζ + 1/2) = (2π)1/22−2ζ+1/2Γ(2ζ)/Γ(ζ)(466)
= 2π1/22−2ζΓ(2ζ)/Γ(ζ).(467)
L(α)n (x) =
n∑
j=0
(−1)j
(
n + α
n− j
)
xj
j!
=
n∑
j=0
(−1)j
(n+ α)!
(n− j)!(α + j)!j!
xj .(468)
[23, § 18.5]:
L(α)n (x) =
n∑
j=0
[(n− j)!j!]−1(α+ j + 1)n−j(−x)
j .(469)
Hn(x) = n!
⌊n/2⌋∑
j=0
(−1)j [j!(n− 2j)!]−1(2x)n−2j.(470)
For n = 2m:
H2m(x) = (2m)!
⌊m⌋∑
j=0
(−1)j[j!(2m− 2j)!]−1(2x)2m−2j ,(471)
= (2m)!
m∑
j=0
(−1)j[j!(2m− 2j)!]−1(2x)2m−2j .(472)
For n = 2m+ 1:
H2m+1(x) = (2m+ 1)!
⌊m+1/2⌋∑
j=0
(−1)j [j!(2m+ 1− 2j)!]−1(2x)2m+1−2j(473)
= 2x(2m+ 1)!
m∑
j=0
(−1)j [j!(2m+ 1− 2j)!]−1(2x)2m−2j(474)
(475)
[23, § 5.2]:
(a)n = a(a + 1)(a+ 2) · · · (a+ n− 1)(476)
(a)n = Γ(a + n)/Γ(a), 0 ≤ a ∈ Z,(477)
(a + 1)n = Γ(a + n+ 1)/Γ(a+ 1) = (a+ n)!/a!, 0 ≤ a ∈ Z.(478)
(α+ j + 1)n−j = Γ(α+ j + n− j + 1)/Γ(α + j + 1)(479)
= Γ(α+ n + 1)/Γ(α+ j + 1)(480)
= [Γ(j + 1 + α)]−1Γ(n+ 1 + α).(481)
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(j + 1 + 1/2)n−j = [Γ(j + 1 + 1/2)]
−1Γ(n + 1 + 1/2)(482)
= [2π1/22−2(j+1)Γ(2{j + 1})/Γ(j + 1)]−1(483)
× 2π1/22−2{n+1}Γ(2{n+ 1})/Γ(n+ 1)(484)
= 2−2(n−j)[Γ(2j + 2)Γ(n+ 1)]−1Γ(j + 1)Γ(2n+ 2)(485)
= 2−2(n−j)[(2j + 1)!n!]−1j!(2n+ 1)!(486)
(j + 1/2)n−j = [Γ(j + 1/2)]
−1Γ(n + 1/2)(487)
= [2π1/22−2jΓ(2j)/Γ(j)]−12π1/22−2nΓ(2n)/Γ(n)(488)
= 2−2(n−j)[Γ(2j)Γ(n)]−1Γ(j)Γ(2n)(489)
= 2−2(n−j)[Γ(2j + 1)Γ(n+ 1)/2jn]−1Γ(j + 1)Γ(2n+ 1)/2jn(490)
= 2−2(n−j)[Γ(2j + 1)Γ(n+ 1)]−1Γ(j + 1)Γ(2n+ 1)(491)
= 2−2(n−j)[(2j)!n!]−1j!(2n)!.(492)
L(1/2)n (x) =
n∑
j=0
[(n− j)!j!]−1(j + 1 + 1/2)n−j(−x)
j(493)
=
n∑
j=0
[(n− j)!j!]−12−2(n−j)[(2j + 1)!n!]−1j!(2n+ 1)!(−x)j(494)
= 2−2n(n!)−1(2n+ 1)!
n∑
j=0
22j [(2j + 1)!(n− j)!]−1(−x)j(495)
= 2−2n(n!)−1(2n+ 1)!
n∑
j=0
[(2j + 1)!(n− j)!]−1(−22x)j(496)
= 2−2n(n!)−1(2n+ 1)!
n∑
j=0
(−1)j [(2j + 1)!(n− j)!]−1(2x1/2)2j(497)
= 2−2n(n!)−1(2n+ 1)!
n∑
k=0
(−1)n−k[(2n− 2k + 1)!k!]−1(2x1/2)2n−2k,(498)
j = n− k,(499)
= 2−2n(n!)−1(2n+ 1)!
n∑
k=0
(−1)n−k[k!(2n + 1− 2k)!]−1(2x1/2)2n−2k(500)
= (−2−2)n(n!)−1(2n+ 1)!
n∑
k=0
(−1)k[k!(2n+ 1− 2k)!]−1(2x1/2)2n−2k(501)
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L(1/2)m (x) = (−2
−2)m(m!)−1(2m+ 1)!
m∑
j=0
(−1)j [j!(2m+ 1− 2j)!]−1(2x1/2)2m−2j .(502)
L(−1/2)n (x) =
n∑
j=0
[(n− j)!j!]−1(j + 1/2)n−j(−x)
j(503)
=
n∑
j=0
[(n− j)!j!]−12−2(n−j)[(2j)!n!]−1j!(2n)!(−x)j(504)
= (n!)−1(2n)!
n∑
j=0
[(2j)!(n− j)!]−12−2(n−j)(−x)j(505)
= 2−2n(n!)−1(2n)!
n∑
j=0
(−1)j[(2j)!(n− j)!]−122j(x)j(506)
= 2−2n(n!)−1(2n)!
n∑
j=0
(−1)j[(2j)!(n− j)!]−1(2x1/2)2j(507)
= 2−2n(n!)−1(2n)!
n∑
k=0
(−1)n−k[(2n− 2k)!k!]−1(2x1/2)2n−2k(508)
j = n− k,(509)
= 2−2n(n!)−1(2n)!
n∑
k=0
(−1)n−k[k!(2n− 2k)!]−1(2x1/2)2n−2k(510)
= (−2−2)n(n!)−1(2n)!
n∑
k=0
(−1)k[k!(2n− 2k)!]−1(2x1/2)2n−2k(511)
L(−1/2)m (x) = (−2
−2)m(m!)−1(2m)!
m∑
j=0
(−1)j [j!(2m− 2j)!]−1(2x1/2)2m−2j .(512)
We observe that from the above one has:
H2m(x) = (2m)!
m∑
j=0
(−1)j[j!(2m− 2j)!]−1(2x)2m−2j ,(513)
H2m+1(x) = 2x(2m+ 1)!
m∑
j=0
(−1)j [j!(2m+ 1− 2j)!]−1(2x)2m−2j ,(514)
L(1/2)m (x) = (−2
−2)m(m!)−1(2m+ 1)!
m∑
j=0
(−1)j [j!(2m+ 1− 2j)!]−1(2x1/2)2m−2j ,(515)
L(−1/2)m (x) = (−2
−2)m(m!)−1(2m)!
m∑
j=0
(−1)j [j!(2m− 2j)!]−1(2x1/2)2m−2j ,(516)
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and therefore
L(−1/2)n (x
2) = (−2−2)n(n!)−1H2n(x),(517)
L(1/2)n (x
2) = (−2−2)n(n!)−1(2x)−1H2n+1(x).(518)
H2n(x) = (−2
2)nn!L(−1/2)n (x
2),(519)
H2n+1(x) = (−2
2)nn!(2x)L(1/2)n (x
2).(520)
l(α)n (x) := Γ(n+ α + 1)
−1/2Γ(n+ 1)1/2e−x/2L(α)n (x).(521)
l(1/2)n (x) = Γ(n + 1 + 1/2)
−1/2Γ(n+ 1)1/2e−x/2L(1/2)n (x)(522)
= [2π1/22−2(n+1)Γ(2n+ 2)/Γ(n+ 1)]−1/2Γ(n+ 1)1/2e−x/2L(1/2)n (x)(523)
= π−1/42n+1/2[(2n+ 1)!]−1/2e−x/2L(1/2)n (x).(524)
l(−1/2)n (x) = Γ(n+ 1/2)
−1/2Γ(n + 1)1/2e−x/2L(−1/2)n (x)(525)
= [2π1/22−2nΓ(2n+ 1)n/2nΓ(n+ 1)]−1/2[Γ(n+ 1)]1/2e−x/2L(−1/2)n (x)(526)
= π−1/42n[(2n)!]−1/2e−x/2L(−1/2)n (x).(527)
L(1/2)n (x) = π
1/42−(n+1/2)[(2n+ 1)!]1/2ex/2l(1/2)n (x)(528)
L(−1/2)n (x) = π
1/42−n[(2n)!]1/2ex/2l(−1/2)n (x).(529)
ǫ−1/4hn(ǫ
1/2x) = π−1/42−n/2(n!)−1/2e−x
2/2Hn(x).(530)
ǫ−1/4h2m(ǫ
1/2x) = π−1/42−m[(2m)!]−1/2e−x
2/2H2m(x),(531)
ǫ−1/4h2m+1(ǫ
1/2x) = π−1/42−m−1/2[(2m+ 1)!]−1/2e−x
2/2H2m+1(x).(532)
ǫ−1/4h2n(ǫ
1/2x) = π−1/42−n[(2n)!]−1/2e−x
2/2H2n(x),(533)
ǫ−1/4h2n+1(ǫ
1/2x) = π−1/42−n−1/2[(2n+ 1)!]−1/2e−x
2/2H2n+1(x).(534)
ǫ−1/4h2n(ǫ
1/2x) = π−1/42−n[(2n)!]−1/2e−x
2/2H2n(x)(535)
= π−1/42−n[(2n)!]−1/2e−x
2/2(−22)nn!L(−1/2)n (x
2)(536)
= π−1/4(−2)n[(2n)!]−1/2n!e−x
2/2L(−1/2)n (x
2)(537)
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= π−1/4(−2)n[(2n)!]−1/2n!e−x
2/2(538)
× π1/42−n[(2n)!]1/2ex
2/2l(−1/2)n (x
2)(539)
= (−1)nn!l(−1/2)n (x
2).(540)
ǫ−1/4h2n+1(ǫ
1/2x) = π−1/42−n−1/2[(2n+ 1)!]−1/2e−x
2/2H2n+1(x)(541)
= π−1/42−n−1/2[(2n+ 1)!]−1/2e−x
2/2(−22)nn!(2x)L(1/2)n (x
2)(542)
= (−1)nπ−1/42n−1/2[(2n+ 1)!]−1/2n!e−x
2/2(2x)L(1/2)n (x
2)(543)
= (−1)nπ−1/42n−1/2[(2n+ 1)!]−1/2n!e−x
2/2(2x)(544)
× π1/42−(n+1/2)[(2n + 1)!]1/2ex
2/2l(1/2)n (x
2)(545)
= (−1)n2−1n!(2x)l(1/2)n (x
2)(546)
= x(−1)nn!l(1/2)n (x
2).(547)

10. Elementary polar functions
Proposition 10.1.
W (ρ|j|) = R|j| = ǫ|j|/2
∞∑
n=0
(2n+ 1)|j|/2E0,n.(548)
Proof.
R2hn = ǫ(2n+ 1)hn.(549)
Then by the spectral theorem:
R|j|Ej,n = ǫ
|j|/2
∞∑
n=0
(2n+ 1)|j|/2E0,n,(550)
and therefore the correspondence W (ρ|j|) = R|j| is well posed and the above formula gives
the image of the transform explicitly. 
Definition 10.1. We define
Tj := 2
|j|/2
∞∑
n=0
(n!)−1/2[(n + |j|)!]1/2(2n+ |j|+ 1)−|j|/2Ej,n.(551)
Proposition 10.2. It is the case that
W (e−ijθ) = Tj .(552)
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Proof. We recall that:
R2hn = ǫ(2n + 1)hn,(553)
MR2Em,n = 2
−1(R2Em,n + Em,nR
2) = ǫ(m+ n + 1)Em,n,(554)
MR2Ej,n = ǫ(2n+ |j|+ 1)Ej,n,(555)
Then by the spectral theorem:
M
−|j|/2
R2 Ej,n = ǫ
−|j|/2(2n+ |j|+ 1)−|j|/2Ej,n.(556)
We recall that
ω′λ,j(ρ, θ) := i
−|j|J|j|(λ
1/2ρ)eijθ,(557)
Ωλ,j := (−1)
j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)E−j,n,(558)
ω′λ,j(ρ, θ) = W
−1Ω′λ,j(ρ, θ)(559)
i−|j|J|j|(λ
1/2ρ)eijθ = W −1[(−1)j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)E−j,n]
′(ρ, θ)(560)
= (−1)j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)W −1E ′−j,n(ρ, θ)(561)
We note that [23, § 10.2]:
Jj(x) = (x/2)
j
∞∑
k=0
(−1)k(x/2)2k
k!Γ(k + j + 1)
,(562)
therefore
i−|j|J|j|(λ
1/2ρ) = i−|j|(λ1/2ρ/2)|j|
∞∑
k=0
(−1)k(λ1/2ρ/2)2k
k!(k + |j|)!
,(563)
and
lim
λց0
[λ−|j|/2i−|j|J|j|(λ
1/2ρ)] = [(2i)|j|(|j|)!]−1ρ|j|,(564)
[(2i)|j|(|j|)!] lim
λց0
[λ−|j|/2i−|j|J|j|(λ
1/2ρ)] = ρ|j|.(565)
We recall that
ℓj,n(ρ) = ℓ|j|,n(ρ) = (2
−1/2iρ)|j|l(|j|)n (ρ
2/2),(566)
l(α)n (x) = Γ(n+ α + 1)
−1/2Γ(n+ 1)1/2e−x/2L(α)n (x),(567)
L(α)n (x) =
n∑
j=0
(
n+ α
j + α
)
(−x)j
j!
,(568)
L(α)n (0) =
(
n+ α
n
)
= Γ(n+ 1)−1Γ(α + 1)−1Γ(n+ α + 1)(569)
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l(|j|)n (x) = [(n+ |j|)!]
−1/2(n!)1/2e−x/2L(|j|)n (x),(570)
L(|j|)n (x) =
n∑
k=0
(
n+ |j|
k + |j|
)
(−x)k
k!
,(571)
L(|j|)n (0) =
(
n + |j|
n
)
= (n!)−1(|j|!)−1[(n+ |j|)!],(572)
Therefore
l(|j|)n (0) = [(n+ |j|)!]
−1/2(n!)1/2L(|j|)n (0)(573)
= [(n+ |j|)!]−1/2(n!)1/2(n!)−1(|j|!)−1[(n+ |j|)!](574)
= (n!)−1/2(|j|!)−1[(n+ |j|)!]1/2,(575)
and
lim
λց0
[λ−|j|/2ℓ|j|,n(ǫ
1/2λ1/2)] = (2−1/2iǫ1/2)|j|l(|j|)n (0)(576)
= (2−1/2iǫ1/2)|j|(n!)−1/2(|j|!)−1[(n + |j|)!]1/2,(577)
[(2i)|j|(|j|)!] lim
λց0
[λ−|j|/2ℓ|j|,n(ǫ
1/2λ1/2)](578)
= [(2i)|j|(|j|)!](2−1/2iǫ1/2)|j|(n!)−1/2(|j|!)−1[(n + |j|)!]1/2(579)
= (−1)j(2ǫ)|j|/2(n!)−1/2[(n + |j|)!]1/2.(580)
Then
ω′λ,j(ρ, θ) = W
−1Ω′λ,j(ρ, θ)(581)
i−|j|J|j|(λ
1/2ρ)eijθ = (−1)j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)W −1E ′−j,n(ρ, θ)(582)
[(2i)|j|(|j|)!] lim
λց0
[λ−|j|/2i−|j|J|j|(λ
1/2ρ)eijθ](583)
= [(2i)|j|(|j|)!] lim
λց0
[λ−|j|/2(−1)j
∞∑
n=0
ℓ|j|,n(ǫ
1/2λ1/2)W −1E ′−j,n(ρ, θ)](584)
[(2i)|j|(|j|)!] lim
λց0
[λ−|j|/2i−|j|J|j|(λ
1/2ρ)]eijθ(585)
= (−1)j
∞∑
n=0
[(2i)|j|(|j|)!] lim
λց0
[λ−|j|/2ℓ|j|,n(ǫ
1/2λ1/2)]W −1E ′−j,n(ρ, θ)(586)
ρ|j|eijθ = (−1)j
∞∑
n=0
(−1)j(2ǫ)|j|/2(n!)−1/2[(n + |j|)!]1/2W −1E ′−j,n(ρ, θ)(587)
= (2ǫ)|j|/2
∞∑
n=0
(n!)−1/2[(n+ |j|)!]1/2W −1E ′−j,n(ρ, θ)(588)
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eijθ = (2ǫ)|j|/2
∞∑
n=0
(n!)−1/2[(n+ |j|)!]1/2W −1(M
−|j|/2
R2 E−j,n)
′(ρ, θ)(589)
= (2ǫ)|j|/2
∞∑
n=0
(n!)−1/2[(n+ |j|)!]1/2W −1[ǫ−|j|/2(2n+ |j|+ 1)−|j|/2E−j,n]
′(ρ, θ)(590)
= 2|j|/2
∞∑
n=0
(n!)−1/2[(n + |j|)!]1/2(2n+ |j|+ 1)−|j|/2W −1E ′−j,n(ρ, θ)(591)
We then conclude that
W (e−ijθ) = 2|j|/2
∞∑
n=0
(n!)−1/2[(n+ |j|)!]1/2(2n+ |j|+ 1)−|j|/2Ej,n = Tj .(592)

Remark 10.1. If one takes
Z := (2ǫ)1/2S, Z† := (2ǫ)1/2S†,(593)
one may observe that
Z† = (2ǫ)1/2
∞∑
n=0
(n+ 1)1/2En+1,n, Z = (2ǫ)
1/2
∞∑
n=0
(n+ 1)1/2En,n+1,(594)
and find
eiΘ = M
−1/2
R2 Z = (2ǫ)
1/2
∞∑
n=0
(n+ 1)1/2M
−1/2
R2 En,n+1(595)
= (2ǫ)1/2
∞∑
n=0
(n + 1)1/2ǫ−1/2(2n+ 2)−1/2En,n+1(596)
=
∞∑
n=0
En,n+1 = T−1(597)
e−iΘ = M
−1/2
R2 Z
† = (2ǫ)1/2
∞∑
n=0
(n + 1)1/2M
−1/2
R2 En+1,n(598)
= (2ǫ)1/2
∞∑
n=0
(n+ 1)1/2ǫ−1/2(2n+ 2)−1/2En+1,n(599)
=
∞∑
n=0
En+1,n = T1(600)
11. Connections between local decay estimates
Kostenko and Teschl, Theorem 6.3 of [11], found that the estimate
||e−iD
(α)t||ℓ1(Z+,σ(α))→ℓ∞(Z+,σ(α),−1) = (1 + t
2)−(1+α)/2, σ(α)n := [L
(α)
n (0)]
1/2,(601)
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holds for all α ∈ R+. This estimate is an extension of their earlier estimate for the case
α = 0 found in [10]. They note that this appears to be an analogue of the continuum result
found in [12][13]:
||e−iH
(α)t||L1(Z+,xj)→ℓ∞(Z+,x−α) = O(|t|
−α−1/2), t→∞,(602)
for all −1/2 ≤ α ∈ Z, where
H(α) := −∂2x + α(α + 1)x
−2,(603)
which bears a similarity to
λfj = lfj = (−∂
2
ρ − ρ
−1∂ρ + j
2ρ−2)fj ,(604)
where f ′j(ρ, θ) = g
′
j(ρ)e
ijθ. We now consider a way in which such estimates for respectively
discrete and continuous systems can be considered not just analogous but directly related.
G = W GW −1(605)
||G||ℓ1(Z+,σj)→ℓ∞(Z+,σ−1j ) = supm,n∈Z+
σ−1j,mσ
−1
j,n|Gm,n|.(606)
U =
∑
j∈Z
∞∑
n=0
uj,nEj,n ⊗ E
∗
j,n, 0 < uj,n ∈ R, ∀j, n, U = W
−1UW .(607)
U = W −1UW = W −1(
∞∑
n=0
uj, nEj,n ⊗ E
∗
j,n)W =
∞∑
n=0
uj,n(W
−1Ej,n)⊗ (W
†Ej,n)
∗(608)
=
∞∑
n=0
uj,n(W
−1Ej,n)⊗ (W
−1Ej,n)
∗ =
∞∑
n=0
uj,nεj,n ⊗ ε
∗
j,n,(609)
where we implemented W −1 = W † since the Weyl transform is unitary between suitably
regular elements.
Uj =
∞∑
n=0
uj,nEj,n ⊗ E
∗
j,n, Uj =
∞∑
n=0
uj,nεj,n ⊗ ε
∗
j,n,(610)
U−1j =
∞∑
n=0
u−1j,nEj,n ⊗ E
∗
j,n, U
−1
j =
∞∑
n=0
u−1j,nεj,n ⊗ ε
∗
j,n.(611)
||G||ℓ1(Z+,uj)→ℓ∞(Z+,u−1j )
= sup
m,n∈Z+
u−1j,mu
−1
j,n|Gm,n| = sup
m,n∈Z+
|u−1j,mGm,nu
−1
j,n|(612)
= sup
m,n∈Z+
|〈Ej,m,U
−1
j GU
−1
j Ej,n〉| = sup
m,n∈Z+
|〈εj,m, U
−1
j GU
−1
j εj,n〉|(613)
= sup
m,n∈Z+
|u−1j,mGm,nu
−1
j,n| = sup
m,n∈Z+
u−1j,mu
−1
j,n|Gm,n|.(614)
We conjecture that these correspondences may be tightened through implementation of pre-
vious results on Lp estimates on the Heisenberg group, see e.g. [20][19], and possibly with
observations of correspondences between C and N in the spatially asymptotic sense.
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We thank Tobias Hartnick and Amos Nevo for helpful advice and insights.
References
[1] C. Acatrinei, Discrete nonlocal waves, J. High Energ. Phys. (2013) 2013: 57.
[2] Chen, T., Frhlich, J. & Walcher, The Decay of Unstable Noncommutative Solitons, J. Commun. Math.
Phys. (2003) 237: 243.
[3] I. Daubechies, Continuity statements and counterintuitive examples in connections with Weyl quantiza-
tion, J. Math. Phys. 24, 1453 (1983).
[4] G.B. Folland, Harmonic Analysis in Phase Space, Princeton University Press. Princeton, New Jersey,
1989.
[5] D. Geller, Spherical Harmonics, the Weyl Transform and the Fourier Transform on the Heisenberg Group,
Can. J. Math., Vol. XXXVI, No. 4, 1984, pp. 615-684.
[6] P.C. Greiner, Spherical harmonics in the Heisenberg group, Canad. Math. Bull. Vol. 23 4 (1980).
[7] R. Gopakumar, S. Minwalla, A. Strominger, Noncommutative solitons, JHEP Volume 2000,
JHEP05(2000).
[8] R. Howe, On the Role of the Heisenberg Group in Harmonic Analysis, Bull Amer. Math. Soc., Vol. 3,
No. 2, Sept. 1980.
[9] E. Karimi, R. W. Boyd, P. de la Hoz, H. de Guise, J. Rehacek, Z. Hradil, A. Aiello, G. Leuchs, L. L.
Sanchez-Soto, Radial quantum number of Laguerre-Gauss modes, Phys. Rev. A 89 (2014), 063813.
[10] A. Kostenko, G. Teschl, Dispersion Estimates for the Discrete Laguerre Operator, Lett Math Phys,
April 2016, Volume 106, Issue 4, pp 545-555.
[11] A. Kostenko, G. Teschl, Jacobi Polynomials, Bernstein-Type Inequalities and Dispersion Estimates for
the Discrete Laguerre Operator, (Submitted). arXiv:1602.08626v1.
[12] A. Kostenko, G. Teschl, J.H. Toloza, Dispersion estimates for spherical Schro¨dinger equations, Ann.
Henri Poincare´ (to appear). arXiv:1504.03015.
[13] H. Kovarˇ´ık, F. Truc, Schro¨dinger operators on a half-line with inverse square potentials, Math. Model.
Nat. Phenom. 9 (2014) no. 5, 170-176.
[14] A.J. Krueger and A. Soffer, Dynamics of Noncommutative Solitons I: Spectral Theory and Dispersive
Estimates, Ann. Henri Poincare´ 17 (2016), 1181-1208.
[15] G. Loupias, Sup la convolution gauche, These de Doctorat, Universite d’Aix-Marseille, 1966.
[16] G. Loupias, S. Miracle-Sole, C∗-alge`bres des syste`mes canoniques, II, Ann. Inst. H. Poincare´ Sect. A, 6
(1967), 39-58.
[17] J.C.T Pool, Mathematical aspects of the Weyl correspondence, J. Math. Phys. 7 (1966), 66-76.
[18] I. E. Segal, Transforms for operators and symplectic automorphisms over a locally compact Abellian
group, Math. Scand. 13 (1963), 31-43.
[19] R.S. Strichartz, Lp Harmonic Analysis and Radon Transforms on the Heisenberg Group, J. Fun. Anal.
96 (1991), 350-406.
[20] S. Thangavelu, Lectures on Hermite and Laguerre Expansions, Mathematical Notes 42, Princeton Uni-
versity Press (1993).
[21] S. Thangavelu, Harmonic Analysis on the Heisenberg Group, Springer Science and Business Media
(1998).
[22] S. Thangavelu, An Introduction to the Uncertainty Principle: Hardy’s Theorem on Lie Groups, Springer
Science and Business Media (2004).
[23] NIST Digital Library of Mathematical Functions. http://dlmf.nist.gov/, Release 1.0.13 of 2016-09-16.
F. W. J. Olver, A. B. Olde Daalhuis, D. W. Lozier, B. I. Schneider, R. F. Boisvert, C. W. Clark, B. R.
Miller, and B. V. Saunders, eds.
[24] Abramowitz, Milton; Stegun, Irene Ann, eds. (1983) [June 1964]. Handbook of Mathematical Functions
with Formulas, Graphs, and Mathematical Tables. Applied Mathematics Series. 55 (Ninth reprint with
additional corrections of tenth original printing with corrections (December 1972); first ed.). Washington
D.C., USA; New York, USA: United States Department of Commerce, National Bureau of Standards;
Dover Publications.
44 AUGUST J. KRUEGER
Amado Building, Technion Math. Dept., Haifa, 32000, Israel
E-mail address : ajkrueger@tx.technion.ac.il
