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ABSTRACT
We study stochastic gradient descent without replacement (SGDo) for smooth convex functions.
SGDo is widely observed to converge faster than true SGD where each sample is drawn indepen-
dently with replacement [1] and hence, is more popular in practice. But it’s convergence properties
are not well understood as sampling without replacement leads to coupling between iterates and
gradients. By using method of exchangeable pairs to bound Wasserstein distance, we provide the
first non-asymptotic results for SGDo when applied to general smooth, strongly-convex functions.
In particular, we show that SGDo converges at a rate of O(1/K2) while SGD is known to converge
atO(1/K) rate, whereK denotes the number of passes over data and is required to be large enough.
Existing results for SGDo in this setting require additional Hessian Lipschitz assumption [2, 3].
For smallK , we show SGDo can achieve same convergence rate as SGD for general smooth strongly-
convex functions. Existing results in this setting requireK = 1 and hold only for generalized linear
models [4]. In addition, by careful analysis of the coupling, for both large and small K , we obtain
better dependence on problem dependent parameters like condition number.
Keywords Stochastic Gradient Descent · Random Reshuffling ·Machine Learning · Convex Optimization ·Without
Replacement Sampling
1 Introduction
In this paper, we study the standard finite sum optimization problem that arises in most machine learning based
optimization problems:
F (x) :=
1
n
n∑
i=1
f(x; i),
where f(x; i) : Rd → R is the i-th component function. For example, in standard ERM and deep learning training
f(x; i) denotes the loss function w.r.t. the i-th data point. Stochastic Gradient Descent (SGD), originally proposed by
[5], has emerged as one of the most popular techniques to solve this problem.
∗
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At t-th step, SGD updates the iterate by xt+1 = xt − η∇f(xt; it) where ∇f(xt; it) is the gradient of f(xt; it) and
it is selected uniformly at random with replacement yielding Eit [∇f(xt; it)] = ∇F (xt). SGD has been extensively
studied in literature and a vast number of results are known in many different settings, most prominent being that of
convex optimization [6, 7, 8, 9, 10].
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Table 1: Comparison of our results with previously known results in terms of number of functions n and number
of epochs K . For simplicity, we suppress the dependence on other problem dependent parameters such as Lipschitz
constant, strong convexity, smoothness etc. These dependencies are clearly stated in Theorems 1, 2 and 3.
While SGD holds the rare distinction of being both theoretically well understood and practically widely used, there
are still significant differences between the versions of SGD that are studied in theory vs those used in practice.
Resolving this discrepancy is an important open question. One of the major differences is that SGD is widely used
in practice with out replacement (SGDo). SGDo uses the standard SGD update but in each epoch/pass over data,
every i ∈ [n] is sampled exactly once but in a uniformly random position i.e., without replacement. This implies, that
Eit [∇f(xt; it)] = ∇F (xt) does not hold anymore, making the analysis of SGDo significantly more challenging.
Studies however, have shown empirically that SGDo converges significantly faster than SGD [1]. [2] provided the
first formal guarantee for this observation and proved that the suboptimality of SGDo after K epochs behaves as
O
(
1/K2
)
, where as the suboptimality of SGD is known to be O (1/nK) (and this bound is tight). Under the same
assumptions, [3] improves upon the result of [2] and shows a suboptimality bound of O
(
1/n2K2 + 1/K3
)
where n
is the number of samples and K is the number of epochs. However, both the above given guarantees require Hessian
Lipschitz, gradient Lipschitz (also known as smoothness) and strong convexity assumptions on F . In contrast, SGD’s
rate of O
(
1
nK
)
requires only strong convexity. It is also known that this rate cannot be improved with out smoothness
(gradient Lipschitz). So, in this work, we ask the following question: Does SGDo converge at a faster rate than SGD
for general smooth, strongly-convex functions (with out Hessian Lipschitz assumption)?
We answer the above question in affirmative and show that SGDo can achieve convergence rate of O˜
(
1/nK2
)
for
general smooth, strongly-convex functions. Moreover, forK . n, our result improves upon the best known rates [3].
Our results also improve upon theO(1/nK) rate of SGD onceK ≥ O(κ2 lognK)where κ is the condition number of
the problem (2). In contrast, [3] requiresK ≥ O (κ1.5 · √n) to improve upon the rates of SGD. Note that in practice
one takes only a few passes over the data and hence a practical method needs to demonstrate faster rate for a small
number of epochs. Finally, our analysis yields improved dependence on problem dependent parameters like κ.
As mentioned above, in many settings, we are interested in the performance of SGDo, when the number of passes K
is quite small. [4] considers an extreme version of this setting, and obtains suboptimality bounds for SGDo for the first
pass, for the special case of generalized linear models. These bounds are similar to the standard suboptimality bounds
for SGD ofO (1/n) andO (1/
√
n) for convex functions with and with out strong convexity respectively (here number
of passesK = 1).
For the smallK regime, we obtain similar convergence rates ofO (1/nK) andO
(
1√
nK
)
for smooth convex functions
with and with out strong convexity respectively. This improves upon [4] by showing the result for general convex
functions, for any number of epochs and also in terms of dependence on problem dependent parameters. These results
2
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Algorithm 1 SGD: SGD with replacement
Input: Functions f(x; i), i ∈ [n], convex set W , maximum
number of epochsK, step-size sequence αk,i, k ∈ [K], i ∈
[n]
1: x0n ← 0
2: for k ∈ [K] do
3: xk0 ← x
k−1
n
4: for 0 ≤ i ≤ i ≤ n− 1 do
5: jki ← Unif [n]
6: xki+1 ← ΠW
(
xki − αk,i∇f
(
xki ; j
k
i
))
7: end for
8: end for
Algorithm 2 SGDo: SGD without replacement
Input: Functions f(x; i), i ∈ [n], convex set W , number of
epochs K, step-size sequence αk,i, k ∈ [K], i ∈ [n]
1: x0n ← 0
2: for k ∈ [K] do
3: xk0 ← x
k−1
n
4: σk ← uniformly random permutation of [n]
5: for 0 ≤ i ≤ i ≤ n− 1 do
6: xki+1 ← ΠW
(
xki − αk,i∇f
(
xki ; σk(i+ 1)
))
7: end for
8: end for
are summarized in Table 1. The first three rows of the table compare our result for large K against those of [2] and
[3]. The next two rows compare our result for small K (i.e., constantK) against that of [4] in the presence of strong
convexity. The final two rows compare our result for smallK against that of [4] without strong convexity.
As noted earlier, the main challenge in analyzing SGDo is that in expectation, the update does not follow gradient
descent (GD). That is, Eit [∇f(xt; it)] 6= ∇F (xt). The main proof strategy is to bound the bias in SGDo update, i.e.,
‖Eit [∇f(xt; it)]−∇F (xt)‖ as well as the variance associated with the update, i.e., Eit [‖∇f(xt; it)‖2]−‖∇F (xt)‖2.
To bound the bias term, we use a novel coupling technique for limiting Wasserstein distance between the paths of
SGDo and SGD. For the variance term, we use smoothness of the function to show that compared to SGD, SGDo
naturally leads to variance reduction. We put together these two terms and analyze them in different settings of K
(constant vs condition number dependentK) to obtain our final results (Theorems 1, 2 and 3).
Organization: We introduce problem setup, notations, and a brief overview of related works in Section 2. In Section 3,
we present our main results, compare it with existing work and give a rough outline of our proof strategy. In Section 4,
we introduce coupling and Wasserstein distances and use these ideas to state and prove some important lemmas in
our context. Section 5 presents the proofs of our main results. Finally, we conclude with Section 6. Due to space
limitations, some of the proofs are presented in the appendix.
2 Problem Setup
Given convex functions f(; 1), . . . , f(;n) : Rd → R, we consider the following optimization problem:
min
x∈W
F (x) :=
1
n
n∑
i=1
f(x; i) , (1)
where W ⊂ Rd is a closed convex set. We will refer to F as the objective function and f(·; i) as the component
functions. Henceforth, we let x∗ denote the minimizer of F overW and ΠW denote the projection operator onto the
setW . We study SGDo when applied to the above problem. The algorithm takesK passes (epochs) over the data. In
each pass, it goes through the component functions in a random order σk : [n]→ [n] and requires a step size sequence
αk,i ≥ 0 for k ∈ [K], 0 ≤ i ≤ n− 1 for computing stochastic gradient. See Algorithm 2 for pseudo-code.
For simplicity of analysis and exposition, we assume constant step-sizes αk,i. For our analysis, we assume that the
component functions are twice differentiable, uniformlyG lipschitz and L smooth overW .
Assumption 1 (Lipschitz Continuity). There exists G > 0 such that ‖∇f(x; i)‖ ≤ G ∀ x ∈ W and i ∈ [n].
Assumption 2 (Smoothness/Gradient Lipschitz). There exists L > 0 such that, ‖∇f(x; i) − ∇f(y; i)‖ ≤ L‖x −
y‖ ∀ x, y ∈ W and i ∈ [n].
In addition, we require strong-convexity of F (·) for Theorem 1 and Theorem 2 to hold.
Assumption 3 (Strongly-convex). There exists µ > 0 s. t. F (y) ≥ F (x)+ 〈∇F (x), y−x〉+ µ2 ‖y−x‖2 ∀ x, y ∈ W .
We define condition number κ of the problem (1) as:
κ = L/µ, (2)
where L and µ are smoothness and strong convexity parameters defined by Assumptions 2 and 3, respectively. Finally,
we denote the distance of initial point x0i from the optimum byD i.e.,D
def
=
∥∥x0i − x∗∥∥.
3
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2.1 Related Work
Gradient descent (GD) and it’s variants are well-studied in literature [9]. If Assumption 1 is satisfied, then suboptimal-
ity of GD (more precisely subgradient descent) with averaging is bounded byO(G·D/
√
K)whereK is the number of
GD iterations. With Assumption 2, the convergence rate improves to O(LD2/K) and with additional Assumption 3,
it further improves to O(e−K/κLD2) where κ is defined by (2). For smooth functions, accelerated gradient descent
(AGD) further improves the rates to O(LD2/K2) and O(e−K/
√
κLD2), in the above two settings respectively [9].
Each iteration of GD requires a full pass over data and hence requires prohibitively largeO(n ·Tf) computation where
Tf is the computation cost of evaluating gradient of any f(x; i) at any x. In contrast, SGD (Algorithm 1) requires only
O(Tf ) computation per step. Moreover, SGD’s suboptimality after K passes over the data is O(G · D/
√
nK) with
Assumption 1. Similarly, it is O(G2/µ · 1/(nK)) if Assumption 3 also holds. Without any additional assumptions,
these rates are known to be tight.
With additional Assumption 2, people have designed acceleration methods for SGD such as SAGA [11], SVRG [12],
SDCA [13] and SAG [14] - these methods achieve variance reduction using previous iterates in the algorithm and
obtain faster rates of convergence. Note that none of these results applies for SGDo as sampling without replacement
introduces dependencies between iterates and gradients. But, at a high-level, our result shows that SGDo naturally
achieves some amount of variance reduction giving better convergence rate than SGD.
There have also been other works that study SGDo. [15] relate the performance of SGDo to a noncommutative version
of arithmetic-geometricmean inequality [16, 17]. However, this conjecture has not yet been fully resolved. [18] shows
that for a small enough fixed step size, the distibution of SGDo converges closer to the optimum than SGD.
3 Main Results
In this section, we present our main results for SGDo and the main ideas behind the proofs. Recall that xki denotes the
iterates of SGDo and let x∗ be a minimizer of F (·) overW . We define di,k := ‖xki − x∗‖. We now present our first
result that improves upon the convergence rate of SGD for largeK .
Theorem 1. Suppose F (·) satisfies Assumptions 1-3. Fix l > 0 and let number of epochsK > 32lκ2 lognK. Let xki
be the iterates of SGDo (Algorithm 2) when applied to F (·) with constant learning rate αk,i = α def= 4l lognKµnK . Then
the following holds for the tail average xˆ
def
= 1
K−⌈K2 ⌉+1
∑K
k=⌈K2 ⌉
xk0 of the iterates:
E[F (xˆ)]− F (x∗) ≤ O
(
µ
d20,1
(nK)l
)
+O
(
κ2G2
µ
(lognK)2
nK2
)
.
Remarks:
• The error has two terms – first term depending on initial error d0,1 and second term depending on problem
parameters L,G and µ. The dependence on initial error can be made to decay very fast by choosing l to be a
large enough constant, i.e.,K = Ω(κ2). In this case, the leading order term is the second term which decays
as O
(
1
nK2
)
. Our result improves upon the O
(
G2
µnK
)
rate of SGD onceK > O
(
κ2 lognK
)
.
• Our result improves upon the state of the art result for SGDo by [3] as long as K ≤ κn, which captures
the most interesting setting in practice. Furthermore, we do not require the additional Hessian Lipschitz
assumption. For the sake of clarity, [3] keeps all parameters other than µ constant and takes κ = Θ(1/µ) to
get suboptimality of O˜
(
κ4
n2K2 +
κ4
K3 +
κ6
K4
)
. By the same token, our suboptimality is O˜( κ
3
nK2 ).
Note that Theorem 1 requires the number of passesK > κ2. We now present results that apply even for small number
of passes. In this setting, we match the rates of SGD. The problem setting is the same as Theorem 1.
Theorem 2. Suppose F (·) satisfies Assumptions 1-3. Let xki be the iterates of SGDo (Algorithm 2) when applied to
F (·) with constant learning rate αk,i = α def= min
(
2
L , 4l
lognK
µnK
)
for a fixed l > 0. Then the following holds for the
tail average xˆ
def
= 1
K−⌈K2 ⌉+1
∑K
k=⌈K2 ⌉
xk0 of the iterates:
E[F (xˆ)]− F (x∗) = O
(
µ
‖x10−x∗‖2
(nK)l + L
‖x10−x∗‖2
(nK)(l+1)
)
+O
(
G2 lognK
µnK +
L2G2 lognK
µ3n2K2
)
.
4
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Remarks:
• The dependence on initial error can be made to decay as fast as any polynomial by choosing l to be a large
enough constant.
• Our result is the first such result for general smooth, strongly-convex functions and for arbitrary K; recall
that the result of [4] requires F to be a generalized linear function and requires K = 1. Furthermore, even
in setting of [4], our result improves upon best known bounds when nK > κ2. In this case, our error rate is
O
(
G2 log nK
µnK
)
that matches the rate of SGD upto log factors. The result of [4] does not obtain this rate even
when n→∞.
The above two theorems require F (·) to be strongly convex (Assumption 3). We now present our result for F that
need not satisfy the strong convexity assumption.
Theorem 3. Suppose F (·) satisfies Assumptions 1-2 and that diam(W) ≤ D . The average xˆ def=
∑n−1
i=0
∑K
k=1 x
k
i
Kn of
SGDo (Algorithm 2) with constant learning rate αk,i = α
def
= min
(
2
L ,
D
G
√
Kn
)
satisfies:
E[F (xˆ)]− F (x∗) ≤ D2L4nK + 3GD√nK .
Remarks:
• The second term of O
(
GD√
nK
)
is the same as the rate of SGD in this setting. This becomes the leading order
term once nK ≥ L2D2G2 .
• Our result is the first such result for general smooth, Lipschitz convex functions. The earlier result by [4]
applied only for generalized linear models but does not require smoothness assumption.
3.1 Necessity of Smoothness
In the classical analysis of SGD for O
(
1
nK
)
rate, one only requires Assumptions 1 and 3. In this section, we out-
line an argument showing that obtaining a better rate than O
(
1
nK
)
for SGDo as in Theorem 1, requires additional
Assumption 2 (smoothness). In contrast, it is well known that the rate of O
(
1
nK
)
is tight for SGD even with addi-
tional Assumption 2. Consider the example where all the component functions are same. i.e, f(x; i) = g(x) for all
1 ≤ i ≤ n and x ∈ Rd. Then, running SGDo for optimizing F (x) := 1n
∑n
i=1 f(x; i) = g(x) for K epochs (over a
closed convex setW) is the same as running gradient descent over F (x) for nK iterations.
Given any T = nK , [9, Theorem 3.13] shows the existence of a function satisfying Assumptions 1 and 3 and a closed
convex set W such that the suboptimality of all iterates up to the T th iteration of GD–hence, for all the iterates up
to K th epoch of SGDo–is lower bounded by G
2
8µnK . This establishes the necessity of Assumption 2 for obtaining
improved rates over SGD as in Theorem 1.
3.2 Proof Strategy
As a general note, in the proofs, we assume thatW = Rd, which avoids the projection operator ΠW . All the steps go
through in a straight forward fashion even with this projection operator. When we try to apply the classical proof of rate
of convergence of SGD to SGDo, the major problemwe encounter is thatE[f(xki ;σk(i+1))] 6= E[F (xki )]. In section 4,
we propose a coupling sequence and use it to bound a certain Wasserstein distance to argue that E[f(xki ;σk(i+1))] ≈
E[F (xki )]. This along with standard analysis tools then yields Theorems 2 and 3.
However, this technique does not suffice to obtain faster rate as in Theorem 1. So, to prove Theorem 1, we show
that in expectation, SGDo over one epoch approximates one step of GD applied to F . Therefore, K epochs of
SGDo approximates GD iterates afterK iterations. Recall
xk+10 = x
k
0 − αk
n−1∑
i=0
∇f(xki , σk(i+ 1)).
If xki ≈ xk0 , then the equation above implies:
xk+10 ≈ xk0 − αk
n−1∑
i=0
∇f(xk0 , σk(i + 1)) = xk0 − nαk∇F (xk0) .
5
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We observe that the right hand side is one step of gradient descent. Lemma 5 in Section 4 makes this argument rigorous
as it shows that E[‖xki − xk0‖2] becomes small as F (xk0)→ F (x∗).
4 Coupling and Wasserstein distance
In this section, we develop the required machinery to show:
E[f(xki ;σk(i+ 1))] ≈ E[F (xki )]. (3)
Define the following exchangeable pair: suppose we run the algorithm for k − 1 epochs using permutations
σ1, . . . , σk−1 to obtain xk0 . When k = 1, this means that we start with the same starting point x
1
0. We draw two
independent uniform permutations: σk and σ
′
k. If we run the k-th epoch with permutation σk, we denote the k-th
epoch iterates by (xi(σk))
n
i=1 to explicity show the dependence on σk . Similarly, the sequence obtained by using
the permutation σ′k for the k-th epoch is denoted by (xi(σ
′
k))
n
i=1). It is clear that (xi(σ
′
k))
n
i=1 is independent and
indentically distributed as (xi(σk))
n
i=1. We note:
E[f(xi(σ
′
k);σk(i+ 1))] = E[f(xi(σ
′
k))] = E[F (x
k
i )] . (4)
Here the first equality follows from the fact that σk is independent of σ
′
k (and applying Fubini’s theorem). The second
equality follows from the fact that xi(σ
′
k) and xi(σk) are identically distributed. Therefore, to show (3), we need
to show that: E[f(xi(σ
′
k);σk(i + 1))] − E[f(xi(σk);σk(i + 1))] ≈ 0 . Since f(·; j) is uniformly lipschitz, a bound
on the Wasserstein distance between xi(σk) and xi(σ
′
k) would imply the above result. That is, Lemma 1 shows that
E[f(xi(σ
′
k);σk(i+1))]−E[f(xi(σk);σk(i+1))] is bounded by the Wasserstein distance between xi(σk) and xi(σ′k),
and Lemma 4 then bounds the Wasserstein distance, to bound the above quantity.
We first introduce some notation to prove the result. Let Di,k := L(xi(σk)) and D(r)i,k := L (xi(σk)|σk(i+ 1) = r).
Here L(X) denotes the distribution of the random variable X . We let Lipd(β) be the set of all β lipschitz functions
from Rd → R.
Definition 1. Let P andQ be two probability measures overRd such that EX∼P [‖X‖2] <∞ andEY∼Q[‖Y ‖2] <∞.
Let X ∼ P and Y ∼ Q be random vectors defined on a common measure space (i.e, they are coupled). We define
Wasserstein-1 and Wasserstein-2 distances between P andQ as:
D
(1)
W (P,Q)
def
= inf
(X,Y ):
X∼P
Y∼Q
E[‖X − Y ‖] , and
D
(2)
W (P,Q)
def
= inf
(X,Y ):
X∼P
Y∼Q
√
E[‖X − Y ‖2],
respectively. Here the infimum is over all joint distributions over (X,Y ) with prescribed marginals.
By Jensen’s inequality, we have D
(2)
W (P,Q) ≥ D(1)W (P,Q). The following result gives a fundamental characterization
of Wasserstein distance [19].
Theorem 4 (Kantorovich Duality). Let P andQ satisfy the conditions in Definition 1. Let X ∼ P and Y ∼ Q then:
D
(1)
W (P,Q) = sup
g∈Lipd(1)
E[g(X)]− E[g(Y )].
We can use Theorem 4 to bound the approximation error in (3) in terms of average Wasserstein-1 distance between
Di,k and D(r)i,k .
Lemma 1. ∣∣E[F (xki )]− E[f(xki ;σk(i + 1))]∣∣ ≤ Gn n∑
r=1
D
(1)
W
(
Di,k,D(r)i,k
)
6
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Proof. Let Rj := σk(j) for all j ∈ [n]. Using (4):∣∣E[F (xki )]− E[f(xki ;Ri+1)]∣∣ =∣∣∣∣E[f(xi(σ′k);Ri+1)]− E[f(xi(σk);Ri+1)]∣∣∣∣
≤ 1n
n∑
r=1
∣∣E [f(xi(σ′k); r)] − E [f(xi(σk); r)∣∣Ri+1 = r]∣∣
≤ 1n
n∑
r=1
sup
g∈Lipd(G)
(
E [g(xi(σ
′
k))]− E
[
g(xi(σk))
∣∣Ri+1 = r])
= 1n
n∑
r=1
G · D(1)W
(
Di,k,D(r)i,k
)
,
where the second step follows from triangle inequality and the fact that xi(σ
′
k) is independent of σk . Second to last
inequality follows from the fact that f ∈ Lipd(G) and the last inequality follows from Theorem 4. We also used the
fact that conditioned on σk(i+ 1) = r, x
k
i (σ
′
k) ∼ Di,k
From Lemma 1, we see that we only need to upper bound D
(1)
W
(
Di,k,D(r)i,k
)
. We hope to use the definition of
Wasserstein-1 distance (Definition 1) by constructing a nice coupling between Di,k and D(r)i,k , that we present in the
following lemma; see Appendix B for a proof of the lemma.
Lemma 2. Given k, suppose αk,i is a non-increasing function of i and αk,0 ≤ 2L . Then almost surely, ∀ i ∈ [n],
‖xi(σ′k)− xi(σk)‖ ≤ 2Gαk,0 · |{j ≤ i : σk(j) 6= σ′k(j)}| . (5)
Here |{j ≤ i : σk(j) 6= σ′k(j)}| is the number of iterations till i where the two permutations σk and σ′k choose different
component functions.
A key ingredient in the proof of the above lemma is the following standard result which says that gradient step with
small enough step size is contracting for smooth convex functions.
Lemma 3. If g is convex and ‖∇2g‖ ≤ L, then,
‖∇g(x)−∇g(y)‖2 ≤ L〈∇g(x)−∇g(y), x− y〉.
See [20, Theorem 2.1.5] for a proof.
4.1 Coupling σk and σ
′
k
In this section, we construct a coupling between σk and σ
′
k that minimizes the bound in Lemma 2. Let Sn be the set
of all permutations over n letters. For a, b ∈ [n], we define the exchange function Ea,b : Sn → Sn: for any τ ∈ Sn,
Ea,b(τ) gives a new permutation where a-th and b-th entries of τ are exchanged and it keeps everything else same. We
construct the operator Λr,i : Sn → Sn:
Λr,i(τ) =
{
τ if τ(i + 1) = r
Ei+1,j(τ) if τ(j) = r and j 6= i+ 1
Basically,Λr,i makes a single swap so that i+1-th position of the permutation is r. Clearly, if σk is a uniformly random
permutation, then Λr,i(σk) has the same distribution as σk|σk(i + 1) = r. We use the coupling characterization of
D
(1)
W to conclude:
Lemma 4. Let k be fixed. When αk,0 ≤ 2L and αk,i be a non-increasing function of i,
D
(1)
W
(
Di,k,D(r)i,k
)
≤ D(2)W
(
Di,k,D(r)i,k
)
≤ 2αk,0G,
where Di,k, D(r)i,k are defined above. Consequently, from Lemma 1, we conclude:∣∣E[F (xki )]− E[f(xki ;σk(i + 1))]∣∣ ≤ 2αk,0G2.
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Proof. Let σk be a uniformly random permutation and r ∈ [n]. Therefore, xi(σk) ∼ Di,k and xi (Λr,i(r)) ∼ D(r)i,k .
This gives a coupling between Di,k and D(r)i,k . By definition of Wasserstein distance:
D
(2)
W
(
Di,k,D(r)i,k
)
≤
√
E‖xi(σk)− xi(Λr,iσk)‖2 (6)
It is clear that
∣∣{j ≤ i : σk(j) 6= [Λr,i(σk)] (j)}∣∣ ≤ 1 almost surely. Therefore, from Lemma 2, we conclude that
‖xi(σk)−xi(Λr,iσk)‖ ≤ 2αk,0G almost surely. Together with Equation 6, and the fact thatD(2)W ≥ D(1)W we conclude
the result.
The lemmas presented above tightly bound the difference in suboptimality between iterates of SGD and SGDo. These
will be used in proving Theorems 2 and 3, matching the rates of SGD. For Theorem 1, we need to show that there
is some amount of automatic variance reduction while running SGDo. In order to do this, we need to show that the
iterates xki do not move much when they are close to the optimum. The following lemma makes this precise.
Lemma 5. Let αk,0 <
2
L and αk,j be a non-increasing sequence in j for a given k. For any i ∈ [n], we have:
E[‖xki − xk0‖2] ≤ 5iα2k,0G2 + 2iαk,0 · E
[
F (xk0)− F (x∗)
]
,
and E[d2i,k] ≤ E[d20,k] + 5iα2k,0 ·G2,
where we recall that di,k
def
= ‖xki − x∗‖.
See Appendix B for a detailed proof of the above lemma.
5 Proofs of Main Results
In this section, we will present proofs of Theorems 1, 2 and 3 using the results from the previous section.
5.1 Proof of Theorem 1
In this subsection, for the sake of clarity of notation, we take Rj
def
= σk(j) for every j ∈ [n]. Recall the definition
di,k := ‖xki − x∗‖. From the definition of SGDo, and the choice of step sizes αk,i = α = 4l lognKµnK , we have:
xk+10 = x
k
0 − α
n−1∑
i=0
∇f(xki , Ri+1).
Using the hypothesis that α ≤ 2L (since µL ≤ 1) and taking norm squared on both sides,
d20,k+1 = d
2
0,k − 2α
n−1∑
i=0
〈∇f(xki , Ri+1), xk0 − x∗〉+ α2
∥∥∥∥ n−1∑
i=0
∇f(xki , Ri+1)
∥∥∥∥2
= d20,k − 2nα〈∇F (xk0), xk0 − x∗〉 − 2α
n−1∑
i=0
〈∇f(xki , Ri+1)−∇F (x0), xk0 − x∗〉
+ α2
∥∥∥∥ n−1∑
i=0
∇f(xki , Ri+1)
∥∥∥∥2
≤ d20,k(1− nαµ)− 2nα(F (xk0)− F (x∗))− 2α
n−1∑
i=0
〈∇f(xki , Ri+1)−∇F (x0), xk0 − x∗〉
+ α2
∥∥∥∥ n−1∑
i=0
∇f(xki , Ri+1)
∥∥∥∥2, (7)
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where we used strong convexity of F in the third step. We consider the term:
T1
def
= −2α
n−1∑
i=0
〈∇f(xki , Ri+1)−∇F (x0), xk0 − x∗〉
= −2α
n−1∑
i=0
〈∇f(xki ;Ri+1)−∇f(xk0 ;Ri+1), xk0 − x∗〉.
Taking expectation, we have
E[T1]
= −2αE
n−1∑
i=0
〈∇f(xki ;Ri+1)−∇f(xk0 ;Ri+1), xk0 − x∗〉
≤ 2αL
n−1∑
i=0
E
[‖xki − xk0‖.‖xk0 − x∗‖]
≤ 2αL
n−1∑
i=0
√
E‖xki − xk0‖2
√
E‖xk0 − x∗‖2
≤ 2αLn
√
E[d20,k]
√
5nα2G2 + 2nαE
[
F (xk0)− F (x∗)
]
, (8)
where we used Cauchy-Schwarz and smoothness in the second step and Lemma 5 in the last step. We now consider
T2
def
= α2
∥∥∥∥ n−1∑
i=0
∇f(xki ;Ri+1)
∥∥∥∥2 .
We use the fact that: ∇F (x∗) = 0 =∑n−1i=0 ∇f(x∗;Ri+1) in the equation above to conclude:
T2 = α
2
∥∥∥∥ n−1∑
i=0
∇f(xki ;Ri+1)−∇f(x∗;Ri+1)
∥∥∥∥2
≤ α2
[
n−1∑
i=0
∥∥∥∥∇f(xki ;Ri+1)−∇f(x∗;Ri+1)∥∥∥∥
]2
≤ α2L2
[
n−1∑
i=0
∥∥xki − x∗∥∥
]2
= α2L2
n∑
i=1
n∑
j=1
di,kdj,k.
Taking expectation, we have
E[T2] ≤ α2L2
n∑
i=1
n∑
j=1
E[di,kdj,k]
≤ α2L2
n∑
i=1
n∑
j=1
√
E[d2i,k]
√
E[d2j,k]
≤ α2L2n2 [E[d20,k] + 5nα2G2] , (9)
where we again used Cauchy-Schwarz inequality and Lemma 5. Applying AM-GM inequality on (8), we have:
E[T1] ≤ αLn
[
µE[d20,k]
4L +
4L(5nα2G2+2nαE[F (xk0)−F (x∗)])
µ
]
= αµn4 E[d
2
0,k] +
20L2α3n2G2
µ +
8α2L2n2
µ E
[
F (xk0)− F (x∗)
]
Plugging the inequality above and (9) in (7), we conclude:
E[d20,k+1] ≤ E[d20,k](1 − nαµ)− 2nαE(F (xk0)− F (x∗)) + αµn4 E[d20,k] + 20L
2α3n2G2
µ +
8α2L2n2E[F (xk0)−F (x∗)]
µ
+ α2L2n2E[d20,k] + 5α
4L2G2n3
≤ E[d20,k](1 − 3nαµ4 + α2n2L2)− 2nα
(
1− 4αnL2µ
)
E
[
F (xk0)− F (x∗)
]
+ 20L
2α3n2G2
µ + 5α
4L2G2n3.
(10)
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By our choice of step sizes, it is clear that 1− 3nαµ4 +α2n2L2 ≤ 1− nαµ2 . In (10), we use the fact that F (xk0) ≥ F (x∗)
to conclude:
E[d20,k] ≤
(
1− nαµ2
)
E[d20,k−1] +
20L2α3n2G2
µ + 5α
4L2G2n3
Unrolling the recursion above, we have:
E[d20,k] ≤
(
1− nαµ2
)k
d20,1 +
∞∑
t=0
(
1− nαµ2
)t [20L2α3n2G2
µ + 5α
4L2G2n3
]
≤ exp
(
−nkαµ2
)
d20,1 +
2
nαµ
[
20L2α3n2G2
µ + 5α
4L2G2n3
]
≤ exp
(
−nkαµ2
)
d20,1 +
40L2α2nG2
µ2 +
10α3L2G2n2
µ
Taking α = 4l lognKµnK and k =
K
2 , we have:
E[d2
0,
K
2
] ≤ d
2
0,1
(nK)l
+ 40L
2α2nG2
µ2 +
10α3L2G2n2
µ .
We now analyze the suffix averaging scheme given. Adding (10) from k = K2 to k = K , we conclude:
nα
∑K
k=⌈
K
2 ⌉
E[F (xk0)−F (x∗)]
K−⌈K2 ⌉+1
≤ E[d
2
0,K/2]
K−⌈K2 ⌉+1
+ 20L
2α3n2G2
µ + 5α
4L2G2n3.
Here we have used the fact that 2nα
(
1− 4αnL2µ
)
≥ nα. Since F (xˆ) ≤
∑K
k=⌈
K
2 ⌉
F (xk0)
K−⌈K2 ⌉+1
by convexity of F , we have:
E [F (xˆ)− F (x∗)] ≤ 2nKα
[
d20,1
(nK)l
]
+
[
80L2αG2
µ2K +
20α2L2G2n
µK
]
+ 20L
2α2nG2
µ + 5α
3L2G2n2
= O
(
µ
d20,1
(nK)l
)
+O
(
κ2G2
µ
(lognK)2
nK2
)
.
This proves the theorem.
5.2 Proof of Theorem 3
We note that we have taken αk,i = α <
2
L . By definition, x
k
i+1 = ΠW
(
xki − α∇f(xki ;σk(i+ 1))
)
. We take
r = σk(i+ 1) below. Taking norm squared and using Lemma 6
‖xki+1 − x∗‖2 ≤ ‖xki − x∗‖2 + α2‖∇f(xki ; r)‖2 − 2α〈∇f(xi; r), xki − x∗〉
≤ ‖xki − x∗‖2 + α2G2 − 2α(f(xki ; r) − f(x∗; r))
In the last step we have used convexity of of f(; j) and the fact that ‖∇f(; j)‖ ≤ G. Taking expectation above, and
noting that Ef(x∗;σk(i + 1)) = F (x∗) and using Lemma 4, we have:
E‖xki+1 − x∗‖2 ≤ E‖xki − x∗‖2 − 2αE(F (xki )− F (x∗)) + 5α2G2 (11)
Summing from i = 0 to n− 1 and k = 1 toK , we conclude:
1
nK
K∑
k=1
n−1∑
i=0
(F (xki )− F (x∗)) ≤ E‖x
1
0−x∗‖2
2αnK +
5
2αG
2
≤ D22nK max(L2 , G
√
nK
D ) +
5G2
2 min(
2
L ,
D
G
√
nK
)
≤ D22nK
(
L
2 +
G
√
nK
D
)
+ 5G
2
2 .
D
G
√
nK
= D
2L
4nK +
3GD√
nK
.
By convexity of F (·), we conclude:
F (xˆ) ≤ 1nK
K∑
k=1
n−1∑
i=0
F (xki ) .
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6 Conclusions
In this paper, we study stochastic gradient descent with out replacement (SGDo), which is widely used in practice.
When the number of passes is large, we present the first convergence result for SGDo, that is faster than SGD, under
standard smoothness, strong convexity and Lipschitz assumptions where as prior work uses additional Hessian Lips-
chitz assumption. Our convergence rates also improve upon existing results in practically interesting regimes. When
the number of passes is small, we present convergence results for SGDo that match those of SGD for general smooth
convex functions. These are the first such results for general smooth convex functions as previous work only showed
such results for generalized linear models. In order to prove these results, we use techniques from optimal transport
theory to couple variants of SGD and relate their performances. These ideas may be of independent interest in the
analysis of SGD style algorithms with some dependencies.
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A Supplementary Material
Lemma 6. Consider Rd endowed with the standard inner product. For any convex setW ⊂ Rd and the associated
projection operator ΠW , we have:
‖ΠW(a)− ΠW(b)‖ ≤ ‖a− b‖
For all a, b ∈ Rd
Proof. By Lemma 3.1.4 in [20], we conclude:
〈a− ΠW(a),ΠW(b)−ΠW(a)〉 ≤ 0 .
Similarly,
〈b− ΠW(b),ΠW(a)−ΠW(b)〉 ≤ 0 .
Adding the equations above, we conclude:
‖ΠW(a)−ΠW (b)‖2 ≤ 〈a− b,ΠW(a)−ΠW(b)〉
Using Cauchy-Schwarz inequality on the RHS, we conclude the result.
A.1 Proof of Theorem 2
We have chosen αk,i = α = min
(
2
L , 4l
lognK
µnK
)
. By definition: xki+1 = ΠW
(
xki − α∇f(xki ;σk(i+ 1))
)
.
Taking norm squared and using Lemma 6
‖xki+1 − x∗‖2 ≤ ‖xki − x∗‖2 − 2α〈∇f(xki ;σk(i+ 1)), xki − x∗〉+ α2‖∇f(xki ;σk(i+ 1))‖2
≤ ‖xki − x∗‖2 − 2α〈∇f(xki ;σk(i+ 1)), xki − x∗〉+ α2G2
≤ ‖xki − x∗‖2 − 2α〈∇F (xki ), xki − x∗〉+ 2α〈∇F (xki )−∇f(xki ;σk(i+ 1)), xki − x∗〉+ α2G2
≤ ‖xki − x∗‖2(1− αµ)− 2α
[
F (xki )− F (x∗)
]
+ 2αRi,k + α
2G2 (12)
We have used strong convexity of F (·) in the fourth step. Here Ri,k := 〈∇F (xki )−∇f(xki ;σk(i+1)), xki − x∗〉. We
will bound E[Ri,k].
Clearly,
Ri,k =
1
n
n∑
r=1
〈∇f(xki ; r), xki − x∗〉 − 〈∇f(xki ;σk(i+ 1)), xki − x∗〉
Recall the definition of Di,k and D(r)i,k from Section 4. Let Y ∼ Di,k and Zr ∼ D(r)i,k , with any arbitrary coupling.
Taking expecation in the expression for Ri,k, we have:
E[Ri,k] =
1
n
n∑
r=1
E
[〈∇f(xki ; r), xki − x∗〉]− 1n
n∑
r=1
E
[〈∇f(xki ; r), xki − x∗〉∣∣σk(i + 1) = r]
=
1
n
n∑
r=1
E [〈∇f(Y ; r), Y − x∗〉 − 〈∇f(Zr; r), Zr − x∗〉]
=
1
n
n∑
r=1
E
[
〈∇f(Y ; r) −∇f(Zr; r), Y − x∗〉+ 〈∇f(Zr; r), Y − Zr〉
]
≤ 1
n
n∑
r=1
E[L‖Y − x∗‖.‖Zr − Y ‖+G‖Zr − Y ‖]
≤ 1
n
n∑
r=1
L
√
E[‖Y − x∗‖2]
√
E[‖Zr − Y ‖2] +GE[‖Zr − Y ‖]
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We have used smoothness of f(; r) and Cauchy-Schwarz inequality in the fourth step and Cauchy-Schwarz inequality
in the fifth step. Since the inequality above holds for every coupling between Y and Zr, we conclude:
E[Ri,k] ≤ 1
n
n∑
r=1
LD
(2)
W
(
Di,k,D(r)i,k
)√
E[‖xki − x∗‖2] +GD(2)W
(
Di,k,D(r)i,k
)
≤ 1
n
n∑
r=1
L2
µ
[
D
(2)
W
(
Di,k,D(r)i,k
)]2
+
µ
4
E[‖xki − x∗‖2] +GD(2)W
(
Di,k,D(r)i,k
)
(13)
by our hypethesis we have α ≤ 2L . So we can apply Lemma 4. Equation (13) along with equation (12) implies:
E‖xki+1 − x∗‖2
≤ E‖xki − x∗‖2(1− αµ)− 2αE
[
F (xki )− F (x∗)
]
+ 2αERi,k + α
2G2
≤ E[‖xki − x∗‖2]
(
1− αµ2
)− 2αE [F (xki )− F (x∗)]+ 3G2α2 + 4L2G2α3µ
We use the fact that F (xki )− F (x∗) ≥ 0 and unroll the recursion above to conclude:
E[‖xk+10 − x∗‖2] ≤
(
1− αµ2
)nk ‖x10 − x∗‖2 + ∞∑
t=0
(
1− αµ2
)t [
3G2α2 + 4L
2G2α3
µ
]
=
(
1− αµ2
)nk ‖x10 − x∗‖2 + [6G2αµ + 8L2G2α2µ2 ]
≤ e−
nαkµ
2 ‖x10 − x∗‖2 +
[
6G2α
µ +
8L2G2α2
µ2
]
Using the fact that α = min
(
2
L , 4l
lognK
µnK
)
, we conclude that when k ≥ K2 ,
E[‖xk+10 − x∗‖2] ≤
‖x10 − x∗‖2
(nK)l
+
[
6G2α
µ +
8L2G2α2
µ2
]
(14)
We can easily verify that equation 11 also holds in this case (because all other assumptions hold). Therefore, for
k ≥ K2 ,
E[‖xki+1 − x∗‖2] ≤ E[‖xki − x∗‖2]− 2αE[F (xki )− F (x∗)] + 5α2G2
Summing this equation for 0 ≤ i ≤ n− 1, ⌈K2 ⌉ ≤ k ≤ K , we conclude:
1
n(K−⌈K2 ⌉+1)
K∑
k=⌈K2 ⌉
n−1∑
i=0
E(F (xki )− F (x∗)) ≤ 1
2nα(K−⌈K2 ⌉+1)
E
∥∥x⌈K2 ⌉0 − x∗∥∥2 + 52αG2
= O
(
µ
‖x10−x∗‖2
(nK)l + L
‖x10−x∗‖2
(nK)(l+1)
)
+O
(
G2 lognK
µnK +
L2G2 lognK
µ3n2K2
)
In the last step we have used Equation (14) and the fact that α ≤ 4l lognKµnK and 1α ≤ L2 + nKµ4l lognK . Using convexity of
F , we conclude that:
F (xˆ) ≤ 1
n(K−⌈K2 ⌉+1)
K∑
k=⌈K2 ⌉
n−1∑
i=0
F (xki ) .
This proves the result.
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B Proofs of useful lemmas
Proof of Lemma 2. For simplicity of notation, we denote yi
def
= xi(σk) and zi
def
= xi(σ
′
k). We know that ‖y0−z0‖ = 0
almost surely by definition. Let j < i. First we Suppose τy(j + 1) = r 6= s = τz(j + 1). Then, by Lemma 6
‖yj+1 − zj+1‖
=
∥∥ΠW (yj − αk,j∇f(yj; r)) −ΠW (zj − αk,j∇f(zj ; s))∥∥
≤ ‖yj − zj − αk,j (∇f(yj ; r)−∇f(zj ; s)) ‖
≤ ‖yj − zj‖+ αk,j‖∇f(yj ; r)‖+ αk,j‖∇f(zj; s)‖
≤ 2Gαk,j + ‖yj − zj‖
≤ 2Gαk,0 + ‖yj − zj‖
In the last step above, we have used monotonicity of αt. Now, suppose τy(j + 1) = τz(j + 1) = r. Then,
‖yj+1 − zj+1‖2 =
∥∥ΠW (yj − αk,j∇f(yj ; r)) −ΠW (zj − αk,j∇f(zj; r))∥∥2
≤ ‖ (yj − αk,j∇f(yj; r)) − (zj − αk,j∇f(zj ; r)) ‖2
= ‖yj − zj‖2 − 2αk,i〈∇f(yj ; r)−∇f(zj ; r), yj − zj〉+ α2k,j‖∇f(yj ; r)−∇f(zj ; r)‖2
≤ ‖yj − zj‖2 − (2αk,j − Lα2k,j)〈∇f(yj ; r)−∇f(zj ; r), yj − zj〉
≤ ‖yj − zj‖2
In the second step we have used Lemma 3 and in the third step we have used the fact that when αk,0 ≤ 2L , 2αk,i −
Lα2k,i ≥ 0 and 〈∇f(yi; r)−∇f(zi; r), yi − zi〉 ≥ 0 by convexity. This proves the lemma.
Proof of Lemma 5. For the sake of clarity of notation, in this proof we take Rj := σk(j) for all j ∈ [n]. By defintion,
xkj+1 − xk0 = ΠW
(
xkj − αk,j∇f(xkj ;Rj+1)
)− xk0 . Taking norm squared on both sides, we have:
‖xkj+1 − xk0‖2
≤ ‖xkj − xk0‖2 − 2αk,j〈f(xkj ;Rj+1, xkj − xk0〉+ α2k,jG2
≤ ‖xkj − xk0‖2 + 2αk,j
(
f(xk0 ;Rj+1)− f(xkj ;Rj+1)
)
+ α2k,jG
2
Taking expectation on both sides, we have:
E[‖xkj+1 − xk0‖2] ≤ E[‖xkj − xk0‖2] + α2k,jG2 + 2αk,jE
[
f(xk0 ;Rj+1)− f(xkj ;Rj+1)
]
= E[‖xkj − xk0‖2] + 2αk,jE
[
F (xk0)− f(xkj ;Rj+1)
]
+ α2k,jG
2
= E[‖xkj − xk0‖2] + 2αk,jE
[
F (xk0)− F (xkj )
]
+ 2αk,jE
[
F (xkj )− f(xkj ;Rj+1)
]
+ α2k,jG
2
≤ E[‖xkj − xk0‖2] + 2αk,jE
[
F (xk0)− F (xkj )
]
+ 4αk,jαk,0G
2 + α2k,jG
2
≤ E[‖xkj − xk0‖2] + 2αk,jE
[
F (xk0)− F (x∗)
]
+ 4αk,jαk,0G
2 + α2k,jG
2
In the fourth step we have used Lemma 4 and in the fifth step, we have used the fact that x∗ is the minimizer of F .
We sum the equation above from j = 0 to j = i − 1 and use the fact that αk,0 ≥ αk,j and that ‖xkj − xk0‖ = 0 when
j = 0 to conclude the result. For the proof of the second equation in the lemma, we use x∗ instead of xk0 above and go
through similar steps.
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