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Abstract
We investigate the global asymptotic behavior of solutions of the system of difference equations
xn+1 = a + xn
b + yn , yn+1 =
c + yn
d + zn , zn+1 =
e + zn
f + xn , n = 0,1, . . . ,
where the parameters a, b, c, d, e, and f are in (0,∞) and the initial conditions x0, y0, and z0 are ar-
bitrary non-negative numbers. We obtain some global attractivity results for the positive equilibrium
of this system for different values of the parameters.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following system of difference equations:
xn+1 = a + xn
b + yn , yn+1 =
c + yn
d + zn , zn+1 =
e + zn
f + xn , n = 0,1, . . . , (1)
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and z0 are arbitrary non-negative numbers.
In a modelling setting, system (1) of non-linear difference equations may represent the
rule by which three discrete, competitive populations reproduce from one generation to the
next. The phase variables xn, yn, and zn denote population sizes during the nth genera-
tion of three species A,B , and C, respectively. The sequence or orbit {(xn, yn, zn): n =
0,1,2, . . .} depicts how the populations evolve over time. Competition between the three
populations is reflected by the fact that the transition function for each population is a de-
creasing function of one of the other population sizes. Competition in this model is specific
in the sense that an increase in the size of species B acts to decrease the size of species A,
an increase in the size of species A acts to decrease the size of species C, and an increase in
the size of species C acts to decrease the size of species B . Thus, system (1) models some
kind of cyclic competition. Similar systems of differential equations have been considered
in [14] and [15].
Several authors have studied competitive systems such as Hassell and Comins [7], Hess
[8], Franke and Yakubu [5,6], Selgrade and Ziehe [18] and Smith [19]. A simple compe-
tition model of two species that allows unbounded growth of a population size has been
discussed in [1] and [2],
xn+1 = xn
b + yn , yn+1 =
yn
e + xn , n = 0,1, . . . . (2)
More general system of the forms
xn+1 = a + xn
b + yn , yn+1 =
d + yn
e + xn , n = 0,1, . . . , (3)
has been investigated in [3] and [13] and
xn+1 = a + xn
b + cxn + yn , yn+1 =
d + yn
e + xn + fyn , n = 0,1, . . . , (4)
has been considered in [12]. Related three-dimensional systems has been considered in
[16] and [17] but no global attractivity result has been proved in those papers.
Here we will extend some of the two-dimensional results for (3) from [13] to the three-
dimensional case of system (1) by using the monotonicity properties of the map in (1). We
will also indicate how the global attractivity results for (1) can be extended to the general
monotone cyclic system.
A detailed analysis of asymptotic behavior of the related simpler rational difference
equation of the form
xn+1 = α + βxn + γ xn−1
A + Bxn + Cxn−1 ,has been performed in [9]. See also [11].
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Equilibrium points (x¯, y¯, z¯) of system (1) satisfy the system of equations
x¯ = a + x¯
b + y¯ , y¯ =
c + y¯
d + z¯ , z¯ =
e + z¯
f + x¯ .
Clearly x¯ = 0, y¯ = 0 and z¯ = 0. Now we obtain
y¯ = a
x¯
+ (1 − b), z¯ = c
y¯
+ (1 − d), x¯ = e
z¯




+ (1 − d) + (1 − f )
⇔ x¯ − (1 − f ) = ey¯
c + (1 − d)y¯
⇔ [x¯ − (1 − f )]{c + (1 − d)[a
x¯






+ (1 − b)
]
⇔ [x¯ − (1 − f )]{cx¯ + (1 − d)[a + (1 − b)x¯]}= e[a + (1 − b)x¯].
Thus, x¯ satisfies the quadratic equation
Ax2 + Bx + C = 0, (6)
where
A = c + (1 − d)(1 − b),
B = (1 − d)a − (1 − f )c − (1 − d)(1 − b)(1 − f ) − (1 − b)e,
C = −a[e + (1 − d)(1 − f )].
The discriminant of Eq. (6) has the form
D = a2(1 − d)2 + c2(1 − f )2 + (1 − b)2[(1 − d)(1 − f ) + e]2
+ 2ac(1 − d)(1 − f ) + 2a(1 − b)(1 − d)2(1 − f )
+ 2ae(1 − b)(1 − d)+ 2c(1 − b)(1 − f )[(1 − d)(1 − f ) + e]+ 4ace
= {a(1 − d)+ c(1 − f ) + (1 − b)[e + (1 − d)(1 − f )]}2 + 4ace > 0.
The roots of Eq. (6) are given by





We are interested in a unique positive equilibrium, which is the case when (6) has ex-
actly one positive root. Since (6) is a quadratic equation with positive discriminant, it is
necessary and sufficient to have
CA
< 0
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e + (1 − d)(1 − f )
c + (1 − d)(1 − b) > 0. (7)
Condition (7) is satisfied if
b, d,f ∈ [1,∞) or b, d,f ∈ (0,1). (8)
Similarly, condition (8) implies that system (1) has exactly one positive solution for y¯
and z¯, that is system (1) has a unique positive equilibrium.
Thus system (1) has a unique positive equilibrium in the following cases:
Case 2.1. b > 1, d > 1, f > 1;
Case 2.2. b = 1, d > 1, f > 1 or d = 1, b > 1, f > 1 or f = 1, b > 1, d > 1;
Case 2.3. b = d = 1, f > 1 or d = f = 1, b > 1 or b = f = 1, d > 1;
Case 2.4. b = d = f = 1; and
Case 2.5. b < 1, d < 1, f < 1.
3. Linearized stability analysis
System (1) is a special case of a general system of the form
xn+1 = f (xn, yn, zn),
yn+1 = g(xn, yn, zn),
zn+1 = h(xn, yn, zn), (9)
where
f (x, y, z) = a + x
b + y , g(x, y, z) =
c + y
d + z , h(x, y, z) =
e + z
f + x .
To determine the local stability of the equilibrium point E = (x¯, y¯, z¯) of (1), we calcu-
late the Jacobian of the corresponding map
T (x, y, z) =
(
a + x
b + y ,
c + y



















The characteristic equation of the Jacobian is
λ3 − rλ2 − sλ − t = 0,
where
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b + y¯ +
1
d + z¯ +
1
f + x¯ ,
s = −fxgy − fxhz − gyhz + gzhy + gxfy + fzhx
= − 1
(b + y¯)(d + z¯) −
1
(b + y¯)(f + x¯) −
1
(d + z¯)(f + x¯) , and
t = fxgyhz − fxgzhy − fygxhz + fygzhx + fzgxhy − fzgyhx
= 1
(b + y¯)(d + z¯)(f + x¯) (1 − x¯y¯z¯).
The conditions for local asymptotic stability at E = (x¯, y¯, z¯) are given by the following
theorem, see [4,10]:
Theorem 3.1.
(a) If all solutions of equation
λ3 − rλ2 − sλ − t = 0 (10)
lie inside the open disk |λ| < 1, then the equilibrium (x¯, y¯, z¯) is locally asymptotically
stable.
(b) If at least one solution of (10) lies outside the closed unit disk, then the equilibrium
(x¯, y¯, z¯) is unstable.
(c) A necessary and sufficient condition for all solutions of Eq. (10) to lie inside the open
unit disk is
|r + t | < 1 − s, |r − 3t | < 3 + s, t2 − s − rt < 1
that is,
|λ1,2,3| < 1 ⇐⇒
{ |r + t | < 1 − s,
|r − 3t | < 3 + s,
t2 − s − rt < 1.
(11)
Let us check the conditions (11):
(1) The condition |r + t | < 1 − s is equivalent to∣∣∣∣ 1b + y¯ + 1d + z¯ + 1f + x¯ + (1 − x¯y¯z¯)(b + y¯)(d + z¯)(f + x¯)
∣∣∣∣
< 1 + 1
(b + y¯)(d + z¯) +
1
(b + y¯)(f + x¯) +
1
(d + z¯)(f + x¯) .
First, we have
1
b + y¯ +
1
d + z¯ +
1
f + x¯ +
(1 − x¯y¯z¯)
(b + y¯)(d + z¯)(f + x¯)
1 1 1
< 1 +
(b + y¯)(d + z¯) + (b + y¯)(f + x¯) + (d + z¯)(f + x¯)
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{
(d + z¯)(f + x¯) + (b + y¯)(f + x¯) + (b + y¯)(d + z¯) + 1 − x¯y¯z¯
< (b + y¯)(d + z¯)(f + x¯) + (f + x¯) + (d + z¯) + (b + y¯)
⇔
{
(1 − b − y¯)(d + z¯)(f + x¯) + (1 − b − y¯) − (f + x¯)(1 − b − y¯)
− (d + z¯)(1 − b − y¯) < x¯y¯z¯
⇔ (1 − b − y¯)(1 − d − z¯) − (1 − b − y¯)(1 − d − z¯)(f + x¯) < x¯y¯z¯








⇔ −ace < (x¯y¯z¯)2,
which is always satisfied.
Next, the condition
1
b + y¯ +
1
d + z¯ +
1
f + x¯ +
(1 − x¯y¯z¯)
(b + y¯)(d + z¯)(f + x¯)
> −1 − 1
(b + y¯)(d + z¯) −
1
(b + y¯)(f + x¯) −
1
(d + z¯)(f + x¯)
is equivalent to{
(d + z¯)(f + x¯) + (b + y¯)(f + x¯) + (b + y¯)(d + z¯) + 1 − x¯y¯z¯
> −(b + y¯)(d + z¯)(f + x¯) − (f + x¯) − (d + z¯) − (b + y¯)
⇔
{
x¯y¯z¯ < (1 + b + y¯)(d + z¯)(f + x¯) + (1 + b + y¯)
+ (f + x¯)(1 + b + y¯) + (d + z¯)(1 + b + y¯)
⇔ x¯y¯z¯ < (1 + b + y¯)(1 + d + z¯)(f + x¯) + (1 + b + y¯)(1 + d + z¯)
⇔ x¯y¯z¯ < (1 + f + x¯)(1 + b + y¯)(1 + d + z¯),
which is always satisfied.
(2) The condition |r − 3t | < 3 + s ⇔ is equivalent to∣∣∣∣ 1b + y¯ + 1d + z¯ + 1f + x¯ + 3x¯y¯z¯ − 3(b + y¯)(d + z¯)(f + x¯)
∣∣∣∣
< 3 − 1
(b + y¯)(d + z¯) −
1
(b + y¯)(f + x¯) −
1
(d + z¯)(f + x¯)
(i)
1
b + y¯ +
1
d + z¯ +
1
f + x¯ +
3x¯y¯z¯ − 3
(b + y¯)(d + z¯)(f + x¯)
< 3 − 1
(b + y¯)(d + z¯) −
1
(b + y¯)(f + x¯) −
1




3x¯y¯z¯ − 3 < 3(b + y¯)(d + z¯)(f + x¯) − (d + z¯)(f + x¯)
− (b + y¯)(f + x¯) − (b + y¯)(d + z¯) − (f + x¯) − (b + y¯) − (d + z¯)
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

3x¯y¯z¯ < (y¯ + b − 1)(d + z¯)(f + x¯) + (z¯ + d − 1)(f + x¯)(b + y¯)
+ (x¯ + f − 1)(b + y¯)(d + z¯) − (x¯ + f − 1) − (y¯ + b − 1)
− (z¯ + d − 1).
The last condition is equivalent to
3x¯y¯z¯ < (x¯ + f − 1)[(b + y¯)(d + z¯) − 1]
+ (y¯ + b − 1)[(d + z¯)(f + x¯) − 1]
+ (z¯ + d − 1)[(f + x¯)(b + y¯) − 1]

 . (12)
The last inequality is satisfied if b 1, d  1, and f  1. Indeed,
0 < bd − 1 + bz¯ + dy¯ ⇔ y¯z¯ < bd − 1 + bz¯ + dy¯ + y¯z¯
⇔ y¯z¯ < (b + y¯)(d + z¯) − 1
⇔ x¯y¯z¯ < x¯[(b + y¯)(d + z¯) − 1] (x¯ + f − 1)[(b + y¯)(d + z¯) − 1].
We obtain the following inequalities:
x¯y¯z¯ < (x¯ + f − 1)[(b + y¯)(d + z¯) − 1],
x¯y¯z¯ < (y¯ + b − 1)[(d + z¯)(f + x¯) − 1],
x¯y¯z¯ < (z¯ + d − 1)[(f + x¯)(b + y¯) − 1].
Adding these inequalities, we obtain condition (12).




(d + z¯)(f + x¯) + c
y¯
(f + x¯)(b + y¯) + e
z¯






























⇔ 3(x¯y¯z¯)2 < (c + y¯)(e + z¯)a + (a + x¯)(e + z¯)c + (a + x¯)(c + y¯)e
− ay¯z¯ − ex¯y¯ − cx¯z¯,
to give
3(x¯y¯z¯)2 < 3ace + 2acz¯ + 2aey¯ + 2cex¯. (13)
(ii) The condition
1
b + y¯ +
1
d + z¯ +
1
f + x¯ +
3x¯y¯z¯ − 3
(b + y¯)(d + z¯)(f + x¯)
> −3 + 1
(b + y¯)(d + z¯) +
1
(b + y¯)(f + x¯) +
1
(d + z¯)(f + x¯)
is equivalent to{
(d + z¯)(f + x¯) + (b + y¯)(f + x¯) + (b + y¯)(d + z¯) + 3x¯y¯z¯ − 3
> −3(b + y¯)(d + z¯)(f + x¯) + (f + x¯) + (d + z¯) + (b + y¯)
680 M.R.S. Kulenovic´, Z. Nurkanovic´ / J. Math. Anal. Appl. 310 (2005) 673–689⇔


3x¯y¯z¯ > − (d + z¯)(f + x¯)(b + y¯ + 1) − (d + z¯ + 1)(f + x¯)(b + y¯)
− (b + y¯)(d + z¯)(f + x¯ + 1) + (f + x¯ + 1) + (d + z¯ + 1)




3x¯y¯z¯ > (b + y¯ + 1)[1 − (d + z¯)(f + x¯)]
+ (d + z¯ + 1)[1 − (f + x¯)(b + y¯)]
+ (f + x¯ + 1)[1 − (b + y¯)(d + z¯)].
The last inequality is always satisfied since the right-hand side is always negative, i.e.,











(3) The condition t2 − s − rt < 1 is equivalent to
(1 − x¯y¯z¯)2
(b + y¯)2(d + z¯)2(f + x¯)2 +
1
(b + y¯)(d + z¯) +
1
(b + y¯)(f + x¯) +
1
(d + z¯)(f + x¯)
−
( 1
b+y¯ + 1d+z¯ + 1f+x¯
)
(1 − x¯y¯z¯)




(1 − x¯y¯z¯)2 + (b + y¯)(d + z¯)(f + x¯)2 + (b + y¯)(d + z¯)2(f + x¯)
+ (b + y¯)2(d + z¯)(f + x¯) − (d + z¯)(f + x¯) − (b + y¯)(f + x¯)
− (b + y¯)(d + z¯) + (d + z¯)(f + x¯)x¯y¯z¯ + (b + y¯)(f + x¯)x¯y¯z¯




(1 − x¯y¯z¯)2 + (d + z¯)(f + x¯)[(b + y¯)(f + x¯) − 1]
+ (b + y¯)(f + x¯)[(b + y¯)(d + z¯) − 1]
+ (b + y¯)(d + z¯)[(d + z¯)(f + x¯) − 1]
+ (d + z¯)(f + x¯)x¯y¯z¯ + (b + y¯)(f + x¯)x¯y¯z¯
+ (b + y¯)(d + z¯)x¯y¯z¯ < (b + y¯)2(d + z¯)2(f + x¯)2.
This is equivalent to
(1 − x¯y¯z¯)2 + (d + z¯)(f + x¯)[(b + y¯)(f + x¯) − 1 + x¯y¯z¯]
+ (b + y¯)(f + x¯)[(b + y¯)(d + z¯) − 1 + x¯y¯z¯]
+ (b + y¯)(d + z¯)[(d + z¯)(f + x¯) − 1 + x¯y¯z¯]
< (b + y¯)2(d + z¯)2(f + x¯)2

 . (14)
Thus, the equilibrium (x¯, y¯, z¯) is locally asymptotically stable if conditions (14) and either
(12) or the equivalent condition (13) are satisfied. This can be formulated as
Theorem 3.2. The equilibrium (x¯, y¯, z¯) of system (1) is locally asymptotically stable if the
condition (14) and either (12) or (13) are satisfied.
In particular, the equilibrium (x¯, y¯, z¯) of system (1) is locally asymptotically stable if
b 1, d  1, f  1. (15)
Proof. We will show that (15) implies (14). Dropping all bars condition (14) is equivalent
to:
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− (d + z)(f + x)((b + y)(f + x) − 1 + xyz)
− (b + y)(f + x)((b + y)(d + z) − 1 + xyz)
− (b + y)(d + z)((d + z)(f + x) − 1 + xyz)> 0.
Collecting similar terms, we obtain
y2z2f 2 + b2z2x2 + y2d2x2 + xyz + byd2x2 + byz2x2 + bydzx2 + y2d2f x
+ y2dzf 2 + b2z2f x + y2z2f x + yz2f x + y2dzf x + y2dzx2 + b2dzx2
+ byz2f 2 + (bd − 1)(f d − 1)(bf − 1)+ yx2d(bd − 1) + x2yz2(b − 1)
+ yx2z(bd − 1) + 2bdzx(bf − 1) + 2bdyx(df − 1) + y2dx(df − 1)
+ y2zf (df − 1)+ bz2x(bf − 1) + xyzbf (d − 1) + xyzbd(f − 1)
+ xyzb(df − 1) + 2xyzd(bf − 1) + 2xyzf (bd − 1) + bx2d(bd − 1)
+ bz2f (bf − 1)+ y2z2x(f − 1)+ xyz2f (b − 1) + x2yzb(d − 1)
+ yz2x(bf − 1) + bz2xy(f − 1)+ y2df (df − 1) + y2zx(df − 1)
+ y2zxf (d − 1) + y2zxd(f − 1)+ x2y2z(d − 1) + bx2z(bd − 1)
+ yz2f (bf − 1)+ 2ydzf (bf − 1) + x2yzd(b − 1) + xyz(df − 1)(b − 1)
+ yf (df − 1)(bd − 1) + bz(bf − 1)(df − 1) + zf (bf − 1)(bd − 1)
+ dy(df − 1)(bf − 1) + bx(bd − 1)(f d − 1) + dx(bd − 1)(bf − 1)
+ xz(1 − b2 + 2b2f d − 2bf ) + xy(1 − d2 + 2bf d2 − 2f d)
+ zy(1 − f 2 + 2bdf 2 − 2bf ) > 0.
Clearly, all terms in the above sum are either positive or non-negative with the exception
of the last three terms. Now, we will show that the last three terms are non-negative if
condition (15) is satisfied
xz(1 − b2 + 2b2f d − 2bf )
 xz(1 − b2 + 2b2f − 2bf ) = xz[1 − b2 + 2bf (b − 1)]
= xz(b − 1)(2bf − (b + 1)) xz(b − 1)(2b − b − 1) = xz(b − 1)2  0,
xy(1 − d2 + 2bf d2 − 2f d)
 xy(1 − d2 + 2f d2 − 2f d) = xy[1 − d2 + 2f d(d − 1)]
= xy(d − 1)(2f d − d − 1) xy(d − 1)(2d − d − 1) = xy(d − 1)2  0,
zy(1 − f 2 + 2bdf 2 − 2bf )
 zy(1 − f 2 + 2bf 2 − 2bf ) = zy(f − 1)(2bf − f − 1)
2 zy(f − 1)[2f − f − 1] = zy(f − 1)  0. 
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In this section we present global attractivity results for the general system (9) that can be
used to prove global attractivity of the equilibrium of system (1). Similar results for two-
dimensional systems have been obtained in [12] and [13] and for second-order difference
equations in [9] and references mentioned therein.
Theorem 4.1. Let [a1, b1], [a2, b2], and [a3, b3] be intervals such that
f : B→ [a1, b1], g : B→ [a2, b2], h : B→ [a3, b3],
where B = [a1, b1] × [a2, b2] × [a3, b3], and f,g, and h are continuous functions that
satisfy the following conditions:
(a) f (x, y, z) is non-decreasing in x and z and non-increasing in y for every (x, y, z)∈B;
g(x, y, z) is non-decreasing in x and y and non-increasing in z for every (x, y, z) ∈ B;
h(x, y, z) is non-decreasing in y and z and non-increasing in x for every (x, y, z) ∈ B.
(b) If the system{
m1 = f (m1,M2,m3), M1 = f (M1,m2,M3),
m2 = g(m1,m2,M3), M2 = g(M1,M2,m3),
m3 = h(M1,m2,m3), M3 = h(m1,M2,M3),
(16)
has a solution, then m1 = M1, m2 = M2 and m3 = M3.
Then every solution of Eq. (9) with (x0, y0, z0) ∈ B converges to the equilibrium




1 = a1, m(0)2 = a2, m(0)3 = a3,
M
(0)
1 = b1, M(0)2 = b2, M(0)3 = b3




1 = f (m(i−1)1 ,M(i−1)2 ,m(i−1)3 ), M(i)1 = f (M(i−1)1 ,m(i−1)2 ,M(i−1)3 ),
m
(i)
2 = g(m(i−1)1 ,m(i−1)2 ,M(i−1)3 ), M(i)2 = g(M(i−1)1 ,M(i−1)2 ,m(i−1)3 ),
m
(i)
3 = h(M(i−1)1 ,m(i−1)2 ,m(i−1)3 ), M(i)3 = h(m(i−1)1 ,M(i−1)2 ,M(i−1)3 ).
(17)

















































)= m(2)1 ,( ) ( )m
(1)
2 = g m(0)1 ,m(0)2 ,M(0)3  g m(1)1 ,m(1)2 ,M(1)3 = m(2)2 ,
























































































By induction, we obtain for i = 0,1,2, . . . ,
a1 = m(0)1 m(1)1  · · ·m(i)1  · · ·M(i)1  · · ·M(1)1 M(0)1 = b1,
a2 = m(0)2 m(1)2  · · ·m(i)2  · · ·M(i)2  · · ·M(1)2 M(0)2 = b2,














3  z0 M
(0)
3 ,





































































































































By induction, it follows that
m
(k)










3  zk M
(k)
3 ,





1 , m2 = lim
k→∞m
(k)







1 , M2 = lim
k→∞M
(k)
















Using the continuity of f , g, and h, (17) implies{
m1 = f (m1,M2,m3), M1 = f (M1,m2,M3),
m2 = g(m1,m2,M3), M2 = g(M1,M2,m3),
m3 = h(M1,m2,m3), M3 = h(m1,M2,M3).
By assumption (b), we obtain
m1 = M1 = x¯,
m2 = M2 = y¯,
m3 = M3 = z¯,
which completes the proof. 
In a similar way we can prove the following result:
Theorem 4.2. Let [a1, b1], [a2, b2], [a3, b3], f , g, and h be the intervals and functions as
in Theorem 4.1 that satisfy the following conditions:
(a) f (x, y, z) is non-decreasing in x and non-increasing in y and z for every (x, y, z)∈B;
g(x, y, z) is non-decreasing in y and non-increasing in x and z for every (x, y, z) ∈ B;
h(x, y, z) is non-decreasing in z and non-increasing in x and y for every (x, y, z) ∈ B.
(b) If the system{
m1 = f (m1,M2,M3), M1 = f (M1,m2,m3),
m2 = g(M1,m2,M3), M2 = g(m1,M2,m3),
m3 = h(M1,M2,m3), M3 = h(m1,m2,M3),
(18)
has a solution, then m1 = M1, m2 = M2, and m3 = M3.
Then every solution of Eq. (9) which has one point (xn, yn, zn) in B converges to the equi-
librium (x¯, y¯, z¯) ∈ B.
The box B introduced in Theorems 4.1 and 4.2 has the property that (f, g,h) : B→ B,
i.e., B is an invariant box for Eq. (9).
5. Invariant boxes
In this section we will find invariant boxes and apply Theorem 4.1 to obtain either global
attractivity results or attractivity results for several cases depending of some special values
of the parameters.
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In this case, system (1) has a unique positive equilibrium (x¯, y¯, z¯).
System (1) can be represented in the form (9) where
f (x, y, z) = a + x
b + y , g(x, y, z) =
c + y
d + z , h(x, y, z) =
e + z
f + x .
Using the monotonic properties of functions f , g, and h, we will determine the invariant
boxes for (1) by determining invariant intervals for each component x, y, and z:
[L1,U1], [L2,U2], [L3,U3],
where Li , Ui , i = 1,2,3, are the bounds for x, y, and z, respectively. For simplicity, we
assume that Li = L, Ui = U for i = 1,2,3. Now, we have
L a + L
b + U  xn+1 =
a + xn
b + yn 
a + U
b + L U,
L c + L
d + U  yn+1 =
c + yn
d + zn 
c + U
d + L U,
L e + L
f + U  zn+1 =
e + zn
f + xn 
e + U
f + L U,
and
a + (1 − b)U  LU  a + (1 − b)L,
c + (1 − d)U  LU  c + (1 − d)L,
e + (1 − f )U  LU  e + (1 − f )L.
These inequalities are consistent when the following condition is satisfied:
b 1, d  1, f  1. (19)




b − 1 ,
c





Thus, the invariant box for system (1) has the form
Sinv = [0,U ]3, (21)
where U satisfies (20).
Now, we apply Theorem 4.1 to this case. Condition (b) takes the form:

m1 = a+m1b+M2 , M1 =
a+M1
b+m2 ,
m2 = c+m2d+M3 , M2 = c+M2d+m3 ,
m3 = e+m3f+M1 , M3 =
e+M3
f+m1 ,that is,
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M1
= b − 1 + m2
b − 1 + M2 ,
m2
M2
= d − 1 + m3
d − 1 + M3 ,
m3
M3
= f − 1 + m1




= α1  1, m2
M2
= α2  1 and m3
M3
= α3  1,
we have
(b − 1)(α1 − 1) = M2(α2 − α1), (22)
(d − 1)(α2 − 1) = M3(α3 − α2),
(f − 1)(α3 − 1) = M1(α1 − α3).
When b > 1, d > 1, and f > 1, the left-hand sides of (22) are less than or equal to zero,
and thus
α2 − α1  0, α3 − α2  0 and α1 − α3  0.
This implies
α1  α3  α2  α1,
which holds if and only if α1 = α2 = α3. In view of (22), it follows that α1 = α2 = α3 = 1,
that is
m1 = M1, m2 = M2, m3 = M3.
Consequently, condition (b) of Theorem 4.1 is satisfied. Using Theorems 4.1 and 3.2 and
the fact that the right-hand limit U of invariant intervals can be chosen arbitrarily large, we
obtain the following global attractivity result:
Theorem 5.1. Assume that b > 1, d > 1, and f > 1. Then the set Sinv, defined by (21),
where U satisfies (20), is an invariant and attracting set, and the unique positive equilib-
rium (x¯, y¯, z¯) is a global attractor, that is
lim
n→∞xn = x¯, limn→∞yn = y¯, limn→∞ zn = z¯,
for every solution {(xn, yn, zn)} of system (1).
Furthermore, the unique positive equilibrium (x¯, y¯, z¯) is globally asymptotically stable.
5.2. Case b = 1, d > 1, f > 1 (d = 1, b > 1, f > 1 or f = 1, b > 1, d > 1)
In this case system (1) has a unique positive equilibrium (x¯, y¯, z¯). We will consider the
case b = 1, d > 1, f > 1. The other two cases are similar.









,U × [0,U3], (23)






d − 1 + e






, U  c
d − 1 ,
U3 >
e
f − 1 + √a . (24)
The bounds for an invariant box are obtained from the following conditions:
L a + L
1 + U  xn+1 =
a + xn
1 + yn 
a + U
1 + L U,
L c + L
d + U3  yn+1 =
c + yn
d + zn 
c + U
d + L3 U,
L3 
e + L3
f + U  zn+1 =
e + zn
f + xn 
e + U3
f + L U3.
We want to apply Theorem 4.1. First, equality in (22) implies α1 = α2, and by multipli-
cation of the last two equalities in (22), we obtain
(d − 1)(f − 1)(α1 − 1)(α3 − 1) = M1M3(α3 − α1)(α1 − α3).
For this equality to hold we must have α1 = 1 or α3 = 1, which by condition (22), implies
m1 = M1, m2 = M2, m3 = M3.
Thus, condition (b) of Theorem 4.1 is satisfied. Using Theorems 4.1 and 3.2 and the fact
that the right-hand limits U and U3 of invariant intervals can be chosen arbitrarily large,
making the left-hand limit a/U arbitrarily small, we obtain the following global attractivity
result:
Theorem 5.2. Assume that b = 1, d > 1, and f > 1. Then the set Rinv, defined by (23),
where U and U3 are given by (24), is an invariant and attracting set, and the unique
positive equilibrium (x¯, y¯, z¯) of system (1) is a global attractor, that is
lim
n→∞xn = x¯, limn→∞yn = y¯, limn→∞ zn = z¯,
for every solution {(xn, yn, zn)} of system (1).
Furthermore, the unique positive equilibrium (x¯, y¯, z¯) of system (1) is globally asymp-
totically stable.
Remark 5.1. Cases d = 1, b > 1, f > 1 and f = 1, b > 1, d > 1 are analogous and the
same result holds with invariant sets Rinv2 and Rinv3 defined appropriately.
5.3. Case b = d = 1, f > 1 (d = f = 1, b > 1 or b = f = 1, d > 1)
In this case system (1) has an unique positive equilibrium (x¯, y¯, z¯).













U2, e > a, U2 max
{
c(f − 1)







The bounds for an invariant box are obtained from the following conditions:
L1 
a + L1
1 + U2  xn+1 =
a + xn
1 + yn 
a + U1
1 + L2 U1,
L2 
c + L2
1 + U2  yn+1 =
c + yn
1 + zn 
c + U2
1 + L2 U2,
L2 
e + L2
f + U1  zn+1 =
e + zn
f + xn 
e + U2
f + L1 U2.
We want to apply Theorem 4.1. The first two equalities in (22) imply α1 = α2 = α3 and
the third equality implies α3 = 1 that is,
m1 = M1, m2 = M2, m3 = M3.
Consequently, condition (b) of Theorem 4.1 is satisfied. Using Theorems 4.1 and 3.2 and
the fact that the right-hand limits U1 and U2 of invariant intervals can be chosen arbitrarily
large, in which case c
U2
is arbitrarily small, we obtain the following global attractivity
result:
Theorem 5.3. Assume that b = d = 1 and f > 1. Then the set Pinv, defined by (25), where
U1 and U2 are given by (26), is an invariant and attracting set, and the unique positive
equilibrium (x¯, y¯, z¯) of system (1) is a global attractor, that is
lim
n→∞xn = x¯, limn→∞yn = y¯, limn→∞ zn = z¯,
for every solution {(xn, yn, zn)} of system (1).
Furthermore, the unique positive equilibrium (x¯, y¯, z¯) of system (1) is globally asymp-
totically stable.
Remark 5.2. Cases d = f = 1, b > 1 and b = f = 1, b > 1, are analogous and the same
result holds with invariant sets Pinv2 and Pinv3 defined appropriately.
Remark 5.3. General global attractivity result such as Theorem 4.1 can be obtained for the




, i = 1,2, . . . , k, n = 0,1, . . . , xk+1n = x1n, (27)
where the parameters ai and bi are in (0,∞) and the initial conditions xi0, i = 1,2, . . . , k,
are arbitrary non-negative numbers, to obtain the corresponding global attractivity results.
Local asymptotic stability analysis in this case is very complicated.
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