In this paper, we investigate the convergence order in probability of a novel ergodic numerical scheme for damped stochastic nonlinear Schrödinger equation with an additive noise. Theoretical analysis shows that our scheme is of order one in probability under appropriate assumptions for the initial value and noise. Meanwhile, we show that our scheme possesses the unique ergodicity and preserves the discrete conformal multi-symplectic conservation law. Numerical experiments are given to show the longtime behavior of the discrete charge and the time average of the numerical solution, and to test the convergence order, which verify our theoretical results.
Introduction
We consider the following weakly damped stochastic nonlinear Schrödinger (NLS) equation with an additive noise (see also [5, 8] with a complex-valued Wiener process W defined on a filtered probability space (Ω, F, {F t } t≥0 , P), a linear positive operator Q on L 2 := L 2 (0, 1) and λ = ±1. α > 0 is the absorption coefficient, ≥ 0 describes the size of the noise. In addition, Q is assumed to commute with ∆ and satisfies
Qe k = √ η k e k , which {e k } k≥1 is an eigenbasis of ∆ with Dirichlet boundary condition in L 2 0 := L 2 0 (0, 1). Throughout the paper, the subscript 0 represents the homogenous boundary condition. Some additional assumptions on Q will be given bellow. The Karhunen-Loève expansion yields
where β k = β 1 k + iβ 2 k with β 1 k and β 2 k being its real and imaginary parts, respectively. In addition, we assume that {β i k } k≥1,i=1,2 is a family of R-valued independent identified Brownian motions. As is well known, for the deterministic cubic NLS equation, the charge of the solution is a constant, i.e., ψ(t) L 2 = ψ 0 L 2 . However, for (1.1) with a damped term and an additive noise in addition, the charge is no longer preserved and satisfies (see Proposition 2.1 in Section 2)
where η := ∞ k=1 η k < ∞. From this equation, it can be seen that the damped term is necessary to ensure the uniform boundedness of the solution in stochastic case, which also ensures the existence of invariant measures. Indeed, if α = 0 and = 0, the L 2 norm grows linearly in time. Moreover, if there exists a unique invariant measure µ which satisfies
Ef (ψ(s))ds =
with H 1 0 := H 1 0 (0, 1), we say that the random process ψ(t) is uniquely ergodic [8] . The interested readers are referred to [6, 8] and references therein for the study of ergodicity with respect to the exact solution of stochastic PDEs. We also refer to [1, 13, 15, 16] for the study of ergodicity as well as approximate error with respect to numerical solutions of stochastic ODEs and to [2] [3] [4] for those of parabolic stochastic PDEs. For damped stochastic NLS equation (1.1), the authors in [8] prove both the existence and the uniqueness of the invariant measure, and [5] presents an ergodic fully discrete scheme which is of order 2 in space for λ = 0 or ±1 and order 1 2 in time for λ = 0 or −1 in the weak sense.
The main goal of this work is to construct a fully discrete scheme of (1.1) which could inherit both the unique ergodicity and some other internal properties of the original equation, e.g., conformal multi-symplectic property (see [14] for a detailed description in deterministic case), and to give the optimal convergence order of the proposed scheme in probability. To this end, we first apply the central finite difference scheme to (1.1) in spatial direction to get a semi-discretized equation, whose solution is shown to be symplectic and uniformly bounded. Then, a splitting technique is used to discretize the semi-discretized equation and obtain an explicit fully discrete scheme. We show that the proposed scheme possesses a conformal multi-symplectic conservation law with its solution uniformly bounded. Thanks to the non-degeneracy of the additive noise, the numerical solution is also shown to be irreducible and strong Feller, which yields the uniqueness of the invariant measure. Due to the fact that the nonlinear term of (1.1) is not global Lipschitz, it is particularly challenging and difficulty to analyze the convergence order of the proposed scheme. Motivated by [7, 12] , we construct a truncated equation with a global Lipschitz nonlinear term such that the proposed scheme applied to the truncated equation shows order one in mean-square sense under appropriate hypothesis on initial value and noise. We then construct a submartingale based on which we finally derive convergence order one in probability for the original equation in temporal direction. To the best of our knowledge, there has been no work in the literature which constructs schemes with both ergodicity and conformal multi-symplecticity to (1.1).
The rest of the paper is organized as follows. We show the conformal multi-symplecticity and the charge evolution for (1.1) in section 2. In section 3, we construct a fully discrete scheme, which could inherit both the ergodicity and the conformal multi-symplecitcity of the original system. In section 4, we introduce a truncated equation, based on which we derive convergence order one in probability for the proposed scheme. Numerical experiments are carried out in section 5 to verify our theoretical results.
Damped stochastic NLS equation
This section is devoted to investigate the internal properties of (1.1). We define the space-time white noiseχ = dW dt , set ψ = p + iq,χ =χ 1 + iχ 2 with p, q,
dt being real-valued functions, and rewrite (1.1) as
T , above equations can be transformed into a compact form 
In the sequel, we use the notations L 2 := L 2 (0, 1), H p := H p (0, 1) and denote the domain of operators ∆ p 2 with Dirichlet boundary condition bẏ
Without pointing out, the equations below hold in the sense P-a.s. We now prove that (1.1) possesses the stochastic conformal multi-symplectic structure, whose definition is also given in the following theorem. Theorem 2.1. Eq. (1.1) is a stochastic conformal multi-symplectic Hamiltionian system, and preserves the stochastic conformal multi-symplectic conservation law
which means Proof. To simplify the proof, we denote (z 1 , z 2 , z 3 , z 4 ) := (p, q, v, w) = z T and (z l ) x t := z l (t, x) for l = 1, 2, 3, 4. Noticing that ω = dz 2 ∧ dz 1 and κ = dz 1 ∧ dz 3 + dz 2 ∧ dz 4 , thus we have
where
dx. Similarly, we obtain
Adding (2.4), (2.5) and (2.6) together, we can find out that equation (2.3) holds if
for any l, i = 1, 2, 3, 4, t 1 ∈ R + and x 1 ∈ R. In fact, rewritting (2.1) as
and taking partial derivatives with respect to (z i )
and (z l )
where [·] denotes the real part of a complex value. Taking expectation on both sides of above equation and solving the ordinary differential equation, we derive
This concludes the proof.
We hence get the conclusion that, the damped stochastic NLS equation (1.1) possesses the stochastic conformal multi-symplectic conservation law (2.3) with its solution being uniformly bounded (2.8), as well as the unique ergodicity [8] . A natural question is how to construct numerical schemes which could inherit the properties of (1.1) as many as possible, such as, stochastic conformal multi-symplectic conservation law, uniform boundedness of the solution and the unique ergodicity.
Ergodic fully discrete scheme
We now focus on the construction of schemes which could inherit the stochastic conformal multisymplecticity and the unique ergodicity.
Spatial semi-discretization
We apply central finite difference scheme to (1.1) and obtain
where h is the uniform spatial step and ψ j := ψ j (t) is an approximation of ψ(x j , t) with x j = jh, j = 1, 2, · · · , J and (J +1)h = 1. With notations Ψ = (
we rewrite (3.1) into a finite dimensional stochastic differential equation
In the sequel, we denote the 2-norm for vectors or matrices by · , i.e., v =
for a vector v = (v 1 , · · · , v J ) T ∈ C J and A ='the square root of the maximum eigenvalues of A T A' for a matrix A. The solution of (3.2) is uniformly bounded, which is stated in the following proposition.
2) is uniformly bounded with
Proof. Similar to the proof of Proposition 2.1, we apply Itô's formula to Ψ(t) 2 and obtain
Taking expectation on both sides of above equation leads to
Thus, multiplying above equation by he 2αt and taking integral from 0 to t leads to
Based on the fact that
which completes the proof.
In addition, noticing that for h = 1/J and
we get the uniform boundedness under the assumption E ψ 0 2 L 2 < ∞. Remark 1. Scheme (3.1) is equivalent to the symplectic Euler scheme applied to (2.2), i.e.,
Full discretization
To construct a fully discrete scheme, which could inherit the properties of (1.1), we are motivated by splitting techniques. We drop the linear terms and stochastic term for the moment and consider the following equation
first. Multiplying F (Ψ(t)) to both sides of (3.6) and taking the imaginary part, we obtain Ψ(t) 2 = Ψ(0) 2 , which implies that F (Ψ(t)) = F (Ψ(0)). Thus, (3.6) is shown to possess a unique solution Ψ(t) = e iλF (Ψ(0))t Ψ(0).
For linear equation
a modified mid-point scheme is applied to obtain its full discretization. Now we can define the following splitting schemes initialized with Ψ 0 = Ψ(0),
where Ψ n = (ψ n 1 , · · · , ψ n J ) T ∈ C J , τ denotes the uniform time step, δ n+1 β = β(t n+1 ) − β(t n ) and t n = nτ , n ∈ N. Noticing that schemes (3.7)-(3.8) can be rewritten as
which can also be expressed in the following explicit form
with I denoting the identity matrix and f (Ψ n ) = − 1 2 αI + iλF (Ψ n ) τ . Thus, there uniquely exists a family of {F tn } n≥1 adapted solutions {Ψ n } n≥1 of (3.9) for sufficiently small τ .
As for the proposed splitting schemes, (3.8) coincides with the exact solution of the Hamiltonian system dΨ(t) − iλF (Ψ(t))Ψ(t)dt = 0. It then suffices to show that (3.7) possesses the conformal multi-symplectic conservation law, which is stated in the following theorem.
Theorem 3.1. Scheme (3.7) possesses the discrete conformal multi-symplectic conservation law
ατ z n j ), Proof. We denoteΨ n by Ψ n for convenience in this proof, and we have
Denote ψ n j := p n j + iq n j with its real part p n j and imaginary part q n j ,
Noticing that the j-th component of h −2 AΨ n can be expressed as h −1 (v n j+1 − v n j ) + ih −1 (w n j+1 − w n j ), we decompose (3.7) with its real and imaginary parts respectively and derive
Combining formulae v n j+1 = (p n j+1 − p n j )h −1 , w n j+1 = (q n j+1 − q n j )h −1 with above equations, we get respectively, we show the discrete conformal multi-symplectic conservation law based on the symmetry of matrix −K 1 + K 2 and the fact dz
Remark 2. It is also feasible to show that schemes (3.7)-(3.8) are conformal symplectic in temporal direction, which together with Remark 1, yields the conformal multi-symplecticity of the fully discrete scheme (3.9).
and P ≤ C * (J + 1) for some constant C * ≥ 1, then the solution {Ψ n } n≥1 of (3.9) is uniformly bounded, i.e.,
with t n = nτ and constant C depending on α, , Q and C * .
Proof. We multiply Ψ n+1 + e f (Ψ n ) Ψ n T to (3.9), take the real part and expectation, and obtain
(3.12)
For the smooth functions e k (x), we have
In the last step, we have used the fact
Substituting (3.13) and (3.14) into (3.12) and multiplying the result by h, we get
which, together with the fact
ατ , completes the proof. Theorem 3.2. Under the assumptions in Proposition 3.2 and η k > 0 for k = 1, · · · , P . The solution {Ψ n } n≥1 of (3.9) is uniquely ergodic with a unique invariant measure, denoted by µ τ h , satisfying
Proof. To show the existence of the invariant measures, we'll use a useful tool called Lyapunov function. For any fixed h > 0, we choose V (·) := h · 2 as the Lyapunov function, which satisfies that the level sets K c := {u ∈ C J : V (u) ≤ c} are compact for any c > 0 and E[V (Ψ n )] ≤ V (Ψ 0 )+C for any n ∈ N. Thus, the Markov chain {Ψ n } n∈N possesses an invariant measure (see Proposition 7.10 in [6] ). Now we show that {Ψ n } n∈N is irreducible and strong Feller (also known as the minorization condition in Assumption 2.1 of [13] ), which yields the uniqueness of the invariant measure. In fact, for any u, v ∈ C J , we can derive from (3.9) that δ 1 β can be chosen as
where we have used the fact that σ is full rank and Λ is invertible. Thus, we can conclude based on the homogenous property of the Markov chain {Ψ n } n∈N that the transition kernel P n (u, A) := P(Ψ n ∈ A|Ψ 0 = u) > 0, which implies the irreducibility of the chain. On the other hand, as δ 1 β has C ∞ density, it follows from (3.10) that Ψ 1 also has C ∞ density for any deterministic initial value Ψ 0 = Ψ(0). Then explicit construction shows that {Ψ n } n∈N possesses a family of C ∞ density and is strong Feller.
The theorems above are evidently consistent with the continuous results (1.2), (2.3) and (2.8), respectively. The next result concerns the error estimation of the proposed scheme, where the truncation technique will be used to deal with the non-global Lipschitz nonlinearity.
Convergence order in probability
In this section, we focus on the approximate error for the proposed scheme in temporal direction. As the nonlinear term is not global Lipschitz, we consider the following truncated function first
F (v) for any vector v ∈ C J and a cut-off function θ ∈ C ∞ (R) satisfying θ(x) = 1 for x ∈ [0, 1] and θ(x) = 0 for x ≥ 2 (see also [7, 12] ). In addition, we have
As a result, the nonlinear term F R (Ψ R )Ψ R is global Lipschitz with respect to the norm · . The proposed scheme (3.10) applied to the truncated equation (4.1) yields the following scheme
Theorem 4.1. Consider Eq. (4.1) and the scheme (4.2).
and τ = O(h 4 ). For T = N τ , there exists a constant C R which depends on α, , R, Q, ψ 0 and is independent of T and N such that
Proof. Denote semigroup operator S(t) := e Bt which is generated by the linear operator B : 
σΛdβ(s)
To show the strong convergence order of (4.2), we give the estimates of above terms, respectively. For terms I and II, we have
) as x → 0 and Proposition 3.2. In the last step of (4.5), we also used the fact that A is uniformly bounded for any dimension J, whose proof is not difficult and is given in the Appendix for readers' convenience. For term V I, Taylor expansion yields that
(4.6)
It then remains to estimate terms III, IV and V . We can obtain the following equation in the same way as that of (3.12)
Multiplying above equation by Ψ n+1 R 2 , we get
Based on (3.13) and (3.14), we take expectation of above equation and derive
, where in the last step we have used the fact that E Ψ 0
Thus, by Taylor expansion, we have
Now we estimate above terms respectively. ForĨ II, we havẽ
which satisfies
Noticing that
TermĨV can be estimated in the same way as the estimation ofĨ II. TermṼ turns to be
(4.9)
From (4.4)-(4.9), we conclude
where in the last two steps we have used the fact that (1 + Cτ 2 )e −ατ < 1 for τ is sufficiently small and τ = O(h 4 ).
Based on the estimates on truncated equation and its numerical scheme, we are now in the position to give the approximate error between Ψ(t) and Ψ n . The proof of following theorem is motivated by [7, 12] and holds for any fixed T > 0 without other restrictions. 
and τ = O(h 4 ). For any T > 0, we derive convergence order one in probability, i.e.,
Proof. For any γ ∈ (0, 1), we define n γ := inf{1 ≤ n ≤ [T /τ ] : Ψ(t n ) − Ψ n ≥ γ} and then deduce that
If sup 0≤n≤nγ Ψ(t n ) < R − 1 happens, it is easy to show that
Furthermore, comparing scheme (4.2) with (3.10) and noticing that
we have Ψ nγ R = Ψ nγ , which implies
We conclude that for any γ ∈ (0, 1), there exists n γ ∈ N such that
Thus, for some constants K,
(4.12)
We claim that e 2αt Ψ(t) 2 is a submartingale, which ensures that
based on a martingale inequality and Proposition 3.1. In fact, denoting C J,P := J j=1 P k=1 η k e 2 k (x j ) and applying Itô's formula to e 2αt Ψ(t) 2 similar to (3.4), we derive
with 2 t 0 e 2αs Ψ(s) σΛdβ(s) a martingale. Apparently, we have
for r ≤ t, which completes the claim. Hence, based on above claim and Theorem 4.1, inequality (4.12) turns to be
which approaches to 0 as K 1 , K → +∞ properly for any T > 0.
Numerical experiments
In this section, we provide several numerical experiments to illustrate the accuracy and capability of the fully discrete scheme (3.9), which can be calculated explicitly. We investigate the good performance in longtime simulation of the proposed scheme and check the temporal accuracy by fixing the space step. In the sequel, we take λ = 1, α = 0.5, truncate the infinite series of Wiener process till P = 100 and choose 500 realizations to approximate the expectation. Charge evolution. For the semidiscretization, the charge of the solution satisfies the evolution formula (3.5). To investigate the recurrence relation for the discrete charge of the fully discrete scheme, Fig. 1 plots the discrete charge for different values of with initial value ψ 0 (x) = sin(πx), η k = k −6 , h = 1/J = 0.1, τ = 2 −5 and T = 35. We can observe that the discrete charge inherits the charge dissipation law without the noise term, i.e., = 0, and preserves the charge dissipation law approximately with a limit 2 h α J j=1 P k=1 η k e 2 k (x j ) calculated through (3.5) for = 1. From Fig. 2 , it can be seen that the time averages of (3.9) started from different initial values converge to the same value for two continuous and bounded functions f , when time T = 250 is sufficiently large. Convergence order. We investigate the mean-square convergence order in temporal direction of the proposed method (3.9) in this experiment. Let h = 0.1, T = 1 and initial value ψ 0 (x) = sin(πx).
We plot E h,τ against τ on a log-log scale with various combinations of (α, ) and take the method (3.9) with small time stepsize τ = 2 −16 as the reference solution. We then compare it to the method (3.9) evaluated with time steps (2 2 τ, 2 3 τ, 2 4 τ, 2 5 τ ) in order to show the rate of convergence. Fig. 4 presents the mean-square convergence order for the error E h,τ with various sizes of . Fig. 4 shows that the proposed scheme (3.9) is of order 2 for the deterministic case, i.e., = 0, and of order 1 for the stochastic case with = 1, which coincides with the theoretical analysis. We define a 1 (x) := x, a n+1 (x) := x − 1 an(x) and X n (x) = n i=1 a i (x) for n ≥ 1, and deduce that X n+2 (x) = xX n+1 (x) − X n (x).
(6.1)
Noticing that X 2 (x) = x 2 − 1 > 0 and X 2 (x) − X 1 (x) = x 2 − x − 1 > 0 for any x ≥ 2. We assume that X j+1 (x) > 0 and X j+1 (x) − X j (x) > 0 for any x ≥ 2 and 1 ≤ j ≤ n, which contributes to X n+2 (x) − X n+1 (x) = (x − 2)X n+1 (x) + (X n+1 (x) − X n (x)) > 0 and X n+2 (x) > X n+1 (x) > 0 based on (6.1). Then the induction yields that X n (x) > 0 for any x ≥ 2 and n ∈ N, which implies that λ * = max{x : X J (x) = 0} + 2 ≤ 4.
