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 In this paper, the communication reliability of a 2.4 GHz multi-hop wireless 
sensor network (WSN) in various test scenarios is evaluated through experiments. 
First, we implement an autonomous communication procedure for a multi-hop 
WSN on Tmote sky sensor nodes; 2.4 GHz, an IEEE 802.15.4 standard. Here, all 
nodes including a transmitter node (Tx), forwarder nodes (Fw), and a base station 
node (BS) can automatically work for transmitting and receiving data. The 
experiments have been tested in different scenarios including: i) in a room, ii) 
line-of-sight (LoS) communications on the 2nd floor of a building, iii) LoS and 
non-line-of-sight (NLoS) communications on the 1st floor to the 2nd floor, iv) LoS 
and NLoS communications from outdoor to the 1st and the 2nd floors of the 
building. The experimental results demonstrate that the communication reliability 
indicated by the packet delivery ratio (PDR) can vary from 99.89% in the case of 
i) to 14.40% in the case of iv), respectively. Here, the experiments reveal that 
multi-hop wireless commutations for outdoor to indoor with different floors and 
NLoS largely affect the PDR results, where the PDR more decreases from the 
best case (i.e., the case of a) by 85.49%. Our research methodology and findings 
can be useful for users and researchers to carefully consider and deploy an 
efficient 2.4 GHz multi-hop WSN in their works, since different WSN 
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Wireless sensor networks (WSNs) have been considered as one of the interesting research areas in 
recent years because of vital role in numerous applications [1]-[3]. WSNs refer to a group of distributed sensor 
nodes linked by wireless communications. The sensor node as the source node collects information from physical 
environments such as temperature, pressure, vibration, motion, and smoke, then send its sensory data to the base 
station or the sink node for monitoring and using [3]. Since network coverage area is larger than the radio range 
of single nodes, relay nodes or forwarder nodes (i.e., other nodes in the network with forwarding functions) are 
used to transfer the data to the destination. Here, a multi-hop communication as a type of communications 
in radio networks is required [4], [5]. Due to this characteristic of WSNs, WSNs with internet of thing (IoT) 
technology then can be deployed in numerous fields such as environmental and disaster monitoring, animal 
tracking, vehicle and human tracking, structure health monitoring, precision agriculture, security and surveillance, 
smart buildings and cities, transportation, industrial works, health care and medical services, and so on [1]-[3]. 
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A review of related works is discussed here, and the summary is also provided in Table 1. In [6], a 
multi-hop wireless sensor network for an outdoor environment was developed for wildfire monitoring. Such a 
system was used to report results including temperature, relative humidity, and barometric pressure from field 
testing during prescribed test burns near San Francisco, California. The Crossbow Mica2 motes with Chipcon 
1000 radio module (433 MHz frequency) and GPS were programed using TinyOS and employed for this 
application. The results showed that the sensor response with sampling interval of 2.5 second was excellent with 
low data packet. The authors also suggested to deploy the sensor nodes above (0.5 m) the top of the fuel to avoid 
transmission packet loss. In [7], the investigation of the mobile multi-hop wireless network for an indoor 
environment was tested by the experiment using an IEEE802.11b/g standard. The authors concluded that wireless 
link quality was dynamic in nature, especially in mobile scenarios, and the packet delivery ratio indicating the 
communication reliability was changed from high to low levels through the period of time. [8] stated that when 
the range of single-hop wireless communication was limited by distance or harsh radio propagation conditions 
(such as in large buildings made of heavy construction and underground structures), relay nodes could be used to 
extend the communication range through multi-hop relaying. Thus, in [8], MICA2 motes operating at  
868-916 MHz with a relay deployment and link assessment strategy was presented and tested in an office 
building environment. The authors claimed that to select appropriate relay nodes could significantly improve the 
communication performance. In [9], performance evaluation of video streaming in multi-hop wireless networks 
based on IEEE 802.11 WLANs had been tested. The authors concluded that the unreliable nature and shared 
media of multi-hop communications made the deployment of multimedia applications a difficult task. Here, radio 
signals interference adversely degraded video performance. Both inter and intra-flow interference had a great 
impact on video quality. Therefore, the well design and deployment of multi-hop wireless network for quality of 
service (QoS) provisioning to support multimedia applications should be considered.  
John et al. [10] presented the design and implementation of a WSN for agricultural monitoring using a 
multi-hop based architecture. Each sensor node as TelosB node was equipped with different sensors such as soil 
moisture, atmospheric temperature, and humidity sensors. The authors showed the contribution that each node 
could report its sensor data to the base station node following a sleep wake-up schedule. In [11], a WSN system 
to monitor the health state of heritage-buildings in real-time was presented. The multi-hop WSN with temperature 
sensors, humidity sensors, masonry crack sensors, rain gauge sensors, and light sensors were developed. The 
sensor nodes with Chipcon CC2420, 2.4 GHz/ an IEEE802.15.4 standard had been deployed and tested on the 
Rognosa tower in the medieval village of San Gimignano, Tuscany, Italy. The authors suggested that, from the 
communication network viewpoint, an appropriate battery saving policy with low power mode setting and wake-
up strategy could help to improve the network lifetime.  
Lee et al. [12], authors established a realistic indoor environment for the performance evaluation of a 
ZigBee wireless network. Several sets of practical experiments using ITRI ZBnode with Chipcon CC2420 had 
been conducted, including node connectivity, packet loss rate, and transmission throughput. The results showed 
that their developed ZigBee platforms could work well under multi-hop transmission. The authors also concluded 
that the more hops between the transmitter and the receiver, the higher packet loss rate would be. Also, packet 
loss rate could be significantly decreased by using a more efficient communication mechanism. Finally, 
performance evaluation of indoor multi-hop wireless networks using an IEEE 802.11 standard was studied in 
[13]. The authors suggested that the shorted path was not the best choice for data transmission, since, in general 
the links in the network exhibited a wide range of delivery rates. Here, minimum-hop-count route often chosen 
routes that had less capacity than the best paths that existed in the network. Such observations suggested that 
more attention be paid to link quality when choosing routes.  
According to the research literature as discussed above, we can summarize that, in multi-hop WSN 
communications, sensor node and relay node deployment [6], [8], wireless link quality and radio signal 
interference [7], [9], power consumption and network lifetime [10], [11], more hops communication with packet 
loss rate [12], and optimal paths for data transmission [13] are the important issues which should be considered in 
order to achieve more efficient communications. 
In this paper, a 2.4 GHz IEEE802.15.4 multi-hop WSN with its communication procedure is 
implemented, and a communication reliability of the multi-hop communication is evaluated. The experiments 
using Tmote sky sensor nodes have been tested in different five scenarios, where LoS, NLoS, different floors, and 
outdoor to indoor communications are focused. The results show that the multi-hop communication reliability 
indicated by the PDR results can vary from 99.89% to 14.40% (high to low levels), respectively. Here, the PDR 
reaches nearly 100% for the case of LoS communications, while the PDR is low for the case in outdoor to indoor 
environments with different floors and the NLoS communications.   
The structure of this paper is as follows. Section 2 introduces the implemented 2.4 GHz IEEE 802.15.4 
multi-hop WSN with its communication functions. Section 3 provides details of experiments, test scenarios, and 
performance metrics. Section 4 provides experimental results and discussion. We finally conclude the paper in 
section 5. 
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Table 1. A summary comparison between related works and this work 
Ref.  Objectives 
 Wireless technology 
Results and major findings 
[6]  A multi-hop network for an outdoor environment was 
developed for wildfire monitoring. 
 Crossbow Mica2 motes with Chipcon 1000, 433 MHz  
The sensor nodes should be deployed above (0.5 m) the top of the 
fuel to avoid transmission packet loss. 
[7]  A mobile multi-hop wireless network for an indoor was 
tested. 
 IEEE802.11b/g standard 
 Wireless link quality was dynamic in nature, especially in 
mobile scenarios. 
 The PDR was changed from high to low levels through the 
period of time. 
[8]  A multi-hop network with a relay deployment and link 
assessment strategy was presented and tested in an office 
building. 
 MICA2 motes, 868-916 MHz  
Selecting of appropriate relay nodes could significantly improve 
the communication performance. 
[9]  Video streaming in multi-hop wireless networks was 
evaluated. 
 IEEE 802.11 WLANs  
 Radio signal interferences (i.e., both inter and intra-flow 
interferences) degraded video performance. 
 The well deployment of multi-hop wireless network for QoS 
provisioning to support multimedia applications should be 
considered.  
[10]  A multi-hop WSN for agricultural monitoring was 
implemented and tested.  
 TelosB node  
Each node could report its sensor data to the base station node 
following a sleep wake-up schedule to prolong the network 
lifetime. 
[11]  A WSN system to monitor the health state of heritage-
buildings in real-time was presented  
 Sensor nodes with CC2420, 2.4 GHz/ IEEE802.15.4 
standard.  
An appropriate battery saving policy with low power mode setting 
and wake-up strategy could help to improve the network lifetime.  
 
[12]  A realistic indoor environment for the performance 
evaluation of a node ZigBee wireless network was 
presented.  
 ITRI ZBnode with Chipcon CC2420, IEEE802.15.4  
 The more hops between the transmitter and the receiver, the 
higher packet loss rate would be.  
 Packet loss rate could be decreased by using a more efficient 
communication mechanism. 
[13]  Indoor multi-hop wireless networks were evaluated.  
 IEEE 802.11 standard  
 The shorted path was not the best choice for data transmission.  
 Minimum-hop-count route often chosen routes that had less 
capacity than the best paths that existed in the network.  
This 
work 
 A 2.4 GHz multi-hop WSN has been developed, and the 
experiments have been tested in different scenarios including 
a) in the room, b) LoS communications on the 2nd floor of 
the building, c) LoS and NLoS communications on the 1st 
floor to the 2nd floor, d) LoS and NLoS communications 
from outdoor to the 1st and the 2nd floors. 
 Tmote sky sensor nodes; 2.4 GHz, IEEE 802.15.4 
standard. 
 - The PDR can vary from 99.89% (i.e., in the room) to 14.40% 
(i.e., LoS and NLoS communications from outdoor to indoor).  
 Multi-hop commutations from outdoor to indoor with different 
floors and NLoS largely affect the communication reliability.  
 Research methodology and findings can be useful for users and 
researchers to carefully consider and deploy 2.4 GHz multi-hop 
WSNs in their works.   
 
 
2. IMPLEMENTATION OF A MULTI-HOP WIRELESS SENSOR NETWORK  
The system to be tested in this work is shown in Figure 1. There are four wireless sensor nodes including a 
transmitter node (Tx node with ID 0), the forwarder node (Fw node with ID 1), the forwarder node (Fw node with 
ID 2), and the base station node (BS node with ID 3) connected with the computer as the processing center via the 
wire connection. Tmote sky sensor nodes for low-power wireless applications [14], [15] are used, as shown in 
Figure 2. Tmote sky sensor node is equipped with TI MSP430F1611 microcontroller and a CC2420 RF chip [16], 
[17]. It is based on ZigBee, an IEEE 802.15.4 standard [18], [19], which operates at 2.4 GHz with a data rate of 250 
Kbps. In our system, all nodes use the channel 15 with the transmission power of 0 dBm [20] for their 
communications, and the packet transmission rate is set to 100 ms. We guarantee that there is no signal interference 
from all Wi-Fi channels, since we first monitor all available Wi-Fi channels in the test field by using the Wi-Fi 





Figure 1. Multi-hop wireless sensor networks 
Int J Elec & Comp Eng  ISSN: 2088-8708  
 




Figure 2. Tmote sky sensor nodes to be used in this work 
 
 
For sensor node communications, we define that the Tx node as the source node will continuously send 
data packets (including the packet number) to the BS node as the sink node via the Fw node ID 1 and the Fw node 
ID 2, respectively. Here, to test multi-hop connection, the Tx node is only connected to the Fw node ID1, while the 
Fw node ID1 is connected to the Fw node ID2, and the Fw node ID2 is connected to the BS node. At the BS node, 
the data from the transmitter are then forwards to the personal computer ( PC)  or Notebook via a serial port for 
collecting and processing.  The full process of the communication procedure is described in Algorithms 1 to 3, 
respectively.  
 
Algorithm 1 Pseudo code for the Tx node   
01: IF Receive the packet from other nodes in the network THEN  
02:      Discard such a received packet  
03: END IF   
04: IF  Start command THEN 
05:       Packet transmission rate configuration 
06:       Packet number configuration 
07:       Send all generated data packets to the Fw node ID 1 by    
            unicasting 
08:       Stop to send the packet  
09: END IF 
  
Algorithm 2 Pseudo code for Fw node ID 1 
01: IF Receive the packet from the Fw node ID 2 or the BS node THEN  
02:      Discard such a received packet  
03: END IF 
04: IF Receive the packet from the Tx node THEN 
05:      Forward the packet to the Fw node ID 2 by unicasting 
06: END IF 
 
Algorithm 3 Pseudo code for Fw node ID 2 
01: IF Receive the packet from the Tx node or the BS node THEN  
02:      Discard such a received packet  
03: END IF 
04: IF Receive the packet from the Fw node ID 1 THEN 
05:      Forward the packet to the BS node by unicasting  
06: END IF 
 
Algorithm 4 Pseudo code for the BS node 
01: IF Receive the packet from the Tx node or the Fw node ID 1 THEN 
02:      Discard such a received packet 
03: END IF 
04: IF Receive the packet from the Fw node ID 2 THEN 
05:      Forward the packet to PC via the serial port  
06: END IF 
 
 
3. EXPERIMENTS AND TEST SCENARIOS 
The experiments have been carried out in the indoor environment at the Department of Electrical 
Engineering, Prince of Songkla University, Thailand. As showed in Figure 3, this test field has two floors. There 
are many rooms at the second floor including staff rooms, lecture rooms, bathrooms, Master and Ph.D. student 
rooms, while the first floor is the electrical engineering laboratory including electric machines, tables, and cabinets. 
There is an exit at the first floor, as shown in Figure 3. 
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Figure 3. Test fields 
 
 
To study the performance of the multi-hop WSN in various cases as our objective, we provide five 
different test scenarios, as shown in Figures 4(a) to 4(e) in appendix, respectively. Note that the summary 
information of the test scenarios is also provided in Table 2.  
a. Test scenario #1: all nodes are placed in the room at the second floor, shown in Figure 4(a). For this scenario, 
we want to test and to make sure that all nodes with the communication functions can work automatically and 
correctly. 
b. Test scenario #2: as shown in Figure 4(b), all nodes are placed at the second floor, where the Tx node, the Fw 
node ID 1, and the Fw node ID 2 are outside the room, and the BS node connected with the computer is in the 
room. Here, each hop or each communication link can be considered as the LoS communication.  
c. Test scenario #3: as shown in Figure 4(c) , this test scenario is look like the test scenario #2, but we move the 
Tx node to the different area with different surrounding environments.  However, each hop can still be 
considered as the LoS communication.    
d. Test scenario #4: as shown in Figure 4(d), the Tx node and the Fw node ID 1 are placed at the laboratory in the 
first floor, while the Fw node ID 2 and the BS node are on the second floor. Note that the BS node is still in the 
room.  In this scenario, the link between the Tx node and the Fw node 1 can be considered as the NLoS 
communication, since there is a big cabinet and other devices as obstacles between such a link. 
e. Test scenario #5: as shown in Figure 4(e), the Tx node is placed at outdoor. The Fw node ID 1 is placed on the 
first floor, and the Fw node ID 2 and the BS node are on the second floor.  This test scenario can also be 




Table 2. Summary information of the test scenarios 
Test scenarios Floors/Environments LoS or NLoS 
#1 1st floor/In the room LoS 
#2 2nd floor/In the room and the building LoS 
#3 2nd floor/In the room and the building LoS 
#4 1st floor to 2nd floor/In the room and the building LoS and NLoS 
#5 Outdoor to 1st floor and 2nd floor/Outdoor, in the room and the building LoS and NLoS 
 
 
To investigate and evaluate the performance of the multi-hop WSN in five test scenarios above, the 
packet delivery ratio (PDR) in (1) is used as the performance metric which indicates the communication reliability 
[22], [23]. Here, the packet delivery ratio is the ratio of the total number of packets successfully received at the BS 
node and the total number of packets sent by the Tx node [ 24] . The delivery ratio represents the level of the 
delivery data to the base station.  For each test scenario, the experiment is repeated three times, and the average 
packet delivery ratio with 95% confidence interval [25] is then measured and reported.   
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𝑃𝐷𝑅 =
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚. 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑





4. EXPERIMENTAL RESULTS AND DISCUSSION 
The PDR results of three replications and the average PDR results of the test scenarios #1 to #5 are 
demonstrated in Figures 5(a) and 5(b), respectively. The results by our experiments reveal that the average PDRs 
can vary from 99.89% (for the test scenario #1) to 14.40% (for the test scenario #5); from high communication 









Figure 5. Average packet delivery ratio results of the test scenarios; (a) PDR results of each replication,  
(b) average PDR 
 
 
The results from the test scenario #1 confirm that our implemented multi-hop WSN with its 
communication functions can automatically and correctly work; where the data from the transmitter can be 
transferred to the destination or the base station node with the PDR close to 100%. The experimental results also 
reveal that, in the cases of real deployment in the second floor of the building with LoS communications, like the 
test scenarios #2 and #3 as in Figures 4(b) and 4(c), the PDRs reduce to 72.50% and 64.80%, respectively. Here, 
the PDR decreases 27.39% and 35.09% compared with the test scenario #1, and the different area and surrounding 
environments significantly affects the PDR results.  
The experimental results from the test scenario #4 demonstrate that, for the sensor node communications 
from the first floor to the second floor with NLoS as in Figure 4(d), the average PDR is 57.40%. The 
communication reliability reduces 42.49% from the test scenario #1. The results here show that the multi-hop 
wireless commutations from different floors and NLoS significantly affect the PDR. Finally, the PDR results 
obtained from the test scenario #5 as in Figure 4(e) indicate that the multi-hop wireless commutations from the 
outdoor to the second floor in indoor building with NLoS have greatly effects the PDR results. The average PDR is 
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communication reliability indicated by the PDR results obtained from five test scenarios can vary from high to low 
levels. These findings can be useful for users and researchers to carefully consider and deploy 2.4 GHz 





A communication reliability of the 2.4 GHz IEEE802.15.4 multi-hop WSN is evaluated in this paper. The 
experiments using Tmote sky sensor nodes have been tested in five scenarios. The experimental results indicate 
that the communication reliability measured by the packet delivery ratio can vary from 99.89% to 14.40%, 
respectively. Here, the experimental results reveal that the PDR can reach nearly 100% for the case of LoS 
communications. The multi-hop wireless communication among the sensor nodes from outdoor to indoor 
environments with different floors and the NLoS situation has greatly effects to the PDR level (with the PDR of 
14.40%). In the future work, the comparison between our proposed system and other related systems, like a Wi-Fi 
ad-hoc network, will be considered. Also, a more efficient 2.4 GHz multi-hop WSN with IoT technology will be 















Figure 4. Test scenarios; (a) test scenario #1; all sensor nodes are in the room with the room size of 5x5 m, (b) test 
scenario #2; LoS communications on the 2nd floor of the building, (c) test scenario #3; LoS communications on the 
2nd floor of the building (different area and surrounding environments compared with the test scenario #2), 
(continue) 
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Figure 4. Test scenarios; (d) test scenario #4; LoS and NLoS communications on the 2nd floor to the 1st floor  
(i.e., electrical laboratory), (e) test scenario #5; LoS and NLoS communications on the 2nd floor to the 1st floor and 
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