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Abstract-One of the problems in using the invariant imbedding estimator is to find the optimal or
near optimal initial conditions for the weighting functions. Computational experiences indicate
that these initial conditions influence the convergence rate tremendously. This problem is further
complicated by the fact that the number of weighting functions increases quadratically with the
number of parameters or variables to be estimated. It is not a simple matter to estimate the initial
conditions to be used for a large number of interconnected weighting functions, In this work,
least squares criterion combined with various optimization schemes is used to obtain the optimal
initial conditions. It is shown that the convergence rate can be improved tremendously. These
improved convergence rates should be very useful for off-line estimations with a limited number
of experimental data.
I. THE OPTIMIZATION PROBLEM
To illustrate the problem, consider the vector differential equation
dX
cit = f(X, t) (I)
where f and X are m dimensional vectors, Assume that only n X's or combinations of
X's can be measured, Let the measured or observed quantities be
Z(t) = h(X, t) + (observation errors) (2)
(3)[ie; t) + QU)hJlZ(t) - h]
where 0 :S t :S tf and h represents the measurable quantities. Both Z and hare ndimensional
vectors. In general, n :S m.
The problem is to estimate the values of X based on the observed values Z. The estimator
equations for this problem can be obtained by the use of invariant imbedding and the least
squares criterion[l, 2]. These estimator equations are
de
dt
~; = f;.(e, t)Q(t) + Q(t)[f;,(e, tlY + Q(t){hce[Z(t) - hJ}Q(t) - Q(t)h;hcQ(t) (4)
where e represents the optimal estimates for X and is an m dimensional vector, Q is the
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weighting matrix or adjoint matrix and is an m x m dimensional matrix, and the symbols
t: and he represent partial differentiation of the vectors f and h with respect to e.
Equations (3) and (4) represent a system of ordinary differential equations. If the initial
conditions for these equations are given or can be guessed these equations can be integrated
easily on a computer to obtain the optimal estimates of X. Because of our knowledge about
the physical system, approximate initial values for e(O) can, in general, be guessed. How-
ever, this is not the case for the initial values of Q(O). Furthermore, the initial values of this
adjoint matrix, Q(O), influence the convergence rate of the estimator equation tremendously.
Erroneous choice of these initial conditions may cause the estimation process to diverge.
This is further complicated by the fact that the number of q's increases quadratically
with the number of variables. It is not a simple matter to obtain the best initial conditions
for Q(O),
The problem is to choose the best initial values for the weighting matrix Q(O) such
that the convergence rate of the estimator equations is at a maximum.
There are many ways to obtain the best initial values for the weighting matrix Q. In
this work, the classical least squares criterion will be used. The problem is to find the
values of the matrix Q(t) at t = 0 such that the following expression is minimized.
t*
Q = IIRI1 2 = I [Zit) - h(e(t), tJY[Z(t) - h(e(t), tlJ
1=0
(5)
where Q is the residual norm. It should be emphasized that Z represents the observed
values and !l(e(t), t) represents the optimal estimates of h. The symbol t* represents the
initial time period over which we wish to carry out the minimization. In equation (5), we
have assumed that the observed values are discrete values. If continuous observations
can be obtained the summation in equation (5) would be replaced by an integral.
It should be noted that equation (5) is minimized with respect to the initial values of
Q(O). Thus, this is an optimization problem in ordinary calculus. Any numerical search
technique or even the method of implicit differentiation can be used to optimize equation (5).
In this work, two optimization techniques will be used to obtain the optimal values
for the matrix Q(O). The first approach is a search technique and in the second approach
implicit differentiation is used to obtain the best direction to improve the objective function.
2. OPTIMIZATION BY SEARCH TECHNIQUES
To illustrate the approach, let us consider the system represented by the simple equation
dX = -kX2
dt . (6)
This problem has been solved in Ref. [lJ and equation (6) represents a simple second order
chemical reaction. The constant k is the rate constant. The invariant imbedding estimator
equations for the process represented by equation (6) are
deft)
dt
dq(t)
dt
- ke2(t) + [Zit) - e(tlJq(t) = f;
-4ke(tlq(t) - q2(t) <L.
(7)
(8)
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Referring to equations (l)-{4), we see that rn = n = 1, h(X, t) = X, and Q(t) reduces
to a scalar. The problem is to find the value of q(O) such that the following objective func-
tion is minimized
t'
n = IlRI1 2 = L [Z(t) - e(t)]2.
1=0
(9)
To obtain the observed data Z computationally, equation (6) is first solved with the follow-
ing numerical values
X(O) = 1,0, k = 0'05, At=O'I,
where At is the time increment between observations. Then, the value, X(t), just obtained
is corrupted with noise. Gaussian noise is used with zero mean and a standard deviation
of unity.
In order to save computer time, the value of t* used must be chosen with care. Obviously,
the best optimal values would be obtained if t* = tf , or equation (9) is minimized over the
entire time interval. However, the computer time required increases very fast with the
increase of t*. Notice that both equations (7) and (8) must be integrated to t* in each search
or movement in the search scheme. Furthermore, if the initially guessed value for q(O)
is not too far removed from the optimal, the inclusion of the part near tf in the search
would not significantly improve the optimal. This is due to the fact that the correct estimate
of e has most probably been obtained during the initial time period. In order to find the
best value of t*, different values will be used.
Let N represent the observed data points used in the optimization scheme and At
represents the integration step size, then
t*
N=-+1.
At
Any search technique can be used to minimize equation (9) with respect to q(O). For sim-
plicity in programming, the random search scheme discussed by Lee[l] is used. The
results are summarized in Table 1. The e(O) in Table 1 represents the initial condition
assumed for e and q(O) is the initial approximation assumed before any optimization
search. It can be seen that the same optimal result for q(O) is obtained whether N = 100
or N = 50 is used.
To compare the convergence rates in estimating e, equations (7) and (8) are solved using
the optimal q(O) and the solutions are plotted in Fig. 1. The results obtained by Lee[l]
are also shown in Fig. 1. The symbol * is used to denote the optimal results. It can be seen
that the convergence rate has improved tremendously.
Figure 2 shows the behavior of the objective function as a function of q(O). The most
noticeable behavior is that the objective function is fairly flat over a fairly wide range of
Table 1. Results with random search technique
N e(O) q(O) Optimal q(O) Optimal n
100 2·0 0·1 16·32 2·37
100 0·5 0·1 13-81 1·34
50 2·0 0·1 16·32 1·87
50 0·5 0·1 13-81 0·84
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Fig. 1. Improvement in convergence rate as compared to Lee[!].
q(O). Another behavior is that there exists a well-defined value of q(O) over which the
estimation algorithm diverges. This well-defined value is just above the optimal value
of q(O).
3. ESTIMATION OF STATE AND PARAMETER
Instead of only estimating X, the rate constant k can also be estimated simultaneously
from the measurement on X. In addition to equation (6), we also have
d~ = O. (10)
dt
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Fig. 2. Objective function as a function of q(O).
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Equations (6) and (10) represent the system. This estimation problem has been solved
by Lee[l] with guessed initial conditions for q(O). In this work, the optimal q(O) will be
obtained and used.
From equations (3) and (4), the invariant imbedding estimator equations are
(11)
ldq" dq"l-_. --
= [ -2~2el -eiJ[qlldt dt q12J + [qll q12Jdq21 dq22 o q21 q22 q21 q22
dt dt
x[-2e2e1 OJ - [qll q12J[IJl o(qll q12J
-ei o q21 q22 0 q21 q22 (12)
where e1 and e2 are the optimal estimates of x and k respectively; and Z is the observation
on x described earlier.
Referring to equations (1)-(4), we see that m = 2, n = 1 and
[ - kX
2Jf = 0 ' h = X.
The problem is to find the initial values for the four dimensional matrix such that equation
(9) is minimized.
The number of independent or control variables in the above problem is equal to the
number of elements in the weighting matrix Q(O). This number increases quadratically
with the number of variables to be estimated. Thus, this number can be fairly large. Further-
more, from computational experience, it has been found that once the best initial values
for the diagonal elements in the weighting matrix Q have been obtained, nearly best
convergence rate for all practical purposes is also obtained provided that a reasonable
set of values are used for the off-diagonal elements. In this section, only the diagonal
elements, qll(O) and q22(0), will be considered for optimization and all the off-diagonal
elements are assumed equal to one.
The Hooke and Jeeves[3] search technique is used to solve the optimization problem.
Numerical Runge-Kutta technique is used to integrate the differential equations. The
Hooke and Jeeves search technique is a sequential search technique and is fairly simple
to implement. It essentially moves from one base point to another by a combination of
exploratory and pattern moves. The initial Q(O) guessed forms the starting base point.
Failure of a pattern move causes the search to return to its old base point. Step size used
in the search is reduced when all exploratory moves fail. The procedure is repeated until
the step size is reduced to a prespecified accuracy.
The computational results are summarized in Table 2. The observed data points and
the various numerical values used are the same as those discussed earlier. A step size of 5
was used in Hooke and Jeeves search technique. The minimum step size allowed in this
search was 1·0.
To compare the convergence rates in estimating k, the results obtained by Lee[l] are
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Table 2. Results with Hooke-Jeeves search technique
Optimal
N el(O) e2(0) qldO) qn!O) qll(O) q22(0) Optimai O
100 0·5 0·1 6 6 14·75 6·00 1·393
100 0·5 0·1 5 5 15·00 5·00 1·391
100 2 0·1 5 5 15·00 22·50 2-408
120 2 0'1 6 6 14·12 32·25 2·686
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Fig. 3. Improvement in convergence rate in estimating k as compared to Lee[l].
shown in Fig. 3. The convergence rates for estimating k by using the optimal values of
qt 1(0) and qdO) are also shown in Fig. 3. For edO) = 2, the optimal values are
qdO) = 32·25qtt(O) = 14'12,
and for et(O) = 0'5, the optimal values are
qtt(O) = 15 and qdO) = 5.
The convergence rates for estimating X are not shown. However, the results are fairly
similar to those shown in Fig. 1.
It should be noted that the values of N or t* used influences the optimal value obtained
for et(O) = 2. It was found that with N = 120 or t* = 12, a much better optimal was
obtained.
4. OPTIMIZATION BY A GRADIANT TECHNIQUE
Since the minimization of equation (5) is an optimization problem in ordinary calculus,
many other optimization techniques can be used. In this section, a gradient technique
will be developed and applied to the minimization of equation (5).The technique essentially
consists of a scheme for the iterative improvement of the objective function in the gradient
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direction. However, since equations (3) and (4) are differential equations, implicit differ-
entiation is used to obtain the gradient direction.
In order to save computer time, equation (5) will be minimized with respect to only the
diagonal elements in the adjoint matrix Q(O). This choice seems partially justifiable from
actual computational experiences which indicate that in general a proper choice of the
diagonal elements is enough to obtain a fast convergence rate. For all practical purposes,
this obtained fast convergence rate is nearly the best convergence rate provided that a
reasonable set of values is used for the off-diagonal elements. Thus, define the control
vector n as
(13)
In order to minimize equation (5) with respect to n, the direction where the most rapid
decrease in 0 occurs will be used. This is the gradient direction which can be obtained
by differentiating equation (5) with respect to n
dO [dR]T
dn = 2 dn R(n).
Now, let us define the relationship
n
k
+ 1 = n
k
- y:[(~~r] TR(n k )
where
(14)
(15)
(16)
where k represents the iteration number and Yk represents the step size or the distance
to move in the gradient direction.
With the values of n at the kth iteration known, improved values for n at the (k + l)st
iteration can be obtained by using equation (15). This procedure can be continued until
the norm IIR 11 2 has reduced to a prespecified value.
Since equations (3) and (4) are differential equations, the expression for dR/dn cannot
be obtained easily. To simplify the manipulations, let us consider the problem represented
by equations (6)-(9). For this problem equation (13) reduces to
n = q(O)
and equation (14) becomes
Using implicit differentiation, we have
dR = ~[I {e(t) _ Z(tW]1/2[I {ohl oe(t) + Ohj Oq(t)}]dn 2 1=0 t = 0 oe t on oq t on
where
(17)
(18)
(19)
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h = [e(t) - Z(t)y (20)
Some of the terms in the above can be reduced to
ilhl.~ = 2[e(t) - Z(t)J
(Ie I
(21)
(22)ilhls 1= O.
Now, expressions for t!e/t!n and oq/on must be obtained. In order to accomplish this,
integrate equations (7) and (8)
e(t) = e(O) + 1: II dt
q(t) = q(O) + s: f~ dt.
Partial differentiating both sides of equation (23) with respect to ti, we obtain
oe(t) II [of~ I iJe(t) alii Oq(t)J
-=0+ -- -+- -_. dt
an 0 ile I an aq I Dn .
Differentiating the above equation with respect to time, we obtain
~[oe(t)J = all [ae(t)J + all [(~CJitlJ.
dt an ae(t) an oq(t) an
Similarly, from equation (24) we obtain
_d..[Oq(t)] = of~[oe(t)] + .af~ [~q(t)].
dt an oe(t) an oq(t) an
To simplify notation, let us define
(23)
(24)
(25)
(26)
(27)
oe(t)
Xl = --:;--,
on
aq(l)
X 2 = -;l'
en
(28)
(29)
(30)
Equations (26) and (27) can be rewritten as
dX I ()/t tIl
.- = X --- + X --~
dt 1 ()e(t) 213q(t)
dX 2 Df~ . ()f~
-=X I '- + X 2 - -dt oe(t) iJq(t j'
Initial conditions for equations (29) and (30) can be obtained from the definitions in
equation (28). At the initial time t = 0, we have
oe(O)
X 1(0) = -~-- = 0,
on
X 2(0) = iJq(Ol = I.
an
(31)
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Performing the partial differentiations indicated, equations (29) and (30) become
dX 1
---cit = (-2ke - q)X t + (2 - e)X 2
dX 2
- = (-4kq)X t + (-4ke - 2q)X 3 .dt
87
(32)
(33)
Using the initial conditions given in equation (31), X t (t) and X 2(t) can be obtained
easily by integrating equations (32) and (33). The results from this integration can be
substituted into equation (19) and thus the differential dRjdn can be obtained.
The computational procedure can now be summarized as follows:
(1) Guess an initial approximation for the control q(O) or n, call this initial guess nO;
(2) Integrate equations (7) and (8) using nO as the initial condition for q. The initial condi-
tion for e(O) can be obtained from our knowledge concerning the process;
(3) Integrate equations (32) and (33) using the initial condition given in equation (31);
(4) Compute the norm using equation (9) and dRjdn using equations (19)-(22);
(5) Choose a suitable step size, Yk' and compute an improved n by using equations (15)
and (16);
(6) Repeat steps (2)--{5) until the norm IIRI1 2 has been reduced to a prespecified accuracy.
The problem represented by equations (6)-(9) was solved by the gradient technique.
The same numerical values used previously in the search technique are used here. The
other numerical values used are
e(O) = 2, nO = q(O) = 1, Yo = 0'5, t* = 10.
Note that only the first part of the time interval, namely, (to, t*) = (0, 10), is used in the
optimization calculations. The optimization calculations are terminated and the optimal
values are considered obtained when
(34)
The convergence rate of the gradient technique is shown in Table 3. It can be seen
from Table 3 that a fairly good estimate for q(O) was obtained in three to five iterations.
Figure 4 illustrates the convergence rates for estimating X with q(O) values obtained from
Table 3. Convergence rate of q(O) by the gradient approach
Iteration dR
(k) rrk [ = q(o)] l Qk drr
0 1·0 0·5 9·948 -1·077
I 2·464 0·5 5·433 -0,306
2 6·273 0·5 3·311 -0,0647
3 13-307 0·25 2·522 -0,0232
4 15'442 0·031 2·374 -0,0069
5 16·318 0-0039 2-373 0·0064
6 1·349 0·0625 8·111 -0'732
7 3-295 0·5 4·557 -0,193
8 8·825 0·5 2·918 -0-0379
9 14-465 0'125 2-433 -0,0164
10 15·953 0·0156 2-360 0·00006
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Fig. 4. Convergence rates for estimating x with different iteration results from the gradient optimization.
different gradient iterations. It is interesting to note that the optimal value of q(O) obtained
in the fifth iteration coincides with that obtained by the search procedure previously.
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