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Resumen
Resumen
Las redes sociales se han vuelto cada vez ma´s importantes en los u´ltimos an˜os. Entre ellas
destaca Twitter, donde los usuarios comparten opiniones y otros contenidos de forma pu´blica.
Dichas redes contiene grandes cantidades de informacio´n oculta a simple vista. En este trabajo
se pretende trabajar con datos obtenidos de Twitter y analizarlos para obtener informacio´n
relevante; para ello se va a hacer uso del ana´lisis sema´ntico, en pos de poder asociar los comen-
tarios de los usuarios (o tweets) con temas ma´s generales (o meta-topics). Cabe destacar que,
aunque cada vez existe un mayor nu´mero de trabajos dedicados a analizar este tipo de redes, el
ana´lisis sema´ntico (como el llevado a cabo en este trabajo) de redes es todav´ıa escaso, siendo lo
ma´s cercano las te´cnicas de Topic Detection. Este trabajo trata de crear una aproximacio´n al
problema de la clasificacio´n mediante ana´lisis sema´ntico, para ello se ha desarrollado un modelo
que se centra en la deteccio´n de un u´nico meta-topics y que utiliza te´cnicas como LSA unidas
a consultas sema´nticas a DBpedia para obtener resultados con los que poder analizar la validez
del modelo. Se han llevado a cabo pruebas con usuarios reales, que posteriormente han sido
evaluados a mano para comprobar la eficacia de esta aproximacio´n.
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Abstract
Social Networks have become increasingly important over the last few years. One of the
most relevant Social Network is Twitter. This Nework allows users to share public comment
and contents. Social networks contain large amounts of hidden information. This work pretends
to extract relevant data from Twitter and analyze them to obtain important information; In
order to achieve this goal, we will apply semantic analysis to classify user comments (or tweets)
on more general topics (or meta-topics). There are a large number of works devoted to analize
social networks, however, semantic analysis is still scarce in this area,only Topic Detection
techniques are applied in this context. This paper attempts to create a new approach to the
problem of classification using semantic analysis. We have developed a model that focuses on
the detection of a single meta-topic and use techniques such as LSA combined with semantic
queries in DBpedia in order to obtain some results which can analyze the effectiveness of the
model. We have tested the model with real users, whose comments were subsequently evaluated
to check the effectiveness of this approach.
Key words
Twitter, tweets, meta-topic, Topic Detection, DBpedia, LSA, semantic analysis
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1
Introduccio´n
Twitter es un servicio de microblogging, o lo que es lo mismo, un servicio que permite a sus
usuarios enviar y publicar mensajes breves, compartiendo informacio´n de forma libre. Este tipo
de servicios permite expresar breves opiniones, comentar otras o compartir un contenido mayor
mediante el uso de URLs, lo que lo convierte en un nicho de informacio´n sobre infinidad de temas,
dado que es utilizado por una gran variedad de usuarios de distinta edad, ge´nero y condicio´n
social. En la actualidad existen varios de estos servicios (muchos aparecen y desaparecen a
diario), pero Twitter se mantiene desde su creacio´n y lanzamiento en el an˜o 2006 (por Jack
Dorsey, Evan Williams, Biz Stone y Noah Glass) como uno de los ma´s utilizados por los usuarios,
razo´n por la que se ha optado por adoptarla como foco de informacio´n para el desarrollo del
trabajo realizado.
Dado que cada usuario suele tener gustos variados (como deportes, videojuegos, cine y
mu´sica, entre otros) y suele seguir a usuarios de distinta condicio´n social (compan˜eros de cla-
se/trabajo, atletas profesionales y compan˜´ıas discogra´ficas, entre otros), el proceso de extraccio´n
de informacio´n espec´ıfica u´til sobre los gustos del usuario se vuelve muy complejo. Este trabajo
pretende obtener las publicaciones de los gustos de los usuarios a los que sigue el sujeto y orga-
nizarlas de acuerdo a un tema general que comprenda varios temas (o meta-topic) como podr´ıa
ser deportes, videojuegos, cine, etc. dependiendo del usuario.
Para ello, en este primer modelo se llevara´ a cabo un ana´lisis sema´ntico de las publicaciones (o
tweets) extra´ıdas de dichos usuarios, para su posterior ana´lisis, de modo que se pueda encontrar
una relacio´n entre los tweets y el meta-topic seleccionado (preseleccionado para este modelo).
De este modo se puede generar un ranking de los tweets por cercan´ıa al meta-topic.
Con esta informacio´n se podr´ıan obtener grupos de usuario que compartan intereses co-
munes, as´ı como investigar las tendencias que predominan en cada momento, las comunidades
que se forman a partir de estas tendencias, etc. Todo esto puede aplicarse para llevar a cabo
campan˜as de marketing ma´s efectivas, una mejor organizacio´n a nivel empresarial, productos
mejor orientados a sus destinatarios, etc.
Para tratar estos temas se suelen usar te´cnicas de Text Mining (o Data Mining) [6] y de
TDT (Topic Detection and Tracking) [6] que permiten obtener informacio´n a partir de los
textos, como es el caso de Relfinder [39] y Wikipedia Miner [46]. Relfinder es un sistema
que muestra de manera visual (mediante grafos) las relaciones obtenidas a trave´s de un dataset
(a menudo obtenido de Dbpedia) entre diversos te´rminos. Wikipedia Miner esta´ formado por un
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conjunto de herramientas creadas alrededor de Wikipedia, para extraer informacio´n relevante
de e´sta (bu´squeda de te´rminos, comparacio´n sema´ntica entre estos, desambiguacio´n de temas,
etc).
En este trabajo se aplican te´cnicas que buscan relaciones sema´nticas mediante el uso de
diccionarios como Wordnet [45] o DBpedia [36] y combinado con LSA. En el modelo establecido
se ha creado una arquitectura capaz de extraer los tweets deseados de Twitter y analizarlos
sema´nticamete para, finalmente, devolver un ranking con respecto al meta-topic preseleccionado
mediante este tipo de te´cnicas.
Los problemas que se presentan son muchos y diversos: se tienen que tener en cuenta las
limitaciones bajo las que se lleva a cabo el proyecto, primero se trata de un proyecto muy amplio,
por lo que es necesario marcar objetivos y acotarlo en distintos niveles para poder abarcarlo.
Por otro lado, el ana´lisis sema´ntico nunca ha sido sencillo y por tanto los resultados distan
mucho de ser completamente acertados (como puede ocurrir en otras ramas de la Inteligencia
Artificial). El trato con informacio´n semi-estructurada impone un ana´lisis preliminar de cada
meta-topic que se quiere tratar, lo cual, sumado a lo dicho anteriormente ha desembocado en
la seleccio´n de un u´nico meta-topic a la hora de desarrollar esta primera versio´n del proyecto.
Todo lo anterior hace imposible crear una versio´n completa del proyecto, por lo que se ha optado
por realizar un modelo inicial en el que se trata un u´nico meta-topic, de modo que se obtengan
unos datos concretos que se puedan analizar para, ma´s adelante, poder desarrollar un modelo
ma´s completo. Cabe destacar que la arquitectura del proyecto se ha modulado de tal manera
que so´lo sea necesario modificar un mo´dulo para adaptarlo a otros meta-topics.
El resto del trabajo se estructura de la siguiente forma: La Seccio´n 2 introduce el estado del
arte, as´ı como trabajo relacionado con el proyecto. La Seccio´n 3 describe la arquitectura y el
funcionamiento del modelo. En la Seccio´n 4 se muestran las pruebas realizadas y los resultados
obtenidos. Finalmente, la Seccio´n 5 incluye el ana´lisis de los resultados en forma de conclusiones,
as´ı como un apartado dedicado al trabajo futuro.
1.1. Motivacio´n del proyecto
Las redes sociales en formato digital han aparecido y se esta´n extendiendo ra´pidamente,
obteniendo mucha importancia a nivel social. La cantidad de informacio´n que contienen es
inmensa y a d´ıa de hoy hay una carrera por ver quien consigue darle un mejor uso a dicha
informacio´n. La posibilidad de formar parte de dicha carrera es, sin lugar a dudas, la mayor
motivacio´n que ha hecho de este proyecto una opcio´n a tomar.
Por otro lado se ha optado por el ana´lisis sema´ntico y la seleccio´n de un meta-topic, porque
se busca organizar la informacio´n de una forma cercana para el usuario, analiza´ndola por su
contenido y no tanto por su forma, por lo que el ana´lisis sema´ntico se vuelve indispensable.
1.2. Objetivos del proyecto
Los objetivos de este proyecto son los siguientes:
Extraccio´n de tweets: Extraer los tweets de Twitter mediante el uso de la API que este
provee.
Extraccio´n de keywords: Analizar los tweets obtenidos para obtener las keywords que
los forman.
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Aplicacio´n de LSA a las keywords: Aplicar LSA para obtener relaciones sema´nticas
de las keywords entre s´ı.
Ana´lisis mediante consultas a DBbpedia de las keywords: Aplicar consultas a
DBpedia para obtener relaciones sema´nticas entre las keywords y el meta-topic.
Valoracio´n final de las keywords: Valoracio´n basada en los datos obtenidos para las
keywords en los dos objetivos anteriores.
Creacio´n de un ranking de tweets: Creacio´n de un ranking con respecto al meta-
topic seleccionado, tras aplicar una valoracio´n a los tweets basada en las keywords que los
conforman.
Ana´lisis del ranking: Ana´lisis manual del ranking obtenido para comprobar su ı´ndice
de acierto con respecto al criterio humano.
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2
Estado del Arte
En este apartado se comenta de forma general que´ es Data Mining as´ı como sus diferentes
partes. Se exponen tambie´n algunas explicaciones ma´s detalladas de algunos de estas partes,
as´ı como los modelos de ana´lisis ma´s comunes. Tambie´n se explican distintas te´cnicas de va-
lidacio´n, las aplicaciones de estas te´cnicas y me´todos de validacio´n con respecto al ana´lisis de
redes sociales y se expone una serie de herramientas u´tiles a la hora de llevar a cabo este tipo
de ana´lisis.
2.1. Data Mining
Data Mining es “el proceso de descubrir nuevas y significativas correlaciones, patrones y
tendencias, mediante la criba de grandes cantidades de datos almacenadas en repositorios, utili-
zando tecnolog´ıas de reconocimiento de patrones, as´ı como te´cnicas matema´ticas y estad´ıstica”
[35]. Las te´cnicas de Data Mining suelen dividirse en 5 pasos:
1. Extraccio´n de datos: Consiste en obtener el conjunto de datos que sera´ analizado.
2. Preprocesamiento de datos: El preprocesado de datos los prepara para ser analizados.
Se divide en tres pasos principales [35]: evitar la clasificacio´n erronea, reduccio´n de la di-
mensio´n (mediante proyecciones o te´cnicas de seleccio´n de caracter´ısticas) y normalizacio´n
del rango.
3. Generacio´n de los modelos: Es la parte ma´s importante del ana´lisis de datos. El modelo
se crea para buscar los patrones en los datos. Normalmente se utilizan te´cnicas de Machine
Learning u otras te´cnica estad´ıstica para generar el modelo [35].
4. Validacio´n de los modelos: Dependiendo del tipo de modelo el proceso de validacio´n
es diferente. Es usual utilizar la validacio´n para clasificadores [35].
5. Aplicacio´n del modelo: El objetivo del modelo es ser aplicado, por ejemplo, para pre-
decir el comportamiento de nuevas entradas.
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Existen diversas aplicaciones para el Data Mining en distintos campos dependiendo de la
representacio´n de los datos. La ma´s comu´n es el ana´lisis directo de los datos, que es comu´nmen-
te aplicada a los datos nume´ricos. Se pueden encontrar algunos datasets en el UCI Machine
Learning Repository [2]. Otras aplicaciones esta´n ma´s centradas en ima´genes, donde se utilizan
algoritmos como la segmentacio´n de imagen [22], deteccio´n de objetos [40], el reconocimiento
facial [58] o la reconstruccio´n 3D [55] entre otros. Actualmente, con el incremento en el nu´mero
de redes social, existen diversos me´todos de Data Mining orientados al ana´lisis de estas redes
[1]. Algunos de estos me´todos se basan en las Redes generadas por lo usuarios, mientras que
otras te´cnicas analizan la informacio´n que se intercambia dentro de las redes. Muchos de estos
modelos son extra´ıdos del ana´lisis de redes complejas, como se explica ma´s adelante.
2.2. Extraccio´n de datos
Los datos que se esta´n analizando en este trabajo provienen de Twitter. Twitter es una Red
Social donde la gente normalmente comparte pu´blicamente informacio´n sobre sus opiniones
personales. Esta´ dividida en dos tipos de comportamiento del usuario: follower y following.
Como follower, el usuario recibe informacio´n de los usuarios a los que el sigue (following). Como
following, el usuario env´ıa informacio´n a sus seguidores (o followers). La informacio´n que el
usuario comparte se denomina Tweet y esta´ limitada a 140 caracteres, que pueden contener
informacio´n sobre opiniones personales, fotos, links, etc. Un usuario puede tambie´n hacer re-
tweet de la informacio´n de otro usuario y as´ı compartirla.
A parte de Twitter, existen varias bases de datos pu´blicas de donde obtener datos para el
ana´lisis. El ma´s usado en los trabajos de Data Mining es el UCI Machine Learning Repository
[2] como se ha mencionado anteriormente, que contiene varios conjuntos de datos para probar
los algoritmos. Tambie´n existen aplicaciones para el ana´lisis de las Redes Sociales, que permite
a los investigadores extraer la informacio´n de Twitter (como Twitter API [42]) o Facebook
(Facebook API [26]), entre otros.
2.3. Preprocesamiento de datos
El proceso de Preprocesado consiste en una serie de pasos orientados a simplificar la in-
formacio´n contenida en los datos. En el caso de documentos, que es como se trabaja en este
proyecto, el preprocesado se divide en tres pasos:
1. Eliminar las Stop-Words y los caracteres especiales de las frases.
2. Generar una matriz te´rmino-documento con las keywords.
3. Utilizar una te´cnica de seleccio´n de caracter´ısticas para elegir las palabras ma´s relevantes
para el ana´lisis y reducir as´ı el espacio de bu´squeda.
De forma ma´s general, las te´cnicas de Data Mining requieren de una fase intensiva de prepro-
cesado. Inicialmente la informacio´n debe ser analizada y almacenada en algu´n tipo de sistema
de almacenaje o base de datos. Esta fase se utiliza para evitar outliers (valores at´ıpicos), errores
en la clasificacio´n y pe´rdida de informacio´n. Me´todos como los histogramas y la correlacio´n
estad´ıstica se utilizan para limpiar el dataset y reducir el nu´mero de variables [35]. Las proyec-
ciones son frecuentes en la reduccio´n de la dimensio´n del dataset, sin embargo, me´todos como
PCA (Principal Component Analysis) o LDA (Lineal Discriminant Analysis) no ofrecen una
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perspectiva completa del problema [16]. Estos me´todos crean nuevas variables, estimadas me-
diante componentes principales o proyecciones lineales, tratando de separar los datos y reducir
su dimensio´n. Normalmente estas te´cnicas se deshacen de la informacio´n original una vez pro-
yectada. Esto produce una mayor dificultad de la interpretacio´n humana a la hora de analizar
los resultados, por lo que puede ser preferible evitarlas.
Dentro de este contexto, existen varias te´cnicas que reducen las dimensiones, evitando el uso
de proyecciones. Estos me´todos aplican una bu´squeda guiada, que busca las variables ma´s u´tiles
para el ana´lisis de entre todos los atributos. Estos me´todos son conocidos como “me´todos de
seleccio´n de caracter´ısticas” [33]. Muchos de estos me´todos se aplican desde perspectivas muy
diversas, por ejemplo, Curiel et al. [14] aplica algoritmos gene´ticos para simplificar el prono´stico
de la endocarditis utilizando una codificacio´n donde cada individuo de la poblacio´n se basa en
un conjunto de caracter´ısticas. Blum and Langley [7] muestra algunos ejemplos de selecciones de
caracter´ısticas relevantes en diferentes datasets, aplicadas a diferentes te´cnicas de aprendizaje
automa´tico. Los autores definen distintos grados de caracter´ısticas relevantes, como fuertes o
de´biles. Tambie´n se estudian metodolog´ıas como la bu´squeda heur´ıstica, aproximaciones de
filters and wrapper que son me´todos de seleccio´n de caracter´ısticas automa´ticas generalmente
validados mediante te´cnicas de clasificacio´n. Algunas de estas te´cnicas introducen over-fitting
al modelo, lo que reduce su fiabilidad. En Roth and Lange [54] se aplican estas te´cnicas para
los problemas de clustering.
Finalmente, el u´ltimo paso es la normalizacio´n de los datos. Esto permite comparar carac-
ter´ısticas con distintos rangos de valores. Los me´todos de normalizacio´n Z-Score [10] y Min-Max
[28] son los ma´s comunes. Ambos buscan y llevan los atributos a un rango concreto. Min-Max
tiene un rango fijo, [0,1] (sensible a outliers), mientras que Z-Score depende de la media y la
desviacio´n esta´ndar (aproxima la distribucio´n a una distribucio´n normal, se utiliza por lo ge-
neral para evitar outliers). Estos algoritmos obtienen sus valores normalizados de aplicar las
siguientes ecuaciones:
Min-max: Calcula los valores ma´ximos y mı´nimos de los atributos aplicando:
x′ =
x−min(X)
max(X)−min(X)
Z-Score: Calcula la desviacio´n media y esta´ndar de los valores aplicando:
x′ =
x−mean(X)
SD(X)
Una vez que los datos esta´n listos para el ana´lisis, la generacio´n del modelo comienza. Este
trabajo se basa en te´cnicas de aprendizaje no supervisado.
2.4. Modelos de Ana´lisis
En esta seccio´n se describen los modelos cla´sicos de Data Mining, as´ı como una introduccio´n
a las Redes Complejas. Todo ello englobado dentro del ana´lisis de Redes Sociales.
2.4.1. Modelos Clasicos de Data Mining
Las te´cnicas de Machine Learning que se utilizan principalmente en Data Mining son te´cni-
cas de Clasificacio´n y Clustering [35]. Las te´cnicas de clasificacio´n buscan patrones dentro del
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conjunto de datos de forma supervisada, es decir, utilizan datos ya etiquetados para generar los
modelos [35]. Las te´cnicas de clustering buscan los patrones de forma ciega, sin un etiquetado
previo, y generan los modelos a partir de me´todos estad´ısticos [35].
Dentro de las te´cnicas de clasificacio´n cla´sicas destacan:
A´rboles C4.5 [51]: Es la te´cnica ma´s cla´sica en clasificacio´n. Divide los datos de forma
lineal utilizando l´ımites en los atributos, generando, as´ı, un a´rbol de decisio´n. La divisio´n
se elige utilizando una me´trica como la entrop´ıa de datos.
Naive Bayes (NB) [18]: El clasificador considera cada caracter´ıstica como indepediente
del resto. Cada una de ellas contribuye a la informacio´n del modelo. Se basa en la Ley de
Probabilidad de Bayes
Algoritmo K-Nearest Neighbour (KNN) [13]: Clasifica los elementos de acuerdo con
sus vecinos. Dependiendo del valor de K, considera los K-vecinos ma´s cercano para estimar
el valor de una nueva instancia no clasificada.
Support Vector Machines (SVM) [12]: Cambia la dimensio´n del espacio de bu´squeda
a trave´s de diferentes funciones de kernel (o nu´cleo), que tratan de mejorar la clasificacio´n.
Estas funciones llevan los datos a un espacio ampliado donde se utiliza un hiperplano para
separar los datos de forma lineal.
Dentro de las te´cnicas de clustering destacan:
K-means [41]: Dado un nu´mero fijo de clusters, K-means trata de encontrar una divisio´n
del conjunto de datos basado en un conjunto de caracter´ısticas comunes dadas por las
distancias o las me´tricas que se utilizan para determinar co´mo debe definirse el cluster.
En el caso de K-means cada cluster esta´ representado por un centroide al que los datos
ma´s cercanos se asocian.
Expectation-Maximitation (EM) [47]: Es un me´todo de optimizacio´n iterativo que
calcula algunos para´metros desconocidos calculando las probabilidades de pertenecer al
cluster utilizando una o varias distribuciones de probabilidad, y su objetivo es maximizar la
probabilidad global de que los datos este´n en los clusters finales. Para ello va modificando
los para´metros de las distribuciones hasta que el modelo se adapta a los datos. Esta
adaptacio´n se mide con la verosimilitud.
Dentro del conjunto de aplicacio´n de estos modelos, este trabajo se engloba especialmente
dentro de los modelos de Text Mining [6]. Estos modelos utilizan documentos para aplicarles
te´cnicas de clustering y clasificacio´n [6], entre otras, de cara a agrupar documentos y clasificarlos
por similitud, identificar te´rminos (TDT) y buscar tendencias en los textos, como se hace en las
redes sociales.
2.4.2. Redes Complejas
El ana´lisis de las redes complejas se ha convertido en un campo muy importante, especial-
mente en f´ısica. Una de sus principales aplicaciones dentro del ana´lisis de datos es el ana´lisis de
Redes Sociales, que son representadas normalmente por Redes Complejas. Existen cuatro tipos
ba´sicos de Redes: Random Network [21], Regular Network [59], Scale-Free Network [4]
y Small World Network [57].
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El ana´lisis de una Red Social Compleja puede llevarse a cabo mediante algoritmos como
PageRank [8] y HITS [32]. Ambos toman informacio´n sobre los nodos ma´s representativos de
la red y co´mo esto afecta a la red en general. PageRank es un algoritmo que analiza los enlaces
ente nodos, utilizado inicialmente por el motor de bu´squeda web de Google. Hyperlink-Induced
Topic Search (HITS) tambie´n conocido como “hubs y autoridades”, es un algoritmo de ana´lisis
de enlaces que clasifica las pa´ginas Web, desarrollado por Jon Kleinberg. Fue un precursor de
PageRank.
Por otro lado, tambie´n es destacable la bu´squeda de comunidades en las redes sociales. Una
comunidad puede ser considerada como un subconjunto de individuos con conexiones relativa-
mente fuertes, intensivas y directas entre ellas[24]. Algunos algoritmos que se centran en abordar
este problema mediante un proceso determinista son Edge Betweenness Centrality (EBC) [25]
y Clique Percolation Method (CPM) [17].
Otra aproximacio´n relacionada con la busqueda de comunidades puede encontrarse en [53],
donde se utilizan diferentes mecanismos estad´ısticos para la deteccio´n de la comunidad. Los
algoritmos gene´ticos tambie´n se aplican a la bu´squeda de comunidades o clusters. Entre ellos se
encuentran algoritmos gene´ticos de aglomeracio´n [38] y algoritmos evolutivos de multi-objetivo
[31].
2.5. Validacio´n del Modelo
La evaluacio´n de los modelos, en general, es muy variada. En este trabajo nos hemos enfo-
cado en una evaluacio´n basada en las me´tricas de Precisio´n y Recall. Para poder definirlas, es
necesario definir los siguientes conceptos en relacio´n a co´mo una instancia ha sido correcta o
incorrectamente clasificada:
True-Positive (tp): La instancia ha sido clasificada correctamente como parte de la clase.
False-Positive (fp): La instancia ha sido incorrectamente clasificada como parte de la clase.
True-Negative (tn): La instancia ha sido clasificada correctamente como externa a la clase.
False-Negative (fn): La instancia ha sido incorrectamente clasificada como externa a la
clase.
Las medidas de Precision, Recall y F-Measure se definen como sigue:
Precision =
tp
tp + fp
(2.1)
Recall =
tp
tp + fn
(2.2)
F −Measure = 2 · Precision ·Recall
Precision + Recall
(2.3)
Precision se utiliza para medir cuando una instancia que no pertenece al conjunto de clases
se clasifica como parte del conjunto de la clase. Recall mide la situacio´n en la que una instancia
esta´ debidamente tipificado de acuerdo a su clase. F-measure es una me´trica que equilibra estas
medidas.
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2.6. Aplicaciones en el Ana´lisis de Redes Sociales
En esta seccio´n se describen algunas de las aplicaciones de Data Mining en redes sociales
populares. El Ana´lisis Social es uno de los campos donde ma´s se trabaja desde la aparicio´n de
la Web 2.0 en 1999. Este tipo de sitios web genera una gran cantidad de informacio´n interactiva
entre usuarios que originalmente utilizaban foros y chats. En 2004 Mark Zuckerberg fundo´ Face-
book, una de las Redes Sociales ma´s relevantes hasta la actualidad, donde se permite compartir
comentarios y opiniones entre usuarios. Dos an˜os ma´s tarde, en 2006, Jack Dorsey creo´ Twitter.
Esta Red Social (y los servicios de Migroblogging) es una de las ma´s famosas y ma´s utilizada
para el ana´lisis de datos o Social Networks Analysis.
2.6.1. Facebook
Una red social puede ser analizada desde distintas perspectivas, como se ha descrito ante-
riormente. Facebook es un buen ejemplo de red social. Facebook es una de las redes sociales ma´s
importantes. Originalmente fue creada para intercambiar fotos entre usuarios que eran amigos
entre s´ı dentro de la red. Hoy en d´ıa se utiliza para compartir videos, mensajes, juegos, etc. Las
caracter´ısticas ma´s relevantes de Facebook son:
La estructura de ‘Amistad’, donde los usuarios pertenecen a una comunidad de amigos
formada por gente de su entorno social.
El boto´n de ‘Me gusta’ (o Like), que expresa el intere´s de distintos usuarios en v´ıdeos,
fotos, comentarios, etc, publicados por otros usuarios o por ellos mismos.
La opcio´n de comentar, que permite a los usuarios comentar cualquier cosa (incluso otros
comentarios), generando as´ı interacciones entre ellos.
Usando esta estructura como punto de partida es posible analizar la Red generada. El
ana´lisis puede ser enfocado desde distintos puntos de vista, por ejemplo, en [23] se discuten las
caracter´ısticas mesosco´picas de la estructura de la comunidad de esta red, despue´s de que se
diera a conocer que las comunidades representan las unidades de agregacio´n entre los que los
usuarios se reu´nen e interactu´an; analizaron las caracter´ısticas estad´ısticas de las comunidades
de redes, descubriendo y caracterizando algunos patrones de ordenacio´n seguidos por individuos
que interactuan en redes sociales online.
En [11] centran el trabajo en participantes de las Redes Sociales online. La informacio´n es
ano´nima y se organiza como un grafo no dirigido. Desarrollaron un set de herramientas para
analizar propiedades espec´ıficas, como el grado de la distribucio´n, medidas de centralidad, leyes
de escalada y la distribucio´n de la amistad entre usuarios.
En [3] se enfrentan a un problema de prediccio´n de links. Dada una instanta´nea de una red,
infieren que interacciones entre miembros existentes son propensas a ocurrir en el futuro cercano
o que interacciones existentes estamos perdiendo.
Finalmente, en [37] se introduce un nuevo dataset pu´blico basado en manipulaciones de Fa-
cebook. En la segunda mitad de este paper se utiliza un algoritmo de bu´squeda en la comunidad
para encontrar los subgrupos definidos por ge´nero, raza / origen e´tnico y socioecono´mico.
2.6.2. Twitter
Twitter es una Red Social donde la gente normalmente publica informacio´n sobre opiniones
personales. La informacio´n resultante de estos intercambios de opiniones puede ser analizada.
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En [56] se examina la influencia de la distancia geogra´fica, las fronteras, el lenguaje y la
frecuencia de vuelo entre distintas zonas. Los resultados muestran que una gran cantidad de
los lazos sociales residen en las mismas zonas metropolitanas, y que entre las agrupaciones
regionales, la distancia, las fronteras nacionales y las diferencias idioma´ticas se pueden predecir
los lazos sociales presentes en Twitter.
En [30] se analiza el uso de Twitter. Presentan una taxonomı´a sobre la caracterizacio´n de las
intenciones de los usuarios a la hora de realizar publicaciones en microbloggings. Sumando las
intenciones de los usuarios en datos extra´ıdos de distintas comunidades se muestra que usuarios
con intenciones similares tienden a conectar entre ellos.
En [44] se propone un me´todo para la Red Social de Twitter, donde se toma una instanta´nea
de los extremos de la red y los tiempos de creacio´n de las cuentas de usuario para inferir con
precisio´n cuando se formaron estos extremos. Este me´todo puede ser exacto en la teor´ıa y ellos
demostraron emp´ıricamente que para un gran subconjunto de relaciones en Twitter ten´ıa una
precisio´n de unas pocas horas en la pra´ctica.
Finalmente, en [34] se estudia la topolog´ıa de las caracter´ısticas de Twitter y su capacidad
como un nuevo medio de compartir informacio´n. Los resultados presentan una distribucio´n
non-power-law para los followers, un dia´metro efectivo relativamente corto y una reciprocidad
baja. De cara a identificar usuarios influyentes en Twitter se presenta un ranking basado en el
nu´mero de followers y otro basado en PageRank, encontrando que ambos rankings son bastante
similares.
2.6.3. Perspectiva Sema´ntica
Una de las aplicaciones ma´s actuales del ana´lisis de datos esta´ enfocado a la comprensio´n
sema´ntica. Dentro de este campo destaca espec´ıficamente la web sema´ntica [29], que es un
enfoque reciente utilizado para proporcionar un nuevo tipo de uso de la web. Este enfoque
se basa en las relaciones sema´nticas que existe entre los diferentes conceptos que se pueden
encontrar en Internet. Con esta informacio´n, se trata de mejorar la experiencia del usuario
mejorando los sistemas de acceso a la informacio´n.
Dentro de las bases de datos sema´nticos cabe destacar la DBpedia [36]. DBpedia es una ba-
se de conocimiento que representa dicho conocimiento mediante relaciones sema´nticas. Utiliza
varios motores. La combinacio´n de todos los conocimientos extra´ıdos de estos motores propor-
cionan una herramienta de base de conocimientos que ayuda a nuestra arquitectura a trabajar.
DBpedia representa cada concepto como una pa´gina, y vincula cada pa´gina con los dema´s de
acuerdo a una relacio´n, por ejemplo, Oscar Wilde nacio´ en Dubl´ın, por lo tanto la pa´gina de
Oscar Wilde estara´ vinculada con la pa´gina de Dubl´ın. DBpedia tambie´n proporciona categor´ıas
para agrupar los diferentes conceptos. Cada concepto pertenece a una o varias categor´ıas. Desde
el punto de vista de la Web Sema´ntica, tambie´n proporciona ontolog´ıas.
Por u´ltimo, una de las mejores herramientas para la web sema´ntica es SPARQL [50].
SPARQL ha sido estructura de manera similar a SQL y proporciona un lenguaje de consul-
ta que se puede utilizar con sistemas tales como DBpedia. Durante este trabajo se ha utilizado
una estructura gra´fica (a´rbol) para interactuar con DBpedia siguiendo un patro´n.
2.7. Herramientas Software
Existe una gran cantidad de herramientas utilizadas en procesos de Data Miningg y el
ana´lisis de Social Data Mining. Algunas de las herramientas ma´s relevantes y directas son las
siguientes:
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Gephi 1: Gephi [5] es un software de visualizacio´n y ana´lisis de grafos orientado a todo
tipo de redes y sistemas complejos y grafos dina´micos y jera´rquicos. Dispone de varios
algoritmos implementados para el ana´lisis de Redes Sociales, como PageRank, HITS, etc.
Tambie´n presenta algoritmos para mejorar la visualizacio´n del grafo, utilizando diferentes
layouts y es capaz de calcular diferentes me´tricas del grafo como su grado (power-law),
betweenness, closeness, densidad, longitud de la trayectoria, dia´metro, modularidad o coe-
ficiente de clustering
Graphviz 2: Graphviz [20] (Graph Visualization Software) es un software open source de
visualizacio´n de grafos. Puede representar diagramas, grafos y redes. Se aplica para llevar
a cabo ana´lisis de redes, bioinforma´tia, ingenier´ıa del software, disen˜o de webs, machine
learning y puede llevar a cabo visualizaciones para otros dominios te´cnicos.
JUNG 3: JUNG [48] (the Java Universal Network/Graph Framework) es una librer´ıa
Java que provee de algunas herramientas para el modelado de grafos y redes, as´ı como su
ana´lisis y visualizacio´n. Ha sido disen˜ado para soportar gran variedad de representaciones
y herramientas anal´ıticas para datasets complejos. Tambie´n dispone de un framework para
visualizacio´n con diferentes layouts.
Mahout4: La librer´ıa de machine learning Apache MahoutTM[49] esta disen˜ada para cons-
truir librer´ıas escalables para machine learning. Provee de varias herramientas de machine
learning para clustering, clasificacio´n y filtrado colaborativo, implementadas sobre Apache
Hadoop5 utilizando el paradigma map/reduce [15].
Matlab 6: MATLAB R©[60] es un lenguaje de alto nivel con un entorno interactivo para
la computacio´n nume´rica, visualizacio´n y programacio´n. Posee varias herramientas para
analizar datos, desarrollar algoritmos y crear modelos y aplicaciones.
Octave 7: Octave [19] es un lenguaje interpretado de alto nivel para la computacio´n
nume´rica. Proporciona extensas capacidades gra´ficas para la visualizacio´n y manipulacio´n
de datos. El lenguaje Octave es similar a Matlab, por lo que muchos programas son
fa´cilmente portables.
R 8: R [52] es un lenguaje y un entorno para computacio´n estad´ıstica y gra´fica. Es parte
del proyecto GNU. Proporciona varias te´cnicas estad´ısticas (modelado, test estad´ısticos,
ana´lisis de series temporales, clasificacio´n, clustering, etc) y gra´ficas, es altamente exten-
sible.
Weka 9: Weka [27] es una coleccio´n de algoritmos de machine learning para tareas de data
mining. Contiene herramientas para el pre-procesado de datos, clasificacio´n, regresio´n,
clustering, reglas de asociacio´n y visualizacio´n. Es software open source bajo la GNU
General Public License.
Otras herramientas que ayudan en el ana´lisis social desde una perspectiva sema´ntica son las
siguientes:
1https://gephi.org
2http://www.graphviz.org
3http://jung.sourceforge.net
4http://mahout.apache.org
5http://hadoop.apache.org/
6http://www.mathworks.co.uk/products/matlab/index.html
7http://www.gnu.org/software/octave
8http://www.r-project.org
9http://www.cs.waikato.ac.nz/ml/weka/
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Maui 10: Maui [43] es un programa que identifica de manera automa´tica el tema principal
de documentos. Para ello hace uso de tags, keywords, keyphrases, descriptores, indexacio´n
de te´rminos o t´ıtulos de art´ıculos en Wikipedia entre otros. Tambie´n puede ser utilizado
como extractor de terminolog´ıas e indexador de topics (temas) semi-automa´tico.
Relfinder 11: Relfinder [39] es una herramienta de visualizacio´n de grafos, donde se re-
presentan las relaciones existentes entre dos te´rminos. Esta basado en el framework de
open source Adobe Flex y funciona con cualquier dataset de RDFs estandarizado para
proporcionar acceso mediante consultas SPARQL.
Wikipedia Miner 12: Wikipedia Miner [46] es un complejo de herramientas disen˜adas
para aprovechar la informacio´n latente en Wikipedia mediante ana´lisis sema´ntico. Provee
acceso a la estructura de Wikipedia, as´ı como te´cnicas de medicio´n para ver co´mo esta´n
relacionados entre si diversos te´rminos o eliminar la ambigu¨edad de algunos de estos.
10https://code.google.com/p/maui-indexer/
11http://www.visualdataweb.org/relfinder.php
12http://wikipedia-miner.cms.waikato.ac.nz/
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3
Tweet Miner
Este cap´ıtulo describe el modelo desarrollado durante este trabajo. El objetivo es realizar
un analizador sema´ntico que nos permita identificar una serie de textos que se puedan englobar
en un contexto determinado (meta-topic). Dado un nombre de usuario de Twitter (de perfil
pu´blico), se extraen y analizan cierto nu´mero de tweets de cada uno de los usuarios a los
que sigue, se llevan a cabo diversas operaciones mediante consultas SPARQL y el uso de LSA
(posteriormente explicadas en esta seccio´n), obteniendo as´ı un ranking con los tweets ordenados
segu´n su cercan´ıa al meta-topic deseado.
En el modelo desarrollado se ha optado por implementar dicho sistema con un u´nico meta-
topic: videojuegos; Dejando para trabajo futuro el ampliar la lista de meta-topics posibles. En
esta seccio´n se explican tanto la arquitectura, como el funcionamiento del modelo aplicado
a este meta-topic.
3.1. Arquitectura
La arquitectura del modelo esta´ dividida en distintos mo´dulos, tal y como se muestra en la
Figura 3.1. Los mo´dulos que componen la arquitectura son los siguientes:
Extraccio´n de los tweets (1): Extrae los tweets de los usuarios a los que sigue el sujeto
y los almacena para su posterior preprocesado.
Preprocesado del texto (2): Toma los tweets extraidos y los preprocesa (eliminando
caracteres que no sean ASCII, stopwords, etc).
Aplicacio´n de LSA (3): Se aplica LSA a los datos obtenidos del preprocesado, obtenien-
do as´ı las keywords y la matriz te´rmino-te´rmino, que aporta informacio´n sobre la similitud
entre te´rminos.
Consultas a DBpedia mediante SPARQL (4): Recoge las keywords obtenidas me-
diante LSA y las utiliza para establecer relaciones con el meta-topic mediante consultas a
DBpedia en formato SPARQL.
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Figura 3.1: Esquema de la Arquitectura
Valoracio´n final de las keywords (5): En este mo´dulo se juntan los valores obtenidos de
aplicar LSA y de las consultas SPARQL, obteniendo as´ı una valoracio´n de cada keywords
con respecto al meta-topic deseado.
Aplicacio´n de ranking (6): Tomando la valoracio´n obtenida del mo´dulo anterior, se
genera un valor para cada tweet a partir de sus keywords y el resultado obtenido se
organiza de mayor a menor, obteniendo as´ı un ranking que depende de la adecuacio´n del
tweet al meta-topic.
Pra´cticamente todos los mo´dulos desarrollados en esta arquitectura son gene´ricos y se
podr´ıan utilizar para cualquier meta-topic excepto el mo´dulo de Consultas a DBpedia me-
diante SPARQL, que requiere un tratamiento especial como se explica en la Seccio´n 3.1.4.
3.1.1. Extraccio´n de los tweets
La mayor´ıa de redes sociales tienen una estructura compleja entre usuarios y la informacio´n
que se puede obtener es muy densa y a menudo de poca utilidad, adema´s la privacidad de
dichas redes es siempre un tema conflictivo. No obstante Twitter provee de una gran cantidad
de informacio´n que var´ıa cada pocas horas y que al mismo tiempo no es ni demasiado breve ni
demasiado extensa. Su pol´ıtica de privacidad se basa en el libre acceso a dicha informacio´n, es
por ello que se ha optado por utilizar Twitter como fuente de informacio´n a analizar en este
trabajo.
En este mo´dulo se toma el nombre del usuario de Twitter deseado (cuyo perfil debe ser
pu´blico) y se obtienen los nombres de usuario de la gente a la que este sigue (apartado following
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de la cuenta del usuario). Posteriormente se recorre la lista de usuarios obtenidos y se extrae su
Time Line o L´ınea Temporal, que representa las u´ltimas publicaciones del usuario (incluyendo
tanto tweets originales del usuario, como retweets que este haya llevado a cabo). Estos tweets
se almacenan para su posterior procesado.
Para poder llevar a cabo estas operaciones de extraccio´n Twitter proporciona una API1
pu´blica, que nos permite acceder a su corpus de datos, ma´s concretamente utilizaremos su
REST API que provee de las funciones primitivas de acceso a estados, timelines e informacio´n
de los usuarios. No obstante, en este mo´dulo se ha optado por utilizar una librer´ıa a ma´s alto
nivel denominada Twitter4J 2 que permite realizar las operaciones de bu´squeda y extraccio´n
desde java.
3.1.2. Preprocesado del texto
Los datos obtenidos en el mo´dulo anterior pasan por un proceso de normalizado en el que
se eliminan stopwords, URLs y elementos conflictivos (caracteres no ASCII entre otros). Tras
este proceso vuelven a almacenarse para ser utilizados en el mo´dulo siguiente.
Este mo´dulo aprovecha la versatilidad de nuevos lenguajes de programacio´n, como Python,
para procesar textos.
3.1.3. Aplicacio´n de LSA
En este mo´dulo primero extraemos las keywords de nuestros textos y una vez extra´ıdas se
aplica LSA, que busca una relacio´n sema´ntica entre dichas keywords, obteniendo as´ı una matriz
te´rmino-te´rmino, la cual nos sera u´til a la hora de la evaluacio´n, especialmente para relacionar
aquellas keywords que no se encuentren en DBpedia.
LSA o Latent Semantic Analysis es un me´todo matema´tico que trata de encontrar relacio-
nes latentes dentro de una coleccio´n de documentos. En vez de analizar cada documento por
separado, los analiza como un conjunto de te´rminos e intenta encontrar relaciones entre ellos.
A la hora de aplicar LSA, se ha optado por utilizado la librer´ıa semanticpy3, que proporciona
todo lo necesario para aplicar de forma sencilla y directa el algoritmo.
El algoritmo LSA comienza tomando una matriz te´rmino-documento (A), esta matriz se
descompone en valores singulares (SVD). La descomposicio´n en valores singulares consiste en
que dada la matriz A, de m×n dimensiones, se realiza una factorizacio´n de la siguiente manera:
A = USV t (3.1)
A la hora de construir estas matrices, lo primero es observar que por el Teorema 9.26 de [9] los
autovalores no cero de AAt y de AtA son los mismo. Adema´s, los autovectores correspondientes
forman subespacios ortonormales de Rm y Rn, por lo tanto, el conjunto de los n autovectores
ortonormales de AtA forman las columnas de V y los m autovectores ortonormales de AAt
forman la de U . La matriz S es s´ımplemente la matriz diagonal de autovales ordenados de
mayor a menor. Con esta informacio´n, la descomposicio´n se divide en tres pasos sencillos:
1. Se encuentran los n autovectores s21 ≥ s22 ≥ . . . s2k ≥ s2k+1 = · · · = s2n para la matriz
sime´trica AtA, y se colocan las ra´ıces de los s2i en la diagonal de la matriz de n × n, S,
como valores Sii.
1https://dev.twitter.com/docs/api/1.1
2http://twitter4j.org/en/index.html
3https://github.com/josephwilk/semanticpy
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2. Se encuentran los autovectores ortonormales {v1, . . . , vn} que corresponden a los autova-
lores de AtA y se construye la matriz de n× n, V , con estos vectores como columnas.
3. Se encuentran los autovectores ortonormales {u1, . . . , un} que corresponden a los autova-
lores de AAt y se construye la matriz de m×m, U , con estos vectores como columnas.
La metodolog´ıa utilizada en LSA (Latent Semantic Analysis) nos permite considerar esta des-
composicio´n para hacer comparativa entre te´rminos y documentos. Tomando de nuevo la matriz
te´rmino-documento A (donde las filas son te´rminos y las columnas documentos), calculamos su
descomposicio´n en valores singulares y, para comparar la similitud entre te´rminos, nos basta
calcular:
T = AAt = US2U t (3.2)
3.1.4. Consultas a DBpedia mediante SPARQL
Con las keywords obtenidas en el mo´dulo anterior se construyen consultas a un mirror de
DBpedia4. Dicho mirror se encarga de, dada una keyword, buscar, y en caso de e´xito, devolver
la URL correspondiente a la keyword en DBpedia5. Con dicha URL el mo´dulo hace uso de unas
consultas SPARQL (disen˜adas para crear relaciones entre los distintos niveles del a´rbol y las
keywords). Si se encuentra relacio´n entre la keyword y un te´rmino relacionado directamente
con los videojuegos se le aplica una valoracio´n positiva a dicha keyword (ma´ximo valor 1). En
caso contrario se le asigna el valor ’0’ a dicha keyword. Tras estas consultas se almacenan los
resultados en formato [clave, valor] para su posterior utilizacio´n.
Figura 3.2: Estructura ’Videojuegos’ en DBpedia
Al tratar informacio´n semi-estructurada como es el caso de DBpedia se ha decidido crear
una semi-estructura en forma de a´rbol por cada meta-topic desarrollado. En la Figura 3.2
podemos ver el a´rbol correspondiente al meta-topic (Videojuegos) tratado en este trabajo.
Consultando distintos niveles del a´rbol nos permite dar una mayor o menor importancia a
un te´rmino dentro del a´mbito de los Videojuegos (dando mayor importancia a un te´rmino que
hable de un videojuego sobre otro que hable de una empresa de videojuegos, por ejemplo).
Cabe destacar que este mo´dulo es la u´nica parte del modelo que habr´ıa que re-disen˜ar para
hacer que el modelo actuase de acuerdo a un meta-topic distinto. Para ello, es clave desarrollar
4http://wiki.dbpedia.org/Lookup?v=1cn6
5http://http://dbpedia.org/resource/<key>
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un nuevo a´rbol acorde con el nuevo meta-topic (analizando la informacio´n disponible de este
para poder disen˜ar nuestra propia semi-estructura). Una vez desarrollado el nuevo a´rbol habr´ıa
que re-definir las consultas SPARQL que comprueban si una keyword forma parte de nuestro
a´rbol y en caso afirmativo, en que nivel se encuentran.
SPARQL (SPARQL Protocol and RDF Query Language) es un lenguaje de consultas que
nos permite acceder a los RDF (Resource Description Framework) almacenados en DBpedia6,
obteniendo as´ı informacio´n sobra las keywords. Dicha informacio´n, junto con el a´rbol de meta-
topic, nos permite asignar un valor a cada keyword, como se ha explicado con anterioridad.
3.1.5. Valoracio´n final de las keywords
En este mo´dulo se complementan los resultados obtenidos de las consultas SPARQL con la
relacio´n te´rmino-te´rmino obtenida de ejecutar LSA, para realizar dicha fusio´n y obtener as´ı una
tabla de formato [clave, valor] con todas las keywords analizadas, siguiendo el Algoritmo 1.
Algorithm 1 Merge Stats Algorithm
1: Let key value table = sparql key value and set i = ∅
2: for row ∈ matrix do
3: key = keys[i]
4: j = ∅
5: for col ∈ row do
6: sub key = keys[j]
7: aux = eval(col) ∗ sparql key value[key]
8: if aux > key value table[key] then
9: key value table[key] = aux
10: end if
11: j + +
12: end for
13: i + +
14: end for
Para ello lo primero que se lleva a cabo es una inicializacio´n de la tabla [clave, valor] con los
valores de la tabla SPARQL (l´ınea 1). Posteriormente por cada fila de la matriz te´rmino-te´rmino
(l´ınea 2) se obtiene la keyword de la primera posicio´n (l´ınea 3). Por cada posicio´n de cada fila
(l´ınea 5) obtenemos tambie´n su keyword. Si el valor de dicha posicio´n multiplicado por el valor
original de dicha keyword en la tabla de SPARQL es mayor que el valor original de la tabla
SPARQL para dicha keyword, le asignamos a dicha keyword el valor obtenido (l´ıneas 7-10).
A continuacio´n se muestran dos ejemplos de consulta SPARQL para mostrar su funciona-
miento:
En esta primera consulta se quiere obtener el Abstract del videojuego“League of Legends”.
Para ello primero hemos buscado la pa´gina de DBpedia correspondiente a su RDF y hemos
hecho una consulta solicitando el atributo ‘abstract’. Dicho atributo nos devuelve los abstract
de los distintos idiomas que contiene el RDF, por lo que aplicamos un filtro para obtener solo
su versio´n en ingles (como podemos ver en la Tabla 3.1).
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
SELECT *
6http://dbpedia.org/
CAPI´TULO 3. TWEET MINER 19
Modelo de identificacio´n de Meta-Topics a trave´s de Ana´lisis Sema´ntico de conjuntos de datos
extra´ıdos de Twitter
WHERE{
<http://dbpedia.org/resource/League_of_Legends> dbpedia-owl:abstract ?abstract.
FILTER(langMatches(lang(?abstract), "EN"))
}
Abstract
“League of Legends (LoL) is a multiplayer online battle arena video game
developed and published by Riot Games for Microsoft Windows, inspired
by the popular Defense of the Ancients map for Warcraft III. It is a free-
to-play game, supported by micro-transactions. It was first announced
on October 7, 2008, and released on October 27, 2009. League of Legends
was generally well received at release, and has grown in popularity in the
years since. Riot Games claims that League of Legends averages over 12
million players worldwide per day, with peak concurrent global players
over 5 million players.”@en
Tabla 3.1: Resultado primera consulta SPARQL
Para la segunda consulta queremos obtener el abstract de la empresa que ha desarrollado
dicho videojuego. Para ello realizamos una consulta similar a la anterior, salvo que en este caso
solicitamos el atributo ‘developer’ en vez del ‘abstract’. Esto nos devuelve el enlace de DBpedia
del desarrollador del videojuego (en este caso “Riot Games”). Con dicho enlace podemos solicitar
su atributo ‘abstract’ tal y como se ha visto en la consulta anterior. Del mismo modo hemos
aplicado un filtro para obtener solo el abstract en ingle´s (ver Tabla 3.2).
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
SELECT ?abstract
WHERE{
<http://dbpedia.org/resource/League_of_Legends> dbpedia-owl:developer ?dev.
?dev dbpedia-owl:abstract ?abstract
FILTER(langMatches(lang(?abstract), "EN"))
}
Abstract
“Riot Games is an American publisher of games in Santa Monica, Cali-
fornia. Established in 2006. Riot Games launched the stand-alone title
League of Legends as its first title in October 2009.”@en
Tabla 3.2: Resultado primera consulta SPARQL
3.1.6. Aplicacio´n de ranking
Una vez aplicada la valoracio´n de las keywords se lleva a cabo la generacio´n de la tabla
[tweet, valor], donde, sumando los valores de cada keyword de un tweet obtenemos su valor.
Posteriormente se aplica una ordenacio´n de mayor a menor, segu´n el valor obtenido.
Aplicando me´tricas a dicha informacio´n se puede medir la eficiencia del ana´lisis sema´ntico
realizado, que sera´ comparado con el criterio que seguir´ıa un ser humano.
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3.2. Funcionamiento
En este apartado se definen las distintas conexiones que se llevan a cabo entre las distintas
partes que conforman el modelo (tal y como se ve en la Figura 3.3).
EPS Server
DBpedia Server
Twitter Server
DBpedia Prefix Server
Client
User
1 Username10 Ranking
2 Username
9 Ranking
3 User
4 Tweets
5 Keys6 URLs
8 Results
7 SPARQL
Figura 3.3: Proceso de creacio´n del A´rbol de Dependencias
Primero se introduce el nombre del usuario a trave´s del cliente (1). Este env´ıa la informacio´n
al servidor (2), que a su vez env´ıa peticiones a Twitter para extraer los timeline de los usuarios
a los que sigue el usuario (3). El servidor de Twitter devuelve los tweets correspondientes a
dichos timeline (4). El servidor obtiene las keywords de dichos tweets y env´ıa peticiones de
bu´squeda a DBpedia Prefix Searcher (5). DBpedia devuelve una URL al servidor en caso de
encontrar coincidencias entre los te´rminos y su BBDD (6). Con dichas URL el servidor hace
consultas SPARQL a DBpedia (7), que devuelve los resultados obtenidos al servidor. Con esta
informacio´n se puede hacer una valoracio´n de la relacio´n de cada te´rmino con el meta-topic.
Dicha informacio´n se complementa con la matriz te´rmino-te´rmino obtenida de aplicar LSA, que
permite valorar aquellas te´rminos que no se encuentran en DBpedia. Una vez completadas las
valoraciones se genera un ranking y e´ste se aplica a los tweets (9), generando un nuevo ranking
con estos. Finalmente el cliente muestra este ranking (10) al usuario.
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Pruebas
En este apartado se explican las pruebas realizadas al sistema para comprobar su correcto
funcionamiento, as´ı como la influencia en la toma de decisiones de disen˜o de estas pruebas. Se
exponen tambie´n los resultados experimentales obtenidos tras ejecutar el modelo con usuarios
reales.
4.1. Pruebas del sistema completo
En la implementacio´n de este modelo existen varias limitaciones (de servicio, memoria,
red, etc), que han llevado a realizar una seleccio´n de para´metros para adecuar el modelo a un
funcionamiento real. Esta seccio´n explica dichos detalles mo´dulo a mo´dulo.
4.1.1. Extraccio´n de los tweets
La eleccio´n del argumento de entrada es clara: el nombre de un usuario de Twitter va´lido
y de perfil pu´blico. Con dicho nombre de usuario podemos acceder a sus datos de Twitter
mediante los servicios que proporciona la API de Twitter.
Buscamos extraer el timeline de los usuarios que sigue nuestro usuario. La primera restriccio´n
viene marcada por la API en este punto, dado que solo nos permite extraer un ma´ximo de 20
tweets por cada timeline de un usuario. Estos son los tweets ma´s recientes del usuario por lo
que, aunque escasos, conforman la informacio´n que queremos analizar (informacio´n actual y por
tanto u´til para el usuario).
La API de Twitter tiene bastantes restricciones a la hora de extraer informacio´n en grandes
cantidades de sus datasets. La principal es que corta las consultas durante 15 minutos en caso
de extraer demasiada informacio´n en un corto per´ıodo de tiempo. Por ello, tras llevar a cabo
diversas pruebas de estre´s se ha optado por restringir el nu´mero de usuarios de los que se extrae
el timeline a un ma´ximo de 50. Este nu´mero proporciona una gran cantidad de informacio´n y
al mismo tiempo no desborda el servicio de la API de Twitter, por lo que resulta o´ptimo.
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4.1.2. Preprocesado del texto
Con el nombre de usuario podemos acceder al fichero interno con los tweets extra´ıdos y
preprocesarlos correctamente. La versio´n implementada en este mo´dulo elimina todo cara´cter
no ASCII, as´ı como URLs y algunas stopwords, entre otros. Esta implementacio´n es o´ptima
para extraer informacio´n en ingle´s, pero plantea serias limitaciones en otros lenguajes, por lo
que se recomienda trabajar con usuarios que comu´nmente trabajen en dicho idioma.
4.1.3. Aplicacio´n de LSA
Este mo´dulo necesita los tweets pre-procesados del mo´dulo anterior, por lo que la informacio´n
obtenida en la ejecucio´n de dicho proceso es la entrada de este.
Las limitaciones en este caso son de memoria. Al tratar de crear una matriz cuadrada de
dimensiones considerables y posteriormente trabajar con ella, en ocasiones se daban problemas
de desbordamiento de memoria. Al acotar el nu´mero de usuarios de los que se extrae informacio´n
el taman˜o de dicha matriz se mantiene ahora controlado y nunca supera la memoria disponible.
4.1.4. Consultas a DBpedia mediante SPARQL
Este mo´dulo se puede dividir en dos apartados:
Primero se consulta al servicio Prefix Searcher de DBpedia para obtener una URL va´lida
(en DBpedia) a partir de una keyword. Las limitaciones en este apartado son las del propio
servicio de DBpedia. En este caso se debe respetar el formato de la consulta al servicio (evitar
caracteres extran˜os, consultas vac´ıas, etc).
Por otro lado se tratan las consultas a DBpedia para decidir si una keyword pertenece o no
al meta-topic que se esta tratando. Las limitaciones en este caso vienen enlazadas al disen˜o del
a´rbol del meta-topic. A mayor complejidad en el a´rbol, mayor complejidad en las consultas y
menor nu´mero de restricciones y viceversa.
4.1.5. Valoracio´n final de las keywords
En este mo´dulo se calcula un valor final de cercan´ıa al meta-topic por cada keyword, el algo-
ritmo utilizado para llevar a cabo esta valoracio´n es de O(n2), por lo que existe una restriccio´n
de eficiencia en la ejecucio´n de este mo´dulo.
4.1.6. Aplicacio´n de ranking
Una vez calculados los valores para cada keyword, calcular el valor de cada tweet no presenta
mayor dificultad y la u´nica restriccio´n es la eficiencia del algoritmo ’sort’ de ordenacio´n que
provee Java.
4.2. Ejemplos de Resultados
A continuacio´n se muestran ejemplos de tweets y su respectiva evaluacio´n. En la Tabla 4.1
se presentan tweets fa´ciles de analizar, dado que StarCraft, YouTube y Street Fighter entre
otros son te´rminos que pueden encontrarse en DBpedia, por lo tanto, pueden ser analizados
segu´n los distintos valores especificados en los niveles de nuestro a´rbol [Figura 3.2]. En el caso
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de la Tabla 4.2, por el contrario, no tenemos keywords con las que poder evaluar mediante
coincidencias en DBpedia, sin embargo LSA encuentra relaciones entre distintos te´rminos y
gracias a palabras que se repiten frecuentemente cerca de otras ma´s fa´cilmente clasificables (en
este caso probablemente se deba a la presencia de nombres de usuario como ’JayViscant’, cuyo
timeline se encuentra repleto de referencias a videojuegos). De esta manera palabras como ’mvc2’
(Marvel vs. Capcom 2) y ’umvc3’ (Ultimate Marvel vs. Capcom 3) que no tienen coincidencia
en DBpedia pero que hacen referencia a Videojuegos obtienen as´ı una valoracio´n positiva para
poder calcular el ranking.
Tweet Score
All the important headlines for StarCraft 2 can be found in the Pitchfork
Preserver for the Week of Dec 6 2013
1.544791852000007
MadCatz Were updating our YouTube page with tons of content from
the recent Taiwan ULTRA Street Fighter IV location test
1.0000000000000215
Tabla 4.1: Ejemplos de casos sencillos de ana´lisis
Tweet Score
derekomni Zhieeep JayViscant The money match always existed but Jay
is right they exploded during mvc2 because no one could best
1.487050619000009
ultradavid JayViscant Would you say Chris Gs dominance portends to
another rise in UMVC3 Money Matches Has the Golden Era returned
1.0000000000000167
Tabla 4.2: Ejemplos de casos complejos de ana´lisis
4.3. Resultados Experimentales
Se han llevado a cabo pruebas a 24 perfiles pu´blicos de Twitter. Todas las pruebas se han
llevado a cabo tomando como meta-topic “Videojuegos”. De los tweets ordenados segu´n el
ranking obtenido de aplicar el modelo se han seleccionado los 100 primeros (de cada usuario)
para su evaluacio´n manual.
La valoracio´n utilizada para evaluar los tweets manualmente se muestra a continuacio´n:
0: No trata sobre el meta-topic.
1: Puede tratar sobre el meta-topic.
2: Trata sobre el meta-topic.
Los valores del ranking se han truncado para poder ser comparados con la evaluacio´n manual
de la siguiente forma:
Menor 0.5: No trata sobre el meta-topic.
Entre 0.5 y 0.7: Puede tratar sobre el meta-topic.
Mayor que 0.7: Trata sobre el meta-topic.
Para evaluar los datos se han utilizados las me´tricas de Precisio´n, Recall y F-measure vistos
en la Seccio´n 2.5. Como ya hemos visto Precisio´n mide cuando una instancia que no pertenece
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al conjunto de clases se clasifica como parte de esta, Recall mide cuando una instancia es
debidamente tipificada de acuerdo a su clase y F-measure sirve como me´trica para equilibrar
las dos anteriores.
Los valores de Precisio´n, Recall y F-measure correspondientes a la evaluacio´n de los ’1’ o
“Puede tratar sobre el meta-topic.” no van a ser profundamente analizados, dado que los tweets
evaluados a ’1’ son realmente valores difusos y representan la imprecisio´n a la hora de evaluar
a mano los tweets, o lo que es lo mismo, corresponden a un porcentaje de error razonable por
parte del ser humano. No obstante la Tabla 4.5 muestra los de esta clase.
El nombre de usuario de nuestros sujetos de prueba ha sido eliminado y sustituido por la
etiqueta ’userXX’. Esto se debe a que se ha decidido mantener en el anonimato a los usuarios,
respetando as´ı la LOPD (Ley Oficial de Proteccio´n de Datos).
Name 0 1 2 Acc
user01 17 16 67 0.66
user02 26 3 71 0.7326733
user03 16 14 70 0.7227723
user04 96 1 3 0.98
user05 77 6 17 0.6262626
user06 97 1 2 0.8383838
user07 97 1 2 0.989899
user08 11 11 78 0.8019802
user09 96 2 2 0.8888889
user10 91 2 7 0.71
user11 100 0 0 1
user12 100 0 0 1
user13 94 3 3 0.919192
user14 39 9 52 0.55
user15 46 12 42 0.4554455
user16 34 6 60 0.6336634
user17 66 12 22 0.7373737
user18 32 26 42 0.4141414
user19 97 1 2 0.919192
user20 92 5 3 0.939394
user21 78 8 14 0.7979798
user22 31 6 63 0.6633663
user23 24 10 66 0.6930693
user24 64 3 33 0.5353535
Tabla 4.3: En esta tabla se muestran los tweets de cada usuario para cada uno de los 3 posibles
valores de evaluacio´n (0, 1 y 2) as´ı como su valor de accuracy (Acc)
.
En primer lugar vamos a analizar la Tabla 4.3, en donde pueden observarse tanto los tweets
etiquetados en cada valor de la evaluacio´n (0, 1 y 2), como el valor de accuracy (Acc) para cada
usuario. A continuacio´n se detallan los puntos de mayor intere´s:
Accuracy mayor de 0.9: Si analizamos a los usuarios con un accuracy mayor del 0.9
(user04, user07, user11, user12, user13, user19 y user20) vemos que, o bien no hablan
nada de videojuegos o bien tienen unos pocos tweets que tratan de ellos (menos de 5).
Si nos vamos a las tablas donde se muestran los valores de Precisio´n, Recall y F-measure
(Tablas 4.4, 4.5 y 4.6) para cada posible evaluacio´n (0, 1 y 2) vemos como los valores
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Name P0 R0 F0
user01 0.05882353 1 0.1111111
user02 0.03846154 1 0.07407407
user03 0.0625 1 0.1176471
user04 0.9895833 0.9895833 0.9895833
user05 0.6363636 0.9607843 0.765625
user06 0.8645833 0.9764706 0.917127
user07 1 0.9896907 0.9948187
user08 0.0909091 1 0.1666667
user09 0.9157895 0.9666667 0.9405405
user10 0.7362637 0.9305556 0.8220859
user11 1 1 1
user12 1 1 1
user13 0.9462366 1 0.9723757
user14 0.02702703 1 0.05263158
user15 0.02222222 1 0.04347826
user16 0.03030303 1 0.05882353
user17 0.7230769 1 0.8392857
user18 0.09375 0.75 0.1666667
user19 0.9270833 0.9888889 0.9569892
user20 0.989011 0.9782609 0.9836066
user21 0.8181818 0.9545455 0.8811189
user22 0.03333333 1 0.06451613
user23 0.04347826 1 0.08333333
user24 0.4285714 0.8181818 0.5625
Tabla 4.4: En esta tabla se muestran los valores de Precision(P), Recall(R) y F-measure(F) para
los ’0’ de cada usuario
de F-measure son muy elevados. Esto significa que para usuarios que no traten sobre el
meta-topic elegido (en este caso “Videojuegos”) nuestro modelo apenas comete errores de
falsos positivos.
Accuracy entre 0.7 y 0.9: Los usuarios que apenas hablan de videojuegos y tienen un
Acc de entre el 0.7 y el 0.9 (user09 y user10) tambie´n presentan un valor de F-measure,
para la clase ’0’, muy elevado, sin embargo, cometen errores de falsos positivos a la hora
de analizar la clase ’2’. Esto se debe a que el sistema no ha obtenido bastante informacio´n
relevante de esos tweets positivos a trave´s de DBpedia y, por ello, al buscar relaciones
sema´nticas los resultados de LSA han sido pobres. Esto tiene sentido, dado que si el
conjunto de datos es muy reducido es muy complicado obtener relaciones sema´nticas que
sean de utilidad.
Usuarios que hablan con frecuencia de videojuegos (clase ’2’ mayor que 65):
Para empezar cabe destacar que, al contrario que pasa a la hora de no hablar de un tema,
es muy complicado que un amplio conjunto de usuarios hablen u´nicamente de un mismo
meta-topic. Por ello un valor de 65 sobre 100 es un valor elevado. Al analizar los usuarios
con unas valoraciones positivas tan elevadas (user01, user02, user03, user08 y user23) se
han comprobado varias cosas: la primera es el hecho de que el valor de F-measure para
dicha clase es bastante elevado, por lo que se demuestra que el modelo esta´ gestionando
de forma correcta los verdaderos positivos. Por otro lado, una investigacio´n ma´s profunda
(analizando los perfiles de dichos usuarios) muestra que todos ellos representan a una
empresa o blog de videojuegos o a uno de sus empleados. De estos datos podemos deducir
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Name P1 R1 F1
user01 0.1875 0.25 0.2142857
user02 0.3333333 1 0.5
user03 0.07142857 1 0.1333333
user04 1 1 1
user05 0 0 0
user06 0 0 0
user07 1 1 1
user08 0.0909091 1 0.1666667
user09 0 0 0
user10 0.5 1 0.6666667
user11 - - -
user12 - - -
user13 0 0 0
user14 0.5555556 0.3846154 0.4545455
user15 0.08333333 1 0.1538462
user16 0.1666667 1 0.2857143
user17 0.5 0.4 0.4444444
user18 0.3333333 0.4090909 0.3673469
user19 0 0 0
user20 0.2 1 0.3333333
user21 0.75 0.6 0.6666667
user22 0.1666667 1 0.2857143
user23 0.1 1 0.1818182
user24 0.6666667 0.07692308 0.1379310
Tabla 4.5: En esta tabla se muestran los valores de Precision(P), Recall(R) y F-measure(F) para
los ’1’ de cada usuario
que, para que un usuario obtenga unos valores tan elevados sobre un meta-topic concreto,
lo normal es que tenga una implicacio´n profesional en dicho tema.
Por otro lado, si analizamos el valor de F-measure para los tweets evaluados como ’0’
de los usuarios que ma´s hablan de videojuegos vemos que el modelo tiene problemas
para detectar correctamente los verdaderos negativos. Este es el mismo problema que se
presentaba a la hora de detectar el valor de F-measure de la clase ’2’ en los usuarios que
apenas hablan de videojuegos). El problema es similar, solo que en este caso el exceso
de informacio´n obtenido de DBpedia (y que provoca que se evalu´en correctamente los
tweet que hablan de videojuegos puede causar que otros se evaluen incorrectamente, al
crear fuertes relaciones sema´nticas entre te´rminos que no siempre tienen por que´ referirse
a videojuegos. Para dejarlo ma´s claro, si un usuario al que siempre se nombra junto con
te´rminos que coinciden sema´nticamente con el meta-topic y en una ocasio´n se nombra a
ese usuario en un tweet que no habla del tema, la fuerte relacio´n sema´ntica entre el nombre
de usuario el tema elegido va a provocar que ese tweet obtenga una valoracio´n mucho ma´s
elevada de la que en realidad le corresponde.
Usuarios ma´s balanceados: Los usuarios que presentan unas evaluaciones ma´s equili-
bradas entre sus tweets (user14, user15, user16, user18, user22 y user24) presentan unos
valores de F-measure ma´s variados. El rango se extiende desde unos valores razonables a la
hora de detectar tanto positivos como negativos (como es el caso del user24), pasando por
unos valores de alta deteccio´n de positivos y baja deteccio´n de negativos (user14, user15,
user16, y user22), hasta unos valores muy difusos en el caso del user22. Tras analizar los
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Name P2 R2 F2
user01 0.9253731 0.7126437 0.8051948
user02 1 0.7272727 0.8421053
user03 1 0.7171717 0.8352941
user04 0.6666667 0.6666667 0.6666667
user05 0.8125 0.5416667 0.65
user06 0 0 0
user07 0.5 1 0.6666667
user08 1 0.7979798 0.8876404
user09 0.5 0.25 0.3333333
user10 0.4285714 0.1111111 0.1764706
user11 - - -
user12 - - -
user13 1 0.3333333 0.5
user14 0.9074074 0.5697674 0.7
user15 1 0.4444444 0.6153846
user16 1 0.6262626 0.7701863
user17 0.9090909 0.5405405 0.6779661
user18 0.725 0.3972603 0.5132743
user19 1 0.3333333 0.5
user20 0.6666667 0.3333333 0.4444444
user21 0.7142857 0.4347826 0.5405405
user22 1 0.6565657 0.792683
user23 1 0.6868687 0.8143713
user24 0.7272727 0.6 0.6575342
Tabla 4.6: En esta tabla se muestran los valores de Precision(P), Recall(R) y F-measure(F) para
los ’2’ de cada usuario
perfiles de estos usuarios en busca de una explicacio´n lo´gica de tal variedad de valores se
ha llegado a la siguiente conclusio´n: cuanto mayor es la variedad de temas que tratan los
usuarios seguidos por el usuario, se vuelve ma´s complejo discriminar la informacio´n de
un meta-topic concreto, dado que, al tener una menor cantidad de datos por cada tema
los resultados obtenidos de DBpedia son demasiado pobres como para sacar relaciones
sema´nticas razonables.
De todo este ana´lisis se puede extraer que, a mayor informacio´n relevante dentro de nuestros
datos, mayores conexiones se obtendra´n a trave´s de DBpedia y mejor sera´ nuestra clasificacio´n
de los datos. Del mismo modo, a mayor cantidad de datos, mayores relaciones sema´nticas se
formaran mediante LSA y, por tanto, se volvera´ ma´s fa´cil evaluar. Podemos, as´ı, afirmar que
cuanto ma´s extremos sean los datos obtenidos de un usuario (ya sea que hable por completo
del meta-topic deseado, o por el contrario, no lo mencione) ma´s sencilla sera´ la clasificacio´n y
mejores resultados generara´ el modelo.
En balance, la combinacio´n de DBpedia y LSA tiende a funcionar a la hora de detectar
cuando se esta´ hablando del meta-topic deseado. No obstante, tiene mayores problemas al
detectar cuando no se habla del tema, debido a la ambigu¨edad de las palabras y la falta de
contexto, que provocan que las relaciones encontradas por LSA no sean del todo correctas.
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Conclusiones y Trabajo Futuro
5.1. Conclusiones
En este trabajo se ha implementado un modelo que busca analizar sema´nticamente los
datos previamente extra´ıdos de la red social Twitter y poder relacionarlos con un meta-topic
concreto: “videojuegos”. Para llevar a cabo el ana´lisis se procesan los datos extra´ıdos de Twitter
y se obtienen los te´rminos relevantes, con dichos te´rminos se realizan consultas a DBpedia para
obtener relaciones entre los te´rminos y el meta-topic, para los te´rminos que no se relacionan
mediante DBpedia se aplica tambie´n LSA, y se obtiene as´ı una matriz te´rmino-te´rmino, donde
se representan las relaciones sema´nticas entre los te´rminos. Con la informacio´n extra´ıda de estas
te´cnicas se valoran los tweets extra´ıdos y se genera un ranking con respecto a la relevancia de
los mismos para el meta-topic seleccionado.
Tras llevar a cabo experimentacio´n con datos reales en el modelo se han encontrado distintas
limitaciones como:
Restricciones en el volumen de datos que se puede extraer de Twitter.
Restricciones en el volumen de informacio´n que se puede manejar al mismo tiempo.
Los resultados obtenidos de los usuarios demuestran que:
1. El modelo funciona de manera eficaz si el usuario sigue a gente que no habla nada sobre
el meta-topic seleccionado.
2. El modelo funciona de manera eficaz si el usuario sigue a gente que habla en gran medida
sobre el meta-topic seleccionado.
3. El modelo presenta limitaciones en los casos en los que el usuario sigue a gente que hable
de distintos meta-topic. Esto provoca que la informacio´n extra´ıda sea insuficiente para
obtener buenos resultados de las consultas de DBpedia y, por lo tanto, se vuelve ma´s
complicado el ana´lisis de los datos.
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5.2. Trabajo Futuro
Tambie´n hay algunos temas que podr´ıan estudiarse en el futuro:
Se podr´ıa mejorar el a´rbol utilizado para realizar las consultas SPARQL. Cuantos ma´s
niveles consigan definirse sera´ ma´s fa´cil obtener informacio´n u´til de DBpedia.
Como ya se ha dicho, el trabajo aqu´ı presentado es tan solo un modelo. Podr´ıa implemen-
tarse una nueva aproximacio´n donde se contemplasen ma´s meta-topics, de forma que el
usuario pudiese elegir en cada momento sobre cual realizar el ana´lisis.
Podr´ıan llevarse a cabo pruebas ma´s extensas y probar distintas me´tricas en los algoritmos
y en la evaluacio´n para poder analizar que conclusiones se obtienen de forma ma´s amplia.
Se podr´ıa intercambiar el algoritmo de LSA por te´cnicas de Clustering y Topic Detection
en busca de una forma ma´s eficaz de obtener relaciones sema´nticas entre te´rminos.
Se podr´ıa considerar que el modelo trabajase con un mayor nu´mero de idiomas, de modo
que pudie´semos analizar datos procedentes de distintas regiones del mundo.
Un redisen˜o del modelo podr´ıa generar una mejora en el rendimiento.
Ser´ıa interesante extraer una mayor cantidad de datos por cada tweet, como su id, si es o
no un retweet, si es una respuesta a otro comentario, etc. Esto facilitar´ıa ma´s informacio´n
social dentro del ana´lisis a nivel de red.
El modelo podr´ıa implementarse como un servicio RESTful para poder realizar consultas
a trave´s de clientes independientes, que adema´s pudiesen aportar datos nuevos a la red.
32 CAPI´TULO 5. CONCLUSIONES Y TRABAJO FUTURO
Glosario de acro´nimos
API: Application Programming Interface
ASCII: American Standard Code for Information Interchange
BBDD: Base de Datos
CPM: Clique Percolation Method
EBC: Edge Betweenness Centrality
EM: Expectation - Maximization
HITS: Hyperlink-Induced Topic Search
JUNG: Java Universal Network/Graph Framework
KNN: K-Nearest Neighbour
LDA: Lineal Discriminant Analysis
LOPD: Ley Oficial de Proteccio´n de Datos
LSA: Latent Semantic Analysis
NB: Naive Bayes
PCA: Principal Component Analysis
RESTful: Representational State Transfer
RDF: Resource Descrition Framework
SPARQL: SPARQL Protocol and RDF Query Language
SQL: Structured Query Language
SVM: Support Vector Machines
TDT: Topic Detection and Tracking
URL: Uniform Resource Locator
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