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THREE-DIMENSIONAL IMPRIMITIVE REPRESENTATIONS OF THE MODULAR
GROUP AND THEIR ASSOCIATED MODULAR FORMS
CAMERON FRANC AND GEOFFREY MASON
ABSTRACT. This paper uses previous results of the authors [6] to study certain non-
congruence modular forms. We prove that these forms have unbounded denomina-
tors, and in certain cases we verify congruences of Atkin–Swinnerton-Dyer type [2]
satisfied by the Fourier coefficients of these forms. Our results rest on group-theoretic
facts about the modular group Γ, a detailed study of imprimitive three-dimensional
representations of Γ, and the theory of their associated vector-valued modular forms.
For the proof of the congruences we also make essential use of a result of Katz [7].
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1. INTRODUCTION
The main purpose of this paper is to study arithmetic properties of the Fourier co-
efficients of a class of noncongruence modular forms. In a ‘top-down’ approach to the
general problem, one takes a finite-index subgroup G of Γ := PSL2(Z) and considers
the spaces of weight k modular forms Mk(G, χ) for characters χ : G → C∗ of finite
order. The kernel H = kerχ is typically a noncongruence subgroup of Γ, and a form
f ∈Mk(G, χ) is typically a noncongruence modular form onH. The largest subgroups
G (i.e., those of least index in Γ) which actually give rise to noncongruence forms in
this manner are the nonnormal subgroups of Γ of index 3. These are conjugate to
Γ¯0(2) (for notation, see below), and it is this case that we are concerned with here.
In a well-known paper [2], Atkin-Swinnerton-Dyer made perhaps the first detailed
study of the Fourier coefficients of noncongruence forms. They examined several gen-
eral phenomenon, including so-called unbounded denominators and ASD-type congru-
ences. Their observations have inspired many intersting results, cf. [1], [8], [9], [10],
1
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[11], [12], [17]. In the present paper, we give a general proof of the unbounded de-
nominators conjecture for noncongruence forms inMk(Γ¯0(2), χ), and prove ASD-type
congruences in certain cases.
We describe some of our results. The finite-order characters χ = χn,ε of Γ¯0(2) are
conveniently labelled by a positive integer n and a sign ε = ±1. With this notation,
it transpires that kerχ is congruence if, and only if, n|24 (Theorem 5). We will show
(Theorem 21) that if f ∈ Mk(Γ¯0(2), χ) is any nonzero holomorphic modular form with
algebraic Fourier coefficients, and if p|n is a prime, then the powers of p that divide the
denominators of f are unbounded under any of the following circumstances: p ≥ 5;
p = 3 and p2|n; p = 2 and p4|n.
The modular curves XH ..= H\H ∪ P1(Q) defined by kerχ and related groups are
of interest in themselves. For example, we will show that if n is odd and ε = −1 then
XH is a hyperelliptic curve (noncongruence unless n|24) given by the affine equation
y2 = xn + 64. (See Theorems 12 and 16 for more complete results). This leads to
ASD-style 3-term congruences for primes p ≡ −1 (mod n) satisfied by the coefficients
of a basis of holomorphic differentials on XH .
The methods that we use to establish these results, advertised and illustrated (in the
congruence setting) in a forthcoming paper [6], are likely to be unfamiliar to many
readers, and we will say something about them here. Given any form f ∈ Mk(Γ¯0(2), χ)
as above, there is a 3-dimensional vector-valued modular form (vvmf) F ..= t(f1, f2, f3)
whose components fi are the forms f |kγi, γi ranging over cosets representatives of
Γ¯0(2)\Γ. Such an F satisfies the transformation law
F |kγ(τ) = ρ(γ)F (τ) (γ ∈ Γ),(1)
where ρ ..= IndΓΓ¯0(2) χ is the 3-dimensional representation of Γ obtained by inducing χ,
and sits in the weight k graded piece of the space
H(ρ) = ⊕k≥k0Hk(ρ)
of all holomorphic vector-valued modular forms on Γ that transform as in (1) for some
weight k. With the harmless assumption that ρ is irreducible (equivalently, n 6= 1 or
3), the lowest nonzero weight space is 1-dimensional, and a good proportion of our
effort is expended on understanding the nature of a spanning form F0 ∈ Hk0(ρ′)
where ρ′ is a representation equivalent to ρ with the property that ρ′(T¯ ) is diagonal.
Some techniques from the theory of vector-valued modular forms (described in [6])
show that the 3 components of the weight zero vvmf F0/η
2k0 span the solution space
of a Fuchsian equation. This leads to the situation that the components of F0 (and
then also the components of every vvmf in H(ρ) such as the f that we started with)
can be described in terms of classical forms of level 1 and hypergeometric series
3F2 (a, a+ 1/3, a+ 2/3; a− b+ 1, a− c+ 1;K). Here, K = 1728j−1 with j the abso-
lute modular invariant, and a, b, c depend on the eigenvalues of ρ(T¯ ).
The technique of relating components of vector-valued modular forms to hyperge-
ometric series in order to study the question of unbounded denominators was used
in [5], where the 2-dimensional case was completely settled. However, in that setting
one does not encounter noncongruence modular forms. Chris Marks first studied the
3-dimensional case in [14], and obtained results about unbounded denominators for
vector-valued modular forms of large enough weight.
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The paper is organized as follows. In Section 2 we treat the characters χ of Γ¯0(2)
and their induced representations, and in particular we determine when kerρ is con-
gruence. In Section 3 we deal with the modular curves defined by kerχ and related
groups, establishing that the curves we are interested in are hyperelliptic. In Sec-
tion 4 we make a detailed study of the Fourier coefficients of the components of the
lowest weight vvmf F0. These are products of a power of η, a power of K, and a
hypergeometric series of type 3F2, and we show that each component of F0 satisfies
the unbounded denominator statement of Theorem 21. In Section 5, we establish
the general unbounded denominator result of Theorem 21 by showing how it follows
from the special case of F0 together with some further general theory of vector-valued
modular forms. In Section 6 we establish ASD-type congruences for forms in Sk0(H,χ)
in certain cases when k0 = 2. Having available the explicit equation y
2 = xn + 64 for
the curves makes the zeta function accessible, and we can ultimately appeal to a the-
orem of Katz [7]. Interestingly, this approach eschews our explicit formulas for the
forms in terms of hypergeometric series. It would be of interest to find a proof of our
congruences using hypergeometric series in place of [7].
2. IMPRIMITIVE REPRESENTATIONS OF DIMENSION 3
We use the following notation: Γ ..= PSL2(Z), and if M is either an element or
a subgroup of SL2(Z) then M¯ denotes its image in Γ. Thus Γ¯(n) and Γ¯0(n) are the
images of the usual congruence subgroups Γ(n) and Γ0(n) in Γ. Given any group G,
the notationG′ denotes the commutator subgroup ofG. We make use of the following
elements of SL2(Z):
R ..=
(
0 1
−1 −1
)
, S ..=
(
0 −1
1 0
)
, T ..=
(
1 1
0 1
)
,
U ..=
(
1 0
2 1
)
, V ..= TU−1 =
(−1 1
−2 1
)
.
Before classifying the imprimitive representations of index 3, we describe the sub-
groups of Γ of index 3. This is well-known, but we give it for completeness.
Lemma 1. The group Γ contains exactly four subgroups of index 3. One of these is
normal, and it is a congruence subgroup of level 3. The remaining three subgroups are
conjugate to Γ¯0(2).
Proof. Let G ⊆ Γ be of index 3. Left multiplication of Γ on cosets of G defines a
morphism of groups ϕ : Γ→ S3 and the image has order 3 or 6. Let K ..= kerϕ. Then
K ⊆ G, and either kerϕ = G, or else imϕ ∼= S3. In the first case G✂ Γ, so Γ/G ∼= Z3
and thus T¯ 3 ∈ G. But Γ¯(3) is the normal closure of T¯ 3 in Γ, so G contains Γ¯(3).
In the second case Γ/K ∼= S3 and G/K is a subgroup of order 2. Now the image
of T¯ in Γ/K has order 2 or 3, and if it is 3 then as before K ⊇ Γ¯(3). However,
Γ¯/Γ¯(3) ∼= A4, and this group does not have S3 as a homomorphic image. This shows
that T¯ has order 2, so K contains the normal closure of T¯ 2, which is Γ¯(2). Because
both K and Γ¯(2) both have index 6 in Γ, we deduce that K = Γ¯(2). By Sylow’s
theorem, G/K is conjugate to 〈T¯ 〉K/K = Γ¯0(2)/K, so G is conjugate to Γ¯0(2). 
Inducing one-dimensional representations from the normal subgroup of Γ of index
3 gives rise to congruence modular forms, and so we will ignore these representations
4 CAMERON FRANC AND GEOFFREY MASON
in what follows. The representations of Γ obtained from inducing characters of a
non-normal subgroup G of index three are (up to isomorphism) independent of the
choice of G because (Lemma 1) all such G are conjugate. We thus focus on those
representations induced from Γ¯0(2).
Note that V¯ ∈ Γ¯0(2) has order 2. It is well-known that Γ¯(2) = 〈T¯ 2, U¯〉 is a free group
of rank 2. Then Γ¯0(2) = 〈T¯ , U¯〉 = 〈T¯ 2, U¯〉⋊ 〈V¯ 〉, and we have the relation
T¯ U¯ T¯−1U¯−1 = T¯ 2U¯2.
We assert that N := Γ¯(2)′〈T¯ 2U¯2〉 = Γ¯0(2)′. That N ⊆ Γ¯0(2)′ follows from the dis-
played relation. Observe that N ✂ Γ¯(2). Moreover V¯ −1T¯ 2V¯ = U¯ T¯ 2U¯−1 ≡ T¯ 2 (mod
N), and similarly (because V¯ is an involution) V¯ −1U¯2V¯ = T¯ U¯2T¯−1 = (T¯ U¯ T¯−1)2 =
(T¯ 2U¯3)2 ≡ U¯2 (mod N). These calculations show not only that N ✂ Γ¯0(2), but also
that the quotient Γ¯0(2)/N is abelian. The equality N = Γ¯0(2)
′ then follows.
From the identification of Γ¯0(2), it is immediate that Γ¯0(2)/Γ¯0(2)
′ ∼= Z ⊕ (Z/2Z),
and that we can take the two summands to be generated by (the images of) U¯ and V¯
respectively.
Now suppose that χ : Γ¯0(2) → C× is a character of finite order. Since χ factors
through the abelianization of Γ¯0(2), it follows from the preceding discussion that
there exists a primitive nth root of unity λ and a sign ε = ±1 such that
χ(U¯) = λ, χ(V¯ ) = ε.(2)
We now consider the induced representation
ρ ..= IndΓΓ¯0(2) χ.
Essentially by definition, the underlying module V furnishing ρ is a direct sum
V = V0 ⊕ V1 ⊕ V2
of 1-dimensional vector spaces Vj, where V0 affords χ and the Vj are permuted tran-
sitively by Γ. We fix this notation for the remainder of this section.
Proposition 2. With respect to an ordered basis v0, v1, v2 of V with vj ∈ Vj , and up to a
possible reordering of V1 and V2, we have
ρ(R¯) =

0 1 00 0 1
1 0 0

 , ρ(S¯) = ε

0 0 λ0 1 0
λ¯ 0 0

 , ρ(T¯ ) = ε

λ 0 00 0 1
0 λ¯ 0

 .
In particular, the eigenvalues of ρ(T¯ ) are {ελ, ±σ} for some σ such that σ2 = λ¯.
Proof. Since Γ permutes the Vj transitively and the stabilizer of V0 is Γ¯0(2), then Γ¯(2)
leaves each Vj invariant and the quotient Γ¯/Γ¯(2) ∼= S3 induces every possible permu-
tation of the Vj.
Since R¯ has order 3 we may choose notation so that ρ(R¯) : v2 7→ v1 7→ v0 7→
v2, where vj spans Vj . Then with respect to the ordered basis v0, v1, v2, ρ(R¯) is as
indicated. Now ρ(T¯ ) = ρ(V¯ )ρ(U¯) has v0 as eigenvector with eigenvalue ελ. Moreover,
ρ(T¯ ) and interchanges V1 and V2. Therefore, we have
ρ(T¯ ) =

ελ 0 00 0 u
0 v 0


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for scalars u, v. We assert that uv = λ¯. To see this, use the relation R¯T¯ 2R¯−1 = U¯−1 to
obtain
T¯ 2V1 = T¯
2R¯−1V0 = R¯
−1U¯−1V0 = λ¯V1.
This says that the eigenvalue of ρ(T¯ 2) on V1 is λ¯, and our assertion follows. Since
S¯R¯ = T¯ , we find that
ρ(S¯) = ρ(T¯ )ρ(R¯)−1 =

ελ 0 00 0 u
0 v 0



0 0 11 0 0
0 1 0

 =

0 0 ελ0 u 0
v 0 0

 ,
so that
ρ(S¯2) =

εvλ 0 00 u2 0
0 0 εvλ

 = I.
Since uv = λ¯, we see that u = ε, and the matrices representing T¯ and S¯ are then as
in the statement of the Proposition. 
Lemma 3. There is a short exact sequence
1→ A→ ρ(Γ¯)→ S3 → 1,
where A ..= ρ(Γ¯(2)) = 〈ρ(T¯ 2), ρ(U¯)〉, and exactly one of the following holds:
(i) gcd(n, 3) = 1 and A ∼= Zn × Zn;
(ii) 3|n and A ∼= Zn × Zn/3.
Proof. From Lemma 2 we obtain
ρ(T¯ 2) =

λ2 0 00 λ¯ 0
0 0 λ¯

 , ρ(U¯) = ρ(R¯T¯−2R¯−1) =

λ 0 00 λ 0
0 0 λ¯2

 .
Now all parts of the Lemma can be checked directly. 
Lemma 4. The following statements are equivalent:
(i) n|3,
(ii) ρ is not irreducible,
(iii) ρ(T¯ ) has repeated eigenvalues.
Proof. By Lemma 2, ρ(T¯ ) has a repeated eigenvalue if, and only if, ελ = ±σ. Because
σ2 = λ¯ (cf. Lemma 2) this is equivalent to λ3 = 1, so (i) and (iii) are equivalent.
Now we show that (ii) and (iii) are also equivalent. If ρ is not irreducible then its
completely reducibility (which holds because ρ(Γ) is finite) means that ρ(Γ) leaves
invariant some 1-dimensional subspace of V . If ρ(T¯ ) has distinct eigenvalues then
such an invariant subspace is necessarily one of the 3 eigenspaces for ρ(T¯ ). These are
spanned by (
1
0
0
)
,
(
0
1
σ
)
,
(
0
1
−σ
)
,
where σ2 = λ¯. However, from the explicit nature of the matrix ρ(S¯) given in Proposi-
tion 2, we see that none of these three eigenspaces are invariant under ρ(S¯), and this
is a contradiction. Thus we have established the implication (ii)⇒ (iii).
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Conversely, if (iii) holds then we know that λ3 = 1. Then we check directly that
ρ(S¯) and ρ(T¯ ) each leave the span of
(
1
λ
λ¯
)
invariant, in which case (ii) holds. This
completes the proof of the Lemma. 
Our next theorem determines when ρ factors through a congruence quotient of Γ.
This will be important for recognizing when vvmfs are themselves congruence.
Theorem 5. Let ρ be a representation of Γ that is induced from a one-dimensional
representation χ of Γ¯0(2) with finite image. Let n be such that χ(U¯) is a primitive nth
root of unity. Then ker ρ is a congruence subgroup if, and only if, n|24.
Proof. In the following proof, we repeatedly use the fact that if G ⊆ Γ is a congruence
subgroup, then for a positive integer N , Γ¯(N) ⊆ G if, and only if, T¯N ∈ G.
Set K ..= ker ρ. We assume until further notice that K is a congruence subgroup.
From Lemma 2 it follows that ρ(T¯ ) has order 2n. Thus T¯ 2n ∈ K, and because K is
assumed to be congruence then Γ¯(2n) ⊆ K, andK has level exactly 2n. If n is divisible
by a prime p ≥ 5, it follows that Γ/Γ¯(2n) has a quotient Γ/Γ¯(p) ∼= PSL2(p), which is
nonsolvable. On the other hand, this same group must also be a quotient of ρ(Γ),
which is solvable by Lemma 3, contradiction. So n is divisible only by the primes 2
and 3.
Suppose next that 16|n. We shall derive a contradiction. LetM be the unique normal
subgroup of Γ¯(2) such that Γ¯(2)/M ∼= Z216. From the description of A in Lemma 3 we
see that K ⊆ M . As K is congruence and T¯ 32 ∈ M , we have Γ¯(32) ⊆ M . In effect,
this reduces us to deriving a contradiction if n = 16 andK = M . Indeed, consider the
tower of groups
N ..= Γ¯(2) ⊇ Γ¯(4) ⊇ Γ¯(8) ⊇ Γ¯(16) ⊇ Γ¯(32) =.. N1
Note that N/Γ¯(4) ∼= Z22 and the other quotients satisfy Γ¯(2f)/Γ¯(2f+1) ∼= Z32. The
element R¯ acts on each of these latter quotients by conjugation, with fixed-point
subgroup of order 2. So we have |N/N1| = 211 and
∣∣CN/N1(R¯)∣∣ = 23. On the other
hand, R¯ acts without fixed-points on N/M , and N1 ⊆ M . We conclude that K/N1 =
CN/N1(R¯)✂N/N1 where CN/N1(R¯) denotes the fixed points of R¯ acting onN/N1. How-
ever, one can calculate explicitly that this is false, and this is the desired contradiction.
Assume that 9|n. By Lemma 3 we can find a subgroup M such that K ⊆ M ⊆
Γ¯(2) and Γ¯(2)/M ∼= Z23. Then T¯ 6 ∈ M , whence also M ⊇ Γ¯(6). But then Γ¯(2)/M
is a quotient of Γ¯(2)/Γ¯(6) of order 9, a contradiction because |Γ¯(2)/Γ¯(6)| = 12. This
completes the proof of the statement K congruence ⇒ n|24. It remains to prove the
converse.
Writing Kn to indicate the dependence of K on n, it follows from Lemma 3 that
Kn ⊆ Km if m|n. Therefore, it suffices to assume that n = 24 and show that K = K24
is congruence. We will actually show that
K24 = Γ¯(2)
′Γ¯(48).(3)
By Lemma 3 we have Γ¯(2)/K24 ∼= Z24 × Z8, and in particular, there is a unique
subgroup M satisfying K ⊆ M ⊆ Γ¯(2) and |Γ¯(2)/M | = 3. The unicity of M ensures
thatM✂Γ, and one readily deduces that Γ¯(6) ⊆M . Since Γ¯(2)/Γ¯(6) ∼= PSL2(3) ∼= A4,
then M/Γ¯(6) = (Γ¯(2)/Γ¯(6))′, i.e.,M = Γ¯(6)Γ¯(2)′.
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SinceM/Γ¯(2)′ is a free abelian group of rank 2 then K/Γ¯(2)′ is the unique subgroup
with quotient Z8 × Z8. Now Γ¯(48)Γ¯(2)′ ⊆ Γ¯(6)Γ¯(2)′ ⊆ M , so if we can also show that
M/Γ¯(48)Γ¯(2)′ ∼= Z8 × Z8, then (3) will follow. From the last paragraph, this is the
same as showing that Γ¯(6)Γ¯(2)′/Γ¯(48)Γ¯(2)′ ∼= Z8 × Z8.
We interpolate a general Lemma.
Lemma 6. Suppose that A, B, C are normal subgroups of a group G with B ⊆ A. There
is a commuting diagram
1 //
(B ∩ C)(C ∩ A′)
B ∩ C
//
f1

A ∩ C
B ∩ C
//
f2

(A ∩ C)A′
(B ∩ C)A′
// 1
1 //
BA′
B
//
A
B
//
A
BA′
// 1
where the horizontal rows are short exact, f2 is injective, and the restriction f1 of f2 to
the indicated subgroup is also injective. In particular, if f2 is an isomorphism it induces
an isomorphism of short exact sequences, and especially an isomorphism
(4)
(A ∩ C)A′
(B ∩ C)A′
∼=→ A
BA′
.
Proof. The lower short exact sequence is canonical. As for the upper sequence, the
map a(B ∩ C) 7→ a(B ∩ C)A′ (a ∈ A ∩ C) induces a surjective morphism of groups
(A∩C)/(B ∩C)→ (A∩C)A′/(B ∩C)A′ with kernel (A∩C)∩ (B ∩C)A′/(B ∩C) =
(B ∩C)(A∩C ∩A′)/(B ∩C) = (B ∩C)(C ∩A′)/(B ∩C), so that the upper sequence
is also short exact.
Next, the map a 7→ aB (a ∈ A ∩ C) induces a group morphism A ∩ C → A/B
with kernel A ∩ C ∩ B = B ∩ C. Thus the middle vertical arrow f2, defined by
f2(a(B ∩ C)) = aB, is injective, and we easily check that f1, which is the restriction
of f2 to (B ∩ C)(C ∩A′)/(B ∩ C), is also injective.
It is clear that the diagram commutes, so suppose now that f2 is an isomorphism.
Since BA′/B = (A/B)′ and (A ∩ C)A′/(B ∩ C)A′ is abelian then f1 is necessarily sur-
jective. Since it is also injective it is therefore an isomorphism, and the final assertions
of the Lemma follow immediately. 
We apply the Lemma with A, B, C equal to Γ¯(2), Γ¯(16), Γ¯(3) respectively. Because
A ∩ C = Γ¯(6) and B ∩ C = Γ¯(48), (4) then reads
Γ¯(6)Γ¯(2)′
Γ¯(48)Γ¯(2)′
∼= Γ¯(2)
Γ¯(16)Γ¯(2)′
.
In order to complete the proof of the Theorem, it is therefore sufficient show that
Γ¯(2)/Γ¯(16)Γ¯(2)′ ∼= Z8 × Z8. (In effect, we have reduced the proof to the case n = 8.)
Let G ..= Γ¯(2)/Γ¯(16) = 〈T¯ 2Γ¯(16), U¯ Γ¯(16)〉. We have |G| = 28. We calculate that
C ..= [T 2, U ] =
(
21 −8
8 −3
)
,
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that the image of C¯ in G has order 4, and that [C, T 2] ≡ [C,U ] ≡ I (mod 16). Thus
〈C¯Γ¯(16)〉 = G′ has order 4, so that G/G′ ∼= Γ¯(2)/Γ¯(2)′Γ¯(16) is abelian with 2 genera-
tors, exponent 8 and order 26. Therefore Γ¯(2)/Γ¯(2)′Γ¯(16) ∼= Z8 × Z8, and the proof of
Theorem 5 is complete. 
3. GEOMETRIC CONSIDERATIONS
We retain previous notation, in particular, χ:Γ¯0(2) → C× is the linear character
described in (2), and we put ρ = IndΓΓ¯0(2) χ, K = ker ρ and A = Γ¯(2)/K. We also set
H ..= kerχ, H0 ..= H ∩ Γ¯(2), H1 ..= H0〈V¯ 〉, H2 ..= H〈V¯ 〉.
We collectively refer to these groups as the H-groups. Note that the group H, and
thus all of the H-groups, does not depend on the particular primitive nth root of
unity λ = χ(U¯), it only depends on its order n and the sign ε satisfying χ(V¯ ) = ε. The
next fact is only slightly less obvious.
Lemma 7. The group H0 depends only on the order n of χ(U¯).
Proof. Note that kerχ is generated by U¯n, Γ0(2)
′, and V¯ m where m = 0 or 1. We thus
wish to show that
〈U¯n, V¯ 〉Γ¯0(2)′ ∩ Γ¯(2) = 〈U¯n〉Γ¯0(2)′ ∩ Γ¯(2).
Now U¯ ∈ Γ¯(2), so the group on the right is just 〈U¯n〉Γ¯0(2)′. Similarly, the group on
the left can be written as 〈U¯n〉Γ¯0(2)′〈V¯ 〉∩ Γ¯(2) = 〈U¯n〉Γ¯0(2)′〈(V¯ 〉∩ Γ¯(2)) = 〈U¯n〉Γ¯0(2)′.
This completes the proof of the Lemma. 
We are interested in the algebraic curves defined by theH-groups. In order to study
these objects, we require more group-theoretic data about the H-groups themselves.
Notice that Γ¯0(2)
′ ⊆ H0. Thus the H-groups are each normal in Γ¯0(2) with abelian
quotient. Their precise relation to each other depends on ε and the parity of n, and
we explain this first.
Lemma 8. One of the following holds:
A. n is odd, ε = −1, H = H0 and H1 = H2;
B. n is odd, ε = +1 and H = H1 = H2;
C. n is even, ε = −1, all four of the H-groups are distinct and |H2/H0| = 4;
D. n is even, ε = +1 and H = H1 = H2.
Moreover, in all cases |H1/H0| = 2.
Proof. Because V¯ ∈ Γ¯0(2)\Γ¯(2) we always have |H1/H0| = 2. If ε = +1 then χ(V¯ ) = 1,
so V¯ ∈ H \H0 and B or D holds according to the parity of n.
If n is odd and ε = −1 then from (2) we see immediately that kerχ ⊆ Γ¯(2), i.e.,
H = H0. Then A holds.
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Finally, if n is even and ε = −1 then we again use (2) to see that kerχ contains an
element in Γ¯0(2) \ Γ¯(2), whereas V¯ /∈ kerχ. Pictorially, there is a diagram of contain-
ments of index 2:
H2
H
>>⑥⑥⑥⑥⑥⑥⑥⑥
H1
aa❇❇❇❇❇❇❇❇
H0
``❆❆❆❆❆❆❆❆
==⑤⑤⑤⑤⑤⑤⑤⑤
This is case C. 
In what follows, we refer to the different possibilities of the preceding Lemma as
Case A, Case B, etc.
Lemma 9. The following hold.
(i)
∣∣Γ¯(2)/H0∣∣ = ∣∣Γ¯0(2)/H1∣∣ = n.
(ii) Γ¯(2) = H0〈U¯〉 = H0〈T¯ U¯ T¯−1〉.
(iii)
∣∣Γ¯(2)/H0〈T¯ 2〉∣∣ ≤ 2 with equality if and only if n is even.
Proof. Since the abelianization of Γ¯0(2) is generated by the images of V¯ , U¯ and V¯ /∈
Γ¯(2), it follows that Γ¯(2) = H0〈U¯〉. Then because χ(U¯) = λ is a primitive nth root
of unity, the first equality of part (i) of the Lemma follows immediately. The second
follows because |H1/H0| = 2 (Lemma 8).
We have already established the first equality in part (ii). Then because V¯ normal-
izes both Γ¯(2) and H0, and since V¯ U¯ V¯
−1 = T¯ U¯ T¯−1, the second equality also holds.
Finally, the equality χ(T¯ 2) = λ2 follows from Lemma 2. Part (iii) is an immediate
consequence of this together with part (i). This completes the proof of the Lemma. 
Lemma 10. The group Γ¯0(2) contains a unique conjugacy class of involutions, and H1
contains n conjugacy classes of involutions. In Case C, H2 contains n/2 conjugacy classes
of involutions.
Proof. It is well-known that Γ¯0(2) has a unique conjugacy class of involutions, but
here’s a proof: it is even more well-known that Γ has a unique such conjugacy class.
So if x, y ∈ Γ¯0(2) are two involutions, there is g ∈ Γ such that g−1xg = y. Since
Γ¯0(2) = Γ¯(2)〈x〉 = Γ¯(2)〈y〉, it follows that g normalizes Γ¯0(2). But this latter group
is self-normalizing (cf. Lemma 1), whence g ∈ Γ¯0(2). Thus x and y are conjugate in
Γ¯0(2) and the proof is complete.
Now V¯ ∈ H1✂Γ¯0(2). Since V¯ is an involution, all involutions of Γ¯0(2) are contained
in H1 by the first paragraph. Involutions of Γ¯ being self-centralizing, it follows that
the conjugation action of H1 on its involutions falls into |Γ¯0(2)/H1| classes that are
themselves transitively permuted by Γ¯0(2). Since
∣∣Γ¯0(2)/H1∣∣ = n by Lemma 9 then H1
has n classes of involutions.
In Case C, the identical proof applies with H2 in place of H1. The only difference is
thatH2 has index n/2 in Γ¯0(2), so that it has n/2 classes of involutions. This completes
the proof of the Lemma. 
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Lemma 11. In cases A, B and D we have Γ¯0(2)/H1 = {U¯ jH1, 0 ≤ j ≤ n − 1}. Repre-
sentatives for the elliptic points of H1 are the numbers
{U−j(1 + i)/2 | 0 ≤ j ≤ n− 1} =
{
1
−2j + (1− i) | 0 ≤ j ≤ n− 1
}
.
Proof. By Lemma 9 we have |Γ¯0(2)/H1| = n. Now each U¯ j ∈ Γ¯0(2), and since χ(U¯ j) =
λj 6= 1 for 0 ≤ j ≤ n− 1 then these elements give distinct representatives of Γ¯0(2)/H.
So if H = H1 we are done. This handles cases B and D by Lemma 8. In case A, we
have H1 = H〈V¯ 〉, and if some U¯ j ∈ HV¯ then λj = χ(U¯ j) = χ(V¯ ) = −1, and this is
impossible because n is odd in case A. This completes the proof of the first assertion
of the Lemma in all three cases.
It follows from this and the discussion presented in the course of the proof of
Lemma 10, that the n conjugacy classes of involutions in H1 have representatives
U¯−jV¯ U¯ j (0 ≤ j ≤ n− 1). Since V¯ itself has fixed-point 1+i
2
, it follows that the elliptic
points of H1 are represented by U¯
−j
(
1+i
2
)
, and the Lemma is proved. 
Now we are ready to study the curves. If B ⊆ Γ is a subgroup of finite index, we
write XB for the projective algebraic curve whose complex points are identified with
B\H∪P1(Q). In the special cases B = Γ¯(N) or Γ¯0(2), we denote the corresponding
curves by X(N) and X0(N), respectively. The genus of XB is denoted by gB.
Containments among the H-groups define various natural coverings of degree 2
among the corresponding curves (cf. Lemma 8):
XH0 → XH1 (Cases A, B, D)
and
(5)
XH0
""❊
❊❊
❊❊
❊❊
❊
||③③
③③
③③
③③
XH
""❉
❉❉
❉❉
❉❉
❉
XH1
||②②
②②
②②
②②
(Case C)
XH2
We can now state the first main result of this Section.
Theorem 12. The curve XH1 has two cusps {∞, 0} and genus 0. In particular, XH0 is a
hyperelliptic curve.
To prove this we must translate the group-theoretic facts about the H-groups es-
tablished earlier into geometric facts about the corresponding algebraic curves.
Lemma 13. If n is odd, XH0 has three cusps {∞, 0, 1} and genus (n− 1)/2.
Proof. Recall that Γ¯(2) has three cusps, with representatives given by ∞, 0 and 1.
These cusps are stabilized by T¯ , U¯ and T¯ U¯ T¯−1 respectively, and because we are as-
suming that n is odd, Lemma 9(ii), (iii) makes it clear that H0 has the same three
cusps as Γ¯(2).
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Because Γ¯(2) is free, the covering XH0 → X(2) is regular of degree n away from
the cusps, and fully ramified at the cusps. By the Riemann-Hurwitz theorem, we see
that the genus of H0 is (n− 1)/2, as claimed. 
Similarly, we have
Lemma 14. If n is even, XH0 has four cusps {0, 1, 1/2,∞} and genus (n− 2)/2.
Proof. The points 0 and 1 are distinct cusps of H0 by the same proof as before (using
Lemma 9(ii)). Part (iii) of the same Lemma shows that when n is even, ∞ behaves
slightly differently, because now Γ¯(2) = H0〈T¯ 2〉 ∪H0〈T¯ 2〉U¯ , so that
Γ¯(2) · ∞ = (H0〈T¯ 2〉 ∪H0〈T¯ 2〉U¯) · ∞ = H0 · ∞ ∪H0 · 1
2
.
This shows that H0 has four cusps {0, 1, 1/2,∞}. Moreover, in the covering XH0 →
X(2), the cusps 0 and 1 are fully ramified and the ramification index at the other
two cusps is n/2. The Riemann-Hurwitz theorem again implies the desired genus
formula. 
We turn to the proof of Theorem 12. The relevant picture is as follows:
(6)
XH0
n
##●
●●
●●
●●
●
2

X(2)
2

XH1
n ##●
●●
●●
●●
●
X0(2)
where the arrow labels denote degrees of maps (cf. Lemma 9). We will apply the
Riemann-Hurwitz formula to the left vertical covering. The details are slightly differ-
ent according to the parity of n, so let us first assume that n is odd. Then by Lemma
13, H0 has cusps {∞, 0, 1} and genus (n − 1)/2. As H1 = H0〈V¯ 〉 and V¯ exchanges
the cusps {0, 1}, XH1 has two cusps and only the infinite cusp of XH0 ramifies. The
n elliptic points of H1 (enumerated in Lemma 11) as well as∞, each make a contri-
bution of 1 to
∑
P (eP − 1), where eP is the ramification degree at a point P ∈ XH0 .
Therefore,
2− 2gH0 = 2(2− gH1)−
∑
P
(eP − 1) ⇒ 3− n = 4− 2gH1 − (n+ 1),
and the desired result gH1 = 0 follows.
Now suppose that n is even. By Lemma 14, H0 has cusps {∞, 0, 1, 1/2} and genus
(n − 2)/2. In this case, we can check directly that V¯ exchanges the cusps {0, 1} and
{∞, 1/2}. So the only ramification arises from the n elliptic points of XH1 (Lemma 10
still applies), and we now obtain
4− n = 4− 2gH1 − n,
leading once again to gH1 = 0. This completes the proof of the Theorem. ✷
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A similar argument shows
Theorem 15. In Case C, XH is a hyperelliptic curve of genus [n/4].
Proof. (Sketch). Refer to (5) for the picture in this case. Since XH1 has genus 0 by
Theorem 12, the same is true of XH2 . Therefore, XH is hyperelliptic. XH0 has 4 cusps
{∞, 0, 1, 1/2}, H = H0〈U¯n/2V¯ 〉, and U¯n/2V¯ exchanges the cusps {0, 1}. H contains
no involutions, hence it is free, so the only ramification in the covering XH0 → XH
occurs at the cusps, and there are f ..= 0 or 2 ramified cusps. Now Riemann-Hurwitz
yields
4− n = 2(2− 2gH)− f ⇒ gH = (n− f)/4 = [n/4].

We end this section by describing algebraic equations for the hyperelliptic curves
discussed in Theorem 12. Let ρ = IndΓΓ¯0(2) χ be a representation as above, and assume
that we are in Case A, B or D of Lemma 8. The diagram (6) applies, and the discussion
of the previous section tells us that the curveX0(2) has two cusps {0,∞} and similarly
for XH1 . The bottom map in (6) is ramified only at the cusps, and it is of degree n.
Both are curves of genus 0. A hauptmodul for Γ0(2) is given by
K0(τ) =
η(τ)24
η(2τ)24
,
and one can use the transformation properties of the Dedekind eta function η, and
the factorization formula for η, to verify that K0(0) = 0 and K0(∞) = ∞. It follows
that n
√
K0 is a hauptmodul for H1.
1
In order to find an algebraic equation for the hyperelliptic curve XH0 we must
understand the ramification of the projection map XH0 → XH1 of degree two. If n is
odd then this map is ramified at the cusp ∞ and at the elliptic points of H1, while if
n is even then this map is only ramified at the elliptic points. We have seen that the
set of elliptic points is equal to the following set:{
U−j
(
1 + i
2
)
| 0 ≤ j ≤ n− 1
}
.
Since K0 is invariant under Γ, it takes the same value on all of these elliptic points.
Further, since the powers of U¯ give a set of coset representatives for H1\Γ¯0(2), it
follows that the values n
√
K0(U
−j(1+i)/2)) are the n distinct nth roots ofK0((1+i)/2)
and y2 = xn −K0((1 + i)/2) is an affine algebraic equation for the hyperelliptic curve
XH0 → XH1 . By the theory of complex multiplication, one knows that K0((1 + i)/2)
is a rational number. In fact, one can use the Chowla-Selberg formula to show that
K0((1 + i)/2) = −64. This shows that in cases A, B and D, the curve XH0 can be
described by the affine hyperelliptic equation y2 = xn + 64. We summarize some of
our conclusions in
Theorem 16. Assume that one of Cases A, B or D of Lemma 8 holds. Then XH1 has
genus 0, and the double cover XH0 → XH1 has genus
[
n−1
2
]
and is described by the affine
hyperelliptic equation y2 = xn + 64. ✷
1Compare this result with Theorem 5.
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Remark 17. Ultimately we will only prove ASD-style congruences for modular forms
arising in Case A, so we have not determined what hyperelliptic curves arise in The-
orem 15.
4. VECTOR-VALUED MODULAR FORMS OF MINIMAL WEIGHT
Section 4.3 of [6] explains how generalized hypergeometric series and the free-
module theorem of [15] allow one to describe the module of vector-valued modular
forms associated to an irreducible three-dimensional representation of Γ. The answer
is expressed in terms of the exponents of the eigenvalues of ρ(T¯ ).
Let ρ = IndΓ¯Γ¯0(2) χ be as in Theorem 2, and write χ(U¯) = e
2πir/n = λ where 0 < r < n
and gcd(r, n) = 1. Let ρ′ be a representation of Γ equivalent with ρ such that
ρ′(T¯ ) = diag(ελ, σ,−σ),
where σ2 = λ¯. Define e(z) = e2πiz. Then we have the following cases:
ρ′(T¯ ) =
{
e(diag(2r+n
2n
, n−r
2n
, 2n−r
2n
)) Cases A and C,
e(diag( 2r
2n
, n−r
2n
, 2n−r
2n
)) Cases B and D.
Not all of the exponents above necessarily lie between 0 and 1. Since we’ve chosen r
to satisfy 0 < r < n, it follows that r/n, (n− r)/(2n) and(2n− r)/(2n) all lie in [0, 1).
However, if r ≥ n/2 then (2r + n)/(2n) does not lie between 0 and 1. In this case we
replace the exponent by (2r − n)/2n. If we let r1, r2 and r3 denote these normalized
exponents, then it’s known (e.g., Lemma 2.3 of [13]) that the minimal weight k0 for
ρ satisfies k0 = 4(r1 + r2 + r3) − 2. Note that in all cases, if r is chosen as above
then r2 = (n − r)/(2n), r3 = (2n − r)/(2n), and the following table summarizes the
possibilities for r1 and k0:
r1 k0
Cases A,C and r ≥ n/2 2r−n
2n
2
Cases A,C and r < n/2 2r+n
2n
6
Cases B,D r
n
4
The value of r1 can be written uniformly as follows: set
e =


−1 in Cases A,C and r ≥ n/2,
0 in Cases B,D,
1 in Cases A,C and r < n/2.
then r1 = (2r + en)/(2n) and k0 = 2e+ 4. The exponent differences satisfy:
r1 − r2 = 3r + (e− 1)n
2n
, r1 − r3 = 3r + (e− 2)n
2n
, r2 − r3 = −1
2
.
Thus, the only way that one of these differences can be an integer is if n|3. By Lemma
4 these are precisely the cases where ρ is reducible. Assume that n ∤ 3 and write
a = r1 − k0
12
, b = r2 − k0
12
, c = r3 − k0
12
.
Then a basis (over the ring of classical scalar modular forms of level 1) for the module
of vector-valued modular forms for ρ′ is given by (F,DF,D2F ), whereD = q d
dq
− k
12
E2
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denotes the modular derivative of weight k, and where F is the vector-valued modular
form
F = η2k0

 Ka 3F2
(
a, a + 1
3
, a+ 2
3
; a− b+ 1, a− c+ 1;K)
Kb 3F2
(
b, b+ 1
3
, b+ 2
3
; b− a+ 1, b− c+ 1;K)
Kc 3F2
(
c, c+ 1
3
, c+ 2
3
; c− a+ 1, c− b+ 1;K)

 .(7)
Here K = 1728j−1 and j denotes the usual j-invariant of elliptic curves. Our first
result on F is the following.
Lemma 18. The following are equivalent.
(i) At least one of the components of F is a modular form on a congruence subgroup,
(ii) all of the components of F are modular forms on a congruence subgroup,
(iii) ker ρ′ is a congruence subgroup,
(iv) n|24.
In particular, all components of F have bounded denominators if any of these conditions
holds.
Proof. Since ρ and ρ′ are equivalent representations then ρ = Bρ′B−1 for some invert-
ible matrix B, and in particular ker ρ′ = ker ρ. Then the equivalence of (iii) and (iv)
follows from Theorem 5. On the other hand we have
F |k0γ(τ) = ρ′(γ)F (τ) (γ ∈ Γ),
so it is clear that the coordinates of F are scalar modular forms on the finite index
subgroup ker ρ′ ⊆ Γ. Therefore (ii) and (iii) are equivalent.
Now suppose that some component f of F is a modular form on a congruence sub-
group Γ¯(m), say, and assume to begin with that ρ (and therefore also ρ′) is irreducible.
Then the space of functions spanned by f |k0γ (γ ∈ Γ) coincides with the span of the
coordinates of F . Since each f |k0γ is modular on Γ¯(m) then the same is true for the
coordinates of F . So (i)⇒(ii) in this case. On the other hand, if ρ is not irreducible
then n|3 by Lemma 4 and (iv) holds. The equivalence of (i)-(iv) follows from what
we have established, and the Lemma is thus proved. 
In the remainder of this section we prove that when n does not divide 24, all three
coordinates of F have unbounded denominators. As the details are largely the same
in the three cases, we explain the argument for the first coordinate in full, and we
suppress the details for the other two coordinates.
Remark 19. Chris Marks verified this result earlier in [14] using a different but related
method, in all but finitely many cases. The exceptional cases (there are probably
many) were not made explicit in [14].
The hypergeometric series that occurs in the first coordinate of F is
3F2 (a, a+ 1/3, a+ 2/3; a− b+ 1, a− c+ 1;K) = 1 +
∑
m≥1
Cmj
−m,
where
Cm =
123m
m!
· (a)m(a+ 1/3)m(a+ 2/3)m
(a− b+ 1)m(a− c+ 1)m =
(e− 1)n+ 3r
m!
·
(
28
n
)m
·
3m+e−2∏
i=2m+e
(ni+ 3r).
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Thus, the first coordinate of F is the following modular form:
f1 ..= η
2k0j−
(e−1)n+3r
3n
(
1 + ((e− 1)n+ 3r)
∑
m≥1
{
28m
∏3m+e−2
i=2m+e (in+ 3r)
m!nm
}
j−m
)
.
Similarly, the second and third coordinates of the vector-valued modular form F are
equal to the functions
f2 ..= η
2k0j
e−1
6
+ r
2n
(
1− ((e− 1)n+ 3r)
∑
m≥1
{
26m
∏3m−1
i=m+1((2i+ 1− e)n− 3r)
(2m)!n2m
}
j−m
)
,
f3 ..= η
2k0j
e−4
6
+ r
2n
(
1− ((e− 4)n+ 3r)
∑
m≥1
{
26m
∏3m−1
i=m ((2i+ 4− e)n− 3r)
(2m+ 1)!n2m
}
j−m
)
.
Theorem 20. Let ρ = IndΓΓ¯0(2) χ be as in Theorem 2, write χ(U¯) = e
2πir/n where 0 <
r < n and gcd(r, n) = 1. Assume that n ∤ 3. Let k0 = 2, 4 or 6 denote the minimal
weight such that there exist nonzero holomorphic vector-valued modular forms for ρ,
write k0 = 2e + 4, and let f1, f2 and f3 be defined as above. Write
f1 = η
2k0 ·
∑
m≥0
am
nmm!
qm+
r
n
+ e−1
3 ,
f2 = η
2k0 ·
∑
m≥0
bm
n2m(2m)!
qm+
r
n
+ e
3
−1,
f3 = η
2k0 ·
∑
m≥0
cm
n2m(2m+ 1)!
qm+
r
n
+ e
3
−1.
Let p be a prime dividing n. If p 6= 2, 3 then all of am, bm and cm are congruent to (24r)m
mod p. Otherwise one has:
am ≡
{
(6r)m (mod 3m+1) p = 3, 32 | n,
8m (mod 23m+1) p = 2, 24 | n,
bm, cm ≡
{
(3r)2m (mod 32m+1) p = 3, 32 | n,
26m (mod 26m+1) p = 2, 24 | n.
Thus if n ∤ 24 then f1, f2 and f3 all have unbounded denominators.
Proof. We give the details of the proof for f1. The other cases are analogous. Write
j−1 = q(1 + qg(q)) with g(q) ∈ Z[[q]] of the form −744 + 356652q +O(q2). Then
j−
3r+(e−1)n
3n = q
r
n
+ e
3
−1
(
1 +
∑
x≥1
∏x−1
i=0 (3r + (2i+ e− 1)n)
(3n)xx!
(qg(q))x
)
and thus
f1
η2k0
= q
r
n
+ e−1
3
(
1 +
∑
x≥1
∏x−1
i=0 (3r + (2i+ e− 1)n)
(3n)xx!
(qg(q))x
)
×
(
1 + ((e− 1)n+ 3r)
∑
m≥1
{
28m
∏3m+e−2
i=2m+e (in + 3r)
m!nm
}
(1 + qg(q))mqm
)
.
16 CAMERON FRANC AND GEOFFREY MASON
This gives the following q-expansion for f1η
−2k0q−
r
n
− e−1
3 :
1 +
∑
x≥1
∏x−1
i=0 (3r + (2i+ e− 1)n)
(3n)xx!
(qg(q))x + ((e− 1)n+ 3r)×
(∑
m≥1
m∑
y=0
(
m
y
){
28m
∏3m+e−2
i=2m+e (in+ 3r)
m!nm
}
qm+yg(q)y+
∑
x≥1
∑
m≥1
m∑
y=0
(
m
y
){
28m
∏x−1
i=0 (3r + (2i+ e− 1)n)
∏3m+e−2
i=2m+e (in+ 3r)
3xnm+xm!x!
}
qm+x+yg(q)x+y
)
.
Suppose that p|n and p 6= 2, 3 or 31 (the prime divisors of 744). Then the coefficient
of qm in this expression is a rational number of the form
(−248)m∏m−1i=0 (3r + (2i+ e− 1)n)
nmm!
+ ((e− 1)n+ 3r)×
(
28m
∏3m+e−2
i=2m+e (ni+ 3r)
nmm!
+
m−1∑
s=1
(
m
s
)
(−248)s28(m−s)∏s−1i=0 (3r + (2i+ e− 1)n)∏3(m−s)+e−2i=2(m−s)+e (ni+ 3r)
nmm!
)
plus terms with lower powers of p in the denominator. This shows that this coefficient
is of the form at
ntt!
where at is an integer congruent mod p to
(−744r)t + (3r)t
(
28t +
t−1∑
s=1
(
t
s
)
(−248)s28(t−s)
)
≡ (24r)t (mod p).
This proves the theorem for p 6= 2, 3, 31.
If p = 31 then the coefficient of qm in the expression for f1η
−2k0q−
r
n
− e−1
3 is a rational
number of the form α/nmm!, where
α = ((e− 3)n+ 3r)
(
28m
3m+e−2∏
i=2m+e
(ni+ 3r)
)
≡ (768r)m ≡ (24r)m (mod 31),
plus a rational number with lower powers of 31 in the denominator. This proves the
theorem in this case.
Next consider p = 2 and suppose that 24|n. Write n = 24η. Then in this case the
q-expansion that we’re interested in is
1 +
∑
x≥1
31x
∏x−1
i=0 (3r + (2i+ e− 1)24ν)
(2ν)xx!
(qg′(q))x + ((e− 1)24ν + 3r)×
(∑
m≥1
m∑
y=0
(
m
y
){
(93)y
∏3m+e−2
i=2m+e (2
4iν + 3r)
m!νm
24m+3y
}
qm+yg′(q)y +
∑
x≥1
∑
m≥1
m∑
y=0(
m
y
)
(93)x+y23y+4m−x
∏x−1
i=0 (3r + (2i+ e− 1)24ν)
∏3m+e−2
i=2m+e (2
4iν + 3r)
3xνm+xm!x!
qm(qg′(q))x+y
)
.
where g′ = g/744. In this case we see that the coefficient of qm is of the form
(−31)m∏m−1i=0 (3r + (2i+ e− 1)24ν)
(2ν)mm!
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plus a rational number with fewer powers of 2 in its denominator. Thus, the coeffi-
cient is of the form α/(2ν)mm! where α is an odd integer, and so if we write it in the
form am/n
mm! we see that am = 2
3mα ≡ 23m (mod 23m+1).
Finally consider p = 3 and suppose that 32|n. Write n = 32ν, so that in this case
we’re interested in
1 +
∑
x≥1
248x
∏x−1
i=0 (r + (2i+ e− 1)3ν)
(3ν)xx!
(qg′(q))x + ((e− 1)3ν + r)×
(∑
m≥1
m∑
y=0
(
m
y
)
28m248y3y
∏3m+e−2
i=2m+e (3iν + r)
m!(3ν)m
qm+yg′(q)y +
∑
x≥1
∑
m≥1
m∑
y=0(
m
y
)
28m
∏x−1
i=0 (r + (2i+ e− 1)3ν)
∏3m+e−2
i=2m+e (3iν + r)248
x+y
3m+x−yνm+xm!x!
qm(qg′(q))x+y
)
.
In this case we see that the coefficient of qm is of the form
(−248)m∏m−1i=0 (r + (2i+ e− 1)3ν)
(3ν)mm!
+ ((e− 1)3ν + r)×
(
28m
∏3m+e−2
i=2m+e (3iν + r)
m!(3ν)m
+
m−1∑
x=1
(
m
x
)
28(m−x)(−248)x∏x−1i=0 (r + (2i+ e− 1)3ν)∏3(m−x)+e−2i=2(m−x)+e (3iν + r)
(3ν)mm!
)
.
plus a rational number with fewer powers of 3 in the denominator. We thus see that
the coefficient is of the form α/(3ν)mm! where α is an integer satisfying
α ≡ rm
(
1 + 28m +
m−1∑
x=1
(
m
x
)
28(m−x)
)
≡ (2r)m (mod 3)
Thus, if we write the coefficient as am/n
mm! then am ≡ (6r)m (mod 3m+1). This
concludes the proof of the congruences for f1, and the final claim follows immediately
from them. 
5. UNBOUNDED DENOMINATORS IN THE GENERAL CASE
In this Section, we consider the question of unbounded denominators for vector-
valued modular forms of arbitrary weight associated with the induced representation
ρ (cf. Proposition 2). Stated in terms of modular forms on Γ¯0(2), the main result is as
follows.
Theorem 21. Let f ∈Mk(Γ¯0(2), χ) be a nonzero holomorphic modular form, where χ is
as in (2). Suppose that f has algebraic Fourier coefficients. If p is a prime dividing n, the
powers of p that divide the denominators of f are unbounded under any of the following
circumstances: p ≥ 5; p = 3 and p2|n; p = 2 and p4|n. In particular, the following are
equivalent:
(a) f has bounded denominators;
(b) n|24;
(c) f is a congruence modular form.
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By Theorem 20, the conclusions of the Theorem hold if, in place of f , we take one
of the components f1, f2 or f3 of the vector-valued modular form F that we studied
in the previous Section. The idea of the proof of Theorem 21 is to transfer this special
result for F into a general result about vector-valued modular forms. The methods for
doing this are essentially already in the literature ([16], [15], [5]), though they are
not stated in the form that we need here. We will therefore give some of the details.
First we must revert to the original induced representation ρ described in Propo-
sition 2 from the equivalent representation ρ′ used in Section 4. We always assume
that n does not divide 3, so that ρ is irreducible (Lemma 4). Let
H(ρ) = ⊕k≥k0H(k, ρ)
be the Z-graded space of vector-valued modular forms associated with ρ. Similarly,
we have H(ρ′). If B is an invertible matrix that intertwines ρ and ρ′, i.e., Bρ′B−1 = ρ,
then the map F 7→ BF induces an isomorphism of Z-graded spaces H(ρ′) ∼=−→ H(ρ).
We have already pointed out that the minimal weight of a nonzero form in H(ρ′) is
k0 = 2, 4 or 6, so the same is true for H(ρ). We take the matrix B to be
B ..=

1 0 00 1 1
0 ǫσ −ǫσ

 ,
so that Bρ′(T¯ )B−1 = ρ(T¯ ). Because F ..=
(
f1
f2
f3
)
satisfies F ∈ H(k0, ρ′) then BF ∈
H(k0, ρ), and BF =
(
f1
f2+f3
ǫσ(f2−f3)
)
. From Theorem 20 we immediately deduce
Lemma 22. Let F0 ..= BF be as above. Then F0 has algebraic Fourier coefficients.
Moreover, if p is a prime dividing n, the powers of p that divide the denominators of the
Fourier coefficients of each of the components of F0 are unbounded under any of the
following circumstances: p ≥ 5; p = 3 and p2 | n; p = 2 and p4 | n. ✷
For a field E ⊇ Q we write
HE(ρ) := ⊕k≥k0HE(k, ρ),(8)
for the Z-graded space of vector-valued modular forms whose Fourier coefficients lie
in E. LetME be the space of classical modular forms on Γ with Fourier coefficients in
E, and let
D : H(k, ρ)→H(k + 2, ρ)
be the usual differential operator D = Dk : f 7→ q dfdq − kE212 f. The ring of differential
operators ME(D) consists of (noncommutative) polynomials in D with coefficients
in ME and satisfying Df − fD = D(f). This ring acts naturally on HE(ρ), with ME
acting componentwise.
We now prove
Theorem 23. Suppose that F ∈ H(k, ρ) has algebraic coefficients. If p is a prime divid-
ing n, the powers of p that divide the denominators of the Fourier coefficients of each of
the components of F are unbounded under any of the following circumstances: p ≥ 5;
p = 3 and p2 | n; p = 2 and p4 | n.
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Proof. (Cf. Section 3 of [5].) We use the following assertion: (⋆) if I ⊆ HE(ρ) is
a nonzero ME(D)-submodule, and if ∆ = η
24 is the usual discriminant, then some
power∆r of∆ annihilates HE(ρ)/I. Indeed, the proof given in [5] for the case E = Q
applies in general.
We takeE = Q¯with I the set of formsG ∈ HQ¯(ρ) that do not satisfy the conclusions
of the Theorem. So there is an index j and a large enough integer N (depending on
G and j) such that the Fourier coefficients of the jth component Gj of G is such that
pNGj is p-integral. Here, p is a prime divisor of n, as in the statement of Lemma 22.
Now I is an MQ¯(D)-submodule of HQ¯(ρ), so by (⋆) we can conclude that either
I = 0 or there is an integer r such that ∆rF0 ∈ I, where F0 is as in Lemma 22.
In the latter case, there is a power pN of p and an index j such that pN∆r(F0)j is
p-integral, in which case pN(F0)j is itself p-integral. Because this contradicts Lemma
22, the conclusion is that I = 0. The Theorem follows immediately. 
Finally, suppose that f ∈ Mk(Γ¯0(2), χ) is a holomorphic modular form with alge-
braic Fourier coefficients. By Proposition 2, f is the first component of a vector-valued
modular form F ′ ∈ HQ¯(k, ρ), and we can then apply Theorem 23 to F ′ to complete
the proof of Theorem 21.
6. CONGRUENCES
Let n be a positive integer and let 0 < r < n be another integer. Define the character
χn,r : Γ¯0(2)→ C× by setting χn,r(U¯) = e2πir/n and χn,r(V¯ ) = −1. Assume that n is odd
and r > n/2, so that we are in Case A with a minimal weight of 2 for ρ = Indχ.
In this case H0 = kerχ = 〈U¯n〉Γ0(2)′. Set X = XH0 , which is a hyperelliptic curve
of genus gX = (n − 1)/2 (cf. Theorem 16). One can use Riemann-Roch to show that
S2(Γ¯0(2), χn,r) is one dimensional for each such pair (n, r), and we have
S2(H0) =
n−1⊕
r=(n+1)/2
S2(Γ¯0(2), χn,r).
By looking at the first coordinate of the corresponding vector-valued modular forms,
one obtains a basis for S2(H0) as follows.
2
Theorem 24. Let n be an odd integer that does not divide 3 and set H0 = 〈U¯n〉Γ¯0(2)′.
Then dimC S2(H0) = (n− 1)/2 and a basis for this space is given by the modular forms
fn,r ..= η
4K
r
n
− 2
3 3F2
(
r
n
− 2
3
,
r
n
− 1
3
,
r
n
;
3r
2n
,
3r
2n
− 1
2
;K
)
where r runs from (n+ 1)/2 up to n− 1.
After Theorem 16 we may also interpret these modular forms as a basis of holomor-
phic differentials on the smooth projective hyperelliptic curve defined by the affine
equation y2 = xn + 64.
2Let ρ′ be a representation equivalent to ρ such that ρ(T¯ ) is diagonal. It was observed above that the
first coordinate of a vector-valued modular form for ρ is a modular form onH0. This will still be true for
the eqiuvalent representation ρ′, and it is this particular representation that is used to prove Theorem
24.
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Example 25. The geometric considerations of this paper were inspired by the follow-
ing computation: let n = 5. Then one checks that
dimC Sk(H0) =
{
2 k = 2,
6 k = 4.
Since X is hyperelliptic, the canonical embedding is not a closed embedding in this
case. To find a projective model for H0\H∗, one can instead use modular forms of
weight 4.
To describe S2(H0) we use the characters χ(5,3) and χ(5,4). Let f1 and f2 denote the
corresponding cusp forms. One finds that
f1 = η
4K−
1
15 3F2
(
− 1
15
,
4
15
,
3
5
;
9
10
,
2
5
;K
)
= q10 − 28
5
q1110 +
222
52
q2110 +
168
53
q3110 −
5071
54
q4110 −
123732
56
q5110 −
58634
57
q6110 + · · · ,
f2 = η
4K
2
15 3F2
(
2
15
,
7
15
,
4
5
;
6
5
,
7
10
;K
)
= q310 −
4
5
q1310 −
102
52
q2310 +
296
53
q3310 +
1839
54
q4310 +
15324
56
q5310 +
463134
57
q6310 + · · · ,
where q10 = e
2πiz/10. One can similarly show that
f3 = η
4K−
1
6 2F1(−1/6, 1/6; 1/2;K),
f4 = η
4K1/3 2F1(1/3, 2/3; 3/2;K),
describe a basis for M2(Γ¯(2)) (see Example 21 of [6]), and the forms f1, f2, f3 and f4
define a basis forM2(H0). The forms
G1 = f
2
1 , G2 = f1f2, G3 = f
2
2 ,
G4 = f1f3, G5 = f2f3, G6 = f2f4.
then yield a basis for S4(H0), and it defines a closed embedding X → P5C via
z 7→ (G1(z) : G2(z) : G3(z) : G4(z) : G5(z) : G6(z)).
The image is the smooth curve whose zero locus is defined by the homogeneous
equations 

X21 −X4X5 + 64X3X6
X1X2 −X25 + 64X26
−X22 +X1X3
−X2X4 +X1X5
−X2X3 +X1X6
−X3X4 +X2X5
−X23 +X2X6
X3X5 −X4X6


.
In the affine chart defined by X6 6= 0 the curve is given by
{(a3 : a2 : a : ab : b : 1) ∈ P5 | a5 − b2 + 64 = 0},
where a = X3/X6 and b = X5/X6. This is as expected by Theorem 16.
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Before we state and prove our congruence result we must prepare with some pre-
liminary definitions and results. Let q = pr be a prime power and let χ denote a
character of the cyclic group F×q . Extend χ to a function on Fq by setting χ(0) = 0 if
χ 6= 1 and χ(0) = 1 otherwise. Recall that the Gauss sum G(χ) of such a character χ
is the complex number
G(χ) ..=
∑
u∈Fq
χ(u)e(TrFq/Fp(u)/p).
If χ′ is a second character of F×q , then the Jacobi sum J(χ, χ
′) associated to χ and χ′
is the complex number
J(χ, χ′) ..=
∑
u1+u2=1
χ(u1)χ
′(u2).
Lemma 26. Let χ and χ′ be characters of F×q . If χχ
′ is nontrivial then
J(χ, χ′) =
G(χ)G(χ′)
G(χχ′)
.
Proof. Theorem 2.1.3 of [3]. 
Lemma 27. Let n be an odd positive integer and let p be an odd prime congruent to −1
mod n. Let q = p2t, and let χ be a character of F×q of order n. Then the Gauss sum G(χ)
satisfies G(χ) = (−1)t+1pt.
Proof. See Theorem 11.6.3 of [3]. 
Proposition 28. Let n be an odd integer and let p be a prime satisfying p ≡ −1 (mod n).
Then the numerator of the zeta function of a smooth projective model of the affine curve
y2 = xn + 64 is equal to Lp(T ) = (1 + pT
2)(n−1)/2.
Proof. Use results of Weil [18] and the preceding results on Gauss and Jacobi sums.

An n-term congruence result for weight two modular forms on X follows immedi-
ately from Proposition 28 and Theorem 6.1 of [7]. The factorization of the L-function
of X into quadratic factors suggests that one might be able to reduce this to a three-
term congruence relation of Hecke type. Our next theorem confirms that such con-
gruence relations indeed hold.
Theorem 29. Let n be an odd integer that does not divide 3, let r denote an integer
between (n + 1)/2 and n − 1, and let fn,r be a modular form of weight 2 on X as
in Theorem 24. Let N = 2n and let fn,r(qN) =
∑
m≥1 amq
m
N denote the qN -expansion of
fn,r, where qN = e
2πiz/N . Then for all primes p ≡ −1 (mod n), and for all indicesm ≥ 1,
one has the congruence
ap2m + pam ≡ 0 (mod p2+vp(m)).
Proof. If gcd(n, r) > 1 then we may replace n and r by n/ gcd(n, r) and r/ gcd(n, r)
and work on the curve y2 = xn/ gcd(n,r) + 64. We may thus assume without loss of
generality that gcd(n, r) = 1.
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Let G = Γ¯0(2)/H0 ∼= (Z/nZ)× (Z/2Z) and let ζ denote a primtive nth root of unity.
Then G acts on X via (r, e) · (x, y) = (ζrx, ey). Recall that there is a decomposition
S2(H0) =
n−1⊕
r=(n+1)/2
S2(Γ¯0(2), χn,r)
where S2(Γ¯0(2), χn,r) is the χn,r-isotypic piece of S2(H0) under the induced action of
the finite abelian group G. Furthermore, each of these pieces is one-dimensional. The
idea now is to use this group action and Theorem 6.1 of [7].
Let p ≡ −1 (mod n) be a prime, so that if q = p2, then Fq contains a primitive nth
root of unity. Thus, if we now write Xq for the reduction of X mod p, basechanged
to Fq, then G acts on Xq over Fq. Let F denote the qth power Frobenius. We wish to
compute the twisted L-series
L(Xq, χn,r, T ) ..= exp
(
1
2n
∑
m≥1
Tm
m
∑
g∈G
Tr(χn,r(g
−1))
∣∣X(F¯q)Fmg∣∣
)
= exp

 12n
∑
m≥1
Tm
m
∑
d|n
n/d∑
a=1
gcd(a,n
d
)=1
{∣∣X(F¯q)Fm(ad,0)∣∣− ∣∣X(F¯q)Fm(ad,1)∣∣}
ζadr

 .
Note that q ≡ 1 (mod n) and q odd imply
X(F¯q)
Fm(ad,e) = {(x, y) ∈ X(F¯q) | (ζadFm(x), (−1)eFm(y)) = (x, y)} ∪ {∞}.
These conditions force x ∈ Fqmn/d and y ∈ Fq2m/ gcd(2,e) . Let us now set
N(m, ad, e) =
∣∣{(x, y) ∈ F¯2q | y2 = xn + 64 and (ζadFm(x), (−1)eFm(y)) = (x, y)}∣∣
so that
L(Xq, χn,r, T ) = exp

 1
2n
∑
m≥1
Tm
m
∑
d|n
n/d∑
a=1
gcd(a,n/d)=1
ζ−adr {N(m, ad, 0)−N(m, ad, 1)}


= exp

1n
∑
m≥1
Tm
m
∑
d|n
n/d∑
a=1
gcd(a,n/d)=1
ζ−adr
∑
u1−u2=−64
u1,u2∈Fqm
N(xn = u1;F
m(x) = ζ−adx)κ(u2)


where κ denotes the quadratic character of F×qm . If x
n = u1 and F
m(x) = ζ−adx, then
the other solutions of xn = u1 are the ζ
jx, and Fm(ζjx) = ζj−adx. Note that ζ−ad is
a primitive (n/d)th root of unity. It follows that the condition Fm(x) = ζ−adx forces
Fqmn/d) = Fqm(x). These observations show that
N(xn = u1;F
m(x) = ζ−adx) =
1
φ(n/d)
N(xn = u1;Fqmn/d = Fqm(x)).
In particular, this quantity is independent of a. Note that if m is an integer, and if ζm
is a primitive mth root of unity, then
m∑
a=1
gcd(a,m)=1
ζ−arm =
m∑
a=1
∑
b|gcd(a,m)
µ(b)ζ−arm =
∑
b|m
µ(b)
m/b∑
a=1
ζ−abrm = m
∑
b|m
m|br
µ(b)
b
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where µ is the Moebius function. We thus see that L(Xq, χn,r, T ) is equal to
exp

 1n
∑
m≥1
Tm
m
∑
d|n
µ(d)
φ(d)
∑
u1−u2=−64
u1,u2∈Fqm
N(xn = u1;Fqmd = Fqm(x))κ(u2)

 ;
note that the condition d|b replaced d|br, which is permissible since gcd(n, r) = 1.
Define an arithmetic function α as α(x) =
∏
p|x(−1)vp(x). An inclusion-exclusion
argument allows one to eliminate the condition Fqmd = Fqm(x). We deduce that
L(Xq, χn,r, T )
= exp

 1n
∑
m≥1
Tm
m
∑
d|n
µ(d)
φ(d)
∑
u1−u2=−64
u1,u2∈Fqm
∑
c|d
α(d/c)N(xn = u1; x ∈ Fqmc)κ(u2)

 .
We have N(xn = u1; x ∈ Fqmc) =
∑
χn=1 χ(u1), where the sum runs over all characters
of F×qmc of order dividing n. Since u1 is in Fqm , we’d like to sum over characters of Fqm
instead. The characters of F×qmc of order n restrict to characters of F
×
qm of order n/c.
Applications of Lemmas 26 and 27 yield∑
χn/c=1
∑
u1−u2=−64
u1,u2∈Fqm
χ(u1)κ(u2) =
∑
χn/c=1
(−1)m+1pm,
so that we deduce
L(Xq, χn,r, T ) = exp

−∑
m≥1
(−pT )m
m
∑
d|n
µ(d)
φ(d)
∑
c|d
α(d/c)

 .
Note that
∑
c|d
α(c) =
∏
p|d
vp(d)∑
t=0
α(pt) =
∏
p|d
(−1)vp(d) + 1
2
=
{
1 d = z2,
0 d 6= z2.
Since the Moebius function µ vanishes on squares, save for µ(1) = 1, we conclude
that L(Xq, χn,r, T ) = 1 + pT . Theorem 6.1 of [7] now implies that amp2 + pam ≡ 0
(mod p2+vp(m)) for all m ≥ 1. 
Remark 30. It would be of interest to find a proof of Theorem 29 that uses our ex-
plicit formulae for the modular forms fn,r in place of the use of Theorem 6.1 of [7].
Presumably such a proof would then generalize to Cases B and C of this paper, where
the minimal weights are 4 and 6. For this it might be useful to note that η(6τ)4 is
the newform corresponding to the elliptic curve y2 = x3 + 1 of conductor 36, whose
q-expansion is well-understood (cf. Proposition 8.5.3 of [4]).
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