INTRODUCTION
In this paper we confine our attention almost exclusively to complex matrices. The vector space spanned by complex matrices of order m × n is denoted by m×n . Matrices are denoted by capital letters and column vectors by lower-case letters. We recall some definitions. A square matrix V ∈ m×m is called almost definite (a.d.) if x * Vx = 0 ⇒ Vx = 0 [6] . V is positive semidefinite (p.s.d) if Re x * Vx ≥ 0 [6, 9] . A negative semidefinite (n.s.d) matrix can be defined in a similar manner. V is almost positive definite (a.p.d.) if it is both a.d. and p.s.d. We shall find it convenient to refer to matrices that are either p.s.d or n.s.d as sign semidefinite (s.s.d). A A * ρ A A and A denote respectively the transpose, conjugate transpose, rank, column space, and null space of A. Further for the matrix V ∈ m×m , V denotes the set x x * Vx = 0
If V ∈ m×m it is seen that the matrices V re = V + V * /2 and V im = − √ −1 V − V * /2 are hermitian matrices. The identity
allows us to interpret these two hermitian matrices as those corresponding to the real and imaginary parts of V , respectively. The decomposition described in (1.1) is sometimes called the Cartesian decomposition of the square complex matrix V . The cartesian decomposition has been extensively used in matrix perturbation studies; see, for example, Stewart and Sun [15] and a more recent monograph by Bhatia [3] . The advantages of working with hermitian matrices is that the almost definiteness of a hermitian matrix is easily verified as shown in Lemma 2.1. Mitra and Odell [12] use the cartesian decomposition to characterise a.p.d. matrices. A similar decomposition is available for real square matrices (spanning the vector space m×m )
where V + V /2 and V − V /2 are respectively the symmetric and skew symmetric parts of V . For completeness we record here the similarity and some major differences. Since the symmetric matrices of order m × m span a subspace of m×m and so do the skew symmetric matrices of the same order, with the null matrix as the only common member of these two subspaces, the expression (1.2) may be interpreted as defining the projection of the real square matrix V onto the subspace of symmetric matrices along the subspace of skew symmetric matrices of the same order. On the other hand the hermitian matrices of order m × m by themselves do not constitute a vector space. In fact it is possible to construct m 2 hermitian matrices of order m × m which are linearly independent on the complex field. The hermitian matrices of order m × m therefore span the entire vector space m×m . Nevertheless the expression (1.1) can still be interpreted as defining an orthogonal projection in a sense to be elaborated as follows.
For a pair of square matrices V and W in m×m let us define the inner product
where tr denotes trace, and let the pair of hermitian matrices A B of order m × m be the pair corresponding to the real and imaginary parts of
and tr E * A = 1/4 tr V * 2 − V 2 which in turn implies that
noting that B = √ −1E. Let H be an arbitrary hermitian matrix of order m × m Then V − H re = V re − H and V − H im = V im We have therefore
using (1.4) once again substituting V − H for V and A − H for A. This leads to the inequality
Though the hermitian matrices of order m × m do not span a vector subspace of m×m the collection of hermitian matrices is rich enough to qualify as a closed convex subset of the same vector space. Thus (1.5) may be interpreted as claiming that V re = A is the hermitian matrix closest to V in terms of the norm induced by the inner product (1.3).
CHECKING ALMOST DEFINITENESS OF AN ARBITRARY COMPLEX MATRIX
Just as a complex number can be represented on the plane by a pair of real numbers, (1.1) shows that an arbitrary square complex matrix can be represented by a pair of hermitian matrices.
The following Lemma 2.1 provides a powerful tool in showing in particular cases that a given matrix V is not a.d.
V is a vector subspace of m .
Proof. (Only if part). Let a complex matrix
Since the reverse inclusion
follows as a simple consequence of the notations and as explained in the Introduction it follows that
This induces V to be a vector subspace of m . (If part) We show here that if V fails to qualify as a vector subspace of m then V is not a.d. Note that according to (2.2), V is already a vector subspace of m . If V is not so then it must contain a nonnull vector x that is not in V . Clearly V is not a.d.
Lemma 2.2 is a simple consequence of the representation of the square complex matrix in terms of a pair of hermitian matrices Lemma 2.2. Let V be an arbitrary square complex matrix and A = V re and B = V im Then
Since x * Ax and x * Bx are real numbers the vanishing of the complex number x * Vx implies the vanishing of both its real and imaginary parts. That is, 
Observe that H = H + + H − where both H + and H − are nonnull matrices. Let the first and the p + 1 st columns of U be denoted by u 1 and u p+1 respectively, and corresponding diagonal entries be d
The proof of Lemma 2.3 leaves enough indications on how the entire set V could be evaluated for an arbitrary square complex matrix V if one is serious about it. For the limited purpose of proving Lemma 2.3 it was necessary to show that the set H has nonempty intersection with the complement of V . Alternately due to the equivalence of (2.1) and (2.3) it suffices to demonstrate the failure of H to qualify as a vector subspace.
For this one should have p ≥ 1 q ≥ 1 and at least for one of them strict inequality must hold. We shall consider the case where p = 2 and q = 1.
Here 
has to be a member of the same vector space. However, it is easy to check that It is seen that unless V is s.s.d., i.e., at most one of p and q is nonnull, the vectors x in V span the entire m dimensional euclidean space m p + q + z = m and yet they do not cover the whole of m . A vector x ∈ m which is missed out in V is given by the same expression (2.3) with a i = 2/ 2p − 1 for all i and b j = 1/ q + 1 for all j. Exclusion of this vector from V is a consequence of the failure to meet the restrictions imposed on the coefficients a i and b j in the statement of Lemma 2.4.
We now proceed to the main theorems of this paper. Proof. Suppose V is not a.d. This implies the existence of column vector x such that x * Vx = 0 Vx = 0 i.e.,
Equation (2.4) implies
and
Note that we have made use of the fact that vanishing of the complex number x * Ax + √ −1x * Bx implies that both its real and imaginary parts are zero. However, since A is a.d.
Similarly,
These two together imply that Vx = A + √ −1B x = 0 which is a contradiction. 
Proof of Theorem 2 2. (If part)
We assume here that conditions (2.10) and (2.11) hold. While establishing (2.4) we have noticed that x * Vx = 0 implies x * Ax = 0andx * Bx = 0. Since B is a.d., x * Bx = 0 ⇒ Bx = 0 i.e., x ∈ B or in other words x = y for some y. Thus x * Ax = y * * A y = 0. Using (2.8) we conclude * A y = 0. On account of rank condition (2.11) we have the result Ax = A y = 0. Therefore Vx = A + √ −1B x = 0. Almost definiteness of V is thus established.
(Only if part) Here we shall prove that negation of (2.10) and (2.11) implies negation of almost definiteness of V . Assume that either condition (2.10) is false, or condition (2.10) is true, but the rank conndition (2.11) does not hold. In either case there exists vector y such that y * * A y = 0 and * A y = 0. Since by choice of B = 0. This statement could be equivalently stated as y * * V y = 0 but * V y = 0, which in turn implies that V is not a.d. This concludes the proof of the "only if part" and thus Theorem 2.2 as well.
The only case left out is when A = V re and B = V im are both not a.d. Among such cases the simplest to treat are those where one of these matrices is a nonnull multiple of the other. This is covered in Theorem 2.4. Proof. The proof is trivial once it is noticed the premises here imply that V is also a nonnull multiple of each of the matrices A and B.
Next in order of simplicity is the case where
Theorem 2.5. V is a.d. when (2.14) holds.
Proof. On account of Lemma 2.2 condition (2.14) implies V = 0 Thus V is indeed a vector subspace of m of dimension 0 An appeal to Lemma 2.1 shows that V is a.d.
The results obtained so far can be summarised as in Table I . If V is hermitian it is relatively easy to determine if it is not a.d. All that is necessary is to exclude the possibilities of V being hermitian positive semidefinite or hermitian negative semidefinite. But how does one find if V is a.d. in the general case? In this paper cartesian decomposition is used to answer this question by considering separately the four mutually exclusive and exhaustive possibilities as classified in Table I. In Lemma 4 of Duffin and Morley [6] it is shown that if V is a.d. then there exists a complex number λ such that λV is a.p.d. Ando [1] provides an alternative proof of this lemma where he appeals to the Toeplitz-Hausdorff Theorem in matrix analysis. See Glazman [7, p. 195] . Let us first consider a numerical example involving matrices of order 2 × 2 Example 1. A = diag 1 −1 B = diag −2 1 . Note that here the matrices A and B commute, besides being hermitian matrices,
Thus the pair of equations x * Ax = 0 and x * Bx = 0 have no nonnull common solution. Lemma 3.1 is easily proved by direct multiplication. With choice of matrices A and B as in Example 1 and the scalars a = −3 b = 2 we have λV re = diag 1 1 . Thus here the Duffin Morley Lemma is surely true. In fact with diagonal matrices of order 2 × 2 the choice of λ is rather limited. It is seen that here whatever may be matrices A and B it is possible to choose the coefficients a and b such that in the linear combination aA − bB one or more coordinates are knocked out. Note that the requirement that these matrices be not a.d. requires both the diagonal entries to be nonnull with one of them being positive and the other negative, thus ensuring almost definiteness of λV . If the surviving coordinate is positive then λV is a.p.d., otherwise a reversal of the signs of both a and b ensures the same.
Interestingly enough the case m = 2 is an isolated case and what was seen to be true for 2 × 2 matrices may not be true for square matrices of higher order. The situation reminds us of a problem which was studied by Arveson, Calderon, and others. The question was asked whether a real biquadratic form assuming only non-negative values can be expressed as the sum of squares of bilinear forms. The authors in Mitra and Bose [10] provide two other equivalent formulations of the same problem. One of these equivalent formulations appears naturally in a statistical problem studied by Mitra and Moore-Thorne [11] . Calderon [4] provided the answer in the affirmative if the biquadratic form involves m x-variables x 1 x 2 x m and n y-variables y 1 y 2 y n and if min m n = 2. Choi [5] through an interesting counterexample shows that this claim is false in general. For this example m and n were both chosen to be 3.
THE MOTIVATION FOR THIS PAPER
A general linear electromechanical system is defined by a pair of equations,
where b ∈ A and Z is a.d. For an interpretation of Eqs. (4.15), (4.16) in terms of Kirchoff's and Ohm's laws, one would be referred to the original paper by Duffin and Morley [6] . The matrix A is called the structure operator and Z the constitutive operator of the system. It was shown in [6] that Eqs. (4.15), (4.16) are jointly consistent and for a solution x ν of this system, ν is unique if one requires ν ⊂ A . Further there is a unique matrix Z with Z ⊂ A * Z ⊂ A * and Z b is the unique ν as stipulated above. The matrix Z is called the transfer impedance. The hybrid addition of networks is studied in somewhat greater detail in [14] .
It was pointed out by Duffin and Morley [3] that the unique transfer impedance exists for every structure operator A (with the same number of rows as in constitutive operator Z) iff Z is a.d. See [13, Lemma 2.10] in this connection. How does one determine if a given matrix Z is a.d.? This is an important question indeed in the context of the above discussion. Section 2 shows the way.
