The Cartesian product of interconnection networks has been investigated recently as a method for combining desirable properties of component networks. This paper presents a unified framework for obtaining and comparing properties of a virtually unlimited number of product networks. This work complements results appeared in the literature for product networks and conducts a comparative study between several networks including hypercubes, meshes, star graphs, deBruijn networks, product-shuffle networks, hyper-Petersen networks, mesh-connected-trees, hyper-deBruijn networks, dBCubes, star-cube networks, and hyperstar networks. The comparison is based on network scalability, broadcasting cost, embedding of other topologies, VLSI layout, cost/performance ratio, and other static parameters such as degree, diameter, and number of links.
INTRODUCTION
There has been increasing interest in product networks as a unified framework for studying interconnection networks [4-6, 8, 9, 16, 18, 21] . This framework covers a wide range of well-known topologies such as hypercubes, k-ary n-cubes, meshes, and generalized hypercubes. Based on this framework several other examples of product networks have been proposed and studied including hyperPetersen network [4] , folded Petersen cube network [16] , mesh-connected-trees [8] , product-shuffle network [18] , hyper-deBruijn network [9] , star-cube network [6] , and hyperstar network [5] . Rosenberg [18] studies the product-shuffle network (product of deBruijn graphs) and obtains embedding, network emulation, and VLSI layout results for this product network. A product-shuffle network can be viewed as a generalized model for both butterfly and shuffle-oriented networks. Ganesan and Pradhan [9] investigate properties of the Cartesian product of hypercubes and deBruijn networks, proving its attractiveness as compared to its component graphs. The resulting network, the hyper-deBruijn, possesses flexibility in terms of number of connections per node and allows simple VLSI layouts.
Another class of ''hybrid'' networks that share properties of hypercube and deBruijn networks are the dBCubes [3] . The dBCube of dimension (2
) is constructed by replacing each node in an n-dimensional deBruijn network of radix 2 d − 1 by a hypercube of dimension d. This product network uses fewer links per node to achieve the same diameter as the hypercube.
In [4] , Das and Banerjee studied the graph product of the hypercube and the Petersen graph. The hyper-Petersen covers 25% extra nodes using the same number of links as the hypercube. The n-dimensional hyper-Petersen graph, HP n , n \ 3, is a Cartesian product of an (n − 3)-cube and a 10-node Petersen graph. The folded Petersen cube [16] has been presented as a generalization of the hyper-Petersen networks. The k-dimensional folded Petersen cube FPQ n, k is constructed by applying the Cartesian product operation on k similar copies of the 10-node Petersen graph and one copy of the n-dimensional hypercube.
The mesh-connected-trees is a multidimensional product network that has been investigated in [8] . The r-dimensional mesh-connected-trees, MCT r (2 h − 1), is obtained by combining r similar h-level complete binary trees using the Cartesian product operation. Efe and Fernández have shown in [8] that MCT networks are computationally more powerful than grids and complete binary trees.
The n-dimensional binary hypercube is probably the most popular topology, used in a variety of commercial and experimental multiprocessor systems such as the Cosmic Cube, the Intel iPSC systems, the Ametek/Symult S-series, the NCUBE, and the Connection Machines. Another topology that has drawn a lot of attention recently is the star graph [1] . Due to its small diameter and sublogarithmic degree, the star graph outperforms the hypercube in many aspects [7] . Motivated by these facts, we include in the comparison the Cartesian product of the star graph and the hypercube. The star-cube [6] and the hyperstar [5] benefit from the small diameter and sublogarithmic degree of the star graph and facilitate algorithm portability of the existing hypercube-based parallel algorithms.
There are two major contributions presented in this paper. First, additional results for the Cartesian product of interconnection networks are established. Second, a comparative study on eight product networks (hypercube, mesh, productshuffle, hyper-Petersen, mesh-connected-trees, hyper-deBruijn, star-cube, and hyperstar) and three related networks (star graph, deBruijn network, and dBCube network) is conducted. For each network, we have collected some of the considered measures from previous works and we have established in this paper the missing ones. All these measures have then been tabulated for comparison purposes. On one hand, this work brings answers to open questions. On the other hand, it offers a unified framework for comparing the considered networks from various respects.
BACKGROUND MATERIAL
Product networks can be built using any set of heterogeneous factor networks [6] . However, most of the proposed product networks concentrate on popular networks such as the hypercube and the mesh for constructing product networks. We first present definitions for six graph families used in the literature as building blocks for product networks. Definition 1. The hypercube, Q h , with dimension h is an undirected graph whose set of vertices are the 2 h binary strings of length h. There is an edge between two vertices if, and only if, they differ in exactly one bit position.
Definition 2. The star graph, S n , with dimension n is an undirected graph whose set of vertices are the n! permutations on symbols from {1, 2, ..., n}. There is an edge between two vertices if, and only if, they differ only in the first position and any other position.
Definition 3. The binary deBruijn graph, D n , with dimension n is an undirected graph whose set of vertices are the 2 n binary strings of length n. Each node axb, where a, b ¥ {0, 1} and x is a binary string of length n − 2, has at most four neighbors obtained as follows: xba, xbaOE, bax, and bOEax (where aOE and bOE are the complements of a and b, respectively). h − 1. The node labeled 1, at level 1, is the root of the tree, and nodes at level h are the leaves of the tree. Nodes at level j are labeled from 2 j − 1 to
Definition 6. The 10-node Petersen graph, P, has two 5-cycles. Each node is labeled with a distinct combination of two symbols from {1, 2, 3, 4, 5}. Two combinations (nodes) X and Y are connected if X 5 Y=f.
The Cartesian product of interconnection networks is a tool that allows generating new topologies and further studying known interconnection networks that can be defined using the Cartesian product operation. The general study of product networks provides a set of ready-to-use results for a virtually unlimited number of interconnection topologies. The Cartesian product operation on undirected graphs is defined as follows.
Definition 7. Given any two undirected graphs 
UNIFIED FRAMEWORK FOR OBTAINING PROPERTIES OF PRODUCT NETWORKS
This section discusses additional results on product networks, related to their recursive structure and embedding, and reviews known ones. The fundamental topological properties of product networks have been studied in [6, 21] . These include degree, diameter, average diameter, connectivity, node-symmetry, optimal routing and broadcasting, few results on embedding, and parallel path characterization. Some of the known results on product networks are summarized in Table 1 . In the table, the term CPP/r-MLI stands for complete parallel paths with maximum length increase r. The reader is referred to [6] for more details on algorithms for characterizing complete sets of parallel paths between any two nodes in a product network. The term q(G) denotes the optimal collinear VLSI layout for the graph G. The symbols R and b stand for optimal routing and broadcasting algorithms, respectively. The term H(l, e) means embedding of the graph H with dilation l and expansion e.
In this section we present new results on product networks related to their recursive structure and embedding of meshes, cycles, and Hamiltonian circuits. The recursive structure is discussed first followed by some results on embedding.
A graph is said to be recursively structured if it can be repeatedly decomposed into a number of isomorphic subgraphs. To formalize this notion of recursive structure and graph dimensionality we propose the following. 
Definition 8. For any two undirected graphs G and H, G is 1-recursively decomposable into H if, and only if, G can be partitioned into two or more nodedisjoint subgraphs, each of which is isomorphic to H. We use the following abbreviation: G is 1-RD into H. Definition 9. For any two undirected graphs G and H and for any integer d > 1, G is d-recursively decomposable into H if, and only if, (i) G is 1-RD into some undirected graph GOE, and
We use the following abbreviation: 
It follows from these definitions that if
For example, the n-cube is recursively structured of dimension n. In fact, Q n is n-RD into T, where T is the trivial graph with one vertex and no edges. The
The n-star is recursively structured of dimension n − 1.
Proof (proof by induction on d for the first part only, the proof for the second part is similar):
we derive using the above result of case d=1:
On the other hand, since GOE is (d − 1)-RD into H, we derive (using the induction hypothesis)
Equations (1) and (2) imply (by Definition 9) that
and GOE is (d 1 − 1)-RD into H 1 (by Definition 9). We derive by induction hypothesis that
Using Definition 9, (3) and (4) 
Proof. Obviously, G 2 is 1-RD into the trivial graph T that has only one vertex and no edges. Therefore, 
Let f i be a function that maps a node y into an integer between 1 and N i that corresponds to the rank of y in the sequence
We define a one-to-one and onto function F that maps any vertex z of
A wraparound mesh embeds cycles of different lengths depending on the mesh dimensions. In the following proposition we classify these cycles and present procedures to characterize cycles of different lengths. Proof. We use Fig. 1 and Fig. 2 to give a constructive proof. A cycle of maximal even length can be constructed as shown in Fig. 1 Proof. The proof follows from that of Proposition 5. Characterizing a Hamiltonian cycle for G 1 é G 2 can be done in the same manner shown in Fig. 1(a) and Fig. 2(b) . L
In the following proposition we give sufficient conditions for G 1 é G 2 to be pancyclic (embeds cycles or all lengths up to the graph size). The conditions in this proposition are more relaxed than those presented in [18] . Proof. If G 2 has all odd-length cycles, this implies that G 2 has a Hamiltonian path (the remaining node should have at least one neighbor in the maximal oddlength cycle when |G 2 | is even). Since both graphs have Hamiltonian paths, the twodimensional mesh M(|G 1 |, |G 2 |) with no wraparound links can be embedded in G 1 é G 2 with unit dilation and unit expansion (see Table 1 ). Hence, all even-length cycles in category (i) of Proposition 5 are in G 1 é G 2 . Odd length cycles in category (ii) of lengths from |G 2 | to |G 1 é G 2 | can be constructed using the method described in Fig. 2 with one additional level of zigzagging in the bottom. Since in addition G 1 é G 2 is 1-RD into G 2 and G 2 has all odd-length cycles, this implies that
COMPARISON OF CARTESIAN PRODUCT NETWORKS
In this section we present a comparative study on a set of Cartesian product networks and other related networks. This set includes the following networks: hypercube, mesh, star graph [1] , deBruijn network [19] , product-shuffle network [18] , hyper-Petersen network [4] , mesh-connected-trees [8] , hyper-deBruijn network [9] , dBCube network [3] , star-cube network [6] , and hyperstar network [5] . We base our comparison on some of the most widely used criteria including network scalability, cost of broadcasting, embedding of other important topologies, cost/performance ratio, area of VLSI layout, and basic attributes of degree, diameter, and total number of links. In this comparison we will consider only twodimensional product networks. Therefore, the hyper-Petersen network will replace the folded Petersen cube because the former is a multidimensional product network. Also only two-dimensional meshes, mesh-connected-trees, and hyperstars will be considered. 
Comparing Degree, Diameter, and Scalability
The above-mentioned graph families have degree and diameter that are logarithmic/sublogarithmic of their sizes (except for the mesh). The n-star graph, for instance, has attractive degree and diameter relations with respect to the network size. The major problem with the n-star graph is related to its scalability due to the fact that the gap between two consecutive network sizes increases very rapidly with n. The hypercube offers relatively better scalability, but it has larger degree and diameter than a star graph of comparable size. The deBruijn and the hyper-deBruijn scale like the hypercube but offer a lower degree for the same diameter as the hypercube. The hyper-Petersen and the mesh-connected-trees almost scale like the hypercube. The dBCube and the mesh use lower degree than the hypercube, but with much higher diameter. Table 2 summarizes the size, degree, and diameter relationships of these topologies.
FIG. 3.
Comparing the graph scalability for the 11 graph families.
COMPARATIVE STUDY OF PRODUCT NETWORKS
The mesh is one of the most scalable known topologies in the sense that for any given integer i, there is a mesh of size i. In Fig. 3 , the percentage of integer values in some interval [1, N] that match within 10% the size of at least one graph in the family is plotted against N. For the mesh, not shown in the figure, the size match percentage is 100 for all N values. These results demonstrate the power of the mesh and the star-cube in terms of scalability. For instance, about 96% of all integers between 1 and 100,000 correspond within 10% to star-cube sizes, 65% to hyperstar sizes, 9% to star graph sizes, 12% to mesh-connected-trees sizes, and about 26% to hypercube, hyper-Petersen, dBCube, deBruijn, product-shuffle, and hyper-deBruijn sizes.
Comparing Number of Links
The total number of links required for each of the graph families is given in Table 2 . To simplify the interpretation of these expressions we rewrite them as functions of the graph size. For instance, a star graph with N=n! nodes has a dimension n log N/log log N by Stirling's formula. It follows that for an S n é S m graph with N=n! m! nodes, n log n!/log log n! and m log m!/log log m!. For an h-cube with N=2 h nodes, h=log N. Similar analysis can be done for the other graph families. These expressions are plotted in Fig. 4 . An interesting observation is that the star graph and the hyperstar have a number of links comparable to fixed degree networks such as the deBruijn, the mesh, and the mesh-connected-trees. Hypercube-and deBruijn-based product networks introduce little improvement to link requirement of the hypercube.
Comparing the Cost of All-Port One-to-All Broadcasting
The cost of broadcasting is another criterion used for evaluating the suitability of an interconnection network. This measure has been proposed as an indicator of the expected performance of an interconnection network in real communication problems [10] . Table 3 multiple-port broadcasting for the 11 graph families [3, 9, 10, 19] , where M is the message length, a is the unit transmission cost, and b is the latency. Here also we rewrite these expressions as functions of the graph size and plot them in Fig. 5 . The parameters M, a, and b are set to 1024 bytes, 1 ms, and 1000 ms, respectively. These choices are representative of currently available machines [10] . The figure classifies the 11 networks into four categories. The first category, which achieves the lowest broadcasting cost, contains the star graph, the hyperstar, and the star-cube. The second category represents deBruijn-and hypercube-based networks. The three product networks-product shuffle, hyper-deBruijn, and hyper-Petersen-bring certain improvement over their component networks. Networks in the third category (the mesh-connected-trees and the dBCube) and in the fourth category (the mesh) have small degree and hence they perform poorly in terms of broadcasting. The second category uses larger degree; however, this means more expensive implementation with higher pin-out and wiring requirements. Therefore, the implementation cost must be considered for more balanced discussion. The costperformance assessment of these networks is presented next.
TABLE 3 Broadcasting Cost and VLSI Area for the 11 Graph Families Network
All-port broadcasting cost VLSI area
FIG. 5.
Comparing all-port one-to-all broadcasting cost for the 11 graph families.
Comparing the Cost/Performance Ratio
A widely accepted criterion for cost-performance tradeoff assessment is the cost/performance ratio. The cost of an interconnection network can be estimated by the area of the VLSI layout as well as the total number of links required to realize the network. Table 3 summarizes the upper bounds on the area of the VLSI layout for these eleven networks [2-5, 8, 9, 18, 19] . The bounds given in this table suggest that these networks occupy similar areas, which are proportional to their sizes. In [21] , a network cost-performance metric to compare the k-ary n-cube, the ring, and the linear array networks has been used. This metric is defined to be the product of the number of links and the network diameter. The result of applying this metric to the 11 graph families is shown in Fig. 6 . The star graph and hyperstar
FIG. 6.
Comparing cost/performance ratio for the 11 graph families. achieve almost the same cost/performance ratio, which is better than the other 9 graph families. The mesh is the worst in terms of this measure. Table 4 summarizes results on the embedding of computationally important networks such as the wraparound mesh, the cycles, and the complete binary trees into the 11 network families. Results in Table 4 show dilation-one embedding of wraparound meshes, cycles, and complete binary trees. Some of these results are known from previous works and others are derived from the application of the general results obtained in the previous sections. Other cells in the table are filled as discussed below.
Comparing Embedding of Meshes, Cycles, and Trees
Many results related to the embedding of different topologies in the star graph have appeared recently in the literature. The star graph embeds all even cycles of length greater than or equal to 6 [12] . Meshes can be embedded in the star graph 
All even cycles of length \ 4 Two copies of T(n − 1)
T(2 log h − 1) where h is an odd number less than or equal to min(n, m)
Star graph S n None All even cycles of length \ 6 One copy of T(n − 1) 
All even cycles of length between 4 and (2h)
with dilation two and three [17] . Dilation-one embedding of complete binary trees into star graphs can be found in [11] . A complete binary tree of height n can be embedded in the (n+1)-hypercube with unit dilation [20] .
The mesh can be divided into smaller meshes without wraparound links. Cycles can be characterized as discussed in Proposition 5. The embedding of complete binary trees of odd depth into the mesh can be done using the well-known H-tree construction [14] . The H-tree layout of
Hence, an n × m mesh can host T(2 log h − 1), where h is an odd number less than or equal to the minimum of n and m. More results on the embedding of complete binary trees into the mesh can be found in [14] .
The deBruijn graph, D n , is pancyclic [13] and contains the n-level complete binary tree, T(n), as a subgraph [19] . As stated in [9] , no dilation-one embeddings of the mesh into the deBruijn graph are known.
The dBCube of dimensions (2
) is basically constructed by replacing each node in the n-dimensional deBruijn network of radix 2 d − 1 by a hypercube of dimension d. Therefore, the 2 (d − 1)n copies of Q d hypercube can be used to obtain embeddings of meshes and complete binary trees into the dBCube. In the following we show that the dBCube is pancyclic. 
The hyper-deBruijn network HD n, m =Q m é D n is pancyclic and embeds T(m+n − 1) with unit dilation [9] . Furthermore, the 2 m copies of the hypercube in HD n, m can be used to obtain dilation one embeddings of T(n), and alternatively T(m − 1) can be embedded into each of the 2 n copies of the deBruijn network. An  M(d 1 , d 2 , ..., d k ) can be embedded into HD n, m with unit dilation where
. This is derived from Table 1 and the results of embedding of meshes into the hypercube as well as the embedding of cycles into the deBruijn network [13] .
For all m > 1 and n > 1, the product-shuffle network PS n, m =D m é D n is pancyclic and embeds with unit dilation-one copy of T(m+n − 1), 2 m copies of T(n), and 2 n copies of T(m) [18] . Also, any two-dimensional wraparound mesh is a subgraph of the product-shuffle network.
Below we show that the star-cube and the hyperstar embed all cycles of even length greater than 2, complete binary trees, and the mesh-connected-trees. Proof. The star graph and the hypercube are Hamiltonian graphs [15] . By Proposition 4 both graphs embed two-dimensional wraparound mesh with unit dilation and unit expansion. Hence, even-length cycles can be characterized as discussed in Proposition 5. L Since the hypercube and the star graph contain all even-length cycles [12] , any two-dimensional wraparound mesh of even dimensions is a subgraph of the starcube and the hyperstar networks. Furthermore, the star-cube can embed higherdimensional meshes where each dimension is even and one of the dimensions is greater than or equal to 6. Efficient embeddings of complete binary trees into the star graph [11] and the hypercube [20] can also be used in conjunction with the embedding results in Table 1 to obtain two-dimensional mesh-connected-trees in the star-cube and the hyperstar networks. Although the complete binary tree contains no cycles, the Cartesian product of complete binary trees does contain cycles. These cycles are characterized as described in Proposition 5.
Embedding of meshes and cycles in hyper-Petersen network, HP n =Q n − 3 é P, can also be obtained by means of Proposition 5 and the embedding results in Table 1 Proof. Since the two-dimensional mesh can be embedded into the hyperPetersen network HP n with unit dilation and unit expansion, all cycles of even length greater than 2 are subgraphs of HP n . Furthermore, all cycles of odd length grater that 3 can be obtained by repeatedly shrinking by 2 the maximal odd-length cycle as shown in Fig. 7 . Thus, the hyper-Petersen HP n embeds cycles of all lengths greater than 3. L
FIG. 7.
Constructing odd-length cycles in a hyper-Petersen network.
CONCLUSION
This paper presents two major contributions. First, additional results for the product networks are established. These results include the recursive structure and the embedding of computationally important topologies in product networks. Second, a comparative study of a set of eight product networks and three related networks is conducted. This set includes the hypercube, the mesh, the star graph, the deBruijn network, the product-shuffle network, the hyper-Petersen network, the mesh-connected-trees network, the hyper-deBruijn network, the dBCube network, the star-cube network, and the hyperstar network. We have considered a number of measures in comparing these networks. For each network, we have collected some of the measures considered from previous works and we have established the missing ones. All these measures have then been tabulated for comparison purposes. On one hand, this work brings answers to open questions. On the other hand, it offers a framework for comparing the considered networks from various respects including scalability, communication cost, embedding of other topologies, VLSI layout, cost/performance ratio, and other static parameters such as degree, diameter, and number of links.
