Abstract-The capacity of the channel induced by a given class of sources is well known to be an attainable lower bound on the redundancy of universal codes with respect to this class, both in the minimax sense and in the Bayesian (maximin) sense. We show that this capacity is essentially a lower bound also in a stronger sense, that is, for "most" sources in the class. This result extends Rissanen's lower bound for parametric families. We demonstrate the applicability of this result in several examples, e.g., parametric families with growing dimensionality, piecewisefixed sources, arbitrarily varying sources, and noisy samples of learnable functions. Finally, we discuss implications of our results to statistical inference.
I. INTRODUCTION
N the traditional probabilistic setting of the problem of I universal lossless source coding with respect to a given class of information sources, the objective is to design a single data compression scheme that performs well, in some sense, for every source in the class. The sources in this class are usually assumed to be indexed by some variable 6' E A (e.g., a parameter vector). The performance of a given code, with a length function L(.), is judged on the basis of the redundancy function R,(L, e), which is defined as the difference between the expected code length of L ( . ) with respect to a given source in the class Po and the nth-order entropy of Po normalized by the length n of the input vector to be encoded.
There are several notions of universality that were first defined by Davisson 161 . Two important ones are the maximin universality and the minima universality. In the former, there is a Bayesian approach: the universal encoder treats the index B as a random variable whose probability distribution is assumed worst in the sense of maximizing the minimum expected redundancy, i.e., the maximin redundancy. In the latter, the variable 0 is considered deterministic and the goal is to find a code that minimizes the worst case redundancy supe R,(L. B), namely, to achieve the minimax redundancy. (See also 121, 131, 171, 191, [14] , and others). Several years after Davisson's paper [6] it was established, first by Gallager 11 11, and then independently by Davisson and Leon-Garcia [SI, Ryabko 1191, and others, that the minimax and the maximin redundancies are equivalent and that they are both equal to the capacity of the "channel" whose input is 6' and whose output is the random source vector xn = (xl,. . . , z, ) to be encoded, i.e., the channel defined by the set of conditional probability measures Po(z"), of xn given 6'. This interesting result (which will be discussed in detail in Section II), has greatly contributed new insight into the theory of universal coding because it has been linked to the well-established theory of channel capacity. In particular, for parametric families of sources, that is, for the case where 6' is a k-dimensional parameter vector, the minimax redundancy, and hence also the maximin redundancy, and the capacity of the corresponding channel, was shown to be given by 0.5k log nln plus higher order terms, under certain regularity conditions (see, e.g., [71) . Rissanen 1161, [ 171 has strengthened the notion of universality with respect to parametric families by showing that 0.5klognln is not only an achievable lower bound in the minimax sense or the Bayesian sense, but also a lower bound for "most" sources in the class. Here by "most" sources we mean every point 6' except for a subset of points whose volume (Lebesgue measure) vanishes as n grows. Rissanen's proof, however, relies heavily on the structure of the parametric family and essentially the main insight that can be gained from his work is that the redundancy is strongly related to the richness of the class, which in the parametric case is proportional to the dimension k of the parameter vector.
The question that arises now, in the light of these facts, is whether Rissanen's stronger notion of universality can be extended to the general case where the class of sources is not necessarily a parametric family. To make the question more concrete, what would be the analog measure of richness of a general class? Is it again the capacity of the channel corresponding to the given class of sources?
It turns out, as we show in this paper, that generally speaking, the answer to the latter question is yes. Specifically, we show in Section I1 that the Shannon capacity of the induced channel is a lower bound on the redundancy that holds simultaneously for all sources in the class except for a subset of points whose probability, under the capacity-achieving probability measure, is vanishing as 71 tends to infinity. This means that the minimax redundancy and the lower bound 0018-9448/95$04.00 0 1995 IEEE MERHAV AND FEDER REDUNDANCY-CAPACITY THEOREM OF UNIVERSAL CODING 715 essentially coincide for most choices of 0. Weighting the index 0 by the capacity-achieving prior makes sense for reasons that will be explained in Section 11. Moreover, if there exists an asymptotically capacity-achieving probability density that is positive almost everywhere (Lebesgue), as is normally the case in parametric families; the above result holds also for most sources in the Lebesgue measure sense and therefore Rissanen' s result for parametric families can be obtained as a special case.
The proof of the bound in Section I1 is completely different and considerably simpler than Rissanen's proof [ 161. However, it does not allow a free choice of any prior, other than the capacity-achieving prior, that might be reasonable as well for weighting the set of points that violate the bound. In Section 111, we provide another variant of our result which permits any prior on the index set, but then the random coding capacity of the induced channel rather than its Shannon capacity is obtained as a lower bound. Here the random coding capacity refers to the normalized logarithm of the maximum number M of randomly chosen points 01, . . . , OM (corresponding to a random channel code), which form, with high probability, a set of distinguishable sources Pel, . . . , Po,. Strictly speaking, this result is slightly weaker than the former because the random coding capacity might be smaller than the Shannon capacity in some cases (e.g., nonergodic channels). However, for most cases of practical interest in the context of universal coding (as we demonstrate in Section IV), the Shannon capacity and the random coding capacity are equivalent and hence the resulting bound is virtually as tight. We believe that another advantage of this random coding capacity result is that it may add some new insight about the relation between redundancy and capacity. Specifically, in the proof of this result the redundancy is linked directly, not only to the mathematical notion of capacity as the maximum mutual information, but also to the operational notion of capacity as the maximum attainable transmission rate that still enables reliable communication.
We would like to point out that although we formulate our results in the context of universal coding, their interpretation need not be limited to this application alone. The broader significance is that of the universal probability assignment problem (see, e.g., [4] , [18] , [21] ). Given a class of probability measures {Po, 0 E A}, we wish to find a single probability measure &(.) that is simultaneously "close" to every source in the class in the sense that the information divergence D(Pell&) is as small as possible for every 19. Our main result, therefore, is that the divergence must be essentially at least as large as the channel capacity for most sources. This viewpoint of universal probability assignment is more general in two respects. First, it allows other applications, such as universal gambling, learning, and prediction; and in general, it may suggest guidelines to the statistician about a reasonable choice of a statistical model in the presence of uncertainty (see, e.g., Bernard0 [I] ). For example, when 0 is unknown, one may use the "representative" probability measure & to make inferences on the statistical behavior of future outcomes. Secondly, the probability assignment problem has a natural extension to the continuous alphabet case, unlike the lossless data compression problem.
To summarize, in our view, the main contribution of this work is primarily the redundancy-capacity Theorem in its stronger setting for most sources. This result both strengthens the earlier minimax and maximin notions of universality, and at the same time, extends Rissanen's notion of universality to families of sources that are not necessarily parametric.
THE SHANNON CAPACITY LOWER BOUND
We first define some notation. Let 5" = (zl,...,~") denote a given string of symbols from a finite set A . The space of n-sequences will be denoted by A". A random vector in A" will be denoted by X" = ( X I , . . . , X n ) . Let {Po, 19 E A} be a class of probability mass functions (PMF's) of n-sequences in A", where the index set A, along with an appropriate set of subsets of A (i.e., a sigma-field), form a measurable space. For instance, A can be either a finite, a countable, or an uncountable index set whose members are either numbers, vectors with fixed or variable dimensionality, functions, combinations of these entities, and so on. Let EB { .} denote the mathematical expectation with respect to Po and the nth-order entropy of Pe is defined as
where logarithms throughout the sequel will be taken to the base 2 unless specified otherwise. A uniquely decipherable (UD) encoder for n-sequences maps each possible source string zn to a binary word whose length will be denoted by L(z"), where by Kraft's inequality, a--") < -1.
( 2 )
x" EA"
The redundancy associated with a given encoder for nsequences is defined as (3) For the sake of convenience, and essentially without any effect on the results, let us ignore the integer length constraint associated with the length function L( .) and allow any function from A" to the nonnegative reals such that the Kraft inequality is satisfied. The minimax redundancy is defined as (4) To define the maximin redundancy, let us assign a probability measure w(-) on A and let us define the mixture source
The average redundancy associated with a length function I,(.), is defined as
(6)
The minimum expected redundancy for a given w (which is attained by the ideal code length with respect to the mixture, L(z") = -logP(z")) is defined as
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Finally, the maximin redundancy is the worst case minimum expected redundancy among all priors w, i.e.
R, = sup R,(w). (8)

W
While the minimax redundancy has the simple interpretation of worst case redundancy, in the definition of maximin redundancy, one can think of the index variable as a random variable 0 governed by the worst prior w(.) in the sense of maximizing the minimum average redundancy. It is easy to see [6] that the maximin redundancy is identical to the normalized capacity of the channel defined by the conditional probability measures Pe(xn), i.e.
(9) Cn
R, = -= SUP -I w ( @ ; X") n w n Proofi For a given length function L and E > 0, con- 
joint measure w (8) . PB(x"), i.e.
I w ( @ ; X"
However, I ( @ ; X"I2 = 1) never exceeds CB, which in turn, is upper-bounded by (1 -E)C,, and I(@; X " I 2 = 0) cannot be larger than C, (by definition of Cn). Therefore, we have
Pe (xn)
. C ~e ( z " ) l o g ,(dp)pe,(,n).
Gallager [ l l ] was the first to show that if PB(z") is a measurable function of 8 for every x" then R; = R$ and hence they are both equal to C n / n . This means that the normalized capacity is an attainable lower bound on the redundancy both in the minimax sense and in the expected redundancy sense. We shall henceforth refer to the above assumption on the measurability of Po(zn) as Assumption A.
Suppose that the capacity C, is attained by some prior wt.
Our first main result strengthens the above results by stating that C n / n is also essentially a lower bound on R,(L, 6') for all 8 E A except for a subset of points whose probability under wt vanishes as n -+ 00 provided that C, -+ 00 (which is normally the case). The price paid for this stronger statement is that the lower bound is reduced by a factor 1 -E, so it becomes meaningful only asymptotically as n --+ 00 where an arbitrarily small E is allowed. Theorem 1: Under Assumption A, for any length function L of a UD code and every E > 0
for all 8 E A except for points in a subset B c A where
w;(B) being the probability of B under wt.
Another interpretation of Theorem 1 is that for every fixed for every 6' E A -B. This is true because, without loss of optimality, we may restrict ourselves to length functions that satisfy the Kraft inequality with equality, and hence Q(x") = 2TL("") is a probability measure. This in turn
where The proof is completed by observing that the second term on Discussion: We would like to point out several aspects of the significance and the interpretation of Theorem 1.
More general alphabets: Theorem 1 in the formulation of (13) extends to classes of sources with infinite alphabet (countable and uncountable) provided that C,, < 00 and that the class of sources is sufficiently regular so that redundancycapacity Theorem [8] , [Ill, [19] remains valid. In general, the regularity conditions should permit the interchange of summation (or integration) over the infinite alphabet with derivatives and with limit operations. For the special case of parametric families of continuous alphabet sources, Clarke and Barron [4] have studied the redundancy-capacity Theorem under suitable regularity conditions on the smoothness of the class of probability density functions. This extension to infinite alphabet sources is important because Rissanen [ 161 has also allowed infinite alphabets, and so Theorem 1 can now completely cover the setting studied by Rissanen.
Priors that almost achieve capacity: In certain situations it might happen that there is no prior that attains the capacity. However, there must be a sequence of priors {wi}i>l (where the subscript n is omitted for brevity) such that for a given n, Iw,(O;X") -+ C, as i + 00. In this case, the assertion the left-hand side of (16) is never larger than log e.
of Theorem 1 holds for every 6' outside a set B such that for every i
Of course, if i is sufficiently large the numerator of the latter expression tends to unity, while the denominator tends to infinity provided that C, -+ cc. This upper bound on w i ( B )
is obtained from (15) by using the fact that H ( 2 ) 5 1.
In other situations, the capacity-achieving prior wz might be discrete for every finite n, although A is a continuum (see, e.g., the parametric case described in Example A below). In this case, Theorem 1, as stated, is not very meaningful because it does not rule out "bad" points that are not in the support of w;. It seems appropriate to restate Theorem 1 as follows: Suppose there exists afued prior w with the property
(e.g., Jeffrey's prior in the parametric case [4] ). Then, similarly to the above argument, for every sufficiently large n the assertion of Theorem 1 holds for every point 6' outside a set
Again, the last expression tends to zero if Cn ---f co.
The uniform prior versus the capacity-achieving prior: While Rissanen's lower bound [16] holds for the parametric case for most sources in the uniform measure sense, our result holds in the sense of the capacity-achieving prior wz, or the asymptotically capacity-achieving Jeffrey's prior. At first glance, the Lebesgue measure formulation seems more plausible because there is no apparent reason to consider some parameter values as more important than others and hence, when scanning all points 6' E A and judging the performance of L at each point, every such point should weigh equally.
A closer look, however, tells us that this approach is not always justified and in some cases it might yield misleading or meaningless results. Consider the following extreme example. The index set is A = { 1 , 2 , . . . , M 2 } , and suppose that the sources PI, P 2 , . . . , Pl~l can be distinguished with a vanishingly small probability of error, upon observing X " , although M -+ co as n -+ co. The remaining sources P h l f l r Pnf+2,. . . , P,,, are all copies of PM. In this case, C, is nearly log M + E, but if we choose the length function L of the Shannon code with respect to Pill, then the redundancy is never larger than 1/n << Cn/n for M ( M -1) sources out of the M 2 sources, i.e., most sources in the uniform counting sense.
In contrast, if the indices { 1, . . . , M 2 } are weighted by the capacity-achieving prior, which tends to assign a mass 1/M to all sources i = 1 , 2 . . . . . M -1 and a total mass of 1/M to the remaining sources, there is a natural adaptation to the fact that there are effectively only M different sources. The general conclusion is that this happens because the capacity-achieving prior assigns higher probability to regions of A where there is a better discrimination among the sources {Po} (and hence X" is more informative about e), and smaller probabilities to "noisier" channel inputs where the sources of the class are closer to each other. In these noisier regions there is a weaker justification for treating the sources as distinct.
Another advantage of the capacity-achieving prior is its invariance under one-to-one mappings of 6' . The assertion of Theorem 1 should not change under different representations of the index set. If q = f(0) then the capacity-achieving prior with respect to 6' induces on q a probability measure that attains the capacity of the channel from q to X n . This requirement is not satisfied, in general, by the uniform prior: If 0 is a uniform random variable on [0,1], then O3 is, of course, not uniform.
In spite of these facts, we shall demonstrate in Section IV that Rissanen's result with uniform weighting can be obtained as a special case of Theorem 1. This happens because in the parametric case, the density of w; is normally strictly positive almost everywhere (Lebesgue), so a small probability of B under w t implies also a small probability under the uniform probability measure.
Achievability: In many examples it is known that a good choice of a universal code is a mixture code, i.e. respectively, and thus the claim follows. This means that when seeking universal codes, one can restrict himself to mixture codes without loss of optimality, virtually in any reasonable sense. Therefore, the minimax redundancy must take the form which is known under Assumption A to coincide with Cn. Consequently, the mixture code L* corresponding to the best 718 ON INFORMATION THEORY, VOL. 41, NO. 3, MAY 1995 choice of w guarantees that Rn(L*, 8) 5 Cn/n for every 0 E A, namely, the upper bound and lower bound meet for almost every 8.
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Partitioning: There are situations where it is natural to partition A into disjoint regions and to consider the performance in each region separately. In such cases, the lower bound on the redundancy might depend on 8 via the region to which 6' belongs. This is different from the usual lower bound for parametric families which is independent of 6'. We shall see that in the example of the arbitrarily varying source (AVS) there is a natural partitioning of the underlying state sequences (according to their types) and the bound depends explicitly on the underlying state sequence.
THE RANDOM CODING CAPACITY LOWER BOUND
In this section, we develop a variant of Theorem 1, in which the lower bound on the redundancy is given in terms of the random coding capacity; namely, the logarithm of the maximum number of randomly chosen points {Oi} that form a set of distinguishable sources. This capacity depends on the probability distribution w(.) under which the points are chosen, and the bound holds for all 8 E A except for a set whose measure vanishes with respect to w(.). As mentioned in the Introduction, here, unlike in Theorem 1, w(.) can be any probability distribution, not necessarily the capacity-achieving distribution.
The derivation of the bound follows from an analysis of a special case where A = { 
The Theorem tells us that if M --f 00 (or just if M is very large) but still Pe --f 0 as n -+ 00, then the redundancy is essentially lower-bounded by n-' log M for all M sources except for a negligibly small fraction of them. Generally speaking, this is a special case of Theorem 1 above because the capacity of the induced channel is about l o g M when the sources are well distinguishable (small P,) and the uniform prior is nearly optimal, so the probability of B under the uniform prior (which is the same as IBI/M) is small. (1 -P,) log M -h(Pe) on the left-most side, and upper bounded by log M on the right-most side. This results in
Proof of Theorem
The proof is now completed by using the facts that h ( p ( B ) ) 5 1 and h(Pe) 5 1.
We next show how Theorem 2 can be used to derive the more general desired result. Let us return to the general class of information sources {PO, 8 E A} satisfying Assumption A. Let w(.) be an arbitrary probability measure on A and let 01, . . . , 0~ denote M independent random points selected from A under the probability measure w. Suppose, without loss of generality, that 0 1 has generated X". Let P e ( M , n, w) denote the average error probability; namely, the probability that 01, . . . , O M and X" are such that for some 2 I i 5 M , Pe, (X") Pel ( X n ) . In the mathematical language, Now let M ( n , 6, w) be the largest integer M such that P e ( M , n , w ) I 6 and finally, define the random coding 6-capacity with to w as A CR(71,6, w) = log M ( n , 6,w). C R (~, S), and henceforth referred to as the random coding 6-capacity, is essentially the lower bound for every 6' except for a set whose probability under the optimal prior is small. This result is in the same spirit as in Theorem 1.
MERHAV AND FEDER: REDUNDANCY-CAPACITY THEOREM OF UNIVERSAL CODING
Proof of Theorem 3: The idea of the proof is the following. Consider a two-step procedure of randomly selecting a point in .A, where first, we select M independent random points 01, . . . , 0h.l under w(.), and then, we randomly select an index 1 5 i 5 M of 8i with equal probabilities. On one hand, this is obviously equivalent to a direct random selection of 0, under w(.). On the other hand, under the above described two-step random selection, it will be convenient to show (using the result of Theorem 2), that the lower bound holds for most choices of 0,.
For a given set of M = M ( n , 6, w) randomly chosen points 01, . . . ,@hf, let P e ( O r ) denote the error probability associated with optimal hypothesis testing (channel decoding) among the M sources PO,, . . . , PO, similarly as in (20) . By Theorem 2, the redundancy associated with each of the resulting sources {PO,} is lower-bounded by (1 -t ) C~( n , 6, w ) / n except for a fraction of sources less than 6cR(n. 6, TU) + 2 pL(B') tAC~(rr. 6, w) However, the restriction to w's that are uniformly bounded away from zero might result in a strictly smaller random coding capacity.
P e ( O : f ) c R ( n ,
6
More general random coding distributions:
The proof of Theorem 3 would continue to hold if rather than using M independent copies of a random variable governed by w, one would use any joint probability measure of (01, . . . , OM) with the property that the mixture of its marginals, M-' E,"=, w,(. .
P~( T " ) w { Q '
: Pef(zn) 2 Pe(xn)}
(31) and so
Thus C R (~, 6, w) is essentially lower-bounded by the negative logarithm of the average painvise error probability. Another bound (which can be combined with the first one) results from replacing the ML decision rule by a suboptimal decision rule that is easier to analyze.
IV. EXAMPLES
In this section we demonstrate the applicability of our results in several specific examples of classes of sources. We start from the case where {PO, B E A} is a parametric family and obtain Rissanen's lower bound [I61 as a special case. Later on, we study two important cases where the model class attempts to deal with nonstationarity. One is the case of an abrupt change in the statistics of the source (i.e., piecewisefixed sources), and the other is the AVS. Finally, we discuss the problem of universal coding of noisy versions of outputs of binary functions given the inputs as side information, and relate the necessary and sufficient conditions for the existence of universal codes to the learnability of these binary functions.
A. Parametric Families
Let {PO, 8 E A} be a parametric family, where A is a compact subset of the k-dimensional Euclidean space. For parametric families of memoryless sources Clarke and Barron [4] ON INFORMATION THEORY, VOL. 41, NO. 3, MAY 1995 with respect to w at 0.
where the o(1) term is uniformly small on compact subsets interior to A [4] , and I ( 0 ) is the one-sample Fisher information matrix given by
Averaging with respect to w yields
There is no closed-form expression for the exact maximizer of (35) for any finite n. However, by Jensen's inequality the to that of the proof of Theorem 3, if we show that Theorem 2 is applicable to ( 0 1 : . . . , O M } for every q, then this will imply that the lower bound holds for most points in A in the Lebesgue measure sense. This, in tum, is immediate if we consider the suboptimal decision rule which picks the ith source if 0 falls in the cube whose center is 0;. Since this rule is suboptimal its average error probability is greater than the average error probability associated with the ML rule P,(M,n,w), but smaller than € ( e ) for every q, as observed from (37). However, € ( e ) in tum, can be made smaller than 6 if c is sufficiently large. Since the number of grid points is proportional to nkI2 the desired result follows. Another advantage of the above technique is that it is easy to generalize to some parametric models where the dimension of the parameter vector IC, grows with n. Consider, for example, a source whose output results from very fine quantization of the process middle term (which depends strongly on w ) is maximized for k ,
Jzqq
,=1
(36)
where IC, 5 n, { 4, (.)}yZl is a complete set of orthonormal
which is known as Jeffrey's prior. It is well known (see, e.g., [4] ) that Jeffrey's prior asymptotically attains capacity in the sense of the second comment after Theorem 1 (second paragraph). A point to observe is that dw*/dO is a monotonic 
This agrees with the well-known results in two extreme cases: If k , = k is fixed, this expression is dominated by 0.5klogn as before, and if k, = an for some fixed 0 < a 5 1, we get (as expected) the capacity of a discrete-time band-limited Gaussian channel whose bandwidth is a fraction a of the entire Nyquist bandwidth. Thus (39) bridges these two extremes for any sublinear growth rate of IC, .
B. Piecewise-Fixed Sources
Let Q1 and Q2 be two given distinct probability assignments (40) where xj denotes the substring (xi,. . . , x3) for i 5 j and the empty string for i > j . The probability of the empty string (under both Q1 and Q2) is defined as unity. This is a very simple model of a single abrupt change from one probability law to another, where the two (stationary) segments xi and xy+l are assumed independent. The boundary point i is assumed unknown to both encoder and decoder. We shall show that if Q1 and Q2 are sufficiently "distant" the capacity associated with the class {Pi,i = 0,1, ..., n } behaves like logn.
More precisely, assume that Q1 and Q2 are such that for
on data sequences, and for i = 0,1, . . . , n let us define
(For instance, if Q1 and Q2 are memoryless sources then Pi{xn : Pj(x") > Pi(x")} decays exponentially with li -j l and the assumption definitely holds). Again, in this example, it is easier to estimate the capacity by using its operational significance rather than to calculate the mutual information. We shall use again the idea of a random grid as in Example A. 
C. Arbitrarily Varying Sources
The memoryless arbitrarily varying source (AVS) is defined by n t = l where sn = ( s l , . . . , s, ). The variable st, which is referred to as the stute of the source at time t , is assumed to take on values in some finite set S. If Now, if we treat every given type T ( s " ) as a separate index set, the best prior w* is the uniform distribution , LL on T ( sn) which asymptotically achieves the per-symbol mutual information where the dependence on sn expresses the fact that q depends on sn. Thus asymptotically C,/n is never less than I ( s n ) and hence, by Theorem 1, the normalized redundancy is lowerbounded by (1 -t)I(sn) for almost every state sequence in T ( s n ) . This bound can be shown to be achievable for every S" by a mixture code (see [lo] ).
D. Noisy Samples of Learnable Functions
An interesting special case of the AVS occurs when the the state variable s, is given by some binary function f of another variable z, E 2, i.e., s, = f ( z , ) . For simplicity, let us assume that the channel corresponding to p(xJs) is additive, namely, x, = f ( z z ) + w 2 , where w, is a binary random variable with Pr(w, = 1) = p and the summation is modulo 2. Here 21,. . . , z, is some fixed sequence and the index set A is a certain class F of allowable binary functions f . This model has been widely studied in the context of computational learning theory where the problem is to learn a function f E F given a sequence of pairs {(z,, x 2 ) }~z l that serve as examples of inputs and noisy outputs of this function, and learnability means the ability to predict reasonably well (based on past examples) the next output xn+l upon seeing the next input zn+l. One way to assess the predictability of future outcomes is to measure their compressibility (see, e.g., It turns out that there is a relation between the learnability of functions in F and the existence of universal codes for the noisy labels { x 2 } given {z,} as side information. This happens because both these properties are connected to the capacity (or the Vapnik-Chervonenkis (VC) dimension) of F which is defined as the length n of the longest existing input sequence zl, . . . , z , for which all 2" possible binary sequences (f(zl), . . . , f(z,)) are obtained when f scans F .
Following [20] the maximum number of binary sequences 
