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The influence of absorbing boundary conditions on
the transition path times statistics
Michele Caraglio∗a, Stefanie Putb, Enrico Carlona, Carlo Vanderzandea,b‡
We derive an analytical expression for the transition path time (TPT) distribution for a one-
dimensional particle crossing a parabolic barrier. The solution is expressed in terms of the
eigenfunctions and eigenvalues of the associated Fokker-Planck equation. The particle performs
an anomalous dynamics generated by a power-law memory kernel, which includes memoryless
Markovian dynamics as a limiting case. Our result takes into account absorbing boundary con-
ditions, extending existing results obtained for free boundaries. We show that TPT distributions
obtained from numerical simulations are in excellent agreement with analytical results, while the
typically employed free boundary conditions lead to a systematic overestimation of the barrier
height. These findings may be useful in the analysis of experimental results on transition path
times. A web tool to perform this analysis is freely available.
1 Introduction
Quite some attention has been devoted in the past years to the
study of transition path times (TPT)1–21. In a barrier-crossing
process, such as the folding of biomolecules22, transition paths
are parts of a stochastic trajectory corresponding to an actual
crossing event. Biomolecular folding is usually described as a
transition between two stable conformations (the folded and un-
folded states) using stochastic dynamics of a reaction coordinate
moving on a double well potential landscape (see Fig. 1). Typi-
cally, the system spends most of its time close to one of the two
minima, while transitions have very short duration. Despite the
technical challenges due to the time resolution needed for TPT
measurement, several experiments of the past few years deter-
mined average TPT in nucleic acids and protein folding5,8,11,18,21.
The full probability distribution function of TPT was also ob-
tained14.
Transition paths are defined as those trajectories originating
at a point xa (xb), say, at one side of the barrier and ending in xb
(xa) at the opposite side (Fig. 1), without recrossing xa (xb). Tech-
nically, this corresponds to imposing absorbing boundary condi-
tions P(xa, t) = P(xb, t) = 0, where P(x, t) is the probability dis-
tribution of the particle position at time t. Current stochastic
models employed to obtain TPT distributions use a parabolic bar-
rier3,17,19,20. As dealing with absorbing boundaries is challeng-
ing, free boundary conditions are instead preferred5,17. This is
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Fig. 1 Sketch of a typical energy landscape as a function of a reaction
coordinate x. The system fluctuates between the two minima. Transition
paths are the parts of the trajectory originating in xa (xb) and ending in xb
(xa) without crossing the two boundaries.
a valid approximation as long as barriers are high compared to
the thermal energy kBT , since for very high barriers boundaries
recrossings are highly unlikely. However, recent experiments ana-
lyzing TPT distributions in nucleic acid folding14 estimated a bar-
rier height of ≈ kBT/2. This value was obtained by fitting the data
to the analytical form of the TPT distribution of the free bound-
ary case, but the use of this distribution for barriers of the order
of kBT or smaller is questionable.
The aim of this paper is to calculate the TPT distribution for a
parabolic barrier imposing absorbing boundaries at the two end
points of the trajectories. This is done for a stochastic system
whose evolution is described by a generalized Langevin equation
with a power-law memory kernel (which also includes the Marko-
vian dynamics in a limiting case). Anomalous dynamics is ubiqui-
tous in macromolecular systems as polymers, as it is known from
many examples23–30. The calculation of the TPT distribution con-
sists in expanding the solution of the Fokker-Planck equation in an
infinite series of eigenfunctions (confluent hypergeometric func-
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tions). For the numerical estimate this series is truncated at a
sufficiently high order. The results are in excellent agreement
with numerical integration of the Langevin dynamics. Finally, we
developed a web tool performing the fit of TPT distributions and
providing an estimate of barrier height and friction coefficient in
the Markovian case.
2 Generalized Langevin Equation
The formalism and theory follow closely the work of Goychuk and
Hänggi31 who considered the case of the escape out of a cusped-
shape parabolic potential. The starting point is the Generalized
Langevin Equation for an overdamped particle in a parabolic po-
tential barrier V (x) =−kx2/2 (note that the sign is reversed com-
pared to the escape problem discussed in Ref.31):∫ t
0
K(t− τ) .x(τ)dτ = kx(t)+ξ (t) , (1)
where K(t) is a memory kernel and ξ (t) is a random force with
zero average 〈ξ (t)〉 = 0 and correlation given by the fluctuation-
dissipation theorem
〈ξ (t1)ξ (t2)〉= kBTK(t1− t2) , (2)
In this paper we will consider a power-law memory kernel
K(t) =
ηα |t|−α
Γ(1−α) , (0< α < 1) ; (3)
with ηα = γ Γ(3−α). The Markovian limit is obtained as α → 1−
leading to K(t1− t2) = 2γδ (t1− t2), with γ the friction coefficient.
For a parabolic potential (1) can be mapped onto the following
Fokker-Planck equation31–35
∂P(x, t)
∂ t
= D(t)
∂
∂x
(
eβkx
2/2 ∂
∂x
e−βkx
2/2P(x, t)
)
, (4)
where β = 1/kBT and P(x, t) is the probability density of finding
the particle in position x at time t. D(t) is a time-dependent diffu-
sion coefficient given by31
D(t) =
kBT
k
d
dt
lnθ(t) =
kBT
k
.
θ(t)
θ(t)
, (5)
where
θ(t) = Eα
[
k
ηα
tα
]
, (6)
with Eα (z) = ∑∞n=0 z
n/Γ(αn+ 1) the Mittag-Leffler function. In
the Markovian limit α = 1 one has Eα (z) = ez and, as expected,
the time independent Einstein relation, D = kBT/γ, is recovered
from (5).
We seek a solution of Eq. (4) in the form of a spectral expansion
P(x, t)= exp(βkx2/4)∑n cnYn(x)ϕn(t). Separation of variables leads
to the following equation for the position-dependent part
Y ′′n (x)−
(
βk
2
+
β 2k2x2
4
)
Yn(x) = λnYn(x) , (7)
while for the time-dependent part
.ϕn(t) = λnD(t)ϕn(t) . (8)
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Fig. 2 Plot of normalized Yn(x) for n = 0,1, . . . ,9 with β = 1 and k = 10.
Absorbing boundary conditions are imposed in x = ±1, which leads to
reported values of sn (obtained from numerical calculations).
The solution of the latter can be easily deduced from (5)
ϕn(t) = [θ(t)]sn , (9)
where sn ≡ kBTk λn. Also the solutions of Eq. (7) are well known36.
They are either even or odd functions in x and can be written as
Yn(x) =

e−βkx2/4 1F1
(
sn
2
+
1
2
;
1
2
;
βkx2
2
)
n=0,2,4. . .
√
βkxe−βkx2/4 1F1
(
sn
2
+1;
3
2
;
βkx2
2
)
n=1,3,5. . .
(10)
where 1F1(a;b;z) is the Kummer confluent hypergeometric func-
tion. The boundary conditions Yn(±x0) = 0 fix the allowed values
of sn. Figure 2 shows a plot of the first five even and odd Yn(x) for
x0 = 1, β = 1 and k= 10. The values of sn for the first 10 levels are
also shown.
We note that Eq. (7) is analogous to the Schrödinger equa-
tion for a one-dimensional harmonic oscillator. In the ordi-
nary quantum case one seeks normalizable wavefunctions decay-
ing sufficiently fast at ±∞, which leads to the following values
sn = λn/βk = −n−1. One can recognize in this the energy levels
of the one-dimensional quantum oscillator. In the present case,
imposing vanishing functions at some finite x, as Yn(±x0) = 0,
leads to non-integer values for sn. Note however (Fig. 2) that
sn for the lowest level are close to the quantum oscillator val-
ues sn ≈ −n− 1. This is because the lowest states are strongly
localized, therefore imposing vanishing functions at infinity or at
some finite x0 leads to a similar spectrum. The larger is the barrier
(βkx20/2), the closer is the spectrum of sn to that of the quantum
oscillator.
The most general solution of the Fokker-Planck equation (4)
can be expressed as a linear combination:
P(x, t) = exp(βkx2/4)
∞
∑
n=0
cnYn(x) [θ(t)]sn , (11)
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where the coefficients {cn} are fixed by the initial conditions. At
t = 0 particles are placed in x = −x0 + ε, which corresponds to
P(x, t = 0) = δ (x+ x0− ε) or
δ (x+ x0− ε) = exp(βkx2/4)
∞
∑
n=0
cnYn(x) , (12)
since θ(0) = 1. The functions Yn(x) are orthogonal and we nor-
malize them as follows:∫ +x0
−x0
Y 2n (x)dx= 1 . (13)
Multiplying both sides of Eq. (12) by Ym(x) and integrating in
−x0 ≤ x≤ x0, we get
cm = exp
[
−βk
4
(x0− ε)2
]
Ym(−x0+ ε) , (14)
so that Eq. (11) becomes:
P(x, t) = exp
{
βk
4
[
x2− (−x0+ ε)2
]} ∞
∑
n=0
Yn(−x0+ ε)Yn(x)[θ(t)]sn .
(15)
We note that the coordinate-dependent functions Yn(x) do not de-
pend on the friction coefficient γ and on the anomalous exponent
α, while these affect the time-dependent part θ(t).
3 TPT distribution
The particle current associated to the Fokker-Planck equation is
j(x, t)≡−D(t)
(
eβkx
2/2 ∂
∂x
e−βkx
2/2P(x, t)
)
. (16)
If we indicate with jε (x, t) the current obtained from the initial
condition P(x, t = 0) = δ (x+ x0− ε), the TPT distribution is given
by the following relation22:
PTPT (t) = lim
ε→0
jε (x0, t)∫ ∞
0
jε (x0, t ′)dt ′
. (17)
Inserting Eq. (15) into Eq. (16) we get
jε (x0, t) =−D(t)e
βk
4 [x
2
0−(−x0+ε)2]
∞
∑
n=0
Yn(−x0+ ε)Y ′n(x0)[θ(t)]sn ,
(18)
in the limit of small ε and recalling that the boundary condition
imposes Yn(−x0) = 0 we have Yn(−x0+ ε)≈ εY ′n(−x0) and
jε (x0, t) =−εD(t)e
βk
4 [x
2
0−(x0−ε)2]
∞
∑
n=0
Y ′n(−x0)Y ′n(x0)[θ(t)]sn . (19)
The current is of order ε, however this factor cancels with the
normalization constant in (17) hence the probability distribution
function in the limit ε → 0 remains finite:
PTPT (t) =
∞
∑
n=0
Y ′n(−x0)Y ′n(x0)[θ(t)]snD(t)
∞
∑
n=0
Y ′n(−x0)Y ′n(x0)
∫ ∞
0
D(t ′)[θ(t ′)]sndt ′
. (20)
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Fig. 3 Examples of TPT distributions PTPT (t) for x0 = 1 and γ = 0.4. Av-
erage TPT decreases with increasing energy barrier and decreasing α.
Typically, the distributions are obtained truncating the infinite series (22)
to approx n≤ 100.
Using Eq. (5) we get∫ ∞
0
D(t ′)[θ(t ′)]sndt ′ =
−1
βksn
, (21)
which finally yields
PTPT (t) =−
∞
∑
n=0
Y ′n(−x0)Y ′n(x0)[θ(t)]sn−1
.
θ(t)
∞
∑
n=0
Y ′n(−x0)Y ′n(x0)
1
sn
. (22)
This probability distribution can be evaluated numerically once
the value of x0 and of the parameters k, γ and α are known. To
do that it is convenient to recast Eq. (10) as
Yn(x)=

e−
∆U
2 (x/x0)
2
1F1
(
sn
2
+
1
2
;
1
2
;∆U
(
x
x0
)2)
n=0,2,4. . .
√
2∆U
x
x0
e−
∆U
2 (x/x0)
2
1F1
(
sn
2
+1;
3
2
;∆U
(
x
x0
)2)
n=1,3,5. . .
(23)
where ∆U = βkx20/2 is the dimensionless barrier height. Thus the
functions Yn(x) depend only on ∆U and on the rescaled coordinate
x/x0.
In the numerical evaluation of Eq. (22), we chose to truncate
both series in n when the relative increment obtained by summing
one more term is lower than 10−6. The values of sn are obtained
performing the classic Brent method to find a root37 with the
initial guess
sn '− pi
2
2∆U
(
n+1
2
)2
− ∆U+3
6
+O
(
n−1
)
n= 0,1,2, . . . .
(24)
obtained from the asymptotic properties of hypergeometric func-
tions38,39. Figure 3 shows some plots of Eq. (22) for different k
and α and fixed x0 = 1 and γ = 0.4.
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Fig. 4 Comparison between TPT distributions obtained with absorbing
boundary conditions (Eq. (22) - solid lines) and free boundary conditions
(Eq. (25) - dashed lines). The two expressions converge as k increases,
corresponding to an increase of the barrier height. The other parameters
are x0 = 1, γ = 0.4 and α = 1.
4 The high barrier limit
The high barrier limit corresponds to the range of rescaled barrier
heights ∆U  1. As mentioned in the Introduction for very high
barriers one expects that TPT distributions are the same whether
either free or absorbing boundary conditions are used. This is
because stochastic trajectories will tend to cross the boundaries
at ±x0 typically only once. The TPT distribution for a parabolic
barrier with free boundaries was shown to be given by20
PTPT (t) =− 2pi
.
G(t)e−G2(t)
1−Er f [√∆U ] , (25)
where
G2(t)≡ ∆U θ(t)+1
θ(t)−1 . (26)
and θ(t) the Mittag-Leffler function defined in (6). Figure 4 shows
a comparison between Eq. (25) (dashed lines) and Eq. (22) (solid
lines). The two expression tend indeed to the same limiting value
as the barrier height increases (increasing k).
At long times, the Mittag-Leffler function converges to an expo-
nential40 θ(t)∼ exp(Ωt) where we defined Ω≡ (k/ηα )1/α , which
is an intrinsic rate set by the barrier stiffness k and the noise am-
plitude ηα . This implies that the free boundary distribution (25)
decays asymptotically as20
PTPT (t)∼ exp(−Ωt) (27)
In the limit t→ ∞ the expression (22) is dominated by the lowest
eigenvalue, hence it becomes
PTPT (t)∼
.
θ(t)
[θ(t)]1−s0
∼ exp(s0Ωt) (28)
As discussed above, at high barrier sn converges to the quantum
oscillator energy levels sn =−n−1, which implies that (28) shows
the same asymptotic decay as (27) in the high barrier limit. Note
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Fig. 5 a: Example of a BD trajectory of rescaled position x/x0 vs.
rescaled time t/βγx20 (this dimensionless variable is referred to as BD
units in the graph axis). b: Plot of the piecewise parabolic potential (29)
used in the simulation. c and d: Details of two parts of the trajectories
emphasizing a transition path from x0 to −x0 (c) and from −x0 to x0 (d).
that the exponential decay (28) remains valid also for low bar-
riers. In this case the decay rate is |s0|Ω, i.e. it differs from the
intrinsic rate Ω.
5 Fitting empirical distributions
TPT distributions obtained either from experiments or numerical
simulations can be fitted to Eq. (22). An online tool performing
the fits is freely available41. In order to test the procedure we
performed some Brownian Dynamics (BD) simulations for a par-
ticle moving in a double-well potential. We restricted the anal-
ysis to the Markovian case α = 1, which is easier to handle nu-
merically as the noise is uncorrelated. Note, however, that the
coordinate-dependent functions Yn(x) and the corresponding val-
ues of sn (whose calculations are computationally heavy) are in-
dependent of α.
We considered the following piecewise parabolic potential (see
Fig. 5b)
U(x) =

k(x+2x0)2/2− kx20/2 x<−x0
−kx2/2+ kx20/2 − x0 ≤ x≤ x0
k(x−2x0)2/2− kx20/2 x> x0
(29)
which has two minima in x=±2x0 and a local maximum in x= 0.
U(x) and its derivative are continuous, therefore there is no jump
in the force which could be potentially harmful for the simulation.
Figure 5a shows an example of a trajectory of rescaled posi-
tion x/x0 vs. rescaled time t/βγx20 (referred to as [BD units] in
the graphs) obtained from BD simulations for a particle moving
in the potential (29). The coordinate x fluctuates between the
two minima and the TPT are calculated from the crossings of the
trajectories at ±x0 (see Fig. 5c and 5d). We tested Eq. (22) for
several sets of the parameters k and γ (with α = 1). For each set
we collected 106 TPTs, from which a histogram was obtained. Fig-
ure 6 shows such a histogram (green bars ending with circles) for
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Fig. 6 Green bars: TPT histogram obtained from BD simulations with
∆U = 1.0 and γ = 0.16. Red solid line: Best fit of the simulations to
Eq. (22) yielding ∆U = 1.0 and γ = 0.16 as fitting parameters. Red dashed
line: Best fit of the simulations to Eq. (25) yielding ∆U = 1.57 and γ = 0.12
as fitting parameters. Solid and dashed lines are hardly distinguishable
on the scale of the main graph. The insets (a), (b) and (c) zoom in on
the short time behavior, on the maximum and on the long time behav-
ior of the TPT distribution showing that the solid line fits better the BD
simulations (green circles) compared to the dashed line.
γ = 0.16 and ∆U = 1. The solid red line is obtained by fitting the
BD data to Eq. (22). The fit provides values of γ and ∆U which
are in close agreement to the input values (given in the caption
of Fig. 6). The dashed line in Fig. 6 is a fit of the BD data to
Eq. (25). Although the overall quality of the fit is good a closer
look at the short time scales (inset (a)), the maximum (inset (b))
and the tail (inset (c)) show that Eq. (22) (solid lines) is a better
fit to the data. Moreover the values of ∆U and γ obtained from
fitting the BD simulations to Eq. (25) deviate sensibly from the
input data. For instance, one gets ∆U = 1.57 which is more than
50% above the input value.
Table 1 summarizes the results of the fittings of the BD data.
The first two columns give the values of ∆U and γ used in the
simulations. The two middle columns are the outputs of ∆U and
γ from fits of Eq. (22) and the the last two columns give the same
parameters from fits of Eq. (25). An uncertainty on the fitted
parameters is also given. The differences in the uncertainties in
the two cases is due to a difference in the fitting procedure. While
Eq. (25) has a simple analytical form and the search through the
parameter space (∆U,γ) for optimal fitting parameters is very fast
and efficient, the fitting to Eq. (22) is much more complex. Each
time a pair of values (∆U,γ) is sampled one needs to compute
the sn providing the absorbing boundary conditions Yn(±x0) = 0
and this has to be done for a sufficient number of terms so that
one gets an accurate truncation of the infinite series. To avoid
performing these calculations on the fly we considered a grid of
fixed values ∆Uk = 0.1k with 1 ≤ k ≤ 200 and γm = 0.01m with
1≤ m≤ 200. We note that without any loss of generality one can
set x0 = 1 since ∫ +x0
−x0
Y 2n (x)dx= x0
∫ +1
−1
Y˜n
2
(y)dy , (30)
Table 1 Fitted values of ∆U and γ on BD simulation data. The first two
columns are the values used in the simulations. Columns 3 and 4 are
obtained from fitting to Eq. (22) while columns 5 and 6 are from fitting
to Eq. (25). Typically free boundary conditions (Eq. (25)) lead to an
overestimate of the barrier height. This does not seem to be true for the
case ∆U = 4, which is the highest value of the Table. However, it remains
true if one fits to Eq. (25) while keeping γ fixed to the input value.
BD simulations Eq.(22) - Absorbing BC Eq.(25) - Free BC
∆U γ ∆U (±0.1) γ (±0.01) ∆U (±0.01) γ (±0.01)
0.5 0.16 0.5 0.16 1.30 0.12
0.5 0.40 0.6 0.41 1.29 0.30
0.5 1.20 0.5 1.20 1.29 0.90
1.0 0.16 1.0 0.16 1.57 0.12
1.0 0.40 1.1 0.41 1.56 0.30
1.0 1.20 1.0 1.20 1.56 0.91
2.0 0.16 2.0 0.16 2.16 0.12
2.0 0.40 2.0 0.40 2.16 0.31
2.0 1.20 2.0 1.20 2.16 0.93
4.0 0.16 4.0 0.16 3.61 0.13
4.0 0.40 4.0 0.40 3.57 0.32
4.0 1.20 4.0 1.20 3.58 0.97
where Y˜n(y) ≡ Yn(x0 y), and that the integral in the rhs term de-
pends only on ∆U . Hence from the x0 = 1 case one can easily
generalize the result to arbitrary x0 with a simple rescaling.
For any sampled pair (∆Uk,γm) the first 1000 values of sn and of
Y˜n
′
(±1) were stored on a database. Using the stored data one can
rapidly estimate the TPT distribution Eq. (22). Given an input
distribution P˜(t) one obtains the optimal fitting values of ∆U and
γ by minimizing over the grid
χk,m =
∫ ∞
0
dt
[
P˜(t)−PABTPT (t;∆Uk,γm)
]2
PABTPT (t;∆Uk,γm) , (31)
where PABTPT (t;∆Uk,γm) is obtained from Eq. (22). Here one mini-
mizes the squared difference of the two distributions and the mul-
tiplication by PABTPT (t;∆Uk,γm) ensure that more probable events
have higher weight. The values of the third and fourth columns
of Table 1 were obtained in this procedure, using for P˜(t) the dis-
tribution obtained by BD simulations. Obviously, as one uses a
fixed grid of values for the parameters, the accuracy cannot ex-
ceed the grid spacing.
In dealing with complex systems, either experimental or nu-
merical, only a limited sampling is feasible. In order to have some
insights on the error of the parameters and their dependence on
the sample size, we have binned the total 106 TPTs obtained from
BD simulations in subets of sizes L= 103, L= 104 and L= 105. One
obtains in this way M = 106/L independent samples of size L. To
estimate the error we computed the standard deviations σ∆U and
σγ over the values of ∆U and γ for the M samples. The error was
estimated as ε∆U ≡ max(σ∆U ,∆∆U) and εγ ≡ max(σγ ,∆γ), where
∆∆U = 0.1 and ∆γ = 0.01 are the grid spacings used. The data
reported in Table 2 estimate the typical uncertainty expected for
a given sampling size. For instance using a set of L = 104 TPTs
one expects an uncertainty of 0.1−0.2 on ∆U , while this error in-
creases for smaller sets. For a reasonable accuracy on the fitting
parameters from the TPT distribution one needs about 104 values.
Finally, although this section discussed mainly the fitting of BD
data, the same procedure can be used to fit distributions obtained
from experiments. One just needs to use an experimentally deter-
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Table 2 Errors of the parameters evaluated for a given number of avail-
able TPTs, evaluated as discussed in the main text.
ε∆U εγ
(∆U,γ) L= 105 L= 104 L= 103 L= 105 L= 104 L= 103
(0.5,0.16) 0.1 0.14 0.30 0.01 0.01 0.015
(0.5,0.40) 0.1 0.12 0.32 0.01 0.01 0.027
(0.5,1.20) 0.1 0.1 0.31 0.01 0.025 0.082
(1.0,0.16) 0.1 0.14 0.44 0.01 0.01 0.025
(1.0,0.40) 0.1 0.13 0.37 0.01 0.01 0.029
(1.0,1.20) 0.1 0.11 0.36 0.01 0.027 0.085
(2.0,0.16) 0.1 0.15 0.45 0.01 0.01 0.012
(2.0,0.40) 0.1 0.17 0.46 0.01 0.011 0.031
(2.0,1.20) 0.1 0.13 0.44 0.01 0.026 0.083
(4.0,0.16) 0.1 0.2 0.6 0.01 0.01 0.02
(4.0,0.40) 0.1 0.2 0.63 0.01 0.013 0.03
(4.0,1.20) 0.1 0.2 0.64 0.01 0.029 0.083
mined distribution for P˜(t) in (31). An online server performing
these fits is available41.
6 Conclusions
In this paper we have derived an exact expression for the TPT dis-
tribution for a particle crossing a parabolic barrier in terms of the
eigenfunctions and eigenvalues of the associated Fokker-Planck
equation. We considered a power-law correlated noise character-
ized by an exponent α ≤ 1, see Eqs. (2) and (3), where the Marko-
vian case is recovered in the limit α → 1. The TPT distribution is
expressed as an infinite series (Eq. (22)) obtained by separating
space and time coordinates, where the coordinate functions Yn(x)
are independent of the value of α. In contrast to previous work
on TPT distributions we have explicitly taken into account absorb-
ing boundary conditions, which implies Yn(±x0) = 0 at the end
points of the transition paths ±x0. In a recent work15 the TPT
distribution was determined using a similar approach in which
the eigenfunctions and eigenvalues of a Fokker Planck equation
for a particle in a general potential landscape V (x) were deter-
mined numerically. However in that work it was assumed that
D(t) ∼ tα−1 a result which is only correct in a linear potential or
for an harmonic one at early times42. For other potentials, the
form of D(t) is unknown and one can expect that the form chosen
in15 is valid in an early time regime where the diffusing particle
sees a linear potential. In contrast, we have used the exact ex-
pression for D(t) for a quadratic potential (Eq. (5)). Note that the
coordinate-dependent eigenfunctions do not depend on D(t).
In general, we expect that our result will be very well able to
describe TPT-distributions that come from experiments or simula-
tions on realistic models of proteins or nucleic acids if at least the
transition path times are measured on intervals where the poten-
tial can be well approximated as a parabola. For this purpose a
webtool performing analysis of TPT distributions has been made
freely available41. Deviations from the result obtained here could
be caused by more complex free energy landscapes where, for ex-
ample, the reaction coordinate has to cross more than one barrier
or a multidimensional energy landscape.
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