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Abstract
This thesis contributes to and advances the state-of-the-art of the analysis of
stochastic electromagnetic-circuit systems by applying novel statistical infer-
ence and generative modeling techniques to the extraction of statistical mod-
els of system responses. Machine learning based and physics based techniques
are introduced to address the limitations of existing methods by incorporat-
ing dimensionality reduction into the model training procedure, enabling the
enforcement of certain physical constraints, making the modeling procedure
more flexible by accepting additional data to capture dependency, and taking
advantage of universal statistics to reduce the sample requirement.
Specifically, for the first time, a variational autoencoder based method
is used for the generative modeling of high-dimensional S-parameters data.
The generation accuracy is shown to be superior to that of existing methods.
The passive variational autoencoder, a variational autoencoder with mod-
ified decoder architecture, is introduced to enforce physical constraints like
passivity. The generated S-parameters are shown to be physically consistent.
The generation accuracy and efficiency of the proposed method are assessed
through comparison to those of existing methods.
When a system is decomposed into multiple subsystems, the dependency
between responses of subsystems needs to be captured but is often neglected.
A conditional variational autoencoder is introduced for the capturing of such
dependency. Additional control variables are used to account for the ran-
domness external to a subsystem. The conditional variational autoencoder
based generative model demonstrates an advantage in terms of generation
accuracy as compared to its standard version, which ignores the dependency
between subsystems.
The random coupling model is a physics based generative model applicable
to electromagnetic enclosures under wave chaos condition. The low-frequency
limit of the random coupling model based generative model is shown to be as-
ii
sessed by computing the random projection Kolmogorov-Smirnov statistics,
and the low-frequency limit is demonstrated to be lower than the rule-of-
thumb estimate used in past works.
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1.1 Stochastic electromagnetic-circuit analysis
Electrical circuits are designed with specific functionality in mind but might
fail to operate as expected. The ability to identify potential problems early in
the design process is highly desired. When physical prototyping is infeasible
or cost-prohibitive, computer-based analysis helps verify that a circuit’s func-
tionality meets specification. Numerical circuit analysis predicts the behavior
of a circuit manufactured according to a specific design and operating un-
der certain conditions. A circuit is modeled as a network of interconnected
electrical components whose voltage-current relationships at terminals are
known. Numerical circuit analysis computes the voltages and currents at
circuit nodes in response to excitation. Based on the analysis result, various
performance metrics can be derived, which help guide circuit design to meet
performance guarantees. Virtual prototyping via numerical circuit analysis
significantly reduces the time and cost of design iterations. For example,
when designing a high-speed serial link on a printed circuit board (PCB),
many design decisions are involved, such as choosing substrate material, de-
termining transmission-line geometry, and selecting equalization scheme. A
computer-based link simulator performs numerical circuit analysis and com-
putes the bit error rate (BER). BER is a commonly used performance metric
in the signal integrity field, which reflects the chance of encountering a bit-
flipping error while quantizing at the receiver of a communication channel.
It is desired to control the BER below a certain threshold, as BER above
this threshold indicates potential signal integrity issues. Utilizing the link
simulation results, the high-speed link designer can make informed design
choices while minimizing the cost.
An electromagnetic (EM) model describes the behavior of EM fields under
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the classical electrodynamics framework. Systems whose major dynamics
are described by EM models are frequently encountered in the analysis of
high-speed digital circuits. As the length scale of circuit interconnects or
surrounding cavities exceeds the working wavelength, the distributed effect
of the EM fields becomes dominant, and EM modeling is warranted. When
analyzing a circuit with EM components, the first step is to characterize
the EM components’ electrical behavior. The EM components in high-speed
applications are, or can be approximately modeled as, linear and time in-
variant (LTI) multiport networks whose steady-state behaviors are described
by frequency responses [1]. Depending on the type of frequency responses,
voltages and currents, or incident and reflection waves at ports of a multiport
network, are related. In practice, the frequency responses of EM components
are organized into matrices tabulated along a discrete frequency grid. Z-, Y -,
or S-parameters describe the impedance, admittance, or scattering relation-
ship between corresponding quantities, respectively [2]. Once the frequency
responses of EM components are obtained, circuit analysis can proceed using
the extracted information.
A classical first-principles model uses physical laws to describe a system’s
behavior, and is completely deterministic. For example, with well-defined
structure, appropriate boundary conditions, and exact knowledge of mate-
rial properties, the transfer function of an EM system is uniquely determined
by solving the Maxwell’s equations. When dealing with real-life systems, the
first-principles approach is often computationally prohibitive. Physical sys-
tems in real life are of a multi-scale and multi-physics nature, and couple
tightly with the surrounding environments. A model is a simplification of
the physical reality. Increasing the scale, incorporating more physics, and
increasing the level of detail improve the accuracy of a model, but such ef-
forts are often hindered by the complexity constraint. To characterize the
discrepancy between first-principles models and corresponding real-life sys-
tems, the concept of uncertainty is introduced. A stochastic model describes
the random behavior of a system due to uncertainty, and is studied under
the framework of probability theory.
For an EM system, one commonly seen source of uncertainty is manufac-
turing process variation. When PCBs are manufactured, the material and ge-
ometric properties of planar interconnects on them often deviate significantly
from design values. Unknown design details also contribute to uncertainty.
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At the early design stage, whole system configurations and component place-
ment plans are often undetermined. The behavior of the final system depends
on the future design choices. Another source of uncertainty is the operat-
ing conditions. Memory effects within a system due to operation history
and perturbation from surrounding environment are examples. Uncertainty
also arises from the intentional omission of system details. The practice is
common when modeling EM systems of multi-scale nature, in which broad-
band EM field interactions with components and structures of feature sizes
spanning six orders of magnitude need to be accounted for.
Ignoring the randomness of an EM system’s behavior could cause the down-
stream circuit analysis to mis-identify potential failures. To avoid the huge
economic loss associated with a faulty circuit design, the worst case scenario
is often considered, which unnecessarily increases manufacturing cost due
to over-design. To achieve the best balance between performance and cost,
stochastic circuit-EM analysis providing probabilistic characterization of a
circuit’s behavior is therefore a must.
Much research has been done to address the various issues of stochastic
EM-circuit analysis. Early papers focused on the statistical characterization
of circuits using classical statistical methods. Behavior modeling was pro-
posed for use in the hierarchical statistical characterization of mixed-signal
circuits [3]. The use of polynomial chaos expansion and stochastic Galerkin
method for uncertainty propagation through stochastic differential equation
system was first proposed in [4], and soon received broad attention. The
authors of [5] applied the method in [4] to the stochastic analysis of cir-
cuits under manufacturing process variation. Improvement to the method
in [4] was proposed in [6]. Additional generalization and modification to the
method in [4] were made in [7] to accommodate the need for hierarchical un-
certainty propagation. The authors of [8] brought attention to the modeling
of microwave devices, where methods proposed in [6] were used to construct
circuit equivalents of nonlinear microwave components. Nonlinear circuits
modeled using generalized decoupled polynomial chaos were presented in [9].
To tackle the challenge of uncertainty propagation in a high-dimensional set-
ting, the authors of [10] proposed the use of analysis of variance (ANOVA)
and tensor-train decomposition. The authors of [11] proposed a modular
framework to assess the signal integrity in high-speed links, making use of
a passive and stable polynomial chaos based macromodel. The stochastic
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collocation method for systems with non-Gaussian, correlated parameters is
reviewed in [12], which also discusses improved computation algorithms. The
hierarchical stochastic propagation of transmission line is re-examined by the
author of [13], using the methods proposed in [12], and with an emphasis on
nonparametric problems at the lower level of the hierarchy.
1.2 Theoretical framework
The stochastic modeling problem will be investigated from a probability point
of view. This section relates objects of study to concepts in the probability
theory, and set stage for the discussion throughout the rest of the dissertation.
A system with uncertainty can be viewed as a collection of many determin-
istic systems. The set of all such systems, endowed with appropriate topology,
forms a topological space. The space is commonly referred to as the sample
space, and is denoted here as Ω. A probability space, (Ω,B(Ω), PΩ), can be
defined on top of it, where B(·) is the Borel σ-algebra on the corresponding
topological space, and PΩ : B(Ω) → R≥0 is a probability measure assigning
non-negative values to events in B(Ω). The set of transfer functions describ-
ing the behavior of the systems, endowed with appropriate topology, forms
the state space, E, upon which a measurable space, (E,B(E)), can be de-
fined. The behavior of the stochastic system is studied as a random variable,
χ, which is a measurable function from Ω to E so that
χ−1(A) , {ω : χ(ω) ∈ A} ∈ B(Ω), ∀A ∈ B(E).
Stochastic analysis aims at finding the probability distribution of χ, defined
as the push-forward measure on E, PE = χ#PΩ, satisfying
PE(A) = PΩ(χ
−1(A)), ∀A ∈ B(E).
A conceptual illustration of the relationship is provided in Figure 1.1.
While E is often equipped with rich structures, Ω remains abstract and is
difficult to deal with. A change of space is often used to facilitate analysis.
As shown in Figure 1.2, a measurable function, ξ, maps from Ω to a preferred
measurable space, (D,B(D)). A decomposition, χ = h ◦ ξ, with measurable
4
Figure 1.1: E-valued random
variable
Figure 1.2: Introduction of
parameter space D
function h : D → E exists as long as the consistency condition
χ(ω1) = χ(ω2), ∀ω1, ω2 ∈ ξ−1(ω′), ∀ω′ ∈ D (1.1)
holds. The space D is called the parameter space, and is often equipped with
rich structures. The consistency condition (1.1) requires all systems with the
same parameter to exhibit identical behavior. The parameterization process
shifts the burden of dealing with the abstract space Ω to the analysis of
random variable ξ, and allows us to focus on studying h, which is usually
easier to handle due to the additional structures of D.
Divide-and-conquer is a frequently used strategy when approaching a com-
plicated problem. Sometimes it is desirable to decompose a stochastic system
into multiple subsystems, to analyze each subsystem separately, and to syn-
thesize the results to obtain the behavior of the overall system. Figure 1.3
illustrates the decomposition process, where π1, π2, and π3 map from the
space of the overall system, Ω, to the spaces of subsystems, ΩA, ΩB, and ΩC ,
respectively, and χA, χB, and χC map the subsystems to their corresponding
behaviors. The function l maps from Π, the joint probability space of EA,
EB, and EC , to the space of the behavior of the overall system, E. To obtain
the probability distribution of l, the joint distribution of χA, χB, and χC is
required. The random variables χA, χB, and χC are often dependent on each
other due to their shared origin, Ω.
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Figure 1.3: Decomposition in to three subsystems
1.3 Uncertainty quantification and sensitivity analysis
Uncertainty quantification and sensitivity analysis are terms often used to-
gether and sometimes interchangeably. They cover a broad range of methods
for the analysis of systems with uncertainty.
Consider a parameterized stochastic system as shown in Figure 1.2. Uncer-
tainty propagation, also known as forward sensitivity analysis, characterizes
the push-forward measure PE = h#PD based on known PD and h. For certain
standard PD and simple h, the push-forward measure PE can be analytically
computed. Monte Carlo simulation [14] is often used for more complicated
situations. The simulation is a three-step procedure involving: (1) sampling
from PD, the probability distribution of ξ, (2) mapping the samples from
D to E via function h, (3) inferring PE, the probability distribution of χ,
using the previously acquired samples in E. Sampling from PD requires a
generative model for ξ, or specialized techniques like Markov chain Monte
Carlo (MCMC). The inference of PE can be performed using parametric or
non-parametric statistical models. Alternatively, an empirical measure could
be constructed.
A probability distribution of the random variable ξ, PD, is the starting
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point of the uncertainty propagation. One way to characterize ξ is through
measurement. Consider the previously mentioned stripline transmission line
example. If the trace width is identified as the sole parameter, we could
gather a batch of manufactured prototypes, cut the PCBs open, and measure
the widths. The measurement results could be used to infer a distribution
for ξ. Unfortunately, direct measurement of parameters is not always viable.
In some cases, direct measurement is destructive, as in the stripline example.
Considering the cost of obtaining prototypes in large quantity to support the
stochastic analysis, and the labor cost associated with cutting and measuring,
it is better to avoid such an approach. Alternatively, if measurements of the
system’s behavior are available, the inverse sensitivity analysis, or model
calibration, can be used to characterize PD. Bayesian methods or measure-
theoretic methods are available, and PD is determined on the basis that
PE = h#PD agrees with the measurements.
An important prerequisite for uncertainty propagation is the appropriate
parameterization of the stochastic system, which is often done a priori based
on user experience. Having too restrictive a parameter space might violate
the consistency condition (1.1), which makes the decomposition, χ = h ◦ ξ,
no longer valid. On the other hand, if the parameter space is too large,
characterizing h becomes difficult. Sensitivity assessment methods like those
proposed in [15] provide guidance so that the parameterization can be con-
ducted in a principled manner. One commonly employed strategy is to start
with an over-parameterized space and to restrict it while maintaining con-
sistency. As shown in Figure 1.4, D is a parameter space incorporating all
parameters, based on expert knowledge, that would potentially affect the
system’s behavior. Consider the case of a stripline transmission line with
manufacturing process variation as an example. The parameter space would
include structural and material properties like line length, trace width, trace
thickness, dielectric height, and dielectric permittivity, all of which poten-
tially affect the system’s behavior. A measurable function, r : D → D′,
projects from D to its restricted subspace, D′. A secondary decomposition,
h = h′ ◦ r, is possible if the consistency condition
h(ω1) = h(ω2), ∀ω1, ω2 ∈ r−1(ω′), ∀ω′ ∈ D′
is satisfied. D′ is now a reduced parameter space. The reduction process can
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Figure 1.4: Reduction of parameter space to D′
be repeated until a satisfying parameterization is obtained.
The function h : D → E is characterized once a parameterization is de-
termined. Under the consistency condition, for a fix parameter ω′ ∈ D, the
behaviors of all systems with the same parameter are identical, and can be
obtained via first-principles analysis of a representing system, ω ∈ ξ−1(ω′).
First-principles analysis of an EM system often results in an implicit rela-
tionship between system behavior and parameter, where evaluating system
behavior based on parameter requires solving a large system of differential
equations and is computationally expensive. Monte Carlo simulation per-
forms a large number of such evaluations, which multiplies the computational
cost. It takes approximately one hour to solve a system with 2×105 elements
at 5 frequency points using a commercial finite element method (FEM) [16]
solver [17]. To accurately infer PE, a large number of samples are needed.
The convergence rate of single-point Monte Carlo estimation is N−
1
2 , where
N is the number of realizations. As a rule of thumb, accurate inference of a
univariate distribution requires at least 104 realizations. The number of re-
alizations needed to accurately infer multivariate distribution is even higher.
Because systems corresponding to different parameters have many similar-
ities, it is a waste of effort to repeatedly solve the parts that are constant
across the board. The modeling cost can be significantly reduced, without
resorting to the underlying systems, if the parameters are directly related to
the behaviors. The above reasoning leads to the development of surrogate
models [18], which provide approximate but explicit characterization of h in
the hope of reducing the computational cost of evaluating system behavior
for specific parameters.
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Figure 1.5: Surrogate model with functional approximation of h
1.4 Surrogate modeling
As shown in Figure 1.5, surrogate models approximate h : D → E with
ĥ : D → E, which is of low complexity and easy to evaluate. For the
purpose of characterizing the push-forward measure, PE = h#PD, greater
agreement between ĥ and h at high-density regions of D is desired. In many
practical applications, D and E are considered to be subspaces of Rm and
Rn, respectively. Functions between Euclidean spaces are well studied and
many methods can be used for the approximation.
1.4.1 Functional approximations
One option for approximating h is to expand it into an infinite series, and to
truncate at appropriate level. Consider the special case when D = R, and






the function h belongs to the Hilbert space of square-integrable functions,




f(x)g(x)dPD(x), f, g ∈ L2(R, dPD). (1.2)
Elements in L2(R, dPD) are equivalent classes of functions which can be rep-
resented by elements in R[x], the ring of polynomial functions with real coef-
ficients. The monomial basis, {xi}∞i=0, spans R[x], and can be orthogonalized
under the inner product definition (1.2). When dPD(x) is a Gaussian mea-
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sure, Hermite polynomials form an orthogonal basis. For more general cases,
the classical Gram-Schmidt process can be used to iteratively construct or-
thogonal basis for Pn, the space of polynomials of degree less than or equal
to n. Denoting an orthogonal basis of Pn as {φi}ni=0, an approximation of
h with finite polynomial order can be obtained by orthogonal projection of
h into Pn. The derivation extends easily to more complicated cases. When
D = Rm, the ring of multivariate polynomials, R[x1, x2, . . . , xm], is consid-
ered. When D = RS , {f : S → R}, where S is a generic topological
space, more advanced techniques like Volterra series expansion are needed
for the analysis. If E = Rn, the polynomial approximation is individually
performed for each entry of the vector-valued function. A similar extension
can be made if E = RT , {g : T → R}, where T is a generic topologi-
cal space. The polynomial approximation is performed for each t ∈ T in
a point-wise manner. The technique of expressing a random variable as an
orthogonal polynomial series of another random variable is called general-
ized polynomial chaos (gPC) expansion, and is frequently used in the field
of uncertainty quantification and sensitivity analysis.
An alternative approach is to approximate h using a feedforward neural
network. A neural network consists of layers of interconnected neurons. Each






where x is the input vector, w is the weight vector, b is the bias, and σ(·)
is a nonlinear activation function. Neurons sharing the same input form a
layer, and the output from one layer can be fed as input to the next layer.
A complete feedforward neural network is constructed by cascading multiple
layers together, and adding a linear layer without any activation at the out-
put. Consider the case when D = Rm, and E = Rn. A feedforward neural
network, ĥ, with input width m and output width n can be constructed.
As a non-linear function parameterized by the weights and biases of its neu-
rons, ĥ can be trained to approximate h. Various universal approximation
theorems are available, suggesting that a feedforward neural networks with
enough capacity can approximate an arbitrary continuous function in a com-
pact domain in the L1 sense.
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1.4.2 Solving stochastic differential equations
Often, a system’s behavior is related to its parameters via a system of stochas-
tic differential equations. Under mild assumptions, Galerkin projection could
be used to solve a weak formulation of the problem, where the system behav-
ior is expanded as a series of orthogonal polynomials on the parameter space,
and the equations are tested with the corresponding orthogonal polynomial
basis [4]. The orthogonality of the polynomial basis allows the decompo-
sition of the system of stochastic differential equations into an augmented
system of deterministic differential equations. Solving the augmented sys-
tem of equations gives an approximate mapping from the parameter space
to the behavior space in the form of a polynomial series expansion. The
method, commonly referred to as the stochastic Galerkin method, is diffi-
cult to implement for real-life applications, partly due to the need to solve
the augmented system of differential equations. The augmented system of
differential equations, although deterministic, does not have clear physical
meaning, and a special differential equation solver needs to be developed in
order to solve it.
Alternatively, when a differential equation solver for the deterministic re-
alizations of the system is available, and we would like to utilize it as much
as possible without resorting to developing specialized solvers, the stochas-
tic collocation method [19] can be used. Testing the stochastic differential
equations with δ-functions at a point in the parameter space gives a system
of deterministic differential equations corresponding to a realization of the
stochastic system. The resulting equations have clear physical meaning, and
can be solved using a conventional solver. By testing the parameter space
at a set of prescribed nodes and solving the resulting augmented systems of
deterministic differential equations, interpolation or regression can be per-
formed to determine an approximation function mapping from the space of
parameters to the space of behaviors, which is expressed as a polynomial
series expansion.
The testing could also be done at random points in the parameter space,
which fits into the scheme of statistical learning. It is particularly useful
when details of the stochastic differential equations are unclear, but paired
parameter-behavior data is available. Assume that a training set of n pairs
of data, (x1, y1), (x2, y2), . . . , (xn, yn), is available, where xi ∈ D and yi ∈ E
11
are samples from probability distribution PD×E over the joint probability
space D×E. Define a non-negative real-valued loss function, L(ŷ, y), which




L (h(x), y) dPD×E(x, y).
Choose a hypothesize class, H, of functions h : D → E. Statistical learning
seeks a function, ĥ ∈ H, that minimizes the empirical version of the expected
risk on the training set,






L (h(xi), yi) . (1.3)
For the case that H is a set of neural networks parameterized by the weights
and biases of their neurons, gradient descent with back-propagation could be
used to solve the optimization problem in Equation (1.3), where the param-
eters are iteratively updated to achieve the optimization target. Once the
training process is done, the neural network serves as a surrogate model that
maps from parameters of the stochastic system to its behaviors.
While h can be discussed independently of PD, the surrogate model, ĥ,
cannot. As shown in in Equation (1.2), PD defines the inner product of
the L2 space where functional approximation is performed. For the case of
learning a neural network, PD affects the joint distribution, PD×E. Since ĥ
depends on PD, it is only meaningful if ĥ is specified in conjunction with an
underlying PD. Combining the two gives a generative model of the system
behavior which characterizes PE. A detailed discussion of generative models
will be provided in Section 1.5.
1.5 Generative modeling
The uncertainty quantification and sensitivity analysis methods introduced
in Section 1.3 are considered “white-box”, as they rely on an explicit pa-
rameterization of the stochastic system. When a parameterization is not
easily determined, direct characterization of the system’s behavior could be
performed instead. The modeling procedure driven solely by the system be-
havior is considered “black-box”, since no details on the internal working of
12
the system are available.
When samples from PE are available, an empirical measure could be con-
structed to approximate PE. Consider χ1, χ2, . . . , χn, a sequence of indepen-
dent identically distributed random variable with probability distribution PE.







where δ(·) is the Dirac measure. The strong law of large numbers guarantees
that PE,n(A) converges to PE(A) almost surely. Uniform convergence can
be established for certain subsets of B(E) that belong to a Glivenko-Cantelli
class. An empirical measure could be used to estimate arbitrary quantities
related to random variable χ, as long as they accept an expectation interpre-
tation. A shortcoming of an empirical measure is that it does not allow us to
obtain samples different from the initial ones, which is necessary if we would
like to perform certain operations on the probability space, like restricting it
to a measure 0 subspace. In such case, statistical inference [20] is needed to
characterize probability distribution from samples.
Statistical inference operates on the basis of assumptions, where the collec-
tion of assumptions concerning the target probability distribution constitutes
a statistical model [21]. Non-parametric models such as kernel density esti-
mation (KDE) [22] avoid making strong assumptions about the underlying
distribution [23]. Parametric models assume that the underlying distribution
is of finite complexity, and can be described with fixed number of parame-
ters, like fitting a univariate normal distribution using empirical mean and
variance. Strong assumptions allow more efficient statistical inference, so
that a statistical model can be characterized accurately with fewer samples.
However, if the assumptions turn out to be incorrect, the statistical inference
results become invalid. The key to efficient statistical inference is to incorpo-
rate appropriate assumptions into the statistical model, some of which might
come from our knowledge about the underlying physical system.
An EM system’s behavior presented as frequency-tabulated transfer func-
tions is high-dimensional. Due to physical constraints, the behaviors of a
stochastic system often reside in, or concentrate near, a low-dimensional
manifold. In such case, direct non-parametric inference is inefficient. A large
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number of samples is needed to capture the manifold structure, and probabil-
ity measure wrongfully assigned to the space outside of the manifold region
is inevitable. To improve the inference efficiency, it is crucial to build the
low-dimensional manifold assumption into the statistical model. When the
embedding is known, as in the case where an explicit parameterization of a
stochastic system is available, samples are projected to the manifold, and a
probability measure restricted to the manifold is inferred. Alternatively, deep
generative models infer a latent representation corresponding to the under-
lying data generation process, which results in an implicit parameterization
of the stochastic system.
A deep generative model approximates a high-dimensional distribution
as the push-forward measure from a primitive, low-dimensional distribu-
tion, where a continuous function from the low-dimensional to the high-
dimensional space is represented by a neural network. Denote the high-
dimensional space as X, where we define a continuous random vector, χ, with
probability density p(x). Denote the low-dimensional space as Z, where we
define a continuous random vector, ζ, with probability density p(z). In most
cases, samples of χ are available, while ζ is latent. To generate a sample
of χ, a latent sample is first obtained by sampling ζ. Then, a stochas-
tic function maps the latent sample to the observable space. The two-step
data generation process leads to a natural factorization of the joint density,
p(x, z) = p(z)p(x|z), where p(x|z) is a conditional density corresponding
to the stochastic function. Models under this setting are also called latent
variable models (LVM). Although the goal of inference is p(x), a generative
model describes p(x, z), the joint density defined on X × Z. A marginaliza-
tion integral can be used to obtain p(x). Statistical inference with a genera-
tive model is a model selection process maximizing the expected value of the









where PZ is the set of all candidate densities of ζ, and PX|Z is the set of all
candidate conditional densities of χ on ζ.
A deep generative model is closely related to a surrogate model in the sense
that it can be understood as the combination of a probability distribution
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of the latent variables and a surrogate model that maps from the latent
space to the observable space. A key difference between a surrogate model
and a generative model is that the parameter space is defined a priori for a
surrogate model, while the latent space is determined during the process of
learning a deep generative model.
1.6 Overview and structure of the dissertation
This dissertation investigates two types of statistical models and discusses
their application in the stochastic modeling of EM systems. The focus is
on the “black-box” setting, where only samples of system behavior are ob-
servable, and minimal internal working of the system is known. Chapter 2
proposes the use of the variational autoencoder (VAE) [24], a deep gener-
ative model, to infer the distribution of S-parameters of a stochastic EM
system. To illustrate the effectiveness of the approach, a coupled microstrip
transmission line interconnect structure on a PCB under manufacturing pro-
cess variation is used as a numerical example. The VAE is used to infer
the probability distribution of the frequency-tabulated S-parameters of the
interconnect, and the model accuracy is characterized and compared with
that of an alternative method discussed in Appendix A. Chapter 3 continues
the discussion from the previous chapter, while focusing on modifying the
generation model of the VAE to enforce certain physical constraints. Com-
monly expected physical properties like stability, causality, passivity, and
reciprocity are examined, and a special generation model architecture capa-
ble of enforcing local passivity and reciprocity is proposed. Enforcement with
the modified generation model is compared to that with alternative pertur-
bation methods, and the implications are discussed. Chapter 4 examines the
decomposition of a large stochastic system into multiple subsystems, paying
special attention to the dependency between the subsystems. A methodol-
ogy is proposed to train a conditional version of the VAE with additional
information of the coupling variables, and to use controlled generation to
obtain dependent subsystem responses. A cascaded interconnect structure
with two pieces of coupled microstrip transmission line and a differential via
is used as an example to illustrate how the proposed method helps manage
the dependency between subsystems. Chapter 5 discusses EM systems that
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are considered under wave chaos condition, and introduces a physics based
statistical model called the random coupling model (RCM). The application
of RCM in the inference of Y -parameters within a chaotic enclosure is exam-
ined through two examples. The situation in which dielectric obstacles with
random sizes are placed at random locations within a metallic enclosure is
considered. One of the examples is a flat box which resembles a quasi-2D sce-
nario, while the other is a more complicated 3D metallic enclosure. Chapter 6





Bayesian inference (BI) uses Bayes’ theorem to update probability from prior
belief to posterior belief upon observation [25]. Under the latent variable






The density, p(z), is called the prior density, and represents the belief on
the density of the latent variable prior to any observation. A likelihood
function, p(xi|z), describes the odds of the specific observation, xi, when
the latent variable takes different values. The density, p(z|xi), is referred to
as the posterior density, which represents the updated belief on the density
of the latent variable after observing xi. BI allows iterative refinement of the
latent variable density by continuously updating prior density to posterior
density as new observations arrive. A closely related concept is the maximum
a posterior (MAP) estimation. The latent variable is considered to be a
parameter, θ, whose density is of no interest and only a point estimation








where Θ is the set of candidate parameters.
One difficulty of BI is the evaluation of the marginalization integral,∫
Z
p(xi|z)p(z)dz.
Since the latent variable is continuous, unless the likelihood function is in
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some simple analytic form, the integral is considered intractable and cannot
be computed. The VI [26] methods are developed to circumvent the issue
by converting the calculation of the posterior density to an optimization
problem. Instead of computing p(z|xi), a density, q(z;xi,φ), is used for its
approximation. It is assumed that q(z;xi,φ) belongs to a variational family
of densities strictly simpler than the true posterior density, where the ele-
ments are indexed by φ. Exponential families are commonly used in VI. An
example is the family of normal distribution, whose elements are parameter-
ized by mean and variance. VI seeks an optimal parameter, φ∗ ∈ Φ, so that
the corresponding density, q(z;xi,φ
∗), is the best approximation of the true
posterior density, p(z|xi), in a sense that some dissimilarity function between
the two densities is minimized. The Kullback-Leibler (KL) divergence [27] is
a commonly used dissimilarity function, which is a non-symmetric distance
from p to q defined as














where z(1), z(2), . . . ,z(n) forms a partition of z. The factorization (2.1) allows
the variational optimization to be carried out for each partition separately
while fixing the others, and gives rise to an iterative updating algorithm
that is often referred to as mean field variational Bayes. Alternatively, the
partition could happen between a latent variable, z, and a parameter, θ.
As a deviation from the BI framework, an iterative algorithm allows the
updating of the variational approximate posterior density, q(z;xi,φ), and
the updating of the MAP estimator of the parameter, θ, to proceed in a
leap-frog manner. On convergence, the algorithm gives the optimal posterior
density, q(z;xi,φ
∗), and the optimal parameter, θ∗. The algorithm is the
variational version of the famous expectation maximization (EM) algorithm.
The aforementioned scenario is not very interesting, as the variational ap-
proximation of p(z|xi) by q(z;xi,φ) is tied to a specific observation, xi.
The inference is by nature local: a different approximate posterior density
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is computed for each new observation, and the generalization to previously
unseen observation is difficult. To make the inference useful, an amortized
setting is recommended in [28], where a recognition model is used to ap-
proximate the posterior density for all observations in X. The recognition
model, q(z,x;φ), maps any observation, xi ∈ X, to the corresponding ap-
proximate posterior density, q(z;xi,φ). The global variational parameters
for the recognition model are collected in vector φ ∈ Φ, where Φ is the set
of all candidate parameters.
2.2 VAE formulation
VAE is a state-of-the-art deep generative modeling technique. It utilizes
neural networks to represent an LVM, and combines it with the amortized
VI scheme in Section 2.1 to facilitate model selection.
2.2.1 Generation model
The generation model of a VAE is a statistical model of the joint density,
p(x, z). The LVM setting admits a factorization, p(x, z) = p(z)p(x|z),
which allows separate specification of p(z) and p(x|z). Define a variational
family of densities, p(z;θ), and a variational family of conditional densi-
ties/likelihood functions, p(x|z;θ). The variational parameters are collected
into the shared parameter vector, θ, and Θ is the set of all parameters under
consideration. A model selection process described in (1.4) can be performed
to obtain an optimal parameter








Consider the standard case, where Z = Rd, X = RD, and d  D. The
latent distribution is chosen to be a fixed multivariate normal distribution
centered at the origin, ζ ∼ N (0, Id), where 0 is the zero vector, and Id is the
d× d identity matrix. A stochastic function with input-dependent, additive
Gaussian noise maps latent samples to the observable space
f(z) = µ(z) + ε σ(z),
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where µ : Rd → RD, σ : Rd → RD≥0, ε ∼ N (0, ID), and  is entry-wise
multiplication. For a fixed z, the probability distribution of the output of






where diagσ2(z) is a diagonal matrix with its diagonal entries the square of
corresponding entries in σ(z), and the functions µ and σ can be approxi-
mated by neural networks. Denote the neural networks as µθ and σθ, with
their weights and biases collected in the shared parameter vector, θ. The
conditional density/likelihood function corresponding to the stochastic func-
tion is explicitly expressed with the help of the two neural networks, which









where |·| is the determinant. The stochastic function represented by the
neural networks, µθ and σθ, is called the decoder.
2.2.2 Recognition model
The recognition model of a VAE is a mathematical construct to facilitate the





often cannot be analytically computed, and requires numerical integration.








or more accurately, the Monte Carlo estimator of its gradient with respect
to the neural network parameters, θ, exhibits high variance and cannot be
used in stochastic gradient ascent type of optimization algorithms. To help
obtain estimators of I and its gradient with reduced variance, importance
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sampling (IS) is used. Instead of sampling from p(z;θ), a proposal density,











From a Bayesian point of view, consider p(z;θ) the prior density of the latent
variable, and p(xi|z;θ) the likelihood function. A good proposal distribution






which is intractable and has to be variationally approximated. Consider
q(z;xi,φ), a variational proposal density parameterized by φ ∈ Φ, where Φ
is the set of all candidate parameters. A lower bound on the log evidence
can be derived by IS and applying Jensen’s inequality [29],




















where L(θ,φ;xi) is called the evidence lower bound (ELBO). Noticing that





always holds. The gap between the log evidence and the ELBO is


















= DKL(q(z;xi,φ) ‖ p(z|xi;θ)).
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The ELBO becomes a tight bound when the proposal density matches the
posterior density
DKL(q(z;xi,φ) ‖ p(z|xi;θ)) = 0 ⇐⇒ q(z;xi,φ)
a.s.
= p(z|xi;θ).
As a tractable alternative for the optimization target in Equation (2.2), the
ELBO can be used to formulate an optimization problem,
θ∗,φ∗ = arg max
θ∈Θ,φ∈Φ
L(θ,φ;xi),
which can be solved via variational EM. Consider q(z,x;φ), a recognition
model as suggested in the amortized inference scheme in Section 2.1, where
φ is global variational parameters, and the recognition model maps any ob-
servation, xi ∈ X, to a corresponding proposal density, q(z;xi,φ). Again,
for the standard case, where Z = Rd, X = RD, and d  D, a stochastic
function with input-dependent, additive Gaussian noise maps observations
to the latent space
g(x) = µ′(x) + ε′  σ′(x),
where µ′ : RD → Rd, σ′ : RD → Rd≥0, ε′ ∼ N (0, Id). For a fixed x, the prob-







where the functions µ′ and σ′ can be approximated by neural networks.
Denote the neural networks as µφ and σφ, with their weights and biases
collected in the shared parameter vector, φ. The approximate posterior
density corresponding to the stochastic function is explicitly expressed with












The stochastic function represented by the neural networks, µφ and σφ, is
called the encoder. Figure 2.1 shows the graphical model corresponding to
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Figure 2.1: Plate notation for the VAE graphical model
a VAE, where the shaded node represents observation, the plate represents
independent duplication, the solid arrows represent the decoder, and the
dashed arrows represent the encoder.
2.2.3 Training and generation
Training a VAE is to maximize the ELBO, which is assisted by a slight













log[p(xi|z;θ)]q(z;xi,φ)dz −DKL(q(z;xi,φ) ‖ p(z;θ)).
(2.3)




reflects the reconstruction accuracy of the combined recognition and gener-
ation model. The KL divergence, DKL(q(z;xi,φ) ‖ p(z;θ)), can be con-
sidered as a regularization penalty term and encourages the approximate
posterior density to match the prior density. Thanks to the simple form
of multivariate normal distribution, the regularization penalty term and its
gradients with respect to θ and φ can be analytically computed. Unfortu-
nately, no analytical expressions are available for the reconstruction accuracy
term and its gradients, which means that they have to be estimated. To
reduce the variance of the Monte Carlo estimator of the gradients, a repa-
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Figure 2.2: VAE structure







ζ = µφ(x) + ε  σφ(x), where ε ∼ N (0, Id) is an auxiliary random vec-
tor. The reparameterization trick connects the recognition model and the
generation model of a VAE, and allows the gradients to be back-propagated
through the cascaded models. Figure 2.2 shows the structure of a typical
VAE with uni-variate latent variable. The gradient back-propagation across
neural networks and stochastic gradient ascent with automatic differentia-
tion are supported by major machine learning software packages like Tensor-
flow [30], which gives the optimal parameters for the neural networks. Once
a VAE is trained, the encoder is no longer needed. We could sample from
the prior density of the latent variable, p(z), and use the decoder to generate
x. The input-dependent Gaussian noise is often ignored, and the means are
used directly as generation outputs.
2.3 Coupled microstrip line example
To illustrate how VAE based generative models work in the context of in-
ferring the distribution of the S-parameters of a stochastic EM system, a
coupled microstrip transmission line example as depicted in [31] is used.
Figure 2.3 shows the structure of the line, with an emphasis on the cross-
sectional geometry. The conductors are assumed to be perfect electric con-






Figure 2.3: Coupled microstrip line example
Table 2.1: Design value of geometry and material parameters
Name Symbol Value Unit
Line length l 10 cm
Trace width w 50 µm
Trace spacing s 60 µm
Substrate height h 40 µm
Substrate relative permittivity εr 3.7 –
Substrate loss tangent tan δ 0.02 –
epoxy. The design values of geometry and material parameters are collected
in Table 2.1. To mimic the manufacturing process variation, the trace width,
s, the substrate thickness, h, and the relative permittivity of the substrate,
εr, are assumed to be random variables with truncated Gaussian distribu-
tions centered at their respective design values. Two frequency ranges are
considered. In addition to the low-frequency range of 0–1.8 GHz, as consid-
ered by [31], a higher frequency range of 10 GHz–11.8 GHz is also examined.
For the low-frequency range, the three parameters are assumed to have stan-
dard deviations of 10% of their nominal value. For the high-frequency range,
the three parameters are assumed to have standard deviations of 3% of their
nominal value. The reduced standard deviation for the high-frequency case
is due to unsatisfactory generation accuracy, even with currently available
state-of-the-art methods. Realizations of the microstrip lines are numeri-
cally solved using ADS [32]. The frequency-tabulated matrices of 4-port
S-parameters at 181 equally spaced frequency points are recorded. The fre-
quency response data is collected in complex-valued tensors of size 181×4×4,
and is divided into the training, testing, and validation datasets. Figure 2.4
shows selected entries of training and validation data for the low-frequency
case, and Figure 2.5 is for the high-frequency case.
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Figure 2.4: Selected entries of S-parameters, low-frequency case
(red solid: 50 training data; green dashed: 950 validation data)
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Figure 2.5: Selected entries of S-parameters, high-frequency case
(red solid: 50 training data; green dashed: 950 validation data)
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2.4 Applying VAE to S-parameters modeling
As a state-of-the-art generative modeling technique, VAE is applicable to
the inference of the distribution of the S-parameters of stochastic LTI EM
multiport systems. With various practical concerns addressed, it is easy
to use VAE to model a stochastic EM system like the coupled microstrip
transmission lines in Section 2.3.
The frequency responses of a multiport LTI EM system are described by
network parameters like the S-parameters. The S-parameters of a P -port
system can be viewed as a matrix-, and complex-valued function of frequency.
When evaluated at a given frequency, say, ω0, the S-parameters become a
complex-valued matrix of size P × P
S(ω0) =

S11(ω0) S12(ω0) . . . S1P (ω0)





SP1(ω0) SP2(ω0) . . . SPP (ω0)
 ,
where the i, j-th entry, Sij(ω0), relates the magnitude and phase of incident
wave at port j and scattered wave at port i. Measurement equipment and
numerical solvers report S-parameters in frequency tabulated form, where
the S-parameters are evaluated along a frequency vector of K equally spaced
frequency points, [ω1, ω2, . . . , ωK ]. The resulting K complex-valued matri-
ces of size P × P are collected in {Sl}Kl=1, and are further organized into a
complex-valued tensor of size K×P ×P . Since standard VAE is formulated
to work with real-valued vectors, a pre-processing step is needed for data
conversion. The first step is to flatten the tensor into a size KP 2, complex-
valued vector. Then, the real part and the imaginary part of the vector are
extracted and concatenated together to form a size 2KP 2, real-valued vector.
The resulting real-valued vector can then be used as training data for VAE.
For a reciprocal network, the S-parameters matrices are symmetric. Only
entries in the upper triangle of the matrices require modeling, since the other
entries are implied.
The dimension of the latent space, d, is a user supplied parameter. Choos-
ing an appropriate d is critical for a VAE to be efficiently trained for ac-
curate generation. It is proven [33] that a VAE is capable of capturing the
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low-dimensional structure of the data manifold where the observations reside
if d is greater than or equal to the intrinsic dimension of the manifold. For
smaller d, structural information of the data manifold is lost, and VAE gener-
ation becomes inaccurate. A d matching the intrinsic dimension of the data
manifold is ideal, as a larger d adds unnecessary complexity to the VAE and
reduces efficiency. As discussed in Section 2.2, the recognition model maps
an observation to an approximate posterior density over the latent space.
Due to the assumption that the approximate posterior distribution is a mul-
tivariate normal distribution with diagonal covariance matrix, the mean and
variance parameters along each latent dimension can be independently gener-
ated. In practice, two neural networks are used to represent the recognition
model. One network, µφ : RD → Rd, generates the d-dimensional mean
vector. The other network, logσ2φ : RD → Rd, generates the log variances
along each latent dimension. The use of log variances instead of standard
deviations is out of concern for numerical precision. The two networks could
share the same intermediate layers, which are a stack of fully connected layers
with non-linear activation functions. Each network has its own output layer,
which is a fully connected layer with linear activation functions. Similarly,
the generation model approximates a likelihood function by mapping each
latent sample to a multivariate normal distribution with diagonal covariance
matrix over the observable space. Two neural networks, µθ : Rd → RD and
logσ2θ : Rd → RD, are used to represent the generation model. The neural
networks are defined in the same fashion as those representing the recognition
model.
VAE generates real-valued vectors. Frequency-tabulated S-parameters can
be recovered from the vector by reversing the pre-processing conversion steps.
The resulting S-parameters can be used in downstream statistical analysis
as needed. To constrain the generated S-parameters to finite-order ratio-
nal form and enforce appropriate physical constraints, or to attain pole and
residue information if needed, a post-processing step could be used to apply
vector fitting (VF) [34] on the predicted S-parameters. Passivity filtration as
suggested in [31], or passivity enforcement via perturbation [35], could then
be applied to guarantee that the predicted S-parameters suggest passive sys-
tems.
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2.5 VAE numerical results
VAE is applied to the example in Section 2.3 for the generative modeling of
the S-parameters of a stochastic coupled microstrip transmission line. Multi-
layer neural networks are used to represent the recognition model and the
generation model.
The frequency-tabulated S-parameters reported by ADS are size 4 × 4,
complex-valued matrices at 181 frequency points. Due to reciprocity, only
the 10 entries in the upper triangle of the matrices are modeled. The pre-
processed training data consists of real-valued vectors of dimension 3620.
The latent space dimension is chosen to be 3, which matches the number of
varying geometry and material parameters. The neural networks representing
the recognition model share two fully connected intermediate layers. The
first intermediate layer has 256 nodes, and the second intermediate layer
has 32 nodes. The mean network, µφ, outputs a three-dimensional mean
vector. The log variance network, logσ2φ, outputs a three-dimensional log
variance vector. The generation network assumes a structure symmetric to
the recognition network, where two fully connected intermediate layers of
dimension 32 and 256 are shared by the neural networks representing the
generation model. The mean network, µθ, outputs a 3620-dimensional mean
vector. The log variance network, logσ2θ, outputs a 3620-dimensional log
variance vector. The activation functions of the neural networks are chosen
to be exponential linear units (ELUs) [36]. The gradients of the log variance
nodes of the generative network are multiplied by a discounting factor of
10−8 to force the prioritization of the optimization of means and to prevent
potential numerical instabilities.
Figure 2.6 is a qualitative display of the VAE generation results for the
low-frequency case, and Figure 2.7 is for the high-frequency case. The gen-
erated S-parameters are perturbed to enforce passivity [35]. The common
pole model (CPM) [31], an alternative approach to the generative modeling
of the S-parameters, is used as a baseline for comparison. Details regard-
ing the CPM can be found in Appendix A. A side-by-side comparison of
S11 of the generated S-parameters for the high-frequency case is shown in
Figure 2.8. The generated S-parameters from the CPM fail to capture the
smooth shifting of resonance peak across realizations. The issue is likely due
to the bias introduced by the common pole constraint, and is absent in the
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Table 2.2: Statistics of generated and validation S-parameters
Statistics
Low frequency High frequency
CPM VAE CPM VAE
KS
mean 0.1695 0.1712 0.2854 0.2125
max 1 1 0.3374 0.2795
Energy 0.1427 0.2236 0.7380 0.5852
VAE generations.
For a quantitative assessment of the generation accuracy of the VAE based
generative model, the (two sample) Kolmogorov-Smirnov (KS) statistic [37] is
calculated for 1000 generated S-parameters and 950 validation S-parameters.
Also computed is the distance based energy statistic [25]. A discussion of the
various statistics can be found in Appendix B, and the corresponding results
are collected in Table 2.2. Note that a lower value suggests better agree-
ment between the empirical densities of the generated and the validation
S-parameters. From the quantitative results we can conclude that: (1) for
the low-frequency case, the CPM offers slightly higher generation accuracy,
(2) for the high-frequency case, the generation accuracy of the VAE signifi-
cantly exceeds that of the CPM.
2.6 VAE conclusion and discussion
The VAE learns the data generation process corresponding to the training
S-parameters, and yields a decoder capable of generating new S-parameters.
The generated S-parameters are different from the training ones but still
follow the same underlying distribution, and can be used for downstream
statistical analysis as if they are sampled from the stochastic EM system.
From a coding point of view, the VAE forces the recognition model to find a
compact encoding of the observations which can later be used for generation.
From a dimensionality reduction point of view, the VAE assumes that the
observations in the high-dimensional ambience space concentrate near a low-
dimensional manifold, and explicitly learns the nonlinear embedding of the
low-dimensional manifold. From a Bayesian point of view, the VAE assumes
an LVM, and performs amortized inference with variational EM.
As a generative modeling technique, the VAE deviates from traditional
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Figure 2.6: Selected entries of S-parameters generated by the VAE,
low-frequency case
(blue solid: 1000 generation data; green dashed: 950 validation data)
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Figure 2.7: Selected entries of S-parameters generated by the VAE,
high-frequency case
(blue solid: 1000 generation data; green dashed: 950 validation data)
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Figure 2.8: Comparison of S11 generated by the CPM (left) and VAE
(right), high-frequency case
(blue solid: 1000 generation data; green dashed: 950 validation data)
surrogate modeling techniques in that it does not require the a priori identi-
fication and characterization of the latent variables. User input determines
the dimension of the latent space, and the VAE learns a latent representation
from training data. This is helpful when details about the latent variables
are unavailable. The common pole assumption imposed by the common pole
model is merely an approximation of the physical reality, and introduces bias
in the generated S-parameters. This phenomenon is more significant at high
frequency. The VAE avoids the common pole assumption. As a result, the
VAE generation is more accurate, particularly at high frequency. The VAE is
a parametric statistical model and enjoys bounded memory complexity. The
stochastic gradient ascent algorithm iteratively updates the model parame-
ters one observation at a time. The bounded memory complexity and iter-
ative nature of the VAE alleviate the high memory consumption associated
with high-dimensional data, and avoid additional dimensionality reduction in
the pre-processing step which discards information and degrades model accu-
racy. Thanks to the rapidly developing deep learning software packages like
Tensorflow [38], the VAE can be implemented with minimal user-generated
codes. Once a description of the neural network structure is provided, the
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gradient back-propagation is taken care of by the software packages through
automatic and/or symbolic differentiation.
Due to the weak structural assumption, the VAE generation lacks smooth-
ness. When viewed along the frequency axis, entries of the S-parameters
generated by the VAE are noisy and exhibit small ripples. Enforcing ra-
tional structure in the generated S-parameters improves the smoothness. A
discussion of the rational approximation of S-parameters can be found in Ap-
pendix A. The S-parameters of a lumped element circuit are always rational,
but the assumption of rationality does not hold for a general EM system, and
whether a rational approximation is appropriate is open to debate. Never-
theless, the rational structure can be enforced on the generated S-parameters
via a post-processing VF step. Alternatively, it can be built into the VAE,
where the decoder outputs poles and residues, and a hard-coded layer con-
verts the poles and residues to the final outputs. The expressiveness of the
posterior distribution of a VAE is limited. For a standard VAE, the approx-
imate posterior distribution is a multivariate Gaussian distribution, which
could be overly simplified. Many recent researches aim at improving the
VAE’s power to model more complicated posterior densities. The integra-
tion of a generative adversarial net (GAN) [39] into the VAE architecture
is one promising direction [40]. Instead of modeling the posterior densities
explicitly, a discriminating model is used to implicitly describe the posterior
density. It is also possible to build a probabilistic graphical model with VAE
to achieve more complicated posterior representation [41].
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Chapter 3
Enforcing passivity with VAE
3.1 Physical consistency of S-parameters
An EM system possesses physical properties like stability, causality, pas-
sivity, and reciprocity. The properties impose structural constraints on the
S-parameters, which are expected in the down-stream circuit analysis. When
supplied with physically inconsistent S-parameters, a circuit simulator might
generate inaccurate results or even break down. A detailed account of phys-
ical properties commonly seen in EM systems, as well as the corresponding
structural constraints on the S-parameters, is available in [35].
Stability A system is stable if its responses are bounded. Stability is a
desired property which guarantees that the circuit elements stay within op-
erating limits. Multiple stability criteria exist. Bounded-input bound-output
(BIBO) stability is a widely used one, which requires the outputs of a system
to be bounded for all bounded inputs. Stability is implied when working
with the S-parameters, since they describe the sinusoidal steady state re-
sponse of a system in the frequency domain, and those of unstable systems
are not well-defined. It is always possible to find a stable system for a given
set of S-parameters. As a result, stability does not impose any structural
constraint on the S-parameters.
Causality All real world systems are causal, as an effect cannot precede its
cause. For an LTI system, causality means that its impulse responses vanish
for t < 0. When a frequency domain characterization like the S-parameters






















where Sij(ω) = Uij(ω) + iVij(ω) is the i, j-th entry of the S-parameters, and
the integrals are understood in the Cauchy principal value sense.
Passivity Another important property is passivity, which dictates that a
system, absent a source, cannot generate energy. The structural constraints
on the S-parameters of a passive system are summarized in the following
three-part statement:
1. (Causality) each entry satisfies the dispersion relation in (3.1);
2. (Boundedness)
I− SH(ω)S(ω)  0, ∀ω; (3.2)
3. (Realness)
S(−ω) = S∗(ω), (3.3)
where  0 means positive semi-definite, (·)H is conjugate transpose, and (·)∗
is complex conjugate. Note that for an LTI system, passivity is a sufficient
condition for causality. The boundedness constraint (3.2) limits the spec-
tral norm of the S-parameters matrices to be less than or equal to 1 when
evaluated at any given frequency. It essentially prevents the system from
generating energy. The realness constraint (3.3) requires each entry of the
S-parameters to be a Hermitian function in terms of the frequency. A di-
rect consequence is that the impulse responses of the system are purely real
functions.
Reciprocity A property possessed by many EM systems is reciprocity,
which describes the interchangeability of input and output in terms of prop-
agation characteristics. Most passive EM systems, except for those con-
structed with ferromagnetic materials, are reciprocal. Reciprocity imposes a
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symmetry constraint on the corresponding S-parameters
S(ω) = S(ω)T , ∀ω, (3.4)
where (·)T is matrix transpose.
3.1.1 Local constraints
Measurement equipment and numerical solvers evaluate S-parameters at
discrete frequency points within a finite frequency range. The frequency-
tabulated S-parameters are a partial description of the underlying system.
Interpolation or fitting is needed to obtain the full S-parameters. When work-
ing with the frequency-tabulated S-parameters, a frequency-local version of
the structural constraints can be derived. Note that the local constraints are
necessary conditions for the corresponding global constraints.
Causality The causality constraint (3.1) is by nature a global constraint,
as it involves integration across the entire frequency range. A local version
is not readily available for the causality constraint, and it will be bracketed
from our discussion.
Passivity The boundedness constraint (3.2) is defined frequency-wise and
a local version can be derived as
I− SHl Sl  0, ∀1 ≤ l ≤ k, (3.5)
where {Sl}Kl=1 are the matrices resulting from evaluating the S-parameters
at the frequency vector, [ω1, ω2, . . . , ωK ]. The realness constraint (3.3) is
largely implied, as the S-parameters at a negative frequency are often inferred
from the corresponding positive frequency ones. Special care is needed to
ensure the realness of the S-parameters at frequency 0, if it is included in
the frequency vector.
Reciprocity Similar to the boundedness case, a local version of the sym-
metry constraint (3.4) can be derived as
Sl = S
T
l , ∀1 ≤ l ≤ k. (3.6)
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Figure 3.1: Symmetric matrix architecture for 4× 4 matrix
3.2 PVAE formulation
The VAE based generative models deal with real-valued vectors. When ap-
plied to the inference of S-parameters, pre- and post-processing conversions
are needed, and the physical constraints on the generated S-parameters are
not automatically enforced. To make sure that the generated S-parameters
are physically consistent, it is desired to incorporate the physical constraints
into the VAE. A straightforward approach is to modify the generation model
of the VAE so that the generated S-parameters satisfy the physical con-
straints by construction. The key is to modify the architecture of the decoder
neural network, µθ, so that it outputs the complex-valued S-parameters ma-
trices instead of a real-valued vector. The VAE with modified generation
model is referred to as the passive variational autoencoder (PVAE), and de-
tailed methodology and formulation will be introduced next.
3.2.1 Symmetric matrix architecture
To generate a symmetric matrix, S = ST ,S ∈ CP×P , a fully connected layer
with P (P + 1) output units is needed. The outputs are paired up to form
P (P + 1)/2 complex-valued outputs. P of the complex-valued outputs are
gathered into the diagonal of S, and the rest are gathered into off-diagonal
entries in a symmetric fashion, so that Sij = Sji, 1 ≤ i < j ≤ n. The process
is illustrated in Figure 3.1
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Figure 3.2: Bounded symmetric matrix architecture for 4× 4 matrix
3.2.2 Bounded symmetric matrix architecture
The aforementioned symmetric matrix architecture guarantees that the gen-
erated S-parameters matrices are symmetric, which takes care of the local
symmetry constraint (3.6). To further bound S’s spectral norm to enforce the
local boundedness constraint (3.5), a more complicated generation procedure
is needed.
Takagi’s factorization All complex-valued symmetric matrices have Tak-
agi’s factorization [42]. A symmetric matrix S can be factored as
S = VΛVT , (3.7)
where S is a unitary matrix, and Λ is a real-valued diagonal matrix. Entries
in Λ coincide with the singular values of S. Note that the spectral norm of
S, ‖S‖2, is equivalent to the maximum singular value of S, σmax(S). Takagi’s
factorization leads to a natural way to control ‖S‖2. Instead of generating
S directly, matrices V and Λ can be generated first, and later converted to
S via Equation (3.7). Bounding the diagonal entries of Λ suffices to control
‖S‖2. Λ is generated by gathering P real-valued outputs, σii=1P , into the
diagonal of a matrix. Sigmoid activation functions are used, which ensure
that 0 < σi < 1, i = 1, . . . , P . The process of generating a symmetric
matrix with bounded spectral norm via Takagi’s factorization is illustrated
in Figure 3.2.
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Logarithmic coordinate A complex square matrix V is unitary if
VHV = VVH = I.
How to make a neural network output a unitary matrix has been widely stud-
ied due to the potential of circumventing the vanishing gradient problem in
recurrent neural networks. The authors of [43] proposed a general parame-
terization of unitary matrix by exploiting the connection between U(P ), the
Lie group of P ×P unitary matrices, and u(P ), the associated Lie algebra of
skew-Hermitian matrices. The parameterization idea could be borrowed to
generate unitary matrices using a neural network. U(P ) is the set of P × P
unitary matrices equipped with matrix multiplication. As a Lie group, it
doubles as a smooth manifold, in which the group operations of multiplica-
tion and inversion are smooth maps. Every Lie group is associated with a
Lie algebra, whose underlying vector space is the tangent space of the Lie
group at the identity. The Lie algebra associated with U(P ) is u(P ), whose
elements are P × P skew-Hermitian matrices
LH = −L, ∀L ∈ u(P ).
An exponential map can be defined which maps elements of a Lie algebra
to the corresponding Lie group. The exponential map from u(P ) to U(P ) is







which happens to be a surjective map for the case of U(P ). Hence, the ex-
ponential map (3.8) provides a natural way to parameterize U(P ) in terms
of u(P ). Any unitary matrix, V ∈ U(P ), can be generated by first gen-
erating a skew-Hermitian matrix, L ∈ u(P ), and then taking the matrix
exponential. The parameterization via exponential map is also called the
logarithmic coordinate. To generate a P ×P skew-Hermitian matrix, a fully
connected layer with P 2 output units is needed. First, P outputs are gath-
ered into the imaginary parts of the diagonal. Then, P (P −1)/2 outputs are
gathered into the imaginary parts of the off-diagonal entries in a symmetric
fashion. The remaining P (P − 1)/2 outputs are gathered into the real parts
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of the off-diagonal entries in a anti-symmetric fashion. The resulting matrix
is skew-Hermitian by construction. Since u(P ) is closed under matrix addi-
tion, any gradient update still generates a skew-Hermitian matrix. Applying
matrix exponential on the skew-Hermitian matrix gives a unitary matrix.
3.2.3 β-VAE
The authors of [44] re-examined the VAE objective





from a constrained optimization perspective, and suggested an alternative
optimization problem





subject to DKL(q(z;xi,φ) ‖ p(z;θ)) < ε. (3.9)
The optimization problem (3.9) can be converted to a non-constraint problem
by applying the Karush-Kuhn-Tucker condition [45]





− βDKL(q(z;xi,φ) ‖ p(z;θ)),
where the non-negative multiplier, β, constrains the capacity of the latent
channel. The case of β = 1 corresponds to the standard VAE. In practice,
an appropriately tuned β > 1 encourages disentangled representation in the
latent space and yields better performance.
3.3 Using PVAE for passive and reciprocal systems
Local constraints due to passivity and reciprocity require the matrices in the
frequency-tabulated S-parameters to be symmetric, and their spectral norms
to be bounded by 1. This can be achieved by modifying the architecture of
the decoder neural network, as introduced in Section 3.2.
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Practically, for a decoder neural network, µθ, the fully connected output
layer is replaced with K sub-networks, each generating a complex-valued ma-
trix of size P × P . The generated matrices correspond to the S-parameters
matrices at the K frequency points of the frequency vector, and the local con-
straints apply to each of the matrices independently. Once the matrices satis-
fying local constraints are generated, they are collected into a complex-valued
tensor of size K × P × P , which is subsequently converted to a real-valued
vector of length 2KP 2 following the same procedure laid out in Section 2.4.
S-parameters generated by the VAE with modified decoder following the
symmetric architecture satisfy local reciprocity, but their spectral norms are
not bounded by 1. Local passivity can be enforced via rejection sampling.
For a generated set of S-parameters, the spectral norm of the matrices can be
computed via singular value decomposition (SVD) [46]. If the spectral norm
of any matrix exceeds 1, the generated S-parameters violate local passivity
and shall be discarded. The generation process is repeated until enough valid
S-parameters are collected. Rejection sampling is widely used as a method
for imposing external constraints to a generative model [31,47,48]. The rejec-
tion sampling approach is often preferred as it is believed to introduce min-
imal bias. Alternatively, the generated S-parameters can be post-processed
through a VF- and perturbation-based passivity enforcement step so that
they become physically consistent.
Using the Takagi’s factorization and logarithmic coordinate based bounded
symmetric architecture, the generated S-parameters enjoy guaranteed local
passivity and reciprocity. Tensorflow has native support for the evaluation
of matrix exponential based on Padé approximation [49]. Gradient back-
propagation is supported via automatic differentiation through the respec-
tive Padé approximation steps. The authors of [43] also provided analytical
derivation of the gradient for the unitary matrix parameterization, which
could replace the automatic differentiation gradient.
To facilitate training and to improve generation quality, the β-VAE ob-
jective is used. The multiplier, β, is tuned to promote trade-offs between
the aggregated reconstruction accuracy and the total regularization penalty.
The training loss is defined as the negative of the β-VAE objective. The
testing loss is monitored every 100 steps by computing the negative ELBO
against testing data samples. Early stopping with a patience parameter of
20 is implemented, which automatically terminates the training when the
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Figure 3.3: Training time monitoring of PVAE with the training loss, test
loss, and the random projection KS statistics of generated S-parameters
(curve: mean; shade: +/- 1 standard deviation)
testing loss no longer decreases. An example of the training time monitoring
of the losses and the generation quality is provided in Figure 3.3, where the
training process is stopped early at step 8600 after the test loss stops decreas-
ing for 20 consecutive times. The training loss and the test loss correspond
to the y-axis to the left, and the random projection KS statistics correspond
to the y-axis to the right. The random projection KS statistics, as discussed
in Appendix B, are computed for 5000 generation data and 5000 validation
data along 1000 random projection directions.
The decoder of a trained PVAE can be used to generate outputs following
the underlying data generation procedure of the training data. The mean
output from the decoder is used as the generated S-parameters, and the log
variance output is ignored.
3.4 PVAE numerical results
The coupled microstrip transmission line example in Section 2.3 is again used
to examine and demonstrate the use of PVAE. The coupled microstrip trans-
mission line is stable, causal, passive, and reciprocal. To simulate the man-
ufacturing process variation, s, h, and εr are varied according to Gaussian
distribution with standard deviation of 10% of their nominal value. A total
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of 5100 realizations of the structure are numerically solved using ADS [32].
S-parameters are reported on a frequency grid spanning the range of 10 MHz–
1.8 GHz with 180 equally spaced frequency points. The 0 frequency data is
removed for simplicity, so that no special treatment is needed. Fifty (50) out
of the 5100 S-parameters are used as training data, 50 are for testing, and the
remaining 5000 are reserved for validation. The generated S-parameters are
compared against validation data, and the accuracy is assessed via random-
projection based statistics.
A VAE as described in Section 2.4 is first constructed. The frequency-
tabulated S-parameters have K = 180 frequency points (0 frequency data
removed for simplicity) and P = 4 ports. The real-valued vector after pre-
processing conversion is of size 2 × 180 × 4 × 4 = 5760. The dimension of
the latent space is chosen to be 3 based on our knowledge about the number
of varying properties. The recognition model has a stack of two interme-
diate layers, each having 16 nodes, and the non-linear activation functions
are all ELUs. The intermediate layers of the generation model are for the
same design. A fully connected VAE does not enforce any of the physical
constraints discussed in Section 3.1. Based on the discussion in Section 3.3,
the VAE’s decoder is modified to use a symmetric matrix architecture so
that local reciprocity is enforced. The modified VAE is simply referred to as
“VAE” in the rest of this section. A VAE with modified decoder following
the bounded symmetric architecture capable of enforcing both local passivity
and reciprocity is also constructed, and it is called “PVAE”.
Multiplier tuning of β = 1000 is used for both VAEs. During the training
process, the PVAE sometimes gets stuck at local minimum, and generates
unreasonably small diagonal entries for Λ at specific frequency points. Since
the coupled microstrip transmission line is not very lossy, the singular values
of its S-parameters matrices are expected to stay close to 1. To facilitate
the training process, the bound on the diagonal entries of Λ is adjusted from
(0, 1) to (0.86, 1). Adam optimizer [50] is used to perform batch gradient
descent on the training loss. Since the training dataset is relatively small, no
stochastic or mini-batch optimization is needed.
Figure 3.4 presents a qualitative comparison between S-parameters gener-
ated by the passive symmetric VAE, and the validation S-parameters. The
effect of local passivity enforcement is emphasized in Figure 3.5, where the
spectral norms of the generated S-parameters matrices are calculated, and
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Figure 3.4: Magnitude of select entries of S-parameters generated by PVAE
(blue solid: 50 generation data; green dashed: 50 validation data)
comparison is drawn between those generated by VAE (without rejection
sampling or VF based passivity enforcement) and those generated by PVAE.
Local passivity violation is signified by a spectral norm greater than 1, and
can be seen clearly near the low-frequency end for the former case. The S-
parameters generated by passive symmetric VAE all satisfy the local passivity
constraint.
Random projection KS statistics are used to quantitatively assess the gen-
eration quality, and the results are presented in Figure 3.6. “VAE” refers
to the S-parameters generated by the VAE without any post-processing en-
forcement; “VAE+VF” refers to those generated by the VAE with VF-based
passivity enforcement; “VAE+Rej” refers to those generated by the VAE with
rejection sampling; “PVAE” refers to those generated by the PVAE without
any post-processing enforcement; “PVAE+VF” refers to those generated by
the PVAE with VF-based passivity enforcement. Each dataset contains 5000
generated S-parameters. The “VAE” S-parameters are not locally passive,
while the other S-parameters are. For each dataset, 10,000 random pro-
jections are performed, and KS statistics for generated S-parameters and
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(a) VAE (b) PVAE
Figure 3.5: Comparison of spectral norm of generated S-parameters
(blue solid: 50 generation data; green dashed: 50 validation data)
Table 3.1: KS statistics comparison
Case mean median max
VAE (non-passive) 0.12 0.086 0.62
VAE+VF 0.13 0.09 0.64
VAE+Rej 0.59 0.63 0.94
PVAE 0.13 0.084 0.87
PVAE+VF 0.15 0.1 0.88
validation S-parameters are calculated along the 10000 random directions.
The error box shows the quartiles of the dataset (25th to 50th and 50th
to 75th percentile). The whiskers extend to points within 1.5 IQRs (IQR
is the difference between 75th and 25th percentiles) of the lower and upper
quartile. The dots outside are outliers. The mean, median, and max values
of the random projection KS statistics are collected in Table 3.1, with the
best values highlighted in red. VAE generation is excluded when comparing
since the S-parameters are not locally passive. The comparison of the KS
statistics indicates that PVAE’s generation quality is superior to VAE with
rejection sampling, but falls short when compared to VAE with VF based
passivity enforcement.
The training and generation are performed on a computer equipped with
Intel Core i7-8750H CPU and NVIDIA GeForce GTX 1080 Max-Q GPU.
The corresponding computation time for each case is reported in Table 3.2.
The training of the PVAE is 8.5 times that of to the VAE due to the added
complexity of the decoder. The generation time of the PVAE is also longer
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Figure 3.6: Box plot of KS statistics of generation data
Table 3.2: Time comparison
Case Training time (s) Generation time (s/5000 samples)
VAE 523 < 1
VAR+Rej (same as above) 289
PVAE 4484 21
than that of the VAE. However, due to the low acceptance rate around 5%,
the VAE generation with rejection sampling is much slower. The PVAE gen-
eration achieved a 13.5x speed-up against the VAE generation with rejection
sampling.
3.5 PVAE conclusion and discussion
The PVAE, with modified decoder architecture, can be used for the gener-
ative modeling of S-parameters for passive and reciprocal systems. Based
on Takagi’s factorization and logarithmic coordinates, the decoder is capable
of generating S-parameters with guaranteed local passivity and reciprocity.
The generation quality and computational cost are illustrated via a coupled
microstrip transmission line example. Compared to the approach of training
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a VAE that does not enforce local passivity, and then applying rejection sam-
pling during the generation process to discard samples with local passivity
violation, the PVAE enjoys higher generation accuracy. Even though the
training time of the PVAE is longer, the generation time is shorter compared
to the rejection sampling case. From an efficiency point of view, the PVAE
is viable if we need to generate a large number of S-parameters.
The S-parameters generated by the PVAE are not as smooth as those
generated by the VAE, but the smoothness levels are close. When a post-
processing step involving the VF based passivity enforcement is conducted, a
big penalty on generation quality is incurred. In contrast, the VF based pas-
sivity enforcement post-processing step does not cause significant degradation
in generation quality for the VAE. Under the assumption that a downstream
circuit simulator would by default perform VF and passivity enforcement on
the supplied S-parameters, the best option is to use the VAE to generate
possibly non-passive S-parameters, and to rely on post-processing to correct
any passivity violation. The lack of smoothness observed in the S-parameters
generated by the PVAE is alleviated by imposing a stronger structural as-
sumption along the frequency direction. If an analytic version of Takagi’s
factorization, by analogy to the analytic SVD [51], can be uniquely defined,
where each component matrix is a smooth function of the frequency, then the
PVAE can be trained to generate the analytic Takagi’s factorization which
converts to smooth S-parameters that are passive.
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Chapter 4
Conditional VAE for dependent subsystems
4.1 Hierarchical uncertainty quantification
Consider the classical uncertainty quantification scenario, as shown in Fig-
ure 1.2, where D is the space of uncertain parameters, E is the space of
system responses, and h is the map between them. The Monte Carlo based
uncertainty propagation involves repeated evaluation of h. When h is implic-
itly expressed in the form of a differential equations system, the evaluation
is time consuming. The high computational cost is alleviated by surrogate
modeling. As shown in Figure 1.5, h is approximated by ĥ, a surrogate model
that is easy to evaluate. Note that ĥ depends on PD, the probability dis-
tribution of the uncertain parameters. The combination of ĥ and PD forms
a generative model characterizing PE, the probability distribution of the
system response. The surrogate modeling approach requires the uncertain
parameters to be well-defined. When the details of the uncertain parameters
are unknown, or when D is equipped with a topology that is incompatible
with the usual Euclidean space [13], a generative model can be obtained by
directly observing the system responses. Due to the dependency within the
uncertain parameters, or the lack of sensitivity of the system’s response to
some uncertain parameters, a directly obtained generative model could po-
tentially have a latent space of lower dimension than D. The dimensionality
reduction achieved via the direct generative modeling approach reduces the
computational cost of interpolation and integration and is welcomed.
The computational cost of surrogate modeling is closely related to the com-
plexity of h. The gPC expansion based surrogate modeling techniques often
rely on interpolation and quadrature, the accuracy of which is impacted by
the smoothness of h. If the system responses vary significantly with respect
to the uncertain parameters, to achieve a certain level of accuracy, high or-
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der interpolation/quadrature is needed, which is computationally expensive.
When a neural network is used for the surrogate modeling, a large network
is needed for the approximation of a complicated h. In practice, h is often
highly complex and lacks smoothness.
The computational cost of surrogate modeling is also impacted by the
dimension of D. The gPC basis of dimension d and order p contains
(p+ d)!/(p!d!)
elements, which suggests exponential growth of the size of the basis with
respect to the dimension. The number of nodes for a fixed order interpola-
tion/quadrature also grows exponentially with respect to the dimension of
D, which makes the surrogate modeling prohibitively expensive for a high
dimensional D. The phenomenon is commonly referred to as the “curse of
dimensionality.” For neural network based surrogate modeling techniques, a
similar observation exists. The volume of D grows exponentially with respect
to the dimension of D, which gives rise to the need for ever larger training
datasets. In practice, the dimension of D is high due to the need to account
for the increasing number of uncertain parameters at earlier design stages,
when less information is available.
4.1.1 Hierarchical modeling
The above complexity and dimensionality concerns can be partially addressed
by the use of hierarchical models. Key to the hierarchical modeling is the
introduction of intermediate parameters. Consider a two-level hierarchical
model as shown in Figure 4.1, where I is the space of some intermediate
parameters. The map fromD to E decomposes into two maps, f and g, which
can be investigated separately. The low-level surrogate model, depicted in
Figure 4.1b, can be used when the following conditions are met: (1) f cannot
be efficiently evaluated, which necessitates a surrogate model, f̂ , (2) g can be
efficiently evaluated, and (3) f is of lower complexity than h = g ◦ f , or I is
of lower dimension than E. For example, when the uncertain parameters are
the geometry and material properties of a microstrip transmission line under
manufacturing process variation, and the system responses are frequency-
tabulated S-parameters, a potential choice of the intermediate parameters is
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(a) No surrogate (b) Low level surrogate (c) High level surrogate
Figure 4.1: Hierarchical models
the poles and residues of a rational approximation of the S-parameters. Once
f̂ is obtained, the system response can be simulated by sampling from PD and
mapping the samples via f̂ and g. The high-level surrogate model depicted in
Figure 4.1c can be used when the following conditions are met: (1) f can be
efficiently evaluated, (2) g cannot be efficiently evaluated, which necessitates
a surrogate model, ĝ, and (3) g is of lower complexity than h, or I is of lower
dimension than D. The map f essentially performs a change of variables on
the uncertain parameters, and transforms the surrogate modeling problem
to a easier one. In the case that a low-dimensional I is used, parameters
compression is achieved, and the curse of dimensionality associated with a
potentially high-dimensional D is naturally mitigated.
4.1.2 Decomposition of complicated system
The aforementioned high-level surrogate model only applies in some special
cases. If an f that is easy to evaluate is unavailable, surrogate modeling at
the low level is inevitable, and the model still suffers from the curse of di-
mensionality. One strategy often employed to deal with complex systems is
divide-and-conquer. The strategy also applies to uncertainty quantification,
and is a potential remedy for the curse of dimensionality. Consider the uncer-
tainty propagation through the system shown in Figure 4.2, where the system
S is divided into three subsystems. Each subsystem has its own uncertain
parameters, and their responses are combined to give the response of the
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Figure 4.2: Uncertainty propagation with dependent decomposition
overall system. For each subsystem, with knowledge of the probability dis-
tribution of the uncertain parameters, a surrogate model can be constructed
without concerning the other subsystems. Putting the subsystem surrogate
models together gives a surrogate model mapping from the product space of
the uncertain parameters, D1×D2×D3, to the product space of the system
responses, E1 × E2 × E3. When the joint probability distribution of the un-
certain parameters from the three subsystems, PD1×D2×D3 , is available, the
combined surrogate model can be converted to a generative model whose
output is the joint responses from the three subsystems. A ternary map,
l, maps the joint responses to the response of the overall system. Since the
three subsystems originate from the same system, they are dependent on each
other. The dependency is reflected in the uncertain parameters, and in turn
affects the subsystem responses. When a generative model is constructed
for a subsystem only, since the latent variables are private to the subsystem,
the dependency to the other subsystems cannot be captured. Ignoring the
dependency between the subsystems results in the inaccuracy of the response
of the overall system.
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4.2 CVAE formulation
To model the subsystems with their dependency in mind, conditional genera-
tive models can be used. While a generative model does not accept any input,
a conditional generative model accepts externally supplied control variables
as inputs. The control variables help capture the dependency between the
subsystems. A conditional generative model is trained under supervised set-
ting, where the control variables and the system response are supplied in
pairs. The system responses are generated based on the externally supplied
control variables. The conditional generative models can be thought of as
a hybrid of the generative model and the surrogate model, where the pa-
rameter space and the latent space coexist. The latent space is private to
the model and characterizes local random sources. The parameter space is
external to the model and characterizes global random sources. When the
latent space degenerates, a conditional generative model reduces to a surro-
gate model; when the parameters space is removed, a conditional generative
model becomes a generative model. For the uncertainty propagation exam-
ple in Figure 4.2, a conditional generative model can be trained for each
subsystem. Take subsystem 1 for example; the uncertain parameters are
partitioned into two parts: those private to the subsystem, and those shared
with other subsystems. The shared uncertain parameters serve as the con-
trolling variables and have to be explicitly supplied at training time. The
private uncertain parameters are to be inferred by the conditional generative
model. The conditional generative model allows the construction of a larger
generative model from smaller ones.
4.2.1 CVAE
To modify the VAE for conditional generative modeling, we simply add an
input to both the encoder and the decoder’s neural network, which results in a
conditional variational autoencoder (CVAE). The control variable modulates
the output distribution of a CVAE. Denoting the conditioning input as y,
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the ELBO can be rewritten in conditional form as





− βDKL(q(z;xi,yi,φ) ‖ p(z|yi;θ)). (4.1)
4.3 Differential via example
To illustrate the application of the CVAE to the uncertainty propagation
through a decomposed system, a differential via example is considered. A
detailed drawing and the corresponding geometry and material properties of
the via can be found in Figure 4.3 and Table 4.1, respectively. The conductors
are PECs, and the dielectric substrate is made of FR-4 epoxy. To simulate
the effect of manufacturing process variation, the relative permittivity of each
of the three dielectric layers is independently varied following a truncated
Gaussian distribution, where the center is at 4.4, the standard deviation is
1.1, and the truncation happens at 2 standard deviations away from the
center. The variation of the relative permittivity is exaggerated to make
sure that the statistical variation surpasses numerical error and noise. The
two signal via drill holes are assigned an offset in the x direction (along
the longitudinal direction) randomly varying following a truncated Gaussian
distribution, where the center is at 0, the standard deviation is 2 mil, and
the truncation happens at 2 standard deviations away from the center.
As shown in Figure 4.4, the via is decomposed into three cascading sub-
systems, where “Via” refers to the center piece, and “MS1” and “MS2” are
the coupled microstrip lines at the two ends. The length of Via is 128 mil,
while each of the microstrip lines is of length 64 mil. The S-parameters of
the full system can be calculated from the those of the subsystems by first
converting the subsystem S-parameters to the corresponding T - or ABCD-
parameters [2], then performing matrix multiplication to obtain the full sys-
tem T - or ABCD-parameters, and finally converting the parameters back to
the form of S-parameters. MS1, Via, and MS2 have a total of 6 uncertain
parameters, but only 4 are independent. The dielectric substrate of MS1 and
the top dielectric layer of the Via share relative permittivity, while that of
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Figure 4.3: Drawing of the cascaded system
56
Table 4.1: Design value of geometry and material parameters
Name Symbol Value Unit
Model length l 256 mil
Model width w 128 mil
Conductor thickness tc 1.2 mil
Dielectric thickness td 5 mil
Trace width wt 5 mil
Trace spacing st 2 mil
Signal via radius rsv 8 mil
Signal pad radius rsp 12 mil
Signal antipad radius rsa 16 mil
Ground via radius rgv 8 mil
Ground pad radius rgp 12 mil
Signal via displacement x xs 0 –
Signal via displacement y ys 14.5 mil
Ground via displacement x xg 29 mil
Ground via displacement y yg 29 mil
Fanout displacement df 14.5 mil
Dielectric relative permittivity εr 4.4 –
Dielectric loss tangent tan δ 0.02 –
MS2 and the bottom dielectric layer of Via also share relative permittivity.
MS1, Via, MS2, and the overall system are constructed and simulated
in HFSS [17]. The S-parameters are recorded within the frequency range of
0–20 GHz at 201 equally spaced frequency points, which results in frequency-
tabulated S-parameters of size 200 × 4 × 4. The models for MS1 and MS2
are identical, and the only difference is the relative permittivity assigned
to the substrate. The S-parameters of the overall system are obtained by
simulating the Via and then performing outward de-embedding at the two
ports. Figure 4.5, Figure 4.6, and Figure 4.7 show the magnitudes of select













































Figure 4.6: Magnitude of select entries of S-parameters of MS1, 50
realizations
entries of S-parameters of Via, MS1, and the overall system, respectively.
4.4 Cascaded interconnect modeling via CVAE
The channel of a high-speed serial link involves multiple wiring packaging
components. When analyzing a deterministic channel, divide-and-conquer is
often used to decompose the channel into individual components. Each com-
ponent is modeled separately, and components are cascaded together to form
a model of the channel. A similar procedure can be done when the channel is
stochastic, but the decomposition of a stochastic channel is tricky. The ideal
scenario is when there is no interaction between subsystems (subsystems are
independent of each other). Under such circumstances, each subsystem can
























Figure 4.7: Magnitude of select entries of S-parameters of the overall
system, 50 realizations
well. Unsatisfactory decomposition often results from other concerns. Take
EM modeling, for example, in which two interconnects are best separated at
a plane far away from any discontinuity, so that EM interactions are min-
imized at the port. The desired decomposition from the EM point of view
might differ from the desired decomposition from the stochastic modeling
point of view. Ideal decomposition might not be possible due to conflicting
requirements. Consider the via example in Section 4.3. When the relative
permittivity of dielectric material is of concern, the ideal decomposition is
to separate the three dielectric layers. Unfortunately doing so causes the via
drill hole offset to be present in all the subsystems and leads to dependency.
Hence, an unsatisfactory decomposition is inevitable, where subsystems in-
teract with each other through dependent variables. The dependent modeling
and generation is therefore needed.
With the differential via example in Section 4.3 in mind, CVAE is used to
obtain a conditional generative model of Via. The frequency-tabulated S-
parameters of size 201× 4× 4 are converted to real-valued vectors of length
6432. The control variables consist of the relative permittivity of the top and
bottom dielectric layers, and are of dimension 2. The flattened S-parameters
and the control variables are concatenated to form a vector of length 6434,
which is then fed into the encoder. The encoder outputs the mean and
log variance of the approximate posterior density of the latent variables.
A latent sample is of dimension 2, which is the number of the uncertain
parameters private to the Via. The latent sample is concatenated with the
control variables and fed into the decoder. The output of the decoder is
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the mean and log variance of the generated data, which could be converted
to frequency-tabulated S-parameters. The optimization target for CVAE
training is presented in Equation (4.1). Note that, in the original CVAE
formulation, the prior density of the latent variables depends on the control
variable. Here, we simplify the model and assume that the prior density
does not depend on the control variables. The β-VAE formulation is used
to facilitate the training. A range of β values are searched, and an optimal
value of 700 is chosen. To understand the effect of the control variables in the
generation process of the CVAE, a walk of the space of the control variables is
performed, as shown in Figure 4.8. Each subplot corresponds to the CVAE
generations with the control variables fixed at the values indicated in the
legend. The green dashed curves are unconditional data from simulation.
The S-parameters look different in the 9 subplots, suggesting that the control
variables are effectively modulating the generation process of the CVAE. The
spread of the S-parameters within each subplot is a result of the changing
latent variables across generations.
4.5 CVAE numerical results
The relative permittivity of the three dielectric layers and the via drill hole
offset vary independently. Five thousand (5000) sets of those parameters are
sampled from their underlying distribution, and the realized structures are
simulated. The data is evenly divided into five banks, with each bank possess-
ing data corresponding to 1000 realizations. The assignment of data banks is
listed in Table 4.2, where “trn” represents the training case; “val” represents
the validation case; “sim-dc” refers to the case when the S-parameters of
MS1, Via, MS2 are from HFSS simulation, and are cascaded in a dependent
manner to give the S-parameters of the overall system (data from the same
bank is aligned and dependent); “sim-ic” is similar to “sim-dc”, except that
the S-parameters are cascaded in an independent manner (data from differ-
ent banks is independent); “vae-dc” refers to the case when the S-parameters
of MS1 and MS2 are from HFSS simulation, while those of Via are from VAE
generation, and the S-parameters are cascaded in a dependent manner; “vae-
ic” is similar to “vae-dc,” except that the S-parameters are cascaded in an








































Figure 4.8: Real part of S11 generated by the CVAE while walking the
conditional variables space
(blue solid: 20 generation data; green dashed: 20 validation data)
61
Table 4.2: Data assignment
Case MS1 Via MS2 Full
trn – Bank1 – –
val – – – Bank2
sim-dc Bank3 Bank3 Bank3 –
sim-ic Bank3 Bank4 Bank5 –
vae-dc Bank3 Bank3 Bank3 –
vae-ic Bank3 Bank4 Bank5 –
cvae-dc Bank3 Bank3 Bank3 –
cvae-ic Bank3 Bank4 Bank5 –
MS1 and MS2 are from HFSS simulation, while those of Via are from CVAE
generation, and the S-parameters are cascaded in a dependent manner; and
“cvae-ic” is similar to “cvae-dc”, except that the S-parameters are cascaded
in an independent manner.
A CVAE for the Via is trained with 50 pairs of S-parameters and control
variables data. During the controlled generation process, the control variables
are looked up from the list of 5000 sets of parameters. The S-parameters of
the MS1 and MS2 with the same set of control variables are obtained directly
from HFSS simulation. For comparison, a VAE for the Via is trained with the
same 50 pairs of S-parameters data. The β value for the VAE is searched and
determined to be 200. The generation is uncontrolled. Qualitative results
are presented in Figure 4.9. When comparing against the validation data,
“sim-dc” and “cvae-dc” give more accurate full system S-parameters. The
S-parameter curves look more organized, and better match the validation
data, especially near DC and at around 15 GHz.
The KS statistics are calculated against the validation S-parameters for the
real part and imaginary part of each S-parameters entry at every frequency
point. The results are plotted in Figure 4.10. From the quantitative result we
can see that there is a significant gap in terms of generation accuracy between
data “sim-dc,” “cvae-dc” and the rest. The generally high KS statistics for
<{S1,2} are due to the interplay of small absolute value and numerical error
from HFSS.
The random projection KS statistics of each case are computed with the
validation S-parameters along 10,000 random directions. The box plot and a




































































Figure 4.9: Real part of select entries of S-parameters of the overall system


























































































































































Figure 4.10: Frequency-wise KS statistics comparison
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Figure 4.11: Random projection KS statistics comparison
Table 4.3: KS statistics comparison
Case mean median max
sim-dc 0.0734 0.0560 0.5300
sim-ic 0.1266 0.1180 0.5290
vae-dc 0.1476 0.1370 0.6130
vae-ic 0.1538 0.1440 0.6200
cvae-dc 0.0761 0.0580 0.5240
cvae-ic 0.1278 0.1190 0.5520
Table 4.3, respectively. Several observations can be made from the quanti-
tative results. Note that the random projection KS statistics corresponding
to the “sim-dc” case and the “cvae-dc” case are significantly lower than the
other cases, which suggests that the controlled generation via CVAE correctly
captures the dependency between the S-parameters of the subsystems, and
generates more accurate S-parameters for the overall system. The accuracies
of the “vae-dc” case and the “vae-ic” case are equally bad, which is expected
since the VAE performs uncontrolled generation and the dependency between
the subsystems is completely disregarded.
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4.6 CVAE conclusion and discussion
Under the setting of uncertainty propagation with decomposition, the de-
pendency between the subsystem responses is preserved when the uncertain
parameters of the subsystems are generated from their joint probability distri-
bution. When performing generative modeling, since the generative models
only have private latent spaces, they are incapable of capturing the depen-
dency between the subsystems. The CVAE is modified based on the VAE
to accept an external control variables input, and can be used to construct
conditional generative models for subsystems. The introduction of the con-
trol variables places additional requirements on the training data, while at
the same time enabling a CVAE to capture the effect of external depen-
dencies. When modeling the S-parameters of a subsystem that depends on
other subsystems, the CVAE is able to capture the dependency via the con-
trol variables. When the S-parameters of the overall system are obtained
by cascading the subsystem S-parameters together, the resulting full system
S-parameters with the CVAE generated subsystem S-parameters are statis-
tically similar to those with subsystem S-parameters from simulation. Mean-
while, the VAE generation completely ruined the dependency information,
and the resulting full system S-parameters are of low statistical accuracy.
The modification of the VAE formulation to arrive at a CVAE formulation is
straightforward and requires minimal custom code. One obstacle to applying
CVAE is that the control parameters must be known a priori.
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Chapter 5
RCM for chaotic system
5.1 EM coupling in chaotic enclosure
Many electromagnetic interference (EMI) problems, like the EMI analysis
of desktop computers and car electronics, involve complex metallic enclo-
sures. The electronic components are hosted in partially shielded metallic
enclosures, and are susceptible to external interference caused by EM waves
coupling into and reverberating inside the enclosure. The enclosure coupling
problem concerns how the EM energy enters and leaves a metallic enclosure
through ports. Due to the complicated interaction between the EM fields
and the enclosure, the solution to the enclosure coupling problem is difficult
to obtain. When the enclosure is electrically large, the computational cost
of a numerical solution is prohibitively high. Also, when the response of a
system is extremely sensitive to the detailed system configurations like the
boundary conditions and the position of perturbers, deterministic solutions
are insufficient, and stochastic analysis is warranted.
5.1.1 Wave chaos in an EM system
Chaos in a classical dynamical system refers to the exponential sensitivity
of trajectories to the initial condition [52]. The concept of chaos extends
to the quantum regime, giving rise to the quantum chaos theory. A chaotic
system possesses many interesting properties, like phase space ergodicity and
topological mixing. Under the semi-classical limit, the evolution of an EM
system can be interpreted as the propagation and reflection of rays. Chaos
ensues due to the extreme sensitivity of the trajectory to the initial direction,
which results in huge variation of the response with respect to the details of
system configuration. An enclosure supporting chaotic ray trajectories has
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irregular shape. Many real life enclosures, like those with curvy walls and
those with perturbers scattering EM waves in multiple directions, have such
irregular shapes.
5.1.2 Random matrix theory
An important tool for quantum chaos research is random matrix theory
(RMT) [53, 54]. It was initially developed by Wigner [55] to model the
statistics of the energy levels of complex nuclei, and was further developed by
Mehta [56] and Poter [57]. RMT takes the statistics of the eigenvalues and
eigenvectors of random matrices, and aims to represent the Hamiltonian of a
physical system with an appropriate random matrix. One important result
of RMT is the Bohigas-Giannoni-Schmit (BGS) conjecture [58], which estab-
lished the connection between the spectra of chaotic time reversal-invariant
systems and the eigenvalues of random matrices from the Gaussian orthogo-
nal ensemble (GOE) by claiming that their fluctuation properties are univer-
sal. Although the conjecture is still unproven as of today, it is validated by
many studies and is widely accepted in academia. Matrices in a GOE are real
and symmetric, with diagonal entries independently distributed according to
N (0, 1), and with entries in the strict upper/lower triangle independently
distributed according to N (0, 1/2). The global statistics of the eigenvalues
of a GOE random matrix are described by the Wigner’s semicircle law [59],








2n ≤ x ≤
√
2n.
The local statistics concern the distribution of individual eigenvalues and the
relations between them. The eigenvalues are sorted and indexed in increasing
order, and the distributions of eigenvalues having the same index are inves-
tigated. The eigenvalues exhibit long-range correlation, which gives rise to
eigenvalue rigidity and level repulsion. Eigenvalue rigidity refers to the fact
that the individual eigenvalues concentrate near their corresponding mean
values, and level repulsion refers to the phenomenon that neighboring eigen-
values tend to repel each other and will never overlap. Figure 5.1 shows the
global and local statistics of the eigenvalues of a 2000 × 2000 GOE random
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(a) Distribution of all eigenvalues
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1005
marginal eigenvalue distribution
(c) Distributions of selected entries of the eigenvalues
Figure 5.1: Global and local statistics of the eigenvalues of a 2000× 2000
GOE random matrix
matrix. The effect of the long-range correlation is illustrated in Figure 5.2.
5.1.3 Random plane wave expansion
One key assumption that could simplify the modeling of the coupling mecha-
nism from the eigenmodes of a chaotic enclosure to the modes at the ports is
the random plane wave assumption [60]. It assumes that the fields observed
at any point sufficiently far away from the boundary of the enclosure are
statistically uniform, similarly to those in a well-stirred reverberating cham-



























pearsonr = 0.36; p = 3.5e-296




























pearsonr = 0.6; p = 0
(b) 900th and 1000th eigenvalue
Figure 5.2: Joint distribution of selected eigenvalues of a 2000× 2000 GOE
random matrix









where φn(r) is the n-th eigenmode of the enclosure, and kn is the wave
number associated with it. N random plane waves are used to expand φn(r).
For the i-th random plane wave, êi is the propagation direction, which is
uniformly distributed among all directions; α̂i is the polarization direction,
which is uniformly distributed among directions perpendicular to êi; and θi is
the phase, which is uniformly distributed between −π and π. All the random
variables are independent of each other. A simplifying result from the random
plane wave expansion is that the coupling coefficients between eigenmodes of
an enclosure and the modes at the enclosure’s ports are independent Gaussian
random variables with zero mean and unit variance.
5.2 RCM formulation
RCM is a methodology mainly developed by [62] for solving the coupling
problem of a stochastic enclosure under chaotic conditions. It was originally
formulated for 2D lossless enclosures [63, 64] and later extended to 3D lossy
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systems [65]. A brief review of the progress of RCM until 2014 can be found
in [66]. As a spectral statistical approach, RCM solves the stochastic enclo-
sure coupling problem in two steps: (1) statistical modeling of the spectrum
of the enclosure, (2) relating the spectrum to the frequency response by cou-
pling the enclosure eigenmodes to the modes at the ports. The backbone
of RCM is the universal spectrum statistics from RMT and the coupling
mechanism based on the random plane wave assumption. The universal
spectrum statistics from RMT allow the replacement of the spectrum of a
chaotic system with appropriately scaled eigenvalues of the corresponding
random matrix. A direct application of RCM is the stochastic EMI analy-
sis of electronics in irregular and over-moded enclosures subject to external
fields. RCM is particularly suitable for the modeling of stochastic EM sys-
tems with many uncertain parameters, as the universality of the fluctuation
properties allows the statistical characterization of the spectrum without con-
cern for the system-specific details related to each realization. RCM produces
generative models capturing the major statistical variation of the responses
of the systems. The resulting generative models have relatively few param-
eters, which can be estimated from a few observations. In practice, RCM
requires solutions to a few hundred realizations, which leads to two orders
of magnitude reduction in the number of solutions needed as compared to
Monte Carlo analysis, and significantly expedites stochastic EM analysis.
5.2.1 Separating the universal and non-universal statistics
RCM models the system responses in the form of admittance or impedance
matrices, which relate the voltages and currents, or the electric and magnetic
fields, at the ports. When the coupling to a chaotic EM system is not perfect,
the system exhibits non-universal behavior. Examples of such behavior in-
clude prompt reflection at the ports, and short orbit effects, where the wave
enters the enclosure and leaves after few reflections. To separate the univer-
sal from the non-universal behavior, an invertible normalization transform is
used. The transform produces normalized impedance/admittance matrices,
which quantify the universal aspects of the problem. The non-universal as-
pects are quantified via the radiation admittance/impedance matrices, which
are obtained by letting ports radiate toward free-space without the presence
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of the stochastic enclosure. To differentiate, the matrices with the enclosure
present are referred to as the enclosure matrices. Derivation of the normal-
ization scheme for a 3D enclosure with lumped ports using impedance matrix
formulation is provided in [67]. Derivation of the corresponding scheme for
a 3D enclosure with apertures using admittance matrix formulation is pro-
vided in [68]. Take the aperture case, for example; assume that Ycav is the
enclosure admittance matrix and Yrad = Grad + jBrad is the radiation one.
















5.2.2 Modeling of the universal statistics via RMT
RCM dictates that ynorm has universal statistics and does not depend on the

















where ωref is a reference frequency within the frequency band of interest,
ω0 is the excitation frequency, ωn’s are a sequence of resonant frequencies
of the enclosure centered at the excitation frequency, and ∆ω is the mean
spacing of the resonant frequencies. Only the resonant frequencies near the
excitation frequency need to be accounted for, as those far away have a di-
minishing contribution to the variation and are considered as a part of the
non-universal statistics. Φn’s are vectors whose entries represent the cou-
pling coefficients between the eigenmode indexed by n and the modes at the
ports. The eigenvalue count is defined as the number of eigenvalues below a
certain threshold. Weyl’s law [69] describes the asymptotic behavior of the
eigenvalue count for systems described by differential equations. The mean
spacing between adjacent eigenvalues in a narrow band can be approximated
by the derivative of the eigenvalue count, which provides an estimate of ∆ω.
An interesting finding is that the eigenvalue count as predicted by Weyl’s law
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depends only on the volume, and possibly on the surface area of the solution
domain. This means that the eigenvalue count and mean eigenvalue spacing
do not depend on the details of the system configuration. Kn’s in Equa-
tion (5.1) have the same local statistics as the eigenvalues of a GOE random
matrix. The two sets of values can be exchanged if their global statistics also
match. Kn’s are already rescaled to have a mean spacing of 1. To transform
the eigenvalues of a GOE random matrix to have a mean spacing of 1, two
strategies are provided in [70]: (1) Since the center eigenvalues of a GOE
random matrix have mean spacing 1, we can truncate the sequence of eigen-
values to keep only the center ones. (2) We can calculate the cumulative
density function of the Wigner’s semicircle distribution and apply the proba-
bility integral transform on the eigenvalues to make the limiting distribution
uniform. The probability integral transform maps a continuously distributed
random variable, X, via its cumulative density function (CDF), FX , to the
random variable, Y = FX(X), which has a standard uniform distribution.
The method making use of the probability integral transform is computa-
tionally favorable since all eigenvalues are used. Figure 5.3 shows the global
and local statistics of the transformed eigenvalues of a GOE random matrix
of size 2000×2000. To avoid invalid values near the lower and upper bounds
of the distribution, the first and last eigenvalues are discarded. It can be seen
that the local statistics are preserved after the transform. As a consequence
of the random plane wave assumption, RCM claims that the coupling coef-
ficients between the expanding random plane waves of enclosure eigenmodes
and the modes at the ports are independent, zero-mean, and unit-variance
Gaussian distributed. The distribution of ynorm is controlled by ∆ω and a
loss parameter α characterizing the average loss within the enclosure. The





A related result from the random plane wave assumption is that all modes
within a narrow frequency band have similar Q. For the case in which ωref =



















overall eigenvalue distribution after transformation
(a) Distribution of all eigenvalues




















mean eigenvalues after transformation
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(c) Distributions of selected entries of the eigenvalues
Figure 5.3: Global and local statistics of the eigenvalues of a 2000× 2000
GOE random matrix, after the probability integral transform
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5.2.3 Random matrix Monte Carlo
The RCM derivation gives rise to the random matrix Monte Carlo (RMMC),
a generative model of the normalized admittance matrices. A normalized











where Kn’s are eigenvalues of a GOE random matrix transformed to have
mean spacing of 1, and Φn’s are vectors whose entries are independent, zero
mean, unit variance Gaussian random variables. The only parameter of the
generative model is α.
5.3 2D and 3D examples
One condition necessary for the random plane wave assumption to hold is
that the enclosure be over-moded, which guarantees a sufficient number of
eigenmodes within the frequency band of interest. The condition leads to
a lower bound on the frequency range for which RCM is applicable. The
authors of RCM [62] give a rule-of-thumb estimate on the low-frequency limit
for RCM, and suggest that one would have at least three wavelengths along
each dimension of the enclosure. For an enclosure of volume V , the frequency
needs to be high enough so that the wavelength satisfies λ < 3
√
V /3. It is
also claimed that the low-frequency limit is still being explored. To illustrate
the working of RCM based generative models, and to test the applicability
of RCM at low frequency, numerical studies are performed on two examples.
5.3.1 2D flat box example
A flat box shaped enclosure with PEC walls, two fixed apertures, and two
cylindrical dielectric perturbers is used as an example. The flat box shape is
chosen to reduce the computational cost, and leads to a quasi-2D scenario.
The perturbers extend to the top and bottom walls of the enclosure and
have varying radii and locations. The first cylinder is made of Teflon, and
the other is made of FR-4 epoxy. The cylindrical shape of the perturbers
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Figure 5.4: Trimetric view of one realization of the flat box with perturbers
Table 5.1: Geometry and material parameters
Name Symbol Value Unit
Box length l 2 m
Box width w 1.5 m
Box height h 0.2 m
Cylinder 1 relative permittivity εr,1 2.1 –
Cylinder 1 loss tangent tan δ1 0.001 –
Cylinder 2 relative permittivity εr,2 4.4 –
Cylinder 2 loss tangent tan δ2 0.02 –
is chosen to support wave chaos. Figure 5.4 is the trimetric view of one
realization of the flat box with perturbers. The corresponding geometry and
material parameters can be found in Table 5.1. The radii and locations of
the two cylinders are randomly varied while maintaining a volumetric load
factor of 0.4. Rejection sampling is used to avoid overlap. The radius of
each cylinder is chosen so that the base area of the corresponding cylinder is
between 0.2 m2 and 0.6 m2. A clearance of 0.05 m is enforced at the four side
walls to avoid the cylinders touching the walls or becoming too close to the
apertures. A total of 10,000 realizations are solved in HFSS with a frequency
range of 400 MHz–1.5 GHz, and the generalized S-parameters matrices are
recorded on a frequency grid with 100 MHz step. Only the fundamental
modes of the two ports are solved, which gives 2× 2 matrices. Also recorded






















(c) Left side view
Figure 5.5: Drawings of the 3D metallic enclosure without perturbers (not
to scale)
5.3.2 3D metallic enclosure example
After obtaining the RCM validation results for the quasi-2D case, we define a
3D model representative of structures commonly encountered in system-level
EMI analysis. A metallic enclosure is used as an example. Since RCM is
concerned with enclosure coupling, the problem domain is restricted to the
interior of the enclosure. The faces of the enclosure are configured to be
infinitesimally thin, and are assigned as a perfect-E boundary. The region
where all electronics of interest are hosted is modeled as an RF box made
of PEC. A total of three wave ports are defined: port 1 is the aperture in
front, port 2 is the aperture at the back, and port 3 is the top surface of
the RF box. Drawings of the enclosure are in Figure 5.5. Four cylindrical
dielectric perturbers with random radii, heights, and locations are placed
inside the enclosure to support chaos. Cylinders 1 and 2 are made of Teflon,
and the other two are made of FR-4 epoxy. Figure 5.6 shows the trimetric
view of one realization of the enclosure with the perturbers in place. The
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Figure 5.6: Trimetric view of one realization of the enclosure
geometry and material parameters are listed in Table 5.2. The radii, height,
and locations of the four cylinders are randomly varied while maintaining a
volumetric load factor of 0.3. Rejection sampling is used to avoid overlap
among the perturbers and the RF box. A clearance of 0.01 m is enforced at
the boundary to avoid the cylinders touching the enclosure or becoming too
close to the apertures. A total of 1,000 realizations are solved in HFSS with
a frequency range of 100 MHz–700 MHz, and the generalized S-parameters
matrices are recorded on a frequency grid with 100 MHz step. A total of
19 modes corresponding to the three ports are solved, which gives 19 × 19
matrices. The first 15 rows/columns of the matrices correspond to modes
1–15 of port 1, the 16th and 17th rows/columns correspond to modes 1 and
2 of port 2, and the 18th and 19th rows/columns correspond to modes 1
and 2 of port 3. Also recorded are the reference impedances of the ports.
The modes at ports are solved as a 2D eigen-problem, and are arranged in
ascending order by cutoff frequency. The lowest propagating frequencies for
the modes are collected in Table 5.3, where the second mode of port 2 and
both modes of port 3 are cut off for the entire frequency range.
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Table 5.2: Geometry and material parameters
Name Symbol Value Unit
Enclosure length lc 2 m
Enclosure width wc 1.5 m
Bottom section height hcb 0.5 m
Top section height hct 0.5 m
Wall thickness tc 0 –
RF box length lb 0.15 m
RF box width wb 0.2 m
RF box thickness tb 0.02 m
x-displacement of RF box xb 0.72 m
y-displacement of RF box yb 0.28 m
z-displacement of RF box zb 0.44 m
Aperture 1 width w1 1 m
Aperture 1 thickness t1 0.85 m
Aperture 2 width w2 0.4 m
Aperture 2 thickness t2 0.02 m
Front slope angle θf 45
◦
Rear slope angle θb 30
◦
Left slope angle θl 15
◦
Right slope angle θr 15
◦
Cylinder 1 relative permittivity εr,1 2.1 –
Cylinder 1 loss tangent tan δ1 0.001 –
Cylinder 2 relative permittivity εr,2 2.1 –
Cylinder 2 loss tangent tan δ2 0.001 –
Cylinder 3 relative permittivity εr,2 4.4 –
Cylinder 3 loss tangent tan δ2 0.02 –
Cylinder 4 relative permittivity εr,2 4.4 –
Cylinder 4 loss tangent tan δ2 0.02 –
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Table 5.3: Lowest propagating frequency for modes























5.4 Admittance matrices modeling via RCM
RCM provides a generative model for the admittance matrices of a chaotic
and stochastic enclosure. The generation process for an enclosure admittance
matrix, Yrcm, is divided into two stages: (1) A normalized admittance ma-
trix, yrmt, is generated via RMMC, as described in Equation (5.3). (2) Matrix







rad + jBrad. (5.4)
The first stage is parameterized by a single number, α. The second stage
is parameterized by the real and imaginary parts of the entries in Yrad, the
radiation admittance matrix of the stochastic enclosure.
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5.4.1 Parameter estimation
The generative model can be learned by estimating the parameters from a few
observations of the enclosure admittance matrix, {Yicav}ni=1, where n is the
size of the training dataset. The training data is either from measurements
or produced by a numerical solver. The estimation of Yrad and that of α can
be performed sequentially. As suggested in [65], the observations, Yicav, i =
1, . . . , n, are first converted to scattering matrices, Sicav, i = 1, . . . , n. Then,
the ensemble average of {Sicav}ni=1 is calculated by taking entry-wise averages.
Denote the ensemble average as Savg. The final step converts Savg to an
admittance matrix, Yavg, which is an estimate of Yrad and can be used to
obtain yinorm, i = 1, . . . , n, the normalized version of the observations. For
the flat box and the 3D examples, since the generalized scattering matrices
are recorded by HFSS, the first conversion step can be skipped. A generalized
scattering matrix, S, can be converted to an admittance matrix, Y, as





Z0,1 0 . . .





0 0 . . . Z0,p
 , G0 =

G0,1 0 . . .





0 0 . . . G0,p
 ,
Z0,i is the reference impedance of the i-th mode, G0,i = <|Z0,i|−1/2, and I
is the p × p identity matrix. For simple enclosures, α can be calculated via
Equation (5.2). It is required that the quality factor, Q, is known. The
mean spacing, ∆ω, can be estimated via Weyl’s law. When either Q or ∆ω
is unavailable, α can be roughly determined based on the variances of the
entries of yinorm, i = 1, . . . , n. The following asymptotic relations exist when
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where ynorm,ij is the i,j-th entry of the normalized admittance matrix. If
the condition α  1 does not hold, a fitting procedure is suggested by [70]
to determine the optimal α. Since the variances of the entries of yinorm, i =
1, . . . , n depend on α monotonously, we can construct a lookup table and
perform interpolation fit to find the appropriate α.
The authors of [65] experimentally validated the estimation methodology
and suggested that, to accurately estimate the parameters, a few hundred
observations are needed. For the flat box example, the parameter estimation
is performed with 100, 200, 500, and 1000 observations in order to assess
the impact of the size of the training dataset, and the number 200 is picked
for the subsequent analysis. The 3D example uses 100 observations for the
parameter estimation. When estimating α, we match the average variance
of the off-diagonal entries of yirmt, i = 1, . . . , n to those of y
i
norm, i = 1, . . . , n.
5.4.2 Enclosure admittance matrices generation
Once all the parameters are obtained, the two-step generation process de-
scribed at the beginning of the section can be used to generate enclosure
admittance matrices. To generate a normalized admittance matrix of size
p × p following the RMMC process, the first step is to determine m, the
size of the random matrix. A larger m improves the generation accuracy
but significantly increases the computation cost. Size m = 2000 is chosen
based on the available computational resources. Once m is determined, a
GOE random matrix of size m × m is realized. The diagonal entries and
the entries in the strict upper triangle are individually sampled from their
corresponding distributions, and the entries in the strict lower triangle are
copied over from the corresponding position in the strict upper triangle so
that the overall matrix is symmetric. The eigenvalue of the matrix is com-
82
Figure 5.7: RCM workflow
puted, and then mapped through the inverse probability integral transform
to get {Kn}mn=1, which has mean spacing 1. The set {Φn}mn=1 collects m
realizations of the length p Gaussian random vector with independent, zero
mean, unit variant entries which can be obtained by sampling each entry sep-
arately. With the estimated loss factor α, Equation (5.3) is used to generate
yrmt, which is subsequently converted to the enclosure admittance matrices,
Yrcm, following Equation (5.4).
The workflow of RCM is summarized in Figure 5.7.
5.5 RCM numerical results
5.5.1 2D example
RCM is used for the generative modeling of the admittance matrices of the
flat box EM system. Figure 5.8 shows the parameter estimation results.
Training dataset sizes of 100, 200, 500 and 1000 are considered, where the
training data are chosen from the 10,000 realizations simulated by HFSS.
The error bar is obtained by repeated resampling and indicates the variance
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(a) Loss factor
(b) Real part of entry (1,1) of the
radiation admittance matrix
(c) Imaginary part of entry (1,1) of the
radiation admittance matrix
Figure 5.8: Estimation result of selected parameters with training dataset
size of 100, 200, 500 and 1000, error bar obtained via repeated resampling
of the estimator. It is observed that as the size of the training dataset in-
creases, the variance of the resulting estimators decreases. Figure 5.9 shows
the distributions of the normalized admittance matrices. The left-hand-side
plots show results obtained by normalizing validation admittance matrices
with the estimated radiation admittance matrix. The right-hand-side plots
show results corresponding to RMMC generation. The densities of the real
and imaginary parts of the entries of the normalized admittance matrices
are estimated via KDE, where 10,000 training/generation matrices are used.
The cases of 400 MHz, 1 GHz, and 1.5 GHz are displayed. Figures 5.10
to 5.11 show the distributions of the (1,1) and (1,2) entries, respectively, of
the enclosure admittance matrices. The left-hand-side plots correspond to
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(a) normalized matrices, 400MHz (b) RMMC generations, 400MHz
(c) normalized matrices, 1GHz (d) RMMC generation, 1GHz
(e) normalized matrices, 1.5GHz (f) RMMC generation, 1.5GHz
Figure 5.9: Distribution of real and imaginary parts of the entries of
normalized admittance matrices
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the validation data, and the right-hand-side plots show the enclosure admit-
tance matrices generated by RCM. The joint densities of the real and imagi-
nary parts of the entries of the enclosure admittance matrices are estimated
via KDE, where 10,000 training/generation matrices are used. The cases of
400 MHz, 1 GHz, and 1.5 GHz are considered. The KS statistics of Ycav and
Yrcm for each entry and frequency point are calculated. Each complex-valued
entry is treated as two-dimensional data. Two-sample, two-dimensional KS
statistics are calculated. The results are shown in Figure 5.12. Only towards
the lowest frequency of 400 MHz do we observe slightly increased KS statis-
tics. Considering the effect of the dielectric perturbers, the effective volume
of the box is calculated as









where Va, Vt, Vf are the volumes occupied by air, Teflon, and FR-4, respec-
tively, εt is the relative permittivity of the Teflon, and εf is that of the FR-4.
With the dielectric perturbers considered, the rule-of-thumb low-frequency
limit suggested by [62] is computed to be around 800 MHz.
5.5.2 3D example
RCM is similarly applied to the generative modeling of the admittance ma-
trices of the enclosure. At 300 MHz, α is estimated to be 1 based on the
average variance of the off-diagonal entries of the normalized admittance
matrices. The estimated values of α are 3 and 6 for the cases of 500 MHz
and 700 MHz, respectively. Figure 5.13 illustrates the estimation process.
The average variance for the 100 MHz case is around 400 and is not shown.
A total of 1000 normalized admittance matrices are generated via RMMC,
and are compared to a validation dataset of the same size. The results are
collected in Figure 5.14. The comparison results after mapping the normal-
ized admittance matrices to the corresponding enclosure admittance matrices
can be found in Figure 5.15. Note that matching of marginal distributions of
each entry does not sufficiently indicate that the underlying joint distribu-
tions agree. To assess the frequency range of validity, the frequency-wise KS
statistics are calculated. At each frequency, the KS statistics corresponding
to the real and imaginary parts of every entry in the admittance matrices
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(a) Enclosure admittance, 400MHz (b) RCM generation, 400MHz
(c) Enclosure admittance, 1GHz (d) RCM generation, 1GHz
(e) Enclosure admittance, 1.5GHz (f) RCM generation, 1.5GHz
Figure 5.10: Distribution of (1,1) entry of the complex admittance matrices
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(a) Enclosure admittance, 400MHz (b) RCM generation, 400MHz
(c) Enclosure admittance, 1GHz (d) RCM generation, 1GHz
(e) Enclosure admittance, 1.5GHz (f) RCM generation, 1.5GHz
Figure 5.11: Distribution of (1,2) entry of the complex admittance matrices
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c Y11 Y12 Y21 Y22
Figure 5.12: Entry-wise and frequency-wise KS statistics for Ycav and
YRCM






















Figure 5.13: Loss factor α vs. average variance of off-diagonal entries of
normalized admittance matrices, with estimated α’s for different frequencies



























































































(f) Entry (1,19), 700MHz
Figure 5.14: Selected entries of the normalized admittance matrices











































































































(f) Entry (1,19), 700MHz
Figure 5.15: Selected entries of the enclosure admittance matrices
(blue: RCM generation; orange: validation)
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Figure 5.16: Frequency-wise KS statistics between ynorm and yrmt
are calculated, and the average value as well as the maximum value are
reported. Figure 5.16 shows the result for the normalized admittance matri-
ces, and Figure 5.17 shows the result for the enclosure admittance matrices.
The results suggest that 300 MHz is the lower limit of the frequency range
for the RCM based generative model to apply, as significant degradation of
generation accuracy is observed at lower frequencies. With the dielectric per-
turbers considered, the rule-of-thumb low-frequency limit suggested by [62]
is computed to be around 500 MHz.
The 100 MHz and 200 MHz data are excluded, and the random projection
KS statistics are computed on the frequency-tabulated Y -parameters matri-
ces of size 5 × 19 × 19. Ten thousand (10,000) random directions are used
for the random projection, and the box plots of the results are presented in
Figure 5.18.
5.6 RCM conclusion and discussion
RCM provides a statistical account of the admittance matrices of a stochastic
enclosure exhibiting chaotic behavior. The universal fluctuation properties of
the spectrum of a chaotic system allow us to replace it with the eigenvalues
of a random matrix. The RCM based generative model describes a two-
step generation process, where the normalized admittance matrices are first
generated via RMMC, and then an inverse normalization map converts the
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Figure 5.18: Random projection KS statistics
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normalized admittance matrices to the enclosure admittance matrices. Com-
pared with the full Monte Carlo analysis, which very likely requires solving
more than 10,000 realizations, estimating the radiation admittance matrix
and the loss parameter of an RCM based generative model offers potential
time savings of 100×. The generation accuracy of RCM based generative
models is assessed through the numerical study of two examples. For the 2D
example, it is shown that the size of the training dataset impacts the variance
of the parameter estimators, and a larger training dataset reduces estimator
variation. Good agreement between the probability density function of RCM
predicted admittance and those of actual simulation is observed at frequen-
cies down to 400 MHz. For the 3D example, good agreement between the
admittance matrices from RCM generation and those from simulation is ob-
served for frequencies higher than 300 MHz. The numerical results indicate
that fields inside the enclosures exhibit wave chaotic behavior even at the
lower-frequency end of the empirically determined frequency range of valid-
ity, which extends the frequency range of applicability of the RCM based
generative models.
One problem with the current formulation of RCM is that the spectra
predicted by RMT are valid only for narrow frequency range. It is assumed
that the loss parameter α and the mean resonance frequency spacing ∆ω all
remain constant throughout the frequency band of interest. For frequency
points that are very close to each other, a shared spectrum expanded around
some reference frequency in the middle of the frequency range of interest
can be used. For frequency points further apart, the RMT predicts indepen-
dent spectra centered at the corresponding frequency points, which neglects
the dependency between normalized admittance matrices corresponding to
different frequencies. To account for the dependency, generalization to the
current formulation of RCM is needed. When the frequency points are too
far away from each other, the dependency becomes insignificant, and inde-
pendent spectra can be used. Figure 5.18 shows that the distributions of the
RMT-generated normalized admittance matrices are similar to that of the ad-
mittance matrices obtained from normalizing simulation data. Even though
the RMT generation does not take into account the dependency, the gener-
ation accuracy is still satisfactory. With a frequency separation of 100 MHz,
the dependency of the normalized admittance matrices is negligible.
Another limitation of RCM is that the random plane wave assumption is
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an overly simplified approximation of reality. The assumption holds for the
asymptotic over-moded scenario where the wave chaotic system has infinitely
many degrees of freedom, and the chaotic fields inside the enclosure are
completely decoherent. In real life, a wave chaotic system has finite degrees
of freedom limited by the number of permitting modes. As a result, the
expanded random plane waves are inevitably correlated. The author of [71]
discussed in detail—and argued against—the idea behind the random plane
wave assumption. A hybrid spectral expansion with finite degree of freedom
was instead proposed. To limit the number of plane waves in the plane wave
expansion, it is necessary to adjust the size of the coupling coefficient matrix
as the frequency decreases.
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Chapter 6
Conclusions and future work
6.1 Concluding remarks
This dissertation applies novel statistical inference and generative modeling
techniques to the analysis of stochastic electromagnetic-circuit systems. Sta-
tistical models characterizing the responses of stochastic electromagnetic sys-
tems have long been used to expedite analysis under the uncertainty propaga-
tion framework. In this dissertation, techniques are introduced to overcome
limitations of existing modeling methodologies. In particular, the following
limitations are considered and addressed: (1) inaccuracies in the predictive
modeling of the high-frequency response of the system associated with the
model order reduction step necessary when modeling high-order systems;
(2) difficulty in enforcing desired physical constraints during the generation
of the predictive model; (3) difficulties associated with the incorporation of
dependency between the subsystems constituting the overall system under
study; (4) the often computationally prohibitive complexity resulting from
the need to use a very large number of samples for the training of the gen-
erative model for complex systems. To address these limitations, machine
learning based and physics based techniques are introduced to obtain data-
driven and physically consistent statistical models. The new approaches ad-
vance the state-of-the-art by incorporating dimensionality reduction into the
model, enabling the enforcement of certain physical constraints, making the
procedure more flexible by accepting additional data to capture dependency,
and taking advantage of universal statistics to reduce the sample require-
ment.
The first intellectual contribution is the introduction of variational au-
toencoder based generative models which are suitable for modeling high-
dimensional data concentrating near a low-dimensional manifold. The ex-
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isting methods are inefficient in dealing with high-dimensional data like S-
parameters, and rely on a dimensionality reduction step in the pre-processing
stage to reduce the complexity of the problem. Unfortunately, the dimen-
sionality reduction step introduces bias into the model, which degrades the
accuracy of the generated S-parameters. The variational autoencoder based
generative models can be efficiently obtained for very high-dimensional data,
as non-linear dimensionality reduction is automatically achieved during train-
ing. The application of variational autoencoder to the generative modeling
of the frequency-tabulated S-parameters is demonstrated via a coupled mi-
crostrip transmission line example. Generated S-parameters are compared
against independently obtained validation data, and accuracy is assessed.
Compared to the common pole model (see Appendix A) based generative
model, the variational autoencoder generates S-parameters with higher ac-
curacy for the high-frequency case. The reason is that the common pole
assumption held by the common pole model no longer holds true as the fre-
quency increases. The wrong assumption in the statistical model introduces
bias and degrades generation accuracy for the common pole model. Since
the variational autoencoder based generative model does not assume the ra-
tional form and common poles among data, it does not incur the associated
penalty.
The second intellectual contribution is the introduction of the passive vari-
ational autoencoder. The existing methods are incapable of enforcing passiv-
ity, and rely on a post-processing perturbation step to correct any passivity
violation. The variational autoencoder based generative models do not au-
tomatically enforce the various physical constraints on the S-parameters. To
address the limitation, the decoder of the variational autoencoder is modified
based on physical constraints to ensure that the generated S-parameters are
locally passive and reciprocal. Since violation of the physical constraints at a
single frequency point invalidates the entire S-parameters, we opt for point-
wise enforcement. To enforce local passivity and reciprocity, the exponential
map is first used to generate a unitary matrix from a skew-Hermitian ma-
trix. Based on Takagi’s factorization, the unitary matrix is combined with
an appropriate diagonal matrix to give a symmetric matrix whose singular
values are controlled by the entries of the diagonal matrix. This allows us
to control the spectral norm of the generated matrix, which is important to
ensure that the generated matrix is locally passive. The generation accuracy
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and computational cost of the passive variational autoencoder are compared
to those of alternative methods for enforcing local passivity and reciprocity.
The generation accuracy of the passive variational autoencoder is on par
with other methods. Although the passive variational autoencoder takes a
long time to train, it is much faster during generation when compared to the
rejection sampling based method. A catch is that when vector fitting and
perturbation based passivity enforcement are performed on the S-parameters
generated by the passive variational autoencoder, the statistical accuracy of
the resulting dataset is more significantly affected as compared to variational
autoencoder generated S-parameters. If a vector fitting step is inevitable, it
might be preferable to use variational autoencoder generated S-parameters,
and to rely on the post-processing step to enforce the passivity.
The third intellectual contribution is the proposal of the conditional vari-
ational autoencoder. The existing methods fail to account for dependency
between models of subsystems in a complex system. Since a variational au-
toencoder based deep generative model does not accept external variables as
inputs, it is unable to model dependency between subsystems. The condi-
tional version of the variational autoencoder introduced in this dissertation,
which can be considered as a hybrid of a generative model and a surrogate
model, plays an important role in the uncertainty propagation when a sys-
tem is decomposed into subsystems. The latent variables of a conditional
variational autoencoder are responsible for the variation originating within
the subsystem, while the control variables take care of the dependency be-
tween other subsystems. Similar to the hierarchical uncertainty propagation
methodology, the decomposition of a large system into smaller subsystems
reduces the dimension of the uncertain parameters and circumvents the curse
of dimensionality. The conditional variational autoencoder based generative
modeling methodology is more versatile as it allows the combination of ex-
ternal control variables and internal latent variables. It easily accommodates
modeling tasks with varying data availability.
The last intellectual contribution is the application of the random coupling
model to the generative modeling of a stochastic electromagnetic enclosure
operating under wave chaos condition, and in particular, a rigorous examina-
tion of the low-frequency validity. The random coupling model is a different
kind of generative model largely developed based on physical laws. It har-
nesses the power of universal statistics to obtain statistical models of wave
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chaotic systems with reduced number of observations. Results from random
matrix theory allow us to replace the spectra of a stochastic and chaotic
electromagnetic enclosure with the eigenvalues of a random matrix. Com-
bined with the random plane wave assumption which approximately models
the coupling coefficients between the eigenmodes of the enclosure and the
modes at ports as zero mean, unit variance, independent Gaussian distribu-
tion, we arrive at a compact generative model of the enclosure admittance
matrices with a small number of parameters. The parameters of a random
coupling model are the radiation admittance matrix which characterizes the
non-universal statistics of the enclosure, and a loss factor which affects the
universal statistics. The two sets of parameters can be estimated sequen-
tially from a few enclosure admittance matrices, either from measurements
or numerical simulation. The random coupling model is applied to the gen-
erative modeling of the admittance matrices of a 2D flat metallic box and
a 3D metallic enclosure, both working under chaotic conditions due to pur-
posefully introduced perturbers. The generated admittance matrices agree
with validation data. It is shown in this dissertation that the low-frequency
limit of the random coupling model based generative model can be assessed
by computing the random projection Kolmogorov-Smirnov statistics, and the
low-frequency limit is demonstrated to be much lower than the rule-of-thumb
estimate typically used in past works.
6.2 Future work
The statistical inference and generative modeling of the behavior of stochas-
tic electromagnetic systems is a very broad topic, and many new ideas are
waiting to be examined. The discussion sections at the end of Chapters 2
to 5 have already addressed some of the potential extensions to the work
presented. One important question yet to be asked is whether it is possible
to formulate the random coupling model in a way similar to the variational
autoencoder, so that we can perform variational expectation maximization to
learn the parameters instead of estimating them following the two-stage es-
timation process. Such a tweak would formalize the parameter identification
process and help identify the optimal parameters.
One option is to treat the Gaussian orthogonal ensemble random matrix
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and the coupling coefficient vectors as the latent variables, the loss factor
and the radiation impedance matrix as the model parameters, and the en-
closure admittance matrices as the observed variables. The benefit is that
the prior distribution of the latent variables is simple, as the terms are in-
dependent Gaussian random variables. The cost is that the latent space is
high-dimensional, and the mapping from the latent variables to the observed
variables involves complicated operations like calculating the eigenvalue. Al-
ternatively, the normalized admittance matrix can be treated as the latent
variables whose prior distribution is provided via a second-stage generative
model with the loss factor being a control variable. No analytical form of the
prior distribution is available, which hinders the variational inference pro-
cess. Depending on the situation, a proxy distribution with advantageous





The frequency response of a system whose dynamics are described by linear
constant coefficient ordinary differential equations assumes simple rational
form. The frequency response of an LTI EM system is not limited to the
rational form and often exhibits more complicated behavior, since Maxwell’s
equations are partial differential equations with spatial evolution. The Padé
approximation [72] asymptotically approximates an arbitrary frequency re-
sponse with a rational function. When the frequency range is finite, the fre-
quency response can be approximated by a rational function of finite degree.
With poles, {pi}Ni=1, and residue matrices, {Ri}Ni=1, the frequency response







where N is the degree of the rational function, H(s) is the matrix-valued
frequency response, and s is the complex frequency. In practice, the frequency
response is obtained as frequency-tabulated data. For a frequency vector
[ω1, ω2, . . . , ωK ], the recorded frequency response matrices are
H(jω1),H(jω2), . . . ,H(jωK).
VF [34] is an iteratively reweighed least squares algorithm capable of fitting
a rational approximation to tabulated frequency response. It is widely used
for compact representation of EM system behavior, and robust code imple-
mentations are widely available. Taking advantage of the rational approxi-
mation, the authors of [31,47] proposed a generative model for the frequency
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response of LTI EM systems. Direct statistical inference on the frequency-
tabulated response is avoided, as the dimension of the data is high. With
non-parametric inference methods like KDE, the computational cost quickly
becomes overwhelming. A series of pre-processing steps are used to reduce
the data dimension while enforcing appropriate model assumptions. Given a
set of frequency-tabulated responses, VF is used to extract poles and residue
matrices. The VF process is configured so that all the responses share the
same set of poles. Once the common poles are decided, each response is fit
to its own set of residue matrices. Converting the frequency-tabulated re-
sponses to poles and residues significantly reduced the data dimension. For
a frequency-tabulated response of size K × P × P , VF with N degree ra-
tional function gives N residue matrices of size P × P . Note that the poles
are common to all the realizations, whose distribution does not need to be
inferred. Put simply, K is large and N is small. The data dimension is
therefore reduced by K/N times. Performing non-parametric inference on
the residues is much easier, thanks to the reduced data dimension. If fur-
ther reduction is desired, a principal component analysis (PCA) [73] step
can be performed, which examines the covariance matrix of the poles and
residue matrices data, and produces the linear combinations of reduced di-
mension which optimally capture the data variation. KDE is then used to
infer the distribution of the (PCA reduced) residues. As a non-parametric
inference method, KDE assumes that the distribution is a Gaussian mixture,
where a Gaussian distribution is placed at each observation point. KDE
produces smooth density functions that asymptotically converge to the un-
derlying distribution as the number of observations grows. To generate new
frequency-tabulated responses, (PCA reduced) residues are sampled from the
distribution produced by KDE. If PCA was used, a reverse map is needed
to convert the sample to the residue matrices. Then, the generated residue
matrices are combined with the common poles obtained from the VF step to
form a frequency response. The response is expressed in its partial fraction
form, and can be sampled at the frequency vector for a frequency-tabulated
response. The stability of the frequency response is guaranteed by the gener-
ation process, as the VF step ensures that the common poles have negative
real part. A post-processing step is needed to filter and reject non-passive
generations.
102
A.2 Applying CPM to S-parameters modeling
The authors of [31] demonstrated the application of CPM to the generative
modeling of the S-parameters corresponding to the coupled microstrip trans-
mission line example in Section 2.3. The procedure is duplicated to obtain
the baseline data for comparison with the VAE based generative model. The
frequency-tabulated S-parameters used as training data are of size 181×4×4.
The data is 181 ∗ 4 ∗ 4 ∗ 2 = 5792 dimensional. Since the coupled microstrip
transmission line exhibits reciprocity, the S-parameters matrices are sym-
metric. The symmetry allows the statistical inference on only the upper
triangle of the S-parameters matrices, which reduces the data dimension to
181 ∗ 10 ∗ 2 = 3620. VF with degree 20 rational function further reduces the
data dimension to 20 ∗ 10 ∗ 2 = 400. The degree of 20 is suggested by the
authors of [31], which turns out to be high enough for accurate fitting. PCA
is used to further reduce the data dimension. Since 50 responses are used as
the training data, PCA by default reduces the data dimension to 50. KDE is
performed on the 50-dimensional data. The distribution produced by KDE
is a mixture of many Gaussian distributions. It can be efficiently sampled
by a two-step process: (1) Randomly pick one component Gaussian distribu-
tion (equal probability for each component). (2) Sample from that distribu-
tion. Once a sample is obtained, it can be mapped to frequency-tabulated
S-parameters by inverting the pre-processing steps. If the passivity of the
generated S-parameters is important, an additional post-processing step is
needed, where VF with passivity enforcement is performed to perturb the
generated S-parameters data to make it passive.
A.3 CPM numerical results
A total of 1000 realizations of the coupled microstrip transmission line are
solved in ADS [32]. As suggested in [31], 50 samples are used as training
data, while the remaining 950 are set aside for validation. CPM is applied
to the generative modeling of the S-parameters. N = 20 degree rational
approximation is used in the VF step. S-parameters corresponding to the
low-frequency case as discussed in Section 2.3 are used to derive a CPM
based generative model, and the generated S-parameters are in Figure A.1.
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The generated S-parameters of the high-frequency case can be found in Fig-
ure A.2. Following common practice, we set aside a set of validation data
that is independently generated from the training data. The KS and en-
ergy statistics are computed, and the results are collected in Table 2.2. The
statistics are computed for 1000 generated S-parameters and 950 validation
ones.
A.3.1 Effect of training dataset size
To examine the effect of training dataset size on the generation accuracy,
CPM is tested with training datasets of different size. The high-frequency
case of the coupled microstrip transmission line example is considered, and
CPMs with training dataset of size 10–100 are created. Statistics are com-
puted for generation data against validation data, and the results are shown
in Figure A.3. It can be assessed from the figures that, as the training dataset
size increases, the accuracy of the model improves. However, an asymptotic
error floor is reached very quickly at training dataset size of about 20, and
the model accuracy stops improving.
A.4 CPM conclusion and discussion
One important assumption of CPM is that all the frequency responses share
the same set of poles. This assumption constrains entries of the frequency
responses to a space spanned by the partial fraction basis corresponding to
the common poles. The benefit of doing so is that the mapping from residues
to the tabulated frequency response is linear, and the estimation of residues
from frequency response is easy. Unfortunately, the above assumption does
not generally hold true. If the common pole assumption is violated, the
estimated poles and residues are biased and the inferred distribution of fre-
quency response becomes inaccurate. This effect is particularly noticeable
at high frequencies. In the coupled microstrip transmission line example, for
the high-frequency case, the prediction from CPM is less accurate despite
the reduced standard deviation on uncertain parameters. It is thus neces-
sary to relax the common pole constraint. A possible improvement would
be to fit individual poles and residues for each tabulated frequency response,
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Figure A.1: Selected entries of S-parameters generated by CPM,
low-frequency case
(blue solid: 1000 generation data; green dashed: 950 validation data)
105
Figure A.2: Selected entries of S-parameters generated by CPM,
high-frequency case
(blue solid: 1000 generation data; green dashed: 950 validation data)
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Figure A.3: Effect of training dataset size on statistics of CPM,
high-frequency case
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and to model the joint distribution of the poles and residues. Our experi-
mentation with this option does not yield satisfactory results. One possible
reason is that the mapping from poles and residues to frequency response
is ill-behaved, and the maximum likelihood estimation of poles and residues
obtained from VF is no longer good for the inference task. Without the com-
mon pole assumption, the order of poles and corresponding residues could
be arbitrarily switched thanks to the rotation invariance of the mapping.
Special treatments are thus necessary.
The KDE is a non-parametric inference method, which means that the
number of parameters used to describe the underlying distribution grows
without bound as the number of training samples increases. KDE basically
memorizes all training samples, which results in high memory complexity.
When performing PCA, since it is a linear dimensionality reduction method,
the residues are constrained to an affine subspace, which might not make
physical sense and could introduce error. The number of principal compo-
nents retained through PCA is limited by the number of samples. If only
a small number of samples are available, the PCA is particularly restrictive
and should not be used. A better way to circumvent such issue is to switch
to a parametric inference scheme, where the total number of parameters is
finite.
Because the common pole model itself cannot enforce passivity, the pre-
dicted frequency response could be non-passive. Violation of the key physical
constraint of passivity is problematic and must be avoided if the prediction is
used for subsequent stochastic modeling. One remedy is to filter and discard
non-passive predictions in a post-processing step. Passivity check takes time,
with the added concern over possibly discarding a significant portion of the
predictions. Furthermore, passivity check introduces bias to the distribu-
tion of frequency response. Clearly, it would be preferable if the stochastic




B.1 Random projection based statistical test
Given a generative model, its generation accuracy can be assessed with the
help of an independently obtained validation dataset. The generation dataset
is produced by the generative model, and the two datasets are compared
against each other. It is not obvious by looking at the plots of the two
datasets whether the distribution of the generation data matches that of the
validation data. Consequently, quantitative comparison is needed. Statistics
characterizing the dissimilarity between the underlying distributions of two
datasets can be defined. An ideal statistic does not assume the forms of the
two distributions, which is described as being distribution-free.
B.1.1 KS test
The two-sample KS statistic [37] is a distribution-free statistic. It computes




|F1,n(x)− F2,m(x)| ≥ 0, (B.1)
where F1,n(x) and F2,m(x) are the empirical density functions of data from
the corresponding datasets, n is the size of dataset 1, and m is the size of
dataset 2. KS statistics assume values between 0 and 1. A smaller value
suggests higher possibility that the two sets of data are sampled from the
same underlying distribution. The statistic in Equation (B.1) is only defined
for 1D data. Extension to the multi-dimensional case is not straightforward.
Ambiguity exists in the definition of joint CDF, where the joint CDF of
variables X and Y can be defined as F (x, y) = P(X < x, Y < y), F (x, y) =
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P(X < x, Y > y), F (x, y) = P(X > x, Y < y), or F (x, y) = P(X >
x, Y > y), and the resulting maximum deviations do not agree in general. A
workaround is to calculate the statistic for all possible ordering, and then take
the maximum value. The computation becomes very expensive for the high-
dimensional case and impractical in our application. A lower cost approach
is to calculate entry-wise KS statistics and then report the mean value and
the max values across all entries.
B.1.2 Random projection KS statistics
Random projection can be used to extend the KS statistic to work with
multivariate data. The Cramér-Wold theorem [74] states that a sequence of
random vectors of dimension k, X̄n = (Xn1, . . . , Xnk), converges in distribu-








tiXi, ∀(t1, . . . , tk) ∈ Rk.
Loosely speaking, two sets of multivariate samples are indistinguishable in
the distribution sense if and only if their projections along any possible di-
rection are all indistinguishable. The authors of [75] suggest projecting the
samples from both sets along a random direction and computing the two-
sample KS statistic on the projections. Assume that the data of interest
is k-dimensional. A random direction vector is generated via a two-step
process: (1) A vector is sampled from a k-dimensional standard Gaussian
distribution, r ∼ N (0, Ik). (2) The vector, r, is normalized to unit length,
r̂ = r/|r|. The projection is performed by calculating the inner product of
the S-parameters vector and the direction vector. For the purpose of using
the KS statistic to measure the dissimilarity between two sets of samples,
the random projection and calculation of the KS statistic can be repeated
multiple times, each with a different projection direction. The mean and
spread of the resulting KS statistics can be presented as an error-bar plot.
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B.2 Energy statistic
Alternatively, the energy statistic [25] can be used as a dissimilarity measure
between the underlying distributions of two datasets. It is based on energy
distance, a statistical distance between probability distributions. For cumu-
lative distribution functions F and G, the energy distance is defined as the
square root of
D2(F,G) = 2E‖X − Y ‖ − E‖X −X ′‖ − E‖Y − Y ′‖ ≥ 0,
where X and X ′ have cumulative distribution function F , Y and Y ′ have
cumulative distribution function G, and they are all independent. For two
sets of samples {xi}ni=1 and {yi}mi=1 corresponding to random vectors X and
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