We study a nonparametric sequential detection procedure, which aims at detecting the first time point where a drift term appears in a stationary process, from a Bayesian perspective. The approach is based on a nonparametric model for the drift, a nonparametric kernel smoother which is used to define the stopping rule, and a performance measure which determines for each smoothing kernel and each given drift the asymptotic accuracy of the method. We look at this approach by parameterizing the drift and putting a prior distribution on the parameter vector. We are able to identify the optimal prior distribution which minimizes the expected performance measure. Consequently, we can judge whether a certain prior distribution yields good or even optimal asymptotic detection. We consider several important special cases where the optimal prior can be calculated explicitly.
Introduction
Suppose we observe a time series and at each time point we get a new observation. This commonly used way of monitoring suggests to apply a sequential decision procedure aiming at either confirming that the time series is still stationary as specified by an incontrol model, or detecting that the time series is no longer compatible with the in-control model. In many applications it is important to detect such deviations and to trigger actions and further analyses before a substantial loss eventuates. For example, if the time series represents the development of an important quality characteristic of a production process, we are interested to detect early enough quality changes. Quality control charts are nowadays also applied in financial econometrics. Here it is of special interest to control financial risks associated with an investment portfolio. Structural changes of the mean risk may suggest portfolio updates or hedges to reduce or compensate the risk. Therefore, financial analysts can benefit from sequential monitoring schemes.
Nonparametric decision procedures have the advantage that they do not make restrictive assumptions about the time series. Instead, the philosophy is: Let the data speak for themselves. Following this guideline, one should base a detection procedure on a control statistic which is motivated nonparametrically. Compared to a parametric approach this may result in a substantial loss of power when the parametric model holds true, but we may avoid completely misleading results if the parametric model is misspecified.
Whereas a nonparametric approach makes only qualitative assumptions (e.g. smoothness) about the model, a parametric approach assumes that the model belongs to a parameterized set of plausible models. The Bayesian approach goes one step further and assumes a prior distribution for the parameter indexing the set of plausible models. Hence, by modeling the prior distribution a Bayesian statistician can take account of prior information about the likelihood of the models under consideration.
In this paper we analyze a nonparametric answer to the sequential detection problem from a Bayesian viewpoint. We restrict attention to the case that we aim at detecting a drift in a mean-zero stationary time series. When the detection rule uses a weighted average of past data, where the weights are induced by a smoothing kernel, it is known that the so-called normed delay of the procedure converges to a deterministic limit which depends on the drift function and the smoothing kernel. Our results also apply to certain jumppreserving procedures as discussed by Chiu et. al. (1998), Rafaj lowicz (2000, 2001) , and Steland (2002a Steland ( , 2002b Steland ( , 2002c . By using data-dependent vertical smoothing weights these procedures are able to reproduce sufficiently high jumps with no delay.
If the drift is parameterized, one may define the risk as the expected loss associated with the asymptotic normed delay, where the expectation is calculated with respect to the prior distribution. Using loss functions can be quite interesting for economic applications, since they allow, e.g., to downweight small delays and penalise large delays. For example, we may simply attach real costs arising by delayed actions. There are various approaches to determine the prior as the histogram approach, the relative likelihood approach, noninformative priors (as Jeffrey's (1961) prior), conjugate priors, or maximum entropy priors. For a detailed discussion we refer to Berger (1985, ch. 3) , Robert (1994) , and the references given there.
In the present article we identify the optimal prior which minimizes the risk of the given nonparametric method. This is of interest for the following reasons. First, it can be used to evaluate the costs (in terms of risk) of using a certain prior instead of the riskminimizing one. Second, since our results also concern the asymptotic normed delay for a given smoothing kernel a comparison of the minimal risks for different kernels may help to select an appropriate kernel. Third, we may measure Bayesian robustness by analyzing the sensitivity of the risk with respect to the selection of a prior.
The paper is organized as follows. Section 2 explains the model and the nonparametric detection procedure. The Bayesian framework and our main result about the optimal prior are presented in Section 3. In Section 4 some important special cases are discussed where the optimal prior can be calculated explicitly. A proof of the main result is given in an appendix.
Model and Detection Method
Suppose the data generating process is given by
where {u n } is a stationary α-mixing process with mean Eu n = 0 and 0 < Eu 2 n = σ 2 < ∞ and m nh denotes the drift term depending on a parameter h > 0 which will tend to infinity in our asymptotic framework. The mixing coefficient is assumed to satisfy k α(k)k 2 < ∞.
Nonparametric model for the drift
We assume the following type of a local alternative
where the arbitrary Lipschitz continuous function
In this sense we say that m nh is a sequence of local alternatives induced by the generic drift m 0 .
Bayesian framework for the generic drift
The Bayesian approach assumes that a set of plausible models is known where each model is associated with a prior probability (discrete case), or where a prior density is attached to the class of models (continuous case), respectively, and that m 0 is taken from this set. The prior distribution allows to take into account available information with respect to the drift. Let
be a class of parameterized generic drift functions with a p-dimensional parameter vector ϑ taking values in Θ ⊂ R p . We assume a prior distribution for ϑ,
yielding the distribution 
Detection procedure
For detecting sequentially the drift we consider the following control statistic,
where K denotes a smoothing kernel, i.e., a probability density with mean 0. We can and will assume that K is symmetric around 0, since K is only evaluated for arguments less than 0.
denotes the rescaled kernel function. The bandwidth h is equal to the parameter appearing in the drift model.
Although it is not the main focus of this article, it should be mentioned that for detecting jumps so-called jump-preserving estimators may be much better than smoothers. For example, a simple jump-preserving control statistic is given by
with jump-preserving weights
The quantity k in (9) The detection procedure compares T nh with a fixed threshold c. This means, we consider the stopping rule
The delay of the procedure is then given by N h − t q , and the so-called normed delay is defined as
Observe that ρ h expresses the delay in terms of the bandwidth h which essentially measures the number of (past) data used by the procedure.
Risk-Minimizing Prior Distributions
We will now look at the nonparametric procedure from a Bayesian perspective. More precisely, we aim at evaluating the nonparametric answer (use N h , i.e., stop if T nh > c) and the associated performance measure (the limit of ρ h ) when the class of drift models includes a prior distribution. Before defining our notion of risk we have to discuss briefly the asymptotic limit of ρ h , on which our risk definition is based.
Nonparametric performance measure
Under some regularity assumptions the random normed delay ρ h converges to a nonstochastic function which depends on the kernel K and the generic drift m 0 (Steland, 2002c) . For fixed ϑ the asymptotic normed delay is given by
A detailed study and comparisons of some commonly used sequential procedures in terms of the asymptotic normed delay for the classical jump model can be found in Brodsky & Darkovsky (1993) .
The quantity ρ * (ϑ; K) also appears in an asymptotic upper bound for the normed delay when jump-preserving estimators as (8) are used as a control statistic (Steland 2002a (Steland , 2002b . In this case the probability for ρ 0 ≤ ρ * (ϑ; K) tends to 1 as h tends to ∞, where
with
R k denotes the kernel ratio of the vertical smoothing kernel k which is assumed to satisfy the regularity assumption 0
Note that for the jump-preserving procedure the same formula applies with a different value of c and the (weaker) interpretation that ρ * (ϑ; K) is an asymptotic upper bound instead of the stochastic limit. Consequently, with these changes, our results also apply to jump-preserving procedures.
In the sequel we will focus on the first case with asymptotic normed delay given by (12). Optimizing ρ * (ϑ; K) with respect to K ∈ K yields the optimal asymptotic normed delay (Steland, 2002c) . The regularity assumptions necessary for these conclusions essentially require the smoothing kernel and the generic drift to be Lipschitz continuous.
Bayesian risk
Assuming that there is a non-decreasing and positive loss function L : R + → R + , the normed delay ρ * may be evaluated by assigning the loss L(ρ * (ϑ)) to ρ * (ϑ). By means of the prior distribution of ϑ, it becomes possible to define the risk
for each prior π.
Clearly, the risk R(π) is maximized by the prior
where δ x stands for the one-point measure at the support point x, i.e., δ x (A) = 1 x∈A for any event A. Here
denotes the worst case with respect to the loss, provided that all quantities actually exist.
Risk-minimizing prior
Let Π denote the set of all probability measures over Θ. Then the question arises for which prior π * ∈ Π the risk R(π) is minimized, i.e.:
Intuitively, the risk minimizing prior should assign big probability mass to small values of L(ρ * ) and small mass to large values. The following theorem confirms this conjecture. To exclude trivial cases we assume that ρ * is positive.
Theorem 1 Assume
and
The prior π * for ϑ minimizing the risk R(π) over π ∈ Π, is given by
with minimal risk given by
•
The result refers to the minimized asymptotic normed delay ρ * (ϑ), which is attractive from a theoretical point of view to identify settings with respect to the prior distribution which perform well. But, clearly, the result can also be formulated in terms of the asymptotic normed delay ρ * (ϑ, K) for a given smoothing kernel K by substituting ρ * (ϑ) by ρ * (ϑ; K) in the above formulas. We then obtain the optimal prior for a given smoothing kernel K.
Examples
We will now consider some important special cases where the optimal prior can be calculated explicitly. It turns out that the uniform prior has some remarkable optimality properties.
Linear drift
Consider a truncated linear drift with slope ϑ,
and Θ = [a, b].
Then for given ϑ the optimal asymptotic normed delay is given by 
minimizes the expected asymptotic normed delay.
If a quadratic loss function L(x) = x 2 is assumed, the optimal prior is given by π * (ϑ) = 3ϑ 
with equality if and only if
for some λ ∈ R. Hence we obtain
which proves the assertion. Plugging in π * yields
