In this paper we consider a non-parametric analytical model of the intensity for a curved edge, and derive the relations between the image data and some local characteristics of the edge, in the discrete case. In order to identify this model we also study how to develop high order non-biased spatial derivative operators, with subpixel accuracy. In fact, this discrete approach corresponds to the notion of spatio-temporal surfaces in the continuous case, and provides a way to obtain some of the spatio-temporal parameters from an image sequence. An implementation is proposed, and experimental data are provided.
Introduction

Edge Detection and Edge Characteristics Computation
Edges are important features in an image. Detecting them in static images is now a well understood problem (Hildreth 1980; Canny 1986; Deriche 1987; Francois & Bouthemy 1990) . In particular, an optimal edge-detector using Canny's criterion has been designed (Deriche 1987 ) and implemented as a fast algorithm in real time on the Depth from Motion Analysis European machine (Faugeras et al. 1988) . In subsequent studies this method has been generalized to the computation of 3D-edges (Monga et al. 1991) . This edge-detector however has not been designed to compute edge geometric and dynamic characteristics, such as curvature and velocity.
It is also well known, that robust estimates of the image geometric and dynamic characteristics should be computed at points in the image with a high contrast, that is edges. Several authors have attempted to combine an edge-detector with other operators, in order to obtain a relevant estimate of some components of the image features, or the motion field (Horn & Schunk 1981; Hildreth 1984; Nagel 1985; Deriche & Giraudon 1990 ).
However, it is not likely that the computation of edge characteristics has to be done in the same way as edge detection, and we would like to analyse this fact in this paper.
In fact, edge geometric and dynamic characteristics are related to the spatial and temporal derivatives of the edge curve. However, the edge location is related to the spatial and temporal derivatives of the picture intensity itself (Hildreth 1980; Horn & Schunk 1981; Tsai et al. 1982; Nagel 1985; Deriche & Giraudon 1990) . We thus must derive the relationships between the two set of derivatives.
From Spatio-temporal Derivatives to Edge Characteristics
This work is related to a new theory of the motion of 3D curves (Faugeras 1990 ). According to this theory, operators for computing the different parameters about edge location and motion are now available (Faugeras 1993 ). This theory is elaborated without making any assumption about the photogrammetric characteristics of the edge, which is known to be very difficult to obtain, while actual models are only approximate (Verri & Poggio 1986) , since they are all based on the intensity constancy assumption. These developments are valid in the continuous case, that is when information about the image is available at any time and location. Although this is the best way to derive theoretical properties of moving edges, it is not obvious how to implement these operators on a sampied image sequence. The present work is dedicated to the implementation of such operators.
One specificity of the present approach is to consider the case of actual available sequences of timevarying images sampled at 5 to 60 Hz. In such cases the projected motion between two consecutive views is small. However, considering realistic relative velocities, it is not small enough to consider this discrete sequence as a good approximation to the continuous case, as in differential approaches. Thus, while spatial derivatives will be computed directly from the intensity function, temporal derivatives will be estimated indirectly using local correspondences between two frames.
If we want to implement such operators for computing edge characteristics, we have to answer two questions:
1. What are the relationships between the characteristics 6f the edge curve and the intensity derivatives? 2. How to compute "good" intensity derivatives, that are suitable for estimating edge characteristics?
What Is the Paper About
The present paper is divided into three sections:
In the following section, we will derive a nonparametric analytical model for a rectilinear or nonrectilinear edge, and show that this model is implicitly used by different authors when they implement edge operators. Here, we will explicitly use this model to derive the relationships between the image intensity derivatives and the location and characteristics of an edge. This will provide an answer to Question 1. We limit our discussion to the estimation of orientation and curvature considering any edge profiles and edge displacement considering step-like edges, but the method is applicable in various other situations.
In the next section, we are going to propose a way to compute image intensity derivatives, using a simple model of the camera retina. We will show that these discrete operators are related to continuous optimal operators and are also optimal with respect to the set of data available, but the "discretization" will not be performed in the usual way. This will provide an answer to Question 2. It has been partially reported in Vieville (i992a).
In the final section, we will describe a fast implementation of a comprehensive algorithm which provides information about edge geometric characteristics. Experimental data will be provided.
Mathematical Notations
In this paper, scalars are noted using normal font, and vectors using bold fonts.
Partial derivatives are noted using subscripts. For a scalar quantity, the first-order partial derivative is a covariant vector, while its second-order and thirdorder partial derivatives are covariant tensors. Since we use derivatives of order higher than two, we cannot deal with vectors and matrices (defining gradient and Hessian) but must introduce the tensor notation. The tensor product is denoted by ®. The tensor contraction is denoted by o, and the contravariant vector associated to a covariant vector though the Euclidian metric is noted using the transpose operator. For instance, the quantity Crr o [C r ® Crr] is the contraction of the 2-covariant tensor Crr with the tensor product of two contravariant vectors, (each contravariant vector being the transpose of a covariant vector) thus a scalar. Unfortunately, this formalism cannot be avoided when using high-order derivatives, but the unfamiliar reader must be convinced that there is no particular difficulty here, only a way to manipulate "objects with a lot of indices." We manipulate these quantities without any complex concepts on Tensor Geometry (Dodson & Poston 1979) .
A Non-Parametric Analytical Model for Edges
Defining Edges as Isophotes
AuthoI~ very often implicitly consider the intensity is locally constant along an edge and use this assumption to generalize 1D-edge models to 2D.
Considering a general model of the intensity profile along an edge curve, let us make explicit this assumption and derive from there some relations about the edge characteristics.
1D-Edges Intensity Profiles. Edges might
have different physical origins, and it has been pro-posed, that a realistic model for an edge is a combination of a roof, a peak and a step (see Perona & Malik 1990 , for a recent contribution).
The model used in (Perona & Malik 1990 ) is the most sophisticated model which has been seriously studied so far. In fact, in most approaches (Hildreth i980; Deriche 1987) , edge profiles are considered as simple steps. The Canny-Deriche operator for instance has been developed assuming an edge is a simple step, although claim has been made (Canny 1986 ) that it could be generalized to other profiles.
However these previous studies do not take into account the distortions caused by the imaging system to the image distribution. They correspond to different factors: motion blur, approximate focus, optical system impulse response, spatial summation by the photosensitive receptors. It is difficult to have a realistic model of these factors and it would be best to derive a theory about edge detection and analysis which does not depend upon the intensity profile.
We will summarize all these effects in a functional 7-( which is applied to the initial intensity profile I and produces a measured intensity Z:
Moreover such a functional also represents photogrammetric effects related to the lighting conditions and the surface irradiance, and transformations related to image preprocessing (for example picture smoothing).
We are not going to quantitatively analyse this functional 7-{, but eliminate its influence in the computation of edge characteristics. In other words, we are going to use a non-parametric model of intensity profile. 1
In addition there is one important point here: because the original intensity profile, even if not continuous, is smoothed by the sensor, it is reasonable to consider Z(r) as a differentiabIe function, and to work with a local model of the intensity using a Taylor expansion. Such an approach is not new (see Haralick 1984 for instance), but the underlying assumption is worth making explicit.
In any case we have only access to the measured intensity Z(r), not to the initial intensity I(r). We will always refer to Z(r) in the rest of the paper.
Edge Equation and
Image Intensity. Whereas iD-edge profiles have been extensively studied, little has been done on how to generalize such profiles to 2D-edges.
A 2D-edge corresponds to a curve in the image plane, and due to the smoothing of the input data, it is realistic to assume this curve to be differentiable up to the second order at least. We thus limit our discussion to regular points of the curve (smooth part of the curves or corners but neither cusps nor junctions). Let us note r = (x, y) the coordinate vector for an image point. The 2D-edge implicit equation can be written as:
Since this equation is defined up to a scale factor, it is possible to assume without loss of generality that the edge function is normalized:
HCr(r)II = ~/Cx(r) 2 + Cy(r) z = 1 that is to normalize the normal to the edge curve, z We thus have defined C(r) up to its sign and the general equation is EcC(r) = O, with Ec = + l .
It will be clear, in the sequel, that an implicit equation of the edge is more easy to manipulate, in our case, than a local parametric representation of the curve.
In order to generalize 1D-intensity profiles to 2D-edges we are going to consider that: In a small neighborhood, edges have constant intensity profiles.
This can be noted: 3
This is the basic assumption of this study. We can represent this local model as follow: the intensity profile is generated by different non-necessary parallel curves of equation y ( C ( r ) ) = constant. One of this curve of iso-intensity corresponds to the edge, as illustrated in figure 1. Please note that this assumption is equivalent to state that image intensity is related to level curves of the edge function C(r). Moreover, this assumption is only to be used locally, while "slow" deformations of the edge intensity profile are allowed along a given edge. Is this assumption realistic? This will be verified: (1) on real data, in the experimental section; (2) by considering the validity of the operators derived from this model.
It is then obvious that the edges are defined by an implicit equation of the form: Z(r) = 3;(0). As a con- Curves of iso-intensity are represented as dash lines, the edge curve and edge profiles are represented as continuous lines.
sequence: the image intensity is locally constant along an edge: edges are local isophotes. This is a simple but rather usual implicit assumption in the literature on edge detection. In the case of image sequences, this assumption is straightforward to generalize, considering a spatio-temporal neighborhood for a given point of a spatio-temporal surface C(r, t) = 0 related to a moving edge, but--for simplicity--we avoid the variable t when unnecessary. Instead of using this hypothesis implicitly, we introduce it explicitly, and use it to derive a number of relations between image intensity, and edge geometric characteristics, since we have:
q-C r ( r ) ® C r r ( r ) ) + y(C(r))C~,~(r) between intensity derivatives and the edge implicit equation. The tensorial notation involving the tensor product ® is necessary here, since the third derivative is no more a vector or a matrix, but a 3rd-order symmetric tensor.
Moreover it is always possible to choose ~c such that Z~(r) and C~(r) have the same sign, in other words y ' ( C ( r ) ) _> 0. In that case the scale factor for C(r) is entirely determined.
Edge Local Characteristics and Intensity
Derivatives. In order to analyse these equations let us note: y ' ( C ( r ) ) = Y l , y"(C(r)) = 3;2 and y " ( C ( r ) ) = y3, the intensity profile derivatives.
Moreover, let us only consider a second-order expansion of these expressions, that is C~r(r) = 07z2×2~2 the zero tensor.
The previous equations can be rewritten in a form which may be more familiar to the reader: Having 10 algebraic equations (9 from the intensity derivatives up to the third order, and 1 since Cr is normalized), in 8 unknowns (321, y2, 3; 3, Cx, Cy, Cxx , Cxy , Cyy) , it is possible to recover not only the edge local geometry but also the intensity profile characteristics though y l , y 2 and y3, and derive two additional constraints between the intensity derivatives. We obtain: while knowing ( y l , 3;2, 323), (C., Cy, Cxx, Cxy, Cyy) are directly given from the first five equations. In addition, the two algebraic relations hold:
~xxx~ [ 3 --3~xxy~x~yy -t-3~xyy~y~. 2 --~yyy~f : = 0 ~xxx~y~yy --~.xxy(2~'xy~'y -'~ ~yy~'x) --~ ~xyy(2~xy~x --[-~ff.xx~y) --~yyy~.x~xx = 0 (5) according to our model. This forms a complete set of equations, derived from equations (3). From these equations the following properties are easy to derive: 
\L.)
In other words, with this model, the edge normal is aligned with the intensity gradient. The edge curvature K which is computable as (see for example (Spivak 1979) ) ( 2 C x y C x C y -
In other words, with this model, the edge curvature is equal to the curvature of the isophote. Is the expense of deriving the edge orientation 0 and the edge curvature tc from equation (3) necessary? From a theoretical point of view yes, because it shows the validity of these formulas, considering our model. It also illustrates why the assumption related to equation (1) is an answer to the Question 1, of the introduction: for two very common but important and useful edge characteristics, the differential operators defined on the edge, are equal to the differential operators defined on the image intensity. We thus obtain fast and robust estimatmw of these edge characteristics.
It is also possible to obtain qualitative information about the kind of edge encountered: the edge is locally rectilinear if and only if K = 0, it is locally circular if and only if Cxx = Cyy and Cxy = 0 (just take the implicit equation for a circle to get this result). More generally the curve is locally quadratic (elliptic, hyperbolic or parabolic), if and only if Crrr(r ) = 0 as assumed here, which can be verified from the constraints obtained in equations (5).
Although the intensity profile is not directly computable, it is possible to obtain some information about its structure, from the knowledge of 3)1, 3)2, y3.
Let us consider a regularizing sequence whose limit, taken in the distribution sense, is the Dirac Considering that a is high, one would expect: (1) for a step-like edge: 3;2 to be null and 323 high, (2) for a roof-like edge: 322 to be high and y 3 low, while (3) for a peak at the edge location would correspond to 322 high and 323 null. More precisely, let us define, for instance, the distribution 8(x) as we obtain for the related models:
It is thus possible to distinguish between steplike and non step-like edges by comparing second and third order derivatives. It is however not possible to quantify these contributions unless a parametric model of the edge profile and its smoothing is available. This result does not depend on the approximation which is used for 8, as it can (not easily) be shown. It is not possible to recover the edge location (given by C(r) = 0) from the intensity derivatives since this equation also depends upon 32(r). Edge location should then be derived from a criterion related" to the image intensity. This is the goal of the next section.
Edge Relocalization
In this section we make the assumption that, as for usual edge detectors (Canny 1986; Deriche 1987; Hildreth 1980; Haralick 1984 ) based on zero crossings of second directional derivatives or maximum of image gradient magnitude, the points marked as edges are the points where the magnitude of the gradient is maximum in the direction of the gradient. This can be written as:
In order to be consistent, these measures have to be taken only at points where the magnitude of the gradient y l is not null, in practice higher than a certain threshold.
--~C(r0)=0
C(r) N~Cr(r)[ Level_curvle Edge Let us now assume that we are in the neighbourhood of an edge, that is on a point where C(r) ¢ 0 close to a point r0, for which C (r0) = 0 as shown in figure 2 .
We want to estimate the value of ro. In order to have it uniquely defined, we define ro as being the intersection between the edge and the normal to the level curve containing r, thus aligned with C~(r). We thus must determine d with: r0 = r + d Cr(r). With this definition, we approximately obtain the point on the edge curve which is the closest with respect to r assuming the orientation of a level-curve close to an edge is similar to the edge orientation. 4 We can apply our model starting at a point nearby and looking for the maximum of the intensity derivative in the direction of the gradient which corresponds to the edge normal as previously established. Considering a third-order expansion with respect to d we have:
Because we consider, here, a step-like edge, its lo-• cation corresponds to the point for which the value of 2-(r + d C~(r)) is maximum (which indeed corresponds to a maximum in the direction of the gradient). The value d corresponding to this extremum is easy to compute and using equations (2) These equations are true only locally, since they are related to our local model and are expected to be biased for distant edges.
At the difference of the formulas obtained for the edge orientation and curvature, this operator is not independent of the characteristics of the edge intensity profile, as expected.
From equation (8) the following properties can be derived:
* Subpixel location of an edge can be computed from the intensity derivatives up to the third order. * The magnitude of the intensity gradient is not necessarily extremum in the direction of the gradient. More precisely, we have the following condition:
as the reader can easily verify. The maxima do coincide for distributions of intensity profile which have their second derivative equal to zero, such as for a symmetric smoothed step. . However, although with our formalism, another r equation such as C~ • Crr" Cr = 0 can be taken into account, we have not developed this idea because a first order expansion of this last expression would involve fourth order derivatives for 2-(remember we want a robust computation!). * Given a location in the image, it is possible to compute the location of the nearest edges, even if the location of the edge is not known, and without any matching. * It is not possible to apply this for edges with a non-step like intensity profile, since the assumption about the maximum of the gradient norm is no longer true (Perona & Malik 1990 ). In such a case, another model can be considered, using the same method as given here. For instance, considering a roof-like edge whose location corresponds to a maximum of the second order derivative one can compute a linear equation for the edge location in a similar way, but using a Taylor expansion up to the fourth order.
Application to the Computation of the Edge Normal Displacement in an hnage Sequence
In a sequence of images, we not only need to compute edge characteristics at a given time, but also the displacement of an edge between two frames. On one hand, several authors attempt to compute edge displacements using correspondences (Aggarwal & Martin 1991; Deriche & Faugeras 1990 ), but they have to solve the problem of matching features, and encounter numerical instabilities when the disparity between two frames is small (Vieville 1990) . In addition, these processes output a sparse map of the motion-field, since motion is not computed for each point of the edge, but only at a "'macroscopic scale." On the other hand, when computing edge displacements using differential equations (see Faugeras 1993 , chap 8 for a review) the edge displacement is biased and subject to several instabilities. A complete discussion about the difficulties encountered with such an approach is far beyond the scope of this paper, but has been already developed using photometric model of the image irradiance (Verri & Poggio 1986) . We now propose a third solution.
Let us derive the relationship between the location of an edge taken in two consecutive flames. The edge equation is C(r) = 0 in the first flame and we measure Z(r) = y ( C ( r ) ) in the corresponding image. In the other frame the edge equation is, say, C" (r) = 0 and we measure Z°(r) = y°(C°(r)). So we do not assume intensity constancy as discussed in Verri & Poggio (1986) . As discussed in Faugeras (1990) the important parameter is the normal displacement of the edge, whereas the tangential displacement is not observable. This displacement is defined as the distance from r in one frame, in the direction of Cr(r), to a point r0 such that C°(ro) = 0. We thus have r0 = r + d'(r) Cr(r). If we can write C(r) ~ C'(r) and Z°(r) = Z(r), we obtain for d°(r), exactly the formula given in equation (8). However, this restriction is not necessary, and one can generalize this equation considering different intensity profiles and different edge curves. Redoing the same computation yields:
Then, the normal displacement is equal to d°(r). Using this approach, there is a compromise between differential methods and methods based on matching, since we use the computation of d°(r) (a differential object) in order to match the edge with its correspondent in the other frame.
We finally obtain a discrete estimation of the normal displacement for edges, by the following simple algorithm:
1. Consider a point ri in the present frame i on an edge. 2. Relocate the edge in the previous frame i -i in the neighbourhood of ri, applying equation (8) if one can assume image constancy, or its generalization discussed here. 3. Output d °(r) as an estimation of the normal displacement.
One important advantage of this approach is that temporal derivatives of the intensity are not directly computed in this formalism, since we do neither use this case, robust temporal derivatives must be computed over a set of at least two frames. In addition, one must perform a temporal smoothing, which implies a lot of computation. Moreover, we have to work with a lower bandpass, which is already not high (-~ 10Hz) in an image sequence. Finally, 3D-filtering implies the use of huge memories, and the discretization of differential operators is not an obvious process, as discussed in the next section. Instead of computing temporal derivatives we have used local token matching and spatial derivatives only. Another important aspect is that it is not necessary to assume that the intensity is constant from one frame to the next. The intensity profile may vary from frame to frame, including having local deformation. The only assumption is that the edge corresponds to a maximum of the intensity profile in both frames. This is not dependent upon the image irradiance itself as discussed in Verri & Poggio (1986) .
In addition, remembering we can obtain through equation (8) a local estimate of the distance to the previous edge along the normal to the actual edge, we are thus sure to compute an estimate of the normal opticalflow, as required by the theory (Faugeras 1990) .
The previous algorithm is only valid for small values of the normal displacement since it is based on a local linear approximation of the 2D intensity profile. This is another problem when significant values of the normal displacement are encountered. 6
Coherence o f the Approach with Respect to Analytical Models
In our non-parametric approach we have made no reference to a particular edge or intensity model. We have only written a set of constraints on the possible functions (equations (3)). Let us now compare this approach with an analytical approach. If we can verify that our operators yield the same results as those obtained from some reasonable analytical models, this will further support our approach.
Using a circular edge with a 2D-Gaussian blur We have considered edge curves that could be locally approximated with second order polynomials since we have assumed Crrr(r) = 0. A natural model for this kind of curve is a circle. Without loss of generality we assume that the edge location is at the origin, its orientation 0 = 0 and its curvatt~e K = 1. 7 The implicit edge equation is thus
Moreover, we can consider that this edge undergoes a normal displacement (thus in the y direction) of magnitude d as shown in figure 3 , and the amplitude to estimate is actually d = 0.
Let us consider, for instance, the intensity profile is a step-like function Y ( x ) smoothed in both directions We can thus compute the intensity derivatives of Z ( x , y) and apply some of our operators.
The reader can verify the edge intensity profile is constant in this case, whereas more general intensity profiles such as a general conic blurred by an isotropic Gaussian kernel would not have yielded a constant intensity profile.
Using a local parabolic edge with a 1D-Gaussian blur Another approach is to consider, as a localsecond order model of the edge, a local parabolic curve (Taylor expansion of the second order of the curve). Again, without loss of generality we assume the edge location is the origin, its orientation 0 = 0 and its curvature ~c = 1. The implicit edge equation is thus C(x, y) = 2 y -x 2 = O.
I_~t us consider, for this case, the intensity profile is a step-like function Y ( x ) smoothed vertically by a Gaussian kernel G~ (x) of standard deviation ~r the measured intensity is:
We have chosen this kind of blur to preserve the constant intensity profile hypothesis.
Computation of the orientation, curvature and localization We have the following result: Considering either a circular edge with a 2D-Gaussian blur or a local parabolic edge with a 1D-Gaussian blur, equations (6), (7) and (8) =normal(subs(x=O,subs(Idiff, (2*Ix*Iy*Ixy-Iyy*Ix^2-Ixx*Iy^2)/(Ix^2+Iy^2)^(3/2)))), =normal(solve( diff(convert(series(subs({x=O,y=w},IO),w,4),polynom),w,w),w)) which outputs:
b y t e s used=lO00028, a11oc=786288, t i m e = 2 . 8 8 3 { a t a n t h e t a = O, kappa = l , d = O} b y t e s used=l17821048, a11oc=4783252, t i m e = 6 3 1 . 0 8 3 {atan_theta = O, kappa = 1, d = O}
Conclusion
We have considered that the intensity profile has been smoothed by the optics and the preprocessing. We also assumed that edges correspond to iso-intensity curves.
Using this simple but general model of the edge intensity profile, we have been able to derive a new equation for the computation of subpixel edge location. Our model also provides a theoretical justification of usual estimates of the edge orientation 0 and curvature x.
In the case of motion, we have derived a linear equation to perform subpixel relocalization of edges, which avoids the matching problem and works well, if the edge motion between two frames is not too large, s
Finally, other geometric features of the edge curve can be obtained using the same methodology. As soon as these features are related to some derivatives of the edge curve or of the intensity profile (curvature variation along the edge or edge subpixel location for roof-like edges), the generalization of this method is straightforward.
Although the estimation of temporal derivatives is avoided, all these results are based on the assumption we can reliably compute image intensity spatial derivatives. Dealing with this is the goal of the next section.
Computing Optimal Spatial Derivatives
As shown in the previous section, in order to compute edge features we have to compute "good" spatial derivatives in the vicinity of edges which have been detected by standard methods.
Position of the Problem
We consider the following two properties for a derivative filter:
• A derivative filter is unbiased if it outputs only the required derivative, but not lower or higher order derivatives of the signal.
• Among these filters, a derivative filter is optimal if it minimizes the noise present in the signal. In our case we minimize the output noise.
Please note, that we are not dealing with filters for detecting edges, here, but rather--edges having been already detected--with derivative filters to compute edge characteristics. It is thus not relevant to consider other criteria used in optimal edge detection such as localization or false edge detection (Canny 1986 ).
In fact, spatial or temporal derivatives are often computed in order to detect edges with accuracy and robustness. Performances of edge detectors are given in terms of localization and signal to noise ratio (Canny 1986; Deriche 1987) . Although the related operators are optimal for this task, they might not be suitable to compute unbiased intensity derivatives around the position of the detected edge.
Instead of limiting our discussion to a parametric family of filters, as done in the past (Weiss 1991) , we would like to determine what is the general condition for a filter to be unbiased and then derive optimal unbiased filters. We are first going to demonstrate some properties of such filters in the continuous or discrete case and then use an equivalent formulation in the discrete case. 
Unbiased Filters with
for all functions u(x) in C r, the set of r-times continuously differentiable functions. In particular, tbr u(x) = x n, we have a set necessary conditions:
which is a generalization of the condition proposed by Weiss (1991) . But because polynomials form a dense family in the set of C r functions, this enumerable set of conditions is also sufficient.
The previous conditions can, for n >__ r, be rewritten as: It is easy to verify that equation (9) contains the condition obtained for r > n > 0.
Equations (9) are thus necessary and sufficient conditions of unbiasedness, since they are equivalent to fr(x) 63 u(x) = ar"(x) for all polynomials. Moredx r over if fr is an unbiased rth-order derivator filter, fr+l = f / is an unbiased (r+l)st-order derivator filter, since:
fr--l(X) QX n-I = f f~--l(X --t)tn-Jdt
If equation (9) is true for all q, the filter will be an unbiased derivative filter. It is important to note that this condition should be verified for q _< r, but also for q > r. If not, high-order derivatives will "sneak" through the filter and the output will be biased. This is the case for Canny-Deriche or Gaussian filters, for instance. This is the reason for deriving another set of filters.
In fact, the only solution to the set of equation (9) is the rth-derivative of the Dirac distribution, U (Schwartz 1966) . This is not a useful solution because this is just the "filter" for which output noise is maximal (no filtering!). However, in practice, the high-order derivatives in the input signals are negligible, and we can restrict the unbiasness conditions t o 0 _ < q < Q < o o .
Minimizing the Output Noise.
In the last paragraph we have obtained a set of conditions for unbiasness. Among all filters which satisfy these conditions let us compute the best one, according to a criterion related to the noise.
The mean-squared noise response, considering a white noise of variance 1, is (see Canny 1986 , for instance) f fr (t)2dt, and a reasonable optimal condition is to find the filter which minimizes this quantity and satisfies the constraints given by equation (9). Using Lagrange multipliers Lp this might be written as: minminfr0 x,j -21 f fr(t)2dt
From the calculus of variation, one can derive the Euler-Lagrange equation, which is a necessary condition and turns out to be also sufficient in our case, since we have a positive quadratic criterion with linear constraints.
The optimal filter equations 03uler-Lagrange equations and constraints), for 0 _< q _< Q are then:
fr(t)~dt = ~qr
These equations yield polynomialfilters. But polynomials are admissible solutions only if the integration bounds in equation (10) are finite. That is we only obtain optimal filters minimizing output noise over finite windows. 9
We thus have to work over finite windows and can compute the values of )~p, from a set of linear equations, since from the Euler-Lagrange equation and the constraints we obtain: f t~
Q )~ tP+q = Zp=O p f -~-= & I r for 0 < q < Q.
Equations (11) define a unique optimal unbiased rth-order derivator filter. However, if fr is this optimal unbiased rth-order derivator filter, fr' is not the optimal unbiased (r+l)st-order derivator filter, as it can be easily verified, therefore each filter has to be computed separately.
An Equivalent Parametric Approach Using Polynomial Approximation
There is another way to compute these derivatives, considering the Taylor expansion of the input as a parametric model. Writing:
x-a,u£
one can minimize with respect to these Q + 1 values
[ Q t q -]2
Uq: J = 5 f Lu(t) --~q=oUqT. J dt which is just a least-square criterion with a similar interpretation as before, since we minimize the variance of the residual error. This quadratic positive criterion is minimum for p! 0s = 0 which provides a set of linear equations
But, the quantities Uq are just equal to the output of the optimal filters computed previously from fr(X)Q U(X) at x = 0, then both approaches are equivalent as easily derived:
using the Euler equation Q )~ Q f t r+q dt
= ~-'~q =0 U! ~p=0 P using (13) : Z q % (ZpQ=o)~P f @dt)Uq = zQ=0 UqSqr using (1 1)
Ur
Considering a signal with derivatives up to a given order Q, it is thus possible to compute unbiased estimators of these derivatives with a minimum of output noise by solving a least-squares problem, as in equation (12). This result is not a surprise for someone familiar with Optimization but is crucial when implementing such filters in the discrete case, as done in this paper.
Note that the integration f . . . dt corresponds to any Lebesgue integral thus valid for a continuous integral, a finite summation, a finite summation of definite integrals, etc . . . . . This will be used in the next sections.
Continuous Implementation of Unbiased Filters
The continuous implementation of such filters is not directly usable in image processing, it is nonetheless very helpful to study the properties and characteristics of these filters. In addition, we can compare them with other derivative filters, like those used in edge detection.
Let us consider a finite window. For reasons of isotropy this window has to be symmetric i.e. I -W , W] to define a zero-phase non-causal filter. Moreover, it is always possible by changing the scale to take
W = I .
We have computed filters for 0 < r < 3 and r < Q < 6 and obtained the curves shown in figures 5. The related output noise f frO 2 is shown in Table 1 .
We can make the following remarks:
• For a given window, there is a trade-off between unbiasedness and output-noise limitation, as in standard filtering. The more high-order derivatives does the signal contain, and the more noise is output.
• The amount of output noise is very high as soon as the order of the model increases, especially for high-order derivatives. But it decreases very quickly with the increase of the window size. It is thus possible to tune the window size to maintain this amount of noise at a reasonable valueJ ° • Contrary to usual filters the number of zerocrossings is not equal to the order of derivative but higher or equal. In particular the unbiased smoother has a number of zero-crossings equal to the order of the model as shown in figure 4. • There are no simple algebraic relations between these polynomials.
What about Infinite Response Filters?
We can also design infinite response unbiased filters.
i f ( t ) =
Zpt p e -I¢`I \p=o / which can be recursively implemented in a straightforward fashion (see for instance Deriche 1987) as follows:
Applying the unbiasedness condition (9) to these functions leads to a finite set of linear equations: 
ffl(t) dt = 3qr <ee E X p T e-lCaldt = 3qr
f#(t)'dt=ZZx.x, ft'+'e-"'"dt
p=0 q=0
is minimum. This leads to the minimization of a quadratic positive criterion subject to linear constraints, yielding a unique solution obtained from the derivation of the related normal equations. In order to illustrate this point, we have derived these equations for Q = d = 2 for r = 1 and obtained: flu(t) = flte -I~tl which is precisely the Canny-Deriche recursive optimal derivative filter (Deriche 1987 Pr(x)Gcr(x), with P,.+l(x) --dx o Po(x) = 1. In several vision systems these operators are used as front-end for the computation of differential parameters.
How do we relate this to unbiased filters? A simple way is to consider a linear combination of Gaussian filters fr(x) = Y~f=0 Iz~Dk(x) and to find the best set of parameters/z~ minimizing f f~ (t)2dt with eq. (9) satisfied. This leads again to the minimization of a quadratic positive criterion subject to linear constraints.
For instance we obtain for Q = K = 3:
It is thus possible to obtain unbiased sub-optimal derivative filters from linear combinations of Gaussian derivative filters. In such a paradigm, it is easy to see that we have to use Gaussian derivative filters up to an order K which is at least equal to the number of derivatives Q present in the signal.
Please note that, in such a case, the differential operators are different from those usually proposed (Koenderink & Richards 1988) .
However, such filters are not optimal among all infinite response operators, but only in the small parametric family of exponential or Gaussian filters.
An Optimal Approach in the Discrete 2D-Case
Let us now apply these results in the discrete case.
In contrast to the usual approach which consists of first deriving optimal continuous filters and then use a sub-optimal method to obtain discrete operators, we would like to stress the fact that the discretization of an optimal continuous filter is not necessary the optimal discrete filter.
This discretization depends upon the (usually implicit) model of the sampling process. For instance, in almost all implementations (Deriche 1987; Haralick 1984) , the authors make the implicit assumption that the discrete signal is obtained from the continuous one by multiplying it with a Dirac comb or equivalently that the pixel intensity is the value of the continuous intensity at the center point of the corresponding "rectangular" pixel. This is not a very realistic assumption, and in our implementation we will use another model.
From a theoretical point of view, any linear discretization operator corresponds to a measure and since the previous developments have been done considering any Lebesgue integration over a bounded domain, we can directly use the previous results in the discrete case.
In the previous section we have shown that optimal estimators of the intensity derivatives should be computed over a bounded domain, and we consider a squared window of size N x N pixels in the picture, with coordinates varying from (0, 0) to ( N -1, N -1). We would like to obtain an estimate of the derivatives N at the center point (N, 5-)" This is straightforward if we use the equivalent parametric approach obtained in section 3.3.
Generalizing the previous approach to 2D-data we consider the Taylor expansion of the intensity at The order of the expansion is not that of the derivative to be computed, but that of the highest order of derivative the signal is supposed to contain.
Let us now model the fact that the intensity at a pixel is related to the image irradiance over its surface. We consider rectangular homogeneous pixels tiling the image plane. Since one pixel of a CCD camera integrates the light received on its surface, this means that a realistic model for the intensity at a pixel of coordinates (i, j) is, under the previous assumptions: -3 -3 -3 -3 -3 -3 -3 -4 -4 -4 -4 -4 -4 -4 -3 --3 -3 -3 -3 -3 - (k + 1)~ "--"
• p=0
Now, the related least-squares problem is to minimize:
[Iij --( I o P o ( i ) 4-I x P l ( i ) 4-[ y P l ( j )
Its solution provides optimal estimates of the intensity derivatives {Io, Ix, ly, I~, I~y, Iyy, . . .} as linear fimctions of the intensity values I i j in the N x N window.
As an example, we show in figure 6 the 5 × 5 or 7 × 7 convolution masks, assuming that the derivatives of order 5 and higher are zero.
This approach is very similar to the one proposed by Haralick (Haralick 1984; Zuniga & Haralick 1987) , and we eall these filters Haraliek-like filters. In both methods the filters depends upon two integers: (1) the size of the window, (2) the order of expansion of the intensity model. In both methods, we obtain polynomial linear filters. However it has been shown (Huertas & Medioni 1986 ) that Haralick filters reduce to Prewitt filters, while our filters do not correspond to already existing filters. The key point, which is--we think--the main improvement, is to consider the intensity at one pixel not as the simple value at that location, but as the integral of the intensity over the pixel surface, which is closer to realityJ I Contrary to Haralick's original filters these filters are not all separable, however this is not a drawback because separable filters are most useful if the whole image is to be processed. In our case we only compute the derivatives in a small area along edges, and for that reason efficiency is not as much an issue.
Conclusion
We have designed a new class of unbiasdd optimal filters for the computation of intensity derivatives, as required for the computation of edge characteristics. Because these filters are computed through a the minimization of a simple quadratic criterion, we have been able to implement them in the discrete case, taking into account the geometry of the acquisition device.
We want to stress the fact that these filters are not designed for edge detection but for the computation of intensity derivatives which are needed to compute edge curves characteristics, as shown in the next section.
Incremental Edge Analysis: Experimental Results
The algorithm Let us now give in detail the algorithm. The original picture is smoothed using the Deriche operator, and edges are detected using the related edge detector (Deriche t987).
The following algorithm integrates all the equations developed in this paper and has been designed in order to provide local information about an edge, in an image sequence:
Smooth the picture and compute first order derivatives using the Deriche optimal operator. For each pixel do:
Is the magnitude of the image gradient 12 above a given threshold? If yes:
-Recompute the first order derivatives in a finite window using unbiased the derivative operators and the original picture• -Compute the edge orientation.
-Compute the second and third order derivatives in a finite window using the unbiased derivative operators and the original picture.
-Compute the edge sub-pixel location• -Is this location inside the current pixel or one of its neighbourhood ~3 (thus, can our local model be used)? If yes:
• Recompute the derivatives at the edge location
• Compute the edge curvature.
• Compute the edge intensity profile parameters 322 and y3, and the edge geometric properties.
• Compute the edge sub-pixel location in the previous frame.
• Is this location inside the window of the filter? If yes:
• Compute the edge displacement between the two frames.
Experimental Results
Computation time Smoothing requires about 2.5 sec for each picture of cpu-time on a Sun4 workstation, and the edge detection requires 2.2 sec for each picture on the same system. The rest of the required computer power depends on the size of the window used, but the execution times have the same order of magnitude (from 2 to 4 sec).
Verification Using Noisy Artificial Pictures• In
order to check the validity of our computations, we have tested our operators with noisy synthetic pictures, containing horizontal, vertical or oblique edges with step and roof intensity profiles. A typical picture is shown in figure 7 . We used window sizes of 5 x 5 or 7 × 7 for the convolution kernels. In fact, we limited almost all computations to 5 x 5 windows in order to show the limits of the method. Obviously the longer the window size the lower the noise.
A Gaussian noise has been added both to the intensity (typically its standard deviation is 5 % of the intensity range) and the edge location has been also perturbed by an additive Gaussian noise (typically its standard deviation is 1 pixel). The first source of noise, on the intensity, will be denoted "I-Noise", its unit being in percentage of the intensity range, while the second source of noise, on the edge location, will be denoted "P-Noise", its unit being in pixels.
Edge orientation Edge orientation is computed as the gradient orientation using Haralick-like filters. For a circle, the orientation should vary linearly with the edge arclength. In fact this is not entirely the fact, since the edge sampling is not uniform with respect to arclength. This phenomenon is illustrated in figure 8 , for a Canny-Deriche detector.
We thus have analysed the orientation considering values on each point independently and a typical result is shown in figure 9 . This curve represents the edge orientation along a circular edge. Three portions of the edge for which the sampling is linear have been analysed by hand. Theoretical values has been drawn as a dashed curve, whereas computed values form a continuous curve. Intensity noise (I-Noise), edge location noise (P-Noise) and window size (W-size) are given.
In addition, we have computed the average edge orientation of a rectilinear edge, as a function of the noise and compared it with the corresponding theoretical value. The results are given in table 2. Error is computed as the standard deviation over a set of 20 values.
This shows that the precision of the edge orientation is about t degree, and is stable even if the image intensity is noisy, while it is sensitive to errors in edge localization. However, in a realistic situation (edge localization error of 1 pixel), this computation is still robust.
In the worst case (I-Noise=10%, P-Noise=2), we obtain the curve shown in figure 10 . The true value is drawn as a dotted line. It is clear that although the estimation is noisy, the average value is not subject to a bias. Smoothing along the edge will thus increase the precision.
We have also studied the stability of this estimate when the edge is not a step-like edge but contains a roof or peak component. In this case we still obtain a robust estimate of the edge orientation with a small increase in the error (Error ~--10%), but only if the derivatives have sufficiently large values. If not, the estimate is incoherent, and the error is huge.
We have also computed the edge orientation for edges which do not correspond to locally constant Error (in radian) 0.01 0 . 0 6 0.23 huge intensity and obtained high biases, as expected. This is shown in table 3. The intensity along the edge was varied almost linearly in the computation window by a relative quantity equal to I-variation. No noise was added. The error was computed as previously. From this result it is clear that the violation of the constant intensity assumption has a highly non-linear influence on the quality of the result: for variations lower than 20%, the additional error is not significant; for variations higher than 50% the orientation is simply not computable.
Edge curvature We have computed the curvature for non-rectilinear edges, either circular or elliptic. The curvature range is between 0 for a rectilinear edge and 1, since a curve with a curvature higher than 1 will be inside a pixel.
As in the case of orientation we have computed the curvature along an edge, and have compared the results with the theoretical values. Results are plotted in figure 11 , the theoretical values are in dashed line.
It is obvious that edge curvature is more sensitive to discretization errors than orientation but the result is still reliable, since these errors are not systematic but random. Smoothing along the edge (which has not been done here 14) would have increased the precision of the result.
We have also computed the curvature for different circles, in the presence of noise, and evaluated the Although the typical error in curvature is almost 10%, it appears that for significant edge localization errors, the edge curvature is simply not computable. This is due to the fact that we use a 5 x 5 window only, thus for localization errors higher than half of the window size the model is no longer valid.
We have also studied the stability of this estimate when the edge is not a step edge but contains a roof or peak component. In this case we have still obtained a robust estimate of the edge curvature with a small increase in the error (Error ~-10), but only if the derivatives have sufficiently large values. If not, the estimate is incoherent, and the error is huge.
We have finally tried to compute the edge curvature for edges which do not correspond to locally constant intensity and obtained in this case erroneous values.
Edge sub-pixel location We have also computed the edge relocalization in the direction normal to an edge. This parameter, denoted do, is the subpixel distance from the edge to the center of the rectangular pixel. A typical result is shown in figure 12 . In order to locate the edge we have also plotted the magnitude of the gradient. The abscissa corresponds to the position of the pixel in the direction normal to the edge. The edge exact localization is shown by an arrow. The most important values are given explicitly.
The analysis of this curve shows that we indeed obtain a good estimate of the edge sub-pixel localization in the neighbourhood of the edge, and that the algorithm can automatically detect if the measure is valid: values are valid only if the edge distance is lower than half the window size, presently in a neighbourhood of 4-2 pixel, using a 5 x 5 window. Moreover, erroneous values of edge localization are observed when the gradient amplitude is small. It is then very easy to eliminate erroneous values using a lower bound on the gradient magnitude and an upper bound on the localization estimates. As visible in figure 12, localization estimates are either very precise and reliable, or completely erroneous.
The computation of the edge localization is surprisingly robust to intensity noise as shown in table 5. This is due to the robustness of our filters, and to the fact that we only did our computations on the edge, which corresponds to high contrast points and is therefore less sensitive to noise. Of course, when the edge localization itself is wrong, the parameter is also erroneous, but the error in the estimate has the same order of magnitude as the input error, which is expected. This error also obviously increases with the distance of the edge location. It is not possible to apply this operator to edges with a non-step like intensity profile, since the assumption about the maximum of the gradient magnitude is no more true.
Edge displacement We have evaluated for different horizontal displacements of a vertical edge the performances of our operator. For a displacement of less than 2 pixels, that is less than half of the window size, we obtain relevant results while for higher displacement, the algorithm fails. A nice feature is that it does not compute wrong values but rejects the measurement at this point, using the mechanism described in the last section. Mean value and standard deviations are given in table 6. This table shows the results for two different window sizes, 5 x 5 and 7 x 7. It appears, as discussed previously, that for significant motions, the displacement is much less biased using a 7 x 7 window size than using a 5 x 5 window size.
Several other tests have been made, which are not reported here, since they have yielded similar results. We have obtained the following experimental rule for our operator: Moreover, the edge to be found must be around the center part of the window. This is an important point when designing the size of the related filters. We have also run the same test at different levels of noise. Quantitative results are given in table 7.
We then made the computation for different edge orientations, since we might expect the method to be less reliable in this case, but we found no significative variations in the response.
A typical estimate of the normal-motion field along a rectilinear edge has been drawn in figure 13 . Erroneous values have been put on the curve although the), are discarded by the algorithm. The threshold for rejection has been drawn in dashed line.
The edge displacement is in fact underestimated, as shown in the previous tables, while erroneous values distribution corresponds to irrelevant overestimates of the displacement. These erroneous values are related to points which are not well located, due to the edge orientation.
Application to Real Scenes.
Let us finally illustrate these computations with results obtained using real images. Two kind of pictures have been used: a polyhedral object (figure 14) and a non polyhedral object (figure 15).
We first have to check if our assumptions are satisfied when considering real data. Since our discussion is based on the facts that edges have a constant intensity profile and that the intensity surface can be modeled by a small degree (typically 3) polynomial, let us check these points.
This suggests the use of a median filter for image smoothing. Is the intensity constant along an edge? This assumption is fairly well verified for our data. One example of the intensity variation along an edge is shown in figure 17 . It appears that, with intensity levels from 0 to 255, the maximal intensity variation is of about 1%. More precisely, we have obtained a standard deviation of 0.37% for a set of i00 pixets chosen along 5 different edges. Fig, 15 . A simple non-polyhedral object used for the experiment Is the intensity profile constant in the computation window? We have found this to be the case for 5 x 5 windows with which our computations were performed. Two typical results are shown in figure 16 . It must be noted that these data displayed before any smoothing It appears that, with intensity levels from 0 to 255, maximal intensity profile variation is of about 11%. More precisely, we have obtained a standard deviation of 3.81% considering 600 profiles for the computation.
Moreover, the errors seem to be mainly coming from outliers (one pixel value is slightly different).
Is the intensity well represented by a Taylor expansion? In order to verify this second assumption we have computed the quadratic mean square error between the true intensity and the intensity estimated by a third-order polynomial.
Computing this error for a set of 100 pixels along 5 different edges yields a mean square error of 1.3% of the maximum intensity. Computing the S 2 square corresponding to this sum of quadratic errors, we obtained a model rejection probability lower than p = 0.01. Thus, the model fits very well the real data.
Our basic assumptions are thus fairly well satisfied for the present data set.
Qualitative aspects of the edge characteristics We can represent the orientation around edges by an intensity value, from black values for angles equal to -re to light values for angles equal to 7r. Values at which the gradient is too small are left in white. Results are shown for a polyhedral object (figure 18) and a non polyhedral object (figure 19).
It is clear from these two images that the estimated orientation is qualitatively correct. In order to observe the regularity of the edge orientation estimate we show a zoom of the obtained results in an area of the polyhedral object ( figure 20) .
Similarly the absolute value of the normal distance from a pixel to the closest edge (the do parameter) can be represented by an intensity value from black for do = 0 to white for do = WindowSize. Results are shown for a polyhedral object in figure 21 .
It appears that the underlying local edge model correctly predicts the real edges, with dark values on the edges and lighter values away from the edge, as seen in figure 22 and figure 23 . It is also possible to visualize the absolute value of the curvature obtained with real objects The intensity varies from black for a zero curvature to white for a curvature equal to 4-1 pixel. We have shown for instance the curvature around a comer in figure 24 .
Let us now quantitatively analyse these data.
Accuracy of the parameters In order to compare with noisy synthetic pictures, we have used a rectilinear edge with a known orientation and an elliptic edge with a known curvature, as shown in figure 15 , for three manually selected edges. Computing the average mean square error for the orientation and the radius of curvature we have obtained a value of 0.4deg for the first one and of 12pixels for the second. In fact these precisions are close to the accuracy we have obtained when computing the orientation and curvature manually in the image.
It thus appears that the parameters we compute in real images are accurate enough to be useful.
Conclusion
Using an analytic non-parametric model of a 2D-edge, it is possible to improve the computation of the edge location and to analyse the edge characteristics such as orientation and curvature.
We have also derived an expression for edge subpixel localization which can be used to compute the normal motion-field along an edge.
We have used the Canny-Deriche operators in order to obtain a first estimate of the edge location, and Haralick-like operators to compute some local parameters of the motion-field, as defined in a new theory of spatio-temporal surface.
Our implementation has the following practical advantage: edge detection and motion-field computations share the same picture preprocessing, but perform different spatial derivations of image intensity, in order to obtain the best results. Moreover, one can divide this preprocessing into two stages: picture smoothing and local derivatives.
Considering the experimental work done with a 5 x 5 window we have obtained reasonable results if the noise added to the intensity is below 5%, the error on the constancy of the intensity profile is below 10% and the edge localization error is of the order of 1 pixel. Frame to frame displacement must not exceed 1.5 pixel. However, we expect to obtain a better accuracy if: (I) we use higher order convolution kernels, (2) we perform image smoothing before applying "these operators, (3) we smooth the results of the estimations along the edges. We have not done this here because it would have hidden the true limits of our approach. Some experimental evidence suggest that median filters, or more generally non-linear ordered statistical filters could be well adapted to these smoothing operations.
In comparison with other approaches, the objectives of our operators are quite different. When computing edge orientation for instance (Deriche 1987; Hueckel 1974; Danielson 1989; Nalwa et al. 1986) we are not interested in edge detection but in obtaining an accurate value of the already detected edge orientation. Similarly, when computing edge curvature (Deriche & Girandon 1990; Guiducci 1988; Asada & Brady 1986) we are not interested in corners detection but in obtaining an unbiased value of the edge curvature. What we are interesting in is providing an input for vision modules based on differential operators or computing the 3D motion and structure of curves (see for instance Faugeras & Papadopoulo 1991) .
Considering edge orientation the precision of our estimate seems to be significantly better than previous studies in the field (Deriche 1987; Nalwa et al. 1986 ). However our operators are not rotationally invariant (Hueckel 1974; Danielson 1989) and their spectral properties are probably slightly inferior to those of operators which have this property. But because our operators are unbiased and eliminate high-order derivatives in the computation of small-order derivatives, temporal properties are better as illustrated by our experimental results.
The difference between our approach and usual ones in the field becomes clearer when considering edge curvature. As reviewed by Deriche & Giraudon (1990) corner detection is indeed related "to a curvature, but this is not necessary the edge curvature. The Gaussian curvature of the intensity surface, the product of the edge curvature and the intensity gradient magnitude, for instance have been proposed (see Deriche & Giraudon 1990 for a review). They are biased estimators of the edge curvature, but work well to detect its high values ("corners"). In terms of quantitative performances our results are surprisingly good (compare with Guiducci 1988; Asada & Brady 1986) but, of course, the experimental conditions have not been controlled in the same manner and a detailed comparison is not possible even for Koenderink & Richards (1988) .
This study also clarifies some of the underlying assumptions usually made by different authors when performing such computations.
It might be surprising that we put so much energy into the calculation of the exact values of the edge parameters, while the human system can detect differences in, e.g., orientation of half a degree only. Such an level of performances might be satisfactory in many cases, but not when the vision algorithms require a very high precision for the measurements. This is the case for "ill-conditioned" problems or simply when precise quantitative data is to be output by the visual system.
In other words, if you consider the artificial visual system not only as a "features detector" but as a measurement device, it is crucial to obtain primitives with unbiased values, and to have an adequate model for the sensor and data flow. This is the goal of our efforts.
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Notes
1. In fact, in the case of a step-edge, it is possible to estimate 7-{(r) if it is a linear operator, since we have l(r) = 3(r) -I , thus Z(r) = 7-{(r)®3(r) -1 = 7-{(r) -1 and we obtain 7-{(r) = Z(r)', but it is obvious that one cannot generalize this equation to complex unknown edge profiles or general non-linear functionals. 2. One should remember that if I[Cr (r)]l = 0 the edge is no longer a regular curve. 3. Call r(s) the curve associated to the edge, s being the arclength.
Suppose that the intensity profile is constant, that is Z(r(s)) = cste. We can define two functions 3; : 7"4 -+ 7~ and C : 7~ 2 -~ 7~ with C(r(s)) = 0 and such that Z(r) = y ( C ( r ) ) in a neighborhood of an edge, we obtain the proposed definition. Thus, C(r) = 0 is the implicit equation of the edge curve. Moreover, we are interested in sets C¢ = C -I (E) since we do not assume we are exactly on the edge, but more realistically "around" the edge. 4. To show this point, we have to minimize, with respect to r0, the quantity IIr0 -r l l 2 subject to the constraint C(r0) = 0. The normal equation of the Lagrange equation for this criterion is 0 = 2 (to -r) + ,k Cr(r0). Considering that Cr(r) "-" Cr(ro), we can identify this equation with the equation used in our definition, with ). = -2 d . In fact, since we know r but not to, our definition yields a linear equation whereas solving the exact equation would have been non-linear.
5. It we want to obtain the closest point on the edge, as discussed in the previous footnote, one must solve r0 = rd(ro) Cr(ro). This can be done iteratively considering the fixed point of the sequence r~ = r, r~ +i = r -d(r~) Cr(r~). Convergences of such mechanisms have been discussed in Vieville (1991a). The equation proposed in this paper corresponds to only one iteration, which seems reasonable tbr small d(r).
Dealing with large values of the normal displacement
A simple method is to increase the size of the window in which filtering is done. Surprisingly enough, this method is rather efficient (Vieville 1992g) . This is due to following fact: it is always possible to perform this analysis at different spatialscales. Small displacements can be analysed at a full resolution since they induce small disparities between two consecutive frames and will thus be measurable using our local operator. Large displacements must be analysed at coarser resolutions, since the disparity between two consecutive frames decreases with the resolution.
