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Abstract
In a paper of 1857 Cayley suggests the problem of determining all the symmetric functions of
the common solutions of a linear/cubic homogeneous system of ternary equations, as functions
of the coefficients of the equations. We show how Cayley could have solved the problem
himself if he had taken another look at it. All the facts necessary for the solution were known
to Cayley, including a crucial formula known as Cayley’s Identity. We study the problem by
mixing techniques from vector symmetric function theory with techniques from the study of
determinants and permanents. We develop some new formulas for determinants of matrices
which arise by the Hadamard or pointwise product from other matrices.
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0. Introduction
In this paper we will take a look at an interesting problem posed by Cayley in
1857. In 1852 Schläfli [18] published his important work on the resultant of a system
of equations. Cayley [1] was eager to apply the ideas and took up the case of three
homogeneous ternary equations of the first, second and third degree. He uses the
method of symmetric functions of vectors throughout the paper and he succeeds in
solving the problem. Cayley quickly discovers that there is a difficult larger problem.
How to express in terms of the coefficients all the symmetric functions of the common
solutions of any two of the equations.
For example the symmetric functions of the six solutions to the quadratic/cubic
system are most difficult to write down. Cayley can only indicate in principle how to
do it but admits the difficulty of the problem. He can make more progress with the
cubic/linear and quadratic/linear systems but only goes far enough to write down the
resultant. Cayley only computes the symmetric functions up to degree two for
the cubic/linear system and up to degree three for the quadratic/linear system.
The resultant of the linear/quadratic/cubic system can be computed from either of
these sets of vector symmetric functions. Cayley vows to return to the problem later
and find all the vector symmetric functions of each subsystem but he never does. In
this paper we take up the problem of writing down as functions of the coefficients all
symmetric functions of the solutions of the cubic/linear system. As a consequence
we can write down in principle an explicit formula for the resultant of a system of
ternary equations consisting of a linear equation, a cubic equation and a homogeneous
equation of arbitrary degree. And in fact all the tools necessary to solve our modest
problem were available to Cayley.
We have adhered to a philosophy of treating the resultant as a formal theory of
symmetric functions and so developed some necessary tools for the computation
of vector symmetric functions which we hope are of independent interest [8–11].
The modern treatment of resultants developed by Jouanolou [5–7] by contrast, re-
lies heavily on techniques from algebraic geometry. But Jouanolou does touch on
symmetric functions and the reader should compare his treatment to the present
work. In particular, one may find therein some of the ideas necessary for generalizing
our treatment of Cayley’s interesting problem to systems of two ternary equations
involving a linear equation and an equation of higher degree, and to systems of
equations involving more than three variables.
We can summarize the paper as follows. Sections 1–3 review Cayley’s paper. We
use our own formalism for vector symmetric functions and add a bit of linear algebra
to interpret what Cayley is doing. Only one of three methods Cayley presents is
covered in detail, as this is the subject of the present work. We seek here to extend
the computations given by Cayley for the symmetric functions of the roots of the
cubic/linear subsystem. In Section 4 we show by example how all symmetric functions
can be derived from a reduced set by the method of polarization through an application
of differential operators of the form y ddx . This brings the problem within the limits
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of computation. We only need consider the symmetric functions represented in our
notation by (xd)(yd)(zd) as all others follow by polarization. In Sections 5–7 we
introduce Cayley’s Identity and its generalizations, and formulate some lemmas for
using Cayley’s Identity in the context of symmetric functions. We also introduce here
the concept of monomial determinant which plays a significant role in this work. In
Sections 8–13 we work some low order examples of the formula we are after, for
d = 3, 4, 5, and study some additional identities for monomial determinants we need
in the general case. In Sections 14 and 15 we cover the case where d is an odd integer.
The even case is covered in Sections 16 and 17. Finally, in Appendices A–H the
features of vector symmetric function theory that are needed in the present paper are
reviewed in a tutorial format.
1. A paper of Cayley
Synopsis: In this section we will review the paper of Cayley from 1857 where he
states his problem about vector symmetric functions of the common solutions of two
homogeneous ternary equations, one cubic, one linear. His goal is the computation of
the resultant of the two given equations and another quadratic homogeneous equation.
He must select a subsystem of two equations for which the number of common
solutions is the product of the degrees, and then express the monomial symmetric
functions of the solution vectors in terms of the coefficients of the equations. Our
own presentation is not exactly what you will find in Cayley. We have taken the
liberty of adding a bit of linear algebra to the Cayley’s treatment so as to make more
clear exactly what Cayley has done. Cayley describes three methods for forming the
resultant and we discuss each of them. He treats the problem entirely by symmetric
function theory and finds the going a bit rough. One gets the sense that he is struggling
to get to the conclusion with the values of so many symmetric functions each to
be expressed by coefficients. Fortunately he need only go up to degree two for the
symmetric functions of the three solution vectors (1.3) of the linear/cubic system (1.2)
since the Lagrange form of the resultant is Q(f1)Q(f2)Q(f3)which is of degree two
in each root.
Cayley’s Paper [1] “On the symmetric functions of the roots of certain sys-
tems of two equations” was published in 1857 (Phil. Trans. Royal Soc. London
CXLVII, 717–726). In the paper, Cayley applies the work of Schläfli [18] (Vienna
Trans t. IV, 1852) on the resultant of systems of algebraic equations. He sets out
to compute in terms of the coefficients, the resultant of a system (1.1) of a linear
equation, a cubic equation and a quadratic equation all homogeneous in three variables
x, y, z.
L(x, y, z) = L1x + L2y + L3z = 0, (1.1a)
C(x, y, z) =
∑
i+j+k=3
Cijkx
iyj zk = 0, (1.1b)
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Q(x, y, z) =
∑
i+j+k=2
Qijkx
iyj zk = 0. (1.1c)
Cayley outlines three methods for forming the resultant of the three equations. In each
case we first compute as functions of the coefficients a set of symmetric functions of
the common solutions of two of the equations.
Method 1
One way of forming the resultant is to first consider the system (1.2) of the linear
and cubic equations
L(x, y, z) = L1x + L2y + L3z = 0, (1.2a)
C(x, y, z) =
∑
i+j+k=3
Cijkx
iyj zk = 0. (1.2b)
The system (1.2) is known to have three simultaneous solutions
fi = (xi, yi, zi) · · ·L(fi) = 0 = C(fi) · · · i = 1, 2, 3. (1.3)
Cayley states a theorem.
Theorem 1. A monomial symmetric function of the simultaneous solutions (1.3) of
the system (1.2) can be expressed in terms of the coefficients if and only if each term
is of the same degree in each root.
(I) For example the power-sums xd1 + xd2 + xd3 are not expressible by the coeffi-
cients,
(II) But x41x42x23y23 + x41x43x22y22 + x42x43x21y21 can be expressed by the coefficients.
Cayley defines the fundamental symmetric functions of the system (1.2) of degree
one and weight (i, j, k)
Fijk (i + j + k = 3) (1.4)
as the monomial functions homogeneous of degree one in each solution fi (1.3) and
of degree i in the x-coordinates, degree j in the y-coordinates, and degree k in the
z-coordinates. Fijk is said to be of shape (13).
The generating function of the fundamental symmetric functions is the Eliminant
E(A1, A2, A3) of system (1.2)
E(A1, A2, A3)=
3∏
j=1
(xjA1 + yjA2 + zjA3)
=
∑
i+j+k=3
FijkA
i
1A
j
2A
k
3. (1.5)
Cayley asserts a theorem.
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Theorem 2. All the fundamental symmetric functions (1.4) of the simultaneous solu-
tions (1.3) of the system (1.2) are polynomials in the coefficients of equations (1.2a)
and (1.2b)
Fijk = Fijk(L1, L2, L3, C300, . . . , C003) (i + j + k = 3). (1.4)
Furthermore, every monomial symmetric function of degree d > 1 and weight (i, j, k)
Fijk (i + j + k = 3d) (1.6)
in the simultaneous solutions (1.3) of the system (1.2) is a polynomial in the coeffi-
cients
Fijk = Fijk(L1, L2, L3, C300, . . . , C003) (i + j + k = 3d) (1.6)
and can be expressed as a polynomial of degree d in the fundamental symmetric
functions.
In other words, we do not need further recourse to the coefficients of the original
equations. The polynomials
Fijk = Fijk(L1, L2, L3, C300, . . . , C003) (i + j + k = 3) (1.4)
in the coefficients of equations (1.2a) and (1.2b) suffice to express any monomial
symmetric function
Fijk = Fijk(L1, L2, L3, C300, . . . , C003) (i + j + k = 3d) (1.6)
of shape (d3) and weight (i, j, k)(i + j + k = 3d) of the simultaneous solutions (1.3)
of the system (1.2) as a polynomial in the coefficients of equations (1.2a) and (1.2b).
A note of caution. Here one must be careful as there is more than one symmetric
functionFijk of weight (i, j, k)with (i + j + k = 3d). To specify it precisely we need
a better notation, introduced in the next section. The symmetric function intended can
be made unambiguous if each index i, j, k stands for an ordered triple for whichFijk is
of weight i1 + i2 + i3 with respect to x and so on. When each index is a single integer,
the notation Fijk is only unambiguous for the fundamental symmetric functions of
shape (13) and weight (ijk) and for the so-called power-sum functions which do not
appear in this problem, and the homogeneous symmetric functions, not mentioned
here at all.
Cayley next shows how to determine the expressions for the fundamental sym-
metric functions (1.4) in terms of the coefficients of equations (1.2a) and (1.2b). The
eliminant (1.5) Cayley notes, is just the resultant of the system of equations (1.2a)
and (1.2b) with an additional linear equation
A = A1x + A2y + A3z = 0 (1.2c)
adjoined. By Lagrange’s form of the resultant given by Cayley [1, p. 460], this can
also be written
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C(A2L3 − A3L2, A3L1 − A1L3, A1L2 − A2L1)
=
∑
i+j+k=3
Cijk(A2L3 − A3L2)i(A3L1 − A1L3)j (A1L2 − A2L1)k (1.7)
and by equating (1.7) with (1.5) we get∑
i+j+k=3
FijkA
i
1A
j
2A
k
3
=
∑
i+j+k=3
Cijk(A2L3 − A3L2)i(A3L1 − A1L3)j (A1L2 − A2L1)k.
(1.8)
We obtain expressions for the fundamental symmetric functions Fijk in terms of
coefficients of L and C.
It is very easy to express the monomial symmetric functions of shape (d3) as
rational functions in the fundamental symmetric functions, as will be found in [10].
We include a summary of this algorithm in an appendix to this paper. However,
the expression as a polynomial of degree d in the fundamental symmetric func-
tions is more difficult to find. It depends crucially on the vectors whose symmetric
functions we are considering, having some shared properties. Namely, they each
solve a linear equation. Hence they must be dependant so their determinant will be
zero, [f1, f2, f3 | x, y, z] = 0. The vanishing of this determinant leads to polynomial
expression for the homogeneous monomial symmetric functions.
Method 2
Another way to find the resultant of (1.1) would be to consider the system (1.9)
consisting of the linear and quadratic equations
L(x, y, z) = L1x + L2y + L3z = 0, (1.9a)
Q(x, y, z) =
∑
i+j+k=2
Qijkx
iyj zk = 0. (1.9b)
The system (1.9) is known to have two common solutions
gj = (uj , vj , wj ) · · ·L(gj ) = 0 = Q(gj ) · · · j = 1, 2. (1.10)
The fundamental symmetric functions of the system
Gijk (i + j + k = 2) (1.11)
are the monomial symmetric functions of (1.10) which are of degree one in each
common solution and of weight (i, j, k) with respect to the coordinates x, y, z.
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The generating function of the symmetric functions (1.11) is called the Eliminant
E(A1, A2, A3) of L and Q,
E(A1, A2, A3)=
2∏
j=1
(ujA1 + vjA2 + wjA3)
=
∑
i+j+k=2
GijkA
i
1A
j
2A
k
3. (1.12)
Theorem 3 (Cayley). The fundamental symmetric functions (1.11)of the simultaneous
solutions (1.10) of the system (1.9) can be expressed as polynomials in the coefficients
of equations (1.9a) and (1.9b).
Gijk = Gijk(L1, L2, L3,Q200, . . . ,Q002) (i + j + k = 2). (1.11)
Furthermore, every monomial function of degree d > 1 and weight (i, j, k)
Gijk (i + j + k = 2d) (1.13)
of the simultaneous solutions (1.10) of the system of equations (1.9a) and (1.9b) can
be expressed as a polynomial in the coefficients of equations (1.9a) and (1.9b),
Gijk = Gijk(L1, L2, L3,Q200, . . . ,Q002) (i + j + k = 2d) (1.13)
and can be expressed a polynomial of degree d in the fundamental symmetric functions
(1.11).
Next Cayley shows how to determine the fundamental symmetric functions (1.11).
The eliminant (1.12), Cayley notes, is just the resultant of the system of equations
(1.9a) and (1.9b) with a linear equation adjoined
A = A1x + A2y + A3z = 0. (1.9c)
By Lagrange’s form of the resultant given by Cayley [1, p. 456], this can also be
written
Q(A2L3 − A3L2, A3L1 − A1L3, A1L2 − A2L1)
=
∑
i+j+k=2
Qijk(A2L3 − A3L2)i(A3L1 − A1L3)j (A1L2 − A2L1)k
(1.14)
By equating (1.12) with (1.14) we get∑
i+j+k=2
GijkA
i
1A
j
2A
k
3
=
∑
i+j+k=2
Qijk(A2L3 − A3L2)i(A3L1 − A1L3)j (A1L2 − A2L1)k.
(1.15)
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We obtain the expressions for the fundamental symmetric functions Gijk in terms of
the coefficients.
Method 3
Another way to find the resultant of (1.1) would be to start with the system (1.16)
consisting of the cubic and quadratic equations,
C(x, y, z) =
∑
i+j+k=3
Cijkx
iyj zk = 0, (1.16a)
Q(x, y, z) =
∑
i+j+k=2
Qijkx
iyj zk = 0, (1.16b)
with six common solutions
hk = (pj , qj , rj ) · · ·C(gj ) = 0 = Q(gj ) · · · k = 1, . . . , 6. (1.17)
The fundamental symmetric functions of the cubic/quadratic system of shape (16)
are next considered
Hijk (i + j + k = 6) (1.18)
and again defined to be the vector symmetric functions of h1 · · ·h6 homogeneous
of degree one in each root h1 · · ·h6 and weight (i, j, k). The generating function of
the fundamental symmetric functions (1.18) is the Eliminant E(A1, A2, A3) of the
system (1.16)
E(A1, A2, A3)=
6∏
k=1
(pkA1 + qkA2 + rkA3)
=
∑
i+j+k=6
HijkA
i
1A
j
2A
k
3. (1.19)
Theorem 4 (Cayley). The fundamental symmetric functions (1.18) are polynomials
in the coefficients
Hijk = Hijk(Q200, . . . ,Q002, C300, . . . , C003) (i + j + k = 6). (1.18)
Furthermore, every monomial symmetric function
Hijk (i + j + k = 6d) (1.20)
of degree d > 1 and weight (i, j, k) in each simultaneous solution (1.17) of the system
(1.16) is a polynomial in the coefficients
Hijk = Hijk(Q200, . . . ,Q002, C300, . . . , C003) (i + j + k = 6d) (1.20)
and can be expressed as a polynomial of degree d in the fundamental symmetric
functions (1.18).
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Cayley only sketches how to determine the fundamental symmetric functions
Hijk · · · i + j + k = 6 of the roots h1 · · ·h6 of the quadratic/cubic system as poly-
nomials in the coefficients of C and Q. Cayley notes as before that the eliminant is
again just the resultant of the system obtained by adjoining a linear equation to the
system of one quadratic and one cubic ternary form. But this time there is no simple
formula for the eliminant so we cannot find the fundamental symmetric functions
so easily as before. In particular we cannot assert that the determinant of any three
solutions will be zero since the solutions do not solve a linear equation. However since
h1 · · ·h6 solve a quadratic equation they must satisfy Pascal’s magic hexagon theorem
for six points on a conic. This relation can be cast in homogeneous coordinates as
a determinant identity [12] which may be useful in finding the expressions for the
fundamental symmetric functions.
Cayley [1, p. 463] gives three formulas for the resultant Res(L,C,Q) of system
(1.1)
(I) [L(fi) = 0 = C(fi)] ⇒ Res(L,C,Q) = Q(f1) · · ·Q(f3),
(II) [L(gj ) = 0 = Q(gj )] ⇒ Res(L,C,Q) = C(g1)C(g2),
(III) [Q(hk) = 0 = C(hk)] ⇒ Res(L,C,Q) = L(h1) · · ·L(h6).
Cayley concludes the resultant Res(L,C,Q) is therefore determined by the symmet-
ric functions either
(I) of degree 2 in f1f2f3,
(II) of degree 3 in g1g2,
(III) of degree 1 in h1h2h3h4h5h6.
Cayley remarks in summary
“The third expression for the resultant, in terms of the roots h1 · · ·h6 of the cubic
and quadratic equations compared with the forgoing values, leads to expressions
for the fundamental symmetric functions of the cubic and quadratic equations,
and thence to expressions for the other symmetric functions of these two equa-
tions; but it would be difficult to obtain the actually developed values even of the
fundamental symmetric functions. I hope to return to this subject, and consider
in a general point of view the question of the formation of the expressions for
the other symmetric functions by means of the expressions for the fundamental
symmetric functions.”
But Cayley never does return to this subject. Leaving the larger question to
another time, in this paper we consider only the expressions for all the homogeneous
monomial symmetric functions of shape (d3) for all degrees d > 1 of the linear/cubic
system, as homogeneous polynomials of degree d in the fundamental symmetric
functions Fijk · · · i + j + k = 3 of the roots f1f2f3 of the linear/cubic
system.
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In order to make this paper self contained we have included at the end an appendix
which shows how to express in the general case any symmetric function of the roots
of a system of equations as a rational expression in the coefficients of the equations.
This algorithm can already be found by 1920 in the writings of Cullis [14] whose
Volume III Part I of Matrices and Determinoids inspired the present treatment. We can
also recommend this strange and wonderful book for a self contained and elementary
account of the resultant. Cullis treats the subject entirely by symmetric function theory
and so develops a modest formal theory of resultants. The theory is developed without
application in the present volume. He does promise a number of applications of the
theory, to be found in Volume III Part II which was already complete. But due to the
difficult times the publication of Volume III Part II was postponed, and although it had
been completed, the work was never published. May we ask if anyone has knowledge
of this work? We would expect it to contain a unique and careful continuation of his
earlier volumes, with much interesting material.
2. The fundamental symmetric functions
Synopsis: The basis for Cayley’s approach to the symmetric functions of the solu-
tion vectors of the linear/cubic system is to realize that only the symmetric functions
of equal degree in each vector have definite values as functions of the coefficients.
Among these are the symmetric functions of degree one in each vector and since
they have the lowest possible degree we can hope to express the other homogeneous
monomial functions in terms of the symmetric functions of degree one in each vector.
Cayley states that they can all be expressed as polynomials of degree equal to the
internal degree of the symmetric function. When he arrives at the third subsystem
of a cubic equation and a quadratic equation he no longer feels too secure. He notes
this time that all we need for the resultant is the fundamental symmetric functions
since the resultant must be of degree one with regard to the solution vectors of the
quadratic/cubic system. Having such a simplified program to implement for the six
vector solutions he must eventually stand down. The symmetric functions in question
have six parts and there is an enormous quantity of detail to be considered for such
systems. He does indicate how to discover theh’s but one is not convinced. More to the
point at the end of the paper he confesses that the problem is of extraordinary difficulty.
Can we surmise that this one article and the many large questions it suggested to
Cayley, was enough to throw him off the subject? We have no idea except to say
that although he promises to return to the problem he never does. In our own case
and even considering that we selected a rather easy subsystem to analyze because
of Cayley’s Identity, we must assume that Cayley himself would have been pleased
to find the solution, if only he had taken another look. From our point of view, we
found the problem non-trivial in that one must take several turns before settling on
the correct method of solution. But since Cayley promises the opportunity to express
the symmetric functions in terms of the coefficients of the eliminant, and not the
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original equations, our curiosity was peeked and we took a look at the problem. So
everything is just the way we like it and Cayley guides us through the computations
for the linear/cubic system.
We will use the notation from [8–11] for vector symmetric functions and use the
multiplication rule for monomial functions which is stated directly. An introduction
and tutorial on this material is given in Appendices A–H (on Vector Symmetric
Functions) at the end of this paper.
We are concerned with the system (1.3) of solution vectors to the ternary linear/
cubic system written {f1, f2, f3}. We want to express their vector symmetric functions
in terms of the coefficients of the equations. The vectors are represented
fi = (xi, yi, zi) · · · i = 1, 2, 3. (2.1)
Define first the symmetric functions (i + j + k = 3)
(x)i(y)j (z)k[f1, f2, f3]
=
∑
θ=(p1···pi q1···qj r1···rk)
[xp1 · · · xpi ][yq1 · · · yqj ][zr1 · · · zrk ], (2.2)
where the sum over θ is over all permutations of 123. The permutations are written
in the form θ = (p1 · · ·pi q1 · · · qj r1 · · · rk) where i + j + k = 3. For example, let
us compute the value of (x)2(y) on the vectors [f1, f2, f3] of (1.3).
For example, consider (x)2(y)[f1, f2, f3]. We get from (2.1) a sum of six terms
by summing over all permutations θ of 123
(x)2(y)[f1, f2, f3] =+[x1x2][y3] + [x2x3][y1] + [x3x1][y2]
+[x1x3][y2] + [x3x2][y1] + [x2x1][y3]
= (2!)(1!)(0!){x1x2y3 + x1x3y2 + x2x3y1}. (2.3)
So we get
(x)2(y)[f1, f2, f3] = 2x1x2y3 + 2x1x3y2 + 2x2x3y1. (2.4)
Since the same operation is applied to each element of each subsequence of length
i, j, k of each permutation θ we expect to get a numerical factor of i!j !k!. Now
introduce divided powers to remove the numerical factor. Divided powers have a long
combinatorial history and are defined by
(x)(i)(y)(j)(z)(k) = 1
i!j !k! (x)
i(y)j (z)k.
So we get
(x)(2)(y)[f1, f2, f3] = x1x2y3 + x1x3y2 + x2x3y1. (2.5)
For example, Cayley’s fundamental symmetric functions (1.4) are just the divided
powers symmetric functions outlined above
Fijk = (x)(i)(y)(j)(z)(k)[f1, f2, f3] · · · (i + j + k = 3). (2.6)
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The factors inside each parenthesis can be any monomials. For example
(x2y)(2)(z3)[f1, f2, f3]
= x21y1 · x22y2 · z33 + x21y1 · x23y3 · z32 + x22y2 · x23y3 · z31. (2.7)
Note the fundamental fact that this expression is invariant under permutations of the
vectors
(x2y)(2)(z3)[f1, f2, f3] = (x2y)(2)(z3)[f3, f1, f2]. (2.8)
The function (x2y)(2)(z3) is called a monomial symmetric function of weight (4,2,3)
and shape (33). See the introductory material at the end of this paper. For this paper
the most important monomial symmetric functions are the homogeneous monomial
functions, whose parts all have the same degree. They are of shape (d3) for some
d > 0. In fact, all of Cayley’s monomial symmetric functions Fijk(i + j + k = 3d)
have a representation in our terms as homogeneous monomial functions of shape
(d3). Thus a rather simple notation (x2y)(2)(z3) avoids multiple indices each with
several components.
In fact, the most complete treatment of the subject of vector symmetric functions to
be found in the literature is by MacMahon [16]. It grew out of his interest in this very
paper of Cayley and the paper of Schläfli [18] which inspired the paper of Cayley.
But MacMahon restricts his general discussion to the case of vectors with two
components, for which the notation is somewhat manageable. He says this case is
representative and the reader will have no problem extending to multiple coordinates.
But MacMahon never reveals a general notation capable of treating the subject without
multiple indices. So the most general monomial symmetric functions MacMahon
considers take the form (n = n1 + · · · nm)
m([p1q1]n1 ,[p2q2]n2 ,...,[pmqm]nm)[X1, X2, X3, . . .]
=
∑
{Xi1 ,Xi2 ,...,Xin }⊆{X1,X2,X3,...}
∑
θ(i1···in)=(r1···rn1 s1···sn2 ···t1···tnm )
×
[
x
p1
ir1
y
q1
ir1
· · · · · xp1irn1 y
q1
irn1
]
· · ·
[
x
p1
it1
y
q1
it1
· · · · · xp1itnm y
q1
itnm
]
. (2.9)
Here the underlying bipartite partition associated to the monomial function has n1
parts equal to [p1q1] and so on. The sum is over all subsets {Xi1 , Xi2 , . . . , Xin}
of size n of (possibly infinitely many) vectors. And over all permutations of i1 · · · in
written in the form (r1 · · · rn1s1 · · · sn2 · · · t1 · · · tnm) and satisfying r1 < · · · < rn1 and
s1 < · · · < sn2 and t1 < · · · < tnm .
In our notation MacMahon’s symmetric function would be represented by
(xp1yq1)(n1)(xp2yq2)(n2) · · · (xp3yq3)(nm){X1X2X3 · · ·}. (2.10)
Of course there would be no problem adding additional letters into the parentheses,
and this would bring us to the general monomial symmetric functions that MacMahon
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avoids. MacMahon does fine despite his limited notation and succeeds in developing
the subject to perfection. MacMahon’s paper is a difficult read but well worth the effort.
See in particular Section entitled “Special Fundamental Identity of Finite Order”
where he comments in detail on Cayley’s paper.
MacMahon concludes his paper with the remark “In its application the results will
be chiefly of use in the theory of elimination in the most general case. In this regard
Schläfli’s memoir may be consulted.” Nobody to our knowledge has thus far taken up
MacMahon’s lead and connected this work with the forgoing paper [18] of Schläfli.
Can the time be far away when somebody will take up the challenge?
It is important to know how to multiply the polynomials representing the monomial
symmetric functions, to be able to express the result as a linear combination of
other monomial symmetric functions. Since we are dealing with three vectors and
homogeneous monomial functions with three parts, the rule is easy to state in our
notation. We take up the subject of multiplication of monomial symmetric functions
next.
Proposition 5. The product of monomial symmetric functions U of shape (d3) and
W of shape (r3) is given by
U ◦W = (u1)(i)(u2)(j)(u3)(k) ◦ (w1)(p)(w2)(q)(w3)(r)
=
∑ 3∏
s=1
3∏
t=1
(uswt )
(mst ). (2.11)
Here i + j + k = 3 = p + q + r and the letters ui and vj are monomials in x, y, z
satisfying
d = degree(u1) = degree(u2) = degree(u3), (2.12)
r = degree(w1) = degree(w2) = degree(w3). (2.13)
The sum is over all matrices of non-negative integers (mst ) with row sums i, j, k and
column sums p, q, r.
For example
(x)(2)(y) ◦ (x)(y)(z) = (x2)(xy)(yz)+ (x2)(y2)(xz)+ 2(xy)(2)(xz).
(2.14)
Note
∑
s,t mst = 3 so the result is a monomial symmetric function of shape ([d + r]3).
The formula for multiplication of monomial symmetric functions usually includes
other summands having more than three parts. In this case those symmetric functions
evaluate to zero since there are only three simultaneous solutions to the cubic/linear
system. Some important special cases of the multiplication rule are, for the case of
three vectors which we are interested in, as follows.
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Proposition 6. We have the identity
(U)(3) ◦ (V )(3) = (UV )(3). (2.15)
Proposition 7. We have the identity
(U)(V )(W) ◦ (Y )(3) = (UY )(V Y )(WY). (2.16)
Proposition 8. We have the identity
(U1)(U2)(U3) ◦ (V1)(V2)(V3) =
∑
θ
(U1Vθ1)(U2Vθ2)(U3Vθ3). (2.17)
The summation in the last expression is over all permutations of 123 so six
terms. The letters can represent any monomials in the coordinates x, y, z. These
rules apply to homogeneous as well as non-homogeneous expressions. The homoge-
neous monomial functions arise because Cayley considers homogeneous equations. If
one considers non-homogeneous equations then the more general non-homogeneous
monomial functions would apply. But the two sets are in a sense equivalent, just as
non-homogeneous equations can be made homogeneous by the device of an extra
variable.
3. The symmetric function (x2)(y2)(z2)
Synopsis: In this section we will explain in our own language Cayley’s computation
of the monomial symmetric functions of shape (23) and weight (2, 2, 2) for the system
of vectors (1.3). Cayley is interested in these monomial functions because they are
the ones necessary for the computation of the resultant by method one. Our own
presentation involving matrices and linear algebra will not be found in Cayley’s
paper. None the less, the solutions are identical. We only interpret his procedure in
modern terms.
Cayley is interested in expressing the monomial symmetric functions of degree
two of the simultaneous solutions (1.3) of the system (1.2) as polynomials in the
coefficients of equations (1.2a) and (1.2b) and in particular as polynomials of degree 2
in the fundamental symmetric functions (1.4) without further reference to the original
equations. The problem appears to be difficult. Consider the symmetric functions
which are of degree two in each solution (1.3) and of weight (2, 2, 2). There are
only four degree two monomials in the fundamental symmetric functions of weight
(2, 2, 2).
(x1)(x2)
2 ◦ (x1)(x3)2, (3.1a)
(x3)(x1)
2 ◦ (x3)(x2)2, (3.1b)
(x2)(x3)
2 ◦ (x2)(x1)2, (3.1c)
(x1)(x2)(x3) ◦ (x1)(x2)(x3). (3.1d)
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They are to be used to express five monomial functions
(x21 )(x2x3)
(2), (3.2a)
(x22 )(x1x3)
(2), (3.2b)
(x23 )(x1x2)
(2), (3.2c)
(x21 )(x
2
2 )(x
2
3 ), (3.2d)
(x1x2)(x1x3)(x2x3). (3.2e)
There does not appear to be enough information!
Cayley notes that the determinant [f1f2f3 | x, y, z] must be zero because one
of the equations the vectors solve is a linear equation. But the determinant is an
antisymmetric function of the vectors f1, f2, f3, and so cannot be expressed in terms
of the coefficients. We can only express symmetric functions of the vectors in terms
of the coefficients. So he uses the equivalent symmetric relation [f1f2f3 | x, y, z]2 =
0 to construct a “syzygy”. It is a certain alternating sum of monomial symmetric
functions denoted by [x, y, z | x, y, z] and called a monomial determinant which will
evaluate to zero on the three solution vectors f1, f2, f3. The monomial determinant
[x.y, z | x, y, z] expands to
[x.y, z | x, y, z] = (x2)(y2)(z2)+ (xy)(yz)(zx)+ (xz)(yx)(zy)
−(xz)(y2)(zx)− (xy)(yx)(z2)− (x2)(yz)(zy)
= (x2)(y2)(z2)+ 2(xy)(yz)(zx)− (xz)(y2)(zx)
−(xy)(yx)(z2)− (x2)(yz)(zy) (3.3)
and evaluates to [f1f2f3 | xyz]2 = 0 on the set of vectors {f1, f2, f3}. Each of the
four products of two coefficients also can be expressed easily as a linear combination
of monomial functions. We now have five linearly independent linear combinations
of monomial functions to use to solve for all five of the monomial functions, in
terms of the coefficients and [xyz | xyz]. The determinant is then set to zero to get
the final solution. This bit of magic is typical of Cayley.
Let us calculate [xyz | xyz] at f1, f2, f3 explicitly and verify that it equals
[f1f2f3 | xyz]2.
Expand [x.y, z | x, y, z] as a sum of monomial elements
[x.y, z | x, y, z] = (x2)(y2)(z2)+ 2(xy)(yz)(zx)
−(xz)(y2)(zx)− (xy)(yx)(z2)− (x2)(yz)(zy). (3.3)
We can evaluate each of these at f1, f2, f3 as follows:
(x2)(y2)(z2){f1, f2, f3}
= x21y22z23 + x22y23z21 + x23y21z22 + x21y23z22 + x23y22z21 + x22y21z23, (3.4a)
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2(xy)(yz)(zx){f1, f2, f3}
= +2x1y1y2z2z3z3 + 2x2y2y3z3z1z1 + 2x3y3y1z1z2x2
+ 2x1y1y3z3z2x2 + 2x3y3y2z2z1x1 + 2x2y2y1z1z3x3, (3.4b)
−(xz)(y2)(zx){f1, f2, f3}
= −z1x1y22z3x3 − z2x2y23z1x1 − z3x3y21z2x2
−z1x1y23z2x2 − z3x3y22z1x1 − z2x2y21z3x3, (3.4c)
−(xy)(yx)(z2){f1, f2, f3}
= −x1y1y2x2z23 − x2y2y3x3z21 − x3y3y1x1z22
−x1y1y3x3z22 − x3y3y2x2z21 − x2y2y1x1z23, (3.4d)
−(x2)(yz)(zy){f1, f2, f3}
= −x21y2z2z3y3 − x22y3z3z1y1 − x23y1z1z2x2
−x22y1z1z3y3 − x21y3z3z2x2 − x23y2z2z1x1. (3.4e)
We also have
[f1f2f3 | x1x2x3]2 =
(
x1y2z3 + x2y3z1 + x3y1z2
−x2y1z3 − x1y3z2 − x3y2z1
)2
.
The identity
[x1x2x3 | x1x2x3]{f1, f2, f3} = [f1f2f3 | x1x2x3]2 (3.5)
follows by comparison of terms.
Cayley uses [x1x2x3 | x1x2x3] in place of a fifth elementary function and gets
Proposition 9. We have the identity
(x1)(x2)(2) ◦ (x1)(x3)(2)
(x2)(x3)(2) ◦ (x2)(x1)(2)
(x3)(x1)(2) ◦ (x3)(x2)(2)
(x1)(x2)(x3) ◦ (x1)(x2)(x3)
[x1x2x3 | x1x2x3]
=


1 0 0 0 1
0 1 0 0 1
0 0 1 0 1
2 2 2 1 2
−2 −2 −2 1 2


(x21 )(x2x3)
(2)
(x22 )(x1x3)
(2)
(x23 )(x1x2)
(2)
(x21 )(x
2
2 )(x
2
3 )
(x1x2)(x1x3)(x2x3)
(3.6)
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We can invert this to get
Proposition 10. We have the identity
12
(x21 )(x2x3)
(2)
(x22 )(x1x3)
(2)
(x23 )(x1x2)
(2)
(x21 )(x
2
2 )(x
2
3 )
(x1x2)(x1x3)(x2x3)
=


8 −4 −4 1 −1
−4 8 −4 1 −1
−4 −4 8 1 −1
−8 −8 −8 8 4
4 4 4 −1 1


(x1)(x2)(2) ◦ (x1)(x3)(2)
(x2)(x3)(2) ◦ (x2)(x1)(2)
(x3)(x1)(2) ◦ (x3)(x2)(2)
(x1)(x2)(x3) ◦ (x1)(x2)(x3)
[x1x2x3 | x1x2x3]
(3.7)
Setting [x1x2x3 | x1x2x3]{f1f2f3} = [f1f2f3 | x1x2x3]2 = 0 gives the solution
Proposition 11. We have the identity
12
(x21 )(x2x3)
2
(x22 )(x1x3)
2
(x23 )(x1x2)
2
(x21 )(x
2
2 )(x
2
3 )
(x1x2)(x1x3)(x2x3)
=


8 −4 −4 1
−4 8 −4 1
−4 −4 8 1
−8 −8 −8 8
4 4 4 −1


(x1)(x2)(2) ◦ (x1)(x3)(2)
(x2)(x3)(2) ◦ (x2)(x1)(2)
(x3)(x1)(2) ◦ (x3)(x2)(2)
(x1)(x2)(x3) ◦ (x1)(x2)(x3)
(3.8)
We have now expressed the five monomial functions in terms of four coefficient
products!
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4. The consistency of formulas derived by polarization
Synopsis: In this section we will show how some of Cayley’s results can be derived
from others by an application of certain differential operators called polarizations.
We show by example that (xy)(yz)(zx) can be derived from the expression for
(x2)(y2)(z2). This seems at first surprising, since one would think the individual
symmetric functions independent of each other, except for some of the known identi-
ties in symmetric functions. But in this case all the monomial elements of shape (23)
and all weights (ijk) can be derived from (x2)(y2)(z2) by polarization.
Starting with
12(x2)(y2)(z2) =− 8(x)(y)(2) ◦ (x)(z)(2) − 8(y)(z)(2) ◦ (y)(x)(2)
− 8(z)(x)(2) ◦ (z)(y)(2) + 8(x)(y)(z) ◦ (x)(y)(z) (4.1)
by ordinary differentiation (called polarization) we get(
x1

x
)(
x2

x
)
12(x2)(y2)(z2)
= 24(x1x2)(y2)(z2)
= − 8(x1)(y)(2) ◦ (x2)(z)(2) − 8(x2)(y)(2) ◦ (x1)(z)(2)
− 8(y)(z)(2) ◦ (y)(x1)(x2)− 8(z)(x1)(x2) ◦ (z)(y)(2)
+ 16(x1)(y)(z) ◦ (x2)(y)(z). (4.2)
Applying another pair of derivative operators gives(
x2

y
)(
x3

y
)(
x1

x
)(
x2

x
)
(x2)(y2)(z2)
= 48(x1x2)(x2x3)(z2)
= − 8(x1)(x2)(x3) ◦ (x2)(z)(2) − 8(x2)(x2)(x3) ◦ (x1)(z)(2)
− 8(x2)(z)(2) ◦ (x3)(x1)(x2)− 8(x3)(z)(2) ◦ (x2)(x1)(x2)
− 8(z)(x1)(x2) ◦ (z)(x2)(x3)+ 16(x1)(x2)(z) ◦ (x2)(x3)(z)
+ 16(x1)(x3)(z) ◦ (x2)(x2)(z), (4.3)
which simplifies to
− 8(x1)(x2)(x3) ◦ (x2)(z)(2) − 8(x2)(x2)(x3) ◦ (x1)(z)(2)
− 8(x2)(z)(2) ◦ (x3)(x1)(x2)− 8(x3)(z)(2) ◦ (x2)(x1)(x2)
+ 8(z)(x1)(x2) ◦ (z)(x2)(x3)+ 16(x1)(x3)(z) ◦ (x2)(x2)(z)
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and similarly(
x3

z
)(
x1

z
)(
x2

y
)(
x3

y
)(
x1

x
)(
x2

x
)
(x2)(y2)(z2)
= 96(x1x2)(x2x3)(x3x1)
= − 8(x1)(x2)(x3) ◦ (x2)(x3)(x1)− 8(x2)(x2)(x3) ◦ (x1)(x3)(x1)
− 8(x2)(x3)(x1) ◦ (x3)(x1)(x2)− 8(x3)(x3)(x1) ◦ (x2)(x1)(x2)
+ 8(x3)(x1)(x2) ◦ (x1)(x2)(x3)+ 8(x1)(x1)(x2) ◦ (x3)(x2)(x3)
+ 16(x1)(x3)(x3) ◦ (x2)(x2)(x1)+ 16(x1)(x3)(x1) ◦ (x2)(x2)(x3), (4.4)
which simplifies to
12(x1x2)(x2x3)(x3x1)
= − (x1)(x2)(x3) ◦ (x2)(x3)(x1)+ (x1)(x1)(x2) ◦ (x3)(x2)(x3)
+ (x2)(x2)(x3) ◦ (x1)(x3)(x1)+ (x3)(x3)(x1) ◦ (x2)(x1)(x2)
or in terms of divided powers
12(x1x2)(x2x3)(x3x1)
= − (x1)(x2)(x3) ◦ (x2)(x3)(x1)+ 4(x1)(2)(x2) ◦ (x3)(x2)(x3)(2)
+ 4(x2)(2)(x3) ◦ (x1)(2)(x3)+ 4(x3)(2)(x1) ◦ (x2)(2)(x1), (4.5)
which is just Cayley’s formula (3.8) above.
5. Cayley’s identity and the Hadamard product
Synopsis: Cayley’s Identity and the Hadamard product of vectors is introduced.
These play a crucial role throughout the paper. In fact, without these tools we would
be at a loss to make any progress at all with the problem. We investigate the properties
of determinants of matrices derived by pointwise or Hadamard operations on other
matrices. For example if a determinant is zero and we form the matrix of squares of all
the entries we do not expect the determinant to still be zero. Cayley’s identity [2] states
that the product of the determinant and permanent of a 3 × 3 matrix is the sum of the
determinant of squares of the original matrix plus the determinant of another related
matrix, formed by taking the pointwise product of adjacent rows or columns. What
is interesting is that these types of operations never appear in conventional linear
algebra, one must get used to them despite our instinctive fear of such unnatural
operations.
We want to extend the computation of the symmetric function (x2)(y2)(z2) as a
polynomial of degree 2 in the fundamental symmetric functions (1.4) to (xp)(yp)(zp).
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We must introduce Cayley’s Identity. We will need the notion of the Hadamard or
pointwise product of matrices. For example
a2 = (a21, a22, a23) and ac = (a1c1, a2c2, a3c3).
Theorem 12 (Cayley’s Identity). For any ternary vectors a, b, c we have
[a, b, c | x, y, z](abc | xyz)
= [a2, b2, c2 | x, y, z] + 2[ab, bc, ca | x, y, z]. (5.1)
Here (abc | xyz) denotes a permanent while [a, b, c | x, y, z] denotes a determinant
(abc | x1x2x3) =
∑
σ
(a | xσ1)(b | xσ2)(c | xσ3), (5.2)
[a, b, c | x1x2x3] =
∑
σ
(−1)σ (a | xσ1)(b | xσ2)(c | xσ3). (5.3)
Also [a2, b2, c2 | x, y, z] and [ab, bc, ca | x, y, z] denote determinants
[a2, b2, c2 | x, y, z] =
∑
σ
(−1)σ a2σ(1)b2σ(2)c2σ(3), (5.4)
[ab, bc, ca | x, y, z] =
∑
σ
(−1)σ aσ(1)bσ(1)bσ(2)cσ(2)cσ(3)aσ(3). (5.5)
To prove Cayley’s Identity we consider the terms in the product(+a1b2c3 + a2b3c1 + a3b1c2
+a1b3c2 + a3b2c1 + a2b1c3
)(+a1b2c3 + a2b3c1 + a3b1c2
−a1b3c2 − a3b2c1 − a2b1c3
)
.
A comparison shows these terms are in one to one correspondence with the former
terms. Cayley’s identity can also be stated
[a, b, c | x, y, z](abc | xyz)
= [a, b, c | x2, y2, z2] + 2[a, b, c | xy, yz, zx]. (5.6)
This follows from the identities
Proposition 13. We have
[a2, b2, c2 | x, y, z] = [a, b, c | x2, y2, z2]. (5.7)
Proposition 14. We have
[ab, bc, ca | xyz] = [a, b, c | xy, yz, zx]. (5.8)
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Identity (5.7) follows from (a2 | x) = (a | x2) on comparing
[a2, b2, c2 | x, y, z] =
∑
σ
(−1)σ (a2 | xσ1)(b2 | xσ2)(c2 | xσ3),
[a, b, c | x2, y2, z2] =
∑
σ
(−1)σ (a | x2σ1)(b | x2σ2)(c | x2σ3).
To verify Identity (5.8) we expand each side and compare terms
[ab, bc, ca | xyz] =+a1b1b2c2c3a3 + a2b2b3c3c1a1 + a3b3b1c1c2a2
−a2b2b1c1c3a3 − a1b1b3c3c2a2 − a3b3b2c2c1a1.
Similarly
[a, b, c | xy, yz, zx] =+a3a1b1b2c2c3 + a1a2b2b3c3c1 + a2a3b3b1c1c2
−a2a3b1b2c3c1 − a1a2b3b1c3c2 − a3a1b2b3c1c2.
While circle products are symmetric functions of the vectors a, b, c, the determinants
occurring in Cayley’s identity are antisymmetric functions of the vectors a, b, c.
Hence Cayley’s expression is an antisymmetric function of the vectors a, b, c, and
satisfies therefore
[a, b, c | x, y, z](abc | xyz) = −[b, a, c | x, y, z](bac | xyz). (5.9)
However there are variants of Cayley’s expression involving [a, b, c | x, y, z]2 which
are symmetric functions of the vectors a, b, c. We will consider these expressions
soon.
6. Muir’s theorem and a theorem of Carlitz and Levine
Synopsis: The crucial role of Cayley’s Identity in this study of vector symmet-
ric functions indicated to us that analogous identities for n× n matrices might be
important when studying general vector symmetric functions. Fortunately we have
two important generalizations of Cayley’s Identity, due to Muir and to Carlitz and
Levine. We state them for the pleasure of our readers who will again find pointwise
or Hadamard operations in play. The general identities are not utilized in the paper
but are only recorded here.
Muir [4] generalized Cayley’s Identity, and Carlitz and Levine [3] found a useful
corollary. The identity of Carlitz and Levine is especially analogous to the ternary
identity of Cayley.
Theorem 15 (Muir)
(a1 · · · an | x1 · · · xn)[b1 · · · bn | x1 · · · xn]
=
∑
σ
(−1)σ [a1bσ1, . . . , anbσn | x1 · · · xn], (6.1)
where the sum extends over all permutations of b1 · · · bn.
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Theorem 16 (Carlitz and Levine)
(a1 · · · an | x1 · · · xn)[a1 · · · an | x1 · · · xn]
=
∑
σ
[a1aσ1, . . . , anaσn | x1 · · · xn], (6.2)
where the sum extends over all permutations of a1 · · · an which are expressible as a
product of cycles of odd length.
7. Lemmas for determinants with Hadamard products
Synopsis: In this section we investigate how to apply Cayley’s identity to symmetric
function theory. The identity is antisymmetric in its vector arguments and so it cannot
be applied directly. But we propose several symmetric function variants of the identity
which are directly applicable in the current situation. We also study some ways to
transform determinants of Hadamard type matrices, so as to investigate when they
can be zero. The concept of a monomial determinant, which has not previously been
studied, presents itself. We study monomial determinants and utilize them throughout
this paper as a means of generating certain sums of monomial symmetric functions
which can cancel other like sums in our search for the expressions for (xd)(yd)(zd)
in terms of coefficients of the system of equations (1.2).
Lemma 17. We have for arbitrary ternary vectors a, b, c
[abc | xyz][a2, b2, c2 | x, y, z] = [x2, y2, z2 | x, y, z]{a, b, c}. (7.1)
Proof. We will use Y1, Y2, Y3 instead of abc. Start with
[Y 21 , Y 22 , Y 23 | x1, x2, x3] =
∑
τ
(−1)τ (Y1 | xτ1)2(Y2 | xτ2)2(Y3 | xτ3)2, (7.2)
[Y1Y2Y3 | x1x2x3] =
∑
σ
(−1)σ (Y1 | xσ1)(Y2 | xσ2)(Y3 | xσ3). (7.3)
Expanding the product as a sum of terms gives
[Y 21 , Y 22 , Y 23 | x1, x2, x3][Y1Y2Y3 | x1x2x3]
=
∑
τ
(−1)τ
∑
σ
(−1)σ (Y1 | xτ1)2(Y1 | xσ1)(Y2 | xτ2)2
×(Y2 | xσ2)(Y3 | xτ3)2(Y3 | xσ3)
=
∑
τ
(−1)τ
∑
σ
(−1)σ (x2τ1xσ1){Y1}(x2τ2xσ2){Y2}(x2τ3xσ3){Y3}
=
∑
τ
(+1)τ
∑
σ
(−1)σ (x21xσ1){Yτ1}(x22xσ2){Yτ2}(x23xσ3){Yτ3}. (7.4)
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Note the switch from (−1)τ to (+1)τ on switching the sum from x to Y.
For example
+ (x21x1){Y1}(x22x2){Y2} − (x22x1){Y1}(x21x2){Y2}
−(x21x2){Y1}(x22x1){Y2} + (x22x2){Y1}(x21x1){Y2}
equals
+ (x21x1){Y1}(x22x2){Y2} − (x21x2){Y1}(x22x1){Y2}
+ (x21x1){Y2}(x22x2){Y1} − (x21x2){Y2}(x22x1){Y1}
The final expression is
∑
τ
(+1)τ
∑
σ
(−1)σ (x21xσ1){Yτ1}(x22xσ2){Yτ3}(x23xσ3){Yτ3}
=
∑
σ
(−1)σ (x21xσ1)(x22xσ2)(x23xσ3){Y1, Y2, Y3}
= [x2, y2, z2 | x, y, z]{Y1, Y2, Y3}.  (7.5)
Lemma 18. We have for arbitrary ternary vectors a, b, c
[abc | xyz][ab, bc, ca | x, y, z] = [zx, xy, yz | x, y, z]{a, b, c}. (7.6)
Proof. We will use Y1Y2Y3 instead of abc. We get
[Y1Y2, Y2Y3, Y3Y1 | x1, x2, x3]
=
∑
τ
(−1)τ (Y1 | xτ1)(Y2 | xτ1)(Y2 | xτ2)(Y3 | xτ2)(Y3 | xτ3)(Y1 | xτ3) (7.7)
and similarly
[Y1Y2Y3 | x1x2x3] =
∑
σ
(−1)σ (Y1 | xσ1)(Y2 | xσ2)(Y3 | xσ3). (7.8)
Expanding the product as a sum of terms gives
[Y1Y2, Y2Y3, Y3Y1 | x1, x2, x3][Y1Y2Y3 | x1x2x3]
=
∑
τ
(−1)τ
∑
σ
(−1)σ (Y1 | xτ3)(Y1 | xτ1)(Y1 | xσ1)
×(Y2 | xτ1)(Y2 | xτ2)(Y2 | xσ2)(Y3 | xτ2)(Y3 | xτ3)(Y3 | xσ3). (7.9)
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This equals∑
τ
(−1)τ
∑
σ
(−1)σ (xτ3xτ1xσ1){Y1}(xτ1xτ2xσ2){Y2}(xτ2xτ3xσ3){Y3}
=
∑
τ
(+1)τ
∑
σ
(−1)σ (x3x1xσ1){Yτ1}(x1x2xσ2){Yτ2}(x2x3xσ3){Yτ3}
=
∑
σ
(−1)σ (x3x1xσ1)(x1x2xσ2)(x2x3xσ3){Y1, Y2, Y3}
= [zx, xy, yz | x, y, z]{Y1, Y2, Y3}.  (7.10)
Corollary 19 (Symmetric Function Version of Cayley’s Identity)
[abc | xyz]2(abc | xyz)
= {[x2, y2, z2 | x, y, z] + 2[zx, xy, yz | x, y, z]}{a, b, c}. (7.11)
Proof. By Cayley’s Identity
[abc | xyz]2(abc | xyz)
= [abc | xyz][a2, b2, c2 | x, y, z]
+ 2[abc | xyz][ab, bc, ca | x, y, z]. (7.12)
By the lemmas
[abc | xyz][a2, b2, c2 | x, y, z] = [x2, y2, z2 | x, y, z]{a, b, c}, (7.13)
[abc | xyz][ab, bc, ca | x, y, z] = [zx, xy, yz | x, y, z]{a, b, c}. 
(7.14)
Corollary 20. We have for (1.3) the identities
[x2, y2, z2 | x, y, z]{f1, f2, f3} = 0, (7.15)
[zx, xy, yz | x, y, z]{f1, f2, f3} = 0, (7.16)
where f1, f2, f3 are the solutions of (1.2).
Proof. We have just verified that
[x2, y2, z2 | x, y, z]{f1, f2, f3}
= [f1f2f3 | x1x2x3][f 21 , f 22 , f 23 | x1, x2, x3], (7.15)
[zx, xy, yz | x, y, z]{f1, f2, f3}
= [f1f2f3 | x1x2x3][f1f2, f2f3, f3f1 | x1, x2, x3]. (7.16)
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Note [f1f2f3 | x1x2x3] equals zero but the determinants [f 21 , f 22 , f 23 | x1, x2, x3] and[f1f2, f2f3, f3f1 | x1, x2, x3] cannot be said to be zero. 
8. The symmetric function (x3)(y3)(z3)
Synopsis: In this section we are able to extend the computation of (x2)(y2)(z2)
found by Cayley to the case of (x3)(y3)(z3). These formulas are most unlikely, in
that we are asked to express a single term as a linear combination of higher order
permanents. One must unravel the complicated sums to extract the one desired term
by whatever means one can come up with. We are reminded of A. Young’s substi-
tutional analysis and his expansion of a single monomial as a sum of group algebra
idempotents. Again, the formula is most unlikely but it does exist.
We would like to extend the previous computation of the symmetric function
(x2)(y2)(z2) of the simultaneous solutions (1.3) of the system (1.2) as a polynomial
of degree 2 in the fundamental symmetric functions (1.4) to show that the symmetric
function (x3)(y3)(z3) can be expressed as a polynomial of degree 3 in the funda-
mental symmetric functions. We have three solutions fi in system (1.2) so ordinary
multiplication of monomial symmetric functions of any shapes (d3) and (r3) reduces
to a single permanent. So we have
Proposition 21. We have the identity
(u1)(u2)(u3) ◦ (w1)(w2)(w3) =
∑
σ
(u1wσ1)(u2wσ2)(u3wσ3). (8.1)
An important special case is
Proposition 22
(u)(3) ◦ (v)(3) ◦ (w)(3) = (uvw)(3). (8.2)
Recall the sum of the determinant and the permanent of a 3 × 3 matrix is just twice
the sum of the even terms.
Proposition 23
[A,B,C |U,V,W ] + (A,B,C |U,V,W)
= 2(AU)(BV )(CW)+ 2(AV )(BW)(CU)+ 2(AW)(BU)(CV ). (8.3)
So we have
Proposition 24
[x2, y2, z2 | xyz] + ((x2)(y2)(z2) | (x)(y)(z))
= 2(x3)(y3)(z3)+ 2(x2y)(y2z)(z2x)+ 2(x2z)(y2x)(z2y). (8.4)
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Similarly
Proposition 25
[xy, yz, zx | xyz] + ((xy)(yz)(zx) | (x)(y)(z))
= 12(xyz)(3) + 2(x2y)(y2z)(z2x)+ 2(x2z)(y2x)(z2y)
= 12(x)(3) ◦ (y)(3) ◦ (z)(3) + 2(x2y)(y2z)(z2x)
+ 2(x2z)(y2x)(z2y). (8.5)
We find therefore
Theorem 26
2(x3)(y3)(z3) = 12(x)(3) ◦ (y)(3) ◦ (z)(3)
+ (x2)(y2)(z2) ◦ (x)(y)(z)+ [x2, y2, z2 | xyz]
−(xy)(yz)(zx) ◦ (x)(y)(z)− [xy, yz, zx | xyz]. (8.6)
After substituting the previously obtained expressions (3.8) for (x2)(y2)(z2) and
(xy)(yz)(zx) we have obtained the expression for (x3)(y3)(z3) as a linear combi-
nation of products of fundamental symmetric functions (1.4) plus certain monomial
determinants which evaluate to zero for the system of common solutions (1.3).
By Cayley’s Identity we have
[abc | xyz]2(abc | xyz)2 = {[a2, b2, c2 | xyz] + 2[ab, bc, ca | xyz]}2
= [x2, y2, z2 | x2, y2, z2]{a, b, c}
+ 4[xy, yz, zx | x2, y2, z2]{a, b, c}
+ 4[xy, yz, zx | xy, yz, zx]{a, b, c}. (8.7)
We have seen that
[abc | xyz](abc | xyz)[a2, b2, c2 | xyz]
= {[x2, y2, z2 | x2, y2, z2] + 2[xy, yz, zx | x2, y2, z2]}{a, b, c}. (8.8)
We also have
[abc | xyz](abc | xyz)[ab, bc, ca | xyz]
= {[x2, y2, z2 | xy, yz, zx] + 2[xy, yz, zx | xy, yz.zx]}{a, b, c} (8.9)
Since [f1, f2, f3 | xyz] = 0 for the vectors (1.3) we have for (1.3)
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Proposition 27
[x2, y2, z2 | x2, y2, z2] + 2[xy, yz, zx | x2, y2, z2] = 0, (8.10)
and we have
Proposition 28
[x2, y2, z2 | xy, yz, zx] + 2[xy, yz, zx | xy, yz.zx] = 0, (8.11)
and we have
Proposition 29
[x2, y2, z2 | x2, y2, z2] − 4[zx, xy, yz | zx, xy, yz] = 0, (8.12)
the last equation following from the others.
9. The symmetric function (x4)(y4)(z4)
Synopsis: We extend the computations of the previous section to degree four. In fact
the odd and even cases are more or less independent and our recursion goes up by two
at each stage. This has to do with Cayley’s Identity being of degree two in the vector
components. And we must compute enough cases at the beginning in low degree to
allow the recursions to run. After this we will only consider again degree five before
stepping forward to the general case. In the meanwhile we keep our investigations
going as to the properties of Hadamard type matrices and monomial determinants.
Start with the identity
Proposition 30
12(x2)(y2)(z2) =− 8(x)(y)(2) ◦ (x)(z)(2) − 8(y)(z)(2) ◦ (y)(x)(2)
− 8(z)(x)(2) ◦ (z)(y)(2) + 8(x)(y)(z) ◦ (x)(y)(z)
+ 4[xyz | xyz]. (9.1)
Substituting x2 for x and y2 for y and z2 for z we conclude that
Proposition 31
− 3(x4)(y4)(z4)
= + 2(x2)(y2)(2) ◦ (x2)(z2)(2) + 2(y2)(z2)(2) ◦ (y2)(x2)(2)
+ 2(z2)(x2)(2) ◦ (z2)(y2)(2) − 2(x2)(y2)(z2) ◦ (x2)(y2)(z2)
−[x2, y2, z2 | x2, y2, z2]. (9.2)
194 G.-C. Rota, J.A. Stein / Linear Algebra and its Applications 411 (2005) 167–253
In what follows we repeatedly apply
[A,B,C |U,V,W ] + (A,B,C |U,V,W)
= 2(AU)(BV )(CW)+ 2(AV )(BW)(CU)+ 2(AW)(BU)(CV ). (8.3)
Proposition 32. We have
[x3, y3, z3 | xyz] + (x3)(y3)(z3) ◦ (x)(y)(z)
= 2(x4)(y4)(z4)+ 2(x3y)(y3z)(z3x)+ 2(x3z)(y3x)(z3y), (9.3a)
[xy, yz, zx | x2, y2, z2] + (xy)(yz)(zx) ◦ (x2)(y2)(z2)
= + 2(x3y)(y3z)(z3x)+ 2(x3z)(y3x)(z3y)
+ 2(x2yz)(xy2z)(xyz2). (9.3b)
Therefore we have the alternative expansion
Proposition 33
4(x4)(y4)(z4) = 2[x3, y3, z3 | xyz+ 2(x3)(y3)(z3) ◦ (x)(y)(z)
− 4(x3y)(y3z)(z3x)− 4(x3z)(y3x)(z3y)
= 2[x3, y3, z3 | xyz] + 2(x3)(y3)(z3) ◦ (x)(y)(z)
− 2[xy, yz, zx | x2, y2, z2] − 2(xy)(yz)(zx) ◦ (x2)(y2)(z2)
+ 4(x2yz)(xy2z)(xyz2). (9.4)
Combining the two expansions gives
Proposition 34. We have the identity
(x4)(y4)(z4) = 4(x4)(y4)(z4)− 3(x4)(y4)(z4)
= 2(x3)(y3)(z3) ◦ (x)(y)(z)− 2(xy)(yz)(zx) ◦ (x2)(y2)(z2)
+ 2[x3, y3, z3 | xyz] − [x2, y2, z2 | x2, y2, z2]
− 2[xy, yz, zx | x2, y2, z2]
− 2(x2)(y2)(z2) ◦ (x2)(y2)(z2)+ 2(x2)(y2)(2) ◦ (x2)(z2)(2)
+ 2(y2)(z2)(2) ◦ (y2)(x2)(2) + 2(z2)(x2)(2) ◦ (z2)(y2)(2)
+ 4(x2yz)(xy2z)(xyz2). (9.5)
G.-C. Rota, J.A. Stein / Linear Algebra and its Applications 411 (2005) 167–253 195
Solutions of (1.2) satisfy [f1f2f3 | xyz] = 0 so it follows that
Proposition 35
[x3, y3, z3 | xyz]{f1, f2, f3} = [f 31 , f 32 , f 33 | xyz][f1f2f3 | xyz] = 0 (9.6)
and by Cayley’s identity
Proposition 36. We have the identity
[x2, y2, z2 | x2, y2, z2]{f1, f2, f3} + 2[xy, yz, zx | x2, y2, z2]{f1, f2, f3}
= [f1f2f3 | xyz](f1f2f3 | xyz)[f 21 , f 22 , f 23 | xyz] = 0. (9.7)
Since (x2yz)(xy2z)(xyz2) in (9.5) is reducible (x4)(y4)(z4) is reducible by (9.7).
To see this we can combine these identities to get
Theorem 37. We have the identity
(x4)(y4)(z4) =+ 2(x3)(y3)(z3) ◦ (x)(y)(z)− 2(xy)(yz)(zx) ◦ (x2)(y2)(z2)
− 2(x2)(y2)(z2) ◦ (x2)(y2)(z2)+ 2(x2)(y2)(2) ◦ (x2)(z2)(2)
+ 2(y2)(z2)(2) ◦ (y2)(x2)(2) + 2(z2)(x2)(2) ◦ (z2)(y2)(2)
+ 4(x)(3) ◦ (y)(3) ◦ (z)(3) ◦ (x)(y)(z)+ , (9.8)
where  denotes a sum of terms evaluating to zero on the vectors (1.3).
10. The symmetric function (x2y2)(y2z2)(z2x2)
Synopsis: We propose several methods for the computation of symmetric functions
of type (x2y2)(y2z2)(z2x2) in the paper. These monomials are of special interest
because of their symmetry, and they are a starting point in our general algorithms.
One starts at the center with (xdyd)(ydzd)(zdxd) and then successively raises one
index while lowering the other within each parenthesis. So we became most interested
in these original symmetric functions. We can expand them by coefficients now in
several ways. See in particular the end of section 17 where we formulate a general
recursion by which they can be easily computed. But here we apply polarization to
the expansion just discovered for (x4)(y4)(z4) to obtain the function. We also can get
to it by some other ways, but only polarization was available to solve the problem at
this point. We do derive as a consequence some syzygies for monomial determinants,
arising from our investigations. But these syzygies are not the goal of this paper, we
are after just one expansion, which by polarization gives us all the other monomial
functions as well.
196 G.-C. Rota, J.A. Stein / Linear Algebra and its Applications 411 (2005) 167–253
We can obtain the expansion for (x2y2)(y2z2)(z2x2) by polarizing (u4)(v4)(w4)
since we have (4!)3(x2y2)(y2z2)(z2x2) equals(
x

u
)2 (
y

u
)2 (
y

v
)2 (
z

v
)2 (
z

w
)2 (
x

w
)2
{(u4)(v4)(w4)}.
Proposition 38. We have the identity
(4!)3(x2y2)(y2z2)(z2x2)
=
(
x

u
)2 (
y

u
)2 (
y

v
)2 (
z

v
)2 (
z

w
)2 (
x

w
)2
+ 2(u3)(v3)(w3) ◦ (u)(v)(w)− 2(uv)(vw)(wu) ◦ (u2)(v2)(w2)
− 2(u2)(v2)(w2) ◦ (u2)(v2)(w2)+ 2(u2)(v2)(2) ◦ (u2)(w2)(2)
+ 2(v2)(w2)(2) ◦ (v2)(u2)(2) + 2(w2)(u2)(2) ◦ (w2)(v2)(2)
+ 4(u)(3) ◦ (v)(3) ◦ (w)(3) ◦ (u)(v)(w)+ . (10.1)
We have also seen (3.7) that
12(xy)(xz)(yz)
= 4(x)(y)(2) ◦ (x)(z)(2) + 4(y)(z)(2) ◦ (y)(x)(2)
+ 4(z)(x)(2) ◦ (z)(y)(2)
− (x)(y)(z) ◦ (x)(y)(z)+ [x, y, z | x, y, z] (10.2)
and that
12(x2)(y2)(z2)
= − 8(x)(y)(2) ◦ (x)(z)(2) − 8(y)(z)(2) ◦ (y)(x)(2)
− 8(z)(x)(2) ◦ (z)(y)(2)
+ 8(x)(y)(z) ◦ (x)(y)(z)+ 4[x, y, z | x, y, z]. (10.3)
Since we have
(x2y2)(y2z2)(z2x2) = (x2 · y2)(y2 · z2)(z2 · x2) (10.4)
upon substituting x2 for x and y2 for y and z2 for z in (10.2) we find
Proposition 39. We have the identity
12(x2y2)(y2z2)(z2x2)
= 4(x2)(y2)(2) ◦ (x2)(z2)(2) + 4(y2)(z2)(2) ◦ (y2)(x2)(2)
+ 4(z2)(x2)(2) ◦ (z2)(y2)(2) − (x2)(y2)(z2) ◦ (x2)(y2)(z2)
+[x2, y2, z2 | x2, y2, z2]. (10.5)
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Since we also have
(x2y2)(y2z2)(z2x2) = (xy · xy)(yz · yz)(zx · zx) (10.6)
upon substituting yz for x and zx for y and xy for z in (10.3) we find
Proposition 40. We have the identity
12(x2y2)(y2z2)(z2x2)
= − 8(xy)(yz)(2) ◦ (xy)(zx)(2) − 8(yz)(zx)(2) ◦ (yz)(xy)(2)
− 8(zx)(xy)(2) ◦ (zx)(yz)(2) + 8(xy)(yz)(zx) ◦ (xy)(yz)(zx)
+ 4[xy, yz, zx | xy, yz, zx].
From the previous equations we have
[x2, y2, z2 | x2, y2, z2] − 4[xy, yz, zx | xy, yz, zx]
= − 8(xy)(yz)(2) ◦ (xy)(zx)(2) − 4(x2)(y2)(2) ◦ (x2)(z2)(2)
− 8(yz)(zx)(2) ◦ (yz)(xy)(2) − 4(y2)(z2)(2) ◦ (y2)(x2)(2)
− 8(zx)(xy)(2) ◦ (zx)(yz)(2) − 4(z2)(x2)(2) ◦ (z2)(y2)(2)
+ 8(xy)(yz)(zx) ◦ (xy)(yz)(zx)+ (x2)(y2)(z2) ◦ (x2)(y2)(z2). (10.7)
We have already seen for the vectors (1.3)
[x2, y2, z2 | x2, y2, z2] − 4[zx, xy, yz | zx, xy, yz] = 0
so we can obtain symmetric function relations from this equation by equating each
side to zero.
Corollary 41. We have the identity (Determinant Side)
0 = (x4)(y4)(z4)− 2(x2y2)(z2x2)(y2z2)− 8(y2zx)(z2xy)(x2yz)
+ 4(y2zx)2(z2x2)+ 4(z2xy)2(x2y2)+ 4(x2yz)2(y2z2)
−(x2z2)2(y4)− (x2y2)2(z4)− (y2z2)2(x4). (10.8)
Corollary 42. We have the identity (Monomial Product Side)
0 = (x2)(y2)(z2) ◦ (x2)(y2)(z2)+ 8(xy)(yz)(zx) ◦ (xy)(yz)(zx)
− 4(x2)(y2)(2) ◦ (x2)(z2)(2) − 4(y2)(z2)(2) ◦ (y2)(x2)(2)
− 4(z2)(x2)(2) ◦ (z2)(y2)(2) − 8(xy)(yz)(2) ◦ (xy)(zx)(2)
− 8(yz)(zx)(2) ◦ (yz)(xy)(2) − 8(zx)(xy)(2) ◦ (zx)(yz)(2). (10.9)
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11. Evaluating monomial determinants
Synopsis: How to evaluate monomial determinants, what tricks are available, this
is the subject of the current short section. We also formulate our strategy for finding
the expansion of the monomials (xd)(yd)(zd) by a recursion from lower degree. We
want to find some crucial terms within some monomial determinants known to be
zero. Other terms being reducible to lower degree can be used to eliminate some of
the problem terms. But at each stage one needs more identities to eliminate still other
terms. Starting from the center we will keep applying these three term identities to go
gradually to the circumference where the solution is. We continue to apply Cayley’s
identity, to which we add some other terms, they are the permanents corresponding to
the monomial determinants we study. Together we get only the even terms from the
development of a determinant so our determinant permanent sums have three terms
not six. It appears there is light at the end of the tunnel but at this point we are not so
far along in the story yet.
To evaluate [x2, y2, z2 | x2, y2, z2] start with the identity
4[x2, y2, z2 | x2, y2, z2] + 4(x2)(y2)(z2) ◦ (x2)(y2)(z2)
= 4[x2, y2, z2 | x2, y2, z2] + 4((x2)(y2)(z2) | (x2)(y2)(z2))
= 8(x4)(y4)(z4)+ 16(x2y2)(y2z2)(z2x2). (11.1)
Since we have already obtained the expansions of the monomial elements (9.8)
(x4)(y4)(z4) and (10.1) (x2y2)(y2z2)(z2x2) we may substitute these expansions into
the current equation and solve for [x2, y2, z2 | x2, y2, z2]. It is not equal to zero.
To evaluate [xy, yz, zx | x2, y2, z2] start with the identity
[x2, y2, z2 | x2, y2, z2] + 2[xy, yz, zx | x2, y2, z2] = 0 (11.2)
and substitute the nonzero value of [x2, y2, z2 | x2, y2, z2] from (11.1).
To evaluate [xy, yz, zx | xy, yz, zx] start with the identity
[x2, y2, z2 | x2, y2, z2] − 4[zx, xy, yz | zx, xy, yz] = 0 (11.3)
and substitute the value of [x2, y2, z2 | x2, y2, z2] from (11.1). Note again that
[zx, xy, yz | zx, xy, yz] is not equal to zero.
We want to continue to express each symmetric function (xr)(yr )(zr ) of the
three common solutions (1.3) of the system of equations (1.2) as functions of the
coefficients. We shall outline our strategy and philosophy. Our goal is to express each
such monomial symmetric function as
(xr)(yr )(zr ) = 0 + .
Here 0 and  have the following properties:
1. 0 is a linear combination of monomial determinants known to be zero on the three
common solutions (1.3) of the system of equations (1.2). There are two types (A)
or (B).
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(A) Anything of the form
0 = [(w), (w′), (w′′) | x, y, z].
The (A) determinants are zero because the common solutions (1.3) satisfy a linear
equation.
(B) Anything of the form
0 = [(w), (w′), (w′′) | x2, y2, z2] + 2[(w), (w′), (w′′) | xy, yz, zx].
The (B) determinant sums are known to be zero by Cayley’s identity.
2.  is a sum of products of monomial symmetric functions of lower degree
 =
∑
i
(wi)
s1(w′i )s2(w′′i )s3 ◦ · · · ◦ (vi)t1(v′i )t2(v′′i )t3 .
The summands in  are said to be reducible.
3. Suppose M = (M1)(M2)(M3) where the Mi are monomials in the letters and
suppose
M = (wA)(w′A)(w′′A) = (A)(3) ◦ (w)(w′)(w′′)
for some expression A in the letters. Then M is clearly reducible.
4. Suppose M = (M1)(M2)(M3) where the Mi are monomials in the letters and
suppose
M = (xp1yq1zr1)(xp2yq2zr2)(xp3yq3zr3) and piqiri /= 0
for i = 1, 2, 3. Then M is clearly reducible.
12. The symmetric function (x5)(y5)(z5)
Synopsis: This is the last major example of a direct calculation of a low order
monomial function. After this we are ready to do the problem in general. Having
played with any available techniques we have learned what is important and this
directs our path to the solution of the problem. And always we must be extremely
careful, this is a house of cards which can come down as quickly as it is constructed.
Everything depends on what came before so we need to have as many little tricks and
results as possible to confront the unexpected. Of course one never knows just what
the level of difficulty of an unexplored problem may be. Often there can be some
simple trick which gives the answer easily. Our own humble investigations have gone
the other way, many examples to exhaustion. One can only hope that such methods
can work on such a modest problem as this one.
We repeatedly apply the rule
[A,B,C |U,V,W ] + (A,B,C |U,V,W)
= 2(AU)(BV )(CW)+ 2(AV )(BW)(CU)+ 2(AW)(BU)(CV ).
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We start with the type (B) expression.
[(x3), (y3), (z3) | (x2), (y2), (z2)] + 2[(x3), (y3), (z3) | (xy), (yz), (zx)].
(12.1)
Now add the corresponding permanents to get only the even terms.
(P ) [(x3), (y3), (z3) | (x2), (y2), (z2)]
+ ((x3), (y3), (z3) | (x2), (y2), (z2))
= + 2(x5)(y5)(z5)+ 2(x3y2)(y3z2)(z3x2)
+ 2(x3z2)(y3x2)(z3y2), (12.2)
(Q) 2[(x3), (y3), (z3) | (xy), (yz), (zx)]
+ 2((x3), (y3), (z3) | (xy), (yz), (zx))
= 4(x4y)(y4z)(z4x)+ 4(x4z)(y4x)(z4y)+ , (12.3)
where  is the reducible expression 4(x3yz)(y3zx)(z3xy).
(R) [(x3y), (y3z), (z3x) | (x), (y), (z)]
+ ((x3y), (y3z), (z3x) | (x), (y), (z))
+[(x3z), (y3x), (z3y) | (x), (y), (z)]
+ ((x3z), (y3x), (z3y) | (x), (y), (z))
= 2(x4y)(y4z)(z4x)+ 2(x3y2)(y3z2)(z3x2)
+ 2(x4z)(y4x)(z4y)+ 2(x3z2)(y3x2)(z3y2)+ , (12.4)
where  = 4(x3yz)(y3zx)(z3xy)+ 2(x3yz)(y3zx)(z3xy) is reducible.
We find
(P )+ (Q)− (R)
= 2(x5)(y5)(z5)+ 2(x4y)(y4z)(z4x)+ 2(x4z)(y4x)(z4y)+ . (12.5)
Now consider the expression
(A) = [(x2y), (y2z), (z2x) | (x2), (y2), (z2)]
+ 2[(x2y), (y2z), (z2x) | (xy), (yz), (zx)]
+ [(x2z), (y2x), (z2y) | (x2), (y2), (z2)]
+ 2[(x2z), (y2x), (z2y) | (xy), (yz), (zx)]
+ ((x2y), (y2z), (z2x) | (x2), (y2), (z2))
+ 2((x2y), (y2z), (z2x) | (xy), (yz), (zx))
+ ((x2z), (y2x), (z2y) | (x2), (y2), (z2))
+ 2((x2z), (y2x), (z2y) | (xy), (yz), (zx)). (12.6)
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This expands to
+ 2(x4y)(y4z)(z4x)+ 2(x2y3)(y2z3)(z2x3)+ 4(x2y3)(y2z3)(z2x3)
+ 2(x4z)(y4x)(z4y)+ 2(x2z3)(y2x3)(z2y3)+ 4(x2z3)(y2x3)(z2y3)+ ,
where  is the reducible expression
 = 2(x2yz2)(y2zx2)(z2xy2)+ 2(x2zy2)(y2xz2)(z2yx2)
+ 4(x2yyz)(y2zzx)(z2xxy)+ 4(x2yzx)(y2zxy)(z2xyz)
+ 4(x2zxy)(y2xyz)(z2yzx)+ 4(x2zyz)(y2xzx)(z2yxy).
Consider also the expression
(B) [(x2y2), (y2z2), (z2x2) | (x), (y), (z)]
+ ((x2y2), (y2z2), (z2x2) | (x), (y), (z))
= 2 (x3y2)(y3z2)(z3x2)+ 2 (x2y3)(y2z3)(z2x3)+ , (12.7)
where  = 2(x2y2z)(y2z2x)(z2x2y) is reducible.
Therefore, we have
(A)− 3(B) = 2(x4y)(y4z)(z4x)+ 2(x4z)(y4x)(z4y)+ . (12.8)
We may now combine the previous identities to get the expansion we want.
Proposition 43. We have the identity
2(x5)(y5)(z5) = (P )+ (Q)− (R)− (A)+ 3(B)+ ,
where delta is reducible.
13. Consequences of Cayley’s identity
Synopsis: Now we investigate the general properties of monomial determinants of
the variety we have come across. These are the general identities we need to finish
the problem. We have gradually learned what is important by the level of success we
found through several paths of investigation. So now we can quickly dispense with
some general identities and prepare for the final assault on the problem.
Proposition 44. We have the identity
[ah, bh, ch | xyz][ad, bd, cd | xyz] = [xh, yh, zh | xd, yd, zd ]{a, b, c}. (13.1)
Observe that
[Yh1 , Y h2 , Y h3 | x1x2x3][Yd1 , Y d2 , Y d3 | x1x2x3]
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=
∑
σ
(−1)σ
∑
τ
(−1)τ (Y1 | xσ1)h(Y2 | xσ2)h(Y3 | xσ3)h
×(Y1 | xτ1)d(Y2 | xτ2)d(Y3 | xτ3)d
=
∑
σ
(−1)σ
∑
τ
(−1)τ (xhσ1xdτ1){Y1}(xhσ2xdτ2){Y2}(xhσ3xdτ3){Y3}
=
∑
σ
(−1)σ
∑
τ
(+1)τ (xhσ1xd1 ){Yτ1}(xhσ2xd2 ){Yτ2}(xhσ3xd3 ){Yτ3}
=
∑
σ
(−1)σ (xhσ1xd1 )(xhσ2xd2 )(xhσ3xd3 ){Y1, Y2, Y3}
= [xh1 , xh2 , xh3 | xd1 , xd2 , xd3 ]{Y1, Y2, Y3}.
Proposition 45. We have the identity
[ah, bh, ch | xyz][adbd, bdcd, cdad | xyz]
= [xh, yh, zh | xdyd, ydzd, zdxd ]{abc}. (13.2)
Reasoning as above
[Yh1 , Y h2 , Y h3 | x1x2x3][Yd1 Yd2 , Y d2 Yd3 , Y d3 Yd1 | x1x2x3]
=
∑
σ
(−1)σ
∑
τ
(−1)τ (Y1 | xσ1)h(Y2 | xσ2)h(Y3 | xσ3)h
×(Y1 | xτ1)d(Y2 | xτ1)d(Y2 | xτ2)d(Y3 | xτ2)d(Y3 | xτ3)d(Y1 | xτ3)d
=
∑
σ
(−1)σ
∑
τ
(−1)τ (Y1 | xσ1)h(Y1 | xτ3)d(Y1 | xτ1)d
×(Y2 | xσ2)h(Y2 | xτ1)d(Y2 | xτ2)d(Y3 | xσ3)h(Y3 | xτ2)d(Y3 | xτ3)d
=
∑
σ
(−1)σ
∑
τ
(−1)τ (xhσ1xdτ3xdτ1)[Y1](xhσ2xdτ1xdτ2)[Y2](xhσ3xdτ2xdτ3)[Y3]
=
∑
σ
(−1)σ
∑
τ
(+1)τ (xhσ1xd3 xd1 )[Yτ1](xhσ2xd1 xd2 )[Yτ2](xhσ3xd2 xd3 )[Yτ3]
=
∑
τ
(−1)σ [(xhσ1xd2 xd3 )(xhσ2xd3 xd1 )(xhσ3xd1 xd2 )]{Y1, Y2 · Y3}
= [xh1 , xh2 , xh3 | xd1 xd2 , xd2 xd3 , xd3 xd1 ]{Y1, Y2 · Y3}.
Proposition 46. We have the identity
[ahbh, bhch, chah | xyz][adbd, bdcd, cdad | xyz]
= [xhyh, yhzh, zhxh | xdyd, ydzd, zdxd ]{a, b, c}. (13.3)
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Reasoning as above we have
[Yh1 Yh2 , Y h2 Yh3 , Y h3 Yh1 | xyz][Yd1 Yd2 , Y d2 Yd3 , Y d3 Yd3 | xyz]
=
∑
σ
(−1)σ
∑
τ
(−1)τ (Y1 | xσ1)h(Y2 | xσ1)h(Y1 | xτ1)d(Y2 | xτ1)d
×(Y2 | xσ2)h(Y3 | xσ2)h(Y2 | xτ2)d(Y3 | xτ2)d
×(Y3 | xσ3)h(Y1 | xσ3)h(Y3 | xτ3)d(Y1 | xτ3)d
=
∑
σ
(−1)σ
∑
τ
(−1)τ (Y1 | xσ3)h(Y1 | xσ1)h(Y1 | xτ3)d(Y1 | xτ1)d
×(Y2 | xσ1)h(Y2 | xσ2)h(Y2 | xτ1)d(Y2 | xτ2)d
×(Y3 | xσ2)h(Y3 | xσ3)h(Y3 | xτ2)d(Y3 | xτ3)d
=
∑
σ
(−1)σ
∑
τ
(−1)τ (xhσ3xhσ1xdτ3xdτ1){Y1}(xhσ1xhσ2xdτ1xdτ2)
×{Y2}(xhσ2xhσ3xdτ2xdτ3){Y2}
=
∑
σ
(−1)σ
∑
τ
(+1)τ (xhσ3xhσ1xd3 xd1 ){Yτ1}(xhσ1xhσ2xd1 xd2 )
×{Yτ2}(xhσ2xhσ2xd2 xd3 ){Yτ3}
=
∑
σ
(−1)σ (xhσ3xhσ1xd3 xd1 )(xhσ1xhσ2xd1 xd2 )(xhσ2xhσ2xd2 xd3 ){Y1, Y2, Y3}
= [xh1 xh2 , xh2 xh3 , xh3 xh1 | xd1 xd2 , xd2 xd3 , xd3 xd1 ]{Y1, Y2, Y3}.
Proposition 47. We have the identity
[abc | xyz](abc | xyz)[ad, bd, cd | xyz]
= {[x, y, z | xd, yd, zd ] ◦ (x)(y)(z)}{a, b, c}
= {[x2, y2, z2 | xd, yd, zd ] + 2[xy, yz, zx | xd, yd, zd ]}{a, b, c}. (13.4)
The first equivalent form follows from
[ad, bd, cd | xyz][abc | xyz] = [xd, yd, zd | xyz]{a, b, c}
and from
(abc | xyz) = (x)(y)(z){a, b, c}.
By Cayley’s identity the left side is also equal to
[a2, b2, c2 | xyz][ad, bd, cd | xyz] + 2[ab, bc, ca | xyz][ad, bd, cd | xyz].
And this equals
{[x2, y2, z2 | xd, yd, zd ] + 2[xy, yz, zx | xd, yd, zd ]}{a, b, c}
which gives the second equivalent form.
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Proposition 48. We have the identity
[abc | xyz][adbd, bdcd, cdad | xyz](abc | xyz)
= {[x, y, z | xdyd, ydzd, zdxd ] ◦ (x)(y)(z)}{a, b, c}
= [x2, y2, z2 | xdyd, ydzd, zdxd ]{a, b, c}
+ 2[xy, yz, zx | xdyd, ydzd, zdxd ]{a, b, c}. (13.5)
The first equivalent form follows from
[adbd, bdcd, cdad | xyz][abc | xyz] = [xdyd, ydzd, zdxd | xyz]{a, b, c}
and from
(abc | xyz) = (x)(y)(z){a, b, c}.
By Cayley’s identity that the left side is also equal to
[a2, b2, c2 | xyz][adbd, bdcd, cdad | xyz]
+ 2[ab, bc, ca | xyz][adbd, bdcd, cdad | xyz]
= [x2, y2, z2 | xdyd, ydzd, zdxd ]{a, b, c}
+ 2[xy, yz, zx | xdyd, ydzd, zdxd ]{a, b, c}.
14. The monomial symmetric functions of odd degree
Synopsis: We introduce the induction monomials Aj given by
+ 2(xd+2+j yd+1−j )(yd+2+j zd+1−j )(zd+2+j xd+1−j )
+ 2(xd+2+j zd+1−j )(yd+2+j xd+1−j )(zd+2+j yd+1−j ).
As j increases we go from A0 to Ad+1 = (x2d+3)(y2d+3)(z2d+3). To go from j to
j + 1 we add an instance of Cayley’s identity which simplifies to Aj + Aj+1 + 
where  is reducible. The sum of monomial determinants from Cayley’s identity
is necessarily zero so we can solve for Aj+1 in terms of Aj plus some reducible
terms plus a sum of determinants which evaluate to zero on (1.3). Ultimately, we can
eliminate all bad terms and we are left with Ad+1 expressed as a sum of reducible
elements. The actual expansion is hidden in the deltas.
Notation for monomials of odd degree (a /= b)
[[a, b] | [2, 0]] =+[xayb, yazb, zaxb | x2, y2, z2]
+ (xayb, yazb, zaxb | x2, y2, z2)
+[xazb, yaxb, zayb | x2, y2, z2]
+ (xazb, yaxb, zayb | x2, y2, z2),
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[[a, b] | [1, 1]] =+[xayb, yazb, zaxb | xy, yz, zx]
+ (xayb, yazb, zaxb | xy, yz, zx)
+[xazb, yaxb, zayb | xy, yz, zx]
+ (xazb, yaxb, zayb | xy, yz, zx),
[[a, b] | [1, 0]] =+[xayb, yazb, zaxb | x, y, z] + (xayb, yazb, zaxb | x, y, z)
+[xazb, yaxb, zayb | x, y, z] + (xazb, yaxb, zayb | x, y, z),
[[a, a] | [2, 0]] = [xaya, yaza, zaxa | x2, y2, z2]
+(xaya, yaza, zaxa | x2, y2, z2),
[[a, a] | [1, 1]] = [xaya, yaza, zaxa | xy, yz, zx]
+ (xaya, yaza, zaxa | xy, yz, zx),
[[a, a] | [1, 0]] = [xaya, yaza, zaxa | x, y, z] + (xaya, yaza, zaxa | x, y, z),
〈a, b〉 = (xayb)(yazb)(zaxb)+ (xazb)(yaxb)(zayb),
〈a, a〉 = (xaya)(yaza)(zaxa),
〈a, 0〉 = (xa)(ya)(za). (14.0)
Throughout the next series of propositions define
Aj = 2〈d + 2 + j, d + 1 − j〉.
In the next propositions we repeatedly apply the rule
[A,B,C |U,V,W ] + (A,B,C |U,V,W)
= 2(AU)(BV )(CW)+ 2(AV )(BW)(CU)+ 2(AW)(BU)(CV ).
Proposition 49
[[2d + 1, 0] | [2, 0]] + 2[[2d + 1, 0] | [1, 1]]
− [[2d + 1, 1] | [1, 0]] = Ad+1 + Ad + , (14.1)
where delta is reducible.
This will follow from the following lemmas.
Lemma 50
[[2d + 1, 0] | [2, 0]] = Ad+1 + Ad−1, (14.1a)
Lemma 51
[[2d + 1, 0] | [1, 1]] = Ad + , (14.1b)
where delta is reducible.
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Lemma 52
[[2d + 1, 1] | [1, 0]] = Ad + Ad−1 + , (14.1c)
where delta is reducible.
(a) [[2d + 1, 0] | [2, 0]]
= [x2d+1, y2d+1, z2d+1 | x2, y2, z2] + (x2d+1, y2d+1, z2d+1 | x2, y2, z2)
= + 2(x2d+3)(y2d+3)(z2d+3)+ 2(x2d+1y2)(y2d+1z2)(z2d+1x2)
+ 2(x2d+1z2)(y2d+1x2)(z2d+1y2)
= Ad+1 + Ad−1,
(b) [[2d + 1, 0] | [1, 1]]
= [x2d+1, y2d+1, z2d+1 | xy, yz, zx]+ (x2d+1, y2d+1, z2d+1 | xy, yz, zx)
= (x2d+2y)(y2d+2z)(z2d+2x)+ (x2d+2z)(y2d+2x)(z2d+2y)+ 
= Ad + ,
where  is the reducible expression 4(x2d+1yz)(y2d+1zx)(z2d+1xy)
(c) [[2d + 1, 1] | [1, 0]]
= +[x2d+1y, y2d+1z, z2d+1x | x, y, z]
+[x2d+1z, y2d+1x, z2d+1y | x, y, z]
+(x2d+1y, y2d+1z, z2d+1x | x, y, z)
+(x2d+1z, y2d+1x, z2d+1y | x, y, z)
= 2(x2d+1y2)(y2d+1z2)(z2d+1x2)+ 2(x2d+1z2)(y2d+1x2)(z2d+1y2)
+ 2(x2d+2y)(y2d+2z)(z2d+2x)+ 2(x2d+2z)(y2d+2x)(z2d+2y)+ 
= Ad + Ad−1 + .
where  = 4(x2d+1yz)(y2d+1zx)(z2d+1xy) is reducible.
We get
[[2d + 1, 0] | [2, 0]] + 2[[2d + 1, 0] | [1, 1]] − [[2d + 1, 1] | [1, 0]]
= Ad+1 + Ad−1 + 2Ad − Ad − Ad−1 + 
= Ad+1 + Ad + .
Proposition 53. We have (d > 0),
[[d + 1, d] | [2, 0]] = A1 + A0 +  (14.2)
where delta is reducible.
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The expression [[d + 1, d] | [2, 0]] is equal to
+[xd+1yd, yd+1zd, zd+1xd | x2, y2, z2]
+ (xd+1yd, yd+1zd, zd+1xd | x2, y2, z2)
+[xd+1zd, yd+1xd, zd+1yd | x2, y2, z2]
+ (xd+1zd, yd+1xd, zd+1yd | x2, y2, z2)
and this equals
+ 2(xd+3yd)(yd+3zd)(zd+3xd)
+ 2(xd+1yd+2)(yd+1zd+2)(zd+1xd+2)
+ 2(xd+3zd)(yd+3xd)(zd+3yd)
+ 2(xd+1zd+2)(yd+1xd+2)(zd+1yd+2)+ 11
= A1 + A0 + 11,
where 11 is the reducible expression
+ 2(xd+1ydz2)(yd+1zdx2)(zd+1xdy2)
+ 2(xd+1zdy2)(yd+1xdz2)(zd+1ydx2).
Proposition 54. We have (d > 0),
[[d + 1, d] | [1, 1]] = A0 + 12 (14.3)
where delta is reducible.
The expression [[d + 1, d] | [1, 1]] equals
+[xd+1yd, yd+1zd, zd+1xd | xy, yz, zx]
+ (xd+1yd, yd+1zd, zd+1xd | xy, yz, zx)
+[xd+1zd, yd+1xd, zd+1yd | xy, yz, zx]
+ (xd+1zd, yd+1xd, zd+1yd | xy, yz, zx)
and this equals
2(xd+2yd+1)(yd+2zd+1)(zd+2xd+1)
+ 2(xd+2zd+1)(yd+2xd+1)(zd+2yd+1)+ 12,
where 12 is the reducible expression
+ 2(xd+1ydyz)(yd+1zdzx)(zd+1xdxy)
+ 2(xd+1ydzx)(yd+1zdxy)(zd+1xdyz)
+ 2(xd+1zdxy)(yd+1xdyz)(zd+1ydzx)
+ 2(xd+1zdyz)(yd+1xdzx)(zd+1ydxy).
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Proposition 55. We have (d > 0),
[[d + 2, d] | [1, 0]] = A1 + A0 + 21 (14.4)
where delta is reducible.
The expression [[d + 2, d] | [1, 0]] is equal to
+[xd+2yd, yd+2zd, zd+2xd | x, y, z] + (xd+2yd, yd+2zd, zd+2xd | x, y, z)
+[xd+2zd, yd+2xd, zd+2yd | x, y, z] + (xd+2zd, yd+2xd, zd+2yd | x, y, z)
which equals
+ 2(xd+3yd)(yd+3zd)(zd+3xd)+ 2(xd+2yd+1)(yd+2zd+1)(zd+2xd+1)
+ 2(xd+3zd)(yd+3xd)(zd+3yd)
+ 2(xd+2zd+1)(yd+2xd+1)(zd+2yd+1)+ 21
= A1 + A0 + 21,
where 21 is the reducible expression
+ 2(xd+2ydz)(yd+2zdx)(zd+2xdy)+ 2(xd+2zdy)(yd+2xdz)(zd+2ydx).
Proposition 56. We have
[[d + 1, d + 1] | [1, 0]] = A0 + 22, (14.5)
where delta is reducible.
The expression [[d + 1, d + 1] | [1, 0]] equals
+[xd+1yd+1, yd+1zd+1, zd+1xd+1 | x, y, z]
+(xd+1yd+1, yd+1zd+1, zd+1xd+1 | x, y, z)
= + 2(xd+2yd+1)(yd+2zd+1)(zd+2xd+1)
+ 2(xd+1yd+2)(yd+1zd+2)(zd+1xd+2)+ 22
= A0 + 22,
where 22 is the reducible expression
+ 2(xd+1yd+1z)(yd+1zd+1x)(zd+1xd+1y).
We can now combine the previous expressions to conclude
Corollary 57. We have (d > 0)
[[d + 1, d] | [2, 0]] + 2[[d + 1, d] | [1, 1]]
= A1 + A0 + 2A0 = A1 + 3A0. (14.6)
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Corollary 58. We have (d > 0)
[[d + 1, d] | [2, 0]] + 2[[d + 1, d] | [1, 1]] − [[d + 2, d] | [1, 0]]
= 2A0 + . (14.7)
Corollary 59. We have (d > 0)
[[d + 1, d] | [2, 0]] + 2[[d + 1, d] | [1, 1]] − [[d + 1, d + 1] | [1, 0]]
= A1 + 3A0 − A0 +  = A1 + 2A0 + . (14.8)
Proposition 60. We have (d > 0).
[[d + 1 + j, d − j ] | [2, 0]] = Aj+1 + Aj−1 + 11. (14.9)
The expression [[d + 1 + j, d − j ] | [2, 0]] is equal to
+[xd+1+j yd−j , yd+1+j zd−j , zd+1+j xd−j | x2, y2, z2]
+(xd+1+j yd−j , yd+1+j zd−j , zd+1+j xd−j | x2, y2, z2)
+[xd+1+j zd−j , yd+1+j xd−j , zd+1+j yd−j | x2, y2, z2]
+(xd+1+j zd−j , yd+1+j xd−j , zd+1+j yd−j | x2, y2, z2)
and this equals
+2(xd+3+j yd−j )(yd+3+j zd−j )(zd+3+j xd−j )
+2(xd+3+j zd−j )(yd+3+j xd−j )(zd+3+j yd−j )
+2(xd+1+j yd+2−j )(yd+1+j zd+2−j )(zd+1+j xd+2−j )
+2(xd+1+j zd+2−j )(yd+1+j xd+2−j )(zd+1+j yd+2−j )+ 11,
where 11 is the reducible expression (j < d)
+2(xd+1+j yd−j z2)(yd+1+j zd−j x2)(zd+1+j xd−j y2)
+2(xd+1+j zd−j y2)(yd+1+j xd−j z2)(zd+1+j yd−j x2).
Proposition 61. We have (d > 0)
[[d + 1 + j, d − j ] | [1, 1]] = Aj + 12. (14.10)
The expression [[d + 1 + j, d − j ] | [1, 1]] is equal to
+[xd+1+j yd−j , yd+1+j zd−j , zd+1+j xd−j | xy, yz, zx]
+(xd+1+j yd−j , yd+1+j zd−j , zd+1+j xd−j | xy, yz, zx)
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+[xd+1+j zd−j , yd+1+j xd−j , zd+1+j yd−j | xy, yz, zx]
+(xd+1+j zd−j , yd+1+j xd−j , zd+1+j yd−j | xy, yz, zx)
and this equals
+ 2(xd+2+j yd+1−j )(yd+2+j zd+1−j )(zd+2+j xd+1−j )
+ 2(xd+2+j zd+1−j )(yd+2+j xd+1−j )(zd+2+j yd+1−j )+ 12,
where 12 is the reducible expression
+ 2(xd+1+j yd−j yz)(yd+1+j zd−j zx)(zd+1+j xd−j xy)
+ 2(xd+1+j yd−j zx)(yd+1+j zd−j xy)(zd+1+j xd−j yz)
+ 2(xd+1+j zd−j xy)(yd+1+j xd−j yz)(zd+1+j yd−j zx)
+ 2(xd+1+j zd−j yz)(yd+1+j xd−j zx)(zd+1+j yd−j xy).
Proposition 62. We have the identity
[[d + j + 1, d − j + 1] | [1, 0]] = Aj + Aj−1 + 21. (14.11)
The expression [[d + j + 1, d − j + 1] | [1, 0]] equals
+[xd+j+1yd−j+1, yd+j+1zd−j+1, zd+j+1xd−j+1 | x, y, z]
+(xd+j+1yd−j+1, yd+j+1zd−j+1, zd+j+1xd−j+1 | x, y, z)
+[xd+j+1zd−j+1, yd+j+1xd−j+1, zd+j+1yd−j+1 | x, y, z]
+(xd+j+1zd−j+1, yd+j+1xd−j+1, zd+j+1yd−j+1 | x, y, z).
This equals
+ 2(xd+j+2yd−j+1)(yd+j+2zd−j+1)(zd+j+2xd−j+1)
+ 2(xd+j+2zd−j+1)(yd+j+2xd−j+2)(zd+j+2yd−j+1)
+ 2(xd+j+1yd−j+2)(yd+j+1zd−j+2)(zd+j+1xd−j+2)
+ 2(xd+j+1zd−j+2)(yd+j+1xd−j+2)(zd+j+1yd−j+2)+ 21,
where 21 is the reducible expression
+ 2(xd+j+1yd−j+1z)(yd+j+1zd−j+1x)(zd+j+1xd−j+1y)
+ 2(xd+j+1zd−j+1y)(yd+j+1xd−j+1z)(zd+j+1yd−j+1x).
Proposition 63. We have the identity (d > 0)
[[d + 2 + j, d − j ] | [1, 0]] = Aj+1 + Aj + 22. (14.12)
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The expression [[d + 2 + j, d − j ] | [1, 0]] is equal to
+[xd+2+j yd−j , yd+2+j zd−j , zd+2+j xd−j | x, y, z]
+(xd+2+j yd−j , yd+2+j zd−j , zd+2+j xd−j | x, y, z)
+[xd+2+j zd−j , yd+2+j xd−j , zd+2+j yd−j | x, y, z]
+(xd+2+j zd−j , yd+2+j xd−j , zd+2+j yd−j | x, y, z)
which equals
+2(xd+3+j yd−j )(yd+3+j zd−j )(zd+3+j xd−j )
+2(xd+3+j zd−j )(yd+3+j xd−j )(zd+3+j yd−j )
+2(xd+2+j yd−j+1)(yd+2+j zd+1−j )(zd+2+j xd+1−j )
+2(xd+2+j zd−j+1)(yd+2+j xd+1−j )(zd+2+j yd+1−j )+ 22,
where 22 is the reducible expression (j < d)
+2(xd+2+j yd−j z)(yd+2+j zd−j x)(zd+2+j xd−j y)
+2(xd+2+j zd−j z)(yd+2+j xd−j x)(zd+2+j yd−j y).
The importance of these identities lies in the following corollaries.
Corollary 64. We have (d > 0) that
[[d + 1 + j, d − j ] | [2, 0]] + 2[[d + 1 + j, d − j ] | [1, 1]]
= Aj+1 + 2Aj + Aj−1 +  (j < d), (14.13)
where delta is reducible.
Corollary 65. We have (j < d, d > 0) that
[[d + 1 + j, d − j ] | [2, 0]] + 2[[d + 1 + j, d − j ] | [1, 1]]
− [[d + 2 + j, d − j ] | [1, 0]]
= Aj + Aj−1 +  (14.14)
where delta is reducible.
Corollary 66. We have the identity (j < d, d > 0)
[[d + 1 + j, d − j ] | [2, 0]] + 2[[d + 1 + j, d − j ] | [1, 1]]
−[[d + 1 + j, d − j + 1] | [1, 0]]
= Aj+1 + Aj +  (14.15)
where delta is reducible.
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15. The symmetric function (x2d+3)(y2d+3)(z2d+3)
Synopsis: We gather the transition identities used to go from j to j + 1 into a single
formula which telescopes toA0 + Ad+1. This leads to the odd degree theorem solving
Cayley’s problem in odd degree.
Consider the sum I given by
d∑
j=0
(−1)j [[d + 1 + j, d − j ] | [2, 0]] + 2[[d + 1 + j, d − j ] | [1, 1]]
− [[d + 1 + j, d + 1 − j ] | [1, 0]]. (15.1)
We have from identities (14.8), (14.1), and (14.15)
I = 2A0 + A1 + (−1)d [Ad + Ad+1] +
d−1∑
j=1
(−1)j [Aj + Aj+1] + 
= 2A0 + (−1)dAd+1 + . (15.2)
Since we also have from (14.5)
A0 +  = [[d + 1, d + 1] | [1, 0]] (15.3)
and since Ad+1 = 2(x2d+3)(y2d+3)(z2d+3) we can write
I − 2[[d + 1, d + 1] | [1, 0]] +  = 2(−1)d(x2d+3)(y2d+3)(z2d+3) (15.4)
It is also true that I − 2[[d + 1, d + 1] | [1, 0]] evaluates to zero on the vectors (1.3)
since it is a sum of type (A) and type (B) identities. The actual expansion is hidden
in the ’s.
We finally obtain in odd degree the expansion for (x2d+3)(y2d+3)(z2d+3). The
expansion in (15.5) is again hidden in the deltas as all determinants are zero for (1.3),
being a sum of type (A) and type (B) identities.
Theorem 67. We have the odd degree identity
2(x2d+3)(y2d+3)(z2d+3)
= − 2(−1)d [[d + 1, d + 1] | [1, 0]] + 
+
d∑
j=0
(−1)d−j [[d + 1 + j, d − j ] | [2, 0]]
+ 2[[d + 1 + j, d − j ] | [1, 1]]
− [[d + 1 + j, d + 1 − j ] | [1, 0]], (15.5)
where delta is reducible.
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16. Monomial symmetric functions of even degree
Synopsis: We introduce the induction monomials Bj for even degree
+ 2(xd+2+j yd+2−j )(yd+2+j zd+2−j )(zd+2+j xd+2−j )
+ 2(xd+2+j zd+2−j )(yd+2+j xd+2−j )(zd+2+j yd+2−j ).
To make the transition from j to j + 1 we add an instance of Cayley’s identity which
simplifies toBj + Bj+1 + where delta is reducible. So we can again solve forBj in
terms of Bj+1 plus reducible elements. An alternating sum of such identities forms a
telescopic sum which simplifies to B0 ± Bd+2 +  where delta is reducible. We also
show by recursion that B0 is itself reducible so we can now express Bd+2 in terms of
B0 + . Since Bd+2 is our target monomial (x2d+2)(y2d+2)(z2d+2), we have found
the expansion in even degree.
Notation for Even Degree Identities
[[a, b] | [2, 0]] =+[xayb, yazb, zaxb | x2, y2, z2]
+(xayb, yazb, zaxb | x2, y2, z2)
+[xazb, yaxb, zayb | x2, y2, z2]
+(xazb, yaxb, zayb | x2, y2, z2),
[[a, b] | [1, 1]] =+[xayb, yazb, zaxb | x2, y2, z2]
+(xayb, yazb, zaxb | xy, yz, zx)
+[xazb, yaxb, zayb | xy, yz, zx]
+(xazb, yaxb, zayb | xy, yz, zx),
[[a, b] | [1, 0]] =+[xayb, yazb, zaxb | x, y, z] + (xayb, yazb, zaxb | x, y, z)
+[xazb, yaxb, zayb | x, y, z] + (xazb, yaxb, zayb | x, y, z),
[[a, a] | [2, 0]] = [xaya, yaza, zaxa | x2, y2, z2]
+(xaya, yaza, zaxa | x2, y2, z2),
[[a, a] | [1, 1]] = [xaya, yaza, zaxa | xy, yz, zx]
+(xaya, yaza, zaxa | xy, yz, zx),
[[a, a] | [1, 0]] = [xaya, yaza, zaxa | x, y, z] + (xaya, yaza, zaxa | x, y, z),
〈a, b〉 = (xayb)(yazb)(zaxb)+ (xazb)(yaxb)(zayb),
〈a, a〉 = (xaya)(yaza)(zaxa),
〈a, 0〉 = (xa)(ya)(za),
Ij = [[d + 1 + j, d + 1 − j ] | [2, 0]] + 2[[d + 1 + j, d + 1 − j ] | [1, 1]]
−[[d + 1 + j, d + 2 − j ] | [1, 0]],
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I0 = [[d + 1, d + 1] | [2, 0]],+2[[d + 1, d + 1] | [1, 1]]
−[[d + 1, d + 2] | [1, 0]].
Throughout the next series of propositions let
Bj = 2〈d + 2 + j, d + 2 − j〉.
Proposition 68. For 1  j  d we have
[[d + 1 + j, d + 1 − j ] | [2, 0]] = Bj+1 + Bj−1 + , (16.1)
where delta is reducible.
Proof. [[d + 1 + j, d + 1 − j ] | [2, 0]] is equal to
+[xd+1+j yd+1−j , yd+1+j zd+1−j , zd+1+j xd+1−j | x2, y2, z2]
+ [xd+1+j zd+1−j , yd+1+j xd+1−j , zd+1+j yd−j | x2, y2, z2]
+ (xd+1+j yd+1−j , yd+1+j zd+1−j , zd+1+j xd+1−j | x2, y2, z2)
+ (xd+1+j zd+1−j , yd+1+j xd+1−j , zd+1+j yd−j | x2, y2, z2).
And this is equal to
+ 2(xd+3+j yd+1−j )(yd+3+j zd+1−j )(zd+3+j xd+1−j )
+ 2(xd+3+j zd+1−j )(yd+3+j xd+1−j )(zd+3+j yd+1−j )
+ 2(xd+1+j yd+3−j )(yd+1+j zd+3−j )(zd+1+j xd+3−j )
+ 2(xd+1+j zd+3−j )(yd+1+j xd+3−j )(zd+1+j yd+3−j )+ 
= Bj+1 + Bj−1 + ,
where  is the reducible expression
+ 2(xd+1+j yd+1−j z2)(yd+1+j zd+1−j x2)(zd+1+j xd+1−j y2)
+ 2(xd+1+j zd+1−j y2)(yd+1+j xd+1−j z2)(zd+1+j yd+1−j x2). 
Proposition 69
[[d + 1 + j, d + 1 − j ] | [1, 1]] = Bj +  (1  j  d), (16.2)
where delta is reducible.
The expression [[d + 1 + j, d + 1 − j ] | [1, 1]] is equal to
+[xd+1+j yd+1−j , yd+1+j zd+1−j , zd+1+j xd+1−j | xy, yz, zx]
+ (xd+1+j yd+1−j , yd+1+j zd+1−j , zd+1+j xd+1−j | xy, yz, zx)
+[xd+1+j zd+1−j , yd+1+j xd+1−j , zd+1+j yd+1−j | xy, yz, zx]
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+ (xd+1+j zd+1−j , yd+1+j xd+1−j , zd+1+j yd+1−j | xy, yz, zx)
= + 2(xd+2+j yd+2−j )(yd+2+j zd+2−j )(zd+2+j xd+2−j )
+ 2(xd+2+j zd+2−j )(yd+2+j xd+2−j )(zd+2+j yd+2−j )+ 
= Bj + ,
where  is the reducible expression
+ 2(xd+1+j yd+1−j yz)(yd+1+j zd+1−j zx)(zd+1+j xd+1−j xy)
+ 2(xd+1+j yd+1−j zx)(yd+1+j zd+1−j xy)(zd+1+j xd+1−j yz)
+ 2(xd+1+j zd+1−j yz)(yd+1+j xd+1−j zx)(zd+1+j yd+1−j xy)
+ 2(xd+1+j zd+1−j xy)(yd+1+j xd+1−j yz)(zd+1+j yd+1−j zx).
Proposition 70. We have the identity (1  j  d)
[[d + 1 + j, d + 2 − j ] | [1, 0]] = Bj−1 + Bj + , (16.3)
where delta is reducible.
The expression [[d + 1 + j, d + 2 − j ] | [1, 0]] is equal to
+[xd+1+j yd+2−j , yd+1+j zd+2−j , zd+1+j xd+2−j | x, y, z]
+(xd+1+j yd+2−j , yd+1+j zd+2−j , zd+1+j xd+2−j | x, y, z)
+[xd+1+j zd+2−j , yd+1+j xd+2−j , zd+1+j yd+2−j | x, y, z]
+(xd+1+j zd+2−j , yd+1+j xd+2−j , zd+1+j yd+2−j | x, y, z).
This in turn equals
+ 2(xd+2+j yd+2−j )(yd+2+j zd+2−j )(zd+2+j xd+2−j )
+ 2(xd+2+j zd+2−j )(yd+2+j xd+2−j )(zd+2+j yd+2−j )
+ 2(xd+1+j yd+3−j )(yd+1+j zd+3−j )(zd+1+j xd+3−j )
+ 2(xd+1+j zd+3−j )(yd+1+j xd+3−j )(zd+1+j yd+3−j )+ 
= Bj−1 + Bj + .
Here  is the reducible expression
+ 2(xd+1+j yd+2−j z)(yd+1+j zd+2−j x)(zd+1+j xd+2−j y)
+ 2(xd+1+j zd+2−j y)(yd+1+j xd+2−j z)(zd+1+j yd+2−j x).
Corollary 71
Ij = Bj + Bj+1 +  (1  j  d), (16.4)
where delta is reducible.
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From the previous propositions we have
Ij = [[d + 1 + j, d + 1 − j ] | [2, 0]] + 2[[d + 1 + j, d + 1 − j ] | [1, 1]]
− [[d + 1 + j, d + 2 − j ] | [1, 0]]
= (Bj+1 + Bj−1)+ 2Bj − (Bj−1 + Bj )+ 
=Bj + Bj+1 + .
Proposition 72
[[d + 1, d + 1] | [2, 0]] = B1 + , (16.5)
where delta is reducible.
Proof. [[d + 1, d + 1] | [2, 0]] is equal to
+[xd+1yd+1, yd+1zd+1, zd+1xd+1 | x2, y2, z2]
+(xd+1yd+1−j , yd+1zd+1, zd+1xd+1 | x2, y2, z2)
= + 2(xd+3yd+1)(yd+3zd+1)(zd+3xd+1)
+ 2(xd+1yd+3)(yd+1zd+3)(zd+1xd+3)+ 
= B1 + .
Here  is the reducible expression
+ 2(xd+1yd+1z2)(yd+1zd+1x2)(zd+1xd+1y2). 
Proposition 73
[[d + 1, d + 1] | [1, 1]] = B0 + , (16.6)
where delta is reducible.
The expression [[d + 1, d + 1] | [1, 1]] equals
+[xd+1yd+1, yd+1zd+1, zd+1xd+1 | xy, yz, zx]
+(xd+1yd+1, yd+1zd+1, zd+1xd+1 | xy, yz, zx)
= + 2(xd+1yd+1xy)(yd+1zd+1yz)(zd+1xd+1zx)
+ 2(xd+1yd+1yz)(xd+1yd+1zx)(xd+1yd+1xy)
+ 2(xd+1yd+1zx)(xd+1yd+1xy)(xd+1yd+1yz).
This equals
+ 2(xd+2yd+2)(yd+2zd+2)(zd+2xd+2)+ 
= B0 + .
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Here  is the reducible expression
+ 2(xd+1yd+1yz)(yd+1zd+1zx)(zd+1xd+1xy)
+ 2(xd+1yd+1zx)(yd+1zd+1xy)(zd+1xd+1yz).
Proposition 74
[[d + 1, d + 2] | [1, 0]] = 2B0 + B1 + , (16.7)
where delta is reducible.
The expression [[d + 1, d + 2] | [1, 0]] equals
+[xd+1yd+2, yd+1zd+2, zd+1xd+2 | x, y, z]
+(xd+1yd+2, yd+1zd+2, zd+1xd+2 | x, y, z)
+[xd+1zd+2, yd+1xd+2, zd+1yd+2 | x, y, z]
+(xd+1zd+2, yd+1xd+2, zd+1yd+2 | x, y, z).
This expands to
+2(xd+2yd+2)(yd+2zd+2)(zd+2xd+2)
+ 2(xd+2zd+2)(yd+2xd+2)(zd+2yd+2)
+ 2(xd+1yd+3)(yd+1zd+3)(zd+1xd+3)
+ 2(xd+1zd+3)(yd+1xd+3)(zd+1yd+3)+ 
= 2B0 + B1 + .
Here  is the reducible expression
+2(xd+1yd+2z)(yd+1zd+2x)(zd+1xd+2y)
+2(xd+1zd+2y)(yd+1xd+2z)(zd+1yd+2x).
Corollary 75
I0 = 0 + , (16.8)
where delta is reducible.
From the previous propositions
I0 = [[d + 1, d + 1] | [2, 0]] + 2[[d + 1, d + 1] | [1, 1]]
−[[d + 1, d + 2] | [1, 0]]
=B1 + 2B0 − (2B0 + B1)+  = 0 + .
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Proposition 76
[[d, d + 2] | [2, 0]] = 2B0 + B2 + , (16.9)
where delta is reducible (d > 0).
The expression [[d, d + 2] | [2, 0]] equals
+[xdyd+2, ydzd+2, zdxd+2 | x2, y2, z2]
+(xdyd+2, ydzd+2, zdxd+2 | x2, y2, z2)
+[xdzd+2, ydxd+2, zdyd+2 | x2, y2, z2]
+(xdzd+2, ydxd+2, zdyd+2 | x2, y2, z2)
and this equals
+ 2(xd+2yd+2)(yd+2zd+2)(zd+2xd+2)
+ 2(xdyd+4)(ydzd+4)(zdxd+4)
+ 2(xd+2zd+2)(yd+2xd+2)(zd+2yd+2)
+ 2(xdzd+4)(ydxd+4)(zdyd+4)+ 
= 2B0 + B2 + .
Here  is the reducible expression (d > 0)
+ 2(xdyd+2z2)(ydzd+2x2)(zdxd+2y2)
+ 2(xdzd+2y2)(ydxd+2z2)(zdyd+2x2).
Proposition 77
2[[d, d + 2] | [1, 1]] = 2B1 + , (16.10)
where delta is reducible.
The expression 2[[d, d + 2] | [1, 1]] equals
+ 2[xdyd+2, ydzd+2, zdxd+2 | xy, yz, zx]
+ 2(xdyd+2, ydzd+2, zdxd+2 | xy, yz, zx)
+ 2[xdzd+2, ydxd+2, zdyd+2 | xy, yz, zx]
+ 2(xdzd+2, ydxd+2, zdyd+2 | xy, yz, zx)
and this equals
+ 4(xdyd+2xy)(ydzd+2yz)(zdxd+2zx)
+ 4(xdzd+2xy)(ydxd+2yz)(zdyd+2zx)
+ 4(xdyd+2yz)(xdyd+2zx)(xdyd+2xy)
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+ 4(xdzd+2yz)(ydxd+2zx)(zdyd+2xy)
+ 4(xdyd+2zx)(xdyd+2xy)(xdyd+2yz)
+ 4(xdzd+2zx)(ydxd+2xy)(zdyd+2yz)
which simplifies to
+ 4(xd+1yd+3)(yd+1zd+3)(zd+1xd+3)
+ 4(xd+1zd+3)(yd+1xd+3)(zd+1yd+3)+ 
= 2B1 + .
Here  is the reducible expression (d > 0)
+ 4(xdyd+2yz)(ydzd+2zx)(zdxd+2xy)
+ 4(xdyd+2zx)(ydzd+2xy)(zdxd+2yz)
+ 4(xdzd+2yz)(ydxd+2zx)(zdyd+2xy)
+ 4(xdzd+2xy)(ydxd+2yz)(zdyd+2zx).
Proposition 78
[[d, d + 3] | [1, 0]] = B1 + B2 +  (16.11)
where delta is reducible (d > 0).
Proof. [[d, d + 3] | [1, 0]] is equal to
+[xdyd+3, ydzd+3, zdxd+3 | x, y, z] + (xdyd+3, ydzd+3, zdxd+3 | x, y, z)
+[xdzd+3, ydxd+3, zdyd+3 | x, y, z] + (xdzd+3, ydxd+3, zdyd+3 | x, y, z)
and this is equal to
+ 2(xd+1yd+3)(yd+1zd+3)(zd+1xd+3)
+ 2(xdyd+4)(ydzd+4)(zdxd+4)
+ 2(xd+1zd+3)(yd+1xd+3)(zd+1yd+3)
+ 2(xdzd+4)(ydxd+4)(zdyd+4)+ 
= B1 + B2 + ,
where  is the reducible expression (d > 0)
+ 2(xdyd+3z)(ydzd+3x)(zdxd+3y)
+ 2(xdzd+3y)(ydxd+3z)(zdyd+3x). 
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Corollary 79
I−1 = 2B0 + B1 + , (16.12)
where delta is reducible.
From the previous propositions (d > 0)
I−1 = [[d, d + 2] | [2, 0]] + 2[[d, d + 2] | [1, 1]] − [[d, d + 3] | [1, 0]],
I−1 = (2B0 + B2)+ (2B1)− (B1 + B2)+  = 2B0 + B1 + .
Proposition 80
[[2d + 2, 0] | [2, 0]] = Bd+2 + Bd. (16.13)
Proof. [[2d + 2, 0] | [2, 0]] is equal to
[x2d+2, y2d+2, z2d+2 | x2, y2, z2] + (x2d+2, y2d+2, z2d+2 | x2, y2, z2)
and this equals
+ 2(x2d+4)(y2d+4)(z2d+4)+ 2(x2d+2y2)(y2d+2z2)(z2d+2x2)
+ 2(x2d+2z2)(y2d+2x2)(z2d+2y2)
= 2〈2d + 4, 0〉 + 2〈2d + 2, 2〉
= Bd+2 + Bd. 
Proposition 81
2[[2d + 2, 0] | [1, 1]] = 2Bd+1 + , (16.14)
where delta is reducible.
The expression 2[[2d + 2, 0] | [1, 1]] is equal to
+ 2[x2d+2, y2d+2, z2d+2 | xy, yz, zx] + 2(x2d+2, y2d+2, z2d+2 | xy, yz, zx)
= + 4(x2d+3y)(y2d+3z)(z2d+3x)+ 4(x2d+3z)(y2d+3x)(z2d+3y)+ 
= 4〈2d + 3, 1〉 +  = 2Bd+1 + ,
where  is the reducible expression
+ 2(x2d+2yz)(y2d+2zx)(z2d+2xy).
Proposition 82
[[2d + 2, 1] | [1, 0]] = Bd+1 + Bd +  (16.15)
where delta is reducible.
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Proof. [[2d + 2, 1] | [1, 0]] is equal to
+[x2d+2y, y2d+2z, z2d+2x | x, y, z] + (x2d+2y, y2d+2z, z2d+2x | x, y, z)
+[x2d+2z, y2d+2x, z2d+2y | x, y, z] + (x2d+2z, y2d+2x, z2d+2y | x, y, z)
and this equals
+ 2(x2d+3y)(y2d+3z)(z2d+3x)+ 2(x2d+2y2)(y2d+2z2)(z2d+2x2)
+ 2(x2d+3z)(y2d+3x)(z2d+3y)+ 2(x2d+2z2)(y2d+2x2)(z2d+2y2)+ 
= Bd+1 + Bd + .
Here  is the reducible expression
+ 2(x2d+2yz)(y2d+2zx)(z2d+2xy)+ 2(x2d+2zy)(y2d+2xz)(z2d+2yx). 
Corollary 83
Id+1 = Bd+2 + Bd+1 + , (16.16)
where delta is reducible.
From the previous propositions
Id+1 = [[2d + 2, 0] | [2, 0]] + 2[[2d + 2, 0] | [1, 1]] − [[2d + 2, 1] | [1, 0]]
= (Bd+2 + Bd)+ (2Bd+1)− (Bd+1 + Bd)+ 
= Bd+2 + Bd+1 + .
Proposition 84. The monomial elementB0 = (xd+2yd+2)(yd+2zd+2)(zd+2xd+2) of
even degree is reducible. It can be expressed as a sum of circle products of lower degree
monomials.
Proof. Consider the product
(xd+1yd+1)(yd+1zd+1)(zd+1xd+1) ◦ (xy)(yz)(zx)
= +(xd+1yd+1xy)(yd+1zd+1yz)(zd+1xd+1zx)
+(xd+1yd+1xy)(xd+1yd+1zx)(xd+1yd+1yz)
+(xd+1yd+1yz)(xd+1yd+1zx)(xd+1yd+1xy)
+(xd+1yd+1yz)(xd+1yd+1xy)(xd+1yd+1zx)
+(xd+1yd+1zx)(xd+1yd+1xy)(xd+1yd+1yz)
+(xd+1yd+1zx)(xd+1yd+1yz)(xd+1yd+1xy).
222 G.-C. Rota, J.A. Stein / Linear Algebra and its Applications 411 (2005) 167–253
This equals
(xd+2yd+2)(yd+2zd+2)(zd+2xd+2)+  = B0 + .
Here  is the reducible expression
+(xd+1yd+1xy)(xd+1yd+1zx)(xd+1yd+1yz)
+(xd+1yd+1yz)(xd+1yd+1zx)(xd+1yd+1xy)
+(xd+1yd+1yz)(xd+1yd+1xy)(xd+1yd+1zx)
+(xd+1yd+1zx)(xd+1yd+1xy)(xd+1yd+1yz)
+(xd+1yd+1zx)(xd+1yd+1yz)(xd+1yd+1xy).
Since the product
(xd+1yd+1)(yd+1zd+1)(zd+1xd+1) ◦ (xy)(yz)(zx)
is also reducible it follows that B0 is reducible. 
17. The symmetric function (x2d+4)(y2d+4)(z2d+4)
Synopsis: An alternating sum of instances of Cayley’s identity is defined which
telescopes to B0 + Bd+2 +  where delta is reducible as is B0. We thus have our
theorem in even degrees and therefore in all degrees. As a consequence we can
construct the resultant of a system consisting of a linear equation, a cubic equation
and an equation of arbitrary degree all homogeneous in three variables. In even degree
we have defined I as an alternating sum of instances of Cayley’s identity. We now
show that I reduces to B0 ± Bd+2. Since B0 was shown to be reducible we have
obtained the expansion of Bd+2 completing the solution of this aspect of Cayley’s
general problem stated in 1857 in both even and odd degree. So the problem is solved
in large part due to Cayley’s Identity.
Let
I = I−1 − I1 + I2 − I3 + · · · + (−1)d+1Id+1. (17.1)
We have (16.11) I−1 = (2B0 + B1) and (16.3) I1 = (B1 + B2) and (16.4) Ij =
(Bj + Bj+1) and (16.16) Id+1 = (Bd+1 + Bd+2) so we have
I = (2B0 + B1)− (B1 + B2)+ (B2 + B3)
+ · · · + (−1)d(Bd + Bd+1)+ (−1)d+1(Bd+1 + Bd+2)+ 
= 2B0 + (−1)d+1Bd+2 + 
= 4(xd+2yd+2)(yd+2zd+2)(zd+2xd+2)
+ 2(−1)d+1(x2d+4)(y2d+4)(z2d+4)+ . (17.2)
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We finally obtain, in the case of even degree
Theorem 85. We have the expansion in even degree
2(−1)d+1(x2d+4)(y2d+4)(z2d+4)
= −4(xd+2yd+2)(yd+2zd+2)(zd+2xd+2)
++ I−1 − I1 + I2 − I3 + · · · + (−1)d+1Id+1 (17.3)
and in each case delta is reducible.
Note all terms on the right side are reducible.
Note I is zero being a sum of type (A) and type (B) identities.
The actual expansion is hidden in the terms
−4(xd+2yd+2)(yd+2zd+2)(zd+2xd+2)+ .
Corollary 86. All the homogeneous monomial symmetric functions of shape (d3)
for all d > 0 of the common solutions (1.3) of the linear/cubic system (1.2) can be
expressed as polynomials of degree d in the fundamental symmetric functions (1.4)
by polarizing the expression for (x2d+4)(y2d+4)(z2d+4).
Corollary 87. The Resultant Res(L,C,) where  is a ternary form of arbitrary
degree and the ternary forms C and L are of degrees 3 and 1 respectively, can be
written as a polynomial in the fundamental symmetric functions (1.4).
This follows from the Lagrange form of the resultant which can be taken as
Res(L,C,) = (f1)(f2)(f3),
where f1f2f3 are the vectors (1.3).
Expanding the right hand side gives
(f1)(f2)(f3) =
∑
π
Eπ()Mπ(f1, f2, f3).
Here Eπ() denotes a product of coefficients of  and Mπ(f1, f2, f3) denotes the
corresponding monomial function of the common solutions (1.3) of the system (1.2).
We can now express these monomial functions in terms of coefficients.
Appendix A. Vector symmetric functions
Synopsis: We begin in this appendix a general introduction to the subject of vector
symmetric functions. We begin with a precise definition of vector symmetric functions
and the examples of elementary and power-sum functions.
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We include here an appendix containing material from [8–11] to make the present
treatment self contained.
First the idea of a homogeneous monomial symmetric function. This is a poly-
nomial expression in the coordinates of several vectors say F(X1, X2, . . . , Xn) with
the property that each term is homogeneous of the same degree in the coordinates of
each vector, and it is unchanged upon permutation of the vectors.
Often in the theory we consider systems of infinitely many vectors, but in this
article we shall be concerned with a modest set of three special ternary vectors. They
are special in that they have some shared properties. They each solve a linear/cubic
system of homogeneous equations.
The monomial symmetric functions F of three vectors satisfy all relations
F(X1, X2, X3) = F(X2, X3, X1) = · · · = F(X3, X2, X1). (A.1)
The subject of monomial vector symmetric functions is treated in great detail and
from an elementary point of view in Cullis [18] whose discussion contains has many
interesting facts that cannot be found elsewhere.
We will alternately refer to the monomial vector symmetric functions as monomial
elements or monomial functions. And we will do the same for the other classes of
vector symmetric functions considered here.
We will suppose the vectors are ternary vectors represented as
Xi = (Xi1, Xi2,, Xi3) = (xi, yi, zi) · · · (1  i  n). (A.2)
Example. The power-sum vector symmetric functions satisfy
σpqr(X1, X2, . . . , Xn) =
∑
i
x
p
i y
q
i z
r
i . (A.3)
Example
σ211(X1, X2, X3, X4) = x21y1z1 + x22y2z2 + x23y3z3 + x24y4z4. (A.4)
Example. The elementary vector symmetric functions are an important class of vector
symmetric functions. They satisfy
wpqr(X1, X2, . . . , Xn)
=
∑
θ=(i1···ipj1···jqk1···krm1···ms)
(xi1 · · · xip )(yj1 · · · yjq )(zk1 · · · zkr ) (A.5)
sum over all permutations (i1 · · · ipj1 · · · jqk1 · · · krm1 · · ·ms) of 1 · · · n that are in-
creasing in the first p positions, increasing in the next q positions, increasing in the
next r positions, and increasing in the last s positions.
G.-C. Rota, J.A. Stein / Linear Algebra and its Applications 411 (2005) 167–253 225
Example
w201(X1, X2, X3, X4)
= x1x2z3 + x1x3z2 + x2x3z1 + x1x2z4 + x1x4z2 + x2x4z1
+x1x3z4 + x1x4z3 + x3x4z1 + x2x3z4 + x2x4z3 + x3x4z2. (A.6)
The elementary functionswpqr and the power-sum functions σpqr share an important
property. These monomial functions are specified unambiguously by their weight.
Thus the notations wpqr and σpqr .
The power-sum and elementary classes of vector symmetric functions represent
the two extreme cases of vector symmetric functions. In one case (power-sums) they
are all the symmetric functions with only one part, of shape (n) while in the other
case (elementary) they are all the symmetric functions whose parts are all of degree
one, of shape (1n). So we are not surprised to find them at the center of the theory of
vector symmetric functions.
Appendix B. Monomial functions
Synopsis: We review the properties of monomial functions. First we introduce our
parenthesis notation for monomial symmetric functions including the use of divided
powers. We then proceed from some examples to the general situation. We also define
rational non-polynomial vector symmetric functions and state the theorem that they
are generated rationally by the ordinary polynomial vector symmetric functions. The
theorem will be proved in Appendix H of this paper. We next state the rule for how to
multiply monomial functions. We notice that because the notation is so adaptable we
can define analogs of monomial functions with each monomial inside a parenthesis
factor replaced by a homogeneous polynomial. The special case (G)(3) is considered
for an arbitrary homogeneous ternary form G of degree d and after we recall the
binomial theorem for divided powers we can confirm by easy calculation that after
expanding the divided power (G)(3) we get just what one might expect from the form
of the symmetric function, namely (G)(3){f1, f2, f3} is equal to G(f1)G(f2)G(f3)
which is the Lagrange form of the resultant Res(L,C,G).
We want to introduce our parenthesis notation for the elementary and monomial
functions so we begin with an alternate description involving permutations, as a sum
of terms arising from all permutations of a subset of the vectors, chosen in all possible
ways, one parenthesis factor applying to each vector. So we define
(x)i(y)j (z)k[X1, . . . , Xn]
=
∑
θ=(p1···piq1···qj r1···rks1···sm)
(xp1 · · · xpi )(yq1 · · · yqj )(zr1 · · · yrj ). (B.1)
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The sum over θ is over all permutations written (p1 · · ·piq1 · · · qj r1 · · · rks1 · · · sm)
where s1 < · · · < sm. The restriction on the sequence s1 · · · sm is equivalent to sum-
ming first over subsets of size i + j + k. So we could also say the sum is over all
permutations of all subsets {Xn1 , . . . , Xni+j+k } of size i + j + k. In other words we
first select a subset of 1 · · · n of size i + j + k and then sum over all permutations
of the subset. This is also the same as summing over all permutations 1 · · · n taken
i + j + k at a time.
For example, let us compute the value of (x)2(y) on the vectors [X1, X2, X3]. We
get a sum of six terms by summing over all permutations θ of 123.
(x)2(y)[X1, X2, X3] =+ x1x2y3 + x2x3y1
+ x3x1y2 + x1x3y2 + x3x2y1 + x2x1y3
= (2!)(1!)(0!){x1x2y3 + x1x3y2 + x2x3y1}. (B.2)
Since the same operation is applied to each element of each subsequence of i, j, k
letters of the permutations θ we will get a numerical factor of i!j !k!. Now introduce
divided powers to remove the numerical factor.
(x)(i)(y)(j)(z)(k) = 1
i!j !k! (x)
i(y)j (z)k. (B.3)
We get
(x)(2)(y)[f1, f2, f3] = x1x2y3 + x1x3y2 + x2x3y1. (B.4)
The definition coincides exactly with the previous definition so
wpqr [X1, . . . Xn] = (x)(i)(y)(j)(z)(k)[X1, . . . Xn]. (B.5)
By placing monomials of higher degree inside the parentheses we get general mono-
mial functions.
Example
(x2y)(x2y)(y3)[Y1Y2Y3]
= + x21y1 · x22y2 · y33 + x22y2 · x23y3 · y31 + x23y3 · x21y1 · y32
+ x21y1 · x23y3 · y32 + x23y3 · x22y2 · y31 + x22y2 · x21y1 · y33
= (2!){x21y1 · x22y2 · y33 + x22y2 · x23y3 · y31 + x23y3 · x21y1 · y32}. (B.6)
Because of the repeated factor we would again introduce divided powers and write
(x2y)(2)(y3)[Y1Y2Y3]
= x21y1 · x22y2 · y33 + x22y2 · x23y3 · y31 + x23y3 · x21y1 · y32 . (B.7)
We could also consider rational monomial symmetric functions. Suppose
X1, X2, X3, X4 · · ·Xi = (xi, yi, zi) · · · xiyizi /= 0 · · · (i = 1234)
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to be four ternary vectors with all coordinates non-zero. We then say that the system of
vectors is invertible. A rational monomial function can be evaluated at any invertible
system of vectors.
Example
A typical rational monomial symmetric function is
(
x2y
z
)( z
x
)
[X1, X2, X3, X4]
=
∑
{i,j}⊆{1,2,3,4}
(
x2i yi
zi
)(
zj
xj
)
+
(
x2j yj
zj
)(
zi
xi
)
. (B.8)
We have now the general notation for monomial symmetric functions. We would like
to point out here that our notation accommodates some interesting generalizations of
monomial functions. The reason is that the expressions inside the parentheses do not
have to be monomials. For example consider the case of a ternary form of degree d,
say
G =
∑
p+q+r=d
Gpqrx
pyqzr (B.9)
and consider the symmetric function (G)(3) and its value at the system (1.3) of
solutions to the cubic/linear system (1.2). The symmetric function (G)(3) has ad-
ditional significance in that it yields the Lagrange form of the resultant when a third
homogeneous equation of the form G = 0 is adjoined to system (1.2). To see this
consider the value of (G)(3){f1, f2, f3}
(G)(3){f1, f2, f3} =
(∑
Gpqrx
pyqzr
)(3) {f1, f2, f3}. (B.10)
We need the rule for multiplication of divided powers in our algebra.
Proposition 88
(a)(p)(a)(q) =
(
p + q
q
)
(a)(p+q) (B.11)
and the binomial theorem for divided powers in our algebra which is
Proposition 89
(a + b)(n) =
∑
r+s=n
(a)(r)(b)(s). (B.12)
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Expand (G)(3) by the divided powers binomial theorem and apply the result to the
system {f1, f2, f3}. It is not hard to verify that the result is
Proposition 90
(G)(3){f1, f2, f3} =
(∑
Gpqrx
pyqzr
)(3) {f1, f2, f3}
=G(f1)G(f2)G(f3) (B.13)
which is just the Lagrange form of the resultant of the three equations L = C = G =
0. So our notation leads to significant formulas expressed by symmetric functions.
The usual multi-index way of indicating monomial functions would not suggest so
easily the analogy between the scalar elementary function indicated by (x)(n) and the
Lagrange formula indicated by (G)(n).
It is important to know how to multiply the polynomials representing monomial
symmetric functions and express the result as a linear combination of other monomial
symmetric functions. Indeed, multiplication is the most important method we have
of building new symmetric functions from old.
In the notation we shall use here ordinary polynomial multiplication of symmet-
ric functions is called the circle product. It is defined on the monomial functions
represented here through an abstract algebra of parenthesized expressions. Since all
other symmetric functions can be expressed in terms of the monomial functions,
this suffices to completely define multiplication. The circle product [8–11], which
corresponds to the ordinary multiplication of vector symmetric functions, satisfies on
monomial elements W and W ′ that
W ◦W ′ =
∑
W(1)(W(2) |W ′(1))W ′(2). (B.14)
The notation is as follows. Given monomial functions
W = (w1)(p1) . . . (wr)(pr ),
W ′ = (w′1)(q1) . . . (w′s)(qs ), (B.15)
we first define their splittings, into two factors as∑
W(1) ⊗W(2) =
∑
(w1)
(p11) . . . (wr)
(pr1) ⊗ (w1)(p12) . . . (wr)(pr2),∑
W ′(1) ⊗W ′(2) =
∑
(w′1)(q11) . . . (w′s)(qs1) ⊗ (w′1)(q12) . . . (w′s)(qs2).
Here the sums are over all choices of (pij ) and (qij ) satisfying
pi1 + pi2 = pi (1  i  r),
qj1 + qj2 = qj (1  j  s).
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The bar product is defined by
(W |W ′) =
∑ r∏
i=1
s∏
j=1
(wiw
′
j )
(mij ), (B.16)
where the sum is over all matrices of nonnegative integers (mij ) with row sums
(p1 · · ·pr) and column sums (q1 · · · qs). The bar product is associative,
((W |W ′) |W ′′) = (W | (W ′ |W ′′)).
On monomial elements we thus have the following rule expressing a product of two
monomial vector symmetric functions as a linear combination of monomial vector
symmetric functions.
(w1)
(p1) . . . (wr)
(pr ) ◦ (w′1)(q1) . . . (w′s)(qs )
=
∑[ r∏
i=1
(wi)
(ci )
] r∏
i=1
s∏
j=1
(wiw
′
j )
(mij )



 s∏
j=1
(w′j )(dj )

 , (B.17)
where the sum is over all possible choices of ci,mij , dj which satisfy
ci +
s∑
j=1
mij = pi (1  i  r),
dj +
r∑
i=1
mij = qj (1  j  s).
The formula for multiplication of monomial symmetric functions can include sum-
mands having more than three parts. In this case those symmetric functions evaluate
to zero since we are considering only the symmetric functions of the three simul-
taneous solutions to the cubic/linear system. Some important special cases of the
multiplication rule are, for the case of three vectors which we are interested in, as
follows.
Proposition 91. We have the identities
(U)(3) ◦ (V )(3) = (UV )(3). (B.18)
Proposition 92. We have the identities
(U)(V )(W) ◦ (Y )(3) = (UY )(V Y )(WY). (B.19)
Proposition 93. We have the identities
(U1)(U2)(U3) ◦ (V1)(V2)(V3) =
∑
θ
(U1Vθ1)(U2Vθ2)(U3Vθ3). (B.20)
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The summation in the last expression is over all permutations of 123 so six terms.
The letters can represent any monomials in the coordinates x, y, z.
The rule for multiplying rational monomial symmetric functions is the same as
for ordinary monomial symmetric functions. It is a remarkable fact which seems to
be continually rediscovered, that the rational monomial symmetric functions can be
expressed as rational functions of the polynomial monomial symmetric functions. We
will prove this later.
Appendix C. Polarization of symmetric functions
Synopsis: We show how to apply the powerful technique of polarization for adapt-
ing old identities to new situations. The process consists of applying differential
operators of the form of y ddx . Starting with scalar relations between the elementary
functions (the w’s) and the power-sum functions (the σ ’s) we show by example how
to obtain vector analogs of the scalar relations. One advantage of using polarization,
as compared to substitution mentioned next, is that the polarized version of a zero
form remains a zero form. By contrast, the principle of substitution to be defined in
Appendix D must be carefully applied. It does not preserve zero forms.
We have already mentioned the power-sum functions and the elementary functions.
The elementary functions of a factorable form of degree equal to the degree of the form
are what Cayley called the fundamental symmetric functions. A symmetric function
is said to have weight (ijk) if it is of degree i in the x-coordinates, degree j in the
y-coordinates and degree k in the z-coordinates of the vectors.
The vector analogue of a scalar power-sum symmetric function, with one part and
weight (p, q, r), would be a polynomial of the form
σpqr = (xpyqzr)[X1, X2, X3, X4] =
∑
1i4
x
p
i y
q
i z
r
i . (C.1)
The vector analogue of a scalar elementary symmetric function, with all parts of
degree one and weight (p, q, r) would be
wpqr = (x)(p)(y)(q)(z)(r)[X1, X2, . . . Xn]
=
∑
xi1 · · · xipyj1 · · · yjq zk1 · · · zkr (C.2)
sum over all permutations (i1 · · · ipj1 · · · jqk1 · · · krm1 · · ·ms) of 1 · · · n that are in-
creasing in the first p positions, increasing in the next q positions, increasing in the next
r positions, and increasing in the last s positions. When p + q + r > n the answer
would be zero.
Newton’s relations for the scalar σ ’s and the w’s are
σp − σp−1w1 + σp−2w2 − · · · + (−1)pwp = 0. (C.3)
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These may be solved to obtain the scalar σ ’s in terms of the w’s
Proposition 94
σp = det


w1 1 0
... 0
2w2 w1 1
... 0
...
...
...
...
...
pwp wp−1 wp−2
... w1


. (C.4)
This may be expanded to give Waring’s formula
Proposition 95
σp =
∑[p(m1 + · · · +mk)!
(m1)! · · · (mk)!
]
(−w1)m1(−w2)m2 · · · (−wk)mk
m1 + · · · +mk (C.5)
or in terms of parentheses
(ap) = (−1)p
∑[p(m1 + · · · +mk)!
(m1)! · · · (mk)!
]
×[−(a)
(1)]m1 ◦ [−(a)(2)]m2 ◦ · · · ◦ [−(a)(p)]mk
m1 + · · · +mk , (C.6)
where the sum is over all k and all monomials in the w’s satisfying
m1 + · · · +mk = k and m1 + · · · + kmk = p.
We can invert the formula expressing the scalar σ ’s in terms of the w’s
Proposition 96
q!wq = det


σ1 1 0
... 0
σ2 σ1 2
... 0
...
...
...
...
...
σq σq−1 σq−2
... σ1


. (C.7)
We can expand this to find
Proposition 97
wq = (−1)q
∑[ [−σ1]m1
1m1m1!
] [ [−σ2]m2
2m2m2!
]
· · ·
[ [−σq ]mq
qmqmq !
]
. (C.8)
232 G.-C. Rota, J.A. Stein / Linear Algebra and its Applications 411 (2005) 167–253
The rule for expanding wq in power-sums in parenthesis notation is
(a)(q) = (−1)q
∑ [−(a)]m1 ◦ [−(a2)]m2 ◦ · · · ◦ [−(ak)]mk
1m1m1! · · · kmkmk! , (C.9)
where the sum is over all k and all monomials in the σ ’s satisfying
m1 + · · · +mk = k and m1 + · · · + kmk = q.
The vector analogue of relations expressing the scalarσ ’s in terms of the scalarw’s can
be obtained by polarizing the corresponding scalar relations. We often obtain useful
relations between vector symmetric functions by applying differential operators of the
form y ddx to scalar relations. The polarization operators y
d
dx obey all the usual rules
for differential operators, including divided powers. The rule for applying polarization
operators to divided powers in our algebra is
Proposition 98
y
d
dx
(x)(r) = (y)(x)(r−1). (C.10)
Example. The relation σ2 = w21 − 2w2 can be written with parentheses
(x2) = (x) ◦ (x)− 2(x)(2). (C.11)
Polarizing this with y ddx gives
(xy) = (x) ◦ (y)− (x)(y) or σ11 = w10w01 − w11. (C.12)
Example. The scalar relation σ3 = w31 − 3w1w2 + 3w3 can be written
(x3) = (x) ◦ (x) ◦ (x)− 3(x) ◦ (x)(2) + 3(x)(3). (C.13)
Polarize with y ddx to get
3(x2y) = 3(x) ◦ (x) ◦ (y)− 3(y) ◦ (x)(2)
−3(x) ◦ (x)(y)+ 3(x)(2)(y) (C.14)
so for sequences of two variables
σ21 = w210w01 − [w01w20 + w10w11] + w21.
Polarizing this with z ddx gives
6(xyz) = 6(x) ◦ (y) ◦ (z)− 3(y) ◦ (x)(z)
−3(z) ◦ (x)(y)− 3(x) ◦ (y)(z)+ 3(x)(y)(z) (C.15)
so for systems of vectors with three coordinates
2σ111 = 2w100w010w001
−[w010w101 + w001w110 + w100w011] + w111. (C.16)
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Example. The scalar relation
σ4 = w41 − 4w21w2 + 4w1w3 + 2w22 − 4w4 (C.17)
can be written
(x4) = (x) ◦ (x) ◦ (x) ◦ (x)− 4(x) ◦ (x) ◦ (x)(2)
+ 4(x) ◦ (x)(3) + 2(x)(2) ◦ (x)(2) − 4(x)(4). (C.18)
Apply the polarization operator y ddx to the previous equation to obtain
4(x3y) = 4(x) ◦ (x) ◦ (x) ◦ (y)− 8(x) ◦ (y) ◦ (x)(2)
− 4(x) ◦ (x) ◦ (x)(y)+ 4(y) ◦ (x)(3) + 4(x) ◦ (x)(2)(y)
+ 2(x)(2) ◦ (x)(y)− 4(x)(3)(y) (C.19)
σ31 =w310w01 − w210w11 − 2w10w01w20 + w10w21
+w01w30 + w11w20 − w31.
Apply the polarization operator z ddx to the present equation to obtain
12(x2yz) = 12(x) ◦ (x) ◦ (y) ◦ (z)− 8(z) ◦ (y) ◦ (x)(2)
− 8(x) ◦ (y) ◦ (x)(z)− 8(x) ◦ (z) ◦ (x)(y)
− 8(x) ◦ (x) ◦ (y)(z)+ 4(y) ◦ (x)(2)(z)− 4(x)(2)(y)(z)
+ 4(z) ◦ (x)(2)(y)+ 4(x) ◦ (x)(y)(z)
+ 2(x)(z) ◦ (x)(y)+ 2(x)(2) ◦ (y)(z). (C.20)
So for sequences of three variables
3σ211 = 3w2100w010w001 − w211
− (w2100w011 + 2w100(w010w101 + w001w100)+ 2w010w001w200)
+(w100w111 + (w010w201 + w001w210)+ w011w200 + w101w110).
(C.21)
Apply the polarization operator w ddx to the present equation to obtain
w
d
dx
[12(x2yz)] = 24(xyzw). (C.22)
After applying w ddx to the right we arrive at the following identity
6(xyzw) = 6(x) ◦ (y) ◦ (z) ◦ (w)− 2
∑
6
(x) ◦ (y) ◦ (zw)
+
∑
4
(x) ◦ (yzw)+
∑
3
(xy) ◦ (zw)− (x)(y)(z)(w). (C.23)
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Here
∑
6,
∑
4 and
∑
3 denote sums of like terms with six, four, and three terms
respectively.
So for sequences of four variables
6σ1111 = 6w1000w0100w0010w0001 − 2
∑
6
w1000w0100w011
+
∑
4
w1000w0111 +
∑
3
w1100w0011 − w1111. (C.24)
Here
∑
6,
∑
4 and
∑
3 denote sums of like expressions with six, four and three terms
respectively.
The vector analogue of relations expressing the scalar w’s in terms of the scalar
σ ’s can also be obtained by polarizing the scalar relations.
Example. Start with 2w2 = σ 21 − σ2 or with parentheses
2(x)(2) = (x) ◦ (x)− (x2). (C.25)
Polarizing this with y ddx gives
2(x)(y) = 2(x) ◦ (y)− 2(xy) or 2w11 = 2σ10σ01 − 2σ11. (C.26)
Example. Start with 6w3 = σ 31 − 3σ2σ1 + 2σ3 or
6(x)(3) = (x) ◦ (x) ◦ (x)− 3(x2) ◦ (x)+ 2(x3). (C.27)
Polarizing this with y ddx gives that 6(x)
(2)(y) equals
3(x) ◦ (x) ◦ (y)− 6(xy) ◦ (x)− 3(x2) ◦ (y)+ 6(x2y). (C.28)
Polarizing this with z ddx gives the expansion
6(x)(y)(z) = 6(x) ◦ (y) ◦ (z)− 6(zy) ◦ (x)
−6(xy) ◦ (z)− 6(xz) ◦ (y)+ 12(xyz) (C.29)
so for sequences of three variables
6w111 = 6σ100σ010σ001 − 6σ011σ100
−6σ110σ001 − 6σ101σ010 + 12σ111. (C.30)
Example. The scalar relation
24w4 = det
σ1 1 0 0
σ2 σ1 2 0
σ3 σ2 σ1 3
σ4 σ3 σ2 σ1
(C.31)
can be polarized to express (x)(y)(z)(w) in terms of power-sums.
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We have easily that
(x)(y)(z)(w) =
[
w
d
dx
] [
z
d
dx
] [
y
d
dx
]
(x)(4) (C.32)
so application of the same differential operator to the determinant on the right ex-
pressed in parenthesis notation will yield the desired expansion.
Appendix D. The principle of substitution
Synopsis: The principle permits the substitution of expressions for letters in the
parenthesis version of a symmetric function identity. Substitution into an elementary
function yields a monomial function, while substitution into a power-sum function
yields another power-sum function. Using the principle of substitution and some
basic identities expressing elementary functions in terms of power-sums leads by
substitution to expansions of monomial functions in terms of power-sums. The scalar
expansion for power-sums in terms of elementary functions is then applied and the
result is a formula for any monomial function, as a rational expression in the elemen-
tary functions. Caution is given because zero forms are not necessarily preserved.
The case of (xy)(yz)(zx) treated earlier in Section 10 is recalled where the principle
of substitution is applied in two different ways to obtain (x2y2)(y2z2)(z2x2). Each
expansion involved certain monomial determinants which were zero forms before
substitution but not after substitution.
Example. Start with the expansion for 6(x)(y)(z) in terms of power-sums.
6(x)(y)(z) = 6(x) ◦ (y) ◦ (z)− 6(zy) ◦ (x)
− 6(xy) ◦ (z)− 6(xz) ◦ (y)+ 12(xyz). (D.1)
Substituting monomials W ′ for x and W ′′ for y and W ′′′ for z gives the expansion for
the monomial function 6(W ′)(W ′′)(W ′′′) in terms of power-sum functions.
6(W ′)(W ′′)(W ′′′) = 6(W ′W ′′W ′′′)− 6(W ′′W ′′′) ◦ (W ′)
− 6(W ′W ′′) ◦ (W ′′′)− 6(W ′W ′′′) ◦ (W ′′)
+ 12(W ′) ◦ (W ′′) ◦ (W ′′′). (D.2)
Example. For example substituting monomials xy forW ′ and z forW ′′ andw forW ′′′
gives the expansion of the monomial function 6(xy)(z)(w) in terms of power-sums
as
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6(xy)(z)(w) = 6(xyzw)− 6(zw) ◦ (xy)− 6(xyz) ◦ (w)
−6(xyw) ◦ (z)+ 12(xy) ◦ (z) ◦ (w). (D.3)
Expand each power-sum in terms of elementary functions by polarizing Waring’s
formula
2(xy) = 2(x) ◦ (y)− 2(x)(y), (D.4)
2(zw) = 2(z) ◦ (w)− 2(z)(w),
2(xyz) = 2(x) ◦ (y) ◦ (z)− (x) ◦ (y)(z)
−(y) ◦ (x)(z)− (z) ◦ (x)(y)+ (x)(y)(z), (D.5)
2(xyw) = 2(x) ◦ (y) ◦ (w)− (x) ◦ (y)(w)
−(y) ◦ (x)(w)− (w) ◦ (x)(y)+ (x)(y)(w), (D.6)
6(xyzw) = 6(x) ◦ (y) ◦ (z) ◦ (w)− 2
∑
6
(x) ◦ (y) ◦ (z)(w)
+
∑
4
(x) ◦ (y)(z)(w)+
∑
3
(x)(y) ◦ (z)(w)− (x)(y)(z)(w).
(D.7)
Substitute these values into the current expansion to obtain the expansion for
(xy)(z)(w) in terms of elementary functions.
Example. For example substituting monomials xy for W ′ and zw for W ′′ and uv for
W ′′′ gives the expansion
6(xy)(zw)(uv) = 6(xyzwuv)− 6(zwuv) ◦ (xy)− 6(xyzw) ◦ (uv)
− 6(xyuv) ◦ (zw)+ 12(xy) ◦ (zw) ◦ (uv). (D.8)
Expanding each power-sum in terms of elementary functions and substituting these
values gives (xy)(zw)(uv) as a linear combination of products of elementary sym-
metric functions.
There is one subtle point to remember when applying the principle of substitution.
Recall the discussion of (x2y2)(y2z2)(z2x2). We had
12(xy)(xz)(yz)
= 4(x)(y)(2) ◦ (x)(z)(2) + 4(y)(z)(2) ◦ (y)(x)(2)
+ 4(z)(x)(2) ◦ (z)(y)(2) − (x)(y)(z) ◦ (x)(y)(z)
+[x, y, z | x, y, z]. (3.7)
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Substituting x2 for x and y2 for y and z2 for z in (3.7) we obtained
12(x2y2)(y2z2)(z2x2)
= 4(x2)(y2)(2) ◦ (x2)(z2)(2) + 4(y2)(z2)(2) ◦ (y2)(x2)(2)
+ 4(z2)(x2)(2) ◦ (z2)(y2)(2) − (x2)(y2)(z2) ◦ (x2)(y2)(z2)
+[x2, y2, z2 | x2, y2, z2]. (10.5)
The point here is that while [x, y, z | x, y, z]{f1f2f3} is zero for (1.3) we must
still include it and substitute into (3.7) not (3.8) because the new substituted value
[x2, y2, z2 | x2, y2, z2]{f1f2f3} is not necessarily zero.
Appendix E. An algorithm in invariant theory
Synopsis: The algorithm in question shows how to express a homogeneous mono-
mial of shape (d3) in terms of homogeneous elementary functions. There is an
extraneous factor which appears in this algorithm, a leading coefficient of the underly-
ing form which must be removed through division. Otherwise the algorithm succeeds
in expanding the monomials in terms of the homogeneous elementary functions
of shape (13) which are just the coefficients of the eliminant. One instance of the
algorithm is used to demonstrate the method and formulate the technique for proof.
We will begin by presenting an example which illustrates the construction. We use
the notation x1 = U, x2 = V, x3 = W . We consider the evaluation of the monomial
function
 = (U2)(V 2)(W 2) (E.1)
for a factorable cubic form
f (X) = (f1 |X)(f2 |X)(f3 |X). (E.2)
We do not assume f (X) is an eliminant. We do not assume the determinant
[f1f2f3 | xyz] is zero as it would be for an eliminant of a cubic/linear system. We
wish to express  as a rational function of the coefficients of f (X).
The coefficients of f (X) are the elementary functions of shape (13). We have
already seen the algorithm for expressing  as a polynomial in all the elementary
functions of shapes (1d) with d  3. But we want only those with d = 3. This is a
tricky problem with an interesting solution.
Let U
W
= u and V
W
= v. We begin by factoring  as follows:
(U2)(V 2)(W 2) = (W)(3) ◦ (W)(3) ◦
(
U2
W 2
)(
V 2
W 2
)
= [(W)(3)]2 ◦ (u2)(v2). (E.3)
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To justify this note that with three vectors we have(
U2
W 2
)(
V 2
W 2
)
◦ (W)(3) =
(
U2
W
)(
V 2
W
)
(W), (E.4)
(W)
(
U2
W
)(
V 2
W
)
◦ (W)(3) = (U2)(V 2)(W 2) (E.5)
as all symmetric functions with more than three parts will vanish.
Now expand3 = (u2)(v2) by the previous algorithm in terms of neutral elemen-
tary elements with any number of parts
(u2)(v2) = 2
3
(u)(2)(v)(2) − 2
3
(u)(2)(v) ◦ (v)
− 2
3
(u)(v)(2) ◦ (u)+ 10
3
(u)(2) ◦ (v)(2)
− 1
3
(u)(v) ◦ (u)(v)− 4
3
(u)(2) ◦ (v) ◦ (v)
− 4
3
(v)(2) ◦ (u) ◦ (u)+ 4
3
(u)(v) ◦ (u) ◦ (v). (E.6)
The term 23 (u)
(2)(v)(2) is zero forf (X)= (f1 |X)(f2 |X)(f3 |X)and may be dropped.
The monomial function3 is of inner degree i = 2, while the expansion of3 as a
linear combination of circle products of elementary homogeneous rational monomials
is of degree i + d = 2 + 1 = 3 with respect to the circle product.
The general form of the expansion is
[(W)(3)]i+d ◦ 3 = [(W)(3)]d ◦ . (E.7)
In this case we have
[(W)(3)]3 ◦ 3 = (W)(3) ◦ . (E.8)
We conclude that we have the expansion
(W)(3) ◦ (U2)(V 2)(W 2) =− 2
3
(U)(V )(2) ◦ (U)(W)(2) ◦ (W)(3)
+ 10
3
(U)(2)(W) ◦ (V )(2)(W) ◦ (W)(3)
− 1
3
(U)(V )(W) ◦ (U)(V )(W) ◦ (W)(3)
− 4
3
(U)(2)(W) ◦ (V )(W)(2) ◦ (V )(W)(2)
− 4
3
(V )(2)(W) ◦ (U)(W)(2) ◦ (U)(W)(2)
+ 4
3
(U)(V )(W) ◦ (U)(W)(2) ◦ (V )(W)(2).
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Appendix F. Understanding the algorithm
Synopsis: The topic is the expansion just developed in Appendix E. We consider
its interpretation and the identity [(W)(3)]d+h3 = [(W)(3)]dwhich is so important
because it is [(W)(3)]d and not  itself which can be expanded in coefficients. Two
interpretations of the stated identity are given, First it is interpreted as an identity at the
coordinate level, as a relation between homogeneous and nonhomogeneous coordi-
nates. Second, we interpret the identity as a coefficient identity between homogeneous
equations and their non-homogeneous equivalents. In each case the symmetric func-
tions referred to in the identity are developed completely, all terms included, from
which we find that equivalence follows a crucial identity. We arrive at a series of
symmetric function identities, on one side involving rational coordinates ui and vj .
On the other side of the equation are polynomial symmetric functions expressed by
homogeneous coordinates. Again, the equivalence of the two forms becomes apparent
from the instance considered. Finally the formation of extensionals of given identities
is considered. These are equivalent identities in higher dimension which arise when
a given identity cannot utilize all the terms in its expansion due to a lack of vectors.
In this section we interpret the expansion just arrived at in terms of the actual
coordinates of vectors. In this way we can make concrete the identity we have
developed. The vectors will be represented
Fi = (Fi1, Fi2, Fi3) = (xi, yi, zi) · · · i = 1, 2, 3. (F.1)
We also introduce neutral rational coordinates
(ui, vi) =
(
xi
zi
,
yi
zi
)
· · · i = 1, 2, 3. (F.2)
It is important to realize that for any permutation (ijk) of (123) we have the identity
Proposition 99
[z1z2z3]3[ui]2[vj ]2 = [xi]2[xj ]2[zk]2[z1z2z3]. (F.3)
Example
[z1z2z3]3[u1]2[v2]2 = [u1z1]2 · [v2z2]2 · [z3]2 · [z1z2z3]
= [x1]2[y2]2[z3]2[z1z2z3].
The monomial function 3 = (u2)(v2) applied to {F1, F2, F3} gives
(u2)(v2){F1, F2, F3}
= u21v22 + u22v21 + u21v23 + u23v21 + u22v23 + u23v22 . (F.4)
Multiply the monomial expression for 3{F1, F2, F3} by [(z)(3)]i+d = [z1z2z3]3
where i + d = 2 + 1 = 3 is the circle product degree of the expansion of 3 as a
240 G.-C. Rota, J.A. Stein / Linear Algebra and its Applications 411 (2005) 167–253
linear combination of circle products of elementary homogeneous rational monomi-
als. According to the theory we obtain [f13f23f33]d{F1, F2, F3}.
This identity is apparent once it is realized that for any permutation (ijk) of (123)
we have the identity
[z1z2z3]3[ui]2[vj ]2 = [xi]2[xj ]2[zk]2[z1z2z3].
To verify the coordinate version of the previous identity we simply note
[(z)(3)]3 ◦ (u2)(v2){F1, F2, F3}
= [z1z2z3]3


+[u1]2[v2]2 + [v1]2[u2]2
+[u1]2[v3]2 + [v1]2[u3]2
+[u2]2[v3]2 + [v2]2[u3]2


=


+x21y22z23 + y21x22z23
+x21y23z22 + y21x23z22
+x22y23z21 + y22x23z21

 [z1z2z3]
= (z)(3) ◦ (x2)(y2)(z2){F1, F2, F3}. (F.5)
Here we are using the remark above
[z1z2z3]3[ui]2[vj ]2 = [xi]2[xj ]2[zk]2[z1z2z3]. (F.3)
For example the leading term comes about from the case
[z1z2z3]3[u1]2[v2]2 = [u1z1]2 · [v2z2]2 · [z3]2 · [z1z2z3]
= [x1]2[y2]2[z3]2[z1z2z3]. (F.6)
We have now illustrated the identity
[w003]i+d3{F1, F2, F3} = [w003]d{F1, F2, F3}. (F.7)
Now consider the expansion of 3 = (u2)(v2) by elementary elements.
(u2)(v2) = 2
3
(u)(2)(v)(2) − 2
3
(u)(2)(v) ◦ (v)
−2
3
(u)(v)(2) ◦ (u)+ 10
3
(u)(2) ◦ (v)(2)
−1
3
(u)(v) ◦ (u)(v)− 4
3
(u)(2) ◦ (v) ◦ (v)
−4
3
(v)(2) ◦ (u) ◦ (u)+ 4
3
(u)(v) ◦ (u) ◦ (v). (F.8)
According to the theory when multiplied by [(z)(3)]i+d = [(z)(3)]3 the result is the
same as the monomial expansion of [(z)(3)]d{F1, F2, F3}.
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Since d = 1 it should be the same as the expansion above for (z)(3) ◦ (x2)(y2)(z2)
{F1, F2, F3}.
We now verify this. First calculate the individual elementary symmetric functions
occurring in the expansion of (u2)(v2).
(u)(2)(v) ◦ (v){F1, F2, F3}
= (u1u2v3 + u1u3v2 + u2u3v1)(v1 + v2 + v3), (F.9)
(u)(v)(2) ◦ (u){F1, F2, F3}
= (u1v2v3 + v1u2v3 + v1v2u3)(u1 + u2 + u3), (F.10)
(u)(2) ◦ (v)(2){F1, F2, F3} =
(
u1u2 + u1u3
+u2u3
)(
v1v2 + v1v3
+v2v3
)
, (F.11)
(u)(v) ◦ (u)(v){F1, F2, F3} =

+u1v2 + v1u2+u1v3 + v1u3
+u2v3 + v2u3


2
, (F.12)
(u)(2) ◦ (v) ◦ (v){F1, F2, F3}
= (u1u2 + u1u3 + u2u3)(v1 + v2 + v3)2, (F.13)
(v)(2) ◦ (u) ◦ (u){F1, F2, F3}
= (v1v2 + v2v3 + v1v3)(u1 + u2 + u3)2, (F.14)
(u)(v) ◦ (u) ◦ (v){F1, F2, F3}
=

+u1v2 + v1u2+u1v3 + v1u3
+u2v3 + v2u3

 (u1 + u2 + u3)(v1 + v2 + v3). (F.15)
Now multiply by (z)(3) ◦ (z)(3) ◦ (z)(3){F1, F2, F3} and evaluate the terms. Recall
that for any permutation (ijk) of (123) we have
[z1z2z3]3[ui]2[vj ]2 = [xi]2[xj ]2[zk]2[z1z2z3].
The individual terms become
(A) (u)(2)(v) ◦ (v) ◦ [(z)(3)]3{F1, F2, F3}
=
(
u1u2v3 + u1u3v2
+u2u3v1
)
(v1 + v2 + v3)(z1z2z3)3
=
(
x1x2y3 + x1x3y2
+x2x3x1
)(
y1z2z3 + y2z1z3
+y3z1z2
)
(z1z2z3), (F.16)
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(B) (u)(v)(2) ◦ (u) ◦ [(z)(3)]3{F1, F2, F3}
=
(
u1v2v3 + v1u2v3
+v1v2u3
)
(u1 + u2 + u3)(z1z2z3)3
=
(
x1y2y3 + y1x2y3
+y1y2x3
)(
x1z2z3 + x2z1z3
+x3z1z2
)
(z1z2z3), (F.17)
(C) (u)(2) ◦ (v)(2) ◦ [(z)(3)]3{F1, F2, F3}
=
(
u1u2 + u1u3
+u2u3
)(
v1v2 + v1v3
+v2v3
)
(z1z2z3)
3
=
(
x1x2z3 + x1x3z2
+x2x3z1
)(
y1y2z3 + y1y3z2
+y2y3z1
)
(z1z2z3), (F.18)
(D) (u)(v) ◦ (u)(v) ◦ [(z)(3)]3{F1, F2, F3}
=

+u1v2 + v1u2+u1v3 + v1u3
+u2v3 + v2u3


2
(z1z2z3)
3
=

+x1y2z3 + y1x2z3+x1y3z2 + y1x3z2
+x2y3z1 + y2x3z1


2
(z1z2z3), (F.19)
(E) (u)(2) ◦ (v) ◦ (v) ◦ [(z)(3)]3{F1, F2, F3}
=
(
u1u2 + u2u3
+u1u3
)
(v1 + v2 + v3)2(z1z2z3)3
=
(
x1x2z3 + x2x3z1
+x1x3z2
)(
y1z2z3 + y2z1z3
+y3z1z2
)2
, (F.20)
(F ) (v)(2) ◦ (u) ◦ (u) ◦ [(z)(3)]3{F1, F2, F3}
=
(
v1v2 + v2v3
+v1v3
)
(u1 + u2 + u3)2(z1z2z3)3
=
(
y1y2z3 + y2y3z1
+y1y3z2
)(
x1z2z3 + x2z1z3
+x3z1z2
)2
, (F.21)
(G) (u)(v) ◦ (u) ◦ (v) ◦ [(z)(3)]3{F1, F2, F3}
=

+u1v2 + v1u2+u1v3 + v1u3
+u2v3 + v2u3

 (u1 + u2 + u3)(v1 + v2 + v3)(z1z2z3)3
=

+x1y2z3 + x2y3z+x1y3z2 + x2y1z3
+x3y2z1 + x3y1z2

(x1z2z3 + x2z1z3+x3z1z2
)(
y1z2z3 + y2z1z3
+y3z1z2
)
.
(F.22)
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We may now verify by comparison of terms that

+x21y22z23 + y21x22z23
+x21y23z22 + y21x23z22
+x22y23z21 + y22x23z21

 [z1z2z3]
= − 2
3
(A)− 2
3
(B)+ 10
3
(C)− 1
3
(D)− 4
3
(E)− 4
3
(F )+ 4
3
(G). (F.23)
This concludes our justification of the rational expansion by elementary symmetric
functions of the monomial function  = (x2)(y2)(z2).
The usefulness of the expansion in terms of elementary symmetric functions is
that we do not need to have specific knowledge of the actual linear factors.
Instead we can write down the value of the monomial function  = (x2)(y2)(z2)
in terms of the coefficients of the underlying factorable form which we will assume
is given by
f (X) =
∑
i+j+k=3
wijkx
i
1x
j
2x
k
3 = (F1 |X)(F2 |X)(F3 |X). (F.24)
The coefficients are given by the elementary symmetric functions
wijk = (x)(i)(y)(j)(z)(k){F1, F2, F3} (F.25)
so from the elementary expansion we can conclude that
(z)(3) ◦ {F1, F2, F3} = w003{F1, F2, F3} (F.26)
From the expansion we obtained we conclude that in terms of coefficients
w003{F1, F2, F3}
= −2
3
(A)− 2
3
(B)+ 10
3
(C)− 1
3
(D)− 4
3
(E)− 4
3
(F )+ 4
3
(G). (F.27)
The individual symmetric functions can be read off from above
(A) =
(
x1x2y3 + x1x3y2
+x2x3x1
)(
y1z2z3 + y2z1z3
+y3z1z2
)
(z1z2z3)
=w210w012w003, (F.28)
(B) =
(
x1y2y3 + y1x2y2
+y1y2x3
)(
x1z2z3 + x2z1z3
+x3z1z2
)
(z1z2z3)
=w120w102w003, (F.29)
(C) =
(
x1x2z3 + x1x3z2
+x2x3z1
)(
y1y2z3 + y1y3z2
+y2y3z1
)
(z1z2z3)
=w201w021w003, (F.30)
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(D) =

+x1y2z3 + y1x2z3+x1y3z2 + y1x3z2
+x2y3z1 + y2x3z1


2
(z1z2z3) = w2111w003, (F.31)
(E) =
(
x1x2z3 + x2x3z1
+x1x3z2
)(
y1z2z3 + y2z1z3
+y3z1z2
)2
= w201w2012, (F.32)
(F ) =
(
y1y2z3 + y2y3z1
+y1y3z2
)(
x1z2z3 + x2z1z3
+x3z1z2
)2
= w021w2102, (F.33)
(G) =

+x1y2z3 + x2y3z1+x1y3z2 + x2y1z3
+x3y2z1 + x3y1z2

(x1z2z3 + x2z1z3+x3z1z2
)(
y1z2z3 + y2z1z3
+y3z1z2
)
=w111w102w012. (F.34)
Substitute these values into the expansion of
(z)(3) ◦ {F1, F2, F3} = w003{F1, F2, F3} (F.35)
in terms of elementary symmetric functions. On the right is a linear combination
of symmetric functions (A) through (G). Each of these has been expressed with
coefficient products. We can now solve for {F1, F2, F3} by dividing through by
a single leading coefficient w003.
Note that w003 does not divide all of (A) through (G). Hence we cannot expect
to clear fractions and the result is an expression for {F1, F2, F3} as a rational not
polynomial expression in the coefficients of f (X).
We next discuss the formation of Extensionals. This is a procedure by which a
given identity can be reformulated in higher dimension. The content is the same but the
appearance is different. There is an analogous principle in the theory of determinants.
When we expanded 3 in terms of elementary functions there was one term with
four parts which was omitted since with three vectors it must evaluate to zero. But
this term can snap back when the identity is applied to factorable forms of degree
at least four. The full expansion for 3 = (u2)(v2) can be applied to any factorable
ternary form of total degree h+ 2 for h > 1 such as
f (X) =
∑
i+j+k=h+2
wijkx
i
1x
j
2x
k
3 = (f1 |X) · · · (fh+2 |X). (F.36)
We found previously
(u2)(v2) = 2
3
(u)(2)(v)(2) − 2
3
(u)(2)(v) ◦ (v)− 2
3
(u)(v)(2) ◦ (u)
+ 10
3
(u)(2) ◦ (v)(2) − 1
3
(u)(v) ◦ (u)(v)− 4
3
(u)(2) ◦ (v) ◦ (v)
− 4
3
(v)(2) ◦ (u) ◦ (u)+ 4
3
(u)(v) ◦ (u) ◦ (v). (F.37)
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In this case consider the evaluation of the monomial function
 = (U2)(V 2)(W 2)(h) (F.38)
and write
 = [(W)(h+2)]2 ◦ 3 (F.39)
for which we again have 3 = (u2)(v2).
The monomial function (u2)(v2) is of inner degree i = 2, while the expansion by
circle products of elementary monomials is of degree i + d = 2 + 1 = 3 with respect
to the circle product. We conclude
[(W)(h+2)]i+d ◦ 3 = [(W)(h+2)]d ◦  (F.40)
or in our case
[(W)(h+2)]3 ◦ (u2)(v2) = (W)(h+2) ◦ (U2)(V 2)(W 2)(h). (F.41)
We find (W)(h+2) ◦ (U2)(V 2)(W 2)(h) gives the following expansion:
(W)(h+2) ◦ (U2)(V 2)(W 2)(h)
= + 2
3
(U)(2)(V )(2)(W)(h−2) ◦ [(W)(2+h)]2
− 2
3
(U)(2)(V )(W)(h−1) ◦ (V )(W)(h+1) ◦ (W)(2+h)
− 2
3
(U)(V )(2)(W)(h−1) ◦ (U)(W)(h+1) ◦ (W)(2+h)
+ 10
3
(U)(2)(W)(h) ◦ (V )(2)(W)(h) ◦ (W)(2+h)
− 1
3
(U)(V )(W)(h) ◦ (U)(V )(W)(h) ◦ (W)(2+h)
− 4
3
(U)(2)(W)(h) ◦ (V )(W)(h+1) ◦ (V )(W)(h+1)
− 4
3
(U)(2)(W)(h) ◦ (V )(W)(h+1) ◦ (V )(W)(h+1)
+ 4
3
(U)(V )(W)(h) ◦ (U)(W)(h+1) ◦ (V )(W)(h+1). (F.42)
From this expression the evaluation of (f1, . . . , fh+2) may be concluded. Iden-
tities obtained in this way by adding higher powers of (W 2) to the basic function
(U2)(V 2)(W 2) are called extensionals.
Appendix G. An interesting special case
Synopsis: There is one instance when all the monomial functions can be easily
expressed in terms of the coefficients. This is the case of a factorable quadratic form
in n variables.
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Consider the case of an arbitrary n-ary factorable quadratic form
Q(x) =
∑
i1+···+in=2
Qi1···inx
i1
1 · · · xinn = (a | x)(b | x). (G.1)
In the case of a factorable quadratic form, the value of any homogeneous monomial
symmetric function of the vector factors can be expressed as a polynomial in the
coefficients Qi1···in of the quadratic form.
First we can obtain the monomials (xd)(yd). This follows from the identity
(x2)(y2) = (x)(y) ◦ (x)(y)− 2(x)(2) ◦ (y)(2) (G.2)
and the recursion (d  2).
(xd+1)(yd+1) = (xd)(yd) ◦ (x)(y)− (xd−1)(yd−1) ◦ (x)(2) ◦ (y)(2). (G.3)
We can now apply polarization operators from which explicit formulas can be obtained
for all monomial functions.
Appendix H. The plethystic algebra
Synopsis: This is the culminating section of the article. We discuss in detail how
one defines the algebra Plethr (A) where A is an alphabet. We also discuss how it was
constructed to be a model of the ring of proper rational functions in the coefficients.
Beginning with an abstract algebra of parenthesized expressions we are led to a rich
theory of symmetric functions of vectors. We then present the algorithm in question
regarding the expression of homogeneous monomials as rational functions of the
coefficients. A proof is given for the fundamental theorem of symmetric functions for
Pleth(A) and also Plethr (a). This theorem states that the elementary functions are a
basis for all vector symmetric functions of the roots of a system of equations and for
all factorable forms as well.
Having gone through the example we will indicate briefly how one sets up the
general algorithm for expanding a monomial element rationally in terms of the
coefficients.
The rational monomials over an alphabet A arew = v
u
whereu andv are monomials
in A. Suppose v of degree g and u of degree h and suppose u and v have no common
factors (we say w is in reduced form). Then w is proper if g  h. It is strict if g > h
and neutral if g = h.
The rational plethystic algebra Pleth(A) is then the abstract algebra of all proper
rational vector symmetric functions over the rational numbers.
A typical monomial element in Pleth(A) looks like
(
u1
v1
)(p1) · · · (ur
vr
)(pr ) where
each ui
vi
is a proper rational monomial. A monomial element is homogeneous if each
parenthesis factor is of the same degree.
Let Plethr (A) denote the quotient of the subalgebra of Pleth(A) generated by
the strict homogeneous monomial elements with exactly r parts and the neutral
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homogeneous monomial elements with at most r parts modulo the ideal gener-
ated by monomial elements with more than r parts. On strict monomial elements
multiplication reduces to the bar product.
Let Q(f ) denote the ring of proper rational functions of coefficients of the fac-
torable form
f (x) = f (x1, . . . , xn)
=
∑
i1+···+in=r
wi1···inx
i1
1 · · · xinn = [f1 | x] · · · [fr | x]. (H.1)
According to Cayley, the only ordinary monomial symmetric functions which can be
expressed as rational functions in the coefficients are of shape (dr) for some d > 0.
It is also true that the only rational monomial symmetric functions which can be
expressed as proper rational functions in the coefficients are the strict homogeneous
monomials with exactly r parts and the neutral homogeneous monomials of at most
r parts. We claim that Q(f ) is just Plethr (A).
Suppose  = (xp111 · · · xpn1n )(p1) · · · (xp1d1 · · · xpndn )(pd ) is a monomial element in
Plethr (A) which is homogeneous and of shape (ir ) for some value of i > 1 where
p1 + · · · + pd = r and p1j + · · · + pnj = i for 1  j  d.
Proposition 100. Either is irreducible or for some irreducible element′ we have
 = Uu1 ◦ Uv2 ◦ · · · ◦ Uwn ◦ ′
with Uj = (xj )(r) so that Ukj = (xkj )(r) where u+ v + · · · + w  i.
Proposition 101. In Plethr (A), for every homogeneous strict rational monomial
element W = (w1) · · · (wr) there are ordinary not rational monomial elements U
and V satisfying W ◦ U = V or W = V
U
.
Proof. First let W be a strict homogeneous proper rational monomial in Plethr (A) of
inner degree p > 0, and outer degree r, expressed as
W = (w1) · · · (wr) =
(w′1
w′′1
)
· · ·
(
w′r
w′′r
)
(H.2)
with p = degree[w1] = · · · = degree[wr ]. Suppose i = degree[w′1] and degree[w′1]  · · ·  degree[w′r ]  p. Note degree[w′′1 ] = i − p and degree[w′′1 ]  · · · 
degree[w′′r ].
Let u be the least common multiple of the denominators, u = lcm{w′′1 , . . . , w′′r }.
Then degree[u]  degree[w′′1 ] = i − p so degree[u] = i − p + h for some h  0.
Define U = (u)(r) so U is an ordinary not rational monomial element of inner degree
i − p + h and outer degree r.
Let V = W ◦ U so V is also an ordinary monomial element of inner degree i + h
and outer degree r. V is given by V = (uw1) · · · (uwr).
Each parenthesis factor uwi is an ordinary monomial of degree i + h. 
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Proposition 102. In Plethr (A), for every homogeneous neutral rational monomial
element W, there are ordinary not rational monomial elements U and V with exactly
r parts satisfying W ◦ U = V or W = V
U
.
Proof. Let W be a neutral homogeneous proper rational monomial in Plethr (A) of
inner degree p = 0 and outer degree c  r , expressed in reduced form as
W = (w1) · · · (wc) =
(
w′1
w′′1
)
· · ·
(
w
′
c
w′′c
)
. (H.3)
So c  r and 0 = degree[w1] = · · · = degree[wc]. Suppose
i = degree[w′1]  · · ·  degree[w′c].
Let u be the least common multiple of the denominators,
u = lcm{w′′1 , . . . , w′′c } = [x1]m1 · · · [xn]mn
and let U = (u)(r).
Then for some h  0 the homogeneous monomial element U is of inner degree
i + h and of outer degree r. U satisfies W ◦ U = V where V is the homogeneous
monomial element of inner degree i + h and of outer degree r, given by
V = (uw1) · · · (uwc)(u)(r−c) = (v1) · · · (vc)(u)(r−c) (H.4)
where v1, . . . , vr are ordinary not rational monomials of degree i + h. 
Example. Consider the monomial element W in the algebra Plethr (A)
W = (xi1)(j1)(xi2)(j2) · · · (xin)(jn) with i > 1 and j1 + · · · + jn = r. (H.5)
We may write
W = (xi1)(r) ◦W1, (H.6)
where
W1 =
(
xi2
xi1
)(j2)
· · ·
(
xin
xi1
)(jn)
(H.7)
The element W1 is a neutral rational monomial element of outer degree r − j1.
Proposition 103. The elementary homogeneous proper rational monomial elements
generate Plethr (A) rationally under the circle product.
Suppose first that is an irreducible monomial element which is homogeneous of
shape (ir ) for some value of i > 1 with
 = (xp111 · · · xpn1n )(q1) · · · (xp1b1 · · · xpnbn )(qb)
= (φ1)(q1)(φ2)(q2) · · · (φb)(qb), (H.8)
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where q1 + · · · + qb = r for 1  j  b and p1j + · · · + pnj = i. We may assume
the inner terms φ1, φ2, . . . , φb are all distinct. Since  is irreducible we must have
ps1ps2 · · ·psb = 0 for each s.
We wish to expand  as a rational expression in elementary monomials. The
Fundamental Theorem of Symmetric Functions for Plethr (A) asserts that this is
possible.
Express  in the form  = [(x1)(r)]i ◦ 1 where 1 is given by(
φ1
xi1
)(q1)
· · ·
(
φb
xi1
)(qb)
=
( [x2]p21
[x1]p21 · · ·
[xn]pn1
[x1]pn1
)(q1)
· · ·
( [x2]p2b
[x1]p2b · · ·
[xn]pnb
[x1]pnb
)(qb)
. (H.9)
1 is thus a neutral homogeneous rational monomial in Plethr (A).
Since the inner terms φ1, φ2, . . . , φb are all distinct, at most one of the terms
can satisfy φt = [x1]i so that φt[x1]i =
[x1]r[x1]r = 1. Set
( φt
[x1]i
)(qt ) = 1 so that 1 may be
written with degree(φ′1)  · · ·  degree(φ′c) in the form
1 =
(
φ′1
φ′′1
)(h1) (φ′2
φ′′2
)(h2)
· · ·
(
φ′c
φ′′c
)(hc)
, (H.10)
where c equals b or b − 1 and for each s < t we have ( φ′s
φ′′s
)(hs) = (φs
xi1
)(qs ) while for
s  t we have
( φ′s
φ′′s
)(hs) = (φs+1
xi1
)(qs+1)
.
Note that degree(φ′1) = i as follows from the identity ps1ps2 · · ·psb = 0 for all s.
Expand 1 as a linear combination of circle products of neutral elementary rational
monomials in Plethr (A). Note that the circle product degree must be i + d for some
d  0.
The expansion will be of the form
1 = ′(· · ·w′′j2···jn · · ·) =
i+d∑
k=1
∑
j
cjkw
′′
j12···j1n ◦ · · · ◦ w′′jk2···jkn , (H.11)
where the inner sum is over all matrices of nonnegative integers (jmq)with 1  m  k
and 1  q  n satisfying jm1 + · · · + jmn = r and where for 1  m  k we have
w′′jm2···jmn =
(
x2
x1
)(jm2)
· · ·
(
xn
x1
)(jmn)
. (H.12)
The homogeneous rational monomial element w′′jm2···jmn is an elementary neutral
homogeneous rational monomial of outer degree r − jm1. We therefore have
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[(x1)(r)]d ◦  = [(x1)(r)]i+d ◦ 1 = [(x1)(r)]i+d ◦′(· · ·w′′j2···jn · · ·)
= [(x1)(r)]i+d ◦
i+d∑
k=1
∑
j
cjkw
′′
j12···j1n ◦ · · · ◦ w′′jk2···jkn . (H.13)
Expanding this further we obtain
[(x1)(r)]d ◦  = [(x1)(r)]i+d ◦
i+d∑
k=1
∑
j
cjk
[(
x2
x1
)(j12)
· · ·
(
xn
x1
)(j1n)]
◦ · · · ◦
[(
x2
x1
)(jk2)
· · ·
(
xn
x1
)(jkn)]
=
i+d∑
k=1
[(x1)(r)]i+d−k ◦
∑
j
cjk[(x1)(r)]k
◦
[(
x2
x1
)(j12)
· · ·
(
xn
x1
)(j1n)]
◦ · · · ◦
[(
x2
x1
)(jk2)
· · ·
(
xn
x1
)(jkn)]
=
i+d∑
k=1
[(x1)(r)]i+d−k
◦
∑
j
cjk
[
(x1)
(r) ◦
(
x2
x1
)(j12)
· · ·
(
xn
x1
)(j1n)]
◦ · · · ◦
[
(x1)
(r) ◦
(
x2
x1
)(jk2)
· · ·
(
xn
x1
)(jkn)]
. (H.14)
Note that for 1  m  k
(x1)
(r) ◦
(
x2
x1
)(jm2)
· · ·
(
xn
x1
)(jmn)
= (x1)(jm1)(x2)(jm2) · · · (xn)(jmn). (H.15)
Therefore
[(x1)(r)]d ◦  = [(x1)(r)]i+d ◦′(· · ·w′′j2···jn · · ·)
=
i+d∑
k=1
[(x1)(r)]i+d−k ◦
∑
j
cjk[(x1)(j11)(x2)(j12) · · · (xn)(j1n)]
◦ · · · ◦ [(x1)(jk1)(x2)(jk2) · · · (xn)(jkn)]
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=
i+d∑
k=1
[wr0···0]i+d−k ◦
∑
j
cjkwj11···j1n ◦ · · · ◦ wjk1···jkn
=(· · ·wi1···in · · ·). (H.16)
We therefore have
[(x1)(r)]i+d ◦′(· · ·w′′j2···jn · · ·) = (· · ·wi1···in · · ·). (H.17)
Here the coefficients of f (X) are represented by the elementary functions
wjm1jm2···jmn = (x1)(jm1)(x2)(jm2) · · · (xn)(jmn)
and for each m we have jm1 + jm2 + · · · + jmn = r .
So we have
[(x1)(r)]d ◦  =
i+d∑
k=1
[wr0···0]i+d−k
◦
∑
j
cjkwj11···j1n ◦ · · · ◦ wjk1···jkn ,
[wr0···0]d ◦  =
i+d∑
k=1
[wr0···0]i+d−k (H.18)
◦
∑
j
cjkwj11···j1n ◦ · · · ◦ wjk1···jkn ,
[wr0···0]d ◦  =(· · ·wi1···in · · ·).
We can therefore write
 = (· · ·wi1···in · · ·)[wr0···0]d . (H.19)
We have now proved the polynomial version of the Fundamental Theorem of
Symmetric Functions for Plethr (A). We have seen further that all proper homoge-
neous rational monomial elements  also satisfy that  ◦ U = V where U and V
are homogeneous ordinary not rational monomial elements. Expand U and V and it
follows that the fundamental theorem also holds for all proper rational monomials.
Final comments
We would like to point out that among the many possible representations of vector
symmetric functions our approach is enriched by the multiple structures one finds in
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the plethystic algebra. For example there are the several multiplications, circle, bar,
divided powers, monomial, all taking place at the same time.
We have also been led to new concepts such as monomial determinants. The
notation also suggested the definition of another new kind of symmetric function, by
taking a parenthesis divided power of a homogeneous polynomial, which evaluates to
the Lagrange form of the resultant. The definition was possible due to the flexibility
of the notation. Other features that enrich the notation are the easy application of
polarization and substitution. And many of MacMahon’s formulas, where he puts a
bar over his exponentials to indicate that the expanded exponent acts externally but
not on itself, can be explained in a natural way with plethystic algebra.
The user of the plethystic algebra approach to vector symmetric functions will
find its easy use is a strong advantage, but we also admit there is a transition period
when the notation can overwhelm the reader. One thing not discussed here is the
plethystic algebra formation of the resultant, which involves multiple parentheses
and a constructive definition based on symmetric function theory. This definition
and its application to the development of the resultant as a formal theory of vector
symmetric functions will be found in [11].
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