Rendering and animating in real-time a multitude of articulated characters presents a real challenge and few hardware systems are up to the task. Up to now little research has been conducted to tackle the issue of real-time rendering of numerous virtual humans. This paper presents a hardware-independent technique that improves the display rate of animated characters by acting on the sole geometric and rendering information. We first review the acceleration techniques traditionally in use in computer graphics and highlight their suitability to articulated characters. Then we show how impostors can be used to render virtual humans. We introduce concrete case studies that demonstrate the effectiveness of our approach. Finally, we tackle the visibility issue.
Introduction
Virtual humans are becoming more abundant in real life. Numerous examples can be found in the entertainment industry [1] ( fig.1 ), in virtual reality applications ( fig.2 ), and even in the TV industry where virtual hosts [2] have been introduced in the past years.
All these applications try to satisfy two contradictory goals: speed and realism. Speed is usually required to enable the user to interact with the software. Thus, arcade game players obviously expect the system to respond immediately to their actions. Response time is also critical in VR applications where avatars may interact with the environment or with other users, as illustrated in multi-user virtual environments such as VLNET [3] .
Finally, rendering the virtual host of a TV broadcast in real-time is beneficial because of reduced financial costs. Even though our visual system is not yet deceived when confronted with virtual humans, our acceptance of virtual characters has greatly improved over the past few years. For example, today's virtual humans embody real participants in collaborative virtual environments more faithfully than ever, and are capable of conveying emotions through facial animation. Therefore, the demand for realistic real-time virtual humans is ever increasing. However, it remains very hard to strike the right compromise between realism and animation speed. On the one hand, some applications lay the emphasis on speed and interaction. Typically, the virtual human is represented as a collection of rigid body parts, which results in a skin that lacks smoothness. In addition, visually distracting artifacts, such as inter-penetration or cracks in textures, may arise at joints where two body parts are connected. On the other hand, some applications stress visual accuracy.
The skin is generally computed from implicit primitives and a physical model may be used to deform the body envelope. Though this yields very satisfactory results in terms of realism, it is computationally so demanding that it is not yet suitable for real-time applications. No matter what techniques are used for generating and deforming the skin, thousands of polygons generally make up the resulting mesh. Therefore, rendering and animating virtual humans remain very expensive tasks. Even a high-end graphics system can have trouble sustaining an interactive frame rate when it has to render numerous moving human figures. While there is little doubt that hardware systems will eventually be fast enough, a few simple yet powerful software techniques can be used to speed up the rendering of virtual humans.
Current graphics systems too rarely take advantage of temporal coherence during animation. The fact that changes from frame to frame in a static scene are necessarily very small can readily be exploited [4] . This still holds true for moving objects such as virtual humans, providing that the motion remains slow in comparison with the graphics frame rate. We present in this paper a software approach to accelerated rendering of moving articulated characters. Our method is based on impostors, a combination of traditional level-of-detail techniques and image-based rendering, and relies on the principle of frame-to-frame coherence. Hardware requirements include texture mapping and alpha channel support. Fast texture paging and frame buffer texturing are also desirable for optimal performance.
There exist various techniques to speed up the rendering of a geometrical scene. They roughly fall into three categories: culling, geometric level of detail, and image-based rendering that encompasses the concept of image caching. They all have in common the idea of reducing the complexity of the scene while retaining its visual characteristics.
Culling algorithms basically discard objects, or parts of objects, that are not visible in the final rendered image: an object is not sent to the graphics pipeline if it lies outside the viewing frustum (visibility culling), or if it is occluded by other parts of the scene (occlusion culling). Occlusion culling algorithms usually require a specific organization of the entire geometry database: the scene is typically divided into smaller units or cells in order to accelerate the culling process. This makes occlusion culling ill suited for individual, deforming, moving objects such as virtual humans.
Geometric level of detail (LOD) attempts to reduce the number of rendered polygons by using several representations of decreasing complexity of an object. For each frame, the appropriate model or resolution is selected. The selection criterion is usually the distance to the viewer. But object motion may also be taken into account (motion LOD).
The major hindrance to using LOD is related to the problem of multi-resolution modeling, in other words the automatic generation, from a 3D object, of simpler, coarser 3D representations that bear as strong a resemblance as possible to the original object. In [5] Heckbert and Garland presented a survey of mesh simplification techniques. More recently, some more work has been done to provide better approximations [6, 7] . Apart from the problem of multi-resolution modeling, it is quite straightforward to use LOD in VR applications. Funkhouser and Séquin described a benefit heuristic [8] for selecting the best resolution for each rendered object in a scene. Several factors are taken into account in their heuristic: image-space size, so as to diminish the contribution of distant objects; distance to the line of sight, because our visual system perceives with less accuracy objects on the periphery; motion, because fast-moving objects tend to appear blurred to our eyes. Objects can also be assigned different priorities since they may not all play an equal role in the simulation. Hysteresis is also taken into consideration in order to avoid the visually distracting effect that occurs when an object keeps switching between two LOD. Pratt et al. [9] have applied geometric LOD to virtual humans in large-scale, networked virtual environments. They used heuristic to determine the viewing distances that should trigger a LOD switch. In their application, each simulated human has four different resolutions, ranging from about 500 polygons down to only three. This may be satisfying from a simulation point of view as the system can sustain a high refreshment rate. In counterpart, the result is necessarily poor in terms of realism and aesthetics because of the extremely small number of polygons.
Finally, image caching is based on the principle of temporal coherence during animation. The basic idea is to re-use parts of the frame buffer content over several frames, thus avoiding having to render the whole scene from scratch. From a software point of view, Maciel et al. [ 10] have developed a navigation system of large environments that primarily relies on impostors. They replace clusters of objects by very simple texture-mapped geometry (impostors). As textures are not generated on the fly, their system requires a pre-processing stage, during which N textures -where N corresponds to the number of potential viewing directions -are generated for every object and stored in memory. This approach is therefore likely to rapidly consume the texture memory and is not able to handle deforming objects. Shaufler and Stürzlinger first introduced the notion of dynamically generated impostors [ 4] , which corresponds essentially to a software image cache. In this case, an impostor is a single partially transparent quadrilateral. They solve the problem of texture memory usage, since textures are generated on demand in their system. Since then, two other software solutions using image-based rendering/caching were proposed concurrently and independently to accelerate walk-throughs of complex environments [11, 12] . Recent work has focused on how to add depth information to achieve a correct visibility. Schaufler suggests a direct modification of the depth value for every texel [13] . This solution, however, requires specific hardware. In another approach, the impostor is broken into several layers, each rendered with a different depth value [14] . This method yields good results, especially if the graphics system is polygon-limited rather than pixel-fill-limited. Nevertheless, the construction of a layered texture being time-consuming, this technique is best used with rigid objects, for which layered-impostors representations can be computed off-line for a given number of viewing directions. Another idea put forward by Snyder and Lengyel [15] is to detect potential occlusions between objects and create appropriate image layers.
Two special hardware architectures [16, 17] have also been designed to take advantage of frame-to-frame coherence. In the Talisman architecture [ 16] , independent objects are rendered at different rates into separate image layers that are composited at video rate to create the displayed image. Unlike impostors, the manipulation of image layers is a pure 2D operation: each layer is warped using a 2D affine transformation that is computed by minimizing, in the least-squares sense, the deviation of characteristic points [18] . Image layers having priorities, foreground objects can be updated more frequently than remote objects.
Impostors appear to be one of the most promising techniques, but their use has so far been mainly restricted to static scenes/objects. We believe, however, that this technique can also bring a substantial improvement to virtual humans. The next section describes our virtual human model, and shows how to automatically generate multiple levels of detail. The notion of dynamically generated impostors is introduced in section 3, with the presentation of an algorithm that generates virtual humans from previously rasterized images. In section 4, the lifetime of the image cache is discussed. The following section shows how impostors can be embedded into large-scale simulations. We devote section 6 to the issue of correct visibility. The paper closes on a summary of the obtained results, and some hints for possible future work.
A multi-resolution virtual human
In this section we show how a multi-resolution virtual human can successfully be constructed and animated. We have designed a human modeler that solves the traditional multi-resolution problem described above. By relying on implicit surfaces, we avoid resorting to complicated algorithms and automatically generate multiple look-alike resolutions of a model.
Multi-resolution modeling
Our real-time virtual human model consists of an invisible skeleton and a skin. The underlying skeleton is a hierarchy of joints corresponding to the actual human major joints. Each joint has a set of degrees of freedom, rotation and/or translation, which are constrained to authorized values, based on real human mobility capabilities [19] . Unlike other attempts [9] , we have not modeled a multi-resolution skeleton, as our aim was not to demonstrate the effectiveness of animation level-of-detail. Hand joints can be replaced with a single joint though.
The skin of our virtual human is generated by means of an in-house modeler that relies on a multi-layer approach: ellipsoidal metaballs and ellipsoids are employed for representing the gross shape of bone, muscle and fat tissue [20] . Each primitive is attached to its proximal joint in the underlying human skeleton. The set of primitives defines an implicit surface that approximates the real human skin ( fig. 3 ). Sampling this implicit surface results in a polygonal mesh that can directly be used for rendering ( fig.4 ).
Additional meshes for the body extremities are attached, at a later stage. As for the head, hands and feet, we rely on a simple decimation technique to simplify the original mesh [21] . Note that the body extremities can cleverly be replaced with simple textured geometry for the lowest resolution ( fig. 6 ), thus dramatically reducing the number of triangles. 
Animation
The skeleton of our virtual human comprises a total of sixty-eight degrees of freedom (DOF) corresponding to the real human joints, plus a few global mobility nodes that are used to orient and position the virtual human in the world. In the broad lines, animating a virtual human consists in updating this skeleton hierarchy including the global mobility joints, at a fixed frame rate. There exist several techniques to feed the joints with new angle/position values. Motion capture, for instance, is used to record the body joint values over a given lapse of time. The motion can later be played back on demand for any virtual human. Key frame animation is another popular technique, in which the animator explicitly specifies the kinematics by supplying key-frame values, and lets the computer interpolate the values for the in-between frames. During animation, the resolution is selected for each individual, according to the euclidian distance to the viewpoint. In this manner, far objects and those on the periphery contribute less to the final image.
Body Deformations
Most examples of real-time animated humans often lack realism, in the sense that they rarely show human characters whose skin is properly deformed. In this section we describe an efficient method for rendering and animating realistic virtual humans in realtime.
For each posture taken on by the skeleton, appropriate skin deformations are computed using a technique that makes use of the cross-sections described in Section 2.1. Although this technique is conceptually very simple, it yields satisfactory results in terms of realism at virtually no extra computing cost [22] . Even fine details such as bulges induced by the contraction of certain muscles, or heaving of the chest due to breathing, can be rendered.
The basic idea for fast deformations of the human limbs and trunk is to manipulate the cross-sectional contours thus transforming a complicated 3D operation into a 2D operation which is more intuitive and easier to control. A contour is by definition a set of points that lie in a plane. By setting the orientation and position of this plane we achieve a smooth deformation of the skin. One notices in fig. 7b that adjacent contours seem to run parallel, as if they were not deformed. This is indeed the case, as we intentionally limit the number of contours to be deformed for each body part, in order to save rendering time. This decision is motivated by the observation that even though the skin of real human beings is smoothly deformed, some parts play visually a greater role than others. In fact, there is hardly any loss of visual quality if the middle contours of a skeleton segment are not deformed, as hardly any deformations tend to occur in these regions. In practice, we heuristically determine which contours to deform. For example, all contours of the chest can be deformed because of the great mobility of the spinal cord. On the other hand, the wrist and elbow have few DOF, so all deformations can be concentrated around the elbow and the wrist, while the middle contours of the segment remain undeformed.
In order to simulate the contraction of a particular muscle, certain contours are scaled prior to being positioned/oriented. The scaling factor, which needs not necessarily be uniform along the three principal directions, is determined in a procedural fashion. For example, the middle contours of the elbow-shoulder segment are scaled proportionally to the elbow flexion, in order to simulate the contraction of the biceps. Similarly, the contours of the chest/abdomen can be scaled based on a time-dependent sine function to nicely approximate a breathing motion.
The implementation was done using a real-time oriented 3D graphics toolkit called
Performer that is available on all Silicon Graphics workstations. The left part of figure 8 shows a virtual human made up of 14,000 vertices and containing 13,500 textured triangles with a deformable skin, whereas the same virtual human consisting of rigid meshes is shown on the right. It takes 11 milliseconds on a single-R10000 195MHz
Octane workstation to compute the deformations of all body parts for this model. Thus, a walking sequence involving all body parts runs on the same machine at 36 frames per second. Computing the contour deformations accounts for less than one third of the total rendering time [22] . Obviously, the real bottleneck rather lies in the drawing process. It follows that there is only a marginal difference between rendering a deformable skin and a rigid one. Furthermore, as the computational cost of our deformation method is directly proportional to the number of vertices/contours, it is particularly well suited for level of detail. However, increasing the number of virtual humans is likely to rapidly burden the graphics pipeline. To overcome this, we employ two acceleration techniques: geometric LOD and impostors. LOD is carried out exactly the same way as described in Section 2.1.
Animated Impostors for Articulated Characters
Even when rendering a complex, moving, self-deforming figure such as a virtual human, the changes from frame to frame in the animation remain small. Besides, since the human brain tends to reconstruct the missing data when shown only certain frames, a few key postures are often sufficient to understand an entire animation. This principle has been demonstrated successfully for decades in the cartoon industry.
We apply this idea to virtual humans: Animated impostors extend the concept of dynamic impostors [4] by taking into account changes in the appearance of the character.
As defined by [10] , what we mean by impostor is a set of transparent polygons onto which we map meaningful opaque images. In our case we use a single, alpha-matted, textured quadrilateral (or billboard). The quadrilateral is placed in such a way that it continuously faces the camera and its texture is updated regularly enough for it not to be visually distracting. The generation of the texture in an off-screen buffer is discussed in Section 3.2, and also in [23] . The image or texture that is mapped onto this quadrilateral is merely a "snapshot" of the virtual human. Under these conditions, if we take for granted that the picture of the virtual human can be re-used over several frames, we have virtually decreased the polygon complexity of a human character to two triangles ( fig. 9 ). 
Impostor Refreshment Approach
The texture that is mapped onto the quadrilateral needs to be refreshed from time to time because of the mobility of the virtual human or camera motion. Whenever the texture needs to be updated, a snapshot of the virtual human is taken. This process is done in three steps:
Set up an off-screen buffer that will receive the snapshot Let the virtual human take on the new posture and place the camera accordingly
Render the actor and copy the result into texture memory
The first stage typically comes down to clearing the buffer. Note that the buffer should be a part of the frame buffer so as to benefit from hardware acceleration. The purpose of the second step is to set up the proper view for taking a picture: first, we let the actor strike the right pose, depending on joint values. Second, the camera is moved in front of the actor. In the last stage, the virtual human is rendered and the resulting image is copied into texture memory. Once the texture has been generated, there only remains to render the textured billboard to have a virtual human on screen. The whole process is hardly any slower than rendering the actual 3D geometry, for the following reasons: setting up the off-screen buffer is mostly done in a pre-processing step. Clearing the buffer is definitely not a costly operation. Letting the virtual human take on the right posture and rendering it would also have to be carried out if the real geometry was used. Finally, if the hardware features frame buffer texturing, the frame buffer to texture memory copy is performed within no time. If not, clearing the off-screen buffer and transferring its content still remain inexpensive because the buffer size is small, typically 128 by 128 pixels. Even in the worst cases (very high texture refreshment rates) in fact, impostors prove not to be slower than rendering the actual 3D geometry.
Impostor Rendering and Texture Generation
Two coordinate spaces are involved in the rendering of an impostor. We denote eye space the viewing frustum defined by the scene camera. It is used for rendering the global scene with impostors. A perspective projection transforms impostors from eye space to two-dimensional screen space. Two coordinate systems are also involved in the generation of the texture that is mapped onto an impostor. We denote impostor space the 3D box associated with the orthographic camera used for taking snapshots of a virtual
human. An orthographic projection transforms coordinates from impostor space to twodimensional texture space. We direct the unfamiliar reader to [ 24] 
where V r is the viewing vector along the line of sight, U r is the "up" vector, and H r is the "horizontal" vector that completes the right-handed coordinate system. where U r is the normalized "up" vector of the scene camera. Another cross product yields the "up" vector:
In addition, the orthographic camera must be set up so that the virtual human should be entirely visible in both impostor and texture space. During the simulation, the orthographic camera is
Due to the orthographic projection, D does not actually affect the size of the virtual human in texture space. To ensure no parts of the character are culled away, we set the viewing box associated with the orthographic camera to the virtual human's bounding box, and we accordingly scale the textured quadrilateral in order to maintain a constant size in screen space. Note that the tighter the bounding box of the synthetic actor, the better the ratio of opaque texels to transparent ones in the texture.
Several Texture Resolutions
Several textures of decreasing size can be associated with every virtual human. As the virtual human moves farther away, which leads to smaller screen-space size, a smaller texture can be used, thus lowering texture memory consumption. In practice, we allocate 256x256, 128x128, and 64x64 pixel textures for a simulation running at a 1280x1024 resolution. The largest resolution is only used for close-up views. In addition to improving texture memory management, using several texture sizes also helps to reduce visual artifacts. As a matter of fact, large textures of virtual humans that are mapped onto very small remote quadrilaterals might shimmer and flash as the impostors move. When several texture resolutions are employed, these artifacts tend to disappear as the appropriate texture resolution is selected according to the impostor screen-space size, a process known as mip-mapping. When a texture is generated, the LOD of the virtual human can also be chosen based on texture size.
Duration of the image cache
For a static object, camera motion is the one and only factor to take into consideration for cache invalidation [11, 12] . The algorithm that decides whether a snapshot of a virtual human is stale or not is obviously a bit more complex. However, this algorithm has to execute very quickly because it must be performed for every virtual human in the scene.
We rely primarily on two factors: self-deformation of the actor and its orientation with respect to the camera.
Virtual humans as self-deforming objects
The basic behind a cache invalidation algorithm is that the viewer need not see every posture of a virtual human to fully understand the animation. A few key postures are often meaningful enough. We propose a simple algorithm that reflects this idea of subsampling the motion. We simply test distance variations between some pre-selected points in the skeleton. Using this scheme, the virtual human is re-rendered if, and only if, the posture has significantly changed.
Once we have updated the skeleton hierarchy we have direct access to joint positions in world space. It is therefore quite straightforward to compute (squared) distances between some particular joints. In concrete terms, we compare four distances ( fig. 11) with those stored when the texture was last generated. The texture is re-generated as soon as the variation of one of these four distances exceeds a pre-defined threshold called posture variation threshold. We found out that four tests suffice to reflect most changes of significant importance in the posture. Nevertheless, other tests could be performed, depending on the simulation e.g. rotation of the head could be tested. 
Orientation of the actor in the camera frame
Instead of independently testing camera motion and actor orientation, both are checked in a single test. This idea stems from the fact that every virtual human is always seen under a certain viewing angle that varies during simulation, either due to camera motion or actor motion. Yet, there is basically no need to know which factor actually caused the variation.
For every frame, we compute a view matrix that corresponds to the transformation under which the viewer sees the virtual human. This view matrix transforms the local coordinate system of the virtual human to the eye coordinate system. It is defined as the product of the matrix of the scene camera and the matrix used for positioning/rotating the virtual human. When a texture is generated at frame n, we store the corresponding view matrix n R . For all subsequent frames ( 
The human flow test-bed
Our work on impostors originates from earlier research on human crowd simulation.
However, simulating a human crowd introduces many extra parameters that may alter the frame rate results. We preferred to use a simpler environment in order to assess reliably the gain of impostors on geometry. In our simulation, twenty walking virtual humans move at various speeds, around more or less large circles ( fig. 12) . A fast walking engine handles the motion of the actors, and collisions between characters are not detected. The first graph of figure13 shows the influence of the posture variation threshold defined in Section 4.1. The other factor, i.e. the relative orientation of the actors, was deactivated throughout this test. Along the horizontal axis are noted the posture variation thresholds beyond which a texture is re-generated, whereas the vertical axis shows the total rendering time normalized with respect to the reference rendering time using the real geometry. When the threshold is set to zero, every change in the posture triggers a recomputation of the texture, in which case the rendering time logically exceeds the reference rendering time. There is only a marginal difference of 18% though, which clearly shows that impostors are hardly any slower than the actual geometry, even in the worst cases. Rendering time plummets when the variation threshold is increased: a threshold of 40%, 60% and 80% respectively cuts the rendering time by two, three and five. There is no noticeable difference in the animation as long as the threshold is smaller than 15%. However, it makes sense to set the threshold to a much higher limit (between 40% and 80%) because the motion remains absolutely understandable. Beyond 80%, it becomes hard to grasp that the actors are walking: they keep circling at display rate, but 
Simulations involving lots of actors
In a real simulation involving several actors, restricting the cache invalidation mechanism to the two above factors would yield an uneven frame rate. The idea for a global texture refreshment mechanism is to perform these two basic tests in order to cull very rapidly the actors that need not be refreshed, and then treat the virtual humans as a whole to obtain a quasi-constant frame rate.
5.1.A Global Cache Invalidation Mechanism
The first two tests result in a list of candidates for refreshment. In the next stage, the list is sorted according to several criteria. The first and most important criterion is the variation ratio, which reflects how poorly the current texture represents the new position/posture of the virtual human. It is calculated as follows: Note that changes in both posture and orientation are cumulated if both ratios are greater than one. Second, the distance from the virtual character to the viewer is taken into consideration, so that distant characters and those on the periphery have less frequent texture refreshments. Third, the rendering cost, based on the number of polygons, can be brought into play. Eventually, the first k actors of the list are re-rendered, where k is chosen, for each frame, so as to limit/average the number of polygons processed by the rendering pipeline.
Human Crowd Rendering
We simulated a circular wave motion propagating through a gathered crowd of 120 virtual humans (fig. 14, http://ligwww.epfl.ch/~aubel/crowd/ for MPEG movies), each consisting of around 800 triangles. We set a fairly high angular threshold in order to avoid camera motion causing too frequent texture updates. By doing so, we managed to view and navigate through the crowd at an interactive frame rate on a R10000 Octane workstation. We achieve a steady rate of 24 frames a second by setting the posture variation threshold to 10 percent and allowing at most 8000 triangles to be rendered per frame. In this configuration there was no visible degradation of the animation. Setting the posture variation threshold to 30 percent increases the frame rate to 36Hz with minimal loss of quality. In comparison, the frame rate drops to a low 3Hz when the actual geometry is rendered. 
Visibility issue
Replacing a polygonal model of a virtual human with a single textured quadrilateral may introduce visibility problems: depth values of the texels are unlikely to match those of the actual geometry, which may lead to incorrect visibility (legs and right arm in fig.   16 .b). The most natural solution to this problem is to augment impostors with depth information per texel [13, 17] . However, we ruled out this approach because it requires specific hardware and is usually expensive. Another way to overcome the visibility limitation consists in identifying geometry that forms the lowest level parts that are expected to have coherent motion and render them at different z-values. We tried this for a while, with some success. It is easy to divide a virtual human into coherent parts by using the natural segmentation of joints ( fig. 15) . Moreover, since all body parts are not necessarily involved in a motion, the refreshment of an actor may be less costly. However, even though it does solve the actor-on-chair visibility problem, body parts are not smoothly connected, thus leading to unacceptable results (see hands and feet in fig.16c ). To our knowledge, no solution to this "seaming problem" has been published. In addition, new visibility problems may occur between quadrilaterals overlapping in screen space and with close depth values. For example, the neck may incorrectly be occluded by long hair ( fig.16 .c) in one frame, and visibility correctly resolved in the next one, thus adding an unpleasing popping effect to the list of visibility problems.
Factored Impostor
The solution advocated by Snyder and Lengyel is to detect mutual occluders and factor them in a single layer [15] . We adapted this idea to the context of virtual humans interacting with objects of their environment. First, the author identifies the few objects that might cause visibility problems (eg. chair, table). At run-time, potential occlusions between a synthetic character and one of these objects are detected by checking if the axis-aligned bounding boxes of the character and object overlap. If so, a new impostor, consisting of both the actor and object, is created ( fig. 16d ). If more than one object interferes with the virtual human the additional objects are merged into the same impostor. For example, for an actor sitting at a table, the final texture will contain the virtual human, the chair, and the table. The construction of a factored impostor is done exactly as in Section 3.2, except that the bounding box now encompasses all factored objects. However, the factoring scheme suffers from a number of problems:
i) The parallax effect cannot be reproduced (unless the refreshment rate is very high), which might prove disturbing when the aggregated objects have great differences in distance from the camera.
ii) The relative velocities and/or dynamics of objects within the same impostor may considerably impact the texture refreshment rate e.g. two moving characters within one impostor.
Virtual humans rarely interact with very large objects, so the first problem can usually be ignored. On the other hand, the second item is more worrisome. Let us consider as an example two virtual humans sitting on a bench. It makes little sense to factor both actors and the bench into the same impostor, since the induced texture refreshment rate would become prohibitively expensive due to ii). Using two impostors, one for each actor, and factoring the bench into both impostors is not any better: the bench is drawn twice, thus
causing new visibility problems (let alone the "superposition effect"). Breaking the bench into two pieces seems impractical from a designer's viewpoint, and cracks could moreover appear in the final image of the reconstructed bench. Hence, when ii) occurs, we use another type of impostor.
Z-buffer corrected impostor
We introduce a new software method that addresses the second problem above: the idea is to render each virtual human with a separate impostor, and to use a special Zbuffer-corrected impostor for each interfering object. The Z-buffer-correction is done as follows: instead of clearing the Z-buffer plane of the off-screen buffer before taking a snapshot (see Section 3.1.), we "dump" in it the Z-buffer content of the off-screen buffers associated with the (occluding) virtual humans. For the actor-on-chair problem, this has the effect of generating a texture, whose opaque texels correspond precisely to the elements of the chair that are not obscured by the actor. In order to avoid disocclusion errors, a Z-buffer-corrected impostor must be refreshed whenever one of the (occluding)
actors is refreshed or the camera moves. This high refreshment rate is counterbalanced by the benefit of using, without constraints, impostors for the synthetic characters.
The Z-buffer re-use has a number of restrictions. If orthographic cameras are used for generating textures as in this paper, depth values vary linearly in the distance from the camera, so that a simple scaling and translation of the depth values during the copy suffice (scaling and translation are native OpenGL operations for pixel transfers). If perspective cameras are used, depth values vary non-linearly, and the near and far planes of the various cameras must be set to the same values 1 . Another problem comes from the different orientations of the quadrilaterals. When the bounding boxes of two objects intersect, the two corresponding quadrilaterals are not exactly parallel, which introduces errors in the Z-buffer correction such as holes. We deal with this problem by setting the quadrilaterals to the same orientation, usually the bisecting plane of the quadrilaterals. In this way, we trade visually unacceptable errors such as holes for less disturbing ones (namely some distortion in the displayed image). In practice, the introduced distortion is barely perceptible, as objects whose bounding boxes intersect are necessarily close to one another, and thus close to being parallel.
Conclusion
This paper shows how to efficiently represent virtual humans with impostors, and how to integrate them into applications. To that end, we proposed a global cache invalidation mechanism that executes reasonably fast. In summary, animated impostors provide a useful technique for the following reasons. It is a software technique that is not very demanding in terms of hardware; simulation considerations can easily be integrated (quasi-constant frame rate, rendering priorities etc.); texture memory consumption can be monitored and acted upon; impostors can (and should) be combined with other acceleration techniques, such as LOD. The weaknesses are the following: Texture memory usage; Visibility issue is partially solved; small animations that improve the visual realism (eg. breathing, fidgeting) are sacrificed.
We plan to investigate the following issues in future work:
• Shadow generation from impostors as in [18] for instance.
• Due to real-time requirements, our image cache invalidation mechanism is restricted to changes in posture and camera motion. In specific cases, it could be interesting to take other factors into account eg. facial animation, the dynamics of an additional layer of clothes, etc.
• As the number of articulated characters increases, so does the computation time in such a way that it may rapidly exceed the rendering time. A complete update of the hierarchy of our model requires over a hundred homogeneous matrix multiplications.
A tighter coupling with level of detail in the animation is therefore needed to actually simulate great numbers of articulated characters.
