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The personalised conditioning system (PCS) is widely studied. Potentially, it is able to reduce energy
consumption while securing occupants' thermal comfort requirements. It has been suggested that
automatic optimised operation schemes for PCS should be introduced to avoid energy wastage and
discomfort caused by inappropriate operation. In certain automatic operation schemes, personalised
thermal sensation models are applied as key components to help in setting targets for PCS operation. In
this research, a novel personal thermal sensation modelling method based on the C-Support Vector
Classiﬁcation (C-SVC) algorithm has been developed for PCS control. The personal thermal sensation
modelling has been regarded as a classiﬁcation problem. During the modelling process, the method
‘learns’ an occupant's thermal preferences from his/her feedback, environmental parameters and per-
sonal physiological and behavioural factors. The modelling method has been veriﬁed by comparing the
actual thermal sensation vote (TSV) with the modelled one based on 20 individual cases. Furthermore,
the accuracy of each individual thermal sensation model has been compared with the outcomes of the
PMV model. The results indicate that the modelling method presented in this paper is an effective tool to
model personal thermal sensations and could be integrated within the PCS for optimised system oper-
ation and control.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introductions
The type of ‘personalised conditioning system’ (PCS) or ‘per-
sonal environment control’ (PEC) is a type of energy system that
controls a small area of the environment surrounding an end user
[1,2]. This type of system has been regarded as a solution to achieve
energy efﬁciency whilst satisfying an individual's thermal comfort
requirements because such a system has ﬂexibilities for occupants
to moderate their surrounding microenvironment based on their
individual demands [1e6]. Vesely and Zeiler [1] conducted a review
to investigate the energy efﬁciency of the PCS. This research
revealed that the control methods of PCS nowadays largely
depended on the users' operations. In addition, inappropriate
operation could lead to ‘rebound’ or ‘overshoot’ in system usage
causing energy wastage and thermal discomfort. Therefore, energy
consumption can be saved subject to the optimal operation.
Frequent adjusting the system manually could distract workers'vironment, Whiteknights, PO
r Ltd. This is an open access articleconcentration.
It has been indicated that an occupants' thermal comfort con-
dition is important to the HVAC system operations. The occupants'
sensation feedbacks to the thermal conditions can be applied to
HVAC automatic control systems [7]. It is also suggested that the
comfort environmental conditions could be directly derived from
the occupants' sensation feedbacks then to be used to deﬁne the
optimised control of the HVAC system [8]. The collected feedback
information could also be used to generate a predictive models to
estimate the comfort conditions to guide the HVAC control schemes
[9].
Similar auto-control schemes could also be applicable to certain
type of PCS, which aim to improve the thermal environment
around an end user. Such type of PCS is the main focus of this
research. It has been suggested that applying thermal sensation
models to accurately predict individuals' thermal sensation de-
mands is an effective solution to achieve optimal control of a per-
sonalised environmental control system [10]. Therefore, novel
personal thermal sensation models based on the Support Vector
Machine (SVM) algorithm are proposed in this research.
Firstly, this paper brieﬂy reviews the existing research inunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
List of symbols
Ta Air Temperature
Tr Mean Radiant Temperature
Va Air Velocity
Tg Globe Temperature
RH Relative Humidity
MET Metabolic Rate
Clo Clothing Insulation level
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that the thermal sensation modelling problem can be regarded as a
classiﬁcation problem. The SVM algorithm is a justiﬁed solution to
the classiﬁcation problem. The paper then introduces the pro-
cedures for training and testing of the personal thermal sensation
models using experimental data. The performance of each gener-
ated individual personal thermal sensation model is also compared
with the Predicted Mean Vote (PMV) index. Finally, a PCS system
structurewith a C-SVC-aided personal thermal sensationmodelling
method is presented.
2. Related work
The thermal sensation prediction is essential to indoor thermal
environment design, operation and assessment. Methods of pre-
diction have been widely adopted by design standards and guides.
For example, the widely applied PMV-PPD index has been adopted
by the ASHREA 55 and ISO 7730 standards [12,13]; the adaptive
model using running mean temperature in the EN15251 standard
[14] and the aPMV model integrated in the ‘Chinese Evaluation
standard for the indoor thermal environment in civil buildings’
[15]. However, it is criticized that the thermal sensation prediction
recommended by the international standards are not suitable to be
directly applied as individual thermal comfort predictors in many
conditions [10,16]. It is argued that these models recommended by
the standards are developed for the estimation of the average
thermal sensation of a large number of people under certain con-
ditions, which may not be suitable for the situation when signiﬁ-
cant individual differences of thermal comfort preferences exist
[17]. Recently, developing personal thermal sensation modelling
has attracted many researchers' interests. Table 1 lists the most
current published papers on the topic and their main
characteristics.
From Table 1 it can be seen that Back Propagation neural
network technology has been applied to build a personal thermalTable 1
Properties of existing thermal sensation models.
Paper Name Modelling
methods
Is the model accuracy
testing presented in the
paper?
Are the in
sensation
factors ?
[17] Neural Network
Evaluation Model
(NNEM)
Back
Propagation
Neural Network
Yes Yes
[11] N/A Fisher
Discriminant
No No
[18] N/A Support Vector
Regression
Yes No
[10] Predicted Personal Vote
Model (PPV Model)
Least Square
Regression
Yes Yes
[16] Personalised Dynamic
Thermal Comfort (PDTC)
Model
Weighted Least
Square
Estimation
Yes Yessensation model, which categorised the personal thermal sensa-
tions into three conditions: hot, neutral, and cold [17]. Comparing
to the ASHRAE 7-scale sensations, this model outputs the thermal
sensations in less detail. Feldmeier and Paradiso [11] developed a
model that applied the Fisher Discriminant method to separate
different levels of thermal sensation. It can be found that the
different levels of thermal sensations are separated by linear de-
cision boundaries in this research. Gao and Keshav [10] developed a
predicted personal vote (PPV) model. However, the effectiveness of
the modelling method may need further investigation, as in the
presented work the evaluation process is only expressed by one
case study with 12 training samples and 8 testing samples. Zhao
et al. [16] introduced a Personalised Dynamic Thermal Comfort
(PDTC) model, which is similar to the PPV model. It also applied a
regression method to estimate the personal coefﬁcients of the
model function.
The support vector machine (SVM) algorithm has been utilised
in the thermal comfort research area. Megri et al. [19] applied the
support vector regression (SVR) to develop the thermal sensation
model. It is claimed that their research showed the potential of
using the SVM to generate the thermal index of a particular small
group of people. Rana et al. [18] applied the similar ε-SVM regres-
sion method to generate the personal thermal sensation model and
verify the feasibility of using ‘humidex’ as a predictor. The inputs of
the personal model developed in this research only include tem-
perature and humidity, or ‘humidex’ which is calculated from
temperature and humidity. Megri and Rana both applied the SVM
algorithm as a regression tool in their research.
Comparing all the researchmentioned in this section, a research
question has been raised as to whether an SVM-based personal
thermal comfort model has better performance when it takes into
account a complete set of environmental factors that affect thermal
sensation including temperature, humidity, air velocity and mean
radiant temperature. In this research, a modelling method aided by
C-support Vector Classiﬁcation (C-SVC) [20] is proposed for
generating personal thermal sensation models. Being different to
the existing thermal comfort modelling methods, this new study
attempts to solve the personal thermal sensation modelling using
an algorithm that particularly deals with classiﬁcation problems.
Comprehensive boundary decision-making methods are used here
rather than directly applying linear boundaries in all cases. The
input parameters of the model include the well-accepted key fac-
tors of the ambient thermal environment affecting thermal feel-
ings, which include air temperature, mean radiant temperature, air
velocity, relative humidity, clothing insulation level and activity
level [21,22]. The outputs of the generated models are expected to
closely match the value of the personal thermal sensation vote,
which accord with the ASHRAE seven-point thermal sensationputs of the personal thermal
models involved allTa;Tr;Va and RH
Are outputs of the model directly compared
with the real collected TSVs with ASHRAE 7
scales?
No
No
Yes
Yes
Yes
Fig. 1. Support vectors and hyperplane.
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questionnaire survey has been retained. A strict evaluation rule is
applied: a success prediction will only be declared if the prediction
value is exactly the same as the collected true value.
3. The modelling method and algorithm
3.1. Regarding the personal thermal sensation modelling as a
classiﬁcation problem
In this research, the input vectors of the thermal comfort model
are the environmental parameters and personal factors, while the
outputs are thermal sensations. The personal thermal sensation
model functions to ‘map’ the particular thermal conditions with an
individual's thermal sensation. In this case, from machine learning
prospective, the personal thermal sensation modelling issue can be
regarded as a supervised learning problem [23,24]. Moreover, in
previous research, the occupants' thermal feelings were collected
in the form of the thermal sensation votes (TSV) based on the
ASHRAE thermal comfort seven-scale scheme, i.e. cold (3), cool
(2), slightly cool (1), neutral (0), slightly warm (1), warm (2) and
hot (3) [12]. It is logical to maintain themodel predictions format to
remain consistent with the format of the collected real data. In this
case, the model's thermal sensation predictions will also be
expressed using the ASHRAE scale detailed above. That is to say, the
value used in personal thermal sensation model is discrete. These
discrete data can be regarded as the label of the different thermal
sensation levels. Therefore, referring to the deﬁnitions from the
machine learning ﬁeld in Refs. [24] and [25], the personal thermal
sensation modelling problem can be regarded as a classiﬁcation
problem. Consequently, C-support Vector Classiﬁcation (C-SVC) is
chosen to support the model generation programming, which is a
popular tool to solve classiﬁcation problems.
3.2. The background of the Ce SVC algorithm
SVM is a machine learning algorithm, which was developed into
different formulations, and has been applied in various domains
and regarded as an effective classiﬁcation tool [26e31]. The C-SVC
classiﬁer is a separator developed by the C-SVC which is able to
categorise two types of thermal sensations [20]. The basic classiﬁer
generation is illustrated in this section. For machine-learning pur-
poses, the collected data are arranged as input and output pairs.
Assume the total number of data sets is N, the inputeoutput pairs
can be expressed as ( ui ; yi); i ¼ 1,2,…N. The input vector ui con-
tains environment parameters and personal factors. The targeted
output yi only contains one element which is the thermal sensation
of a person in the circumstance, which is deﬁned by ui: Let yi ¼ 1
represent the thermal sensation class number one and yi ¼ 1
represent thermal sensation class number two.
All sets of the input and output pairs are divided into training
sets and test sets. Let the number of training sets be represented
by M, during the training process, only training sets are used. The
SVM utilises ‘maximum margin hyperplane’ as the decision
boundary to separate two different classes when solving classiﬁ-
cation problems, and it is the optimal hyperplane that provides the
maximum margin between the two classes [32]. The ‘maximum
margin hyperplane’ is illustrated in Fig. 1. Note that this ﬁgure only
depicts the situation when two classes are linearly separable. In
Fig. 1, nodes expressed by the same symbol (star or triangle) belong
to the same class.
The ‘support vectors’ are the vectors closest to the decision
hyperplane derived from the training set and they deﬁne the
optimal hyperplane which has the maximum margin [32]. In Fig. 1,
nodes 1, 2 and 3 are selected as support vectors. The equation of theoptimal hyperplane can be expressed as Equation (1) [24]:
uTuþ b ¼ 0 (1)
u and b are the weight vector and bias respectively, and u is an
input vector. The mathematical derivation of the C-SVC problem is
brieﬂy demonstrated in Function (2) to Function (8). Further details
can be found in references [ [20,23,28,33]].
For all the training sets and the maximum-margin hyperplane,
the rule represented in Function (2) must be obeyed by:
yi

uTui þ b

 1 (2)
It has been proved that ﬁnding the maximum margin is equiv-
alent to ﬁnding theminimum of the output of the Function (3) [33]:
qðuÞ ¼ 1
2
uT,u (3)
Function (3) satisfy the constrain: yiðuTui þ bÞ  1 i ¼ 1,2,…M.
However, in real-world applications, the training data may be
noisy. Furthermore, the data from the two classes may not be lin-
early separated. So the ‘soft margin hyperplane’ and the ‘kernel
trick’ are introduced into the C-SVC algorithm to realise the clas-
siﬁers in these situations. First, for the soft margin hyperplane, a
parameter xi is introduced, then the function going to be minimised
becomes Function (4) [28,33]:
min
u;b;x
1
2
uT,uþ C
XM
i¼1
xi (4)
The constraint condition of (4) is yiðuTui þ bÞ  1 xi; xi>0;
i ¼ 1,2,… M, and C is a user deﬁned positive ﬁgure.
This research employed the ‘radial-basis function’ (RBF) kernel
[23] for the problem of linearly inseparable cases. The kernel is used
to map the input vectors from the original feature space into a
higher dimensional space where the cases become linearly sepa-
rable and the RBF can be expressed as Function (5):
K

ui;uj
 ¼ e 12d2kuiujk2 (5)
The problem of ﬁnding the maximum-margin hyperplane be-
comes solving the optimisation problem, which is expressed in
Function (4) subject to [30]:
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
uT∅ðuiÞ þ b

 1 xi; (6)
xi  0; i ¼ 1;2…:M (7)
∅ðuiÞ is from the kernel function:
K

ui;uj
 ¼ ∅ðuiÞT∅uj (8)
The minimisation problem of Function(4) can be converted into
solving the dual problem expressed in Function (9) to Function (11)
[20] [33]:
min
l
1
2
XM
i¼1
XM
j¼1
liljyiyjK

ui;uj
XM
i¼1
li (9)
subject to:
XM
i¼1
liyi ¼ 0; (10)
0  li  C; i ¼ 1;2…:M (11)
By ﬁnding the optimum solution of the Function (9) subject to
(10) and (11), let lio and bo be the optimised coefﬁcients, then the
decision function GðuÞ can be expressed as:
GðuÞ ¼ sgn
 XM
1
yilioKðui;uÞ þ bo
!
(12)
If an input vector x is submitted into Function (12), which
contains environmental parameters and personal factors, and
GðxÞ ¼ 1, this means that the generated classiﬁer predicts the
thermal sensation of the subject as being in thermal sensation class
number one under the input circumstance.
In this research, there are seven levels of thermal sensations that
need to be classiﬁed but the classiﬁer described above can only
identify two classes at a time. This multi-class classiﬁcation prob-
lem is solved by the ‘one against one’ method [34], and then mul-
tiple classiﬁers will be generated all together to create a complete
thermal sensation model for a subject. In this research, the C-SVC
algorithm with the ‘one against one’ method has been realised by
using the LIBSVM MATLAB library [20].Table 2
Range of environmental parameters in the controlled environment.
Environmental parameters Minimum value Maximum value
Tg 24.94 C 29.58 C
Ta 26.07 C 30.04 C
RH 41.5% 80.1%
Va 0.11 m/s 0.17 m/s4. Data process and model training
In order to test the accuracy of the C-SVC-based model of the
reﬂection and prediction of personal sensations, experimental data
from a series of experiments carried out in Chongqing, China from
2008 to 2010 are used. A recent publication [35] describes the de-
tails of the experiments. The experimental indoor environmentwas
supplied by a heating, ventilation and air conditioning (HVAC)
system. Twenty-one healthy people aged between 20 and 30 years
old were involved in a series of experiments. All of them stayed in
Chongqing city for more than two years. One person did not
complete the experiment so this individual's partial data is not used
in this modelling. Every single experiment session lasted for 90min
for one person. In the ﬁrst 20 min, no data was recorded as the
subject was getting used to the exposed indoor environment. Then,
his/her thermal comfort sensation was recorded by using a ques-
tionnaire survey in every 10 min. In the questionnaire, the thermal
sensation was measured by the seven-level ASHRAE scale: cold,
cool, slightly cool, neutral, slightly warm, warm and hot [12]. The
ambient environmental parameters were collected in every 10min;whilst the questionnaire surveys were carried out. The parameters
including the globe temperature, air temperature, relative humidity
and air velocity were recorded by a thermal comfort monitoring
station assembled in accordance with the standard ISO 7726-2001
[36]. The location of sensors were 0.6 m above the ground beside
the subject. During the experiment period, all the subjects were
wearing clothes with the same insulation level and were doing
work having the same activity level. The settings of environmental
parameters are illustrated in Table 2. All 20 subjects attended up to
10 times of 90-min’ experiment sessions. A total of 1199 sets of valid
data from these 20 subjects were collected, which have been used
for the development and veriﬁcation of models. The detailed
numbers of data sets collected from each subjects are depicted in
Fig. 2.
The data used as training data should not be used again as test
data. Therefore, around 50% of each subject's data were used to
develop the model and the remaining 50% were used to verify the
accuracy of the model. Fig. 2 shows the number of samples used for
training and testing the personal thermal sensation model of each
individual. The real numbers of training samples and testing sam-
ples of a subject depend on the total amount of valid raw data
collected from the experiment. The mean radiant temperature is
calculated using Equation (14) where Tg is the globe temperature
collected on-site [37].
Tr ¼
"
Tg þ 273
4 þ 1:1*108V0:6a
εD0:4

Tg  Ta
#0:25  273 (14)
Fig. 3 illustrates the input data structure and the model training
process. All the data should be arranged into input and targeted
output pairs to ﬁt the C-SVC algorithm. From the ﬁgure, it can be
seen that the input data required for modelling include: 1) ambient
environmental parameters such as Ta, Tr , Va and RH and personal
data such asMET and Clo; and 2) a subject's TSV (thermal sensation
vote). These data are fed into the modelling algorithm based on the
C-SVC and modelled thermal sensations based on the inputted
information are then produced. For a subject, only the data
collected from the experiments he/she attended were used to
develop his/her personal thermal sensation model.
In the development of the modelling algorithm, the LIBSVM li-
brary was applied. According to the developer of the library, two
parameters:C and g, are used to control the performance of the C-
SVC algorithm. Both C and g are user deﬁned parameters and
optimal pairing C and g values will improve the C-SVC model
quality. The regularisation parameter C controls the trade-off be-
tween the trained models' complexity and the errors [26,33] while
the parameter g determines the parameter d in the RBF kernel
Function (5), which is deﬁned by Function (15) [20].
g ¼ 1
2d2
(15)
In this research, these parameters have been optimally selected
by a ‘grid-search’ method which is recommended by the library
developer [20]. It was approved as a reliable method in the existing
research [26]. In the ‘grid-search’ procedure, a series of C and g
Fig. 2. Number of data sets collected from each subject.
Fig. 3. Training process of the personal thermal sensation model.
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binations of (C,g) pairs were generated. Based on the performance
of the modelling program, both the parameters C and g were
calculated by 2A where A is from the data range
(4,3,2,1,0,1,2,3,4). The program automatically selects one pair
of (C,g) each time then applies it to train a model. The performance
of the selected (C,g) was veriﬁed by a cross-validation method,
which is integrated in the LIBSVM library. A ﬁve-fold cross-vali-
dation method was programmed. During the validation process,
the program spilt the training sets equally into ﬁve subsets then
ﬁve rounds of the modelling process were performed for each pair
of (C,g). Once a pair was selected, the ﬁrst round of modelling
would started. Four subsets of data were used to train the model
and the remaining part was used to validate the performance. The
validation result of the model generated in this round was then
saved. During the next round ofmodelling for the same pair of (C,g),
the programwould use another subsets as validation data sets and
repeated the training and validation process then saved the vali-
dation result again. The same process would be iterated ﬁve times
until all the subsets had been used once as validation data sets. All
ﬁve saved test results were averaged and the average value wasused to represent the performance of the modelling program with
the selected (C,g). In the end, the selected model was the one
developed by the combination of C and g giving the best validated
performance. If more than one (C,g) pair reached the best perfor-
mance, the programwould select the pair that was validated last in
the whole validation process. Fig. 4 depicts the performance of
different (C,g) pairs during the model training process for subject B.
It can be found that multiple (C,g) pairs have the same performance
which validation results reach 100% accurate, so after the training
process, the chosen (C,g) pair was (16, 16), which is illustrated as
the point Z in Fig. 4.
5. Veriﬁcations of the model
The developed individual thermal sensation model was veriﬁed
by the test samples. In the test samples, the attributes Ta, Tr , Va
,RH, MET and Clo were used as the inputs of the personal thermal
sensationmodels. Themodels' predictions were comparedwith the
actual TSV data collected from the experiment. If, under the same
environmental and personal conditions, a model's prediction was
equal to the actual TSV data, then the predictionwould be regarded
Fig. 4. Performance of different (C,g) pairs.
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the model's prediction accuracy rate, which is calculated by Equa-
tion (9) [20].
Prediction Accuracy Rate ¼ The Number of Correct Predictions/
Total Number of Test Samples (9).
Fig. 5 depicts results of two series of experiments, which test the
performance of two individual models for two subjects. The X axis
presents the number of the experiment. The Y axis shows the TSV
values. The crosses in the ﬁgure are the TSV values predicted by C-
SVC-based personal thermal sensation models, and the circles
represent the actual TSV data collected from the subjects. In the
ﬁgure, the cross covering the circle means the model makes a
correct prediction. Fig. 6 shows the accuracy rate of the predicted
models for 20 subjects. From the ﬁgure, it can be seen that the
average prediction accuracy is 89.82%. 17 out of 20 subjects' indi-
vidual thermal sensation models have an accuracy rate higher than
80%.Fig. 5. Model predicted TSV VS subjects' actual TSV for subjects P and R.
6. Comparison studies
In order to further verify the performance of personal thermal
sensation models based on the C-SVC algorithm, a comparative
study is presented. Using the same sets of data we calculated the
individual's thermal sensations by using the PMV and C-SVC
methods.
According to the literature [18], if the value of the difference
between PMV and the occupant's TSV is less than or equal to 0.5,
then the prediction using PMV is regarded as accurate. The accuracy
rate of PMV prediction was calculated according to Equation (9).
Fig. 7 depicts the mean values of the accuracy rate of the PMV index
and the C-SVC-generated personal thermal sensationmodels. It can
be seen that the average accuracy rate of the personal thermal
sensationmodels (89.82%) is signiﬁcantly higher than that obtained
from the PMV model (49.71%).7. Application of the modelling method
The mismatching of demand and supply for heating and cooling
of the PCS could cause energy wastage. The modelling method
presented in this paper canminimise or eliminate suchmismatches
because the developedmodel can realistically reﬂect the occupant'sthermal sensation and expectation. To realise the goal of energy
efﬁciency of the PCS while providing thermally comfort microcli-
mate surrounding the occupant, an intelligent system will be of
useful. The feasibility and operations of the learning-algorithm-
aided PCS system have been discussed in some research such as
[10,11,17]. In this research, the framework of a holistic intelligent
management system is proposed as illustrated in Fig. 8. The
detailed description of the realisation of the intelligent control
system is out of the scope of this paper. More detailedmaterials will
be provided in following research papers due to the page limitation.
We take an example of the application of this model in a person-
alised air supply system to demonstrate how themodel can be used
in personal control. The intelligent system framework is composed
of ﬁve parts that are brieﬂy described as follows:
7.1. Human-machine interface
This component plays a function of dialogue between the people
and the system. It collects information from the end-user including
thermal sensation vote, clothing level and activity level through
clinking the pre-designed dialogue boxes. Furthermore, it will also
Fig. 6. Model's prediction accuracy rates.
Fig. 7. Mean accuracy of PMV and C-SVC based models.
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advice of alternativeways to achieve the thermal expectation based
on mature thermal adaptation theory when necessary.
7.2. Sensor network
The sensor network component collects the information of
ambient thermal environmental parameters including air temper-
ature, mean radiative temperature, relative humidity and air
velocity.
7.3. Information database storage
The end-user's personal thermal sensation vote initially
collected will be stored and in the system therefore to form thedatabase for personal thermal sensation modelling. The database
can be updated if the ‘end-user’ has any signiﬁcant changes in
terms of clothing level, activity level and ambient environment. It
will also store the physical environment information surrounding
the end-user including temperature, humidity and air velocity.
7.4. Calculator
This component embeds the C-SVC algorithm to perform per-
sonal thermal sensation modelling using the stored data sets and to
predict thermal sensations. Once the model has been trained and
veriﬁed, the thermal sensation information will be converted into
the required supply air temperature and velocity, which is the
essential information to the controller for the decision making of
air supply.
7.5. Controller
An optimal decision making algorithm is embedded in the
controller aimed to optimise air supply i.e. the setting of the supply
air temperature velocity and humidity to match the end-user's
demand. The system operation information will be fed back to the
end-user through the humanemachine interface.
It is worth to note that when the system starts to work, it may
have higher demand on the end-user's input of the thermal
sensation votes via humanemachine interface so to generate the
database. Once the personal thermal sensation model is estab-
lished, the system has completed the ‘learning’ process then to be
able to predict. Furthermore, the system will be able to update the
database if the end-user interacts with the humanemachine
interface by inputting any updated information. The C-SVC algo-
rithm will iterate the modelling and verifying process. This feature
will enable the system dynamically update and reﬂect the end-
user's demand when it is needed.
Fig. 8. The Structure and Information ﬂow of PCS System with C-SVC Algorithm.
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This paper presents a C-SVC method of modelling personal
thermal sensations. The modelling method has been veriﬁed using
the experimental data collected in an HVAC-supplied indoor
environment with real thermal sensation votes from twenty sub-
jects. The average rate of prediction accuracy of these models is
above 89%. The results of this study indicate that the modelling
problem can be regarded as a classiﬁcation problem in the context
of machine learning. The method will be ideally used in the intel-
ligent control for a personalised conditioning system because the C-
SVC realistically reﬂects an individual occupant's personal thermal
preference and provides the individual's speciﬁc thermal comfort
need. It is argued that people's thermal sensation could vary from
season to season; the C-SVC algorithm can be re-developed on a
seasonal basis in order to fully reﬂect the dynamic adaptation of
humans. It is expected that the performance of a personalised
conditioning system can be improved in terms of energy efﬁciency
and wellbeing through intelligent control that reﬂects people's
thermal demands. Future research to verify the method in various
indoor environments such as free-running buildings will be
conducted.
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