Centrality and influence spread are two of the most studied concepts in social network analysis. In recent years, centrality measures has attracted the attention of many researchers, generating a large and varied number of new studies about social network analysis and its applications. However, as far as we know, traditional models of influence spread have not yet been exhaustively used to define centrality measures according to the influence criteria. Most of the considered work in this topic is based on the independent cascade model. In this paper we explore the possibilities of the linear threshold model for the definition of centrality measures to be used on weighted and labeled social networks. We propose a new centrality measure to rank the users of the network, the Linear Threshold Rank (LTR), and a centralization measure to determine to what extent the entire network has a centralized structure, the Linear Threshold Centralization (LTC). We appraise the viability of the approach through several case studies. We consider four different social networks to compare our new measures with two centrality measures based on relevance criteria and another centrality measure based on the independent cascade model. Our results show that our measures are useful for ranking actors and networks in a distinguishable way. whose nodes are the actors of the network, and the edges are interpersonal ties among the actors [2] . Sometimes, edges have associated weights representing the strength of each interpersonal tie. In this context, centrality measures aim to determine how structurally relevant is an actor within the social network. The most traditional centrality measures, such as degree, closeness, and betweenness, are related with the topology of the graph. In these measures, an actor is considered more central when it has a greater degree, or it is closer to the other actors, or it allows to interconnect the other actors in the network, respectively [3] .
Introduction
Centrality is one of the most studied concepts in social network analysis and it has been exhaustively studied at least since 1948 [1] . A social network can be represented as a graph, * I am corresponding author Email addresses: fabian.riquelme.c@usach.cl (Fabián Riquelme), pgonzalez@instagis.com (Pablo González-Cantergiani), xavier.molinero@upc.edu (Xavier Molinero), mjserna@cs.upc.edu (Maria Serna) hierarchical measures [29] . These measures aim to determine to what extent the entire network has a centralized structure. The most known centralization measure is the Freeman centralization, originally called simply graph centrality [3] , that measures how central its most central node is in relation to how central all the other nodes are. It is a generic measure, so that each centrality measure can have its own associated centralization measure. Other measures of centralization are the average clustering coefficient (ACC) [30] and variations.
In this paper we want to analyze centrality measures based on the linear threshold model. We propose a new centrality measure to rank the users of the network, the Linear Threshold Rank (LTR), and a centralization measure associated to the linear threshold model, the Linear Threshold Centralization (LTC). The LTR measure can be interpreted as how much an actor can spread his influence within a network, investing resources to be able to convince his immediate neighbors. This distinguishes this influence measure from other classical measures such as the degree centrality. In this measure, an actor with small degree might have a good ranking due to his neighbors. The LTC measure is related to the k-core, a notion introduced to study the clustering structure of social networks [31] and to describe the evolution of random graphs [32] . The k-core has also been applied in bioinformatics [33, 34] and network visualization [35] , and it is a key concept for the k-shell decomposition method. It is known that the k-shell predicts the outcome of spreading more reliably than other centrality measures like the degree or the betweenness [36] .
We are interested in analyzing whether those new measures differ or not from other centrality measures based on relevance or influence. For doing so we fix our attention in two relevance measures: the PageRank and the Katz centrality. For an influence based centrality we consider a measure naturally derived from the independent cascade model, the Independent Cascade Rank (ICR) introduced in [37] . These centrality measures are implemented using different approaches, so we also discuss the computational resources and the accuracy required by each algorithm. Our aim is to compare the different rankings as special purpose centrality measure without having in mind the influence maximization problem as it was done with the independent cascade proposed measures. As centralization measures we consider the average clustering coefficient and the local clustering coefficient.
We evaluate the proposed centrality and centralization measures on four social networks. Two of them are large networks: the Higgs network (directed) and the arXiv network (undirected) [38] . The other two are well known small networks: the Dining-table network (directed) [39, 40] and the Dolphins social network (undirected) [41] . We correlate the four centrality measures by using both the Spearman and the Kendall correlation coefficients [42, 43] . Table 5 summarizes the results. Each centrality measure provides a different centrality criteria except for the Dolphins social network where LTR, PageRank and Katz centrality tend to be similar. Observe that LTR and ICR do not appear to be correlated in any of the networks. This fact indicates another structural difference among the two models of influence spread. As we will see, LTR measure is a useful measure for ranking actors in a distinguishable way.
The paper is organized as follows. Section 2 briefly describes the related work regarding centrality and centralization measures for general social networks. Next section is devoted to influence graphs, which are social networks where the influence spread is exerted under the linear threshold model. Section 4 contains the main novelty of this paper, which is the definition of the new measures of centrality and centralization. Section 5 shows our experimental setting. We compare all the previous defined measures in four different networks. Finally, the paper ends up presenting our main conclusions and several directions for future work.
Preliminaries
In this section we introduce some known centrality measures and give some intuition about how they work. We also explain how to correlate centrality measures. Finally, we introduce centralization measures.
In all what follows, we consider a social network as a graph G = (V, E), where V (G) is the set of actors and E(G) is the set of edges of G. Sometimes we require a weighted graph (G, w), where G is a graph and w : E(G) → N is a weight function which assigns a weight to every edge. Let us denote w((i, j)) = w ij for any edge (i, j) ∈ E(G), n = |V |, and m = |E|.
Centrality under relevance criteria
A widely used measure related with relevance criteria is the eigenvector centrality [12] , which considers that an actor in the network is important if it is linked from other important actors or if it is highly linked. More formally, consider an adjacency matrix A, so that the elements (a ij ) of A take a value 1 if actor or node i is connected to actor j, and 0 otherwise. The eigenvector centrality of an actor u, denoted by ev(u), is given by
where λ is a constant called eigenvalue.
The eigenvector centrality provides reasonable results only if the graph is highly connected, like in the case of undirected networks with strongly connected components. In real directed networks, we can obtain several vertices with a null eigenvector centrality, so the measure becomes useless. For instance, this is the case for the vertices that can reach strongly connected components but that are not recheable from them.
Nevertheless, the Katz centrality [11] overcome this deficiency of the eigenvector centrality, by giving a small amount of centrality for free, regardless of the position of the actor in the network. The Katz centrality of an actor u, denoted by katz(u), is given by
where β is a constant which is independent of the network structure, and α is called the damping factor, a number between 0 and 1 λmax , where λ max is the largest eigenvalue of A. Note that when α = 1 λmax and β = 0, if we calculate ev(u) with λ max , then katz(u) = ev(u).
Additionally, there is a well-known centrality measure called PageRank [10] , denoted for an actor u by pr(u). It is given by
where δ + (v) is the out-degree of node v and the damping factor α here is such that 0 < α ≤ 1.
Although the Katz and PageRank centrality measures can be solved in polynomial time, a naive algorithm to solve them in O(n 3 ) can be infeasible for a real network with millions of nodes. By avoiding the computation of λ max , the computational complexity of the Katz centrality can be reduced to O(n + m) [44] . Furthermore, for sparse networks, PageRank can be computed in almost linear time [45] .
Both centrality measures solve the problem of division by zero presented in the eigenvector centrality. One way to implement the algorithm is by using multiplication of matrices. However, for large networks this approach may be useless due to high memory consumption. Another way to implement these algorithms is by using mathematical methods like the power method, which may consume too much runtime, or even never converge. Standard computational tools, such as Python's NetworkX library, 1 try to avoid this second problem by adding two additional parameters: a tolerance parameter (tol), i.e., the number of significant digits that we want to accept in the results, and the maximum number of iterations (max iter). Thus, the algorithm will stop after max iter iterations, or after an error tolerance of n · tol has been reached, where n is the number of network actors. Sometimes, if the tolerance is too high, the algorithm may not converge, whereas if the number of iterations is too small, the algorithm may end up yielding partial results.
Centrality under influence criteria
Besides these measures based on the eigenvector centrality, there exist other centrality measures based on influence spread on the independent cascade model [26, 27, 28] . Under this model, each actor has a probability to influence the actors he targets. To spread its influence, the actor must be active, and it has only one chance to influence each actor. When an actor achieves to influence another one, this actor becomes active, and the process is repeated for this actor. The whole process ends when there is no active nodes with a new chance to spread its influence. As an example, consider the following measure [37] , that we call Independent Cascade Rank (ICR):
where V is the set of actors within the network, and F (u, p) is the influence spread process under the independent cascade model, starting from the activation of actor u. This measure considers the same constant probability p to influence every actor. Therefore, each actor has a probability 1 − p to remain inactive from the influence of a neighbor, a probability of (1 − p) r to remains inactive from the r actors pointing to it, and a total probability 1 − (1 − p) r to becomes active from at least one of the actors pointing to it. To calculate this measure we use a public available addon for NetworkX. 2 In the measures based on the independent cascade model, such as ICR, the activated nodes depend on a diffusion probability, so that the same measure can return different rankings for each execution.
Comparing centrality measures
In order to compare the results of two centrality measures, it is common to use statistic correlation. The most used coefficients to correlate centrality measures are the Spearman's rank correlation coefficient (ρ) [42] and the Kendall Tau rank correlation coefficient (τ ) [43] . Let w and y be two lists of n users each, we have [46] :
where x i and y i are the rankings of the users i in the lists x and y, respectively. Furthermore, n c is the number of concordant pairs (i, j) (i.e., such that either x i > x j and y i > y j , or x i < x j and y i < y j ) and n d is the number of discordant pairs, i.e., those that are not concordant. The values of both ρ and τ are in the [−1, 1] interval, where 1 means that both measures are equal, 0 that they are completely independent, and −1 that one is the inverse of the other.
The computation of the correlation coefficients has an associated p-value. As usual, we consider the standard 0.05 cutoff as significance level, so that the null hypothesis is rejected when the p-value is lower than 0.05. Briefly speaking, our correlation results will be meaningful only when the p-value is lower than 0.05.
Centralization measures
For each centrality measure, the associated Freeman centralization measure requires to know the maximum possible sum of differences in centrality for all the possible networks. This can be easy for some centrality measures like degree, betweenness or closeness on undirected networks [3] , but can be very difficult for other measures.
In addition, we can state the average clustering coefficient (ACC) [30] as a centralization measure, that corresponds to the average of the local clustering coefficients of all the vertices in the network. This measure does not take into account the direction of the edges, but differs whether the edges are weighted or not. It is defined by
where C i is the local clustering coefficient of actor i. For unweighted graphs, i.e., when all the edges have a weight equal to 1, C i is the number of triangles T (i) in which i participates normalized by the maximum possible number of such triangles:
where δ(i) is the degree of actor i. For weighted graphs, there are several variations [47] , but the NetworkX library uses this one:
whereŵ uv is the weight of the edge (u, v), normalized by the maximum weight in the network, denoted by max(w), i.e.,ŵ uv = w uv / max(w). For both formulae,
The linear threshold model for influence spread
A social network can be represented as a graph, whose nodes are the actors of the network, and the edges are interpersonal ties among the actors. Sometimes, edges have associated weights representing the strength of each interpersonal tie. Less common are the labels on nodes, which can be used to represent various network features. In this work, the labels represent the resistance of the actors to be influenced, whereas the weights of the edges are the power of influence exerted by one actor on another. A weighted, labeled social network can be defined more formally as an influence graph [48] . In all what follows we consider the linear threshold model for influence spread. Definition 1. An influence graph is a tuple (G, w, f ), where G = (V, E) is a digraph formed by a set of actors V and a set of directed edges E; w : E → N is a weight function which assigns a weight to every edge, and f : V → N is a labeling function that quantifies how easily influenceable each actor is. An actor i ∈ V exerts influence over another actor j ∈ V if and only if (i, j) ∈ E.
Note that an undirected graph can be seen as a symmetric digraph, so this measure also applies for that kind of graphs.
Given an influence graph (G, w, f ) and an initial activation set X ⊆ V , consider the following iterative activation process. Let F t (X) ⊆ V be the set of nodes activated at some iteration t. Initially, at step t = 0, only the nodes in X are activated, that is F 0 (X) = X. At the next t + 1 iteration, a node i ∈ V will be activated if and only if
The process stops when no additional activation occurs. In other words, a node i is activated when the weights' sum of the activated nodes connected to i is greater or equal to its resistance to be influenced. Definition 2. Let (G, w, f ) be an influence graph, the spread of influence of X is
Note that for any initial activation set X, the influence spread F (X) can be computed in polynomial time [48] . Example 1. Figure 1 illustrates the spread of influence F (X) in an influence graph from the initial activation X = {b}. In the first step we obtain F 1 (X) = {b, d} and in the second step (the last one), F 2 (X) = {b, c, d}.
New measures of centrality and centralization
In this section we define the new influence measures based on the influence spread following the linear threshold model.
Linear threshold centrality
The linear threshold model, instead of the independent cascade model, does not depend on any chance, but on the capacity of influence of each actor, and their resistance to being influenced. We introduce a centrality measure to rank the users of the network as follows.
Definition 3. Let (G, w, f ) be an influence graph, with G = (V, E), n = |V |, and i ∈ V an actor. The Linear Threshold Rank of i, denoted by ltr(i), is given by
In our definition, G is a directed graph, but the neighbors of an actor i are the actors that are connected to i by an edge in any direction. This allow us to increase the initial activation. Observe that, those actors with small out-degree would not be able to spread their influence through the network, and thus the obtained measure would be similar to the degree centrality. Hence, we take as the initial activation the set F 0 (X) = {i} ∪ neighbors(i). As F (X) can be computed in polynomial time, ltr(i) is polynomial time computable. Furthermore, as the ICR measure, and instead of PageRank and Katz centrality, LTR always converges.
Note that we could also consider other criteria regarding the neighbors of the actor i, e.g.,
Those sets could also be filtered with respect to the weights, in order to regulate the role of the central actor in the influence spread. For instance, we could consider in the initial activation only those neighbors j for which w ij meets a given lower bound. Under the latter consideration, the influence spread F ({i}) of actor i could be more correlated with the LTR measure. However, if the restrictions to include neighbors is too high, the measure runs the risk of becoming similar to the degree centrality, which is a local measure that only considers a tiny portion of the entire network. We left such options as future work.
The LTR measure can be interpreted as how much an actor i can spread his influence within a network, investing resources outside the formal system to be able to convince his immediate neighbors, regardless of the edges directions. From a positive point of view, this resources investment can represent the capacity of the actor i to manage his contacts in the network. From a negative or questionable point of view, it could represent his ability to bribe.
In some sense, this measure considers the existence of two different networks. A formal network of known interpersonal ties, and an informal network, with relationships that actors can use in the formal network. This is a very common reality, to which we are constantly exposed. For example, on the Twitter network, thousands of users can interact in several ways to spread an event. The news will be viralized through the network, depending on the influence capacity of each actor interested in the news. Although the most influential users will generate a greater impact on the network, each user is free to comment about the event if she or he wishes. In this formal network, users can not directly interfere with the decisions made by other users. However, the organizers of the event could use their "external" network of contacts (friendships, media, etc.) to help them spread the event. Thus, the initial activation set will commonly not be formed by only one actor, but by several ones, related in a way not evident to the formal network.
Note that the increase in the LTR measure does not depend so much on the degree of the nodes in the initial activation, as on the amount of influence the actors are able to exert together as a coalition. This distinguishes this influence measure from other classical measures such as the degree centrality. In this measure, an actor with a little contribution in the influence spread may have a good ranking due to his neighbors. This is common in the spread of influence phenomenon, as well as in many centrality measures that consider the behavior of the entire network. For example, measures based on eigenvector centrality, such First period Second period P 1 P 2 P 3 P 4 P 5 P 6 P 7 P 8 P 9 P 10 P 11 P 1 P 2 P 3 P 4 P 5 P 6 P 7 P 8 P 9 P 10 P 11 P as PageRank, where an actor can be quite influential only because of its direct connection to other influential actors.
Example 2. Let P 1 , P 2 , P 3 , . . . , P 11 be the eleven players of a football team. P 1 is the goalkeeper, P 2 and P 3 are defenders, P 4 , P 5 , P 6 , P 7 and P 8 are midfielders, and P 9 , P 10 and P 11 are strikers. Table 1 lists the passes during the first and the second period of a football match. The first column indicates who kicks the ball, and the other columns indicate who receives the ball (for instance, in the first period, player P 2 kicks the ball 6 times to player P 1 , 18 times to player P 3 and 20 times to player P 6). Note that we consider the quota q of each player as the 75% of total received passes, i.e., a player is happy enough (with some of their colleagues) when he/she has obtained the 75% of the total received passes: See the last row.
From Table 1 , we can compute the influence of each player according to the LTR measure. Given a player i with its neighbors, i.e., F 0 = {i} ∪ {neighbors(i)}, Table 2 shows the new influential players after each step F 1 , F 2 and F 3 during the first period and the second period of the football match. On the one hand, during the first period of the football match the propagation from players P 1 , P 5 , P 6 and P 8 (together with their neighbors) extends to all of the other players. That is, the goalkeeper (player P 1 ) and three midfielders (players P 5 , P 6 and P 8 ) are more influential than the other players according our criteria. On the other hand, during the second period there are more passes among attacking players (forwards) than during the first period. Now players P 6 , P 7 , P 8 , P 10 and P 11 (together with their neighbors) influence to all the other players. That is, three midfielders (players P 6 , P 7 and P 8 ) and two strikers (players P 10 and P 11 ) are more influential than the other players.
Linear threshold centralization
Using the linear threshold model, we define a novel centralization measure to determine how centralized the entire network is. The k-core of a graph is the maximal subgraph such First period Second period that every vertex has degree at least k. The k-shell is the subgraph of nodes in the k-core but not in the (k + 1)-core. The main core is the core with the largest degree. The justification for this measure is quite natural. As the actors outside the k-shell have a degree smaller than the actors inside of it, the first ones are more able to be influenced by the second ones.
Example 3. We have applied such measure to four networks. Figure 2 summarizes such results emulating the usual k-shell decomposition visualization, i.e., the nodes are distributed in such a way that a node has larger degree as is closer to the center. Notice that the graph (a) is more concentrated in the center, so the initial activation is a large set that is more able to spread its influence over the distant nodes. Hence, if the nodes in the center are capable to spread its influence over the distant nodes, this would be a good example of a graph with a high Linear Threshold Centralization. The graph (b) presents two large cores instead of one. Although it has a high centralization, there are nodes of the surface that could be accessible only from one of the two cores, and therefore our measure can return lower values than in the first graph. Finally, as the main cores of both graphs (c) and (d) are lower, the initial activations may not be enough to spread their influence to the peripheral nodes, resulting in lower values for the centralization measure. 
Experiments and results
In this section, we present the results of different influence measures on four different networks:
• Higgs network: A large, directed network.
• arXiv network: A large, undirected network.
• Dining-table network: A small, directed network.
• Dolphins social network: A small, undirected network.
We consider four centrality measures, namely the PageRank, Katz centrality, ICR, and our new Linear Threshold Rank (LTR). We also consider LTC and ACC as centralization measures.
The first two network datasets are provided by the SNAP's Stanford Large Network Dataset Collection [38] . 34 The third one is available on Pajek datasets, 5 and the last one on the UCI Network Data Repository. 6 The experiments were programmed in the programming language Python 3. For the work with graphs we used the NetworkX library. All experiments were run on a machine HP ProLiant DL380p server with two Xeon(R) E5-2650 CPU.
Every network is represented as an influence graph (G, w, f ). For each actor i ∈ V , we set a label f (i) = w/2 + 1, wherew = (j,i)∈E(G) w ji , so that an actor becomes active if either it belongs to the initial activation, or the active nodes pointing to it sum more than half of the total influence power pointing to it.
Higgs network
The first dataset contains all the tweets related with the Higgs boson experiment that were re-tweeted between 1st and 7th July 2012. The collection was initially used to study max t #actors max t #actors max t #actors max t #actors 0  42129  3  51118  6  211  9  8   1  63189  4  11516  7  171  10  4   2  73260  5  14861  8  22  12 2 Table 3 : Number of actors that, starting by the initial activation X formed by he/she together with their neighbors as Definition 3, reach a maximum spread level t, i.e., such that F t (X) = F n (X).
the information spreading processes on Twitter [49] . This dataset allows to generate an influence graph with n = |V | = 256, 491 actors and |E| = 328, 132 directed edges. A directed edge (i, j) ∈ E represents an actor i retweeting an actor j, so we say that i exerts a certain influence over j. The weight of the edge, w ij , represents how many times actor j retweeted actor i. By definition, both the ICR and the LTR measures always converge. To compute the ICR measure we use a probability p = 0.1. To compute the PageRank we used the damping factor α = 0.85 set by default, and the algorithm converged before the 100 iterations set also by default. To compute the Katz centrality we also used the values α = 0.1 and β = 1.0 set by default. However, instead of the PageRank, with the standard values of tolerance and even one million of iterations, the Katz algorithm diverged. Therefore, to allow convergence using a feasible amount of time and memory resources, we decided to reduce the tolerance, from the standard six significant digits to only two.
Before comparing the results of the different influence measures, let us focus on the LTR measure. Table 3 shows how many actors reached a number of spread levels equal to 0, 1, 2, and so on. Note that almost the 90% of the actors do not reach the fourth spread level. However, the curve formed by these two variables does not have a strictly monotonous decrease. In fact, the most common actors are those who reach exactly two spread levels, and there is no actors who reach exactly eleven spread levels. Moreover, the maximum spread level of the actors correlates well with the LTR measure (ρ = 0.89 and τ = 0.77). This means that for this network, the nodes with many neighbors are scarce, because if not, these nodes could have a high LTR score just by reaching low spread levels. Now, we can continue with a more comparative analysis. Given a complex network, it is important that the centrality measures rank the actors adequately. On one hand, this means that the measures generate distinguishable classes of actors with different values. On the other hand, the differences in their values should be large enough so that they do not lend themselves to confusion. Taking this into account, the results of the four influence measures are illustrated in Figure 3a , where the abscissa axis represents the different nodes numbered from 0 to n − 1, and the ordinate axis represents the values obtained by each measure.
At first sight, Figure 3a shows that the values with less variation are those of PageRank. Indeed, the PageRank presents the lowest standard deviation, but also the largest number of different values. Table 4 shows the standard deviation and the number of different values for the measures. There we include another three traditional centrality measures (closeness, betweenness, and degree) [3] , which are based on the topology of the network, in order to broaden the perspective of analysis. Note that the ICR and the LTR measures present the highest standard deviation. However, the ICR measure returns only 30 different values, while the LTR measure has the second largest number of different values, after PageRank. Note that PageRank presents the largest number of different values, but also the lowest standard deviation. This means that this measure qualifies the actors with very similar values, so that if we would use fewer decimals for our calculations, their rankings would become equivalent. The degree measure, as expected, provides the worst results after ICR.
In addition, we have correlated the four influence measures by using both the Spearman and the Kendall coefficient correlations. Table 5a summarizes the results. All the correlations are low and significant, i.e., with a p-value lower than 0.05. The higher correlation was obtained by the Spearman coefficient between the LTR and the Katz measure, and it is only around 0.5. This means that each measure provides a different influence criteria, as expected. Furthermore, there are several negative correlations. However, the values are closer to 0 than -1. Thus we cannot say that these measures tend to rank the actors in the network Higgs arXiv Dining- opposite way, rather this is an indication that they are not correlated. Regarding execution time, both PageRank and Katz centrality returned all the results in 7.6145 and 7.7375 seconds, respectively. The PageRank was computed with a tolerance of six significant digits, and the Katz centrality with a tolerance of just two significant digits. For a tolerance of three significant digits, the Katz measure always diverged, or it was computing by weeks without providing any output. The execution time of both the LTR and the ICR measures were in the order of hours, running with 16 parallel processes. Despite of the differences in time, we remark that both measures always converge and return exact values. Execution time could be reduced by using more parallelism.
Finally, regarding the centralization measures, the main core returns a subgraph with 57 nodes, with a largest degree equal to 12. The influence spread ofĈ(G), which has 57 nodes, is shown in Table 6 . As |F 13 (Ĉ(G))| = |F (Ĉ(G))| = 67986 and n = 256491, we conclude that the Linear Threshold Centralization of the network is ltc(G) = 67986/256491 = 0.265. Moreover, the network's ACC is 0.0156. Since both values are closer to 0 than 1, we can say that this network is fairly decentralized.
arXiv network
The second dataset contains scientific collaborations between authors papers submitted to arXiv's General Relativity and Quantum Cosmology category. 7 The collection was initially used to study graph evolution [50] . This influence graph has n = 5242 actors and 14, 496 undirected edges, so that for each edge (i, j) ∈ E(G), w ij = 1. An edge (i, j) represents that author i co-authored a paper with author j.
For this network we also computed the ICR measure with a probability p = 0.1. Here the PageRank also converges with the parameters by default. We try to use the power method for Katz calculation, but failed to converge using the default parameters, so we use the multiplication of matrices approach setting the α parameter to 0.01. Note that we can 26828  4  67325  8  67701  12  67983  1  58064  5  67382  9  67931  13  67986  2  65637  6  67403  10  67966  14  67986  3  67086  7  67408  11 67973 · · · · · · Table 6 : Spread of influence from the initial activation formed by the nodes in the main core, i.e.,Ĉ(G).
not use this approach for the Higgs network due to the high memory consumption. The results of the centrality measures are illustrated in Figure 3b . In this case, the correlations obtained between the measures are even lower than in the previous case, although most of the results are not significant due to p-values greater than 0.05. From Table 5b we can only conclude that LTR and ICR have a small positive correlation. The highest correlation was obtained with Spearman coefficient between LTR and ICR, reaching a value 0.456. Hence, for this network the measures also provide different influence criteria.
The standard deviation and the number of different values are shown in Table 4 . The PageRank and the Katz centrality provide the largest number of different values. However, as in the previous case, both measures have the smallest standard deviations among the considered influence measures. This means that with these measures we obtain different rankings, but also similar values. Again, ICR is the measure with the highest standard deviation but, at the same time, the one that rank worse the different actors. In contrast, LTR behaves as a more balanced measure, with a high standard deviation compared to the others, and returning almost eight times more values than LTR. Interestingly, in this case of undirected graph, the closeness returns good results, although they are not related to influence criteria.
Regarding execution time, PageRank goes back to have a good performance, taking just 4.25 seconds of computation with the power method. In this case, the Katz centrality was computed without the power method, so it returned its ideal results in 679 seconds, i.e., a little more than 11 minutes. As in the previous network, here the ICR measure took longer than the previous ones. It took 8.31 seconds on average per node, with a maximum of 27.39 seconds. Since it was computed in a parallel process with 16 threads, it took 2723.90 seconds in total, i.e., around 45 minutes. Remarkably, the LTR measure had a better performance even than the Katz centrality, taking only 23.83 seconds in total, i.e., just 0.0727 seconds on average per node.
Finally, regarding the centralization measures, the ACC is 0.530, which means that the average clustering coefficient is much larger than the obtained in the Higgs network. Under this approach, we could say that the arXiv network is more centralized than the previous one. However, our new centralization measure provides a different conclusion. In this case, the main core returns a subgraph with 44 nodes, that correspond to the 0.8% of the nodes in the network. This is much more than the 0.022% obtained in the Higgs network. Even more, here the largest degree is 43, rather than 12, as in the previous study case. However, the influence spread of the main core takes 7 steps and it is just |F (Ĉ(G))| = 722, in such a way that the Linear Threshold Centralization is ltc(G) = 722/5242 = 0.138. This value is lower than the Higgs network value. This means that the Higgs network has a main core smaller than the one of the arXiv network, but better connected. Notice also that ACC and LTC provide different centralization criteria.
Dining-table partners and Dolphins social network
The last two case studies are small networks, so they can be analyzed together. The Dining-table partners network [39, 40] is a directed influence graph with 26 vertices and 52 arcs. The vertices represent girls living in one cottage at a New York State Training School. Each girl was asked about who prefers as dining-table partner in first and second place. Therefore, each edge (i, j) represents girl i preferring girl j as dining-table partner. Every node has an out-degree equals 2: edges with weight 1 denote the first option of the girl, and edges with weight 2 denote her second option. This network can be easily modified as an influence graph [8] . We just replace each arc (i, j) by (j, i), assuming an influence from girl j to girl i. Further, a girl has more influence over another one if that other has chosen her in the first place rather than in the second place. Hence, the weights equals 1 are replaced in the corresponding inverted arc by 2, and the weights equals 2 are replaced by 1. Thus, now every node has an in-degree equals 2.
The Dolphin Social Network is an undirected network of frequent associations between 62 dolphins in a community living off Doubtful Sound, New Zealand [41] . In this case, all the edges have a weight equal to 1.
In both cases, the PageRank and Katz centrality converge for the parameters by default. As before, the ICR measure was computed with a probability p = 0.1. The results were obtained for each measure in less than one second. The results are illustrated in Figure 4 . The standard deviation and the number of different values are shown in Table 4 . For the first network, the Katz centrality is by far the most useless. Indeed, it returns only four different values, and it has a standard deviation of 7.216450e-17, which is almost zero. On the other hand, the pattern is repeated with respect to large networks: The LTR and ICR measures have the highest standard deviations, and of both, LTR always returns the largest number of different values.
The correlation results are shown in Table 5c and Table 5d , respectively. For the Diningtable network, the correlations are still low, although we remark an inverse correlation of -0.655 for the Spearman coefficient between LTR and PageRank. On the other hand, the Dolphins social network is the only study case that presents high correlation results. Considering only the significant results, we can note a high correlation between LTR and Katz centrality, between LTR and PageRank, and between PageRank and Katz centrality. Moreover, the Spearman coefficient presents higher correlation results than the ones given by the Kendall coefficient. This means that for this small, undirected network, LTR, PageRank and Katz centrality tend to be similar.
Finally, regarding the centralization measures, the ACC measure is 0.118 for the Dinningtable network, and 0.259 for the dolphins network. However, the LTC measure is 1 for both networks, because the main core is big enough (20 and 36 nodes, respectively) to spread its influence to all the remaining actors, just by considering its neighbors.
Conclusions and future work
In this paper we have focused on comparing a centrality measure derived in a natural way from the linear threshold model with generic centrality measures. Given a social network represented as an influence graph, we introduce the Linear Threshold Rank (LTR), a new centrality measure based on the linear threshold model, which is defined for each actor as the number of nodes that can be spread when he/she forms an initial activation with his/her neighbors.
We compare this measure with three different centrality measures based on influence criteria (the Katz centrality, the PageRank, and the Independent Cascade Rank), in four real case studies: two large networks (one directed and one undirected) and two small networks (one directed and one undirected). The larger network has 255,491 actors and 328,132 relationships among them. For the large networks, and even for the small, directed one, we show that the correlation among these measures is low, which means that they provide different influence criteria and can be used to obtain different results. In general, Table 5 shows that the absolute value of the correlation results tends to be higher for the Spearman coefficient than for the Kendall coefficient. Moreover, the new LTR measure, together with the Independent Cascade Rank (ICR), present the highest standard deviations. For these two measures, LTR returns a larger number of different values. This proves that the new LTR measure is a useful measure for ranking actors in a distinguishable way.
Besides the centrality measure, in this paper we also introduce a centralization measure called Linear Threshold Centralization (LTC), that corresponds to the number of actors that can be influenced by the ones that belong to the main core of the network. We proved that this measure is useful for networks with a large number of actors. The measure was also compared with the known average clustering coefficient (ACC). We conclude that both measures provide different centralization criteria, and can be used to provide different information about the network. For future work, it would be interesting trying to define the Freeman centralization for some centrality measures based on the influence criteria, in order to have additional centralization measures to be compared with LTC.
Regarding execution time, we checked experimentally that both the LTR and the ICR measures, although polynomial, do not seem to be suitable for computations in real time. However, it seems that ICR measure may have a better performance that the PageRank and the Katz centrality if they are computed without the power method. Furthermore, despite centrality measures like Katz and PageRank, LTR and ICR always converge, and can be easily paralleled in order to decrease its execution times.
As the other measures use the tolerance as the maximum level of influence (k-value in Definition 2) the maximum level of the LTR measure could be bounded upperly, in order to obtain a significant performance improvements. In this line, it is also interesting to define other new measures and to study their behavior. For instance, we could define the k-th Linear Threshold Rank as ltr k (i) = |F k ({i} ∪ neighbors(i))| n for any 0 ≤ k ≤ n. Note that ltr n (i) = ltr(i), where n is the number of players. It leaves open other new interested measures based on linear threshold model to be studied. There are several lines for future research. The first one is to compare the LTR with other rankings based in the same mechanism of spread of influence. As we mention before the definition of neighborhood of a vertex used to define the initial activation set should be contrasted with other options. Besides of edge directions, we could consider neighbors at a certain distance. Other direction is to relax the tolerance on the level of influence. A throughout study will shed light on which of the two parameters has a highest impact in centrality.
A second line of research concerns the study of the suitability of LTR with respect to the maximum influence spread problem. In this context LTR and other measures as the proposed before should be compared with independent cascade based rankings to see which one provides the best estimator for the spread of influence. In such context we plan to use the above measures together with the proposed in [27, 28, 29] to perform a study on the impact of the first k ranked nodes as measure of centrality. Those results should also be compared to the LTC measure proposed in this paper.
Finally, we want to mention the difficulty in finding networks with edge weights and node labels. Therefore it would be of interest to find procedures that allow the labeling of the networks suitably for a process of influence spread. In this sense methods like the ones proposed in [51, 52, 53, 54] might be adapted to the influence context.
