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I. INTRODUCTION 
The importance of a solution of the mixed O-1 integer linear programming 
problem has been stressed by many authors. It is clear that this problem is 
of major significance in many fields. The presently available methods for 
solving it leave something to be desired computationally. It is hoped that 
the method reported here will prove to be simple and straightforward. 
II. PRELIMINARIES 
Consider the problem I: 
Maximize 
subject to 
(1) 
i +Sj + y a,jxj = bi 
f-1 i--P+1 
i = l,... m. (2) 
The set (2) includes constraints of the form 6 < 1. It is also assumed that 
all Sj and xr > 0. AI1 the 6, are integers. (3) 
The c, and aij are constants and the xj and 6, are variables. 
We show that this problem is equivalent to the problem II: 
Maximize 
2 PK - 4)” + s 
-1 
Q - Fl ~5’5 - ,$I1 cjxj 
377 
(4) 
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subject only to the constraints (2), where S and Q are positive parameters 
chosen to ensure that the denominator of (4) is strictly positive for all values 
of xi and 6, satisfying the constraints, and to satisfy conditions referred to 
later. The subscript K refers to the numerator and the subscript J’ to the 
denominator. 
Our first objective is to establish the 
THEOREM. The values of the xj and 6, that solve problem IIfor certain values 
of S and Q will also solve problem I. 
Let us consider the function 
(5) 
in which 
x is an n X 1 column vector 
c is an n X 1 column vector of constants 
M is an 12 x rr positive semi-definite matrix 
S and Q are positive parameters 
Q - c’x is strictly positive for all feasible x. 
LEMMA 1. The function f (x) is convex. 
PROOF. Let x1 and x2 be two feasible points, and let x be a third point 
betweenxlandx,suchthatx=til+(l---)x,,withO<a<l. 
Then 
af(x1) + (1 - 4f(xz) -f(x) 
= a{x;Mx, + S) + (1 - 4 c4Mx2 + s> 
Q - c’x, Q - c’x2 
_ k-1 + (1 - 4 x21’ wcux, + (1 - a) X2} + s 
Q - ~‘{a1 + (1 - a) x2} 
(Q 
a(1 -a)[ 
- c'x~)~ x;Mx, - (Q - c'xl) (Q - c'x2) 
x {x;Mx, + x$ifxl} + (Q - c/xl)” x;Mx J = 
(Q - ~‘4 (Q - ~‘4 MQ - C’XI) + (1 - 4 (Q - c’x2N 
+(Q 
41 - 4 [(Q - c’d2 + (Q - ~‘~a>7 
- 4) (Q - ~‘~21 {a(Q - ~‘4 + (1 - a) (Q - ~‘4)’ 
The numerator of the first expression on the right-hand side of the above 
equation is equal to 
41 - 4 [NQ - ~‘4 xl- (8 - ~‘4 ~21’ W(Q - ~‘4 XI - (Q - ~‘4 &I 
which is non-negative since M is positive semidefinite. 
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It therefore follows that 
af(xJ + (1 - a)f(xz> -f(x) 2 0 
which establishes the lemma. 
From Lemma 1, it follows that if f( x is maximized subject to a set of ) 
linear constraints, any local or global maxima off(x) will occur at extreme 
points of the constraint set. 
LEMMA 2. The function f (x) has no local maxima for certain values of the 
parameters S and Q. 
PROOF. Assume that the lemma is false. Let x1 be a local maximum and 
x,, be a global maximum, x1 # 3,. Then f&J >f(xJ. Consider a feasible 
point X. This must lie between x,, and x1 since f (x) is convex. Suppose that 
x=orx,+(l -a)xO O<a(yl. 
Then we have 
f(x) = 6% + (1 - a) x0>’ Marx, + (1 - a) x0> + S 
Q - c’{~~ + (1 - a) x0} 
= a2XiMXl + a( 1 - a) X;MX, + a( 1 - a) X*X, + (1 - a)* &iMX, + S 
Q - {ac’xl + (1 - a) c/x0} 
The numerator of this expression 
= aax;MxI + ax;Mx, - a2x;Mxo + &Mx, - aexwxl + @Ix,, 
- 24JklXs + aaX&ilJxo + S 
= (a” - a) [x;Mxl - x;Mx, - x&Mx, + x;Mx,,] + ax;Mx, 
+(I - 4 @WI + S 
= - a(1 - a) [(x1 - x0)’ M(x, - x,)] + ar~;Mx, + (1 - a) x&Mx, + S. 
If we write (Q - c’xJ(Q - c’xs) = I, we now have 
- 4 C(XI - 4’ Mb, - xoll f(x) = -ag - {cdXI + (1 - a) C'xo} + %W + (1 - a)f(d W+(l-a) * 
Since f (x,,) > f (xl) we have 
f(x) > 
- 4 - 4 [(XI - d WI - xoll 
Q - @‘xx + (1 - a) c’xo) -tf (Xl) 
so that for a = 1, we have the contradiction that f(xi) > f (xl). 
409/x8/2-12* 
380 RUTLEDGE 
For the purpose of establishing the lemma for LY # 1, the function f(x) 
is expressed as 
f(x, s> = fsafs -g’s + (S + -25P) 
Q - c’x ’ 
where g is a p x 1 column vector of ones. 
Letf(x, , 6,) >f(xr , 6,) and suppose that 
x=olx,+(l -a)xs 
and that 
Then 
6 =a& +(l -CX)S,, O<a<l. 
( 
- a( 1 - CL) (6, - 6,)’ M(S, - 6,) + (rS;MS, + (1 - a) S&qJ 
- g’M + (1 - 4 so> + (S + .25P) i = 
a(Q - c’xr) + (1 - a)(Q - c’q,) 
s;A4s, -g’s, + (S + .25p) - 
Q - c’xl - 
The second term on the right-hand side may be written as 
[Wh -g’s, + (S + .25P)] [a + (1 - a) R] 
a(Q - c’xJ + (1 - a)(Q - c’xs) ’ 
where 
R = Q - c’xo 
Q - c’xI ’ 
We therefore have 
( 
- a( 1 - lx) (S” - S,)’ M(S” - 6,) + (1 - IY.) (SJUS, - Rs;MS,) 
- (1 -a)g’(S, - RS,) + (1 - ol)(l - R)(S + .25p) 1 = 
a(Q - c’xr) + (1 - a)(Q - c’x,,) 
. 
For R small enough and 5’ large enough this expression is greater than 
zero. This establishes the lemma. 
If Sr = 0 (as will be the case when the first basis is a slack or artificial one) 
we have the numerator of the expression for 
f(x, 8) - f(% ,a,) = (1 - a) [(l - a) SPf~, - g’s, + (S + .25p) (1 - WI. 
(6) 
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From Lemmas 1 and 2, for appropriate values of S and Q, f(x) increases 
steadily and hence has no local maxima. To sum up, f(x) is convex (by Lem- 
ma 1) and quasiconcave (by Lemma 2). 
LEMMA 3. Asszrme that the problem of maximizing c’x has afeasible solution 
which satisjes the requirement that the 6-variables are zero or one. Let xl be 
the value of x that maximizes c’x subject to this integer requirement. Let xu be 
the value of x that maximizes c’x without this requirement. In both cases, we 
assume that all the other constraints are satisfied. Then, for certain values of 
S and Q, f (xz) > f (xv), provided that the quasiconcavity condition, 
f(X, 8) >f@l > 61) (7) 
is satisjied. 
PROOF. We must have c’xU > c’xz and x;MxI = p/4, x;Mxzr <p/4. Let 
us write $ = xiMxz - x>Mxu . If #J = 0, we must have c’xu = c’xz by 
quasiconcavity. If 4 # 0, and c’xz # c’xU , and if, in addition, 
+(Q - c’xz) > (S + .25p) (c’xr, - c’x,) 63) 
then we will have (.25p + S)/(Q - c’xz) > (.25p + S - $)/(Q - C’XU), or 
f(xz) >fh)* 
For values of S and Q that make f (x,) > f (xv) and satisfy the quasi- 
concavity condition (7), f (x,) will be the global maximum off(x), and will 
solve problem II subject to the integer requirement. In this case, it is clear 
that the vector xz will also maximize c’x subject to the integer requirement, 
and thus solve problem I. This establishes the theorem. 
We now present a simplex algorithm for the computation of the solution 
to problem II. 
III. THESIMPLEX METHODFORSOLVINGPROBLEM II 
Let us arrange the variables and the constraints of problem II in feasible 
canonical form (see Dantzig [1] p. 73 et seq.). 
The variables in the initial basis are numbered from 1 to m, and those not 
in the basis are numbered from m + 1 to m + n. In each group the delta 
variables will be set out first, as in Fig. 1. 
The steps in the solution of the problem are: 
STEP 1. Choose values of S and Q which are likely to satisfy the quasi- 
concavity inequality (based on Eq. (6)), i.e., 
(S + .25p) (1 - R) > number of a-variables in the solution at 1 
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Fmurt~ 1 
Basic variables Nonbasic variables 
bi 61 ... 6, x*+1. *** x, a,,, ... a,+,-, xm+v-a+1 "'%n+n 
bl = 
d, = 
b 0+1 = 
&II 
Plf 
1 %m+1 ... %rnCP-q =l.m+P--WI ... %tn+n 
1. 
‘1 %m+l **’ ua.m+~-u =a.m+p--s+l ... =q.m+n 
1 %+l*m+l ..* %+1m+,-a R?+l.m+D-a+l *** %+l*"+" 
. . . 
1 Gmfl ... Gwn+.-. =m.m+.-a+l *a- a,.,+, 
1 
. . 
I 
NOTE. The rows below the constraint matrix are required for the computation: 
(a) The rows labeled pj are the rows of the matrix M. There are p such rows, one 
for each a-variable. All the elements of the px row are zero except the element in the 
kth column, pKK , corresponding to 6, .This element is unity. 
(b) The row labeled Xj shows the coefficients of the variables in the denominator 
of expression (4). 
(c) The row labeled 8, shows, for each column not in the basis, the pivot ratio, 
Or = b,/a,j = min‘ bJa,j , au positive. (Since the constraints make it impossible for a 
variable to have an infinite value, there will be at least one positive adj in each non- 
artificial column.) 
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(d) The row zjD shows, for each column j not in the basis, the vector product of 
the A-coefficients of the basic variables and the corresponding o-coefficients of the jth 
column. (The z, D for the basis columns are, of course, simply the A,; these are not 
entered.) 
(e) The rows a$ contain for each column j not in the basis, the vector products of 
the pK-coefficients of the basic variables and the corresponding a-coefficients of the 
4h column. (The zK$ for the basis columns are, of course, simply the ~~5 these are not 
entered.) 
(f) The rows labeled A, - ziD, and /Q - 22 explain themselves. 
(g) We also require (6, - 4) for each I-variable, and the values of the numerator, N, 
the denominator D, and the function (F = N/D) to be maximized. 
(h) Finally, we require, for each column not in the basis, the expressions 
and 
r, = 04, - (A, - siD) S + f: (6, - t)j 
I K-1 
and the integer condition (8). Experience has suggested that appropriate 
starting values are S = 2p and Q = two to four times the number which 
will ensure that the denominator off(x) is positive for all feasible X. Inappro- 
priate values of S and Q will not stop the algorithm but will require more 
iterations to reach the solution. 
STEP 2. Compute the 0,) the sjD, the z$ , the & and the rj. 
STEP 3. If any “I are positive, examine the (hi - zjD). If some of these 
are negative, select the column j with the most positive 19,,,. . This column 
should enter the basis, replacing the basic variable corresponding to the row 
for which the pivot has already been computed. Carry out a normal simplex 
transformation of each element of the constraint matrix (or use any standard 
simplex procedure), then return to Step 2. If no (hj - z$‘) are negative, 
and provided there are some columns with negative rj and positive tJj, 
then before selecting the column j with maximum positive 0,~, to enter the 
basis, increase Q to the point at which the 7rj are positive for all columns with 
& > 0, and then by a further lOOoh. (At each subsequent increase in Q 
the excess percentage should be halved.) 
STEP 4. If all rj are negative or zero, and if there are no nonzero artificial 
variables, examine the a-variables. 
(a) If these are all zero or one, and if the (hi - zjD) are all zero 
or positive, we have reached the optimal basis, and this is also the 
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optimal solution to the problem of maximizing c’x without the integer 
requirement. If the (Xj - zjo) are not all positive or zero, test for 
quasiconcavity using the relationship 
(S + .2+)(1 - R) > a: ( number of 6 variables in the solution at 1) (10) 
with 01 = 1. At each subsequent test of this relationship (lo), the value of 01 
should be halved. (The quantity R is the ratio of the current denominator 
of f(x) to the denominator at the stage when all the artificial variables had 
been reduced to zero. If the algorithm started from an all slack basis, 
R = (Q - c’x)/Q = (current denominator)/Q). If the quasiconcavity test is 
satisfied, we have found the optimal integer solution. If the test is not satisfied, 
go to Step 5. 
(b) If any a-variables are not zero or one, examine the & . If there are 
no lfii > 0, no feasible integer solution exists. Otherwise examine the 
(hi - z$‘), If any of these are negative, increase S until some rri are positive, 
and return to Step 3. If all the (hi - zin) > 0, increase Q until the rj are 
positive for all columns for which & > 0, and then by a further amount, 
say 100%. (At each subsequent increase of Q, this excess should be halved.) 
Then return to Step 3. 
STEP 5. If the quasiconcavity test is not satisfied at Step 4(a), increase S 
until condition (10) is satisfied using the appropriate value of (Y. If all rj are still 
zero or negative, we have found the optimal solution. If any n, are positive 
return to Step 3. 
These rules are justified by the following argument: 
If we write N, = (S, - -$), and express the objective function F as 
is + CN,2) 
D (K = 1, 2,...p), 
then the exchange of a nonbasic variable, j, for a basic one according to the 
simplex rule, will produce the following effects (see Dantzig [l] pp. 97 et seq.): 
the new values of 
Nx = N,’ = N, + ‘A(p,c, - d’i, 
the new value of 
D = D' = D + dj(Aj - q"). 
The new value of the objective function F is therefore 
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This will be greater than {S + CN,2}/D if 
CPJ%Ki - a2 + ~~&%Q - z$) - ejpj - 2%) (NK2 + S)] > 0; 
that is, if eirrj > 0. The greatest improvement will be achieved at maximum 
ejirj . 
Since 0, is positive, we may divide by 0, to obtain the condition rrj > 0 
for an improvement in the objective function. 
Clearly, 
Also, the exchange of a nonbasic variable, j, for a basic one as described 
above, will increase the value of the numerator of F if C(N:)2 > C(NJ2, i.e., 
if & > 0. 
At Step 4(a), since all the S-variables are zero or one, +j < 0. If all (h, - zjr’) 
are > 0, no change in S or Q can have any effect on the signs of the 3 so 
that, in this case, no improvement is possible. If some of the (Xi - zjn) are 
negative, an increase in S will make some of the rj > 0. (The same effect 
would be achieved by a reduction in Q, and if this is preferred, the algorithm 
may be modified. We have avoided reductions in Q because of the complica- 
tion that the denominator of F may become negative unless care is taken to 
avoid this.) 
At Step 4(b), if there are no positive $j , the numerator of F cannot be 
increased by any basis change. There is no feasible integer solution. If there 
are some #j > 0, it will be possible to make some vj > 0 by increasing Q. 
IV. A NUMERICAL EXAMPLE 
The following numerical example has been computed by hand to illustrate 
the method: 
Maximize 66, + 46, subject to 
126, + 46, < 13 
24 + 462 < 5 
8, ,a, integers 0 or 1. 
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FICXJRE 2a 
First Tableau 
PM 
Pa, 
A, 
ej 
D 
:-Xp 
$7 
ld’ dv Kf- 11 
I%*-4 
$1 - d 
se - 9 
Numerator 
Denominator 
F 
!h 
=I 
13 
5 
1 
1 
1 12 4 
1 2 4 
1 1* 
1 1 
1 
1 
-6 -4 
1 1 
0 0 
-6 -4 
0 0 
0 0 
1 0 
0 1 
- .5 
- .5 
4.5 
20 
0.225 
0 0 
27 18 
Note. nI is the greater of the no . We select S, to enter the basis and xI to leave it. 
FIGURE 2b 
Second Tableau 
1 1 0 1 
1 1 4* - 12 
3 1 4 -2 
1 1 1 0 
Plf 1 
Par 1 
If -6 -4 
4 .25 1 
Zf D 0 -6 
x,-x,D -4 6 
4T 0 1 
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FIGURB 2b (co&wed) 
Second Tableau 
G 0 0 
wzf: 0 -1 
IWG 1 0 
81 - * .5 
82 - t - .5 
Numerator 4.5 
Denominator 14 
F 0.321 
*5 - .75 0 
ml 7.5 - 27 
Note. The only positive q is wn . We therefore replace x, by 8* . 
FIGURE 2c 
Third Tableau 
1 
.25 
2 
.75 
.5 
- .25 
4.3125 
13 
0.332 
1 0 
1 .25 
1 -1 
1 - .25 
1 
1 
6 -4 
1 
-1 
1 
0 
.25 
0 
- .25 
.1875 - .5 
- 1.875 19.375 
1 
-3 
10* 
3 
0.2 
6 
-6 
1 
-3 
-1 
3 
Note. The only positive nj is r6 . We therefore replace x, by x5 . 
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FIGURE 2d 
Fourth Tableau 
30 1 
.85 
.20 
.15 
1 
-6 - 
.3 
.35 
4.2125 
Denominator 11.8 [136.0]+ 
F 0.357 [0.0310]’ 
4i 
vj (before altering Q) 
+rj (after altering Q) 
0.1 
1 - 0.05 
1 - 0.1 
1 0.05 
1 
4 
3 
- 0.4 
0.4 
0.1 
- 0.05 
- 0.1 
0.05 
0.0125 0.05 
- 1.6323 - 2.3169 
0.015 4.2725 
- 0.1 
0.3 
0.1* 
- 0.3 
2 
- 0.6 
0.6 
- 0.1 
0.3 
0.1 
- 0.3 
Note. Both rr, are negative, but we do not have an integer solution. Increasing Q to 
144.2 makes 71s and TT~ positive. We replace xg by xq since error > B,+r, . 
f After altering Q. 
FIGURE 2e 
Fifth Tableau 
61 6% X4 X4 X8 X4 
1 1 0 1 
.25 1 .25* -3 
2 1 -1 10 
.75 1 - .25 3 
Pli 1 
P2f 1 
4 -6 -4 
8, 1 0.2 
D i;--zp -1 1 -6 6 
N zli 0 1 
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FIGURE 2e (continued) 
Fifth Tableau 
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31 N .25 - 3 
we 0 -1 
PZPZj - .25 3 
6, - a 0.5 
6, - ii - 0.25 
Numerator 4.3125 
Denominator 137.2 
F 0.0314 
$4 0.1875 - 0.5 
n! 21.4125 - 42.725 
Note. The only positive v, is ws . We therefore replace 8s by xs . 
FIGURE 2f 
Sixth Tableau 
1 1 
1 1 
3 
1 
1 
-6 
.5 
- .5 
4.5 
138.2 
0.0326 
0 
4 
1 4 
1 1 
1 
-4 
.25 
0 
-4 
0 
0 
0 
1 
- .75 0 
- 85.65 - 27 
1 
- 12 
-2 
0 
1 
-6 
6 
1 
0 
-1 
0 
Note. Both rrj are negative. At this stage, R = 138.2/144.2, and (2.25~) (1 - R) = 
.094p = .19 < 1. If we increase S to 11.8 to satisfy the condition (12.05~) (1 - R) = 
(72.3/144.2) p = 1.003 > 1, we still have both “1 negative. (N becomes 24.1, 
n, = - 7.25 and rrs = - 144.6). We have reached the optimum. 6, = 1; 6, = 0; 
Q = 1; x4 = 3; x, = 0; x, = 1. 
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Rewrite the constraints as 
126, + 46, + x3 = 13 
28, + 46, + xq = 5 
61 +x,= 1 
&fxs= 1. 
Putting S = 4 and Q = 20, the modified problem is to maximize 
@I -3Y + (S, -8)” + 4 = jq 
20 - 66, - 48, ’ 
subject to the constraints. The first tableau is as shown below. 
V. COMMENTS 
We have insufficient experience with the method in practice to be sure 
of the best way of choosing and varying S and Q. However, the algorithm has 
worked successfully with all the test problems tried, including some published 
ones. Mr. R.B. Mitchell, of the Operations Research Department of the 
C.S.R. Company, has programmed the algorithm for an I.C.T. 1301. We 
propose to continue to test the algorithm with this program. 
It may be advantageous to incorporate in the algorithm a test for optimality 
due to Arrow and Enthoven [2, p. 780; see also pp. 783-7891. 
ACKNOWLEDGMENTS 
The author acknowledges his indebtedness to a paper by Aggarwal [3] which had 
the effect of crystallizing his ideas. (It should be pointed out, however, that Aggarwal’s 
method fails in general, and it is easy to find a counterexample.) The author also 
thanks Mr. R.B. Mitchell and Mr. P.E. Lambert of the C.S.R. Co. Ltd. for helpful 
comments on a first draft of this paper. 
REFERENCFS 
1. G. B. DANTZIG. “Linear Progranum ‘ng and Extensions.” Princeton Univ. Press, 
1963. 
2. K. J. ARROW AND A. C. ENTHOVEN. Quasi-concave programming. Econometrica, 
29 (1961), 779-800. 
3. S. P. AGGARWAL. A simplex technique for a particular convex programming 
problem. C.O.R.S. r. 4 (1966), 82-88. 
