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Abstract 
This paper presents an image registration method based on the improved SIFT feature extraction algorithm, which 
takes local statistical features and corner feature into account. With this improved algorithm, an automatic registration 
of narrow- baseline images can be achieved which can greatly improve the speed and accuracy of the registration. 
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1. Introduction 
Image registration is an important step in image processing systems, and the result of the registration 
will have a significant influence on the subsequent image processing steps. Thus, image registration has 
always been focused and emphasized. A general purpose technology of automatic image registration has 
been sought for a long time, but specialists haven’t found a perfect generic solution until now. Though, in 
some specific areas, such as narrow-baseline images, the images can be registered automatically according 
to their characteristics.  
Lowe presented a new method for image feature generation called the Scale Invariant Feature 
Transform (SIFT) in 1999[1]. The feature vectors are "invariant to image translation, scaling, and rotation, 
and partially invariant to illumination changes and affine or 3D projection"[1]. Usually the keypoint 
descriptor of a feature vector contains 128 components. So the feature vector has the characters of 
distinctiveness and rich information, and is fit for accurately matching from the massive database of feature 
vectors. As to narrow-baseline images, the 128-dimensional feature vector becomes too complex, and the 
number of feature vectors is also too much, then it takes too much time to match them. Reducing the 
number and simplifying the structure of the feature vectors can improve the registration efficiency of the 
narrow-baseline images effectively.  
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In this paper, we try to explore a new method which combines the advantages of SIFT algorithm with 
the advantages of corner features through simplifying the SIFT descriptors and filtering the feature points 
by their corner response, so that the images are registered automatically with higher speed. First, the SIFT 
is briefly reviewed, and then the improved algorithm is discussed. In the third part, an experiment is carried 
out with our improved algorithm. The experiment result is analyzed in the fourth part. The merit and the 
future development are concluded in the last conclusion part. 
2. The Improvement of SIFT 
2.1The Feature Descriptor of SIFT 
The keypoint descriptor of the feature vector of scale invariant feature transform is a set of statistical 
values from the region around the keypoint location[2]. Usually the keypoint descriptors include 4 × 4 sub 
descriptors computed from a 16 × 16 pixel array. 
Shown in Fig. 1, with the length of each arrow corresponding to the sum of the gradient magnitudes 
near that direction within the subregion, the gradient magnitudes are accumulated into orientation 
histograms in each 4×4 subregions. Then in each subregion a sub descriptor with 8 components is 
calculated, and a keypoint descriptor has 4×4×8 components. For image registration, the Euclidean 
distance of their feature vectors is the criterion of candidate matching features. 
2.2The Improved Method 
The matching algorithm is improved in two aspects.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The SIFT descriptor of 4×4 subregions 
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Figure 3. 8 components from a subregion 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. 4 components of the new sub descriptor from a subregion 
Firstly, the feature descriptor is simplified, while ensuring their enough feature. Secondly, the number 
of the candidate keypoints is reduced by filtering according to their corner response. 
1) The Improvement of the Feature Descriptor 
In Lowe’s method, a keypoint descriptor includes a 128-dimention vector. The Euclidean distance 
between two feature vectors is calculated for matching them. Reducing the dimension of the feature vector 
can save the time spent on computing the Euclidean distance and accelerate the registration speed. 
Shown in Fig. 2, in a subregion of original SIFT, 8 components of the feature vector are labeled a0, 
a1 ,..., a7. Fig. 3 shows the 4 components in the improved descriptor vector, labeled b0, b1, b2, b3, where  
 b0 = | a0 - a4 |,  
 b1 = | a1 - a5 |,  
 b2 = | a2 - a6 |,  
 b3 = | a3 - a7 |.  
Though the number of the components is reduced from 8 to 4, the 4 components left are calculated 
from the 8 components and correlative with the 8 components. The number of each feature vector’s 
components become 4×4×4 instead of previous 4×4×8. Ordinarily, because the number of the components 
is cut in half, the time interval for calculating the Euclidean distance is also shortened to half of the original. 
a0
a1a2a3
a4
a7a6a5
b0
b1b2b3
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2) Filtering Points According to Corner Response 
The candidate keypoints are filtered according to their corner response, which is calculated by the 
method of Harris’ corner detector[3]. After filtered, the keypoints with low corner response are cut off, and 
the most redundant candidate points are removed. Then the time interval for matching the feature points is 
shortened and the match efficiency is improved.  
Firstly, the corner responses of the candidate keypoints are calculated by the Harris’ algorithm. Then 
the candidate keypoints are sorted by their corner responses. Last, the top N points are reserved and the 
others are removed. 
3. The Experiments 
3.1The Experimental Objects and Environment 
A series of images (S groups) are registered by the original SIFT and the method mentioned in this 
article respectively. The two images of each group is a pair of narrow-baseline images on a same scene. 
The images of each pair are taken by one camera with the same aperture, shutter and focus. The images’ 
contents are stationary objects. All of the images have the same resolution. 
The computer used in the experiment: 
• CPU:  Intel Core 2 Duo CPU P8400 2.26GHz  
• Memory:  PC8500 DDR3 1066MHz 3GB  
• Operating System:  Windows XP SP3  
• Compiler:  Visual C + + 2005 
3.2The Design of the Experiments 
Two experiments are respectively performed in the original SIFT and the method mentioned in this 
article. 
In the first experiment, each pair of all images is registered by the method of original SIFT. The main 
steps of the experiment are: 
(1)Extracting keypoints and calculating the feature descriptor by the method of the original SIFT; 
(2) Matching the keypoints in the couple of images by the best-bin-first search method[4]. 
(3) Checking the consistency of the correspondences from the step2 by RANSAC and removing the 
outliers[5]; 
(4) Calculating the transformation matrix from the inliers by least-squares approach; 
(5) Transforming the second image of the couple and overlapping with the first image, observing the 
effect of the overlap and checking if the registration failed.  
In the experiment, the amount of the candidate keypoints extracted by the method of the original SIFT 
from each images and the amount of the inliers of the correspondences is noted down (as Na, Ma 
respectively). Then the ratio of matches can be calculated (Pa1= Ma/Na). The time spent on extracting 
keypoints is noted down (as Ta1). The time spent on matches is also noted down (as Ta2), which is used as 
the index of the efficiency of the matches. The number of the image couples which are registered 
successfully (Sa) is used to calculate the accuracy of registration (Pa2 = Sa/S). 
In the second experiment, each pair of all images is registered by the method mentioned in this paper. 
The main steps of the experiment are: 
(1) Extracting keypoints and calculating the feature descriptor by the method mentioned in this paper; 
(2) Computing the corner responses of each keypoints by the Harris’ approach and filtering the keypoints 
by their corner responses[3]; 
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(3) Matching the keypoints in the couple of images by the best-bin-first search method[4]. 
(4) Checking the consistency of the correspondences from the step2 by RANSAC and removing the 
outliers[5]; 
(5) Calculating the transformation matrix from the inliers by least-squares approach; 
(6) Transforming the second image of the couple and overlapping with the first image, observing the 
effect of the overlap and checking if the registration failed.  
In the experiment, the amount of the candidate keypoints extracted by the method mentioned in this 
paper from each images and the amount of the inliers of the correspondences is noted down (as Nb, Mb 
respectively). Then the ratio of matches can be calculated (Pb1= Mb/Nb). The time spent on extracting 
keypoints is noted down (as Tb1). The time spent on matches is noted down (as Tb2), which is used as the 
index of the efficiency of the matches. The number of the image couples which are registered successfully 
(Sb) is used to calculate the accuracy of registration (Pb2 = Sb/S). 
4. The Result of the Experiments 
4.1The Data of the Experiments 
The data of the first experiment is shown in Table 1. 
Shown in Table 1, the first column "No" is the serial number of the eight groups of images; the second 
column "Ta1" is the time spent on extracting the keypoints; the third column "Ta2" is the time spent on 
finding the correspondences; the fourth column "Ta" is the sum of Ta1 and Ta2;  the fifth column "Na" is the 
number of SIFT keypoints; the sixth column "Ma" is the number of the correspondences; the seventh 
column "Pa1" is the ratio of matches : 
Pa1 = Ma / min(Na). 
The data of the second experiment is shown in Table 2. 
Shown in Table 2, the first column "No" is the serial number of the eight groups of images; the second 
column "Tb1" is the time spent on extracting the keypoints, including reforming the descriptor and filtering 
the points by corner responses; the third column "Tb2" is the time spent on finding the correspondences; the 
fourth column "Tb" is the sum of Tb1 and Tb2; the fifth column "Nb" is the number of candidate keypoints; 
the sixth column "Mb" is the number of the correspondences; the seventh column "Pb1" is the ratio of 
matches : 
Pb1 = Mb / min(Nb). 
In both experiments, the seventh group of images are registered failed, and all of the other registrations 
succeed. 
Table 1.  the data of the first experiment 
No Ta1 Ta2 Ta Na Ma Pa1 
1 7.857 0.928 8.785 1933/2147 177 0.092
2 12.183 1.905 14.089 3874/3470 124 0.036
3 14.226 2.137 16.363 4110/4875 67 0.016
4 12.539 2.018 14.557 3859/4295 1157 0.300
5 13.740 2.218 15.958 4353/4286 502 0.117
6 16.512 2.879 19.190 5557/5179 437 0.084
7 6.421 0.699 7.120 1446/1869 265 0.183
8 10.446 1.499 11.945 2914/3373 425 0.146
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Table 2. the data of the second experiment 
No Tb1 Tb2 Tb Nb Mb Pb1 
1 7.947 0.074 8.021 223/246 15 0.067
2 12.337 0.111 12.447 328/283 10 0.035
3 14.523 0.089 14.612 252/279 8 0.032
4 12.902 0.087 12.989 251/285 39 0.155
5 14.126 0.132 14.257 366/395 30 0.082
6 16.623 0.181 16.805 503/407 21 0.052
7 6.566 0.021 6.587 83/153 8 0.096
8 10.586 0.091 10.677 245/346 34 0.139
Table 3. the difference between the two experiments 
No Tb1 – Ta1 Tb2 – Ta2 Tb - Ta Pb1 – Pa1 
1 -0.090 0.854 0.764 -0.024 
2 -0.153 1.795 1.641 0.000 
3 -0.297 2.048 1.750 0.015 
4 -0.363 1.931 1.568 -0.144 
5 -0.386 2.087 1.701 -0.035 
6 -0.312 2.698 2.386 -0.033 
7 -0.145 0.678 0.533 -0.087 
8 -0.140 1.409 1.269 -0.007 
Then the accuracy of registration in the two experiments are both: 
Pa2 = Pb2= 7/8 * 100% = 87.5% 
4.2The Analysis of the Experimental Data 
Table 1 subtracted from Table 2 is Table 3. 
According to the second column of the Table 3, the average time spent on extracting feature points is 
prolonged by 0.236 second, only 2.0%. This is due to the additional calculations of reforming the feature 
descriptors and filtering them. 
According to the third column, the average time spent on the matching phase is shorten by 1.678 
second, saving 94.5%. It results from simplifying the feature descriptor and lessening the candidate 
keypoints by filtering. 
According to the fourth column, the average of the total time spent including extracting keypoints and 
finding correspondences is shorten by 1.451 second, saving about 10.8%. Though in the first phase, 
extracting keypoints wastes a little more time, in the second phase finding correspondences saves much 
more time. 
According to the fifth column, the matching efficiency declines by 4%, and the reason is being looked 
for. 
5. Conclusion 
The method mentioned in this paper can register the narrow-baseline images efficiently. Based on the 
characteristics of narrow-baseline images, the registration efficiency can be improved greatly by lessening 
the complexity of the feature descriptors and reducing the number of the candidate keypoints. What’s more, 
in this algorithm, reducing the dimension of feature descriptors can speed up the calculation of Euclidean 
distance between vectors, and reducing the  number of candidate keypoints through the filtration of corner 
responses can accelerate the matching speed. 
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However, this is not necessarily the best algorithm. Reducing more dimensions of feature descriptors, 
and adjusting the method of filtration of corner responses may be able to further improve the registration 
efficiency based on the premise of keeping the registration accuracy. It remains to be confirmed by further 
studies and experiments. 
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