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a b s t r a c t
We study the derivational complexities of string rewriting systems. We discuss the
following fundamental question: which functions can be derivational complexities of
terminating finite string rewriting systems? They are recursive, but for any recursive
function, there is a derivational complexity larger than it. We relate them to the time
functions of Turing machines. In particular, we show that the functions nα(α > 2) and
αn(α > 1) for a real number α are equivalent to the derivational complexity of some
finite string rewriting systems if the computational complexity of α is relatively low (for
example, α is rational, algebraic, π or e). On the other hand, they cannot be equivalent to
any derivational complexities if the complexity of α is high.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Term rewriting is a simple but powerful abstract model of computation on which much of the declarative programming
is based. When we consider models of computation, one of the fundamental problems is termination. But termination is in
general an undecidable property. Since it is essential for verificationmethods concerning functional and logic programming
languages, various termination proof methods have been studied and developed [4].
Once we have established termination of a rewriting system, the next fundamental problem is its complexity. In order
to measure the complexity it is natural to look at the maximal length of derivation sequences as suggested by Hofbauer and
Lautemann [7]. More precisely, the derivational complexity function relates the length of the longest derivation sequence
to the size of the initial term.
In this paper, we treat string rewriting systems. They are special term rewriting systems where all the function symbols
are of arity one. Even for these simple systems, the termination problem is undecidable [9]. If a system R is complete
(terminating and confluent), the derivational complexity is equal to the complexity of the normal form algorithm of the
word problem of R [10].
Many studies have been done about the derivational complexity of term rewriting systems under specific termination
techniques (recursive path orders, polynomial interpretations etc., see [11] and the references cited there). In this paper, we
discuss the derivational complexity of string rewriting systems under a general situation.
After giving basic notions in the next section, we study a precise relationship between derivational complexities of string
rewriting systems and the time functions of Turingmachines in Sections 3 and4.Wegive a sufficient condition for a recursive
function to be equivalent to the derivational complexity of a finite string rewriting systemat the end of Section 4. In Section 5,
we discuss how to compute the derivational complexity of a given system and give a necessary condition for a function to
be equivalent to a derivational complexity. In the final section, we apply these results to the functions nα(α > 2) and
αn(α > 1) for a real number α, and obtain our main results that they are equivalent to the derivational complexity of
some finite string rewriting systems if α is computable in time C2
n
for some C > 1, but they cannot be equivalent to any
derivational complexity if α is not computable in time CC
2n
for any C > 1.
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We hope that the results obtained in this paper would throw insight into the complexity of general rewriting systems.
2. Derivational complexity
LetΣ be a (finite) alphabet and letΣ∗ be the free monoid generated byΣ . The length of a word x ∈ Σ∗ is denoted by |x|,
and the emptyword, theword of length 0, is denoted by 1. LetΣn be the set ofwords of length n overΣ , thenΣ∗ = ∪n≥0Σn.
A (string) rewriting system R is a subset ofΣ∗ ×Σ∗. An element r = (u, v) in R is called a rule of R and written u → v.
Suppose that a word x ∈ Σ∗ contains u as a subword, that is, x = x1ux2 with x1, x2 ∈ Σ∗, then we can apply the rule r to x
and x is rewritten to the word y = x1vx2. In this situation we write x →r y. If there is some rule r ∈ R such that x →r y, we
write x →R y, and we call the relation→R the one-step derivation onΣ∗ by R.
A rewriting system R is terminating on x ∈ Σ∗ if there is no infinite sequence of derivations
x →R x1 →R · · · →R xn →R · · ·
starting with x. R is terminating (or noetherian), if it is terminating on every x ∈ Σ∗.
The maximal length of a derivation sequence starting with x is denoted by δR(x). For x on which R is not terminating, we
set δR(x) = ∞. The function dR : N→ N ∪ {∞} defined by
dR(n) = max{ δR(x) | x ∈ Σn}
for n ∈ N is the derivational complexity of R.
We are interested in what functions can be derivational complexities of terminating finite rewriting systems.
Let R+ = {x ∈ R | x ≥ 0}. For two functions f , g : N→ R+ ∪ {∞}, if there is a constant C > 0 such that f (n) ≤ C · g(n)
(resp. f (n) ≥ C · g(n)) for any sufficiently large n ∈ N, we write f = O(g) (resp. f = Ω(g)). If both f = O(g) and f = Ω(g)
hold, f and g are called equivalent, and written f = Θ(g).
A function f : N→ R+ ∪ {∞} is super-additive if
f (m+ n) ≥ f (m)+ f (n)
holds for any m, n ∈ N. A super-additive function is non-decreasing. It is easy to see that the derivational complexity of a
rewriting system is super-additive.
If there is a derivation sequence of length ℓ from x to y, we write as x →ℓR y. Set
→∗R=

ℓ≥0
→ℓR .
For an integer k ≥ 1, a rewriting system R has polynomial (derivational) complexity of degree k, if dR(n) = Θ(nk). Any
nonempty rewriting system R has at least linear complexity, that is, dR(n) = Ω(n).
Example 2.1. Let k ≥ 2 and letΣk = {a1, a2, . . . , ak}. For 2 ≤ ℓ ≤ k let
Cℓ = {a1aℓ → aℓaℓ−1, a2aℓ → aℓaℓ−2, . . . , aℓ−1aℓ → aℓa1},
and define a system Pk onΣk by Pk =kℓ=2 Ck. Then, Pk has polynomial complexity of degree k. In fact, we have a derivation
sequence
an1a
n
2 · · · ank →∗Pk ankank−1 · · · an1
of length equal toΘ(nk), and this is the longest sequence starting with words of length kn.
A rewriting system R has exponential complexity, if there are constants C ≥ D > 1 such that
Dn ≤ dR(n) ≤ Cn
for sufficiently large n ∈ N. The one-rule system {ab → b2a} has exponential complexity for example.
Due to [6], a derivational complexity exists in each level of the Grzegorczyk hierarchy of primitive recursive functions.
Even the Ackermann’s function is attained [7]. Actually, for any recursive function f there is a derivational complexity g such
that g ≥ f (see Section 4).
3. Q-systems and Turing machines
In this paper we only consider deterministic Turing machines. Let
M = (Σ,Q , q0, F , δ)
be a k-tape Turing machine, where Σ is an alphabet (the tape alphabet and the input alphabet are the same), Q is a set of
states, q0 is an initial state, F is a set of final states and δ is a transition function.
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Let Σb = Σ ∪ {b}, where b denotes the blank symbol. The transition function δ is a mapping from (Q \ F) × Σkb to
Q × (Σb ∪ {L, R})k, where L and R are the symbols for the right and left moves of the heads respectively. If for each i with
1 ≤ i ≤ k, xiyi is the word written on the i-th tape (the tape is blank to the right and left of xiyi) and the machine is looking
at the leftmost letter of yi in state q, then the k-tuple
c = (x1qy1, x2qy2, . . . , xkqyk) (3.1)
is a configuration ofM . This describes the current state of themachineM . If δ(q, a1, . . . , ak) = (q′, R, a′2, . . . , a′k), for example,
then by one action ofM , c changes to a new configuration
c ′ = (x1a1q′y′1, x2q′a′2y′2, . . . , xkq′a′ky′k),
where y1 = a1y′1, y2 = a2y′2, . . . , yk = aky′k. The size |c| of the configuration c in (3.1) is defined by
|c| = |x1y1x2y2 · · · xkyk|.
For x ∈ Σ∗, let τM(x) be the number of steps taken until M halts when it starts from q0 with input x written in the first
tape ofM (the other tapes are empty). The time function tM : N→ N ∪ {∞} ofM is defined by
tM(n) = max{τM(x) | x ∈ Σn}.
For a configuration c , let τ ′M(c) be the number of steps taken until M halts when it starts with c. In particular, τM(x) =
τ ′M(q0x, q0, . . . , q0) for x ∈ Σ∗. Define the total time function function t ′M : N→ N ∪ {∞} ofM by
t ′M(n) = max {τ ′M(c) | c : configuration of size n }= max {τ ′M(x1qy1, . . . , xkqyk) | q ∈ Q , x1y1 · · · xkyk ∈ Σnb }.
Clearly,
tM(n) ≤ t ′M(n)
for any n ∈ N.
A Q -system is a finite rewriting system R over an alphabet
Σ = Q ∪Σ1 ∪Σ2 ∪ {c/, $} (union of two-by-two disjoint sets)
consisting of rules only of the form
vqu → v′q′u′,
c/vqu → c/v′q′u′,
vqu$ → v′q′u′$, or
c/vqu$ → c/v′q′u′$,
where q, q′ ∈ Q , u, u′ ∈ Σ∗1 and v, v′ ∈ Σ∗2 .
A word x ∈ Σ∗ is admissible (resp. weakly admissible), if it is of the form vquwith q ∈ Q , u ∈ Σ∗1 $ (resp. u ∈ Σ∗1 ∪Σ∗1 $)
and v ∈ c/Σ∗2 (resp. v ∈ Σ∗2 ∪ c/Σ∗2 ). Any word x ∈ Σ∗ can be uniquely decomposed as
x = y0x1y1 · · · xkyk, (3.2)
where xi are maximal weakly admissible subwords of x and yi contains no letter from Q . Since any rule of a Q -system R can
be applied only within a maximal weakly admissible subword, we have
δR(x) = δR(x1)+ · · · + δR(xk) (3.3)
for a word x decomposed as in (3.2).
For a Q -system R and for n ∈ N, define
adR(n) = max{δR(x) | x is admissible and |x| = n+ 3}
= max{δR(c/vqu$) | u ∈ Σ∗1 , v ∈ Σ∗2 , q ∈ Q , |u| + |v| = n}.
Lemma 3.1. For a Q -system R, we have
adR(n) ≤ dR(n+ 3)
for any n ∈ N. If adR is super-additive, then
dR(n+ 1) ≤ adR(n)
for any n ∈ N. If adR is equivalent to a nonzero super-additive function, then
dR(n+ 1) = O(adR(n)).
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Proof. Since δR(x) ≤ dR(n+ 3) for any admissible word x ∈ Σn+3, we find adR(n) ≤ dR(n+ 3). Suppose that adR is super-
additive, and let x ∈ Σ∗ be a word of the form (3.2). Let x′i be the admissible word obtained from xi by putting the symbols
c/ and $ if necessary. By (3.3) and the super-additivity of adR we have
δR(x) = δR(x1)+ · · · + δR(xk)
≤ δR(x′1)+ · · · + δR(x′k)
≤ adR(|x′1| − 3)+ · · · + adR(|x′k| − 3)
≤ adR(|x′1| + · · · + |x′k| − 3k)
≤ adR(|x| − k).
Because δR(x) = 0 if k = 0, we may only consider the case k ≥ 1. Thus, we have dR(n+ 1) ≤ adR(n) for any n ∈ N.
Next suppose that adR is equivalent to a super-additive function f ≠ 0.Wemay assume that f is positive, that is, f (n) > 0
for every n > 0, because we can replace it by f (n)+ n = Θ(f (n)). Then, there is a constant C > 0 such that adR(0) ≤ C and
adR(n) ≤ C f (n) for every n > 0. In the above calculation suppose that |x′1| > 3, . . . , |x′ℓ| > 3 and |x′ℓ+1| = · · · = |x′k| = 3
for some ℓ ≤ k. Then, we have
δR(x) ≤ adR(|x′1| − 3)+ · · · + adR(|x′ℓ| − 3)+ (k− ℓ)adR(0)
≤ C f (|x′1| − 3)+ · · · + C f ((|x′ℓ| − 3)+ C(k− ℓ)
≤ C f (|x′1| + · · · + |x′ℓ| − 3ℓ)+ C f (k− ℓ)
≤ C f (|x| − ℓ).
Here, if ℓ ≥ 1, we have δR(x) ≤ C · f (|x| − 1). If ℓ = 0, we have δR(x) ≤ C k ≤ C f (|x| − 1) for sufficiently long x. It follows
that dR(n+ 1) = O(f (n)) = O(adR(n)). 
There is a natural way to simulate one-tape Turingmachines by string rewriting systems [3]. LetM = (Σ,Q , q0, F , δ) be
a one-tape Turingmachine. Here, δ is a mapping from (Q \F)×Σb to Q × (Σb∪{L, R}). We define a Q-system RM associated
withM as follows. RM is a rewriting system on the alphabet
Ω = Q ∪Σb ∪Σb ∪ {c/, $} (union of two-by-two disjoint sets),
whereΣb = {a¯|a ∈ Σb} is a copy ofΣb, and consists of the rules:
qa → a¯q′ for δ(q, a) = (q′, R),
a¯′qa → q′a′a for δ(q, a) = (q′, L),
qa → q′a′ for δ(q, a) = (q′, a′),
q$→ b¯q′$ for δ(q, b) = (q′, R),
a¯q$→ q′a$ for δ(q, b) = (q′, L),
q$→ q′a$ for δ(q, b) = (q′, a),
c/qa → c/q′ba for δ(q, a) = (q′, L),
c/q$→ c/q′b$ for δ(q, b) = (q′, L)
for a, a′ ∈ Σb, q ∈ Q \ F and q′ ∈ Q .
For a word x ∈ Σ∗b , x¯ denotes the word obtained from x by replacing every letter a in x by a¯. Since one step of the Turing
machineM just corresponds to one rewriting by RM we have the following result.
Lemma 3.2. It holds that
δRM (c/q0x$) = τM(x), δRM (c/x¯qy$) = τ ′M(xqy)
for x, y ∈ Σ∗b and q ∈ Q .
The following follows from Lemmas 3.1 and 3.2.
Corollary 3.3. We have
dRM (n+ 3) ≥ adRM (n) = t ′M(n) ≥ tM(n)
for n ∈ N. If t ′M(n) is equivalent to a nonzero super-additive function, then
Θ(t ′M(n− 3)) ≤ dR(n) = O(t ′M(n− 1)).
If R is finite and terminating, then we can compute dR by tracing all the derivation sequences (see Section 5), and it is a
recursive function. The following corollary asserts that it can be greater than any given recursive function.
Corollary 3.4. For any recursive function f , there exists a finite terminating rewriting system R such that
dR(n) ≥ f (n)
for any positive n ∈ N.
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Proof. Let M be a deterministic one-tape Turing Machine computing f (M computes the unary f (n + 3) for a given unary
n ∈ N). With input n,M runs for at least f (n + 3) steps (to print the output f (n + 3)). Let R = RM be the rewriting system
onΩ associated withM . By Corollary 3.3 we see
dR(n+ 3) ≥ tM(n) ≥ f (n+ 3)
for any n ∈ N. Adding rules (and letters) to R if necessary, we can make dR(n) ≥ f (n) for n = 1, 2 also. 
4. Time functions and derivational complexity
As we have seen in the last section, derivational complexity is related to the time functions of Turing machines. In this
section we study a more precise relation between them.
LetM = (Σ,Q , q0, F , δ) be a k-tape Turing machine. We assume that the time function tM(n) ofM is at least linear and
moreover it satisfies the condition
tM(n) = Ω

n log tM(n)

. (4.1)
For a real number α > 1 the functions nα and αn satisfy this condition.
Define another Turing machine M1 = (Σ ′,Q , q0, F , δ1) as follows (cf. [2]). M1 has a one-way additional tape called
the history tape (so M1 is a (k + 1)-tape machine). Let CM is the set of commands of M , that is, CM is the finite subset of
Q ×Σkb × Q × (Σb ∪ {L, R})k given by
CM = {(q, a, δ(q, a)) | q ∈ Q \ F , a ∈ Σb}.
The set Σ ′ = Σ ∪ CM is the alphabet for M1. The machine M1 acts as M on the first k tapes, but in each step it writes the
command c ∈ CM that it executes on the history tape and shifts its head to the right by one.
Next we define another machine M2 = (Σ ′,Q2, q0, F2, δ2) as follows. M2 is also a (k + 1)-tape machine with a history
tape (the last tape). The set Q2 of states contains the sets Q and F2 which consists of two final states qs and qf . The machine
M2 shifts the head of the history tape to the left by one (as far as the head is not at the leftmost position), and then reads a
letter c ∈ CM on it (M2 halts in qf if c is not a command). Then, it checks if the configuration consisting of the words on the
first k tapes can be obtained from another configuration by an application of the command c as an action ofM . If this is not
the case,M2 halts in qf , otherwise it returns to its previous configuration (this is unique for c and the current configuration)
and erases the letter c. Repeating this execution, if the head of the history tape reaches the left end,M2 checks if the current
state is the initial state q0, the head of the first tape is at the initial position and all the tapes are empty except for the first
tape. If so,M2 halts in qs, otherwise it halts in qf .
Define still another Turing machineM ′ composingM1 andM2 as follows.M ′ has 2k+2 tapes and the first k+1 tapes are
for the machine M1 and the second k + 1 tapes are for M2. M ′ acts as M1 and as M2 alternatively. After M ′ acts one step as
M1 on the first k+ 1 tapes, thenM ′ acts asM2 on the last k+ 1 tapes taking a sequence of steps as described above (reads a
command and reverses the configuration by one step). IfM1 halts orM2 halts in qf , thenM ′ halts. IfM2 halts in qs,M ′ copies
the new data on the first k tapes to the second k tapes (including the head positions), copies the data from the first history
tape to the position to the head onto the second history tape, and sets the head of the last tape just after the copied data.
Then againM ′ continues to take a step ofM1 (andM2 alternatively).
Now we claim that the time functions of M and M ′ are equivalent, and the time function and the total time function of
M ′ are equivalent.
IfM ′ starts with a configuration (q0x, q0, . . . q0)with x ∈ Σ∗ in the first tape and the other tapes empty, thenM ′ copies
the data x in the first tape to the (k+ 2)-nd tape, and thenM ′ acts asM starting with the initial configuration with input x
doing additional works, recording commands on the first history tape etc. Hence,
tM(n) ≤ tM ′(n) ≤ t ′M ′(n). (4.2)
Now suppose thatM ′ starts with an arbitrary configuration
c = (x1qy1, . . . , xkqyk, xqy, u1pv1, . . . , ukpvk, upv),
where the pair (q, p) is a state ofM ′. IfM2 halts in qf starting with the configuration (u1pv1, . . . , ukpvk, upv), thenM ′ halts
during reading u or just after reading all letters in u, and we have
τ ′M ′(c) = O(|u|) = O(|c|) = O(tM(|c|)).
On the other hand ifM2 halts in qs, then the current configuration ofM ′ is of the form
(x′1q
′y′1, . . . , x
′
kq
′y′k, x
′q′y′, q0z ′, q0, . . . , q0).
BecauseM1 andM2 act alternatively (M1 acts first), x′ = xw for somew ∈ C∗M with |w| = |u| + 1. Hence |x′| = |x| + |u| + 1
and
ℓ′ = |x′1y′1 · · · x′ky′k| ≤ ℓ+ k · (|u| + 1)
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hold, where ℓ = |x1y1 · · · xkyk|. Then, M ′ writes x′ in the second history tape and copies the data of the total size ℓ′ from
the first k tapes to the second k tapes. Then, M ′ gets into a new loop to take steps of M1 and M2 alternatively. If this new
cycle is successfully completed, the configuration (x′1q′y
′
1, . . . , x
′
kq
′y′k) comes from a configuration (q0z, q0, . . . , q0) with
some z ∈ Σ ′∗ by the execution of the commands in x′ = xw. In particular the configuration (x1qy1, . . . , xkqyk) comes
from the configuration (q0z, q0, . . . , q0) by the execution of the commands in x. Hence we see |z| ≤ |x1y1| + |x| ≤ |c| and
ℓ ≤ |z| + k|x|. Since x′′ = x′w′ forw′ ∈ C∗M with |w′| = |x′| + 1, we have |x′′| = 2|x′| + 1.
Suppose thatM ′ halts after repeatingm (≥ 2) loops. In every i-th loop, |x(i−1)| + 1 commands are executed forwards on
the first k tapes and |x(i−1)| commands are executed backwards on the second k-tapes, and the data x(i) on the first history
tape and the other ℓ(i) letters are copied. We have |x(i+1)| = 2|x(i)| + 1 and ℓ(i+1) ≤ ℓ(i)+ k · (|(x(i)| + 1) for i ≥ 1. It follows
that
|x(i+1)| = 2i(|x′| + 1)− 1 = 2i(|x| + |u| + 2)− 1 (4.3)
and
ℓ(i+1) ≤ ℓ(i) + 2i−1k · (|x| + |u| + 2) ≤ ℓ′ + (2i − 1)k · (|x| + |u| + 2) < |z| + 2ik · (|x| + |u| + 2) (4.4)
for i ≥ 0. BecauseM takes at least |x(m)| steps starting with input z, we see
tM(|z|) ≥ |x(m)| = 2m−1(|x| + |u| + 2)− 1 (4.5)
form ≥ 2. Hence log2 tM(|z|) > m− 1. SinceM ′ halts before completing the (m+ 1)-th loop, using (4.1) and (4.3)–(4.5) we
have
τ ′M ′(c) = O
|u| + |x′| + |x′′| + · · · + |x(m)| + ℓ′ + ℓ′′ + · · · + ℓ(m)
= Om · |z| + 2m(k+ 1) · (|x| + |u| + 2)
= O|z| + |z| · log2 tM(|z|)+ 2(k+ 1) · tM(|z|)
= O(tM(|z|)) = O(tM(|c|)).
Hence, we have
t ′M ′(n) = O(tM(n)). (4.6)
By (4.2) and (4.6) we obtain
t ′M ′(n) = Θ(tM ′(n)) = Θ(tM(n)).
It iswell-known that anymulti-tape Turingmachine can be simulated by a one-tape Turingmachine (see [8] for example).
Here we need additional functions for correct synchronization. Let k ≥ 2 and M = (Σ,Q , q0, F , δ) be a k-tape Turing
machine. Define a one-tape Turing machineM ′ = (Σ ′,Q ′, q′0, F ′, δ′) as follows. LetΣ ′ = Σ ∪ {#, b¯} and Q ′ contain Q . The
tape ofM ′ is divided into 2k tracks. In the (2i− 1)-th track (1 ≤ i ≤ k), the data in the i-th tape ofM are written and in the
2i-th track the head marker # is written. The process of the machine is divided into two phases. In the first phaseM ′ scans
the tape from left to right. If M ′ reads the letter # in the 2i-th track, it records the letter (say a) at the position of # in the
2i−1-th track. If a = #,M ′ halts, and if a = b, replace b by b¯. IfM ′ reads b,M ′ always replaces it by b¯. IfM ′ reads consecutive
2k blanks, then it check if all the letters corresponding to the positions of the mark # are read. If so (otherwise it halts),M ′
enters the second phase. In the second phase the machine scans the tape from right to left. IfM ′ reads # in the 2i-th track, it
acts on the 2i− 1-th track asM acts on the i-th tape (if it reads b¯ on the tape, it acts as if it reads b). For example, ifM prints
a letter a in the i-th tape, M ′ prints a in the (2i − 1)-th track at the position the mark # in the 2i-th track indicates. If the
machine finds any inconsistency, it halts. If the head reaches the leftmost position, the machine again enters the first phase.
We claim that the total time function ofM ′ is equivalent to the square of the total time function ofM .
For an arbitrary configuration c = (x1qy1, . . . , xkqyk) of M , let c ′ = qy be the configuration of M ′ corresponding to c
with the state q in the initial position and the word y in Σ ′∗. Start M ′ with the configuration c ′ in the first phase, then M ′
starts to simulate M , and for one step of M , M ′ scans the tape in both ways and does the work for M and moreover reads
2k b’s and replaces them by 2k b¯’s in the right end of the tape. Thus for one step of M , the number of steps M ′ executes is
between 2(|c| + k) and C(|c| + k) for some constant C > 2, and the increase of the size of the configuration is between
2k and 4k (including the increase in the left end of the tape). So, till M halts, the number of steps M ′ executes is between
C1(|c| + 2k + |c| + 4k + · · · + |c| + 2k · τ ′M(c)) and C2(|c| + 4k + |c| + 8k + · · · + |c| + 4k · τ ′M(c)) for some constants
C1, C2 > 0. So it executes
Θ(|c| · τ ′M(c))+Θ(1+ 2+ · · · + τ ′M(c)) = Θ(τ ′M(c)2)
steps. Now, let c ′ = xq′y (q′ ∈ Q ′, x, y ∈ Σ ′∗) be any configuration of M ′. If M ′ halts before reaching a configuration
corresponding to a configuration ofM , then τ ′M ′(c
′) ≤ O(|c ′|). On the other hand if it gets to a configuration corresponding
to a configuration c of M , M ′ starts to simulate M with the configuration c as above. Our discussion shows that Θ(t ′M ′) =
Θ((t ′M)2).
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Suppose that f is the time function of a k-tape Turing machineM such that f (n) = Ω(n log f (n)) and f 2 is equivalent to
a nonzero super-additive function g . LetM ′ be the (2k+ 2)-tape machine constructed above fromM in the first paragraph.
We have
f (n) = Θ(tM ′(n)) = Θ(t ′M ′(n)).
LetM ′′ be the one-tape Turing machine constructed fromM ′ in the second paragraph above. We have
t ′M ′′(n) = Θ(t ′M ′(n)2) = Θ(f (n)2) = Θ(g(n)).
Let R be the Q -system associated withM ′′, then by Corollary 3.3, we see
Θ(f (n− 3)2) = Θ(t ′M ′′(n− 3)) ≤ dR(n) = O(t ′M ′′(n− 1)) = O(f (n− 1)2).
Thus, we have
Theorem 4.1. Let f (n) be a time function of a Turing machine such that f (n) = Ω(n log f (n)) and f (n)2 is equivalent to a
nonzero super-additive function. Then there exists a finite rewriting system R such that
Θ(f (n− 3)2) ≤ dR(n) = O(f (n− 1)2).
We say that a function f : N → N is computable in time O(g(n)), if there exists a (deterministic) algorithm computing
f (n) within time O(g(n)), more precisely, if there exists a multi-tape Turing machine M which computes binary f (n) for
given binary nwith time function tM(n) = O(g(n)).
Lemma 4.2. If f : N→ N is a function such that f (n) = Ω(n2) and the binary f (n) is computable in time O(√f (n)) for binary
n ∈ N, then ⌊√f (n)⌋ is equivalent to the time function of a Turing machine.
Proof. Given unary n ∈ N, compute binary n in time O(n) ≤ O(√f (n)). Then, compute binary f (n) in time O(√f (n)).
Next compute binary ⌊√f (n)⌋ in time O((log2 f (n))3) ≤ O(
√
f (n)). Finally, transform the binary ⌊√f (n)⌋ to unary in time
O(
√
f (n)). The total time for computing unary ⌊√f (n)⌋ is O(√f (n)). This means that there is a (multi-tape) Turing machine
with time function equivalent to ⌊√f (n)⌋. 
Combining this lemma with Theorem 4.1 we have
Theorem 4.3. Suppose that a function f (n) = Ω(n2 log2 f (n)) is computable in time O(√f (n)) in binary and equivalent to a
nonzero super-additive function. Then, there exists a finite rewriting system R such that
Θ(f (n− 3)) ≤ dR(n) = O(f (n− 1)).
5. Computing the derivational complexity
Let R be a finite rewriting system onΣ . Consider a derivation sequence of length 2:
x = x′ux′′ →R x′vx′′ = y = y′u′y′′ →R y′v′y′′ = z,
where u → v, u′ → v′ ∈ R. This sequence is left canonical, if
|x′| < |y′u′|.
A sequence is left canonical, if every subsequence of length 2 of it is left canonical. In particular, a sequence of length≤ 1 is
left canonical. Let
p : x0 →R x1 →R x1 →R · · · →R xn (5.1)
be a derivation sequence with respect to R. If xi−1 →R xi →R xi+1 is not left canonical, that is,
xi−1 = x′ux′′u′xĎ, xi = x′ux′′v′xĎ, xi+1 = x′vx′′v′xĎ,
with x′, x′′, xĎ ∈ Σ∗ and u → v, u′ → v′ ∈ R, then we replace this part by the sequence xi−1 →R x′i →R xi+1, where
x′ = x′vx′′u′xĎ. Repeating this modification as long as the sequence is not left canonical, we finally get a left canonical
sequence of the same length from x0 to xn. Thus we have
Lemma 5.1 (c.f. [5]). For a derivation sequence of length n from x ∈ Σ∗ to y ∈ Σ∗, there is a left canonical sequence from x to
y of the same length n.
For a sequence (5.1)wedefine a number L(p)by induction onn as follows.Whenn = 1 and p : x0 = x′0ux′′0 →r x′0vx′′0 = x1
with r = (u → v) ∈ R, define
L(p) = |x′0u| = |x0| − |x′′0|. (5.2)
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Suppose that n ≥ 2 and
xn−2 = x′n−2u′x′′n−2 →r ′ x′n−2v′x′′n−2 = xn−1 = x′n−1ux′′n−1 →r x′n−1vx′′n−1 = xn (5.3)
with r = (u → v), r ′ = (u′ → v′) ∈ R. Then, define
L(p) = L(p′)+ |x′n−1| − |x′n−2| + |u| + K − 1,
where p′ is the subsequence
x0 →R x1 →R · · · →R xn−1 (5.4)
of p and
K = max{|u|, |v| | u → v ∈ R}.
Lemma 5.2. For any derivation sequence p of length n (≥ 1) starting with x ∈ Σ∗ we have
L(p) ≤ (2K − 1)(n− 1)+ |x|.
Proof. Let p be a sequence (5.1) with the tail (5.3). We shall prove the stronger inequality
L(p) ≤ (2K − 1)(n− 1)+ |x0| − |x′′n−1| (5.5)
by induction on n. First, (5.2) implies that the induction start is cleared. Let n ≥ 2 and p′ be the subsequence (5.4). By
induction hypothesis
L(p′) ≤ (2K − 1)(n− 2)+ |x0| − |x′′n−2|.
Since x′n−2v′x
′′
n−2 = x′n−1ux′′n−1, we have
L(p) ≤ (2K − 1)(n− 2)+ |x0| − |x′′n−2| + |x′n−1| − |x′n−2| + |u| + K − 1
= (2K − 1)(n− 2)+ |x0| − |x′′n−1| + |v′| + K − 1
≤ (2K − 1)(n− 1)+ |x0| − |x′′n−1|,
completing the induction step to prove (5.5). 
To find a derivation sequence starting with a word x, we scan the word from the left end. If we find a subword u with
u → v ∈ R (x = x′ux′′), we replace it by v. Suppose that we scan the word y = x′vx′′ from the i-th letter of x′ and find a
subword u′ with u′ → v′ ∈ R (y = y′u′y′′) and replace it by v′. Then, we get a sequence x →R y →R y′v′y′′ of length 2 by
tracing |x′| + |u| + |y′| − i+ 1+ |u′| letters.
Lemma 5.3. Any left canonical derivation sequence p can be found by tracing at most L(p) letters in the words appearing in p.
Proof. Suppose that the subpath p′ in (5.4) is found by tracing L(p′) letters. Let i = max{|x′n−2| − K + 2, 1}. To get a left
canonical sequence p extending p′, we restart the tracing from the i-th letter in x′n−2. Then reading at most |x′n−1| − |x′n−2| +|u| + K − 1 letters in xn−1, we find a left-hand side u of a rule of R. So, we traced at most L(p) letters to find p. 
Theorem 5.4. Let R be a finite rewriting systemonΣ with derivational complexity f . Then, f (n) can be computed deterministically
in time C f (n) for some constant C > 1.
Proof. With a left canonical sequence p in (5.1) we associate a list L1(p) of words and a list L2(p) of rules of R as follows.
When n = 1 and p : x0 = x′0u′x′′0 →r ′ x′0v′x′′0 with r ′ = u′ → v′ ∈ R, then L1(p) = (x′0), and L2(p) = (r ′). Suppose
that n ≥ 2 and L1(p′) and L2(p′) are defined for the subsequence p′ (5.4), then for p with a tail (5.3), L1(p) and L2(p) are
defined by appending the word y and the rule r to L1(p′) and L2(p′) respectively, where y is the suffix of x′n−1 of length
min{|x′n−1|, |x′n−1| − |x′n−2| + K − 1} and r = u → v. Clearly, the lengths of L1(p) and L2(p) is equal to the length n of p,
and L2(p) is just the list of the rules appearing in p. Moreover, by the definitions of L(p) andL1(p) and by the discussion in
the proof of Lemma 5.3, we see that
(i) the initial word x0 and the listsL1(p) andL2(p) determine the sequence p, and
(ii) the sum of the length of words inL1(p) does not exceed L(p).
ForN, L > 0 let S(N, L)denote the set of all lists ℓ ofwords overΣ such that the length of ℓ is bounded byN and the sumof
lengths ofwords in ℓ is bounded by L. Since such lists are codedwithwords overΣ∪{, } (disjoint union) of length≤ N+L−1,
we see |S(N, L)| < (|Σ | + 1)N+L. For a left canonical sequence p of length≤ n,L1(p) is in S(n, L(p)) ⊂ S(n, (2K − 1)n+m)
by Lemma 5.2 and (ii) above, wherem = |x0|. Themappingwhich sends a left canonical sequence to the pair (L1(p),L2(p))
of the lists is injective by (i). The length of a left canonical sequence starting p with a word x0 of length m is bounded by
f (m). Hence, L1(p) is in S(f (m), (2K − 1)f (m) + m) and L2(p) is a list of elements of R of length ≤ f (m). Thus, the total
number of such left canonical sequence are bounded by
(|Σ | + 1)2Kf (m)+m · |R|f (m)+1 < C f (m)1
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with some constant C1 > 1. There are |Σ |m words overΣ of lengthm and we can find one left canonical sequence starting
with aword of lengthm in timeO(f (m)) by Lemmas 5.2 and 5.3. Sowe can compute all the lengths of left canonical sequences
starting words of lengthm and the maximum of them in time
O(f (m) · |Σ |m · C f (m)1 ) ≤ C f (m)
for some constant C > 1. 
Corollary 5.5. Let f (n) be a recursive function whose computational complexity exceeds C f (n) for any C > 0, then there exists no
finite rewriting system with derivational complexity equivalent to f (n).
6. Complexities of the forms nα and αn
In this section we shall show that there are finite rewriting systems with derivational complexities equivalent to nα (and
αn), if the computational complexity of the real number α is relatively low, but there are no such systems if the complexity
of α is high. The author has been inspired by the discussions in [12], where a similar result for the function nα on the Dehn
functions of finitely presented groups is given.
A real number α > 0 is computable in time f (n), if a binary rational approximation a/b (a, b ∈ N) of α such that b = O(2n)
and α − a
b
 < 1
2n
(6.1)
can be computed in timeO(f (n)) (refer to [13] for computable real numbers).We denote this rational a/b by α[n] (A rational
a/b satisfying (6.1) and b = O(2n)may not be unique, but we fix a deterministic algorithm that outputs a rational satisfying
the conditions in time O(f (n)) for an input n. The rational α[n] is this output computed by the algorithm.)
If the binary expression of α up to n digits (after radix point) can be computed in time O(f (n)), then α is computable in
time f (n), because ⌊2nα⌋/2n is a rational approximation of α with error< 1/2n.
Lemma 6.1. Let α > 0 be a real number computable in time f (n). Then for an integer ν , the function
gα,ν(n) = 2⌊α[⌈log2 n⌉−ν]·n⌋ (n ≥ 2ν)
is equivalent to 2αn and can be computed in time O(f (⌈log2 n⌉ − ν)+ n).
Proof. Letm = ⌈log2 n⌉. Since n ≤ 2m, by (6.1) we have
|α · n− α[m− ν] · n| < n
2m−ν
≤ 2ν .
Hence,
⌊α[m− ν] · n⌋ − 2ν < αn < ⌊α[m− ν] · n⌋ + 1+ 2ν,
and so,
2−2
ν
gα,ν(n) < 2αn < 21+2
ν
gα,ν(n),
implying that 2αn and gα,ν(n) are equivalent. The binary expansion of m = ⌈log2 n⌉ is computable in time O(m), and
α[m − ν] is computable in time O(f (m − ν)) by assumption. The product ⌊α[m − ν] · n⌋ is computable in time O(m2)
because the (binary) sizes of α[m− ν] and n are O(m). Finally, printing the output in time O(n), gα,ν(n) can be computed in
time O(m)+ O(f (m− ν))+ O(m2)+ O(n) = O(f (m− ν)+ n). 
Theorem 6.2. Let α > 2 be a real number computable in time C2n for some constant C > 1. Then, there is a finite rewriting
system R with derivational complexity equivalent to nα .
Proof. Letm = ⌊log2 n⌋ and ν > 0. The function nα = 2α log2 n is equivalent to 2αm. By Lemma 6.1, 2αm is equivalent to
h(n) = gα,ν(m) = 2⌊α[⌈log2 m⌉−ν]·m⌋
which is computable in time
O(C2
⌈log2 m⌉−ν +m) = O(C21−ν+log2 log2 n + log2 n) = O(n(log2 C)/2ν−1).
Here, choose ν large enough to satisfy (log2 C)/2ν−1 ≤ α/2, then we can compute h(n) in time O(nα/2) ≤ O(
√
h(n)). Note
that the function nα is super-additive and nα = Ω(n2 log2 nα). Hence, by Theorem 4.3, there is a finite rewriting system R
such that
Θ(nα) = Θ((n− 3)α) = Θ(h(n− 3)) ≤ dR(n) = O(h(n− 1)) = O(nα). 
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Next, we consider the exponential function αn. Though it is not super-additive, it is equivalent to the super-additive
function αn − 1 if α > 1. In fact, we have
αn − 1 < αn < 2(αn − 1)
for n > 1/ log2 α, and
αm+n − 1− (αm − 1)− (αn − 1) = (αm − 1)(αn − 1) ≥ 0
form, n ≥ 0.
Naturally, the computational complexities of α and log2 α are closely related.
Lemma 6.3. Let α (> 1) be a real number computable in time f (n). Then, log2 α is computable in time f (n+ 4)+ 4nn2, and 2α
is computable in time f (n+ ⌈α⌉ + 3)+ 8nn2.
Proof. Since α is computable in time f (n), we can compute α[n+ ν] in time O(f (n+ ν)) for ν ∈ N. Let
an = ⌈α[n+ ν] · 2n+ν⌉.
Since
α[n+ ν] − 1
2n+ν
< α < α[n+ ν] + 1
2n+ν
by (6.1), we have
an − 2 < 2n+να < an + 1. (6.2)
Letting ν = 4, we have
log2 an + log2

1− 2
an

= log2 (an − 2) < log2 α + n+ 4 < log2 (an + 1) = log2 an + log2

1+ 1
an

.
Note that log2(1+ ϵ) > 2ϵ for−1/2 < ϵ < 0, and log2(1+ ϵ) < 2ϵ for ϵ > 0. Because an > 2n+4 − 1 > 2n+3 by (6.2),
we see that both− log2 (1− 2/an) and log2 (1+ 1/an) are less than 1/2n+1. Thus,
|log2 α − (log2 an − n− 4)| < 12n+1 . (6.3)
We can compute an from α[n+4] in timeO(n2). Further, we can compute a2n+1n from an in timeO(4nn2). In fact, for 0 ≤ i ≤ n
if a2
i
n is already computed, then we can compute a
2i+1
n = (a2in )2 in time O((2i log2 an)2) = O(4in2). Thus, in total a2n+1n can be
computed in time
O((1+ 4+ · · · + 4n)n2) = O(4nn2).
Hence we can compute pn = max{ i ∈ N | 2i ≤ a2n+1n } in time O(4nn2). By the definition of pn, we see 2pn ≤ a2n+1n < apn+1n
or pn ≤ 2n+1 log2 an < pn + 1. Hence we havelog2 an − pn2n+1  < 12n+1 . (6.4)
Combining (6.3) and (6.4) we havelog2 α −  pn2n+1 − n− 4 < 12n ,
and we get the rational approximation pn−2
n+1(n+4)
2n+1 of log2 α within the desired time.
Next, we prove the second assertion. With the same an as above let
bn = 2an/2n+ν .
From (6.2) we have
bn · 2−2/2n+ν < 2α < bn · 21/2n+ν .
Since 2ϵ > 1+ ϵ for ϵ < 0 and 2ϵ < 1+ ϵ for 0 < ϵ < 1, we see
bn · (1− 1/2n+ν−1) < 2α < bn · (1+ 1/2n+ν). (6.5)
Here, let ν = ⌈α⌉ + 3. Because an/2n+ν < α + 1 by (6.2), we have
log2 (bn/2
n+ν−1) = an/2n+ν − n− ν + 1 < α + 1− n− ν + 1 ≤ −n− 1.
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Thus, it follows from (6.5) that
|2α − bn| < 12n+1 . (6.6)
For n ∈ N, an is computed in time O(f ((n+ ν)+ n2), and i2n+ν is computed in time O(4nn2) for an integer i = O(2n), as
discussed in the first part of the proof. Let
pn = max{i ∈ N | i2n+ν ≤ 2an+(n+1)2n+ν }.
This pn can be computed in time O(4nn2 · 2n) = O(8nn2) by computing i2n+ν for i = 2n+1, 2n+1 + 1, . . . , 2n+1+⌈α⌉. We have
p2
n+ν
n ≤ 2an+(n+1)2n+ν < (pn + 1)2n+ν , or
pn
2n+1
≤ bn < pn + 12n+1 . (6.7)
By (6.6) and (6.7) we have2α − pn
2n+1
 < 1
2n
.
Thus, 2α is computable in time f (n+ ⌈α⌉ + 3)+ 8nn2. 
If we use a faster algorithm to compute the product of two integers, for example, the Schönhage–Strassen algorithm (see
[1]), we can improve Lemma 6.3, but this is enough for our purpose in this paper.
Corollary 6.4. If a real number α (> 1) is computable in time f (n) = Ω(Cn) for some C > 1, then log2 α and 2α are computable
in time f (n+ k) for some k ∈ N.
Theorem 6.5. If a real number α > 1 is computable in time C2n for some constant C > 1, then there is a finite rewriting system
R with derivational complexity equivalent to αn.
Proof. Since α is computable in time C2n , β = log2 α is computable in time C2n+k = C2n1 with k ∈ N and C1 = C2k by
Corollary 6.4. Hence, αn = 2βn is equivalent to h(n) = gβ,ν(n) = 2⌊β[⌈log2 n⌉−ν]·n⌋ which is computable in time
O(C2
⌈log2 n⌉−ν
1 + n) ≤ O(C2
1−ν+log2 n
1 + n) = O(Cn/2
ν−1
1 )
by Lemma 6.1. Here, choose ν so that C1 ≤ α2ν−2 , then h(n) is computable in time O(αn/2) ≤ O(√h(n)). Moreover, h(n) is
equivalent to the super-additive function αn − 1 as we remarked before Lemma 6.3. Now by Theorem 4.3 there is a finite
rewriting system R such that dR(n) = O(αn) as in the proof of Theorem 6.2. 
By our results we see that the functions nα(α ≥ 2) and αn(α > 1) for a rational (or more generally an algebraic)
number α are equivalent to the derivational complexities of finite rewriting systems. For a transcendental number α with
low complexity such as π and e, they are also equivalent to the derivational complexities.
Next we discuss the other direction.
Theorem 6.6. Let α > 1 be a real number. If there is a finite rewriting system with derivational complexity equivalent to nα or
αn, then α is computable in time CC
2n
for some constant C > 1.
Proof. Suppose that a rewriting system R has derivational complexity equivalent to nα , that is, there are positive constants
A1 < A2 such that
A1nα ≤ dR(n) ≤ A2nα
for sufficiently large n ∈ N. Let K be an integer greater than 1/A1 and√A2. Then, we have
−1 < logK A1 ≤ logK dR(K 2n+1)− α2n+1 ≤ logK A2 < 2. (6.8)
By Theorem 5.4, dR(K 2
n+1
) can be computed in time BdR(K
2n+1 ) ≤ BA2(K2n+1 )α for some B > 1. So, the binary p(n) =
⌊logK dR(K 2n+1)⌋ is computed also in time O

(BA2)(K
2α)2
n 
. From (6.8) we have
−2 < p(n)− α2n+1 < 2,
or α − p(n)2n+1
 < 12n .
This implies that α is computable in time CC
2n
for some C > 1.
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Next, suppose that a rewriting system R has derivational complexity equivalent to αn, that is, there are positive constants
A1 < A2 such that
A1αn ≤ dR(n) ≤ A2αn
for sufficiently large n ∈ N. Let K be a nonnegative integer greater than log2 (1− log2 A1) and log2 log2 A2. Then, we have
1− 2K < log2 A1 ≤ log2 dR(2n+K )− 2n+K log2 α ≤ log2 A2 < 2K . (6.9)
By Theorem 5.4, dR(2n+K ) can be computed in time BdR(2
n+K ) ≤ BA2α2n+K for some B > 1. So, the binary p(n) =
⌊log2 dR(2n+K )⌋ is computed in time O

(BA2)(α
2K )2
n 
. From (6.9) we have
−2K < p(n)− 2n+K log2 α < 2K
or log2 α − p(n)2n+K
 < 12n .
This implies that log2 α is computable in time O((BA2)(α
2K )2
n
). By Corollary 6.4, α is computable in time O

(BA2)(α
2K )2
n+k  =
O

(BA2)(α
2K+k )2n  for k ∈ N. 
Corollary 6.7. If α (> 1) ∈ R is not computable in time CC2n for any constant C > 1, then there is no finite rewriting system
with derivational complexity equivalent to nα or αn.
About the derivational complexity of the forms nα and αn, there is a gap between the necessity and the sufficiency in our
results. We do not know whether nα (or αn) is equivalent to the derivational complexity of a finite rewriting system for a
real number α (> 1) computable in time CC
2n
for some C > 1 but not computable in time C2
n
for any C > 1.
Also, there is a gap on the range of α for the function nα . We do not know if there is a finite rewriting system with
derivational complexity equivalent to nα for 1 < α < 2. In particular, is there a finite rewriting system with complexity
equivalent to n3/2?
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