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REGULAR SUBGROUPS WITH LARGE
INTERSECTION
R. ARAGONA, R. CIVINO, N. GAVIOLI, AND C. M. SCOPPOLA
Abstract. In this paper we study the relationships between the
elementary abelian regular subgroups and the Sylow 2-subgroups
of their normalisers in the symmetric group Sym(Fn
2
), in view of
the interest that they have recently raised for their applications in
symmetric cryptography.
1. Introduction
Let n > 2 and let (V,+) be an n-dimensional vector space over the
field with two elements, where + denotes the bitwise XOR operation,
i.e. the bitwise addition modulo two. The conjugacy class of elementary
abelian regular subgroups of the symmetric group Sym(V ) has recently
drawn the attention of symmetric cryptographers, as these subgroups
and their normalisers may be used to detect weaknesses in symmetric-
encryption methods, i.e. block ciphers. More specifically, cryptanalysts
may take advantage of the alternative operations that these groups
induce on the plaintext space and exploit them to detect biases in the
distribution of the ciphertexts.
In this paper, motivated by the possible cryptographic applications,
we consider the families of maximal-intersection subgroups and second-
maximal-intersection subgroups of Sym(V ), i.e. the families of elemen-
tary abelian regular subgroups of Sym(V ) that intersect the image σV
of the right regular representation σ, here usually denoted by T , in
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a subgroup of index two or four in T . We prove that each second-
maximal-intersection subgroup is affine. In other words, such a sub-
group is contained in AGL(V ), the normaliser of T in Sym(V ), which
is a maximal subgroup of the alternating group Alt(V ) [LPS87]. More-
over, we prove that every Sylow 2-subgroup of AGL(V ) contains one
and only one second-maximal-intersection subgroup as a normal sub-
group. As a consequence, we conclude that [NSym(V )(Σ) ∶ Σ] = 2, where
Σ is a Sylow 2-subgroup of AGL(V ).
Motivation and links to symmetric cryptography. A block ci-
pher on the plaintext space V is a family {Ek }k∈K of non-linear per-
mutations of Sym(V ), called encryption functions, indexed by a set
of parameters K, called keys. Each encryption function is usually ob-
tained as the composition of different layers, each one designed with
a precise cryptographic goal, depending on its role in the employed
algorithm (see e.g. [DR13, BKL+07, NBoS77]). Some of those layers
provide entropy to the encryption process by additions with round keys
in V computed by a public procedure, called key schedule, starting from
the user-selected key in K. The non-linearity of the functions Ek is one
of the crucial requirements to provide security against a large variety of
statistical attacks, such as differential [BS91] and linear [Mat93] crypt-
analysis. For this reason, ways of making the cipher’s components as
far as possible from being linear are extensively studied [Nyb93]. The
usually considered notion of non-linearity is given with respect to the
operation which is used in the cipher to perform the key addition.
However it is worth noticing here that the notion of non-linearity is
not univocal. For example, one of the classical notions of non-linearity
for f ∈ Sym(V ) is the one that measures the distance of f from the
set of the affine functions AGL(V ) [Car10]. Another well-established
definition [Nyb93] looks at the behaviour of the derivatives of f , mea-
suring how far they are from being constant. Other notions of non-
linearity may be found in [CNP10, ACC+19]. As already mentioned,
the security of a cipher depends, among other things, on the require-
ment that its encryption functions do not behave as linear functions,
i.e. they lie far from the set AGL(V ). However, several isomorphic
copies of AGL(V ) are contained in Sym(V ), and each of them corre-
sponds to a different operation endowing V with a distinct vector space
structure. A target of a new branch of research in symmetric cryptogra-
phy [CDVS06, CS17, BCS19, CBS18] is to investigate the non-linearity
of the encryption functions of a cipher with respect to these alternative
operations.
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Let us recall that σ ∶V → Sym(V ) denotes the right regular repre-
sentation and that
T
def= σV = {σv ∣ v ∈ V, x ↦ x + v } .
If τ ∶ v ↦ τv is another embedding of V in Sym(V ) as a regular permu-
tation subgroup, then we denote by τV = {τv ∣ v ∈ V } its image, where
the map τv is the one for which 0 ↦ v. A new operation ○ on V may
be defined from τV by setting
∀u, v ∈ V u ○ vdef= uτv.
It is straightforward to check that (V,○) is an elementary abelian 2-
group. The notation T○ for τV , used in [CS17, BCS19, CBS18], might
be ambiguous in this paper. For this reason, we prefer to use the more
explicit notation τV = T g, where the element g ∈ Sym(V ) conjugates T
in τV . The existence of such an element is a consequence of a result by
Dixon [Dix71], that we recall in Section 2.
In what follows we quickly describe the contributions of [CDVS06,
CS17, CBS18, BCS19] in order to give an idea of the possible attacks.
Abelian regular subgroups of the affine group AGL(V ) are described
in [CDVS06] in terms of commutative associative algebra structures de-
fined on V . This is also the case for T g. In [CS17, BCS19] the authors
designed a toy cipher whose set of encryption functions is contained
in a conjugate AGL(V )g for some g ∈ Sym(V ). In other words, the
encryption functions are affine with respect to the new operation, dif-
ferent from the classical bitwise XOR, defined as above from T g. The
first differential attack [BS91] using an alternative operation has been
performed in [CBS18], where the authors designed a cipher which is
resistant to the classical differential attack with respect to + but may
be attacked using another operation specifically created.
In the works [CS17, CBS18, BCS19] the subspace
W○
def= {k ∈ V ∣ ∀x ∈ V k ○ x = k + x}
plays an important cryptographic role, since it represents the set of
round keys for which the XOR addition and the ○-addition give the
same result. For this reason they are called weak keys and W○ is called
the weak-key subspace. The same notation is also used in this paper.
It is straightforward to check that W○ is a subspace of both (V,+) and(V,○) and σW○ = τW○ = T ∩ T○.
Finally, it is worth mentioning that the cryptanalysis exploiting an
operation different from the one used to perform the key addition may
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be a hard task, since usually the transformations which are affine with
respect to the new operation may not be affine with respect to the
classical one. For this reason, some modern-cipher designers decided
to alternate in their algorithms several layers, each of which is affine
with respect to a different operation. A classic example of this design
strategy is the Russian government standard GOST [Dol10], where an
addition modulo 232 is used besides the classical XOR for the key ad-
dition. Such a design strategy makes the use of standard cryptanalytic
techniques more difficult. For this reason, in the case of GOST, only few
results are known regarding the cryptanalysis, see e.g. [SK00, ACS17].
Organisation of the paper. In Sec. 2 we introduce our notation
and we recall some known preliminary results. Sec. 3 is dedicated to
the study of the maximal-intersection subgroups and second-maximal-
intersection subgroups of Sym(V ). In our main results (Theorems 7
and 10) we parametrise such groups. In Sec. 4 we focus our attention
on the case of second-maximal-intersection subgroups and on the Sy-
low 2-subgroups of AGL(V ). We show that every Sylow 2-subgroup of
AGL(V ) contains one and only one second-maximal-intersection sub-
group as a normal subgroup (Theorem 15). As a consequence, we
show that every Sylow 2-subgroup of AGL(V ) is self-normalising in
AGL(V ) and has index 2 in its normaliser in Sym(V ) (Theorem 21).
Lastly, Sec. 5 concludes the paper with some open problems.
2. Notation and preliminary results
We have already introduced part of our (rather standard) notation.
Moreover, the set { e1, e2, . . . , en } denotes the canonical basis of V . For
each given vector v ∈ V we denote by v(i) ∈ F2 the i-th coordinate of v,
and by v(i∶j) ∈ Fj−i+12 the vector composed by the coordinates of v from
the i-th to the j-th, for 1 ≤ i < j ≤ n. If G is a group acting on V we
denote by vg the image of the action of g ∈ G on v ∈ V . The identity
element of G is denoted by 1G. We also recall that the affine group
AGL(V ) is T ⋊GL(V ), where GL(V ) is the group of linear bijections
of V . The identity matrix of GL (Fd2 ) is also denoted by 1d.
Let now τ be a regular representation as in the previous section. In
this paper we will extensively use the fact that, by [Dix71, proof of
Lemma 1], there exists g ∈ Sym(V ) such that τV = T g. Denoting by τv
the unique map of τV sending 0 to v, one has (σv)g = τ(0g−1+v)g for all
v ∈ V . For the convenience of the reader the proof of Dixon’s result is
reproduced here.
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Theorem 1. Let X = {x1, x2, . . . , xm } be a finite set and let H and
K be regular subgroups of Sym(X). If H ≅ K, then there exists g ∈
Sym(X) such that K =Hg.
Proof. Let ζ ∶ H → K be an isomorphism. Since both the groups are
regular, we have that {x1h ∣ h ∈ H } = {x1k ∣ k ∈K } = X . Let us now
define the permutation g ∈ Sym(X) by setting (x1h)g def= x1(hζ), for
each h ∈H . The result follows from the fact that hg = hζ for all h ∈H .
Indeed, let 1 ≤ i ≤m and let h′ζ ∈K such that x1h′ζ = xi, where h′ ∈H .
Then, since ζ is an isomorphism we have
xih
g = xig−1hg = (x1h′ζ)g−1hg = (x1h′h)g = x1(h′hζ) = x1h′ζhζ = xihζ.
Since the property holds for each 1 ≤ i ≤ m, then for each h ∈ H we
have hg = hζ , therefore Hg =Hζ =K. 
The following lemma generalises a well know fact.
Lemma 2. Every elementary abelian regular subgroup of Sym(V ) is
the unique non-trivial proper normal subgroup of its own normaliser.
Proof. By [Dix71], the result may be proven for the regular group T , up
to conjugation. Since T is well known to be a self-centralising minimal
normal subgroup of AGL(V ), if T¯ ≠ T is a minimal normal subgroup of
AGL(V ), then T ∩ T¯ = {1Sym(V ) }. So that T¯ centralises T , from which
it follows that T¯ < T , a contradiction. Now, let N be a non-trivial
normal subgroup of AGL(V ). By the previous argument, T ≤ N and
N/T ⊴ AGL(V )/T ≅ GL(V ), which is simple since dim(V ) > 2 and the
ground field has characteristic 2. Therefore N = AGL(V ). 
The following remark will be useful to describe the centraliser over
Sym(V ) of a subgroup of T .
Remark 3. Let H be a group acting transitively on a set X and let
Z
def= X × Y , where Y is a set. There exists a canonical embedding
θ ∶ H → Sym(Z) under which the action of H is defined by (x, y)hθ =(xh, y). Besides, there exists another embedding
Sym(X)Y ↪ Sym(Z)
defined by (x, y)f = (xfy, y), where f ∈ Sym(X)Y is the function send-
ing y ↦ fy ∈ Sym(X). In particular CSym(X)(H)Y is a subgroup of
Sym(Z) which centralises Hθ. Notice that also Sym(Y ) embeds in
Sym(Z) by way of (x, y)pi = (x, ypi), for pi ∈ Sym(Y ). This group cen-
tralises Hθ, and normalises and intersects trivially CSym(X)(H)Y . As a
consequence we have
CSym(X)(H)Y ⋊ Sym(Y ) = CSym(X)(H) ≀Y Sym(Y ) ≤ CSym(Z)(Hθ).
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It is straightforward, but somewhat lengthy, to show that the opposite
inclusion holds, i.e.
(1) CSym(Z)(Hθ) = CSym(X)(H) ≀Y Sym(Y ).
As a consequence of the previous remark we can prove the following.
Lemma 4. Let G be a finite group and σ,λ ∶ G→ Sym(G) respectively
be the right and left regular representations of G. If H ≤ G, then
CSym(G)(Hσ) = Hλ ≀ Sym(G/H),
where G/H is the set of left cosets of H in G.
Proof. It is well known that CSym(H)(Hσ) = Hλ, therefore the claim
follows from Eq. (1). 
Corollary 5. If M is a subgroup of T of order 2n−m, then CSym(V )(M)
is the wreath product M ≀ Sym(2m). In particular ∣CSym(V )(M) ∣ =
2m! 22
m(n−m).
Proof. The result follows from Lemma 4. Indeed, since T is abelian,
Mσ =Mλ =M . 
3. Elementary abelian regular subgroups whose
intersection with the translation group is large
In this section we prove some results on elementary abelian regular
subgroups of Sym(V ), and more generally on fixed-point-free involu-
tions. Our interest is in particular in the connections between such
groups and AGL(V ).
We now parametrise the elementary abelian regular subgroups of
Sym(V ) according to the size of their intersection with T .
3.1. Maximal intersection. Here we prove that none of the afore-
mentioned groups has a maximal intersection with T . The result is a
consequence of the following proposition, which slightly generalises a
result appearing in [CS17].
Proposition 6. Let g ∈ Sym(V ) such that T ≠ T g. If W ≤ V such that
σW = T ∩ T g, then dim(W ) ≤ n − 2.
Proof. Assume by way of contradiction that dim(W ) = n − 1. Let{vi }n−1i=1 be a basis for W and v ∈ V ∖W . The claim holds if aτv = aσv
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for any a ∈ V . If a ∈W there is nothing to prove, hence without loss of
generality we may assume a = w + v, for some w ∈W . Then
aτv = (w + v)τv = (wσv)τv
= (wτv)τv = w(τv)2 = w
= aσv. 
From Proposition 6, we can derive the following result.
Theorem 7. LetM be any maximal subgroup of T . Then CSym(V )(M) <
AGL(V ). Moreover ∣CSym(V )(M) ∣ = 22n−1.
Proof. It is enough to show that T ⊴ CSym(V )(M), so that CSym(V )(M)
is a subgroup of the normaliser of T which is AGL(V ). To this pur-
pose, let c ∈ CSym(V )(M) and let ξ be any translation in T ∖M . The
aim is to show that η
def= c−1ξc ∈ T . Assume the contrary by way of
contradiction, so that η ∉ T . Clearly ⟨M,η ⟩ = ⟨M,ξ ⟩c = T c ≅ T and∣ (T ∩ ⟨M,η ⟩) ∣ = 2n−1. This contradicts the previous proposition. The
claim ∣CSym(V )(M) ∣ = 22n−1 follows from Corollary 5. 
3.2. Second-maximal intersection. In this section we prove that
elementary abelian regular subgroups that intersect T in a second-
maximal subgroup are all contained in AGL(V ).
From now on we shall assume that g ∈ Sym(V ) is such that σW =
T ∩T g and dim(W ) = n−2, whereW ≤ V . LetW1def=W +v1,W2def=W +v2
and W1,2
def=W +v1+v2, for some v1 and v2 in V which are linearly inde-
pendent modulo W , be the non-trivial cosets of W in V . Notice that
any element in Sym(V ) centralising T ∩ T g permutes these cosets.
In the hypothesis of this section, Theorem 7 has not a counterpart.
However, we have the following generalisation.
Lemma 8. Let W ≤ V be such that dim(W ) = n − 2. Let ϕ ∈ Sym(V )
be an involution centralising the second-maximal subgroup σW of T and
also not fixing any of the cosets of W . Then ϕ ∈ AGL(V ).
Proof. Since ϕ is regular and it centralises σW , its action on V is com-
pletely determined by its action on the cosets of W , which we may
assume being as the involution (W,W1)(W2,W1,2), and by the choices
of 0ϕ and v2ϕ. Indeed, if 0 ≠ u ∈ W , then uϕ is determined as uϕ =
0σuϕ = 0ϕσu ∈ W1. Similarly v2ϕ determines the action of ϕ on each
element ofW2. Set now z
def= 0ϕ ∈W1, xdef= v1ϕ+z+v1 and ydef= v2ϕ+z+v2.
Let ϕ¯ be the affinity sending w+αv1+βv2 ↦ w+αv1+βv2+αx+βy+z,
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where α,β ∈ F2. Then an easy check shows that 0ϕ¯ = z, v2ϕ¯ = v2ϕ,
and that ϕ¯ is an involution which centralises σW and acts on the cosets
of W as the involution (W,W1)(W2,W1,2). Therefore ϕ¯ = ϕ, which is
what we meant to prove. 
In the very special case n = 3 every fixed-point-free involution in
Sym(V ) centralising σW is affine. Indeed, since n = 3, W = ⟨w ⟩.
Now, if ϕ fixes all the four cosets of W , then ϕ is the translation σw.
If ϕ acts on the cosets without fixed points, then Lemma 8 applies.
Finally, we are left with the case where two cosets are fixed and two
are exchanged. Assuming without loss of generality that ϕ acts on the
cosets as (W,W1), then ϕ is the affinity sending (γw + αv1 + βv2) ↦(γ + α)w + (α + β + 1)v1 + βv2, where α,β, γ ∈ F2. A straightforward
check may be also performed using MAGMA [BCP97].
Remark 9. In the following theorem we will use a well-known fact: if
G < Sym(V ) is a regular subgroup and H ⊴ G, then G/H acts regularly
on the set of the orbits of H (i.e. the cosets of H).
The following straightforward consequence of Lemma 8 and Re-
mark 9 is the main contribution of this section. We however include
a second constructive proof, in view of its use in the remainder of the
paper. The notation used here and below is the one specified at the
beginning of Sec. 2.
Theorem 10. Let g ∈ Sym(V ) and W ≤ V such that σW = T ∩ T g. If
dim(W ) = n − 2, then T g < AGL(V ).
Proof. It is enough to show that if T g = ⟨pi, ε, σW ⟩, then pi, ε ∈ AGL(V ).
This is granted by Lemma 8, since pi and ε are regular involutions
centralising W and not fixing any of its cosets.
Alternatively, we now construct explicitly two affinities p¯i and ε¯ which
are respectively congruent to pi and ε modulo translations in σW . A
similar construction in provided is [CS17]. Let us assumeW is spanned
by the last n − 2 vectors of the canonical basis of V . Notice that pi,
ε ∈ T g, thus
(1) pi and ε are fixed point free,
(2) pi and ε are involutions,
(3) pi, ε ∈ CSym(V )(σW ),
(4) piε = εpi.
Moreover, since T g is regular, by Remark 9 it is then possible to assume
that pi acts on the cosets of W as the involution (W,W1)(W2,W1,2),
whereas ε acts as (W,W2)(W1,W1,2). Up to a composition by a trans-
lation in σW , one can assume that v2pi = v1 + v2, so that the action of
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pi on V is completely determined by the value of 0pi ∈ W1. Similarly,
modulo a translation in σW , let us assume that v1ε = v1 + v2. Con-
sequently, since T g = ⟨pi, ε, σW ⟩, the action of T g on V is completely
determined by W and by the values of 0pi, 0ε and 0piε. What remains
to be proven is that for each possibile choice of 0pi in W1, 0ε in W2
and 0piε in W1,2 there exist two affinities p¯i, ε¯ ∈ AGL(V ) such that for
each v ∈ V we have vpi = vp¯i and vε = vε¯. Consider now the functions
p¯i sending x ↦ x + x(2)b + 0pi and ε¯ sending x ↦ x + x(1)b + 0ε, where
b = 0pi +0ε+0piε. Then p¯i, ε¯ ∈ AGL(V ) satisfy the four properties listed
above and 0p¯i = 0pi, v2p¯i = v1+v2 mod W , 0ε¯ = 0ε, v1ε¯ = v1+v2 mod W .
Therefore pi = p¯i and ε = ε¯, hence the desired result is proved. 
Remark 11. In the hypotheses of Theorem 10, by interchanging the
roles of T and T g, one can easily obtain that also T is a subgroup of
AGL(V )g, i.e. T normalises T g.
It is convenient to give a more practical representation of the groups
T g such that dim(W ) = n − 2, where σW = T ∩ T g. From now on, we
assume that W is spanned by the last n − 2 vectors of the canonical
basis of V . The next result gives a parametrisation and counts the
number of subgroups with such a property.
Proposition 12. Let W
def= ⟨ ei ∣ 3 ≤ i ≤ n ⟩. The group Sym(V ) contains
2n−2 − 1 elementary abelian regular subgroups Tb, where b ∈ W ∖ { 0},
such that T ∩Tb = σW . More precisely, Tb = ⟨pib, εb, σei ∣ 3 ≤ i ≤ n ⟩, where
(2) pib =
⎛⎜⎝
12
0
b(3∶n)
0 1n−2
⎞⎟⎠σe1 , εb =
⎛⎜⎝
12
b(3∶n)
0
0 1n−2
⎞⎟⎠σe2 .
Proof. As in the proof of Theorem 10 we necessarily have pib and εb to
be defined by Eq. (2). Note that b is completely determined by the
fact that xpi + x + 0pi is a scalar multiple of b for any pi ∈ Tb. Hence the
desired result follows from the fact that such subgroups are in one-to-
one correspondence with the possible choices of b ∈W ∖ {0}. 
The general problem of parametrising all the elementary abelian reg-
ular subgroups T¯ of Sym(V ) and of AGL(V ) according to the size
of their intersection with T is not easy in general. Proposition 12
solves this problem in the case of second-maximal intersection sub-
groups. Partial results have been obtained in the case T¯ < AGL(V )
[CS17, CBS18, BCS19]. In [CS17] a result similar to the following
corollary is proved, where AGL(V ) appears in place of Sym(V ). The
present form is a consequence of Theorem 10 and the result is easily
derived by Proposition 12.
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Corollary 13. The group Sym(V ) contains tn elementary abelian reg-
ular subgroups whose intersection with T is a second-maximal subgroup
of T , where
tn
def= (2n−2 − 1) (2n−1 − 1) (2n − 1)
3
.
Proof. The integer tn may be obtained as the product of 2n−2 − 1 and(2n−1)(2n−2)/6, respectively the number of elementary abelian regular
subgroups which intersect T in the subspace spanned by the last n − 2
vectors of the canonical basis and the number of (n − 2)-dimensional
subspaces of V . 
4. Sylow 2-subgroups of AGL(V )
In this section, S will denote a Sylow 2-subgroup of AGL(V ). Up to
a conjugation with an element in AGL(V ) we can assume
(3) S
def= {Uσv ∣ U ∈ U , v ∈ V }
where U is the group of upper unitriangular matrices, a Sylow 2-
subgroup of GL(V ). Notice that U is generated by the matrices 1n +
Ei,i+1, where 1 ≤ i ≤ n − 1 and Ei,j is the matrix whose entries are all
zero except the (i, j)-th entry which is 1.
Remark 14. The action by conjugation of S on T is canonically iden-
tified as the action of U on V . As a U -module, V is uniserial, i.e. any
U -submodule of V belongs to the maximal flag {0} = V0 < V1 < . . . <
Vn = V , where Vi = ⟨ en−i+1, . . . , en ⟩ and 1 ≤ i ≤ n. Conversely, for each
given maximal flag F whose members are
{0} = V0 < V1 < . . . < Vn = V,
if U is the stabiliser of F in GL(V ), then UT is a Sylow 2-subgroup
of AGL(V ). The previous construction yields a one-to-one correspon-
dence between Sylow 2-subgroups of AGL(V ) and the set of maximal
flags of subspaces of V . Indeed, given a maximal flag V0 < V1 < . . . < Vn,
the corresponding Sylow 2-subgroup is exactly the stabiliser by conju-
gation of { 1Sym(V ) } = σV0 < σV1 < . . . < σVn = T . This fact is used
throughout this section without any further reference.
The following theorem is crucial in this section.
Theorem 15. Every Sylow 2-subgroup Σ of AGL(V ) contains exactly
one elementary abelian regular subgroup TΣ intersecting T in a second-
maximal subgroup of T and which is normal in Σ.
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Proof. Since T ⊴ AGL(V ), then T is a normal subgroup of every Sylow
2-subgroup of AGL(V ). Without loss of generality we can assume Σ
to be the Sylow 2-subgroup S defined in Eq. (3). Let us now define
W
def= ⟨ ei ∣ 3 ≤ i ≤ n ⟩ and a family of groups Θ def= {Tb ∣ b ∈W ∖ {0}},
where
Tb
def= ⟨pib, εb, σW ⟩ < S.
and pib and εb are as in the statement of Proposition 12. Since ∣Θ ∣ is
odd and S fixes T by conjugation, then there exists b ∈W ∖ {0} such
that S fixes Tb by conjugation, i.e. Tb ⊴ S. It remains to be proven
that such a group is unique. Now we prove that the unique b ∈W that
corresponds to a normal subgroup in S is (0,0, . . . ,0,1), from which the
desired result follows. First, by Remark 11, we have T < NSym(V )(Tb)
for every b ∈W , so each σv ∈ T < S normalises Tb. Moreover, any upper
unitriangular matrix in U fixes by conjugation σW , indeed if U ∈ U then
σUei = σeiU and eiU ∈ W for every 3 ≤ i ≤ n. Therefore we are left to
determine b such that θU ∈ Tb, for every θ ∈ {pib, εb, pibεb } and U ∈ U .
Note that θ ∈ Tb implies that x + xθ + 0θ = αb, for some scalar α ∈ F2.
Now, for θ = pib,
xθU = xU−1pibU = (xU−1 + (xU−1)(2)b + e1)U
= xU−1U + (xU−1)(2)bU + e1U
= x + (xU−1)(2)bU + e1U.
Hence pib ∈ Tb implies x + xpib + 0pib = (xU−1)(2)bU = αb. As a con-
sequence b is a common eigenvector for the elements of U , therefore
b = (0,0, . . . ,0,1). 
The previous theorem has the following converse. The same notation
is used.
Proposition 16. If T¯ is an elementary abelian regular subgroup of
AGL(V ) such that ∣ T¯ ∩ T ∣ = 2n−2, then there exists a Sylow 2-subgroup
Σ of AGL(V ) such that T¯ = TΣ ⊴ Σ.
Proof. Up to conjugation we may assume that T ∩ T¯ = ⟨ ei ∣ 3 ≤ i ≤ n ⟩.
By Proposition 12, there exists b ∈W such that T¯ = Tb, where W < V
is the subspace defined by σW = T¯ ∩ T . Choose a basis { e¯1, . . . , e¯n } of
V such that e¯n = b and W = ⟨ e¯3, . . . , e¯n ⟩. Let L ∈ GL(V ) be the linear
map L∶ ei ↦ e¯i. Clearly T¯ = TLS is normal in Σ
def= SL. 
We prove in Theorem 18 that if a Sylow 2-subgroup Σ of AGL(V )
contains a conjugate in Sym(V ) of T as a normal subgroup, then such
a subgroup is either T or TΣ, where TΣ is as in Theorem 15. In order
to do that, the following result is helpful.
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Theorem 17. Let Σ be a Sylow 2-subgroup of AGL(V ) and { 0} =
V0 < V1 < . . . < Vn = V be the associated invariant flag as in Remark 14.
There exist 2d(
n−d
2
) subgroups T g ≤ Σ, where g ∈ Sym(V ), such that
σVd ≤ T ∩ T g and T ≤ NSym(V )(T g) = AGL(V )g.
Proof. We shall use the canonical embedding of AGL(V ) in GL (Fn+12 )
sending the affinity ϕ∶x ↦ xL + v into the linear map represented by
the matrix
( 1 v
0 L
) .
The action of the affinity ϕ can be recovered by the equality
(1, xϕ) = (1, x)( 1 v
0 L
) .
Under this monomorphism the elements of T are represented by the
matrices in which L = 1n. Assume now that W = Vd is defined as in
Remark 14 and that, with the same notation, U = Uddef= ⟨v1, . . . , vn−d ⟩ so
that V = U ⊕W . Taking into account this decomposition, the matrices
representing elements of AGL(V ) can be written in the block form
M
def=
⎛⎜⎝
1 u w
0 A B
0 D C
⎞⎟⎠
where u ∈ U and w ∈W (each of them referred to the relevant bases).
Under this notation the elements of Σ are represented by matrices of
the form
X
def=
⎛⎜⎝
1 u w
0 A B
0 0 C
⎞⎟⎠ ,
where A and C are upper unitriangular matrices, i.e. X is an upper
unitriangular matrix of GL(V ). Finally the matrices representing the
elements σz in σW , where z ∈W , are those of the form
Yz
def=
⎛⎜⎝
1 0 z
0 1n−d 0
0 0 1d
⎞⎟⎠ .
Now we look for matrices X commuting with Yz independently of the
choice of z. The condition XYz = YzX gives zC = z for all z ∈ W , so
that C = 1d. We have shown that
CΣ(σW ) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛
⎜
⎝
1 u w
0 A B
0 0 1d
⎞
⎟
⎠
∣ A upper unitriangular, u ∈ U and w ∈W
⎫⎪⎪⎪⎬⎪⎪⎪⎭
.
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Next, we determine the transitive elementary abelian subgroups of
CΣ(σW ) containing σW . Let T¯ be one of them, it is well known that T¯
has to be a regular permutation group. Let
X¯ =
⎛
⎜
⎝
1 u w
0 A B
0 0 1d
⎞
⎟
⎠
∈ T¯ ∖ σW .
Note that X¯ represents an affinity sending 0 to (u,w). Up to the right
multiplication by Yw we can restrict our attention to the case when
w = 0. In this case, the regularity implies that
X¯(u,0)
def=
⎛
⎜
⎝
1 u 0
0 Au Bu
0 0 1d
⎞
⎟
⎠
is uniquely determined by the image u of 0 under the affinity repre-
sented by X¯(u,0). This gives rise to an isomorphism from U ⊕W onto
T¯ defined by
(u,w)↦ X¯(u,w)def=
⎛
⎜
⎝
1 u w
0 Au Bu
0 0 1d
⎞
⎟
⎠
where AuAu′+u′ = AuAu′ and BuAu′+u′ = Bu+AuBu′ for all u,u′ ∈ U . Since
σW is central in T¯ , the requirement that T¯ is abelian is equivalent to
the condition X¯(u,0)X¯(u′,0) = X¯(u′,0)X¯(u,0) for all u,u′ ∈ U . This in turn
is equivalent to the following set of conditions
u′ + uAu′ = u + u′Au(4)
uBu′ = u′Bu(5)
AuAu′ = Au′Au(6)
AuBu′ +Bu = Au′Bu +Bu′(7)
for all u,u′ ∈ U . If we furthermore assume that T¯ is normalised by T
we have
T¯ ∋
⎛
⎜
⎝
1 u′ 0
0 1n−d 0
0 0 1d
⎞
⎟
⎠
−1
X¯(u,0)
⎛
⎜
⎝
1 u′ 0
0 1n−d 0
0 0 1d
⎞
⎟
⎠
=
⎛
⎜
⎝
1 u + u′ + u′Au u′Bu
0 Au Bu
0 0 1d
⎞
⎟
⎠
=X¯(u,0)
⎛
⎜
⎝
1 u′ + u′Au u′Bu
0 1n−d 0
0 0 1d
⎞
⎟
⎠
.
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It follows that
⎛
⎜
⎝
1 u′ + u′Au u′Bu
0 1n−d 0
0 0 1d
⎞
⎟
⎠
∈ T ∩ T¯ = σW ,
so that u′ + u′Au = 0 for all u ∈ U and u′ ∈ U , i.e. Au = 1n−d for all
u ∈ U . As a consequence Eq. (4), (5), (6), and (7) reduce to Eq. (5),
and the map u ↦ Bu is linear. Finally, T¯ is elementary abelian if and
only if X¯2(u,0) = 1n+1 for all u ∈ U . This final condition can be stated
equivalently in the form
(8) uBu = 0 for all u ∈ U .
The group T¯ is then uniquely determined by the linear map u ↦ Bu,
which in turn is defined once for all 1 ≤ i ≤ n−d the matrix Bei is given.
Such matrices have to satisfy Eq. (5) and of Eq. (8), i.e. the i-th row
of Bej is equal to the j-th row of Bei and the i-th row of Bei is the zero
row for 1 ≤ i, j ≤ n − d. Thus, the total number of possible choices for
T¯ is easily seen to be 2d(
n−d
2
). 
Theorem 18. Let g ∈ Sym(V ) and let Σ be a Sylow 2-subgroup of
AGL(V ) containing T g. The subgroup T g is normal in Σ if and only
if T g ∈ {T,TΣ }.
Proof. We shall use the same notation as in the proof of the previous
theorem. If T g is normal in Σ then T ∩ T g = σVd for some 1 ≤ d ≤ n,
d ≠ n − 1. Notice that T g < Σ, so T normalises T g. Thus
T g = T¯ =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛
⎜
⎝
1 u w
0 1n−d Bu
0 0 1d
⎞
⎟
⎠
∣ u ∈ U
⎫⎪⎪⎪⎬⎪⎪⎪⎭
is determined by the linear map u ↦ Bu. Consider the matrices
Mi,j
def=
⎛
⎜
⎝
1 0 0
0 1n−d 0
0 0 1d +Ei,j
⎞
⎟
⎠
,
where Ei,j is defined in the beginning of Sec. 4. These matrices repre-
sent elements of Σ such that Mi,j =M−1i,j . A direct computation shows
that
M−1i,j
⎛
⎜
⎝
1 u w
0 1n−d Bu
0 0 1d
⎞
⎟
⎠
Mi,j =
⎛
⎜
⎝
1 u w(1d +Ei,j)
0 1n−d Bu(1d +Ei,j)
0 0 1d
⎞
⎟
⎠
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so that if T¯ is normal in Σ then Bu(1d +Ei,j) = Bu for every u ∈ U and
1 ≤ i < j ≤ d. It follows that, for 1 ≤ i ≤ d − 1, the i-th column of Bu is
the zero column. The matrix
Ni,j
def=
⎛
⎜
⎝
1 0 0
0 1n−d +Ei,j 0
0 0 1d
⎞
⎟
⎠
,
where 1 ≤ i < j ≤ n − d, represents an involution in Σ and
N−1i,j
⎛
⎜
⎝
1 eh w
0 1n−d Beh
0 0 1d
⎞
⎟
⎠
Ni,j =
⎛
⎜
⎝
1 eh(1n−d +Ei,j) w
0 1n−d (1n−d +Ei,j)Beh
0 0 1d
⎞
⎟
⎠
.
If this matrix is in T¯ and h ≠ i, then eh(1n−d + Ei,j) = eh, so that
(1n−d +Ei,j)Beh = Beh, which in turn implies that the j-th row of Beh
is the zero row for every j ≠ i and j ≠ h. Hence Beh = 0 for 3 ≤ h ≤ n,
so ⟨ e3, . . . , en ⟩ ≤ W and thus d = dim(W ) ≥ n − 2. Moreover, by
Proposition 6 we have d ≤ n − 2, and therefore d = n − 2. We can
now apply Theorem 15 to obtain that T¯ ⊴ Σ if and only if T g = T¯ ∈{T,TΣ }. 
With the same notation of the previous theorems we have the fol-
lowing corollary.
Corollary 19. Every g ∈ NSym(V )(Σ)∖AGL(V ) interchanges by conju-
gation T and TΣ. Moreover each element in AGL(V ) ∩NSym(V )(TΣ) =
AGL(V ) ∩AGL(V )g stabilises this action.
Proof. Since the normaliser NSym(V )(Σ) permutes the normal elemen-
tary abelian regular subgroups of Σ and AGL(V ) normalises T , the
claim follows straightforwardly. 
From Theorem 18 we can also conclude that second-maximal inter-
section subgroups are characterised by the fact that their normalisers
contain a Sylow 2-subgroup of AGL(V ).
Corollary 20. Let g ∈ Sym(V ) ∖AGL(V ) such that T g is an elemen-
tary abelian regular subgroup of Sym(V ). If ∣AGL(V ) ∣ = 2mt, with t
an odd integer, then
∣T ∩ T g ∣ = 2n−2 ⇐⇒ 2m ∣ ∣AGL(V ) ∩AGL(V )g ∣ .
Proof. If ∣T ∩ T g ∣ = 2n−2, then by Theorem 10, both T and T g are
subgroups of AGL(V ). Moreover, since T is contained in every Sylow
2-subgroup of AGL(V ), at least one of them, which we denote by Σ,
contains both T and T g as normal subgroups. Thus Σ ≤ AGL(V ) ∩
AGL(V )g. Conversely, if this is the case, T and T g, being contained
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in every Sylow 2-subgroup of their own normalisers, are distinct nor-
mal subgroups of Σ. Therefore, Theorems 15 and 18 yield {T,T g } ={T,TΣ }, hence ∣T ∩ T g ∣ = 2n−2. 
It was already known to P. Hall (see e.g. [CF64]) that if Ξ is a Sylow
2-subgroup of Sym(V ), then NSym(V )(Ξ) = Ξ. In the remainder of the
paper we establish a similar result for Sylow 2-subgroups of AGL(V ).
Theorem 21. If Σ is a Sylow 2-subgroup of AGL(V ), then
[NSym(V )(Σ) ∶ Σ] = 2.
Proof. By Remark 14 there exists a flag {0} = V0 < V1 < . . . < Vn = V
such that Σ is the stabiliser by conjugation of σV0 < σV1 < . . . < σVn = T .
By Theorem 18, for every g ∈ NSym(V )(Σ), we have σg2Vi = σVi for 1 ≤ i ≤
n, and so g2 ∈ Σ. Hence NSym(V )(Σ)/Σ has exponent equal to 2, i.e. it
is an elementary abelian group. Let now n,m ∈ NSym(V )(Σ) ∖ Σ. We
have T nm
−1 = T , and so nm−1 ∈ Σ. Therefore NSym(V )(Σ)/Σ contains
only one non-trivial coset, and consequently it has order 2. 
Remark 22. If dim(V ) = n > 2, then AGL(V ) is a subgroup of Alt(V ),
the alternating group on V . Indeed, we note that a subgroup H of the
symmetric group is contained in the alternating group if and only if
one of its Sylow 2-subgroups is. The reason is that all the elements
of odd order are contained in the alternating subgroup, and any other
element is the product of a 2-element by an element of odd order. In
our case, all the elements of T are the product of an even number of
transpositions, so that T < Alt(V ). Hence it suffices to show that any
Sylow 2-subgroup of GL(V ) is contained in Alt(V ). We recall that
the matrices 1n +Ei,i+1, defined in the beginning of Sec. 4, generate a
Sylow 2-subgroup of GL(V ). Each of such matrices fixes 2n−1 vectors,
whereas it pairwise exchanges the remaining 2n − 2n−1 ones, i.e., as a
permutation, it is the product of 2n−1 − 2n−2 of transpositions, which is
an even number.
Corollary 23. The normaliser in Sym(V ) of each Sylow 2-subgroup
Σ of AGL(V ) consists of even permutations. Thus NSym(V )(Σ) =
NAlt(V)(Σ).
Proof. Let Σ be a Sylow 2-subgroup of AGL(V ). If Ξ is a Sylow 2-
subgroup of Alt(V ) containing Σ, then Ξ > Σ, so that NΞ(Σ) > Σ. By
Theorem 21, it follows that NAlt(V )(Σ) ≥ NΞ(Σ) = NSym(V )(Σ). 
The result which follows is the counterpart in AGL(V ) of the result
due to P. Hall on the Sylow 2-subgroups of Sym(V ). It also allows us
to count the number of distinct Sylow 2-subgroups of AGL(V ).
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Theorem 24. If Σ is Sylow 2-subgroup of AGL(V ), then NAGL(V )(Σ) =
Σ. In particular,
(9) [AGL(V ) ∶ Σ] = n−1∏
j=0
(2n−j − 1).
is the number of distinct Sylow 2-subgroups of AGL(V ).
Proof. By Theorem 21, if ∣AGL(V ) ∣ = 2mt, with t an odd integer,
then we have ∣Σ ∣ = 2m and ∣NSym(V )(Σ) ∣ = 2m+1. Since NAGL(V )(Σ) ≤
AGL(V ) and NAGL(V )(Σ) ≤ NSym(V )(Σ), then ∣NAGL(V )(Σ) ∣ = 2m. 
Finally, we use Theorem 18 to give an alternative proof of the fol-
lowing result.
Corollary 25 ([CS17]). The group AGL(V ) acts transitively by con-
jugation on the set of elementary abelian regular subgroups which in-
tersect T in a second-maximal subgroup of T .
Proof. It is enough to show that each elementary abelian regular group
T¯ such that ∣T ∩ T¯ ∣ = 2n−2 is conjugated to TS, where S is the Sylow
2-subgroup of AGL(V ) defined as in Eq. (3). By Proposition 16 there
exists a Sylow 2-subgroup S¯ of AGL(V ) such that T¯ ⊴ S¯. Moreover
S¯h = S for some h ∈ AGL(V ). By Theorem 18 it follows that TS = T¯ h ⊴
S¯h. 
As a last consequence, the number of Sylow 2-subgroups of AGL(V )
which contain the same second-maximal-intersection subgroup as a nor-
mal subgroup can be determined.
Corollary 26. The number sn of Sylow 2-subgroups of AGL(V ) which
contain as a normal subgroup the same group T g such that dim(W ) =
n − 2, where σW = T ∩ T g and g ∈ Sym(V ), is given by the formula:
sn = 3
n−1
∏
j=3
(2n−j − 1).
Proof. Let ∣AGL(V ) ∣ = 2mt, with t an odd integer. First we recall that t
is the integer displayed in Eq. (9). The claim follows from Corollary 13,
since sn = t/tn, where tn is the number of elementary abelian regular
subgroups in AGL(V ) whose intersection with T is a second-maximal
subgroup of T . 
5. Conclusion and open problems
We already mentioned that the conjugates in Sym(V ) of T are very
important in the cryptanalysis of block ciphers. For this reason, a com-
plete parametrisation of them in terms of the size of their intersection
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with T is needed. Recall that the elements of such intersections are
in one-to-one correspondence with the weak keys corresponding to the
alternative operations. In this paper, the aforementioned problem has
been addressed, both considering subgroups of Sym(V ) and AGL(V ),
in the case where the weak-key subspace has dimension n−1 and n−2.
This last case turns out to be one of the most relevant for cryptanal-
ysis, for reasons whose description would lead us out of the scope of
this work. We have computational evidence that also the case of lower
dimensional weak-key spaces might be interesting from a cryptographic
point of view, though it may require an entirely different technical ap-
proach.
References
[ACC+19] Riccardo Aragona, Marco Calderini, Roberto Civino, Massimiliano
Sala, and Ilaria Zappatore, Wave-shaped round functions and primitive
groups, Advances in Mathematics of Communications 13 (2019), no. 1.
[ACS17] Riccardo Aragona, Andrea Caranti, and Massimiliano Sala, The group
generated by the round functions of a GOST-like cipher, Annali di
Matematica Pura ed Applicata (1923-) 196 (2017), no. 1, 1–17.
[BCP97] Wieb Bosma, John Cannon, and Catherine Playoust, The Magma al-
gebra system. I. The user language, J. Symbolic Comput. 24 (1997),
no. 3-4, 235–265, Computational algebra and number theory (London,
1993). MR MR1484478
[BCS19] Carlo Brunetta, Marco Calderini, and Massimiliano Sala, On hidden
sums compatible with a given block cipher diffusion layer, Discrete Math-
ematics 342 (2019), no. 2, 373–386.
[BKL+07] Andrey Bogdanov, Lars R Knudsen, Gregor Leander, Christof Paar,
Axel Poschmann, Matthew JB Robshaw, Yannick Seurin, and Char-
lotte Vikkelsoe, PRESENT: An ultra-lightweight block cipher, Interna-
tional Workshop on Cryptographic Hardware and Embedded Systems,
Springer, 2007, pp. 450–466.
[BS91] Eli Biham and Adi Shamir, Differential cryptanalysis of DES-like cryp-
tosystems, Journal of CRYPTOLOGY 4 (1991), no. 1, 3–72.
[Car10] Claude Carlet, Boolean functions for cryptography and error correcting
codes, Boolean models and methods in mathematics, computer science,
and engineering 2 (2010), 257–397.
[CBS18] Roberto Civino, Ce´line Blondeau, and Massimiliano Sala, Differential
attacks: using alternative operations, Designs, Codes and Cryptography
(2018).
[CDVS06] Andrea Caranti, Francesca Dalla Volta, and Massimiliano Sala, Abelian
regular subgroups of the affine group and radical rings, Publ. Math. De-
brecen 69 (2006), no. 3, 297–308. MR 2273982
[CF64] Roger Carter and Paul Fong, The Sylow 2-subgroups of the finite classical
groups, J. Algebra 1 (1964), 139–151. MR 0166271
[CNP10] Anne Canteaut and Marıa Naya-Plasencia, Structural weaknesses of per-
mutations with a low differential uniformity and generalized crooked
REGULAR SUBGROUPS WITH LARGE INTERSECTION 19
functions, Finite Fields: Theory and Applications-Selected Papers from
the 9th International Conference Finite Fields ans Applications. Con-
temporary Mathematics, vol. 518, 2010, pp. 55–71.
[CS17] Marco Calderini and Massimiliano Sala, Elementary abelian regular
subgroups as hidden sums for cryptographic trapdoors, ArXiv e-prints
(2017).
[Dix71] John D. Dixon, Maximal abelian subgroups of the symmetric groups,
Canad. J. Math. 23 (1971), 426–438. MR 0281782
[Dol10] Vasily Dolmatov, Gost 28147-89: Encryption, decryption, and message
authentication code (mac) algorithms, Tech. report, 2010.
[DR13] Joan Daemen and Vincent Rijmen, The design of Rijndael: AES-the
advanced encryption standard, Springer Science & Business Media, 2013.
[LPS87] Martin W. Liebeck, Cheryl E. Praeger, and Jan Saxl, A classification of
the maximal subgroups of the finite alternating and symmetric groups, J.
Algebra 111 (1987), no. 2, 365–383. MR 916173
[Mat93] Mitsuru Matsui, Linear cryptanalysis method for DES cipher, Workshop
on the Theory and Application of of Cryptographic Techniques, Springer,
1993, pp. 386–397.
[NBoS77] US Department of Commerce National Bureau of Standards, Data en-
cryption standard, Federal information processing standards publication
46 23 (1977).
[Nyb93] Kaisa Nyberg, Differentially uniform mappings for cryptography, Work-
shop on the Theory and Application of of Cryptographic Techniques,
Springer, 1993, pp. 55–64.
[SK00] Haruki Seki and Toshinobu Kaneko, Differential cryptanalysis of reduced
rounds of GOST, International Workshop on Selected Areas in Cryptog-
raphy, Springer, 2000, pp. 315–323.
(Riccardo Aragona)Dipartimento di Ingegneria e Scienze dell’Informazione
e Matematica, Universita` degli Studi dell’Aquila, Via Vetoio, I-67100
Coppito (L’Aquila), Italy
E-mail address : riccardo.aragona@univaq.it
(Roberto Civino)Dipartimento di Ingegneria e Scienze dell’Informazione
e Matematica, Universita` degli Studi dell’Aquila, Via Vetoio, I-67100
Coppito (L’Aquila), Italy
E-mail address : roberto.civino@univaq.it
(Norberto Gavioli)Dipartimento di Ingegneria e Scienze dell’Informazione
e Matematica, Universita` degli Studi dell’Aquila, Via Vetoio, I-67100
Coppito (L’Aquila), Italy
E-mail address : norberto.gavioli@univaq.it
(Carlo Maria Scoppola)Dipartimento di Ingegneria e Scienze dell’Informazione
e Matematica, Universita` degli Studi dell’Aquila, Via Vetoio, I-67100
Coppito (L’Aquila), Italy
E-mail address : scoppola@univaq.it
