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Abstract
Automatically recognizing faces captured under uncontrolled environments
has always been a challenging topic in the past decades. In this work, we investi-
gate cohort score normalization that has been widely used in biometric verification
as means to improve the robustness of face recognition under challenging environ-
ments. In particular, we introduce cohort score normalization into undersampled
face recognition problem. Further, we develop an effective cohort normalization
method specifically for the unconstrained face pair matching problem. Extensive
experiments conducted on several well known face databases demonstrate the ef-
fectiveness of cohort normalization on these challenging scenarios. In addition,
to give a proper understanding of cohort behavior, we study the impact of the
number and quality of cohort samples on the normalization performance. The
experimental results show that bigger cohort set size gives more stable and often
better results to a point before the performance saturates. And cohort samples
with different quality indeed produce different cohort normalization performance.
Recognizing faces gone after alterations is another challenging problem for cur-
rent face recognition algorithms. Face image alterations can be roughly classified
into two categories: unintentional (e.g., geometrics transformations introduced
by the acquisition devide) and intentional alterations (e.g., plastic surgery). We
study the impact of these alterations on face recognition accuracy. Our results
show that state-of-the-art algorithms are able to overcome limited digital alter-
ations but are sensitive to more relevant modifications. Further, we develop two
useful descriptors for detecting those alterations which can significantly affect the
recognition performance. In the end, we propose to use the Structural Similar-
ity (SSIM) quality map to detect and model variations due to plastic surgeries.
Extensive experiments conducted on a plastic surgery face database demonstrate
the potential of SSIM map for matching face images after surgeries.
Contents
Contents V
List of Figures VIII
List of Tables XIII
1 Introduction 1
1.1 Face Recognition Systems . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Challenging Face Recognition Problems . . . . . . . . . . . . . . . 5
1.3 Thesis Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Overview of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Overview Of Face Recognition 9
2.1 Generic Face Recognition . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Face Detection and Alignment . . . . . . . . . . . . . . . . 10
2.1.2 Illumination Normalization . . . . . . . . . . . . . . . . . . 12
2.1.3 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . 12
2.1.4 Classification . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.1 Performance Measures . . . . . . . . . . . . . . . . . . . . 19
2.2.2 The AR Database . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.3 The FERET Database . . . . . . . . . . . . . . . . . . . . 21
2.2.4 The FRGC ver2.0 Database . . . . . . . . . . . . . . . . . 21
2.2.5 The LFW Database . . . . . . . . . . . . . . . . . . . . . . 24
2.2.6 The Plastic Surgery Database . . . . . . . . . . . . . . . . 27
V
CONTENTS
2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Cohort Score Normalization for Face Recognition 29
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.1 Cohort Normalization for Biometric Verification . . . . . . 30
3.1.2 Cohort Normalization Methods . . . . . . . . . . . . . . . 33
3.1.3 Understanding of Cohort Behavior . . . . . . . . . . . . . 37
3.2 Cohort Normalization based Sparse Representation for Undersam-
pled Face Recognition . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2.3 Cohort Normalization based Sparse Representation . . . . 41
3.2.4 Experiments and Results . . . . . . . . . . . . . . . . . . . 46
3.2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Picture-Specific Cohort Score Normalization for Face Pair Matching 53
3.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.2 Picture-Specific Cohort Normalization . . . . . . . . . . . 57
3.3.3 Application to Face Pair Matching . . . . . . . . . . . . . 60
3.3.4 Experiments and Results . . . . . . . . . . . . . . . . . . . 62
3.3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.4 On the Understanding of Discriminative Cohort Behavior for Face
Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.4.2 Experimental Settings . . . . . . . . . . . . . . . . . . . . 74
3.4.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . 79
3.4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4 Face Recognition across Alteration 90
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.1.1 Unintentional Alterations . . . . . . . . . . . . . . . . . . 91
4.1.2 Intentional Alterations . . . . . . . . . . . . . . . . . . . . 93
4.2 Detection of Alteration in Face Photo . . . . . . . . . . . . . . . . 96
VI
CONTENTS
4.2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2.2 Impact of Alterations on Face Recognition Accuracy . . . 99
4.2.3 Detection of Alteration in Face Photo . . . . . . . . . . . . 103
4.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.3 Structural Similarity based Image Quality Map for Face Recogni-
tion across Plastic Surgery . . . . . . . . . . . . . . . . . . . . . . 114
4.3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.3.3 SSIM for Face Recognition across Plastic Surgery . . . . . 118
4.3.4 Analysis of SSIM Weighted Patch Fusion . . . . . . . . . . 122
4.3.5 Experiments and Results . . . . . . . . . . . . . . . . . . . 124
4.3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5 Conclusions and Future Work 133
5.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
Bibliography 136
VII
List of Figures
1.1 The enrollment stage of a face recognition system. . . . . . . . . . 3
1.2 The verification stage of a face recognition system. . . . . . . . . . 3
1.3 The identification stage of a face recognition system. . . . . . . . 4
1.4 The framework of face pair matching. . . . . . . . . . . . . . . . . 4
2.1 The framework of a typical face recognition system. . . . . . . . . 10
2.2 Face normalization method in our experiments. . . . . . . . . . . 11
2.3 The 13 images of an individual from the first session of the AR
database. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 The 13 images of an individual from the session second of the AR
database. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Sample images from each partition on the FERET database. . . . 23
2.6 Sample images from Experiment 4 on the FRGC ver2.0 database. 25
2.7 Examples of matching and non-matching pairs on the LFW database. 26
2.8 Some pre-surgery (left) and post-surgery (right) pairs on the plastic
surgery database. . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1 A fingerprint verification system without cohort score normalization. 32
3.2 A fingerprint verification system with cohort score normalization. 32
3.3 The mean and variance of scores produced by ordered cohort sam-
ples versus rank order for genuine and impostor queries of the face
modality of Biosecure database. Rank 1 and 325 correspond to the
most similar and the most dissimilar cohort samples to the claimed
template [61]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
VIII
LIST OF FIGURES
3.4 The framework of undersampled face recognition with sparse rep-
resentation and cohort normalization. . . . . . . . . . . . . . . . . 42
3.5 The distribution of cohort residuals generated by ordered cohort
samples for genuine and impostor claims on the AR database. (a)
Results of Intensity feature; (b) Results of Gabor feature. . . . . . 44
3.6 The comparative recognition accuracy on the AR database as the
number of training images per subject decreases. (a) Results of
Intensity feature; (b) Results of Gabor feature. . . . . . . . . . . . 49
3.7 The 13 images of an individual on the AR database. The first
image is used for training, while the rest 12 images with severe
variation is for test. . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.8 The accuracy of test samples with different variations on the AR
database. (a) Results of Intensity feature; (b) Results of Gabor
feature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.9 The seven images of one person on the FERET database. . . . . . 52
3.10 The accuracy of test samples with different variations on the FERET
database. (a) Results of Intensity feature; (b) Results of Gabor
feature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.11 The framework of picture-specific cohort score normalization for
face pair matching. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.12 Overview of face pair matching process with cohort score normal-
ization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.13 The boxplot of the relative change of EER with different individual
descriptors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.14 The distribution of cohort scores generated by ordered cohort sam-
ples for matching and non-matching pairs. (a) Results of Gabor
feature; (b) Results of LBP feature. . . . . . . . . . . . . . . . . . 65
3.15 The boxplot of the relative change of EER with different choices
of the cohort set. (a) Results of Gabor feature; (b) Results of LBP
feature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.16 The mean and variance of EERs as the number of cohort samples
increased. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
IX
LIST OF FIGURES
3.17 Some aligned images from the FRGC ver2.0 database. (a) images
with good quality; (b) images with bad quality. . . . . . . . . . . 78
3.18 The boxplot of the relative change of EER on the 5-fold face verifi-
cation experiment with {“Cgood”, “Cbad”, “Cboth”} using Gabor
feature. (a) Results of good queries; (b) Results of bad queries. . . 81
3.19 The boxplot of the relative change of EER on the 5-fold face verifi-
cation experiment with {“Cgood”, “Cbad”, “Cboth”} using LBP
feature.(a) Results of good queries; (b) Results of bad queries. . . 82
3.20 The distribution of cohort scores generated by ordered cohort sam-
ples using LBP with “Cgood”. (a) Results of good queries; (b)
Results of bad queries. . . . . . . . . . . . . . . . . . . . . . . . . 83
3.21 The distribution of cohort scores generated by ordered cohort sam-
ples using LBP with “Cbad”. (a) Results of good queries; (b)
Results of bad queries. . . . . . . . . . . . . . . . . . . . . . . . . 84
3.22 The distribution of cohort scores generated by ordered cohort sam-
ples using LBP with “Cboth”. (a) Results of good queries; (b)
Results of bad queries. . . . . . . . . . . . . . . . . . . . . . . . . 85
3.23 The boxplot of the relative change of EER on the 5-fold face veri-
fication experiment with {“Cgood1”, “Cgood2”} using Gabor fea-
ture. (a) Results of good queries; (b) Results of bad queries. . . . 87
3.24 The boxplot of the relative change of EER on the 5-fold face verifi-
cation experiment with {“Cgood1”, “Cgood2”} using LBP feature.
(a) Results of good queries; (b) Results of bad queries. . . . . . . 88
4.1 Examples of unintentional alterations. (a) Original image; (b) Al-
tered image with barrel distortion; (c) Altered image with vertical
contraction; (d) Altered image with vertical extension. A squared
grid is superimposed to these original and altered images to better
highlight the effect of these unintentional geometric transformations. 92
4.2 The original grid (left) and the effect of barrel distortion (right). . 92
4.3 An example of digital beautification. (a) Original image; (b) Beau-
tified image; (c) Pixel difference between the original and digitally
beautified images. . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
X
LIST OF FIGURES
4.4 Some common plastic surgeries [35]. . . . . . . . . . . . . . . . . . 96
4.5 Examples of the main surgeries from the plastic surgery database
[78]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.6 Our face verification framework for studying the impact of alter-
ations on face recognition accuracy. . . . . . . . . . . . . . . . . . 100
4.7 Two unaltered images of the same subject on the AR database
(pose 1 on the left, pose 14 on the right). . . . . . . . . . . . . . . 101
4.8 The DET curves of the three reference systems on the unaltered
database. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.9 The performance comparison before and after barrel distortion.
(a) Results of FMR100; (b) Results of FMR1000. . . . . . . . . . 104
4.10 The performance comparison before and after vertical contraction.
(a) Results of FMR100; (b) Results of FMR1000. . . . . . . . . . 105
4.11 The performance comparison before and after vertical extension.
(a) Results of FMR100; (b) Results of FMR1000. . . . . . . . . . 106
4.12 The performance comparison before and after digital beautifica-
tion. (a) Results of FMR100; (b) Results of FMR1000. . . . . . . 107
4.13 The 15 landmarks and 8 triangles for the y-distance and triangle
descriptors. (a) 15 landmarks; (b) 8 triangles. . . . . . . . . . . . 109
4.14 The EERs of classification between no-alteration and with-alteration
attempts using conventional local feature based methods. (a) Ver-
tical contraction; (b) Vertical extension. . . . . . . . . . . . . . . 112
4.15 The EERs of classification between no-alteration and with-alteration
attempts using our proposed y-distance and triangle descriptors.
(a) Vertical contraction; (b) Vertical extension. . . . . . . . . . . . 113
4.16 Outline of the process to compute the reliability weight, for face
matching, from SSIM maps. . . . . . . . . . . . . . . . . . . . . . 119
4.17 Outline of the process for face identification using SSIM-based im-
age matching. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
4.18 The SSIM maps of some pre- and post-surgery image pairs. . . . . 121
4.19 The score distributions of genuine and impostor before and after
using SSIM quality. . . . . . . . . . . . . . . . . . . . . . . . . . . 123
XI
LIST OF FIGURES
4.20 The CMC plots illustrating the performance using holistic manner
with and without SSIM quality. . . . . . . . . . . . . . . . . . . . 125
4.21 The 7 components used in the component-wise matching mecha-
nism and their size. . . . . . . . . . . . . . . . . . . . . . . . . . . 126
4.22 The CMC plots illustrating the performance of each individual
component using LBP as feature. (a) Components: oculars and
nose; (b) Components: forehead, cheeks and mouth. . . . . . . . . 127
4.23 The 11 landmarks and 83 triangles for the calculation of the tri-
angle descriptor. (a) 11 landmarks; (b) 83 triangles. . . . . . . . . 128
4.24 The CMC plots illustrating the performance using component-wise
manner and solely triangle descriptor. . . . . . . . . . . . . . . . . 129
XII
List of Tables
2.1 Description of the subsets of the FERET database. . . . . . . . . 22
2.2 Details of the plastic surgery database. . . . . . . . . . . . . . . . 28
3.1 Comparative accuracy of SRC with and without cohort normaliza-
tion on the AR database using single training sample per individual. 50
3.2 Comparative accuracy of SRC with and without cohort normal-
ization on the FERET database using single training sample per
individual. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Comparative classification accuracy of different descriptors and
distances with and without cohort normalization. . . . . . . . . . 63
3.4 Comparative EERs of using the raw score and using cohort discrim-
inative patterns alone (without the raw score) with four different
feature descriptors and two distance metrics. . . . . . . . . . . . . 66
3.5 Comparative classification accuracy on the image-restricted train-
ing benchmark (“View 2”). . . . . . . . . . . . . . . . . . . . . . . 70
3.6 The 8 combinations of target, query and cohort samples. . . . . . 75
3.7 The numbers of controlled and uncontrolled images in the 5 folds. 76
3.8 The verification configuration of the 5 folds. . . . . . . . . . . . . 77
3.9 The mean EERs of the 5-fold experiment on face verification with
three different cohort conditions. . . . . . . . . . . . . . . . . . . 79
3.10 The 6 combinations of target, query and cohort samples. . . . . . 86
3.11 The cohort configuration of the 5 folds. . . . . . . . . . . . . . . . 86
3.12 The mean EERs of the 5-fold experiment on face verification with
two different cohort conditions. . . . . . . . . . . . . . . . . . . . 86
XIII
LIST OF TABLES
4.1 Effects of different plastic surgeries on Rank-1 accuracy for meth-
ods without SSIM quality. . . . . . . . . . . . . . . . . . . . . . . 130
4.2 Effects of different plastic surgeries on Rank-1 accuracy for meth-
ods with SSIM quality. . . . . . . . . . . . . . . . . . . . . . . . . 130
4.3 The Rank-1 accuracies of our approach and those of the existing
approaches on the plastic surgery database. . . . . . . . . . . . . 131
XIV
Chapter 1
Introduction
The access to restricted systems has mostly been controlled by knowledge-based
(pin, password) or token-based (ID cards) security. However, these traditional
identity management techniques can easily fail when a password is stolen or the
card is lost. The technologies of biometric recognition are highly desired to ad-
dress these problems. Biometrics use the physiological or behavioural characteris-
tics to recognize the identity of an individual. These characteristics are something
you possess rather than something you know thus offering a natural, reliable and
user-friendly solution to identity management [33, 45]. Face recognition is one
of the most widely used biometric systems due to its non-intrusive, natural and
easy to use characteristics. Many advanced technologies and commercial systems
for face recognition have been developed. These have been summarised in [100].
1.1 Face Recognition Systems
A face recognition system can be either a verification system or an identification
system depending on different applications. In the verification system, there is
a pre-enrolled template set. Given a query image, the goal is to decide whether
the query image comes from the same individual represented by the claimed
target template. It performs a one to one comparison to determine whether the
person presenting herself/himself to the system is the person she/he claims to be.
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Similarly, in an identification system, there is a stored database of faces. Given
one probe face image, the identification task aims to decide which person in the
stored gallery face set the probe face represents. It involves a one to many search.
The system will either make a match and subsequently identify the person or it
will fail to make a match.
Both verification and identification consist of two stages: enrollment and
matching. The enrollment stage is used to build the user template database.
In this stage, one or more than one face photos of a person is captured by a
camera to produce an original digital representation. This original representa-
tion is then further processed, including detecting the face region, aligning faces
and eliminating the impact of different illumination conditions. After these pre-
processing procedures, a feature extractor can be employed to generate a set of
distinguishable features. These extracted features are then used to build a tem-
plate or reference model for the person. After storing the template in the template
database, we finally register the person into the system. There is one template
for each enrolled subject in the template database of the system. An illustration
of the enrollment stage is shown in Figure 1.1. The matching stage of a verifica-
tion system is a one to one match. In this stage, a subject presents itself to the
verification system and claims an identity. The system captures facial images of
the subject, preprocesses the original digital representation and extracts robust
features. Next, the system compares the extracted features with the template of
the claimed identity stored in the template database. With this one to one match,
the system can finally decide whether the person is a genuine client (i.e., the true
identity is the claimed identity) or an impostor client (i.e., the true identity is
not the claimed identity). Figure 1.2 shows the matching stage of a verification
system. Differing from the verification task, in the identification scenario, the
matching is a one to many procedure, which compares the facial features of the
client with templates of all the enrolled subjects in the system database. The
result is either an enrolled user’s identity or a warning message, e.g., “person
not identified”. An example of the matching stage of an identification system is
illustrated in Figure 1.3.
Here, it is necessary to state the terminology used in the two face recognition
tasks. For face verification, “query image” is used to represent the test image,
2
Figure 1.1: The enrollment stage of a face recognition system.
Figure 1.2: The verification stage of a face recognition system.
while in face identification, “probe image” is the more common term. In addi-
tion, in an identification system, “gallery set” is the usual term for the enrolled
template database.
Very recently, face pair matching, as a very new task in face recognition
community, has received a lot of attention [30]. Different from the traditional
verification and identification tasks, there is not a pre-enrolled template database,
only two face images are given in this task. The aim is to determine whether the
two face images represent the same individual, i.e., whether a given image pair
is a matching pair or a non-matching pair. Figure 1.4 illustrates this framework.
Note that in face pair matching, we do not have any identity information for each
face image in the pair. This makes this task a very difficult problem.
3
Figure 1.3: The identification stage of a face recognition system.
Figure 1.4: The framework of face pair matching.
4
1.2 Challenging Face Recognition Problems
Face recognition is an important part of the capability of human perception sys-
tem. Human can identify familiar faces even under severely degraded viewing
conditions, such as various illumination conditions, poses, expressions and occlu-
sions. However, a similar automated computer system is not yet able to achieve
comparable results due to the large variability presented in the facial appearance
of the same person, i.e., intra-personal variations. These variations are easily
introduced by the change of the acquisition environment, the manner an indi-
vidual interacts with the face acquisition device. Automatically recognizing faces
becomes more difficult when the intra-personal variations are larger than the vari-
ations caused by changes in the face identity, i.e., the inter-personal variations.
Zhao et al. [100] provided a critical review of still and video based face recog-
nition systems that have been built over the years and discussed extensively the
challenges of face recognition caused by these external factors.
Face recognition across aging poses another challenge for current face recogni-
tion techniques [74]. Unlike the above variations caused by the external factors,
changes due to this natural phenomenon typically depend on quite a few factors
like race, geographical location, eating habits, stress level, etc. Hence, there is no
simple geometric/statistical model to analyze appearance changes due to aging,
thus making the problem of matching faces across aging extremely difficult.
Plastic surgery becomes worldwide nowadays due to the advanced surgical
technologies and the affordable cost. These surgical procedures can modify both
the shape and texture of facial features to varying degrees, thus introducing new
challenges in designing future face recognition systems. In [78], face recognition
across plastic surgery was first introduced to the biometric community. In the
related work, various existing algorithms were tested on a database including
face images before and after surgeries. The significant performance degradation
concluded that the current state-of-the-art face recognition algorithms cannot
provide satisfied performance for matching faces gone after plastic surgeries.
Another challenge is the limited number of sample images provided for each
person [81]. In many face recognition applications, due to the difficulties of
gathering face images and the cost for storing and processing them, only very
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few or even single training samples are available for building the subject specific
template. This problem is also known as undersampled face recognition [23]
and directly related to the small sample size problem in statistics and pattern
recognition. As is known, many developed face recognition algorithms depend
greatly on the size of the training set and thus on the descriptive capability of
the training set. In such situations, these face recognition techniques will suffer
serious performance drop or even fail to work.
Recognizing faces in the wild is a very new challenge to the current face
recognition algorithms [30]. Face images in this scenario are drawn from a very
broad distribution, which may present a large range of the variability seen in
everyday life. This covers variability in expression, background, pose, ethnicity,
age, gender, clothing, camera quality, lighting, makeup and other parameters.
Matching face images collected from news articles in the web is such an example,
where face images present a large degree of diversity.
1.3 Thesis Contribution
The contributions of this thesis to the methodology of face recognition are sum-
marised as follows:
The thesis investigates cohort score normalization as means to improve the
robustness of face recognition under challenging environments. Cohort score nor-
malization, as a way of post-processing the raw matching score using information
from a set of cohort samples, i.e., non-matching samples of the subjects being com-
pared, has been widely used in biometric verification systems [8]. In this work, we
introduce cohort normalization to sparse presentation based undersampled face
identification and unconstrained face pair matching. Experiments performed on
the well known face databases show the effectiveness of cohort score normalization
on measuring the degradation effect under challenging environments.
Furthermore, we advance the state-of-the-art in cohort score normalization
by providing a better understanding of the cohort behavior. In particular, we
find that the size of the cohort set indeed has impact on the generalization per-
formance. That is bigger cohort set size usually gives more stable and often
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better results to a point before the performance saturates. In addition, we con-
duct an extensive experimental exploration on the FRGC ver2.0 database [70] to
give proper answers of two interesting questions about cohort behavior on face
recognition. The first one is “How does the quality of cohort samples affect the
performance of a face recognition system?”, while the second one is “Should we
use a cohort set containing most possible subjects(each subject with fewest pos-
sible samples as possible) or a cohort set including fewest possible subjects (each
subject with most possible samples)?”.
Face recognition across alteration is a very challenging problem for current
face recognition algorithms. Alterations can be produced both unintentionally
(e.g., by the acquisition or printing device) or intentionally (e.g., people modify
the digital images or go after plastic surgery to appear more attractive). In this
thesis, we study the impact of unintentional alterations and digital beautifica-
tion of face photos on face recognition accuracy. Furthermore, we develop two
facial descriptors specially used for detecting those alterations which can make
significant degradation on the face recognition performance. Finally, we present
an effective algorithm for face recognition across plastic surgery. The proposed
approach uses the Structural Similarity (SSIM) quality map to detect and model
variations caused by surgeries [89]. An important feature of the proposed ap-
proach, also achieving performance comparable with the current state-of-the-art,
is that neither training process is needed nor any background information (i.e.,
cohort information) from other datasets is required. Extensive experiments con-
ducted on a plastic surgery face database demonstrate the potential of SSIM map
for matching face images after surgeries.
1.4 Overview of Thesis
The outline of the thesis is described below.
Overview of Face Recognition. Chapter 2 provides an overview of the struc-
ture of a generic face recognition system. Firstly, we present the basic processing
stages involved in a face recognition system, including face detection and align-
ment, photometric normalisation, feature extraction and classification. Secondly,
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we briefly describe several well known face databases with their common protocols
used in our experiments.
Cohort Score Normalization for Face Recognition. In Chapter 3, we first
give a brief introduction about cohort score normalization, including the basic
concepts used in this technique, the role of cohort normalization in a biomet-
ric system and existing approaches for performing cohort normalization. Sec-
ondly, the framework of applying cohort normalization to sparse representation
based undersampled face recognition is detailed. A powerful cohort normaliza-
tion method, called picture-specific cohort normalization is also described in this
section. Finally, we provide a better understanding of the cohort behavior, in-
cluding the impact brought about the size of the cohort set, the quality of cohort
samples and the structure of the cohort set.
Face Recognition across Alteration. In Chapter 4, we introduce two cate-
gories of image alterations: unintentional and intentional alterations. Further,
we present a study of the effects of unintentional alterations and digital beauti-
fication on face recognition accuracy. Next, we develop two useful solutions for
detecting those alterations which can produce a significant performance degra-
dation on face recognition. Finally, we introduce a new method using structural
similarity based image quality map for recognizing faces after plastic surgeries.
Conclusions and Future Work. The thesis is drawn to conclusion in Chapter
5 where the directions of future work are also suggested.
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Chapter 2
Overview Of Face Recognition
Automated face recognition system is an application of pattern recognition. A
block diagram of a generic face recognition system is presented in Figure 2.1.
The automated face recognition problem involves four key steps: face acquisi-
tion, preprocessing, feature extraction and classification. In the preprocessing
stage, the main procedures include face detection, geometric normalization and
illumination normalization. In Section 2.1, we provide a highlighted summary of
research on these face recognition stages.
Face recognition systems are very difficult to be compared to each other due
to the fact that the testing must be performed on a large number of samples
in diverse conditions representing realistic scenarios, such as variations in dif-
ferent model database sizes, sensors used, viewing conditions, illumination and
background conditions. Therefore, large-scale public databases with well de-
fined protocols are required to achieve these objectives. Section 2.2 introduces
the performance measures and several well known face databases for evaluating,
characterising and benchmarking the face recognition methods developed and
investigated in this thesis.
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Figure 2.1: The framework of a typical face recognition system.
2.1 Generic Face Recognition
In this section we survey the state-of-the-art of face recognition in the literature.
As illustrated in Figure 2.1, face acquisition is the first step for a typical recog-
nition system. Most current face recognition systems are based on face images
captured in the visible light spectrum. One problem of these images is that the
intra-personal variations in the appearance due to different illumination condi-
tions are larger than the inter-personal changes. This motivated the development
of various special devices to obtain different face modalities, such as 3D face
shape, near-infrared face images [46], thermal face images, in order to eliminate
dependence on illumination conditions. In this work, we focus on recognition
from still images in the visible light spectrum only because this type of sensor is
widely available. Next, we focus on the following procedures illustrated in Figure
2.1.
2.1.1 Face Detection and Alignment
Face detection and geometric normalization is an essential step for most automatic
face recognition systems. Its reliability plays an important role in the performance
and usability of a face recognition system [58]. This step aims to provide a face
region of interest for the feature extraction stage, in order that the facial features
can be extracted from the detected face area. More importantly, this stage is vital
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Figure 2.2: Face normalization method in our experiments.
to make the extracted facial features comparable with each other. Detecting a
face captured in an uncontrolled scene is very difficult. Over the years, significant
advances have been made in achieving robust face detection. In [99], the authors
provide a comprehensive and critical review of face detection methods. Up to
now, perfect face localization is still very difficult to achieve. Therefore, a face
recognition method capable of working well in the presence of localization errors
is highly desired. In our work, the face detection problem is not considered, only
face alignment is performed to normalize the captured face images in terms of
geometry and size. Specifically, we assume the coordinates of the eyes in the
face images are provided, which can be used as the ground-truth alignment. In
our experiments, faces are normalized using the approach illustrated in Figure
2.2. First, we crop out the face region using the template illustrated in Figure
2.2 (b), by placing the two eye centers at fixed locations specified with (x, y)
and (x+ d, y), respectively. The image is then rescaled to a standard size. The
normalized image is shown in Figure 2.2 (c) from its original form as in Figure
2.2 (a). After this geometric normalization, all the face images are of the same
size and their eye centers are in the same locations, thus making the comparison
between two images meaningful.
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2.1.2 Illumination Normalization
Illumination normalization aims to eliminate the illumination effect among dif-
ferent images. The existing approaches for dealing with this issue can be broadly
divided into two categories. The first category tries to collect a set of training
face images under different lighting conditions and uses them to learn a global
model of the possible illumination variations such as a linear subspace [12] and an
illumination cone [10], which are then generalized to the variations seen in new
images. One disadvantage of this category is a large number of training images are
required for the global model. In comparison with these approaches, there is not a
training procedure in normalization based approaches. This category tries to em-
ploy some conventional image processing transformations to remove the influence
of illumination variations from face images. These normalization based meth-
ods include the simple Histogram Equalisation [27], Multiscale Retinex method
[36] and approaches based on Self Quotient Image [11, 21]. In this work, we do
not employ any these techniques for illumination normalization. As we shall see
in the following sections, our empirical results clearly show that the techniques
developed in this work can get stable performance in the presence of different
lighting conditions.
2.1.3 Feature Extraction
Effectively extracting useful features from face images is of great importance to
a face recognition system. Over the years, many feature extraction algorithms
have been developed. According to the type of features used by various methods,
the existing feature extraction methods can be broadly classified into two groups:
holistic methods and local methods.
In holistic methods, each face image is represented as a single high-dimensional
vector by concatenating the gray values of all pixels in the face. These appear-
ance based methods can implicitly preserves all the detailed shape and texture
information which is useful for identifying faces. More importantly, they can
capture more global information of the face than local methods. However, one
disadvantage of this group is many training face images per person are needed
to accurately estimate the intra-personal variations. In the literature, this group
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includes those widely used subspace methods [87, 88]. The eigenface methods
(principal component analysis, PCA)uses the Karhunen-Loeve Transform to pro-
duce the most expressive subspace for face representation and recognition [83].
The fisherface (linear discriminant analysis, LDA) is an example of the most
discriminating subspace methods. It tries to find a set of features which can
best separate different face classes from each other[12]. In [9], the independent
component analysis (ICA) is introduced as a powerful feature extraction tool for
face recognition. ICA can be considered as a generalization of the PCA. How-
ever, the transformation vectors found by ICA are not necessarily orthogonal.
Furthermore, it captures discriminative information by not only considering the
covariance matrix, but also utilizing the high-order statistics.
Local methods which use local facial features for face recognition are relatively
mature approaches in the field with a long history [18, 42, 54, 90]. In comparison
with holistic methods, local methods provide additional flexibility to recognize a
face based on its parts, thus the common and class-specific features can be easily
identified. Furthermore, different facial features can increase the diversity of the
classifiers[40], which is helpful for face recognition. The local methods can be
further divided into two categories. The first category is the local feature-based
methods, which usually locate local fiducial points first and then extract features
on the detected feature points. Most early face recognition methods belong to this
category. In these methods, a set of geometrical measures, such as the width of
the head and the distance between eyes, are extracted and stored in the database
as templates for the later matching usage. One representative method in this
category is Elastic Bunch Graph Matching (EBGM) [90], which is known robust
against illumination change, distortion and scaling [43].
The second category of local methods is based on the local appearance of faces.
These approaches simply divide the face image into sub-regions. With the defined
local regions, the next step is to decide how to represent the information of them.
This is of great importance for the performance of a recognition system. The
commonly used features include intensity features [58, 80] and a variety of derived
features, such as Gabor wavelet [41, 49], local binary pattern (LBP) [6, 65], the
scale-invariant feature transform (SIFT) features [15, 51]. In general, gray-value
feature is the simplest feature without loss of texture information, while Gabor
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features and other derived features are more robust against illumination changes
and some geometrical translations.
The reader can be referred to [100] for a comprehensive and critical survey of
face extraction methods. In this section, we present only those feature extraction
methods which are employed by our work.
Gabor. The Gabor filters (kernels) with orientation µ and scale υ are defined as
[49]:
ψµ,υ(z) =
‖kµ,υ‖2
σ2
e
−‖kµ,υ‖2‖z‖2
2σ2 [eikµ,υz − e−σ
2
2 ] (2.1)
where z = (x, y) denotes the pixel, and the wave vector kµ,υ is defined as kµ,υ =
kυe
iφµ with kυ =
kmax
fυ
and φµ =
piµ
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. kmax is the maximum frequency, and f is the
spacing factor between kernels in the frequency domain. Besides, σ determines
the ratio of the Gaussian window width to the wavelength. The convolution
of an image I with a Gabor kernel ψµ,υ outputs Gµ,υ(z) = I(z) ∗ ψµ,υ, where
“∗” denotes the convolution operator. The Gabor filtering coefficient Gµ,υ(z) is
a complex number, which can be rewritten as Gµ,υ(z) = Mµ,υ(z) · eiθµ,υ(z) with
Mµ,υ(z) being the magnitude and θµ,υ(z) being the phase. It is known that
magnitude information contains the variation of local energy in the image. In
[49], with five scales and eight orientations of the Gabor filters, the augmented
Gabor feature vector F is defined via uniform down-sampling, normalization and
concatenation of the Gabor filtering coefficients as follows:
F =
(
a
(ρ)
0,0
T
a
(ρ)
0,1
T · · · a(ρ)4,7
T
)T
(2.2)
where a
(ρ)
µ,υ is the concatenated column vector from down-sampled magnitude
matrix M
(ρ)
µ,υ by a factor of ρ, and T is the transpose operator.
LBP. The LBP operator is a good means of summarizing the local gray-level
structure. It takes a local neighborhood around each pixel, thresholds the pixels
of the neighborhood at the value of the central pixel and uses the resulting binary-
valued image patch as a local image descriptor [6, 65]. With a neighborhood of
size 3 × 3 pixels, the mathematical equations for computing the LBP value at a
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pixel p are given by
LBP (p) =
7∑
n=0
2ns(In − Ip) (2.3)
where In represents the intensity value of a neighborhood pixel n, Ip is the inten-
sity value of the central pixel p, and
s(u) =
1 x ≥ 00 x < 0 (2.4)
The LBP values of all the pixels in an image are then quantized into a histogram
for a texture descriptor. Generally, before extracting LBP features, the face
image is first divided into several regions. For each region, we can compute a his-
togram. The final LBP feature vector is calculated by concatenating histograms
corresponding to all the regions. In addition, for face recognition, uniform local
binary patterns are more widely used. An LBP is “uniform” if it contains at most
one 0-1 and one 1-0 transition when viewed as a circular bit string. Uniformity is
important because it characterizes the patches that contain primitive structural
information such as edges and corners.
SIFT. The scale invariant feature transform, called SIFT descriptor, is proposed
in [51] and proved to be invariant to image rotation, scaling, translation, partly
illumination changes, and projective transform. Given an image I(x, y), the cor-
responding scale space image L(x, y, σ), at a scale σ, is obtained as
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (2.5)
where G(x, y, σ) is a variable-scale Gaussian function and the symbol ∗ repre-
sents the convolution operation. A set of Difference of Gaussian (DOG) images,
between scales separated by a multiplicative factor k, are obtained by
DOG = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y) (2.6)
With the computed DOG images, next the scale space extrema is detected by
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choosing the local maxima or minima among eight neighbors of a pixel in the
current DOG image, and nine neighbors each in the scales above and below
the current DOG image. The extrema points are further processed to select
those keypoints with high stability. A 36 bin orientation histogram covering the
360 degree range of orientations is then generated by computing the gradient
magnitudes m(x, y) and orientations θ(x, y) of sample points within a region
around the keypoint. The gradient magnitude and the orientation are computed
as follows
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (2.7)
θ(x, y) = tan−1
(
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
)
(2.8)
The orientation of the keypoint is computed as the highest peak in the orientation
histogram associated with it. The feature descriptor is obtained by sampling
the gradient magnitude and orientations within a descriptor window around a
keypoint. The final keypoint descriptor of dimension 4×4×8 = 128 is generated
by computing an 8 bin orientation histogram over 4 × 4 sample regions within
the descriptor window.
2.1.4 Classification
The goal of a classifier is to compare the features of a test face image with those of
the template and give the final decision in terms of some similarity measures. For
face identification, the most widely used classifier is the Nearest Neighbor (NN)
classifier [25]. An important issue for designing the NN classifier is how to measure
the similarity. A direct way is to measure how similar the two compared images
are. Another possible way is to compute the distance between the two image
features. These two measures are the inverse of each other. There are many
possible similarity and distance measures such as Cosine similarity, Euclidean
distance, Mahalanobis distance. Let x1 and x2 represent the feature vectors of two
face images being compared, we present those similarity and distance measures
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that will be used in this work below:
Cosine similarity : d =
x1
Tx2
‖x1‖‖x2‖ (2.9)
Euclidean distance : d = ‖x1 − x2‖ (2.10)
Hellinger distance : d = ‖√x1 −√x2‖ (2.11)
Support Vector Machine (SVM) classifier [19, 79] and boosting classifier [85, 97]
are also applied to face identification. Both classifiers are originally proposed
for two-class discriminant problems, i.e., verification problems. As is known,
face identification is a multi-class problem. To convert this multi-class problem
into a binary problem, one direct approach is to evaluate the difference between
two feature vectors as a basis for determining whether the images are of the
same person. Another approach is to establish a set of classifiers each of which
separates a single class from all the remaining classes.
In comparison with the NN classifier, those binary classifiers are more com-
monly used in face verification systems. In addition, a training stage is required
to estimate the values of the classifier parameters. Generally, binary classifiers
are score-based classifiers. That is, the input of these classifiers is the matching
score (Euclidean distance or cosine similarity) of the two compared feature vec-
tors or a set of component matching scores (in score-level fusion applications).
Typical binary classifiers include the above mentioned SVM, boosting classifiers
and logistic regression (LR) classifier [37]. In this work, for face verification and
face pair matching, we apply the LR classifier for the decision making. Next, we
give a brief introduction of this classifier.
Suppose Y = 1 represent two face images from the same person, while Y = 0
denotes a pair of images from two different persons. After obtaining the matching
score or the matching score vector (in the fusion context) X, the logistic regression
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uses a parametric form for the P (Y = 1 | X) distribution as follows
P (Y = 1 | X) = 1
1 + exp (ω0 +
∑n
i=1 ωiXi)
(2.12)
where P (Y = 1 | X) is the probability of the given instance X belonging to
the positive class, and 1
1+exp(ω0+
∑n
i=1 ωiXi)
is a sigmoid function. Next, a logit
transformation is performed on the probability to transform it into a quantity
which is linearly related to the explanatory variables (items in the matching
score vector). The logit transformation is given by
logit(P (Y = 1 | X)) = log
(
P (Y = 1 | X)
P (Y = 0 | X)
)
(2.13)
where P (Y = 0 | X) is the probability of the given instance X coming from the
negative class. With the sigmoid function in Eq 2.12, the following equation can
be obtained:
logit(P (Y = 1 | X)) = −
(
ω0 +
n∑
i=1
ωiXi
)
(2.14)
Next, the classification can be performed by the following linear classification
rule: Y = 1 (ω0 +
∑n
i=1 ωiXi) < 0
Y = 0 otherwise
(2.15)
A common approach used for learning the parameters ωi is to choose parameter
values that maximize the conditional data likelihood, which is the probability of
the observed Y values in the training data, conditioned on their corresponding
explanatory variable values.
2.2 Performance Evaluation
Comparing different face recognition algorithms is not an easy task due to the
fact that evaluation must be performed on a large number of samples acquired in
various conditions representing realistic scenarios. Hence, effective performance
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measures and large-scale public databases are significant for this task. In this
section, we introduce the performance indicators together with face databases
used in this work.
2.2.1 Performance Measures
Finally, to well evaluate different face algorithms, we give some evaluation mea-
sures that will be used in this work. As presented in Section 1.1, there are gener-
ally three face recognition tasks. Since each task has its own set of performance
measures, we separately present those measures used in each task.
Face identification. When a probe face of an individual is presented to an
identification system, the system first compares the input face to each gallery
template stored in the database. The output of the system is a set of similarity
scores. It is expected that the correct match will have the top similarity score.
the identification rate at Rank-1 or Rank-1 accuracy is the probability that the
system returns a correct result with the top match. If the correct result is in
either the top or second ranked score, we call it Rank-2 accuracy. Note that we
do not necessarily care if it is in the top or second rank specifically, just that it is
in one of these two positions. Similarly, the probability of correct identification
at Rank-N means the probability that the correct match is somewhere in the first
N highest similarity scores. A Cumulative Match Characteristic (CMC) curve
shows the probability of identification for numerous ranks [33]. In the following
work, we use both Rank-1 accuracy and CMC curves (from Rank-1 to Rank-10)
for evaluating identification algorithms.
Face verification. In the verification task, a user must first make a claim
as to his/her identity and the verification system then compares the user’s query
face to the claimed template, which outputs a similarity score. This similarity
score is then compared to the system-specific threshold for the final decision. For
a genuine claim (i.e., the user’s claim is true), if its similarity score is lower than
the threshold, the system will incorrectly determine that the user is not from its
claimed identity. This is called a false rejection or false non-match. The false
rejection rate (FRR) or false non-match rate (FNMR) is the probability that the
system fails to verify a genuine claim, which measures the percent of valid inputs
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which are incorrectly rejected [33]. When dealing with an impostor user (i.e.,
the user’s claim is not true), if its similarity score is higher than the threshold,
the system will incorrectly verify that the user is from the claimed identity. This
error is called a false acceptance or false match. The false acceptance rate (FAR)
or false match rate (FMR) is the probability that the system incorrectly matches
an impostor user to a non-matching template in the database [33]. It measures
the percent of invalid inputs which are incorrectly accepted.
There is a tradeoff between FAR and FRR in every verification system, as both
FAR and FRR are a function of the threshold. If the threshold is raised, there
will be fewer false accepts and more false non-matches. While a lower threshold
can lead to a lower FRR and higher FAR. For a given value of the threshold,
there is a corresponding pair of FAR and FRR. They can be plotted against each
other as a curve known as Receiver Operating Characteristic (ROC) to express
the behavior of FAR and FRR. Detection error trade-off (DET) is another visual
characterization of the trade-off between FAR and FRR [53]. DET is obtained
using normal deviate scales on both FAR and FRR axes. This more linear graph
illuminates the differences for higher performances. In many applications, the
threshold is usually chosen at the unique operating point where FAR is equal
to FRR, called Equal Error Rate (EER) [33]. Lower EER leas to better perfor-
mance. In addition, FNMR at a FMR of 1% (FMR100) and FNMR at a FMR
of 1‰(FMR1000) are also used as performance indicators in some sections [53].
Face pair matching. Since face pair matching is also 1:1 matching, we use
the same performance indicators as those used in face verification.
2.2.2 The AR Database
The AR database was collected in a lab environment, all the pictures were taken
under strict controlled conditions [57]. It consists of over 4,000 color images from
126 persons. All the images are captured under frontal views but with different
expressions, different illumination conditions and with different occlusions. For
each individual, 26 pictures were taken in two separate sessions, each with 13
pictures. The two sessions are separated by two weeks (14 days) time. Figure
2.3 and Figure 2.4 show the 13 face crops of an individual captured in each of
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Figure 2.3: The 13 images of an individual from the first session of the AR
database.
the two sessions [59].
2.2.3 The FERET Database
The FERET database was collected at George Mason University and the US
Army Research Laboratory facilities [69]. This database consists of more than
13,000 facial images corresponding to more than 1,500 individuals. The diversity
of the database is across age, gender and ethnicity. The images were captured
in grey scale at resolution 256 by 384. The standard evaluation protocol on this
database is designed for face identification, which includes a gallery partition and
four probe partitions as listed in Table 2.1. Figure 2.5 illustrates some example
images from each of these partitions on this database.
2.2.4 The FRGC ver2.0 Database
The Face Recognition Grand Challenge Version 2.0 (FRGC ver2.0) is a large
database along with a data corpus of 50,000 images which consists of high reso-
lution still images, 3D scans and multi-images of each subject taken under con-
21
Figure 2.4: The 13 images of an individual from the session second of the AR
database.
Table 2.1: Description of the subsets of the FERET database.
# of images Description
Fa gallery set 1,196
images with two different facial expressions:
neutral and smile
Fb probe set 1,195
images with facial expressions other than
neutral and smile
Fc probe set 194 images with different lighting conditions
Dup I probe set 722
images taken in a different time (between a
minute and 1031 days after their gallery
entries)
Dup II probe set 234
images taken at least a year after their
gallery entries
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Figure 2.5: Sample images from each partition on the FERET database.
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trolled and uncontrolled environments [70]. Data in this database was collected
at the University of Notre Dame, and was divided into training and test parti-
tions. The data used for training was acquired during the 2002-2003 academic
year, including 12,776 images from 222 persons where 6,388 were captured under
controlled conditions (i.e., in a lab setting under two lighting conditions, images
were taken with frontal pose and two facial expressions) and the others are taken
in uncontrolled environments (i.e. in an outdoor environment, images were taken
with two facial expressions). Images in the test partition were collected in the
2003-2004 academic year consisting of 4,007 subject sessions from 466 subjects.
The experimental protocol on this database consists of 6 experiments. In this
work, we use images only from Experiment 4. This experiment is designed to mea-
sure the recognition performance on controlled versus uncontrolled frontal face
still images. 16,028 controlled images and 8,014 uncontrolled images are included
in this database. We show some examples of these controlled and uncontrolled
images in Figure 2.6.
2.2.5 The LFW Database
Typically, face databases are collected in laboratories. These databases try to ma-
nipulate a large number of variables in a lab environment such as different poses,
lighting conditions, expressions and occlusions. However, face images captured
in a lab environment cannot well measure the “natural” distribution of faces. In
order to well study face recognition problems in the real word, it is better to
train and test face recognition algorithms on highly diverse sets of faces. The
labeled faces in the wild (LFW) is a database containing as many as possible
the nature variations [30]. In this dataset, more than 13,000 face images were
collected from news articles in the web, which present a large degree of diversity.
These images are from 5,749 different subjects. Of these, 1,680 subjects have two
or more images and the remaining 4,069 people have just a single image in the
database.
This database is designed for evaluating algorithms for face pair matching.
The authors organized the data into two “Views”. View 1 is for algorithm devel-
opment, and View 2 is used to finally evaluate different algorithms. In View 1,
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Figure 2.6: Sample images from Experiment 4 on the FRGC ver2.0 database.
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Figure 2.7: Examples of matching and non-matching pairs on the LFW database.
there are a training set and a test set. The training set includes a total of 2,200
pairs of images, half matching and half non-matching. The test set consists of
500 matching pairs and 500 non-matching pairs. View 2 is a 10-fold cross vali-
dation experiment, which consists of 10 subsets of the database. In addition, the
authors provided researchers two training settings: image-restricted and unre-
stricted. Under the image-restricted setting, only the information about whether
a pair of images is matched or mismatched are given to the experimenters. In
contrast, the individuals’ names associated with a pair of training images are
given under the unrestricted training paradigm. That is, the experimenters are
allowed to form as many matched and mismatched pairs as desired from a set of
images labeled with individuals’names. One valued aspect of the LFW database
is that the individuals used for training and those for test are mutually exclusive.
In this work, we evaluate our developed algorithm on View 2 under the restricted
training paradigm. Figure 2.7 shows some matching and non-matching pairs
used in our work.
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Figure 2.8: Some pre-surgery (left) and post-surgery (right) pairs on the plastic
surgery database.
2.2.6 The Plastic Surgery Database
The plastic surgery database was introduced for evaluating current face algo-
rithms on recognizing face images across plastic surgery [78]. This database
contains images of individuals before and after facial plastic surgeries. The im-
ages were downloaded mainly from two websites [7, 26]. A total of 1,800 fully
frontal face images from 900 subjects are included in this database. For each
subject, there is 1 pre-surgery facial image and 1 pos-surgery facial image. The
database contains a wide variety of local and global surgeries. A few pre-surgery
and post-surgery pairs are shown in Figure 2.8. Table 2.2 lists the details of
images in the plastic surgery database covering different types of surgeries.
2.3 Summary
In this chapter, we gave an overview of current face recognition techniques. An au-
tomated face recognition system usually includes the following important stages:
face acquisition, face detection and alignment, illumination normalization, fea-
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Table 2.2: Details of the plastic surgery database.
Type Surgery procedure # of subjects Effects on face appearance
Local
Dermabrasion 32 local skin texture
Blepharoplaty 105 eyelid
Rhinoplasty 192 nose
Brow lift 60 forehead
Otoplasty 74 ear
Others 56 local skin details or face components
Global
Skin peeling 73 global skin texture
Rhytidetomy 308 global skin texture or face structures
ture extraction and classification. Face detection and geometric normalization is
the essential step for a typical automatic face recognition system. Its reliability
plays an important role in the performance and usability of a face recognition sys-
tem. Illumination normalization aims to eliminate the illumination effect among
different images. For feature extraction, many effective algorithms have been
developed over the years. According to the type of features used by various
methods, the existing feature extraction methods can be broadly classified into
holistic methods and local methods. The goal of a classifier is to compare the
features of a test face image with those of the template and give the final decision
in terms of some similarity measures. For each of these stages, we presented the
related state-of-the-art techniques used in this work. Finally, we introduced the
performance measures and several well-known face databases used in this work
for evaluating our developed algorithms.
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Chapter 3
Cohort Score Normalization for
Face Recognition
Cohort based score normalization is a procedure, which aims to post-process the
matching score in a biometric verification system, using information from a set of
cohort samples, i.e., non-matching samples / impostors of the claimed identity. In
recent years, many cohort based score normalization methods have been proposed
to improve the performance of biometric verification systems. Cohort models have
been proposed to model language processing and lexical retrieval. For biometric
applications, this technique was initially proposed for speaker recognition. The
performance improvement achieved by making use of cohort information has also
been seen in fingerprint verification systems and multi-biometrics framework. In
this section, we introduce cohort normalization into face recognition systems to
handle the challenging undersampled face recognition problem. Further, we de-
velop an effective cohort normalization method specifically for the unconstrained
face pair matching problem. In the end, we do an exhaustive experimental ex-
ploration to give a better understanding of the cohort behavior, such as how
much useful information is contained in the cohort samples? What impact will
be produced if cohort samples of different qualities are employed?
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3.1 Introduction
Generally, a biometric verification expert makes the decisions based directly on
the matching score between the query sample and the claimed template. However,
it is vulnerable to a variety of degradation factors where score distribution vari-
ations between the enrollment and query sessions might be introduced. Cohort
based score normalization is an effective tool to measure these various forms of
degradation effects in relation to a set of cohort samples, which are non-matching
samples of the claimed template model. Many approaches have been proposed
for cohort based score normalization in the literature including employing mo-
ments of cohort scores for distribution scaling and exploiting useful information
from sorted cohort score patterns. Cohort normalization has achieved promising
results in various biometric systems.
3.1.1 Cohort Normalization for Biometric Verification
Biometric verification is a process that uses a person’s physical or behavioural
characteristics to validate the claimed identity of a query sample [31]. In a typical
biometric verification system, a target model or template is first built for each
subject using a few samples of the subject in the enrollment stage. In the test
phase, a query sample will be compared against the claimed target model using
a classifier or matching algorithm, of which the output is a matching score. Most
biometric matching algorithms make the verification decision based purely on this
matching score between the query sample and the claimed template. However,
there are many degrading factors due to various forms of noises presented on
the sensed data, which can make the straightforward usage of the raw matching
score unreliable. For instance, when dealing with a noisy signal, the similarity
of even a genuine query with the claimed identity gets very low. Generally, it
is difficult to make a biometric expert adequately cope with all the degradation
factors, thus post-processing the raw matching score, i.e., score normalization
[32, 73], has been identified as an important stage. Score normalization aims to
map the original matching score to a domain where the degradation effects on
the matching score distribution is neutralized.
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For score normalization, it will be of great use if the knowledge of class distri-
butions is available. However, in many practical systems, only a few or even single
samples are provided for each enrolled identity, making it difficult to learn these
distributions. For example, if the score distribution of one subject follows Gaus-
sian distribution, for deriving the specific distribution, both the mean and the
standard deviation need to be well estimated. However, for those systems with
very few samples for each subject, it is hard to get a promising estimation for
both parameters. It is in these situations that one can make use of non-matching
biometric samples already present in the database. The motivation for this is
that all template models will be subject to the same degradation. It is therefore
sensible to normalize the original matching score by measuring the corrupting
effects in relation to a pool of non-matching models. These non-matching models
are cohort models [76], which can be selected either from other reference models
in the same database or from reference models of other databases.
Cohort models have been proposed to model language processing and lexi-
cal retrieval [56]. For biometric applications, cohort based score normalization
was initially proposed for speaker recognition [75, 76]. In some literature, the
term “background model” is used to indicate the same concept [75]. The perfor-
mance improvement achieved by cohort score normalization has also been seen
in fingerprint verification [3] and multi-biometrics framework [4].
Figure 3.1 shows a conventional fingerprint verification system. In this system,
a query fingerprint is compared to its claimed template. The obtained matching
score y is then used for the final classification. To illustrate the role of cohort based
score normalization, an improved system with cohort normalization is shown in
Figure 3.2. In this system, a set of H cohort samples are provided for cohort
normalization. Through comparing the query fingerprint with the cohort samples
(1 : H match), or comparing the template fingerprint with the cohort samples
(1 : H match), or comparing both fingerprints with all the cohort samples, a set
of cohort scores can be obtained. Cohort normalization is then employed to map
the raw matching score y to a normalized value yn by either estimating the score
distribution parameters from the calculated cohort scores or extracting auxiliary
information from sorted cohort score patterns. As shown in Figure 3.2, cohort
score normalization is a procedure performed in the score level.
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Figure 3.1: A fingerprint verification system without cohort score normalization.
Figure 3.2: A fingerprint verification system with cohort score normalization.
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3.1.2 Cohort Normalization Methods
In the literature, many cohort based score normalization approaches have been
proposed. These approaches can be roughly categorized into two classes. Methods
in the first class try to estimate score distribution parameters from cohort scores
and then use these estimated parameters to perform distribution scaling, whereas
approaches in the second class try to extract some useful information from sorted
cohort score patterns.
Cohort normalization by distribution scaling. Among those approaches in
the first category, zero-normalization (Z-norm) [8] and test-norm (T-norm) [8]
are two most widely used algorithms in practical biometric systems. Z-norm is
a method performed in the enrollment stage. In this method, the cohort scores
used for normalization are matching scores between the template model and all
the cohort samples. Under the assumption that score distribution of each subject
class follows Gaussian distribution, Z-norm uses the mean and variance estimation
for distribution scaling. During the enrollment stage, for each enrolled subject,
the corresponding template model is matched against all the cohort samples and
the matching scores (i.e., cohort scores) are then used to estimate the mean and
standard deviation specific to each subject for the impostor distribution. Hence,
Z-norm is impostor centric and leads to user-specific normalization parameters
[73]. The advantage is that the estimation of the normalization parameters can be
performed off-line during the enrollment. Suppose there are a total of H cohort
samples, the cohort scores between the template model and these cohort samples
can be represented as Y ct = {yct1 , ..., yctH}. Let y be the original matching score
between the query sample and the claimed template model, then Z-norm can be
performed as follows:
yz =
y − µct
σct
(3.1)
where µct is the expected value of Y ct and σct is the standard deviation. yz is the
Z-normalized score.
Among those widely used cohort normalization methods, T-norm is one of
the most well-established ones. What is different from Z-norm is the cohort score
set. In T-norm, cohort scores are computed between the query sample (not the
template model) and all the cohort samples. Hence, this normalization can only
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be performed on-line during the test stage. What is similar to Z-norm is the
assumption on the score distribution. That is, T-norm also assumes that the
score distribution of each subject class follows Gaussian distribution, and thus
uses the mean and variance estimation for distribution scaling. It is expected that
the normalized score obtained by non-matching samples would have zero mean
and unit variance. Denote the cohort scores obtained by comparing a query
sample with the H cohort samples by Y cq = {ycq1 , ..., ycqH}. The normalized score
yt by T-norm can be given by:
yt =
y − µcq
σcq
(3.2)
where µcq is the expected value of Y cq and σcq is the standard deviation.
Cohort normalization by sorted cohort scores. While T-norm has been a
dominant approach since its proposal, attempts have been made to exploit the
patterns of sorted cohort scores. By combining the original matching score with
the maximum of cohort scores using a SVM classifier, Tulyakov et al. proposed
a very different cohort normalization method from those based on distribution
scaling [82]. In this method, if the best score is the original matching score, the
maximum of cohort scores can be viewed as “the second best score”. Note that,
the cohort scores used in this method are similar to those used in T-norm, i.e.,
matching scores between the query sample and all the cohort samples. Therefore,
the cohort sample corresponding to the maximum cohort score is the most similar
one to the query sample.
Another similar approach is to use a few top cohort scores (not only the
maximum one) together with the raw matching score as input features of a SVM
classifier [4]. Note that, in this method, the cohort scores between the query and
several most similar cohort samples are used for normalization. This approach has
been shown its effectiveness in a multi-biometric framework. It is worth nothing
that in this approach, the cohort scores need to be sorted in order that the most
similar cohort samples (corresponding to the most largest cohort scores) can be
determined.
For exploiting sorted cohort score patterns, the above two methods use only
the most similar cohort samples to the query sample. Polynomial regression based
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cohort score normalization [61], however, tries to extract some discriminative in-
formation from both the most similar and the most dissimilar cohort samples. In
this approach, all the cohort samples are first sorted with respect to their closeness
to the claimed template model (not the closeness to the query sample). After this
ordering process, each rank corresponds to its own cohort sample. That is, Rank
1 corresponds to the most similar cohort sample to the claimed template, whereas
Rank H corresponds to the most dissimilar one, if a set of H cohort samples are
provided. Next, the distribution of cohort scores for each rank can be obtained
by matching a number of impostor and genuine query samples with the cohort
sample corresponding to that particular rank. It has been shown that such distri-
bution of cohort scores produced some discriminative patterns between genuine
and impostor query samples. Figure 3.3 illustrates the discriminative patterns
between genuine queries/match queries and impostor queries/non-match queries
implied in the sorted cohort scores. The data used for drawing the cohort score
distribution is the face modality of the Biosecure database [67]. The cohort set
contains a total of 325 cohort face images. The cohort scores are produced by
comparing 54,108 impostor and 334 genuine accesses with the cohort samples.
The mean and variance of cohort scores for each type of queries (i.e., genuine and
impostor) are used to represent the distribution of cohort scores of each particular
rank. As shown in Figure 3.3, the distribution of cohort scores for genuine claims
follows a decreasing profile versus the rank order, while for impostor claims it
follows a relatively constant profile. Another interesting discovery is that the dis-
criminative patterns are presented not only on the first few ranks (corresponding
to the most similar cohort samples to the claimed template) but also on the last
few ranks (corresponding to the most dissimilar cohort samples). Hence, polyno-
mial regression based cohort normalization extracts these discriminative patterns
from both the most similar and the most dissimilar cohort samples. In compari-
son with the several above presented cohort normalization methods, polynomial
regression performs not only the matching between the query sample and the
cohort samples during the test stage, but also the matching between each en-
rolled template and the cohort samples during the enrollment stage (off-line) for
producing the user-specific rank orders.
Let C = {c1, ..., ch, ..., cH} be the H sorted cohort samples with respect to
35
Figure 3.3: The mean and variance of scores produced by ordered cohort sam-
ples versus rank order for genuine and impostor queries of the face modality of
Biosecure database. Rank 1 and 325 correspond to the most similar and the most
dissimilar cohort samples to the claimed template [61].
their closeness or similarity to the claimed template model, in which c1 is the
most similar cohort sample to the claimed target model, whereas cH is the most
dissimilar one. Denote by Y cq = {ycq1 , ..., ycqh , ..., ycqH} the H cohort scores between
the query sample and each corresponding cohort samples in C, i.e., ycqh is the
matching score between the query and ch. The following is the methodology for
polynomial regression based cohort normalization.
The H cohort scores in Y cq are first considered as discrete points on a function
of rank orders as follows
ycqh = f (h) (3.3)
This function is then approximated using polynomial regression as follows
f (h) ≈ wnhn + wn−1hn−1 + ...+ w1h+ w0 (3.4)
where W = [w0, w1, ..., wn] is the polynomial coefficient vector and n is the degree
of the polynomial. Further, the H cohort scores can be approximated by these n+
1 coefficients. These coefficients can be subsequently combined with the original
matching score y to improve the recognition performance using a classifier, e.g.,
SVM or LR classifier.
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3.1.3 Understanding of Cohort Behavior
Cohort score normalization has received much attention in various biometric sys-
tems. However, there still lacks the understanding of cohort normalization. How
different choices of cohort samples affect the generalization performance? What
result will be yielded if different numbers of cohort samples are used? How much
useful information is contained in the cohort samples? What impact will be pro-
duced if cohort samples of different qualities are employed? For the selection of
cohort samples, should we use as many subjects as possible (each containing as
few samples as possible) or should we choose as few subjects as possible (each
consisting of as many samples as possible)? All these cohort behaviors need to
be given a better understanding. However, in the literature, there is no work
focusing on this. Hence, more efforts are desired to be made in this direction.
3.2 Cohort Normalization based Sparse Repre-
sentation for Undersampled Face Recogni-
tion
Sparse representation based classification (SRC) has received much attention in
face recognition with multiple training samples of each subject in recent years.
However, it cannot be easily applied to a recognition task with insufficient training
samples under uncontrolled environments. On the other hand, cohort normaliza-
tion, as a way of measuring the degradation effect under challenging environ-
ments in relation to a pool of cohort samples, has been widely used in the area
of biometric authentication. In this paper, we introduce cohort normalization
to SRC-based face recognition with insufficient training samples. Specifically, a
user-specific cohort set is selected to normalize the raw residual, which is obtained
from comparing the test sample with its sparse representations corresponding to
the gallery subject, using polynomial regression. Experimental results on AR
and FERET databases show that cohort normalization can bring SRC much
robustness against various forms of degradation factors for undersampled face
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recognition.
3.2.1 Overview
Robust face recognition via sparse representation is a technique developed for a
face recognition system, where a rich set of carefully controlled training face im-
ages are provided [94]. Under the assumption that all the training samples from a
single class lie in a low-dimensional subspace [87, 88] of a high-dimensional space,
this technique tries to code the given test face image as a sparse linear combina-
tion of all the training images themselves, i.e., uses the fewest possible training
samples to interpret the test sample. Sparse representation-based classification
(SRC) measures the sparsity of the coding vector by l0-norm, which counts the
number of nonzero entries. Since the l0-minimization problem is NP-hard, the l1-
minimization [95], as the closest convex function to l0-minimization, is employed
to find the sparsest coding vector. By optimizing the sparsity of such an over-
complete linear representation, the dominant nonzero entries in the coding vector
can reliably indicate the identity of the test sample. Finally, SRC performs the
classification by checking which class yields the minimum representation error.
This technique can effectively handle errors due to occlusion and corruption uni-
formly by exploiting the sparsity on the location of the distorted pixels in the
face image.
Based on the findings in human perception that, accurate low-level and mid-
level visual perceptions are a result of sparse representation of visual patterns
using highly redundant visual neurons [66], sparse coding represents a signal us-
ing very few atoms chosen out of an over-complete dictionary. This methodology
originally aims to represent and compress the input signals rather than perform
classification. However, the sparsest representation is naturally discriminative:
it selects the most compact representation and rejects all other possible but less
compact representations. In [94], the discriminative nature of sparse representa-
tion was exploited to perform the task of face recognition. In the related work,
a sparse representation-based classification (SRC) framework was proposed and
demonstrated to have high performance on the face identification task.
As a holistic representation method, SRC is not as robust as local methods
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to facial variations. Yang et al. adopted local Gabor features into SRC to make
it less sensitive to facial variations and reported impressive accuracy [96]. As
presented above, in case of multiple well-aligned face training images per subject,
SRC can extract stable and discriminative facial representations and thus achieve
good performance. However, when moderate or large variations in pose and dis-
placement are presented in the test image, SRC degrades sharply. There is some
literature working on improving the original SRC for robust alignment, e.g., a
series of linear programs were adopted to iteratively minimize the sparsity of the
registration error in [86]. Furthermore, many real applications can only offer few,
or even single, facial images per individual. Thus, SRC cannot be easily applied
to undersampled and one sample per person face recognition [81].Some work for
dealing with this problem includes Extended SRC [23] and Superposed SRC [22].
In Extended SRC, an auxiliary intra-class variant dictionary was introduced to
extend SRC to undersampled face recognition and achieved promising results.
While the Superposed SRC is based on a “prototype plus variation” representa-
tion model, in which the dictionary is assembled by the class centroids and the
sample-to-centroid differences. This simple variant of SRC leads to an enormous
improvement under uncontrolled conditions and only a single sample per class is
available.
As described in Section 3.1, using cohort information to improve the recog-
nition performance of a biometric expert has become a popular way. Many
cohort-based score normalization approaches, which aim to post-processing the
raw matching score, have been proposed to improve the performance of biometric
verification systems. Though a lot of work has been done in exploiting cohort
information for biometric authentication, to the best of our knowledge, little
has been done to employ cohort normalization for undersampled face recogni-
tion. In this paper, for the first time, cohort normalization was introduced to
improve the performance of undersampled face recognition using SRC. Specif-
ically, a user-specific [61] cohort set is selected to perform score normalization
using polynomial regression. In the context of face recognition using SRC, the
raw score is the residual obtained from comparing the test sample with its sparse
representation corresponding to the gallery model.
After sparsely coding the test sample with a gallery dictionary, we compute
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the raw residual between the test sample and each gallery subject. Then we em-
ploy the cohort set as a dictionary to sparsely code the test sample and get a set
of cohort residuals between the test sample and each cohort sample. Before nor-
malizing the raw residual using these cohort residuals, all the cohort samples are
firstly sorted with respect to their closeness or similarity to the gallery subject,
note that this is an oﬄine procedure. These cohort residuals are then arranged
with respect to rank orders of their corresponding cohort samples and considered
as discrete points on a function of rank orders. Next polynomial regression is
employed to approximate this function. Finally, the approximated polynomial
coefficients are combined with the raw residual to improve the recognition per-
formance.
3.2.2 Related Work
Denote the given km training samples from the m
th subject class by columns
of a matrix Am and the number of subjects in the training set as M . Assume
that enough well-aligned training images of each of the M subjects are provided,
these images are stacked as the columns of matrix A = [A1, ..., Am, ..., AM ], i.e.,
the dictionary used to represent a test image. Given a new test image y, also well
aligned, but possibly subject to illumination variation, the sparse representation
framework tries to represent y as a sparse linear combination of the entire training
dictionary A through solving the following optimization problem:
(l0) : xˆ0 = argmin‖x‖0 subject to Ax = y (3.5)
where x = [x1, ..., xm, ..., xM ] is a coefficient vector (or coding/representing vector)
and xm ∈ Rkm . Assume K =
∑M
m=1 km, i.e., we have a total of K training
samples, we can easily get x ∈ RK . ‖ · ‖0 denotes the l0-norm, which counts the
number of nonzero entries. Suppose that y is from the mth class, then y ≈ Amxm
holds well, a naturally good solution to x will be that most coefficients in x are
nearly zeros and only the coefficients associated with the mth class have significant
values. That is, the sparse non-zero entries in x can well encode the identity of
the test sample y. SRC measures the sparsity of the coefficient vector by l0-
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norm. However, the combinatorial l0-norm minimization is a NP-hard problem.
To address this problem, the l1-minimization, as the closest convex function to
l0-minimization, is employed in sparse coding as follows:
(l1) : xˆ1 = argmin‖x‖1 subject to Ax = y (3.6)
where xˆ1 is the sparsest solution solving by the l1-minimization and ‖ · ‖1 denotes
the l1-norm. It has been shown that l0-minimization and l1-minimization are
equivalent if the solution is sufficiently sparse [24]. The l1-minimization can be
solved in polynomial time by standard linear programming approaches.
Once the l1-minimization problem has been solved, i.e., the estimate of the
sparse coefficient vector xˆ1, the identification of a given test sample can be pro-
cessed by assigning the test sample y to an object class of which the training sam-
ples are associated with most significant coefficient values in the coding vector. To
better harness the subspace structure associated with images in face recognition,
SRC classifies y based on how well the coefficients associated with all training
samples of each subject reproduce y. For each subject, let δm : R
K → RK be
a characteristic function which selects the coefficients associated with the mth
subject. For x ∈ RK , δm (x) ∈ RK is a new vector whose only nonzero entries
are the entries in x that are associated with the mth subject. SRC performs the
final classification as follows:
identity(y) = argmin
m
{rm(y)}, where rm(y) .= ‖y − Aδm (xˆ1)‖2 (3.7)
where rm(y) is the residual between y and its sparse representation using training
samples of the mth object class.
3.2.3 Cohort Normalization based Sparse Representation
The main idea of our proposal is to apply polynomial regression based cohort nor-
malization to SRC-based undersampled face identification. Figure 3.4 illustrated
our approach. After using the gallery dictionary A to sparsely represent the test
sample y, we denote by rm the raw residual between y and the m
th subject, where
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Figure 3.4: The framework of undersampled face recognition with sparse repre-
sentation and cohort normalization.
m = 1, 2, ...,M . Next we focus on how to normalize the raw residual rm using
cohort information.
Suppose C = {c1, ..., ch, ..., cH} be the cohort set which contains H face images
of subjects different from those M gallery subjects. The cohort set C is then
employed as a dictionary to sparsely code the test sample y, which can produce
H cohort residuals between y and each cohort sample. Before performing score
normalization using these H cohort residuals, all the cohort samples in C are
firstly sorted with respect to their closeness or similarity to the mth gallery model.
We represent by Cm = {cm1, ..., cmh, ..., cmH} the sorted cohort set of the mth
subject, in which cm1 is the most similar cohort sample to the m
th gallery model,
while cmH is the most dissimilar one. Note that sorting cohort models is an oﬄine
procedure. Next we arrange the H cohort residuals with respect to rank orders
of their corresponding cohort samples in Cm. Let r
c
m = {rcm1, ..., rcmh, ..., rcmH} be
the H cohort residuals corresponding to the H cohort samples in Cm. In other
words, rcmh is the residual between y and cmh.
In [61], the authors illustrated that arranged cohort scores of genuine and
impostor claims exhibit a discriminative pattern. Here, we also illustrate the
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distribution of cohort residuals generated by ordered cohort samples for genuine
and impostor claims on the AR database. Figure 3.5 shows the distributions using
Gabor and intensity features, respectively. For both figures, the distribution of
cohort residuals for genuine claims follows an increasing profile versus the rank
order, while for impostor claims it follows a relatively constant profile. Hence,
we can obviously get that arranged cohort residuals of matching pairs (y and Am
are from the same person) and non-matching pairs (y and Am are of different
subjects) show some discriminative information. Next, we consider these cohort
residuals as discrete points on a function of rank orders as follows
rcmh = fm (h) (3.8)
where h = 1, 2, ..., H. Next polynomial regression is employed to approximate
this function as follows.
fm (h) ≈ wmnhn + wm,n−1hn−1 + ...+ wm1h+ wm0 (3.9)
where Wm = [wm0, wm1, ..., wmn] is the polynomial coefficient vector. Then, the
arranged cohort residuals obtained from the sorted cohort models of the mth
subject can be approximated by these n + 1 coefficients. These parameters can
be combined with the raw residual rm to improve the recognition performance.
Here, we use a logistic regression classifier to perform the final classification as
follows:
rpm = P (C | rm,Wm) (3.10)
where P (C | rm,Wm) represents the posterior probability of being a matching
pair.
Finally, we get a total of M posterior probabilities {rp1, ..., rpm, ..., rpM} corre-
sponding to M gallery subjects. As described above, rpm denotes the posterior
probability of being a matching pair. That is the larger rpm is, the more prob-
able the test sample y is from the mth subject. Hence, we can consider rpm as
a kind of similarity between y and the mth gallery model, i.e. the normalized
score between y and the mth gallery model. Consequently, we classify y based on
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(a) Intensity feature
(b) Gabor feature
Figure 3.5: The distribution of cohort residuals generated by ordered cohort
samples for genuine and impostor claims on the AR database. (a) Results of
Intensity feature; (b) Results of Gabor feature.
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{rp1, ..., rpm, ..., rpM} by assigning it to the subject class that maximizes the posterior
probability:
identity(y) = argmax
m
{rpm} (3.11)
In summary, the main steps of SRC with cohort normalization are as follows:
1) Sort cohort samples with respect to their closeness to the gallery model.
2) Sparsely code y over the gallery dictionary and compute the raw residuals.
3) Sparsely code y over the cohort dictionary and compute the cohort residuals.
4) Perform polynomial regression and get the polynomial coefficient vector.
5) Employ a logistic regression classifier to approximate the posterior proba-
bility.
6) Perform classification via Eq 3.11.
As is observed, Eqs 3.3, 3.4 and Eqs 3.8, 3.9 look similar. Hence, it is sig-
nificant to highlight the differences between them. In the former case, ycqh is
an output of a biometric classifier or matcher, and it represents a cohort score
between the query sample and a cohort sample in a biometric verification task.
rcmh stands for a residual between the test sample and its sparse representation
corresponding to a cohort sample, and this is more commonly used in the context
of identification.
As is known, SRC does not perform well in a face recognition task with in-
sufficient training samples under uncontrolled environments. On the other hand,
we know that in a biometric verification system, the biometric samples used for
building a template for each individual are usually limited, sometimes even a
single sample. Hence, it is novel and reasonable to consider undersampled face
recognition in a situation similar to biometric verification. Due to the success of
applying cohort normalization to biometric verification, it is expected that cohort
normalization can bring SRC good generalization ability for undersampled face
recognition.
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3.2.4 Experiments and Results
In this subsection, we present experiments on several representative face databases
to assess the merit of our proposal. For fair comparisons, we choose l1 ls sparse
reconstruction solver for l1-minimization in both the original SRC and SRC with
cohort normalization with identical parameters, so that the performance differ-
ence will be solely induced by the adoption of cohort normalization. For feature
extraction, intensity and Gabor features [49] are respectively extracted to repre-
sent face images. It is not necessary to use all the cohort residuals to perform
polynomial regression, as concluded in [61], a number of most similar and most
dissimilar ones can provide much discriminative information. Hence, in all the
following experiments, we select s most similar and s most dissimilar cohort resid-
uals for polynomial regression. That is we choose only 2∗s ≺ H cohort residuals,
{rcm1, ..., rcms, ..., rcm,H−s+1, ..., rcmH}, to perform polynomial regression. Note that
the degree of polynomial has little impact on the generalization performance,
hence we employ a linear function to fit the cohort residual function for sim-
plicity, i.e. n = 1. For logistic regression classifier, we use l2-penalized logistic
regression which leads to maximum likelihood estimate.
For each experiment in this subsection, we divide the total database into three
partitions, where the identities are disjoint from one another. One of them is for
the cohort set, while the remaining two are used to form the development and
evaluation set. These partitions are referred to as C, D and E, respectively.
C is the cohort set, D is used as the development set to train the polynomial
coefficients, and E is the evaluation set. About the performance evaluation, we
compute the Rank-1 accuracy for all the experiments [33].
Undersampled face recognition. We perform this experiment to demonstrate
the efficacy of our proposed approach for face recognition with insufficient train-
ing images. Specifically, we use the AR database, which consists of over 4,000
frontal images from 126 subjects [57]. As in [94], we select a subset (only with
illumination changes and expression variation) consisting of 50 male subjects and
50 female subjects. For each subject, there are totally 14 images, seven images
from Session 1 and the other seven from Session 2. All the images are cropped
to 165× 120 dimensions. We choose 40 subjects for both D and E. And for each
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subject, the seven images from Session 1 are used for training and the other seven
from Session 2 for test. The remaining 20 subjects are considered as cohort mod-
els, each with 14 images, i.e., the size of the cohort set is H = 280. Here we select
only 2 ∗ s = 140 cohort residuals for polynomial regression, i.e., 70 most similar
ones and 70 most dissimilar ones. The intensity feature is a 165× 120 = 19, 800
dimensional vector. About Gabor features, we choose a family of Gabor kernels
with five scales and eight orientations. The Gabor filter responses are then down-
sampled by a 116 uniform lattice based on the approach in [49]. Finally, we get
a 12,000 dimensional feature vector for each face image. For both intensity and
Gabor features, we further select dimensions of 210 and 540 randomfaces [94].
To test the undersampled effect, we reduce the number of training samples per
individual from 7 to 2 in a step of 1.
Figure 3.6 shows the comparative performance of SRC with and without co-
hort normalization on the evaluation set E. As is expected, SRC degrades sharply
as the number of training images decreases. Figure 3.6 (a) shows the results of
using intensity features. It can be seen that in most of the total 18 cases (3
features with 6 samples sizes), SRC with cohort normalization performs better
than the original SRC. Only in one case, no performance improvement is shown
in SRC with cohort normalization. That is when there are 6 training samples
per class with 210-dimensional pixel based randomfaces, SRC achieves 87.14%,
while our approach achieves 86.43%. For intensity features, when the number
of training samples per class is large, the performance shows little difference be-
tween SRC with and without cohort normalization. However, the superiority of
SRC with cohort normalization gets more and more significant as the sample
size decreases. For example, when the number of training samples is two, the
accuracy increases 10.71%, 9.29% and 11.07% for the three kinds of features of
dimensions 210, 540 and 19,800 (total feature vector), respectively. The results
of Gabor features are shown in Figure 3.6 (b), where we can see that in all the
total 18 cases, performance improvement is achieved in SRC with cohort normal-
ization. Similarly for Gabor features, when there are few training samples, there
is a significant improvement achieved by cohort normalization. For Gabor fea-
tures of dimension 210, 540 and 12,000 (total feature vector), the most significant
increases are respectively 8.93% with 2 training samples, 4.28% with 2 training
47
images and 3.92% with 3 training images. In comparison, cohort normalization
brings more performance improvement on intensity features than Gabor features
on undersampled face recognition.
One sample per person face recognition. In this section, several experiments
are performed to evaluate the performance of the proposed algorithm against
various forms of degradation factors using a single training sample per subject.
The first experiment is still conducted on the AR database. We still use the
subset consisting of 50 male subjects and 50 female subjects. However, for each
subject, we choose only 13 images from Session 1. As is known, there are not only
illumination and expression variation but also facial disguises with sunglasses and
scarves among the 13 images. Figure 3.7 shows the 13 images of one subject in
this experiment. The images are cropped to 165 × 120 dimensions. 40 subjects
are chosen for the development set D and another 40 subjects are chosen for
the evaluation set E. For each subject, the single image with natural expression
and illumination are used for training and the other 12 images for test. The
remaining 20 subjects are considered as cohort models, i.e., the size of the cohort
set is H = 260. Similarly to the experimental settings in undersampled face
recognition, we select only 2 ∗ s = 140 cohort residuals for polynomial regression.
About Gabor features, we still extract a 12,000 dimensional feature vector for
each face image. We then select dimensions of 210 and 540 for both intensity and
Gabor based randomfaces.
Table 3.1 lists the recognition accuracy for this experiment. Obviously, the
accuracy increased by normalizing the raw residual with cohort information is
considerable for both intensity and Gabor features. With intensity features of
3 dimensions 210, 540 and 19,800, cohort normalization makes the accuracy in-
creased 20.41%, 19.16% and 14.79%, respectively. In comparison with intensity
features, the improvement on Gabor features is much smaller. As shown in Ta-
ble 3.1, the accuracy increased for the two Gabor randomfaces are 6.66% and
7.08%. Furthermore, when using the total Gabor feature (12,000-dimensional),
the accuracy improves fractionally (0.63%). With single training sample under
illumination and expression changes and occlusions, our proposal achieves 79.37%
with intensity features and 87.08% with Gabor features.
To validate the robustness of our approach to various variations, we illustrate
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(a) Intensity feature
(b) Gabor feature
Figure 3.6: The comparative recognition accuracy on the AR database as the
number of training images per subject decreases. (a) Results of Intensity feature;
(b) Results of Gabor feature.
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Figure 3.7: The 13 images of an individual on the AR database. The first image
is used for training, while the rest 12 images with severe variation is for test.
Table 3.1: Comparative accuracy of SRC with and without cohort normalization
on the AR database using single training sample per individual.
Feature
Accuracy-Intensity(%) Accuracy-Gabor(%)
SRC SRC+Cohort SRC SRC+Cohort
Randomfaces-210 51.88 72.29 74.17 80.83
Randomfaces-540 58.13 77.29 80.00 87.08
Total feature vector 64.58 79.37 83.54 84.17
the accuracy of test images with different kinds of variations. First, the 12 test
images are separated into 4 groups with different facial variations as shown in
Figure 3.7. The results are illustrated in Figure 3.8. For each of the 4 groups,
there are totally 6 bars, which correspond to features of three dimensions with and
without cohort normalization. For example in the “expression” group, the first
bar illustrates the accuracy of 210-dimensional features without cohort normal-
ization, while the second bar represents the accuracy of 210-dimensional features
with cohort normalization. From this figure, we can see that although cohort
normalization does not achieve significant improvement on expression variation,
it does bring much robustness against illuminations changes and occlusions in
SRC-based face recognition with single training sample, especially when using in-
tensity features as facial representations. For example in “disguise” group, for the
3 intensity features, the accuracy increases 35%, 28.75% and 12.5%, respectively,
while for the 3 Gabor features, the accuracy increases 12.5%, 10% and 6.25%.
The second experiment is performed on the FERET database [69]. We choose
a subset from the total database, which includes 1,400 images from 200 subjects,
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(a) Intensity feature
(b) Gabor feature
Figure 3.8: The accuracy of test samples with different variations on the AR
database. (a) Results of Intensity feature; (b) Results of Gabor feature.
51
Figure 3.9: The seven images of one person on the FERET database.
each with 7 images. Each subject is composed of 7 images with pose, expression
and illumination variations. In this experiment, each image has the size of 80×80.
The seven images of one person are shown in Figure 3.9. We randomly select 85
subjects for both D and E. For each subject, the neutral image is used as the
only training image, while the other six images are used for test. The remaining
30 subjects are used to build the cohort set. Hence, the size of the cohort set is
H = 210. And only 2 ∗ s = 70 cohort residuals are finally used for polynomial
regression. About Gabor features, we choose a family of Gabor kernels with five
scales and eight orientations. The total Gabor feature of each image is a 4,000
dimensional vector generated by down-sampling the Gabor filter responses with
a 8 × 8 uniform lattice. And dimensions of 210 and 540 for both intensity and
Gabor based randomfaces are then calculated.
The recognition accuracy for this experiment is shown in Table 3.2. For all
the six features, our approach performs better than the original SRC. When using
intensity features, SRC with cohort normalization improves 10.2%, 11.18% and
8.82%, respectively. For the two Gabor based randomfaces, cohort normalization
achieves significant improvement with 7.25% and 6.27%. However, the accuracy
improves little when using the total Gabor feature, with only 3.33%. Note that
there are pose variations in this database from -25 to +25. Next we illustrate the
accuracy of test images with different variations. The 6 test images are first sep-
arated into 3 groups with different facial variations as shown in Figure 3.9. The
results are illustrated in Figure 3.10. Similarly to the results on the AR database,
not much improvement is seen in SRC with cohort normalization to expression
variation. However, when there are pose and illumination variations, cohort nor-
malization can really achieve some performance improvement. As shown in the
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Table 3.2: Comparative accuracy of SRC with and without cohort normalization
on the FERET database using single training sample per individual.
Feature
Accuracy-Intensity(%) Accuracy-Gabor(%)
SRC SRC+Cohort SRC SRC+Cohort
Randomfaces-210 30.98 41.18 47.65 54.90
Randomfaces-540 40.00 51.18 52.55 58.82
Total feature vector 46.67 55.49 58.24 61.57
“pose” group, for the 3 intensity features, the accuracy increases 8.24%, 10.88%
and 11.47% respectively, while for the 3 Gabor features, the accuracy increases
7.35%, 7.35% and 4.7%.
3.2.5 Conclusion
Summing up, in this work, cohort normalization was introduced to SRC-based
undersampled face recognition to measure the degradation effect caused by fa-
cial variations, such as illumination variation, expression changes and various
poses. Experiments performed on the AR and FERET databased clearly demon-
strated that cohort normalization can bring SRC good generalization ability for
undersampled face recognition, especially when there are illumination and pose
variations and occlusions. Furthermore, it seems that SRC with cohort normal-
ization performs much better than the original SRC as the number of training
samples decreases.
3.3 Picture-Specific Cohort Score Normalization
for Face Pair Matching
Face pair matching is the task of deciding whether or not two face images belong
to the same person. This has been a very active and challenging topic recently due
to the presence of various sources of variation in facial images, especially under
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(a) Intensity feature
(b) Gabor feature
Figure 3.10: The accuracy of test samples with different variations on the FERET
database. (a) Results of Intensity feature; (b) Results of Gabor feature.
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unconstrained environment. We investigate cohort normalization that has been
widely used in biometric verification as means to improve the robustness of face
recognition under challenging environments to the face pair matching problem.
Specifically, given a pair of images and an additional fixed cohort set, two picture-
specific cohort score lists are computed and the correspondent score profiles of
which are modeled by polynomial regression. The extracted regression coefficients
are subsequently classified using a classifier. We advance the state-of-the-art in
cohort normalization by providing a better understanding of the cohort behavior.
In particular, we found that the choice of the cohort set had little impact on the
generalization performance. Furthermore, the larger the size of the cohort set,
the more stable the system performance becomes. Experiments performed on the
LFW benchmark show that our system achieves performance that is comparable
to the state-of-the-art methods.
3.3.1 Overview
Face pair matching is a relatively new task in face recognition. Given two pic-
tures, the goal of this task is to determine whether the two face images represent
the same individual. Note that in face pair matching, we do not have any iden-
tity information for each picture in the pair. This makes this task a very difficult
problem. The LFW database is a specific benchmark for evaluating algorithms
for face pair matching [30]. This database is designed for face recognition under
uncontrolled environments. Faces in this database are collected from Yahoo News
and have enormous variability. There has been significant work on the LFW in
recent years. Among these approaches, many organize an additional background
dataset and exploit either identity or discriminative information as prior knowl-
edge from these background samples. Typically, the identities of the face images
in the background set and those in the test sets are disjoint. By using a set of
background samples, Wolf et al. [91, 92] proposed the one-shot similarity (OSS)
and two-shot similarity (TSS) kernel to learn discriminative models exclusive to
the vectors being compared. Kumar et al. [38] also employed an extra identity
dataset for either building a set of attribute classifiers or simile classifiers. Note
that the term “reference set” was used to represent the background set in this
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work. The main idea of “associate-predict” (AP) model [98] is to handle intra-
personal variation using extra generic identities as a bridge. Taking advantage of
a reference set of faces, which has no identity overlap with the test faces, Berg
et al. learned a large set of Tom-vs-Pete classifiers and significantly improved on
the published state-of-the-art [13].
As described in Section 3.1, using cohort information to improve the recog-
nition performance of a biometric expert has become a popular way. The per-
formance improvement achieved by making use of cohort information has been
seen in fingerprint authentication [3] and multi-biometrics framework [4]. Though
much work has been done in exploiting cohort information for biometric verifica-
tion, little is known about employing cohort normalization for matching a pair of
face images captured from news articles on the web, which can vary in all possible
ways due to illumination, pose and misalignment. In this work, we are interested
to find out whether or not merely post-processing raw matching scores using
cohort normalization can achieve performance comparable to those reported by
state-of-the-art approaches on face pair matching. In this section, we introduce
cohort normalization to face pair matching in unconstrained environments.
Our proposed method can be summarised as follows. Given a pair of images
(IA, IB) let us compute the similarity score between the image pair as scO. In
order to exploit the cohort information, we will use an additional fixed cohort
set, C. Each and every image in C is compared with each of the image in the
pair. This procedure produces two picture-specific lists of cohort for IA and IB,
respectively. We denote the two ordered list of cohorts as CA and CB. Both CA
and CB are sorted variants of C. Cohort samples in CA are sorted with respect
to their closeness to IB, whereas all the cohort samples in CB are ranked with
respect to their similarity to IA. Next we compute two lists of cohort scores,
scA and scB. scA contains scores between IA and cohort samples in CA, while
scores in scB are those between IB and CB. Scores in each of scA and scB are
then considered as discrete points on a function of rank orders. Next, polynomial
regression is employed to approximate these two functions. Finally, we combine
the polynomial coefficients extracted from both lists of cohort scores scA and
scB, along with the original matching score, scO, in a classification framework, in
order to improve the recognition performance.
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Our contributions are as follows:
1) Proposal of picture-specific cohort normalization for face pair matching. For
each picture in the pair of images being compared, we compute an exclusive
cohort score list. Then we extract the discriminative patterns from the two
cohort score lists to perform score normalization.
2) Better understanding of the behavior of cohort normalization. In particular,
we address two important questions.
• How much discriminative information is contained in the cohort sam-
ples alone? We will quantify this discriminative information empiri-
cally in terms of EER.
• How do the choice and the size of cohort samples affect the performance
of a cohort-based normalization procedure?
3) Comparison with the state-of-the-art methods. We will benchmark our pro-
posed system against the state-of-the-art methods using the LFW database.
3.3.2 Picture-Specific Cohort Normalization
The general idea is to apply polynomial regression based cohort normalization to
face pair matching under uncontrolled environments so that it can well normalize
against score distribution variation between the two pictures presented in a given
pair of images. Figure 3.11 illustrates our approach.
Picture-specific cohort selection. Let (IA, IB) denote the pair of images to be
compared and scO be the raw matching score between picture IA and IB. Given
an additional fixed cohort set C = {c1, ..., ch, ..., cH}, in which there are totally
H cohort samples, we need to select an exclusive cohort list for each of IA and
IB. We denote the two picture-specific cohort lists as CA and CB respectively.
Both CA and CB are sorted variants of C, the only difference among the three
sets lies in the rank order of cohort samples.
Before the selection of CA and CB, a set of cohort scores between each picture
of the pair and all the cohort samples in C are first computed. Cohort samples
sorted with respect to their closeness to IB constitute CA. Let {cA1 , ..., cAh , ..., cAH}
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Figure 3.11: The framework of picture-specific cohort score normalization for face
pair matching.
be the H sorted cohort samples in CA, where, cA1 is the most similar cohort sample
to IB, while cAH is the most dissimilar one. In the same way we can determine
the cohort list for picture IB, that is {cB1 , ..., cBh , ..., cBH}, in which cB1 is the most
similar cohort sample to IA. Next we can get two picture-specific cohort score
lists scA = {scA1 , ..., scAh , ..., scAH} and scB = {scB1 , ..., scBh , ..., scBH}. The H scores
in scA are matching scores between IA and each cohort sample in CA, hence scA1
is the matching score between IA and cA1 . With the two cohort score lists sc
A
and scB, next we focus on how to extract the discriminative patterns involved in
them using polynomial regression.
Extraction of discriminative patterns using polynomial regression. Fol-
lowed with the conclusion in [61] that sorted cohort scores of matching pairs (IA
and IB are two pictures from the same person) and non-matching pairs (IA and
IB are of different subjects) exhibit a discriminative pattern, these cohort scores
are then considered as discrete points on a function of rank orders. With the
two picture-specific cohort score lists scA and scB obtained above, we can get the
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following two functions of rank orders.
scAh = f
A (h) (3.12)
scBh = f
B (h) (3.13)
where h = 1, 2, ..., H. Next we employ polynomial regression to approximate the
two functions as follows.
fA (h) ≈ wAn hn + wAn−1hn−1 + ...+ wA1 h+ wA0 (3.14)
fB (h) ≈ wBn hn + wBn−1hn−1 + ...+ wB1 h+ wB0 (3.15)
where wA = [wA0 , w
A
1 , ..., w
A
n ] and w
B = [wB0 , w
B
1 , ..., w
B
n ] are the two approximated
polynomial coefficient vectors. Further, the cohort scores in scA can be approx-
imated by the n + 1 coefficients in wA, and scB can be roughly represented by
wB. Now we can use wA and wB to roughly represent the discriminative patterns
included in sorted cohort scores.
Score normalization using logistic regression. Here we show how to normal-
ize the original matching score scO using the discriminative patterns wA and wB
extracted from sorted cohort scores. Each of the three components {scO, wA, wB}
contains different discriminative power and should be aggregated in a reasonable
way. We can fuse these parameters by training a linear SVM or logistic regres-
sion classifier to obtain more discriminative weights on each parameter using a
development dataset. As observed in [61], logistic regression classifier shows the
superiority of fusion performance over SVM on face modality. Therefore, here we
use the logistic regression classifier to approximate the final normalized score as
follows:
scP = P
(
M | scO, wA, wB) (3.16)
where P
(
M | scO, wA, wB) represents the posterior probability of being a match-
ing pair. To put it differently, the larger scP is, the more probable IA and IB
59
Figure 3.12: Overview of face pair matching process with cohort score normal-
ization.
come from the same subject.
3.3.3 Application to Face Pair Matching
In this subsection, we show how the proposed picture-specific cohort score nor-
malization can be applied to face pair matching on the LFW database in detail.
As presented in Section 2.2.4, there are two evaluation settings provided by the
authors of the LFW: image-restricted and unrestricted. For our experiments,
we evaluate performance on View 2 under the restricted setting, which contains
6,000 image pairs. The image pairs are divided into ten splits in such a way that
the proportion of matching and non-matching images are balanced (1:1 ratio).
Therefore, each split has 600 image pairs. The performance of an algorithm is
measured by a ten-fold cross-validation procedure. For more details, refer to [30].
There are three versions of the LFW available: original, funneled and aligned
[91]. Here we use the aligned version in all experiments.
The framework of our approach is presented in Figure 3.12. There are mainly
four steps involved: preprocessing, feature extraction, cohort normalization and
classification.
Preprocessing. In the aligned version, all the images are of the same size
250× 250 pixels. At the preprocessing step, we simply crop the image to remove
the background, leaving only a face area of 150× 80 pixels. Note that we do not
apply any photometric approaches at this step.
Feature Extraction. For the feature extraction step, we carry out experiments
on four facial descriptors: Intensity, Gabor wavelets [49], LBP [6] and SIFT [15].
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The intensity feature vector of length 12, 000 is formed by concatenating all the
pixels. For extracting LBP features, we divide each image into non-overlapping
blocks of 10× 10 size and extract 59-bin uniform LBP histograms for each block.
And the length of the final LBP feature vector is 7, 080.
To compute the Gabor feature, we adopt five scales and eight orientations of
the Gabor filters. The final Gabor feature vector is obtained by concatenating
the responses at different pixels selected uniformly with a 10× 10 down-sampling
rate. The length of the Gabor feature vector is 4, 800. For the SIFT descriptor,
we also divide the image into non-overlapping blocks of 16×16 size, and compute
a 128D SIFT descriptor for each block. All descriptors are then concatenated to
a single vector of length 5, 760.
Cohort Normalization. The methodology of cohort score normalization has
been detailed in Section 3.3.2. Here we present only some points which are
related to the experimental design. For the matching score, we compute both the
Euclidian distance and the Hellinger distance between two descriptor vectors. As
concluded in [61], the degree of polynomial has little impact on the generalization
performance, for simplicity, we employ a linear function to fit the two cohort score
functions fA (h) and fB (h), i.e., n = 1.
For logistic regression classifier, we use l2-penalized logistic regression which
leads to maximum likelihood estimate. To perform the final matching using the
logistic regression classifier, a thresholds need to be determined. As is known,
the output of a logistic regression classifier is the posterior probability of being
a matching pair. Hence generally, 0.5 is set as the threshold. In this section, for
most of the experiments, we use 0.5 as the threshold. Only in those experiments
where EER is used for the performance evaluation measure, the threshold is the
unique operating point where the FAR is the same as the FRR.
Classification. After cohort normalization, we can directly use the matching
score for the final classification. As described above, the matching score is the
posterior probability of being a matching pair. Thereby, two images with a match-
ing score higher than the threshold are classified into the matching pair, i.e., both
are from the same individual, and vice versa for those with matching score lower
than the threshold.
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3.3.4 Experiments and Results
Here, we show the experimental results on the LFW databse.
Results from different individual descriptors. Our first set of experiments
is designed to test the classification accuracy increased by cohort score normal-
ization with individual feature descriptors. For each of the ten folds of View 2
of the LFW dataset, we reserve one out of the nine splits as the cohort split,
another split as the validation set, and the remaining eight splits as the training
set. Note that in each of the ten experiments, the cohort splits are different from
each other.
Recall that each split has 600 image pairs, or a total of 1,200 face images. In
order to speed up the computation, we use only 600 randomly selected images
from the cohort split (out of the 1, 200 available) to constitute the final cohort
set for any of ten-fold experiments. It is worth nothing that, we use the term
“cohort split” to represent the split where we choose cohort samples, while “cohort
set” represents the final fixed cohort set for score normalization, i.e., the before
mentioned C. For CA and CB, we call them “cohort lists”, in which cohort
samples are ordered.
The results are described in Table 3.3. Each type of features is tested with
the original feature vector (Euclidean distance) and the square root of the feature
vector (Hellinger distance). As shown in Table 3.3, cohort normalization improves
about 6% over the Euclidean distance. With LBP descriptor, we can get an
increased accuracy of almost 9.5%. Using the Hellinger distance improves the
accuracy by about 5%. The highest accuracy we can get from a single type of
feature is 77.38% using cohort normalization with the Hellinger distance of the
SIFT descriptor.
Table 3.3 shows the absolute improvement introduced by cohort normaliza-
tion. However, it would be more interesting if the relative improvement of a given
system is compared to its respective baseline that is one without using cohort nor-
malization. Since there are 8 independent experiments (due to 4 face descriptors
and 2 distances), we shall summarize the results using the relative change of EER
[61, 72] with respect to the performance of the baseline system. Here we employ
EER as the performance measure due to its sensitivity to minute changes induced
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Table 3.3: Comparative classification accuracy of different descriptors and dis-
tances with and without cohort normalization.
Intensity Gabor LBP SIFT
Euclidean
(no cohort)
0.6502 0.6985 0.6500 0.7140
Euclidean
(with cohort)
0.6830 0.7560 0.7443 0.7703
Hellinger
(no cohort)
0.6497 0.7100 0.7132 0.7183
Hellinger
(with cohort)
0.6913 0.7680 0.7707 0.7738
by cohort score normalization. The relative change of EER is given as follows:
rel. change of EER =
EERcohort − EERbaseline
EERbaseline
(3.17)
where EERcohort is the EER of a given system with cohort normalization whereas
EERbaseline is the EER of the baseline (without cohort normalization). A negative
change of EER implies an improvement over the baseline system. This statistic
has the advantage that one can establish confidence intervals of the relative merit
of our approach with respect to the baseline system. These confidence intervals
can be conveniently visualized using a boxplot, where the median, the first and
third quarter as well as the fifth and 95-th percentiles of the data can be visualized.
The relative changes of EERs for the above 8 individual experiments are
illustrated in Figure 3.13. As can be observed, in all of the 8 experiments, our
cohort normalization mechanism improves the baseline system significantly.
How much can cohort discriminative patterns alone help matching
faces? In [61], the authors illustrated that the cohort score profiles of gen-
uine and impostor claims exhibit a discriminative pattern. Therefore, as a sanity
check, we also verify this behavior by using matching and non-matching image
pairs on the LFW database. The experimental settings are similar to those in our
first set of experiments (i.e., results from different individual descriptors). How-
ever, here we compute cohort scores for only the eight development splits not for
63
Figure 3.13: The boxplot of the relative change of EER with different individual
descriptors.
the single evaluation split due to its limited number of pairs. For each pair, we
can get two picture-specific cohort score profiles fA (h) and fB (h), each of which
is a single vector of 600. Recall that the ordering of the cohort score profile for
IA is determined by IB; and that of IB is determined by IA. Finally, we can get
a total of 48, 000 (= 2× 300× 8× 10) matching cohort score profiles and 48, 000
non-matching cohort score profiles. Next we respectively compute the mean and
variance of matching and non-matching cohort score profiles. Figures 3.14 (a)
and (b) show the distributions using Gabor and LBP features with Euclidean
distance. We observe that the cohort score profiles of matched image pairs tend
to have a higher gradient, i.e., the scores tend to increase with the rank order,
whereas for non-matched image pairs, the profiles are generally flatter.
Therefore, we have verified that the cohort score profiles sorted by the recip-
rocal image in the image pair contain some discriminative information. Next,
we quantify this discriminative information in order to find out how much the
discriminative patterns from the cohort score profiles alone can help the image
pair matching. We use the same experimental settings as those in our first set
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(a) Gabor feature
(b) LBP feature
Figure 3.14: The distribution of cohort scores generated by ordered cohort sam-
ples for matching and non-matching pairs. (a) Results of Gabor feature; (b)
Results of LBP feature.
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Table 3.4: Comparative EERs of using the raw score and using cohort discrimina-
tive patterns alone (without the raw score) with four different feature descriptors
and two distance metrics.
Intensity Gabor LBP SIFT
scO
(Euclidean)
0.3453 0.3047 0.3477 0.2980
wA + wB
(Euclidean)
0.3603 0.3717 0.3793 0.3557
scO
(Hellinger)
0.3480 0.3000 0.2963 0.2927
wA + wB
(Hellinger)
0.3417 0.3667 0.3587 0.3580
of experiments. The comparative EERs of using original matching scores and
solely cohort discriminative patterns are shown in Table 3.4. “scO” rows are
EERs obtained by using only the raw matching score, while “wA + wB” rows
list EERs which are obtained by using only the discriminative patterns extracted
from sorted cohort scores. To realize this, logistic regression is trained using only
wA and wB without the raw score. With the Euclidean distance, using the dis-
criminative patterns leads to EERs 4% higher than those obtained by using the
raw matching score; while this value is 5% with the Hellinger distance. However,
for the intensity feature, both the baseline and cohort scheme have very compa-
rable EER. Indeed, the cohort scheme is slightly better in performance, having
attained 34.17% compared to its baseline counter that has an EER of 34.80%.
How the choice and size of the cohort set affect the performance? In all
of the above experiments, for each of the ten experiment folds, we have selected
the cohort set randomly from a split. However, we do not know how the choice of
any cohort split, as well as the size of cohort set, may have impact on the proposed
cohort-based normalization procedure. For this reason, next we perform a set of
experiments to evaluate the impact of these two design parameters.
First, we use different splits as the cohort split but the size of the cohort
set remains the same. Note that for each experiment fold, we can select one
split from the nine training splits for the cohort split. In other words, we can
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perform each experiment fold nine times, each time using a different cohort split.
With the cohort split (1, 200 images), we still select only half images for the final
cohort set (600 images). We use the boxplot of EERs to illustrate the impact
caused by using different cohort sets for the ten folds. The results of Gabor
and LBP descriptors using the Euclidean distance are shown in Figures 3.15. It
can be observed that the choice of cohort set introduces an acceptable variation
of approximately 1% EER on the system performance (as measured on the test
split).
Next, we change the size of the cohort set. We do not consider all the ten
experiment folds this time but keep to only one fold due to the high computational
cost, that is, we test only on one split. Denote the number of images in the cohort
split as M (here M = 1, 200). We select only m images for the cohort set. Let
the value of m vary from 100 to 900. This is a “m choose M” problem and is a
combinatory problem. There are many choices of “m choose M”. For each value
of m, we run 100 random samplings, then compute the mean and variance of the
total 100 EERs. Figure 3.16 shows the results of Gabor and LBP descriptors
using the Euclidean distance. The solid lines represent the mean of EERs, while
the dashed lines represent its variance. As shown in this figure, the larger the
size of the cohort set, the lower the EER. At the same time, the variance of the
EER will also decrease. In other words, with more cohort samples, one can get a
more stable result.
Comparison with the state-of-the-art methods. The high variability of face
images in the LFW database makes identity verification a very challenging task.
Many interesting approaches have been proposed to improve the performance of
face pair matching. In [91], OSS, TSS and the ranking descriptor were proposed to
facilitate better recognition performance. Guillaumin et al. developed a logistic
discriminant approach which learns the metric from a set of labelled image pairs
(LDML) [28]. In this section, we compare our cohort normalized score with these
state-of-art approaches. Due to diverse information used by different algorithms
(fusion of different descriptors as well as different metrics), it is more reasonable
to make comparison between the same individual descriptors and also the same
metric. Here, we choose OSS (the best result of [91]) and LDML as the control
algorithms.
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(a) Gabor feature
(b) LBP feature
Figure 3.15: The boxplot of the relative change of EER with different choices of
the cohort set. (a) Results of Gabor feature; (b) Results of LBP feature.
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Figure 3.16: The mean and variance of EERs as the number of cohort samples
increased.
Table 3.5 shows the comparative results on the image-restricted training bench-
mark (“View 2’). Note that here we show only several descriptors since only the
result of these descriptors are provided in the original literature [28, 91]. In com-
parison with OSS, cohort score normalization with Gabor and SIFT features out-
performs OSS when using either Euclidean or Hellinger as the distance measure.
With LBP feature, our approach is slightly worse than OSS. When comparing
with LDML using SIFT feature, the accuracy obtained by LDML with PCA of
dimension 35 is comparable with cohort score normalization. However, when the
dimension of PCA turns 55, the performance of LDML decreases notably, and is
much worse than our results.
3.3.5 Conclusion
We introduced picture-specific cohort score normalization to pair matching of
faces captured from news articles on the web. With the proposed framework,
we showed that the cohort information alone has a certain discrimination power
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Table 3.5: Comparative classification accuracy on the image-restricted training
benchmark (“View 2”).
Algorithms Euclidean Hellinger
Gabor(C1)-OSS 0.7396 0.7437
LBP-OSS 0.7663 0.7820
SIFT-OSS 0.7576 0.7597
SIFT-LDML-PCA(35) 0.7660 0.7750
SIFT-LDML-PCA(55) 0.7280 0.7280
Gabor-Cohort 0.7560 0.7680
LBP-Cohort 0.7443 0.7707
SIFT-Cohort 0.7703 0.7738
which is just marginally worse than the raw matching score. When this infor-
mation is properly extracted, i.e., using polynomial regression in our case; and is
appropriately combined with the raw matching scores, i.e., using logistic regres-
sion, we nearly always observe an improvement in the system performance over
the baseline system that relies on the raw matching scores.
In addition to the above finding, we have also improved our understanding
on the behavior of cohort normalization. In particular, we found that the choice
of the cohort set had little impact on the generalization performance. The larger
the size of the cohort set, however, the more stable the result. We validated our
approach on the LFW dataset and achieved competitive matching performance.
3.4 On the Understanding of Discriminative Co-
hort Behavior for Face Recognition
Cohort score normalization has received much attention in various biometric sys-
tems. Our above presented work has successfully applied this technique to a face
biometric expert. However, there still lacks the understanding of cohort normal-
ization. How does the quality of cohort samples affect the performance of a face
recognition system? Should we use a cohort set containing most possible subjects
(each subject with fewest possible samples) or a cohort set including fewest pos-
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sible subjects (each subject with most possible samples)? Which one is better for
a face recognition system? All these cohort behaviors need to be given a better
understanding. Although, in Section 3.3.4, we have presented an initial work on
this, more efforts are desired to be made in this direction. To give proper an-
swers to the above mentioned questions, in this section, we conduct an extensive
experimental exploration on the FRGC ver2.0 database in a face verification sce-
nario. We employ polynomial regression based cohort normalization method to
explore the discriminative cohort behavior involved in cohort samples. From the
experimental results, we found that cohort samples with different quality indeed
produce different cohort normalization performance. Furthermore, the results
have shown that the selection of a cohort set, which includes only cohort samples
with good quality, between as many subjects as possible and as few subjects as
possible has little impact on the generalization performance.
3.4.1 Overview
Numerous methods have been developed for face recognition with impressive per-
formance. In recent years, we have witnessed more and more research efforts on
face recognition under uncontrolled settings [39, 63, 71, 93]. Among the various
algorithms, organizing an additional face database and then trying to extract
some useful information from this extra database has become more and more
popular as a way of making the current face recognition systems more robust to
various challenging problems.
To address the problem of recognizing a face from its partial image, Liao et al.
[47] proposed an alignment-free sparse representation approach which represents
each face image with a set of keypoint descriptors and constructs a large dictio-
nary from all the gallery descriptors. In this way, any test face image, holistic
or partial, can be sparsely represented by the dictionary. The gallery descriptors
used in this approach are extracted from a set of background face images together
with one of the two images being compared. Note that the set of background face
images does not contain the same subject as either of the two images being com-
pared. In [44], an extra training set was organized to build a Gaussian Mixture
Model (GMM) [29] on the spatial-appearance features. Each Gaussian compo-
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nent builds correspondence of a pair of features to be matched between two face
images being compared. The proposed probabilistic elastic matching algorithm
achieved superior performance over state-of-the-art methods for pose variant face
verification. In defense of sparsity based face recognition [22], the authors tried
to construct an intra-class variation matrix from an extra training set (contain-
ing images from the FRGC ver2.0 database [70]) for a “prototype plus variation”
representation model for sparsity based face recognition. In the proposed Super-
posed SRC, the dictionary was assembled by the class centroids (i.e., training
samples of the gallery subjects) and the sample-to-centroid differences (i.e., the
constructed intra-class variation matrix). The Superposed SRC led to a substan-
tial improvement on SRC when dealing with problems like face recognition from
a single image per person. Aggarwal et al. [5] presented a part-wise facial char-
acterization based approach using sparse representation technique to address the
challenges involved in automatic matching of faces across plastic surgery. The
presented work utilized face images from sequestered non-gallery subjects with
similar local facial characteristics to fulfill the requirement of multiple training
images per gallery subject in SRC.
As presented in Section 3.3.1, there are also many approaches, which are de-
veloped for recognizing faces collected from news articles in the web (e.g., the
LFW database [30]), organizing an additional background dataset and exploit
either identity or discriminative information as prior knowledge from these back-
ground samples. For comparing two faces under significantly different settings,
Yin et al. proposed to “associate” one input face with alike identities from an
extra generic identity dataset. With the associated faces, the authors can then
“predict” the appearance of one input face under the setting of another input face,
or discriminatively “predict” the likelihood whether the two input faces are from
the same person or not. The proposed “Associate-Predict” model can well han-
dle face recognition with large intra-personal variation. With a set of background
samples, Wolf. et al defined several similarity functions to learn discriminative
models exclusive to the two faces being compared: One-Shot similarity (by an-
swering the question “whether the first face looks more similar to the second face
than to any face from the background set?”), Two-Shot similarity (by answering
the question “are both faces well separated from the background faces?”) and
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ranking similarity (“do these two faces have similar sets of neighboring samples
in the background set?”).
Though much work has been done in exploiting useful information from an
extra background dataset to improve the face recognition performance, little is
known about the understanding of the background behavior. For example, in
most literature, the authors randomly select a set of face images from one/more
known face databases to form the background set. To our best knowledge, there
is no literature working on how to organize a good background set for face recog-
nition. Are there any suggestions we can follow when we organize a background
set? What impact will be brought about if background samples of different qual-
ities are employed? Should we use a cohort set containing most possible subjects
(each subject with fewest possible samples) or a cohort set including fewest pos-
sible subjects (each subject with most possible samples)? Which one is better
for a face recognition system? All these background behaviors need to be given a
better understanding. Although, in Section 3.3.4, we have presented some initial
work on this, more efforts are desired to be made in this direction.
As is known, using cohort information to improve the recognition performance
of a biometric expert has become a popular way. The performance improvement
achieved by making use of cohort information has been seen in fingerprint au-
thentication [3] and multi-biometrics framework [4]. Our work in Sections 3.2
and 3.3 has successfully applied cohort score normalization to undersampled face
recogntion and unconstrained face pair matching. In this section, we focus on
face verification and aim to achieve a proper understanding of cohort behavior on
face recognition. For the cohort normalization method, we use polynomial regres-
sion based cohort normalization to extract discriminative information from the
cohort set, thus exploring the discriminative cohort behavior involved in cohort
samples. Specifically, we are interested to answer the following two questions.
The first one is “How does the quality of cohort samples affect the performance
of a face recognition system?”, while the second one is “Should we use a cohort
set containing as many subjects as possible (each subject with as few samples as
possible) or a cohort set including as few subjects as possible (each subject with
as many samples as possible)?”.
In our face verification task, we assume all the template models are acquired
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under controlled conditions, thus having a good quality. While for the query
samples, we consider those acquired under both controlled and uncontrolled con-
ditions. In other words, there are two types of query samples: those with good
quality and those with bad quality. To get proper answers to the above pro-
posed two questions, we conduct an extensive experimental exploration on the
FRGC ver2.0 database [70]. From the experimental results, we found that cohort
samples with different quality indeed produce different cohort normalization per-
formance. Furthermore, the results have shown that the selection of a cohort set,
which includes only cohort samples with good quality, between as many subjects
as possible and as few subjects as possible has little impact on the generalization
performance.
3.4.2 Experimental Settings
Experimental design. To find out the effect of cohort’s quality on the gener-
alization performance, we organize three sets of cohort samples: good, bad and
both cohort sets. In the good cohort set, all the cohort face images are captured
in well controlled conditions. That is all the cohort samples are of good quality.
While in the bad cohort set, cohort samples are of bad quality and acquired un-
der uncontrolled environments. For the cohort samples in the both cohort set, we
include cohort samples with both good and bad quality. One important thing for
organizing the three cohort sets is to control the number of cohort samples in the
three sets. As concluded in Section 3.3, bigger cohort set size gives more stable
and often better results to a point before the performance saturates. Hence, to
make a fair comparison among the three cohort sets, we need to have the same
number of cohort samples in them.
As is known, in a typical face verification system, there are usually two stages
involved: the enrollment stage (building a template model for each user) and the
test stage (validating the authenticity of a query sample to its claimed identity).
During the test stage, a query sample is compared to its claimed template model.
Generally, when building a template model for each user in the enrollment stage,
it is difficult to get a template model which captures all possible intra-personal
variations. Therefore, in our following experiments, we assume all the template
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Table 3.6: The 8 combinations of target, query and cohort samples.
Cohort condition Good query Bad query
Without cohort TQgood TQbad
Good cohort TQgoodCgood TQbadCgood
Bad cohort TQgoodCbad TQbadCbad
Both cohort TQgoodCboth TQbadCboth
models are acquired in well controlled conditions, i.e., with good quality. For
the query sample, it is unknown whether it is obtained in controlled conditions
or not. Hence, we consider two kinds of query samples: good quality and bad
quality.
If we use “T” to represent template models, “Q” to represent queries and
“C” to denote cohort samples, we have a total of 8 combinations among template
models, queries and cohort samples as shown in Table 3.6. “TQgood” is the
direct comparison between the target and the query with good quality (without
cohort score normalization). “TQgoodCgood” represents using cohort samples
of good quality to normalize the raw matching score between the target and the
good query.
Face database. We use the FRGC ver2.0 database [70] for our experimental
evaluation. In this database, the authors provided the researchers with 6 ex-
periments. For our experiments, we choose face images from the Experiment 4.
This experiment is designed to measure progress on recognition from uncontrolled
frontal still images. The target set consists of single controlled still images, and
the query set consists of single uncontrolled still images. As presented in Section
2.2.3, there are a total of 16,028 controlled images and 8,014 uncontrolled images
included in Experiment 4. These images are from 466 subjects. For our exper-
iments, we choose 465 subjects to perform a 5-fold experiments, thus each fold
contains 465 ÷ 5 = 93 different subjects. Finally, we have a total of 15,988 con-
trolled images and 7,994 uncontrolled images. For each fold, we list the number
of controlled images together with that of uncontrolled images in Table 3.7. For
each of the 5-fold experiments, we choose one fold for the final evaluation, one
fold for selecting cohort samples, and the other three folds for training classifiers.
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Table 3.7: The numbers of controlled and uncontrolled images in the 5 folds.
Fold No 1 2 3 4 5
# controlled images 2,780 3,424 3,264 2,928 3,592
# uncontrolled images 1,390 1,712 1,632 1,464 1,796
In this way, the identities in the evaluation, development and cohort sets are
disjoint from each other. Furthermore, in each of the 5 experiments, the cohort
folds are different from one another.
When a fold is chosen for evaluation or development use, we need to deter-
mine which images are used for the target models, which are for the good queries
and which are used for the bad queries. As listed in Table 3.7, for each fold, the
number of controlled images is twice that of uncontrolled images. Actually, for
each subject in the total 93 subjects of one fold, the number of controlled images
is twice that of uncontrolled ones. Hence, to group all the images in one fold into
the target, good query and bad query sets, we simply use all the uncontrolled
images for the bad query set. For the controlled images of each of the 93 subjects,
we choose half of them for the target set, while the other half for the good query
set. In this way, the numbers of images in the target, good query and bad query
sets are all the same as listed in Table 3.8. We follow the protocol developed by
authors of the FRGC ver2.0 database for our experiments. That is, each query
sample is compared with all those target models in the target set. We list the
total number of matching scores in each fold together with numbers of genuine
scores and impostor scores in Table 3.8. It is worth nothing that, for each fold, we
have exactly the same genuine matches and impostor matches between “TQgood”
and “TQbad”. The only difference between “TQgood” and “TQbad” in our ex-
periments lies in the quality of query samples, thus providing a fair comparison
between the two situations. Similarly, “TQgoodCgood” / “TQgoodCbad” / “TQ-
goodCboth” and “TQbadCgood” / “TQbadCbad” / “TQbadCboth” include the
same genuine matches and impostor matches. Finally, the large numbers of both
genuine and impostor comparisons guarantee the reliability of our experimental
results.
If a fold is chosen for the cohort use, we need to select images from this fold
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Table 3.8: The verification configuration of the 5 folds.
Fold No 1 2 3 4 5
# target models 1,390 1,712 1,632 1,464 1,796
# good queries 1,390 1,712 1,632 1,464 1,796
# bad queries 1,390 1,712 1,632 1,464 1,796
# total matches 1,932,100 2,930,944 2,663,424 2,143,296 3,225,616
# genuine matches 32,092 44,608 41,048 36,464 49,064
# impostor matches 1,900,008 2,886,336 2,622,376 2,106,832 3,176,552
for the good, bad and both cohort sets. As concluded in Section 3.3, the size of
the cohort set has an impact on the cohort normalization performance, i.e., bigger
cohort set size gives more stable and often better results to a point before the
performance saturates. Hence, in our experiments, we choose the same numbers
of cohort samples for the three cohort sets. First, we separate the whole fold into
three partitions as the above target, good query and bad query sets. Next, we
randomly select 700 images from the good query set to construct the good cohort
set. Similarly, we select the same 700 images from the bad query set for the bad
cohort set. Note that the difference between the 700 images in the good and bad
cohort sets lies in only the quality. In other words, 700 good cohort samples and
700 bad cohort samples are from the same subjects, and each subject contains
the same number of good and bad cohort samples. Finally, we choose half images
from the good cohort set and half images from the bad cohort set to construct
the both cohort set. In this way, all the good, bad and both cohort sets include
700 images.
Feature extraction and cohort normalization. Before performing feature
extraction, all the images are geometrically normalized to a fixed size. With the
provided coordinates of the four eye corners, we compute the coordinates of the
two eye centers. After the location of eye centers, the distance between the eye
centers is set as 60 pixels. Finally, all the images are normalized to the size of
110 × 80. Several normalized examples are shown in Figure 3.17. For feature
extraction, we work on Gabor [49]and LBP [6] features. For calculating the
Gabor feature, we adopt five scales and eight orientations of the Gabor filters.
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Figure 3.17: Some aligned images from the FRGC ver2.0 database. (a) images
with good quality; (b) images with bad quality.
The final Gabor feature vector is obtained by concatenating the responses at
different pixels selected uniformly with a 10× 10 down-sampling rate. To extract
LBP features, we divide each image into non-overlapping blocks of 10 × 10 size
and extract 59-bin uniform LBP histograms for each block. For the matching
score, we compute the cosine similarity between two descriptor vectors.
For cohort normalization, we employ polynomial regression based cohort nor-
malization to extract discriminative information from cohort samples [61]. Specif-
ically, we employ a linear function to fit the cohort function f(h) (i.e., Eq 3.4).
For logistic regression classifier, we use l2-penalized logistic regression which leads
to maximum likelihood estimate. To perform the final matching using the logistic
regression classifier, a threshold needs to be determined. Here, we use the unique
operating point where the FAR is equal to the FRR as the threshold.
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Table 3.9: The mean EERs of the 5-fold experiment on face verification with
three different cohort conditions.
Feature Query Czero Cgood Cbad Cboth
Gabor
Qgood 11.23% 5.86% 8.53% 7.00%
Qbad 28.67% 22.45% 26.58% 21.22%
LBP
Qgood 7.46% 4.61% 5.68% 4.97%
Qbad 31.85% 23.30% 28.50% 22.80%
3.4.3 Experimental Results
Next, we show the results of the experiments performed on the FRGC ver2.0
database, thus giving suitable answers to the two questions proposed in Section
3.4.1.
Question 1. As described above, our experiment is a 5-fold experiment. We
summarize the mean EERs of the 5 experiments in Table 3.9. We use “Czero”
to represent the baseline system without cohort score normalization, i.e., the
systems “TQgood” and “TQbad” in Table 3.6. Obviously, systems with cohort
score normalization, no matter using what kind of cohort samples, outperform the
baseline systems. Interestingly, we found that, for cohort score normalization, the
quality of cohort samples indeed matters. For recognizing query samples of good
quality, using cohort samples of good quality achieves the best performance. For
matching bad queries, using “Cgood” and “Cboth” obtain the similar cohort nor-
malization performance. With bad cohort samples, cohort normalization achieves
much worse performance than with good cohort samples. For example, for Gabor
and LBP features, using “Cbad” leads to 4.13% and 5.20% higher EERs than us-
ing “Cgood”. As shown in Table 3.9, with good cohort samples, “TQgoodCgood”
gets 5.37% and 2.85% lower EERs than the baseline system “TQgood” for Gabor
and LBP features. The figures for the comparison between “TQbadCgood” and
“TQbad” are 6.22% and 8.55%.
Table 3.9 shows the absolute improvement introduced by cohort normaliza-
tion. We also illustrate the relative improvement of a given system in comparison
with its respective baseline that is one without using cohort normalization. The
relative change of EER is shown in Figure 3.18 for Gabor features and Figure
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3.19 for LBP features. As can be observed, for matching a good query using
either Gabor or LBP, cohort normalization with good cohort samples leads to
the best performance. While when recognizing queries of bad quality, the system
“TQgoodCboth” can give the best results. However, the system “TQgoodCgood”
achieves comparable performance to “TQgoodCboth”. Finally, we illustrate the
cohort score profiles of genuine and impostor claims generated by ordered cohort
samples. Here, we compute the cohort score profiles for only Fold 5 due to its
maximum number of matchings. Note that each cohort score profile is a single
vector of 700. For genuine cohort score profiles, we compute for all the 49,064
genuine matchings. While for impostor, we randomly select only 49,634 from the
total 3,176,552 impostor matchings. In this way, we can get a total of 49,064
cohort score profiles for genuine claims and 49,634 for impostor claims. Figure
3.20 shows the distributions of “TQgoodCgood” and “TQbadCgood” using LBP
as features. The results of using “Cbad” and “Cboth” with LBP features are
illustrated in Figure 3.21 and Figure 3.22.
Question 2. As shown in the above experiments, cohort normalization with good
cohort samples can lead to an obvious improvement to the baseline system. Hence,
in the following experiments, we use only good cohort samples for polynomial
regression based cohort normalization. To answer the second question proposed
in Section 3.4.1, we organize two different cohort sets. The first cohort set contains
as many subjects as possible, each subject with fewest possible samples. While
there are fewest possible subjects, each subject with as many samples as possible,
in the second cohort set. We use the same 5 folds as those used in the former
experiments. If a fold is chosen for the cohort use, we select only cohort samples
captured under controlled environments for constituting our two cohort sets. The
6 combinations of target, query and cohort samples are listed in Table 3.10.
Here, we use “Cgood1” to represent the first cohort set and “Cgood2” for the
second cohort set. In comparison with the systems in Table 3.6, only the cohort
conditions are changed. The other experimental settings remain fixed. Thus, the
verification configuration of the 5 folds remain the same to that listed in Table
3.8. We describe the cohort configuration of the 5 folds in Table 3.11. For each
fold, the numbers of cohort samples of both “Cgood1” and “Cgood2” are the
same. In this table, we list not only the number of subjects in each cohort set,
80
(a) Queries of good quality
(b) Queries of bad quality
Figure 3.18: The boxplot of the relative change of EER on the 5-fold face verifi-
cation experiment with {“Cgood”, “Cbad”, “Cboth”} using Gabor feature. (a)
Results of good queries; (b) Results of bad queries.
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(a) Queries of good quality
(b) Queries of bad quality
Figure 3.19: The boxplot of the relative change of EER on the 5-fold face ver-
ification experiment with {“Cgood”, “Cbad”, “Cboth”} using LBP feature.(a)
Results of good queries; (b) Results of bad queries.
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(a) Queries of good quality
(b) Queries of bad quality
Figure 3.20: The distribution of cohort scores generated by ordered cohort sam-
ples using LBP with “Cgood”. (a) Results of good queries; (b) Results of bad
queries.
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(a) Queries of good quality
(b) Queries of bad quality
Figure 3.21: The distribution of cohort scores generated by ordered cohort sam-
ples using LBP with “Cbad”. (a) Results of good queries; (b) Results of bad
queries.
84
(a) Queries of good quality
(b) Queries of bad quality
Figure 3.22: The distribution of cohort scores generated by ordered cohort sam-
ples using LBP with “Cboth”. (a) Results of good queries; (b) Results of bad
queries.
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Table 3.10: The 6 combinations of target, query and cohort samples.
Cohort condition Good query Bad query
Without cohort TQgood TQbad
Good cohort 1 TQgoodCgood1 TQbadCgood1
Good cohort 2 TQgoodCgood2 TQbadCgood2
Table 3.11: The cohort configuration of the 5 folds.
Fold No 1 2 3 4 5
Cgood1
# cohort samples 694 716 702 718 712
# subjects 71 63 64 71 61
min # samples/subject 2 2 2 2 2
max # samples/subject 20 24 24 24 24
Cgood2
# cohort samples 694 716 702 718 712
# subjects 22 20 21 21 19
min # samples/subject 22 32 28 26 32
max # samples/subject 44 44 42 40 42
but also the minimum and maximum numbers of samples of each subject.
We summarize the results in Table 3.12. As observed, for matching either
good or bad queries, cohort normalization with “Cgood1” and “Cgood2” leads
to similar performance. The similar phenomenon is also observed in the relative
change of EER as shown in Figure 3.23 and Figure 3.24.
Table 3.12: The mean EERs of the 5-fold experiment on face verification with
two different cohort conditions.
Feature Query Czero Cgood1 Cgood2
Gabor
Qgood 11.23% 6.07% 6.18%
Qbad 28.67% 22.40% 22.73%
LBP
Qgood 7.46% 4.71% 4.80%
Qbad 31.85% 23.48% 23.37%
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(a) Queries of good quality
(b) Queries of bad quality
Figure 3.23: The boxplot of the relative change of EER on the 5-fold face verifi-
cation experiment with {“Cgood1”, “Cgood2”} using Gabor feature. (a) Results
of good queries; (b) Results of bad queries.
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(a) Queries of good quality
(b) Queries of bad quality
Figure 3.24: The boxplot of the relative change of EER on the 5-fold face veri-
fication experiment with {“Cgood1”, “Cgood2”} using LBP feature. (a) Results
of good queries; (b) Results of bad queries.
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3.4.4 Conclusion
In this work, we conduct an extensive experimental exploration on the FRGC
ver2.0 database [70] to give proper answers of two interesting questions about co-
hort behavior on face recognition. The first one is “How does the quality of cohort
samples affect the performance of a face recognition system?”, while the second
one is “Should we use a cohort set containing most possible subjects(each subject
with fewest possible samples as possible) or a cohort set including fewest possible
subjects (each subject with most possible samples)?”. From the experimental
results, we found that when matching a good query with a good template model,
score normalization with good cohort samples can achieve much better perfor-
mance than with bad cohort samples. While for the matching between a bad
query and a good template model, cohort samples with “Cgood” and “Cboth”
obtain similar performance. Furthermore, the results have shown that the selec-
tion of a cohort set between as many subjects as possible and as few subjects as
possible has little impact on the generalization performance.
3.5 Summary
In this section, we investigated cohort score normalization for face recognition
under challenging environments. First, we introduced cohort normalization to
sparse presentation based undersampled face identification. Next we presented a
novel and effective cohort normalization approach specifically for unconstrained
face pair matching. Experiments performed on several well known face databases
show the effectiveness of cohort score normalization on measuring the degrada-
tion effect under challenging environments. To better understand the cohort
behavior, we investigated the impact of cohort sets of different sizes and cohort
samples of different quality on the cohort normalization performance. We found
that bigger cohort set size usually gives more stable and often better results to a
point before the performance saturates. And cohort samples with different qual-
ity indeed produce different cohort normalization performance. Generally, using
cohort samples of good quality can lead to much better performance the using
bad cohort samples.
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Chapter 4
Face Recognition across
Alteration
Beauty and aesthetics have fascinated human beings from the very dawn of
mankind, especially the attractiveness of facial appearance. A simple way to
enhance the aesthetic appeal of human faces in frontal photographs is using some
digital image processing tools to alter the facial appearance photos for the de-
sired beauty. Note that these digital image alterations are instant and temporary.
Nowadays, due to the advanced surgical technologies and the affordable cost,
more and more people choose to take some plastic surgeries for long-lasting or
even permanent facial alterations. By these medical procedures, people can either
modify their appearance for aesthetic improvement or correct defects of a facial
feature for functionality improvement. Both digital image alterations and plastic
surgeries can be considered as intentional alterations. There are also some al-
terations introduced unintentionally, such as geometric alterations caused by the
acquisition device or a bad printing process. As these alterations become more
and more commoner, face recognition systems will be challenged to recognize in-
dividuals with alterations presented. In this section, we study the impact of these
alterations on face recognition accuracy. Further, we develop some useful meth-
ods for detecting those alterations which can significantly affect the recognition
performance. In the end, we present an effective algorithm for face recognition
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across plastic surgery.
4.1 Introduction
Face image alterations can be roughly classified into two categories: unintentional
and intentional alterations. The unintentional category contains transformations
that are typically introduced by either the acquisition or the printing device(e.g.,
lens distortion or change in the image aspect ratio). The second transformation
involves those alterations which are intentionally introduced to make the facial
appearance more attractive or to correct some defects, including temporal digital
beautification and plastic surgery. In this work, we investigate different types of
alterations which are likely to be found in practical cases.
4.1.1 Unintentional Alterations
To well illustrate each alteration, we apply the corresponding transformation
to the original photo (as shown in Figure 4.1 (a)) at different levels (i.e., with
different strength). We use a parameter p to describe the strength. A large value
of p denotes a more significant alteration.
Barrel distortion. Barrel distortion is one of the most common types of lens
distortions, which is a nonlinear and generally radial distortion and represents the
typical defect that could be introduced by a low quality acquisition device. Barrel
distortion is due to the fact that many wide angle lenses have higher magnification
in the image center than at the periphery. This causes the image edges to shrink
around the center and form a shape of a barrel as shown in Figure 4.2. In this
transformation, a distortion with a strength of p is imposed on the original image
while preserving the image size. The approach described in [84] has been adopted
to implement this transformation. The value of p is increased in a step of 2%
from 10% to 20%, i.e., p ∈ {0.10, 0.12, 0.14, 0.16, 0.18, 0.20}. An altered image
obtained by applying the barrel distortion with p = 0.20 is shown in Figure 4.1
(b).
Vertical contraction. In this alteration, the original photo is vertically com-
pressed while keeping the width fixed. In particular, the original height is reduced
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Figure 4.1: Examples of unintentional alterations. (a) Original image; (b) Altered
image with barrel distortion; (c) Altered image with vertical contraction; (d)
Altered image with vertical extension. A squared grid is superimposed to these
original and altered images to better highlight the effect of these unintentional
geometric transformations.
Figure 4.2: The original grid (left) and the effect of barrel distortion (right).
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by a multiplying factor of (1− p). The values of p remain the same to those in the
barrel distortion. Figure 4.1 (c) shows an altered image after vertical contraction
with p = 0.20.
Vertical extension. On the contrary, in vertical extension, the height is in-
creased by a multiplying factor of (1 + p) while keeping the width invariable.
Here too we increase the strength of extension from 10% to 20% in a step of 2%.
An altered image after vertical extension with p = 0.20 is illustrated in Figure 4.1
(d). This alteration and the previous vertical contraction, which are essentially
a modification of the face aspect ratio, could be unintentionally introduced when
processing the image with a photo-editor tool or could be the result of a bad
printing.
4.1.2 Intentional Alterations
For intentional alterations, we investigate the temporal digital beautification on
face photos and the plastic surgery on facial appearance.
Digital beautification. This alteration usually includes those digital image
processing procedures applied on face photos (e.g., using Photoshop to remove
scars and to make the face skin look smoother). To obtain this alteration, we use
LiftMagic [48], an instant cosmetic surgery and anti-aging makeover tool that pro-
duces realistic image beautification. The tool presents a very simple web interface
that allows to load an image and to simulate different plastic surgery treatments
at different levels. It makes available 17 treatments: 16 local treatments (e.g.,
eyelid fold enhancement) and one treatment integrating all the local ones. For
each treatment, a specific selection bar is provided to personalize the strength of
the modification. In this alteration, we consider only the integrated treatment
and three different strengths obtained by positioning the selection bar at three
approximately equidistant positions. We name the three levels “low”, “medium”
and “high”. Figure 4.3 presents an original image and the corresponding altered
image using LiftMagic with p = high. Here, we also illustrate the pixel difference
between the original and digitally beautified images as shown in Figure 4.3 (c).
Plastic surgery. When a person undergoes plastic surgery, the facial features
are reconstructive either globally or locally. Thus, plastic surgeries can be roughly
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Figure 4.3: An example of digital beautification. (a) Original image; (b) Beau-
tified image; (c) Pixel difference between the original and digitally beautified
images.
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grouped into two classes: local and global surgeries. Local surgeries are usually
aimed at correcting defects, anomalies, or improving skin texture. These surg-
eries are also used for reshaping and restructuring facial features to improve the
aesthetics, which can lead to varying amount of changes in the geometric distance
between facial features. Differing from local plastic surgeries, global surgeries can
completely change the facial appearance, skin texture or other facial geometric
structures. People undergo this type of surgeries either for curing some functional
damages or improving the aesthetic. Examples of local and global plastic surg-
eries can be found in Table 2.2. Figure 4.4 shows some common plastic surgeries.
Next, we give a brief introduction about these main surgeries. In Figure 4.5,
we give an example for each of these surgeries. The images are from the plastic
surgery database built by Singh et al. [78]. A more detailed description of plastic
surgeries can be found in [78].
1) Brow lift (forehead surgery): This surgery is usually performed to remove
thick wrinkles from the forehead, thus giving people a younger look. It can
also be used for old people who have vision problems caused by flagging
eyebrows.
2) Blepharoplasty (eyelid surgery): It is generally recommended for patients
who have vision problems due to the excessive growth of skin tissues on
the eyelid. It can be also used for people with single-fold eyelids, especially
those from Asian countries, to make their eyelids double-folds.
3) Otoplasty (ear surgery): This surgery is used for making the ears closer to
the face and reducing the size of ears.
4) Rhinoplasty (nose surgery): With this surgery, people can straighten or nar-
row their nose to improve their facial appearance. In addition, for people
whose nose bones are damaged due to accidents or people who have breath-
ing problems due to the nose structure, rhinoplasty can be performed to
reconstruct the nose.
5) Cheek implant: It is mostly aimed at improving the aesthetic, for example,
malar augmentation, where a solid implant is fitted over the cheek bone.
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Figure 4.4: Some common plastic surgeries [35].
6) Lip augmentation: As is known, lips play an important role in an individ-
ual’s beauty. Hence, people perform this surgery generally for shaping or
enhancing their lips with injectable filler substances to get desired beauty.
7) Genioplasty (chin surgery): It is generally employed for reshaping the chin
such as correcting bone damages, smooth rounding of the chin and reduc-
ing/augmenting chin bones.
8) Rhytidectomy (face lift): Differing from the above local surgeries, face lift
is purely global surgery. It can be used to fight aging and make people
look younger through tightening the face skin. Furthermore, face lift can
be employed to treat patients with severe burns on face and neck.
4.2 Detection of Alteration in Face Photo
This work is framed into the context of automatic face recognition in electronic
identity documents. We study the impact of alterations of the face images used
for enrollment on the recognition accuracy. For the alterations, we consider both
unintentional and digital intentional alterations. Our results show that state-of-
the-art algorithms are sufficiently robust to deal with some alterations whereas
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Figure 4.5: Examples of the main surgeries from the plastic surgery database
[78].
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other kinds of degradation can significantly affect the accuracy. Furthermore, we
develop some useful methods to detect those alterations which can significantly
affect the recognition performance.
4.2.1 Overview
In recent years, traditional identity documents have been replaced by electronic
documents able to store biometric features to be used for machine-assisted iden-
tity verification [16, 17]. With the Berlin resolution (2002), the International
Civil Aviation Organization (ICAO) selected the face as the primary globally
interoperable biometric characteristic for machine-assisted identity confirmation
in electronic Machine Readable Travel Documents (eMRTD) [1].
In order to facilitate the automatic identity verification process, the images
stored in an ICAO compliant electronic document have to fulfill very restrictive
quality standards, i.e., no elements that could compromise the recognition accu-
racy should be present. A number of indications about the geometric and photo-
metric properties of the face images to be used in e-documents are given in the
ISO/IEC 19794-5 standard following the guidelines initially proposed by ICAO.
For instance the subject should have a well-controlled pose, a proper lighting, a
natural expression, no accessories that could partially occlude some important
facial characteristics.
Some of the countries issuing e-documents, acquire the face images of the
subject at the enrollment station with a digital camera. Other countries (e.g.,
Italy) require the user to provide a printed face photo (ID format) to the is-
suing authority. While in the first case it is enough to verify (manually or in
machine-assisted way) ISO/IEC19794-5 compliance [2], in the second case a fur-
ther validation should be done to ensure that the face in the printed photo has
not (intentionally or unintentionally) been altered.
In fact, several problems may raise in different scenarios if an altered face
image are included in the document:
1) in a verification scenario, for instance in an automatic gate in an airport,
the alterations may determine a high rate of false rejections, i.e., the system
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would not recognize the person thus making necessary the human interven-
tion.
2) in a watch-list scenario, where a list of subjects wanted by the police has
to be checked in order to raise proper alarms, the presence of altered face
images in the documents could imply missing the suspect that, in this case,
could intentionally alter the face image to reduce the probability of being
identified.
In this section, we present a study of the effects of image alterations on face
recognition performance. More in detail, we include intentional digital alterations
and unintentional geometric alterations. For the experiments, we use three refer-
ence recognition approaches: two commercial systems and one algorithm at the
state-of-the-art are used. We further develop two facial descriptors (y-distance
and triangle descriptors) specially used for detecting those alterations which can
significantly degrade the recognition performance.
4.2.2 Impact of Alterations on Face Recognition Accuracy
Experimental settings. We evaluate the effects of some alterations described in
Section 4.1, including unintentional alterations and digital beautification, on face
recognition accuracy. Here, we focus on face verification. And our verification
framework is shown in Figure 4.6. During the enrollment stage, the user needs to
provide a printed face photo or a face photo captured by a digital camera to the
authorities issuing electronic documents. The provided photo is then stored in
the database as the e-document representing the corresponding user. Note that if
the provided photo is a printed one, the authorities need to first scan it and then
store it in the digital format. During the verification stage (e.g., in an airport’s
customs), a face image is first acquired with a digital camera. By matching the
captured new face photo with the one stored in the user’s e-document, the goal of
face verification is to verify whether the two photos represent the same person. In
our work, image alterations are performed on the provided face photo in the en-
rollment stage. For each of the three unintentional alterations (barrel distortion,
vertical contraction and vertical extension), we consider six different strengths,
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Figure 4.6: Our face verification framework for studying the impact of alterations
on face recognition accuracy.
i.e., p ∈ {0.10, 0.12, 0.14, 0.16, 0.18, 0.20}, as described in Section 4.1. For digi-
tal beautification, the strength is three-level, i.e., p ∈ {low,media, high}. The
experiments are conducted with three different state-of-the-art face recognition
approaches: two commercial softwares (Neurotechnology VeriLookSDK 2.1 [64]
(VL) and Luxand FaceSDK 4.0 [52] (LU)) and a SIFT-based matching algorithm
[51] (SI).
The choice of a proper face database is here an important issue. In fact, in
the context of electronic documents, face images are expected to be high quality;
hence, variations caused by illumination, expressions, poses, etc. should not
be presented in the selected database. The selected database is the AR face
database [57]. This database consists of 4,000 frontal images taken under different
conditions in two sessions, separated by two weeks. The images relevant to our
study are well controlled and high quality images (with neutral expressions and
good illumination), hence the poses 1 and 14 are selected for the tests. We denote
them as No1 and No14 respectively (see Figure 4.7 for an example). In our test
we assume that the images No14 are used for the enrollment (i.e., are stored in
the e-documents), while the images No1 are used as probe (i.e., at the point of
verification). The alterations are thus applied to images No14 to simulate the
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Figure 4.7: Two unaltered images of the same subject on the AR database (pose
1 on the left, pose 14 on the right).
inclusion in the document of an altered image. For the two commercial systems
VL and LU, we directly use the original images. For the SIFT-based matching
algorithm, before extracting the SIFT features, we first geometrically normalize
the original image to 240 × 320 (240 is the width while 320 is the height) with
the distance between the two eye centers eyedist = 60. For the SIFT descriptor,
we divide the image into non-overlapping blocks of 16 × 16 size, and compute a
128D SIFT descriptor for each block. Finally, the cosine similarity is calculated
as the matching score of two SIFT descriptors.
To evaluate the effects of the various alterations on face recognition accuracy,
a systematic experimentation has been carried out. Starting from the original
database, for each alteration, face images with different alteration strength have
been generated by modifying the original images with different transformations
(see Section 4.1). The performance evaluation of face recognition algorithms is
based on a set of genuine and impostor recognition attempts. In a genuine recog-
nition attempt, two face images of the same individual are compared, while in
an impostor attempt, two images from different persons are compared. In each
genuine/impostor attempt, the first image is supposed to have been acquired dur-
ing an “enrollment” stage (and included into the document) and the second one
during a “verification” stage. The performance indicators are FMR100 FMR1000
[53].
In the following definitions, each database DB consists of two sets of face im-
ages: DBe (acquired during enrollment) and DBv (acquired during verification).
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The original database (without alterations) is denotes as DBo = {DBoe , DBov}.
DBoe is made of all the original No14s of 120 subjects, while DB
o
v is composed
of all the original No1s of 134 subjects. For genuine attempts, each No14 is
compared against the No1 of the same subject; since only 118 subjects have both
pose 1 and 14, the number of genuine attempts is 118. For impostor attempts,
the No14 of one subject and all the No1 of the other subjects are compared.
Hence, the total number of impostor attempts is 118× 118− 118 = 13, 806.
As to the altered databases, for a given alteration a letDBpa = {(DBe)pa , DBov}
be a database that simulates enrollment face images reporting alteration a with
a strength of p. For genuine attempts, the original No1 and the altered No14
from the same subject are compared. Impostor attempts are the same as in the
original database DBo.
Experimental results. The first experiment is performed on the unaltered
database. The performance measured for the three systems (VL, LU and SI) is
good as shown in Figure 4.8, hence they constitute a good test bed to evaluate
the effects of alterations: in particular the measured EER is 0.003% (VL), 1.693%
(LU) and 2.217% (SI).
The results of the barrel distortion are reported in Figure 4.9. It can be
observed that both FMR100 and FMR1000 change slightly and irregularly as the
degree of barrel distortion increases for LU and SI, while there is no significant
performance change for VL. Overall this alteration has no noticeable effects on
the recognition accuracy.
Figure 4.10 and Figure 4.11 illustrate the results of the vertical contraction and
extension respectively. For both FMR100 and FMR1000, as the strength of the
alterations increases, the accuracy of LU significantly decreases. SI shows a less
noticeable performance drop than LU, while there is no significant performance
change for VL.
Finally the results of the digital beautification are reported in Figure 4.12. For
both FMR100 and FMR1000, this alteration produces a performance drop for all
the three system (even if LU shows a less noticeable reduction of the recognition
accuracy).
Overall the experimental results show that the barrel alteration does not affect
significantly the recognition accuracy. This is probably due to the fact that in
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Figure 4.8: The DET curves of the three reference systems on the unaltered
database.
the central part of the image containing the face, the barrel distortion produces
simply a sort of scaling effect, which is well handled by the algorithms analyzed.
Aspect ratio alteration is critical for some approaches (for instance the vertical
contraction at the maximum strength causes a performance drop of FMR1000 of
about 11 times for LU) while it is just slightly disturbing other systems. In
particular, we believe that face recognition based on local features only is quite
insensitive to global geometric changes.
Finally, alteration such as digital beautification, when applied with high strength,
produces marked performance drop to all the system tested.
4.2.3 Detection of Alteration in Face Photo
Methodology. As described above, state-of-the-art algorithms are able to over-
come limited digital alterations but are sensitive to more relevant modifications.
Thus, proper countermeasures are suggested to be taken to avoid storing digi-
tally altered photo in eMRTD. In particular, the authorities issuing e-documents,
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(a) FMR100
(b) FMR1000
Figure 4.9: The performance comparison before and after barrel distortion. (a)
Results of FMR100; (b) Results of FMR1000.
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(a) FMR100
(b) FMR1000
Figure 4.10: The performance comparison before and after vertical contraction.
(a) Results of FMR100; (b) Results of FMR1000.
105
(a) FMR100
(b) FMR1000
Figure 4.11: The performance comparison before and after vertical extension. (a)
Results of FMR100; (b) Results of FMR1000.
106
(a) FMR100
(b) FMR1000
Figure 4.12: The performance comparison before and after digital beautification.
(a) Results of FMR100; (b) Results of FMR1000.
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based on printed ID photos provided by citizens, should carefully check these pho-
tos to detect intentional and unintentional alterations. In this section, we focus
on how to effectively detect those alterations which can significantly degrade the
face recognition performance. As shown in Section 4.2.2, aspect ratio alteration
is a critical problem for current face recognition systems. Hence, our work in this
section is placed on developing effective techniques for the detection of vertical
contraction and vertical extension.
Our first investigation is to employ the current state-of-the-art local feature
based algorithms for this task. Here, we use three well studied and widely used
facial features: Gabor [49], LBP [6] and SIFT [15]. For the matching score, we
compute the cosine similarity between two feature vectors. As is known, in both
vertical contraction and vertical extension, the aspect ratio between the width
and the height is changed. One intuitive method is to detect alterations through
measuring this aspect ratio. Based on this idea, we develop two methods for this
task: y-distance descriptor and triangle descriptor. Next, we give the details of
both techniques.
The y-distance descriptor is calculated on the geometrically normalized face
image, i.e., the image of size 240×320. Note that the coordinate of the midpoint of
the two eye centers is fixed, i.e., pm = (pmx, pmy) = (120, 144). We automatically
locate 15 landmarks on the face region using a publicly available tool known as
STASM [20, 62]. The 15 landmarks are shown by green stars in Figure 4.13
(a), while the red landmark is the fixed eye midpoint pm. Denote by pi =
(pix, piy) , i = 1, ..., 15, the 15 landmarks together with their coordinates, the y-
distance descriptor is a vector ydist = {yd1, ..., ydi, ..., yd15} with ydi computed
as follows:
ydi = piy − pmy (4.1)
The similarity score between two y-distance descriptors aydist = {ayd1, ..., aydi, ..., ayd15}
and bydist = {byd1, ..., bydi, ..., byd15} is calculated by
sc =
1
15
15∑
i=1
sc (i) (4.2)
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Figure 4.13: The 15 landmarks and 8 triangles for the y-distance and triangle
descriptors. (a) 15 landmarks; (b) 8 triangles.
where
sc(i) =
0
‖aydi−bydi‖
eyedist
> 1
1− ‖aydi−bydi‖
eyedist
otherwise
(4.3)
Recall that eyedist = 60, through the division by the distance between the two
eye centers, we can change the computed score into a normalized value. Here, we
compute only the y-distance (i.e., the distance along the vertical axis), not the
Euclidean distance (i.e., the distance along both the vertical and the horizontal
axes). The reason is for both vertical contraction and vertical extension, the
width keeps fixed, only the height gets changed. In other words, the x-distance
descriptor keeps unchanged before and after these two aspect ratio alterations.
The triangle descriptor is based on the idea of congruent triangles, thus is
calculated directly on the original image due to the scale-invariant property of
congruent triangles. Similarly, we locate the same 15 landmarks to those used for
computing the y-distance descriptor. With these 15 landmarks, we construct 8
triangles as shown in Figure 4.13 (b). For each triangle, we compute the radian
values of the three angles. Denote by trides = (tri1, ..., trii, ..., tri8) the triangle
descriptor, where trii represents the 3-angle vector of the ith triangle and trii =
[trii1; trii2; trii3]. Hence the dimension of the triangle descriptor is 3×8. The sim-
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ilarity score between two triangle descriptors atrides = (atri1, ..., atrii, ..., atri8)
and btrides = (btri1, ..., btrii, ..., btri8) is calculated as follows:
1) Calculate the discrepancy matrix tridist = atrides− btrides.
2) Compute the sum of the tridist over each column leading to a 8D vector
trisumd = {sumd1, ..., sumdi, ..., sumd8}.
3) The similarity score sc = 1
8
∑8
i=1
(
1− sumdi
3pi
)
.
The division by 3pi is for the score normalization.
Experimental settings. We use the No1s and No14s of the 118 subjects for
this experiment. The two aspect ratio alterations are performed on the No14s
with six different strengths p ∈ {0.10, 0.12, 0.14, 0.16, 0.18, 0.20}. Our task is a
binary classification problem. In particular, given two face images from the same
individual, our goal is to determine whether there are some alterations presented
on the second image in comparison with the first image. The performance evalu-
ation of the conventional local feature based methods and our proposed methods
is based on a set of no-alteration and with-alteration attempts. In a no-alteration
attempt, the No1 and the original No14 of the same individual are compared,
while in a with-alteration attempt, theNo1 and the alteredNo14 of the same indi-
vidual are compared. Thus, the number of both no-alteration and with-alteration
attempts is 118. A good algorithm should classify the two types of attempts as
correctly as possible. Here, we use EER as the performance indicator.
To compute the Gabor feature, we adopt five scales and eight orientations of
the Gabor filters. The final Gabor feature vector is obtained by concatenating
the responses at different pixels selected uniformly with a 10×10 down-sampling
rate. For extracting LBP features, we divide each image into non-overlapping
blocks of 8 × 8 size and extract 59-bin uniform LBP histograms for each block.
For the SIFT descriptor, we also divide the image into non-overlapping blocks of
16× 16 size, and compute a 128D SIFT descriptor for each block.
Experimental results. The results of using the conventional local feature based
methods are illustrated in Figure 4.14. For both vertical contraction and exten-
sion, the SIFT feature achieves much better performance than Gabor and LBP. In
particular, large strength vertical contraction can be detected effectively by SIFT,
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for example, with a strength p ∈ {0.14, 0.16, 0.18, 0.20}, the EERs are 3.814%,
2.119%, 1.271% and 0.424%, respectively. In comparison, SIFT leads to worse
performance when detecting vertical extension than handling vertical contrac-
tion, for example, the EERs corresponding to strength p = {0.14, 0.16, 0.18, 0.20}
are 19.068%, 14.407%, 12.712% and 11.017%. As shown in Figure 4.14, when an
alteration with a very low strength (e.g., vertical extension with p = 0.10) is pre-
sented on the face image, all the three methods fail to get a satisfied performance.
For example, with a vertical extension of strength 0.10, the EERs of Gabor, LBP
and SIFT are 38.136%, 33.475% and 27.966%, respectively. In addition, Gabor
and LBP can not even well detect alterations with large strengths.
Figure 4.15 illustrates the results of using the proposed y-distance and tri-
angle descriptors. For vertical contraction, y-distance achieves similar results to
SIFT. With a lower strength p = {0.10, 0.12}, y-distance even exceeds SIFT,
i.e., 7.627% and 4.661% of y-distance in comparison with 12.712% and 8.898%
of SIFT. Furthermore, the y-distance descriptor can also produce good per-
formance for detecting vertical extension, the EERs corresponding to strength
p = 0.14, 0.16, 0.18, 0.20 are 4.661%, 4.237%, 2.966% and 0.847%. In compar-
ison, the triangle descriptor leads to much worse performance than y-distance,
especially when dealing with alterations of high strength.
4.2.4 Conclusion
In this section, we introduce two categories of image alterations: unintentional
and intentional alterations. Further, we present a study of the effects of unin-
tentional alterations and digital beautification on face recognition accuracy. The
outcome of this study is that state-of-the-art algorithms are able to overcome lim-
ited digital alterations but are sensitive to more relevant modifications. Hence,
proper countermeasures are suggested to be taken to avoid storing digitally altered
photo in e-documents. Finally, we develop two facial descriptors (y-distance and
triangle descriptors) specially used for detecting aspect ratio alterations. The
comparison with three current state-of-the-art facial descriptors shows that y-
distance can effectively detect both vertical contraction and extension.
In the end, we suggest that authorities issuing e-documents, based on printed
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(a) Vertical contraction
(b) Vertical extension
Figure 4.14: The EERs of classification between no-alteration and with-alteration
attempts using conventional local feature based methods. (a) Vertical contrac-
tion; (b) Vertical extension.
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(a) Vertical contraction
(b) Vertical extension
Figure 4.15: The EERs of classification between no-alteration and with-alteration
attempts using our proposed y-distance and triangle descriptors. (a) Vertical
contraction; (b) Vertical extension.
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ID photos provided by citizens, carefully check these photos to detect intentional
or unintentional alterations. To this purpose the officer workstation could be
equipped with a software supporting the operator in comparing the scanned ver-
sion of the ID photo with the live acquired face image. Automatic face recognition
system (possibly based on both global and local features) could be used to issue
warning in case of low matching scores and a graphical superimposition of the
two face images could easily reveal to the officer the presence of alteration.
4.3 Structural Similarity based Image Quality
Map for Face Recognition across Plastic Surgery
Variations in the face appearance caused by plastic surgery on skin texture and
geometric structure, can impair the performance of most current face recogni-
tion systems. In this work, we proposed to use the Structural Similarity (SSIM)
quality map to detect and model variations due to plastic surgeries. In the pro-
posed framework, a SSIM index weighted multi-patch fusion scheme is developed,
where different weights are provided to different patches in accordance with the
degree to which each patch may be altered by surgeries. An important feature of
the proposed approach, also achieving performance comparable with the current
state-of-the-art, is that neither training process is needed nor any background
information from other datasets is required. Extensive experiments conducted
on a plastic surgery face database demonstrate the potential of SSIM map for
matching face images after surgeries.
4.3.1 Overview
Plastic surgery becomes worldwide nowadays due to the advanced surgical tech-
nologies and the affordable cost. By these medical procedures, people can correct
defects of a facial feature for functionality improvement or modify the appearance
for aesthetic improvement. Face recognition across plastic surgery was first intro-
duced to the biometric community by Singh et al. [78]. In the presented work, a
database of face images related to various types of plastic surgeries was publicly
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released. Moreover, various existing algorithms were tested on this database. The
significant performance degradation concluded that the current state-of-the-art
face recognition algorithms cannot provide good performance for matching faces
across plastic surgery.
To handle the challenges of face recognition after plastic surgery, Bhatt et al.
proposed an evolutionary granular approach to extract discriminative informa-
tion from non-disjoint face granules [14]. In [55], a recognition approach which
integrates information derived from local region analysis was proposed to address
this problem. Aggarwal et al. developed a sparse representation based local fa-
cial characteristic matching approach [5]. In the related work, a sequestered face
image set was used to fulfill the multiple image requirement of sparse representa-
tion approach. In [34], a fusion approach by combining information from both the
whole face and the ocular regions [68] was proposed to deal with the challenges
of matching faces across variations caused by plastic surgeries. Very recently, Liu
et al. employed an ensemble of Gabor Patch classifiers via Rank-Order list fusion
algorithm and achieved very promising results [50].
As presented in [78], both local and global surgeries may result in varying
amount of change in relative positioning of facial features and texture. Gener-
ally, the positions of these changed features and texture are unknown to a face
recognition algorithm. However, it would be of great use if the positions could
be extracted automatically. In such cases, we can less consider or ignore these
changed features and texture. In this work, we consider variations caused by
surgeries as a variety of distortions on the pre-surgery facial images. Further,
we shall attempt to exploit the quality information implicated in the pre- and
post-surgery images to detect and capture these variations.
An effective image quality tool to well model variations caused by surgeries
should interpret well the degradation of both texture and structural information.
In [89], an objective image quality metric based on the Structural Similarity
(SSIM) index was developed for localized quality measurement. Given a reference
image and its distorted version, through locally computing the SSIM index, this
technique can provide a spatially varing quality map of the distorted image,
which delivers much information about the quality degradation. In our work, we
consider the pre-surgery image as a reference image and the post-surgery image
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as a distorted one. Then the SSIM quality map between the two images can be
computed. Further, we employ this quality map in a patch level to control the
contribution of each patch to the final matching score.
In face identification on the plastic surgery database, given a probe image
y (post-surgery) and N gallery individuals (each with a pre-surgery image), the
SSIM map between y and each gallery image is first calculated. Next, we per-
form the matching between y and each gallery image using our proposed SSIM
index weighted multi-patch fusion scheme. In this scheme, the two images being
compared together with their SSIM map are first divided into the same number
of patches. When matching two corresponding patches, we calculate the mean
SSIM index of the corresponding SSIM map patch as the weight for controlling
the contribution of the patch to the final matching score. An intuitive motivation
for employing the mean SSIM index of each patch as the patch weight is that,
in the SSIM map of two images, the value of each pixel (SSIM index) represents
the structural similarity of the two image regions within a local window of the
corresponding pixel. By directly employing the SSIM index as the weight, we
can give less weights (smaller SSIM index values) to those changed features and
texture, and vice versa. After matching between y and the N gallery images, we
can get a total of N SSIM index weighted matching scores. The final class label
is the identity owing the highest matching score (similarity score).
The proposed approach employs the SSIM map to compute different weights
for different image patches in accordance with the degree to which each patch is
altered by surgeries. A significant advantage of the proposed approach is that
neither training process, nor any background information from other databases is
required. However, when matching faces of different individuals, for regions where
the two faces differ most, lower weights are also assigned. To study the effect of
our approach on genuine matching (comparing faces of the same person) and
impostor matching (comparing faces of different individuals), we shall illustrate
the score distributions. As it can be noticed from Figure 4.19, the overlap region
between the genuine and impostor distributions is reduced by the SSIM weighting.
To thoroughly evaluate our proposed framework, we perform face matching in
both a holistic manner and a component-wise manner. The proposed approach is
evaluated on the plastic surgery database introduced in [78]. With our proposed
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approach, a significant improvement in recognition performance is observed.
4.3.2 Related Work
To quantitatively measure the image quality, several metrics have been proposed.
The Structural Similarity (SSIM), proposed by Wang et al. [89], provides a
spatially varying quality map of the two images being compared. The resulting
measure allows to determine the location and degree of variations of the distorted
image.
SSIM provides meaningful comparisons across different types of image distor-
tions by separating the task of similarity measurement into three comparisons:
luminance, contrast and structure. Suppose x and y are two image signals, which
have been aligned with each other. The SSIM index between them is computed
as follows:
SSIM (x, y) =
(2µxµy + C1) (2σxy + C2)(
µ2x + µ
2
y + C1
) (
σ2x + σ
2
y + C2
) (4.4)
where µx and µy are the mean intensity values of signal x and y, while σx and
σy are their corresponding standard deviations. σxy is the correlation coefficient
between x and y. C1 and C2 are small positive constants used to avoid instability
when the denominator is very close to zero.
For image quality assessment, it is useful to apply the SSIM index locally
rather than globally. In [89], the local statistics µx, σx and σxy are calculated
within a 11 × 11 circular-symmetric Gaussian window, which moves pixel-by-
pixel over the whole image. At each step, the local statistics and SSIM index are
computed within the local window. If one of the image signals being compared is
regarded as perfect quality, then with such a windowing approach, a SSIM index
map of the other image can be obtained. In the SSIM map, the value of each pixel
is the SSIM index computed within the local window of the corresponding pixel.
The SSIM index map provides a measurement of local image quality over space,
in which the dynamic range of each pixel value is [−1, 1]. A pixel with value
close to 1 means less distortions in the neighborhood of the pixel, while a pixel
with a lower SSIM index value implies some variations or quality degradation
within the local region of the pixel are detected in the distorted image. A Matlab
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implementation of the SSIM index algorithm is available online [60].
4.3.3 SSIM for Face Recognition across Plastic Surgery
In the proposed framework, the pre-surgery image is regarded as perfect quality
and used for the gallery image in face identification, whereas the post-surgery im-
age is viewed as a distorted image and used as a probe image. Denote the number
of gallery individuals as N , that is we have a total of N gallery images. Given a
probe image with some variations caused by surgeries, our face identification task
aims to determine which gallery individual the probe image comes from. To get
the final classification, we need to first calculate the similarity score (matching
score) between the probe and each gallery image, and the identity owing the high-
est similarity score is the correct class label. Figure 4.16 illustrates our approach
of matching the probe with one gallery individual, which roughly consists of the
following two main steps: image alignment and SSIM index weighted multi-patch
fusion. After alignment of the probe and the gallery images according to the eye
centers, the SSIM map between the two images is computed. Next we divide the
two images as well as their SSIM map into the same number of patches of the
same size. The general idea of SSIM index weighted image matching is to employ
this quality map in a patch level to control the contribution of each patch to the
final matching score. The outline of using our approach for face identification
across plastic surgery is shown in Figure 4.17. Next we present details of the
main steps.
Image alignment. Images from the plastic surgery database are used in this
work. For each subject, there is one pre-surgery image and one post-surgery im-
age. All the images are of the same size 273×236 pixels. Like any other common
face recognition algorithms, we first need to locate some fiducial landmarks and
then normalize all the images according to the positions of these landmarks. Here,
we choose to use eye centers for face alignment. Considering that a number of
images in the plastic surgery database present some variations in the eye region
due to expressions and poses, we choose to use the four eye corners to determine
the eye centers. That is the mean position of the two left (right) eye corners
is computed as the position of the left (right) eye center. To locate eye corners
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Figure 4.16: Outline of the process to compute the reliability weight, for face
matching, from SSIM maps.
Figure 4.17: Outline of the process for face identification using SSIM-based image
matching.
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automatically, a publicly available tool known as STASM [20, 62] is employed.
After the location of eye centers, the distance between the eye centers is set as
60 pixels. Finally, all the images are normalized to the size of 160× 120.
SSIM index weighted multi-patch fusion. Given a pre-surgery image and a
post-surgery image, we regard the pre-surgery image as a reference image, whereas
the post-surgery image is viewed as a distorted image. Next the SSIM map of the
post-surgery image is computed using the approach outlined in Section 4.3.2. For
the parameters C1 and C2, we use the same values to those used in [89]. And the
standard deviation of the 11×11 circular-symmetric Gaussian weighting function
is set to 1.5. More details about how to calculate the SSIM map can be found in
[89].
Figure 4.18 shows some SSIM index maps corresponding to some pre- and
post-surgery image pairs. In the SSIM map, dark regions represent smaller SSIM
index and larger distortions, while bright regions mean larger structural similarity
and less quality degradation. As illustrated in Figure 4.18, after blepharoplasty
(eyelid surgery), pouches in both lower eyelid regions are nearly removed. Ob-
viously, the correspondig regions in the SSIM index map are darker than the
neighborhood regions. Similar results can also be found in images after rhino-
plasty (nose surgery) and lip augmentation. For global surgeries, we take laser
skin resurfacing as an example. After this surgery, the chin, cheek and mouth
regions present larger variations than other regions. Fortunately, these variations
are well reflected in the SSIM map. From Figure 4.18, we can see the effectiveness
of using SSIM index map to model both local and global variations caused by
plastic surgery when matching a genuine pair (i.e, where the identity of the probe
and gallery faces is the same).
Next we divide the two images as well as their corresponding SSIM index map
into n patches of the same size. Denote the n patches as {p1, p2, ..., pn}. For each
patch pi, feature extraction is then performed on the two images being compared.
After feature extraction, we can employ a classifier ci for each patch pi. Denote
the output of the classifier ci as sc
o
i , i.e. the matching score of the i
th patches of
the two images. In a conventional fusion scheme, the final matching score sco can
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Figure 4.18: The SSIM maps of some pre- and post-surgery image pairs.
be computed directly using the sum rule as follows.
sco =
∑
i∈1,...,n
scoi (4.5)
Note that this provides the same weights to all the patches. In our work, we
give different weights to different patches according to the degree of their quality
degradation. Specifically, the mean pixel value of each patch pi in the SSIM map
is calculated as the weight of the corresponding classifier ci. We represent the
weight of ci as wi, then in our SSIM index weighted multi-patch fusion scheme,
the final weighted matching score scw is calculate as follows.
scw =
∑
i∈1,...,n
wi × scoi (4.6)
As described in Section 4.3.2, the values of each pixel in the SSIM map locate in
a dynamic range of [−1, 1]. In other words, the calculated weights maybe smaller
than zero. This is not in accordance with our objective, in which regions with
large variations will be less considered or be ignored. There are two intuitive
solutions to this problem. One can either normalize all the pixel values to [0, 1]
or normalize all the patch weights to [0, 1]. However, our experiments on the
plastic surgery database show that both normalization solutions do not affect the
recognition performance significantly in contrast with the original might minus
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pixel values or weights. Thereby, in all our experiments later, we directly use the
original SSIM map for weight calculation.
Face identification using SSIM based patch fusion. As shown in Figure
4.17, given a probe image y and N gallery individuals, the SSIM maps of the
probe y and each of the N gallery images are first calculated. After this, we
can get a total of N SSIM maps. Next, SSIM index weighted multi-patch fusion
scheme can be employed to match y with each of the N gallery images. Finally,
we can get N SSIM index weighted matching scores {scw1, scw2, ..., scwN}. The
final classification is performed as follows:
identity(y) = argmax
j
{scwj} (4.7)
4.3.4 Analysis of SSIM Weighted Patch Fusion
The proposed approach employs the SSIM map in a patch level to provide different
weights to different patches in accordance with the degree to which each patch is
altered by surgeries. The advantages of the proposed approach are as follows:
1) Effectiveness for modeling variations caused by surgeries. Figure 4.18 well
illustrated this.
2) No training cost. our approach does not employ any training procedures.
3) No background information employed. Background information [91] or co-
hort information [61], is extracted on an additional background dataset.
Faces in the background dataset are disjoint by identity from the test faces.
As is known, in most existing literature related to recognition across plastic
surgery, a background dataset is collected to handle the problems caused
by insufficient gallery images of each individual [5, 50]. Note that in our
approach, we do not use any background information.
However, using our approach for matching faces of different individuals, also
the regions where the two faces differ most are given lower weights. Two SSIM
maps corresponding to two pre- and post-surgery impostor pairs (i.e., where the
identity of the probe and gallery faces is not the same) are shown in Figure 4.18.
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Figure 4.19: The score distributions of genuine and impostor before and after
using SSIM quality.
For both impostor pairs, the two faces differ from each other significantly around
the eye, nose and mouth regions. Even though these regions encode most of the
discriminative information in faces, the SSIM mapping assigns lower weights in
comparison with other regions, such as the forehead and cheek regions.
To well study the effect of the SSIM approach on genuine and impostor match-
ings, the two score distributions on the plastic surgery database are shown in Fig-
ure 4.19. The matching scores were computed on the entire faces by means of LBP
features [6]. The total number of genuine and impostor scores are respectively
N and N × (N − 1), in this case N = 784. More details about the experimen-
tal settings can be found in Section 4.3.5. The dashed plots correspond to the
distributions computed without using the SSIM map, while the solid plots cor-
respond to the distributions resulting from the SSIM weighting. After the SSIM
weighting, both the genuine and impostor scores decrease. Most importantly, the
overlap region between the genuine and impostor distributions is reduced after
the SSIM weighting.
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4.3.5 Experiments and Results
The proposed approach was tested on a plastic surgery database containing 1, 800
images of 900 subjects. These images were collected from plastic surgery informa-
tion websites, hence, many present a number of non-ideal factors such as duplicate
entries, incomplete faces and non-frontal faces. Similarly to the pre-selection pro-
cedure used in [34], we excluded images which show the above negative factors.
Finally, a dataset consisting of 1, 576 images from 784 subjects was selected, i.e.,
N = 784. In comparison with the evaluation schemes used in [78] which use
40% of the dataset for training and only the remaining 60% for testing, all our
experiments were performed on the whole dataset.
For feature extraction, we employ two widely used facial features LBP [6] and
Gabor [49]. In all our experiments, the size of each patch is set to be 8×8. When
extracting LBP features, for each of the (160÷ 8) × (120÷ 8) = 300 patches,
we extract a 59-bin uniform LBP histogram. To compute the Gabor feature, we
adopt five scales and eight orientations of the Gabor filters. After this, we can
get a 40-dimension Gabor jet for each pixel. Directly using Gabor jets from all
pixels in the 8 × 8 patch as the feature representation will result in a very large
dimension feature vector (64 × 40 = 2, 560), thus having a high computational
cost. To address this problem, we use responses at a smaller set of pixels selected
uniformly with a 8 × 8 down-sampling rate. The SSIM map is down-sampled
using the same down-sampling rate. The down-sampled responses have only
(160÷ 8)× (120÷ 8) = 300 pixels, each of which corresponds to a 40-dimension
Gabor jet. Here we use the down-sampled pixels to simulate the patches described
above, and use the 40-dimension Gabor jet at each down-sampled pixel as the
patch feature representation, thus having a much lower computational cost. For
the matching score, we compute the cosine similarity between the two descriptor
vectors.
To thoroughly validate the proposed approach, we perform face matching in
both a holistic manner and a component-wise manner. We shall first treat the
case of the holistic manner and return our discussion to the case of component-
wise manner later.
Holistic matching. The whole face image is divided into a number of the above
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Figure 4.20: The CMC plots illustrating the performance using holistic manner
with and without SSIM quality.
mentioned 8 × 8 patches. The accuracy is reported in terms of CMC curves.
Figure 4.20 shows the CMC curves for: (a) holistic LBP without SSIM quality;
(b) holistic LBP with SSIM quality; (c) holistic Gabor without SSIM quality;
(d) holistic Gabor with SSIM quality. As expected, when using LBP and Ga-
bor features in a holistic manner, SSIM weighted multi-patch fusion significantly
outperforms approaches without using SSIM quality information. The Rank-1
accuracies of these scenarios were observed to be: (a) 65.05%; (b) 73.85%; (c)
59.95%; (d) 69.52%; SSIM quality improves the Rank-1 accuracy of LBP fea-
ture about 8.80%, while with Gabor feature, we can get an increased accuracy of
almost 9.57%.
Component-wise matching. Seven facial regions are extracted, including:
forehead, leftocolar, rightocular, nose, leftcheek, right cheek and mouth. Figure
4.21 shows the seven components and their size. The remaining process, includ-
ing feature extraction and matching, is performed individually for each facial
component. For the component-wise approach, we perform experiments using
only LBP features. Figure 4.22 shows the individual CMC curves corresponding
to the seven components. As we can see that, the proposed approach improves
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Figure 4.21: The 7 components used in the component-wise matching mechanism
and their size.
the recognition accuracy significantly. The increased Rank-1 accuracy for all the
seven components is here listed: forehead (8.80%), leftocular (16.46%), rightoc-
ular (17.35%), nose (8.29%), leftcheek (15.95%), rightcheek (15.94%) and mouth
(3.57%).
Next we fuse the outputs of the seven component classifiers for the final de-
cision. Considering that matching faces using a component-wise manner might
lose some useful information of the whole face geometric structure, we automat-
ically locate 11 landmarks using STASM and construct 83 triangles using these
11 landmarks. For each triangle, we compute the radian values of the three an-
gles. Further, we concatenate the three radian values of all the triangles to form
a triangle descriptor representing the whole face geometric structure. Next the
cosine similarity of two triangle descriptors from two faces is calculated for the
geometric matching score. It is worth nothing that the triangle descriptor for
each face is computed on the original image instead of the aligned one due to
the scale-invariant property of congruent triangles. The 11 landmarks and the
83 triangles are illustrated in Figure 4.23. Finally, the rank-order list based fu-
sion scheme proposed in [50] is employed to generate the final rank-order list by
fusing the seven component classifiers and the triangle classifier. The weights
for the seven component classifiers and the triangle classifier are respectively:
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(a) Components: oculars and nose
(b) Components: forehead, cheeks and mouth
Figure 4.22: The CMC plots illustrating the performance of each individual com-
ponent using LBP as feature. (a) Components: oculars and nose; (b) Compo-
nents: forehead, cheeks and mouth.
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Figure 4.23: The 11 landmarks and 83 triangles for the calculation of the triangle
descriptor. (a) 11 landmarks; (b) 83 triangles.
forehead (2); leftocular (4); rightocular (4); nose (2.5); leftcheek (3); rightcheek
(3); mouth (3.5); triangle (4). The fusion results of component LBP features
and triangle classifier as well as the result of using only the triangle classifier
are illustrated in Figure 4.24. It can be observed that triangle descriptor shows
some useful information. With SSIM index, a significant improvement is achieved
in the component-wise manner. The Rank-1 accuracy increased from 69.13% to
77.55%.
Results on different individual plastic surgeries. We also report the effects
of different kinds of plastic surgical procedures on the Rank-1 identification rate.
We separately consider local and global surgeries in this experiment. Specifically,
for local surgical procedures, we select from the plastic surgery database Brow
lift, Blepharoplasty, Otoplasty and Rhinoplasty due to their large number of
samples and organize other local surgeries with few samples into one group. We
list the results of each of these surgeries as well as the average accuracy across all
these local surgeries. Similarly, we report both the performance of the individual
surgery and their average performance for global surgeries. However, in global
surgeries, there is solely face lift which includes sufficient number of surgeries.
Table 4.1 lists the results for: (a) holistic LBP; (b) component-wise LBP; (c)
holistic Gabor without SSIM quality. And the results of using our proposed SSIM
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Figure 4.24: The CMC plots illustrating the performance using component-wise
manner and solely triangle descriptor.
based patch fusion are shown in Table 4.2. As evaluated in the above experiments,
our proposed framework significantly outperforms those methods without SSIM
quality. For each of these three scenarios, we compute the increased accuracy of
the average accuracies of all the local surgeries: (a) 9.17%; (b) 12.00%; (c) 7.29%.
And the increased accuracies for the global surgeries are: (a) 8.36%; (b) 6.69%;
(c) 9.75%. Furthermore, from Table 4.2, we can see that our approach can lead
to much better performance when dealing with local surgeries than global ones.
Comparison with the state-of-the-art. Note that our experiments are per-
formed without exploiting any outside dataset for providing auxiliary information
[5, 50]. Hence, it is more reasonable to compare our approach with those exist-
ing approaches which do not use any cohort information. Table 4.3 shows the
comparison results. For each algorithm, we show not only the Rank-1 accuracy
but also whether it employs training and feature fusion or not. Furthermore,
the number of gallery subjects and probe images used in each algorithm is illus-
trated for a better comparison. In [34], 661 pre-surgery images from the plastic
surgery database and 568 images from the FRGC database [70] are used to form
the gallery set, while the query images are the corresponding 661 post-surgery
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Table 4.1: Effects of different plastic surgeries on Rank-1 accuracy for methods
without SSIM quality.
Type Surgery LBP-Holistic Gabor-Holistic LBP-Component
Local
Brow lift 68.63% 54.90% 66.67%%
Blepharoplasty 76.53% 65.31% 76.53%
Otoplasty 63.16% 61.40% 71.93%
Rhinoplasty 67.59% 60.00% 75.17%
Others 62.16% 59.46% 72.97%
All 68.24% 60.71% 73.65%
Global
Face lift 60.07% 58.66% 61.84%
Others 65.79% 60.53% 71.05%
All 61.28% 59.05% 63.79%
Table 4.2: Effects of different plastic surgeries on Rank-1 accuracy for methods
with SSIM quality.
Type Surgery LBP-Holistic Gabor-Holistic LBP-Component
Local
Brow lift 76.47% 64.71% 76.47%
Blepharoplasty 83.67% 77.55% 85.71%
Otoplasty 73.68% 80.70% 82.46%
Rhinoplasty 77.93% 68.97% 81.38%
Others 71.62% 72.97% 75.68%
All 77.41% 72.71% 80.94%
Global
Face lift 67.84% 65.02% 72.79%
Others 76.32% 68.42% 76.32%
All 69.64% 65.74% 73.54%
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Table 4.3: The Rank-1 accuracies of our approach and those of the existing
approaches on the plastic surgery database.
Algorithms Rank-1 Training Fusion # gallerys # probes
GNN
[77, 78]
54.20% yes no 540 540
Verilook 3.2
[34]
73.90% no no
661PS +
568FRGC
661
Our approach
(LBP)
77.55% no no 784 784
Evolutionary
granular [14])
78.61% yes yes 540 540
Verilook 3.2 +
Ocular [34]
81.50% no yes
661PS +
568FRGC
661
images. Verilook 3.2 is a commercial software from Neurotechnology [64]. From
these results, we can see the effectiveness of our approach for face recognition
across plastic surgery.
4.3.6 Conclusion
In this work, we introduced SSIM index weighted multi-patch fusion to face recog-
nition across plastic surgery. Experimental results on the plastic surgery database
highlight the effectiveness of our approach. In comparison with the existing ap-
proaches, neither training process is needed nor any background information is
required. The good potential of SSIM quality map for face recognition after
plastic surgery can be seen through our work.
4.4 Summary
In this section, we presented two categories of alterations: unintentional and in-
tentional alterations. Further, we studied the impact of unintentional geometric
alterations and intentional digital beautification of face photos on face recog-
nition accuracy. From the experimental results, we found that state-of-the-art
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algorithms are able to overcome limited digital alterations but are sensitive to
more relevant modifications. In addition, we developed two facial descriptors
specially used for detecting aspect ratio alterations. Finally, we presented an
effective algorithm for face recognition across plastic surgery. The proposed ap-
proach used the Structural Similarity quality map to detect and model variations
caused by surgeries. Extensive experiments conducted on a plastic surgery face
database demonstrated the potential of SSIM map for matching face images after
surgeries.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
The thesis investigated cohort score normalization, which aims to post-process
the matching score using information from cohort samples, as means to improve
the robustness of face recognition under challenging environments. In particular,
we introduced cohort normalization to sparse presentation based undersampled
face identification. We further presented a novel and effective cohort normal-
ization approach specifically for unconstrained face pair matching. Experiments
performed on several well known face databases show the effectiveness of cohort
score normalization on measuring the degradation effect under challenging envi-
ronments.
Furthermore, we advanced the state-of-the-art in cohort score normalization
by providing a better understanding of the cohort behavior. By focusing on how
to organize a good cohort set for face recognition, we investigated the impact
of cohort sets of different sizes and cohort samples of different quality on the
cohort normalization performance. In particular, we found that bigger cohort
set size usually gives more stable and often better results to a point before the
performance saturates. And cohort samples with different quality indeed produce
different cohort normalization performance. Generally, using cohort samples of
good quality can lead to much better performance the using bad cohort samples.
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Face recognition across alteration is a very challenging problem for current
face recognition algorithms. Alterations can be produced both unintentionally
(e.g., by the acquisition or printing device) or intentionally (e.g., digital beautifi-
cation or plastic surgery). In this thesis, we studied the impact of unintentional
geometric alterations and intentional digital beautification of face photos on face
recognition accuracy. From the experimental results, we found that state-of-the-
art algorithms are able to overcome limited digital alterations but are sensitive
to more relevant modifications. Furthermore, we developed two facial descriptors
specially used for detecting aspect ratio alterations. Finally, we presented an
effective algorithm for face recognition across plastic surgery. The proposed ap-
proach used the Structural Similarity quality map to detect and model variations
caused by surgeries. Extensive experiments conducted on a plastic surgery face
database demonstrated the potential of SSIM map for matching face images after
surgeries.
5.2 Future Work
As biometric systems are expected to operate under challenging conditions, co-
hort normalization certainly offers an option to render the system more robust.
As a future work, we would perform cohort normalization in a part-based manner,
i.e., not focusing on the whole face recognition problem, but operating with image
patches or facial parts. As shown in this work, cohort normalization can bring
sparse representation based approach much robustness against various forms of
degradation factors for undersampled face recognition. One interesting applica-
tion of cohort score normalization might be face recognition from a single image
per person.
In this work, we investigated the cohort behavior using polynomial regression
based cohort normalization methods for the discriminative information, thus fo-
cusing on the discriminative cohort behavior. In the literature, there is much
work focusing on organizing an additional cohort set and exploiting useful in-
formation as prior knowledge from these cohort samples. However, researchers
try to exploit not only discriminative information but also some other helpful
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information such as identity and representative information from cohort samples.
Thereby, it is interesting to get a thorough understanding of cohort behavior by
using different cohort normalization approaches.
The good potential of SSIM quality map for face recognition after plastic
surgery has been shown in our work. However, there are still several issues de-
serving more study on this direction.
1) Demand for more discriminative weights. The SSIM weighting can induce
lower weights for regions where two different faces differ most. Hence, it
is important to change the SSIM weights to make those regions more dis-
criminative. A function may be learned mapping the SSIM weights to more
discriminative values.
2) Extraction of holistic geometric information. For some plastic surgeries
modifying the skin texture such as skin resurfacing and rhytidectomy, the
geometric structure of the whole face will be of great importance. For in-
stance, in our approach, the use of the triangle descriptor might be improved
by employing more landmarks located in the outline of the face.
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