Abstract. In the context of Free Probability Theory, we study two di¤erent constructions that provide new examples of factors of type II 1 with prescribed countable fundamental group. First we investigate state-preserving group actions on the almost periodic free Araki-Woods factors satisfying both a condition of mixing and a condition of free malleability in the sense of Popa. Typical examples are given by the free Bogoliubov shifts.
Introduction
Popa introduced in [21] , [22] , [24] the following remarkable concept: a state-preserving action s of a group G on a von Neumann algebra ðN; jÞ is said to be malleable if there exists a continuous action a : R ! AutðN n N; j n jÞ which commutes with the diagonal action ðs g n s g Þ and such that a 1 ða n 1Þ ¼ 1 n a, for any a A N. It is said to be smalleable if there moreover exists an automorphism b of ðN n N; j n jÞ commuting with ðs g n s g Þ such that ba t ¼ a Àt b for all t A R and bða n 1Þ ¼ a n 1 for all a A N and such that b has period 2: b 2 ¼ id. Typical examples of such actions are given by the commutative Bernoulli shifts. The remarkable idea of Popa was to combine this deformation property of the action with a rigidity property, namely the relative property (T) of Kazhdan and Margulis ([18] , [19] ) of the group. Using this ''tension'' between deformation and rigidity, Popa solved longstanding problems in the theory of von Neumann algebras. We refer to the papers of Popa and his coauthors [16] , [20] , [21] , [22] , [23] , [24] , [25] , and to Vaes' Bourbaki Seminar [34] for the stunning applications of these deformation/rigidity phenomena.
In the context of Free Probability Theory, Popa introduced another notion of malleability where the free product naturally replaces the tensor product. Definition 1.1 (Popa, [24] ). Let G be a countable discrete group. Let s be a statepreserving action of G on the von Neumann algebra ðN; jÞ.
The action is said to be malleable if there exists a continuous action a : R ! AutðN Ã N; j Ã jÞ which commutes with the diagonal action ðs g Ã s g Þ and such that a 1 ða Ã 1Þ ¼ 1 Ã a, Ea A N.
It is said to be s-malleable if there moreover exists a period 2 automorphism b of ðN Ã N; j Ã jÞ commuting with ðs g Ã s g Þ such that ba t ¼ a Àt b for all t A R and N Ã C H ðN Ã NÞ b .
Important convention. In the rest of this paper, the notion of malleability or smalleability will always be taken in the sense of Definition 1.1, i.e. in the ''free'' sense.
We introduce the following important notation: Notation 1.2. Let ðN; jÞ be a von Neumann algebra endowed with a faithful normal state, N j denotes the centralizer of the state j. We set N m C ¼ N X kerðjÞ. More generally, let B H N be a von Neumann subalgebra globally invariant under the modular group ðs j t Þ; if E B : N ! B denotes the unique state-preserving conditional expectation, we set N m B ¼ N X ker E B .
In the context of free probability, we present, for a state-preserving group action, a stronger mixing property than the usual one. Definition 1.3. Let G be a countable discrete group. Let s be a state-preserving action on the von Neumann algebra ðN; jÞ. The action is said to be freely mixing if for all n A N Ã , x 1 ; . . . ; x n ; y 0 ; y 1 ; . . . ; y n A N m C, except possibly y 0 and/or y n are equal to 1, we have lim g 1 ;...; g n !y j À y 0 s g 1 ðx 1 Þy 1 Á Á Á s g n ðx n Þy n Á ¼ 0:
Obviously, a freely mixing action is strongly mixing. We shall show (see Section 3) that free Bernoulli actions and free Bogoliubov shifts on the almost periodic free ArakiWoods factors are typical examples of (s-)malleable, freely mixing actions. Terminology 1.4. A w-rigid group G is a group that admits an infinite normal subgroup H, such that the pair ðG; HÞ has the relative property (T) of Kazhdan and Margulis [18] , [19] . The example par excellence of such a pair is ðG; HÞ ¼ À Z 2 z SLð2; ZÞ; Z 2 Á . Other examples include ðZ 2 z G; Z 2 Þ where G is any nonamenable subgroup of SLð2; ZÞ acting on Z 2 by its given embedding in SLð2; ZÞ (see [2] , [28] ). Of course, any group G with the property (T) is w-rigid.
In this paper, we present two di¤erent constructions that produce new examples of type II 1 factors with a prescribed countable fundamental group. Remind that for a type II 1 factor M, the fundamental group of M is defined as follows:
FðMÞ :¼ ftðpÞ=tðqÞ : pMp F qMqg; where p, q are projections in M. The first construction is based on a crossed product. In [21] , we remind that Popa proved several results of intertwining of rigid subalgebras in crossed products. Using the so-called Connes-Størmer Bernoulli shifts, he constructed actions of ICC w-rigid groups on the hyperfinite type II 1 factor R such that the associated crossed products have prescribed countable fundamental group. We prove an analogue of this result with LðF y Þ instead of R. The type II 1 factor LðF y Þ appears naturally as the centralizer of the free quasi-free state for the almost periodic free Araki-Woods factors. We obtain the following result: Theorem 1.5. Let S H R Ã þ be a countable subgroup. Let G be an ICC w-rigid group. Assume that F À LðGÞ Á ¼ f1g. Then, there exists an action of G on the type II 1 factor LðF y Þ such that the crossed product LðF y Þ z G is a type II 1 factor with fundamental group equal to S.
The typical example of a group G satisfying the conditions of Theorem 1.5, is G ¼ Z 2 z SLð2; ZÞ [23] . Once again, the actions considered in Theorem 1.5 are concrete: they are the free Bogoliubov shifts.
The second construction is based on a free product. In [16] , among other remarkable results, Ioana, Peterson and Popa gave several examples of type II 1 factors with a prescribed fundamental group using the free product construction in the tracial case. We shall generalize some of their techniques to the almost periodic case. For ðA; cÞ, a von Neumann algebra endowed with an almost periodic faithful normal state, denote by SpðA; cÞ the point spectrum of c and by G SpðA; cÞ H R Ã þ the subgroup generated by SpðA; cÞ. We obtain the following (see Theorem 5.10 for a more general version): Theorem 1.6. Let G be an ICC w-rigid group such that F À LðGÞ Á ¼ f1g. Let ðA; cÞ be a von Neumann algebra endowed with an almost periodic state such that the centralizer A c has the Haagerup property. Write M ¼ À LðGÞ Ã A Á tÃc . Then M is a type II 1 factor and its fundamental group is G SpðA; cÞ .
Many examples of such von Neumann algebra A do exist: amenable von Neumann algebras endowed with a faithful normal almost periodic state, almost periodic free ArakiWoods factors with their free quasi-free state, but also all the free products studied by Dykema in [8] .
This paper is organized as follows. Section 2 is devoted to a few preliminaries. In Section 3, we give the main examples of s-malleable freely mixing actions on these factors. In Section 4, we show some technical results about the intertwining of subalgebras. At last, in Section 5 we use the deformation/rigidity strategy ''à la'' Popa to prove Theorems 1.5 and 1.6. The Appendix is devoted to prove some well known facts about the polar decomposition of a vector. Notation 1.7. Throughout this paper, we shall use the following notation: G is any countable discrete group and ðN; jÞ is any von Neumann algebra endowed with a faithful normal almost periodic state [6] . Any group action is always assumed to be state-preserving. Any von Neumann algebra N is always assumed to have separable predual. Any state, conditional expectation is assumed to be normal and faithful. If ðM; jÞ, ðN; cÞ are von Neumann algebras endowed with states, whenever we write ðM; jÞ G ðN; cÞ, we mean that there exists a Ã-isomorphism y : M ! N such that c y ¼ j. For n A N Ã and a von Neumann algebra M, we set M n ¼ M n ðCÞ n M. The canonical normalized trace on M n ðCÞ is usually denoted by tr n .
We mention that recently, Popa and Vaes [26] proved the existence of free ergodic measure-preserving actions of F y on the standard non-atomic probability space ðX ; mÞ whose type II 1 factors and orbit equivalence relations have prescribed fundamental group in a large class S of subgroups of R Ã þ that contains all countable subgroups and many uncountable subgroups. In particular, they obtained the first examples of separable type II 1 factors and orbit equivalence relations with uncountable fundamental group di¤erent from R Ã þ .
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Preliminaries
2.1. Von Neumann algebras endowed with almost periodic states. Most of the time, the von Neumann algebra ðM; jÞ will be assumed to have a faithful normal almost periodic state j. We regard M H B À L 2 ðM; jÞ Á through the GNS construction. We denote bŷ Á Á : M ! L 2 ðM; jÞ the canonical embedding. Let S 0 j be the antilinear operator defined by
Thanks to Tomita-Takesaki theory, S 0 j is closable and we denote by S j its closure. Write
j for its polar decomposition. The modular automorphism group ðs j t Þ of M w.r.t. the state j is defined by s
Moreover, note that L 2 ðM; jÞ comes naturally equipped with a structure of M-M bimodule:
In the sequel, we shall simply write xx and xx instead of x Á x and x Á x.
Denote by SpðM; jÞ the point spectrum of the modular operator D j . For g A SpðM; jÞ, denote by M g the vector subspace of M of all g-eigenvectors for j, i.e.
Denote by M alg ¼ spanfM g : g A SpðM; jÞg, the linear span of the M g 's. It is clear that M alg is a unital Ã-subalgebra of M. Since the state j is assumed to be almost periodic, M alg is s-weakly dense in M. We can also write:
It is straightforward to check that if g A SpðM; jÞ and x A L 2 ðM g Þ, then for any
The L 2 -norm w.r.t. the state j, simply denoted by k Á k 2 , is defined as follows:
Remind that the topology given by the norm k Á k 2 coincides with the strong topology on bounded sets of M.
The operator L a is always bounded and kL a k ¼ kak.
a a 7 ! c ab ab:
One must pay attention to the fact that the operator R b is unbounded in general. However, if b A M g for some g A SpðM; jÞ, the Tomita-Takesaki theory claims that
We refer for example to [33] , Lemma VIII.3.18, for further details. Consequently, in this case, R b is bounded and kR b k ¼ g À1=2 kbk. Thus, for any x; z A M, and for any y A M g , we have
We shall repeatedly use this inequality in the sequel. 
The basic construction comes equipped with a canonical normal semifinite faithful weight j j B which satisfiesĵ j B ðxe B yÞ ¼ jðxyÞ; Ex; y A N:
It can be checked thatĵ j B is also almost periodic and SpðhN; e B i;ĵ j B Þ ¼ SpðN; jÞ.
Let ðB; tÞ be any finite von Neumann algebra endowed with a faithful normal trace t. Let K be a right B-module. Denote by B 0 the commutant of B on K, i.e. B 0 consists of the operators T A BðKÞ that commute with the right module action of B. One can construct a faithful semifinite normal positive linear map The positive self-adjoint operator E 0 ð1 B 0 Þ a‰liated with the center ZðBÞ provides a complete invariant for right B-modules. It should be noted here that the right B-module K is finitely generated, i.e. of the form pL 2 ðBÞ ln for some projection p A M n ðCÞ n B, i¤ E 0 ð1 B 0 Þ is bounded. In that case, E 0 ð1 B 0 Þ ¼ ðtr n n E ZðBÞ ÞðpÞ. Write Tr ¼ t E 0 . It follows that Tr is a faithful semifinite normal trace on B 0 . If Trð1 B 0 Þ < y, we shall say that the right B-module K is of finite trace over B. Thus, E 0 ð1 B 0 Þ is not bounded a priori but is t-integrable. This implies that E 0 ð1 B 0 Þz is bounded for projections z A ZðBÞ with trace arbitrary close to 1. So, we have the following lemma: Lemma 2.1. Let K be a right B-module of finite trace over B. Then, for any e > 0, there exists a projection z A ZðBÞ with tð1 À zÞ e e, and such that the right B-module Kz is finitely generated over B.
Let's come back to the basic construction for the inclusion B H N, and assume now that B H N j . We observe that the restriction of j to B defines a tracial state and 
Note that for any x A H R , kxk U ¼ kxk; also, for any x; h A H R , <ðhx; hi U Þ ¼ hx; hi. We refer to [32] for the main properties of this inner product. Denote by H the completion of H C for this new inner product. Introduce now the full Fock space of H:
The unit vector W is called vacuum vector. For any x A H, we have the left creation operator lðxÞ : FðHÞ ! FðHÞ :
For any x A H, we denote by sðxÞ the real part of lðxÞ given by
The crucial result of Voiculescu [37] claims that the distribution of the operator sðxÞ w.r.t. the vacuum vector state j U ðxÞ ¼ hxW; Wi U is the semicircular law of Wigner supported on the interval ½Àkxk; kxk.
Definition 2.2 (Shlyakhtenko, [32] ). Let ðU t Þ be an orthogonal representation of R on the real Hilbert space H R ðdim H R f 2Þ. The free Araki-Woods factor associated with H R and ðU t Þ, denoted by GðH R ; U t Þ 00 , is defined by
The vector state j U ðxÞ ¼ hxW; Wi U is called the free quasi-free state.
The free Araki-Woods factors provided many new examples of full factors of type III [1] , [7] , [29] . We can summarize some of their general properties in the following theorem (see also Vaes' Bourbaki seminar [35] ): Theorem 2.3 (Shlyakhtenko, [29] , [30] , [31] , [32] ). Let ðU t Þ be an orthogonal representation of R on the real Hilbert space H R with dim H R f 2. Denote by N ¼ GðH R ; U t Þ 00 .
(1) N is of type II 1 i¤ U t ¼ id for every t A R.
(2) N is of type III l ð0 < l < 1Þ i¤ ðU t Þ is periodic of period 2p jlog lj .
(3) N is of type III 1 in the other cases.
(4) If ðU t Þ is almost periodic, then j U is an almost periodic state.
Remark 2.4 ([32]
). Explicitly the value of j U on a word in sðh i Þ is given by
for n even and is zero otherwise. Here NCð2pÞ stands for all the noncrossing pairings of f1; . . . ; 2pg, i.e. pairings for which whenever a < b < c < d, and a, c are in the same class, then b, d are not in the same class. The total number of such pairings is given by the p-th Catalan number
In the almost periodic case, using a powerful tool called the matricial model, Shlyakhtenko obtained the following remarkable result: Theorem 2.5 (Shlyakhtenko, [29] , [32] ). Let ðU t Þ be a nontrivial almost periodic orthogonal representation of R on the real Hilbert space H R with dim H R f 2. Let A be the infinitesimal generator of ðU t Þ on H C , the complexified Hilbert space of H R . Denote by N ¼ GðH R ; U t Þ 00 . Let G H R Ã þ be the subgroup generated by the point spectrum of A. Then, N only depends on G up to state-preserving isomorphisms.
Conversely, the group G coincides with the Sd invariant of the factor N. Consequently, Sd completely classifies the almost periodic free Araki-Woods factors. Moreover, the centralizer of the free quasi-free state j U is isomorphic to the type II 1 factor LðF y Þ.
Let K R be an infinite dimensional separable real Hilbert space, and let 0 < l < 1. We define on K R l K R the following one-parameter family of orthogonal transformations: 
2.4. Haagerup property for groups and finite von Neumann algebras. Remind that a countable group G is said to have the Haagerup property if there exists a sequence ðj n Þ of normalized (i.e. j n ð1Þ ¼ 1, En A N) positive definite functions on G such that each j n vanishes at infinity and lim n!y j n ðgÞ ¼ 1, Eg A G. This property was proven by Haagerup in [12] for the free groups F n , 2 e n e y. Other examples include SLð2; ZÞ, and more generally SLð2; FÞ for any number field F (see [3] for a more comprehensive list of groups with the Haagerup property).
This notion can be extended to finite von Neumann algebras. Let ðN; tÞ be a finite von Neumann algebra. Let f : N ! N be a completely positive map, and assume that there exists c > 0 such that t f e ct. Let T f be the linear operator on L 2 ðN; tÞ defined by
We can check that T f is bounded and precisely kT f k e ckfð1Þk. We have the following definition:
Definition 2.8 (Choda, [4] ). Let N be a finite von Neumann algebra. The von Neumann algebra N is said to have the Haagerup property if there exist a faithful normal trace t on N and a sequence of normal completely positive maps f n : N ! N such that:
(1) t f n e t, f n ð1Þ e 1, En A N.
(2) The corresponding operator T f n on L 2 ðN; tÞ is compact, En A N.
It was shown by Jolissaint in [17] that this property does not depend on the faithful normal trace on N, i.e. if N has the Haagerup property, then for any faithful normal trace t on N, there exists a sequence ðf n Þ of completely positive maps f n : N ! N such that conditions (1)- (3) are satisfied. It was proven in [4] that a group G has the Haagerup property i¤ LðGÞ has. If N has the Haagerup property, and p is a nonzero projection in N, then pNp has the Haagerup property.
Any amenable finite von Neumann algebra has the Haagerup property. Moreover, any interpolated free group factor LðF t Þ ð1 < t e yÞ has the Haagerup property [9] , [27] .
2.5. Relative property (T) for groups and finite von Neumann algebras. Let G be a countable discrete group and let H H G be a subgroup. The pair ðG; HÞ is said to have the relative property (T) if one of the following equivalent conditions is satisfied [13] :
Any unitary representation p of G which has almost invariant vectors, has a nonzero H-invariant vector.
Whenever a sequence ðj n Þ of normalized, positive definite functions on G converges to 1, then it converges to 1 uniformly on H.
A group G has property (T) if the pair ðG; GÞ has the relative property (T). As we mentioned in the introduction, the pair À Z 2 z SLð2; ZÞ; Z 2 Á has the relative property (T), and more generally the pair ðZ 2 z G; Z 2 Þ has the relative property (T), for any nonamenable subgroup G H SLð2; ZÞ (see [2] , [28] ). Other examples were given by Valette [36] and Fernó s [10] . Remind that SLðn; ZÞ has property (T), for every n f 3. Clearly, relative property (T) is an obstruction to the Haagerup property; more precisely if the group G contains an infinite subgroup H with the relative property (T), then G cannot have the Haagerup property.
Property (T) was defined by Connes and Jones in [5] for type II 1 factors. More generally, in [23] , Popa defined the relative property (T) for inclusions of finite von Neumann algebras. It naturally involves the language of correspondences and completely positive maps.
Terminology 2.9. Let ðP; tÞ be a finite von Neumann algebra endowed with a faithful normal trace. Let H be a P-P bimodule. Let ðx n Þ be a sequence of unit vectors in H. We say that:
ðx n Þ is almost t-tracial if khÁx n ; x n i À tk ! 0 and khx n Á; x n i À tk ! 0.
Let Q H P be a von Neumann subalgebra. A unit vector x A H is said to be Q-central if xx ¼ xx, Ex A Q. Definition 2.10 (Popa, [23] ). Let P be a finite von Neumann algebra. Let Q H P be a von Neumann subalgebra. Denote by ðQÞ 1 the unit ball of Q (w.r.t. the operator norm). The inclusion Q H P is said to be rigid or to have the relative property (T) if one of the following equivalent conditions holds:
(1) There exists a faithful normal trace t on P, such that for any P-P bimodule H, if H contains a sequence of almost central, almost t-tracial vectors, then it contains a sequence of Q-central, almost t-tracial vectors.
(2) There exists a faithful normal trace t on P, such that for any sequence ðf n Þ of normal completely positive maps f n : P ! P, such that for any n A N, f n ð1Þ e 1, t f n e t, the following holds true:
If Ex A P; kf n ðxÞ À xk 2 ! 0; then sup x A ðQÞ 1 kf n ðxÞ À xk 2 ! 0: (1) above is satisfied for any faithful normal trace t on P.
(4) Condition (2) above is satisfied for any faithful normal trace t on P.
The von Neumann algebra P is said to have property (T) if the inclusion P H P is rigid.
It was proven in [23] that the pair ðG; HÞ has the relative property (T) i¤ the inclusion LðHÞ H LðGÞ is rigid. This notion of rigid inclusion behaves well w.r.t. compressions. Namely, take q A Q a nonzero projection. If the inclusion Q H P is rigid, then the inclusion qQq H qPq is rigid [23] . Finally, we remind the following theorem which will be needed in Section 5: for finite von Neumann algebras, relative property (T) is an obstruction to Haagerup property. Theorem 2.11 (Popa, [23] ). Let P, Q be finite von Neumann algebras. Assume that Q is di¤use and Q H P is a rigid inclusion. Then P cannot have the Haagerup property.
3. Main examples of (s-)malleable freely mixing actions 3.1. Bogoliubov shifts on the almost periodic free Araki-Woods factors. Let G be any countable discrete group, let H R be a separable real Hilbert space of infinite dimension. Let p : G ! OðH R Þ be an orthogonal representation. Let ðU t Þ be an almost periodic orthogonal representation of R on H R and denote by ðN; jÞ ¼ À GðH R ; U t Þ 00 ; j U Á the associated free Araki-Woods factor. We shall always assume that p and ðU t Þ commute. Remind that the representation p is said to be C 0 , if for any x; h A H R , hpðgÞx; hi ! 0, as g ! y. The following construction gives an example where p and ðU t Þ commute.
It is clear that the representations p and ðU G t Þ commute. Note that if the representation r is C 0 , then p is C 0 .
Denote by H C the complexified Hilbert space of H R . The complexified representations are still denoted by p and ðU t Þ. Denote by A the infinitesimal generator of ðU t Þ on H C :
By functional calculus, we know that the (unbounded) operator A is a‰liated with the von Neumann algebra pðGÞ 0 . Thus the (bounded) operator 2 1 þ A À1 belongs to pðGÞ 0 . Consequently, for any g A G and any x; h A H C , we have Proof. From [32] , we know that GðH R l H R ; U t l U t Þ 00 G ðN; jÞ Ã ðN; jÞ. Consider on the real Hilbert space H R l H R , the following family of orthogonal elements:
It is clearly an orthogonal representation of R on H R l H R . Consider now the canonical action ða t Þ on ðN; jÞ Ã ðN; jÞ associated with ðV t Þ:
We can easily see that ðV t Þ commutes with ðU s l U s Þ and with p l p; consequently, the action ða t Þ is j Ã j-preserving and commutes with the diagonal action ðs g Ã s g Þ. Moreover, a 1 ða Ã 1Þ ¼ 1 Ã a, for every a A N. At last, consider the automorphism b defined on ðN; jÞ Ã ðN; jÞ by
It is straightforward to check that b commutes with the diagonal action ðs g Ã s g Þ, b 2 ¼ Id, ðN Ã CÞ H ðN Ã NÞ b , and ba t ¼ a Àt b, Et A R. We are done. r Proposition 3.3. The action ðs g Þ is freely mixing for the state j if and only if the representation p is C 0 .
Proof. Assume first that ðs g Þ is freely mixing. Define x ¼ sðxÞ, y ¼ sðhÞ for x; h A H R . We know that jðxÞ ¼ jðyÞ ¼ 0. Moreover, we have
Consequently, hpðgÞx; hi ! 0, as g ! y and the representation p is C 0 .
Conversely, assume now that the representation p is C 0 . We have to prove that for any n A N Ã , and for any x 1 ; . . . ; x n ; y 0 ; . . . ; y n A N m C, except possibly y 0 and/or y n are equal to 1,
It su‰ces to show this property for x i and y j words in sðh i Þ. For 1 e i e n and 0 e j e n, take
Þ;
Then for any 1 e i e n and any g 1 ; . . . ; g n A G,
For 1 e i e n and 0 e j e n, define
We will use the following identification:
If m is odd, there is nothing to prove. If m is even, then from Equation (2), we know that
where the letter h stands for h or pðgÞx. Let n ¼ ðfb i ; g i gÞ A NCðmÞ. Write z 2iÀ1 ¼ x i , z 2j ¼ y j , for i A f1; . . . ; ng, j A f0; . . . ; ng.
(a) Either there exist for the noncrossing pairing n, some i A f1; . . . ; ng, j A f0; . . . ; ng, p A K 2iÀ1 , and q A K 2j such that p, q are in the same class. Thus, the inner product
(b) Or for any p; q A f1; . . . ; mg, if p, q are in the same class, then it means that nec-
Then there must exist a maximal r f 1 and integers 0 e k 1 < Á Á Á < k r e 2n, such that when one restricts the noncrossing pairing n to the subsets K k 1 ; . . . ; K k r , one still has a noncrossing pairing on each of those subsets. Now if we sum up over all the noncrossing pairings n 0 of f1; . . . ; mg such that n 0 and n agree on f1; . . . ; mgnðK k 1 t Á Á Á t K k r Þ, and n 0 can be any noncrossing pairing on each of the subsets K k 1 ; . . . ; K k r , we obtain
with the constant C given by
where n c denotes the restriction of n on f1; . . . ; mgnðK k 1 t Á Á Á t K k r Þ and m 0 is the cardinality of f1; . . . ; mgnðK k 1 t Á Á Á t K k r Þ. By choice of x i , y j , we have jðz
so that the sum in Equation (5) is 0.
Finally if we sum up over all the noncrossing pairings, according to (a) and (b), we are done. r For further applications (see Section 5), we shall always take p ¼ l G the left regular representation of G which is C 0 as soon as the group G is infinite. 
The action s extends to the whole von Neumann algebra M and is called the free Bernoulli shift with base ðN; jÞ. The action s is obviously F-preserving. Proof. For h A G, denote as usual N h m C ¼ N h X kerðFÞ. We have to prove that for any n A N Ã , x 1 ; . . . ; x n ; y 0 ; . . . ; y n A M m C, except possibly y 0 and/or y n are equal to 1,
Actually, it su‰ces to show this property for x i and y j of the form
with 1 e i e n, 0 e j e n and For any g 1 ; . . . ; g n A G, we have
With all these notations, it is clear now that for any g 1 ; . . . ; g n A G large enough, the ðg i Þ À1 h i p 's are pairwise distinct from the k j q 's. In particular, using the freeness property of the state F, for any g 1 ; . . . ; g n A G large enough, we get
an almost periodic free ArakiWoods factor. Then, the associated free Bernoulli shift is s-malleable.
Proof. To check that the free Bernoulli action is s-malleable, it su‰ces to produce an action ða t Þ of R on ðN; jÞ Ã ðN; jÞ and a period 2 automorphism b of ðN; jÞ Ã ðN; jÞ such that all the conditions of Definition 1.1 are satisfied. One can then take the infinite free product of these ða t Þ and b. But, we have already proven this property in Proposition 3.2. r Proof. Exactly in the same way, to check that the free Bernoulli action is malleable, it su‰ces to produce an action ða t Þ of R on À M n ðCÞ; o Á Ã À M n ðCÞ; o Á such that a 1 ða Ã 1Þ ¼ 1 Ã a, Ea A M n ðCÞ. Dykema proved in [8] , among other results, that the centralizer À M n ðCÞ Ã M n ðCÞ Á oÃo is the type II 1 factor LðF y Þ. We should mention that we obtained in [14] classification results for some of these free products using free ArakiWoods factors of Shlyakhtenko.
Denote by ðe ij Þ for i; j A f0; . . . ; n À 1g a system of matrix units in M n ðCÞ. Prove the following lemma: Lemma 3.7. Let ðP; cÞ be a von Neumann algebra endowed with a faithful normal state, such that the centralizer P c is a factor. 
A corner of A can be conjugated into a corner of B.
The A-B bimodule L 2 ðM; tÞ contains a nonzero A-B subbimodule which is finitely generated as a right B-module.
The basic construction hM; e B i contains a positive element a commuting with A and satisfying 0 <t tðaÞ < y, wheret t denotes the canonical semifinite trace on the basic construction hM; e B i.
Terminology 4.1. Let M be a von Neumann algebra. For a possibly non-unital subalgebra Q H M, we shall denote by 1 Q the unit of Q. Obviously, 1 Q is a projection in M and Q H 1 Q M1 Q . We shall always mention when a von Neumann subalgebra is possibly non-unital. Definition 4.2 (Popa, [21] , [23] ). Let ðM; jÞ be a von Neumann algebra endowed with an almost periodic state. Denote by k Á k 2 the L 2 -norm w.r.t. the state j. Assume that:
A H M j is a possibly non-unital von Neumann subalgebra, and denote by 1 A its unit.
B H M j is a unital von Neumann subalgebra.
We say that A embeds into B inside M and write A 0 M B, if one of the following equivalent conditions is satisfied:
(1) There exist n f 1, g > 0, v A M 1; n ðCÞ n 1 A M, a projection p A B n and a (unital) Ã-homomorphism y : A ! pB n p such that v is a nonzero partial isometry which is a geigenvector for j, v Ã v e p and xv ¼ vyðxÞ; Ex A A: (4) There is no sequence of unitaries ðu k Þ in P such that kE B ða Ã u k bÞk 2 ! 0 for all a; b A 1 A M.
We refer to [21] , Theorem 2.1, for the proof of these properties (see also [34] , Proposition C. For our purpose, we need a generalization of this technique. Indeed, we want to allow the subalgebra B to be globally invariant under the modular group ðs j t Þ, and not just included in the centralizer M j . We prove the following theorem:
Theorem 4.3. Let ðM; jÞ be a von Neumann algebra endowed with an almost periodic state. Denote by k Á k 2 the L 2 -norm w.r.t. the state j. Assume that:
P H M j is a possibly non-unital von Neumann subalgebra, and denote by 1 P its unit.
B H M is a unital von Neumann subalgebra globally invariant under the modular group ðs j t Þ.
The following two conditions are equivalent:
(1) There exist n f 1, g > 0, v A M 1; n ðCÞ n 1 P M, a projection p A B n and a (unital) Ã-homomorphism y : P ! pB n p such that v is a nonzero partial isometry which is a g-eigenvector for j, v Ã v e p and xv ¼ vyðxÞ; Ex A P:
(2) There is no sequence of unitaries ðu k Þ in P such that kE B ða Ã u k bÞk 2 ! 0 for all a; b A 1 P M.
If one of the conditions holds, we shall still write P 0 M B.
Proof. We must pay attention to the following fact: there are two di¤erent basic constructions here. The one with B and the other one with B ¼ B j . Of course, we have the inclusion hM; e B i H hM; e B i, but the associated weights are not equal on hM; e B i. For this reason, we shall denote byĵ j B the weight for the basic construction hM; e B i and byĵ j B the weight for hM; e B i.
ð1Þ ) ð2Þ.
Suppose that we have all the data of (1). Let ðu k Þ be a sequence of unitaries in P such that kE B ða Ã u k bÞk 2 ! 0 for all a; b A 1 P M. Then kðid n E B Þðv Ã u k vÞk tr n nj ! 0:
We conclude that ðid n E B Þðv Ã vÞ ¼ 0 and so v ¼ 0. Contradiction.
ð2Þ ) ð1Þ.
We prove this implication in three steps. For any g A SpðM; jÞ, denote by M g the vector space of all g-eigenvectors for j in M. Since j is almost periodic,
Denote by p g the orthogonal projection from L 2 ðMÞ onto L 2 ðM g Þ.
Step (1). Proving that for any g; l A SpðM; jÞ, and for any a A M l , we havê
First of all, note that for any g A SpðM; jÞ, 
Assume now that there exists x A B g such thatx x 3 vð1 n e B Þv 
Step (2). Finding a nonzero element d A 1 P hM; e B i þ 1 P X P 0 such that for any g A SpðM; jÞ, we haveĵ j B ðp g dp g Þ < y:
By (2), we can take e > 0 and K H 1 P M finite subset such that for all unitaries u A P, max
Since the functionalĵ j B ðe B Á e B Þ is a normal state on the basic construction hM; e B i and since j is almost periodic, we can assume that all the elements of K are eigenvectors for j. Define now the element c ¼ P
and soĵ j B ðcÞ < y. Moreover, since the elements of K are eigenvectors for j, we get c A hM; e B iĵ j B . Denote by C the convex hull of fu Ã cu : u A UðPÞg. Denote now by C the closure of C for the weak topology. It should be noted that since C is bounded, C is also closed for the s-weak topology. Let d A 1 P hM; e B i þ 1 P be the element of minimal L 2 -norm k Á k 2;ĵ j B (w.r.t. the weightĵ j B ) in C. 
Consequently, we have
Since the functionalĵ j B ðe B Á e B Þ is a normal state on the basic construction hM; e B i, we get
It follows that d 3 0. At last, using the result of
Step (1) and since
we haveĵ
Consequently, summing over a A K and using the convexity of C, we obtain j j B ðp g yp g Þ e P a A K jðaa Ã Þ; Eg A SpðM; jÞ; Ey A C:
Using the s-weak lower semi continuity of the weightĵ j B (see for example [33] , Theorem VII.1.11), for every g A SpðM; jÞ, we havê j j B ðp g dp g Þ e P a A K jðaa Ã Þ < y:
Step (3). Constructing a nonzero P-B-subbimodule H H 1 P L 2 ðM g Þ finitely generated over B to conclude. We remind that for any x A hM; e B i þ ,
Since d 3 0 and thanks to Step (2), there exists g A SpðM; jÞ such that 0 <ĵ j B ðp g dp g Þ < y:
. Thus p g dp g A 1 P hM; e B i þ 1 P X P 0 . Take now q a nonzero spectral projection of the element p g dp g . We get that K ¼ qL 2 ðMÞ is a nonzero P-B-subbimodule of 1 P L 2 ðM g Þ with finite trace over B (see the discussion in Section 2). Thus, cutting down by a central projection of B (see Lemma 2.1), we get a nonzero P-Bsubbimodule H H 1 P L 2 ðM g Þ which is finitely generated over B. Now, the rest of the proof is exactly the same as the proof of Theorem 2.1 in [21] . For the sake of completeness, we proceed in order to obtain condition (1). Hence, we can take n f 1, a projection p A B n and a right B-module isomorphism c : pL 2 ðBÞ ln ! H:
Since H is a P-module, we get a (unital) Ã-homomorphism y : P ! pB n p satisfying 
cðpe i Þy ij ðxÞ ðc is a right B-module isomorphismÞ
Consequently, for every x A P, xx ¼ xyðxÞ. In the von Neumann algebra
In the space L 2 ðM nþ1 Þ, define
We still denote by 1 P the unit of P nþ1 H M nþ1 . Note that X x A 1 P M nþ1 1 P , Ex A P, and X A 1 P L 2 ðM nþ1 Þ. We obtain X x X ¼ XX x , for every x A P. Since X is a g-eigenvector in M nþ1 for the state tr nþ1 n j, we can define (as in the Appendix Proposition A.1) T X and write T X ¼ V jT X j the polar decomposition of T X . We get X x V ¼ VX x , for every x A P, and
It is straightforward to check that v A M 1; n ðCÞ n 1 P M is a partial isometry from ker w onto ker u Ã such that xv ¼ vyðxÞ, for every x A P. Moreover, v is a g-eigenvector for j and v Ã v e p. r
As a consequence of Definition 4.2 and Theorem 4.3, we prove the following proposition which will be needed in the next section. 
Proof. Denote by
and B ¼ B tr 2 nj . Define r : Q ! M 2 ðCÞ n M in the following way:
We still denote by 1 Q the unit of M 2 ðCÞ n Q H M 2 ðCÞ n M. Assume that there is no sequence of unitaries ðu k Þ in Q such that for all x; y A 1 Q M and all i A f1; 2g,
It is equivalent to saying that there is no sequence of unitaries ðV k Þ in rðQÞ such that
Using our notation, we get rðQÞ 0
Combining Theorem 4.3 and Definition 4.2 (second point), we know that there exists n f 1, there exist a nonzero element W in 1 Q À M 2 ðCÞ n M Á and finitely many The elements quasi-normalizing Q inside M form a unital Ã-subalgebra of M and their weak closure is called the quasi-normalizer of Q inside M. The inclusion Q H M is said to be quasi-regular if M is the quasi-normalizer of Q inside M.
A typical example arises as follows: let G be a countable group and let H be an almost normal subgroup, which means that gHg À1 X H is a finite index subgroup of H for every g A G. It is straightforward to check that the inclusion LðHÞ H LðGÞ is quasi-regular.
The next result is already known for finite von Neumann algebras: it is a result of Ioana, Peterson and Popa (see [16] , Theorem 1.2.1). For our purpose, we need to extend it to von Neumann algebras endowed with almost periodic states. 
Proof. The free product state will be denoted by j. Let A be the linear subspace of M m M 1 defined by
It is a well-known fact that A is s-weakly dense in M m M 1 . Moreover, since ðM i ; j i Þ is almost periodic (for i ¼ 1; 2) and N H M
N, we know from Definition 4.2 that there exists a sequence of unitaries ðu k Þ in Q, such that for any a; b
Proof of Claim 4.6. Let x and y be reduced words in M with letters alternatingly from M 1 m N and M 2 m N. We assume that x and y contain at least a letter from M 2 m N. We moreover assume that all the letters of y are eigenvectors for j. We set
Since all the letters of y are eigenvectors for j, there exists l > 0 such that
It follows that kE M 1 ðxu k yÞk 2 ! 0. More generally, with the same y, for any x A A, we have kE M 1 ðxu k yÞk 2 ! 0.
We keep the same y, but now we take x A M m M 1 . We can find a sequence
Take now e > 0. Choose i such that kx À x i k 2 e e=ð2l À1=2 kykÞ. Choose now k 0 A N, such that for any k f k 0 , kE M 1 ðx i u k yÞk 2 e e=2. Write
For any n f n 0 , we get
Denote by E the linear span of the y's which are reduced words in M containing at least a letter from M 2 m N and such that all the letters of y are eigenvectors for j. We finally get that for any x A M m M 1 and any y A E, kE M 1 ðxu k yÞk 2 ! 0. Note that from (6) and (7), it is straightforward to check that E is ultraweakly dense in M m M 1 .
At last, take x; y A M m M 1 . As before, take e > 0 and choose z A E, such that kxu k ðy À zÞk 2 e e=2, uniformly in k A N. Choose now k 0 A N, such that for any k f k 0 ,
Consequently, for any
with finite trace over M j 1
1 . Since j is almost periodic, we can write
jÞ H g where all the elements of H g are g-eigenvectors for j. Note that H g is nothing but p g H. 
From now on, we assume that H H 1 Q L 2 ðM g Þ, and H is finitely generated as a right M j 1 1 -module. Then, there exist n f 1, a projection p A ðM
Since H is a left Q-module, there exists a (unital) Ã-homomorphism y : Q ! pðM As in Theorem 4.3, we can prove that xx ¼ xyðxÞ, for every x A Q. In the von Neumann
ln Á , define as before
Thus, we obtain X x X ¼ XX x , for every x A Q. We still denote by 1 Q the unit of Q nþ1 H M nþ1 . Since X is a g-eigenvector in M nþ1 for the state tr nþ1 n j, we can define as before T X and write T X ¼ V jT X j the polar decomposition of T X . We get X x V ¼ VX x , for every x A Q. Let f : R þ ! C be a bounded Borel function with compact support. By functional calculus, T X f ðjT X jÞ A 1 Q M nþ1 . Write
with a A M 1; n ðCÞ n 1 Q M. It is straightforward to check that xa ¼ ayðxÞ, for every
Consequently, ðid n E M 1 Þðb Ã bÞ ¼ 0 and so b ¼ 0. Thus, a ¼ ð1 n E M 1 ÞðaÞ and so a A M 1; n ðCÞ n 1 Q M 1 .
Take now f k ¼ w ½0; k , the characteristic function of the interval ½0; k, for each k A N Ã and write
Applying what we have done, we get a k A M 1; n ðCÞ n 1 Q M 1 , for every k f 1. Denote by
Take now x A 1 Q M1 Q that quasi-normalizes Q inside 1 Q M1 Q . In particular, there exist r f 1, y 1 ; . . . ; y r A 1 Q M1 Q such that Qx H P r k¼1 y k Q. Define H the Q-M (1) M ¼ N z G, with the action ðs g Þ. 
We shall identify M with M 1 . We regard M 1; 2 as subalgebras ofM M by considering N Ã C and C Ã N H N Ã N. Moreover, canonically we have the following isomorphism:M
The next theorem is an analogue of a result by Popa (see [21] , Theorem 4.4). In the context of free malleable actions, a gauged extension for the action s (see [21] , Section 1) no longer makes sense. However, regarding a crossed product as a free product with amalgamation (Notation 5.1), and using free etymology techniques as in the proof of Theorem 4.5, we are able to prove the following result.
Theorem 5.2. Let s : G ! AutðN; jÞ be a state-preserving s -m a l l e a b l e ( freely) mixing action. We shall freely use Notation 5.1. Let Q H M be a d i f f u s e subalgebra with the r e l a t i v e p r o p e r t y (T). Denote by P the quasi-normalizer of Q inside M.
Then, there exist g > 0, n f 1 and a nonzero partial isometry v A M 1; n ðCÞ n M which is a g-eigenvector for j and satisfies
Proof. We take ða t Þ and b as in Definition 1.1. We extend ða t Þ and b toM M.
Step (1) . Using the relative property (T). For every t A R, we have the following
x Á x ¼ xa t ðxÞ;
for all x A Q, x A L 2 ðM MÞ. Since the action ða t Þ is continuous, we have H t ! H 0 as t ! 0, in the sense of correspondences. The relative property (T) yields t ¼ 2 Às , s A N Ã and x A H t , x 3 0, such that xx ¼ xa t ðxÞ; Ex A Q:
Taking the polar decomposition of the vector x (see Proposition A.1), we find a nonzero partial isometry v AM M satisfying xv ¼ va t ðxÞ; Ex A Q: ð8Þ
Step (2). Proving Q 0 First of all, we shall find a nonzero partial isometry inM M satisfying Equation (8) for t ¼ 1. In order to do so, it su‰ces to prove the existence of a nonzero partial isometry w AM M satisfying xw ¼ wa 2t ðxÞ for all x A Q. Indeed, iterating the procedure then allows to continue till t ¼ 1. Thanks to Theorem 4.5, with N ¼ LðGÞ,
Using the properties of b (in particular, bðxÞ ¼ x for all x A M) and Equation (8), one checks that
Moreover,
The last term is a nonzero projection. So, w is the required nonzero partial isometry. Thus, we have found a nonzero partial isometry v AM M satisfying xv ¼ va 1 ðxÞ; Ex A Q:
Observe now that using the second point of Definition 4. It follows that kE M 2 ðxu k yÞk 2 ! 0. We can proceed exactly the way we did in the proof of Claim 4.6, in order to obtain that kE M 2 ðxu k yÞk 2 ! 0, for every x; y AM M. r
We remind that for any
Thus v ¼ 0, which is a contradiction.
Step (3). Using the mixing property of the action to conclude. From Definition 4.2, we get g > 0, n f 1, p a projection in LðGÞ n , a (unital) Ã-homomorphism y : Q ! pLðGÞ n p and a nonzero partial isometry w A M 1; n ðCÞ n M such that w is a g-eigenvector for j and xw ¼ wyðxÞ for all x A Q. It follows that w Ã w A pM n p X yðQÞ 0 . Since yðQÞ is di¤use and since the action is mixing, the quasi-normalizer of yðQÞ inside pM n p is included in pLðGÞ n p by [21] , Theorem 3.1 (see also [34] , Theorem D.4). Take now x that quasi-normalizes Q inside M. Thus, there exist x 1 ; . . . ; x k and y 1 ; . . . ; y r in M such that
Qx i and Qx H P r j¼1 y j Q:
Observe moreover that ww Ã A M X Q 0 . We get
Exactly in the same way, we prove that
Thus w Ã Pw is included in the quasi-normalizer of yðQÞ inside pM n p, and so w Ã Pw H pLðGÞ n p. Since obviously, M X Q 0 H P, we can take v ¼ w to conclude. r Remark 5.4. Note that we used the period 2 automorphism b in a very crucial way. We do not know if the result still holds true for a malleable action, even if P (the quasinormalizer of Q in M ¼ N z G) is assumed to be a factor. [15] , Remark 4.5 may shed light on this problem. (2) M denotes the centralizer of M.
(5)M M denotes the centralizer ofM M.
Note that canonically, we have the following isomorphism:
The next theorem can be viewed as a generalization to the almost periodic case of a result by Ioana, Peterson and Popa. They proved (see [16] , Theorem 0.1) that any relatively rigid von Neumann subalgebra Q H ðM 1 ; t 1 Þ Ã B ðM 2 ; t 2 Þ can be intertwined into one of the M i 's. We prove a similar result replacing the faithful normal trace t 1; 2 by any almost periodic faithful normal state j 1; 2 . The beautiful idea of the proof of Theorem 5.6 was given to us by Stefaan Vaes. We gratefully thank him for allowing us to present it here. Step (0). Defining the deformation property. Consider LðF 2 Þ ¼ LðZÞ Ã LðZÞ with its canonical unitaries u 1 and u 2 . Let f : S 1 ! Àp; p be the Borel function satisfying
Note that a 1 ¼ ðAd u 1 Þ Ã ðAd u 2 Þ. Define now the period 2 automorphism b on LðF 2 Þ by
We know from [16] , Lemma 2.2.2, that ba t ¼ a Àt b for every t A R. Thus this deformation is of malleable type as in Definition 1.1.
Step (1). Using the relative property (T). Recall thatM M denotes the centralizer of M M and M the centralizer of M. For every t A R, define H t ¼ L 2 ðM MÞ the following Q-Q bimodule:
x Á x ¼ xx;
Since the action ða t Þ is continuous, H t ! H 0 as t ! 0, in the sense of correspondences. Thus the relative property (T) (and Proposition A.1) yields t ¼ 2 Às , s A N and a nonzero partial isometry v AM M satisfying xv ¼ va t ðxÞ; Ex A Q: ð10Þ
Step (2). Going till t ¼ 1 using the deformation property. We shall find a nonzero partial isometry inM M satisfying Equation (10) for t ¼ 1. As in the proof of Theorem 5.2, in order to do so, it su‰ces to prove the existence of a nonzero partial isometry w AM M satisfying xw ¼ wa 2t ðxÞ for all x A Q. Indeed, iterating the procedure then allows to continue till t ¼ 1.
Using the properties of b (in particular, bðxÞ ¼ x for all x A M), one checks, as in the proof of Theorem 5.2, that w :¼ a t À bðv Ã Þv Á is a nonzero partial isometry satisfying xw ¼ wa 2t ðxÞ for all x A Q.
Step (3). Using the amalgamation over N to obtain the contradiction. We write y ¼ a 1 . We have found a nonzero partial isometry v AM M satisfying xv ¼ vyðxÞ for all x A Q. Since Q O 
We recall that all the letters of d are assumed to be eigenvectors for j. Thus, there exists l > 0 such that d 0 is a l-eigenvector. Thanks to (11) and (12) the point spectrum of the modular operator D j of an almost periodic state j on N. We shall denote by G SpðN; jÞ H R Ã þ the subgroup generated by SpðN; jÞ. Note that if the centralizer N j is a factor, then SpðN; jÞ is a multiplicative subgroup and then G SpðN; jÞ ¼ SpðN; jÞ (see [8] ). As a consequence of Theorem 5.2, we obtain the following result.
Theorem 5.8. Let G be an ICC w-rigid group. Let s : G ! AutðN; jÞ be a statepreserving s-malleable ( freely) mixing action with j an almost periodic state. Assume that the centralizer N j is a factor. Denote by M the crossed product N j z G as in Notation 5.1. Then, M is a type II 1 factor and one has SpðN; jÞ H FðMÞ H SpðN; jÞF À LðGÞ Á :
In particular, if F À LðGÞ Á ¼ f1g, then FðMÞ ¼ SpðN; jÞ.
Proof. We refer to [21] , proof of Theorem 5.2 and Corollary 5.4 (see also [34] , Theorem 7.1). The arguments are exactly the same. However, we shall give the proof for the sake of completeness. We should mention here that controlling quasi-normalizers will rely on a result of Popa ([21] , Theorem 3.1). We remind that [21] , Theorem 3.1 uses in a crucial way the mixing property of the action. Denote as in Notation 5.1, N z G by M and N j z G by M. Since the group G is ICC and N j is a factor, M ¼ N j z G is necessarily a type II 1 factor. Note that SpðM; jÞ ¼ SpðN; jÞ H R Ã þ is a multiplicative subgroup.
It was shown in [11] that the inclusion SpðN; jÞ H FðMÞ holds. Indeed, take g A SpðN; jÞ and v a nonzero partial isometry in N g . Write p ¼ v Ã v and q ¼ vv Ã . Then, p; q A N j H M, jðqÞ ¼ gjðpÞ, and AdðvÞ yields a Ã-isomorphism between pMp and qMq. Therefore, g A FðMÞ.
Conversely, assume that t A FðMÞ and let y : M ! M t be a Ã-isomorphism. We assume that t f 1. Realize M t :¼ p À M n ðCÞ n M Á p. Let H H G be an infinite normal subgroup with the relative property (T). Since H H G is normal, it is clear that LðGÞ is contained in the quasi-normalizer of LðHÞ inside M. Moreover since LðHÞ is di¤use, [21] , Theorem 3.1 implies that the quasi-normalizer of LðHÞ inside M is exactly LðGÞ. Write Q ¼ y À LðHÞ Á and P ¼ y À LðGÞ Á . The inclusion Q H P still has the relative property (T) and P is the quasi-normalizer of Q inside M t . Since s ¼ 1=t e 1, choose a projection q A Q with trace s. Write Q s :¼ qQq and P s :¼ qPq. We regard Q s H P s H M. The inclu-
