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Abstract—We introduce ScalableMax, a novel communication
scheme for achieving max-consensus in a network of multiple
agents which harnesses the interference in the wireless channel
as well as its multicast capabilities. In a sufficiently dense
network, the amount of communication resources required grows
logarithmically with the number of nodes, while in state-of-the-
art approaches, this growth is at least linear. ScalableMax can
handle additive noise and works well in a high SNR regime. For
medium and low SNR, we propose the ScalableMax-EC scheme,
which extends the ideas of ScalableMax by introducing a novel
error correction scheme. It achieves lower error rates at the
cost of using more channel resources. However, it preserves the
logarithmic growth with the number of agents in the system.
I. INTRODUCTION AND PRIOR WORK
The problem of achieving max-consensus in a network of
agents arises in many current and envisioned practical appli-
cations, particularly in regard to distributed and cooperative
control. Examples most notably include task assignment [1],
leader election [2], rendezvous [3], clock synchronization [4],
spectrum sensing [5], distributed decision-making [6] and
formation control [7]. Future generations of mobile networks
are anticipated to be several orders of magnitude denser
than today because of expected infrastructure densification
[8]. Distributed and cooperative control of multiple agents
in various ultra-dense networks will be a major challenge.
Therefore the growth in complexity of consensus algorithms
with the number of agents in the network could become much
more important than it is today. In this work, we present max-
consensus protocols that are practical to implement in wireless
communication systems and exhibit a more favorable asymp-
totic complexity behavior than state-of-the-art alternatives.
Historically, max-consensus algorithms are analyzed based
on the properties of the communication network graph [9], [6],
[10]. The exchange of information between all neighboring
agents is assumed to happen simultaneously, with complexity
independent of the number of agents. Hence, these algorithms
are designed to minimize the total number of information
exchanges required to reach consensus. However, in wireless
networks, these assumptions are often unrealistic due to the
presence of interference and noise. On the other hand, the
specific characteristics of the wireless channel can be exploited
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by making use of its broadcast and superposition proper-
ties. Iutzeler et al. proposed and analyzed three communica-
tion strategies: Random-Pairwise, Random-Walk and Random-
Broadcast [11], [12]. They leverage the broadcast property
of the wireless channel, reduce interference using random
scheduling of agents sharing the same channel, and protect
the transmitted messages using forward error correction. This
leads to a linear growth of communication resources necessary
with the number of agents. Alternatively, the maximum can be
approximated with linear functions and thus, linear consensus
protocols can be applied, e.g., [13], [14], [10]. In [15], [16],
[17], the superposition property of the wireless channel is
harnessed to achieve constant complexity in the number of
agents in networks with bounded diameter. But these works
neither consider noise introduced by the approximation of the
maximum function nor by the wireless channel. [18] proposes
to use a stochastic approximation based algorithm to tackle
the residual additive noise, but the convergence rate is much
slower than that of standard consensus algorithms.
The main contributions of this work are (a) the introduction
of a novel max-consensus protocol that harnesses interference
to achieve logarithmic cost while dealing with additive noise,
and (b) an error correction mechanism which improves per-
formance in the low and medium SNR regime.
II. NOTATION
We denote the sets of finite and infinite binary sequences
with {0, 1}<∞ and {0, 1}∞, respectively. Given S1, S2 ∈
{0, 1}<∞ ∪ {0, 1}∞, they are compatible, or S1||S2, if they
coincide on the intersection of their domains. S1 is lexico-
graphically greater than S2, or S1>S2, if there is k such that
S1(k) > S2(k), while for all k
′ < k, S1(k
′) = S2(k
′). We
write S1≥S2 if S1||S2 or S1(k) > S2(k). ∅ denotes the empty
sequence. Given S ∈ {0, 1}<∞ and b ∈ {0, 1}, S⌢b is the
sequence that results from appending b at the end of S. Finally,
1 denotes the indicator function and |·| the cardinality of a set.
III. SYSTEM MODEL AND PROBLEM STATEMENT
A. Preliminaries
A Wireless Multiple Access Channel (WMAC) is a system
with inputs α1, . . . , αn and output γ :=
∑n
k=1 hkαk + N,
where αk ∈ C is the signal transmitted by transmitter k, the
complex random variable hk is the channel fading coefficient
of transmitter k, and the complex random variable N is the ad-
ditive noise at the receiver. A multicast channel takes an input
β ∈ C from a single transmitting node, and produces outputs
Γ1, . . . ,Γn defined as Γk = hkβ + Nk for k = 1, . . . , n,
where the complex random variables Nk and hk represent the
additive noise and the channel fading coefficient at receiver
k, respectively. One channel use is defined as a realization of
either a WMAC, a multicast or a point-to-point channel.
Assumption 1 (Channel Assumptions). We assume that the
inputs and outputs of the WMACs are real. Moreover, the
fading coefficients h1, . . . , hn are assumed to be determin-
istically equal to 1. The only assumption on the additive noise
distribution is that it is symmetric around 0. White Gaussian
noise is one example of such a noise distribution.
One way of accommodating complex fading would be to
add suitable pre- and post-processing which cancels the fading
coefficients up to a residual noise term. For an example of
how this can be done even in case the fading coefficients
are known neither at the transmitter nor at the receiver, we
refer the reader to [19] and [15]. Multicast communication
satisfying arbitrarily low errors can be realized employing
state-of-the-art coding schemes with forward error correction.
In the following, we assume that multicast transmission of
binary sequences is possible without error. Consider a wireless
network defined by an undirected connected graph G = (A, E).
The nodes in A can communicate with each other through
channels represented by the edges in E . Besides point-to-
point communication along individual edges, we also harness
the multicast and superposition (WMAC) properties of the
wireless channel. For simplicity, we start with considering
a star-shaped network topology, i.e., there is a central node
C ∈ A, the coordinator, with links to all other nodes in A.
We assume that the communication between C and the other
nodes is perfectly synchronized. In Section VII, we extend the
proposed solutions to general undirected connected wireless
network graphs assuming some prior coordination.
B. Problem Statement
In this section, we define the general max-consensus prob-
lem and simplify it to a relaxed version which can be solved
more efficiently.
Problem 1 (Max-consensus). Each agent Ak ∈ A holds an
input Sk ∈ S, where S is a finite totally ordered set. We say
that the system has achieved max-consensus if all agents agree
on a common output S that is equal to the maximum of the
inputs from all agents, i.e., S = maxAk∈A Sk. The objective
is to design protocols that can achieve max-consensus with a
minimum number of channel uses.
We can assume without loss of generality that S is a
set of binary sequences of a certain fixed length, equipped
with lexicographic ordering which coincides with the usual
ordering on dyadic rationals. For example, consider a Wireless
Sensor Network where sensor nodes are sensing a physical
phenomenon described by a real number. The sensors, due
to their limited sensitivity, can only read the value up to a
quantized number, represented by a finite sequence of binary
digits. In the following, we assume that each agent holds
an infinite-length binary sequence, and that no two agents
hold the same sequence. In practice, this can be achieved by
concatenating as many uniformly random bits as required by
the scheme at the end of any agent’s finite input sequence. In
the relaxed version of the max-consensus problem, we seek to
narrow down the set of all agents to a smaller set which still
contains the agent holding the maximum input.
Definition 1 (Weak m-max-consensus). Each agent in A
holds an input sequence Sk ∈ {0, 1}∞, where no two inputs
are the same. At any point in time, the coordinator can
terminate the scheme with a termination condition ϕ = ϕ(x)
either of the form ϕ(x) = x≥S or of the form ϕ(x) = x>S,
where x is a free variable and S ∈ {0, 1}<∞ is called the
coordinator’s output estimate. We say that the termination is
successful iff 1 ≤ |M| ≤ m, where M := {Ak : ϕ(Sk)} is
the set of agents satisfying the termination condition.
Remark 1 (From weak m-max-consensus to max-consensus).
Further steps are required after reaching a weak m-max-
consensus to find the true maximum among the remaining set
M of agents. As long as m does not grow with the number
of agents in the system, this reduction can be achieved with a
constant number of channel uses through a series of point-
to-point and/or multicast communications, e.g., employing
Random-Pairwise or Random-Broadcast [11], [12].
Remark 2 (Designing m). The agent holding the true max-
imum input sequence is guaranteed to be an element of M
as long as M 6= ∅. m is a designable parameter which does
not need to grow with the number of agents in the system.
The higher it is, the more we can harness the combined signal
strength of multiple transmitters to combat noise, but the more
communication resources are necessary to simplify the max-
consensus problem to weak m-max-consensus.
IV. SCALABLEMAX SCHEME
In this section, we propose a scheme that achieves weak
m-max-consensus and scales logarithmically with the number
of agents. The max-consensus problem can be simplified to
weak m-max-consensus as pointed out in Remark 1.
The coordinator starts the scheme and generates an output
estimate S ∈ {0, 1}<∞ based on information received from
the agents. In the following, we detail the communication
protocols and information shared between agents and the
coordinator. For every possible coordinator output estimate S,
we define the set PS := {k : Sk>S} of protesting agents,
the set AS := {k : Sk≥S} of active agents and the set
RS := {k : Sk≥S⌢1} of raising agents. The coordinator
uses noisy estimates of the cardinalities of these sets in order
to refine its output estimate.
We use an iteration counter t, where each iteration consists
of a transmission of digital information through the multicast
channel and three uses of the WMAC, and thereby corresponds
to a constant number of channel uses. Conceptually, we thus
split every iteration t into four time instants 4t, . . . , 4t+3. The
coordinator starts with S(0) := ∅. At every time instant of the
form 4t, it transmits S(t) through the multicast channel. We
remark that since S(t) differs from S(t − 1) in at most one
digit, it is sufficient to transmit only the change, and hence, the
length of the transmitted sequence can be considered constant.
At time instants not divisible by 4, the agents transmit through
the WMAC, the signal of each being either 1 or 0, according
to the following scheme:
time instant step name signal transmitted by Ak
4t+ 1 protest 1k∈PS(t)
4t+ 2 activity 1k∈AS(t)
4t+ 3 raising 1k∈RS(t)
We denote the signal transmitted by agent Ak at time
instant t with αk(t) and the corresponding received signal
γ(t) =
∑n
k=1 αk(t) + N(t). These values are not defined if
t is divisible by 4, since the agents do not transmit in these
steps.
After step 4t + 3, the coordinator either determines a
new output estimate S(t + 1) or it makes a termination
decision according to Fig. 1. In Fig. 2, we show a graphical
representation of part of the decision process.
if γ(4t+ 1) > m/4 then
Terminate with ϕ(x) = x>S(t);
end
if γ(4t+ 2) < 3m/4 then
Terminate with ϕ(x) = x≥S(t);
end
if γ(4t+ 3) < m/4 then
S(t+ 1)← S(t)⌢0;
else
S(t+ 1)← S(t)⌢1;
if γ(4t+ 3) < 3m/4 then
Terminate with ϕ(x) = x≥S(t+ 1);
end
end
Fig. 1. Post-processing of received signals in ScalableMax.
Theorem 1. Suppose that m is even. Then the probability
that the ScalableMax scheme terminates successfully within
d + 1 iterations is at least P(N ≤ m/4)3(d+1), where N is
the additive noise of the WMAC and
d := min{ℓ ∈ N : ∀S ∈ {0, 1}ℓ |{k : Sk||S}| ≤ 1}.
Remark 3. The maximum description length d is an important
quantity for the performance of the ScalableMax scheme, but
it is highly dependent on the agents’ inputs and therefore in
general unknown. However, we can bound it under assump-
tions on the distribution of the agents’ inputs. So for instance,
if we assume the inputs are uniformly distributed, we get
P(d ≥ d0) = P
(∨n
k 6=k′=1
∧d0
ℓ=1
Sk(ℓ) = Sk′ (ℓ)
)
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Fig. 2. Visualization of post-processing at the coordinator of received signals
γ(4t+1) and γ(4t+2). Dashed lines show the possible noiseless combined
signals and solid lines delimit the numbered decision regions. Only in decision
region 1 is γ(4t+3) taken into account, and the decision can be to append 0
or 1 to the output estimate, or to append 1 and terminate with a ≥ condition.
Received signals in region 2 and 3 lead to termination with conditions ≥ and
>, respectively, with the current unmodified output estimate. In ScalableMax,
the regions marked 4 are part of regions 2 and 3, respectively. In ScalableMax-
EC, they correspond to the coordinator removing the last digit from its current
output estimate, thus correcting an error that may have been made in previous
steps due to high noise.
where the inequality is due to the union bound. Elementary
transformations yield that P(d ≥ d0) ≤ ε as long as
d0 ≥ log2 n+ log2(n− 1) + log2(1/ε)− 1,
so in the case that the agents’ inputs are uniformly distributed,
the description length depends logarithmically on n.
In general, according to our assumptions in Section III, each
of the agents’ inputs consists of finitely many, say p, arbitrary
bits and infinitely many uniform bits. Then P(d ≥ d0) ≤ ε if
d0 ≥ p+ log2 n+ log2(n− 1) + log2(1/ε)− 1.
In order to prove Theorem 1, we introduce some additional
notation and terminology. We say that the system is in a
good state if the output estimate S satisfies |PS | < m/2 and
|AS | ≥ m/2. The region of potential signals to be received in
the protest and activity steps provided the system is in a good
state is shaded in Fig. 2. Note that if S is the empty sequence,
the state is good if there are at least m/2 agents in the system.
With Gt we denote the event that the system is in a good state
at step 4t. With Tt we denote the event that the coordinator
terminates the scheme successfully at step 4t, with T˜t we
denote the event that the coordinator terminates the scheme
unsuccessfully at step 4t and with T˜ϕt we denote the event
that the coordinator terminates the scheme unsuccessfully at
step 4t with output condition ϕ.
Lemma 1.
P(Gt+1 ∪ Tt+1|Gt) ≥ P(N ≤ m/4)
3.
Proof. We abbreviate the three possible termination conditions
at step 4t with ϕ1(x) = x>S(t), ϕ2(x) = x≥S(t) and
ϕ3(x) = x≥S(t+ 1) and bound the probability as follows:
P(Gt+1 ∪ Tt+1|Gt)
≥ P((Gt+1 ∪ Tt+1) ∩Gt)
= 1− P((T˜ϕ1t+1 ∩Gt) ∪ (T˜
ϕ2
t+1 ∩Gt) ∪ (T˜
ϕ3
t+1 ∩Gt)
∪ (Gt \ (Gt+1 ∪ Tt+1 ∪ T˜t+1)))
(1)
≥ 1− P(N(4t+ 2) > m/4 ∪N(4t+ 3) < −m/4
∪N(4t+ 4) > m/4)
(2)
= P(N(4t+ 2) ≤ m/4 ∩N(4t+ 3) ≥ −m/4
∩N(4t+ 4) ≤ m/4)
= P(N ≤ m/4)3 (3)
Equality (1) is due to the observation that if neither Gt+1 nor
Tt+1 occurs, at least one of the following events must occur:
T˜
ϕ1
t+1, T˜
ϕ2
t+1, T˜
ϕ3
t+1, Ω \ (Gt+1 ∪ Tt+1 ∪ T˜t+1).
Inequality (2) is due to the following implications among
events:
• Gt ∩ T˜
ϕ1
t+1 implies PS(t) = ∅ and therefore N(4t+ 2) >
m/4.
• Gt∩ T˜
ϕ2
t+1 implies AS(t) > m and therefore N(4t+3) <
−m/4.
• In order to analyze the implications of (Gt∩T˜
ϕ3
t+1)∪(Gt\
(Gt+1 ∪Tt+1 ∪ T˜t+1)), we distinguish three cases. First,
we consider RS(t) = ∅. In this case the event implies
N(4t + 4) > m/4. Second, we consider 0 < |RS(t)| ≤
m/2. In this case, the event implies that 1 was appended
to S but no termination occurred and thus N(4t+ 4) >
m/4. Finally, we consider |RS(t)| > m. In this case, the
event implies N(4t+4) < −m/4. Due to the symmetry
of the noise, we can assume that in all three cases the
event impliesN(4t+4) > m/4 for the sake of probability
statements.
Finally, equality (3) is due to the independence of N(4t+2),
N(4t+ 3) and N(4t+ 4).
Proof of Theorem 1. We observe that after 4(d+1) steps, the
scheme either terminates or it is in a bad state and that by
definition the scheme always starts in a good state (i.e. G0
almost surely occurs), so we can bound the probability of
successful termination after at most 4(d+ 1) steps as
P
(
d+1⋂
t=1
(
Gt ∪
t⋃
t′=1
Tt′
))
=
d+1∏
t=1
P(Gt ∪ Tt|Gt−1)
≥ P(N ≤ m/4)3(d+1),
where the inequality is due to Lemma 1, observing that
conditioned under the previous state of the system, the next
step of the scheme is independent of the previous steps.
V. SCALABLEMAX-EC SCHEME
In this section, we introduce the ScalableMax-EC scheme
which expands upon the ideas of the previous section, intro-
ducing error correction. We achieve this with two main mod-
ifications to the ScalableMax scheme. First, the coordinator
can now additionally make correction decisions, i.e., remove a
digit from its current output estimate S(t). Second, in the cases
in which the above scheme would terminate, the coordinator
does not do so immediately, but rather raises a termination
counter and only terminates when this counter reaches a
termination threshold τ , which is a parameter of the scheme.
For each condition cond ∈ {“>”, “≥”, “append”} and each
possible output estimate S ∈ {0, 1}<∞, the coordinator
keeps a termination counter T (S, cond), which is initially 0.
Coordinator and agents communicate as they do in the above
scheme, but the post-processing in the coordinator after step
4t+3 differs and is conducted according to Fig. 3. We visualize
a part of this decision process in Fig. 2.
if γ(4t+ 1) > 3m/4 then
S(t+ 1)← S(t) with last digit removed (if any);
else if γ(4t+ 1) > m/4 then
T (S(t), “>”)← T (S(t), “>”) + 1;
if T (S(t), “>”) = τ then
Terminate with ϕ(x) = x>S(t);
end
else if γ(4t+ 2) < m/4 then
S(t+ 1)← S(t) with last digit removed (if any);
else if γ(4t+ 2) < 3m/4 then
T (S(t), “≥”)← T (S(t), “≥”) + 1;
if T (S(t), “≥”) = τ then
Terminate with ϕ(x) = x≥S(t);
end
else if γ(4t+ 3) < m/4 then
S(t+ 1)← S(t)⌢0;
else if γ(4t+ 3) < 3m/4 then
T (S(t), “append”)← T (S(t), “append”) + 1;
if T (S(t), “append”) = τ then
Terminate with ϕ(x) = x≥S(t)⌢1;
end
else
S(t+ 1)← S(t)⌢1 ;
end
Fig. 3. Post-processing of received signals in ScalableMax-EC.
VI. SIMULATION RESULTS
We model the problem as described in Section III and run
the ScalableMax and ScalableMax-EC algorithms as described
in sections IV and V. Uniform random bits are used as the
agents’ input sequences (Sk)
n
k=1. We assume unit transmission
power and white Gaussian noise. Each plotted data point is an
average over 105 identical and independent simulation runs.
In Fig. 4a, we compare the performance of the proposed
schemes in terms of error rate, i.e., the rate of unsuccessful
termination of the scheme, and in Fig. 4b, the average number
of iterations required in successfully terminated runs of the
schemes. As the noise power increases, so does the chance of
unfavorable decisions by the coordinator. ScalableMax-EC has
a mechanism to correct such bad decisions, and thus exhibits
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Fig. 4. Performance of ScalableMax (no EC) and ScalableMax-EC with
various termination thresholds τ , n = 1000, and m = 8.
lower error rates, but at the cost of needing more iterations
than ScalableMax.
In Fig. 5, we compare the scalability of the ScalableMax-
EC scheme with the state-of-the-art Random-Broadcast (RB)
and Random-Pairwise (RP) schemes described in [11]. To this
end, we extend our scheme with a RB step to determine
the maximum among the m = 8 agents that remain after a
ScalableMax-EC run. We choose τ such that this combination
achieves an overall error rate of at most 0.005. For compar-
ison, we plot the number of iterations necessary in RB and
RP to achieve an error rate of 0.005, given that all digital
transmissions arrive error free. The ScalableMax-EC scheme
scales logarithmically with the total number of agents, while
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Fig. 5. Number of iterations as a function of n for proposed ScalableMax-
EC scheme on the left y-axis, and state-of-the-art Random Broadcast (RB)
and Random Pairwise(RP) schemes on the right y-axis, for a fixed error rate
< 0.005. Note the different scales of left and right y-axes.
RB and RP scale at least linearly (see also [11]).
We conclude with two observations made during the simu-
lations which are not shown in the plots. First, if the agents’
input sequences are quantized versions of Gaussian random
numbers, the number of iterations needed increases slightly
depending on the variance of the random numbers and the
granularity of the quantization. Second, the performance in
terms of iterations can be improved significantly by choosing
a suitable S(0) other than ∅. One example that performs
well is the coordinator output estimate at which the scheme
was terminated successfully in an identically distributed but
independent earlier simulation run. Finding other ways to
choose suitable S(0) in practical scenarios remains an open
point for future research.
VII. EXTENSION TO NON-STAR-SHAPED NETWORKS
In this section, we propose a method to extend our schemes
to general undirected connected network graphs. We assume
some prior coordination in that a set of designated coordinators
{C1, . . . , Cc} is known such that the graph would still be
connected if all edges that are not adjacent to one of the
coordinators were removed. Furthermore, we assume that these
coordinators have a way of scheduling their communication
in a sequential manner. Note that because of the connectivity
requirement, some agents necessarily have links with two or
more coordinators. We denote the subgraph of G induced by
Cℓ and its neighbors with Gℓ and achieve max-consensus with
these steps:
1) For each ℓ ∈ {1, . . . , c}, find a max-consensus in Gℓ and
update the inputs of all agents (to be used in all future
max-consensus steps) to be the consensus value.
2) Repeat step 1 a total of c times.
After the initial execution of step 1, at least one subgraph
of agents will have the true maximum as the input for future
consensus schemes. The connectivity requirement ensures that
after each further execution of step 1, this property is propa-
gated to at least one additional subgraph, so after c repetitions,
the whole network has achieved max-consensus.
Note that the ScalableMax or ScalableMax-EC scheme is
executed a total of c2 times, so our scheme can be advanta-
geous compared to the random-pairwise or random-broadcast
scheme only as long as the network can be partitioned into
subgraphs of very large size with a very small number of
coordinators, which can for example be the case in ultra-dense
networks of not overly large diameter.
VIII. CONCLUSION
We have introduced a novel max-consensus protocol de-
signed to handle noise while exploiting interference in order
to be highly scalable in star-shaped wireless networks. Under
minimal assumptions on the initial values, we have proved
analytically that the consensus is reached with complexity
that is logarithmic in the number of agents. For the low
and medium SNR regime, we have added an error correction
mechanism which achieves lower overall error at the expense
of increased complexity. Our simulations have demonstrated
that logarithmic complexity is retained and the proposed
schemes compare favorably with state-of-the-art baselines if
the network is dense. Finally, we have extended the proposed
schemes to more general, non-star-shaped networks. Open
questions for future research include finding a mechanism for
distributed clustering, how to initialize the scheme with an
optimal starting sequence and finding suitable pre- and post-
processing schemes that deal with fading.
REFERENCES
[1] T. Wongpiromsarn, K. You, and L. Xie, “A consensus approach to the
assignment problem: Application to mobile sensor dispatch,” in IEEE
ICCA 2010. IEEE, 2010.
[2] T. Borsche and S. A. Attia, “On leader election in multi-agent control
systems,” in Chinese Control and Decision Conference. IEEE, 2010.
[3] N. Sorensen and W. Ren, “Rendezvous problem in multi-vehicle sys-
tems: Information relay and local information based strategies,” in IEEE
Mountain Workshop on Adaptive and Learning Systems. IEEE, 2006.
[4] M. K. Maggs, S. G. O’Keefe, and D. V. Thiel, “Consensus clock
synchronization for wireless sensor networks,” IEEE Sensors J., vol. 12,
no. 6, pp. 2269–2277, 2012.
[5] Z. Li, F. Yu, and M. Huang, “A distributed consensus-based cooper-
ative spectrum-sensing scheme in cognitive radios,” IEEE Trans. Veh.
Technol., vol. 59, no. 1, pp. 383–393, 2010.
[6] R. Olfati-Saber and R. Murray, “Consensus problems in networks of
agents with switching topology and time-delays,” IEEE Trans. Autom.
Control, vol. 49, no. 9, pp. 1520–1533, 2004.
[7] G. Lafferriere, A. Williams, J. Caughman, and J. Veerman, “Decentral-
ized control of vehicle formations,” Syst. Control Lett., vol. 54, no. 9,
pp. 899–910, 2005.
[8] X. Ge, S. Tu, G. Mao, C.-X. Wang, and T. Han, “5g ultra-dense cellular
networks,” IEEE Wireless Commun., vol. 23, no. 1, pp. 72–79, 2016.
[9] J. Fax and R. Murray, “Information flow and cooperative control of
vehicle formations,” IEEE Trans. Autom. Control, vol. 49, no. 9, pp.
1465–1476, 2004.
[10] J. Corte´s, “Distributed algorithms for reaching consensus on general
functions,” Automatica, vol. 44, no. 3, pp. 726–737, 2008.
[11] F. Iutzeler, P. Ciblat, and J. Jakubowicz, “Analysis of max-consensus
algorithms in wireless channels,” IEEE Trans. Signal Process., vol. 60,
no. 11, pp. 6103–6107, 2012.
[12] F. Iutzeler, “Distributed estimation and optimization for asynchronous
networks,” Ph.D. dissertation, Telecom ParisTech, 2013.
[13] B. M. Nejad, S. A. Attia, and J. Raisch, “Max-consensus in a max-
plus algebraic setting: The case of fixed communication topologies,”
in XXII International Symposium on Information, Communication and
Automation Technologies. IEEE, 2009.
[14] A. Tahbaz-Salehi and A. Jadbabaie, “A one-parameter family of dis-
tributed consensus algorithms with boundary: From shortest paths to
mean hitting times,” in Proceedings of the 45th IEEE Conference on
Decision and Control. IEEE, 2006.
[15] M. Goldenbaum and S. Stanczak, “Robust analog function computation
via wireless multiple-access channels,” IEEE Trans. Commun., vol. 61,
no. 9, pp. 3863–3877, 2013.
[16] F. Molinari, S. Stan´czak, and J. Raisch, “Exploiting the superposition
property of wireless communication for max-consensus problems in
multi-agent systems,” arXiv:1805.06724.
[17] F. Molinari, S. Stanczak, and J. Raisch, “Exploiting the superposition
property of wireless communication for average consensus problems
in multi-agent systems,” in 2018 European Control Conference (ECC).
IEEE, jun 2018.
[18] M. Huang and J. Manton, “Stochastic consensus seeking with noisy
and directed inter-agent communication: Fixed and randomly varying
topologies,” IEEE Trans. Autom. Control, vol. 55, no. 1, pp. 235–241,
2010.
[19] M. Goldenbaum, H. Boche, and S. Stanczak, “Harnessing interference
for analog function computation in wireless sensor networks,” IEEE
Trans. Signal Process., vol. 61, no. 20, pp. 4893–4906, 2013.
