The glueball-to-vacuum matrix elements of local gluonic operators in scalar, tensor, and pseudoscalar channels are investigated numerically on several anisotropic lattices with the spatial lattice spacing ranging from 0.1-0.2 fm. These matrix elements are needed to predict the glueball branching ratios in J= radiative decays which will help identify the glueball states in experiments. Two types of improved local gluonic operators are constructed for a self-consistent check and the finite-volume effects are studied. We find that lattice spacing dependence of our results is very weak and the continuum limits are reliably extrapolated, as a result of improvement of the lattice gauge action and local operators. We also give updated glueball masses with various quantum numbers.
I. INTRODUCTION
Glueballs, predicted by QCD, are so exotic from the point of view of naive quark model that their existence will be a direct support of QCD. However, experimental efforts in searching for glueballs are confronted with the difficulty of identifying glueballs unambiguously, even though there are several candidate glueball resonances, such as f 0 1370, f 0 1500, f 0 1710, and f J 2220, etc. The key problem is that there is little knowledge of the nature of glueballs and confined QCD vacuum, which requires reliable nonperturbative methods to be implemented. The numerical study of lattice QCD, which starts from the first principles, has been playing an important role in this hot field in the last 20 years, and extensive numerical studies have been carried out to calculate the glueball spectrum [1] [2] [3] [4] . These studies give the result that the masses of the lowest-lying glueballs range from 1 to 3 GeV, and suggest that the J= radiative decays be an ideal hunting ground for glueballs. However, apart from the mass spectrum, more characteristics are desired in order to determine glueballs in the final states of J= radiative decays, one of which is the partial widths of J= decaying into glueballs. The first step to estimate these partial widths is to calculate the vacuum-to-glueball transition matrix elements (TME) of local gluonic operators, which are nonperturbative quantities and can be investigated by the numerical calculation of lattice gauge theory.
Glueball transition matrix elements were calculated first in SU2 [5] and SU3 [6, 7] gauge theories with Wilson gauge action on isotropic lattice. In the calculation of glueballs, it is known that very large statistics are necessary in order for the correlation functions of gluonic operators to be measured precisely by Monte Carlo simulation. This prohibits the lattice size being too large. On the other hand, because of the large masses of glueballs, the lattice spacing (at least in the temporal direction) has to be small enough so that reliable signals can be measured before they are undermined by statistical fluctuations. This dilemma is circumvented by using anisotropic lattices, which are spatially coarse and temporally fine. The potentially large lattice artifacts owing to the spatially coarse lattice can be suppressed by the implementation of improved lattice gauge actions. Morningstar and Peardon applied these techniques to the calculation of glueball spectrum for the first time [4] . This treatment is verified to be successful and is thus adopted as the basic formalism of this work.
The glueball matrix elements computed in this work are of the form h0jg 2 TrG G xjGi, where jGi refers to the glueball state with specific quantum number J PC 0 , 2 , or 0 ÿ , G x is the gauge field strength, and g the gauge coupling. The lattice version of the gluonic operators g 2 TrG G x are constructed by the smallest Wilson loops on the lattice. To reduce lattice artifacts, the lattice version of each local gluonic operator is improved by eliminating the Oa 2 s (a s here is the spatial lattice spacing), while the glueball states jGi are obtained by smeared gluonic operators. In order to get a reliable continuum extrapolation, five independent calculations are carried out on lattices with spatial lattice spacings ranging from 0.09 to 0.22 fm. As by-products, we also calculate the masses of the lowest-lying stationary states in all of the symmetry channels allowed on a cubic lattice at each lattice spacing. To study the systematic error from finite volume, two extra independent studies are performed at 2:4 with the same input parameters but different lattice size. Note that the local operators mentioned above are all bare operators, they need to be renormalized to give the physical matrix elements. In this work, the renormalization constants of the scalar and tensor gluonic operators at the largest lattice spacing are extracted by the calculations of gluonic three-point functions on a much larger statistical sample (100 000 measurements). The pseudoscalar operator renormalization is determined through the calculation of the topological susceptibility. Finally, we give the nonperturbatively calculated and phenomenologically significant matrix elements.
This paper is organized as follows. We give a detailed description of the construction of lattice local gluonic operators in Sec. II, where two types of lattice realization in each channel are defined. In Sec. III are the details of the computation, such as the generation of gauge configurations, the determination of lattice spacings, the construction of the smeared glueball correlators, the extraction of glueball masses and matrix elements, as well as the discussion of the finite volume effects and the continuumlimit extrapolation. Section IV is devoted to the nonperturbative renormalization of the local gluonic operators. The final results of glueball matrix elements and their physical implications are discussed in Sec. V. Section VI gives the conclusion of this work.
II. LOCAL GLUONIC OPERATORS AND MATRIX ELEMENTS
In the continuum theory, the lowest-dimensional gauge invariant gluonic operators are of the form g 2 TrG G , of which the most commonly studied ones are the scalar Sx (QCD trace anomaly), the pseudoscalar Px (topological charge density), and the tensor x (energymomentum density). They all have dimension four and are all positive under charge conjugation. The explicit forms of them are
Sx g 2 TrG xG x;
Px g 2 TrG xG x;
x 2g 2 TrG xG x ÿ
If we introduce the chromoelectric and chromomagnetic fields, 
the Lorentz scalar Sx and pseudoscalar Px can be expressed explicitly by these operators, 
The scalar operators TrB 2 x and TrE 2 x, the pseudoscalar TrEx Bx, and the tensors E , B , are all irreducible representations of the three-dimensional rotation group SO3.
Denoting the normalized scalar, pseudoscalar, and the tensor glueball states as jSi, jPi, and jT ij i, respectively, the nonzero glueball-to-vacuum matrix elements for their annihilation at rest by these operators are
where no implicit summation is applied. It is straightforward to reproduce the matrix elements of the scalar Sx and pseudoscalar operator Px by these quantities, but for the Lorentz tensor , the situation is more complicated. First of all, any hadron state jhi is an eigenstate of 0 , so that the matrix elements h0j 0 xjhi are zero. Together with the traceless property ( P 0), the above condition implies that h0j P i ii xjhi is zero. Therefore, there are only five linearly independent nonzero matrix elements of , which can be decomposed into the color-magnetic part and the color-electric part,
Because of the rotational invariance, the five polarizations give the same matrix element of the tensor. The Lorentz invariance is broken on the spacetime lattice. The zero-momentum stationary glueball state on the lattice must be an irreducible representation (irrep) of the lattice symmetry group, i.e. the 24-element octahedral point group O. The irreps of group O are classified as A 1 , A 2 , E, T 1 , and T 2 , which are the counterparts of angular momentum J for the SO3 rotational group and have dimensions 1, 1, 2, 3, and 3, respectively. Together with parity P and charge conjugate C transformations, the full symmetry group of simple cubic lattice is O N P N C and the total quantum number of the lattice glueball state is R PC , where R stands for A 1 , A 2 , E, T 1 , or T 2 , and PC can be , ÿ ,ÿ , or ÿ ÿ . As mentioned above, we are interested in the matrix elements of the scalar, pseudosca-lar, and tensor operators, which correspond to the irreps R PC through the following relation:
The zero-momentum operators are obtained by summing up all the local operators on the same time-slice in each channel. The dimensionless lattice operators are given below explicitly.
The magnetic and electric scalar (labeled (S, B) and (S, E), respectively) belong to the A 1 representation and are defined as
while the pseudoscalar (labeled (P)) belongs to the A ÿ 1 representation and is defined as
In the above questions, L 3 is the dimensionless spatial volume of the lattice and a s the spatial lattice spacing. For the spin-two irrep of SO3, the five polarizations are split across the E and T 2 irreps of O and so the tensor operators must be decomposed into their E and T 2 irreducible contents. The four resulting lattice operators are labeled (E, B), (E, E), (T 2 , B), and (T 2 , E), and are given in terms of their continuum counterparts as 
However, in the practical lattice study, the operators O R t (with R representing the labels mentioned above) are not constructed directly by B i or E i , but by the proper combinations of different Wilson loops. The first definition is based on the linear combination of a set of basic Wilson loops with the requirement that the small-a expansion of each combination give the correct continuum form shown, respectively, in Eq. (7)- (11) . We call the local operators through this definition Type-I operators. The second construction is that the lattice version of B i and E i are defined first by Wilson loops and are used to compose the local operators according to Eq. (7)- (11) . The local operators through this construction are denoted Type-II.
The following details the constructions of Type-I and Type-II local operators on the anisotropic lattice with the spatial lattice spacing a s and the temporal lattice spacing a t . With the tadpole improvement [8] , the tree-level Symanzik's improvement scheme is implemented to reduce the lattice artifact in defining the local operators. Since the aspect ratio of the anisotropic lattice, a s =a t , is always set to be much larger than 1, the leading discretization errors in the local operators are at Oa 
A. Type-I operator
The Type-I operators are constructed from a set of basic Wilson loops as illustrated in Fig. 1 and Table I , which are chosen by the requirement that the first terms of the small-a expansion of these loops give the desired contin-uum operator forms discussed above. We take the following steps in the construction. First, this set of Wilson loops are acted on by the 24 symmetry operations of the cubic point group O (as listed in the Table III . To reduce the lattice artifact due to the finite lattice spacing, the tree-level Symanzik's improvement is used, which means that differently shaped Wilson loops are combined to construct one operator so that the lattice artifacts are pushed to higher order of lattice spacing. Tadpole improvement is also implemented to improve the reliability of the lattice spacing expansion at the tree level [8] .
Apart from the rotational symmetry, the constructed operators should have also definite parity and charge conjugation properties. The symmetric/antisymmetric combination of a Wilson loop and its parity-transformed counterparts gives the positive/negative parity. The C operators can be realized by taking the real part of a Wilson loop.
Any operator that includes the chromoelectric field will involve loops with finite extent in the time direction. Operators must be defined for a chosen value of t. The simplest way to enforce this definition is to ensure the operators on time-slice t are eigenstates of the time reversal operators, T about that time slice. The eigenvalue of this reversal must be the same as the parity of the field operator to ensure the correct dimension-four operator is reproduced. The chromoelectric scalar and tensor operators transform positively under T, while the pseudoscalar transforms negatively. The combination coefficients of the timereversed loops are the products of coefficients of original loops and the time reversal eigenvalues of the timereversed operator. It should be noted that the combination coefficients are independent of the shape of loops and each irreducible representation corresponds to a specific set of combination coefficients, denoted by where U C i;r x; t is the loop generated by operating rth rotation on the ith prototype loop in Table I . The tadpole parameters u s and u t here come from the renormalization of spatial and temporal gauge links, respectively: U j x ! U j x=u s and U t x ! U t x=u t . The determination of u s and u t is described in Section III.
B. Type-II operators
Generally speaking, there can be many ways to define the lattice local operators as long as these definitions give the same continuum limit, and some may have smaller lattice artifacts at finite lattice spacing compared to others. This motivates us to design another type of lattice gluonic operators, called Type-II operators in this work, apart from the construction described above. Both types of operators are used for a self-consistent check.
According to the non-Abelian Stokes theorem [9] , a rectangle Wilson loop P ab x of size a b, with a, b small, can be expanded as
For simplicity, the factor ig is absorbed into the quantity F and will be reconsidered when comparing with the continuum form. This expression can be simplified by the clover-type combination which is defined as
where
The small ab expansion of P x is similar to Eq. (13) by replacing a and b with a and b, respectively. This clover-type combination is illustrated in Fig. 2 . As a result, the tree-level expansion of C x is explicitly derived as
Using ImC x with different a and b as the elementary components, the local operators F F can be defined through the lattice version of the gauge field strength tensor
which is improved up to Oa 4 by the combination of the clover-leaf diagram in Fig. 2 (a) and the windmill diagram in Fig. 2(b) . Thus the fourth-dimensional gauge operator F F can be derived fromF xF x,
In order to check the effectiveness of the improvement scheme of lattice local operators, we have also derived another lattice definition of F F x, which is through the direct combination of ImC x, say, 
One can find that, at tree level, the lowest order difference between these two definitions, denoted by , is about 3%-4% discrepancy for the measured matrix elements. The discussion above is based on the classical (or treelevel) series expansion of Wilson loops. For this to be reliable, the tadpole improvement should be applied, which means the tadpole parameter should be included in the above expressions. Specifically, a n-link spatial Wilson loop C x should be divided by a tadpole factor 1=u n s . From the data analysis to be shown in Sec. III that the tadpole improvement alleviates most of the dependence on finite lattice spacing. The improvement scheme of the local operators corresponding to E i E j is a little different from that of B i B j . Since a t a s , all the temporal Wilson loops included in the improvement have only one lattice spacing extension in the time direction. In other words, for the temporal loops, we do not include the windmill diagrams which involve two lattice spacing in the time direction. Thus the combination coefficients in the above expression are modified accordingly. We omit the explicit expression here.
III. NUMERICAL DETAILS
Since the implementation of the tadpole improved gauge action on anisotropic lattices was verified to be very successful and efficient in the determination of the glueball spectrum [4] , we use the same techniques to calculate the glueball matrix elements. We adopt the anisotropic gauge action used by Morningstar 
where 6=g 2 , g is the QCD coupling constant, is the aspect ratio for anisotropy, u s and u t are the tadpoleimprovement parameters of spatial and temporal gauge links, respectively, and C 's are the sums of various Wilson loops over the total lattice (the explicit expression can be found in Ref. [4] ). In practice, u s is defined by the expectation value of the spatial plaquette, namely, u s h1=3TrP ss 0 i 1=4 , and u t is set to 1. Theoretically, the bare anisotropy should be finely tuned to give the correct physical anisotropy phys a s =a t , but in our practical case is always taken as the same as phys because the discrepancy is shown to be within 1-2 percents when the improved action in Eq. (21) is used [4] . For each coupling constant and , u s is determined self-consistently in the Monte Carlo updating.
The gauge configurations were generated by using Cabibbo-Marinari (CM) pseudoheatbath and the SU2 subgroup microcanonical over-relaxation (OR) methods. Three compound sweeps were performed between measurements, where a compound sweep is made up of one CM updating sweep followed by 5 OR sweeps. The measurements of n mb configurations are averaged in each bin, and n bin bins are obtained. are generated by smeared gluonic operators O R S , which are constructed by exploiting linksmearing and variational techniques in a sequence of three steps outlined below. First, for each generated gauge configuration, we perform six smearing/fuzzing schemes to the spatial links, which are various combinations of the singlelink procedure (smearing) and the double-link procedure (fuzzing),
where U s j x and U f j x represent the smearing procedure and the fuzzing procedure, respectively, and P SU3 denotes the SU3 projection which is realized through Jacobi method [6] in this work. The six schemes are given explicitly as s
, where s=f denotes smearing/fuzzing procedure defined in Eq. (22) . s and f are tunable parameters for smearing and fuzzing and take the optimal value s 0:1 ( 0.4 at 3) and f 0:5. Secondly, for each smearing/fuzzing scheme, we use ten Wilson loops illustrated in Fig. 3 , which are the same as used in [4] , as prototypes to construct the operator What we obtain from the MC simulation are the 24 24 correlation matrix
where the vacuum subtraction
is only applied to the A 1 channel which has a vacuum expectation value. The coefficients are determined in the data analysis stage by minimizing the effective mass
where the time separation for optimization is fixed to t D 1. This is equivalent to solving the generalized eigenvalue equationC
and the eigenvector v R 0 , corresponding to the lowest effective massm 0 t D , yields the coefficients v R 0 for the operator O R S t which, under ordinary circumstances, best overlaps with the lowest-lying glueball G 0 in the channel of interest. The operators most overlapping with the excited states can also be constructed accordingly.
After the smeared operators are determined, the glueball masses and the matrix elements we are concerned with can be extracted by fitting two two-point functions, namely, the smeared-smeared correlation function,
and the smeared-local one
C SS t and C SL t can be fitted simultaneously with three parameters, i.e., h0jO S jGi, h0jO L jGi, and the ground state glueball mass M G . h0jO L jGi is the glueball matrix element we would like to obtain. Of course, before the physical results can be derived, a proper renormalization scheme should be performed.
In the following, we describe the calculation details step by step.
A. Setting the scale using the static potential
The five lattice spacings a s are determined by calculating the heavy quark static potential. This part of the calculation is independent of the production runs. 
B. The glueball mass spectrum
Glueball masses can be obtained by fitting the two-point functions C SS t directly. It is taken as a testimony of the effectiveness of the improvement and smearing scheme [4] . Even though we are interested in the glueball matrix elements of the four channels A
, and T 2 in this work, glueball masses of all the 20 channels R PC are calculated as a by-product.
After the implementation of variational optimization in each channel, we can obtain a specific operator which overlaps most with the specific state and has little contaminations from other states with the same J PC , so that we can use a single mass term
to fit the two-point function in a time range t min ; . . . ; t max , which can be determined by observing the effective mass plateau. As a convention in this work, we use M G to represent the mass of a glueball state in the physical units and M to represent the dimensionless mass parameter in the data processing with the relation M M G a t . Generally speaking, for most channels in each of the five cases, the overlap of the specific operators on the ground states are all larger than 90%. Before performing the continuum extrapolation, we check the finite-volume effects of glueball masses. Three independent calculations at 2:4, 5 were carried out on a 8 3 40 lattice, a 12 3 64, and a 16 3 80 lattice. These lattices have spatial volumes of 1:76 fm 3 , 2:64 fm 3 , and 3:52 fm 3 , respectively, with the lattice spacing a s 0:22 fm from r ÿ1 0 41020 MeV. For these three runs, all the input parameters are the same except the different lattice volume.
The calculated glueball mass spectra are listed in Table VI , where one can find at a glance that the finitevolume effects are very small and in most cases the changes are within errors and consistent with zero statistically. More precisely, we use the following scheme to illustrate the finite-volume effect (FVE) quantitatively. Let M denote the average value of the glueball masses from the three lattice volumes, ML denotes the glueball mass measured on lattice L 3 T. The fractional change of the glueball mass is defined by G L 1 ÿ ML= M. The results for these fractional changes are shown in Fig. 4 . Each point in the figure shows the fractional change 
The masses versus a s =r 0 2 , as well as the fitted curves are shown in Fig. 5-8 . One can find from the figures that the data obey this function very well. However, for A 
Already there has been some discussion on the possible reason for this large discretization error in scalar channel; one can refer to Ref. [4] for details. We list several continuum-extrapolated glueball masses in Table VIII . We note that the earlier work [4] was carried out with 1:7, 1.9, 2.2, 2.4, 2.5, and 3.0. In the present work, we concentrate on finer lattice spacings with 2:4, 2.6, 2.7, 3.0, and 3.2. For comparison, we have listed the results from the previous work [4] .
C. The glueball matrix elements
As described above, we use the correlated minimal-2 method to fit the smeared-smeared and smeared-local twopoint functions, namely, C SS t and C SL t, simultaneously using the fit functions C SS t X 2 e ÿMt e ÿMTÿt ;
where Figs. 9 and 10 , where the smeared-local correlation functions are plotted on the negative-time side of the t axis. In each channel, the effective mass plateau for C SS is flatter than that of C SL . Nevertheless, R 1, so that the parameter X indicates the relative overlap of the smeared operator to the specific stationary state (the ground state here). In these tables, all the X parameters are very close to 1 which implies that the smeared operators couple almost completely to the ground state and there is little contamination from excited states. The 2 's per degree of freedom of the data fitting are all acceptable and also listed in the tables.
From the measured matrix elements of the two definitions of the Type-II local operators in tensor channel (T 2 irreps), we can get an estimate of the Oa (2) 0.46 the lattice discretization and will disappear in the continuum limit. This is the case from the figure. Even though the relative difference is less than 3%-4%, the deviation of the ratio from 1 is detectable on coarse lattice with larger lattice spacing and decreases when approaching to the continuum limit. On the finest lattice we are using, the difference is consistent with zero within the error. This result shows that, as far as the Type-II operators are concerned, after the implementation of Symanzik's improvement scheme along with the tadpole improvement, the measured matrix elements of the two versions of lattice local operator have a few percent differences at finite a s , but approaches the same continuum limit as a s goes to zero.
Here comes the discussion of the FVE of the matrix elements. By analogy with the FVE analysis of glueball masses, the glueball matrix elements are also calculated at 2:4 and 5 on a 8 3 40 lattice, a 12 3 64, and a 16 3 80 lattice. For these three runs, all the input parameters are the same except the different lattice volume. The extracted matrix elements are listed in Table XIV , XV, and XVI, respectively, for Type-I and Type-II operators. As illustrated in the tables, the finite-volume effects of matrix elements are very small and in most case the changes are consistent with zero statistically. We also define the relative deviation G L 1 ÿ f G L= f G to show the FVE quantitatively, where f G is the mean value of the matrix elements of glueball G averaged over the three lattice volumes, f G L denote the matrix element of glueball G (6) 0.107(14) 0.967(8) 0.25 (T 2 , B) 3-8 1-3 0.487 (5) 0.137(5) 0.969(7) 1.28 (T 2 , E) 3-8 1-3 0.485(6) 0.060(9) 0.967 (7) 0.94 (S, B) 2 -9 2 -7 0.326 (4) (5) 0.172(4) 0.971(7) 1.55 (T 2 , E) 3-8 1-3 0.485 (6) 0.053(6) 0.968(8) 1.17
(T 2 , B) 3-8 1-4 0.489(5) 0.179(4) 0.971 (7) 1.46 (T 2 , E) 3-8 1-3 0.485 (6) 0.053(6) 0.968(8) 1.17 (1) 0.562(7) 0.989(2) 0.57 (T 2 , E) 2 -7 1-4 0.421 (2) Based on the discussions above, in the following continuum extrapolation of matrix elements, we use the results calculated on the lattice 8 3 40 at 2:4. As for the Type-II operators, we take the results with the lattice operators defined byF xF x.
Using the fitted M and Y parameters listed in Table IX , X, XI, XII, and XIII, as well as the physical values of the lattice spacings a s listed in Table V 
where T is the final nonrenormalized continuum-limit results of the glueball matrix elements. Note that these matrix elements are all calculated by bare lattice operators. Before the renormalization of the (2) 0.40(3) 0.73 (4) local operators is performed, we cannot draw any conclusions of physical interest at present stage. However, we can give some comments on the different behaviors of the matrix elements of the Type-I and Type-II operators from the continuum extrapolation. Based on our experience from the calculation of glueball masses, the continuum SO3 symmetry is approximately restored for all the lattice spacings we use in this work, since the calculated glueball masses in T 2 and E channel are coincident. The left panel of Fig. 13 is the plot of the matrix elements of the Type-I operators, where one can find that the calculated glueball matrix elements of T 2 and E irreps do not show this symmetry restoration. This is probably due to the definition of the Type-I operator introduced in Sec. II. The Type-I operators with different quantum number are defined by the real part of different Wilson loops composed of different numbers of spatial gauge links, such that the overall tadpole-improvement factors (different powers of the tadpole parameter u s ) are different for T 2 and E representation. The conjectured power counting of the tadpole parameter u s for Wilson loops is a naive approximation and may bring additional deviation to the local operators. We have carried out the test that the naive tadpole parameters are replaced by the vacuum expectation value (VEV) of the corresponding Wilson loops. As we expected, the two matrix elements tend to coincide better. In contrast with the Type-I operators, all the Type-II operators are defined by the improved lattice version of the gauge strength tensor F and thus have the same correction factor coming from the tadpole improvement. The right panel of Fig. 13 shows the behaviors of the matrix elements of the Type-II operators. It is clearly seen that the approximate SO3 symmetry restoration takes place for T 2 and E representation.
The matrix elements of phenomenological interest, denoted s, p, and t, are defined as
where , 0, 1, and Sx, Px, x are defined in Eq. (1) 31 (1) 40 (2) 47 (2) 53 (3) 62 ( Table XVIII illustrate the behaviors of these matrix elements with respect to the lattice spacings. We only show the data reproduced from the Type-II operators, which can be only renormalized in this work (see Section V). The continuum limits of t T 2 and t E are consistent within error bars. The deviation of the central values comes mainly from the discrepancy of TE; E and TT 2 ; E.
IV. THE NONPERTURBATIVE RENORMALIZATION OF LOCAL GLUONIC OPERATORS
The lattice local gluonic operator O and its continuum counterpart O cont is related by the renormalization constant
The key question is to choose a proper normalization condition, so that the renormalization constant can be determined. In this work, we choose the energymomentum tensor in the glueball state as the normalization condition [11] . 
where O S t is the smeared zero-momentum operator which generates the ground state jGi from the vacuum, and M G the ground state mass. Using the asymptotic form of the two-point function
and dividing the three-point function by proper two-point function, one gets
In the practical data processing, by analogy with the extraction of the matrix element, we fit C 2 t and C 3 t; t 0 simultaneously with the fitting model
where t 0 1. W is related to the matrix element hGjO 0jGi by
From Eq. (40), Eq. (48), and the fitted matrix elements hGjO jGi lat , the renormalization constants for scalar and tensor gluonic operators can be derived as
where the coupling constant g 2 comes from the relation T 00 1=g 2 O ÿ . Unfortunately, the gluonic three-point function is far more noisy than the gluonic two-point function in Monte Carlo calculation. In this work, the renormalization of gluonic operators is performed only at 2:4 on the lattice 8 3 40 with 5. As many as 100 000 measurements are carried out, the signals of three-point functions are still weak with large fluctuation. In the practical computation, the matrix elements of Type-I and Type-II operators of O S;B and O S;E are all calculated. It is found that the three-point functions involving Type-I operators are so noisy that the matrix elements cannot be extracted reliably. The three-point functions involving Type-II operators behave better, from which we obtain the renormalization constants. The matrix elements hGjO jGi lat and the resultant renormalization constants at 2:4 are listed in Table XIX .
As for the renormalization of the pseudoscalar operator, we shall use the quenched topological susceptibility as the normalization condition. The quantity is defined by
where the topological charge density qx is proportional to the pseudoscalar operator Px (defined in Eq. (1)) as qx 1 32 2 Px. While there are many lattice calculations of , we regard the most recent work [13] where the topological charge is defined through Neuberger's overlap operator [14] to be most reliable. With controlled systematics, the value at the continuum is reported to be 191 5 MeV 4 which is close to the phenomenological value of 180 MeV 4 from the Witten-Veneziano mass formula for the 0 measured mass [15, 16] .
Our MeV, the renormalization constant Z P of pseudoscalar operator in the continuum limit can be extracted as
V. RESULTS AND DISCUSSION
After the continuum extrapolation and the renormalization of the local operators, we can discuss the physical implication of our lattice results.
As we addressed above, we have tried to extract the renormalization constants for scalar and tensor operator only at 2:4. In fact, the signals of the three-point functions of Type-I operator are very poor, so the renormalization constants Z S and Z T are obtained only for Type-II operators. We are lucky with this situation because all the Type-II operators are made up of the lattice version of the gauge field strength,F , thus they all have the same normalization constant, say, the same tadpoleimprovement factor. Therefore, for Type-II operator, the Z T extracted from T 00 can be applied to other components involved in the glueball matrix elements calculated in this work.
Considering Eq. (3) and (6), the nonrenormalized matrix elements of the Sx, Px, and x in the continuum can be obtained by the lattice results, and are shown in Table XVIII . We notice that, although the (S, B) and (S, E) matrix elements have sizeable a s dependence for the Type-II operator, as seen in Fig. 13 , the total scalar matrix element, which is the sum of the two, is much flatter in a s =r 0 2 . This is also the case for the tensor matrix element. With the observation that the nonrenormalized matrix elements of the scalar and the tensor depend on the lattice spacing a s =r 0 2 very mildly, we speculate that there is not a large lattice spacing dependence in the renormalization constant, and will use Z S and Z T computed at 2:4 as an approximation of the renormalization constants in the continuum limit. We shall check this in the future when computer resources are available for high statistics calculation at larger .
Taking the average of the renormalization constant Z S from Table XIX, we get a continuum-extrapolated value for the matrix element h0jSj0 i 15:6 3:2 GeV 3 . Based on the scaling properties of QCD and trace anomaly, both the QCD sum rule [17] and the soft meson theorem [18] lead to an estimate that relates the scalar glueball matrix element to the gluon condensate, h0jSj0 i 16 2 G 0 2b
where G 0 h0j s G a G a j0i is the gluon condensate, b 11=3N c ÿ 2=3N f and M G the scalar glueball mass. Taking N f 0, G 0 0:012 GeV 4 , and M G 1:7 GeV, this matrix element is estimated to be 6:3 GeV, which is about two and a half times smaller than our lattice result. This discrepancy might be attributable to the fact that the quenched lattice calculation gives a gluon condensate which is about 0:14 0:02 GeV 4 [19] . This is larger by an order of magnitude than that used in QCD sum rule. If the relation Eq. (59) still holds in the pure gauge theory, using the quenched gluon condensate, the estimated scalar matrix element is estimated to be 21 1 GeV 3 which is in good agreement with our quenched lattice calculation.
For the pseudoscalar, with the renormalization constant Z ÿ1 P 0:242 determined in the last section, the lattice calculation gives the result h0jPj0 ÿ i 9:7 1:5 GeV 3 . It has been proposed that there is an approximate chiral symmetry between the scalar and pseudoscalar glueballs [20] . A sum rule is derived from an effective action which relates the topological susceptibility in the pure gauge case to the gluon condensate G 0 ,
where 0:7. Using our lattice results, the degree of chiral symmetry can be obtained from the ratio of the pseudoscalar to scalar matrix elements [20] , L h0jPj0 ÿ i=2h0jSj0 i 0:3, which is also more than 2 times smaller than the result of QCD sum rule. These facts hint that there may be a substantial quenching effect in the matrix element of the scalar. We can also estimate the glueball contribution to the topological susceptibility by the lattice matrix element and glueball mass, which implies that the pseudoscalar glueball gives an appreciable 11% contribution to the topological susceptibility.
In the tensor channel, the glueball matrix element is extrapolated to 1:0 0:2 GeV 3 in the continuum, which is the average of results of E and T 2 channels. In the calculation, it is found that in the lattice spacing range we use, the glueball mass and matrix elements are approximately independent of the lattice spacing, this implies that the lattice artifacts might be neglected here. If the renormalization constant Z T 0:5215 of the tensor operator does not change much in the range of lattice spacing and applies to all the values in this work, the renormalized matrix element of tensor operator is 0:52 0:19 GeV 3 , which is in agreement with the prediction 0:35 GeV 3 from the tensor dominance model [21] and QCD sum rule [22] for the tensor mass around 2.2 GeV.
VI. CONCLUSION
The glueball mass spectrum and glueball-to-vacuum matrix elements are calculated on anisotropic lattices in this work. The calculations are carried out at five lattice spacings a s 's which range from 0.22 fm to 0.10 fm. Because of the implementation of the improved gauge action and improved gluonic local operators, the lattice artifacts are highly reduced. The finite-volume effects are carefully studied with the result that they can be neglected on the lattices we used in this work.
As to the glueball spectrum, we have carried out calculations similar to the previous work [4] on much larger and finer lattices, so that the liability of the continuum-limit extrapolation is reinforced. Our results of the glueball spectrum are summarized in Table XXI and Fig. 16 .
After the nonperturbative renormalization of the local gluonic operators, we finally get the matrix elements of TABLE XXI. The final glueball spectrum in physical units. In column 2, the first error is the statistical uncertainty coming from the continuum extrapolation, the second one is the 1% uncertainty resulting from the approximate anisotropy. In column 3, the first error comes from the combined uncertainty of r 0 M G , the second from the uncertainty of r ÿ1 0 41020 MeV. 
