Computational approaches to finding non-trivial integer solutions of the equation in the title are discussed. We summarize previous work and provide several new solutions.
Introduction
The Diophantine equation was discussed by Jacobi and Madden in [3] , and has become known as the Jacobi-Madden equation. They considered a, b, c, d ∈ Z, but it is clear that the homogeneity of (1.1) means that we can consider rational values without loss of generality.
We have to assume at least three of the values are non-zero, because of Fermat's Last Theorem. We, also, cannot have a, b, c, d all of the same parity, so there must be a mixture of positive and negative values.
The method used by Jacobi and Madden is based on the following simple, but remarkable, identity: 2 if we ignore the common factor of 2.
Let F = a 2 +ab+b 2 , G = c 2 +cd+d 2 and H = (a+b) 2 +(a+b)(c+d)+(c+d) 2 , giving
where we will have t ∈ Q. In fact, we have Lemma: t > 0 for a non-trivial solution.
Proof: Each of F, G, H is a variant of the basic quadratic form Q(x, y) = x 2 + xy + y 2 .
Defining x = u + v, y = u − v gives Q = 3u 2 + v 2 ≥ 0 which is only zero when (u, v) = (0, 0) = (x, y). Thus F, G, H > 0, giving the result.
The first relation H + F − Gt = 0 leads to the quadratic identity
which we can write in matrix-vector form as
where we have doubled the coefficients in the quadratic form to avoid fractions in the matrix. Call the 4 × 4 matrix M 1 .
The relation t(H − F ) − G = 0 can be written, in a similar way, as
and we call this 4 × 4 matrix M 2 .
Thus, the Jacobi-Madden problem reduces to finding a non-zero rational vector v, with at least 3 non-zero rational elements and a non-zero rational t such that Lemma: Given a non-trivial solution (a, b, c, d) of (1.1), with t given by (1.6), then
the proof of which just involves a large amount of standard algebra, preferably done by a symbolic algebra package. Thus, we can assume that, if t = m/n with m, n ∈ Z and gcd(m, n) = 1, that m and n have opposite parities.
The present report discusses methods to compute other solutions, usually bigger in size. Since this problem could be of interest to amateurs, I have tried to make the presentation as simple as possible.
Quadric Intersection
The first method is to use (1.3) and (1.4) directly. The intersection of two 4-variable quadrics is fundamental to the method of 4-descent, used to find rational points on elliptic curves, see Merriman, Siksek and Smart [4] or the Ph.D. thesis of Womack [10] . Mark Watkins of the Magma group in Sydney has an excellent preprint on the computational solution of such problems [9] . I have used a Pari-GP version of this method for several years to compute points on hundreds of elliptic curves.
Applying this code using a fairly moderate search limit, with t = m/n > 0 and m + n < 3000, gives the solutions in Table 2. 1.
There are only 3 essentially different solutions in this Table. Increasing the search region but restricting to m+n < 499 finds the extra solutions in Table  2 .2. The main problem with this method is that we do not know which values of t to consider, so we start off by trying them all. As we increase the search region, however, we need to restrict the choice of t.
We can reduce this by considering a change of variables used by Jacobi and Madden.
and call the matrix in this transformation C, so that (1.5) become
where w T = (p, q, r, s).
so that we have that the quadric
This clearly implies that t 2 > 1. We can also use the Qfsolve code from Denis Simon's ellrank package [7] to find out whether this quadric has a rational solution for a specified value of t, rejecting those t which have no solution.
Quartic Equation
In this section, we provide an alternative method of solution which also allows us to restrict greatly the values of t to be considered in lengthy computation. This was described by Tito Piezas III [5] in a submission to the mathoverflow web-site, where it elicited a very interesting response from Jeremy Rouse.
with the matrix in this transformation called D, thus (1.5) becomes
and
In variable forms, we now have the quadrics
If we can find, for a given t, a solution (p 0 , q 0 , r 0 ) (q 0 = 0) to the first equation, we can parameterize using the standard method. Simon's Qfsolve program tells us if the quadratic form is soluble and finds a solution, if possible. This, then, becomes part of the sieving process for suitable t.
Let x = p/q and y = r/q so the first quadric is
with solution x = x 0 = p 0 /q 0 and y = y 0 = r 0 /q 0 .
Then the line y = y 0 + k(x − x 0 ) will meet the quadric at one further point
Take the numerator for p and the denominator for q, and substitute into
and we have the quartic
where
The quartic (3.9) can be tested for local solubility -Simon includes Pari-GP code in ellrank -and those which are not everywhere locally soluble can be rejected. It is also perfectly possible to reverse the order in which the quadrics are considered. The smallest (in terms of m + n) t-values which give everywhere soluble quartics are 31/6, 49/24, 67/42, . . ..
Using the quartic method (or something very similar), Seiji Tomita [8] found the following solutions. Studying the values of t for the solutions, found so far, suggests the following Conjecture: Let t = m/n with gcd(m, n) = 1 and m and n of opposite parities. If a solution exists, we will have 150|n or 25(6E + 1)|(m − n), where E ∈ Z. In the latter case we have 6|n.
I cannot believe I am the first person to think this! Can anyone prove or disprove this? Using Simon's Qfsolve and Qfparam procedures, we can generate a multitude of quartics. I found that it was best to apply Cremona's minimization and reduction methods [2] to these quartics before searching for a point. With these methods, and a large amount of computation the following new solutions were found. 
Elliptic Curve
Both the 4-descent and quartic methods have an underlying elliptic curve behind the problem. To find this curve, we use the fact, from Merriman et al [4] , that a solution to (1.3) and (1.4) gives a point on the curve
which can be given as
It is a standard fact, see chapter 3 of Cremona [1] , that a quartic with a rational point, is related to the elliptic curve
where I and J are the invariants of the quartic. The fundamental link is that rational (X, Y ) on (4.1) gets mapped to a rational point with x = 3g 4 (X)/4Y 2 on (4.2), where g 4 is the quartic covariant of (4.1), and Y 2 is given by (4.1).
We find
Experiments with the right-hand-side of (4.2) suggested it always factored, and it was reasonably straightforward to find that x = −9K gave y = 0. Defining z = x + 9K, and then y = 27v and z = 9u gives the fairly simple form
Exactly the same elliptic curve comes from the quartic (3.9) in the previous section. All the p 0 , q 0 , r 0 terms eventually vanish!
The elliptic curve E t has discriminant ∆ = 2 16 3 6 t 2 (t + 1)
so ∆ < 0 if 1.1742 < t < 12.483 and ∆ > 0 otherwise. If ∆ < 0 the elliptic curve has one infinite component, whilst, if ∆ > 0, there is also a finite bounded component. The curve is singular, for rational t, only for |t| = 1 or t = 0, but we saw in section 2 that these values do not give solutions.
There is a clear rational point u = 0, v = 0 which is of order 2. Numerical experiments suggest this is the only finite torsion point, but there might well be specific values of t giving extra torsion points.
These numerical experiments also suggested that the curve always has rank at least one. Results from ellrank indicated that u = 48t gave a point, and it is easy to check that this gives v = ±144t(t 2 + 1). If we double this point we find a point where u = 4(t 2 − 2t − 1) 2 .
Using ellrank and the Parity Conjecture, we find the ranks of the smallest t-values are given in Table 4 .1. The basic fact about the rational points on an elliptic curve, over Q, is that the points are finitely generated. Thus, there exists a set of rational points G 1 , G 2 , . . . , G r such that any rational point P is such that
where n 1 , . . . , n r ∈ Z and T is a torsion point. r is the rank of the elliptic curve and we assume r ≥ 1 with G 1 = (48t, 144t(t 2 + 1)).
The elliptic curves (4.5) and (4.2) can be easily transformed to one another.
We have
Notice the direction of the relation of point on quartic to point on elliptic curve. We DO NOT get a point on the quartic from every point on the elliptic curve. In fact, I have never found a solution from G 1 or 2G 1 with or without adding (0, 0 Given a set of generators, not necessarily of full rank, using (4.7) and the restriction |n i | ≤ L, I generated points P = (x, y) on (4.5). Then, I used Pari to factor
to find a value of X on (4.1) or other possible quartics.
For most acceptable t-values, we just find a single generator G 1 . For a few, we find a second generator, which may (or may not) lead to a solution of (1.1). For t = 373/150, we find 4 generators with u-coordinates in the following Table. Experiments show that the third generator must be included to give a solution of (1.1), so |n 3 | > 0. The numerical data all seem to suggest that solutions to (1.1) all depend on one particular generator being present in the expansion for a rational point.
This elliptic curve approach has found the following new reasonable-sized solutions For those values of t given in Table 4 .1 without a solution, we looked at each value individually. For t = 49/24, the Birch and Swinnerton-Dyer conjecture gives an estimate of the height of the other generator to be in the low hundreds, but within the computational capabilities of my own software. By using the 2-isogenous curve, I found the second generator which gives the following rather large solution It is doubtful if these solutions could be found using either the quadric intersection or quartic-point methods.
