In the late thirteenth century, Theodoric of Freiberg, a Dominican monk, theologian, and physicist, performed a simple experiment: with his back to the sun, he held a spherical bottle filled with water in the sunlight. By following the trajectory of the refracted and reflected light and having the bottle play the same role as a single water drop, he gave a scientific explanation of rainbows, including secondary rainbows with weaker, reversed colors. His geometric analysis, described in his famous treatise De iride (On the Rainbow, c. 1310), was "perhaps the most dramatic development of fourteenth-and fifteenth-century optics" [60].
is a great tool in deducing explanations of phenomena; and decomposing an entity into its constituent components can be a key step in understanding its essential character, as well as an enabling tool in modifying these components prior to recombination. The rainbow's appearance is explained by the fact that sunlight contains a combination of all wavelengths within the visible range; separation of white light by wavelength, as with a prism, enables modifications prior to recombination. The collection of wavelengths is, as we will see, the spectrum.
A French physicist and mathematician, Joseph Fourier, formalized the notion of the spectrum in the early nineteenth century. He was interested in the heat equation -the differential equation governing the diffusion of heat. Fourier's key insight was to decompose a periodic function x(t) = x(t + T ) into an infinite sum of sines and cosines of periods T /k, k ∈ Z + . Since these sine and cosine components are eigenfunctions of the heat equation, the solution of the problem is simplified: one can analyze the differential equation for each component separately and combine the intermediate results, thanks to the linearity of the system. Fourier's decomposition earned him a coveted prize from the French Academy of Sciences, but with a mention that his work lacked rigor. Indeed, the question of which functions admit a Fourier decomposition is a deep one, and it took many years to settle. Fourier's work is one of the foundational blocks of signal processing and at the heart of the present book as well as its companion volume [57] . Fourier techniques have been joined in the past two decades by new tools such as wavelets, the other pillar we cover.
Signal representations
The idea of a decomposition and a possible modification in the decomposed state leads to signal representations, where signals can be sequences (discrete domain) or functions (continuous domain). Similarly to what Fourier did, where he used sines and cosines for decomposition, we can imagine using other functions with particular properties. Call these basis vectors and denote them by
is called an expansion of x with respect to {ϕ k } k∈Z , with {X k } the expansion coefficients.
Orthonormal bases When the basis vectors form an orthonormal set, the coefficients X k are obtained from the function x and the basis vectors ϕ k through an inner product
For example, Fourier's construction of a series representation for periodic functions with period T = 1 can be written as 3a) where
(1.3b) We can define basis vectors ϕ k , k ∈ Z, on the interval [0, 1), as 4) and the Fourier series coefficients as 
While the Fourier series is certainly a key orthonormal basis with many outstanding properties, other bases exist, some of which have their own favorable properties. Early in the twentieth century, Alfred Haar proposed a basis which looks quite different from Fourier's. It is based on a function ψ(t) defined as
For the interval [0, 1), we can build an orthonormal system by scaling ψ(t) by powers of 2, and then shifting the scaled versions appropriately, yielding 2). It is quite clear from the figure that the various basis functions are indeed orthogonal to each other, as they either do not overlap, or when they do, one changes sign over the constant span of the other. We will spend a considerable amount of time studying this system in the companion volume to this book, [57] . While the system (1.7) is orthonormal, it cannot be a basis for all functions on [0, 1); for example, there would be no way to reconstruct a constant 1. We remedy that by adding the function
into the mix, yielding an orthonormal basis for the interval [0, 1). This is a very different basis from the Fourier one; for example, instead of being infinitely differentiable, no ψ m,n is even continuous. We can now define an expansion as in (1.3),
where
It is natural to ask which basis is better. Such a question does not have a simple answer, and the answer will depend on the class of functions or sequences we wish to represent, as well as our goals in the representation. Furthermore, we will have to be careful in describing what we mean by equality in an expansion such as (1.3a); otherwise we could be misled the same way Fourier was.
Approximation One way to assess the quality of a basis is to see how well it can approximate a given function with a finite number of terms. History is again enlightening. Fourier series became such a useful tool during the nineteenth century that researchers built elaborate mechanical devices to compute a function based on Fourier series coefficients. They built analog computers, based on harmonically related rotating wheels, where amplitudes of Fourier coefficients could be set and the sum computed. One such machine, the Harmonic Integrator, was designed by the physicists Albert Michelson and Samuel Stratton, and it could compute a series with 80 terms. To the designers' dismay, the synthesis of a square wave from its Fourier series led to oscillations around the discontinuity that would not go away www.cambridge.org © in this web service Cambridge University Press even as they increased the number of terms; they concluded that a mechanical problem was at fault. Not until 1899, when Josiah Gibbs proved that Fourier series of discontinuous functions cannot converge uniformly, was this myth dispelled. The phenomenon was termed the Gibbs phenomenon, referring to the oscillations appearing around the discontinuity when using any finite number of terms. Figure 1 .3 shows approximations of a box function with a Fourier series basis (1.3a) using
So what would the Haar basis provide in this case? Surely, it seems more appropriate for a box function. Unfortunately, taking the first 2 −m terms in the natural ordering (the term corresponding to the function ϕ 0 (t) plus 2 −m terms corresponding to each scale m = 0, −1, −2, . . . ) leads to a similarly poor performance, shown in Figure 1 .4. This poor performance is dependent on the position of the discontinuity; approximating a box function with a discontinuity at an integer multiple of 2 −k for some k ∈ Z would lead to a much better performance. However, changing the approximation procedure slightly makes a big differwww.cambridge.org © in this web service Cambridge University Press ence. Upon retaining the largest coefficients in absolute value instead of simply keeping a fixed set of terms, the approximation quality changes drastically, as seen in Figure 1 .5. In this admittedly extreme example, for each m, there is only one n such that X m,n is nonzero (that for which the corresponding Haar wavelet straddles the discontinuity). Thus, approximating using coefficients largest in absolute value allows many more values of m to be included. Through this comparison, we have illustrated how the quality of a basis for approximation can depend on the method of approximation. Retaining a predefined set of terms, as in the Fourier example case (Figure 1.3 to time shifts; these are convolution operators. These operators lead naturally to signal representations using the discrete-time Fourier transform and, for circularly extended finite-length sequences, the discrete Fourier transform.
Chapter 4, Functions and continuous-time systems, parallels Chapter 3; a vector is now a function that depends on continuous time, and an important class of linear operators on these vectors are again those that are invariant to time shifts; these are convolution operators. These operators lead naturally to signal representations using the Fourier transform and, for circularly extended finite-length functions, or periodic functions, the Fourier series. The four Fourier representations from these two chapters exemplify the diagonalization of linear, shift-invariant operators, or convolutions, in the various domains.
Chapter 5, Sampling and interpolation, makes fundamental connections between Chapters 3 and 4. Associating a discrete-time sequence with a given continuous-time function is sampling, and the converse is interpolation; these are central concepts in signal processing since digital computations on continuousdomain phenomena must be performed in a discrete domain.
Chapter 6, Approximation and compression, introduces many types of approximations that are central to making computationally practical tools. Approximation by polynomials and by truncations of series expansions are studied, along with the basic principles of compression.
Chapter 7, Localization and uncertainty, introduces time, frequency, scale, and resolution properties of individual vectors; these properties build our intuition for what might or might not be captured by a single representation coefficient. We then study these properties for sets of vectors used to represent signals. 
Introduction
This section introduces many topics of the chapter through the familiar setting of the real plane. In the more general treatment of subsequent sections, the intuition we have developed through years of dealing with the Euclidean spaces around us (R 2 and R 3 ) will generalize to some not-so-familiar spaces. Readers comfortable with vector spaces, inner products, norms, projections, and bases may skip this section; otherwise, this will be a gentle introduction to Euclid's world.
Real plane as a vector space
Let us start with a look at the familiar setting of R 2 , that is, real vectors with two coordinates. We adopt the convention of vectors being columns and often write them compactly as transposes of rows, such as x = x 0 x 1 . The first entry is the horizontal component and the second entry is the vertical component.
Adding two vectors in the plane produces a third one also in the plane; multiplying a vector by a real scalar produces a second vector also in the plane. These two ingrained facts make the real plane be a vector space.
Inner product and norm
The inner product of vectors x = x 0 x 1 and y = y 0 y 1 in the real plane is x, y = x 0 y 0 + x 1 y 1 .
(2.1)
Other names for inner product are scalar product and dot product. The inner product of a vector with itself is simply While the norm is sometimes called the length, we avoid this usage because length can also refer to the number of components in a vector. A vector of norm 1 is called a unit vector. In (2.1), the inner product computation depends on the choice of coordinate axes. Let us now derive an expression in which the coordinates disappear. Consider
