Abstract. We find the homogenous Kähler diffeomorphism F C which expresses the Kähler two-form on the Siegel-Jacobi domain D 
Introduction
The Jacobi group [18] is the semidirect product G e z,w := e za † +wK + e 0 , z, w ∈ C, |w| < 1.
The formulas below are obtained [5] using the relation Ad(exp X) = exp(ad X ) a + e z,w = ∂ ∂z e z,w ; a = (z + w ∂ ∂z )e z,w ; (2.7a)
K + e z,w = ∂ ∂w e z,w ; K 0 = (k + 1 2 z ∂ ∂z + w ∂ ∂w )e z,w ; (2.7b)
K − e z,w = ( 1 2 z 2 + 2kw + zw ∂ ∂z + w 2 ∂ ∂w )e z,w . (2.7c) With (2.7), the general scheme [3, 4] associates to elements of the Lie algebra g, first order holomorphic differential operators with polynomial coefficients X ∈ g → X:
Lemma 1. The differential action of the generators of the Jacobi algebra (2.4) is given by the formulas: a = ∂ ∂z ; a + = z + w ∂ ∂z , z, w ∈ C, |w| < 1; (2.8a)
Acting on e z,w , the differential operators (2.7) are not independent: Remark 1. Perelomov's coherent state vector (2.6) verifies the system of differential equations Xe z,w = 0, Y e z,w = 0, where Proof. We want to determine the constants A − E such that (Aa + Ba † + CK + + DK 0 + EK − )e z,w = 0.
We use the relations (2.7), and equate with 0 the coefficients of constant,
∂ ∂z
, and ∂ ∂w . We express four of the constants A − E as function of other two. Choosing A and E as independent, we get the expressions given in (2.9).
We consider the displacement operator
and let us denote by S the unitary squeezed operator -the D k + representation of the group SU(1, 1). We introduce the notation S(z) = S(w), z, w ∈ C, |w| < 1, where
We introduce also the normalized (squeezed) CS vector Ψ α,w := D(α)S(w)e 0 [44] .
We introduce the auxiliary operators [5] :
(2.13)
We recall the orthonormal system of coherent states associated to the group SU(1, 1):
and to the Heisenberg-Weyl group
We write down the vector e 0 in (2.5) as
, z, w ∈ C, |w| < 1.
The normalized squeezed state vector and the un-normalized Perelomov's coherent state vector are related by the relation
The composition law in the Jacobi group G
The scalar product of functions from the space F K corresponding to the kernel defined by
and the the Kähler two-form
The real Jacobi group. Let us now recall that
The map (2.29) induces a transformation of the bounded domain D 1 into the upper half plane X 1 and (2.32)
It is easy to proof (see also ([5] ) the following
C descends on the basis to the biholomorphic map:
Under the partial Cayley transform (2.33), the Kähler two-form ω 1 (2.28) becomes
where the matrices g in (2.24) and h in (2.35) are related by (2.31).
Fundamental Conjecture for the Siegel-Jacobi disk and domain
Firstly, we fix the terminology [14] . A complex analytic manifold is Kählerian if it is endowed with a Hermitian metric whose imaginary part ω has dω = 0. A coset space is homogenous Kählerian if it caries a Kählerian structure invariant under the group. We call a homogeneous Kähler diffeomorphism a diffeomorphism φ : M → N of homogeneous Kähler manifolds such that φ * ω N = ω M . Let us remind the fundamental conjecture for homogeneous Kähler manifolds (Gindikin -Vinberg): every homogenous Kähler manifold is a holomorphic fiber bundle over a homogenous bounded domain in which the fiber is the product of a flat homogenous Kähler manifold and a compact simply connected homogenous Kähler manifold. The compact case was considered by Wang [48] , Borel [14] and Matsushima [33] have considered the case of a transitive reductive group of automorphisms, while Gindikin and Vinberg [47] considered the transitive automorphism group. We mention also the essential contribution of Piatetski-Shapiro in this field [15] . The complex version, in the formulation of Dorfmeister and Nakajima [16] , essentially asserts that: every homogenous Kähler manifold, as a complex manifold, is the product of a compact simply connected homogenous manifold (generalized flag manifold), a homogenous bounded domain, and C n /Γ, where Γ denotes a discrete subgroup of translations of C n .
1 . We have the homogenous Kähler diffeomorphism
We have also the homogenous Kähler diffeomorphism
where ω 
Proof. The idea is to use the transformation (2.33) and the EZ (Eichler-Zagier) coordinates (3.6), (cf. the definition at p. 12 and p. 51 in [13] adapted to our notation) (3.6) v = x + iy; u = pv + q, x, p, q, y ∈ R, y > 0, and come back from v to w. So, let . We have z = q + ip + w(−q + ip), and if denote η = q + ip, where q, p ∈ R, then z = η − wη, with η appearing already in (2.28), and A = dη − wdη. The last term in (2.28) becomes
Vice-versa, we have dη = A+wĀ 1−|w| 2 , with A given in (2.28). For the second assertion, we introduce the transformation (2.33) z = 2iu(v + i) −1 in (3.1) and we get:
and we get (3.5).
In the variables (η, w), the scalar product (2.19) becomes
where η is given by (3.1) and P = 1 − ww.
If we introduce the solution (3.13) w = w(t) = B tanh(t √B B) √B B of the equations of geodesics on D 1 ,
Now we introduce the solution
of (3.14) into (3.12a) and we obtain:
If in (3.15) we take into account (3.14), we get dη dt = 0, and a particular solution of (3.12a) consists of (η = ct, w) with w given by (3.13).
Classical motion and quantum evolution
Let M = G/H be a homogeneous manifold with a G-invariant Kähler two-form ω
Above e z ∈ H are Perelomov's coherent state vectors, indexed by the points z ∈ M, obtained by the unitary irreducible representation π on H of G, e z = exp( α∈∆ + z α X α ), and ∆ + are the positive roots of the Lie algebra g of G, with generators X α , α ∈ ∆ [37] . Passing on from the dynamical system problem in the Hilbert space H to the corresponding one on M is called sometimes dequantization, and the dynamical system on M is a classical one [3, 4] . Following Berezin [9] , [10] , the motion on the classical phase space can be described by the local equations of motionż α = i {H, z α } , α ∈ ∆ + , where H is the classical Hamiltonian H =< e z , e z > −1 < e z |H|e z > (the covariant symbol) attached to the quantum Hamiltonian H, and the Poisson bracket is introduced using the matrix g −1 . We consider an algebraic Hamiltonian linear in the generators X λ of the group of symmetry G
The classical motion generated by the Hamiltonian (4.2) is given by the equations of motion on M = G/H [3, 4] :
where the differential action corresponding to the operator X λ in (4.2) can be expressed in a local system of coordinates as a holomorphic first order differential operator with polynomial coefficients (
We look also for the solutions of the Schrödinger equations attached to the Hamiltonian H (4.2) (4.5) Hψ = iψ, where ψ = e iϕ < e z , e z > −1/2 e z .
We remember that [4] Proposition 3. On the homogenous manifold M = G/H on which the holomorphic representation (4.4) is true, the classical motion and the quantum evolution generated by the linear Hamiltonian (4.2) are given by the same equation of motion (4.3). The phase ϕ in (4.5) is given by the sum ϕ = ϕ D + ϕ B of the dynamical and Berry phase,
4.1.
Equations of motion on Siegel-Jacobi disk and domain. Let us consider a linear hermitian Hamiltonian in the generators of the Jacobi group G
With Lemma 1, Proposition 3 and (2.20), we get 
The equations of motion generated by the linear Hamiltonian (4.7) on the manifold X 
For the η defined in the F C −1 transform (3.1), the system of first order differential equations (4.8) becomes the system of separate equations
If in (4.9b) we make the change of variables (3.4), we get the system of decoupled equations of motion on X [37] in the context of quantum oscillator with variable frequency.
1.a We consider the case of constant coefficients of the Hamiltonian (4.7). There are two equivalent methods to integrate the Riccati equation (4.8b).
In the equation (4.8b) we put w = − i ǫ +ȧ a , and we get for a the equationä + iǫ 0ȧ − ǫ − ǫ + a = 0, which has the characteristic equation (a(t) = C 1,2 e iw 1,2 t ) (4.12) w
For ǫ-s constant in (4.8b), the solution of the Riccati equation is (4.13)
where w 1,2 are given in (4.12), and in order to have w ∈ C, we must have ∆ > 0 so, if also ǫ 0 > 0, then w 1,2 < 0. Imposing to the solution of the Riccati equation (4.8b) the initial condition w(0) = w 0 , it results for f =
, and we rewrite down the solution (4.13) of (4.8b) as (4.14)
w(t, w 0 ) = 1
For the solution (4.13) of the differential equation with constant coefficients we find out
and the condition w(t) ∈ D 1 imposes the restrictions:
The second method to integrate the Riccati equation is to make the substitution w = X/Y , and we associate to (4.8b) the linear system of first order differential equations
We eliminate X, integrate the equation in Y , and finally, we get for w the same solution (4.13).
1.b Integration of equation (4.9a).
We write (4.9a) as
where A, B, C ∈ R. We look for a solution of (4.17) as v = and we haveb + Bḃ + ACb = 0, which has 
dt.
3. Now we look at the decoupled system of differential equations (4.10), also in the autonomous case. We write down the complex numbers as η = x + iy, ǫ a = a + ib, ǫ − = m + in , ǫ 0 /2 = p, and (4.10a) becomes the linear system of differential equations 
