Local realizations and local polynomial matrix representations of systems  by Amparan, A. et al.
Linear Algebra and its Applications 425 (2007) 757–775
www.elsevier.com/locate/laa
Local realizations and local polynomial matrix
representations of systems
A. Amparan ∗, S. Marcaida, I. Zaballa
Departamento de Matemática Aplicada y EIO, Universidad del País Vasco, Apdo. Correos 644, Bilbao 48080, Spain
Received 4 August 2006; accepted 22 April 2007
Available online 29 April 2007
Submitted by J. Rosenthal
Abstract
We define the local polynomial matrix representations of a controllable matrix pair (A,B) with elements
in an arbitrary field F and the local realizations of a nonsingular polynomial matrix whose elements are
in F[s] with respect to a nonempty subset of Specm(F[s]). We give different characterizations of these
local concepts. In particular, when F = C, local realizations and left null pairs as defined in Gohberg et al.
[I. Gohberg, M.A. Kaashoek, F. van Schagen, Partially Specified Matrices and Operators: Classification,
Completion, Applications, Bikhäuser, Basel, 1995] are closely related. Moreover, global polynomial matrix
representations and global realizations, as defined in Zaballa [I. Zaballa, Controllability and hermite indices
of matrix pairs, Int. J. Control 68 (1) (1997) 61–86] are particular cases of the same local concepts. Finally,
local Wiener–Hopf factorization indices with respect to a nonempty subset of Specm(F[s]) are defined.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Polynomial matrices are known to be very useful in the study of some properties of linear sys-
tems. Without being exhaustive, basic references are [8,9,13,15–17]. For example, in [8, Section
6.7] canonical matrix–fraction descriptions of the transfer function matrix of a system are shown
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to be uniquely determined by their denominators and these can have different forms according
to the several ways of selecting nice bases from the controllability matrix of the system. Also,
in [13], the problem of assigning the eigenstructure to a controllable system by state feedback is
reduced to the existence of a polynomial matrix with the desired eigenvalues in the Wiener–Hopf
equivalence class at infinity of the denominator of any irreducible matrix–fraction description of
the transfer. As a final example, in [9, Section 6.1] it is proved that the possibility of realizing a
precompesator by state feedback is closely related to some basic properties of such denominators.
The important role of the denominators of the irreducible matrix–fraction description of the
transfer is pointed out in [17] where they were defined to be the polynomial matrix representation
of the system. Precisely, given a controllable system (A,B) ∈ Fn×n × Fn×m,n  m, a nonsingular
m × m polynomial matrix P(s) is said to be a polynomial matrix representation of (A,B) if there
exists an n × m polynomial matrix N(s) such that P(s) and N(s) are right coprime and
(sIn − A)−1B = N(s)P (s)−1.
We can also say that, in such a case, (A,B) is a realization of P(s).
There are other instances in the literature where controllable systems and polynomial matrices
appear closely related. For example, in [7] the concept of left null pair of a nonsingular polynomial
matrix, P(s), over the complex field is defined: Let  be a contour in C with interior domain .
A pair (A,B) ∈ Cn×n × Cn×m is a left null pair of P(s) with respect to  if
(i) A has all its eigenvalues in  and the order of A is equal to the sum of the multiplicities of
the zeros of det P(s) in ,
(ii) (A,B) is controllable, and
(iii) (sIn − A)−1BP(s) is a polynomial matrix.
We have here two concepts: realization and left null pair, and both relate systems and non-
singular polynomial matrices. One of the goals of this work is to prove that both concepts are
the same. Since we want our results to hold on arbitrary fields we need something that plays the
role of  in C. We will associate to each complex number, z0, the irreducible polynomial z − z0
and identify  with a subset of Specm(F[s]). Thus we will have to introduce the concepts of
polynomial matrix representation and realization with respect to a subset M of Specm(F[s]). This
is accomplished in Section 3.
On the other hand, the definition of polynomial matrix representation is equivalent to the fol-
lowing one based on Rosenbrock’s equivalence ([17]): Given a controllable matrix pair (A,B) ∈
Fn×n × Fn×m, n  m, a nonsingular polynomial matrix P(s) ∈ F[s]m×m is a polynomial matrix
representation of (A,B) if there exist unimodular matrices U(s), V (s) ∈ F[s]n×n and a matrix
Y (s) ∈ F[s]n×m such that
U(s)[sIn − AB]
[
V (s) Y (s)
0 Im
]
=
[
In−m 0 0
0 P(s) Im
]
.
Also, it is proved in [7] that a controllable matrix pair (A,B) is a left null pair of P(s) with
respect to  if and only if there exists a matrix C such that (A,C) is observable; i.e. (AT, CT) is
controllable, and P(s)−1 − C(sIn − A)−1B has no poles in .
We will see that all these, and more, are equivalent conditions to define the same concepts that
we will still call polynomial matrix representation and realization.
The paper is organized as follows: After a short section introducing the notation and preliminary
results, we characterize, in Section 3, the coprimeness of matrices with elements in a local ring.
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This will be useful in Sections 4 and 5 in order to unify under the name of local polynomial matrix
representation and local realization the equivalent concepts that we mentioned above. Moreover,
we see that global polynomial matrix representations and global realizations are particular cases
of the same local concepts. Finally, in Section 6 we extend the left local Wiener–Hopf factor-
ization indices introduced in [1] to any subset of Specm(F[s]). Moreover, we prove that some
known properties of global polynomial matrix representations and realizations are also verified
locally.
2. Notation and preliminary results
F will denote any arbitrary field and F[s] the ring of polynomials with coefficients in F. Let
F(s) be the field of rational functions over F[s]. If g(s) = n(s)
d(s)
∈ F(s) and n(s) = 0 or d(n(s)) 
d(d(s)) (d(·) stands for “degree of”) then g(s) is a proper rational function; if n(s) = 0 or
d(n(s)) < d(d(s)) then g(s) is a strictly proper rational function. The set of proper rational
functions is denoted by Fpr(s) and has a ring structure under the usual sum and product of
rational fraction operations. B(s) ∈ Fpr(s)m×m is a biproper matrix if det B(s) = n(s)d(s) where
d(n(s)) = d(d(s)); i.e. a unit of Fpr(s).
We only work with controllable matrix pairs. The pair (A,B) ∈ Fn×n × Fn×m is controllable
if rank[B AB · · · An−1B] = n.
Two matrix pairs (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are similar if there is an invertible matrix
T ∈ Fn×n such that
A2 = TA1T −1, B2 = T B1.
Two matrix pairs (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are feedback equivalent if there are invert-
ible matrices T ∈ Fn×n, Q ∈ Fm×m and a matrix R ∈ Fn×m such that
A2 = T (A1 + B1R)T −1, B2 = T B1Q.
Let G(s) ∈ Fpr(s)p×m be a strictly proper rational matrix. A realization of G(s) is a triple of
matrices (A,B,C) ∈ Fn×n × Fn×m × Fp×n such that G(s) = C(sIn − A)−1B. The order of the
realization is n. The realization is minimal if (A,B) is controllable and (A,C) is observable. Two
triples (A1, B1, C1), (A2, B2, C2) ∈ Fn×n × Fn×m × Fp×n are similar if there exists a nonsingu-
lar matrix T ∈ Fn×n such that
A2 = TA1T −1, B2 = T B1, C2 = C1T −1.
Let us mention some important properties of the polynomial matrix representations of control-
lable pairs, which are proved in [17], and we will use later on.
Proposition 2.1. Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix and assume that
d(det P(s)) = n > 0. Then there is a controllable pair (A,B) ∈ Fn×n × Fn×m which is a reali-
zation of P(s).
Proposition 2.2. Let (A1, B1), (A2, B2) ∈ Fn×n × Fn×m be controllable pairs and let P1(s),
P2(s) ∈ F[s]m×m be polynomial matrix representations of (A1, B1) and (A2, B2), respectively.
(i) (A1, B1) and (A2, B2) are similar if and only if there is a unimodular matrix U(s) ∈
F[s]m×m such that P1(s) = P2(s)U(s).
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(ii) (A1, B1) and (A2, B2) are feedback equivalent if and only if there exist matrices U(s) ∈
F[s]m×m,unimodular,andB(s) ∈ Fpr(s)m×m,biproper, such thatP1(s) = B(s)P2(s)U(s).
3. Matrices over local rings of F[s]
We recall that Specm(F[s]) is the set of all maximal ideals of F[s]. Let M ⊆ Specm(F[s]). If
α(s) ∈ F[s] is a nonconstant polynomial whose prime factorization, α(s) = α1(s)d1 · · ·αm(s)dm ,
satisfies the condition that (αi(s)) ∈ M for all i, we will say that α(s) factorizes in M . Notice that
if a nonconstant polynomial factorizes in M then it also factorizes in every subset of Specm(F[s])
that contains M . We will consider that the only polynomials that factorize in M = ∅ are the
constants. Therefore, the constants factorize in every subset of Specm(F[s]).
Notice that when F = C there exists a one to one correspondence between any domain  and
the set of all monic irreducible polynomials π(s) = s − a for all a ∈ . In other words, we can
identify  with the set M ⊆ Specm(F[s]) of all maximal ideals (s − a) such that a ∈ . In this
case, given a matrix A ∈ Fn×n, A has all its eigenvalues in if and only if det(sIn − A) factorizes
in the corresponding set M identified with .
Any nonsingular polynomial matrix P(s) ∈ F[s]m×m can be factorized in such a way that the
prime factors of det P(s) are separated.
Lemma 3.1. Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix and M ⊆ Specm(F[s]).
Then there exist matrices P1(s),Q(s) ∈ F[s]m×m such that
(i) P(s) = P1(s)Q(s),
(ii) det P1(s) factorizes in M, and
(iii) det Q(s) factorizes in M ′ = Specm(F[s]) \ M .
Proof. Let S(s) = Diag(α1(s), . . . , αm(s)) be the Smith canonical form of P(s), α1(s) | · · · |
αm(s) being its invariant factors. So there exist unimodular matrices U(s), V (s) ∈ F[s]m×m such
that
P(s) = U(s)Diag(α1(s), . . . , αm(s))V (s). (1)
Let αi(s) = βi(s)γi(s) such that βi(s) factorizes in M and γi(s) in M ′. Put P1(s) = U(s)Diag
(β1(s), . . . , βm(s)), Q(s) = Diag(γ1(s), . . . , γm(s))V (s) and the lemma follows. 
Similar ideas to those of [1, Proposition 3.2] enable us to prove the following:
Proposition 3.2. LetP(s)∈F[s]m×m be a nonsingular polynomial matrix andM ⊆ Specm(F[s]).
If there exist polynomial matrices P1(s),Q(s) ∈ F[s]m×m and P 1(s),Q(s) ∈ F[s]m×m such
that
(i) P(s) = P1(s)Q(s) = P 1(s)Q(s),
(ii) det P1(s) and det P 1(s) factorize in M, and
(iii) det Q(s) and det Q(s) factorize in M ′ = Specm(F[s]) \ M,
then P1(s) and P 1(s) are right equivalent.
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Let (π(s)) ∈ Specm(F[s]). Let S = F[s] \ (π(s)) be the multiplicative subset of F[s] whose
elements are coprime with π(s). We denote by Fπ (s) the quotient ring of F[s] by S, S−1F[s].
Therefore,
Fπ (s) =
{
p(s)
q(s)
: p(s), q(s) ∈ F[s] and gcd(q(s), π(s)) = 1
}
.
It is well known, [3], that Fπ (s) is a local ring and is called the local ring of F[s] at (π(s)). The units
of Fπ (s) are the rational functions p(s)q(s) such that gcd(p(s), π(s)) = 1 and gcd(q(s), π(s)) = 1.
In consequence,
Fπ (s) =
{
u(s)π(s)d : u(s) is a unit and d  0
}
∪ {0}.
Let M be any nonempty subset of Specm(F[s]). Let FM(s) = ⋂(π(s))∈M Fπ (s). Thus,
FM(s) =
{
p(s)
q(s)
: p(s), q(s) ∈ F[s] and gcd(q(s), π(s)) = 1 ∀(π(s)) ∈ M
}
.
This set is a commutative ring with identity and no divisors of zero. The units are the rational func-
tions u(s) = p(s)
q(s)
such that gcd(p(s), π(s)) = 1 and gcd(q(s), π(s)) = 1 for all ideal (π(s)) ∈
M . Therefore,
FM(s) = {u(s)α(s) : u(s) is a unit and α(s) ∈ F[s] is monic and factorizes in M} ∪ {0}.
Moreover, it is also a Euclidean ring. We define the degree of a(s) = u(s)α(s) ∈ FM(s) with
respect to M as dM(a(s)) = d(α(s)). Let a(s) = ua(s)α(s), b(s) = ub(s)β(s) ∈ FM(s), b(s) /=
0. By the Euclidean division in F[s], there exist unique q1(s), r1(s) ∈ F[s] such that
α(s) = q1(s)β(s) + r1(s), r1(s) = 0 or d(r1(s)) < d(β(s)).
Hence,
a(s) = ua(s)α(s) = ua(s)q1(s)β(s) + ua(s)r1(s) = q(s)b(s) + r(s),
where q(s) = ua(s)q1(s)ub(s)−1 ∈ FM(s), r(s) = ua(s)r1(s) ∈ FM(s) and r(s) = 0 or
dM(r(s))  d(r1(s)) < d(β(s)) = dM(b(s)). Therefore, FM(s) is a principal ideal domain.
Let FM(s)m×n denote the set of m × n matrices with elements in FM(s). A matrix U(s) ∈
FM(s)
m×m is a unit or is invertible in FM(s)m×m if its inverse is also in FM(s)m×m or, as usual,
its determinant is a unit of FM(s).
Two matrices A(s), B(s) ∈ FM(s)m×n are local equivalent with respect to M if there exist
both an invertible matrix in FM(s)m×m, U(s), and an invertible matrix in FM(s)n×n, V (s), such
that B(s) = U(s)A(s)V (s). By means of elementary column and row operations, any matrix in
FM(s)
m×n can be taken to its local Smith form with respect to M , which is (see, for example,
[6,12])[
Diag(α1(s), . . . , αr(s)) 0
0 0
]
,
where r = rank A(s) and α1(s), . . . , αr(s) are monic polynomials that factorize in M and such
that αi(s) | αi+1(s) for i = 1, . . . , r − 1. These polynomials are called the local invariant factors
of the matrix with respect to M .
Notice that if M = Specm(F[s]) then FM(s) = F[s] and the above is the (global) Smith form
of a polynomial matrix.
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For polynomial matrices with the same number of rows (columns) the concepts of common
left (right) divisor and left (right) coprimeness are well known (see [15], for example). We finish
this section defining the above concepts for matrices with elements in FM(s).
Definition 3.3. Let A(s) ∈ FM(s)n×p, B(s) ∈ FM(s)n×q . A local common left divisor of A(s)
and B(s) with respect to M is a matrix R(s) ∈ FM(s)n×n for which there exist A(s) ∈ FM(s)n×p
and B(s) ∈ FM(s)n×q such that A(s) = R(s)A(s) and B(s) = R(s)B(s).
Definition 3.4. Two matrices A(s) ∈ FM(s)n×p, B(s) ∈ FM(s)n×q are local left coprime with
respect to M if their local common left divisors with respect to M are invertible matrices in
FM(s)
n×n
.
The concepts of local common right divisor and local right coprimeness can be given analo-
gously.
Now we characterize the concept of local coprimeness. The proofs are analogous to those of
global coprimeness in [13,8]. We only include a step that does not appear in these books.
Lemma 3.5. Let A(s) ∈ FM(s)n×p, B(s) ∈ FM(s)n×q, p + q  n. The following statements are
equivalent:
(i) A(s) and B(s) are local left coprime with respect to M,
(ii) the local Smith form of [A(s) B(s)] with respect to M is [In 0],
(iii) there existX(s) ∈ FM(s)(p+q−n)×p, Y (s) ∈ FM(s)(p+q−n)×q such that the local Smith form
of
[
A(s) B(s)
X(s) Y (s)
]
with respect to M is Ip+q,
(iv) there exist X(s) ∈ FM(s)p×n, Y (s) ∈ FM(s)q×n such that
A(s)X(s) + B(s)Y (s) = In.
Proof. (ii) ⇒ (iii) Since the local Smith form of [A(s) B(s)] with respect to M is [In 0],
all its local invariant factors with respect to M are trivial, that is, α1(s) = · · · = αn(s) = 1.
Let γ1(s) = · · · = γp+q(s) = 1. Since γi(s) | αi(s) | γi+(p+q−n)(s), by Marques de Sá [11] or
Thompson [14], there exist X(s) ∈ FM(s)(p+q−n)×p, Y (s) ∈ FM(s)(p+q−n)×q such that the local
Smith form of
[
A(s) B(s)
X(s) Y (s)
]
with respect to M is Ip+q . 
A completely analogous result can be given for local right coprimeness.
4. Local polynomial matrix representations
We prove now some equivalencies that lead us to the concept of local polynomial matrix
representation of a system.
Theorem 4.1. Let M ⊆ Specm(F[s]). Let (A,B) ∈ Fn×n × Fn×m be a controllable pair and let
T ∈ Fn×n be an invertible matrix such that T −1AT =
[
A1 0
0 A2
]
, with det(sIn1 − A1) factorizing
in M, det(sIn2 − A2) factorizing in M ′ = Specm(F[s]) \ M and n1  m. Put T −1B =
[
B1
B2
]
. Let
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PM(s) ∈ F[s]m×m be a nonsingular polynomial matrix such that its determinant factorizes in M.
The following statements are equivalent:
(i) PM(s) is a polynomial matrix representation of (A1, B1),
(ii) there exists Q(s) ∈ F[s]m×m such that
(a) det Q(s) factorizes in M ′, and
(b) PM(s)Q(s) is a polynomial matrix representation of (A,B),
(iii) there exist U(s), V (s) invertible matrices in FM(s)n×n and a matrix Y (s) ∈ FM(s)n×m such
that
U(s)[sIn − A B]
[
V (s) Y (s)
0 Im
]
=
[
In−m 0 0
0 PM(s) Im
]
,
(iv) there exist L1(s), L2(s) ∈ FM(s)m×n,X(s) ∈ FM(s)m×m such that
(a) L1(s) and PM(s) are local left coprime with respect to M,
(b) L2(s) and sIn − A are local right coprime with respect to M, and
(c) L1(s)[sIn − A B] = [PM(s) Im]
[
L2(s) X(s)
0 Im
]
,
(v) there exists NM(s) ∈ FM(s)n×m local right coprime with respect to M with PM(s) such
that
(sIn − A)−1B = NM(s)PM(s)−1,
(vi) (a) d(det PM(s)) = n1, and
(b) (sIn − A)−1BPM(s) ∈ FM(s)n×m,
(vii) there exists C ∈ Fm×n such that
(a) (A,C) is observable, and
(b) PM(s)−1 − C(sIn − A)−1B ∈ FM(s)m×m.
Remark 4.2. Condition (iv) is motivated by the fact that system matrices are Rosenbrock equiv-
alent if and only if they are Fuhrmann equivalent (see [8]).
Proof. (i) ⇒ (ii) It is proved in [2, Theorem 3.3].
(ii) ⇒ (iii) Since PM(s)Q(s) is a polynomial matrix representation of (A,B), there exist
unimodular matrices U(s), V (s) ∈ F[s]n×n and a matrix Y (s) ∈ F[s]n×m such that
U(s)[sIn − A B]
[
V (s) Y (s)
0 Im
]
=
[
In−m 0 0
0 PM(s)Q(s) Im
]
.
Therefore,
U(s)[sIn − A B]
[
V (s) Y (s)
0 Im
]⎡⎣In−m 0 00 Q(s)−1 0
0 0 Im
⎤
⎦ = [In−m 0 00 PM(s) Im
]
.
Since U(s) is invertible in FM(s)n×n and the matrices
[
V (s) Y (s)
0 Im
]
and
[
In−m 0 0
0 Q(s)−1 0
0 0 Im
]
are
invertible in FM(s)(n+m)×(n+m), we set U(s) = U(s), V (s) = V (s)
[
In−m 0
0 Q(s)−1
]
and Y (s) =
Y (s) and obtain the desired relation.
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(iii) ⇒ (iv) This proof can be done following the ideas of [8, pp. 567–568].
(iv) ⇒ (v) Suppose that L1(s) and PM(s) are local left coprime with respect to M , L2(s) and
sIn − A are local right coprime with respect to M and
L1(s)
[
sIn − A B
] = [PM(s) Im]
[
L2(s) X(s)
0 Im
]
.
Following the same ideas as in [8, pp. 565–566] it can be proved that there exist U(s), V (s)
invertible matrices in FM(s)(n+m)×(n+m) and a matrix Y (s) ∈ FM(s)(n+m)×m such that
U(s)
[
D(s) B
] = [In 0 00 PM(s) Im
] [
V (s) Y (s)
0 Im
]
with
D(s) =
[
Im 0
0 sIn − A
]
,
B =
[
0
B
]
∈ F(m+n)×m.
On the one hand,
D(s)−1B =
[
0
(sIn − A)−1B
]
. (2)
On the other,
U(s)D(s) =
[
In 0
0 PM(s)
]
V (s),
so
D(s)−1 = V (s)−1
[
In 0
0 PM(s)−1
]
U(s).
Moreover,
B = U(s)−1
([
In 0
0 PM(s)
]
Y (s) +
[
0
Im
])
,
D(s)−1B = V (s)−1
[
In 0
0 PM(s)−1
]([
In 0
0 PM(s)
]
Y (s) +
[
0
Im
])
= V (s)−1Y (s) + V (s)−1
[
0
PM(s)
−1
]
=
(
V (s)−1Y (s)PM(s) + V (s)−1
[
0
Im
])
PM(s)
−1.
Put R(s) = V (s)−1Y (s)PM(s) + V (s)−1
[
0
Im
]
. Then
D(s)−1B = R(s)PM(s)−1. (3)
Let us see that PM(s) and R(s) are local right coprime with respect to M . If PM(s) = P(s)H(s)
and R(s) = R(s)H(s), with P(s),H(s) ∈ FM(s)m×m and R(s) ∈ FM(s)(n+m)×m, then V (s)−1[
0
Im
]
= (R(s) − V (s)−1Y (s)P (s))H(s). Since V (s)−1
[
0
Im
]
is the submatrix of V (s)−1 formed
by the last m columns of V (s)−1, by Marques de Sá [11] or Thompson [14], the m local invariant
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factors of V (s)−1
[
0
Im
]
with respect to M are all equal to 1. Now, by Coppel [4], the local invariant
factors of H(s) with respect to M must be all equal to 1 and, therefore, H(s) is invertible in
FM(s)
m×m
. Since PM(s) and R(s) are local right coprime with respect to M , by Lemma 3.5, the
local Smith form of
[
R(s)
PM(s)
]
with respect to M is
[
Im
0
]
. Moreover, if we write R(s) =
[
R1(s)
NM(s)
]
, with
R1(s) ∈ FM(s)m×m andNM(s) ∈ FM(s)n×m, using (2) and (3),
[
0
(sIn − A)−1B
]
=
[
R1(s)
NM(s)
]
PM(s)
−1
.
Therefore, R1(s) = 0 and (sIn − A)−1B = NM(s)PM(s)−1. Since
[
R(s)
PM(s)
]
=
[
0
NM(s)
PM(s)
]
has local
Smith form with respect to M
[
Im
0
]
, NM(s) and PM(s) are local right coprime with respect to M .
(v) ⇒ (i) Recall that
A = T
[
A1 0
0 A2
]
T −1, B = T
[
B1
B2
]
.
By hypothesis,
NM(s)PM(s)
−1 = (sIn − A)−1B = T
[
(sIn1 − A1)−1B1
(sIn2 − A2)−1B2
]
.
Let T −1NM(s) =
[
N1(s)
N2(s)
]
with N1(s) ∈ FM(s)n1×m and N2(s) ∈ FM(s)n2×m. Thus,
(sIn1 − A1)−1B1 = N1(s)PM(s)−1, (4)
and
(sIn2 − A2)−1B2 = N2(s)PM(s)−1. (5)
We want to see that PM(s) is a polynomial matrix representation of (A1, B1). We only have
to prove that N1(s) is polynomial and coprime with PM(s). By using (4),
Adj(sIn1 − A1)B1PM(s) = det(sIn1 − A1)N1(s).
Since the left hand side of the equality is a polynomial matrix and since det(sIn1 − A1) factorizes
in M , N1(s) must be polynomial. Moreover, by (5),
N2(s) = Adj(sIn2 − A2)det(sIn2 − A2)
B2PM(s).
Let N1(s) = N1(s)D(s), PM(s) = PM(s)D(s), where N1(s) ∈ F[s]n1×m, PM(s) ∈ F[s]m×m
and D(s) ∈ F[s]m×m. On the one hand, since det PM(s) factorizes in M , det D(s) must also
factorize in M . On the other hand,
NM(s) = NM(s)D(s)
with
NM(s) = T
[
N1(s)
Adj(sIn2−A2)
det(sIn2−A2) B2PM(s)
]
∈ FM(s)n×m.
SinceNM(s) andPM(s) are local right coprime with respect toM ,D(s) is invertible inFM(s)m×m.
Therefore, D(s) is unimodular.
(i) ⇒ (vi) Since PM(s) is a polynomial matrix representation of (A1, B1), there exists a
matrix N(s) ∈ F[s]n1×m that is right coprime with PM(s) and such that (sIn1 − A1)−1B1 =
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N(s)PM(s)
−1
. Therefore, (sIn1 − A1)−1B1PM(s) = N(s) is polynomial. Moreover, there exist
unimodular matrices U(s), V (s) ∈ F[s]n1×n1 such that U(s)(sIn1 − A1)V (s) =
[
In1−m 0
0 PM(s)
]
.
Hence, since det U(s) det V (s) = c ∈ F, c /= 0, det PM(s) = c det(sIn1 − A1). In consequence,
d(det PM(s)) = n1 and (a) is verified. Furthermore, there exists a nonsingular T ∈ Fn×n such that
(sIn − A)−1BPM(s) =
(
sIn − T
[
A1 0
0 A2
]
T −1
)−1
T
[
B1
B2
]
PM(s)
= T
[
(sIn1 − A1)−1B1PM(s)
(sIn2 − A2)−1B2PM(s)
]
.
Hence,
(sIn − A)−1BPM(s) = T
[
N(s)
(sIn2 − A2)−1B2PM(s)
]
∈ FM(s)n×m.
(vi) ⇒ (i) Recall that
A = T
[
A1 0
0 A2
]
T −1, B = T
[
B1
B2
]
.
We have that
(sIn − A)−1BPM(s) = T
[
(sIn1 − A1)−1B1PM(s)
(sIn2 − A2)−1B2PM(s)
]
∈ FM(s)n×m.
Thus, (sIn1 − A1)−1B1PM(s) ∈ FM(s)n1×m. However,
(sIn1 − A1)−1B1PM(s) =
Adj(sIn1 − A1)
det(sIn1 − A1)
B1PM(s) ∈ FM ′(s)n1×m.
Hence, (sIn1 − A1)−1B1PM(s) must be polynomial. Let N(s) = (sIn1 − A1)−1B1PM(s). We
want to see that N(s) and PM(s) are right coprime. The triple (A1, B1, In1) is a realization
of N(s)PM(s)−1. Its order is d(det(sIn1 − A1)) = n1 = d(det PM(s)). We see now that it is a
minimal realization of N(s)PM(s)−1. On the one hand,[
0 In1
In1 −(sIn1 − A1)
] [
sIn1 − A1
In1
]
=
[
In1
0
]
.
Hence, by Rosenbrock [13, p. 72], (A1, In1) is observable. On the other hand, (A1, B1) is con-
trollable. Therefore, (A1, B1, In1) is minimal. By Kailath [8, Theorem 6.5-1, p. 439], N(s) and
PM(s) are right coprime.
(i) ⇒ (vii) Suppose that there exists a polynomial matrix N(s) that is right coprime with PM(s)
and such that (sIn1 − A1)−1B1 = N(s)PM(s)−1. By Fuhrmann and Willems [5] or Wolovich [16]
there exists a unimodular matrixU(s) ∈ F[s]m×m such thatP1(s) = PM(s)U(s) is column proper,
that is, a nonsingular polynomial matrix such that the degree of its determinant is equal to the
sum of the degrees of its columns. By Kailath [8, Theorem 6.3-15, p. 389], there exist matri-
ces D(s),N1(s) ∈ F[s]m×m such that U(s) = D(s)P1(s) + N1(s) and N1(s)P1(s)−1 is strictly
proper. Moreover, N1(s) and P1(s) are right coprime because if we write N1(s) = N1(s)R(s) and
P1(s) = P 1(s)R(s), then U(s) = D(s)P 1(s)R(s) + N1(s)R(s) = (D(s)P 1(s)+ N1(s))R(s).
Now, R(s) must be unimodular since U(s) is unimodular and D(s)P 1(s) + N1(s) is polyno-
mial. We first prove that there is a matrix C ∈ Fm×n such that (A,B,C) is a minimal reali-
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zation of N1(s)P1(s)−1. From the fact that N1(s)P1(s)−1 is strictly proper and P1(s) is col-
umn proper we can obtain a controller-form realization of N1(s)P1(s)−1, (Ac, Bc, Cc) (see
[8, p. 406]). Its order is d(det P1(s)) = d(det PM(s)) = n1. The right coprimeness of N1(s)
and P1(s) ensures, [8, Theorem 6.5-1, p. 439], that (Ac, Bc, Cc) is a minimal realization of
N1(s)P1(s)−1 and, therefore, (Ac, Cc) is observable. Moreover, there exists a matrix (s) ∈
F[s]n1×m such that (sIn1 − Ac)−1Bc = (s)P1(s)−1 and(s) and P1(s) are right coprime. This
means that P1(s) is a polynomial matrix representation of (Ac, Bc). Since P1(s) and PM(s)
are right equivalent, by Proposition 2.2(i), there exists a nonsingular matrix S ∈ Fn1×n1 such
that Ac = S−1A1S, Bc = S−1B1. Therefore, N1(s)P1(s)−1 = Cc(sIn1 − Ac)−1Bc = Cc(sIn1 −
S−1A1S)−1S−1B1 = CcS−1(sIn1 − A1)−1B1. Put C1 = CcS−1. The pair (A1, C1) is observable
and N1(s)P1(s)−1 = C1(sIn1 − A1)−1B1. Moreover,
PM(s)
−1 = U(s)P1(s)−1 = (D(s)P1(s) + N1(s))P1(s)−1
= D(s) + C1(sIn1 − A1)−1B1.
Hence, D(s) = PM(s)−1 − C1(sIn1 − A1)−1B1 is polynomial.
On the other hand, we see now that there exists C2 ∈ Fm×n2 such that the matrix pair([
A1 0
0 A2
]
, [C1 C2]
)
is observable. Since (A,B) is controllable it is easy to see that (A2, B2)
is also a controllable pair. Therefore, the number of nontrivial invariant factors of A2 is not
bigger than m. Moreover, (AT1 , C
T
1 ) is controllable. By Zaballa [18, Corollary 2.6], there exists
X ∈ Fn2×n1 such that the matrix pair
([
AT2 X
0 AT1
]
,
[
0
CT1
])
is controllable. Since gcd(det(sIn1 −
AT1 ), det(sIn2 − AT2 )) = 1, by Lancaster and Tismenetsky [10, Section 12.5], there exists a unique
solution Z ∈ Fn2×n1 of the equation ZAT1 − AT2Z = X. Now, if we consider the matrix R =[
0 In1
In2 −Z
]
and put CT2 = −ZCT1 then R
[
AT2 X
0 AT1
]
R−1 =
[
AT1 0
0 AT2
]
and R
[
0
CT1
]
=
[
CT1
CT2
]
. There-
fore, the matrix pair
([
AT1 0
0 AT2
]
,
[
CT1
CT2
])
is controllable and
([
A1 0
0 A2
]
, [C1 C2]
)
is observable.
Recall that
A = T
[
A1 0
0 A2
]
T −1, B = T
[
B1
B2
]
.
Put C = [C1 C2]T −1. Thus, (A,C) is observable. Moreover,
PM(s)
−1 − C(sIn − A)−1B = PM(s)−1 − C1(sIn1 − A1)−1B1 − C2(sIn2 − A2)−1B2
= D(s) − C2(sIn2 − A2)−1B2 ∈ FM(s)m×m.
(vii) ⇒ (i) Recall that
[
A1 0
0 A2
]
= T −1AT ,
[
B1
B2
]
= T −1B. Put [C1 C2] = CT . Since (A,C)
is observable it is easy to prove that (A1, C1) is observable, too. Moreover, PM(s)−1 − C1(sIn1 −
A1)−1B1 ∈ FM ′(s)m×m. However,
PM(s)
−1 − C1(sIn1 − A1)−1B1 − C2(sIn2 − A2)−1B2
= PM(s)−1 − C(sIn − A)−1B ∈ FM(s)m×m.
Therefore,PM(s)−1 − C1(sIn1 − A1)−1B1 ∈ FM(s)m×m. Thus,PM(s)−1 − C1(sIn1 − A1)−1
B1 ∈ F[s]m×m.
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Any rational matrix can be written as a sum of its polynomial part plus its strictly proper part,
and this decomposition is unique. In particular,PM(s)−1 = D(s) + Hsp(s), withD(s) ∈ F[s]m×m
and Hsp(s) ∈ Fpr(s)m×m strictly proper. Since C1(sIn1 − A1)−1B1 is strictly proper, Hsp(s) =
C1(sIn1 − A1)−1B1. Since the pair (A1, B1) is controllable and the pair (A1, C1) is observable,
(A1, B1, C1) is a minimal realization of Hsp(s). Let (A1, B1) ∈ Fn1×n1 × Fn1×m be a controllable
pair. Let N1(s) ∈ F[s]n1×m be a matrix that is right coprime with PM(s) and (sIn1 − A1)−1B1 =
N1(s)PM(s)−1. The matrix pair (A1, B1) and the matrix N1(s) do exist by Proposition 2.1.
Since we have already proved that (i) implies (vii), when M = Specm(F[s]), there exists a matrix
C1 ∈ Fm×n1 such that (A1, C1) is observable and PM(s)−1 − C1(sIn1 − A1)−1B1 is polynomial.
Therefore, (A1, B1, C1) is a minimal realization of Hsp(s). By Kailath [8, Theorem 6.2-4, p. 364],
n1 = n1 and there exists a nonsingular matrix S ∈ Fn1×n1 such that A1 = S−1A1S, B1 = S−1B1,
C1 = C1S. Thus, (sIn1 − A1)−1B1 = S−1(sIn1 − A1)−1B1 = S−1N1(s)PM(s)−1 with N(s) =
S−1N1(s) right coprime with PM(s). 
Definition 4.3. Let M ⊆ Specm(F[s]). Let (A,B) ∈ Fn×n × Fn×m be a controllable matrix pair.
Let PM(s) ∈ F[s]m×m be a nonsingular polynomial matrix such that its determinant factorizes
in M and d(det PM(s))  m. PM(s) is a local polynomial matrix representation of (A,B) with
respect to M if one, and therefore all, of the statements of the previous theorem is satisfied.
5. Local realizations of a nonsingular polynomial matrix
Now we want to introduce the concept of local realization of a nonsingular polynomial matrix.
The following result is well known.
Lemma 5.1. Let M ⊆ Specm(F[s]) and let M ′ be the complement of M in Specm(F[s]). Any
rational matrix G(s) ∈ F(s)m×n can be represented in the form G(s) = P(s) + HM(s) + HM ′(s)
where P(s) ∈ F[s]m×n, HM(s) ∈ FM(s)m×n is strictly proper and HM ′(s) ∈ FM ′(s)m×n is also
strictly proper. This representation is unique.
Theorem 5.2. Let M ⊆ Specm(F[s]). Let (A1, B1) ∈ Fn1×n1 × Fn1×m, n1  m, be a controlla-
ble matrix pair such that det(sIn1 − A1) factorizes in M and let P(s) = P1(s)Q(s) ∈ F[s]m×m
be a nonsingular polynomial matrix with det P1(s) factorizing in M and det Q(s) factorizing in
M ′ = Specm(F[s]) \ M. The following statements are equivalent:
(i) P1(s) is a polynomial matrix representation of (A1, B1),
(ii) there exists a controllable pair of matrices (A2, B2) ∈ F(n−n1)×(n−n1) × F(n−n1)×m, n =
d(det P(s)), such that
(a) det(sI(n−n1) − A2) factorizes in M ′, and
(b) P(s) is a polynomial matrix representation of([
A1 0
0 A2
]
,
[
B1
B2
])
,
(iii) there exist U(s), V (s) invertible matrices in FM(s)n1×n1 and a matrix Y (s) ∈ FM(s)n1×m
such that
U(s)[sIn1 − A1 B1]
[
V (s) Y (s)
0 Im
]
=
[
In1−m 0 0
0 P(s) Im
]
,
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(iv) there exist L1(s), L2(s) ∈ FM(s)m×n1 , X(s) ∈ FM(s)m×m such that
(a) L1(s) and P(s) are local left coprime with respect to M,
(b) L2(s) and sIn1 − A1 are local right coprime with respect to M, and
(c) L1(s)[sIn1 − A1 B1] = [P(s) Im]
[
L2(s) X(s)
0 Im
]
,
(v) there exists NM(s) ∈ FM(s)n1×m local right coprime with respect to M with P(s) such that
(sIn1 − A1)−1B1 = NM(s)P (s)−1,
(vi) (a) d(det P1(s)) = n1, and
(b) (sIn1 − A1)−1B1P(s) is a polynomial matrix,
(vii) there exists C1 ∈ Fm×n1 such that
(a) (A1, C1) is observable, and
(b) P(s)−1 − C1(sIn1 − A1)−1B1 ∈ FM(s)m×m.
Proof. (i) ⇒ (ii) It is proved in [2, Lemma 3.2].
(ii) ⇒ (i) Let P 1(s) be a polynomial matrix representation of (A1, B1). By Amparan et al. [2,
Theorem 3.3] there exists a polynomial matrix Q(s), with the same nontrivial invariant factors as
A2, that is, det Q(s) factorizes in M ′, such that P(s) = P 1(s)Q(s). Using Proposition 3.2, P1(s)
and P 1(s) are right equivalent and P1(s) is a polynomial matrix representation of (A1, B1).
(i) ⇒ (iii) We have that P(s) = P1(s)Q(s) where P1(s) ∈ F[s]m×m is a polynomial matrix
representation of (A1, B1), det P1(s) factorizes in M and det Q(s) factorizes in M ′. The latter
means that there exist unimodular matrices U(s), V (s) ∈ F[s]n1×n1 and a matrix Y (s) ∈ F[s]n1×m
such that
U(s)[sIn1 − A1 B1]
[
V (s) Y (s)
0 Im
]
=
[
In1−m 0 0
0 P1(s) Im
]
.
Therefore,
U(s)[sIn1 − A1 B1]
[
V (s) Y (s)
0 Im
]⎡⎣In1−m 0 00 Q(s) 0
0 0 Im
⎤
⎦ = [In1−m 0 00 P(s) Im
]
.
Put U(s) = U(s), V (s) = V (s)
[
In1−m 0
0 Q(s)
]
and Y (s) = Y (s). Since det Q(s) factorizes in M ′,
V (s) is invertible in FM(s)n1×n1 and we obtain the desired relation.
(iii) ⇒ (iv) This proof is similar to (iii) ⇒ (iv) in the previous theorem, replacing (A,B) by
(A1, B1) and PM(s) by P(s).
(iv) ⇒ (v) This proof is similar to (iv) ⇒ (v) in the previous theorem, replacing (A,B) by
(A1, B1) and PM(s) by P(s).
(v) ⇒ (vi) By hypothesis (sIn1 − A1)−1B1 = NM(s)P (s)−1. We can write
[
sIn1 − A1 B1
] [−NM(s)
P (s)
]
= 0.
Let P 1(s) be a polynomial matrix representation of (A1, B1). There are unimodular matrices
U(s), V (s) ∈ F[s]n1×n1 and a matrix Y (s) ∈ F[s]n1×m such that
U(s)
[
sIn1 − A1 B1
] [V (s) Y (s)
0 Im
]
=
[
In1−m 0 0
0 P 1(s) Im
]
.
770 A. Amparan et al. / Linear Algebra and its Applications 425 (2007) 757–775
Thus,
U(s)−1
[
In1−m 0 0
0 P 1(s) Im
] [
V (s)−1 −V (s)−1Y (s)
0 Im
] [−NM(s)
P (s)
]
= 0,[
In1−m 0 0
0 P 1(s) Im
] [−V (s)−1NM(s) − V (s)−1Y (s)P (s)
P (s)
]
= 0.
If we write[−R1(s)
−R2(s)
]
= −V (s)−1NM(s) − V (s)−1Y (s)P (s), (6)
whereR1(s) ∈ FM(s)(n1−m)×m andR2(s) ∈ FM(s)m×m, thenR1(s) = 0 andP(s) = P 1(s)R2(s).
We see now that R2(s) ∈ FM(s)m×m is invertible in FM(s)m×m. By (6), NM(s) + Y (s)P (s) =
V (s)
[
0
R2(s)
]
and
NM(s) = V (s)
[
0
Im
]
R2(s) − Y (s)P 1(s)R2(s).
Put NM(s) = V (s)
[
0
Im
]
− Y (s)P 1(s) ∈ F[s]n1×m. Then, NM(s) = NM(s)R2(s) and P(s) =
P 1(s)R2(s). Since, by hypothesis NM(s) is local right coprime with respect to M with P(s),
R2(s) is invertible in FM(s)m×m.
On the other hand, det P(s) = det P 1(s) det R2(s) with det P(s) and det P 1(s) polynomials,
det P 1(s) factorizes in M and R2(s) ∈ FM(s)m×m. Hence, det R2(s) must be polynomial. Indeed,
if we suppose that det R2(s) = r(s)q(s) , as gcd(q(s), det P 1(s)) = 1, necessarily q(s) divides r(s).
Moreover, R2(s) is invertible in FM(s)m×m, then det R2(s) factorizes in M ′.
Recall that P(s) = P1(s)Q(s). We have that
P(s) = P1(s)Q(s) = P 1(s)R2(s)
with det P1(s) and det P 1(s) factorizing in M and det R2(s) and det Q(s) factorizing in M ′. By
Proposition 3.2,P1(s) andP 1(s) are right equivalent. Therefore,n1 = d(det P 1(s))= d(detP1(s))
and (a) is verified. Furthermore, there exists N1(s) ∈ F[s]n1×m right coprime with P 1(s) such that
(sIn1 − A1)−1B1 = N1(s)P 1(s)−1.
Hence, (sIn1 − A1)−1B1P 1(s) = N1(s) and (sIn1 − A1)−1B1P 1(s)R2(s) = N1(s)R2(s). We
have that
(sIn1 − A1)−1B1P(s) = N(s) (7)
with N(s) = N1(s)R2(s) ∈ FM(s)m×m. By (7), Adj(sIn1 − A1)B1P(s) = det(sIn1 − A1)N(s).
Since the left hand side of the equality is a polynomial matrix, det(sIn1 − A1) factorizes in M
and N(s) ∈ FM(s)m×m, N(s) must be polynomial.
(vi) ⇒ (i) Let R(s) = (sIn1 − A1)−1B1P(s). By hypothesis R(s) is polynomial and we can
write
[
sIn1 − A1 B1
] [−R(s)
P (s)
]
= 0. LetP 1(s) be a polynomial matrix representation of (A1, B1).
Then, there exist unimodular matricesU(s), V (s) ∈ F[s]n1×n1 and a matrixY (s) ∈ F[s]n1×m such
that
U(s)[sIn1 − A1 B1]
[
V (s) Y (s)
0 Im
]
=
[
In1−m 0 0
0 P 1(s) Im
]
.
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Thus,
U(s)−1
[
In1−m 0 0
0 P 1(s) Im
] [
V (s)−1 −V (s)−1Y (s)
0 Im
] [−R(s)
P (s)
]
= 0.
If we write⎡
⎣−R1(s)−R2(s)
P (s)
⎤
⎦ = [V (s)−1 −V (s)−1Y (s)0 Im
] [−R(s)
P (s)
]
,
where R1(s) ∈ F[s](n1−m)×m and R2(s) ∈ F[s]m×m, then P(s) = P 1(s)R2(s). P 1(s) is a poly-
nomial matrix representation of (A1, B1) and det(sIn1 − A1) factorizes in M . Hence, det P 1(s)
factorizes M and n1 = d(det P 1(s)). By hypothesis (a), n1 is equal to the sum of the degrees
of the prime factors, αi(s) (including the degrees of the factors), of det P(s) which satisfy the
condition (αi(s)) ∈ M . Thus, det R2(s) factorizes in M ′. We have
P1(s)Q(s) = P 1(s)R2(s)
with det P1(s), det P 1(s) factorizing in M and det Q(s), det R2(s) in M ′. Then, by Proposition
3.2, P1(s) and P 1(s) are right equivalent and P1(s) is a polynomial matrix representation of
(A1, B1).
(i) ⇒ (vii) Since we have already seen that (i) ⇒ (ii), there exists a controllable pair (A2, B2) ∈
F(n−n1)×(n−n1) × F(n−n1)×m such that det(sI(n−n1) − A2) factorizes in M ′ and P(s) is a polyno-
mial matrix representation of the controllable pair([
A1 0
0 A2
]
,
[
B1
B2
])
.
We have already proved in Theorem 4.1, when M = Specm(F[s]), that there exists a matrix
C = [C1 C2] ∈ Fm×n, with C1 ∈ Fm×n1 and C2 ∈ Fm×(n−n1), such that (A,C) is observable
and
P(s)−1 − [C1 C2]
[
(sIn1 − A1)−1 0
0 (sI(n−n1) − A2)−1
] [
B1
B2
]
= D(s)
withD(s) ∈ F[s]m×m.So,P(s)−1 − C1(sIn1 − A1)−1B1 = D(s) + C2(sI(n−n1) − A2)−1B2. As
det(sI(n−n1) − A2) factorizes inM ′,D(s) + C2(sI(n−n1) − A2)−1B2 ∈ FM(s)m×m.Since (A,C)
is observable, following the ideas of the proof of [2, Proposition 2.5], it is easy to prove that
(A1, C1) is also a observable pair.
(vii) ⇒ (i) Assume that there is a matrix C1 ∈ Fm×n1 such that (A1, C1) is observable and
P(s)−1 = C1(sIn1 − A1)−1B1 + HM(s) with HM(s) ∈ FM(s)m×m. As det(sIn1 − A1) factori-
izes inM ,HM ′(s) = C1(sIn1 − A1)−1B1 ∈ FM ′(s)m×m and (A1, B1, C1) is a minimal realization
of HM ′(s).
By Proposition 2.1 let (A1, B1) ∈ Fn1×n1 × Fn1×m be a controllable pair such that n1 =
d(det P1(s)) and P1(s) is one of its polynomial matrix representations. Then as we have proved
that (i) implies (vii), there exits C1 such that (A1, C1) is observable and P(s)−1 = C1(sIn1 −
A1)−1B1 + HM(s) with HM(s) ∈ FM(s)m×m. The polynomial det(sIn1 − A1) factorizes in M,
so HM ′(s) = C1(sIn1 − A1)−1B1 ∈ FM ′(s)m×m and (A1, B1, C1) is a minimal realization of
HM ′(s). By Lemma 5.1, HM ′(s) = HM ′(s). By Kailath [8, Theorem 6.2-4, p. 364], n1 = n1 and
there exists a nonsingular matrix T ∈ Fn1×n1 such that A1 = T −1A1T , B1 = T −1B1, C1 = C1T
and we have that P1(s) is a polynomial matrix representation of (A1, B1). 
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Definition 5.3. Let M ⊆ Specm(F[s]). Let (A1, B1) ∈ Fn1×n1 × Fn1×m, n1  m be a controlla-
ble matrix pair such that det(sIn1 − A1) factorizes in M and let P(s) ∈ F[s]m×m be a nonsingular
polynomial matrix. (A1, B1) is a local realization of P(s) with respect to M if one, and therefore
all, of the statements of the previous theorem is satisfied.
The following result relates the concepts of local polynomial matrix representation and local
realization to each other.
Proposition 5.4. Let M ⊆ Specm(F[s]). Let (A,B) ∈ Fn×n × Fn×m be a controllable matrix
pair and let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix. Let (A,B) be similar to([
A1 0
0 A2
]
,
[
B1
B2
])
such that (A1, B1) ∈ Fn1×n1 × Fn1×m, n1  m, det(sIn1 − A1) factorizes in
M and det(sI(n−n1) − A2) factorizes in M ′ = Specm(F[s]) \ M. Let P(s) = P1(s)Q(s) such
that det P1(s) factorizes in M and det Q(s) factorizes in M ′. Then, P1(s) is a local polynomial
matrix representation of (A,B) with respect to M if and only if (A1, B1) is a local realization of
P(s) with respect to M.
Proof. Suppose that P1(s) is a local polynomial matrix representation of (A,B) with respect to
M . By Theorem 4.1(i), P1(s) is a global polynomial matrix representation of (A1, B1). There-
fore, there exist unimodular matrices U(s), V (s) ∈ F[s]n1×n1 and a polynomial matrix Y (s) ∈
F[s]n1×m such that
U(s)[sIn1 − A1 B1]
[
V (s) Y (s)
0 Im
]
=
[
In1−m 0 0
0 P1(s) Im
]
.
Hence,
U(s)[sIn1 − A1 B1]
[
V (s) Y (s)
0 Im
]
=
[
In1−m 0 0
0 P(s) Im
]
,
where U(s) = U(s), V (s) = V (s)
[
In1−m 0
0 Q(s)
]
are invertible in FM(s)n1×n1 and Y (s) = Y (s) ∈
FM(s)
n1×m
. By Theorem 5.2(iii), (A1, B1) is a local realization of P(s) with respect to M .
Conversely, since (A1, B1) is a local realization of P(s) with respect to M , Theorem 5.2(vi) en-
sures that n1 = d(det P1(s)) and (sIn1 − A1)−1B1P(s) ∈ F[s]n1×m. Since (A,B) s∼
([
A1 0
0 A2
]
,[
B1
B2
])
, there exists a nonsingular T ∈ Fn1×n1 such that A = T
[
A1 0
0 A2
]
T −1 and B =
T
[
B1
B2
]
. Therefore,
(sIn − A)−1BP1(s) = T
[
(sIn1 − A1)−1B1P(s)Q(s)−1
(sI(n−n1) − A2)−1B2P1(s)
]
∈ FM(s)n×m.
By Theorem 4.1(vi), P1(s) is a local polynomial matrix representation of (A,B) with respect
to M . 
Now we rewrite the main theorems when M = Specm(F[s]), so that we obtain new character-
izations of the concepts of (global) polynomial matrix representation of a controllable pair and
of (global) realization of a nonsingular polynomial matrix.
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Corollary 5.5. Let (A,B) ∈ Fn×n × Fn×m, n  m, be a controllable matrix pair. Let P(s) ∈
F[s]m×m be a nonsingular polynomial matrix. The following statements are equivalent:
(i) there exist unimodular matrices U(s), V (s) ∈ F[s]n×n and a matrix Y (s) ∈ F[s]n×m such
that
U(s)[sIn − A B]
[
V (s) Y (s)
0 Im
]
=
[
In−m 0 0
0 P(s) Im
]
,
(ii) there exist L1(s), L2(s) ∈ F[s]m×n,X(s) ∈ F[s]m×m such that
(a) L1(s) and P(s) are left coprime,
(b) L2(s) and sIn − A are right coprime, and
(c) L1(s)[sIn − A B] = [P(s) Im]
[
L2(s) X(s)
0 Im
]
,
(iii) there exists N(s) ∈ F[s]n×m right coprime with P(s) such that
(sIn − A)−1B = N(s)P (s)−1,
(iv) (a) d(det P(s)) = n, and
(b) (sIn − A)−1BP(s) ∈ F[s]n×m,
(v) there exists C ∈ Fm×n such that
(a) (A,C) is observable, and
(b) P(s)−1 − C(sIn − A)−1B ∈ F[s]m×m.
6. Local Wiener–Hopf equivalence
First we want to generalize the concept of local Wiener–Hopf factorization indices of a non-
singular polynomial matrix with respect to an arbitrary subset M ⊆ Specm(F[s]). Actually this
was introduced in [1] for M = (π(s)) with π(s) ∈ F[s] any irreducible polynomial.
Let P(s) ∈ F[s]m×m be a nonsingular polynomial matrix. By Lemma 3.1 we can always write
P(s) = P1(s)Q(s) with det P1(s) factorizing in M and det Q(s) factorizing in Specm(F[s]) \ M.
Since two right equivalent matrix polynomials have the same left Wiener–Hopf factorization
indices, by Proposition 3.2 the following definitions make sense.
Definition 6.1. LetP(s) ∈ F[s]m×m be a nonsingular polynomial matrix, andM ⊆ Specm(F[s]).
Let P1(s),Q(s) ∈ F[s]m×m be polynomial matrices such that
(i) P(s) = P1(s)Q(s),
(ii) det P1(s) factorizes in M , and
(iii) det Q(s) factorizes in M ′ = Specm(F[s]) \ M .
Then the left Wiener–Hopf factorization indices of P1(s) will be called left local Wiener–Hopf
factorization indices of P(s) with respect to M .
Definition 6.2. Let M ⊆ Specm(F[s]). Let P(s), P ′(s) be nonsingular polynomial matrices,
P(s) = P1(s)Q(s) and P ′(s) = P ′1(s)Q′(s) with det P1(s), det P ′1(s) ∈ F[s]m×m factorizing in
M and det Q(s), det Q′(s) ∈ F[s]m×m factorizing in M ′ = Specm(F[s]) \ M . We call P(s) and
P ′(s) left local Wiener–Hopf equivalent with respect to M if there exist matrices B(s) ∈
Fpr(s)m×m, biproper, and U(s) ∈ F[s]m×m, unimodular, such that P ′1(s) = B(s)P1(s)U(s).
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The following proposition is a straightforward consequence of the same global result [5]:
Proposition 6.3. Let M ⊆ Specm(F[s]). Let P(s), P ′(s) be nonsingular polynomial matrices.
P (s) and P ′(s) are left local Wiener–Hopf equivalent with respect to M if and only if they have
the same left local Wiener–Hopf factorization indices with respect to M.
Now, we are going to see that some results given in [7,17] are consistent with our concepts
of local realizations and local Wiener–Hopf factorization indices of a nonsingular polynomial
matrix with respect to M .
An immediate consequence of the above equivalence relation and the fact that two controllable
pairs are feedback equivalent if and only if its corresponding polynomial matrix representations
are left (global) Wiener–Hopf equivalent (Proposition 2.2(ii)), is the following theorem. In [7,
Theorem 3.1, p. 186] a similar result has been shown for nonsingular polynomial matrices left
Wiener–Hopf equivalent with respect to a contour in the complex plane,  (with interior domain
), and its corresponding left null pairs with respect to .
Theorem 6.4. Let M ⊆ Specm(F[s]). Let P(s), P ′(s) ∈ F[s]m×m be nonsingular polynomial
matrices and (A1, B1), (A′1, B ′1) ∈ Fn1×n1 × Fn1×m be local realizations of P(s) and P ′(s) with
respect to M, respectively. Then P(s) and P ′(s) are left local Wiener–Hopf equivalent with
respect to M if and only if (A1, B1), (A′1, B ′1) are feedback equivalent.
The next result can be compared with [7, Theorem 3.2, p. 187].
Theorem 6.5. LetM ⊆ Specm(F[s]). Let (A1, B1) be a local realization ofP(s) ∈ F[s]m×m with
respect to M. Then, the left local Wiener–Hopf factorization indices of P(s) with respect to M
are the controllability indices of (A1, B1).
Proof. Assume that P(s) = P1(s)Q(s), det P1(s) factorizes in M , det Q(s) factorizes in M ′ =
Specm(F[s]) \ M and P1(s) is a polynomial matrix representation of (A1, B1). Since the control-
lability indices of a controllable pair are the same as the left Wiener–Hopf factorization indices
of any polynomial matrix representation of the pair (see, [5]) the theorem follows. 
Finally we will study the relationship between nonsingular polynomial matrices and its local
realizations with respect to a subset of Specm(F[s]) in the following theorem.
Theorem 6.6. Let M ⊆ Specm(F[s]). Let P(s), P ′(s) ∈ F[s]m×m be nonsingular polynomial
matrices and (A1, B1), (A′1, B ′1) ∈ Fn1×n1 × Fn1×m be local realizations of P(s) and P ′(s) with
respect to M, respectively. Then (A1, B1), (A′1, B ′1) are similar if and only if there is an invertible
matrix V (s) ∈ FM(s)m×m such that P(s) = P ′(s)V (s).
Proof. As (A1, B1), (A′1, B ′1) are local realizations of P(s) and P ′(s) with respect to M , there
are polynomial matrices P1(s),Q(s), P ′1(s),Q′(s) such that
P(s) = P1(s)Q(s),
P ′(s) = P ′1(s)Q′(s)
with det P1(s), det P ′1(s) factorizing inM , det Q(s), det Q′(s) factorizing inM ′ = Specm(F[s]) \
M and P1(s), P ′1(s) polynomial matrix representations of (A1, B1), (A′1, B ′1), respectively.
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As (A1, B1), (A′1, B ′1) are similar matrix pairs, by Proposition 2.2(i) there is a unimodular
matrix U(s) ∈ F[s]m×m such that P1(s) = P ′1(s)U(s). Thus
P(s) = P1(s)Q(s) = P ′1(s)U(s)Q(s) = P ′1(s)Q′(s)Q′−1(s)U(s)Q(s).
Put V (s) = Q′−1(s)U(s)Q(s). Then
P(s) = P ′(s)V (s)
with V (s) an invertible matrix in FM(s)m×m, because det Q(s), det Q′(s) factorize in M ′.
Conversely, assume that P(s) = P ′(s)V (s) with V (s) an invertible matrix in FM(s)m×m.
Then,
P1(s)Q(s) = P ′1(s)Q′(s)V (s).
Let g(s) be the monic least common denominator of the elements of V (s). Put V (s) = N(s)
g(s)
with
N(s) ∈ F[s]m×m. Since V (s) is invertible in FM(s)m×m and det V (s) = det N(s)g(s)m , det N(s) and
g(s) must factorize in M ′. Set Q1(s) = Q(s)g(s), Q′1(s) = Q′(s)N(s), both factorizing in M ′.
We have thatP1(s)Q1(s) = P ′1(s)Q′1(s). By Proposition 3.2,P1(s) andP ′1(s) are right equivalent.
In consequence, by Proposition 2.2 (i), (A1, B1) and (A′1, B ′1) are similar. 
It should be noted that if M = Specm(F[s]), then Theorem 6.5 agrees with the fact that the
controllability indices of (A,B) are the left Wiener–Hopf factorization indices of any polynomial
matrix representation of (A,B) and the results of Theorems 6.4 and 6.6 are Proposition 2.2.
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