We consider the causal structure of the sensorimotor loop (SML) and represent the agent's policies in terms of conditional restricted Boltzmann machines (CRBMs). CRBMs can model non-trivial conditional distributions on high dimensional input-output spaces with relatively few parameters. In addition, their Glauber dynamics can be computed efficiently to produce approximate samples. We discuss various problems related to the expressive power of these models in the context of the SML. In particular, we address the problems of universal approximation and approximation errors of conditional distributions. As in the probabilistic case, universal approximation of conditional distributions requires an exponential number of hidden units. Given a set of desirable policies, however, one can address the problem of approximating the elements of this set with as few hidden units as possible. We outline this method by considering deterministic policies as the desirable ones. Finally, we study the dimension of CRBM models, showing that most relevant cases each parameter contributes to the dimension of the set of representable policies.
Introduction
In this article we study CRBMs as policy models for embodied agents. The focus of our investigation is theoretical, including a variety of results that highlight the geometry and expressive power of CRBMs, and which we consider relevant for the design of efficient control mechanisms for embodied agents. Our goal is to provide theoretical tools for selecting the size of the Boltzmann machine in accordance with cheap design principles from embodied artificial intelligence (Pfeifer & Bongard 2006) . A few simple but crucial observations allow us to exploit insights on the expressive power of RBMs (Smolensky 1986 , Freund & Haussler 1994 , in order to formulate corresponding results for the conditional models.
RBMs are recurrent neural networks with bipartite interactions between visible and hidden units. They define products of experts probability models, i.e., entry-wise factored models of probability distributions, and have efficient training algorithms (Hinton 2002) . RBMs are well known in the context of feature learning, where they are used to infer distributed representations of data and to train the layers of deep neural networks. The expressive power of RBM probability models has been studied in numerous papers (e.g., Le Roux & Bengio 2008 , Martens et al. 2013 , and is much better understood than the expressive power of CRBMs.
CRBMs are defined by clamping an input subset of the visible units of an RBM. A CRBM policy can be understood as a collection of RBM probability distributions with shared parameters, with one RBM distribution for each possible input value of the policy. Conditional models of this kind have found applications in classification, collaborative filtering, and motion modeling (see Larochelle & Bengio 2008 , Salakhutdinov et al. 2007 , Sutskever & Hinton 2007 , Taylor et al. 2006 , and have proven useful as policy models in a reinforcement learning setting (see Sallans & Hinton 2004) .
We consider the causal structure of the sensorimotor loop (SML) of an embodied agent (Klyubin et al. 2004 , Ay & Zahedi 2014 . Examples of such causal structures are given in Figures 1 and 2 . In this con-text, the policy controls the probabilistic selection of actions given partial observations of the environment. The implementation of CRBM policies in the loop is illustrated in Figure 3 .
Although estimating the probability distributions represented by RBMs is hard (Long & Servedio 2010) , these models are attractive, because they can be sampled easily, approximatively, even when defined with many units and parameters. A similar observation holds for CRBMs. Therefore, we consider CRBMs as natural candidates for control architectures in embodied agents, and we aim at optimizing the design of these architectures. One aspect of the optimal design problem is addressed by working out the optimal number of hidden units, given the number of sensors and actuators. For example, a well known problem in this direction concerns universal approximation and the minimal number of hidden units required for this purpose. We provide a set of results related to universal approximation, maximal approximation error, and the dimension of CRBMs. Our results provide a basis for the design of learning systems that are capable of learning desired behavioural patterns with a minimal number of parameters, which is what we refer to as cheap design. As an illustration, we design CRBMs that can generate deterministic policies, which are known to include optimal policies in the context of reinforcement learning. This paper is organized as follows. In Section 2 we introduce the SML of an embodied agent and define the CRBM policy model. In Section 3 we present theoretical results about the expressive power of CRBM models, organized in several subsections, discussing universal approximation, approximation errors, approximation of deterministic policies, and dimension. In Section 4 we discuss our findings.
Control in the Sensorimotor Loop
The SML is a basic structure to describe the causal interaction of an agent with its environment. In the following we describe the causal structure of this loop, and its control by CRBMs.
The Causal Structure of the SML
Typically, the agent acts stochastically on the basis of (partial) stochastic observations of its environment,
The fully observed sensorimotor loop (also denoted controllable Markov chain (CMC)). the agent's actions influence the environment, and so on. The loop is specified by Markov transition kernels describing the agent's observations, selection of actions, and the world's dynamics. More specifically, these kernels are
where W , S , and A , denote the state spaces of the world, the sensors, and the actuators, respectively, which are assumed to be finite in what follows. Furthermore, the set of all probability distributions on a finite set X is denoted by ∆ X . The kernel β describes the probabilities of sensor values from S , given the current state of the world w t ∈ W . The kernel π is the agent's policy, describing the probabilities of selecting actuator values (loosely speaking actions) a ∈ A , given the current sensor values s ∈ S . As an example of a stochastic policy, consider a robot whose task is to navigate a territory. If the robot detects an obstacle ahead, then the robot's policy could send actuator values that command a left or right turn with probability 1 2 . The kernel γ describes the probabilistic state transitions of the world under the influence of the agent's actions. Within this framework, the agent has direct access to π, but it does not have direct access to β nor γ. The latter two kernels represent sensor processes and physical laws, while the first represents the cognitive system or control program of the agent. Figure 1 shows the causality diagram of a reactive control system (memoryless) where the agent has full access to the state of the world, such that S is identified with W in terms of an identity map β. Figure 2 shows a causality diagram where the agent has only partial access to the state of the world.
In what follows, we will study a particular representation of the policies π given in terms of an RBM. We will focus on the geometric properties of these policy models, including results on their expressive power. Before we do that, in the next subsection we provide necessary definitions and basic observations.
Controlling SMLs with CRBMs
A Boltzmann machine is an undirected stochastic network with binary units, some of which may be hidden. It defines probabilities for the joint states of its visible units, given by the relative frequencies at which these states are observed, asymptotically, depending on the network's parameters. At each time t ∈ N, this machine selects a unit at random, say unit i, and updates its state according to a Bernoulli draw with success probability sigm( j W ji x j + b i ), where sigm(c) = 1 1+exp(−c) , x j ∈ {0, 1} is the current state of unit j, W ji ∈ R is an interaction weight attached to the unit-pair (j, i), and b i ∈ R is a bias weight attached to unit i. In the limit of infinite time, each possible joint state x = (x V , x H ) of the network's visible and hidden units occurs with a relative frequency described by the Gibbs-Boltzmann distri-
The probabilities of the visible states are given by marginalizing out the states of the hidden units of the Gibbs-Boltzmann distribution, i.e., by p(
An RBM is a Boltzmann machine with the restriction that there are no interactions between the visible units nor interactions between the hidden units, such that W ij = 0 only when unit i is visible and unit j is hidden.
The probabilities of the visible states are given by
As any multivariate model of probability distributions, RBMs define models of conditional distribu-
Figure 3: Sensorimotor loop with CRBM policies.
tions, according to the relation p(x, y) = p(y)p(x|y).
The formal definition of these conditional models is given below. We introduce a few notations which we will use in what follows. We denote by ∆ Y X the |Y |(|X | − 1)-dimensional polytope of row-stochastic matrices (p(x|y)) x,y with rows p(·|y) ∈ ∆ X for each y ∈ Y . In this notation, we have β ∈ ∆ W S , π ∈ ∆ S A , and γ ∈ ∆ W ×A W for the kernels from eq. (1). When S = {0, 1} k and A = {0, 1} n , we use the shorthand notation ∆ k n := ∆ S A and ∆ n := ∆ A . For example, the polytope ∆ k 1 is a 2 k -dimensional cube.
Definition 1. The conditional restricted Boltzmann machine (CRBM) model with k input, n output, and m hidden units, denoted RBM k n,m , is the set of all conditional distributions in ∆ k n that can be written as
with normalization function
Here, y, x, and z are joint state column vectors of the k input visible units, n output visible units, and m hidden units, respectively. We write x for the transpose of x.
In practice one does not compute the full conditional distributions, as this involves intractable sums with exponentially many terms. Instead, one uses the CRBM to sample outputs given inputs in the following way. (1) Request an input state y. (2) Update the state z of all hidden units fixing the state y of the input units and the current state x of the output units. (3) Update the state x of all output units fixing the state y of the input units and the current state z of the hidden units. (4) Repeat the last two steps as many times as desired. (5) Output the current state x of the output units. The state updates in this procedure are cheap, as they involve only Bernoulli draws with tractable success probabilities. Also note that the bipartite interaction structure of the network allows to update the states of all visible or hidden units in parallel. The same sampling mechanism can be used to approximate expectation values and CRBM policy gradients.
The conditional model RBM k n,m has (n + k)m + n + m parameters. A bias term a y for the input units does not appear in the definition, as it would cancel out with the normalization function Z. When there are no input units, i.e., k = 0, the conditional model RBM k n,m reduces to the restricted Boltzmann machine probability model with n visible and m hidden binary units, which we denote by RBM n,m .
The model RBM k n,m can be interpreted as a collection of 2 k RBMs with shared parameters. For each value y of the input units, the distribution p(·|y) is the distribution represented by RBM n,m for the parameters W, b, (V y + c). In particular, for each choice of the CRBM parameters, all p(·|y) are distributions from the model RBM n,m with the same interaction weights W , the same bias weights b for the visible units, but with different bias weights (V y + c) for the hidden units. The joint behaviour of these RBMs with shared parameters is not trivial. The direct interpretation of RBM k n,m is that it represents block-wise normalized versions of the probability distributions represented by RBM n+k,m . Namely, each probability distribution p ∈ RBM n+k,m defines a tuple of 2 k probability distributions p(·|y), for all possible states y of k of its visible units, and this tuple is an element of RBM k n,m .
Theoretical Results
In this section we discuss the expressive power of CRBM models, translating work on RBMs to the conditional case. We will focus on the case of binary units, but the discussion will clarify how to proceed in the case of discrete non-binary units.
Universal Approximation
First note that not every conditional distribution p(w |w) is necessarily realizable for fixed choices of β and γ. Consider the set ∆(β, γ) of all conditionals that can be written as p(w |w) = s∈S a∈A β(s|w)π(a|s)γ(w |a, w) for fixed β and γ. In view of this constraint, one can ask the following two natural questions related to the notion of universal approximation:
1. What conditions have to hold on the spaces A and S and the kernels β and γ, in order to have that ∆(β, γ) approximates every conditional distribution from ∆ W W arbitrarily well?
2. What is the minimal m such that for each p(w |w) ∈ ∆(β, γ), there is a π ∈ RBM k n,m with p(w |w) = s a β(s|w)π(a|s)γ(w |a, w)?
We think that the first problem is not adequate for the study of embodied agents, as embodied agents cannot be expected to realize all transitions in ∆ W W . The second problem appears more natural in the embodied context. In this paper we address a notion of universal approximation that is sufficient for the second problem. More precisely, given β and γ, we ask for the number m of hidden nodes for which RBM k n,m can approximate every policy π ∈ ∆ k n arbitrarily well.
In general, a conditional model
Similarly, a probability model M n+k ⊆ ∆ n+k is a universal approximator if M n+k = ∆ n+k . Here the bar denotes closure in the Euclidian topology.
Most theoretical results in this section are derived from corresponding results for probability models, for which we have a better intuition. The connection is made by Observation 1, which we explain in what follows.
A probability model M n+k ⊆ ∆ n+k defines a conditional model M k n ⊆ ∆ k n consisting of all p(x|y) for which there exists a r(x, y) ∈ M n+k with r(x, y) = p(x|y)q(y) for a strictly positive q(y). Each conditional distribution p(x|y) ∈ ∆ k n can be identified with the set of joint distributions of the 1 embedded in the probability simplex ∆ 2 . For each p ∈ ∆ 1 1 , the equivalence class P ,p ⊂ ∆ 2 is the open line between p(0|0)δ 00 + p(1|0)δ 10 and p(0|1)δ 10 + p(1|1)δ 11 . The centroid of P ,p is the point u(y)p(x|y) ∈ 1 2 ∆ 1 1 . Note that the family P ,p is not a compact set and hence approximability of P ,p does not imply approximability of a point in P ,p . That is, M ∩ P ,p = ∅ does not imply M ∩ P ,p = ∅.
form r(x, y) = q(y)p(x|y) for all strictly positive q(y) ∈ ∆ k . This set is a convex exponential family with partition = {(x, y) : x ∈ {0, 1} n } y∈{0,1} k and reference measure p(x|y) (Matúš & Ay 2003) , denoted P ,p . All distributions from this set have conditionals p(·|y) on the blocks of the partition , and differ from each other only in the weights q(y) that they assign to the partition blocks.
Selecting the representative probability distribution u(y)p(x|y) from each equivalence class P ,p , where u(y) denotes the uniform distribution, we obtain an identification of ∆ k n with the product of simplices × y∈{0,1} k u(y)∆ n = 1 2 k ∆ k n within ∆ n+k . Figure 4 illustrates this identification in a small example.
Consider the conditional model M k n ⊆ ∆ k n induced by M n+k ⊆ ∆ n+k . In order for M k n to be a universal approximator, the joint model M n+k does not need to be one. Instead, the foregoing discussion shows the following. Observation 1. M k n is a universal approximator if and only if each convex exponential family P ,p ⊆ ∆ n+k has one point that can be approximated arbitrarily well by M n+k .
The previous observation will help us translate some results on the expressive power of RBMs to results on the expressive power of CRBMs. We start with a lower bound on the minimal size of universal approximators:
Proof. An implication of Observation 1 is that whenever M k n is a universal approximator of conditionals, then ∆ k M k n := {p(x, y) = p(y)p(x|y) : p(x|y) ∈ M k n and p(y) ∈ ∆ k } is a universal approximator of joint distributions. In consequence, if RBM k n,m is a universal approximator, then ∆ k RBM k n,m is a universal approximator. The latter model has nm + km + n + m + 2 k − 1 parameters and by Lemma 1 it can only be a universal approximator when m ≥
In the proof of the previous proposition we used the following general observation. Universal approximation of probability distributions by Boltzmann machines or any other models based on exponential families, with or without hidden variables, requires the number of model parameters to be as large as the dimension of the set being approximated: Lemma 1. Let X and X be two finite sets and let M ⊆ ∆ X be defined as the image of an exponential family E ⊆ ∆ X by a differentiable map, e.g., as marginals of a Boltzmann machine probability model. If M is a universal approximator of elements from
Proof. Let M be the image of the exponential family E by the differentiable map f . The closure E, consisting of all distributions that can be approximated arbitrarily well by E, is a compact set. Since f is continuous, the image of E is also compact, and M = f (E) = f (E). The model M is a universal approximator iff M = ∆ X . The set E is a finite union of exponential families; one exponential family E F for each possible support set F of distributions from E. When dim(E) < dim(∆ X ), each point of each E F is a critical point of f (the Jacobian is not surjective at that point). By Sard's theorem, each E F is mapped by f to a set of measure zero, and hence f (∪E F ) = f (E) = M has measure zero in ∆ X . Now we provide an upper bound for the minimal m for which RBM k n,m is a universal approximator.
Proposition 2. The model RBM k n,m can approximate every conditional distribution from ∆ k n arbitrarily well whenever m ≥ 2 n+k−1 − 1.
Proof. For the triplets (n, k, m) satisfying the condition of the proposition, the probability model RBM n+k,m is a universal approximator of joint distributions from ∆ n+k (see . In particular, RBM n+k,m can approximate each point from P ,p arbitrarily well for each conditional p ∈ ∆ k n . By Observation 1, RBM k n,m is a universal approximator.
A related but weaker result appeared in the work by van der Maaten (2011) .
It is an interesting question whether RBM k n,m is a universal approximator of conditional distribution only if RBM n+k,m is a universal approximator of probability distributions. In terms of dimension one would expect not, because the conditional model does not need to model the input-state distribution. However, dimension alone does not suffice to capture the universal approximation behaviour, and at this moment the question remains unsettled.
The next result extends Proposition 2 by describing classes of conditional distributions that can be approximated by RBM k n,m .
Proposition 3. Let π be a conditional distribution from ∆ k n with supp(π(·|s)) = A s ⊆ {0, 1} n for all s ∈ {0, 1} k . If m ≥ ( s |A s |) − 1, then π can be approximated arbitrarily well by elements from RBM k n,m .
Proof. This is because RBM n+k,m can approximate any probability distribution with support of cardinality m + 1 arbitrarily well (see . Such distributions intersect the interior of the equivalence class P ,p and hence the conditional p is approximated arbitrarily well by RBM k n,m .
If the support set of the target distribution has certain properties, then the bound from Proposition 3 can be improved. This can be seen, for example, in the bound from Proposition 2.
Deterministic Policies
The extreme points of ∆ k n are the 2 k × 2 n rowstochastic matrices with exactly one 1 in each row, Figure 5 : A two-dimensional manifold homeomorphic to a hexadecagon, which contains all deterministic policies (vertices) from the space of conditional distributions ∆ 2 1 (a four-dimensional cube).
and are called deterministic policies, since they correspond to functions from the set of inputs to the set of outputs.
Within reinforcement learning in the fully observed SML, the expected long-term reward is maximized by deterministic policies (Sutton & Barto 1998) . This suggests to address the problem of approximation deterministic policies in terms of CRBMs also in the partially observed sensorimotor loop shown in Figure 2 . The extreme points of the set of transitions π • β correspond to deterministic policies π. See Figure 6 for a small illustration. Ay et al. (2013) show how to construct twodimensional manifolds which contain all deterministic policies. An example of such a manifold is shown in Figure 5 . These models are projections of exponential families and have nice geometric properties, but they do not originate from neural networks. For CRBMs to approximate all deterministic policies we cannot expect that only two parameters will suffice, but considerably less parameters than needed for universal approximation. We have the following result.
Proposition 4. The model RBM k n,m can approximate every extreme point of the polytope ∆ k n arbitrarily well whenever m ≥ 2 k − 1.
Proof. Deterministic policies satisfy | supp π(·|s)| = 1 for all s, and hence the claim follows directly from Proposition 3. 
Approximation Errors
The relative entropy or Kullback-Leibler divergence from a distribution p to a distribution q, both in the simplex ∆ n+k , is given by
We measure the relative entropy between two conditional distributions p(·|·) and q(·|·) in ∆ k n by
where u(y) denotes the uniform distribution over y. The divergence from a conditional distribution p(·|·) to the set of conditionals M k n represented by a joint model M n+k satisfies
Hence the maximum over all conditionals satisfies
This shows that we can estimate the approximation errors of conditional distributions by estimating the approximation errors of joint distributions with uniform marginal p Y = u Y . By the joint convexity of the divergence, we have that max p∈∆ n+k : p Y =u Y D(p u) = n. The maximizers are the distributions p(x, y) = u(y)p(x|y) with deterministic conditionals p(·|·).
Proposition 5. When m ≤ 2 (n+k)−1 − 1, then the divergence from any conditional distribution p(·|·) ∈ ∆ k n to the model RBM k n,m is bounded by
Here x denotes the greatest integer smaller or equal to x.
Proof. We have that
The right hand side is bounded by n, since the RBM model contains the uniform distribution. It is also bounded by the maximal divergence of RBM n+k,m , which is bounded by D RBM n+k,m ≤ (n + k) − log 2 (m + 1) − m+1 2 log 2 (m+1) (see Montúfar et al. 2013) .
Note that Proposition 5 implies Proposition 2, as the latter corresponds to the cases where the maximal relative entropy vanishes.
Dimension
Now we study the dimension of RBM k n,m . Although the number of parameters of the model is clear from the definition, since the model has hidden units it is not clear that each parameter contributes to its dimension. When the dimension is equal to the number of parameters or to the maximal dimension that the model can have, then the model is said to have the expected dimension.
A direct way of evaluating the dimension of a model with hidden variables is to compute the rank of the Jacobian of its parametrization. This approach often leads to combinatorial problems that can be captured by a polyhedral 'shadow' of the model, which is described by the tropical morphism. This approach is used in (Cueto et al. 2010) to study the dimension of the probability model RBM n,m . Here we follow that idea in order to study the dimension of the conditional model RBM k n,m . The following two functions from coding theory are useful in this analysis. Let A 2 (n, d) denote the cardinality of the largest n-bit code of Hamming distance at least d. Let K 2 (n, d) denote the smallest cardinality of an n-bit code with covering radius d.
In (Cueto et al. 2010) it is shown that RBM n,m has the dimension expected from counting parameters in the following cases.
• dim(RBM n,m ) = nm + n + m for m + 1 ≤ A 2 (n, 3).
• dim(RBM n,m ) = 2 n − 1 for m ≥ K 2 (n, 1).
For the conditional model we obtain the following.
Proposition 6. The conditional model RBM k n,m has the dimension expected from counting parameters in the following cases:
• When {0, 1} n+k admits m disjoint radius-1
Hamming balls whose union does not contain any cylinder set [y] ⊆ {0, 1} n+k , y ∈ {0, 1} k and has a full rank complement, then
The condition is satisfied, e.g., if m + 1 ≤ A 2 (n + k, 4).
Proof. The maximal column-rank of the matrices A representing the regions of linearity of the tropical morphism of RBM n+k,m , modulo functions of y, is a lower bound on the dimension of RBM k n,m . The modulo has the effect of disregarding p(y) in the joint distributions p(x, y) = p(y)p(x|y). Each region of linearity of the morphism is defined by m slicings of m n + k 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 Table 1 : Illustration of Proposition 6. A checkmark indicates that the conditional model RBM k n,m has the expected dimension. The marks to the upper right follow from the Gilbert-Varshamov bound and the first item of the proposition, those to the lower left from an upper bound on the cardinality of covering codes and item two. The mark (1, 2) follows from universal approximation (Proposition 2 together with Lemma 1), and (1, 3) from the fact that the tripod tree model is full dimensional. the (n + k)-cube, each of which defines a column block of the corresponding matrix A. More precisely,
where A is the matrix with rows (1, v 1 , . . . , v n+k ) for all v ∈ {0, 1} n+k , and A C is the same matrix, with rows multiplied by the indicator function of points v classified as positive by a linear classifier (an affine hyperplane or slicing).
If we consider only linear classifiers that select rows of A corresponding to disjoint Hamming balls of radius one, then the rank of A is equal to the number of such classifiers times (n + k + 1), plus the rank of A {0,1} n+k \∪ i∈[m] C i . The column-rank, modulo functions of y, is equal to the rank of A minus k + 1, which is the dimension of the functions of y spanned by columns of A, minus at most the number of cylinder sets
Each cylinder set [y] contains 2 n points. If a given cylinder set [y] intersects a radius-1 Hamming ball B but is not contained in it, then it also intersects the radius-2 Hamming sphere around B. Choosing the radius-1 Hamming ball slicings C 1 , . . . , C m to have centers at least distance 4 apart, we can ensure that their union does not contain any cylinder set [y] . We will discuss the maximal cardinality of binary codes below after completing the proof.
On the other hand, when the model RBM n+k,m is full dimensional, with dim(RBM n+k,m ) = dim(∆ n+k ), then dim(RBM n+k,m ∩C) = dim(C), for some family C of representatives of conditional distributions. This is because there is a foliation of ∆ n+k in terms of such families. Hence, if RBM n+k,m is full dimensional, then RBM k n,m is full dimensional with dim(RBM k n,m ) = dim(∆ k n ).
By Proposition 6, most triplets (n, k, m), especially those relevant for applications, with the number of hidden units m sub-exponential in the number of visible units n + k, the model RBM k n,m has the expected dimension.
It is known that A 2 (N, 4) ≥ 2 r , where r is the largest integer with 2 r < 2 N +1 N 2 −N +2 (see Gilbert 1952 , Varshamov 1957 , and so A 2 (N, 4) ≥ 2 N − log 2 (N 2 −N +2) .
For the minimal size of covering codes it is known that K 2 (N, 1) ≤ 2 N − log 2 (N +1) (see Cueto et al. 2010) .
For triplets (n, k, m) that do not satisfy the conditions of the proposition we are not certain about the exact dimension of RBM k n,m .
Discussion
This work provides theoretical advances towards accomplishing cheap design in the control of embodied agents. Conditional models play an important role in robotics and embodied intelligence in general, where they describe probabilistic action-selection policies. Our approach reduces questions about conditional probability models to questions about probability models, which are better understood, in general. In this way, we were able to transfer a variety of existing results on RBMs to the context of conditional distributions, which is important, because CRBMs are interesting candidates for policy modeling in the context of the sensorimotor loop.
Our results provide important first steps towards the systematic cheap design of learning systems that are capable of learning desired behavioural patterns. This is illustrated by CRBMs that can generate deterministic policies, which are known to maximize the expected long-term reward in the context of reinforcement learning. The ultimate intention of this line of research is the design of low-dimensional policies for high-dimensional systems to address the problem of cheap design. In order to achieve this goal, the second universal approximation problem from Section 3.1 has to be addressed more carefully. In this paper, as a first step, we provided sufficient conditions for solving this problem.
