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Superconducting circuits are well established as a strong candidate platform for the development of quantum
computing. In order to advance to a practically useful level, architectures are needed which combine arrays of
many qubits with selective qubit control and readout, without compromising on coherence. Here we present a
coaxial circuit QED architecture in which qubit and resonator are fabricated on opposing sides of a single chip,
and control and readout wiring are provided by coaxial wiring running perpendicular to the chip plane. We
present characterization measurements of a fabricated device in good agreement with simulated parameters
and demonstrating energy relaxation and dephasing times of T1 = 4.1µs and T2 = 5.7µs respectively. The
architecture allows for scaling to large arrays of selectively controlled and measured qubits with the advantage
of all wiring being out of the plane.
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The realization of technological devices that harness
quantum superposition and entanglement to perform
computational tasks that are difficult with classical com-
puters is a major research goal that may revolutionize
computing1. Superconducting circuits have advanced to
become a strong candidate platform for building such
quantum computers2, with recent demonstrations of cir-
cuit operation at the threshold for fault tolerance3, quan-
tum error detection4,5 and correction6, and rudimentary
quantum simulations7–9. While the scale required for full
fault tolerant universal quantum computation is still far
away10, current devices are not far from the complex-
ity required for a demonstration of computation that is
beyond the reach of the best classical supercomputers11.
To reach beyond this scale (of order 50 qubits) in a sin-
gle monolithic quantum circuit, it is desirable to develop
circuit architectures that implement good connectivity
among arrays of many qubits, along with selective con-
trol and readout wiring, without compromising on qubit
coherence. This is difficult to achieve if the circuit is con-
strained to a single 2D plane, since the number of control
and readout connections scales linearly with the number
of qubits N , while the edges of a 2D array scale as
√
N .
This problem can only be overcome by incorporating 3D
connectivity.
The challenge of incorporating control wiring out of
the plane of a superconducting quantum circuit has been
approached so far from several directions. A recent pro-
posal suggests the use of through-chip microwave sili-
con vias, as part of a monolithic architecture to im-
plement the surface code12. Bump bonding between
multiple circuit layers13, and spring-loaded microwave
contacts14 are also under development. Pursuing a mod-
ular (as opposed to monolithic) quantum computing ar-
chitecture is an alternative route, and some promising
steps have been made in this direction with supercon-
ducting circuits, through integration with high quality
3D microwave resonators15–17.
In this letter we present a single unit cell of an ar-
chitecture for quantum computing with superconducting
circuits that is simple to fabricate, requires no bonds,
exploits only capacitive couplings, and implements qubit
control and readout entirely out of the plane of the qubit,
without relying on complex through-chip fabrication18.
By virtue of the out-of-plane readout and wiring ele-
ments the device may be physically scaled to large 2D
qubit arrays without any alteration to the wiring design.
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Figure 1. (a) CAD design of the unit cell, with transmon
qubit and lumped element resonator on opposing sides of a
substrate, and control and measurement ports perpendicular
to the chip plane. (b) Designs of the transmon and resonator.
In the transmon the two electrodes are connected by a single
Josephson junction, whereas the electrodes of the resonator
are connected by an inductor line. (c) Equivalent circuit of
the device, showing the resonator inductance and capacitance,
LR and CR, the junction Josephson energy EJ and effective
capacitance over the junction CΣ.
2Additionally the double-sided structure and absence of
wiring elements in the circuit design avoids crowding on
the chip, hence reducing sources of crosstalk.
The device is depicted in Fig. 1. It consists of a super-
conducting charge qubit in the transmon regime19 with
coaxial electrodes, which we call the coaxmon (similar
to the concentric20 and aperture16 transmons) coupled
to a lumped element LC microwave resonator fabricated
on the opposite side of the chip, realising dispersive cir-
cuit quantum electrodynamics21 (QED). The device is
controlled and measured via coaxial ports, perpendicular
to the plane of the chip (see Fig. 1 (a)), whose distance
from the chip can be modified to change the external
quality factor of the circuits. These ports can be used
for independent control of the qubit and measurement of
the resonator in reflection, or to measure the device in
transmission.
The device is fabricated through two stages of elec-
tron beam lithography, patterning either side of a 0.5mm
thick sapphire chip with an aluminum LC resonator and
coaxmon. During fabrication the bottom of the chip is
protected with a spin-coated layer of polymer resist, and
chip holders are used to ensure the bottom of the device
is suspended throughout. The process could be further
improved in the future by producing the LC resonators
with photolithography thus enabling batch production of
devices that only require one electron-beam step. The de-
vice is then mounted in an aluminum sample holder and
thermally anchored to the 10mK base plate of a dilution
refrigerator. The control and measurement ports consist
of copper-beryllium wire passing through a cylindrical
hole in the sample holder, soldered to the center conduc-
tor of a microwave connector in order to connect to ex-
ternal microwave wiring. In this experiment the distance
from the qubit(resonator) to the control(measurement)
port is 0.6(0.4)mm. The device is embedded in a stan-
dard circuit QED measurement setup, in which input
signals are heavily cryogenically attenuated (by approx-
imately 70 dB) to reduce thermal noise, and measure-
ments are made via cryogenic circulators and a low noise
HEMT amplifier, the signal finally being recorded as a
voltage VADC with an analog-to-digital converter (ADC).
We first measure the device transmission spectrum
S21 at a low drive power of Pr = −50 dBm, find-
ing the Lorentzian response of the LC resonator22 at
fr0 = 10.23GHz, with quality factorQ = 2080 (see Fig. 2
(a)). Far from resonance, S21 remains 30 dB below the
LC resonance over the 8 − 12GHz measurement band-
width. We next fix the measurement drive at the LC res-
onance, and add an additional drive at frequency fdq to
port 1, to carry out spectroscopy of the qubit using the
dispersive qubit state-dependent frequency shift of the
LC resonator23. The spectroscopy is carried out with an
8µs drive pulse immediately followed by an 8µs measure-
ment pulse at frequency fr0 and power Pr = −35 dBm,
averaging the data 106 times. In Fig. 2 (b) we show
such spectroscopy at two different drive powers. At
low drive power PL = −45 dBm we observe only the
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Figure 2. (a) Resonator spectroscopy in the low photon num-
ber limit n¯ ≪ 1. Transmitted signal amplitude at the ADC
measured with a 1µs pulse at fd, with (orange) and without
(blue) a pi-pulse applied to the qubit immediately prior to
the measurement pulse (pulse scheme inset). The data (cir-
cles) are fitted (solid lines) as described in the main text. (b)
Pulsed qubit spectroscopy for two different qubit drive pow-
ers. At −45 dBm only the f01 = 7.23GHz transition is visible.
At a drive of −5 dBm, two multi-photon transition frequencies
f02/2 and f03/3 become visible and the f01 is broadened. In-
set: the energy level diagram of a transmon qubit illustrating
the multi-photon transitions.
qubit transition at f01 = 7.23 GHz, whereas at higher
power PH = −5 dBm we observe two additional spec-
tral lines below f01, as expected of a transmon qubit.
We observe a two-photon transition at f02/2 = 7.08 GHz
and a three-photon transition at f03/3 = 6.93 GHz to
higher energy levels of the transmon, as illustrated in
the inset of Fig. 2 (b). Note that the broadening of
the f01 peak at the higher drive power originates from
strong Rabi driving of the transition. From these pa-
rameters we calculate a detuning between qubit and
resonator of ∆0/(2pi) = −3.00GHz, Josephson energy
EJ/h = 24.1 GHz, charging energy EC/h = 294MHz,
and EJ/EC = 81.8.
We next characterize the interaction between qubit and
resonator by measuring the qubit-state-dependent res-
onator frequency shift χ. In order to do this, we repeat
the transmission measurement of the LC resonance after
preparing the qubit in its first excited state prior to a
measurement pulse (see Fig. 2 (a) orange curve). The
resonance is seen to shift from fr0 to fr1 = 10.217GHz.
In addition to the shifted peak at fr1, a residual peak
at fr0 is also visible due to the excited state population
partly decaying during the measurement pulse. The re-
sponse is fitted to the weighted sum of two Lorentzians
in the complex plane, from which we extract the dis-
3persive shift of the resonator 2χ/(2pi) = fr0 − fr1 =
−12.68MHz. We then use this to derive the qubit-
resonator coupling g/(2pi) = 462MHz from the relation
χ ≈ − g
2(EC/~)
∆0(∆0 − (EC/~)) , (1)
valid for a transmon in the dispersive regime19. Since
our implementation of cQED consists entirely of lumped
elements, we can calculate the expected parameters using
a finite element electrostatic simulation (Ansys Maxwell)
of the circuit. The circuit representation can be quan-
tized to give expressions for the qubit and resonator fre-
quencies, f01 and fr0, and the coupling g between them,
as a function of the capacitance network, as well as the
resonator inductance LR and Josephson energy EJ which
we match to the experimentally measured values. Such a
simulation predicts a coupling g/2pi ≈ 420MHz. The dis-
crepancy between the estimated and measured value may
be due to the use of a static solver, which neglects any
inductive coupling in the circuit. We have also used this
model to simulate the coupling between control (mea-
surement) port and qubit (resonator), and its dependence
on the displacement of the port axis from the qubit and
resonator centers. We find that for the circuit geometry
presented here, the coupling falls to ∼ 5% at a displace-
ment of 1 mm, indicating that good selectivity should be
achievable between control and measurement signals in
adjacent cells in a grid of multiple qubits.
We now move on to time resolved qubit measurements
which are performed by measuring the resonator in re-
flection on port 2 and applying qubit drive pulses to port
1. In Fig 3 (a) we first show Rabi oscillations of the qubit
state, measured by first applying a short microwave pulse
of length τ to the qubit in its ground state at frequency
f01, followed by a resonator readout pulse of length 16 µs
and frequency fr0 at a low photon number. The popula-
tion P1 of the qubit excited state |1〉 is recovered from the
weighted integral of the resonator response by comparing
it to the integral of simulated Cavity-Bloch traces24 using
parameters independently determined by the other char-
acterization experiments, and including a correction to
take into account interference with the directly reflected
measurement pulse.
We determine the qubit relaxation time T1 = 4.10µs
and phase coherence time T2 = 5.65µs using standard
techniques (see Fig. 3 (b) and (c)). A spin echo pulse
sequence reveals an extended T2E = 6.67µs. To fur-
ther evaluate the performance of the device we perform
Clifford-based randomized benchmarking and find the
average fidelities of primitive gates to be 99.5% using
half-DRAG pulses25. We also determine an upper bound
for the qubit temperature by measuring the amplitude
of Rabi oscillations on the f12 transition both with and
without an initial pi-pulse on the f01 transition
26. We
find the qubit temperature to be Tq ≤ 70mK correspond-
ing to an initial ground state population of P0 ≥ 99.3%.
Hence our single-qubit unit cell displays promising per-
formance for an initial demonstration.
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Figure 3. Time-resolved qubit measurements with data points
in black and fits as solid red lines. The pulse schemes of the
measurements are shown in the insets. (a) Rabi oscillations
of 47MHz performed on the device at a qubit drive power
of −20 dBm. An exponentially decaying oscillation P1 =
A cos(ωt)e−t/TRabi is fitted to the data. (b) Qubit energy re-
laxation fitted to an exponential decay P1 = Ae
−t/T1 reveals
a T1 = 4.10µs. (c) Ramsey oscillations performed with the
qubit drive detuned 4.5 MHz from f01 reveals a T2 = 5.65 µs
from the fitted oscillating decay P1 = A cos(ωt+φ)e
−t/T2 . In
all cases P1 is extracted from the pulsed resonator response
by fitting to Cavity-Bloch equations.
Table I. Device Parameters.
Parameter Value
Resonator Frequency fr0 [GHz] 10.23
Resonator Quality Factor 2080
Qubit f01 [GHz] 7.23
Dispersive shift χ/2pi [MHz] -6.34
EC/h [MHz] 294
EJ/EC 81.8
Coupling g/2pi [MHz] 462
T1 [µs] 4.10
T2 [µs] 5.65
T2 Echo [µs] 6.67
We have presented a double-sided coaxial implemen-
tation of circuit QED. We summarize the device param-
eters in table I. We anticipate this architecture to be
easily extendable to arrays of nearest-neighbor coupled
qubits by virtue of the out-of-plane readout and control
wiring, and so will be a good candidate architecture for
the next generation of multi-qubit devices for quantum
simulation and computation.
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