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Abstract 
Manoussakis, Y., A linear-time algorithm for finding Hamiltonian cycles in tournaments, 
Discrete Applied Mathematics 36 (1992) 199-201. 
We give a simple algorithm to transform a Hamiltonian path in a Hamiltonian cycle, if one exists, 
in a tournament T of order n. Our algorithm is linear in the number of arcs, i.e., of complexity 
O(m) = O(n’) and when combined with the O(n log n) algorithm of [2] to find a Hamiltonian 
path in T, it yields an O(n’) algorithm for searching a Hamiltonian cycle in a tournament. Up 
to now, algorithms for searching Hamiltonian cycles in tournaments were of order 0(n3) [3], or 
O(n’log I?) [S]. 
We consider the problem of finding a Hamiltonian cycle in a tournament T with 
n vertices and m( = n(n - 1)/2) arcs. By Camion’s [l] well-known theorem, a tourna- 
ment is Hamiltonian if and only if it is strong. Camion’s standard proof leads to 
an obvious 0(n3) algorithm for finding a Hamiltonian cycle in tournaments. 
Here we give a very simple algorithm to transform a Hamiltonian path into a 
Hamiltonian cycle (if one exists) in our tournament T. Our algorithm is linear in the 
number of arcs, i.e., of complexity O(m)=O(n”). When it is combined with the 
O(n log n) algorithm of [2] to find a Hamiltonian path in T, it yields an O(n*) 
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algorithm for finding a Hamiltonian cycle in tournaments. We notice that the 
algorithm of [2] can be implemented in time O(n log n) with balanced trees or in 
time O(n’) with very simple data structures. Since the latter is sufficient for our 
purposes, our algorithm is very easy to implement. Previous algorithms for search- 
ing Hamiltonian cycles in tournaments were of order O(n3) !3], or O(n2 log n) [S] 
(which was a parallel algorithm with time O(log’ n) using O(n’/log n) processors in 
an EREW PRAM). 
In what follows, r(V, A) denotes a tournament of order n with vertex set V(T) 
and arc set A(T). If x and y are vertices of T, then we say that x dominates y if the 
arc (x, yy) is in A(T). 
Algorithm 
Input: A tournament T on if vertices. 
Output: A Hamiltonian cycle, if any, in T. 
(1) We find a Hamiltonian path xl,sl. “.. , x,, of T by using the algorithm of [2]. 
Next, by backward search of this path, we determine the largest integer k (if any), 
3 5 k s 11, such that the arc (x~, s,) is in A (a). If k does not exist, then we stop since 
s1 has indegree 0 and therefore T is not amiltonian. If k=n, then we stop since 
Sl,S~, .. . . 4 ,*,. Y v1 is the desired cycle. Otherwise, we initialize j+- k (j is an auxiliary 
variable) and we let C denote the cycle x1,x7 _, . . . . . vj,xl and P denote the path 
_Vj+ 1, .. . ,X,8. 
(2) We distinguish two cases (a) and (b) depending on whether xj + I dominates a 
vertex of C or not. 
(a) Suppose first that there exists a vertex on C which is dominated by x~+~ and 
let X; denote the vertex of C with smallest index having this property (i is defined 
modulo j). Since _Q_~ dominates _Y~+,, we define C+X~,X~, lam,X;_1,Xj+,,Xi, . . ..xI. 
Furthermore, we set j+ j+ 1, P+++ I, . . . . . Y,,, we rename the vertices of C so that 
sI is the successor of Xj on C, and we return to (2). 
(b) Suppose next that each vertex of C dominates Xj? I. By forward search 
on P beginning from xj+,, we determine the smallest integer p (if any), 
j + 2 rpc n, that x1, dominates a vertex in C. If there is no such p, then we stop 
since in this case T has no Hamiltonian cycle. Otherwise. we let x, (r is defined 
modulo j) be any vertex of C which is dominaied by x~. This gives the cycle C+ 
Xl,Sz, l **,X;.-l,Xj+I,Xj+$, .*.,XpX~, l .a, xl. Ifp<n, then we set j+p, P+xj+l, ...,x,1, 
we rename the vertices of C so that .yI is the successor of Xj on C, and we return 
to (2). 
End 
Time analysis. A Hamiltonian path of T can be found with O(n log n) operations 
[2]. Clearly, at most O(n) operations are needed to determine the cycle C in step (1). 
In order to complete step (2), we check once the arcs between either Xj and C 
(case (a)), or (xi, . . ..x.,) and C (case (b)) and consequently this can be done with 
O(nr) operations. It follows that the whole algorithm terminates within at most 
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0(/i?) operalions, as claimed. We notice that this running time is optimal, i.e., at 
least O(nl) time is required for this problem, as it has been observed in [4]. 
Implementation. This algorithm was implemented on an IBM-PC computer by my 
students A. Moreau and C. Leroux, whose assistance was appreciated. The results 
for transforming a Hamiltonian path into a Hamiltonian cycle suggest an average 
time performance of O(n log n) for n substantially large. 
Remarks. (1) We can find either a Hamiltonian cyc!e or the strong components and 
their Hamiltonian cycles in T by lightly nodifying the above algorithm as follows: 
In case (l), when xl has indegree 0, we restart applying our algorithm on the path 
x2,x3, l *- 9 x,,. In case (2b), if there is no vertex xP on P which dominates a vertex of 
C, then we restart applying the algorithm on the path Xj+,, “..,x,,. We notice that 
even in this case the time complexity remains O(m). 
(2) The above algorithm can also be used for searching a Hamiltonian cycle in 
semicomplete digraphs, i.e., directed graphs with no nonadjacent vertices. 
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