The method of generalized estimating equations(GEE) is widely used in the analysis of a correlated dataset that consists of repeatedly observed responses within subjects. The GEE uses a quasi-likelihood equations to find the parameter estimates without assuming a specific distribution for the correlated responses. In this paper we study the importance of specifying the working correlation structure appropriately in fitting GEE for correlated counts data. We investigate the empirical coverages of confidence intervals for the regression coefficients according to four kinds of working correlations where one structure should be specified by the users. The confidence intervals are computed based on the asymptotic normality and the sandwich variance estimator.
Introduction
In clinical studies one may record the response variable repeatedly within each subject at several times or under various conditions. Repeated categorical responses commonly occur in biomedical applications of longitudinal studies. For example, a physician might observe patients conditions at weekly intervals regarding whether a new treatment is successful. Explanatory variables, usually called covariate variables, may also vary over time. Sometimes the responses refer to clusters of subjects. Repeated responses within a cluster tend to be more alike than observations from different clusters. Each subject may be regarded as a single cluster.
Ordinary analyses that ignore the correlations structure of repeatedly observed responses over time may be badly inappropriate. The GEE approach utilizes a covariance structure for the repeated responses without assuming any particular multivariate distribution. The alternative method for treating the longitudinal categorical responses is to use the generalized linear model(GLM) with random effects of subjects. The applications of GLM with random effects can be referred to Jeong (2005) . The GEE is a multivariate version of quasi-likelihood that is computationally simpler than the GLM with random effects. The GEE provides consistent estimates when the model is correct in the sense that the link function and the linear predictor truly describe the model; however, the GEE is not a likelihood based approach and hence cannot use the methods of likelihood in testing fit, comparing models, and conducting inference about parameters. Inference on GEE parameters uses Wald statistics based on the asymptotic normality of the estimators together with their estimated covariance matrix. Firth (1993) , and Kauermann and Caroll (2001) studied the asymptotic properties of standard errors in small sample sizes or in comparison to parametric estimator, respectively.
It is required to specify a working correlation structure when we fit GEE using common statistical packages; however, the true correlation structure of a given data set is unknown and we have no guideline in specifying the working correlation. In this paper we study the effects of working correlation to the asymptotic properties of GEE estimators based on the simulated counts having the assumed correlation structures. According to Liang and Zeger (1986) the independence working correlation can have surprisingly good efficiency when the correlation is week to moderate. There are other correlation structures which are commonly used in practice. The exchangeable correlation, the autoregressive of lag one(AR1) and the unstructured correlation structure. These correlation structures will be explained in Section 2.1. All working correlation structures yield similar GEE estimates and standard errors when the correlations are modest. For the case of clustered ordinal data Nores and Diez (2008) investigated some properties of GEE according to working correlation structures. They compared the coverage probability of confidence interval and the efficiency in the sense of variance estimates. The asymptotic efficiency of a correctly specified exchangeable association structure relative to the independence was discussed.
Through an empirical study we investigate the importance of specifying the working correlation appropriately which is close to the true covariance structure of a given dataset. In Chapter 2 we introduce the general framework of GEE in the respect of correlated counts responses by explaining commonly used working correlation structures. We briefly review the covariance matrix of repeated Poisson counts and the variance estimator of GEE regression coefficients. Through a practical example we illustrate the importance of properly specifying the working correlation in using statistical packages. Based on a Monte Carlo study we finally provide a suggestive guide in choosing the appropriate working correlation types. We expect the improved efficiency by choosing the working correlation wisely.
Generalized Estimating Equations Method

Framework of GEE
′ be a multivariate response consisting of counts Y i j repeatedly observed over T times for the i th subject, where i = 1, 2, . . . , N, and T sometimes varies by subject but we assume that T is fixed for every subject. The quasi-likelihood method assumes a model for µ i j = E(Y i j ) and specifies a variance function v(µ i j ) describing how the variance var(Y i j ) depends on µ i j . This method also requires a working guess for the correlation structure among {Y i j }. To incorporate the covariate variables in a GEE model we denote the p × 1 vector of explanatory variables by
′ for the observed y i j . The explanatory variables may vary for the repeated measurements.
We assume that the marginal means of responses are related to the explanatory variables x i j in terms of link g(·) by the model
In GEE we further assume that var(Y i j ) = ϕv(µ i j ) for a known variance function v(µ i j ) and a common scale parameter ϕ. The commonly used variance function for the Poisson counts is set by v(µ i j ) = µ i j . If the scale parameter ϕ is greater than one we doubt overdispersion since var(Y i j ) > µ i j . In solving GEE a working correlation matrix R(ρ ρ ρ) for Y i has an important role, that depends on a vector ρ ρ ρ of correlation parameters. The working covariance matrix for Y i is given in terms of R(ρ ρ ρ) and variance function v(µ i j ) as follows
where A i = diag(v(µ i j )). The working covariance matrix V i in (2.2) coincides with the covariance matrix cov(Y i ) when R(ρ ρ ρ) is the true correlation matrix for Y i . Let D i = ∂µ µ µ i /∂β β β be a T × p matrix with typical element ∂µ i j /∂β k , where µ i j = g −1 (x ′ i j β β β). According to the general discussion by Agresti (2002) , the parameter estimators are obtained by solving the GEE given by
The GEE was firstly proposed by Liang and Zeger (1986) for marginal modeling with GLMs. When R(ρ ρ ρ) equals the identity matrix, the GEE treats pairs of responses as independent, and the working covariance matrix reduced to V i = ϕA i . In this case the GEE estimatorβ β β is then the same as the ordinary estimator for a GLM treating the repeated responses as independent. Instead of assuming the independence structure it would be more desirable to choose a working correlation structure permitting dependence between repeated responses. We may treat corr(
|k− j| or ρ jk . These types of correlation structures are called the exchangeable correlation, the AR1, and the unstructured correlation structure, respectively. The unstructured correlation structure seems to be more flexible and realistic than other correlation types; however, we should be cautious on the deficiencies due to additional parameters incurred by a separate correlation for each pair. Thall and Vail (1990) suggested some covariance models for longitudinal counts data with overdispersion by considering both the subject effects and the time effects. They derived the variances and covariances of Y i j and Y ik as
Sandwich variance estimator
where α 0 is a subject variance scaled by the square of its mean and α j is the variance effect mixed with both time effects and subject effects. There are several important simplifications and variants of this formulation, and we refer to Thall and Vail (1990) for detailed discussions. If the covariance terms are set to be σ i jk = ρ jk σ i j σ ik for some suitable forms of σ i j and correlation ρ jk , this formulation coincides with the one proposed by Liang and Zeger (1986) ; however, allowing time-varying overdispersion. This formulation may be more desirable in settings where correlations that vary with ( j, k) are appropriate. A more parsimonious approach is to take ρ i jk = ρ or ρ |k− j| as commented in Section 2.1. Now we explain the consistent variance estimator ofβ β β. Let
where
. A consistent estimator of Σ Σ Σ N is obtained by a sample analog replacing µ µ µ i byμ µ µ i and the other unknown parameters β β β, ϕ and ρ ρ ρ by their GEE estimates, and the cov(Y i ) by
′ . This estimator of covariance matrix ofβ β β is called a sandwich estimator, because the empirical evidence is sandwiched between the model-driven covariance matrix. The Σ Σ Σ N /N simplifies to Σ Σ Σ 0 provided that the working correlation structure is the true one and cov(Y i ) = V i . But the true variance function is unknown in practice.
The asymptotic normality ofβ β β follows by the GEE theory, for example, of Liang and Zeger (1986) . Under regularity conditions, √ N(β β β − β β β) converges in distribution to a multivariate normal with mean 0 and covariance matrix Σ Σ Σ, where Σ Σ Σ = lim N→∞ Σ Σ Σ N with Σ Σ Σ N defined in (2.4). It is known that both the GEE estimatorβ β β and its sandwiched covariance estimator are consistent even with incorrect specification of the variance function. However, some efficiency loss occurs when the chosen variance function v(µ µ µ i ) is badly inaccurate or the number of subjects N is small.
An example of longitudinal counts data
As an illustration, we present an analysis for the dataset from Thall and Vail (1990) , which consist of 59 epileptic patients suffering from simple or complex partial seizures. At each of four successive clinical visits, the number of seizures occurring during a 2-week period was recorded. The explanatory variables appearing in the model are baseline seizure rate (x 1 ), computed as the logarithm of 1/4 the 8-week seizure counts, binary indicator of treatment or placebo (x 2 ), the logarithm of age in years 
We assume the following GLM relationship
The pairwise sample correlations seem to be approximately uniform and we may specify the exchangeable correlation structure in finding GEE estimators. Table 1 shows the results of GEE fitting obtained from four types of correlation specifications; independence (Indep), exchangeable (Exch), AR1, and unstructured (Unstr). The GEE estimates, the their sandwich standard errors, and the corresponding P-values using Wald test are listed for regression coefficients.
The P-values of some regression coefficients, among others those of β 2 are very different according to working correlation structures. In particular, the independence and the exchange correlation represent similar P-values compared to those of AR1 and the unstructured. We see a similar pattern in the estimates of both β 3 and β 12 . We need to be careful in specifying the working correlation appropriately to approximate the covariance structure of a given dataset.
A Monte Carlo Study
Design of experiment
We consider a relationship given by the log regression model of the form log(µ i j ) = α + β 1 x 1i + β 2 x 2i j .
(3.1)
The covariate x 1i j is taken as −1 for i ≤ 1/4, 0 for 1/4 < i ≤ 3/4, and 1 elsewhere. We generate the variable x 2i j from U(0, 1), the uniform distribution over (0, 1). We note that x 2i j is time dependent but x 1i j is not. We take the number of repeated times to be T = 4, and the number of subjects as N = 60, 120. We let α = 0, and β 1 = β 2 = 1. The repeated measurements of responses are generated from the correlated Poisson distribution having the specified correlation structures such as exchangeable or AR1 correlation matrices. The marginal mean µ i j of Poisson counts can be computed from (3.1). The number of repetitions is set to be 1,000. The simulation study has been implemented through R software and library functions. We may refer to R Development Core Team (2006) for the R language and its environment. The library function rcounts.reg is useful in generating correlated responses having specified correlation structure and marginal means. Several packages to fit the GEE are available in R but we applied the geeglm in geepack to fit GEE, which is computationally intensive and can be freely available from CRAN site (http://cran.r-project.org). For multivariate data, geepack allows covariate in the mean, scale, and correlation structure by separate link functions that provides sandwich and versions of jackknife variance estimators for all parameter estimates. For a detailed discussion of geeglm refer to Yan (2002) , and also to Halekoh et al. (2006) for the discussion of geepack. We computed the empirical coverages of confidence intervals for β 1 and β 2 , and also their average lengths among 1000 iterations.
Results of simulation study
The empirical coverages of confidence intervals for β 1 and β 2 are listed in Table 2 and Table 3 according to the assumed working correlation structure, the sample sizes, the nominal confidence level, and the correlation parameter ρ. The empirical coverages do not attain the nominal confidence levels when N = 60 but it increases to the nominal levels as sample size and ρ increase. When the true correlation structure is exchangeable with ρ = 0.5, the lengths of confidence intervals under the independence working correlation are wider than others, and the unstructured correlation has the shortest lengths; however the coverages for β 1 and β 2 are unstable under the unstructured correlation.
The results of exchangeable correlation and AR1 are very similar when the true correlation structure of repeated responses is exchangeable with ρ = 0.7 or 0.9. As we see in Table 2 the lengths of confidence intervals for the exchangeable correlation structure are shorter than those under AR1 when the true correlation structure is correctly assumed as exchangeable. On the other hand the empirical coverages of AR1 are sometimes better than those of exchangeable working correlation specification. The shorter lengths of confidence intervals under exchangeable working correlation seem to be attained as an expense of slightly lower coverages. The results of Table 3 denote a reversed pattern when we assume the AR1 as a true correlation structure. This means that the standard errors of GEE estimators are smaller when we choose the appropriate working correlation structure that approximate the covariance structure of a given dataset. We also comment that the lengths of confidence intervals, and hence the standard errors ofβ k , k = 1, 2, are smallest under the unstructured correlation structure but the empirical coverages are very unstable when N = 60. There have been unavailable GEE estimates in a frequency of about nine cases among 1000 repetitions under the unstructured working correlation under the AR1 with N = 60 and ρ = 0.9. We should be cautious on specifying the unstructured correlation structure because the performance is not good in many cases with respect to the empirical coverages and the length of confidence intervals. Furthermore there sometimes occurred no convergence of GEE estimates when sample size is small to moderate and the correlation parameter ρ is large.
Summary and Further Researches
In this study we investigated the effect of working correlation structure to the GEE estimates and their sandwich standard errors in terms of empirical coverages of confidence interval in GEE of longitudinal counts dataset. Four kinds of correlation structures; the independence, the exchangeable, the AR1 and the unstructured, are available in fitting GEE using the statistical packages such as R and SAS. We explained the difference in coverages of confidence intervals between four kinds of specifications when the true correlation structures are assumed as exchangeable or AR1 with several correlation parameters. From a small scale Monte Carlo study we found that the coverages and the lengths of confidence intervals depend on the choosing of working correlation structure. The specifications of exchangeable working correlation and AR1 are good in many cases in the respect of shorter lengths of confidence intervals but sometimes they have slightly lower coverages compared to the independence working correlation. The GEE estimates and their standard errors seems to be proper when we correctly specify the working correlation structure which closely approximate the true correlation matrix of a given dataset. We need to be careful to the specification of working correlation in fitting GEE.
In particular, we should be cautious on choosing the unstructured correlation structure among others because the GEE estimates are sometimes unavailable or greatly unstable when the sample size is small and the correlation parameter is large. As a further work it would be interesting to study the sensitivity of the correlation structure to the goodness-of-fit of GEE for the analysis of longitudinal counts data.
