ABSTRACT: Due to the single BP network with the vehicle model is difficult to adapt to the complex traffic environment. Select the subject speed, the relative distance and relative velocity as the model variables. Construct the BP neural network of carfollowing model based on the real vehicle test, and use genetic algorithm to optimize the car-following model. The results show that the model has the highest accuracy, and the accuracy of the model is improved to 94.17% after optimization of the genetic algorithm.
INTRODUCTION
Car-following is one of the most common driving behaviors; its characteristics have an important influence on the traffic environment. Distraction, aggressive driving and forcible overtaking are reflected in the driver tired with long time driving. But often these behaviors can easily lead to traffic accidents. Therefore, the research of the car-following behavior can not only provide the corresponding control strategy for the driver, but also can effectively reduce the car following behavior instability induced by traffic accidents. Research members domestic and abroad on the study of car following behavior and state, found car following of different driver there is a big difference. The representative is: Khodayari A [1] etc. considering the instantaneous reaction time, the relative velocity, relative distance and the speed of behind car as input, the acceleration of behind car as output established the car-following model based on measured data by ANFIS. Ravishankar K V R [2] etc. proposed a car-following model based on feed-forward BP neural network to solve the problem of the car-following model that is difficult to bring the actual driving environment with various vehicle types, vehicle road types and individual difference complex considering. JIAN Zheng [3] etc. selected the current velocity, the relative velocity, the relative distance with the preceding vehicle and behind vehicle and the speed of the next moment of the behind vehicle as outputs, established the two layers BP neural network of car following model. LI Dehui [4] etc. established BP neural network of car following model through selecting relative speed, relative distance and the driver's desired spacing as inputs, and the acceleration of behind vehicle as output. JIA Hongfei [5] established the fuzzy reasoning car following model by selecting the relative speed and distance as inputs, and the acceleration of behind vehicle as output. Such studies were established the neural network of car following model with selecting the relative speed, relative distance and drivers' desirable distance as inputs, and the speed of the behind vehicle as output.
The above research is mostly based on the driving simulator or uses a single network model, research on driving simulator based on due to the lack of real vehicle test data support, making the results difficult to apply in complex traffic environment. For the nonlinear and multi variable car following state, using a single network model is difficult to obtain ideal results. To solve these problems, the author used a real car test data to establish the car-following model, and validate and optimize the model, extracting the driver's car-following characteristics.
The Model Parameters Extraction
Existing research mostly uses the relative velocity and relative distance as the vehicle is decelerating input variables, which in a certain extent by the influence of driver's driving behavior ,traffic environment and vehicle dynamic characteristics. There is a certain difference between the car following behavior of 80 km/h and 20km/h, so the definition of car-following behaviors need to set the appropriate threshold. While under the condition of the same relative velocity and relative distance, there was obvious difference between 80km/h car following behavior and 20km/h in the threshold setting. Theoretically, the driver would seek maximum speed under meeting the safety and comfort conditions. Therefore, it only depends on the relative velocity and the relative distance instead of the most intuitive to reflect the current traffic environment carfollowing model of vehicle speed, and it is lack of practical significance in the specific traffic environment. The following is the change of the relative distance in different speed: In Figure 1 the relative velocity was all less than 0.6 km/h in the process of car following, and it can accurately identify the car following behavior by selecting the references of the relative velocity and the relative distance. While the speed was at middle or low frequency, and the relative distance was optional, this parameter should be introduced to reflect the driver's control output characteristics to assist in the identification. In general, the X direction of the vehicle speed is controlled by the acceleration pedal and brake pedal; the change of speed in Y direction is controlled by the steering wheel angle and angular velocity; while the change of speed in Z direction is controlled by road roughness. It must include the state variables to control the three directions of vehicle motion to establish the people-car-road closed-loop system of car-following model. The vehicle speed data are extracted, and analysis the best combination of these three kinds of data in the model based on selecting the two variables of the relative velocity and the relative distance. Most of the scholars selected the acceleration as the output, but the driver's perception of acceleration and deceleration, first is reflected in the accelerator pedal and the brake pedal. Therefore, the car-following model based on BP neural network was established by selecting the brake pedal and the accelerator pedal of state variables as output, and to verify the validity of the model the real vehicle test data as the off-line training and test samples.
The following is the curves selected a typical part of the car-following relevant data. Normalization processing was made for observation the changes of each parameter. In order to more clearly observe the change trend of the sample data, the Kalman filter method is applied to processing the data. Through the analysis of the accelerator pedal opening degree changes, the accelerator pedal opening degree decreased from 0 to a certain value of the mutation point before and after 1s (the single arrows in the figure refers to the time), which made drivers have the most intense feelings to the deceleration. The author returned it to the deceleration states, other parts are regarded as non-reducing state. If the data was found, the deceleration strongest point of drivers can be found. If the relationship between other parameters and the accelerator pedal can be found, the state of the deceleration and non-deceleration can be forecasted and analyzed on the process of car following.
But in 1s, the data change is very small, if the data are extracted from each frame, so the amount of data will be great. This paper uses K-clustering analyses, find out the sample data of some representative within the starting point before and after the determination of the 1s data. Finally, extracting 235 stable car-following processes of a group of a test, there are 515 effective samples including 301 deceleration car-following samples, accounting for 41.6% of the total number of samples, and 214 non-reducing samples accounting for 41.6%. A preliminary analysis of the experimental data showed that the relative distance, the relative speed and the vehicle speed are likely to affect whether the driver deceleration.
Establishing the Car-following Model
The car following behavior control strategy integrated into the vehicle auxiliary driving system is the inevitable trend of development of intelligent traffic. The precise control of the car following behavior needs to establish the corresponding car-following model. The car-following behavior is influenced by the surrounding traffic environment, the driving habit and vehicle dynamics, and it's difficult to describe precisely by single explicit mathematical expressions. Therefore, in this paper, based on the real car test data, used to accurately express the input and output of the mapping relationship of drivers in the process of BP neural network to build car following model.
The number of input and output neurons of the BP neural network were the number of actual input and output variables. For this article, when the relative distance RS and the relative velocity RV as input variables, the number of input neurons is 2, and the vehicle speed V, the relative distance RS and relative velocity RV as input variables, the number of input neurons is 3. The output of the deceleration or not need use a neuron to express. According to the research status at domestic and abroad, we can get the following possible input vector combination: There were 515 effective samples through processing the data, and randomly selected 80% of the data for network training. And using the established neural network predicted the remaining 103 groups of car-following data. The 412 groups of training samples include 241 deceleration and 171 non-reduction samples. The prediction samples include 60 deceleration samples, and 43 non-reduction samples. Because the output of the network is random number between 0 and 1, not all 0 or 1, so need to deal with the results. Set a cutting threshold value of 0.5, when the output is greater than or equal to 0.5, designated as 1, namely slow action, and the remaining were regard as non-reduction.
According to the working principle of BP neural network, at the beginning of training, randomly assigned network weights and threshold value, then by using the method of steepest descent to seek extreme value. Due to more than one extreme point in the network, so it is easy to cause the network into some bad extreme points because of the initial assignment. Therefore, in order to avoid network into extreme point and reduce the workload, we need to adopt appropriate methods to optimize neural network weights and threshold.
Optimization of the Car-following Model
The main characteristic of genetic algorithm differed from BP optimization algorithm is: the optimization process is not starting from a single point, but a parallel search begins from multiple points. The algorithm guaranteed the coverage, greatly avoid the algorithm may fall into the local optimal. And didn't depend on the knowledge of the search space, but only rely on fitness function to evaluate the individual. The fitness function is not continuously differentiable, and the domain can be arbitrarily set. But the genetic algorithm can't effectively use the feedback information of the network, the convergence speed is slow. Especially in the late stage of genetic algorithm, the search efficiency is very low. Therefore, the paper used the GA algorithm first proper global search, find the approximate range of the global optimal solution. Then use the BP algorithm of gradient descent method to find the global optimal solution.
The Process of BP Algorithm Optimization Genetic Algorithm
The performance of a single BP network model in the real vehicle road environment is not ideal. To enhance the adaptability of the BP network car-following model, it is necessary to optimize the existing single BP network model. In this paper, the genetic algorithm is selected to optimize the BP network car-following model, and the specific optimization process is shown in Figure 3 
GA-BP Network Car-following Model Predicting the Sample Data
Training and prediction analysis of samples using optimization GA-BP network, the best mean square error performance function results were found out by training each six variables combination. The accuracy of prediction results is not the same when the mean square error reached the minimum. Therefore, it's necessary to calculate the average prediction accuracy in the minimum mean square error performance function. The following table is the comparison of the results of different vector components: The fitness (fitness) curve can be seen, the fitness of individuals in the population increasing continuously with the increase of genetic algebra, the average value of the population is more and more close to the best individual fitness in the population. Through the mean square error (MSE) change curve, we can see that after the 120 generation genetic optimization, genetic algorithm optimization of the initial BP network model performance function value reached 0.141, but the mean square error changed very small in the sixtieth generation of the genetic algorithm. After optimizing the 120 generation of the optimal chromosome for decoding operations, assigned to the BP neural network, and used the gradient descent algorithm for local search. The mean square error of the neural network has reached 0.0146 after the backpropagation neural network. This obviously has a gap with the set of training objectives 0.001. The genetic algorithm can be very effective on the BP neural network weights and threshold optimization, but it can't achieve very good results in improving the accuracy of prediction. Therefore, the BP neural network with double hidden layer is considered in this paper. The performance function of the network is no longer significantly reduced as the goal, through the trial and error, established the node number was 10 and 15 of double hidden layer neural network car-following model.
Optimization of the Double Hidden Layer GA-BP Network Car-following Model Predicting the Sample Data
In addition to the neural network from a single layer into a double layer structure, this paper uses the same vector combination, input and output and other conditions for the same prediction with the single layer neural network. The results were showed in the following: Through the comparative analysis we can see that the GA-BP model of the double hidden layer in the network training error 0.00645 is much better than the single hidden layer GA-BP model 0.0146. This also leads to a significant improvement in the generalization ability of the network, and reflected that the prediction accuracy was improved from 90.29% to 94.17%. So it can be concluded that the GA-BP model is feasible to predict the car-following problem in this paper.
CONCLUSIONS
Car following behavior as one of the common driving behavior, the differences of psychological perception of drivers and other factors, the safety range of the distance and the relative speed of the vehicle was different. Due to the low accuracy of the traditional car-following model, it is difficult to adapt to the complex following state. Therefore, this paper divided the following state into two states of deceleration and non-deceleration based on the real test data. The most intuitive characterization parameters of the relative velocity RV, the relative distance RS and the vehicle speed V were extracted as the input and car following state parameters, using the BP network to build a car-following model, and the genetic algorithm was used to optimize the model. The comparative test showed that the prediction accuracy of the optimized model can reach 94.17%, which can adapt to the complex car following environment.
