Abstract-Millimeter-wave (mmWave) communication technologies can achieve up to several gigabit/sec data rate over a small range, using directional antenna. To enable high data rate wireless connectivity in a large area, a multi-hop routing protocol is needed. The rate-adaptiveness of mmWave link and the use of directional antenna brings both challenges and opportunities for routing protocol design. In this paper, we propose an Optimal Geographic Routing Protocol (OGRP) and an accompanying distributed directional medium access control (MAC) protocol. We further study how to optimize the selection of relays to maximize the flow throughput and minimize the network resources used by a flow, considering the MAC overheads. By balancing the number of hops and the per hop throughput, the proposed OGRP outperforms the existing greedy geographic routing and opportunistic routing protocols.
I. INTRODUCTION
The FCC has recently allocated the 57-64 GHz millimeterwave (mmWave) band for general use, which opens a door for very high data rate wireless applications over the 7 GHz unlicensed band. mmWave communications have main characteristics of short wavelength, large bandwidth and severe oxygen absorption and atmospheric attenuation. Because of the unique characteristics of mmWave communications, it is highly desirable to use directional antenna to achieve much higher antenna gain and transmission range, by directing transmission energy toward the desired direction only. Using mmWave technologies for personal and local area networks has been actively pursued in the literature and by standard bodies, such as the IEEE 802.15.3c and IEEE 802.11 VHT working groups.
Although mmWave communication can achieve up to several gigabit/sec data rate, the transmission ranges and coverage are very limited. In public hotspots where high data rate wireless connectivity in a larger area is needed (e.g., in an airport, expo room, inside an airplane), a networking solution is necessary so data can be relayed over multi-hop wireless paths to reach the destination.
Geographic routing is a promising solution for wireless ad hoc networks, thanks to the low complexity of the localized routing algorithm, scalability with the network size, and fast route convergence when network topology changes. Existing geographic routing algorithms usually select a relaying node based on the geographic distance or direction information, e.g., choose a node with position closest to the destination. In a dense wireless network, the hop count of a greedy geographic routing algorithm nearly matches that of the shortest path algorithm [1] . However, with the shortest path (in terms of hops), the transmission distance in each hop may be long that decreases the flow throughput due to high path loss in mmWave channel. On the other hand, high path loss and the use of directional antenna should allow a more efficient spectrum reuse which can significantly improve the network throughput. The routing protocol design for multihop mmWave networks with directional antenna is an open, challenging problem, which motivates this work.
The main contributions of this paper are three-fold. First, we design a geographic routing protocol for mmWave wireless networks using directional antenna. The next hop relay is selected in a distributed manner, based on the locations of the sender, the destination and the potential relays. Second, we present a contention-based MAC protocol to facilitate the routing with directional antenna. Third, we further study how to optimize the selection of relays to maximize the flow throughput and to minimize the wireless resources taken by the flow, considering the protocol overheads in the MAC layer. Numerical results show that the proposed Optimal Geographic Routing Protocol (OGRP) can outperform the existing geographic routing or opportunistic routing protocols.
The rest of the paper is organized as follows. Section II introduces the related work. Section III presents the system model and introduces the directional MAC protocol. The OGRP protocol is introduced in Section IV. Then we study the protocol performance and how to optimize the protocol parameter in Section V. Numerical results are given in Section VI, followed by the concluding remarks in Section VII.
II. RELATED WORK
Geographic routing has been shown to be more scalable than traditional ad hoc routing protocols, because the nodes make simple routing decisions based on the local geographic information of its neighboring nodes and the routing complexity grows with the density of the network rather than the size of the network [2] . With the advances of localization technologies, many geographic routing protocols have been proposed in the literature.
The most-forward-within-radius routing protocol was presented in [3] , in which the packet is forwarded to a neighbor with the greatest progress. They show that there is a trade-off between progress and transmission success. A simple greedy geographic routing protocol was proposed in [4] , in which a node transmits data to its neighbor closest to the destination. How to improve geographic routing to ensure end-to-end QoS was proposed in [5] . In [6] , the compass routing protocol was studied and the packets are forwarded to the neighbor such that the direction to the neighbor is closest to direction to the destination. These geographic routing schemes can achieve very high delivery rates in a dense network and the hop counts nearly match that of the shortest path algorithm. However, the greedy schemes may fail in a sparse network with routing holes [1] . GPSR [7] and GOAFR [8] were proposed to overcome the routing hole problem by switching to a boundary tracing scheme until geographic forwarding is successful. The throughput capacity and delay performance of some geographic routing schemes are studied in [9] , and a geographic forwarding based random routing algorithm was proposed to achieve high throughput even in networks with routing holes.
Other routing metrics for choosing the best relaying nodes in localized routing protocols have also been studied. A power efficient routing strategy was presented in [10] . The Nearest Closer (NC) method was proposed to forward data to the nearest neighbor to minimize the energy consumption per packet [11] . Some recent routing protocols exploited cooperative diversity of wireless channel to improve flow throughput. In [12] , both Rayleigh fading and nonfading channels have been considered for data forwarding. The candidate relaying nodes return acknowledgments in a sequence and the first one who responds is selected as the relay. A distributed non cooperative routing scheme was proposed in [13] to achieve cooperative diversity gain among multiple receivers by selecting the receiver with the highest received signal-tonoise ratio (SNR) as the relay. In wireless networks where the signal power decreases significantly over distance, the node closer to the source usually has a higher SNR. Selecting the nearest node may result in a large number of hops, which may not be desirable in ad hoc networks using a contention-based MAC protocol, because the increased contention level may decrease the network throughput.
Using the high precision localization capability of ultrawideband (UWB) communications [14] , geographic routing and efficient MAC design in UWB networks were proposed [15] , [16] . By adapting the link rate according to the transceiver distance, the proposed geographic routing protocol and MAC protocol can improve the UWB network throughput. An integrated strategy for MAC and routing in UWB networks was proposed in [17] , which exploited the distance information for reducing the power emission and multi user interference in UWB networks, and used a power aware routing metric defined in [10] . Different from the UWB system operating in the 3.1 -10.6 GHz frequency band, mmWave UWB systems in the 57 -64 GHz band suffer from severe path loss due to oxygen absorption and atmosphere attenuation. Thus, it is essential to use directional antenna to combat the severe path loss for mmWave communications. Due to severe path loss, neither the traditional greedy geographic routing nor the NC method can achieve high throughput in mmWave networks. Therefore, we need to design a geographic routing algorithm to choose proper relaying nodes in mmWave networks. In addition, the use of directional antenna in mmWave networks makes the route discovery more challenging. Although link layer protocol design for mmWave WPANs has been an active area [18] , [19] , how to jointly explore geographic routing and MAC protocol design in mmWave ad hoc networks using directional antenna is still an open issue.
III. SYSTEM MODEL
We consider a dense mmWave wireless network where the nodes may rely on multi-hop relay to reach the destination (such as a gateway to the Internet). For mmWave transmissions, directional antennas are used to achieve higher link data rate and better spatial reuse. For ad hoc networks, it is desirable to let the nodes sense/receive omni-directionally during their idle time, which can mitigate the deafness problem and avoid complicated MAC protocol design. Thus, we assume that each node uses directional antenna for transmitting and receiving packets. When it is idle, it switches on all beams in order to overhear ongoing control messages from all directions. This is possible if each node is equipped with a number of beams, and switch on/off the beams to work in a directional or omni-directional mode. As the size of mmWave antennas is very small and the signal processing capability increases, it is feasible to deploy multiple antenna beams.
A. Directional DCF MAC
The omni-directional receiving during the idle time allows us to use a simple, distributed MAC protocol for the multihop network. Here, we adopt the CSMAICA based IEEE 802.11 Distributed Coordination Function (DCF) protocol as the baseline, which has been standardized in [20] . To work with directional antenna, the DCF protocol is extended as a directional DCF protocol as follows. First, we need to extend the Network Allocation Vector (NAV) to a Directional Network Allocation Vector (DNAV) [21] , so each node keeps a NAV for each directionlbeam. For data transmission, if the beam towards the receiver is not blocked by the DNAV, the sending node first senses the channel directionally and then sends a Directional Ready-to-Send (DRTS) message to the receiver. If the receiver receives the DRTS successfully and the receiving beam is not blocked by the receiver's DNAV, it then replies with a Directional Clear-to-Sent (DCTS) message. When any neighboring nodes overhear the DRTS/DCTS messages, they should update their DNAVs to block the corresponding beams accordingly. Once the DRTS/DCTS are exchanged successfully, the sending nodes can send out data packets and wait for the acknowledgment (ACK). Both the data and ACK are transmitted and received directionally.
B. Link model
With 7 GHz bandwidth, mmWave transceivers use adaptive and diversity technologies (e.g., adaptive modulation and coding) to adapt the link data rate according to the received signal-to-interference-and-noise ratio (SINR), as proposed in the IEEE 802.15.3c and IEEE 802.11 VHT protocols.
The received signal may suffer path loss and time-varying fading and shadowing. Since the mobility is typically low for channel is sensed idle, the Route-Discovery message is sent out. After the neighboring nodes receive the Route-Discovery message, they will contend to serve as the relay by reply a Relay .Contention message after a backoff time. The backoff time for Relay .Contention message is different from that for DCTS. If there are collisions for the Relay .Contention messages, the sender sends a Collision..Notification message and let the contending nodes resolve collisions till one relay is selected. The sender then notifies all contending nodes the selected relay using a Relay .Confirmation message. The details of the contention scheme will be given in Section IV-C.
Once a relaying node is selected, the sender will update its routing table with the new entry associated with an expiration time . If the routing table of the relaying node does not have a valid entry of the destination, it broadcasts a Route-Discovery message. This procedure repeats till the destination is reached. Once the path is established, data packets from the source to the destination will be relayed hop by hop with the directional DCF MAC protocol.
In the following subsections, we discuss the major components of the proposed protocols: the sending, receiving, contention, and path repairment procedures. •
A. Sending procedure
With the directional transmissions, for each destination in the routing table, not only the network address but also the corresponding direction (or the node's beam towards that direction) should be recorded. That is, when a packet needs to be transmitted, in addition to the source and destination network addresses, the network layer should let the link layer know which direction the packet should be sent out. For multicast and broadcast messages, the network layer may specify a list of directions (beams) that the messages should be sent out and in what order.
When a node is idle, it uses the all beams for receiving omni-directionally, so the deafness problem is mitigated . When the node overhears any control messages (DRTSIDCTS), it updates its DNAV to block the beam which has received the control messages.
Once a path is established, packet-forwarding by each hop just uses the directional DCF protocol introduced in Section III-A. Here, we focus attention on how the path can be established. With a geographic routing protocol, each node selects the next-hop relay based on the location information, and the end-to-end path is established hop-by-hop, as shown in Fig . 2 . The procedure for a node to find the next-hop relay is given in Algorithm 1, and the corresponding procedure for a node to compete for serving as a relay is given in Algorithm 2. (rc-ce.l iv---; e(c-·o---; nfi :-Ifm-a-::-tio---" n)l
Link Layer
Network Layer mmWave networks, the channel quality is relatively stable. As a starting point, we assume the received signal strength is mainly affected by path loss, and our approach can be extended to consider other channel impairments. We model the pass loss PL as:
PL(x) = PLo +0:* 10 log 10 X dB, 
IV. OPTIMAL GEOGRAPHIC ROUTING PROTOCOL
The proposed Optimal Geographic Routing Protocol (OGRP) selects appropriate multi-hop relays from the source to the destination, aiming to maximize the flow throughput and minimize the wireless resources used for the whole path. We assume that each node knows its own location and the source node knows the location of the destination. As it is desired to shorten the latency for path establishment, the proposed routing protocol requires additional assistance from the MAC layer. The main functionality and interactions between the network layer and the MAC layer protocols for sending and receiving a Route-Discovery message are given in Fig . 1 .
In a nut shell, when a sender needs to find a path to a destination, the network layer will send a Route-Discovery message using the broadcast service of the MAC layer. The Route-Discovery message contains the network addresses and physical locations of the source and the destination, and also lists the directions that the message can be sent to. When the Go to route discovery in Line 1; 5: else 6: Switch to Beam (i) according to the routing tale; 7: Wait till the beam is not locked by DNAV and the channel is idle for DIFS; 8: Transmit a DRTS to the next hop receiver; 9: while (retry >= retry limit) do 10: if No DCTS received till timeout then II : Retransmit a DRTS; 12: retry + +; Using Algorithm 1, the route discovery procedure is executed when a node needs to send out a packet and cannot find a valid entry in the routing table for the destination. The proposed OGRP routing protocol first identifies the suitable directions to find the next hop relay or the destination. For instance, for the source node in Fig. 2 with the beam pattern shown in Fig. 3 , it sets a prioritized beam list (Beams 1, 2, .., 5), and requests the link layer to broadcast the Route-Discovery message using these beams sequentially till a next-hop relay is found . Then, the node updates its routing table and transmits the packet to the selected relay. DIFS, SIFS , and MIFS in the algorithm are constant inter-frame spaces used in the MAC protocol [22] .
B. Receiving procedure
Each broadcast Route-Discovery message may be received by multiple nodes, and we encounter the dilemma for choosing the ideal relay. If the hop distance is too small, the end-to-end How to identify the optimal location of the relay will be discussed in Section V. Given the optimal hop-distance d, we can devise the contention procedure to find appropriate relays in a distributed manner.
As listed in Algorithm 2, when receiving a Route-Discovery message, each contending (non-destination) node will calculate a backoff time (detailed introduction on how to map the location information to the backoff time will be given in the following subsection). If more than one nodes set the same backoff value and their responses are collided, the Route.Discovery sender will send a notification message, so the colliding nodes will choose a random backoff time and contend again , till only one node succeeds in the contention. Thereafter, the Route-Discovery sender will send a confirmation message.
If a node is chosen as the relay, it will check whether it has a valid entry to the flow destination. If not, it will broadcast a Route-Discovery message using Algorithm 1.
C. Contention scheme
Ideally, the node with the optimal relay distance d should have a higher priority to serve as the relay. However, besides the location information of the sender and itself, each node has very limited knowledge of the network topology and user deployment. Therefore, we need to design a distributed algorithm to choose the best relay. Here, we use a distributed contention based scheme, which requires a minor modification on the MAC protocol.
Specifically, when a node receives a Route-Discovery message, it calculates a contention backoff timer. If during the backoff it overhears any response from other nodes , it will give up the contention. Otherwise, it sends a reply message to the sender once the backoff timer expires. To avoid potential collisions between the delayed reply frames and transmissions Set a timer T based on the location information; 7: Sense the channel; 8:
if Channel is idle for a mini-slot then 10: decrease T by 1; Transmit a reply message; 20: Wait for confirmation; 21: if Receive a confirmation message then 22: if Being selected as the relay then 23: if No entry in the routing 
The values of 8 i and 8~are decided such that the area of zone i + 1 (A i + 1 ) is twice as large as zone i (Ai), for i~O.
If more than one nodes send reply messages using the same backoff time, collision happens. In this case, the sender will transmit a collision notification message. For those nodes sending colliding reply messages, they will randomly select a backoff time in [0, W] , and repeat the contention procedure till the sender sends a confirmation message to notify who is the selected relay.
Note that in the first run of contention, the nodes within the same non-empty zone closest to zone 0 may send colliding reply messages. For a randomly distributed network, if the network density is high and zone 0 is not empty, the number of nodes in zone 0 is on average 1/(2w -1) of the total nodes in the transmission range of the Route.Discovery message only; if the network density is low and zones 0 to i-I are empty, on average, the number of nodes in zone i will not be much larger than one. For the second run, the nodes choosing the smallest value of backoff slots may collide and only them will enter the third run of contention. This design will ensure fast collision resolving, even with a very high node density. On the other hand, the next hop relay can be successfully found so long as there is at least one node in the transmission range of Route.Discovery,
D. Route repairment
If a path is broken due to user intermittency, channel impairments, or mobility, a node who cannot reach the next hop relay for a specified duration will initiate a route repairment procedure. Basically, it just removes the broken path from its routing table and broadcasts a new Route.Discovery message. If the node cannot find any relay toward the destination, it will report back to the upstream node which will broadcast a Route.Discovery message in directions other than the direction toward the one who reports the path broken.
E. Effective concurrent transmissions
To effectively explore spatial reuse, we need to allow concurrent transmissions if they do not introduce excessive interference to each other. Using the network in Fig. 2 3 has the location information of 84, and it also has received the Route.Discovery and DRTS of 8 1 , so it knows the location of 8 1 . To implement the enhancement, before sending out an DRTS, the MAC protocol needs to check whether the receiver of the DRTS is possibly blocked or not.
V. PERFORMANCE ANALYSIS AND PARAMETER

OPTIMIZATION
For multi-hop wireless routing protocols, we are interested in maximizing the end-to-end flow throughput and minimizing the wireless resources used by the flow.
A. Flow throughput
First, we need to estimate the per-hop throughput. We assume that all nodes use the same power level to transmit since power adaptation in multi-hop wireless networks will introduce significant complexity to routing and MAC protocols. With mmWave technologies, nodes can adapt transmission data rate according to the SINR to efficiently utilize the wireless resources. To reveal the relationship of protocol performance and the parameters, we first assume that the hop distance is d for all hops.
Denote P the received signal power at reference distance do = 1 m. Considering the path loss, the average received signal strength at distance d m equals Pd-a . The interference level depends on the concurrent transmissions from other nodes. With the carrier-sensing based directional DCF MAC protocol, nodes within the carrier-sensing range D, of a sending node cannot transmit concurrently toward the sending node direction. As shown in the example in Fig. 2, 8 1 , 8 2 and 8 3 cannot transmit concurrently to 8 2 , 8 3 and 8 4, respectively, and 8 1 and 8 4 can transmit concurrently to 8 2 and 8 5 , respectively. This is because for 84 transmitting to 8 5 , the receiver 8 5 is outside the DRTS transmission range from 8 1 and it can reply a DCTS. In general, if the distance of each hop is d, k = max(2, l~s J) nodes cannot transmit concurrently. The minimum of k is two because the neighboring hops cannot transmit concurrently due to the half-duplex wireless transceiver design. Now, we can estimate the maximum total interference to a node in multi-hop networks with directional antenna: (2) i=l where Go is the cross correlation between two transmissions and co is the Riemann Zeta-function.
The per-hop throughput can be ensured if we consider the upper-bound of the interference:
Pd-a th = '1]Wlog (1 + )
where '1] is a system coefficient (a constant) related to the efficiency of the transceiver design. If all hops in a path are un-saturated, given the per-hop throughput and the number of hops k that cannot transmit concurrently, we can derive the flow throughput: 6 
B. Resources needed for each flow
On the other hand, to efficiently utilize the wireless resources, we would like to minimize the resources used for each flow, so the network can support more flows without being saturated or overloaded. Since wireless resources have three dimensions, time, frequency, and space, the per-flow wireless resources needed are the product of them. For each hop, the space used for the transmission equals 0D;. Thus, the wireless resources used to transmit a unit of data over k' hops equal OD 2 
C. Parameter optimization
We can formulate two optimization problem, from the flow's point-of-view and from the network's point of view. For each flow, its main objective is to maximize its throughput, max T H (Pl ); for the network, the main objective is to minimize the resources needed for each flow min~(P2)
,
th-d .
If we can only adjust d, it is straight-forward to solve the above two optimization problems to find the best value for d using (3) and (4). In addition, if D; is no less than 2d, the objective of maximizing flow throughput and the objective of minimizing resource needed for each flow will result in the same value of optimal d.
D. MAC overhead consideration
The above analysis use Shannon capacity to estimate the per-hop throughput, without considering the MAC protocol overheads. In this subsection, we first improve the analysis considering the MAC overheads, and further optimize the protocol accordingly.
A successful data packet transmission in each hop include the time to transmit a DRTS, a DCTS, the data packet, an ACK, three SIFSs and a DIFS.
The transmission times of DRTS, DCTS, and ACK are constant since they are transmitted at the lowest link rate (the base rate) to assure successful reception. The data transmission time is determined by the data payload Pl and the link rate (determined by SINR),
where Toverhead is the sum of the transmission times of PLCP preamble, the PHY header, and the MAC header and subheaders. Thus, the per-hop throughput considering the MAC layer protocol overheads is given by and data rate per hop, so the flow throughput decreases. Third, the MAC layer overheads have a significant impact on the flow throughput, especially with high data rate mmWave communication links. The peak throughput drops more than 65% due to the overheads. Thus, it is desirable to use the packet aggregation technology. As shown in Fig. 6 , by aggregating five packets into a link layer frame, the flow throughput is more than doubled at the peaks (with optimal d).
The flow throughput is also highly sensitive to the beam width of antenna and the channel path loss exponent, as shown in Figs. 7 and 8 , respectively. When we have a larger beam The input parameters are listed in Table I . The signal bandwidth is 1000 MHz. The senders use the transmission power P t = 0.1 mW and the background noise power is -117 dBmlMHz. Since mmWave signals attenuate fast in the air due to oxygen absorption and atmospheric attenuation, the path loss is measured as 68 dB at the reference distance 1 m with path loss exponent a = 2.17 [23] . The radiation angle of transceiver is set to e= 30 degrees unless otherwise specified, and the transmitter and receiver antenna gains are Ot = Or = 360/30 = 12. The parameter 7] is set as 0.09842 so that the achievable data rate at the reference distance is one Gbps. The payload is 8192 bits. The data rate is less than or equal to one Gbps. The header rate is 43 Mbps and the control rate is 58 Mbps [22] . The duration of one mini-slot is 4.0 us. It may be decreased with more sophisticated radios [24] . By using the values of the input parameters, we obtain the carrier-sensing range D, and optimal hop distance d as 18.16 m and 6.053 m, respectively.
Figs. 5 (a) and (b) compare flow throughput with and without considering the MAC overheads. First, the throughput is low when hop distance d is small (close to 1m) or large (greater than 10 m). Thus, both the opportunistic routing (prefer smallest hop distance) and the geographical routing (prefer largest hop distance within the transmission range) cannot perform well. If we choose the optimal d as proposed, the flow throughput can be 2 to 3 times of those with the opportunistic and geographical routing protocols.
Second, changing the carrier-sensing range D, has little impact on maximizing throughput. However, with different value of D s , the optimal value of d is changed accordingly. The saw-teeth curves shown in the figure are due to the following two factors. When LDs/dJ is smaller, more hops can transmit concurrently so the throughput can be increased We have proposed an Optimal Geographic Routing Protocol and an accompanying directional DCF MAC protocol for mmWave wireless networks. We have further derived the optimal hop distance to maximize the flow throughput and minimize the network resources used by the flow, considering the MAC overheads. Numerical results have demonstrated the effectiveness and efficiency of our proposed approach, which significantly outperforms the existing greedy geographic routing and opportunistic routing protocols. width e, the transmission distance is reduced, so does the optimal hop distance. The interesting observation is that the peak throughput does not change significantly w.r.t. e. This is because the increasing of ewill reduce both the signal strength and the interference. With lower interference and smaller value of D s , more hops can transmit concurrently so the spatial reuse is higher.
As shown in Fig. 8 , with a higher value of the path loss exponent ex, we can actually achieve slightly higher peak rate with smaller Dsand d. This is because the larger value of ex, the less interference will be, and more concurrent transmissions are allowed.
In summary, no matter what are the values of path loss exponent and antenna beam width, choosing the value of hop distance appropriately can significantly improve the flow throughput and wireless resource utilization, compared with the existing opportunistic and geographic routing protocols.
VII. CONCLUSIONS
