I. INTRODUCTION
Image fusion is the subset of data fusion dealing with merging images. The most common meaning of "quality" in image fusion has been visual improvement, i.e., taking into account how the human perceives the fusion product. A frequently used meaning of "greater quality" is improved classification accuracy, in particular automated classification, an example is the correct labeling of crops and/or urban objects. Many other objectives have also been identified see [4] , [6] Image fusion can be done at several levels: Pixel level, feature level, object level and decision level, depending on the intended use of the fused image. This paper is only concerned with pixel level fusion and when the terms "image fusion" or "fusion" are used, pixel level fusion is intended. In the current context fusion is the next step after preprocessing and the step before further process ing, such as segmentation and classification. Other work in this area comprise [1] [2] [5] , [7] In [8] We will also assume a perfect alignment of the high and low resolution images, such that a high resolution pixel is associated with one low resolution only.
A. Observation Model
As noted in our prior work [8] , the value of a given pixel is determined as a spectral response function F(w) 1 (3) which is equal to the cosine of the angle between the two spectra. This was the core of our work in [8] , where an information' matrix was formed
The problem was then cast in a statistical normal distribution setting with E as the variance and the low resolution RGB-values as means for the corresponding high resolution values. The estimate of (Rhi9h, Ghigh9 Bhi9h)
were then found as the maximum likelihood estimate of their conditional distributions given P/ igf. Specifically, the estimator is given by
G..
where the high resolution pixels associated with the low resolution pixel X$ w is denoted by Xhighf j C (1) is that of spectral consistency. Consider e.g. the blue channel and let the areas and A be associated with Blow and Bhigh espectively. This spectral consistency is a very important property for image fusion algorithms applied to satellite images. This property is implicitly obtained by our previous method described above. where -y is a tuning parameter encapsulating the weight of the smoothness term relative to the data term. In [8] this was done via Markov random fields and simulated annealing.
C Regularization

III. ENSURING SPECTRAL CONSISTENCY
The first problem we address in this paper, is how to maintain spectral consistency, i.e. (5), while smoothing the image or using other more sophisticated regularization methods or priors. We propose to do this by reparameterizing the problem such that only spectrally consistent solutions are possible This is done by constraining the solution to the plane defined by (5) 
IV. A MORE SOPHISTICATED IMAGE PRIOR
As mentioned above, using the quadratic error function, P2 in the smoothness constraint, gives a rather blurry image. The reason being that it smooths across significant edges in the image. Here we address this problem by using non-linear diffusion or smoothing. That is, if there is a large support for an edge in the data smoothing should not be carried out across it. This has been shown to be equivalent to using robust error functions, Prob instead of the 2-norm, P2, c.f. [3] .
Examples of such robust error functions include the truncated quadratic and the Huber norm.
These robust error functions are often implemented as weighted versions of the least squares norm, i.e. where the weights are often updated in an iterative manner, giving rise to the iterative reweighted least squares (IRLS) type algorithms. An intuitive version of this reweighting is: that the algorithm should detect the significant lines in the image -over which the weights should be lowered -but that these significant lines are large gradients in the solution to the problem. A solution which in turn depends on the weights. In this particular case reweiglhting is not required. This is because we already have a high resolution version of the solution sought, namely the pan-chromatic image. So a main contribution of this paper is, proposing to get the weights, Wijk by analyzing gradients in the pan-chromatic image as opposed to the solution (Rlti9h, Itigh fhigh)
In this ongoing work we have determined the weights as follows:
1) Apply the Canny edge-detector to the panchromatic image.
2) Figure 1 and Figure 2 Here it is seen that the results are signifi cantly improved, and that the final result clearly support the proposed algorithm. Although as stated above, there is room for improvement in the weighting scheme. Here improvements to our satellite image fusion framework is presented, a framework purely based in the sensor physics and on prior assumptions on the fused image. The improvements ensure spectral consistency via reparameterizing, and better image priors by allowing breaks in the image smoothing where there is support for it in the image data.
As mentioned this is still ongoing work, and at present the main focus is on setting the weights better. The Canny edge detector and the binary weights do a in our opinion -impressive job, but with room for improvements. It seems unnatural that the weights should not be continuous between 0 and 1 depending on the 'edginess' of the pan chromatic image The question is thus what measure of 'edginess' should be used?
