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ON THE BI-SOBOLEV PLANAR HOMEOMORPHISMS
AND THEIR APPROXIMATION
ALDO PRATELLI
Abstract. The first goal of this paper is to give a short description of the planar bi-Sobolev
homeomorphisms, providing simple and self-contained proofs for some already known properties.
In particular, for any such homeomorphism u : Ω → ∆, one has Du(x) = 0 for almost every
point x for which Ju(x) = 0. As a consequence, one can prove that∫
Ω
|Du| =
∫
∆
|Du−1| . (8)
Notice that this estimate holds trivially if one is allowed to use the change of variables formula,
but this is not always the case for a bi-Sobolev homeomorphism.
As a corollary of our construction, we will show that any W 1,1 homeomorphism u with
W 1,1 inverse can be approximated with smooth diffeomorphisms (or piecewise affine homeo-
morphisms) un in such a way that un converges to u in W
1,1 and, at the same time, u−1n
converges to u−1 in W 1,1. This positively answers an open conjecture (see for instance [11,
Question 4]) for the case p = 1.
1. Introduction
In this paper, we are interested in bi-Sobolev planar homeomorphisms, that are homeomor-
phisms u ∈W 1,1(Ω) such that u−1 ∈W 1,1(∆), where we denote for brevity ∆ = u(Ω). Since for
any 2× 2 invertible matrix M one has the trivial equality |M | = |detM ||M−1|, if the change of
variables formula holds then we can formally calculate∫
∆
|Du−1(y)| dy =
∫
Ω
|Du−1(u(x))||Ju(x)| dx =
∫
Ω
|Du(x)−1||Ju(x)| dx =
∫
Ω
|Du(x)| dx .
There are two problems in the above calculation. First of all, it is well known that the change of
variables formula is true only if the “LusinN property” holds for u, which means that umaps null
sets in null sets; otherwise, in general only an inequality holds (see for instance [7, Theorem A.13],
or Lemma 2.1 below). And several examples show that the Lusin N property may fail for bi-
Sobolev homeomorphisms; some of these examples can be found for instance in [13, 4, 7]. A
second problem is that the formal calculation above requires the existence of Du−1 at the point
u(x); since u−1 is in W 1,1, then we know that Du−1 exists at almost every point y, however
the points x such that u(x) belongs to a negligible set in ∆ need not to be negligible in Ω, even
for bi-Sobolev homeomorphisms. Requiring that u−1 maps negligible sets of ∆ in negligible sets
of Ω is the so-called “Lusin N−1 property”. Summarizing, the validity of formula (8) can be
immediately obtained with the calculations above only if u satisfies both the N and the N−1
Lusin properties. The general validity of the formula for bi-Sobolev homeomorphisms is still
true, but the proof is more involved. One of the main ingredients to show it, is an interesting
property of bi-Sobolev homeomorphisms, namely, that for almost every x for which Ju(x) = 0,
one has actually Du(x) = 0. This technical fact, which might seem surprising at first sight,
plays a key role in the study of bi-Sobolev homeomorphisms; roughly speaking, the main reason
is that often the points for which Ju is zero while Du is non-zero give heavy troubles in the
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constructions. In the last years, an extremely fine work on bi-Sobolev maps has been done by
several authors, among which Sbordone and Hencl. Together with their coauthors, they could
prove all the main properties of these maps, and in particular the two described above.
In the last period, bi-Sobolev maps have then become of big interest also because of their
important role in the non-linear elasticity, which we describe quickly here (for more precise and
better explanations, one can see for instance [1, 10, 11, 9]). In the framework of nonlinear elas-
ticity, it is extremely important to approximate a Sobolev (or bi-Sobolev) homeomorphism with
piecewise affine homeomorphisms, or diffeomorphisms. By “piecewise affine homeomorphism”
we always mean a homeomorphism which is affine on each triangle of a locally finite triangu-
lation of Ω; one can also try to get a globally finite triangulation whenever this makes sense
(for instance, this is of course impossible if Ω is not a polygon!). The result which is needed is
basically the following one.
Question 1. Let u ∈ W 1,p(Ω) be a homeomorphism, for p ≥ 1. Is it true that there exists a
sequence un of piecewise affine homeomorphisms, or of diffeomorphisms, such that un converges
to u in W 1,p?
Question 2. Let u ∈ W 1,p(Ω) be a homeomorphism such that u−1 ∈ W 1,p(u(Ω)), for p ≥ 1.
Is it true that there exists a sequence un of piecewise affine homeomorphisms, or of diffeomor-
phisms, such that un converges to u in W
1,p and, at the same time, u−1n converges to u−1 in
W 1,p?
The above questions are not new at all, as far as we know they were first set as open questions
by J. Ball and L. Evans. For instance, in [1] Question 1 for the three-dimensional case was
asked. In the last years, many attempts to answer to these questions have been done, all for
the two-dimensional case. In particular, few years ago Iwaniec, Kovalev and Onninen positively
answered to Question 1 in the case when p > 1 in [11] (see also [10]), while the case p = 1
of Question 1 was very recently solved in [9]. Unfortunately, for a broad application in the
framework of nonlinear elasticity a positive answer to Question 1 is not enough, because the
W 1,p convergence of un to u is not even enough to ensure that the elastic energy of un is similar
to the one of u. Indeed, depending on the applications, the elastic energy is always something
of the form
∫
ΩW (Du), where the functional W explodes when det(Du) is very small (see for
instance [1]). This is basically the reason why Question 2 naturally arises: for instance, this was
set as an open question in the paper [11]. Up to now, the only partial answer to Question 2
was found in [3]: there, the authors give the affirmative answer, but only under the very strong
assumption that u is a bi-Lipschitz function. The main result of this paper is the positive answer
to Question 2 for the case p = 1.
Theorem A (Approximation of bi-Sobolev homeomorphisms with p = 1.). Let Ω ⊆ R2 be an
open set, and let u ∈ W 1,1(Ω) be a homeomorphism such that u−1 ∈ W 1,1(u(Ω)). Then, for
every η > 0 there exists a diffeomorphism, as well as a piecewise affine homeomorphism, uη on
Ω, with the property that
‖u− uη‖L∞ + ‖u−1 − u−1η ‖L∞ + ‖Du−Duη‖L1 + ‖Du−1 −Du−1η ‖L1 ≤ η . (1)
Moreover, we have that uη(Ω) = u(Ω) and, as soon as u is continuous up to the boundary, then
so is uη and uη = u on ∂Ω. Finally, the triangulation corresponding to the piecewise affine uη
can be chosen to be finite, instead of locally finite, as soon as Ω is a polygon and u is piecewise
linear on ∂Ω.
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In view of this application in the nonlinear elasticity, many of the important general prop-
erties of bi-Sobolev maps are then useful, but they are often regarded from a quite different
point of view. In particular, some results which are extremely important for this application are
somehow less important in the general study of bi-Sobolev maps, and vice versa. For instance,
the validity of (8), which is fundamental to obtain Theorem A, can be found in the literature
only without a proof, since it can be deduced from other results.
Because of this different view on the matter, we have decided to give here a short and self-
contained description of those aspects of bi-Sobolev homeomorphisms which are important for
our construction. We will also give a proof of the main results that we will need to use. In fact,
even if they are already known, as said above they are a bit marginal in the biggest framework
of the bi-Sobolev maps, so for the interested reader it is simpler to find all what he needs in few
pages here, instead of having to check in several different papers. Moreover, our proofs have a
quite different flavour than the “classical” ones, and they contain the same basic ideas that will
be then needed in the proof of our main result.
The plan of the paper is very simple. First of all, in Section 2 we will present some prelim-
inaries, mainly known results from recent papers which will be used in our construction. Then,
Section 3 is devoted to show the main properties of bi-Sobolev homeomorphisms which we will
need later, and Section 4 contains the proof of Theorem A.
2. Preliminaries and known facts
In this section we present some known facts about bi-Sobolev homeomorphisms, and about
the general approximation problem. Through the paper, u will always denote a bi-Sobolev
homeomorphism between two open sets Ω, ∆ ⊆ R2. For any point x ∈ R2, we will denote
by Qr(x) the square of side r centered at x, with sides parallel to the coordinate axes, and as
usual Ju(x) = det(Du(x)) will be the Jacobian of u at x. First of all, let us present the general
version of the change of variables formula, for the special case of homeomorphisms: this is now
a well-established result, see for instance [7, Theorem A.13]
Lemma 2.1 (Change of variables formula). Let f ∈ W 1,1loc (Ω,∆) be a homeomorphism, and let
ϕ : Ω→ R+ be a measurable function. Then the inequality∫
Ω
ϕ(f(x))|Jf (x)| dx ≤
∫
∆
ϕ(y) dy (2)
holds, with equality if f satisfies the Lusin N property.
Thanks to this formula, a simple calculation provides a quantitative estimate of how much
u is similar to its first-order expansion near a Lebesgue point for Du.
Lemma 2.2. Let x ∈ Ω be a Lebesgue point for Du. Then, for every ε > 0 there exists
r¯1 = r¯1(x) > 0 such that, for every r < r¯1 and every x˜ ∈ Qr(x), the following estimates hold,
where v(z) = u(x) +Du(x)(z − x) is the first-order expansion of u near x,
‖u− v‖L∞(Q3r(x˜)) ≤ εr ,
∫
Q3r(x˜)
|Du(z)−Du(x)| dz ≤ εr2 . (3)
Moreover, for almost every x such that Ju(x) 6= 0, we have also some r¯2 = r¯2(x) > 0 such that
r¯2(x) ≤ r¯1(x) and, for every r < r¯2 and again every x˜ ∈ Qr(x),∫
u(Q3r(x˜))
|Du−1(w)−Du−1(u(x))| dw ≤ εr2 . (4)
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Proof. First of all, observe that it is enough to show the claim for the particular case x˜ = x,
since x˜ ∈ Qr(x) implies Qr(x˜) ⊆ Q2r(x).
The estimates of (3) are well known, for instance they are proved in [3, Lemma 4.2]. Ba-
sically, the second estimate comes directly from the definition of Lebesgue points, and a very
simple argument via Fubini Theorem gives then also the first one.
Let us then concentrate ourselves on (4). Assume that x is a Lebesgue point for Du, and
that Ju(x) 6= 0; as a consequence, if we call y = u(x) then we have that Du−1(y) exists and
coincides with the inverse of Du(x). Suppose for a moment that y is in fact a Lebesgue point
for Du−1: in this case, the estimate (4) comes again directly from the definition of Lebesgue
points, also recalling that Du−1(y) is invertible and using the L∞ estimate of (3). Therefore,
to conclude we only have to show that for almost every x with Ju(x) 6= 0 the point u(x) is a
Lebesgue point for Du−1.
To do so, let us define Γ ⊆ ∆ the set of points of ∆ which are not Lebesgue points for
Du−1; keep in mind that we conclude the proof once we show that Ju(x) = 0 for almost every
x ∈ u−1(Γ). We know that |Γ| = 0 since u−1 belongs to W 1,1(∆). We can then apply the change
of variables formula (2) with f = u and ϕ = χΓ, and conclude the proof since∫
u−1(Γ)
|Ju(x)| dx =
∫
Ω
ϕ(u(x))|Ju(x)| dx ≤
∫
∆
ϕ(y) dy = |Γ| = 0 .

We can observe the following corollary of the above estimate, valid for the case when Ju(x) 6=
0. In this case, the L∞ estimate (3) implies that the images under u of the four vertices of the
square Q = Qr(x˜) are very close to the vertices of the parallelogram v(Q). We can then define,
on the square Q, the “interpolation” uQ as the function which coincides with u on the four
vertices of Q, and which is affine on the two triangles in which Q is subdivided by a diagonal
(it doesn’t matter which of the diagonals we choose). A trivial calculation, starting from (3)
and (4), gives then the following estimate (almost identical calculations can be found in [9, 3]).
Corollary 2.3. Let x ∈ Ω be a Lebesgue point for Du such that Ju(x) 6= 0 and the second part
of Lemma 2.2 holds true for x. If Q is a square of side r containing x, with r < r¯2(x), then the
interpolated function uQ satisfies∫
Q
|Du−DuQ|+
∫
uQ(Q)
|Du−1 −Du−1Q | < 5εr2 .
We can now briefly explain the overall strategy which was used in [9] to solve Question 1
in the case p = 1 (which is actually similar to the strategy previously used in [3]): we will use
an analogous strategy also in here. For any r > 0, consider the squares of side r whose centers
have both the coordinates integer multiples of r: these are pairwise disjoint squares which cover
R2. In particular, we will call “r-tiling of Ω” the set of those squares Qr(x) such that Q3r(x)
is compactly contained in Ω. Assuming for simplicity that Ω has finite area, the squares of
the r-tiling are finitely many, and they cover the whole Ω up to a set whose measure goes to
0 when r goes to 0. The idea of the proof is then to consider separately the squares for which
the above results apply, which are “easier” to treat, and the squares for which this does not
hold true, which are “worse” but whose total area is arbitrarily small. The case when Ω has
infinite area does not give any serious additional trouble, since it is possible to regard it as the
countable union of increasing open sets of finite area, and all the results can be then more or
less automatically extended from the finite area case to the general one. We will need to use
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the following result, which is taken from [9, Theorem 2.1 and Section 4]: in fact, a much more
complicated result is proved there, but we claim here only the particular case that we are going
to need.
Proposition 2.4. Let Ω ⊆ R2 be an open set, and let u ∈ W 1,1(Ω;R2) be a homeomorphism.
Let {Qi}, for 1 ≤ i ≤ N , be a finite union of squares of the r-tiling of Ω, such that any square
Qi contains at least a Lebesgue point x for Du such that Ju(x) 6= 0 and r¯1(x) > r. Then, there
exists a piecewise affine homeomorphism v ∈W 1,1(Ω;R2) such that:
(i) ‖u− v‖L∞ + ‖u−1 − v−1‖L∞ < ε;
(ii) v(Ω) = u(Ω) and, if u is continuous up to ∂Ω, then so is v and v = u on ∂Ω;
(iii) the triangulation of v is finite if Ω is a polygon and u is piecewise linear on ∂Ω;
(iv) v coincides with the interpolation uQi for every 1 ≤ i ≤ N ;
(v) the following estimate holds, being K a purely geometric constant,∫
Ω\∪Ni=1Qi
|Dv| ≤ K
∫
Ω\∪Ni=1Qi
|Du| .
We conclude this section with a couple of comments about the last result. First of all, notice
carefully that the function v coincides with the interpolation uQ only for some of the squares Q
of the r-tiling, not for all them: when using the above proposition, the “right” choice of which
squares of the tiling have to be taken is also important. Second, the constant r¯1(x) mentioned
in the proposition is the same as in Lemma 2.2: in fact, the assumption u−1 ∈ W 1,1 is needed
there only to get the constant r¯2(x), while the constant r¯1(x) only needs u ∈ W 1,1. Finally, let
us comment about the possibility of having a finite triangulation, instead of just a locally finite
one: this is of course nicer but, since we want the function v to be defined in Ω and to coincide
with u on ∂Ω, this is also impossible unless Ω is a polygon and u is already piecewise linear on
∂Ω. As a consequence, the additional assumptions in point (iii) of the above proposition are
sharp.
3. Properties of bi-Sobolev homeomorphisms
In this section we analyse some properties of bi-Sobolev homeomorphisms, and in particular
we prove the validity of (8). As said in the introduction, most of the results of this section
are already known, but we prefer to give also their proofs, because they are simple and the
constructions are similar to those that we will need to get Theorem A; moreover, in this way
this paper remains self-contained. Let then u : Ω → ∆ be a bi-Sobolev homeomorphism. We
start considering the situation around a Lebesgue point x for Du such that Ju(x) = 0 but
Du(x) 6= 0.
Lemma 3.1. Let x ∈ Ω be a Lebesgue point for Du such that Ju(x) = 0 < |Du(x)|. Then, for
any ε > 0 there exists r¯3 = r¯3(x) > 0 such that, for any r < r¯3 and any x˜ ∈ Qr(x),∣∣u(Qr(x˜))∣∣ < ε∫
u(Qr(x˜))
|Du−1| ,
∫
u(Qr(x˜))
|Du−1| ≥ (1− ε)
∫
Qr(x˜)
|Du| . (5)
Proof. Up to a rotation, we can assume that
Du(x) =
(
L 0
0 0
)
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for some L > 0. Let now δ = δ(ε, L) be a small constant, to be specified later, and let us apply
the first part of Lemma 2.2 with the constant δ: we find a constant r¯3 = r¯3(x) such that for any
r < r¯3 the uniform estimate
‖u− v‖L∞(Qr(x˜)) ≤ δr (6)
holds. In particular, u(Qr(x˜)) is very close to v(Qr(x˜)), which is an horizontal segment of length
Lr; to fix the ideas, assume v(Qr(x˜)) =
{
w ≡ (w1, 0) ∈ R2 : 0 ≤ w1 ≤ Lr
}
. Figure 1 depicts
the situation.
≈ Lr
≤ δru(Qr(x˜))
Figure 1. The set u(Qr(x)) in Lemma 3.1.
Let us now fix δr < t < (L − δ)r, and let w = (t, w2) be a point in the boundary of
u(Qr(x˜)). Since u is a homeomorphism, this means that w = u(z) for some z ∈ ∂Qr(x˜), and
the L∞ estimate (6) ensures that z cannot belong to the left nor the right side of ∂Qr(x˜). We
can say even something more precise: since the homeomorphism u transforms the closed curve
∂Qr(x˜) in the closed curve u(∂Qr(x˜)), the boundary of u(Qr(x˜)) must contain at least some
point w = (t, w2) = u(z) such that z belongs to the upper side of ∂Qr(x˜), and also some other
point w′ = (t, w′2) = u(z′) such that z′ belongs to the lower side of ∂Qr(x˜). As an immediate
consequence, we get∫
u(Qr(x˜))∩{w:w1=t}
|Du−1(w)| dw ≥
∫
u(Qr(x˜))∩{w:w1=t}
|D2u−1(w)| dw ≥ r.
Since this estimate holds for every δr < t < (L− δ)r, we deduce∫
u(Qr(x˜))
|Du−1| ≥ (L− 2δ)r2 .
On the other hand, from the estimate (3) we infer that∫
Qr(x˜)
|Du(z)| dz ≤ Lr2 +
∫
Qr(x˜)
|Du(z)−Du(x)| dz ≤ (L+ δ)r2 .
Finally, the L∞ estimate (6) immediately ensures that∣∣u(Qr(x˜))∣∣ ≤ (L+ 2δ)δr2 .
Putting together the last three estimates immediately yields the validity of (5), as soon as δ is
small enough depending only on ε and on L, thus ultimately only on ε and x. 
We can immediately observe that the second estimate in (5) holds true also for points where
Ju(x) 6= 0: this comes as an immediate corollary of Lemma 2.2.
Lemma 3.2. For almost every x ∈ Ω such that Ju(x) 6= 0, and for any ε > 0, there exists
r¯3 = r¯3(x) > 0 with r¯3(x) ≤ r¯2(x) and such that, for any r < r¯3 and every x˜ ∈ Qr(x),∫
u(Qr(x˜))
|Du−1| ≥ (1− ε)
∫
Qr(x˜)
|Du| . (7)
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Proof. Let x be a point for which the second part of Lemma 2.2 applies, hence almost every x
with Ju(x) 6= 0. Let us call for brevity M the matrix Du(x), and let δ = δ(ε,M) be a small
constant to be specified later: Lemma 2.2 provides us with a constant r¯3(x) > 0 such that the
estimates (3) and (4) hold with δ in place of ε whenever r < r¯3. As a consequence, calling
y = u(x), and calling trM the trace of the matrix M , we can calculate∫
u(Qr(x˜))
|Du−1(w)| dw ≥
∫
u(Qr(x˜))
|Du−1(y)| dw −
∫
u(Qr(x˜))
|Du−1(w)−Du−1(y)| dw
≥ |M−1|∣∣u(Qr(x˜))∣∣− δr2 ≥ |M−1|(|detM | − 2δ|trM |)r2 − δr2
= |M |r2 − δ(2|M−1| |trM |+ 1)r2 .
Since, instead, for Qr(x˜) we have∫
Qr(x˜)
|Du(z)| dz ≤
∫
Qr(x˜)
|Du(x)| dz +
∫
Qr(x˜)
|Du(z)−Du(x)| dz ≤ |M |r2 + δr2 ,
the validity of (7) immediately follows, as soon as δ has been chosen small enough, again de-
pending only on ε and on M , thus actually on ε and x. 
We can now prove the general validity of (8), which can be found already in [5, Theorem 1.1].
Theorem 3.3. Let u : Ω→ ∆ be a planar, bi-Sobolev homeomorhism. Then,∫
Ω
|Du| =
∫
∆
|Du−1| . (8)
Proof. Let us subdivide Ω in four disjoint subsets. Namely, if x ∈ Ω is a Lebesgue point of
Du, then we set x ∈ A if |Ju(x)| > 0 and Lemma 3.2 holds at x, or x ∈ B if Ju(x) = 0 but
Du(x) 6= 0, or x ∈ C if Du(x) = 0. Finally, D ⊆ Ω is the set of points which are not Lebesgue
points for Du, or such that Ju(x) 6= 0 but Lemma 3.2 does not hold. Keep in mind that, given
ε > 0, for every x ∈ A ∪ B we have a constant r¯3(x) given by Lemma 3.2 or Lemma 3.1. For
every r > 0, consider the squares Qi of the r-tiling of Ω (see Section 2), and define the set Fr as
Fr =
{
x ∈ A ∪B : r¯3(x) ≤ r
}
∪
(
Ω \ ∪Qi
)
∪D .
Of course, if r is small enough then we can assume |Fr| < ε.
For any square Qi of the r-tiling, there are then two possibilities: either Qi contains at least
a point x ∈ (A ∪B) \ Fr, and then either Lemma 3.1 or Lemma 3.2 imply∫
u(Qi)
|Du−1| ≥ (1− ε)
∫
Qi
|Du| , (9)
or otherwise Qi is entirely contained in Fr ∪C. As a consequence, if we call U the union of the
squares for which the inequality (9) holds true, then Ω \U ⊆ Fr ∪C. Since the different squares
are disjoint, and the same is true for their images under the homeomorphism u, we can add up
the inequalities (9) to get∫
∆
|Du−1| ≥
∫
u(U)
|Du−1| ≥ (1− ε)
∫
U
|Du| ≥ (1− ε)
∫
Ω
|Du| −
∫
Ω\U
|Du|
≥ (1− ε)
∫
Ω
|Du| −
∫
Fr∪C
|Du| = (1− ε)
∫
Ω
|Du| −
∫
Fr
|Du| ,
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also recalling the definition of C. Since the same argument can be repeated for every ε > 0, the
measure of Fr is less than ε, and Du ∈ L1(Ω), we derive∫
∆
|Du−1| ≥
∫
Ω
|Du| .
By the symmetry of the situation, we get also the opposite inequality, so (8) follows and the
proof is concluded. 
As a consequence to Lemma 3.1, we can now easily show that Du = 0 wherever Ju = 0 for
a bi-Sobolev function. This fact is already known, for instance see [2, Theorem 4.5], but also [6].
Theorem 3.4 (Ju = 0 =⇒ Du = 0). Let u : Ω → ∆ be a bi-Sobolev homeomorphism. Then,
Du(x) = 0 for almost all the points x ∈ Ω such that Ju(x) = 0.
Proof. Let us call Γ =
{
x ∈ Ω : Ju(x) = 0, Du(x) 6= 0
}
, so that we need to prove that Γ is a
negligible set. For any positive quantity ε > 0 we can find ρ¯ > 0 such that, for any r < ρ¯, the
squares Qr(xi) of the r-tiling of Ω have a union U = ∪Ni=1Qr(xi) which covers the whole Ω up to
a set of area less than ε. Up to take r small enough, anyway smaller than ρ¯, we can also assume
that ∣∣∣{x ∈ Γ : r¯3(x) ≤ r}∣∣∣ < ε ,
where the quantities r¯3(x) for points x ∈ Γ are those defined in Lemma 3.1. Among the squares
Qr(xi), let us now pick those which contain some point x ∈ Γ with r¯3(x) > r, and let us call
V ⊆ U their union. If x ∈ Γ \V , then either x /∈ U , or r¯3(x) ≤ r, hence by construction we have∣∣Γ \ V ∣∣ < 2ε . (10)
Let us now consider a square Qr(xi) belonging to V . This means that there exists some x ∈ Γ
with r¯3(x) > r, and with x ∈ Qr(xi), or equivalently xi ∈ Qr(x). Then, we can apply Lemma 3.1
and get∣∣u(Qr(xi))∣∣ < ε∫
u(Qr(xi))
|Du−1| ,
∫
u(Qr(xi))
|Du−1| ≥ (1− ε)
∫
Qr(xi)
|Du| .
Since the squares are all disjoint, and then the same holds true also for their images under the
homeomorphism u, summing up and keeping in mind that u is bi-Sobolev, hence u−1 ∈W 1,1(∆),
we get ∣∣u(V )∣∣ < ε‖Du−1‖L1(∆) , ∫
u(V )
|Du−1| ≥ (1− ε)
∫
V
|Du| .
Recalling (10) and sending ε to 0, the fact that Du−1 ∈ L1(∆) implies that ∫Γ |Du| = 0, and
since |Du(x)| > 0 for any x ∈ Γ this means that |Γ| = 0, as desired. 
Remark 3.5. It is very simple to observe that the result of Theorem 3.4 can be extended to the
case of dimension n ≥ 3. More precisely, Lemma 2.2 immediately generalizes to any dimension;
the same happens for Lemma 3.1, but the assumptions Ju(x) = 0 and |Du(x)| > 0 generalize,
in dimension n, to the assumptions Ju(x) = 0 and Rank(Du(x)) = n − 1. As a consequence,
in dimension n ≥ 3 the generalization of Theorem 3.4 says that for almost every x ∈ Ω with
Ju(x) = 0, one has Rank(Du(x)) ≤ n− 2. Equivalently, we can say that for almost every x ∈ Ω
with Ju(x) = 0, one has Adj(Du(x)) = 0: this result was proved in [8, Theorem 4].
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4. Approximation of bi-Sobolev homeomorphisms
This section is devoted to show Theorem A. Thanks to the general properties of bi-Sobolev
homeomorphisms found in Section 3, this will be rather simple.
Proof of Theorem A. First of all we remark that, as usual, it is enough to show the result
for the case of piecewise affine approximating homeomorphisms, because then the case of the
diffeomorphisms follows automatically thanks to [12]. As a consequence, from now on we look
for approximating homeomorphisms which are piecewise affine.
Let us fix a small constant δ > 0 and let Ω− ⊂⊂ Ω be a set with finite measure |Ω−| = M
such that ∫
Ω\Ω−
|Du| < δ . (11)
This is really needed only in the case when Ω has infinite measure, but we can do this in any
case, so to give a unique proof without distinguishing the two cases. Let us also fix a small
constant ε > 0, depending on M .
For any positive r > 0, let us then consider the r-tiling of Ω−, which is a subset of the
r-tiling of Ω, and which is made by finitely many squares. We subdivide then Ω− in three parts
as follows.
The set ΩG is the union of all the squares of the r-tiling of Ω
− which contain at least a
Lebesgue point x for Du with Ju(x) 6= 0, with the property that Lemma 2.2 is valid for x (and
we know that this is true for almost every x with Ju(x) 6= 0), and also that r¯2(x) > r.
The set ΩB is the union of all the squares of the r-tiling of Ω
− which are not in ΩG, and
which contain at least a Lebesgue point x for Du with Ju(x) = 0, with the property that
Theorem 3.4 is valid for x (and again, this is true for almost every x with Ju(x) = 0), and also
that r¯1(x) > r.
Finally, ΩN = Ω
− \ (ΩG ∪ ΩB): thus, ΩN is the union of the squares of the r-tiling of Ω−
which are not in ΩG ∪ΩB, together with the portion of Ω− which is not covered by the squares
of the tiling.
Let us consider separately the three sets ΩG, ΩB and ΩN . First of all we notice that, except
for a negligible set, ΩN is entirely done by points of Ω
− which are not in the squares of the
tiling, and by Lebesgue points x for Du for which either r¯2(x) or r¯1(x) is smaller than r; as a
consequence, as already noticed several times, the measure of ΩN is as small as we wish up to
take r small enough. Therefore, we can assume that∫
ΩN
|Du| ≤ ε . (12)
We now concentrate ourselves on ΩB. Let Q be a square of the r-tiling of Ω
′ contained in
ΩB, and let x ∈ Q be a Lebesgue point for Du as in the definition of ΩB. Thus, Ju(x) = 0 and,
thanks to Theorem 3.4, it is also Du(x) = 0. Since r < r¯1(x), the estimate (3) of Lemma 2.2
gives∫
Q
|Du| ≤
∫
Q
|Du(z)−Du(x)| dz +
∫
Q
|Du(x)| dz =
∫
Q
|Du(z)−Du(x)| dz ≤ εr2 = ε|Q| .
Summing up on all the squares contained in ΩB, we find then∫
ΩB
|Du| ≤ ε|ΩB| ≤ εM . (13)
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Now, we pass to consider ΩG. First of all, putting together (11), (12) and (13) we already
know that ∫
Ω\ΩG
|Du| =
∫
Ω\Ω−
|Du|+
∫
ΩN
|Du|+
∫
ΩB
|Du| ≤ δ + ε(1 +M) . (14)
Let now Q be a generic square of ΩG: Corollary 2.3 gives∫
Q
|Du−DuQ|+
∫
uQ(Q)
|Du−1 −Du−1Q | < 5εr2 = 5ε|Q| . (15)
Let us now apply Proposition 2.4 with the squares of ΩG. Notice that this is possible: indeed,
they are squares of the r-tiling of Ω−, thus also of the r-tiling of Ω, and they are finitely many
because the r-tiling of Ω− is finite. Moreover, each of these squares contains a Lebesgue point
x for Du with Ju(x) 6= 0 and r¯2(x) > r, then a fortiori r¯1(x) > r. Proposition 2.4 provides us
then with a piecewise affine homeomorphism v on Ω satisfying the conditions (i)–(v). All the
requirements of Theorem A, except the estimate (1), are then satisfied by uη = v; thus, we only
have to show also the validity of (1).
Since for every square Q of ΩG the function v coincides with uQ in Q, adding the esti-
mates (15) gives ∫
ΩG
|Du−Dv|+
∫
v(ΩG)
|Du−1 −Dv−1| < 5ε|ΩG| ≤ 5εM . (16)
As a consequence, we get∣∣∣∣ ∫
v(ΩG)
|Du−1| −
∫
ΩG
|Du|
∣∣∣∣ ≤ ∣∣∣∣ ∫
v(ΩG)
|Dv−1| −
∫
ΩG
|Dv|
∣∣∣∣+ 5εM = 5εM . (17)
Here we have used the fact that v is a finitely piecewise affine homeomorphism between ΩG and
v(ΩG), and then we can apply Theorem 3.3 to v on ΩG. We claim that it is also∫
∆\v(ΩG)
|Dv−1| =
∫
Ω\ΩG
|Dv| . (18)
Here, we cannot use Theorem 3.3, because still we do not know that v is a bi-Sobolev home-
omorphism on the whole Ω. However, as observed in the introduction, the validity of (8) is
trivially true for an affine map (or, more in general, for a map which satisfies both the N and
the N−1 Lusin properties). Then, since v is piecewise affine, we have that Ω \ ΩG is a finite or
countable union of triangles, on each of which v is affine: adding the equality (8) for v on each of
these triangles, we obtain the validity of (18). Therefore, (18), property (v) of Proposition 2.4,
Theorem 3.3, (17) and (14) give∫
Ω\ΩG
|Du−Dv|+
∫
∆\v(ΩG)
|Du−1 −Dv−1|
≤
∫
Ω\ΩG
|Du|+
∫
Ω\ΩG
|Dv|+
∫
∆\v(ΩG)
|Du−1|+
∫
∆\v(ΩG)
|Dv−1|
≤ (2K + 1)
∫
Ω\ΩG
|Du|+
∫
∆
|Du−1| −
∫
v(ΩG)
|Du−1|
= (2K + 1)
∫
Ω\ΩG
|Du|+
∫
Ω
|Du| −
∫
v(ΩG)
|Du−1|
≤ (2K + 2)
∫
Ω\ΩG
|Du|+ 5εM ≤ (2K + 2)(δ + ε(1 +M))+ 5εM .
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Recall that δ is an arbitrary constant, M depends on δ, and ε can be chosen in dependence
on M , while K is a purely geometric constant. As a consequence, putting together the last
estimate, (16), and condition (i) of Proposition 2.4, we get the validity of (1) up to chose δ and
ε small enough with respect to η. The proof is then concluded. 
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