Solid-object density standards developed independently by the Istituto di Metrologia "G. Colonnetti" (IMGC) and NBS, and traceable to SI units of length and mass, have been compared using a silicon transfer standard. Results agree to approximately 1 X 10-6 , which is canisteot with the uncertainties assigned by the two laboratories.
Introduction
The commonly adopted density standard is water. The main drawback of water as a reference standard is its reproducibility, which is difficult to check. The last international comparison of density measurement, involving eight major metrological laboratories [I] l, gave results which differed by as much as 13 parts per million (ppm) on the measurement of a stainless steel kilogram volume by hydrostatic weighing.
In classical hydrostatic weighing many sources contribute to the final uncertainty aside from the density of the reference liquid. Nevertheless, the adoption of a 
217
solid density standard allows the metrologist to overcome the problem of water reproducibility and to diminish the effect of other sources of error.
NBS began a program to establish a solid density standard in 1965 [2] and, more than 10 years ago, became the first laboratory to succeed in doing so [3] . The Istituto di Metrologia "G. Colonnetti" (IMGC) is among the laboratories which have later developed solid standards [4] , following slightly different procedures but coming to the same result: a number of solid objects whose mass and volume are directly traceable to the SI mass and length standards.
No matter which procedure is adopted, measurement of the mass and of the linear dimensions, from which volume is computed, is a complex process, involving sophisticated techniques and accurate measurement of many influencing quantities.
Solid density standards can then be compared to liquid or solid samples through hydrostatic weighing, which again requires a fair deal of attention to sources of error [5, 6] . The best way of assessing the estimate of the uncertainty of both the standards and the procedure used is to have a comparison of standards through hydrostatic weighing.
We have completed such a comparison between IMGC and NBS using silicon crystals as transfer standards.
Plan of the Comparison
The NBS working standards of density are four 200-g silicon crystals, while IMGC's are three I-kg spheres of glass-ceramic (p-2.5 g/cm3). A compromise had to be reached on the optimum size for the transfer standards and their number. We ultimately decided for maximum convenience of both laboratories to use two cylindrical silicon crystals of approximately 800 g each.
The silicon cylinders were fabricated at NBS from a single rod of commercially-grown, semiconductorgrade material. The rod had previously been ground to a diameter of approximately 7.5 cm. It was sawn twice to produce two cylinders of approximately 810 g. All edges of the cylinders were then bevelled. The cylinders were marked for easy identification by grinding one flat spot into the edge of the crystal henceforth referred to as Xl and producing two such flats in the second crystal, X2. Work damage was removed by etching the crystals in a bath of nitric and hydrofluoric acids [7] . The crystals were further etched to bring their masses to approximately 800.3 g (i.e., apparent mass against stainless steel of 8 g/cm 3 density = 800.0 g). The transfer standards were to be compared by hydrostatic weighing to the solid density standards first at NBS, then at IMGC, and finally at NBS again.
We agreed on having each institute follow its Own procedures for both the experimental process and the treatment of data. The comparison was meant to be a comparison of density measurements performed on the same basic principles but carried out in thoroughly independent ways, each result affected by the laboratory's own data analysis and by possibly different systematic influences.
The goal of the project was of course to verify the agreement of the final density values, the uncertainty estimate of both institutes being at the 1 ppm level. A strong motivation for such a verification is that the NBS density work has been used to help provide a measurement of N A, the Avogadro constant. The density measurements, in fact, were the dominant uncertainty in the reported error budget. When that work was done, which was about 15 years ago, it was found that the measured volumes of steel spheres used to establiSh a working volume standard depended systematically on which of two methods had been used in their cleaning. The two results differed by about 2 ppm. No satisfactory 218 explanation for the discrepancy having been found, it was decided to average the two results and assign an expanded uncertainty of 1 ppm [8] . This is a strategy often imposed upon metrologists because of practical constraints but it is, nonetheless, a solution which begs further study. The work reported here provides an independent check of the density scale used in the NBS determination of N A'
IMGC Standards
The IMGC project for the realization of solid density standards started in 1978. The choice of shape and material, influenced by previous work at NBS, fell on spheres made of Zerodur', a glass-ceramic of very low thermal expansion coefficient (a::::: IO-'/K). The artifacts, produced for IMGC by an Italian optical firm, have masses slightly below 1 kg and diameters of about 90 mm. The material being inert in air and water, the spheres can be used in hydrostatic weighing. Three such spheres became IMGC's working density standard after measurement of their average diameter. The latter was obtained, for each sphere, by measuring the absolute value of two diameters at 90° and the diametral variations, for a family of nine planes 20° apart passing through each measured diameter [4, 9] .
To date, mass and volume measurements have been completed on three spheres, which are referred to as SP, S2 and S4. They are of different geometrical quality; SP and S4 have diameter variations not exceeding 0.2 ,"m and S2 has a maximum variation of 0.8 ,"m. Uncertainties of volume values are nonetheless estimated to be all within 0.7 ppm (this represents one standard deviation of the mean, 1 sm).
Average diameter values are traceable to the length standard realized by means of an iodine C"I,) stabilized He-Ne laser, while mass values are traceable to the International Prototype Kilogram through stainless steel mass standards.
Plan of Comparison
Since the purpose of the project was the determination of the density of the two 800-g crystals by comparison with the three IMGC solid density standards, the five objects were weighed together in air and water cycles involving three objects at a time. From the weighings in air we obtained the mass difference between each pair of objects and between each object and a I-kg stainless steel standard. Least-squares adjustment 2Brand names are given to specify experimental conditions. This identification does not imply either endorsement by the National Bureau of Standards or assurance that the equipment used is the best available.
of data yielded the masses of the three spheres and the two silicon cylinders.
From the weighings in bi-distilled water of known isotopic composition we obtained two types of results: first the values of all possible (10) volume ratios between the five objects; second, as an interesting check, the volume of the two crystals referred to water as a standard.
The original plan of the experiment, which provided for an equal number of measurements of all volume ratios, could not be carried out because of other commitments. Since IMGC standards were involved in many other density determinations during this comparison period, we obtained a very large amount of data on the mass and volume ratios of our own standards, but with smaller and unequal amounts of data on the crystals.
Rather than further delay the project's conclusion, we kept the data as they were and treated them by taking into account their different values of Sm-
Apparatus and Procedure
Both air and water weighings were performed with the same single-pan balance of I-kg capacity and 10 div /mg sensitivity. All weighings were performed by comparison with calibrated stainless steel standards: the same I-kg standard in the air weighings and the same 500 g and 100 g in the hydrostatic weighings were used for all the five objects, with additional masses to equalize loads.
An air buoyancy correction was applied to all weighings by calculating the air density through the formula recommended by International Committee for Weights and Measures (CIPM) [10], using measurements of atmospheric pressure, dew point, temperature, and estimate of CO 2 content from previous measurements in the lab; all instruments were calibrated against IMGC standards.
Hydrostatic measurements were performed using a loading mechanism quite similar to that of NBS; the suspension wire was of stainless steel (0.25 mm dia.) covered with platinum black. The vessel filled with bidistilled water was placed in an insulated bath controlled by a circulation thermostat. The temperature was measured, via an AC double bridge, by two 25 n SPR T's, placed at the lower left and upper right of the artifact under test.
The water, of known isotopic composition [II], was not degassed: a series of tests carried out with an industrial dissolved-oxygen meter confirmed that at the moment of the weighings, some 48 hours after bidistillation, the water can be assumed in equilibrium with atmosphere, i.e., saturated with gases.
Air weighings were double-substitution weighings, 219 following a 5-reading format with two sensitivity determinations.
Hydrostatic weighings were performed in a slightly different way, following a 13-reading format, starting and ending with mass standards on the pan with and without the 500 mg sensitivity weight. Three observations were taken of the apparent mass of each of the objects involved, one reading taken with a smaller sensitivity weight, the three observations then being averaged to give a single value.
Smaller masses were added to the pan so that the readings relative to the three objects falI all within 1/4 of the optical scale. From a 13-readings series two volume ratios (the third possible one being not independent) were obtained. During one series, temperature drift was usually kept within a few millikelvin and vertical gradient within 2 mK/IO cm.
All data were corrected for temperature drift and the crystal volumes were also corrected to a to 20 'C reference temperature (the water temperature was always kept within 0.2 K of 20 'c). The very different coefficient of thermal expansion of Zerodur and silicon is the only feature that has some influence, differences in compressibility, etc. being negligible.
Results
The whole experiment was meant to provide:
• the mass values of the two crystals, X I and X2;
• the volume ratios of the two crystals to each of the IMGC standards and hence a final value of the crystal volumes; and • the volume of the two crystals referred to water as a standard. From the above one can compute the density of the crystals referred to IMGC standards (and compare it to NBS's value) and also referred to water, just as a check.
Let us examine the mass and volume ratios first.
Mass and Volume Referred to IMGC Solid Standards
The weighings in air of the five objects against the I-kg standard and against each other provide 15 experimental equations that have been solved by the usual least-squares method.
From the hydrostatic weighings we obtained all 10 possible volume ratios as independent measurements and, again, least-squares adjusted values through a Connor-Youden procedure [12] .
For both the mass and volume ratio measurements, we had sets with different numbers of measurements and different standard deviations. We then attributed to each Tables I and 2 give experimental results of the mass measurements and volume ratios, the number of measurements, standard deviation of the mean and leastsquares adjusted values of the five masses and of the 10 volume ratios, together with the standard deviation of the fit and of the adjusted values.
Final uncertainties were estimated, following BIPM recommendations [13] , as the combined uncertainties from type A and type B components. Tables 3 and 4 list all sources of uncertainty and their influence on mass and volume ratio measurements together with the resulting combined uncertainty. The volumes of the three spheres, as computed from the interferometric measurement of their diameters, were not considered in the least-squares adjustment of volume ratios.
Since small discrepancies exist between hydrostatic and interferometric values of volume ratios for the IMGC standards, slightly different volume and density values for the silicon crystals can be computed, referred 
Water as a Reference
When water is taken as a reference a different philosophy must be adopted. Volume ratios are independent of the liquid used in the hydrostatic weighing, as long as its density can be considered near constant during weighings. Gas content, purity and absolute temperature of the water are not a problem when measuring volume ratios but are of the highest importance when water becomes the reference standard.
When doubts about water conditions arise, the weighings must be disregarded: thus some of the observations which could be considered when comparing volumes were disregarded when measuring volumes referred to water. We nonetheless carne out with a fair amount of data on X 1 and X2 volumes, measured in different samples of water.
Once again the number of measurements and the number of water samples are not the same for the two crystals, but the information is sufficient to check both crystals and confirm the tentative conclusion we have drawn on water, as prepared and analyzed at IMGC.
The volumes of Xl and X2 referred to water are given in table 6, as average results of weighings in the same water sample, together with the number of measurements and standard deviation of the mean. The temperature of the water was between 19.8 'C and 20.0 'c.
The data were corrected for thermal expansion of silicon (ref. temp. 20 'C), isotopic composition [14] , and gas content of water (-2.5 X 10-6 [15] ). Averaging all observations, as they can be considered to belong to the same set, we obtain a final value in very good agreement with those referred to solid density standards. The final uncertainty, given in table 7, is only slightly larger than in the case of the solid reference standards. However, there are influencing quantities (gas content, isotopic variations, contamination, etc.) for which either a rough estimate or no estimate at all can be made.
Only after a considerable number of hydrostatic weighings of the solid density standards were we able to assess onr water reproducibility; the results on X I and X2 provide a further check. We have found, in other experiments, maximum discrepancies of 3 ppm.
NBS Standards
The fundamental density work at NBS was carried ont more than 10 years ago and has been well summarized in review papers [8, 16] . Briefly, the volume of highly spherical steel balls was determined by interferometric measurements of ball diameter. Measurement of the mass of each ball then determined its density. It was assumed that the stability in density of the balls would be inferior to that of single-crystal silicon. Therefore, soon after the ball densities were determined, the balls were used to determine the density of four 200 g discs of single-crystal silicon. The transfer was made hydrostatically in a bath of fluorocarbon. Water could Difference from density referred to solid standards +0.1 X 10-6 g/cml not be used as the transfer fluid because it would have attacked the surface of the steel balls. The fluorocarbon fluid turned out to have many desirable properties compared with water-lower surface tension, higher density, larger appetite for gases. Its chief drawbacks are its higher thermal expansion coefficient and its poorer thermal conductivity. This work was completed by 1972. The four silicon discs remain the NBS working standards of density.
4,1 Plan of Comparison
The objective of our measurements was the determination of the density of Xl and X2, using our four 200-g silicon discs as working standards. Similar to the measurements at IMGC, we measured the mass of the six objects by weighings in air after which the hydrostatic weighings were carried out.
The hydrostatic weighing and analysis were done as described in reference [5J using fluorocarbon as the transfer fluid. As a check, we also made several measurements using water as the transfer fluid. The water density was not known a priori to useful levels of accuracy because it was singly-distilled tap water of unknown isotopic composition.
In all the measurements, the volume ratios of four objects were determined in all six possible pairings. These data were collected in about three hours and constitute One "run." The four objects used were: Xl, X2, and two groups of two discs each. The data from each run were analyzed by non-linear least-squares fitting using the total volume of the four discs as a restraint. The computed difference of the two discsummations and the standard deviation of the least-squares fit were used as process controls.
Seven runs were carried out prior to sending X I and X2 to IMGC. Four of these used fluorocarbon as a transfer fluid and three used water. Two additional runs in fluorocarbon were made after the crystals returned to NBS. ImK 20% 2X 10- 6 16 
Apparatus and Procedure
The mass of each 200-g disc was determined by double substitution against a 200-g stainless steel working standard. Measurements were made on a modified single-pan balance having a standard deviation of 12 p,g. The two 800-g crystals, X I and X2, were weighed on a single-pan kilogram balance having a standard deviation of 25 p,g. Calibrated stainless steel weights were added to the silicon crystals until their apparent mass equalled that of two of our stainless steel I-kg standards. The four objects of nearly-equal apparent mass were then intercompared by double-substitution, weighing in all six possible pairings. Standard least squares techniques were used to assign mass values to the unknown objects.
Buoyancy corrections were made using the same equation for the density of moist air as was used at IMGC [10] . Inputs to the equation were obtained from a thermometer and hygrometer mounted in the balance case and from an aneroid barometer placed on an adjacent bench. The ambient level of carbon dioxide was assumed to be that measured previously during surveys of our laboratory.
All hydrostatic measurements were as described in [5] . Our bath chamber below the balance was enlarged slightly to accommodate XI and X2, since their volumes are larger than any object we have previously measured.
The hydrostatic weighings were analyzed in a slightly different way than in previous work. A hydrostatic weighing of an object, A, proceeds as follows:
II: balance pan unloaded I,: A on pan in fluid 
In this work, we replace eqs (1) and (2) Equations (la) and (lb) differ most from (I) and (2) when VAPL is a large number, where VA is the volume of A and PL is the time derivative of the density of the bath fluid. Generally, PL =(apdaT)T. We also assume a linear drift in T, the bath temperature. In (I) and (2) The quantity (1/4)(0 1 -0,) is used to eliminate the small effect of PL on the volume of the submerged balance pan. Drift in the fluid density is still measured by comparing the magnitude of (Ib) with zero. We may note that the quantity (la), in addition to random errors, will now be systematically biased by the amount EVA, where E is the increase in bath density between successive measurements. The effect of this bias can be made negligible by establishing a maximum drift criterion and monitoring the quantity (Ib) for each group of measurements.
The use of (Ia) also means that non-linearities in the optical scale readings are not accounted for, but experience has shown that the non-linearities are small compared with the effects of temperature drift during a reading.
It is worth noting that in analyzing a large quantity of data using both schemes for data reduction, virtually identical final results for every run were obtained. The difference is that the computed standard deviations of the least squares fits were, on occasion, significantly less using the modified scheme.
Results
The results of the NBS measurements are shown in tables 8-11. In table 8, the "first set" of measurements was made at NBS prior to sending X 1 and X2 to IMGC. The "second set" of measurements was made after the Table 11 . Uncertainties in hydrostatic measurements (NBS).
Influence on V.
Influence on D. portional to (Dx -D,)/PL, where PL is the density of the bath fluid. In fact, calibration of the built-in weights was a major contribution to the error budget reported in [3] because in that work the volume standards were made of density 7.8 g/cm' material and the unknowns were silicon. Note also that we are treating uncertainty in the air density during mass measurements and hydrostatic measurements as uncorrelated. This is because the measurements were made on different balances in different rooms with different thermometers, barometers, etc. This choice has little effect on the final uncertainty assignment, although the method used is the more conservative because an error in air density systematic to all mass measurements would have no effect on the resulting assignment of density.
Source of Uncertainty

Mass
6, Discussion
In comparing results between NBS and IMGC, one must look at the starting premises of the two laboratories. NBS assumes that the densities of its four silicon discs are known whereas IMGC assumes that the vol- urnes of its three Zerodur spheres are known (or that the density of water is known when water is the standard 
