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quenzsysteme zukunftsorientierter Kommunikationstechniken“, BMBF-Förder-
kennzeichen 01 M 3040, an der TU Dresden in der Arbeitsgruppe um Prof. Dr.-
Ing. habil. Hans-Joachim Jentschel.
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2.3.9 Weitere Blöcke . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Grundlegende Empfängerarchitekturen . . . . . . . . . . . . . . . 16
2.4.1 Direktmischempfänger . . . . . . . . . . . . . . . . . . . 16
2.4.2 Superheterodynempfänger . . . . . . . . . . . . . . . . . 18
2.4.3 Direktabtastempfänger . . . . . . . . . . . . . . . . . . . 19
2.5 Architekturvarianten . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.1 Empfänger mit Unterabtastung . . . . . . . . . . . . . . . 20
2.5.2 Empfänger mit Zwischenfrequenzabtastung . . . . . . . . 22
2.5.3 Empfänger mit niedriger Zwischenfrequenz . . . . . . . . 23
2.5.4 Empfänger für Quadraturmodulation . . . . . . . . . . . . 24
2.5.5 Doppelsuperheterodynempfänger . . . . . . . . . . . . . 25
2.6 Architekturvergleich . . . . . . . . . . . . . . . . . . . . . . . . 26
2.7 Wichtige digitale Modulationsverfahren . . . . . . . . . . . . . . 26
2.7.1 Amplitudenumtastung ASK . . . . . . . . . . . . . . . . 26
2.7.2 Phasenumtastung PSK . . . . . . . . . . . . . . . . . . . 30
2.7.3 Quadraturphasenumtastung QPSK . . . . . . . . . . . . . 31
2.7.4 Quadraturamplitudenmodulation QAM . . . . . . . . . . 33
2.7.5 Frequenzumtastung FSK . . . . . . . . . . . . . . . . . . 35
2.7.6 Gaußsche Minimalfrequenzumtastung GMSK . . . . . . . 37
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2.8.7 Nichtlineare Verzerrungen höherer Ordnung . . . . . . . . 48
2.8.8 Anwendung auf Verzerrungen zweiter Ordnung . . . . . . 53
2.8.9 Anwendung auf Verzerrungen dritter Ordnung . . . . . . 54
3 Vorstellung des Entwurfsablaufes 57
3.1 Entwurfsansätze . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Aufgaben des Systementwurfes . . . . . . . . . . . . . . . . . . . 58
3.3 Aufgaben des Schaltungsentwurfes . . . . . . . . . . . . . . . . . 59
3.4 Empfängerentwurfsschritte . . . . . . . . . . . . . . . . . . . . . 59
4 Systementwurf 64
4.1 Nichtelektrische Parameter . . . . . . . . . . . . . . . . . . . . . 64
4.1.1 Mechanische Festlegungen . . . . . . . . . . . . . . . . . 64
4.1.2 Thermische Festlegungen . . . . . . . . . . . . . . . . . 66
4.1.3 Weitere Randbedingungen . . . . . . . . . . . . . . . . . 67
4.2 Elektrische Parameter . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.1 Festlegung der Datenrate . . . . . . . . . . . . . . . . . . 68
4.2.2 Festlegung des Arbeitsfrequenzbereiches . . . . . . . . . 70
4.2.3 Festlegung des Modulationsverfahrens . . . . . . . . . . . 72
4.2.4 Festlegung der Empfangspegel . . . . . . . . . . . . . . . 74
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SNR Signal to Noise Ratio; Signal-Rausch-Abstand
SRD Short Range Device; Gerät mit kurzer Reichweite
SS Spread Spectrum; Spreizspektrum
SSE Smart Systems Engineering, Projektgruppe beim BMBF
TDMA Time Division Multiple Access; zeitgeteilter Zugriff
UKW Ultrakurzwelle, 87,5–108 MHz
VCO Voltage Controlled Oscillator; Spannungsgesteuerter
Schwingkreis




Kursiv gesetzte Formelzeichen sollen auf linearen, gerade gesetzte Formelzei-
chen auf logarithmischen Maßstab hinweisen. Z. B. gibt p eine Leistung in mW





B Bandbreite, alternativer Amplitudenwert
bench Benchmark
BER Bit Error Ratio, Bitfehlerrate
d Phasenzustand bzw. -distanz
DF Distortion Figure, Verzerrungsmaß
divs Divisor






i Strom (Kleinsignalbetrachtung), Laufvariable
IIPn eingangsbezogener Intermodulationspunkt n-ter Ordnung
IMn Intermodulationsprodukt n-ter Ordnung
IPn Intermodulationspunkt n-ter Ordnung
ist Istwert
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Die heutige Informationsgesellschaft ist ohne allgegenwärtige Funkübertragun-
gen undenkbar. Mobiltelefonie gehört zum alltäglichen Leben. Schlüssellose Zu-
gangssysteme sind weitverbreitet. Drahtlose Datenübertragung ist oft Standard.
In den meisten Fällen wird zum Erreichen dieser Funktionalität eine funkba-
sierte Übertragung eingesetzt. Optische Freiraumübertragungsverfahren werden
zwar auch genutzt, haben jedoch wegen der unumgänglich notwendigen Sichtver-
bindung ausbreitungsbedingte Einschränkungen. Akustische Verfahren, wie z. B.
Ultraschall-Übertragungen, bieten lediglich eine sehr begrenzte Signalbandbreite.
Daraus kann gefolgert werden, daß unter den gegenwärtigen Randbedingungen
der Entwurf von Funkempfängern noch an Bedeutung gewinnen wird.
1.2 Spezielle Aufgabenstellung
Mit dieser Arbeit soll erreicht werden, daß es einem Informationstechniker oder
einem IC-Designer ohne detaillierte Vorkenntnisse im Empfängerentwurf möglich
ist, einen den Anforderungen seiner Datenübertragungsaufgabe angemessenen
Empfänger für digitale Modulation zu spezifizieren. Dabei werden intensiv Zu-
sammenhänge von Einsatzzweck und -bedingungen sowie der Realisierung her-
ausgearbeitet. Insbesondere wird auf die Belange der Architekturauswahl und die
Spezifikation der einzusetzenden Blöcke eingegangen. Die für eine fundierte Aus-
wahl zu berücksichtigenden Randbedingungen, besonders auch die Wirkung und
Beherrschung der verschiedenen Störeinflüsse, werden erläutert und wesentliche
Abhängigkeiten und Wechselbeziehungen im Entwurfsablauf dargelegt. Es erfolgt
1
2 KAPITEL 1. EINLEITUNG
vorzugsweise eine Betrachtung von Empfängern für digitale Modulation, da diese
Empfängergruppe derzeit vorherrschend ist und eine weiter zunehmende Bedeu-
tung erlangen wird.
1.3 Vorgehensweise in der Arbeit
Um das im vorhergehenden Abschnitt umrissene Ziel zu erreichen, wird wie folgt
vorgegangen.
In Kapitel 2 erfolgt zunächst die Einführung wichtiger Grundlagen. Die ele-
mentaren Empfängeraufgaben werden dargestellt, und es erfolgt die Zusam-
menstellung eines Minimalempfängers. Nach der Präsentation der wesentlichen
Empfängerbausteine werden die drei grundsätzlichen Empfängerarchitekturen
vorgestellt: Mischend ohne Zwischenfrequenz, Mischend mit Zwischenfrequenz
und Abtastend. Daran anschließend werden die wichtigsten von den Grundformen
abgeleiteten Empfängerarchitekturen behandelt sowie ein Vergleich der praktisch
relevanten Empfängerarchitekturen angestellt. Weiterhin erfolgt in diesem Kapitel
die Einführung von wesentlichen digitalen Modulationsverfahren sowie eine de-
taillierte Betrachtung von für die Empfängercharakterisierung wichtigen Block-
kennwerten.
In Kapitel 3 wird eine für den Einsatz in dieser Arbeit geeignete Entwurfsstra-
tegie, der Top Down-Ansatz, ausgewählt. Weiterhin werden die zu lösenden Auf-
gaben jedes Entwurfsstadiums benannt und verallgemeinerte Schritte zur Lösung
von beliebigen Empfängerentwurfsaufgaben angegeben.
Das Kapitel 4 enthält die Ausführung der im vorhergehenden Kapitel darge-
stellten Entwurfsabfolge. Jeder einzelne Entwurfsschritt wird ausführlich anhand
seiner Randbedingungen und Auswirkungen erläutert. Dazu werden zunächst An-
haltspunkte für eine vertiefende Charakterisierung der Empfangsaufgabe sowie
zur Belegung von Freiheitsgraden, die möglicherweise in der Entwurfsaufgabe
vorhanden sind, dargelegt. Zu beachtende Einschränkungen, wie z. B. vorhandene
Störquellen bzw. gesetzliche Vorgaben, werden dabei mit besonderer Aufmerk-
samkeit behandelt. Darauf aufbauend folgt eine Beratung zur fundierten Auswahl
einer Empfängerarchitektur. Eine ausführliche Anleitung zur näheren Spezifika-
tion der durch die Architekturauswahl festgelegten einzusetzenden Schaltungs-
blöcke ist ein weiterer wesentlicher Bestandteil dieses Kapitels.
Das Kapitel 5 beinhaltet einen beispielhaften Schaltungsentwurf für einen Mi-
scher. Dieser Mischer wurde sowohl für den Einsatz in einer Superhet-, als auch
in einer Direktmischarchitektur optimiert. Die hierbei durchgeführten Betrachtun-
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gen werden als Anhaltspunkt für die Schaltungsoptimierung beliebiger Bausteine
wiedergegeben.
In Kapitel 6 findet sich die Vorstellung einer Methode zur Wiederverwendung
analoger Bausteine, mit deren Hilfe der Entwurf von Schaltungen deutlich effizi-
enter gestaltet werden kann. Hierbei werden sowohl Aspekte des Ablegens bzw.
Speicherns von Entwürfen, als auch sehr detailliert die Algorithmen zum Auffin-
den von Schaltungen in einer Datenbank dargestellt. Die Anwendung der hier vor-
geschlagenen Re-Use-Methode ist nicht auf Aufgaben beim Empfängerentwurf
beschränkt, sondern vielmehr allgemein für alle Auswahlvorgänge von analogen
Baugruppen geeignet.
In Kapitel 7 erfolgt die Anwendung der vorgeschlagenen Entwurfsschritte an-
hand zweier umfangreicher Beispiele. Dabei wird der komplette Entwurfsablauf
abgearbeitet und schrittweise veranschaulicht.
In Kapitel 8 werden wichtige Klassen von Simulationswerkzeugen und
ihr jeweiliger Einsatz vorgestellt. Dabei liegt der Schwerpunkt nicht auf einer
vollständigen Aufzählung verfügbarer Produkte. Stattdessen werden die wesent-
lichen Einsatzgebiete jeder Werkzeugklasse aufgeführt und Verfahrensschritte für
eine effektive Bearbeitung der Entwurfsaufgabe vorgeschlagen. Es wird ebenfalls
betrachtet, inwieweit beim Einsatz verschiedener Werkzeuge der Austausch von
Zwischenergebnissen unterstützt wird bzw. eine echte Interoperabilität möglich
ist.





Für die prägnante Darstellung der Arbeit eines Funkempfängers haben sich einige
Namen, die die jeweils betrachteten Frequenzbänder spezifizieren, eingebürgert.
Diese sind allgemein üblich und sollen hier lediglich kurz erläutert werden. Zur













Das Basisband ist der Frequenzbereich, in dem die Nutzinformation natürlicher-
weise vorliegt. In der Regel ist das Basisband nach dem Empfangsvorgang iden-
tisch zum originalen Basisband vor der Aussendung, sofern man hinzugekomme-
ne Störungen vernachlässigt.
2.1.2 Nutzband
Der Hochfrequenzbereich, der zur Übertragung der Information verwendet wird,
trägt die Bezeichnung Nutzband. Die Information, die das Basisband enthielt,
wird beim Senden ins Nutzband transformiert. Das Nutzband enthält häufig die
Informationen mehrerer Basisbandsignale. In diesem Fall wird jedem Basisband-
signal ein Nutzkanal zugeordnet, um die spätere Trennbarkeit zu gewährleisten.
Diese Zuordnung kann sich z. B. auf Frequenz, Zeit, Ort oder Informations-
inhalt beziehen. Die Empfangsaufgabe besteht darin, die Basisbandinformation
möglichst unverfälscht wiederzugewinnen.
2.1.3 Zwischenfrequenzband
Bei der Umsetzung vom Nutzband ins Basisband wird beim Superheterodyn-
empfänger (siehe Seite 18) ein Zwischenschritt eingefügt, die Umsetzung ins Zwi-
schenfrequenzband. Es enthält prinzipiell die selbe Information wie Nutz- bzw.
Basisband. Der Frequenzwert des Zwischenfrequenzbandes bestimmt sich zu
fZF = |fLO − fnutz|. (2.1)
2.1.4 Spiegelfrequenzband
Das Spiegelfrequenzband tritt bei der Umsetzung des Nutzbandes ins Zwischen-
frequenzband und damit nur beim Superheterodynempfänger in Erscheinung. Der
Inhalt des Spiegelfrequenzbandes verfälscht die gewünscht Information. Der Fre-
quenzwert des Spiegelfrequenzbandes bestimmt sich zu
fSP = fLO − fZF bei fLO < fnutz (2.2)
bzw. zu
fSP = fLO + fZF bei fLO > fnutz. (2.3)
Siehe dazu auch auf Seite 18 die Ausführungen zur Spiegelempfangsstelle.
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2.2 Empfängerbegriff
Ein Funkempfänger ist, allgemein betrachtet, eine Vorrichtung, um Informatio-
nen zu destillieren. Dabei werden im allgemeinen Fall die interessierenden Daten
aus einer Datenfülle herausgefiltert und geeignet zur Weiterverarbeitung gebracht
(siehe auch Abbildungen 2.2 und 2.3). Wie dies im Einzelnen geschieht, ist da-
bei im Prinzip unerheblich. Als Gütekriterien für einen Empfänger gelten dabei
folgende Punkte:
• hohe Selektion, also Wiedergabe nur der gewünschten Daten,
• geringe Datenverfälschung, z. B. durch Verzerrungen, Rauschen, Störungen
usw. sowie






















































Abbildung 2.2: Veranschaulichung der Aufgaben eines Funkempfängers
Zur Erfüllung der Empfangsaufgabe muß ein Empfänger eigentlich nur Fil-
tern und Demodulieren. Damit ergibt sich ein Minimalempfänger, wie er in Ab-
bildung 2.4 dargestellt ist. Praktisch ist eine ausreichende Filterung, also die
Erfüllung des Gütekriteriums
”
hohe Selektion“, bei den verwendeten Nutzband-
frequenzen nicht mit angemessenem Aufwand durchführbar, weswegen eine Fre-
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Abbildung 2.3: Veranschaulichung der Aufgaben eines Funkempfängers im Fre-
quenzbereich
großen Signalpegeln. Das Kriterium
”
geringe Datenverfälschung“ läßt sich nur
bei ausreichend großen Signalpegeln zufriedenstellend erfüllen. Deshalb wird
eine Verstärkung des Antennensignals vorgenommen. Ein praktisch einsetzba-
rer Empfänger besitzt demzufolge mindestens die in Abbildung 2.5 dargestellten
Komponenten.
Unter Realisierungsgesichtspunkten ist es vorteilhaft, gemäß Gütekriterium
”
geringer Aufwand“ relativ einfach herstellbare, für sich allein betrachtet den An-
forderungen nicht genügende Empfängerbausteine zu benutzen und so zu kom-
binieren, daß die Empfangsaufgabe trotzdem gelöst wird. Diese Kombination
der Empfängerbausteine wird gemäß den gültigen Randbedingungen stets anders
durchgeführt werden müssen, um brauchbare Ergebnisse zu erzielen. Die sich er-
gebenden Empfängerstrukturen werden Architekturen genannt. Unter den Punk-
ten 2.4 bis 2.6 werden die wichtigsten Empfängerarchitekturen vorgestellt und
verglichen.











Abbildung 2.5: Praktisch einsetzbarer Minimalempfänger
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2.3 Empfängerbausteine
Bevor mit der Betrachtung der Empfängerarchitekturen begonnen werden kann,
sollen die bei der Realisierung eines Funkempfängers üblichen Bausteine,
meist Blöcke genannt, vorgestellt werden. Die wichtigsten sind als einfacher










Abbildung 2.6: Übersicht über die wichtigsten Empfängerkomponenten
2.3.1 Antenne
Die Antenne ist eine unbedingt notwendige Empfängerkomponente. Sie nimmt
die elektromagnetische Energie des Funkfeldes auf und stellt sie der nachfolgen-
den Schaltung zur Verfügung. Oft hat sie eine Richtwirkung, d. h., sie bevorzugt
bestimmte Empfangsrichtungen und benachteiligt andere. Diese Eigenschaft kann
zur Störunterdrückung benutzt werden, sofern die Richtungsbeziehungen zwi-
schen Sender, Empfänger und Störer bekannt sind. Bei portablen Geräten ist dem-
nach solch eine Störunterdrückung schwierig durchführbar.
Die wichtigste Antennenkenngröße, der Antennengewinn, beruht auf der
Richtcharakteristik und ist das Maß, wie stark Signale der Vorzugsrichtung her-
vorgehoben werden. Der Antennengewinn ist vergleichbar mit einer Verstärkung.
Zum Vergleich dient der sogenannte Kugel- bzw. Isotropstrahler, der eine voll-
kommen gleichförmige Empfangscharakteristik aufweist. Diese Gleichförmigkeit
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ist in der Praxis schwer zu erreichen und meist auch nicht gewünscht. Eine Hertz-
sche Dipolantenne, die in vielen Fällen die Standardantenne darstellt, hat bereits
einen Antennengewinn von 2,15 dBi, also 2,15 dB bezogen auf eine isotropische
Antenne. Dieser Gewinn wird durch eine Richtwirkung erzielt, indem axial zum
Dipol weniger Leistung abgestrahlt bzw. empfangen wird. Meist wird der Anten-
nengewinn in dBi angegeben. Üblich ist jedoch auch die Angabe dBd für einen
Bezug auf den Hertzschen Dipol. Beide Größen unterscheiden sich um den oben
angegebenen Wert 2,15 dB. Im folgenden soll die Antenne nicht weiter betrach-
tet, sondern, wenn nicht ausdrücklich etwas anderes angegeben ist, stets ein an-
gepaßter Isotropstrahler angenommen werden. Für weitere Informationen wird
[STTH98] und [ROKR91] empfohlen.
2.3.2 Systemfilter
Das Systemfilter hat die wichtige Aufgabe der Vorselektion. Hier werden Signa-
le, die nicht zum gewünschten Empfangsband (Nutzband) gehören, gedämpft. Das
hat mehrere Vorteile. Die Folgestufen werden durch Störer weniger behindert. Die
Gesamtselektivität wird verbessert. Bei Empfängern, die ungewollte Empfangs-
stellen, also unerwünschte empfindliche Frequenzbereiche, aufweisen (Spiegel-
empfangsstellen, siehe auch auf Seite 18), wird die zuverlässige Funktion durch
Systemfilter überhaupt erst ermöglicht.
Systemfilter werden wegen der nötigen scharfen Übergänge zwischen
Durchlaß- und Sperrbereich als keramische Oberflächenwellenfilter (SAW-Filter,
surface acoustic wave) ausgeführt und sind generell schwierig zu integrieren.
Übliche Dämpfungswerte für keramische Systemfilter betragen ca. 2 dB im
Durchlaß- und mehr als 20 dB im Sperrbereich. Problematisch kann die soge-
nannte Weitabselektion sein, also die Unterdrückung spektral weit entfernter
Störanteile. Mitunter wird bei einigen Frequenzen die normalerweise vorhande-
ne Sperrdämpfung nicht erreicht. Besonders störend wirkt sich dieser Umstand
aus, wenn genau auf diesen Frequenzen eine Spiegelempfangsstelle liegt.
2.3.3 Vorverstärker
Falls sehr schwache Signale empfangen werden sollen, ist deren Verstärkung un-
bedingt notwendig. Dafür ist ein besonders rauscharmer Vorverstärker (LNA, low
noise amplifier) vorzusehen, der die Eingangssignale möglichst wenig verfälscht.
Bei geringen Empfängeranforderungen kann der Vorverstärker in vielen Fällen
weggelassen werden. Bei hohen Empfängeranforderungen muß er stets einstell-
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bar bzw. regelbar sein, um bei guten Empfangsverhältnissen die nachfolgenden
Komponenten nicht zu übersteuern. Nur so lassen sich hohe Linearitäts- und Dy-
namikanforderungen erfüllen.
Übliche Verstärkungswerte liegen zwischen ca. -5 dB im dämpfenden Zustand
und ca. +15 dB im verstärkenden Zustand.
Weitere wichtige Kenngrößen für einen LNA sind seine Linearitäts- (üblicher-
weise durch die Kennzahlen 1 dB-Kompressionspunkt, IP2 und IP3 ausgedrückt)
und Rauscheigenschaften (z. B. Noise Figure NF). Eine sehr umfangreiche Para-
meterdarstellung kann [JUM98] entnommen werden.
Einige Beispielrealisierungen integrierter LNA sind in Tabelle 2.1 dargestellt.
In dieser Tabelle wie auch in den folgenden Beispieltabellen wurden lediglich
ältere Forschungsergebnisse aufgenommen. Das erfolgte, weil verläßliche Infor-
mationen über realistische Serienparameter integrierter Blöcke, abgesehen von oft
dürftigen Datenblattangaben, schwierig zu erhalten sind. Außerdem liefern aktu-
elle Spitzenwerte von Labormustern ebenfalls keine praktisch verwertbaren Er-
gebnisse. Die in den Tabellen genannten Ergebnisse hingegen sind heute bei ver-
besserter Technologie mit hoher Sicherheit auch in größeren Serien erreichbar.
Tabelle 2.1: Wichtige Eigenschaften beispielhaft ausgewählter integrierter LNA
Quelle [SHLE97] [WUHS97]
Technologie 0,6 µm CMOS 0,8 µm CMOS
UCC in V 1,5 3
PCC in mW 30 78
fm in MHz 1500 869 . . . 893
v in dB 22 17
NF in dB 3,5 6
IIP3 in dBm −9,3 −14
1 dBCP in dBm −22 −30
2.3.4 Lokaloszillator
Der Lokaloszillator stellt eine Hilfsfrequenz bereit, die zum Verschieben der
gewünschten Empfangssignale im Mischer dient. Die Auslegung des Lokaloszil-
lators hängt unmittelbar mit den Anforderungen des Mischers zusammen. So kann
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die Amplitudenform des Lokaloszillatorsignals optimal an dessen Verwendung
angepaßt werden. Verbreitet sind Rechteck- und Sinusform, wobei die erstere in
Empfängern dominiert.
Die Schwingfrequenz kann einstellbar sein. Für die Bearbeitung verschiede-
ner Empfangskanäle ist diese Eigenschaft obligatorisch, falls nicht mehrere Lo-
kaloszillatoren benutzt werden. Zur Einstellung dient meist ein Phasenregelkreis
(PLL), in dem die aktuelle LO-Frequenz mit einer Referenz verglichen und eine
Korrekturgröße abgeleitet wird.
Die wichtigste Eigenschaft des Lokaloszillators, neben seiner Schwingfre-
quenz und Ausgangsleistung, ist seine spektrale Reinheit. Diese soll sowohl für
lange Zeiträume konstant sein, also geringe Alterungserscheinungen und Tempe-
raturabhängigkeiten aufweisen, als auch für kurze Zeiträume stabil sein, was sich
in geringem Phasenrauschen zeigt.
Einige Beispielrealisierungen integrierter LO sind in Tabelle 2.2 dargestellt.
Es gelten die gleichen Anmerkungen zur Auswahl der Tabelleneinträge wie beim
Vorverstärker.
Tabelle 2.2: Wichtige Eigenschaften beispielhaft ausgewählter integrierter Lokal-
oszillatoren
Quelle [RRRA96] [CXST97] [KASZ95]
Technologie 1,0 µm CMOS 0,7 µm CMOS 1,2 µm CMOS
UCC in V 3 ? 5
PCC in mW 30 6 7,4
fm in MHz 790 . . . 910 1650 . . . 1870 900
pLO in dBm ? −20 ?
Nφ in dBc/Hz −85 (100) −98 (100) −83 (100)
(Abstand in kHz) −116 (600)
2.3.5 Mischer
Der Mischer setzt die Empfangssignale mit Hilfe des LO-Signales in einen ande-
ren Frequenzbereich um.
Es gibt aktive und passive Mischer. Aktive Mischer bieten prinzipiell eine
Mischverstärkung, passive keinesfalls. Passive Mischer brauchen im allgemeinen
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einen höheren Lokaloszillatorpegel als aktive Mischer. In vielen Fällen ist die Li-
nearität passiver Mischer besser, vor allem bei höchsten Frequenzen.
Aktive Mischer können sowohl als geschalteter Mischer als auch als linea-
rer Multiplizierer ausgeführt sein. Die geschaltete Variante ist für Empfänger
üblicher. Dadurch wird ein besseres Rauschverhalten und eine höhere Misch-
verstärkung erreicht. Die entstehenden parasitären Mischprodukte, also die unge-
wollten Oberwellen, lassen sich durch die nachfolgenden Filter relativ problemlos
entfernen.
Der Mischer spielt in vielen Empfängerarchitekturen die zentrale Rolle. Ins-
besondere kann ein ungeeigneter Mischer spezielle Architekturen von vornher-
ein ausschließen. Wichtige Kenngrößen in diesem Zusammenhang sind die para-
sitären Nichtlinearitäten, die Entkopplung der Mischeranschlüsse und der erlaubte
Dynamikbereich.
Einige Beispielrealisierungen integrierter Mischer sind in Tabelle 2.3 darge-
stellt. Weitere Betrachtungen zum Mischer werden im Abschnitt 5.2 ab Seite 102
präsentiert.
Tabelle 2.3: Wichtige Eigenschaften beispielhaft ausgewählter integrierter Mi-
scher
Quelle [CRST95] [CRAA93] [FHM97]
Technologie 1,2 µm CMOS 1,0 µm CMOS 25 GHz-Si
UCC in V ? 5 5
PCC in mW 1,3 ? 50,5
fRF in MHz 0 . . . 1500 ≤ 1000 900
v in dB (pLO in dBm) 18 (12) −6 7,5 (−10)
NF in dB 24 . . . 32 18 7,5 . . . 16,7
IIP3 in dBm 45,2 27 2,5
1 dBCP in dBm ? 12 ?
2.3.6 Kanalfilter
Um wirklich nur die gewünschten Signale zu empfangen, sind alle anderen zu
unterdrücken. Das Systemfilter kann diese Aufgabe allein nicht bewältigen. Das
Kanalfilter bewerkstelligt die weitere Unterdrückung der Störsignale.
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Das Kanalfilter arbeitet bei einer niedrigen Frequenz, bei welcher die er-
forderlichen Filterkennwerte überhaupt erst erreichbar sind. Je nach gewählter
Empfängerarchitektur muß das Kanalfilter unterschiedlich ausgeführt werden.
Verbreitet werden SAW-Filter und aktive Tief- bzw. Bandpaßfilter eingesetzt.
Je nach Einsatzgebiet sind die Anforderungen an Kanalfilter sehr hoch. Oft
ist eine Filterkaskade einzusetzen. Dabei muß besonders auf die parasitäre Kopp-
lung vom Kaskadeneingang auf den -ausgang geachtet werden. Kanalfilter sind
besonders stark an den Empfangszweck und die gewählte Empfängerarchitektur
anzupassen, woraus ein erheblicher Entwicklungsaufwand resultiert. Aus diesem
Grund ist auch die Angabe allgemeiner Eckdaten für Kanalfilter nicht möglich.
Für passive keramische Filter oder Filter nach dem SAW-Prinzip existieren als
Datenquelle die Datenblätter der Hersteller. Beispielhaft sei [VEC00] genannt.
Für den klassischen Filterentwurf existieren ebenfalls viele Bücher. Das bekann-
teste im deutschen Sprachraum dürfte [SAEN88] sein. Für den Entwurf aktiver
Filter kann [WAN91] und [MIL92] empfohlen werden. Beispielhafte Realisierun-
gen aktiver integrierter Kanalfilter sind in Tabelle 2.4 dargestellt.




UCC in V 5 3,3
PCC in mW 2,5 19,5
fg in kHz 560, fB = 70 kHz 215
∆anutz in dB ≤ 4,5 ≤ 2
astör in dB 20 (1200) 50 (300)
(Abstand in kHz) 50 (6000)
Naus in dBm/Hz −103 −130
IIP2 in dBm ? 60
IIP3 in dBm 22 30
2.3.7 Regelbarer Verstärker
Eine nutzbringende Weiterbehandlung der empfangenen Signale ist nur möglich,
wenn diese innerhalb eines schmalen Pegelbereiches liegen. Um das empfange-
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ne Signal derartig zu beeinflussen, werden regelbare Verstärker eingesetzt. Dabei
muß die Regelung in kleinen Stufen möglich und genau dosierbar sein. Üblich ist
eine Stufung in 3 dB-Schritten.
In Empfängerarchitekturen mit Zwischenfrequenzen werden regelbare
Verstärker in den verschiedenen Frequenzbereichen benutzt. Der Vorteil liegt
darin, daß parasitär eingekoppelte Signalbestandteile aus Verstärkerstufen, die bei
einer anderen Frequenz arbeiten, durch die vorhandenen Filter leicht unterdrückt
werden können. In Architekturen mit nur einer Frequenzumsetzung, z. B. im
Direktmischempfänger oder dem Empfänger mit niedriger Zwischenfrequenz, ist
der Einsatz von regelbaren Verstärkern bei verschiedenen Frequenzen schwieriger
möglich, da ein LNA üblicherweise nicht feinstufig regelbar ist. In diesem Fall
muß auf die Reduzierung von Koppeleinflüssen besonders geachtet werden, denn
nahezu die gesamte Verstärkung findet im Basisband statt.
Ähnlich wie beim Kanalfilter hängt die konkrete Verstärkerauslegung sehr
stark von der gewählten Empfängerarchitektur und dem Empfangszweck ab. Des-
halb werden keine allgemeinen Daten angegeben.
2.3.8 Analog-Digital-Wandler
Ein Analog-Digital-Wandler ist bei der Verarbeitung der Empfangssignale in ei-
nem Prozessor notwendig. Da dieser Fall für aktuelle Kommunikationssysteme
der Standard ist, gehört auch dieser Block prinzipiell zum Empfänger. Oft wird
er jedoch beim Empfängerentwurf nicht mehr mit bearbeitet, da Analog-Digital-
Wandler selbst sehr aufwendig sind. In dieser Arbeit soll er nur am Rande be-
trachtet werden.
2.3.9 Weitere Blöcke




gehören. Diese Blöcke haben mit der eigentlichen Empfangsaufgabe nur mittelbar
zu tun, jedoch sind sie nicht weniger wichtig als die eben beschriebenen Baustei-
ne. Von einer tieferen Betrachtung soll hier jedoch abgesehen werden.
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2.4 Grundlegende Empfängerarchitekturen
Grundsätzlich gibt es drei verschiedene Empfangsprinzipien, denen entsprechen-
de Architekturen zugeordnet werden können. Dabei handelt es sich um
1. Signalgewinnung im Basisband ohne Nutzung einer Zwischenfrequenz,
2. Signalgewinnung im Basisband mit Nutzung von Zwischenfrequenzen und
um
3. Signalgewinnung im Nutzband.
In der Entwicklungsgeschichte wurde zuerst das erstgenannte Empfangsprin-
zip realisiert. Die in der Pionierzeit des Rundfunks benutzten Detektorempfänger
hatten noch keine besondere Mischstufe, sondern richteten einfach das grob selek-
tierte Empfangssignal gleich. Bei der verwendeten analogen Amplitudenmodula-
tion mit zwei Seitenbändern und vorhandenem Träger sowie ohne Anwesenheit
von Störsignalen war diese Realisierung möglich.
Bei den heutigen hohen Anforderungen an die Selektionseigenschaften und
den üblichen komplexen Modulationsverfahren werden die genannten Empfangs-
prinzipien hauptsächlich durch Direktmisch-, Superheterodyn- bzw. in einge-
schränktem Umfang durch Direktabtastempfänger realisiert. Die Grundformen
dieser Empfängerarchitekturen sollen nachfolgend vorgestellt werden.
2.4.1 Direktmischempfänger
Das Konzept des Direktmischempfängers (engl. direct conversion receiver, DCR)
greift das älteste realisierte Empfangsprinzip auf. Hierbei wird das gewünschte
Empfangsband zunächst vorselektiert. Dann wird es durch Multiplikation mit ei-
nem periodischen Hilfssignal in der Weise frequenzverschoben, daß die Informa-
tion in direkt nutzbarer Form im Basisband vorliegt. Das periodische Hilfssignal
hat hier die gleiche Grundfrequenz wie der Informationsträger.
Vorteilhaft beim Direktmischprinzip sind die relativ wenigen benötigten Kom-
ponenten. Der Kanalfiltertiefpaß kann wegen der niedrigen Basisbandfrequenzen
aktiv und damit voll integrierbar ausgeführt werden. Die Hilfsfrequenzbereitstel-
lung ist nur einmal notwendig. Die problematische Verstärkung hochfrequenter
Signale, die bei ausreichender Linearität einen hohen Strombedarf hat, wird weit-
gehend vermieden, da der Hauptbeitrag der Verstärkung im Basisband geleistet
wird.










Abbildung 2.7: Direktmischempfänger – Prinzip
Ein Problem beim Direktmischempfänger ist die schwierig zu unterdrücken-
de Abstrahlung der Frequenz des Lokaloszillators. Weiterhin wird, bedingt durch
parasitäre Kopplungen innerhalb der Empfängerstrukturen, durch nichtlineare Ef-
fekte vor allem im Mischer und durch Phasenunterschiede zwischen Signalträger
und Lokaloszillator eine variable Basisbandstörung verursacht, der sogenannte
dynamische DC-Offset (vgl. [JEH98]).
Durch Verminderung der parasitären Verkopplung und Verwendung besonders
linearer und rückwärtsisolierender Mischer und Verstärker können beide Effekte
vermindert und beherrscht werden. Zur möglichst vollständigen Unterdrückung
des dynamischen DC-Offsets ist dessen Beachtung schon zu Beginn des Entwur-
fes unumgänglich. Das Hauptaugenmerk muß dabei auf dem Mischer liegen. Des-
sen Nichtlinearitäten 2. Ordnung bewirken eine Quadrierung der Eingangssignale
mit der Wirkung, daß sämtliche amplitudenvariablen Anteile ins Basisband trans-
formiert werden.
Um gute Empfangsergebnisse erzielen zu können, muß der Lokaloszillator
prinzipbedingt eine hohe spektrale Reinheit mit sehr guter Kurzzeitstabilität, also
geringes Phasenrauschen, aufweisen. Die notwendigen Selektionseigenschaften
müssen durch entsprechend aufwendige Basisbandfilter sichergestellt werden.
Diese Bedingungen und Schwierigkeiten, die sich mit den steigenden Anfor-
derungen an Empfänger immer deutlicher zeigten, ließen sich anfangs kaum zu-
friedenstellend lösen. So wurde ein anderes Empfangsprinzip erdacht, das des Su-
perheterodynempfängers. Heute sollen Empfänger jedoch sehr oft monolithisch
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integriert werden. Vor diesem Hintergrund gewinnt der Direktmischempfänger
wieder stark an Bedeutung, was auch seine ausführliche Diskussion in dieser Ar-
beit (siehe Abschnitte 7.1 und 7.2) rechtfertigt. Bei einer monolithischen Inte-
gration sind wesentlich engere relative Bauelementetoleranzen wirtschaftlich rea-
lisierbar, so daß die erwähnten Probleme leichter als in den Anfangsjahren des
Empfängerdesigns lösbar sind.
2.4.2 Superheterodynempfänger
Wegen der hohen Selektionsforderungen und der schwer beherrschbaren Entkopp-
lung der Bauelemente beim Direktmischempfänger (im Basisband eines Direkt-
mischempfängers ist eine Nutzsignaldynamik von mehr als 80 dB normal) wurde
eine Lösung gesucht, die weniger starke Anforderungen mit sich bringt.
Diese Lösung war der Superheterodynempfänger, auch Superhet oder kurz
Super genannt. Hier wird das Empfangsband nach der Vorselektion zunächst in
eine Zwischenfrequenz umgesetzt und erneut gefiltert. Diese Zwischenfrequenz
wird dann analog zum Direktmischempfänger weiter bearbeitet. Dabei verteilen
sich die Verstärkungs- und Selektionsbeiträge auf die einzelnen Stufen bei je-
weils unterschiedlichen Frequenzen, so daß auch parasitäre Kopplungen zwischen
den Stufen unproblematisch sind. Die Signaldynamik in der dem Direktmisch-
empfänger entsprechenden Stufe liegt üblicherweise unter 40 dB. Dadurch ergibt
sich der Vorteil, daß die Verstärkungs-, Linearitäts- und Selektionsanforderungen
an die Einzelbauelemente im allgemeinen nicht so hoch wie beim Direktmisch-
empfänger sind.
Nachteilig ist, daß der Superheterodynempfänger einen zweiten empfangs-
empfindlichen Frequenzbereich aufweist. Diese sogenannte Spiegelempfangsstel-
le, vgl. dazu auch Abschnitt 2.1.4 auf Seite 5, muß sehr sorgfältig unterdrückt
werden. Das ist ein Hauptproblem beim Entwurf eines Superhet. Weiterhin besitzt
er, verglichen mit dem Direktmischempfänger, wesentlich mehr Baublöcke. Das
Zwischenfrequenz-Kanalfilter ist wegen des notwendigen schmalen Überganges
vom Durchlaß- zum Sperrbereich heute meist keramisch bzw. als Oberflächen-
wellenfilter ausgeführt und widersetzt sich so allen Integrationsbemühungen. Die
Lokaloszillatorfrequenzen müssen sorgfältig ausgewählt werden, um weitere Ne-
benempfangsstellen auszuschließen.
Um insbesondere die Problematik der Spiegelempfangsstelle sicher zu lösen,
werden mitunter Doppelsuperhetempfänger (siehe auch Seite 25) mit einer zwei-
ten Zwischenfrequenz eingesetzt. Hierbei finden zusätzliche Bauelemente zur
Realisierung der Empfangsaufgabe Verwendung. Elegant sind Lösungen, bei de-
nen die Spiegelfrequenz eines Superhet in leere Frequenzbereiche gelegt wird.
















Abbildung 2.8: Superheterodynempfänger – Prinzip
Leider kann die Eigenschaft
”
leer“ meist nicht für alle Einsatzgebiete garantiert
werden.
Der Superhet ist auch heute noch der verbreitetste Empfängertyp. Allerdings
bleibt der Nachteil bestehen, daß insbesondere die derzeitig üblichen Kanalfilter
nicht integrierbar sind.
2.4.3 Direktabtastempfänger
Der Direktabtastempfänger verwirklicht die Signalgewinnung im Nutzband. Er ist
in seiner Realisierung aufwendig. Das Prinzip jedoch ist sehr einfach. Das kom-
plette an der Antenne vorliegende Empfangssignal wird mittels Analog-Digital-
Wandler abgetastet und einer Weiterverarbeitung durch digitale Signalprozessoren
zugänglich gemacht. Sämtliche Verstärkung, Selektion und Demodulation wird
programmgesteuert im Prozessor erledigt.
Durch diese Vorgehensweise kann sehr flexibel auf unterschiedlichste Stan-
dards oder Veränderungen von Empfangsparametern reagiert werden. Ein weiterer
Vorteil ist, daß die Störeinflüsse, die analoge Baublöcke dem Empfangssignal hin-
zufügen, auf diese Weise nahezu vollständig vermieden werden können. Lediglich
die vor dem Analog-Digital-Wandler liegenden Selektions- und Verstärkerblöcke
können das gewünschte Signal noch verfälschen.
Der gravierendste Nachteil dieses Empfangsprinzipes ist der zum heutigen











Abbildung 2.9: Direktabtastempfänger – Prinzip
Zeitpunkt sehr hohe Realisierungsaufwand. Gemäß Abtasttheorem von Shannon
muß die Abtastrate mehr als doppelt so hoch sein wie die höchste abzutastende
Signalfrequenz. Wandler, die heute für Kommunikationssysteme relevante Fre-
quenzen mit entsprechender Dynamik (ca. 100 dB) verarbeiten können, sind ge-
genwärtig kaum zu beziehen. Auch die notwendige Rechenleistung zur Verarbei-
tung des anfallenden Datenstromes ist sehr hoch und erfordert derzeit den Einsatz
mehrerer parallel arbeitender Signalprozessoren.
Zum gegenwärtigen Zeitpunkt gibt es nur wenige Anwendungsfälle für die-
ses Empfangsprinzip. Es beschränkt sich auf nicht zu hohe Signalfrequenzen
bei gleichzeitig höchster Flexibilität in der Anwendung. Mit fortschreitender
Entwicklung der Schaltkreistechnologie und der damit verbundenen Erhöhung
der verarbeitbaren Signalfrequenzen wird sich diese Empfangstechnologie wahr-
scheinlich weiter verbreiten.
2.5 Varianten und Kombinationen von Empfänger-
architekturen
2.5.1 Empfänger mit Unterabtastung
Eine wesentlich leichter realisierbare Variante eines Abtastempfängers stellt der
Funkempfänger mit Unterabtastung dar. Das Grundprinzip ist, daß nicht mehr die
höchste Frequenz des Nutzbandes als Grundlage für die Bestimmung der Abtast-
frequenz genutzt wird, sondern lediglich die höchste Frequenz des Basisbandes.
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Dadurch wird das Abtasttheorem scheinbar verletzt. Doch in Bezug auf das
Basisband bleibt das Abtasttheorem erfüllt, da beim Empfänger mit Unterabta-
stung die Abtastfrequenz mehr als doppelt so hoch wie die höchste Basisbandfre-
quenz eingestellt wird. Die im Basisband enthaltene Information läßt sich dem-
nach zurückgewinnen.
Bei der Unterabtastung muß ein steilflankiges Bandpaßfilter die Bandbegren-
zung des Nutzbandes sicherstellen. Sein Durchlaßband muß schmaler als die hal-
be Abtastfrequenz der Wandler sein und es muß eine ausreichende Stördämpfung
bieten, um die Entstehung von Störungen durch Aliasfrequenzen zu verhindern.
Aliasfrequenzen werden Störprodukte genannt, welche durch die Abtastung aus
anderen Bändern als dem Nutzband ins Basisband transportiert wurden. Dabei ist
kennzeichnend, daß es im Basisband nicht möglich ist, den ursprünglichen Fre-
quenzbereich der Störer anzugeben, denn durch die Abtastung ist jede Frequenz
f mit
f = i · fT ± falias (2.4)
eine potentielle Quelle der Aliasfrequenz falias. Dabei ist i ein ganzzahliger Fak-











Abbildung 2.10: Unterabtastempfänger – Prinzip
Man kann, um Selektionsaufwand zu sparen, auch eine entsprechend höhere
Abtastfrequenz vorsehen. Der Aufwand hinsichtlich Abtastrate und Prozessorlei-
stung bleibt dennoch deutlich geringer als bei der Direktabtastung. Die Variabi-
lität ist demgegenüber aber auch reduziert, denn die freie Wahl des Nutzbandes
ist aufgrund der Vorfilterung nicht mehr möglich.
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2.5.2 Empfänger mit Zwischenfrequenzabtastung
Eine weitere Variante des Abtastempfanges stellt die Zwischenfrequenzabtastung
dar. Hier wird die Frequenzherabsetzung und ein Großteil der Selektion wie beim
herkömmlichen Superhet bewerkstelligt. Je nach Auslegung kann die Kanalaus-
wahl im Digitalteil oder auch in der Analogstruktur erfolgen. Im ersten Fall ist
deutlich mehr Rechenleistung erforderlich, etwa vergleichbar mit der Rechenlei-
stung bei Unterabtastung. Im zweiten Fall ist deutlich weniger Rechenleistung
















Abbildung 2.11: Zwischenfrequenz-Abtastempfänger – Prinzip
Beim Empfänger mit Zwischenfrequenzabtastung muß auf jeden Fall das Pro-
blem der Spiegelfrequenzunterdrückung beachtet werden. Störanteile, die aus dem
Spiegelfrequenzband herrühren, können mittels digitaler Signalverarbeitung nicht
entfernt werden. Dieses Empfängerkonzept eignet sich vor allem bei aufwendigen
oder stark unterschiedlichen Demodulationsvorschriften, wie sie in Mehrnorm-
Empfängern vorkommen.
Die Zwischenfrequenzabtastung kann als Unterabtastung gemäß der im vor-
hergehenden Punkt beschriebenen Eigenschaften ausgeführt sein. Kennzeichnen-
des Merkmal der hier beschriebenen Architektur ist das Vorhandensein minde-
stens einer herkömmlichen Mischstufe.
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2.5.3 Empfänger mit niedriger Zwischenfrequenz
Empfänger mit niedriger Zwischenfrequenz sind vorwiegend unter ihrem engli-
schen Namen
”
Low-IF-Receiver“ (low intermediate frequency receiver) bekannt.
Niedrig heißt in diesem Zusammenhang, daß die Zwischenfrequenz im Bereich
der hohen Basisbandfrequenzen liegt. Dadurch befindet sich die Spiegelfrequenz
in der Regel innerhalb des Nutzbandes.
Der Ansatz besteht darin, die Spiegelfrequenzunterdrückung durch geeignete
Signalkombinationen zu bewerkstelligen und gleichzeitig eine sehr niedrige Zwi-
schenfrequenz, die sich gut nachbearbeiten läßt, bereitzustellen. Je nach Anord-
nung von Trägerfrequenz und Lokaloszillatorfrequenz ergibt sich das gewünschte
















Abbildung 2.12: Empfänger mit niedriger Zwischenfrequenz – Prinzip
Der Vorteil dieser Lösung ist ein weitgehend integrierbarer Empfänger, da
die Kanalselektion bei sehr tiefen Frequenzen ähnlich wie beim Direktmisch-
empfänger durch aktive Filter bewerkstelligt werden kann. Dynamischer DC-
Offset wird nicht so störend wirksam wie beim Direktmischempfänger.
Nachteilig ist, daß ähnlich wie beim Direktmischempfänger eine
Lokaloszillator-Abstrahlung verhindert werden muß. Problematisch für den
praktischen Einsatz ist die Tatsache, daß aufgrund von Herstellungstole-
ranzen beim Quadraturnetzwerk, welches die funktionell notwendigen 90◦-
Phasenverschiebungen erzeugt, für die Spiegelfrequenzunterdrückung kein bes-



































Abbildung 2.13: Spiegelfrequenzisolation in Abhängigkeit vom Phasen- und Am-
plitudenfehler eines Quadraturnetzwerkes
serer Wert als etwa 40 dB bzw. ohne Abgleichmaßnahmen weniger als ca. 30 dB
erreichbar ist. Für hohe Anforderungen genügt dies nicht.
Die Abhängigkeit der Spiegelfrequenzunterdrückung vom Phasen- und Am-
plitudenfehler wird aus Abbildung 2.13 ersichtlich. Der formale Zusammenhang
lautet [LAN96]
aSP = 10 · log
1 + 10A/10 + 2 · 10A/20 · cos(Φ)
1 + 10A/10 − 2 · 10A/20 · cos(Φ) , (2.5)
wobei aSP die erreichbare Spiegelfrequenzunterdrückung und A die Amplituden-
abweichung in dB sowie Φ den Phasenfehler des Phasenschiebers darstellt.
2.5.4 Empfänger für Quadraturmodulation
Aus Gründen der Frequenzökonomie ist es heute unumgänglich, die vorhande-
ne Bandbreite möglichst voll auszunutzen, also eine hohe Bandbreiteneffizienz
zu erzielen. Dazu ist es günstig, die Modulationsseitenbänder mit unterschiedli-
chen Informationen zu belegen. Dazu wird die Inphase- und die Quadraturpha-
sekomponente des Signals getrennt bearbeitet. Anschließend werden beide Teile
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kombiniert. Der Empfang gestaltet sich entsprechend. Die Inphase- und Quadra-
turphasekomponenten werden separat aufbereitet und anschließend wird die ur-
sprüngliche Information rekonstruiert. Inphase- und Quadraturphasekomponente
werden in der komplexen Zahlenebene als Real- und Imaginärteil dargestellt (vgl.
auch Abschnitte 2.7.3 und 2.7.4 ab Seite 31).
Alle hier vorgestellten Empfängerkonzepte lassen sich für den Einsatz für
Quadraturmodulation erweitern. Die Modifikation erfolgt so, wie es beim
Empfänger mit niedriger Zwischenfrequenz beispielhaft gezeigt wurde. Die
letzte Mischstufe wird mit jeweils 90◦ phasenversetzten Lokaloszillatorsignalen
angesteuert. Die Mischprodukte werden nochmals um 90◦ gegeneinander phasen-
verschoben. Durch Addition bzw. Subtraktion der so behandelten Signale kann
jetzt die Inphase- bzw. die Quadraturphasekomponente ausgewählt werden. Zu
beachten ist, daß sich wegen der doppelten Ausführung der letzten Mischerstufe
der schaltungstechnische Aufwand gegenüber einfachen Modulationsverfahren
erhöht.
Für eine Übersicht zu einigen digitalen Modulationsverfahren wird auf Ab-
schnitt 2.7 ab Seite 26 verwiesen.
2.5.5 Doppelsuperheterodynempfänger
Bei einem Doppelsuperheterodynempfänger sind zwei Zwischenfrequenzen vor-
handen. Die Werte der Zwischenfrequenzen sind derart zu wählen, daß sich so-
wohl die Kanalselektion als auch die Spiegelfrequenzunterdrückung gegenüber
einem einfachen Superhet vereinfacht. Besonders vorteilhaft ist es, wenn die erste
Zwischenfrequenz bei einer höheren Frequenz als das Nutzband liegt. Dadurch
fällt die Spiegelfrequenz in einen weit von Nutzband entfernten Bereich. So kann
mit vergleichsweise einfachen Filtern eine ausreichende Kanalselektion, Weitab-
selektion und Empfindlichkeit erreicht werden. Der Doppelsuperhet wird häufig
benutzt, wenn höchste Anforderungen an die Empfangseigenschaften gestellt wer-
den und der höhere Entwurfsaufwand demgegenüber gerechtfertigt werden kann.
Der hohe Realisierungsaufwand ist der größte Nachteil dieses Empfänger-
prinzipes. Es werden, sofern nicht die zweite Zwischenfrequenz abgetastet wird,
drei Lokaloszillatoren benötigt. Daraus resultiert ein hoher Energiebedarf beim
Betrieb. Die als keramische Oberflächenwellenfilter ausgeführten Zwischenfre-
quenzfilter setzen Grenzen in der minimal erreichbaren Baugröße.
Entscheidend beim erfolgreichen Entwurf eines einsetzbaren Doppelsuperhe-
terodynempfängers ist das sorgfältige Aufstellen des Frequenzplanes. Dabei sind
die Lokaloszillatoren in ihren Frequenzen so einzustellen, daß potentielle Störer
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weder auf Vielfachen der Oszillatorfrequenzen noch auf ihren Mischprodukten
liegen. Da drei Lokaloszillatoren vorhanden sind, ist diese Aufgabe nicht trivial.
Die größte Schwierigkeit dabei ist das Vorhersehen von potentiellen Störern, die
während der Betriebszeit des Empfängers, auch unter Berücksichtigung möglicher
wechselnder Einsatzorte, relevant werden können.
2.6 Architekturvergleich
In den soeben gegebenen Ausführungen wurden die jeweiligen Vor- und Nach-
teile der jeweiligen Empfängerarchitekturen bereits genannt. Zur Erhöhung der
Übersichtlichkeit gibt Tabelle 2.5 eine Zusammenfassung.
In dieser Arbeit sollen vor allem Direktmischempfänger und Empfänger nach
dem Superhetprinzip untersucht werden. Alle methodischen Hinweise lassen sich
jedoch entsprechend auf andere Empfängerkonzepte übertragen. Der Direktmi-
schempfänger wurde ausgewählt, weil dieser Ansatz für eine monolithische Inte-
gration sehr interessant ist und wegen des potentiell niedrigen Energiebedarfs für
mobile Geräte sehr gut geeignet erscheint. Der Superheterodynempfänger wurde
wegen seiner weiten Verbreitung und zur Demonstration der spezifischen Proble-
me dieser Architektur, z. B. der Spiegelempfangsstelle, ausgewählt.
2.7 Wichtige digitale Modulationsverfahren
Unter digitaler Modulation soll die Beeinflussung eines Trägers mit digitalen Si-
gnalen verstanden werden. Zur Beeinflussung stehen Amplitude, Frequenz und
Phase des Trägers jeweils einzeln oder auch kombiniert zur Verfügung. Im folgen-
den sollen einige der wichtigsten digitalen Modulationsverfahren näher vorgestellt
werden. Weiterführende Informationen bieten z. B. [KAM96] und [MÄU95].
2.7.1 Amplitudenumtastung ASK
Die ASK (amplitude shift keying, Amplitudenumtastung) ist die einfachste Art
der digitalen Modulationsverfahren. Meist wird sie als OOK (on off keying, Ein-
Aus-Umtastung) realisiert. Eine ASK läßt sich wie folgt beschreiben
xASK(t) = A(t) · cos(ω0 · t + Φ0), (2.6)
wobei A(t) den dem jeweiligen Bitwert zugeordneten Amplitudenwert und Φ0 die
Anfangsphase des Trägersignals darstellt.
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Mit der Veranschaulichung von Abbildung 2.14 läßt sich die Bitfehlerrate ei-
ner ASK bei optimaler Demodulation wie folgt bestimmen, wobei vorausgesetzt
wird, daß beide Phasenzustände mit gleicher Wahrscheinlichkeit auftreten. Opti-
male Demodulation ist gegeben, wenn vom Trägersignal die absolute Phasenlage
bekannt ist1 und Kanalfehler vollständig unterdrückt werden. Praktische Bitfeh-
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Abbildung 2.14: Phasenbeziehung bei ASK





Bei gleichen Datenwahrscheinlichkeiten gilt bei Auftreten der Rauschgröße n für
die Bitfehlerwahrscheinlichkeit
Pb = P{n < −d | d1} = P{n > d | d0}. (2.8)
Bei Annahme einer Gaußverteilung für die Rauschgröße n kann man schreiben

























1In diesem Fall spricht man von kohärenter Demodulation. Absolute Trägerphaseninformatio-
nen können z. B. durch die Aussendung und Wiedergewinnung von bekannten Trainingssequenzen
gewonnen werden.











Ein Fehler tritt genau dann ein, wenn die Leistung des Rauschprozesses die
Signalleistung











mit sign(d0) = sign(d1) (2.13)
=




mit sign(d0) 6= sign(d1) (2.14)
übersteigt.
Faßt man die Ergebnisse (2.11) und (2.13) bzw. (2.14) zusammen, erhält man































 mit sign(d0) 6= sign(d1), (2.16)
wobei σ2n = N die wirksame Rauschleistung bezeichnet, welche nur bei Vorhan-
densein einer Bandbegrenzung sinnvoll angegeben werden kann.






























 mit sign(d0) 6= sign(d1).
(2.18)
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Dabei bezeichnet N0/2 die Leistungsdichte des weißen Rauschprozesses und Esi
die Signalenergie der jeweiligen Bits. Der Zusammenhang von N und N0 wird






df = N0 · fg (2.19)
beschrieben.
Verwendet man OOK und ordnet dem Null-Bit die Energie 0 und dem Eins-Bit












Mittels einer ASK kann < 1 bit/s
Hz
übertragen werden. Eine ausführlichere Be-
handlung der spektralen Eigenschaften folgt im Abschnitt 2.7.8.
Der Vorteil einer ASK ist, insbesondere bei einer OOK-Realisierung, der ge-
ringe Aufwand bei der Umsetzung. Nachteilig ist die gegenüber anderen Verfah-
ren schlechte Bandbreiteneffizienz und die relativ hohe Bitfehlerrate.
2.7.2 Phasenumtastung PSK
Die einfache zweistufige PSK (phase shift keying, Phasenumtastung), die an die-
ser Stelle betrachtet werden soll, ist prinzipiell eine bipolare ASK. Dementspre-
chend lautet die Beschreibung
xPSK(t) = A±(t) · cos(ω0 · t + Φ0), (2.21)
wobei A±(t) den vorzeichenalternierenden Amplitudenwert und Φ0 die Anfangs-
phase des Trägersignals darstellt.
Abbildung 2.15 veranschaulicht die Phasenbeziehungen bei PSK. Die Bestim-
mung der Bitfehlerrate erfolgt unter Verwendung der Ergebnisse, die bei der Be-
trachtung der ASK gewonnen wurden.
Die Distanz der Bitwerte beträgt ebenfalls 2d. Bezüglich der ASK gilt jedoch
d1 = d und d0 = −d. Damit erhält man für die Bitfehlerrate, die wegen der















Abbildung 2.15: Phasenbeziehung bei PSK
wobei N0/2 die Leistungsdichte des weißen Rauschprozesses und Eb die Signal-
energie der Bits, die hier mit den Symbolen identisch sind, bezeichnet.




Der Vorteil einer PSK ist der relativ geringe Aufwand bei niedriger Bitfehler-
rate. Die Bandbreiteneffizienz hingegen ist wie bei ASK gering.
2.7.3 Quadraturphasenumtastung QPSK
Um die Bandbreiteneffizienz zu erhöhen, kann man den Real- und den Ima-
ginärteil der Phasenzustände mit unterschiedlichen Informationen belegen. Im
einfachsten Fall führt das zur QPSK (quadrature phase shift keying, Quadratur-
phasenumtastung). Die QPSK läßt sich wie folgt beschreiben





· d(t) mit d(t) ∈ {0, . . . , 3}. (2.24)
Dabei bezeichnet d(t) das Datensymbol, A0 den Amplitudenwert und Φ0 die An-
fangsphase des Trägersignals.
Abbildung 2.16 veranschaulicht die Phasenbeziehungen bei einer QPSK. In
diesem Fall dienen die Diagrammachsen als Entscheidergrenze, es ist aber auch
eine um 45◦ gedrehte Anordnung denkbar. Jedes Symbol kodiert 2 Bits. Dabei ist
es günstig, benachbarte Symbole nur in einem Bit zu variieren.








Abbildung 2.16: Phasenbeziehung bei QPSK
Die Bestimmung der Bitfehlerrate erfolgt unter der Annahme, daß bei QPSK
eine Verbindung zweier PSK vorliegt. Die kumulierte Symbolenergie beträgt bei
QPSK Es = 8 · Eb. Die mittlere Symbolenergie beträgt Es = 2 · Eb, da QPSK
vier Symbole verwendet. Jedes Symbol enthält zwei Bits, weshalb die wirksame











Interessanter ist oft die Symbolfehlerrate Ps. Um diese zu bestimmen, wird
zunächst ermittelt, mit welcher Wahrscheinlichkeit kein Symbolfehler Psc vor-
liegt. Dann gilt
Ps = 1 − Psc. (2.26)
Eine richtige Entscheidung ist gegeben, wenn sowohl Real- als auch Ima-
ginärteil der Rauschgröße n kleiner als die Distanz d sind. Es gilt
Psc = P{<(n) < d} · P{=(n) < d} (2.27)
bzw.
Psc = (1 − P{<(n) > d}) · (1 − P{=(n) > d}). (2.28)
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Damit ergibt sich für die Symbolfehlerwahrscheinlichkeit









































Für eine kaum gestörte Übertragung, also bei äußerst geringer Wahrschein-
lichkeit von Doppelbitfehlern, gilt
Ps ≈ 2Pb. (2.32)
Dies kann durch folgende Überlegung veranschaulicht werden. Von 1000 über-
tragenen Bits ist eines fehlerhaft. Die Bitfehlerrate beträgt 0,1%. Diese 1000 Bits
sind in 500 Symbolen enthalten, von denen ebenfalls eines fehlerhaft ist. Die Sym-
bolfehlerrate beträgt 0,2%.
Die Bandbreiteneffizienz liegt, wegen der übertragenen 2 Bits pro Symbol,
doppelt so hoch wie bei PSK und beträgt < 2 bit/s
Hz
.
QPSK bietet eine höhere Bandbreiteneffizienz als PSK bei gleichzeitig ver-
minderter Symbolfehlerrate, wenn die äußeren Bedingungen vergleichbar sind.
2.7.4 Quadraturamplitudenmodulation QAM
Die QAM stellt gewissermaßen die übergeordnete Klasse bzw. die Verallgemei-
nerung für die soeben behandelten Modulationsverfahren ASK, PSK und QPSK
dar. Die QAM (quadrature amplitude modulation, Quadraturamplitudenmodula-
tion) ermöglicht höchste Bandbreiteneffizienz durch Übertragung vieler Bits pro
Symbol.2
Eine QAM kann anschaulich durch
xQAM(t) = A<(t) · cos(ω0 · t + Φ0<) + A=(t) · sin(ω0 · t + Φ0=) (2.33)
beschrieben werden, wobei Ax(t) den dem jeweiligen Bitwert zugeordneten Am-
plitudenwert und Φ0x die Anfangsphase der Trägersignale darstellt.  symbolisiert
2Auf Richtfunkstrecken wird beispielsweise 256-QAM (8 Bits pro Symbol) oder sogar 1024-
QAM (10 Bits pro Symbol) angewendet. Auf Kabeln ist derzeit beispielsweise beim ADSL-
Verfahren bis zu 32678-QAM (15 Bits pro Symbol) üblich.
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die praktisch durchgeführte Phasenverschiebung der Quadraturkomponente des
Signals.
Die Anwendung hochwertiger QAM ist nur bei wenig gestörtem Übertra-
gungskanal sinnvoll. Wie aus Abbildung 2.17 beispielhaft im Vergleich zu Ab-
bildung 2.16 ersichtlich ist, sinkt bei zunehmender Bitzahl pro Symbol und kon-
stanter maximaler Symbolenergie die Distanz der Phasenzustände bzw. wird, wie






Abbildung 2.17: Phasenbeziehung bei 16-QAM
Die Berechnung von Bitfehlerrate und Bandbreiteneffizienz erfolgt analog
zum oben vorgegebenen Weg. Für das hier in Abbildung 2.17 dargestellte Bei-
spiel einer 16-QAM mit 4 Bits pro Symbol, einer kumulierten Symbolenergie
Es = 160 · Eb und einer mittleren Symbolenergie Es = 10 · Eb ergibt sich die
wirksame Bitenergie zu Eb = 2,5 · Eb. Damit gilt für die Bitfehlerrate










Für die Symbolfehlerwahrscheinlichkeit erhält man analog zum Vorgehen bei
QPSK




















Wegen der Übertragung von 4 Bits pro Symbol bei einer 16-QAM gilt für die
Bandbreiteneffizienz < 4 bit/s
Hz
.
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Für eine 64-QAM mit 6 Bits pro Symbol ändert sich der Zusammenhang von
Bit- und Symbolenergie. Es gilt Es = 2688 ·Eb. Daraus ergibt sich für die mittlere
Symbolenergie Es = 42 · Eb und für die wirksame Bitenergie Eb = 7 · Eb. Damit
erhält man































Für die Bandbreiteneffizienz gilt < 6 bit/s
Hz
.
Für 256-QAM mit 8 Bits pro Symbol gilt Es = 43520 ·Eb. Daraus ergibt sich
für die mittlere Symbolenergie Es = 170 · Eb und für die wirksame Bitenergie
Eb = 21,25 · Eb. Damit erhält man































Für die Bandbreiteneffizienz gilt < 8 bit/s
Hz
.
Der Vorteil von QAM ist die sehr hohe erreichbare Bandbreiteneffizienz. Die-
se wird durch eine erhöhte Symbolfehlerwahrscheinlichkeit wegen der größeren
Empfindlichkeit auf Rauschen und andere Störungen erkauft. Insbesondere höher-
wertige QAM (64-QAM und höher) sind bei stärker gestörten oder veränderlichen
Übertragungskanälen nicht sinnvoll einsetzbar.
2.7.5 Frequenzumtastung FSK
Eine einfache und störsichere Modulation stellt die FSK (frequency shift keying,
Frequenzumtastung) dar. Im Fall der willkürlichen Umschaltung zwischen zwei
Oszillatoren ohne Beachtung der jeweiligen Phasenzustände gilt
xFSK(t) = A0 · cos(ω(t) · t + Φ0), (2.40)
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wobei ω(t) die jeweils aktuelle Sendefrequenz darstellt. Diese Variante wird je-
doch wegen des sehr hohen Bandbreitenbedarfes nicht oft gewählt. Vorteilhafter
ist es, bei Frequenzänderungen eine kontinuierliche Phasenänderung vorzusehen.
Dann gilt
xFSK(t) = A0 · cos

ω0 · t +
t∫
0
∆φ(ν) dν + Φ0

 , (2.41)
wobei ∆φ(ν) die der aktuellen Sendefrequenz zugeordnete Phasenänderung dar-
stellt. In beiden Formeln kennzeichnet Φ0 die Anfangsphase des Trägersignals.





Abbildung 2.18: Phasenbeziehung bei FSK
Bei FSK wird 1 Bit pro Symbol übertragen. Der dafür notwendige Fre-
quenzbereich wird vom Frequenzhub ∆f um die Mittenfrequenz bestimmt. Der






wobei Tb eine Bitperiode darstellt. In diesem Fall spricht man von MSK (mini-
mum shift keying, Minimalfrequenzumtastung). Eine weitere Betrachtung erfolgt
wie erwähnt im Abschnitt 2.7.8.
Wird der Frequenzhub erhöht bzw. die Bandbreiteneffizienz abgesenkt, kann
dies bei geeigneter Demodulation für eine Verminderung der Bitfehlerrate benutzt
werden. Man spricht dabei vom Ausnutzen des Systemgewinnes. Es erfolgt in die-
sem Fall ein Austausch von Bandbreite und Bitfehlerrate. Allerdings ist die Be-
stimmung der Bitfehlerrate bei FSK nicht in geschlossener Form möglich, denn
die Bitfehlerrate richtet sich sehr nach dem Ausnutzen dieses Systemgewinnes.
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Erfolgt die Demodulation jedoch ähnlich zu einer PSK-Demodulation, ist die-
ser Vorteil nicht mehr gegeben. Als Richtwert muß dann für eine identische Bit-
fehlerrate ein gegenüber PSK um 3 dB erhöhtes Eb/N0-Verhältnis bereitgestellt
werden. Unter Einbeziehung eines Systemgewinnes kann gegenüber PSK eine
Eb/N0-Verminderung von 4 dB und mehr akzeptiert werden.
Eine wichtige Eigenschaft von FSK ist der konstante Scheitelwert der
Einhüllenden. Dies erleichtert den Einsatz nichtlinearer Verstärker im Signal-
weg, die in der Regel deutlich energiesparender als lineare Verstärker realisiert
werden können.
2.7.6 Gaußsche Minimalfrequenzumtastung GMSK
Um mit dem FSK-Prinzip eine hohe Bandbreiteneffizienz und eine geringe Be-
anspruchung des vorhandenen Frequenzspektrums zu erzielen, kann eine Filte-
rung eingesetzt werden. Besonders gute Ergebnisse erzielt man mit einer MSK bei
Gaußscher Tiefpaßfilterung der Bitsymbole im Basisband. In diesem Fall spricht
man von GMSK (Gaussian minimum shift keying, Gaußsche Minimalfrequen-








































wobei der Wert g(t) = 0 nicht erreicht wird. Praktisch nähert man diesen Ver-
lauf an, wobei die Impulsantwort dann nicht unendlich lang ist. In jedem Fall be-
einflussen sich benachbarte Bits. Man spricht von Intersymbol-Interferenz (ISI).
Deshalb ist die Detektion eines GMSK-Signales sehr aufwendig und kann z. B.
mittels Viterbi-Algorithmus bewerkstelligt werden. Durch das starke Verschleifen
benachbarter Phasenzustände sinkt wie gewünscht die beanspruchte Bandbreite.
Die Größe BT gibt an, wie scharf die Bandbegrenzung ausfallen soll. Da-
bei steht T für die Bitdauer und B für die 3 dB-Bandbreite des Gauß-Tiefpasses.
Größere Werte von BT führen zur Beanspruchung von mehr Bandbreite im Nutz-
band, erzeugen aber weniger Intersymbolinterferenz. Weit verbreitet sind die Wer-
te BT = 0.5 für DECT und BT = 0.3 für GSM.
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Auch bei GMSK bleibt der Scheitelwert der Einhüllenden in ihrem Betrag
konstant, was die gleichen Vorteile wie bei FSK bietet.
GMSK ist ein aufwendiges Modulationsverfahren, welches sich besonders für
eine energiesparende Übertragung bei stark begrenzter Bandbreite eignet.
2.7.7 Orthogonale Mehrträgermodulation OFDM
Für die Anwendung bei variabel gestörten Übertragungskanälen, wie sie z. B. bei
bewegten Funkempfängern auftreten, ist bei hohem Bandbreitenbedarf OFDM
(orthogonal frequency division multiplexing, orthogonale Mehrträgermodulation)
vorteilhaft. OFDM ist ein mehrstufiges Verfahren. Zunächst werden die Bits auf
parallele Subkanäle aufgeteilt. Dann werden die jeweiligen orthogonalen Sub-
träger mit den Bits moduliert, wobei das spezielle Verfahren keine Rolle spielt,
solange es die Orthogonalität der Subträger nicht aufhebt. Meist wird QPSK ver-
wendet. Schließlich wird das Signalgemisch ins Nutzband verschoben. Als ortho-
gonale Subträger eignen sich z. B. A0< cos(n ·ωsub · t) und A0= sin(n ·ωsub · t) mit
n ∈ {1, 2, 3, . . .}.
Der Empfangsvorgang erfolgt analog. Zunächst wird das Nutzband ins Ba-
sisband verschoben. Dann wird mit jedem Subträger moduliert und das Ergebnis
integriert. Beschränkt man den Integrationsvorgang immer auf die jeweils längste
Periode aller Subträger (hier z. B. auf T = 2π/ωsub), erhält man das durch die
anderen Subträger nicht verfälschte Signal des interessierenden Subträgers.
Die Bitfehlerrate und die Bandbreiteneffizienz werden von der Subträgermo-
dulation, z. B. QPSK, bestimmt. Da bei gestörten Kanälen Bitfehler unvermeid-
lich sind, verwendet man oft eine Vorwärtsfehlerkorrektur, d. h., es werden red-
undante Bits übertragen, die im Empfänger zur Korrektur von Bitfehlern dienen.3
Dadurch sinkt die effektive Bitfehlerrate, allerdings zu Lasten der Bandbreitenef-
fizienz. Die Erhöhung der Bandbreiteneffizienz bei OFDM durch Modifikation
der Basisbandimpulse ist in [RÜH99] beschrieben.
OFDM ist ein aufwendiges Modulationsverfahren, welches vor allem bei feh-
lersicherer mobiler Übertragung mit großer Bandbreite vorteilhaft angewendet
werden kann.
3vgl. auch Punkt 4.2.1 auf Seite 68
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2.7.8 Spektrale Eigenschaften
Die spektralen Eigenschaften von gedächtnisfreien Modulationsverfahren wie
PSK, QAM usw. hängen nur von den spektralen Eigenschaften der Basisband-
signale ab [KAM96]. Es ist demnach beim Senden möglich, durch Beeinflussung,
z. B. Fensterung, der Bitsymbole im Basisband die spektralen Eigenschaften im
Nutzband zu beeinflussen [RÜH99].
Nach [KAM96] gilt für die Bestimmungsformel der spektralen Leistungsdich-
te S von gedächtnisfreien Modulationsverfahren bei Modulation mit mittelwert-







Dabei stellt f den Frequenzabstand vom Träger und Tb die Dauer einer Bitperiode
dar. Die grafische Darstellung ist in Abbildung 2.19 bzw. 2.20 angegeben. Dabei
ist für QPSK in Abbildung 2.20 zu beachten, daß die Bitperiode wegen der Über-
tragung von 2 Bits pro Symbol genau halb so groß wie für PSK in Abbildung 2.19
ist.
Bei gedächtnisbehafteten Modulationsverfahren wie FSK ist die symbolische
Bestimmung der spektralen Leistungsdichte nur in Spezialfällen möglich. Dabei









gilt. In Abbildung 2.20 ist zu beachten, daß eine QPSK zwei Bits pro Symbol
überträgt, während MSK lediglich ein Bit pro Symbol übertragen kann.
Als zweiter Spezialfall soll eine FSK mit dem Hub ∆f = 1/2Tb betrachtet
werden, wobei zum Zeitpunkt des Frequenzwechsels Phasenkontinuität gefordert
werden muß. Es gilt also ferner, daß diese FSK mit zwei Oszillatoren gemäß f1 =





















wobei δ einen Diracstoß symbolisiert. Dieser bewirkt die Entstehung der diskreten
Frequenz bei Tb/2, die in Abbildung 2.19 deutlich zu erkennen ist.
Diese Erkenntnisse sind bei der Bemessung der erforderlichen Bandbreite für
Funkübertragungen wichtig. Bei jeder Funkübertragung ist stets ein maximaler



























Frequenzabstand von der Nutzfrequenz * Bitperiode
PSK
FSK
Abbildung 2.19: Spektrale Eigenschaften von 2-PSK und einer speziellen FSK
mit f1 = k · fb und f2 = (k + 1) · fb, also ∆f = 1/2Tb



























Frequenzabstand von der Nutzfrequenz * Bitperiode
QPSK
MSK
Abbildung 2.20: Spektrale Eigenschaften von QPSK und MSK
Pegel für parasitäre Aussendungen angegeben, der nicht überschritten werden
darf. Die spektralen Eigenschaften des Modulationsverfahrens bilden, neben der
LO-Abstrahlung und Oberwellen aufgrund von Verzerrungen im Sendeverstärker,
eine wichtige Ursache störender Aussendungen. Es gilt also, zum Vermeiden von
Störungen ein geeignetes Modulationsverfahren auszuwählen, genügend Abstand
zu Nachbarkanälen einzuhalten (bis die Nebenschwinger hinreichend abgeklun-
gen sind) oder auch die modulierenden Bitimpulse spektral zu formen. Darüber
hinaus kann direkt im Nutzband ein Sendefilter vorgesehen werden.
2.7.9 Vergleich
In Tabelle 2.6 werden einige der vorgestellten Modulationsverfahren gegenüber-
gestellt. Diese Übersicht soll helfen, anhand der Erfordernisse der jeweiligen zu
lösenden Aufgabenstellung ein geeignetes Modulationsverfahren zu finden. Zu
beachten ist, daß praktische Werte für die Bandbreiteneffizienz kleiner sind als
die hier genannten idealen Werte. Der genaue Wert hängt von der erlaubten Größe
der Nebenschwinger ab, die wiederum von Vorgaben im Spektralbereich bestimmt
wird. Praktische Werte für die Bandbreiteneffizienz sind ca. 0,3. . .0,7fach kleiner
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als die idealen Werte. Eine ausführliche Darstellung zur Abhängigkeit von Sym-
bolfehlerwahrscheinlichkeit Ps vom Symbolenergie- zu Rauschenergie-Abstand
Es/N0 bietet Abbildung 2.21.
Tabelle 2.6: Vergleich einiger digitaler Modulationsverfahren
Eb/N0 in dB bei Es/N0 in dB bei Bandbreiten-
Verfahren Pb = 10−3 Pb = 10−5 Ps = 10−3 Ps = 10−5 effizienz
OOK > 12,8 > 15,6 > 12,8 > 15,6 < 1 bit/s
Hz
PSK > 6,8 > 9,6 > 6,8 > 9,6 < 1 bit/s
Hz
QPSK > 6,8 > 9,6 > 10,4 > 12,9 < 2 bit/s
Hz
16-QAM > 10,8 > 13,6 > 17,4 > 19,9 < 4 bit/s
Hz
64-QAM > 15,3 > 18,1 > 23,6 > 26,2 < 6 bit/s
Hz
256-QAM > 20,1 > 22,9 > 29,7 > 32,2 < 8 bit/s
Hz
2.8 Zusammenhang wichtiger Empfänger- und
Blockkenngrößen
Ein Funkempfänger sollte das Nutzsignal möglichst unverfälscht bereitstellen.
Aufgrund der nichtidealen Realisierungsmöglichkeiten der dazu notwendigen
Operationen ergeben sich drei hauptsächliche Fehlerquellen. Diese sind
• das Rauschen,
• nichtlineare Verzerrungen und
• mangelhafte Unterdrückung von Störern.
Man kann für einen Funkempfänger globale Forderungen bezüglich
erwünschter bzw. erlaubter Werte hinsichtlich der Kennwerte für notwendi-
gen Operationen als auch für die unvermeidlichen Störeinflüsse aufstellen. Dies
wird im Kapitel 4, insbesondere im Abschnitt 4.2 besprochen. Diese Forderungen
gelten für die Zusammenschaltung von allen zum Empfang notwendigen Baustei-
nen. Es ist allerdings wichtig, für jeden Baustein isoliert geltende Forderungen
aufzustellen, um einen separaten Entwurf oder eine eventuelle Wiederverwen-
dung eines vorhandenen Entwurfes zu ermöglichen. In diesem Abschnitt soll



























Abbildung 2.21: Symbolfehlerrate bezogen auf das Störabstandsmaß Es/N0 für
einige Modulationsverfahren
der Zusammenhang zwischen den Eigenschaften der Bausteine und denen des
Gesamtsystems beleuchtet werden. Als anschauliches Beispiel dient dazu eine
Verstärkerkette.
2.8.1 Anpassungsbedingung
Die im folgenden dargestellten Zusammenhänge gelten nur, wenn bei der Zu-
sammenschaltung der Blöcke die gesamte Signalleistung vom Vorgänger auf den
Nachfolger übertragen werden kann. Dazu ist es erforderlich, daß die jeweiligen
Abschlußwiderstände der Stufen und der Wellenwiderstand der Verbindungslei-
tungen identisch sind. Abbildung 2.22 stellt einen Port zwischen zwei Blöcken
dar. Dabei soll das Signal von links nach rechts transportiert werden. Die treibende
Stufe besitzt den Innenwiderstand Z1, die getriebene Stufe den Innenwiderstand
Z2. Bei kurzen Verbindungsleitungen, Faustregel ist eine Länge kürzer als λ/10,
kann deren Einfluß vernachlässigt werden. Bei längeren Leitungen wird diese als
zwischengeschalteter Block behandelt.
Wenn die Innenwiderstände ungleich sind, wird nicht die gesamte Leistung im
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Z1 Z2 p2p1
Abbildung 2.22: Veranschaulichung eines Ports zwischen zwei Blöcken
zweiten Block wirksam. Es gilt dann
p2 = p1 · (1 − |r|2), (2.49)
wobei p1 die verfügbare Ausgangsleistung, p2 die wirksame Eingangsleistung und





Die Leistungsdifferenz zwischen p1 und p2 wird am Tor reflektiert und geht zurück
in den treibenden Block.
Im folgenden wird stets r = 0 vorausgesetzt. Außerdem sollen stets Lei-
stungen und keine Spannungen betrachtet werden, auch wenn einige Beziehungen
auch für Spannungen gültig sind.
2.8.2 Verstärkung





wobei v den Verstärkungsfaktor eines einzelnen Verstärkers in linearem Maßstab





Eine grafische Veranschaulichung bietet Abbildung 2.23.




Abbildung 2.23: Verstärkerkette und entsprechender Einzelverstärker
2.8.3 Rückwärtsisolation
Ähnliche Beziehungen wie für die Verstärkung gelten für die Rückwärtsisolation
vrück, also die Dämpfung von Signalen, die am Ausgang anliegen und am Ein-
gang meist schädlich wirksam werden. Hier ist zu beachten, daß starke Signale
auch am Bauelement vorbei überkoppeln können und eine gewünschte sehr hohe





2.8.4 Dämpfung von Störsignalen
Unerwünschte Signale müssen geeignet unterdrückt werden. Dazu werden fre-
quenzselektive Bausteine, Filter, benutzt. Für eine vorteilhafte Behandlung der
Filter kann man deren Leistungsverstärkung frequenzabhängig ausdrücken. Es gilt
v = v(f). (2.54)
Die Dämpfungseigenschaft wird dabei durch v < 1 bzw. v < 0 dB ausgedrückt.
Wegen der sich ergebenden Analogie zu Verstärkern kann die Bezie-
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Mit Hilfe dieser Beziehung sind insbesondere bei Störstellen, das sind Fre-
quenzen mit hoher Störleistung, die notwendigen Dämpfungscharakteristika aller
Filterelemente und frequenzselektiven Verstärker zu überprüfen.
2.8.5 Rauschen
Am Verstärker treten Rauschstörungen aus zwei verschiedenen Ursachen auf.
Zum einen wird am Eingang anliegendes Rauschen verstärkt, zum anderen wird
im Verstärker erzeugte Rauschleistung am Ausgang abgegeben.
Die direkte Angabe der im Verstärker erzeugten Rauschleistung ist meist nicht
möglich, da diese sehr von den Betriebs- und Umgebungsbedingungen abhängt.
Dies ist bei fast allen aktiven Bausteinen ebenso. Deshalb wird bei aktiven Bau-
steinen üblicherweise eine Rauschzahl bestimmt, die angibt, in welchem Maße
der betreffende Baustein Rauschstörungen zum Signal hinzufügt.
Bei Signalgeneratoren oder konstant rauschenden Bausteinen ist es hingegen
günstiger und üblich, die abgegebene Rauschleistung, meist bezogen auf eine
Bandbreite, direkt anzugeben.







v · pN,ein + pN
v · pN,ein
= 1 + FZ (2.56)
definiert, wobei v die Verstärkung, pnutz,ein die Eingangssignalleistung, pN,ein die
Eingangsrauschleistung und pN die generierte Rauschleistung des Blockes sym-
bolisiert. FZ stellt die Zusatzrauschzahl dar, die angibt, welchen Rauschbeitrag
der Baustein dem Signal hinzufügt.
Wie Beziehung (2.56) zeigt, kann die Rauschzahl eines Blockes dadurch zah-
lenmäßig vermindert werden, indem bereits ein hoher Rauschpegel am Eingang
anliegt. Das unterstreicht, daß die alleinige Angabe der Rauschzahl oft unzurei-
chend ist. Insbesondere beim Messen der Rauschzahl sollten die genauen Einsatz-
bedingungen des Blockes beachtet werden, um sinnvolle Ergebnisse zu erzielen.
Bei unbekannten Einsatzbedingungen ist die genaue Angabe der Meßumgebung
unerläßlich.
Bei der Kettenschaltung von k Verstärkern kann die gemeinsame Rauschzahl
Fges nach






+ · · ·+ FZ,k
v1v2 · · · vk−1
(2.57)
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bestimmt werden. Dabei bezeichnet vi den Verstärkungsfaktor des Verstärkers i
und FZ,i die jeweilige Zusatzrauschzahl. Es ist offensichtlich, daß die Kette dann
eine geringe gemeinsame Rauschzahl erzielt, wenn die Verstärkungsfaktoren der
vorderen Blöcke, insbesondere des ersten Blockes, sehr hoch sind.
Für die Rauschzahl im logarithmischen Maßstab ist die Bezeichnung
”
Noise
Figure“ üblich. Es gilt
NF = 10 · log(F ). (2.58)
Oft wird auch bei der logarithmierten Größe weiter von der Rauschzahl gespro-
chen, denn durch die Einheit dB ist die Eindeutigkeit sichergestellt.
Einen Bezug zwischen Signal- und Rauschleistung stellt das sehr gebräuchli-
che SNR dar. Es ist gemäß






definiert. Dabei beziehen sich die Pegelangaben entweder beide auf den Signal-
eingang oder den -ausgang. Problematisch am SNR ist, daß die isolierte Bestim-
mung der Rauschleistung oft nicht möglich ist und demzufolge das SNR dann
nicht angegeben werden kann.
2.8.6 Nichtlineare Verzerrungen erster Ordnung
Jeder aktive Übertragungsblock besitzt eine Linearitätsgrenze, ab welcher der
Verstärkungsfaktor nicht mehr konstant ist. Die Abnahme der Verstärkung erfolgt
fließend. Deshalb ist es üblich, den Eingangspegel pein,1dBCP, bei welchem
paus − pein,1dBCP = v − 1 dB (2.60)
gilt, als 1 dB Kompressionspunkt (engl. 1 dB Compression Point) zu bezeichnen.
Dabei stellt v die als konstant angenommene Verstärkung des Blockes dar. Ver-
gleiche dazu auch Abbildung 2.24.
Wenn für einen Übertragungsblock hohe Linearität gefordert ist, sollte der
Eingangspegel immer deutlich unter dem 1 dB Kompressionspunkt pein,1dBCP lie-
gen. Diese Forderung gilt unabhängig von zusätzlich auftretenden nichtlinearen
Verzerrungen.
Bei einer Kettenschaltung ist für jeden einzelnen Block die Lage des Ein-
gangspegels zum 1 dB Kompressionspunkt zu prüfen, um unerwünschte Verzer-
rungen 1. Ordnung zu vermeiden. Die Bestimmung eines gemeinsamen 1 dB
Kompressionspunktes für eine Verstärkerkette ist nicht sinnvoll möglich.
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pein in dBm
paus






Abbildung 2.24: Veranschaulichung des 1 dB Kompressionspunktes
2.8.7 Nichtlineare Verzerrungen höherer Ordnung
Nichtlineare Verzerrungen höherer Ordnung als Eins werden durch die Angabe ei-
nes Intermodulationspunktes (engl. Intercept Point) für jeden Übertragungsblock
charakterisiert. Der Intermodulationspunkt kann eingangs- und ausgangsbezogen
angegeben werden. Es gilt
OIPn = IIPn + v, (2.61)
wobei OIPn den ausgangsbezogenen Intermodulationspunkt der Ordnung n,
IIPn den eingangsbezogenen Intermodulationspunkt der Ordnung n und v die
Verstärkung des linearen Anteils bezeichnet.
Bedeutung haben vor allem die Intermodulationspunkte 2. und 3. Ordnung,
die aus quadratischen bzw. kubischen Nichtlinearitäten des Übertragungsverhal-
tens resultieren. Intermodulation höherer Ordnung als 3 tritt in der Praxis zwar
auch auf, jedoch sind erstens ihre Einflüsse meist deutlich kleiner als die der In-
termodulation 2. und 3. Ordnung, und zweitens können die wesentlichen Auswir-
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kungen dieser höheren Intermodulationen meist genau genug durch Intermodula-
tionen 2. und 3. Ordnung beschrieben werden.
Wegen Intermodulation durch Nichtlinearitäten 2. Ordnung entstehen unter
anderem Beiträge im Gleichspannungsbereich und bei f1 − f2 bzw. f2 − f1, wo-
bei f1 und f2 die Frequenzen zweier Signale darstellen. Bei Intermodulation auf-
grund von Nichtlinearitäten 3. Ordnung entstehen unter anderem Störbeiträge bei
2f1 − f2 bzw. 2f2 − f1. Ausführlich kann man sich die Effekte wie folgt veran-
schaulichen. Das Eingangssignal ist gemäß
x = A sin(y) + B sin(z) (2.62)
definiert, wobei A und B die Amplituden und y = 2πf1 bzw. z = 2πf2 die
Kreisfrequenzen mit f1 ≈ f2 darstellen. Als Beispielblock dient ein Verstärker
mit der polynomial approximierten Kennlinie
f(x) = v1x + v2x
2 + v3x
3. (2.63)
Dabei symbolisiert v1 die Verstärkung des linearen Anteils. v2 bzw. v3 stellen
die Faktoren des quadratischen bzw. kubischen Kennlinienanteils dar. Ausführlich
kann man dann für das Verstärkerausgangssignal schreiben
f(x) = + v1
Nutzsignal︷ ︸︸ ︷
(A sin(y) + B sin(z)) (2.64)
+ v2
Störanteil 2. Ordnung (Basisband)︷ ︸︸ ︷(
1
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Störanteil 2. Ordnung (doppelte Nutzbandfrequenz)︷ ︸︸ ︷(
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Störanteil 3. Ordnung (Nutzband)︷ ︸︸ ︷(
3
4
A2B sin(2y − z) − 3
4
AB2 sin(y − 2z)
)
− v3
Störanteil I 3. Ordnung (dreifache Nutzbandfrequenz)︷ ︸︸ ︷(
3
4
A2B sin(z + 2y) +
3
4
AB2 sin(y + 2z)
)
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− v3









Dabei verdienen insbesondere die Störanteile Bedeutung, welche sich nicht durch
eine Filterung entfernen bzw. hinreichend dämpfen lassen, sondern direkt das
Nutzsignal verfälschen. Diese Störanteile sind bei einer SNR- bzw. SINAD-
Bestimmung besonders zu beachten. Abbildung 2.25 bietet eine Übersicht zu den
resultierenden Frequenzen ausgewählter Intermodulationsprodukte. Zu beachten
ist, daß in dieser Darstellung die Amplitude nicht maßstabsgerecht wiedergegeben
wird. Außerdem wird davon ausgegangen, daß die weitere Nutzsignalverarbeitung







-f1f2 2f1-f2 2f2-f1 2f1+f22f2 3f1
schädliche
Störanteile
Abbildung 2.25: Übersicht resultierender Frequenzen ausgewählter Intermodula-
tionsprodukte
Besonders problematisch ist der Fall, wenn die Amplituden A und B nicht
identisch sind, wie es in Abbildung 2.25 dargestellt ist, sondern das Störsignal
einen deutlich höheren Pegel als das Nutzsignal aufweist. Diese Konstellation soll
im folgenden betrachtet werden.
Aus gegebenem Intermodulationsabstand ∆IMn läßt sich der Intermodulati-
onspunkt der Ordnung n gemäß
IIPn =
n · pstör,ein − pnutz,ein + ∆IMn
n − 1 (2.65)
bestimmen [JEH98]. Dabei bezeichnet pstör,ein die Störeingangsleistung und
pnutz,ein die Nutzeingangsleistung. Alle Angaben erfolgen in dB. Es ist zu be-
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achten, daß die Verzerrungskurve in der Realität nicht immer den angenommenen
linearen Anstieg n aufweist.
Die Gültigkeit von Gleichung (2.65) wird durch die folgende Betrachtung ge-














Abbildung 2.26: Veranschaulichung von Intermodulationspunkt und Intermodu-
lationsabstand
Es gilt
pnutz,aus = pnutz,ein + v, (2.66)
wobei v die Verstärkung darstellt. Wegen des Anstieges gleich 1 der Verstärkungs-
geraden gilt
OIPn − pnutz,aus = IIPn − pnutz,ein. (2.67)
Wegen des Anstieges gleich n der Verzerrungsgeraden gilt
OIPn − pstör,aus = n(IIPn − pstör,ein). (2.68)
Mit (2.61) ergibt sich
v + IIPn − pstör,aus = n · IIPn − n · pstör,ein (2.69)
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und schließlich
pstör,aus = v − (n − 1)IIPn + n · pstör,ein. (2.70)
Gemäß Abbildung 2.26 gilt am Ausgang des Blockes
pnutz,aus = pstör,aus + ∆IMn. (2.71)
Mit (2.66) und (2.70) erhält man
pnutz,ein + v = v − (n − 1)IIPn + n · pstör,ein + ∆IMn (2.72)
und nach Zusammenfassen und Umordnen schließlich (2.65).
Aus der Abbildung 2.25 und Beziehung (2.64) wird deutlich, daß die proble-
matischsten Auswirkungen von Nichtlinearitäten 3. Ordnung im Nutzband lie-
gen. Die schwer beherrschbaren Auswirkungen von Nichtlinearitäten 2. Ordnung
liegen im Basisband. Beim Einsatz eines Zwischenfrequenzverstärkers können
Nichtlinearitäten 2. Ordnung in der Regel vernachlässigt werden, da deren Aus-
wirkung durch Filter problemlos beseitigbar ist. Bei einem Basisbandverstärker
fallen Nutz- und Basisband zusammen, so daß hier Effekte beider Ordnungen ge-
nau beachtet werden müssen.
Bei einem Mischer stellt sich das Problem schwerer durchschaubar dar. Durch
den Frequenzversatz fallen Intermodulationsprodukte oft in ungewöhnliche Fre-
quenzbereiche. Es hat sich eingebürgert, bei Intermodulationsprodukten im Nutz-
band von Auswirkungen von Nichtlinearitäten 3. Ordnung und bei Auswirkungen
im Basisband entsprechend von Nichtlinearitäten 2. Ordnung zu sprechen. Dies
ist weit verbreitet, kann jedoch speziell beim Mischer falsch sein. Der Anstieg
der jeweiligen Verzerrungsgeraden kann wegen des Frequenzversatzes aufgrund
des Mischvorganges von der vermuteten Ordnung der auftretenden Nichtlinea-
ritäten abweichen, da diese Nichtlinearitäten tatsächlich möglicherweise von ei-
ner anderen Ordnung sind. Dann erscheinen bei der Berechnung der Intermodula-
tionsabstände die Ergebnisse inkonsistent. Die genauen Zusammenhänge werden
durch die jeweilige Mischerschaltung bestimmt. Auf diese Problematik ist beim
Mischerentwurf besonders zu achten.
Die Ausführungen machen deutlich, daß eine Betrachtung der Nichtlinea-
ritäten höherer Ordnung sowohl für ein Nutzsignal mit geringem Pegel in Verbin-
dung mit einem starken Störsignal, als auch für ein Nutzsignal mit hohem Pegel
in Verbindung mit einem ebenfalls starken Störer erfolgen muß.
Zur besseren Anwendbarkeit werden die Zusammenhänge von Gesamt- und
Bausteineigenschaften im folgenden für die Intermodulation 2. und 3. Ordnung
getrennt ausgeführt. Es wird dabei davon ausgegangen, daß eine Verstärkerkette
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an ihrem Ausgang einen gewissen Intermodulationsabstand ∆IM aufweist. Aus
diesem wird in Verbindung mit dem Eingangssignal der Kette der resultierende
Intermodulationspunkt IIPn bestimmt.
2.8.8 Anwendung auf Verzerrungen zweiter Ordnung
Der Intermodulationspunkt 2. Ordnung für einen einzelnen Baustein bestimmt
sich gemäß
IIP2 = 2 · pstör,ein − pnutz,ein + ∆IM2. (2.73)
Zur Abkürzung werden die beiden Eingangssignale gemäß
pein = 2 · pstör,ein − pnutz,ein (2.74)
zusammengefaßt. Dann gilt
IIP2 = pein + ∆IM2. (2.75)
Umgekehrt läßt sich mit dieser Beziehung auch der Intermodulationsabstand am
Ausgang eines Bausteines aus Intermodulationspunkt und Eingangsleistung be-
stimmen.
Den resultierenden Intermodulationsabstand 2. Ordnung für die gesamte
Verstärkerkette kann durch Zusammenfassen der Intermodulationsabstände der
einzelnen Bausteine gemäß
















bzw. bei Betrachtung eines einzelnen Blockes i gemäß
∆IM2,i = IIP2,i − pein,i (2.78)
bestimmt werden. Dabei gibt k die Anzahl der Blöcke in der Kette an, 1 ≤ i ≤ k
bezeichnet einen Block dieser Kette und IIP2,i bezeichnet dessen Intermodulati-
onspunkt 2. Ordnung. pein,Empf kennzeichnet die Leistung am Eingang der Kette.
pein,i kennzeichnet die Eingangsleistung für jeden Block i. Zur Verwendung in
Beziehung (2.77) müssen die jeweiligen Verstärkungsfaktoren sorgfältig bestimmt
werden, da wegen der Abkürzung (2.74) unterschiedliche Verstärkungsfaktoren
für Nutz- und Störanteil auftreten können.
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Für die gesamte Verstärkerkette gilt
IIP2,ges = pein,Empf + ∆IM2,ges. (2.79)
Unter Verwendung der Gleichungen (2.76) und (2.77) kann man schreiben















wobei pein hierbei die Eingangsleistung am Beginn der gesamten Kette gemäß der
vereinbarten Abkürzung (2.74) darstellt. Die Ausführungen zu den Verstärkungs-
faktoren innerhalb der Beziehung (2.77) gelten selbstverständlich auch hier. Falls
die Abkürzung pein aus der Gleichung (2.80) entfernt wird, erhält man















Dabei ist zu beachten, daß in diesem Fall keine unterschiedlichen Nutz- und
Störpegel mehr berücksichtigt werden können. Zum Entfernen von pein aus (2.80)
ist zunächst durch Umformung der log-Ausdruck zu entfernen. Anschließend sind
beide Seiten der Gleichung mit 10−pein/10 zu erweitern.
Für kleine Eingangsleistungen pein bzw. geringe Verstärkungsfaktoren der er-
sten Glieder der Kette kann diese Beziehung wie folgt vereinfacht werden. Es gilt
dann




Dabei stellt IIP2,k den Intermodulationspunkt 2. Ordnung des letzten Gliedes der
Verstärkerkette dar. Die Summe bestimmt den Verstärkungsfaktor der Kette ohne
das letzte Glied. Bei dieser Betrachtung wird davon ausgegangen, daß die ent-
scheidenden und hauptsächlichen Verzerrungen im letzten Block entstehen. Dann
gilt
∆IM2,ges ≈ ∆IM2,k. (2.83)
Damit und mit (2.79) und mit (2.77), wobei i = k gelten muß, kann (2.82) herge-
leitet werden.
2.8.9 Anwendung auf Verzerrungen dritter Ordnung
Der Intermodulationspunkt 3. Ordnung für einen einzelnen Baustein bestimmt
sich gemäß
IIP3 =
3 · pstör,ein − pnutz,ein + ∆IM3
2
, (2.84)
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wobei ∆IM3 auch hier den Intermodulationsabstand am Ausgang darstellt.
Unter Verwendung einer ähnlichen Abkürzung wie eben bei der Betrachtung




(3 · pstör,ein − pnutz,ein) (2.85)
ergibt sich




Auf die gleiche Weise wie im vorhergehenden Abschnitt erhält man den Zu-
sammenhang zwischen den Intermodulationspunkten 3. Ordnung der einzelnen
Verstärker und der gesamten Kette gemäß


















wobei pein auch hier die Eingangsleistung des ersten Gliedes der gesamten Kette
darstellt. Man beachte den Faktor 5 vor dem Logarithmus. Dieser resultiert aus der
Division mit 2 in Gleichung (2.86). Die Verstärkungsfaktoren sind auch hier mit
der selben Umsicht wie bei den soeben besprochenen Nichtlinearitäten 2. Ord-
nung zu wählen. Gleichartig kann auch hier pein entfernt werden, und es ergibt
sich


















Bei kleinen Eingangsleistungen pein bzw. geringen Verstärkungsfaktoren der
ersten Glieder der Kette gilt




wobei IIP3,k den Intermodulationspunkt 3. Ordnung des letzten Gliedes der
Verstärkerkette darstellt. Die Gültigkeit der Beziehung kann gleichartig wie bei
den Nichtlinearitäten 2. Ordnung nachgewiesen werden.
Die Abkürzungen (2.74) bzw. (2.85) und die damit erhaltenen Gleichungen
lassen sich besonders vorteilhaft bei starkem Nutzsignal, wenn sich das Nutzsi-
gnal also selbst stört oder pstör = pnutz gilt, einsetzen. Dann muß keine besonde-
re Beachtung der Verstärkungsfaktoren erfolgen. Das gilt nicht mehr bei geringen
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Nutzpegeln unter dem Einfluß von starken Störern. Dann ist die bereits bei den
jeweiligen Gleichungen geforderte gesonderte Betrachtung der Verstärkungsfak-
toren für das Nutzsignal und die Störer unumgänglich.
Aus den Überlegungen zu nichtlinearen Verzerrungen wird deutlich, daß es
hinsichtlich dieser Störeinflüsse günstig ist, wenn die vorn in der Kette liegen-
den Verstärker einen geringen, und die am Ende liegenden Verstärker einen ho-
hen Verstärkungsbeitrag leisten. Beim Betrachten der Rauschstörungen wurde
hingegen deutlich, daß hinsichtlich der Verminderung von Rauschen das ge-
nau entgegengesetzte Verhalten wünschenswert ist, nämlich daß zu Beginn hohe
Verstärkungswerte und am Ende geringe Verstärkungswerte günstige Rauschei-
genschaften bieten. Dies zeigt, daß die Abstimmung der Blockparameter stets der




Ein Entwurfsproblem kann allgemein auf die folgenden zwei Arten gelöst werden
(vgl. auch Abbildung 3.1):
1. Top Down: Zunächst wird das Systemverhalten festgelegt. Darauf aufbau-
end erfolgt die Spezifikation der Systemkomponenten und schließlich deren
Entwurf. Die Entwicklung vollzieht sich vom allgemeinen zum speziellen
Fall.
2. Bottom Up: Zuerst werden die einzelnen Komponenten entworfen. Dann
werden sie so zum System zusammengefügt, daß die (vorher bereits festste-
hende) Systemfunktionalität erreicht werden kann. Die Entwicklung voll-
zieht sich vom speziellen zum allgemeinen Fall.
In der vorliegenden Arbeit wird vom Top Down-Entwurf ausgegangen, denn im
allgemeinen führt nur der Top Down-Ansatz zwingend zu einer Lösung des Ent-
wurfsproblemes. In Einzelfällen kann eine Bottom Up-Strategie günstig sein, was
vor allem bei der Wiederverwendung von Komponenten der Fall ist. Gegen einen
durchgängigen Buttom Up-Entwurf spricht die Tatsache, daß zumindest die Ein-
satzbedingungen eines Empfängers zu Beginn des Entwurfsablaufes definiert wer-
den und damit wichtige Entscheidungen der Top-Ebene bereits festliegen.
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Abbildung 3.1: Veranschaulichung der Entwurfsansätze
3.2 Aufgaben des Systementwurfes
Der Systementwurf ist der erste Schritt im Entwurfsablauf für einen Funk-
empfänger. Während des Systementwurfes werden die Kennwerte für die
Empfängereigenschaften festgelegt, sämtliche Schnittstellen und Randbedingun-
gen erfaßt und schließlich zu Vorgaben für die nachfolgenden Entwurfsschritte
aufbereitet.
Diese Aufgabe muß umsichtig bearbeitet werden, da durch eine günstige Auf-
teilung der Gesamtanforderungen wesentliche Erleichterungen für die folgen-
den Entwurfsschritte erreichbar sein können. Andererseits kann mit einer un-
zweckmäßigen Aufteilung ein sehr hoher Realisierungsaufwand entstehen.
Wenn in dieser Arbeit vom Systementwurf gesprochen wird, ist damit stets der
Entwurf des Empfangssystemes im engeren Sinne gemeint. Leider ist der System-
begriff vielfältig besetzt, so daß häufig auch der Entwurf einer größeren Einheit,
z. B. bestehend aus eigentlichem Empfänger, Basisbandverarbeitung, Bedienele-
menten und entsprechender Steuersoftware, als Systementwurf bezeichnet wird.
Dieser Vorgang ist nicht Ziel der Betrachtungen, sondern die dabei durchzuführen-
den Überlegungen geben vielmehr die Randbedingungen für den hier interessie-
renden Empfängerentwurf vor.
Zusammengefaßt und vereinfacht kann man die Aufgaben beim Systement-
wurf so beschreiben:
• Spezifizieren interner Vorgaben (Datenrate, Arbeitsfrequenzbereiche,
3.3. AUFGABEN DES SCHALTUNGSENTWURFES 59
Reichweite usw.),
• Feststellen und Berücksichtigen externer Vorgaben (Standards, gesetzliche
Regelungen, Richtlinien usw.),
• Transformieren der Daten in realisierbare Einheiten (Schaltungsspezifikati-
on) mit dem Ziel, eine funktionierende Einheit zu erhalten.
3.3 Aufgaben des Schaltungsentwurfes
Beim Schaltungsentwurf werden die Vorgaben für die einzelnen Empfängerkom-
ponenten, die der Systementwurf ergab, realisiert. Dabei kann zur Erhöhung der
Entwurfseffizienz versucht werden, bereits vorhandene Schaltungen wiederzuver-
wenden. Ausführlichere Überlegungen dazu finden sich im Kapitel 6 ab Seite 109.
Es ist möglich, daß beim Schaltungsentwurf Lösungen entstehen oder entstan-
den sind, die deutlich bessere Eigenschaften aufweisen, als vom Systementwurf
gefordert wurde. In diesem Fall ist es oft vorteilhaft, den Systementwurf zu über-
denken, um das Potential der vorhandenen Lösungen auszuschöpfen und damit
an anderer Stelle Einsparungen vornehmen zu können. Daraus wird deutlich, daß
eine enge Zusammenarbeit zwischen System- und Schaltungsentwurf günstig ist.
Aufbauend auf den Schaltungsentwurf folgen noch die Schritte Layout, Ferti-
gung und Inbetriebnahme bzw. Test. Diese sollen hier nicht betrachtet werden.
3.4 Empfängerentwurfsschritte
Der Empfängerentwurf ist eine iterativ zu lösende Aufgabe. Sollten zu einem Zeit-
punkt keine sinnvollen Lösungsansätze mehr zur Verfügung stehen, sind entweder
in einem früheren Entwurfsstadium eine oder mehrere ungünstige Festlegungen
getroffen worden, die es dann zu korrigieren gilt, oder die Entwurfsaufgabe ist in
der vorliegenden Form mit den gültigen Randbedingungen nicht lösbar.
Als grobe Gliederung des Entwurfsablaufes, die der hier benutzten Vorgehens-
weise entspricht, kann die folgende Aufstellung dienen.
• Spezifikation des Einsatzzweckes und der -bedingungen
– Festlegen der Datenrate, Bitfehlerrate und Reichweite
– Bestimmung des Nutzfrequenzbandes und der Modulation
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– Bestimmung der Mindestempfindlichkeit des Empfängers
• Festlegung der Realisierungsbedingungen
– Wahl der Baugröße und damit der Anzahl externer Komponenten
– Wahl der Empfängerarchitektur
• Übergang zum Blockentwurf
– Frequenzplan erstellen (wenn wegen Empfängerarchitektur nötig)
– Nachnutzung vorhandener Blöcke klären
– kritischen Block (Mischer bzw. Filter) zuerst spezifizieren
• Durchführung des Schaltungsentwurfes für jeden Block
• Erstellung des Layouts
• Test des Layouts, Vorbereitung zur Fertigung
• Inbetriebnahme der ersten Muster, Redesign falls erforderlich
Eine grafische Umsetzung des eben dargestellten Entwurfsablaufes bietet Ab-
bildung 3.2. Vor allem der iterative Aspekt soll damit verdeutlicht werden.
In der Darstellung in Abbildung 3.2 soll, wenn der Testblock
”
Problem auf-
getreten“ erscheint, symbolisiert werden, daß sowohl die Vollständigkeit und die
Widerspruchsfreiheit, als auch die Realisierbarkeit zu diesem Zeitpunkt geprüft
und sichergestellt werden. Die gegebenenfalls erforderlichen Maßnahmen und
Veränderungen sind in den vorangegangenen Schritten zu treffen. Diese Aussage
kann nicht präziser getroffen werden, da eine spezifische Reaktion auf das spezi-
elle Problem erforderlich ist. Durch die enge Verflechtung von Randbedingungen,
Systemanforderungen und Schaltungsparametern ist normalerweise stets mehr als
nur eine Lösung für eine beliebige Empfangsaufgabe möglich.
In der vorliegenden Arbeit wird vor allem auf die Belange des System- und
Blockentwurfes eingegangen, die in der obigen Aufzählung durch die unterglie-
derten Punkte gekennzeichnet sind. In der Abbildung 3.2 werden diese Entwurfs-
abschnitte in der linken Hälfte dargestellt.
Eine Übersicht zu qualitativen Zusammenhängen der Empfängerparameter
und Randbedingungen gibt Abbildung 3.3. Dabei sind frei wählbare bzw. exter-
ne Einflußfaktoren in Ellipsen eingefaßt, abhängige Parameter dagegen in Kästen.
Völlig unabhängig können die Werte in den Ellipsen jedoch nicht vorgegeben











































Abbildung 3.2: Grobdarstellung des Entwurfsablaufes
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werden soll. In der Abbildung 3.3 erfolgt der fortschreitende Entwurfsablauf prin-
zipiell von oben nach unten bzw. von links nach rechts.
Detaillierter wird auf Zusammenhänge von Parametern und wechselseitige














































Abbildung 3.3: Qualitativer Zusammenhang von Empfängerparametern und Randbedingungen
Kapitel 4
Systementwurf
Beim Systementwurf erfolgt nicht nur die Festlegung der elektrischen, sondern
auch die aller anderen Eigenschaften des Empfängers. Diesem Umstand soll durch
die Zweiteilung dieses Abschnittes Rechnung getragen werden.
4.1 Nichtelektrische Parameter
Obwohl für den Informationstechniker die elektrischen Parameter eines
Empfängers mehr Gewicht haben, sollen zunächst die vielen anderen Punk-
te, die ebenfalls eine wichtige Rolle im Empfängerentwurf spielen, betrachtet
werden. Diese Nennung soll die Aufmerksamkeit für die hier zu erwartenden
Probleme erhöhen, umso mehr, da viele nichtelektrische Eigenschaften starken
Einfluß auf die Gestaltung der elektrischen Eigenschaften ausüben.
4.1.1 Mechanische Festlegungen
Zu allererst müssen die mechanischen Parameter betrachtet werden. Der
Empfänger muß sich entweder in ein Gesamtsystem einfügen oder zumindest
selbst handhabbar sein. Die daraus erwachsenden Anforderungen bilden den
Rahmen, innerhalb dessen alle anderen Aspekte zu lösen sind.
Baugröße
Der augenfälligste mechanische Parameter aus Gerätesicht ist die Baugröße. Meist
werden kleine Geräte gefordert, weswegen man natürlich auch kleiner Kompo-
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nenten zu deren Realisierung bedarf. Hier getroffene Festlegungen wirken sich bis
hin zur einsetzbaren Empfängerarchitektur aus, wenn beispielsweise keine groß-
volumigen oder nur wenige einzelne Bauelemente eingesetzt werden können.
Die Baugröße wird sowohl hinsichtlich der oberen, als auch der unteren Gren-
ze von der Ergonomie bestimmt.1 Jedoch bleibt es auch aus Kostengründen vor-
teilhaft, einen möglichst kleinen Empfänger zu bauen, der notfalls mit einem
großen Gehäuse geliefert werden kann. Dies führt zu einer immer weiter fort-
schreitenden Miniaturisierung. Immer mehr Bausteine werden auf nur einem in-
tegrierten Schaltkreis zusammengefaßt.
Beanspruchungen und Festigkeiten
Neben der Baugröße ist auch die zu erwartende Beanspruchung ein wichtiges
Kriterium. Der Empfänger sollte gegen Stöße, Rütteln oder auch versehentliches
Fallenlassen immun sein. Daraus folgt, daß empfindliche Bauformen ungeeignet
sind. Die angesprochene Realisierung mit möglichst wenigen, robusten Baustei-
nen bietet auch hier Vorteile. Deshalb ist aus Gründen der Haltbarkeit nur eine
Miniaturisierung, die anstelle der bloßen Verkleinerung neue Konzepte einsetzt,
wünschenswert. Gerade hier lohnt der Einsatz integrierter Schaltkreise.
Gewicht
Bezüglich des Gewichtes gilt das zur Baugröße gesagte ganz analog. Obwohl ei-
nige Geräte schwer sein müssen, um einen soliden Eindruck zu vermitteln, ist
es generell günstig, einen leichten Empfänger zu bauen. Deshalb ist Leichtbau
Pflicht, was meist mit einer kleinen Bauform einhergeht.
Verbindungen
Verbindungen zwischen Baugruppen sind notwendig. Sie dienen dem Zusammen-
halt und stellen die Zusammenarbeit aller Komponenten sicher. Jedoch ist jede
Verbindung sowohl eine Fehlerquelle, als auch ein Kostenfaktor. Darum ist es vor-
teilhaft, wenn nur wenige Verbindungen benötigt werden. Um das zu erreichen,
müssen die einzelnen Funktionsblöcke geeignet partitioniert werden. Unter die-
sem Gesichtspunkt verbirgt sich nicht immer hinter der maximalen Komplexität
die beste Lösung.
1Diese Grenzen sind nicht fest, sondern verändern sich mit dem Zeitgeist. Man erinnere sich
nur an die ersten
”
Koffer“-Radios und heutige Empfänger, die in einer Armbanduhr Platz finden.
Beide Ausführungen liegen sicherlich außerhalb der angesprochenen Grenzen.
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Es kommt nicht nur auf die Menge der Verbindungen an, sondern auch auf
deren Art. Unter elektrischen Gesichtspunkten ist besonders der Unterschied
zwischen digitalen und analogen Signalverbindungen bedeutsam. Die von die-
sen Signalen ausgehenden und sie wiederum verfälschenden Störungen sind sehr
vielfältig. Bei eng benachbarten Kontakten ist besonders das Übersprechen pro-
blematisch. Hier müssen, gerade bei analogen Signalen, Vorkehrungen getrof-
fen werden, beispielsweise durch Masseleitungen zwischen gefährdeten Signalen
oder durch den Einsatz von Differenzstufen und Differenzsignalen. Durch die-
se Korrekturmaßnahmen entstehen andere Probleme, z. B. mehr benötigte Ver-
bindungskontakte, ein höherer Kapazitätsbelag auf den Signalleitungen oder ein
größerer Energiebedarf beim Betrieb.
Die oben schon mehrfach erwähnte Zusammenfassung vieler Komponenten
auf einem integrierten Schaltkreis muß vor dem Hintergrund der meist sehr eng
benachbarten Anschlußpins geprüft werden. Je nach Erfordernis sind geeignete
Maßnahmen gegen die beschriebenen unerwünschten Effekte vorzusehen.
4.1.2 Thermische Festlegungen
Ein zunehmendes Problem bei der fortschreitenden Verkleinerung aller Baugrup-
pen stellt die Wärmebilanz dar. Die Betriebsenergie wird auf immer kleinerem
Raum umgesetzt. Daraus ergeben sich zwei Forderungen.
1. Die Entstehung von Wärme ist zu vermindern.
2. Es muß eine wirksame Wärmeabfuhr gewährleistet werden.
Der zweite Punkt kann mittels Kühlkörper und Wärmeleitpasten, bei großen
Geräten auch durch eine Zwangskonvektion gelöst werden. Der erste Punkt, die
Verminderung der Wärmeentstehung, hat jedoch einen wichtigen Nebeneffekt.
Um diese Forderung zu erfüllen, muß im Empfänger so gut wie möglich Ener-
gie gespart werden. Das kann durch Abschaltung nicht benötigter Baugruppen bis
hin zum gesamten Empfänger erreicht werden. Oft ist zusätzlich eine stromspa-
rende Schaltungstechnik hilfreich. In diesem Zusammenhang schneidet die wegen
ihrer Störunempfindlichkeit soeben gelobte Differenzstufe weniger gut ab.
Die Einsparung von Betriebsenergie hat vor allem bei tragbaren Geräten deut-
liche Vorteile. Die Standzeit der Energiespeicher verlängert sich, oder es kann der
oft klobig große Akkumulator entsprechend verkleinert werden.
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4.1.3 Weitere Randbedingungen
Bedienbarkeit
Ein sehr wichtiges Kriterium für den Erfolg eines Gerätes ist die einfache Bedien-
barkeit. Hier ist der mit der Materie vertraute Ingenieur eine ungeeignete Testper-
son. Das Gerät soll sich dem Laien möglichst problemlos erschließen. Einsatz-
bedingte Funktionseinschränkungen sollten dem Benutzer leicht nachvollziehbar
deutlich gemacht werden.
Die in diesem Punkt aufgestellten Anforderungen müssen vom Systementwer-
fer möglichst kreativ und unverfälscht umgesetzt werden. Er fungiert hier gewis-




Eine entsprechende Farb- und Formgebung, landläufig ebenfalls Design ge-
nannt2, unterstützt diese Bemühungen. Doch dafür wird in der Regel nicht der
System- oder gar der Schaltungsentwickler verantwortlich zeichnen.
Kosten
Da jede Baugruppe in irgendeiner Art und Weise verkauft werden soll, darf
natürlich auch der Kostenaspekt nicht vernachlässigt werden. Offensichtlich sind
die Herstellungskosten. Doch auch der Entwicklungsaufwand ist ein Kostenfaktor.
Je nach Menge der zu verkaufenden Einheiten (Einzelstück bzw. Großserie in den
Extrempunkten) muß jeder Kostenart unterschiedlich Beachtung geschenkt wer-
den. Letztlich entscheiden nur die Kosten über den Erfolg bzw. Mißerfolg eines
Empfängerentwurfes.
Eingesetzte Materialien
Auch wenn einige Aspekte noch nicht erwähnt wurden, soll dieser Abschnitt mit
Bemerkungen über zu verwendende Materialien enden. Der Systementwerfer muß
Einflüsse des Gehäuses oder anderer Gerätebestandteile bei der Spezifizierung
der Empfängerblöcke berücksichtigen. Er muß die Werkstoffe also kennen. Ihn
interessieren dabei hauptsächlich die elektrisch relevanten Eigenschaften.
Andererseits muß er Eigenschaften, mit denen von ihm eingesetzte Materia-
lien die Gesamtfunktion verändern oder gar den Benutzer gefährden könnten, zu
2Wenn in dieser Arbeit vom Empfängerdesign gesprochen wird, ist normalerweise der Vorgang
des gesamten Entwurfsprozesses der funktionalen Baugruppe
”
Empfänger“ gemeint, also System-
und Schaltungsentwurf sowie Layout, nicht die äußere Gestaltung.
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unterdrücken suchen bzw. er muß auf andere Materialien ausweichen. Oft werden
gerade Nebeneffekte von Hilfsstoffen, z. B. von Flammenhemmern oder giftigen
Lösungsmitteln, bei diesen Bemühungen übersehen.
4.2 Elektrische Parameter
Der Entwurfsablauf für einen Funkempfänger vollzieht sich zweckmäßigerweise
in vielen kleinen Schritten, wie sie bereits im Punkt 3.4 auf Seite 59 dargestellt
wurden. Im folgenden wird diese Systematik ausführlich diskutiert und erläutert.
Dabei wird, wie im Punkt 3.1 auf Seite 57 bereits erwähnt wurde, nach dem Top
Down-Ansatz vorgegangen.
Es wird davon ausgegangen, daß keine vorhandenen Standards erfüllt wer-
den sollen, um den allgemeinen, grundsätzlichen Entwurfsansatz beschreiben zu
können. Dadurch wird die Aufgabe vielseitiger, weil mehr Freiheitsgrade zu bele-
gen sind. Falls der Leser doch einen Empfänger entwerfen muß, der einem Stan-
dard genügt, belegt er in den folgenden Schritten die auszuwählenden Werte mit
den Daten, die der Standard vorschreibt.
4.2.1 Festlegung der Datenrate
Die wichtigste Kenngröße von Empfängern für Digitalsignale, die heute die wich-
tigste Empfängergruppe darstellen und deshalb hier hauptsächlich Beachtung fin-
den sollen, ist die Datenrate.3 Die Datenrate qualifiziert den Empfänger für einen
bestimmten Einsatzzweck. Mit der Datenrate verbunden ist die Bitfehlerrate. Ge-
meinsam bilden sie die Grundlage für die Bestimmung aller weiteren Parameter.
Eine zu hohe Bitfehlerrate kann den geplanten Funkdienst deutlich erschwe-
ren oder sogar vereiteln. Durch geeignete Kanalcodierung, also durch Hinzufügen
redundanter Information zur Fehlererkennung bzw. -korrektur, ist bei gestörtem
Übertragungskanal dennoch der problemlose Betrieb möglich. Dadurch steigt die
zu übertragende Datenrate an. Es kann ein gewisser Aufwandsaustausch zwischen
Datenrate und Empfängeranforderungen stattfinden, indem durch eine aufwendi-
ge Kanalcodierung, die mit einer deutlichen Erhöhung der Datenrate verbunden
ist, die resultierende Bitfehlerrate eines simplen Empfängers wirksam gesenkt
wird. Oft ist dieses Vorgehen wegen der normalerweise knappen verfügbaren
Bandbreite nicht empfehlenswert.
3Bei Empfängern für analoge Modulation muß anstelle der Datenrate die Basisbandbreite des
zu übertragenden Signales festgelegt werden.
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Tabelle 4.1: Einige übliche Datenraten
Dienst bnutz bbrutto
Telex 300 bit/s 300 bit/s
= 50 Zeichen/s
GSM (1 Kanal) 13 kbit/s 16 kbit/s
Telefon 64 kbit/s 64 kbit/s
ISDN 144 kbit/s 144 kbit/s
= 2·64 kbit/s + 16 kbit/s
mp3 . . . 64 kbit/s . . . 256 kbit/s
(je nach Qualitätsanforderung)
Audio Compact Disc 1,4 Mbit/s 4,3 Mbit/s
MPEG2 . . . 2 Mbit/s . . .
(je nach Qualitätsanforderung)
Die Datenrate sollte maßvoll festgelegt werden, denn eine hohe Datenrate
erschwert die Realisierbarkeit des Empfängers. Außerdem beansprucht eine ho-
he Datenrate potentiell eine größere Bandbreite bei der Übertragung, was die
Freiräume bei der späteren Arbeitsfrequenzwahl einschränkt. Einen Überblick
über gebräuchliche Datenraten bietet Tabelle 4.1, wobei hier vorwiegend weithin
bekannte Anwendungen erwähnt werden und die Funkübertragung kein Auswahl-
kriterium darstellt.
Die vom Empfänger zu übertragende Datenrate bbrutto besteht aus der Daten-
rate für den eigentlichen Funkdienst bnutz , in welcher auch diensteigene Über-
tragungsprotokoll- und Verschlüsselungsdaten eingeschlossen sind, und der Da-
tenrate für die Kanalcodierung inklusive Fehlerschutz bkorr in der Form
bbrutto = bnutz + bkorr. (4.1)
Die Datenrate für die Fehlerkorrektur hängt vom geplanten Korrekturver-
fahren ab. Im einfachsten Fall kann man auf eine Korrektur verzichten. Bei
Sprachübertragungen bleibt die Verständlichkeit gewährleistet, solange weniger
als etwa 5% der Datenpakete fehlerhaft sind. In Datendiensten, die eine wesentlich
niedrigere Fehlerrate benötigen (üblich für nicht sicherheitsrelevante Verbindun-
gen sind Bitfehlerraten zwischen 10−3 und 10−5), kann zwischen Fehlererken-
nung und -korrektur unterschieden werden. Der Aufwand für bloße Erkennung,
auf die dann normalerweise das erneute Bereitstellen der Information erfolgen
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muß, ist bei gleicher Leistungsfähigkeit signifikant geringer als bei der direk-
ten Korrektur. Dieser Vorteil wird durch die Notwendigkeit der erneuten Über-
tragung geschmälert. Außerdem verlangt die bloße Fehlererkennung mit erneuter
Anforderung der Information einen Rückkanal, der in vielen Funkanwendungen
nicht vorhanden ist. Als Richtwert für die zusätzliche Datenrate für Fehlererken-
nung bzw. -korrektur kann man ca. 10% für die Erkennung von Fehlern und ca.
30%. . . 100%, für höchste Korrekturleistungen auch mehr, für die Fehlerkorrektur
annehmen. Genaue Werte hängen von der konkreten Kanalcodierung ab. Dieser
Punkt soll hier nicht weiter bearbeitet werden. Statt dessen wird auf [BOS98]
oder [FRI95] verwiesen.
Sowohl der Datenanteil für die Fehlererkennung bzw. -korrektur als auch evtl.
notwendige wiederholte Aussendungen im erkannten Fehlerfall müssen in der Da-
tenrate bkorr Berücksichtigung finden.
4.2.2 Festlegung des Arbeitsfrequenzbereiches
Nachdem die Datenrate festgelegt ist, kann das Nutzfrequenzband für die An-
wendung und damit für den Empfänger bestimmt werden. Als Maß dient die Ge-
samtdatenrate bbrutto. Bei der Festlegung des Arbeitsfrequenzbereiches sind viele
Einschränkungen zu beachten.
Zunächst muß innerhalb des gewünschten Frequenzbandes der Betrieb des
vorgesehenen Funkdienstes erlaubt sein. Diese gesetzlichen Vorschriften variieren
von Land zu Land. In Europa und vielen anderen Gebieten existieren sogenann-
te ISM-Bänder (ISM - industrial, science, medical, für die Industrie, Wissenschaft
und Medizin), die mit geringen Einschränkungen frei benutzt werden dürfen. Hier
ist naturgemäß beim Betrieb mit starken, unbekannten und veränderlichen Störsi-
gnalen aufgrund der anderen Nutzer zu rechnen. Tabelle 4.2 gibt einen Überblick
über die benutzbaren ISM-Bänder. Zu beachten ist, das jedes Land eigene Festle-
gungen treffen kann, so daß die Werte in der Tabelle lediglich einen orientierenden
Überblick bieten können.
Zusätzlich zu den ISM-Bändern gibt es SRD-Bänder (SRD - Short Range De-
vice, Gerät mit kurzer Reichweite), die mit Einschränkungen an die Sendelei-
stung oftmals auch frei benutzt werden dürfen. Diese Bänder sind jedoch vorwie-
gend national genormt und variieren daher von Land zu Land deutlich. Bedeutung
hat das ebenfalls in Tabelle 4.2 benannte Band um 869 MHz, da es europaweit
verfügbar ist.
Weiterhin muß die gewünschte Datenrate innerhalb des erlaubten Frequenz-
bandes übertragbar sein. Falls im gewünschten Frequenzband kein Modulati-
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Tabelle 4.2: Übersicht wichtiger ISM-Bänder sowie ein SRD-Band, vgl. [RTP00],
[ITU-R00], [ETSI00], [FCC98] und DIN 57 871/VDE 0871
fm B Bemerkungen
6,78 MHz 30,0 kHz
13,56 MHz 14,0 kHz
27,12 MHz 326,0 kHz sehr viele Nutzer, starke Störungen
durch medizinische Bestrahlungsapparate
40,68 MHz 80,0 kHz viele Nutzer, Fernsteuerungen
433,92 MHz 1740,0 kHz nur in einigen Ländern der ITU-Region 1,
z. B. Deutschland, Österreich, Schweiz,
sehr viele Nutzer
869,0 MHz 2,0 MHz SRD-Band, nur in Europa
915,0 MHz 26,0 MHz nur in der ITU-Region 2 (Amerika)
2450,0 MHz 100,0 MHz unterschiedliche nationale Umsetzung,
z. B. USA 2400,0 MHz. . . 2450,0 MHz,
Norwegen 2400,0 MHz. . . 2483,5 MHz,
starke Störungen durch Microwellenöfen,
vielfältige Störungen durch Bluetooth
5800,0 MHz 150,0 MHz gegenwärtig nur mäßig benutzt, z. B.
WLAN, wachsende Bedeutung
24,125 GHz 250,0 MHz
61,25 GHz 500,0 MHz
122,50 GHz 1000,0 MHz
245,00 GHz 2000,0 MHz
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onsverfahren vorgeschrieben ist, kann bei hohen Datenraten unter Umständen
ein mehrwertiges Modulationsverfahren angewendet werden. Dadurch sinkt die
benötigte Bandbreite bei gleichbleibender Datenrate, dafür wird meist ein höherer
Signal-Rausch-Abstand zum Einhalten der festgelegten Bitfehlerrate notwendig.
Außerdem ist zu beachten, daß die praktisch erzielbare Bandbreiteneffizienz des
noch zu wählenden Modulationsverfahrens ein breiteres Nutzband erforderlich
macht. Im einzelnen hängt der genaue Wert für die zusätzlich benötigte Band-
breite von den erlaubten parasitären Aussendungen ab, die die Nebenschwinger
verursachen dürfen.
Generell gilt, daß ein höheres Nutzfrequenzband einen anspruchsvolleren
Empfängerentwurf nach sich zieht. Höhere Frequenzen unterliegen einer stärke-
ren Freiraumdämpfung. Dadurch sinkt die potentielle Reichweite. Das kann ein
Vorteil sein, weil Störer ebenso bedämpft werden. Im Empfänger führen ho-
he Frequenzen zu einer stärkeren parasitären Verkopplung. Dies erschwert die
wunschgemäße Realisierung des Empfängers. Insbesondere die Selektionsanfor-
derungen werden schwieriger erreichbar. Beim Direktmischempfänger sind para-
sitäre Verkopplungen eine wichtige Ursache des dynamischen DC-Offset. Auf-
grund des Skin-Effektes sinkt der wirksame Querschnitt aller Verbindungslei-
ter, was zu höheren Widerstandsbelägen führt. Niedrigere Frequenzen hingegen
bedürfen größerer Antennenbauformen, was die Praktikabilität vieler Lösungen
einschränken kann. Gleichfalls steigen die Werte der benötigten Spulen und Kon-
densatoren, was eine voll integrierbare Realisierung erschwert.
Allgemein gilt, daß das Nutzfrequenzband so niedrig wie möglich gewählt
werden sollte, wobei die Untergrenze von der geometrischen Antennengröße und
der notwendigen Mindestbandbreite4 fixiert wird.
4.2.3 Festlegung des Modulationsverfahrens
Die Bedeutung des Modulationsverfahrens für die Bestimmung der erforderlichen
Bandbreite wurde soeben kurz erwähnt. Eine ausführliche Darstellung der Modu-
lationsverfahren erfolgte in Abschnitt 2.7.
Die Naturressource Bandbreite ist möglichst effektiv zu nutzen. Dies spricht
für den ausschließlichen Einsatz mehrwertiger Modulationsverfahren. Gerade bei
Diensten mit hoher Datenrate bleibt oft keine andere Wahl. Demgegenüber steht
der oft wesentlich höhere Realisierungsaufwand gemessen an einer simplen Mo-
dulation, z. B. FSK.
4Insbesondere bei ISM-Bändern steigt die freigegebene Bandbreite mit dem Arbeitsfrequenz-
band. Vergleiche dazu auch Tabelle 4.2.
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Für den praktischen Einsatz sind drei Eigenschaften besonders wichtig:
• die Bandbreiteneffizienz,
• das Signal-Rausch-Verhältnis für eine bestimmte Symbolfehlerrate und
• der Realisierungsaufwand.
Die Bandbreiteneffizienz bestimmt, welche Nutzbandbreite die Datenrate bbrutto
tatsächlich beansprucht. Es muß




gelten, wobei Bfrei die belegbare Bandbreite im gewählten Nutzband, Bnutz die
tatsächlich benutzte Bandbreite im Nutzband und ηB,real die wirksame Bandbrei-
teneffizienz angibt. Die insgesamt zu übertragende Datenrate wird durch bbrutto
symbolisiert. Auf diese Weise kann die minimal notwendige wirksame Band-
breiteneffizienz des einzusetzenden Modulationsverfahrens bestimmt werden. Es
kann vorteilhaft sein, die Bandbreite Bnutz deutlich kleiner als Bfrei zu halten,
z. B. durch Ausnutzung der kleinen notwendigen Datenrate bbrutto oder bei ho-
her notwendiger Datenrate durch eine hohe Bandbreiteneffizienz, so daß man im
gewünschten Nutzband mehrere Kanäle belegen kann, die man z. B. bei Störungen
durch andere Anwendungen alternativ nutzt. Bei der Verwendung von verschie-
denen Kanälen muß jedoch beim Lokaloszillator und der Steuerung mit einem
erhöhten Aufwand gerechnet werden.
Der zweite wichtige Punkt ist der notwendige Signal-Rausch-Abstand
(Es/N0) für eine zu erreichende Symbolfehlerrate. Wie im Abschnitt 2.7 ge-
zeigt wurde, benötigen Modulationsverfahren mit hoher Bandbreiteneffizienz
einen höheren Signal-Rausch-Abstand für gleichwertige Symbolfehlerraten als
Modulationsverfahren mit geringer Bandbreiteneffizienz. Ein niedriger erforder-
licher Signal-Rausch-Abstand führt zu entspannteren Anforderungen im weiteren
Empfängerentwurf. Demzufolge sollte das Modulationsverfahren nicht zu an-
spruchsvoll gewählt werden.
Einige Modulationsverfahren (z. B. OFDM) sind so komplex, daß sie nur mit
erheblicher Rechenleistung eines Digitalen Signalprozessors (DSP) realisiert wer-
den können. Andere kommen komplett ohne DSP aus. Bei der Systembetrachtung
ist dies ein wichtiger Umstand, denn neben den höheren Fertigungskosten verur-
sacht ein DSP auch einen höheren Betriebsenergiebedarf. Für einen relativ ein-
fachen Empfänger ohne Prozessor verbietet sich dadurch der Einsatz solch kom-
plexer Modulationsverfahren. Andererseits bietet es sich geradezu an, beim Vor-
handensein von Leistungsreserven auf dem DSP die Vorteile einer komplexen,
hochwertigen Modulation zu nutzen.
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Basierend auf diesen drei Eigenschaften (Bandbreiteneffizienz, Signal-
Rausch-Verhältnis und Realisierungsaufwand) ist die Bestimmung des Modu-
lationsverfahrens durchzuführen. Wenn ein eher einfacher Empfänger gewünscht
wird, liegt das Hauptaugenmerk sicherlich auf einer einfachen Realisierung, wo-
zu ein relativ unaufwendiges Modulationsverfahren entscheidend beiträgt. Man
wird also ein einfaches Modulationsverfahren mit niedrigen Es/N0-Ansprüchen
wählen, z. B. eine PSK oder FSK, sofern die erreichbare Bandbreiteneffizienz das
zuläßt.
Wird ein Empfänger für hohe Betriebssicherheit bzw. für ungünstige Emp-
fangsbedingungen gesucht, muß die oben bereits angesprochene Kanalauswahl
vorgesehen werden. Dadurch wird es möglich, einen durch eine andere Anwen-
dung belegten Funkkanal zu verlassen und einen weniger gestörten Kanal zu be-
nutzen. Gleichzeitig darf der Anspruch an das Es/N0-Verhältnis nicht zu hoch
sein, um auch bei schwierigen Empfangsverhältnissen noch die bestimmungs-
gemäße Funktion zu gewährleisten. Man wird also, bei ausreichender Bandbrei-
teneffizienz, eine QPSK oder GMSK wählen. Bei ausreichender Leistungsfähig-
keit des eingesetzten Signalprozessors kann auch OFDM benutzt werden. Der
höhere Aufwand beim Einsatz dieser Modulationsverfahren ist bei hoher Betriebs-
sicherheit zu rechtfertigen. Alternativ kann der Einsatz eines Spreizspektrumver-
fahrens, bei welchem absichtlich mehr Bandbreite benutzt wird, um den Einfluß
von Störsignalen zu vermindern, in Betracht gezogen werden.
Bei höchsten Datenraten muß ein sehr bandbreiteneffizientes Modulationsver-
fahren benutzt werden. Hohe Mobilität und sicherer Betrieb unter dem Einfluß
von starken Störern können dann nicht mehr sichergestellt werden bzw. erfordern
einen sehr aufwendigen Empfänger. Die angestrebte Applikation muß diesen Auf-
wand begründen. Man wählt eine 64-QAM oder wenn notwendig eine noch höher-
wertige QAM. Diese sehr effizienten Modulationsverfahren werden gegenwärtig
nur für ortsfeste Empfänger eingesetzt. Für mobile Empfänger kann OFDM in
Erwägung gezogen werden.
4.2.4 Festlegung der Empfangspegel
Der nächste Schritt bei der Festlegung der Empfängerkenngrößen ist die Bestim-
mung des minimalen und des maximalen Signalpegels, bis zu welchen noch ein
ordnungsgemäßer Empfang möglich sein muß. Je niedriger der minimale Emp-
fangspegel liegt, desto höher ist die potentielle Reichweite des Empfängers und
desto schwieriger ist seine Realisierung. Je höher der maximale Empfangspe-
gel liegt, desto mehr Aufmerksamkeit muß der sogenannten Großsignalfestigkeit
geschenkt werden. Die empfängerinternen Baublöcke müssen dabei, obwohl sie
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auch den minimalen Pegel verarbeiten können, diesen großen Empfangspegel un-
beschadet und bestimmungsgemäß übertragen bzw. dämpfen und die vorgesehene
Empfangsfunktion ausführen. Das bedeutet, die Empfängerblöcke dürfen keine
schädlichen Verzerrungen aufgrund von Übersteuerung verursachen.
Der Abstand zwischen maximalem und minimalem Pegel wird Dynamik ge-






wobei ∆p die Dynamik, pmax dem maximalen und pmin den minimalen Emp-
fangspegel darstellt. Beim Empfängerentwurf ist die logarithmische Darstellungs-
weise üblicher. Die Beziehung lautet dann
∆p = pmax − pmin. (4.4)
Der maximale Empfangspegel kann auch von einem Störer herrühren. Die
Empfangsaufgabe besteht dann darin, diesen Störer zu unterdrücken und die Emp-
fangsfunktion zu realisieren. Diese Eigenschaft wird Blockierungsfestigkeit ge-
nannt. Eine Blockierung liegt vor, wenn die Dynamik der Bauelemente nicht aus-
reicht, um unter Einfluß des starken Störers das wesentlich pegelschwächere Emp-
fangssignal noch verarbeiten zu können.
Oft wird auch der Begriff Empfindlichkeit anstelle des minimalen Empfangs-
pegels verwendet. Eine hohe Empfindlichkeit erlaubt den Empfang kleiner Signal-
pegel. Die Grenze der Empfindlichkeit wird vom thermischen Grundrauschen und
dem minimal erforderlichen SNR bestimmt. Die wirksame thermische Rauschlei-
stung pN bestimmt sich zu
pN = k · T · B, (4.5)
wobei k die Boltzmannkonstante, T die absolute Temperatur und B die wirksame
Bandbreite bezeichnet. Für Raumtemperatur (T = 290 K) und die Bandbreite
B = 1 Hz erhält man
pN0 = 4 · 10−21 W = 4 · 10−18 mW. (4.6)
Dieser Wert ist im logarithmischen Maßstab bekannter, wobei die Einheit dBm
den Bezug auf 1 mW im linearen Maßstab symbolisiert. Er lautet
pN0 = 10 · log(4 · 10−18 mW/1 mW) = −174 dBm. (4.7)
Die spektrale Rauschleistungsdichte beträgt bei Beschränkung auf physikalisch
meßbare, nichtnegative Frequenzen und Raumtemperatur
N0 = 10 · log(k · T · 1 Hz/1 mW) = −174 dBm/Hz. (4.8)
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Die Grenzempfindlichkeit, also der minimale verarbeitbare Empfangssignal-
pegel (gemessen in dBm), bestimmt sich zu
pmin = 10 · log(k · T · Bnutz/1 mW) + SNRges (4.9)
mit
SNRges = SNRMod + ∆pstör,Empf , (4.10)
wobei der minimal notwendige Signal-Rausch-Abstand SNRMod vom Modu-
lationsverfahren in Verbindung mit der geforderten Symbolfehlerrate und die
Empfängerstöreigenschaften ∆pstör,Empf von der tatsächlichen Realisierung des
Empfängers abhängt. Dabei ist ∆pstör,Empf unter anderem von den Rauscheigen-
schaften NFEmpf des Empfängers abhängig.
Unter heutigen Bedingungen sind die meisten Empfänger nicht rausch-, son-
dern interferenzlimitiert. Das bedeutet, nicht das Rauschen, sondern Störeinflüsse,
die auf unerwünschten, fremden Aussendungen beruhen, begrenzen die erreich-
bare Empfindlichkeit bzw. den minimalen empfangbaren Nutzpegel. Demzufolge
ist die alleinige Betrachtung des Rauschens als limitierender Faktor nicht ausrei-
chend. Vielmehr gilt (in Analogie zur Bestimmung der Rauschzahl)
∆pstör,Empf =̂ DF = 10 log
(




DF steht dabei für Distortion Figure und gibt an, in welchem Maße Signalverzer-
rungen im Block zunehmen.
Im allgemeinen sollte man von einer Kombination der Rausch- und Störbeein-
flussung ausgehen. Dann gilt für eine normalerweise stets gegebene Unabhängig-
keit von Rausch- und Verzerrungsstörungen
∆pstör,Empf =̂ DN = 10 log
(
v · (pN,ein + pzerr,ein) + pN + pzerr
v · (pN,ein + pzerr,ein)
)
. (4.12)
Hierbei steht DN für Distortion and Noise. Diese Größe gibt an, in welchem Maße
Störungen im Empfänger zunehmen. Es ist zu beachten, daß in der Größe pzerr
sowohl die Leistung von Störungen durch Verzerrung von Signalen, als auch die
Leistung von störenden unvollkommen unterdrückten Signalen zusammengefaßt
ist. Direkt nach der Antenne gibt pzerr z. B. Gleichkanalstörer an.
Die hier eingeführten Größen DF und DN dienen lediglich zur Problemver-
deutlichung und sollen im folgenden nicht weiter benutzt werden. Statt dessen
werden in der Größe ∆pstör,Empf alle empfängerinternen Störungseinflüsse zu-
sammengefaßt. Eine detailliertere Betrachtung zu ∆pstör,Empf erfolgt auf Seite 92.
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Bei den folgenden Betrachtungen zum Ausbreitungsverhalten soll der Anten-
nengewinn der Sendeantenne GSend und der Empfangsantenne GEmpf gemäß
GAnt = GSend + GEmpf (4.13)
zu einem gemeinsamen Antennengewinn GAnt zusammengefaßt werden. Mit der
Beziehung zur Freiraumdämpfung afrr gemessen in dB












zugeordnet werden, wobei λnutz die Trägerwellenlänge, GAnt den kumulierten
Antennengewinn und pSend die zugehörige Sendeleistung darstellt. Zwischen





Dabei bezeichnet c die Lichtgeschwindigkeit. Die Trägerfrequenz fnutz hängt von
der Festlegung des Nutzfrequenzbandes ab.
Mit diesen Beziehungen ist es möglich, bei vorgegebenem Modulationsverfah-
ren, vorgegebener Reichweite und bekanntem Sendepegel die maximal zulässige
Obergrenze der Empfängerrauschzahl NFEmpf aus Gleichung (4.10) für die an-
gestrebte Anwendung zu bestimmen. Es gilt











wobei SNRMod vom Modulationsverfahren und der notwendigen Symbolfehler-
rate abhängt. Je höher die zulässige Empfängerrauschzahl ist, desto weniger auf-
wendig ist der weitere Empfängerentwurf. Weiter muß gelten NFEmpf > 0 dB,
sonst ist der Empfänger prinzipiell nicht realisierbar. Übliche Empfänger haben
Rauschzahlen von ca. 10 dB . . . 20 dB, sehr gute Empfänger auch weniger.
Mit den soeben dargestellten Beziehungen und dem Ergebnis aus (4.17) ist
die Bestimmung der maximal zulässigen Werte für die einzelnen Störeinflüsse
möglich. Zunächst gelten die Werte für den kompletten Empfänger. Die Anwen-
dung auf Empfängerbausteine erfolgt im Abschnitt 4.2.10 ab Seite 91.
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4.2.5 Unterdrückung von Störsignalen
Wie in Abbildung 2.4 auf Seite 8 bereits gezeigt wurde, ist die Ausfilterung un-
erwünschter Signalanteile eine elementare Empfängereigenschaft. Zunächst muß
untersucht werden, welche Störeinflüsse im gewählten Frequenzband zu erwarten
sind. Wichtige Störquellen sind
• kommerzielle und öffentliche Sendeanlagen (z. B. Rund-, Bündel- und Mo-
bilfunk),
• parasitäre Abstrahlungen von Hochfrequenzsystemen mit hoher Leistung
(z. B. industrielle und medizinische Hochfrequenz-Erwärmungseinrichtun-
gen) und
• andere Funkteilnehmer, insbesondere im selben Frequenzband.
Atmosphärische Störungen spielen meist eine untergeordnete Rolle, wenigstens
bei kurzen Funkdistanzen. Gewitter treten zeitlich sehr begrenzt auf, können je-
doch den Funkbetrieb erheblich stören. Fehlerschutzmaßnahmen5 können die sehr
kurzen Störimpulse neutralisieren. Weiterhin ist, zumindest bei Funkanwendun-
gen im Freien, ein ausreichender Blitzschutz vorzusehen, um einer Zerstörung
der Empfangsanlage vorzubeugen.
Zur Dämpfung der Störer dienen das System- und das Kanalfilter. Das Sy-
stemfilter vermindert spektral weiter entfernte Störanteile aus anderen Frequenz-
bereichen. Es ist wenig selektiv im Hinblick auf die Kanalauswahl bzw. die
Unterdrückung nahe benachbarter Störfrequenzen. Beim Superhetprinzip trägt
das Systemfilter wesentlich zur Spiegelfrequenzunterdrückung bei. Das Kanal-
filter muß ausreichend steilflankig sein, um die notwendige Trennschärfe bei der
Nutzfrequenz-Bereitstellung zu erzielen.
Für beide Filterarten gilt
∆pstör = pstör,ein − pstör,aus, (4.18)
wobei ∆pstör die Dämpfung des Filters für Störer, pstör,ein den Stör-
Eingangspegel und pstör,aus den tolerierbaren Ausgangspegel des Störers darstellt.
Für pstör,ein ist zu beachten, daß nicht nur der an der Antenne wirksame Pegel,
sondern auch eventuelle Verstärkungen (LNA) bzw. Dämpfungen (Leistungstei-
ler) berücksichtigt werden müssen.
Aus ∆pstör und dem Frequenzabstand von Störer und Nutzsignal kann der
notwendige Filtergrad und die Art des Filters bestimmt werden. Dabei hilft ein
5vgl. die Ausführungen zur Datenrate bkorr im Abschnitt 4.2.1
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Filterdiagramm, wie es beispielhaft in Abbildung 4.1 für einen Tschebyscheff-2-
Tiefpaß dargestellt ist. Selbstverständlich muß das Filter die jeweils härtesten For-
derungen, z. B. den minimalen Frequenzabstand oder den maximalen Störeinfluß,

















































































Abbildung 4.1: Beispielhaftes Filterdiagramm eines Tschebyscheff-Tiefpasses
Normalerweise werden das System- und das Kanalfilter unabhängig vonein-
ander bestimmt, da die jeweils zu unterdrückenden Störer unterschiedliche Ei-
genschaften aufweisen. Im allgemeinen können durch härtere Anforderungen an
eines der beiden Filter keine geringeren Ansprüche an das andere Filter erreicht
werden.
Weiterführende Betrachtungen zu Filterentwurf und -realisierung sind der Li-
teratur, z. B. [SAEN88], [KAR92], [WAN91] oder [MIL92] zu entnehmen.
Die endgültige Bestimmung der Filtereigenschaften kann erst im Zuge der
Blockspezifikation erfolgen. Deshalb erfolgt eine tiefere Betrachtung im Ab-
schnitt 4.2.10 auf Seite 95.
4.2.6 Weitere Empfängeranforderungen
Mobilitätseigenschaften
Durch die Bewegung eines Empfängers während des Empfangsvorganges ver-
schlechtern sich normalerweise die Empfangsbedingungen. Nachfolgend werden
mit der Dopplerverschiebung sowie frequenz- und zeitselektivem Schwund einige
Ursachen beschrieben.
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Der Dopplereffekt äußert sich in einer Verschiebung aller Empfangsfrequen-
zen in Abhängigkeit von der wirksamen Relativgeschwindigkeit vreal zwischen
Sender und Empfänger. Der Betrag der Frequenzverschiebung wird durch die





angegeben, wobei f eine beliebige Frequenz, also Störer oder Nutzsignal, und c
die Lichtgeschwindigkeit darstellt. Bei feststehendem Sender bestimmt sich vreal
gemäß
vreal = vges · cos(α), (4.20)
wobei vges die tatsächliche Geschwindigkeit des Empfängers und α den Winkel
der Bewegungsachsen zwischen Sender und Empfänger angibt.
Weist vreal des Empfängers zum Sender, so erhöht sich die tatsächliche Emp-
fangsfrequenz um fdp. Entfernt sich der Empfänger vom Sender, so vermindert
sich die Empfangsfrequenz um fdp. Mitunter wird anstelle der Dopplerfrequenz
fdp die Dopplerbandbreite Bdp angegeben. Dabei gilt
Bdp = 2 · fdp. (4.21)
Die Frequenzplanung sowie die eingesetzten Filter müssen die Frequenzver-
schiebungen zulassen, wenn der Empfänger in Bewegung betrieben werden soll.
Noch wichtiger ist die Berücksichtigung der Dopplerverschiebung bei der Phasen-
demodulation. Kurze Signalfolgen können bei geringer Dopplerbandbreite völlig
problemlos empfangen werden, wogegen während langer Signalfolgen die Ent-
scheiderschwellen des Demodulators aufgrund des anwachsenden Phasenfehlers
nachgeführt werden müssen.
Es ist möglich, bei bekannter maximal erlaubter Dopplerverschiebung eine
maximal zulässige Geschwindigkeit für den Empfänger zu spezifizieren, bzw.
macht es eine geforderte zulässige Mindestgeschwindigkeit zwischen Sender und
Empfänger notwendig, eine resultierende Dopplerverschiebung zuzulassen und
auszugleichen.
Bei ortsfest betriebenen Geräten ist die Angabe der Betriebsgeschwindigkeit
implizit enthalten. Bei mobilen und erst recht bei transportablen Geräten, die im
Betriebsfall nicht oder nur wenig bewegt werden sollten, ist die Angabe der er-
laubten Geschwindigkeit im Betrieb notwendig.
Zusätzlich zur Bewegung tritt in der Praxis Mehrwegeausbreitung auf, was
zusätzliche Empfangsprobleme aufgrund von Interferenz schafft, besonders wenn
kein dominierender Empfangspfad existiert. Dieser frequenzselektive Schwund
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tritt durch konstruktive und destruktive Kombination der aktuellen Empfangspha-
senlagen aller einfallenden und über unterschiedlich lange Empfangswege gelau-
fenen Signale auf. Die Vermeidung frequenzselektiven Schwundes ist prinzipi-
ell nicht möglich, lediglich die Auswirkungen können z. B. durch ein frequenz-
gespreiztes Nutzsignal, relative lange Übertragungssymbole, während derer die
Störungen statistisch gesehen verschwinden, oder durch Fehlerkorrektur vermin-
dert werden.
Zeitselektiver Schwund tritt am unbewegten Empfänger bei veränderlichem
Übertragungskanal auf. Die Entstehung stellt sich analog zum frequenzselektiven
Schwund dar. Die Bekämpfung kann durch eine automatische Verstärkungsan-
passung (AGC) erfolgen, sofern die Pegelschwankungen nicht zu rasch erfolgen.
Ein frequenzgespreiztes Nutzsignal, relative lange Übertragungssymbole und eine
Vorwärtsfehlerkorrektur können die Störauswirkungen ebenfalls vermindern.
Tatsächlich sind die beschriebenen Effekte stets gemeinsam wirksam. Es ist zu
beachten, daß aufgrund der Mehrwegeausbreitung die vorhandenen Empfangspe-
gel innerhalb kürzester Entfernungen deutlich schwanken und dabei signifikant
von den theoretisch erwarteten Werten abweichen können.
Übertragungsstrategie
Wenn das Modulationsverfahren so ausgewählt wurde, daß mehrere Kanäle im
Nutzband realisierbar sind oder wenn von Beginn an die Nutzung mehrerer Kanäle
geplant war, muß festgelegt werden, in welcher Weise diese Kanäle benutzt wer-
den. Dazu gibt es drei Strategien:
1. einmalige Kanalwahl vor Beginn des Empfangsvorganges,
2. fortwährender Kanalwechsel nach dem Empfang einiger Symbole und
3. fortwährender Kanalwechsel während des Empfanges eines Symbols.
Diese Kanalnutzungsstrategien stellen in der Folge ihrer Nennung zunehmende
Anforderungen sowohl an die Steuerung als auch an die Reaktionsgeschwindig-
keit und das Einschwingverhalten des Lokaloszillators. Dafür steigt die potentiel-
le Störfestigkeit, da jeder einzelne Nutzkanal, der potentiell durch andere Anwen-
dungen belegt sein könnte, jeweils immer kürzer beansprucht wird. Das Verfahren
1 entspricht der herkömmlichen Kanalwahl. Die Verfahren 2 und 3 werden Slow-
und Fast-Frequency-Hopping genannt.
Frequency Hopping ist ein Spreizspektrum-Übertragungsverfahren. Das Nutz-
singal wird dabei auf immer einer anderen Frequenz gesendet. Dadurch wird die
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erforderliche Nutzbandbreite stark erhöht, jedoch die Sendezeit in jedem einzel-
nen Nutzkanal sehr verkürzt. Ursprünglich hatten solche Übertragungsverfahren
ihren Einsatz im militärischen Bereich, da Funkübertragungen so schwieriger
erkenn- und störbar wurden. Im zivilen Bereich ist meist nur die Störfestigkeit
von Interesse. Für hohe Sicherheitsanforderungen kann neben einer Verschlüsse-
lung auch ein Spreizspektrumverfahren vorteilhaft sein.
Generell sind Spreizspektrum-Übertragungsverfahren dadurch gekennzeich-
net, daß eine deutlich größere Nutzbandbreite belegt wird, als Basisbandbreite
und gewähltes Modulationsverfahren es erfordern. Die Sendeleistung wird je-
doch nicht gleichermaßen erhöht. Dadurch besitzen Spreizspektrumsignale im
Mittel einen geringen Signal-Rausch-Abstand. Diese Eigenschaft wurde und wird
militärisch genutzt, um Sendesignale gewissermaßen im Grundrauschen zu ver-
stecken. Außerdem können fremde schmalbandige Sendesignale keinen wesent-
lichen störenden Einfluß mehr auf das gewünschte Empfangssignal ausüben. Für
autorisierte Benutzer bleibt das Signal empfangbar, da er die notwendigen Zusatz-
informationen besitzt, wie das Signal zu bearbeiten ist.
Es existieren weitere Spreizspektrum-Übertragungsverfahren. Das bekannte-
ste ist DSSS (Direct Sequence Spread Spectrum; Codefolgen-Spreizspektrum),
ein Codemultiplexverfahren. Dabei wird die Information mit einer breitbandigen
Codefolge überlagert, breitbandig zusammen mit anderen Informationen, die mit
anderen Codefolgen überlagert wurden, übertragen und schließlich im Empfänger
durch Korrelation mit der bekannten Codefolge wieder gewonnen. Die anderen
Informationen sowie Störer werden dabei unterdrückt. DSSS stellt hohe Anfor-
derungen an die Rechenkapazität im Empfänger. DSSS wird normalerweise mit
Strategie 1, also der Kanalwahl vor Beginn des Empfangsvorganges angewendet.
Empfänger-Störaussendungen
Da jeder hier betrachtete Empfänger einen Lokaloszillator besitzt, welcher
niemals perfekt nach außen abgeschirmt werden kann, muß jeder Empfänger
grundsätzlich auch als Sender aufgefaßt werden. Daher ist das Maß der erlaubten
Störaussendungen festzulegen bzw. zur Kenntnis zu nehmen und einzuhalten. In
vielen Frequenzbereichen sind alle Störaussendungen über −60 dBm verboten.
Im Einzelfall kann es jedoch erhebliche Abweichungen geben. Falls die Störaus-
sendungen die Empfangsaufgabe behindern, z. B. beim gemeinsamen Einsatz
mehrerer Empfänger, sind entsprechend geringere Werte zu garantieren.
Störaussendungen verbreiten sich sowohl über direkte Abstrahlung durch
das Gehäuse als auch über Abstrahlung von der Antenne. Gegen direkte Ab-
strahlungen helfen Abschirmungen, kurze Leitungslängen und differentielle LO-
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Signalführung. Gegen Abstrahlungen durch die Antenne helfen rückwärtsisolie-
rende LNA und Mischer. In beiden Fällen sind niedrige LO-Pegel günstig. Da für
den Mischvorgang in der Regel hohe LO-Pegel vorteilhaft sind, kann eine Pegel-
absenkung nur sehr begrenzt erfolgen.
4.2.7 Zusammenfassung der Empfängeranforderungen
Tabelle 4.3 gibt nachfolgend einen Überblick über festzulegende und abhängige
Empfängerkenngrößen. Dabei ist zu beachten, daß nur die wichtigsten Zusam-
menhänge enthalten sind. Die Empfangsreichweite z. B. hängt stark von der mi-
nimalen Empfangsleistung pnutz,min, aber natürlich auch von Antennengewinn,
Störleistung, Linearitätseigenschaften usw. ab. In der Tabelle nimmt von oben
nach unten die Detailtiefe des Empfängerentwurfes zu.
Beim Entwurf eines Empfängers, der einem Standard genügen soll, ist dar-
auf zu achten, daß auch Randbedingungen, die im Standard nicht explizit genannt
sind, berücksichtigt werden. Dieser Aspekt ist umso schwieriger zu lösen, weil
die hierin enthaltenen Probleme erst nach und nach sichtbar werden. Erfolgt die
Berücksichtigung solcher Randbedingungen nicht, kann im schlimmsten Fall ein
zwar standardkonformer, jedoch in der Praxis unbrauchbarer Empfänger zur Fer-
tigung kommen.
4.2.8 Auswahl der Empfängerarchitektur
Der nächste Schritt im Entwurfsablauf ist die Auswahl eines geeigneten
Empfängerkonzeptes aus der Vielzahl der verschiedenen Architekturen6. Welche
Architektur benutzt werden kann, hängt vor allem von den folgenden Gesichts-
punkten ab:
• Integrationsgrad bzw. Anzahl der erlaubten externen Bauelemente,
• mögliche Störszenarien,
• Strombedarf,
• notwendige Flexibilität im Betrieb und
• Entwurfssicherheit.
Diese Punkte werden nachfolgend diskutiert.
6vgl. z. B. Abschnitte 2.4 bis 2.6 auf den Seiten 16 bis 27
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Tabelle 4.3: Festzulegende und abhängige Empfängerkenngrößen bezogen auf die
Erfüllung der Empfangsaufgabe
festzulegende Empfängerkenngrößen abhängige Empfängerkenngrößen
Datenrate bbrutto
Modulationsverfahren Mod Bandbreite B = f(bbrutto,Mod)
Bitfehlerrate BER notwendiges SNR = f(Mod , BER)
Arbeitsfrequenz f = f(B)
Grundrauschleistung
pN0 = f(T, B)
maximale Störleistung pstör
minimale Empfangsleistung Filterdämpfung
pnutz,min = f(pN0) ∆v(f) = f(f, pnutz,min, pstör, SNR)
erlaubte Verzerrungseinflüsse
∆IM = f(pnutz,min, pstör, SNR)
erlaubte Rauscheinflüsse
F = f(pN0, pnutz,min, SNR)
Leistung am Demodulator pDemod Gesamtverstärkung
vges = f(pnutz,min, pDemod )
maximale Empfangsleistung Verstärkungsregelung
pnutz,max ∆vnutz = f(pnutz,min, pnutz,max)
Nebenbedingungen (Strom-, Platz- Empfängerarchitektur,
bedarf, Störaussendungen usw.) Übertragungsstrategie
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Integrationsgrad
Wenn ein hoher Integrationsgrad erwünscht ist, müssen verständlicherweise al-
le Komponenten vermieden werden, die sich nicht oder nur schwierig integrieren
lassen. Im einzelnen sind das keramische Filter, die allgemein als Systemfilter und
bei der Kanalselektion in Superhet-Architekturen eingesetzt werden, und Spulen
hoher Güte, die in allen Architekturen für Bias-Stromzuführungen und in Reso-
nanzkreisen Verwendung finden können.
Statt dessen können zur Kanalselektion integrierbare gmC-Filter, basierend
auf gm-Zellen mit MOS-Transistoren sowie Kondensatoren, eingesetzt werden.
Diese arbeiten jedoch nur bei relativ niedrigen Frequenzen zufriedenstellend. Für
die Biaszuführungen kann oft bereits die Induktivität der Bonddrähte sinnvoll ein-
gesetzt werden. Mitunter sind auch integrierte Spulen verwendbar, wenn deren
begrenzte Güte dies nicht verhindert. Integrierte Spulen sind jedoch sehr platzin-
tensiv.
Bei angestrebtem hohen Integrationsgrad ist demnach eine Architektur zu
wählen, die das Nutzband so ins Basisband transformiert, daß die hauptsächli-
chen Kanalselektionsbeiträge bei niedrigen Frequenzen, am besten im Basisband
selbst, erbracht werden können. Direktmischempfänger bzw. Empfänger mit nied-
riger Zwischenfrequenz haben hier die besten Voraussetzungen. Demgegenüber
ist ein Doppelsuperhet kaum geeignet, da er zwei meist keramisch realisierte Zwi-
schenfrequenzfilter benötigt. Abtastempfänger sind a priori voll integriert. Sollten
für den gewünschten Anwendungsfall ausreichend schnelle Wandler und genug
Rechenkapazität zur Verfügung stehen, dann steht deren Einsatz nichts im Weg.
Wenn der Integrationsgrad keine Rolle spielt, muß diesbezüglich keine Aus-
wahl getroffen werden, und es ergibt sich ein weiterer nutzbarer Freiheitsgrad
beim Entwurf.
Störszenarien
Alle elektromagnetischen Felder, die nicht der gewünschten Informationsübertra-
gung dienen, werden als Störer wirksam. Dies betrifft insbesondere auch Nach-
barkanäle in mehrkanaligen Funkdiensten. Grundsätzlich können nicht alle Störer
bekannt sein. Jedoch kann oft eine Aussage zu den spektralen Eigenschaften der
Störer getroffen werden.
Zum einen interessiert die absolute Stärke der Störer, zum anderen ihr spek-
traler Abstand vom Nutzband. Besonders kritisch sind starke, eng benachbarte
Störer, da sie zu Blockierungen führen können. Spektral weit entfernte Störer wer-
den durch ein am Empfängereingang plaziertes Systemfilter wirksam unterdrückt,
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so daß hier die Blockierungsgefahr geringer ist. Allerdings ist auf eventuelle rea-
lisierungsbedingte Leckstellen des Systemfilters zu achten, welche insbesondere
bei SAW-Filtern verbreitet auftreten können.
Wenn der Einsatz der Direktmischempfänger-Architektur erwogen wird, inter-
essieren Störer, die vom Systemfilter nicht unterdrückt werden können, stärker als
bei anderen Architekturen. Durch die unvermeidlichen internen Verkopplungen
werden die Empfangssignale im Mischer stets auch quadriert, was zu nichtent-
fernbaren Störanteilen erheblicher Bandbreite führen kann. Diese Verkopplungen
können durch differentielle Signalführung vermindert werden. Zusätzlich ist auf
die Verwendung von LNA und von Mischern mit sehr guten Linearitätseigen-
schaften zu achten. Weitere Ausführungen zum Mischer folgen im Abschnitt 5.2
ab Seite 102.
Bei stark variablen Störern verbunden mit höchsten Ansprüchen an die Zu-
verlässigkeit des Empfängers kommt nur eine Superhet- bzw. gar eine Doppel-
superhetarchitektur in Frage. In diesem Fall verdient der Frequenzplan7, also die
Wahl der LO-Frequenzen, und damit die Beachtung der Spiegelfrequenzproble-
matik und auch die Kanalfilterauswahl besondere Beachtung.
Abtastempfänger sind auch in dieser Kategorie, genügend leistungsfähige Sy-
stemfilter, A/D-Wandler und Prozessoren vorausgesetzt, eine gute Wahl, wenn der
Realisierungsaufwand gerechtfertigt werden kann.
Energiebedarf
Wie schon ausgeführt wurde, ist ein niedriger Energiebedarf stets wünschenswert.
Unter diesem Gesichtspunkt sind alle die Architekturen eine gute Wahl, welche
mit wenigen, energiesparenden Komponenten auskommen. Auch der Verzicht auf
zusätzliche Treiberstufen, wie er bei einer vollständigen monolithischen Integra-
tion möglich ist, spart Betriebsenergie.
Aus diesen Gründen ist eine Realisierung mit Direktmischprinzip oder mit
niedriger Zwischenfrequenz vorteilhaft. Es wird nur ein Oszillator benutzt, und ei-
ne Integration ist in hohem Maße möglich. Prinzipiell schlechter geeignet sind die
Standard-Superhet- und die Doppelsuperhet-Architektur, wobei bei konsequent
stromsparendem Entwurf, z. B. durch niedrigen notwendigen LO-Pegel, auch mit
diesen Architekturen gute Ergebnisse erzielbar sind.
Als besonders unvorteilhaft ist derzeit eine Realisierung mit Direktabtast-
empfängern anzusehen. Hierbei werden besonders schnelle Analog-Digital-
Wandler benötigt, welche einen sehr hohen Betriebsstrombedarf aufweisen.
7vgl. Seiten 18 und 25
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Flexibilität im Betrieb
Eine zunehmende Bedeutung als Entwurfskriterium gewinnt die Flexibilität des
Empfängers. Damit ist gemeint, wie einfach sich der Wechsel zwischen Betriebs-
arten, Funkstandards oder auch Arbeitsfrequenzbändern gestaltet. Hintergrund
dieser Bemühungen ist, daß der aufwendige Entwurf nicht für jede minimale
Änderung neu durchgeführt werden soll, bzw. daß ein Empfänger heute verschie-
dene Empfangsaufgaben lösen muß, um vom Nutzer akzeptiert zu werden. Prak-
tisch können hierunter Multimode- bzw. Multibandempfänger verstanden wer-
den, doch auch weitergehende Ansätze wie z. B. eine Funktionserweiterung per
Software-Update sind denkbar.
Eine hohe Flexibilität wird vorteilhaft durch eine Konfigurierbarkeit des
Empfängers erreicht. Dabei werden die einzelnen Empfängerblöcke so einge-
stellt, daß die momentan gewünschte Empfangsaufgabe gelöst werden kann. Am
einfachsten ist dies, wenn die Empfangsschritte in einem Signalprozessor durch-
geführt werden. Dann sind sie vollständig per Software beeinflußbar.
Aus diesen Ausführungen folgt, daß ein direkt abtastender Empfänger die
höchste Flexibilität besitzt. Die einzigen Einschränkungen hinsichtlich der frei-
en Einsetzbarkeit liegen in der maximalen Wandlerfrequenz, welche die höchste
Empfangsfrequenz begrenzt sowie in der Rechenleistung des Signalprozessors,
welche den Umfang der Empfangsalgorithmen beschränkt.
Die anderen Architekturen lassen sich flexibel auslegen, wenn von Beginn
an darauf hingearbeitet wird. Es wird dann eine maximale Basisbandbreite de-
finiert, die dem Signalprozessor über einen Analog-Digital-Wandler übergeben
wird. Innerhalb dieser Bandbreite ist dann eine vollständige Flexibilität vorhan-
den, sofern die Transformation vom Nutzband ins Basisband gelingt. Bei diesem
Ansatz sind Architekturen bevorteilt, welche wenige Signalveränderungen bei der
Transformation durchführen. Am besten ist wieder die Direktmischarchitektur,
und mit geringen Einschränkungen wegen der Spiegelfrequenz, ein Superhet mit
ZF-Abtastung geeignet. Ein Doppelsuperhet ist am schwierigsten flexibel zu ge-
stalten.
Da Flexibilität im allgemeinen auch veränderliche Modulationsverfahren ein-
schließt, ist eine flexible Demodulation und Basisbandverarbeitung nur mit einem
programmierbaren Signalprozessor sinnvoll möglich. Deshalb wurde in diesem
Abschnitt das Vorhandensein solch eines Blockes vorausgesetzt.
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Entwurfssicherheit
Ein nicht zu unterschätzender Punkt bei der Architekturauswahl ist die erreichbare
Entwurfssicherheit. Eine relativ neue Architektur kann gegenüber einer herkömm-
lichen, wie z. B. der Superhet-Architektur, Vorteile bringen. Deren Entwurf ist je-
doch nicht so geläufig. Wenn nur wenige Stücke zu fertigen sind, sich also ein
hoher Entwurfsaufwand nicht lohnt, muß der Rückgriff auf Bewährtes empfohlen
werden.
Endgültige Auswahl
Wie soeben deutlich wurde, ist es nicht möglich, in allen Punkten eine gleicherma-
ßen vorteilhafte Wahl zu treffen. Der Entwerfer muß die Prioritäten der Aufgabe
erkennen und die Architekturwahl entsprechend gestalten.
Unter derzeitigen Gesichtspunkten kann eine Direktabtast-Architektur norma-
lerweise nicht eingesetzt werden, da der sehr hohe Realisierungsaufwand meist
nicht zu begründen ist.
Hinsichtlich der zunehmend geforderten Flexibilität wird eine Basisbandver-
arbeitung in den entsprechenden Fällen durch einen Signalprozessor erfolgen.
Die Wandlung vom analogen Signalraum in den digitalen muß aus energetischer
Sicht bei möglichst niedrigen Frequenzen erfolgen. Die Flexibilität erfordert eine
möglichst direkte Wandlung ohne viele vorherige begrenzende Faktoren. Sinnvoll
ist dann der Einsatz einer Direktmischarchitektur.
Muß unter dem Einfluß starker Störer eine sehr hohe Empfindlichkeit erreicht
werden, sollte eine Superhet- bzw. Doppelsuperhetarchitektur gewählt werden.
An dieser Stelle sei noch einmal ausdrücklich auf Tabelle 2.5 auf Seite 27 ver-
wiesen, in welcher bereits ein Überblick auf die verschiedenen Vor- und Nachteile
der wichtigsten Empfängerarchitekturen gegeben wurde. Die soeben besproche-
nen Kriterien sind in Tabelle 4.4 zusammengestellt.
4.2.9 Vorbetrachtungen zum Blockentwurf
Nach der Auswahl der Empfängerarchitektur folgt die Spezifikation der einzelnen,
durch die Architektur vorgegebenen Baublöcke. Sie müssen so konfiguriert wer-
den, daß sie einerseits einen optimalen Beitrag zur Erfüllung der Empfängeran-
forderungen leisten, andererseits möglichst einfach zu realisieren sind.
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Tabelle 4.4: Vergleich wichtiger Empfängerarchitekturen bezüglich markanter
Entwurfskriterien (
”
++“ =̂ sehr hoch,
”
- -“ =̂ sehr gering)
Kriterium DCR Low-IF Super Doppelsuper Abtast.
Integrierbarkeit ++ + - - - +
Störunempfind- - - + ++ ◦
lichkeit
Betriebsenergie- + ◦ ◦ - - -
effizienz
Flexibilität + ◦ - - - ++
Entwurfssicherheit ◦ - ++ ◦ -
Wichtige Blockeigenschaften
Die hauptsächlichen Blockeigenschaften lassen sich gemäß Tabelle 4.5 in zwei
Gruppen einteilen. Während die signalbezogenen Eigenschaften direkt anhand
der Empfangsanforderungen bestimmt werden können, müssen die umgebungs-
bezogenen Eigenschaften aus Angaben wie Einsatzzweck, Einsatzumgebung oder
Kostenbetrachtungen festgelegt werden.
Tabelle 4.5: Einordnung wichtiger Blockeigenschaften
signalbezogen umgebungsbezogen
gewünschte Übertragung v(f) Leistungsbedarf
Rauschbeitrag NF, Phasenrauschen Platzbedarf
Linearität IPn, 1 dBCP Anschlußgestaltung
Die signalbezogenen Eigenschaften aller Blöcke gemeinsam sind so fest-
zulegen, daß die angestrebte Empfangsaufgabe gelöst werden kann. Die Zu-
sammenhänge zwischen Block- und Empfängereigenschaften werden im Ab-
schnitt 4.2.10 dargestellt.
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Bemessung des kritischen Blockes
Bei jedem Entwurf gibt es Blöcke, die besonders kritisch bezüglich ihrer Rea-
lisierung sind. Bei hohen Anforderungen an die Rauscharmut ist der kritische
Block üblicherweise der LNA. Bei vielen Konzepten mit hohen Anforderungen
an die Kanaltrennung, z. B. bei Mobilfunksystemen, insbesondere bei Einsatz der
Direct-Conversion-Architektur, ist der Mischer ein sehr kritischer Block. Bei den
Superheterodynarchitekturen stellen die Filter kritische Blöcke dar.
Man spricht von kritischen Blöcken, wenn ihre vom Entwurf geforderten Ei-
genschaften nahe an bzw. teilweise über den bisher realisierten Eigenschaften-
grenzen dieser Bauteilklasse liegen. Es ist günstig, wenn der Entwurf darauf ab-
zielt, die Anforderungen an den kritischen Block zu vermindern. Dies ist nicht
immer möglich.
Einbeziehung vorhandener Blöcke
Um eine rationelle Realisierung zu ermöglichen, ist nach Möglichkeit der Einsatz
von bereits entworfenen Blöcken anzustreben. Dazu existieren zwei Strategien.
1. Alle Blöcke werden den Anforderungen entsprechend definiert. Danach
wird versucht, möglichst viele nachnutzbare Blöcke zu finden.
2. Die nachzunutzenden Blöcke werden vorgegeben. Die anderen Blöcke wer-
den so definiert, daß die vorgegebenen Blöcke einsetzbar sind.
Bei der ersten Variante wird zunächst keine Rücksicht auf eventuell einzu-
setzende Blöcke mit bereits festliegenden Parametern genommen. Deshalb ist
es wahrscheinlich schwierig, einen geeigneten Block zu finden, der genau die
benötigten Parameter aufweist.
Bei der zweiten Variante werden einzelne Blöcke fest vorgegeben. Die Anfor-
derungen für die anderen Blöcke orientieren sich an diesen Vorgaben. Deswegen
werden die vorgegebenen Blöcke auf jeden Fall einsetzbar sein. Allerdings wer-
den sich die verbleibenden Blöcke möglicherweise schwierig realisieren lassen,
weil an sie wegen der Vorgaben eventuell höhere Anforderungen gestellt werden.
Problematisch an der Nachnutzung vorhandener Blöcke ist, daß diese in al-
ler Regel technologiebezogen entworfen worden sind. Bei einer auch geringfügi-
gen Änderung der Schaltkreistechnologie bleiben Anpassungen an den Blöcken
unausweichlich. Auch ist es wegen der Vielzahl der Randbedingungen unwahr-
scheinlich, genau passende Blöcke zu finden. Daher ist es eine vorteilhafte Stra-
tegie, die Nachnutzung nur auf Konzepte und Lösungsansätze zu beschränken.
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Weiterführende Ausführungen zur Wiederverwendung von vorhandenen
Komponenten bietet Kapitel 6.
4.2.10 Bestimmung von Blockparametern
Zur Bestimmung der Blockparameter ist es erforderlich, den Zusammenhang der
Blockparameter untereinander sowie ihre Auswirkung auf die Systemleistung zu
kennen. Nachfolgend werden, basierend auf Abschnitt 2.8 ab Seite 42, die not-
wendigen Beziehungen gegeben.
Bestimmung der Empfangsleistungsverhältnisse aus dem SNR
Nach der Festlegung eines Modulationsverfahrens sowie der minimal notwendi-
gen Bitfehlerrate steht das am Demodulator bzw. am A/D-Wandler mindestens be-
reitzustellende SNRMod fest. Im SNR sollen alle Störanteile berücksichtigt sein.
In diesem Fall gilt
SNR = 10 · log pnutz
pN + pstör + pzerr
, (4.22)
wobei praktisch die Leistungen pstör der unvollkommen unterdrückten Störsignale
und pzerr der Intermodulationsprodukte schwierig zu trennen sind und daher oft
enstprechend
pzerr := pzerr + pstör (4.23)
zu pzerr zusammengefaßt werden. Da auch pnutz nicht isoliert meßbar ist, hat sich
das SINAD als Empfängergütemaß eingebürgert. Es gilt
SINAD = 10 · log pnutz + pN + pzerr
pN + pzerr
. (4.24)
Das SINAD wird üblicherweise immer für einen vollständigen Empfänger be-
nutzt. Der Zusammenhang von SNR und SINAD stellt sich wie folgt dar
SINAD = 10 · log(10 SNR10 + 1). (4.25)
Die Darstellung des Entwurfsablaufes soll jedoch weiter mit dem SNR durch-
geführt werden, da diese Größe direkt als Bezugswert beim Zusammenhang von
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Modulationsverfahren und Bitfehlerrate festgelegt wurde. Außerdem gilt für übli-
che SNR-Werte mit SNR ≥ 10 dB
SINAD ≈ SNR. (4.26)
Mit der Kenntnis von SNRMod kann das minimal notwendige Verhältnis von
Nutzleistung und Störbeiträgen bestimmt werden. Auch für die Festlegung einer
A/D-Wandler-Wortbreite ist das SNR nötig.
Bestimmung der maximalen Größe der einzelnen Störbeiträge
Es muß gesichert sein, daß stets
SNRDemod ≥ SNRMod (4.27)
gilt, also das am Demodulator verfügbare SNRDemod mindestens so groß wie
das für eine Demodulation mit der vorgeschriebenen Bitfehlerrate notwendige
SNRMod ist.
Um zu bestimmen, welchen Beitrag Störer leisten dürfen, um noch ein ausrei-
chendes SNRDemod zu gewährleisten, kann gemäß
∆pstör,ges = SNRMod + ∆pstör,Empf (4.28)
der minimale Signal-Stör-Abstand bestimmt werden. Wenn alle Störer den glei-
chen Signal-Stör-Abstand haben sollen, kann für eine Bestimmung einfach die
Anzahl z der Störbeiträge gemäß
∆pstör,ges = SNRMod + 10 · log(z) (4.29)
benutzt werden. Eine grafische Darstellung des Zusammenhanges bietet Abbil-
dung 4.2.
Für das am Demodulator bzw. A/D-Wandler verfügbare SNRDemod gilt bei
voneinander unabhängigen Auswirkungen der Störeinflüsse im allgemeinen











Die Bedingung der Unabhängigkeit ist hinsichtlich der Auswirkungen der Störein-
flüsse in der Regel erfüllt, obwohl die Ursache verschiedener Störungen identisch
sein kann, z. B. erzeugt ein einzelner Störer Intermodulation und tritt direkt in
Erscheinung. Jedoch ist es im allgemeinen nicht möglich, anhand einer bekann-
ten Störer-Auswirkung die anderen Störanteile vorauszusagen. Die Werte in Glei-
chung (4.30) sind in dB anzugeben. Dabei müssen die Zahlenwerte mit positivem









Abbildung 4.2: Beispielhafte Darstellung der Pegelverhältnisse am Demodulator
mit SNRMod = SNRDemod
Vorzeichen versehen sein, falls die Störung einen kleineren Pegel als das Nutzsi-
gnal besitzt.
Wendet man auf (4.30) die Maßnahmen, die bei (4.29) beschrieben wurden,
an und legt SNRMod = SNRDemod fest, ergibt sich
∆NF = ∆IM = ∆pstör,rest = SNRMod + 10 · log(3). (4.31)
Sollen die Störanteile unterschiedlich bemessen werden, z. B. weil Intermodu-
lation kein Problem darstellt, kann dies in (4.30) entsprechend angepaßt werden.
Besonders einfach gestaltet sich die Anwendung von (4.30) bei gleicher
Bemessung, aber unterschiedlicher Anzahl von zu berücksichtigenden Störein-
flüssen. Dann gilt (4.29). In (4.31) entspricht das Argument des Logarithmus der
Anzahl z der zu berücksichtigenden Störeinflüsse, so daß die zulässigen Werte
für die Störeinflüsse schnell bestimmt werden können. Im Anwendungsbeispiel
wurde dies in Beziehung (7.25) auf Seite 132 angewendet.
Die rechte Seite der Beziehung (4.29) bzw. (4.31) kann auch benutzt werden,
um den Wert für SNRges in (4.9) zu bestimmen.
Im folgenden soll die Bedeutung der drei Störbeiträge aus (4.30) näher
erläutert werden.
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Bestimmung der zulässigen Rauschstörungen
Für die Bestimmung des Rauschbeitrages in Gleichung (4.30) gilt
NFges = SNRein − ∆NF. (4.32)
Dabei stellt
SNRein = 10 · log
(
pmin
k · T · Bnutz
)
(4.33)
das tatsächlich vorhandene SNR am Empfängereingang dar, welches sich anhand
des festgelegten minimalen Empfangspegels pmin und der wirksamen Rauschlei-
stung gemäß Gleichung (4.5) bestimmen läßt.
Mit den Gleichungen (2.57) und (2.58) läßt sich der notwendige Zusammen-
hang zur Bestimmung der zulässigen Blockrauschzahlen aufschreiben
NFges = 10 · log
(






+ · · ·+ FZk
v1v2 · · · vk−1
)
. (4.34)
Bestimmung der zulässigen nichtlinearen Verzerrungen
Für den Verzerrungsbeitrag zu Gleichung (4.30) gilt









wobei hier nur Verzerrungen 2. und 3. Ordnung betrachtet werden, da diese
am wichtigsten sind. Eine ausführliche Begründung dafür ist im Abschnitt 2.8.7
ab Seite 48 zu finden. Die Einzelanteile des Verzerrungsbeitrages können für k
Blöcke gemäß












∆IMn,x = (n − 1)IIPn,x − n · pstör,ein,x + pnutz,ein,x. (4.37)
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bestimmt werden. Dabei bezeichnen in (4.38) vi,stör die Verstärkungs- bzw.
Dämpfungsfaktoren für die Störanteile und vi,nutz die Verstärkungsfaktoren für
das Nutzsignal.
Bei diesen Betrachtungen sind, wie durch die geraden Formelzeichen ver-
deutlicht wird, alle Leistungs- und Verstärkungswerte p und v in dBm bzw. in
dB anzugeben. Weiterhin muß der Eingangspegel jedes Blockes unterhalb des
1 dB-Kompressionspunktes liegen, um die gegebenen Beziehungen anwenden zu
können.
Wenn nur geringe Störpegel auftreten, kann geprüft werden, ob die Näherun-
gen (2.82) bzw. (2.89) zulässig sind. Nach dieser Vereinfachung ist im wesentli-
chen nur der letzte Block der Kette für die nichtlinearen Verzerrungen verantwort-
lich. Mit der Anwendung dieser Näherung ist eine wirksame Erleichterung bei der
Bestimmung der Verzerrungsbeiträge verbunden.
Zur Definition und Bestimmung sowie für weitergehende Darstellungen zum
Intermodulationspunkt wird auf den bereits erwähnten Abschnitt 2.8.7 verwiesen.
Bestimmung der Stördämpfung
Unvollkommen unterdrückte Störer tragen zu Gleichung (4.30) gemäß
∆pstör,rest = pnutz,real − pstör,real (4.39)
bei. Dabei stellt pnutz,real den am A/D-Wandler bzw. Demodulator wirksamen
Nutz- und pstör,real den wirksamen Störpegel dar. Wegen des Vorhandenseins von
parasitären Kopplungen gilt allgemein
pstör,real ≥ pstör,aus + pstör,real,LO. (4.40)
Dabei kennzeichnet pstör,real,LO Störbeiträge, die aufgrund von Phasenrauschen
auftreten. pstör,aus wurde in (4.18) auf Seite 78 eingeführt.
Mit der Kenntnis von ∆pstör,real und pnutz,real läßt sich pstör,real und damit der
maximal zulässige Wert von pstör,aus bestimmen. Somit läßt sich die notwendige
Filterdämpfung ∆pstör aus (4.18) wie folgt ausdrücken
∆pstör = pstör,ein + ∆pstör,rest − pnutz,real. (4.41)
Dabei ist jedoch zu beachten, daß Signalverstärkungen vges, die der Störer im
Empfänger erfährt, nicht berücksichtigt werden. Der Filterdämpfungswert ∆pstör
muß noch um diesen Betrag erhöht werden. Damit gilt
∆pstör = vges + pstör,ein + ∆pstör,rest − pnutz,real. (4.42)
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Unter Verwendung der frequenzselektiven Verstärkung kann man schreiben







Dabei stellen vi,nutz die Verstärkungsfaktoren für das Nutzsignal und vi,stör die
Verstärkungs- bzw. Dämpfungsfaktoren für die Störsignale dar, die in den k emp-
fangswirksamen Blöcken wirksam werden.
Das LO-Phasenrauschen mischt vor allem Nachbarkanalinformationen bzw.
Inhalte von Störern, die dem Nutzband nahe liegen, in das gewünschte Basisband.
Unterstellt man einen idealen Multiplizierer als Mischer, werden die Störanteile
genau um die Dynamikdifferenz schwächer als das Nutzsignal eingebracht, um
die das Phasenrauschen unter dem Nennpegel des Lokaloszillators liegt. Da die
Störer einen sehr hohen Pegel haben können, kann sich trotz geringen Phasenrau-
schens ein erheblicher Störbeitrag ergeben. Da aus Gründen der Leistungseffizi-
enz und zur Verminderung von Rauschstörungen oftmals Mischer vom LO-Signal
übersteuert werden müssen, erhöht sich der auf dem Phasenrauschen basierende
Störbeitrag in der Praxis noch. Es gilt
pstör,real,LO ≥ pstör − ∆pLO,N,φ, (4.44)
wobei pstör,real,LO den Störbeitrag auf Grundlage des Phasenrauschens, pstör den
Pegel des Störers und ∆pLO,N,φ den Pegelabstand des Phasenrauschens von der
Nennleistung des LO darstellt. Abbildung 4.3 verdeutlicht den Zusammenhang.
Dabei ist der Einfluß des Phasenrauschens auf das Mischen des Nutzbandes ver-
nachlässigt. Bei hinreichend geringem Phasenrauschen kann dieser Einfluß stets
vernachlässigt werden. Bei prinzipieller Abwesenheit von Nachbarkanalstörern
darf dennoch das Phasenrauschen nicht zu groß werden, da sonst Eigenstörungen
des Nutzsignals auftreten können und keine Demodulierbarkeit mehr gegeben ist.
Bestimmung der Gesamtverstärkung
Zur Bestimmung der Gesamtverstärkung ist die Kenntnis der zu überbrückenden
Nutzpegeldifferenz notwendig. Der minimale Empfangspegel ist durch die Vorga-
be einer Mindestempfindlichkeit festgelegt.
Der Zielpegel ptast am Demodulator bzw. am A/D-Wandler hängt vom zu er-
zielenden Spannungshub und dem wirksamen Lastwiderstand ab. Bei sinusförmi-
gem Nutzsignal und vernachlässigbaren Verzerrungs- und Rauscheinflüssen ent-
spricht ein Zielpegel von 0 dBm einer Spitzenspannung von ca. 4,5 V an einem
Lastwiderstand von 10 kΩ, was ein üblicher Wert für den Eingangswiderstand ei-
nes A/D-Wandlers ist.




























































Abbildung 4.3: Veranschaulichung des Störbeitrages wegen Phasenrauschens
Der an der Antenne zur Verfügung stehende Nutzpegel muß geeignet verstärkt








wobei k die Anzahl der Bausteine der Empfangskette und vi den jeweiligen
Verstärkungsfaktor angibt. Falls ein Baustein x (1 ≤ x ≤ k) dämpfende Eigen-
schaften aufweist, gilt für den zugehörigen Faktor vx < 1. Weiterhin gilt
pnutz,Empf ≥ pmin, (4.46)
was bedeutet, daß der tatsächliche Empfangspegel auch deutlich größer als der
minimale Empfangspegel sein kann, und daß deshalb vges mittels regelbarer
Verstärker angepaßt werden muß, um pnutz,tast nicht zu überschreiten und die letz-
ten Verstärkerstufen oder den Demodulator bzw. den A/D-Wandler nicht zu über-
steuern. Zweckmäßigerweise geschieht diese Regelung in nicht zu feinen Stufen
∆p. Der weitere Einfluß von ∆p ist in Gleichung (4.49) dargestellt.
Bestimmung von Abtastfrequenz und A/D-Wandler-Wortbreite
Wenn ein A/D-Wandler eingesetzt werden soll, muß die Abtastfrequenz zur Ver-
meidung von Alias-Effekten mehr als doppelt so hoch sein wie die größte auftre-
tende abzutastende Frequenz. Gemäß Abtasttheorem von Shannon gilt
ftast > 2 · fmax,bas > 2 · fmax,nutz, (4.47)
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wobei hier eine Abtastung im Basisband bei nicht perfekter Bandbegrenzung auf
die benutzen Frequenzanteile angenommen wurde.
Das durch den A/D-Wandler maximal detektierbare Spannungsverhältnis ∆U
beträgt in dB
∆U = 20 · log(2m). (4.48)
Hierbei symbolisiert m die Wortbreite des A/D-Wandlers in Bit. Es ergibt sich
folglich für die Abhängigkeit von Wortbreite und erreichbarer Dynamik ein Wert
von ca. 6 dB/Bit. Die minimal erforderliche Wortbreite des A/D-Wandlers be-
stimmt sich aus dem benötigten SNRMod, um die geforderte Bitfehlerrate einhal-
ten zu können, und einer Zugabe, deren Wert von der Größe der Pegelregelschritte
abhängt. Wenn dabei große Regelschritte zugelassen werden, sinkt der Aufwand
an die Steuerung der regelbaren Verstärker, und es werden aufwendigere Wandler









20 · log(2) , (4.49)
wobei ∆p die Größe der Regelstufen gemessen in dB darstellt. Üblicherweise be-
nutzt man breitere Wandler, um bei besseren SNR-Werten aufgrund guter Emp-
fangsbedingungen eine bessere Entscheidungssicherheit und damit eine niedrigere
Bitfehlerrate zu erhalten. Die A/D-Wandler-Wortbreite steht in keinem Zusam-
menhang zur modulationsspezifischen Anzahl der Bits pro Sendesymbol.
Bemerkung
Mit den in diesem Abschnitt ermittelten Angaben können die Eigenschaften
und Parameter aller Empfängerbausteine so gewählt werden, daß die Blöcke in
ihrer Zusammenschaltung die Empfangsaufgabe lösen. Dabei ist zu bedenken,
daß ein Entwurf nur dann verwendbar ist, wenn die Anforderungen auch bei
den ungünstigsten Randbedingungen, insbesondere bei nachlassender Spannungs-
versorgung und hohen Betriebstemperaturen, noch erfüllt werden. Um dies zu
gewährleisten, ist eine sogenannte
”
worst-case“-Betrachtung, eine Untersuchung
des schlimmsten noch zulässigen Betriebsfalles, anzustellen.
4.2.11 Festlegung von Parametern gemäß Empfängerarchitek-
tur
Je nach ausgewählter Empfängerarchitektur treten jeweils unterschiedliche Effek-
te störend in Erscheinung, die gezielt bekämpft werden müssen. Im folgenden
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sollen für ausgewählte Architekturen entsprechende Hinweise gegeben werden,
welche die eben dargestellten Zusammenhänge ergänzen.
Direktmischempfänger
Beim Entwurf eines Direktmischempfängers ist, wie bereits kurz erwähnt, der Mi-
scher der kritische Block. Er muß eine Abstrahlung des Lokaloszillatorsignals ver-
hindern und ausreichend intermodulationsfest sein. Beide Eigenschaften stellen
hohe Anforderungen an den Schaltungsentwurf. Vielversprechend sind Ansätze
zu einem steuerbaren Mischer ([JHJK97], [HER00]), bei dem die Ursachen für
Nichtlinearitäten 2. Ordnung wirksam vermindert werden können.
Die Intermodulationsfestigkeit, insbesondere ein hoher IP2, ist für eine aus-
reichende Störsignalunterdrückung notwendig. Falls die praktisch erzielten Werte
zu gering sind, ist der Empfänger nicht verwendbar. Wie im Abschnitt 2.8.7 auf
Seite 49 in Beziehung (2.64) deutlich wird, werden durch Nichtlinearitäten 2. Ord-
nung alle Eingangssignale quadriert und verschieben sich demnach unter anderem
ins Basisband. Sollten die Eingangssignale amplitudenmoduliert sein, wird im Ba-
sisband die entsprechend der Modulationsfrequenz doppelte Bandbreite belegt.
Dies wird durch folgendes Beispiel deutlich. Es gelte
(A · cos(z))2 =
(






1 − cos(2x) + cos(2z) − 1
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wobei A die mit der Basisbandfrequenz (x/2π) modulierte Amplitude und (z/2π)




cos(2x) belegt die gegenüber der ursprünglichen Modula-
tionsfrequenz doppelte Bandbreite und ist vom direkt ins Basisband transformier-
ten Nutzsignal (nicht dargestellt) nicht unterscheidbar.
Der minimal zulässige IIP2 ist gemäß Beziehung (2.65) bestimmbar (siehe
Seite 50). Es zeigt sich, daß die Anforderungen an den IIP2 doppelt so stark stei-
gen wie der Pegel des zu unterdrückenden Störsignals. Es empfiehlt sich daher,
bei guten Empfangsverhältnissen und ausreichendem Nutzsignalpegel den LNA
abzuschalten bzw. bei nicht zu kleinem geforderten minimalen Empfangspegel
einen LNA bewußt nicht vorzusehen. Da ein LNA bei der Verminderung der
Lokaloszillator-Abstrahlung wichtige Dienste leistet, muß bei einem Direktmi-
schempfänger ohne LNA der Mischer eine umso wirksamere LO-Isolation bieten.
Nichtlinearitäten 3. Ordnung sind wegen der direkten Nutzsignalverfälschung
ebenfalls problematisch, werden jedoch detailliert in der folgenden Betrachtung
der Superhetarchitektur diskutiert.
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Superhetempfänger
Beim Superhet sind Nichtlinearitäten ungerader, insbesondere 3. Ordnung zu be-
achten. Wie aus Beziehung (2.64) deutlich wird, entstehen auf der Basis von
Nichtlinearitäten 3. Ordnung vielfältige Störprodukte, von denen ein erheblicher
Anteil im Nutzband liegt. Dabei fällt ein Teil direkt auf die Nutzfrequenz, wei-
tere Teile liegen um den einfachen und den doppelten Abstand des Störers von
der Nutzfrequenz entfernt. Abbildung 2.25 verdeutlicht dies. Es ist offensicht-
lich, daß die Störanteile deshalb nachträglich nicht entfernbar oder unterdrück-
bar sind. Der minimal notwendige IIP3 ist gemäß Beziehung (2.65) bestimmbar.
Hierbei steigen die Anforderungen an den IIP3 dreimal so schnell wie der Pe-
gel des Störsignals. Nichtlinearitäten 3. Ordnung lassen sich durch sorgfältigen
Schaltungsentwurf vermindern.
Ein weiteres sehr wichtiges Problem bei der Superhetarchitektur ist das Vor-
handensein einer Spiegelempfangsstelle.8 Der Empfang auf der Spiegelfrequenz
wird durch das Systemfilter vermindert. Dafür werden üblicherweise keramische
bzw. SAW-Filter eingesetzt. Diese haben jedoch keine durchgängig konstante
Dämpfung, sondern einige Leckstellen. Falls solch eine Leckstelle und die Spie-
gelfrequenz zusammenfallen, ist kein störungsfreier Empfang mehr möglich. Um
diesen Effekt zu vermeiden, kann ein zusätzliches LC- bzw. RC-Filter vor oder
hinter dem LNA vorgesehen werden. Es kann auch die Übertragungskennlinie
des LNA ausgenutzt werden, indem die Spiegelfrequenz deutlich über der Grenz-
frequenz des Verstärkers angesiedelt wird.
Ein negativer Effekt aufgrund der Superhetarchitektur ist der Zwischenfre-
quenz-Durchschlag. Damit wird das Einstreuen von Störern, die gerade auf der
Zwischenfrequenz liegen, bezeichnet. Durch sorgfältige Abschirmungen, die zur
Vermeidung unerwünschter Abstrahleffekte ohnehin notwendig sind, läßt sich
dieses Problem vermeiden.
Wenn die Zwischenfrequenz nicht abgetastet oder demoduliert wird, dann er-
folgt die A/D-Wandlung bzw. Demodulation im Basisband. Zum Mischen des
Nutzsignals vom Zwischenfrequenzband ins Basisband folgt eine weitere Misch-
stufe fLO2. Üblich ist, dafür einen eigenen, fest abgestimmten Oszillator zur Be-
reitstellung der Mischfrequenz zu verwenden. Falls der erste LO nicht verstimmt
wird, seine Schwingfrequenz fLO1 also fest ist, z. B. weil keine Kanalwechsel
durchgeführt werden, kann die Hilfsfrequenz für den 2. Mischer auch durch Tei-
len der ersten LO-Frequenz gewonnen werden. In jedem Fall kann es aufgrund
von Verkopplungen beider LO-Frequenzen vorkommen, daß weitere Störsignale
empfangen und mit dem Nutzsignal überlagert werden. Dabei spricht man auch
8vgl. dazu Abbildung 2.1 auf Seite 4 sowie die Ausführungen auf den Seiten 5 und 18
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vom Störstellenempfang. Störstellen sind schwierig vollständig zu unterdrücken
und treten meist nur bei wenigen Frequenzkonstellationen auf, insbesondere bei
einem variablen ersten Lokaloszillator. Zur Vermeidung von Störstellenempfang
sollten beide Lokaloszillatorfrequenzen so aufeinander abgestimmt werden, daß
auf den Summen- und Differenzfrequenzen der Harmonischen der Oszillatoren
keine starken Störsignale liegen, also
fstör 6= n1 · fLO1 ± n2 · fLO2 (4.51)
gilt. Dabei bezeichnet fstör die Frequenz eines starken Störers, (n1, n2) ∈ N sind
Faktoren und fLO1 sowie fLO2 stellen die wirksamen Mischfrequenzen dar. Dabei
gilt fLO2 = fZF . Diese Überlegung führt zu einer weiteren Einschränkung bei der
Wahl der Zwischenfrequenz.
Diese Ausführungen zeigen, daß es beim Superhet entscheidend darauf an-
kommt, die verschiedenen Frequenzbänder günstig zu plazieren. Das Zwischen-
frequenzband sollte so gewählt werden, daß die Spiegelfrequenz gut unterdrückt
wird, keine Störstellen auftreten und keine ZF-Druchschläge zu erwarten sind.
Weiterhin muß auf die Verfügbarkeit von geeigneten Zwischenfrequenzfiltern ge-
achtet werden. Aus diesen Überlegungen ergibt sich gemäß
fLO = fnutz − fZF mit fSP = fLO − fZF (4.52)
bzw.
fLO = fnutz + fZF mit fSP = fLO + fZF . (4.53)
die Lokaloszillatorfrequenz. Noch vielfältiger gestalten sich diese Überlegungen
beim Doppelsuperhetempfänger, da dieser eine Lokaloszillatorfrequenz mehr be-
sitzt. Die Frequenzplanung ist ein nicht zu unterschätzender Schritt beim Entwurf
eines Superheterodynempfängers.
Abtastempfänger
Abtastempfänger werden zur Zeit meist nur als Zwischenfrequenz-
Abtastempfänger realisiert. Demnach gelten die beim Superhetempfänger ange-
stellten Überlegungen zur Spiegel- und zur Zwischenfrequenz, zusammengefaßt
in der Problematik der Frequenzwahl des Lokaloszillators, hier in gleichem Maße.
Da normalerweise die A/D-Wandler die kritischen Baugruppen eines Abtast-
empfängers darstellen, müssen deren Fähigkeiten voll ausgeschöpft werden. Dazu
ist insbesondere eine möglichst genaue Pegelanpassung notwendig, um den gebo-
tenen Dynamikbereich voll nutzen zu können. Um die Pegelanpassung sicherzu-
stellen, sind regelbare Verstärker vorzusehen, die sehr gleichmäßige Pegelabstu-
fungen über ihren gesamten Regelbereich bieten.
Kapitel 5
Schaltungsentwurf
5.1 Übergang vom System- zum Schaltungsentwurf
Nachdem durch die Untersuchungen zum Systementwurf die Anforderungen an
die einzelnen Komponenten bestimmt worden sind, müssen diese Anforderungen
durch geeignete Schaltungen erfüllt werden. Zum Schaltungsentwurf ist viel Li-
teratur, z. B. [TISC99], [SEI94], [GRME93], [VIZ95], [TOU98] und [SAN96],
verfügbar. Deshalb soll an dieser Stelle nicht ausführlich auf die verschiedenen
Aspekte des Schaltungsentwurfes eingegangen werden.
Um sicherzustellen, daß eine entworfene Schaltung den an sie gestellten An-
sprüchen gerecht wird, können die in Abschnitt 8.2 ab Seite 178 näher beschrie-
benen Entwurfswerkzeuge benutzt werden. Die in Abschnitt 8.3 ab Seite 188 dar-
gelegten Modellierungsansätze unter Verwendung von Verhaltensbeschreibungs-
sprachen erleichtern die Einbringung von Testumgebungen in Schaltungssimula-
toren, ohne daß dafür eine für die spätere Realisierung nicht benötigte Schaltung
entworfen werden muß.
5.2 Beispielschaltung Mischer
Wichtige Randbedingungen und Effekte, die für einen Schaltungsentwurf wichtig
sind, sollen an dieser Stelle am Beispiel einer Mischerschaltung, die zum einen für
eine Superhetarchitektur und zum anderen für eine Direktmischarchitektur opti-
miert wurde, besprochen werden.
Generell kann zwischen aktiven und passiven Mischern unterschieden werden.
Passive Mischer haben keine besondere Zuführung für Betriebsenergie und bieten
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keine Mischverstärkung, d. h. es gilt
pMisch,RF > pMisch,aus,nutz , (5.1)
wobei pMisch,aus,nutz bei einer Zwischenfrequenz ungleich Null oder im Basis-
band liegen kann. Oft werden passive Mischer als Diodenringmischer ausgeführt.
Ihre Linearitätseigenschaften sind gut, jedoch erfordern sie zum Betrieb einen ver-
gleichsweise hohen LO-Pegel.
Aktive Mischer bieten eine Mischverstärkung und benötigen geringere LO-
Pegel, weshalb sie vorzugsweise eingesetzt werden. Mischer arbeiten als Multi-
plizierer. Es gilt
UMisch,aus = v · UMisch,ein,RF · UMisch,ein,LO , (5.2)
wobei v die Spannungsverstärkung symbolisiert. Erfolgt die Ansteuerung mit so
hohem LO-Pegel, daß eine interne Begrenzung auftritt, so spricht man vom Schal-
terbetrieb. Im Empfängerentwurf ist der Schalterbetrieb sehr beliebt, da die mittle-
re wirksame Rauschleistung sinkt. Rauschbeiträge treten hauptsächlich nur noch
zu den Umschaltzeitpunkten auf. Die entstehenden Oberwellen lassen sich durch
die ohnehin benötigten Kanalfilter leicht entfernen.
Ein Mischer, der die eben skizzierten Eigenschaften aufweist, wurde in
[HER00] vorgestellt. In dieser Schaltung wurden Konzepte aus [DUR99],
[GIL97] und [GIL96] aufgegriffen und weiterentwickelt. In Abbildung 5.1
ist die Kernschaltung des Mischers dargestellt.
In der dargestellten Mischerschaltung werden jedoch nicht die Linearitätsei-
genschaften im laufenden Betrieb eingestellt, wie in [DUR99] beansprucht, son-
dern durch geeignete Dimensionierung der Bauteile bereits beim Entwurf opti-
miert. Zunächst soll der Mischer jedoch vorgestellt werden. Der Mischer arbeitet
im Schalterbetrieb. Die LO-Leistung wird dem in der oberen Hälfte der Abbil-
dung dargestellten Schalterquad (Q5, . . . , Q8) als Differenzsignal zugeführt. Das
Nutzsignal URF wird unsymmetrisch zugeführt und für die differentielle Ansteue-
rung des Schalterquads in dem in der Abbildung unten dargestellten Stromspie-
gel (Q2, Q3) symmetriert. Mittels der Biasstufe (Q1, Q4) kann der Arbeitspunkt
und damit der Ruhestrom I0 für beide Zweige eingestellt werden. Der Widerstand
RS stellt den Innenwiderstand der Signalquelle dar und gehört nicht zur eigent-
lichen Mischerschaltung. Die positive Betriebsspannung wird über Widerstände
oder Spulen an den UZF -Knoten zugeführt. Die Zwischenfrequenz wird direkt auf
dem Chip weiterverarbeitet und ist von außen nicht zugänglich. Die Induktivitäten
können dabei durch Bonddrähte realisiert werden, solange die Zwischenfrequenz
hoch genug ist und dadurch nicht gedämpft wird. Für den Einsatz in einem DCR-
Empfänger sind Widerstände statt Induktivitäten in der Spannungszuführung bes-
ser geeignet.

































Abbildung 5.1: Kernschaltung des Beispielmischers
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Als innere Quelle von Nichtlinearitäten kommen zwei wesentliche Ursachen
in Frage. Diese sind Verzerrungen im Stromspiegel und im Schalterquad. Die vor-
handenen unerwünschten Nichtlinearitäten beider Quellen weisen jeweils unter-
schiedliche Auswirkungen auf. Zusätzlich können Nichtlinearitäten wegen para-
sitärer Verkopplungen auftreten. Diese sollen jedoch hier nicht weiter besprochen
werden, da sie durch entsprechendes Design, z. B. differentielle Signalführung,
bereits weitgehend vermieden werden.
Im Stromspiegel spielen Nichtlinearitäten 2. Ordnung keine Rolle, da sie
durch die Mischung im Schalterquad in nicht störende Frequenzbereiche fallen
und somit vom Kanalfilter unterdrückt werden. Dagegen sind Nichtlinearitäten
3. Ordnung durchaus bedeutsam, denn die entstehenden Intermodulationsproduk-
te bleiben auch nach dem Mischvorgang im gleichen Band wie das Nutzsignal.
Deshalb ist hier ein wichtiger Ansatzpunkt zur Verbesserung der Linearitätsei-
genschaften solch eines Mischers zu finden.
Im Schalterquad treten nichtlineare Verzerrungen vor allem durch nicht per-
fekte Übereinstimmung der Transistoren auf. Besonders Nichtlinearitäten 2. Ord-
nung werden dadurch hervorgerufen. Verzerrungen, die im Schalterquad entste-
hen, werden nicht mehr frequenzverschoben. Die Störungen von Verzerrungen
2. Ordnung betreffen also direkt das Basisband. Verzerrungen 3. Ordnung beein-
flussen das Nutzband. Bei einem Direktmischempfänger sind beide Bänder iden-
tisch, so daß die Verzerrungen beider Ordnungen gleichartig störend wirken.
Im folgenden soll ausgeführt werden, welche Maßnahmen bei einer Superhet-
und einer Direktmischarchitektur ergriffen werden können, um die Entstehung
von Intermodulationsprodukten zu vermindern.
5.2.1 Mischer für Superhetarchitektur
Beim Einsatz des Mischers in einem Superhetempfänger sind vor allem Verzer-
rungen 3. Ordnung zu vermeiden. Eine wesentliche Quelle für solche Verzerrun-
gen stellt die Ansteuerschaltung des Schalterquads, bestehend aus Biaseinspei-
sung und Stromspiegel, dar. Es kommt also darauf an, mögliche Verzerrungen
3. Ordnung in dieser Teilschaltung zu minimieren.
Dazu sind in [HER00] und noch ausführlicher in [JJL00] Überlegungen ange-
stellt worden, die an dieser Stelle nur kurz wiedergegeben werden sollen. Es wird
untersucht, wie der durch die Transistoren Q1 und Q2 fließende Strom I0 durch
den Strom i, der von URF und U0 abhängt, beeinflußt wird. Wegen des Stromspie-
gels fließt ein ähnlich beeinflußter Strom I0 auch durch Q4 und Q3. Aus Sicht von
i kann die Basis von Q3 vernachlässigt werden, da ihr Eingangswiderstand groß
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gegenüber dem Widerstand im Querzweig von Q1 und Q2 ist.






























+ · · · , (5.3)
wobei UT die Temperaturspannung der Transistoren darstellt. Berücksichtigt man
das Eingangssignal uRF (Kleinsignalbetrachtung) gemäß
uRF = i · RS + u, (5.4)
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(5.5)
Zum Vermindern der Nichtlinearitäten 3. Ordnung des Beispielmischers kann
versucht werden, den Koeffizienten für das Glied 3. Ordnung in Gleichung (5.5)





Da auch Koeffizienten höherer Ordnung störende Verzerrungen hervorrufen, die
ähnlich wie Verzerrungen 3. Ordnung wirken, müssen entsprechende Signalbe-
standteile dennoch betrachtet werden. Sie sind allerdings deutlich geringer als
jene Verzerrungen, die durch die Dimensionierung entsprechend (5.6) vermieden
wurden. Eine weitere Betrachtung kann [JJL00] entnommen werden.
Gleichung (5.3) kann zur Bestimmung des linearen Eingangswiderstandes be-
nutzt werden. Dieser sollte sich in Anpassung zum Innenwiderstand der Signal-










= RS . (5.7)
Mit diesen Angaben können optimale Werte für R und I0 eingestellt werden.
Es ist notwendig, für Ubias eine temperaturabhängige Quelle zu verwenden, um
die Temperaturabhängigkeit von UT auszugleichen und einen konstanten Wert für
UT
2·I0 garantieren zu können.
Mit diesen Maßnahmen gelingt es, die Linearitätseigenschaften des als Bei-
spiel betrachteten Mischers deutlich zu verbessern. Es kann auch, wenn stärkere
Nichtlinearitäten erlaubt sind, ein entsprechend niedrigerer Biasstrom eingestellt
werden, um Betriebsenergie zu sparen.
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5.2.2 Mischer für DCR-Architektur
Zur Betrachtung eines möglichen Einsatzes des in Abbildung 5.1 dargestellten
Mischers in einem Direktmischempfänger muß vorangestellt werden, daß die Ver-
meidung von Nichtlinearitäten 3. Ordnung ebenso wichtig wie für den soeben im
Abschnitt 5.2.1 betrachteten Mischer für eine Superhetarchitektur ist und gleichar-
tig bewerkstelligt wird. Zusätzliche Bedeutung besitzt die Vermeidung von Nicht-
linearitäten im Schalterquad (Q5, . . . , Q8), die vorwiegend durch ungleiche Tran-
sistoreigenschaften hervorgerufen werden und sich hauptsächlich in Verzerrungen
2. Ordnung niederschlagen.
Die Verzerrungen 2. Ordnung lassen sich nicht ohne weiteres simulativ be-
stimmen, denn bei der Simulation der Mischereigenschaften werden zunächst alle
Bauelemente in ihrer Entwurfsgröße benutzt. In diesem Fall treten im Schalter-
quad keine Fehler auf, da die vier Transistoren ideal gleich sind. In der Praxis un-
terscheiden sie sich jedoch geringfügig in der Größe und ihrer Dotierung. Wenn
diese Unterschiede mit ihren statistischen Eigenschaften bekannt sind, kann ei-
ne worst-case Simulation durchgeführt werden, um die resultierenden Nichtlinea-
ritäten zu bestimmen.
Eine Verminderung der Nichtlinearitäten ist auf zweifache Weise möglich. Er-
stens kann versucht werden, die Transistoren des Schalterquads zu vergrößern.
Dadurch sinkt die relative Abweichung der Transistoren untereinander, da die ab-
soluten Abweichungen technologieabhängig sind und konstant bleiben. Es gilt am






, wenn A1 < A2, (5.8)
wobei ∆A die konstante maximale Flächenabweichung, A1 die Fläche der kleine-
ren und A2 die Fläche der größeren Realisierung darstellt. Die hier beschriebene
Vergrößerung der Transistoren wurde in [JBP01] vorgeschlagen.
Eine Vergrößerung der Transistoren ist nicht unbegrenzt möglich, da dabei
ihr Betriebsstrombedarf ansteigt und ihre Schaltfrequenz sinkt. Außerdem können
sich die Rauscheigenschaften verschlechtern.
Zweitens ist es möglich, entstandene Ungleichheiten im Schalterquad durch
eine etwas unterschiedliche Bias-Vorspannung auszugleichen. Dies kann wieder-
um auf zwei verschiedene Arten erfolgen. Entweder werden die Unterschiede ein-
malig bestimmt und durch eine feste Vorspannungsänderung kompensiert, oder
die Ermittlung der Unterschiede erfolgt im laufenden Betrieb, und die Kompensa-
tion kann dadurch auch temperatur- und alterungsabhängige Schwankungen aus-
gleichen. Beide Möglichkeiten, besonders jedoch die feste Vorspannungsände-
rung, erfordern zusätzlichen Aufwand in der Fertigung, weshalb ihr Einsatz nicht
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in jedem Fall möglich ist. Die Messung von Verzerrungen im Betrieb kann nicht
zu jeder beliebigen Zeit erfolgen, da die Nutzsignale diese Messung verfälschen,




6.1 Motivation und Voraussetzungen
Um den Schaltungsentwurf effektiver zu gestalten, bietet sich die mehrfache Ver-
wendung bereits entworfener Komponenten an. Dieses Verfahren ist beim Ent-
wurf digitaler Systeme weitverbreitete Praxis. Im Bereich analoger Komponen-
ten, wozu die hier betrachteten Empfängerbausteine gehören, ergeben sich jedoch
prinzipbedingte Schwierigkeiten. Das folgende Kapitel soll helfen, einige dieser
Probleme zu lösen.
Die wichtigste Voraussetzung bei der Wiederverwendung ist das Vorhanden-
sein von nachnutzbaren Bausteinen. Wie diese vorteilhaft bereitgestellt werden
können, soll im folgenden Abschnitt 6.2 dargestellt werden.
Sehr wichtig bei der Nachnutzung ist die genaue Spezifikation der benötigten
Bausteine. Hier kann auf die Ergebnisse vor allem von Kapitel 4 zurückgegriffen
werden. Je genauer die notwendigen Anforderungen bekannt sind, desto eher ist
eine passende Nachnutzung möglich. Zu strenge bzw. zu ungenaue Anforderun-
gen erschweren das Finden einer Lösung und ihren möglichen Einsatz. Besonders
problematisch sind in diesem Zusammenhang überschlägliche Spezifikationen.
Zunächst sind sie sicherlich hilfreich, jedoch ist ihre konsequente Präzisierung
bei fortschreitendem Entwurf unerläßlich.
Problematisch bei der erfolgreichen Wiederverwendung ist die große Vielzahl
von Randbedingungen, die eine analoge Schaltung erfüllen muß. Als Beispiele
lassen sich hier Platz- oder Leistungsbedarfseinschränkungen, die Portgestaltung,
z. B. differentiell und mit vorgegebenem Wellenwiderstand, sowie Eigenschaften
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der Fertigungstechnologie nennen. Auch stark unterschiedliche Anforderungen
hinsichtlich der funktionalen Parameter, wie z. B. geringes Rauschen bei der einen
und hohe Linearität bei einer anderen Lösung, erschweren die Nachnutzung.
Unter diesen Bedingungen wird verständlich, daß eine direkte Wiederverwen-
dung bereits entworfener Blöcke wegen der Vielzahl der möglichen Randbedin-
gungen in der Regel unmöglich ist. Dennoch kann Entwerferwissen nachgenutzt
und der Entwurfsprozeß unterstützt werden. Die Lösung liegt in der Wiederver-
wendung von Konzepten bzw. Schaltungsstrukturen. Dabei wird versucht, ent-
sprechend der aufgestellten Anforderungen beinahe geeignete Bausteine zu fin-
den. Die diesen Bausteinen zugrunde liegende Struktur bzw. das entsprechende
Realisierungskonzept ist sehr wahrscheinlich für die Entwicklung des benötigten
Blockes erfolgsversprechend.
Zum automatisierten Finden von ungefähr geeigneten Bausteinen ist es vor-
teilhaft, die Arbeit von erfahrenen Entwerfern nachzuempfinden. Dabei ist im
Vorfeld zunächst eine umfassende Problemanalyse notwendig, bei der die ge-
stellten Anforderungen hinsichtlich ihrer Bedeutung bewertet werden. Dadurch
können in dem automatischen Verfahren wichtige und weniger wichtige Anfor-
derungen unterschieden werden. Hinweise zur Bedeutung der jeweiligen Anfor-
derung können aus der Spezifikation und der Erfüllbarkeit dieser Anforderungen
durch übliche Schaltungen erhalten werden. Schwierig zu erfüllende Anforderun-
gen und Schlüsselkennwerte sind als wichtig zu kennzeichnen.
Im nächsten Schritt sind Lösungsvorschläge zu finden, die besonders für die
wichtigsten Anforderungen bereits zufriedenstellende Ergebnisse liefern. Entwer-
fer schöpfen dabei aus ihrem Erfahrungsschatz. Ein automatisches Auswahlver-
fahren muß auf eine (Schaltungs-) Datenbank zurückgreifen, in der wiederver-
wendbare Entwürfe abgelegt sind. Entwerfer wägen Vor- und Nachteile ihnen be-
kannter Lösungen intuitiv auf der Grundlage ihrer Erfahrungen gegeneinander ab
und verwenden die ihnen am geeignetsten erscheinende Lösung für die weite-
re Designarbeit. Ein automatisches Auswahlverfahren muß die Lösungsansätze
ebenfalls bewerten. Dabei ist es günstig, eine Rangfolge der wahrscheinlichen
Eignungen aufzustellen. Dabei muß das Auswahlverfahren Informationen über
die Art der Anforderungen haben, z. B. ob ein größerer oder ein kleinerer Wert
besser geeignet ist. Mit der in der Rangfolge führenden gefundenen Schaltung
kann dann die als am geeignetsten erscheinende Lösung für die weitere Designar-
beit verwendet werden.
Die auf diese Weise gefundenen Konzepte bzw. Schaltungsstrukturen müssen
selbstverständlich so verändert werden, daß die eingangs gestellten Anforderun-
gen von der fertigen Schaltung erfüllt werden. Sollte dies mit der gefundenen
Schaltungsstruktur nicht gelingen, ist entweder ein anderes Konzept auszuwählen,
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oder die Anforderungen sind in ihrer vorliegenden Kombination mit den zur
Verfügung stehenden Mitteln nicht erfüllbar. In diesem Fall ist eine Revision der
Anforderungen und eine erneute Suche notwendig.
6.2 Archivierung vorhandener Entwürfe
6.2.1 Datenbetrachtung
Die Grundvoraussetzung für jegliche Nachnutzung ist selbstverständlich das Vor-
handensein von wiederverwendbarem Material. Dieses muß in geeigneter Form
so gespeichert werden, daß eine automatische Suche darin möglich ist.
Besondere Anforderungen werden dabei an die Vollständigkeit der abzulegen-
den Daten gestellt. Der Aufwand bei der Bereitstellung der Daten zahlt sich für
den jeweiligen Designer selbst nicht unmittelbar aus. Eher das Gegenteil ist der
Fall, denn falls dieses Objekt später wieder einmal verwendet werden soll, müssen
sicherlich Supportanfragen beantwortet werden. Dennoch muß darauf geachtet
werden, daß eine vollständige Beschreibung der Schaltung hinterlegt wird, sonst
ist eine praktisch verwendbare Nachnutzung nicht möglich. Eine Überprüfung der
Vollständigkeit ist zum Beispiel mit Schablonen erreichbar, in die alle Daten ein-
getragen werden müssen, und in welcher leere Felder schnell erkennbar sind. Die
inhaltliche Richtigkeit ist dabei jedoch nicht prüfbar.
Tabelle 6.1 gibt am Beispiel einer Schaltung eine Klassifizierung, welche Da-
ten für eine erfolgreiche Nachnutzung unbedingt notwendig sind und welche die
effektive Nachnutzung erleichtern, also unbedingt mit gespeichert werden sollten,
obwohl sie technisch nicht unbedingt notwendig wären. Darüber hinaus können
weitere Daten wichtig sein, was vor allem vom konkreten abzulegenden Objekt
abhängt. Eine besonders vorteilhafte Nachnutzbarkeit ergibt sich, wenn der abge-
legte Entwurf parametrisierbar ist.
Die Einführung einer Nachnutzungsstrategie ist meist schwierig, denn ins-
besondere zu Beginn fehlen vorhandene Entwürfe, um den Vorteil einer konti-
nuierlichen Speicherung von Entwerferwissen deutlich werden zu lassen. Hier
hilft nur eine Motivation jedes Einzelnen, die sich zunächst ergebende Mehrar-
beit sorgfältig zu bewältigen. Mitunter können Abläufe so gestaltet werden, daß
das Eintragen der Parameter zwangsläufig erfolgt und damit ein organischer Be-
standteil des Designflusses wird.
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• Schaltungs- und Simulatorda-
teien zur unverzüglichen Wei-
terarbeit
• Anschlußbedingungen
• Bias-Bedingungen inkl. Bias-
Schaltung
• Informationen zur Fertigungs-
technologie
• Hinweise zur Dimensionierung
und zu Abhängigkeiten von Pa-
rametern
• Hinweise zu kritischen Punkten
der Schaltung
• Kontaktadresse des ursprüngli-
chen Entwerfers
6.2.2 Datenbankbetrachtung
Es ist selbstverständlich, daß die einzusetzende Datenbank alle Informationen
speichern können muß. Da die Art und der Umfang der notwendigen Einträge
stark unterschiedlich ist, wenn man beispielsweise den Unterschied zwischen
Datenblatt-Kennzahlen und einer kompletten simulierbaren Schaltung bedenkt,
ist eine hohe Skalierbarkeit und Anpaßbarkeit der Datenbanklösung erforderlich.
Gleichzeitig muß die Sicherheit und Unverfälschbarkeit der Einträge gewährlei-
stet und ein einfacher Zugriff ermöglicht werden.
In einer Beispiellösung im Smart Systems Engineering Projekt
”
Entwurfsme-
thodik für integrierte Höchstfrequenzsysteme zukunftsorientierter Kommunika-
tionstechniken“, kurz HF-Front Ends, welches vom Bundesministerium für Bil-
dung und Forschung gefördert wurde, ist eine Datenbank geschaffen worden, de-
ren wichtigste Eigenschaften nachfolgend erläutert werden sollen.
Die Datenbank wurde mit dem Ziel der einfachen Portierbarkeit und leichten
Umsetzbarkeit entworfen. Weiterhin bietet sie eine hohe Skalierbarkeit und eine
einfache Erweiterbarkeit der Schnittstellen zur Datenein- und -ausgabe. Es war
dabei nicht das Ziel, eine Datenbank zu entwerfen, sondern für das im Projekt
umgesetzte Auswahlverfahren eine möglichst unaufwendige Datenbank bereitzu-
stellen.
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Die Datenbank ist in drei sich inhaltlich ergänzende Dateiarten gegliedert.
Kernstück ist die Bibliotheksdatei. In ihr sind alle Elemente mit einer Identifika-
tionsnummer, Angaben zur Schaltungsklasse und spezifischen Bezeichnern auf-
geführt. Aus der Identifikationsnummer und der Schaltungsklassennummer wird
ein eindeutiger Dateiname für die Elementedatei erzeugt. In der Elementedatei
stehen alle Kennwerte wie z. B. Erstellungsdatum, Designerangaben, Arbeitsbe-
reiche, Grenzwerte, verbale Kenndaten sowie Verweise auf weiterführende Datei-
en. Durch das offene Format lassen sich beliebige Zusatzdaten einfügen. Große
Datenmengen sind in den weiterführenden Dateien jedoch besser aufgehoben.
Diese weiterführenden Dateien können originale Dateien des Schaltungssimula-
tors, HTML- bzw. PDF-Datenbücher usw. sein. Sie dürfen auf anderen Compu-
tersystemen gespeichert sein. Der Verweis erfolgt per abgewandeltem Hyperlink.
Der direkte Zugriff auf die Datenbank ist aufgrund der Datensicherheit ver-
boten. Stattdessen wurden über eine Perl-Schnittstelle Zugriffsfunktionen imple-
mentiert. Damit steht eine anwenderfreundliche und sichere Zugriffsmöglichkeit
zur Verfügung, die gegenwärtig per WWW mit HTML-Formularen erfolgt. Da
nur ein Web-Browser benötigt wird, ist die Benutzung unter vielfältigen EDV-
Systemen möglich. Der Zugriff ist durch einen Authentifizierungsmechanismus
geschützt.
Weiterführende Angaben zu Zugriffsverfahren, zur Datenbankstruktur und
dem gesamten Dokumentationsschema, in welchem die Bestandteile Auswahl
und Datenbank neben anderen enthalten sind, sowie Hinweise auf weiterführende
Lösungsansätze sind [KÖN99] zu entnehmen.
6.3 Einige Auswahlmethoden
Die im Punkt 6.1 genannten Eigenschaften eines Auswahlverfahrens müssen
durch die in ihm verwendeten Auswahlmethoden sichergestellt werden. Insbeson-
dere ist der Verzicht auf Ja/Nein-Entscheidungen wichtig. Stattdessen muß eine
bewertende Auswahl erfolgen. Im schon genannten Projekt HF-Front Ends wurde
ein Auswahlverfahren geschaffen, welches die Eingangs gestellten Anforderun-
gen erfüllt. Es bezieht seine Schaltungsinformationen direkt aus der zugehörigen
Datenbank, die bereits im Punkt 6.2 behandelt wurde, und soll nachfolgend vorge-
stellt werden. Weitere Informationen zu den Auswahlmethoden und dem Einsatz
des Auswahlverfahrens sind in [RKWJ00], [RJKW01] und [RÜH00] zu finden.
Das im Projekt
”
Entwurfsmethodik für integrierte Höchstfrequenzsysteme zu-
kunftsorientierter Kommunikationstechniken“ bereitgestellte Auswahlverfahren
berechnet für jeden Datenbankeintrag, sofern er zur gesuchten Klasse gehört,
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einen bewertenden Kennwert. Dieser Kennwert, im folgenden Benchmark ge-
nannt, gibt Aufschluß über die Erfüllung der vorher spezifizierten Anforderun-
gen. Jeder Benchmark liegt zwischen 0 (nicht tauglich) und 1 (vollständig und
unverändert geeignet). Durch Normierung wird auch nach Benchmarkadditionen
dieser Wertebereich eingehalten. Über die Rangfolge der Benchmarks wird eine
Rangfolge der Eignung der vorhandenen Entwürfe für die der Auswahl zugrunde
liegenden Anforderungen gewonnen.
Die Anwendung des Auswahlverfahrens gestaltet sich wie folgt:
1. Auswahl der Schaltungsklasse (z. B. Filter)
2. Auswahl und Festlegung der Wichtung (relative Bedeutung) der zu bewer-
tenden Parameter
3. Festlegung der Auswahlmethode (z. B. größter Wert ist beste Wahl, Intervall
usw.) und Eingabe der Anforderungen
4. Start der automatischen Auswahl
5. Ablesen der Bewertungen
Durch die Wahl der Schaltungsklasse sind die zur Bewertung verfügbaren
Parameter vorgegeben, da diese direkt der Datenbank entnommen werden. Mit
der Angabe einer Wichtung wird die relative Bedeutung der einzelnen Parame-
ter bezüglich aller anderen Parameter festgelegt. Um eine beliebige Anzahl von
Parametern unberücksichtigt zu lassen, ist deren Wichtung auf Null zu setzen.
Für die Selektion existieren sechs Auswahlmethoden, die im folgenden näher
erläutert werden. Durch geeignete Anwendung der bereitgestellten Methoden ist
eine zweckmäßige automatische Auswahl erreichbar. Die Anforderungen an die
potentielle Lösung müssen je nach gewählter Auswahlmethode unterschiedlich
angegeben werden. Der Auswahlalgorithmus erwartet entweder ein Intervall oder





cher Wert“ werden automatisch die jeweils in der Datenbank gefundenen Extrem-
werte als Bewertungsmaßstab benutzt. Der Einsatz der jeweiligen Auswahlalgo-
rithmen muß gemäß der gestellten Anforderung erfolgen. Welche Auswahlmetho-
de vorteilhaft zu welchem Anforderungsprofil benutzt werden kann, wird unten
jeweils angegeben.
In den folgenden Darstellungen wird mit ist ein gefundener Datenbankein-
trag als Istwert gekennzeichnet. Da jeder Datenbankeintrag mehrere Werte ent-
halten kann, spezifiziert der Index näher, welcher Datenbankwert benutzt wird.
Bei istmin ist das der kleinste Wert, bei istmax der größte Wert und bei istbest der
6.3. EINIGE AUSWAHLMETHODEN 115
Wert mit dem kleinsten linearen Abstand zum Sollwert. Mit soll wird die Anfor-
derung als Sollwert gekennzeichnet. Der Index hat die selbe Funktion wie beim
Istwert. Abbildung 6.1 gibt einen Überblick über die Bewertung durch die einzel-
nen Auswahlalgorithmen.
6.3.1 Methode ”Größtmöglicher Wert“
Die Auswahlmethode
”
Größtmöglicher Wert“ ist empfehlenswert, wenn keine
Anforderungen hinsichtlich einer vorgegebenen Schranke existieren, sondern der
Parameter
”






istmin,opx = min (istmax,1, istmax,2, . . . , istmax,n) (6.2)
und
istmax,opx = max (istmax,1, istmax,2, . . . , istmax,n) , (6.3)
wobei n die Anzahl aller Selektionsobjekte darstellt. Demzufolge enthält bei-
spielsweise istmax,opx den größten Wert des betreffenden Parameters dieser Schal-
tungsklasse aus der gesamten Datenbank.
6.3.2 Methode ”Kleinstmöglicher Wert“
Die Auswahlmethode
”
Kleinstmöglicher Wert“ arbeitet analog zur eben beschrie-
benen Methode. Der kleinstmögliche Parameter wird gemäß




am besten bewertet. Die Abkürzungen lauten hier
istmin,opn = min (istmin,1, istmin,2, . . . , istmin,n) (6.5)
und
istmax,opn = max (istmin,1, istmin,2, . . . , istmin,n) . (6.6)
istmin,opn enthält damit den kleinsten Wert des betreffenden Parameters der be-
trachteten Schaltungsklasse. n stellt wiederum die Anzahl aller Selektionsobjekte
dar.

















































































Abbildung 6.1: Darstellung der vorgeschlagenen Bewertungsalgorithmen
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6.3.3 Methode ”Wert größer gleich Sollwert“
Die Auswahlmethode
”
Wert größer gleich Sollwert“ ist nützlich, wenn man
Lösungen sucht, die der Anforderung soll mindestens genügen, eine bessere
















, für istmax < soll





soll , wenn soll 6= 0
1, sonst.
(6.8)
6.3.4 Methode ”Wert kleiner gleich Sollwert“
Die Auswahlmethode
”
Wert kleiner gleich Sollwert“ arbeitet analog zur soeben
















, für sollmin < istmin
1 , für soll ≥ istmin.
(6.9)
6.3.5 Methode ”Speziellen Wert finden“
Die Auswahlmethode
”
Speziellen Wert finden“ sucht den zur Anforderung pas-
senden Wert und benutzt im Gegensatz zur nachfolgend beschriebenen Variante
”
Sollbereich erfüllen“ nur in der Datenbank wirklich eingetragene Werte, also kei-
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Hierbei bezeichnet istbest denjenigen Istwert, der zum Sollwert den geringsten
linearen Abstand besitzt, und divs ist gleichartig wie bei beiden vorangegangenen
Methoden definiert. Die drei soeben beschriebenen Methoden orientieren sich an
den Grundsätzen der Fuzzifizierung. Weiterführend wird dabei z. B. auf [BOT93]
verwiesen.
6.3.6 Methode ”Sollbereich erfüllen“
Die Auswahlmethode
”
Sollbereich erfüllen“ wird eingesetzt, wenn die Einhaltung
eines Intervalls vorgeschrieben werden muß. Durch Kombination der drei Teilope-
rationen wird festgelegt, ob bloße Überdeckung ausreichend ist oder ob z. B. eine
exakte Übereinstimmung erzielt werden soll. Diese Teiloperationen sind






max(0, yx), für sollmin 6= sollmax
1,
für sollmin = sollmax = soll und
istmin ≤ soll ≤ istmax
0,
für sollmin = sollmax = soll und








2. die relative Intervallgröße, die bei voller Intervallabdeckung angibt, wie











3. die Intervallzentrierung, die bei voller Intervallabdeckung angibt, wie ge-





1 − zx, für benchint,1 = 1
0, sonst,
(6.14)




istmin + istmax − sollmin − sollmax
sollmin − sollmax − istmin + istmax
∣∣∣∣∣ (6.15)
darstellt.
Die Kombination dieser Teiloperationen ist hilfreich, wenn vorhandene uni-
verselle Blöcke, die einen sehr großen Lösungsbereich bieten, praktisch jedoch
nicht einsetzbar sind, ausgeschlossen werden sollen.
Die Gesamtbewertung für die Auswahlmethode
”
Sollbereich erfüllen“ be-








wint,i = 1, (6.17)
wobei die wint,i die normierten Wichtungen der 3 Teiloperationen zur Methode
”
Sollbereich erfüllen“ darstellen.
6.3.7 Zusammenfassen aller Benchmarks
Die einzelnen Benchmarks bencheinzel werden unter Beachtung der jedem Para-




wi · benchi,einzel mit
k∑
i=1
wi = 1 (6.18)
addiert. Dabei gibt k die Anzahl der bearbeiteten Parameter an. Dieser Benchmark
wird für jedes Selektionsobjekt gespeichert. Am Ende der Auswahl werden die
besten Benchmarks und die zugehörigen Schaltungen dem Benutzer angezeigt
bzw. können automatisch der weiteren Designarbeit zugeführt werden.
6.4 Erweiterung des Auswahlverfahrens
Die eben beschriebenen Auswahlmethoden können durch Anwendung einer Zu-
satzgröße, die bei Bedarf jedem Parameterwert in der Datenbank zugeordnet wer-
den kann und z. B. die jeweilige Ausbeute bei der Schaltkreisfertigung oder den
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Aufwand von Umdimensionierungen dokumentiert, erweitert werden. Die Inter-
pretation des Zusatzwertes muß dabei vor Anfertigung der Datenbankeinträge ver-
einbart werden, um konsistente Bewertungen zu erzielen. Mit diesem Zusatz ist es
möglich, Histogramme über Parameterwerte zu bilden. Falls die Berücksichtigung
der Zusatzinformationen nicht gewünscht ist, kann transparent die hier ausführlich
beschriebene Auswahlmethodik angewendet werden. Für weitere Informationen
wird auf die Dokumentation des Auswahlprogrammes [RÜH00] hingewiesen.
In der Datenbank dürfen zu jedem Parameter für jede Schaltung mehrere Wer-
te eingetragen sein. Normalerweise stehen diese Werte gleichberechtigt nebenein-
ander und sind für die Auswahl gleichermaßen relevant. Welcher Wert letztendlich
benutzt wird, hängt ohne Berücksichtigung der Zusatzgröße nur von der Auswahl-
methode ab. In der obigen Darstellung wurde dies mit istmin, istmax und istbest
verdeutlicht. Mit Berücksichtigung der Zusatzgröße werden nach Möglichkeit nur
diejenigen istx-Werte für die Auswahl verwendet, die mindestens den geforderten
Wert der Zusatzgröße besitzen. Ist die gewünschte Zusatzgröße mit 0,5 festgelegt,
wird ein Wert mit der Zusatzgröße 0,1 nicht verwendet. Nur wenn gar kein Ein-
trag mit passender Zusatzgröße existiert, z. B. falls der höchste Zusatzwert 0,4 ist,
wird schließlich dieser am wenigsten abweichende, also den größten Zusatzwert
besitzende Datenwert für die Auswahl herangezogen.
Abbildung 6.2 illustriert ein Beispiel zur Zusatzinformation. Es wird ange-
nommen, ein Parameterwert einer entworfenen Schaltung, z. B. die Mittenfre-
quenz, besitzt einen typischen, einen minimalen und einen maximalen Zahlen-
wert. Diese sind bei einer Wiederverwendung sofort verfügbar, benötigen also
keinen Umdimensionierungsaufwand. Demnach erhalten sie als Wert für die Zu-
satzinformation 1,0. Beim Entwurf ergaben sich zwei Mittenfrequenzwerte (mit
sim1 und sim2 gekennzeichnet), die ebenfalls für eine Wiederverwendung archi-
viert werden sollen, obwohl sie mit der abgelegten Schaltung direkt nicht erreich-
bar sind. Dem ersten Wert wird ein geringer, dem zweiten Wert ein erheblicher
Umdimensionierungsaufwand zugeordnet und in der Datenbank durch die Anga-
be der Werte 0,9 für geringen bzw. 0,4 für erheblichen Umdimensionierungsauf-
wand gespeichert.
Zulässige Werte für die Zusatzinformation liegen zwischen 0,0 und 1,0 ein-
schließlich der Grenzen. Größere Werte werden vom Auswahlverfahren als vor-
teilhaft interpretiert. Sämtliche Zwischenwerte sind erlaubt. Im Beispiel würde
der Wert 0,6 der Zusatzinformation einen mäßigen Umdimensionierungsaufwand
zum Einstellen der betreffenden Mittenfrequenz symbolisieren.
Die Zuordnung einer Bedeutung zu den Beträgen der Zusatzinformation ist
willkürlich. Oben wurde beispielhaft die Ausbeute und der Umdimensionierungs-
aufwand genannt. Andere Anwendungen sind ebenso möglich. Sinnvoll ist die



























Abbildung 6.2: Beispiel zum Benutzen der Zusatzinformation der Parameterwerte
Bereitstellung einer Auswahlliste in der Bedienoberfläche. So kann der Anwen-
der sofort die vereinbarten Kategorien benutzen. In diesem Fall bleibt die genaue
Zuordnung der jeweiligen Bedeutung zu den Zusatzinformations-Zahlenwerten
verborgen. Das ist vorteilhaft, da dieser Zusammenhang für den Anwender nor-
malerweise nicht von Interesse ist.
Im derzeit vorliegenden Auswahlverfahren wurde genau eine derartige Zu-
satzgröße pro Parameterwert vorgesehen, so daß nicht Ausbeute und Aufwand
gleichzeitig berücksichtigt werden können. An dieser Stelle ist Raum für weite-
re Arbeiten vorhanden, wobei hierzu vor allem das Problem des Findens und der
Darstellung der wechselseitigen Abhängigkeiten von externen und internen Ein-
flußfaktoren, die in die weiteren Felder mit Zusatzinformationen aufgenommen
werden könnten, gelöst werden muß.
Kapitel 7
Entwurfsbeispiele
7.1 DCR – Variante 1
Als Beispielapplikation für einen Direktmischempfänger soll eine schnurlose
Maus dienen. Das Hauptaugenmerk soll auf dem Empfängerentwurf liegen, doch
auch der Sender muß in diesem Beispiel mitbetrachtet und spezifiziert werden.
7.1.1 Vorbetrachtungen
Die Maus soll nutzbar sein wie eine herkömmliche drahtgebundene Maus. Die
Abmessungen des Senders sind so zu wählen, daß alle Komponenten inklusive
Batterien und Antenne in der der Maus selbst Platz finden. Der Energiebedarf des
Senders ist zu minimieren. Der Empfänger soll möglichst klein sein. Als einzigen
Anschluß soll er einen üblichen Mausstecker besitzen. Die Antenne ist ebenfalls
intern vorzusehen.
7.1.2 Festlegen der Datenrate
Eine Maus braucht eine Nennbitrate von 1200 bit/s. Die auf der Funkschnittstel-
le übertragbare Datenrate muß demnach höher sein, sofern noch Prüffunktionen
realisiert werden sollen. Ein simpler Parity-Check, also die Kontrolle der Gerad-
bzw. Ungeradzahligkeit der Anzahl der 1-Bits, soll dabei hier nicht ausreichen.
Für die Bewegungsinformation soll eine CRC-Prüfung, für die Tasteninformati-
on zusätzlich eine Vorwärtsfehlerkorrektur vorgesehen werden, ohne daß hier auf
Details eingegangen werden soll. In diesem Beispiel betrage die Bruttodatenrate
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5000 bit/s, um eine Fehlerprüfung zu ermöglichen. Es gilt die Festlegung
bbrutto = 5000 bit/s. (7.1)
Für eine besonders simple Realisierung könnte die Fehlerprüfung auch weggelas-
sen werden, was hier nicht weiter betrachtet werden soll.
7.1.3 Festlegen des Arbeitsfrequenzbereiches
Es soll ein frei benutzbares Frequenzband, welches möglichst weltweit verfügbar
ist, ausgesucht werden. Die in Tabelle 4.2 verzeichneten Bänder sind hinsichtlich
ihres Bandbreitenangebotes alle geeignet. Weltweite Verfügbarkeit ist jedoch nur
in den Bändern 40,68 MHz und tiefer bzw. 2,45 GHz und höher gegeben. Ho-
he Frequenzen führen meist zu einer aufwendigeren Empfängerrealisierung. Die
niedrigen Frequenzen sind, da sie durch sehr viele andere Anwendungen und Nut-
zer stark in Anspruch genommen werden, oft nur eingeschränkt nutzbar. Die da-
zwischen liegenden Frequenzbänder sind nicht weltweit nutzbar. Falls sie verwen-
det werden sollen, sind für verschiedene Regionen unterschiedliche Empfänger
notwendig. Dadurch entsteht ein höherer Entwurfsaufwand.
Für private Anwendungen, also nicht im industriellen oder medizinischen Be-
reich oder unter erhöhten Zuverlässigkeitsanforderungen, erscheint das Frequenz-
band um 27,12 MHz ausreichend. Durch die vergleichsweise niedrige Frequenz
und die gute Versorgung mit Schwingquarzen in diesem Band ergeben sich Rea-
lisierungsvorteile für den Sender. Es gilt die Festlegung
fm = 27,12 MHz. (7.2)
7.1.4 Festlegen des Modulationsverfahrens
Aus Gründen der Einfachheit soll kein Quadraturmodulationsverfahren benutzt
werden. Auf den ersten Blick erscheint eine ASK am einfachsten. Wegen der
Störsicherheit (vgl. Abbildung 2.21) soll jedoch eine PSK eingesetzt werden. Au-
ßerdem ist das Sendesignal stets verfügbar, nicht nur während der 1-Bits wie bei
ASK. Der dadurch erhöhte Sendeenergiebedarf wird zugunsten einer zuverlässi-
geren Übertragung in Kauf genommen.
Die notwendige Bandbreite beträgt im Nutzband ca. 14 kHz, da zusätzlich zu
den zwei mal 5 kHz für die Daten noch etwas Raum für die Nebenschwinger ein-
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7.1.5 Festlegen der Sende- bzw. Empfangspegel und Betrach-
tung von potentiellen Störern
Der Sendepegel sollte möglichst gering sein, um einen geringen Energiebedarf in
der Maus sicherzustellen. Die Untergrenze des Sendepegels wird von der Emp-
fangbarkeit bei Störereinfluß festgelegt.
Potentielle Störer sind medizinische Geräte und CB-Funkgeräte. Spielzeug-
Fernsteuerungen haben eine geringe Sendeleistung und kommen nur bei unmit-
telbarer Nachbarschaft als relevante Störquelle in Betracht. Bestrahlungsapparate
werden gewöhnlich nur in Arztpraxen eingesetzt. Problematischer sind die von
jedermann verwendbaren Sprechfunkgeräte, die bis zu 4 Watt (36 dBm) abstrah-
len dürfen. Diese Störer sind prinzipiell Gleichkanalstörer, denn sie verwenden
das selbe Frequenzband. Deshalb sind sie nicht ausfilterbar, sondern der Störpegel
muß weit genug unter dem Empfangspegel liegen. Das ist nur durch die Dämpfung
aufgrund der Entfernung von der Störquelle erreichbar, sofern man den eigenen
Sendepegel nicht stark erhöhen will.
Die maximale Sendeleistung der Funkmaus ist leicht abschätzbar. Der Ener-
gievorrat kleiner, preiswerter Batterien möge 3 Wh betragen. Wenn dieser Vorrat
für ein Jahr ausreichen soll, stehen bei einer unterstellten Nutzung von 200 Tagen
mit je 5 Stunden genau 3 mW für das Gesamtsystem des Senders mit der Bewe-
gungsauswertung und Fehlerschutzcodierung zur Verfügung, wie
pges =
3 Wh
200 · 5 h = 3 mW (7.4)
zeigt. Dabei ist unterstellt, daß die Maus bei Nichtbenutzung keine Energie
benötigt. Wenn in kurzen Pausen der Energiebedarf ebenfalls reduziert wird, also
die Sendetätigkeit unterbrochen wird, kann in den aktiven Phasen mehr Energie
umgesetzt werden. Eine Sendeleistung von 1 mW, also 0 dBm, stellt die Ober-
grenze dar und führt wahrscheinlich zu einem höheren Leistungsbedarf als die
abgeschätzten 3 mW. Eine kürzere Nutzungsdauer oder leistungsfähigere Batte-
rien würden eine höhere Sendeleistung ermöglichen, jedoch ist dann die Akzep-
tanz durch den Endanwender eher gefährdet, da der Betriebsaufwand ansteigt. Die
Sendeleistung wird auf
psend = 0 dBm (7.5)
festgelegt. Für den Empfänger, der über die Mausschnittstelle an einen Com-
puter angeschlossen ist, der als Energielieferant dient, ist selbstverständlich
mehr Leistung verfügbar. Dennoch sollte auf Energieeffizienz geachtet und eine
Empfängerlösung mit geringem Energiebedarf angestrebt werden.
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Für eine Bitfehlerrate von 10−5 läßt sich in Abbildung 2.21 auf Seite 43 bei
PSK ein SNR von 9,5 dB ablesen. Es gilt
SNRPSK,10−5 = 9,5 dB. (7.6)
Als notwendige Reichweite für eine Funkmaus soll ein Abstand von etwa 1 m
festgelegt werden. Dies entspricht im gewählten Frequenzband einer Signaldämp-
fung bei der Übertragung von ca. 1,2 dB. Beziehung (4.14) kann hier nur einen
Richtwert liefern, da die Reichweite deutlich geringer als die Wellenlänge ist, also
noch im Nahfeld gearbeitet wird.
Störsignale sollten demnach mit höchstens −11 dBm wirksam werden, wobei








9,5 dB = −10,7 dBm. (7.7)
Bei einem realen Empfänger ist das erforderliche SNR höher, und deshalb liegt
der erlaubte Störpegel normalerweise noch niedriger. Im Fall der CB-Geräte wäre





(−11 dBm) = 47 dB (7.8)
deutlich macht. Die notwendige Dämpfung ist höher, wenn die Abstrahlung des
CB-Gerätes gerichtet erfolgt. Weil es sich um eine Störung im Nutzband handelt,
kann sie prinzipiell nicht zuverlässig durch Filterung entfernt werden, sondern
muß von selbst abklingen. Gemäß (4.15) und (4.16) ergibt sich ein Mindestab-
stand des Mausempfängers von der Störsender-Antenne von
l47 dB =
299792 km/s
4π · 27,12 MHz · 10
47 dB
20 = 197 m. (7.9)
Dieser Wert ist entschieden zu groß. An dieser Stelle wird deutlich, daß die ge-
troffene Festlegung des Arbeitsfrequenzbereiches fm = 27,12 MHz offenbar nicht
günstig war. In 200 m Umkreis sind Störer für den Anwender nicht abschätzbar.
Die Folge sind für den Anwender unerklärliche Fehlfunktionen der Maus. So et-
was ist nicht zumutbar.
Aufgrund dieses Resultates ist eine Revision der Designentscheidungen not-
wendig. Die Datenrate kann beibehalten werden. Jedoch ist der Arbeitsfrequenz-
bereich neu festzulegen. Einen Überblick auf die bisherigen Designschritte gibt
Tabelle 7.1.
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Tabelle 7.1: Gegenüberstellung unabhängiger und abhängiger Designentscheidun-





Übertragung von Mausdaten Datenrate 5000 bit/s
Übertragung von 5000 bit/s Trägerfrequenz 27,12 MHz,
Modulationsverfahren PSK
Batterielebensdauer ca. 1000 h max. Sendeleistung 0 dBm
Reichweite min. 1 m,
max. Sendeleistung 0 dBm,
SNR 10 dB
max. Störpegel −11 dBm
Inbandstörer ca. 36 dBm,
max. Störpegel −11 dBm
Stördämpfung min. 47 dB
Stördämpfung min. 47 dB,
Trägerfrequenz 27,12 MHz
min. Störerabstand 197 m (!),
Design nicht praktikabel
7.2 DCR – Variante 2
Aufbauend auf den Überlegungen des vorhergehenden Abschnittes steht fest,
daß die Arbeitsfrequenz für die als Beispiel zu entwerfende schnurlose Maus
möglichst hoch liegen soll. Die Vor- und Nebenbetrachtungen, z. B. über die Da-
tenrate bbrutto = 5000 kbit/s und den Leistungsbedarf von ca. 3 mW für den Sen-
der, werden übernommen.
7.2.1 Ändern des Arbeitsfrequenzbereiches
Die Forderung nach weltweiter Verfügbarkeit des Arbeitsfrequenzbandes soll
nicht weiter aufrechterhalten werden. Sonst wäre 2,45 GHz oder höher der zu
wählende Frequenzbereich. Da generell hohe Frequenzen schwieriger beherrsch-
bar sind als niedrigere, ist stattdessen die Wahl von 869 MHz bzw. 915 MHz
je nach Einsatzort sinnvoll, wobei in Asien dann kein Einsatz möglich ist. Bei
dieser Frequenzkombination muß beim Einsatz des Direktmischprinzips im we-
sentlichen nur die Oszillatorfrequenz und das Systemfilter geändert werden. Die
anderen Komponenten können unverändert weiterbenutzt werden, weil der Fre-
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quenzunterschied nicht sehr groß ist. So ist der zusätzliche Entwurfsaufwand ge-
ring. Problematisch kann bei dieser Frequenzwahl sein, daß ein sorglos in einen
anderen Kontinent mitgenommenes Gerät, z. B. mit einem Laptop während ei-
ner Vorführung, nicht funktioniert bzw. gegen die örtlich geltenden Vorschriften
verstößt. Der Endnutzer muß auf diesen Umstand hingewiesen werden.
In diesem Beispiel soll nur der Frequenzbereich um 869 MHz betrachtet wer-
den. Die Verhältnisse bei 915 MHz werden jedoch kurz gestreift. Es gilt jetzt
fm = 869 MHz. (7.10)
7.2.2 Festlegen des Modulationsverfahrens
Die im vorhergehenden Abschnitt angestellten Überlegungen bleiben unverändert
gültig. Es wird PSK verwendet. Die notwendige Bandbreite im Nutzfrequenzband
bleibt 14 kHz, wovon 10 kHz für die Daten benutzt werden. Das Kanalraster in
diesem SRD-Band beträgt laut Standardisierungsvorschlag 25 kHz, für eventuelle





Ebenfalls gültig bleiben die Festlegungen zur Bitfehlerrate und damit der notwen-
dige SNR-Wert gemäß
SNRPSK,10−5 = 9,5 dB ≈ 10 dB. (7.12)
7.2.3 Festlegen der Sende- bzw. Empfangspegel und Betrach-
tung von potentiellen Störern
Die Betrachtungen zur Obergrenze des Sendepegels aus dem vorherigen Abschnitt
sind weiterhin gültig. Es ist allerdings zu beachten, daß die Bearbeitung hoch-
frequenter Signale im allgemeinen einen niedrigeren Wirkungsgrad besitzt und
deshalb für die Beibehaltung des gewählten Sendepegels ein noch etwas höher-
er Betriebsenergieeinsatz notwendig wird. Deshalb kann die überschlägig ange-
nommene Betriebszeit von 1000 h nicht erreicht werden. Realistischer ist es, den
halben Wert anzunehmen. Jedoch soll der Betrag der Sendeleistung mit
psend = 0 dBm (7.13)
unverändert gültig bleiben.
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Die angestrebte Reichweite von ca. 1 m entspricht in diesem Arbeitsfrequenz-
band einer Dämpfung während der Übertragung von ca. 32 dB gemäß
afrr,1m = 20 log
4π · 1 m · 869 MHz
299792 km/s
= 31,5 dB. (7.14)
In diesem Fall ist die Gleichung (4.14) anwendbar, da die Wellenlänge nur ca.
35 cm beträgt und demnach gerade die Fernfeldgrenze erreicht ist. Als kürzeste
sinnvolle Entfernung beim Einsatz wird ein Abstand von 5 cm eingeschätzt. Dem
zugeordnet ist ein Dämpfungswert von etwa 5 dB, wie
afrr,5 cm = 20 log
4π · 0,05 m · 869 MHz
299792 km/s
= 5,2 dB. (7.15)
zeigt.
Mit dem bereits festgelegten Wert für das SNR von 10 dB läßt sich der maxi-




Dämpfung 1 m︷ ︸︸ ︷
32 dB −
SNR︷ ︸︸ ︷
10 dB = −42 dBm, (7.16)
wobei wieder ein perfekter Empfänger vorausgesetzt wird. Mit dem Ergebnis
aus (7.25) ist eine realistische Abschätzung möglich, die mit −52 dBm deutlich
strengere Anforderungen nach sich zieht. Die Verwendung von Ergebnissen aus
noch anzustellenden Berechnungen verdeutlicht erneut den iterativen Charakter
des Empfängerentwurfes.
Hochpegelige Störaussendungen sind im SRD-Band um 869 MHz nicht zu
erwarten. Die Sendeleistung potentieller Störer wird ebenfalls bei 0 dBm oder
sogar noch niedriger liegen. Bei diesen Arbeitsfrequenzen tritt eine Dämpfung
von z. B. 42 dB schon bei einem Abstand von 3,5 m ein, wie
l42 dB =
299792 km/s
4π · 869 MHz · 10
42 dB
20 = 3,5 m (7.17)
zeigt. Deshalb sind hier nur geringe Probleme mit Inbandstörern zu erwarten.
Zumindest ist dem Anwender die Zuordnung von potentiellen Störern aufgrund
der räumlichen Nähe eher möglich als bei der ersten Entwurfsvariante. Deutlich
wird allerdings, daß zwei Funkmäuse nicht an nahe benachbarten Rechnern ein-
gesetzt werden können, da sie gegenseitig als Störer wirken. Soll diese Betriebsart
möglich sein, ist zusätzlicher Aufwand notwendig, z. B. die (einen Signalprozes-
sor erfordernde) Überlagerung von Spreizcodes oder (etwas stromsparender) ein
umschaltbarer Oszillator. In diesem Beispiel wird davon jedoch abgesehen.
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Mit dem vorgegriffenen Ergebnis aus (7.25) ergibt sich ein räumlicher Min-
destabstand zu Störern von 11 m, da die dann notwendige Dämpfung 52 dB be-
trägt.
Außerbandstörer sind bei 869 MHz vor allem GSM-900-Geräte. GSM-
Mobiltelefone senden bei 880 . . . 915 MHz, das entspricht minimal 11 MHz
Abstand, mit maximal 2 W bzw. 33 dBm. Basisstationen senden zwar mit 20 W
bzw. 43 dBm im Bereich von 935 . . . 960 MHz, sind jedoch normalerweise aus-
reichend weit entfernt.
Schnurlose Telefone nach dem CT2-Standard benutzen den Frequenzbereich
864 . . . 868 MHz. Ihr Betrieb ist nicht mehr erlaubt, jedoch können noch einzelne
Geräte in Benutzung sein. Eine besondere Berücksichtigung dieser an Bedeutung
deutlich verlierenden Außerband-Störquelle ist nicht erforderlich.
Außerbandstörer können durch das Systemfilter unterdrückt werden. Dabei
sind Dämpfungen von über 20 dB pro Filterstufe erreichbar, z. B. durch die Ty-
pen Matsushita L900A, Epcos B3568 oder Epcos B3573. Zusammen mit einem
räumlichen Abstand sind die Außerbandstörer so beherrschbar. Problematisch ist
der Betriebsfall, wenn die Funkmaus beim mobilen Telefonieren benutzt werden
soll. Es ist dann ein maximaler Außerband-Störpegel von etwa 1 dBm gemäß
pstör = 33 dBm − 32 dB = 1 dBm (7.18)
am Funkmausempfänger wirksam, unterstellt man einen Abstand von 1 m und ma-
ximale Sendeleistung beim Mobiltelefon. Bei der Bestimmung der Gesamtdämp-
fung für die Kanalfilterung ist das zu berücksichtigen.
Bei 915 MHz sind ebenfalls Mobilfunkgeräte die wichtigsten Außer-
bandstörer. AMPS- und D-AMPS-Geräte senden im Bereich 824 . . . 849 MHz,
die Basisstationen bei 869 . . . 894 MHz. Der Bereich 849 . . . 851 MHz und
894 . . . 896 MHz dient für Funktelefondienste für Passagiere in Flugzeugen.
Dabei sendet die Bodenstation bei 849 . . . 851 MHz. Die Sendeleistungen liegen
bei maximal 3 W (34,5 dBm) für Mobilgeräte und bei ca. 25 W (44 dBm) für
Basisstationen und Flugzeuge.
Rauschstörungen spielen wegen der geringen Bandbreite keine Rolle. Der
Rauschpegel beträgt bei 10 kHz Nutzbandbreite
pN = 10 · log(k · T · Bnutz) = −134 dBm. (7.19)
7.2.4 Begründung der Empfängerarchitekturauswahl
Dieses Beispiel der Funkmaus soll laut Abschnittsüberschrift den Entwurf ei-
nes Direktmischempfängers illustrieren. Normalerweise würde erst jetzt im Ent-
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wurfsablauf die Auswahl der Empfängerarchitektur erfolgen. Die Gründe, die zur
Auswahl dieses Beispieles für das Direktmischprinzip führten, sollen jetzt darge-
stellt werden.
Eine Funkmaus soll klein, leicht und nicht zu teuer sein. Demzufolge dürfen
nur wenige nichtintegrierbare Bauelemente zu ihrer Realisierung verwendet wer-
den. Weiterhin sind die Ansprüche an die Reichweite gering. Ein besonders auf-
wendiges Empfangsprinzip erscheint daher nicht notwendig. Superhetempfänger
scheiden aus diesen Gründen aus. Da in SRD- wie auch in ISM-Bändern un-
vorhersehbare Störsituationen vorherrschen, kommt ein Empfänger mit niedriger
Zwischenfrequenz aufgrund der begrenzten Spiegelfrequenzunterdrückung eben-
falls nicht in Betracht. Abtastempfänger scheiden aus, weil sie in der Realisie-
rung zu aufwendig sind. Ihre große Stärke liegt in der leichten Anpaßbarkeit
an unterschiedliche Empfangsanforderungen. Diese Eigenschaft wird hier nicht
gebraucht, da Maussender und Mausempfänger stets zusammengehören und das
Übertragungsverfahren von Beginn an festliegt und niemals geändert wird.
Direktmischempfänger bieten sich demgegenüber als ideale Variante an, ei-
ne Funkmaus zu realisieren. Sie sind relativ einfach, lassen sich klein realisieren
und benötigen verhältnismäßig wenige Bauelemente. Die Blockstruktur des zu









Abbildung 7.1: Blockstruktur des Direktmischempfängers
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7.2.5 Aufstellen der Blockspezifikationen
Bestimmung der Störeinflüsse
Die Bestimmung der zulässigen Störeinflüsse erfolgt im Prinzip nach Glei-
chung (4.30). Jedoch soll die Gruppe der Verzerrungen nach Gleichung (4.35)
erweitert werden, so daß die Nichtlinearitäten 2. und 3. Ordnung gleichartig wie
das Rauschen und die Störunterdrückung behandelt werden. Das erfolgt deshalb,
weil bei Direktmischempfängern die notwendigen Linearitätseigenschaften in der
Regel die einschneidendsten Anforderungen stellen. Durch die genannte Maß-
nahme gewinnen die Linearitätsparameter sofort einen stärkeren Einfluß als bei
direkter Anwendung der Gleichung (4.30).
Es ergeben sich für die rechte Seite der Gleichung (4.31) zunächst vier Störur-
sachen. Bei einer ersten Betrachtung zeigt sich gemäß
SNR︷ ︸︸ ︷
10 dB+
4 Störursachen︷ ︸︸ ︷
10 · log 4 = 16 dB (7.20)
und
NFges = SNRein − ∆NF = 95 dB − 16 dB = 79 dB, (7.21)
daß die Anforderungen an die Rauscheigenschaften des Empfängers trotz der Ein-
beziehung einer weiteren Störgröße gering sind. In Beziehung (7.21) wurde der
Wert für SNRein basierend auf Gleichung (4.33) gemäß
SNRein = pnutz,min − pN = −39 dBm − (−134 dBm) = 95 dB. (7.22)
eingesetzt. Dabei bestimmt sich pnutz,min gemäß
pnutz,min = pnutz,Misch =





3 dB = −39 dBm. (7.23)
Da die Anforderungen an die Rauscheigenschaften im vorliegenden Beispiel,
wie in (7.21) soeben bestimmt, gering sind, andererseits die Intermodulationsan-
forderungen wie bereits besprochen höher ausfallen werden, soll von vornherein
ein noch stärkerer Ausgleich erfolgen. Dieser besteht darin, daß alle Intermodula-
tionsbeiträge aller jeweiligen Blöcke gleichwertig zum Rauschen und der Störun-
terdrückung aller Blöcke gemeinsam betrachtet werden. Damit erfolgt in Glei-
chung (4.31) die Berücksichtigung von deutlich mehr Störeinflüssen. Das hat zur
Folge, daß die dann unterrepräsentierten Rauschstörungen sowie die unvollkom-
men unterdrückten Störer vergleichsweise einen deutlich geringeren Störbeitrag
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leisten dürfen als Intermodulationsstörungen. Dies ermöglicht, daß an die Inter-
modulationsfestigkeit der eingesetzten Bausteine geringstmögliche Anforderun-
gen gestellt werden können.
Dazu ist es zunächst erforderlich, die Art und Anzahl der weiterhin einzu-
setzenden Blöcke festzulegen. Hier erfolgt gewissermaßen ein Vorgriff auf den
weiteren Entwurfsablauf, welcher jedoch für eine kompakte Darstellung erlaubt
sein soll. In der Praxis würde an dieser Stelle zunächst die in den folgenden Ab-
schnitten dargelegte ausführliche Betrachtung des weiteren Empfängerentwurfes
erfolgen. Die gewonnenen Ergebnisse würden für die Bestimmung der Art und
Anzahl der Blöcke benutzt und die weitere Arbeit hier fortgesetzt werden. Dieser
Umweg soll hier eingespart werden. Es folgt sofort die Darstellung der Ergebnis-
se.









(−39 dBm) = 46 dB (7.24)
sichtbar wird. Vergleiche zur Leistung am Demodulator auch die entsprechenden
Ausführungen auf Seite 140. Da kein LNA eingesetzt wird, müssen die notwen-
dige Verstärkung zwei Basisband-Operationsverstärker mit je 23 dB Verstärkung
sicherstellen, denn 23 dB Verstärkung ist kein hoher Wert, jedoch ein einzelner
OPV mit 46 dB ist bereits anspruchsvoll in seiner Realisierung.
Weiterhin soll ein Mischer und ein aktives Filter 2. Ordnung mit der Grenzfre-
quenz 5 kHz eingesetzt werden. Insgesamt sind dann in jedem Zweig vier aktive
Blöcke (je ein Mischer und ein Filter sowie zwei OPV) enthalten. Daraus resul-
tieren pro Zweig acht Quellen nichtlinearer Verzerrungen, je vier 2. und 3. Ord-
nung, sowie ein Rauschbeitrag und zwei Beiträge basierend auf den Störsignalen,
herrührend von der prinzipiell unvollkommenen Filterung und dem Phasenrau-
schen des Lokaloszillators. Damit ergibt sich für die endgültige Bestimmung der
jeweiligen Störeinflüsse nach Gleichung (4.31), gemäß
SNR︷ ︸︸ ︷
10 dB+
11 Störursachen︷ ︸︸ ︷
10 · log 11 = 20,4 dB ≈ 20 dB (7.25)
ein Wert von jeweils 20 dB. Würden die zulässigen Störbeiträge direkt nach Be-
ziehung (4.30) bestimmt, ergäbe sich ein Wert von 15 dB. Es wird sichtbar, daß
die Anforderungen an Rauschen und Störunterdrückung jetzt deutlich verschärft
sind. Dafür entspannen sich wie bezweckt die Anforderungen an die Linearitäts-
eigenschaften, die sonst insgesamt lediglich 15 dB Störbeitrag hätten verursachen
dürfen.
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Mit den ermittelten Werten läßt sich gemäß Beziehung (4.32) die zulässige
Gesamtrauschzahl bestimmen. Es gilt
NFges = SNRein − ∆NF = 95 dB − 20 dB = 75 dB. (7.26)
Dieser Wert ist nicht anspruchsvoll und sollte unproblematisch realisierbar sein.
Wählt man mit den oben getroffenen Festlegungen jeweils 70 dB als Rausch-
zahl für jeden aktiven Block, so ergibt sich gemäß (2.58) und (2.57) und der
Reihenfolge Mischer mit 0 dB, Filter mit 0 dB, Verstärker 1 mit 23 dB und
Verstärker 2 mit ebenfalls 23 dB Verstärkung in der Empfangskette gemäß
NFges = 10 · log
(




≈ 10 · log
(
3 · 107 + 5 · 104
)
≈ 75 dB (7.27)
eine Gesamtrauschzahl von 75 dB, also genau der zulässige Wert. Der hohe
zulässige Wert resultiert aus dem hohen minimalen Eingangspegel und dem ge-
ringen Grundrauschen wegen der niedrigen benutzten Bandbreite.
Für den notwendigen Intermodulationsabstand und verbleibende Störbeiträge
aufgrund nichtidealer Filterung kann direkt der in (7.25) bestimmte Wert von
20 dB benutzt werden.
Systemfilter
Der Verzicht auf ein Systemfilter ist nicht möglich. Starke Außerbandstörer stel-
len sonst zu hohe Forderungen an die Großsignalfestigkeit des Empfängers und
damit an die notwendigen Pegel für die Intermodulationspunkte. Die notwendi-
ge Flankensteilheit für ein Systemfilter kann nur durch keramische Filter erzielt
werden. Eine Integration dieses Schaltungsteiles ist deshalb nicht möglich.
Es wird ein SAW-Filter1 mit der Mittenfrequenz 868,3 MHz, einer Durch-
laßdämpfung von 4 dB und einer Sperrdämpfung von 22 dB, die im GSM-Band
wirksam wird, ausgewählt. Die Durchlaß-Bandbreite beträgt 2 MHz.
LNA
Wie in Abbildung 7.1 sichtbar ist, wird kein Vorverstärker eingesetzt. Da in
der vorliegenden Struktur die kleinsten Nutzpegel am Mischer gemäß (7.23) bei
1Matsushita L900A, alternativ auch Epcos B3568 oder B3573 mit geringfügig anderen Kenn-
werten
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−39 dBm liegen, ist deren Verstärkung nicht notwendig. Gleichzeitig werden
beim Verzicht auf einen LNA auch die Störer nicht verstärkt, so daß die Groß-
signalfestigkeit der Folgestufen, insbesondere des Mischers, weniger hoch sein
muß.
Mischer
Es werden zwei Mischer benutzt, um auf diese Weise Phaseninformationen für
die Demodulation und für die Phasenregelung des Oszillators zu erhalten. Beide
Mischer werden um 90◦ phasenversetzt angesteuert.
Das Hauptziel beim Mischerentwurf ist die möglichst unverfälschte Umset-
zung des Nutzbandes ins Basisband. Demzufolge liegt der Schwerpunkt auf ho-
hen Linearitäts- und geringen Rauschwerten. Der Betrag der Mischverstärkung ist
bei den vorliegenden Pegelverhältnissen (hoher vorhandener Eingangspegel) eher
nebensächlich. Es wird in diesem Beispiel keine Mischverstärkung angestrebt.
Bei der Bestimmung der zulässigen Störeinflüsse wurde die Rauschzahl
des Mischers zu 70 dB festgelegt. Wegen dieses hohen zulässigen Wertes ist
auch die direkte Angabe des maximalen Rauschbeitrages möglich. ∆NF wurde
gemäß (7.25) mit 20 dB festgelegt. Bei einem minimalen Eingangsnutzpegel von
−39 dBm dürfen die maximalen Rauscheinstreuungen des Mischers gemäß
−59 dBm = −39 dBm − 20 dB (7.28)
−59 dBm betragen. Bei einer Nutzbandbreite von 5 kHz ergibt sich laut
−96 dBm/Hz = −59 dBm − 10 log(5000 Hz) (7.29)
eine zulässige Rauschleistungsdichte von −96 dBm/Hz.
Zur Bestimmung der nichtlinearen Verzerrungen wird zunächst eine Pegelbe-
trachtung angestellt. Der wirksame Nutzpegel beträgt pnutz,Misch = −39 dBm.








3 dB = −24 dBm. (7.30)
Für Inbandstörer soll eine Leistung an der Antenne von maximal −20 dBm, was
etwa 30 cm Abstand eines 0 dBm-Senders von der Antenne entspricht, angenom-







3 dB = −27 dBm. (7.31)
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Für Verzerrungsbetrachtungen wird die Außerbandstörleistung benutzt, da deren
Wert größer als die Inbandstörleistung ist.
Für die Nichtlinearitäten 2. Ordnung gilt gemäß Gleichung (2.73)
IIP2 = 2 · (−24 dBm) − (−39 dBm) + 20 dB = 11 dBm. (7.32)
Dieser Wert gilt für den oben bestimmten Pegel von Außerbandstörern bei mini-
malem Nutzeingangspegel.
Für die Nichtlinearitäten 3. Ordnung gilt in analoger Weise
IIP3 =
3 · (−24 dBm) − (−39 dBm) + 20 dB
2
= −6,5 dBm ≈ −6 dBm.
(7.33)
Auch dieser Wert gilt für den oben bestimmten Pegel von Außerbandstörern bei
minimalem Nutzeingangspegel.
Für die Unterdrückung von Störbeiträgen können keine Festlegungen getrof-
fen werden, da der Mischer nicht frequenzselektiv ausgeführt werden soll.
Falls zur Verminderung der LO-Abstrahlung, zulässig sind laut [ETSI00]
−60 dBm, ein Pufferverstärker zwischen Systemfilter und Mischer geschaltet
wird, ist zu beachten, daß die hier festgelegten Werte dann von beiden Bausteinen
gemeinsam eingehalten werden müssen, was zu höheren Anforderungen sowohl
beim Mischer als auch beim Pufferverstärker führt. Bei Einsatz eines balancierten
Mischers, bei dem das LO-Signal differentiell eingespeist wird, spielt der störende
LO-Durchgriff jedoch meist keine Rolle.
Basisbandfilter und -verstärker
Basisbandfilterung und -verstärkung gehören eng zusammen. Im Gegensatz zu
Abbildung 7.1 werden oft Filter- und Verstärkerstufen ineinander verschachtelt.
Hier soll jedoch gemäß der Darstellung 7.1 zuerst gefiltert und abschließend der
Pegel passend für die Demodulation angehoben werden. Es werden nach dem
Mischer ein aktives Filter und zwei Verstärker in genau dieser Reihenfolge ein-
gesetzt, wie dies bei der Bestimmung der Störbeiträge schon skizziert wurde. Der
Grund für dieses Vorgehen liegt im relativ hohen Pegel des Eingangssignales. Die-
ser Pegel erlaubt ein Filtern ohne vorherige Verstärkung. Das gefilterte Signal läßt
sich anschließend besser verstärken, denn die Störer sind dann alle eliminiert und
können nicht mehr als Auslöser nichtlinearer Verzerrungen wirksam werden.
Die Gesamtverstärkung muß 46 dB betragen, wie schon in (7.24) gezeigt wur-
de. Sie wird, wie bereits festgelegt, auf die beiden Operationsverstärker aufgeteilt.
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Jeder OPV soll 23 dB Verstärkung beitragen. Ebenfalls bekannt ist der zulässi-
ge Rauschbeitrag für jeden der drei Blöcke, da dieser bereits bei der Bestim-
mung der Störeinflüsse hergeleitet wurde. Es sind jeweils 70 dB Rauschzahl er-
laubt. Die zulässige eingangsbezogene Rauschleistungsdichte beträgt beim Filter
und beim ersten Verstärker ebenso wie beim Mischer −96 dB/Hz. Beim zweiten
Verstärker ergeben sich wegen der 23 dB Verstärkung im ersten OPV −73 dB/Hz.
Die Rauschanforderungen für den zweiten OPV sind also geringer als die der übri-
gen Blöcke. Im Gegenzug verschärfen sich die Linearitätsanforderungen.
Bevor die Linearitätseigenschaften betrachtet werden, sollen zunächst die
Dämpfungsanforderungen wie folgt festgelegt werden. Inbandstörer sollten laut
Eingangsfestlegungen, vgl. (7.30) und (7.31), pegelmäßig weniger bedeutend
als die Außerbandstörer sein. Nach dem Mischer wird ein maximaler Außer-
bandstörpegel von −24 dBm wirksam, wobei der minimale Nutzpegel −39 dBm
beträgt. Der Inbandstörpegel beträgt −27 dBm.
Der Störpegel sollte gemäß Festlegung aller Störbeiträge 20 dB unter dem
Nutzpegel liegen, vgl. (7.25). So ergibt sich gemäß
ages = −24 dBm − (−39 dB) + 20 dB = 35 dB (7.34)
eine notwendige Dämpfung von 35 dB. Die Unterdrückung der Inbandstörer er-
fordert eine Dämpfung von 32 dB. Die größte Nutzfrequenz beträgt 5 kHz. Des-
halb soll bei dieser Frequenz die Grenzfrequenz des Tiefpasses liegen. Die Lo-
kaloszillatorfrequenz wird so festgelegt, daß Außerbandstörer wenigstens zwei
Nutzkanäle und damit 50 kHz entfernt liegen müssen, z. B. kann der LO bei
869,9375 MHz schwingen. Damit ist zur Bandgrenze ein Abstand von 62,5 kHz
wirksam. Außerdem liegt die Beispielanwendung damit genau in der Mitte eines
Kanales im vorgeschlagenen Kanalraster von 25 kHz. Es werden von der betrach-
teten Anwendung bekanntlich nur ca. 14 kHz belegt.
Inbandstörer können beliebig dicht an unser Nutzband heranreichen. Wenn
sich die störenden Anwendungen an das in der Standardisierung vorgeschlagene
Kanalraster halten, ist ein Abstand von im schlimmsten Fall nur 12,5 kHz gege-
ben, wenn nicht zufällig genau der selbe Kanal gewählt wird. Hier soll jedoch da-
von ausgegangen werden, daß der eigene und der unmittelbare Nachbarkanal frei
sind. Dann ergibt sich ein Abstand von Inbandstörern von mindestens 37,5 kHz.
Damit kann festgelegt werden, daß die notwendigen Dämpfungswerte 32 dB
bei 37,5 kHz bzw. 35 dB bei 62,5 kHz betragen müssen. Es ist die härtere For-
derung zu erfüllen. Diese ist in der Dämpfung der Inbandstörer gegeben. In-
bandstörer besitzen in diesem Beispiel zwar einen geringeren Störpegel als Au-
ßerbandstörer, reichen dafür jedoch erheblich näher an unser Nutzsignal heran.
Da im Beispiel 5000 bit/s mit PSK übertragen werden, kann für das Kanalfilter
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eine Grenzfrequenz von
fg = 5 kHz (7.35)
festgelegt werden. Bei einer Grenzfrequenz von 5 kHz erweisen sich die Anforde-
rungen an die Filterung als nicht schwierig.
Günstig ist der Einsatz von Butterworth-Filtern. Sie weisen keine Welligkei-
ten im Amplituden- und Phasenverhalten auf. Weiterhin steigt ihre Dämpfung mit
zunehmendem Abstand von der Grenzfrequenz weiter an, was die Unterdrückung
weit entfernter Störer vereinfacht. Es könnten alternativ zur Erhöhung der Filter-
trennschärfe bzw. Absenkung der nötigen Filterordnung bei gleichartigem Verhal-
ten im Übergangsbereich Tschebyscheff-Filter, die nur im Dämpfungsband eine
Welligkeit aufweisen (Tschebyscheff-2-Filter), benutzt werden. Beim Einsatz von
Tschebyscheff-Filtern dieser Art steigt die Dämpfung bei zunehmendem Abstand
von der Grenzfrequenz jedoch nicht weiter an. Tschebyscheff-1-Filter sind wegen
der Welligkeit im Durchlaßbereich ungünstig. Trennschärfere Filterstrukturen wie
z. B. Cauerfilter sind bei den notwendigen geringen Anforderungen ebenfalls nicht
angebracht. Cauerfilter reagieren besonders empfindlich auf Schwankungen ihrer
Bauelemente und erhöhen damit den Realisierungsaufwand (z. B. durch notwen-
digen Abgleich), wogegen sie in diesem Beispiel keinen nennenswerten Bauele-
menteaufwand einsparen, da bereits ein Butterworth-Filter 2. Ordnung die Anfor-
derungen erfüllt.
Basierend auf diesen Überlegungen wird demzufolge vorgeschlagen, ein
Butterworth-Filter 2. Ordnung einzusetzen. Die notwendige Dämpfung steht da-
bei ab etwa 31,5 kHz zur Verfügung. Die Übertragungsfunktion weist keine Wel-
ligkeit auf. Die Übertragungsfunktion ist in Abbildung 7.2, der Phasenverlauf in
Abbildung 7.3 dargestellt.
Ein aktives Butterworth-Filter 2. Ordnung kann z. B. mit einer Sallen-Key-
Struktur realisiert werden. Ein Sallen-Key-Tiefpaß benötigt im Kern nur einen
OPV, zwei Kapazitäten und zwei Widerstände. Für eine Integration ist nachteilig,
daß die Bauelemente mit geringer Toleranz hergestellt werden müssen, was tech-
nologisch nicht möglich ist. Statt dessen ist es günstiger, Verhältnisse von Bauteil-
werten zu realisieren. Unter diesen Gesichtspunkten muß die bekannte Struktur
modifiziert werden.
Soll auch der unmittelbare Nachbarkanal noch von anderen Anwendungen be-
nutzt werden dürfen, muß das Filter entsprechend steiler dimensioniert werden.
Es ergibt sich ein Inbandstörerabstand von 12,5 kHz. Ein Butterworth-Tiefpaß
4. Ordnung bietet unter den genannten Bedingungen bei 12,5 kHz gerade 32 dB
Dämpfung, wie in Abbildung 7.4 zu erkennen ist. In diesem Beispiel wird davon
jedoch abgesehen und das oben erwähnte Filter 2. Ordnung eingesetzt.
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Abbildung 7.2: Butterworth-Tiefpaß 2. Ordnung
Abbildung 7.3: Phasenverlauf eines Butterworth-Tiefpasses 2. Ordnung
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Abbildung 7.4: Butterworth-Tiefpaß 4. Ordnung
Nun können die Linearitätsanforderungen für das Filter betrachtet werden.
Für die Nichtlinearitäten 2. Ordnung gilt der selbe Wert wie für den Mischer,
vgl. (7.32), und zwar
IIP2 = 11 dBm. (7.36)
In gleicher Weise ergibt sich der Wert für den Intermodulationspunkt 3. Ordnung,
vgl. (7.33), zu
IIP3 = −6 dBm. (7.37)
Für die Verstärker werden nur noch Selbststörungen wirksam, da sowohl die
Inband- als auch die Außerbandstörer durch das Filter unter den Nutzpegel ab-
gesenkt worden sind. Demzufolge ergibt sich für den ersten Operationsverstärker
gemäß Gleichung (2.73)
IIP2 = 2 · (−12 dBm) − (−12 dBm) + 20 dB = 8 dBm. (7.38)
Dieser Wert gilt für eine Selbststörung mit maximalem Eingangspegel, der mit Be-
ziehung (7.15) zu −5 dBm bestimmt werden kann. Zusätzlich werden noch, wie in
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Beziehung (7.23) verdeutlicht, 7 dB Dämpfung am Systemfilter und Teiler wirk-
sam. Auf diese Weise sind die für Stör- und Nutzsignal verwendeten −12 dBm
verständlich.
Für die Nichtlinearitäten 3. Ordnung gilt gemäß (2.84) und mit den selben
Randbedingungen wie eben
IIP3 =
3 · −12 dBm − (−12 dBm) + 20 dB
2
= −2 dBm. (7.39)
Die Werte für den zweiten Verstärker können gleichartig bestimmt werden. Es
ist zu beachten, daß der erste Verstärker 23 dB Verstärkung liefert und demnach
die Pegel jetzt entsprechend abweichen. Für die Nichtlinearitäten 2. Ordnung er-
gibt sich
IIP2 = 2 · 11 dBm − (11 dBm) + 20 dB = 31 dBm. (7.40)
Für die Nichtlinearitäten 3. Ordnung gilt
IIP3 =
3 · 11 dBm − (11 dBm) + 20 dB
2
= 21 dBm. (7.41)
Diese Anforderungen sind recht hoch. Verursacht werden sie durch den Ver-
stärkungsbeitrag des Verstärkers 1. Es kann daher versucht werden, den Verstär-
kungsbeitrag des ersten OPV zu senken und den Hauptteil der Verstärkung OPV 2
zu überlassen. Dadurch steigt das Rauschen im Empfängerzug an, und die einzel-
nen Rauschanforderungen müßten verschärft werden.
Andererseits kann man sich überlegen, daß hier digitale Signale gewonnen
werden sollen. 11 dBm Eingangssignal ist bereits mehr, als der Demodulator





−1“ erkannt werden soll. Das Signal wird also bei guten Empfangsverhält-
nissen bereits vor dem OPV 2 beschnitten und einer Rechteckform angenähert.
Bei schlechten Empfangsverhältnissen geschieht dies erst im Demodulator. Es
kann also festgehalten werden, daß die soeben ermittelten hohen Anforderungen
nicht eingehalten werden müssen. Stattdessen können die selben Werte wie für
den OPV 1 Verwendung finden.
Demodulator
Am Demodulator ist ein Nutzpegel von mindestens 7 dBm verfügbar. Bei einem
unterstellten Lastwiderstand von 200 Ω entspricht das einer effektiven Spannung
von 1 V.
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Es ist unerheblich, ob die Leistung am Demodulatoreingang höher als 7 dBm
bzw. die Kurvenform etwas zum Rechteck verzerrt ist. Der im Beispielempfänger
verwendete Demodulator reagiert in Verbindung mit PSK auf solche Störeinflüsse
nicht empfindlich. Es wird nur die Phaseninformation ausgewertet. Deshalb muß
der Basisbandverstärker, wie vorn bereits erwähnt, nicht geregelt werden.
Der Demodulator besteht aus einem OPV, der die Empfangssignale endgültig
zu Rechtecksignalen formt und damit die Bitsymbole so rekonstruiert, daß sie
von den Folgestufen verarbeitet werden können. In diesen Folgestufen muß dann
die Fehlerkorrektur und die Übergabe der Daten an die entsprechende Computer-
Schnittstelle erfolgen.
Der zweite Zweig des Demodulators dient zum Prüfen der Phasenbeziehung
zwischen LO und Empfangssignal. Falls die Phase nicht richtig liegt, entsteht eine
Spannung ungleich Null, die zum Nachführen des LO benutzt werden muß.




Abbildung 7.5: Demodulationsprinzip des DCR-PSK-Empfängers
Lokaloszillator
Der Lokaloszillator soll gemäß den Festlegungen, die bei der Filterdefinition
getroffen wurden, bei 869,9375 MHz schwingen, damit Außerbandstörer fre-
quenzmäßig weit genug entfernt liegen. Es könnte auch bis zu 869,9125 MHz
jede andere Frequenz im Kanalraster von 25 kHz sein, denn in diesem Bereich
des SRD-Bandes ist Dauerstrichbetrieb, also ein ständig aktiver Träger, zulässig
[ETSI00]. Der geforderte Abstand zu Außerbandstörern bleibt dabei gewährlei-
stet.
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Die Leistung des LO muß an die Anforderungen des Mischers angepaßt sein.
Oft ist es aus Sicht der Mischereigenschaften günstig, einen hohen LO-Pegel zu
verwenden, da dann Rauscheigenschaften und Linearitätswerte in der Regel bes-
ser sind als bei geringen LO-Leistungen. Wegen der Leistungseffizienz und der
Abstrahlproblematik ist ein geringer Pegel vorteilhaft. Es ist also der geringste
Lokaloszillatorpegel einzusetzen, der die Funktion des Mischers mit den gefor-
derten Kennwerten noch gewährleistet. Dieser Pegel kann nur bei bekannter Mi-
scherschaltung festgelegt werden.
Der in diesem Beispiel notwendige LO muß zwei Mischer mit 90◦ Pha-
senversatz treiben. Oben wurde festgelegt, jeden Mischer differentiell, also mit
zwei jeweils 180◦ versetzten Signalen anzusteuern. Der LO braucht demnach 4
Ausgänge.
Hier im Beispiel ist zur Regelung der LO-Phase ein AFC-Mechanismus vor-
gesehen, und zwar im unteren Zweig des Demodulators. Um jedoch das Signal
überhaupt aufzufinden, kann auf eine PLL nicht verzichtet werden. Darum müssen
im Beispiel die Korrekturspannungen von AFC und PLL wechselseitig den Oszil-
lator steuern. Dabei ist es günstig, zuerst bei abgeschaltetem AFC mittels PLL
den LO auf die Signalfrequenz abzustimmen und danach mittels AFC (und abge-
schalteter PLL) die Phasenübereinstimmung sicherzustellen. Die AFC-Spannung
muß mit den erkannten Bitwerten (+1 bzw. −1) multipliziert werden, um stets
eine vorzeichenrichtige Korrektur zu erzielen.
Ein wichtiger Punkt bei der Betrachtung des Lokaloszillators ist das Phasen-
rauschen. Phasenrauschen verursacht die Mischung von Störsignalen ins Nutz-
band. Ausgehend von Inbandstörern im übernächsten Kanal, also bei 37,5 kHz
Abstand mit einem am Mischer wirksamen Pegel von −27 dBm, darf der LO bei
diesem Abstand gemäß
−27 dBm − (−39 dBm) + 20 dB = 32 dB (7.42)
nur eine Leistung von −32 dBc an den Mischer abgeben, also 32 dB weniger als
seine Nutzleistung beträgt. Die Rauschbeiträge müssen mit zunehmendem Ab-
stand von der Nennfrequenz weiter fallen, damit auch Außerbandstörer nicht wirk-
sam werden können.
Pegelplan und Zusammenfassung der Blockkennwerte
Zum Abschluß der Spezifikation der Einzelblöcke wird als Zusammenfassung in
Tabelle 7.2 eine Übersicht der einzelnen Blöcke und der an ihrem Eingang wirk-
samen Pegel gegeben. Eine grafische Darstellung der Pegel bietet Abbildung 7.7.
Die endgültige Blockschaltung zeigt Abbildung 7.6.









Abbildung 7.6: Endgültige Blockstruktur des DCR-Empfängers
Tabelle 7.2: Block- und Eingangspegelübersicht des Direktmischempfängerbei-
spiels
pnutz,min pnutz,max pstör,max pN IM2 IM3
in dBm in dBm in dBm in dBm in dBm in dBm
Antenne −32 −5 1 −134 – –
Systemfilter −32 −5 1 −134 – –
Teiler −36 −9 −21 −134 – –
Mischer −39 −12 −24 −134 – –
Filter −39 −12 −24 −59 −59 −60
OPV 1 −39 −12 −59 −56 −56 −57
OPV 2 −16 ≈ 10 −33 −33 −33 · · · − 9 −34 · · · − 9
Demodulator 7 ≈ 10 −10 −10 ≥ −10 ≥ −11










Nutzsignal (min. und max.)
Störsignal (max.)






































Abbildung 7.7: Pegelplan für den Beispiel-Direktmischempfänger
In diesem Beispiel wurde der Strom- und Platzbedarf nur am Rande behandelt.
Wichtig waren Betrachtungen zu diesem Punkt vor allem bei der Begründung der
Wahl des Direktmischprinzipes.
Eine Wiederverwendung von Blöcken wurde nicht demonstriert. Mit den in
diesem Beispiel gefundenen Blockkennwerten könnte jedoch eine Datenbanksu-
che erfolgen, die im besten Fall passende Bausteine findet, mindestens jedoch
Hinweise zu Lösungsansätzen liefert.
Einen Überblick auf die erfolgten Designschritte gibt Tabelle 7.3.
Tabelle 7.3: Gegenüberstellung unabhängiger und abhängiger Designentscheidun-





Übertragung von Mausdaten Datenrate 5000 bit/s
Übertragung von 5000 bit/s Trägerfrequenz 869 MHz,
Modulationsverfahren PSK
Batterielebensdauer ca. 500 h max. Sendeleistung 0 dBm
Fortsetzung auf folgender Seite
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Reichweite min. 1 m,




Inbandstörer ca. 0 dBm,
max. zul. Störpegel −52 dBm
Stördämpfung min. 52 dB




Außerbandstörer max. 33 dBm,





Nutzleistung min. −39 dBm,
Nutzleistung max. −12 dBm,




















Demodulator mit AFC min. Nutzpegel 7 dBm
Lokaloszillator im Dauerstrich-
Bereich des 869 MHz-SRD-
Bandes,
Störleistung max. −24 dBm
fm 869,9375 MHz,
Nφ < 32 dBc bei 37,5 kHz
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Daten +1-1
LO
Abbildung 7.8: Blockstruktur des Maussenders mit Umschalter
7.2.6 Sender
Bisher wurde nur ein Teil der Funkmaus spezifiziert, der Empfänger. Der Grund
ist in der Ausrichtung dieser Arbeit zu finden. Den Schwerpunkt stellt der
Empfängerentwurf dar.
Der Sender unterliegt noch mehr als der Empfänger Raum- und Energieein-
schränkungen. Vorn wurde bereits der erlaubte Gesamtenergieverbrauch des Sen-
deteiles, also inklusive der Bewegungserkennung und Fehlerkorrekturmaßnah-
men, mit 3 mW abgeschätzt, vgl. (7.4). Energiesparmaßnahmen, wie das Abschal-
ten bei Inaktivität, müssen unbedingt geprüft und nach Möglichkeit eingesetzt
werden.
Die Sendebaugruppe benötigt neben den eben erwähnten Baugruppen Bewe-
gungserkennung und Fehlerkorrektur, die beide für die Signalbereitstellung not-
wendig sind, einen Lokaloszillator, einen Leistungsverstärker und eine selbst-
verständlich interne Antenne. Wenn der Oszillator phasenstabil arbeitet und zwei
um 180◦ phasenversetzte Ausgänge besitzt, kann abhängig vom Bitwert abwech-
selnd einer der beiden LO-Ausgänge direkt auf den Leistungsverstärker geschaltet
werden. Bei einer Umschaltung abweichend vom Amplitudennullpunkt entste-
hen jedoch Störaussendungen, die die Anwendung dieses Konzeptes verhindern
können. Dann muß ein Sender mit einen Mischer als Modulator aufgebaut werden,
wobei sich das Direktmischprinzip anbietet. Bei dieser Lösung dürfen sich die zur
Modulation benutzten Datenimpulse nicht sprungartig ändern, um Phasensprünge
im Ausgangssignal zu vermeiden. Beide Konzepte sind in ihrer Blockstruktur in
den Abbildungen 7.8 bzw. 7.9 dargestellt.
Die Blockspezifikation kann sehr ähnlich zum soeben dargestellten Vorgehen




Abbildung 7.9: Blockstruktur des Maussenders mit Mischer
gen, die bei maximal −37 dBm liegen dürfen, wenn der Sender aktiv ist. Bei Inak-
tivität gilt eine Grenze von −60 dBm [ETSI00]. Sollten wegen Nichtlinearitäten
oder nicht perfekten Umschaltens diese Werte nicht eingehalten werden können,
muß gegebenenfalls noch der Einsatz eines Systemfilters oder eine Filterung bzw.
Fensterung der Bitflanken, die anstelle einer sprungartigen Änderung der Modu-
lationsdaten einen sanften Übergang sicherstellt, erwogen werden.
7.3 Superhet
7.3.1 Vorbetrachtungen
Als Beispiel soll der Anwendungsfall einer Datenübertragung im Verkehrswesen
betrachtet werden. Es bestehe die Aufgabe, an einer Kreuzung die Ampelanlage
durch Beobachtung des Verkehrs im Vorfeld der Kreuzung in Abhängigkeit der
Verkehrsdichte intelligent zu steuern. Außerdem sollen die gewonnenen Daten zur
Stauerkennung bzw. -prognose, zur Ermittlung von Reisezeiten und für weitere
statistische Auswertungen benutzt werden. Dazu ist eine umfassende Objekt- und
Bewegungserkennung notwendig. Die Daten sollen zentral in der Ampelsteuerung
gesammelt und von dort gebündelt abgerufen werden.
Die Beobachtungsstellen sollen in allen Richtungen ca. 100 m bis 200 m vor
der Kreuzung liegen. Gesucht wird eine Funkübertragung von den Beobachtungs-
stellen zur Ampelsteuerung, um den Aufwand beim Verkabeln zu minimieren. Es
wäre günstig, wenn das Sender- und Empfängersystem so universell entstünde,
ohne dabei aufwendiger zu werden, daß es auch für andere Anwendungen mit
ähnlichen Anforderungen im Verkehrswesen oder in sonstigen Bereichen benutzt
werden könnte.
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7.3.2 Vergleich der Übertragungsstrategien
Zunächst ist vor dem Festlegen der notwendigen Datenrate die Strategie der Im-
plementierung der Datenübertragung zu erörtern. Grundsätzlich ergeben sich zwei
Möglichkeiten, die jeweils spezifische Vor- und Nachteile in sich bergen. Diese
sind
1. die Vollbildübertragung und
2. die Ergebnisübertragung.
Bei der Vollbildübertragung wird das aufgenommene Kamerabild direkt zur
Zentralstation gesendet. Dazu ist eine hohe Datenrate und damit eine hohe Nutz-
bandbreite, ein komplexes Modulationsverfahren oder beides zugleich notwen-
dig. Erschwerend kommt hinzu, daß mehrere Kamerastationen zugleich Bilder
senden, so daß für das Gesamtsystem die Anforderungen an die Übertragungs-
kapazitäten nochmals wachsen. Vorteilhaft ist bei dieser Vorgehensweise, daß die
Auswertung der Bilder, also die Objekterkennung, -klassifizierung und -zählung,
sowie die weitere Auswertung gebündelt in der Zentralstation durchgeführt wer-
den kann. Dann müßte die notwendige Software bei eventuellen Anpassungen
oder bei der Implementierung neuer Objekterkennungsalgorithmen nur an einer
Stelle gepflegt werden. Gleichzeitig ist der Ersatz der Auswertehardware, d. h.
der Rechentechnik, nur an einer Stelle notwendig. Demzufolge können mit über-
schaubarem Aufwand auch rechenintensive Algorithmen nachträglich eingesetzt
werden. Schließlich besteht auch ein größerer Freiraum hinsichtlich späterer Ent-
scheidungen bezüglich der durchzuführenden Untersuchungen am Verkehrsstrom,
denn es liegen in der Zentralstation alle Bilddaten verlustfrei vor.
Bei der Ergebnisübertragung wird die Objekterkennung am Ort der Kamera
durchgeführt und nur die erhaltenen Ergebnisse werden zur Zentralstation über-
tragen. Soll der gleiche Bedienkomfort wie bei der Vollbildübertragung, z. B. die
einfache Implementierbarkeit von neuen Algorithmen, erreicht werden, bedeu-
tet dies die Bereitstellung einer bidirektionalen Funkverbindung, da in diesem
Fall die Objekterkennungsalgorithmen von der Zentralstation zu den Kamerasta-
tionen übertragen werden müssen. Ein gleichermaßen unaufwendiger Austausch
von Hardware ist bei dieser Übertragungsstrategie jedoch nicht möglich. Deshalb
muß im Vorfeld genau abgewogen werden, wie erweiterungsfähig man die Ka-
merarechner auslegt bzw. welche Leistungsreserven man vorsieht. Solche Reser-
ven bringen, wenn überhaupt, erst später Nutzen, kosten jedoch sofort Geld. Die
Übertragung der Ergebnisse wird eine deutlich geringere Datenrate erfordern als
die Vollbildübertragung.
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Es ist noch eine Zwischenlösung denkbar, bei der lediglich das Kamerabild
komprimiert und mit dann geringerer Datenrate übertragen wird, die weitere Aus-
wertung jedoch der Zentralstation überlassen wird. Bei dieser Variante liegt der
Bedarf an Bandbreite immer noch sehr hoch, denn beliebig hohe Kompressions-
raten mit dann erheblichen Verlusten des Bildinhaltes sind wegen der gewünsch-
ten und sicherzustellenden Objekterkennung nicht zulässig. Für die weiteren Be-
trachtungen soll deshalb diese Lösung mit der Vollbildübertragung gleichgesetzt
werden, obwohl wegen der Komprimierung sehr leistungsfähige Rechner in al-
len Kamerastationen und auch in der Zentralstation benötigt werden. Tabelle 7.4
bietet einen Vergleich der Übertragungsstrategien.
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Für die Vollbildübertragung müssen bei analoger Bildübertragung ca. 5 MHz
Bandbreite bereitgestellt werden. Damit ist Fernsehqualität erreichbar. Mit einer
verlustfreien Codierung entspricht diese Qualität etwa 30 Mbit/s Datenrate. Bei
digitaler Modulation sind dafür deutlich mehr als 5 MHz Bandbreite notwendig,
wenn eine hohe Störfestigkeit erreicht werden muß. Bei Einsatz einer geringfügig
verlustbehafteten Kompression (vgl. Tabelle 4.1 auf Seite 69) muß noch immer
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mit ca. 2 Mbit/s gerechnet werden. Eine stärkere Kompression ist problematisch,
da diese die Objekterkennungsleistung vermindert. Als Untergrenze für die Da-
tenrate kann 0,4 Mbit/s unter Verminderung der Auflösung, also mit deutlich ge-
ringerer Bildqualität als beim Fernsehen, angenommen werden. Bei einer Kom-
pression, die diese Datenrate erzeugt, ist die Objekterkennung gerade noch sinn-
voll möglich. Weiterhin werden mehrere Kameraeinheiten parallel betrieben, so
daß eine entsprechend höhere Datenrate notwendig wird. Sinnvoll sind sechs bis
zehn, im Extremfall sogar noch mehr Beobachtungsstandorte, je nach Größe des
Verkehrsknotenpunktes. Vergleicht man die so abschätzbaren Werte mit Tabel-
le 4.2 auf Seite 71, so zeigt sich, daß Vollbilder vorzugsweise mit Kompression
und nur in Frequenzbändern von 2,4 GHz und höher zu übertragen sind.
Es soll kurz eine Abschätzung der weiteren Entwurfsschritte vorgenommen
werden, um die speziellen Eigenschaften der Strategie der Vollbildübertragung
deutlich machen zu können. 20 Mbit/s, die sich ergeben, wenn man 10 Statio-
nen mit jeweils 2 Mbit/s Datenrate betrachtet, benötigen bei einer störfesten Mo-
dulation ca. 20 MHz Bandbreite. Damit und mit einer unterstellten Temperatur
von 300 K liegt der Grundrauschpegel gemäß (4.5) bei −101 dBm. Mit einem
unterstellten notwendigen Gesamt-SNR von 15 dB, was einen sehr leistungsstar-
ken Empfänger voraussetzt, beträgt der minimal zulässige Empfangspegel gemäß
(4.9) gerade −86 dBm. Nach (4.14) beträgt die Freiraumdämpfung bei 2,4 GHz
und 200 m bereits 86 dB, bei 5,8 GHz 94 dB, falls man keine Antennengewinne
annimmt. Bei einer Sendeleistung von 0 dBm ist solch eine Übertragung kaum
möglich, bei 10 dBm wird dieser breitbandige Dienst gerade durchführbar. Doch
dabei ist noch nichts über Einflüsse von anderen Funkdiensten ausgesagt. Prin-
zipiell eher realisierbar wird die Vollbildübertragung bei stärkerer Kompression,
wobei dann, wie schon erwähnt, die Grenze von 400 kbit/s zur Sicherstellung der
Objekterkennung nicht unterschritten werden darf.
Günstig wäre z. B. die Adaption des DECT-Standards auf 2,4 GHz für die
Vollbildübertragung. Dann könnten sofort fertige Chiplösungen, z. B. LMX3162,
vgl. [NAT00], übernommen werden, die, bis auf wenige Ergänzungen, das Ge-
samtsystem mit Sende- und Empfangsteil beinhalten. Dazu ist eine Datenredukti-
on auf unter 500 kbit/s notwendig, um unzulässige Störaussendungen zu vermei-
den. Ein weiterer Vorteil solch einer Adaption ist der deutlich geringere eigene
Entwicklungsaufwand sowie eventuelle Kostenvorteile durch den möglichen Ein-
satz von Komponenten einer Massenfertigung.
Durch diese Betrachtungen ist deutlich geworden, daß die aus Anwendersicht
komfortable und deshalb zu bevorzugende Vollbildübertragung äußerst schwierig
und nur mit sehr rechenintensiver Kompression realisierbar ist. Durch die notwen-
dige Kompression und den damit verbundenen hohen Hardwareaufwand in den
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Kamerastationen fällt dieser wichtiger Vorteil der Vollbildübertragung fort bzw.
kehrt sich sogar um, da die Objekterkennung deutlich weniger rechenaufwendig
ist als die Kompression.
Zum Vergleich soll jetzt eine Kurzbetrachtung der Anforderungen der Ergeb-
nisübertragung erfolgen. Die Hauptarbeit, die Objekterkennung, erfolgt sofort in
der Kamerabaugruppe. Bei der Objekterkennung sollen z. B. Daten wie der Be-
legungszustand der Straße, die Anzahl von Fahrzeugen pro Fahrzeugklasse und
Zeiteinheit oder auch die Geschwindigkeiten zur Reisezeitberechnung ermittelt
und zur Zentralstation übertragen werden. Nimmt man vier Fahrzeugklassen an,
z. B. Busse, Personenkraftwagen, Lastkraftwagen bzw. Lastzüge und Zweiräder,
ordnet diesen eine Anzahl und eine mittlere Geschwindigkeit in einem Zeitfen-
ster, z. B. in den letzten fünf Sekunden, zu und bestimmt zusätzlich die Straßen-
belegung, können durchaus 2 Byte pro Fahrzeuggruppe und Zeiteinheit ausrei-
chen. Daraus ergibt sich eine beispielhafte Datenrate von ca. 15 bit/s, was ein
äußerst geringer Wert ist. Ergänzt man die Rohdatenrate um eine Vorwärtsfehler-
korrektur und z. B. eine Kameranummer, können immer noch 100 bit/s für eine
Ergebnisübertragung ausreichen. Es wird deutlich, daß hier ein gravierender Un-
terschied zur Bildübertragung besteht, selbst wenn man eine großzügige Reserve
für spätere Erweiterungen der Datenübertragung vorsieht.
Für die beispielhaft ermittelte geringe Datenrate von 100 bit/s sollen 100 Hz
Bandbreite nötig sein, was einem Rauschpegel von −154 dBm entspricht. Selbst
bei einem sehr entspannten Wert für das Gesamt-SNR von 30 dB darf der mini-
male Nutzpegel −124 dBm betragen. Es ist offensichtlich, daß, verglichen mit der
Bildübertragung, bei der Ergebnisübertragung wesentlich geringere Anforderun-
gen an den Empfänger bestehen bzw. eine deutlich höhere Reichweite möglich
wird.
Will man einen Rückkanal für Änderungen an den Erkennungsalgorithmen
implementieren, so stellt sich sofort die Frage, mit welcher Datenrate dieser aus-
zulegen ist. Hier muß zwischen Zeitdauer der Übertragung und Bandbreite ab-
gewogen werden. Günstig wäre eine Gestaltung des Rückkanals in der Weise,
daß alle Stationen den gleichen Kanal empfangen und die Zuordnung von Mittei-
lungen über Adreßinformationen erfolgt. So können alle Stationen zugleich mit
neuen Algorithmen versorgt werden.
Weiterhin müssen über einen Rückkanal Informationen über die Qualität
der Übertragung zurückgegeben, zumindest jedoch Kanalwechsel bei gestörter
Übertragung veranlaßt werden können. Das Veranlassen eines Kanalwechsels
über einen Rückkanal ist für beide Übertragungsstrategien vorzusehen, denn
die Funktion des Gesamtsystems soll auch bei vorhandenen geringen Störungen
gewährleistet sein. Die Problematik eines Rückkanales soll hier jedoch nicht wei-
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ter untersucht werden.
Die Unschädlichmachung starker Störer durch Spreizspektrumverfahren ist
für die Vollbildübertragung wegen der ohnehin schon knappen verfügbaren Über-
tragungsbandbreite nicht möglich. Bei der Ergebnisübertragung sind solche Maß-
nahmen denkbar, sollen jedoch nicht detailliert betrachtet werden. Es kann jedoch
gesagt werden, daß im hier betrachteten Beispiel mit Ergebnisübertragung ein
DSSS-Verfahren mit dauernder Überlappung aller Signale im selben Frequenz-
bereich nicht sinnvoll ist, weil dann eine aufwendige Leistungsregelung in je-
der Kamerastation sowie ein ständig aktiver Rückkanal erforderlich wird. Statt
dessen können die schmalen Einzelkanäle separat gespreizt und mittels TDMA-
Verfahren übertragen werden. Dies ist günstig, da hierbei Frequenzen zeitlich hin-
tereinander mehrfach genutzt werden können. Als Preis dafür ist die Erhöhung der
erforderlichen Bandbreite und damit die Vergrößerung des Rauschpegels in Kauf
zu nehmen.
Zusammenfassend ist festzuhalten, daß für eine Bildübertragung gegenüber
einer bloßen Ergebnisübertragung ein wesentlich höherer Aufwand erforderlich
ist, jedoch dadurch eine höhere Flexibilität ermöglicht wird. Im folgenden sollen
deshalb beide Strategien weiter untersucht werden, wobei für die Bildübertragung
eine Datenrate von 450 kbit/s unterstellt wird.
7.3.3 Festlegen der Datenrate
Die Datenraten werden hiermit auf 450 kbit/s für die Bildübertragung bzw. auf
1 kbit/s für die Ergebnisübertragung festgelegt. Die Erhöhung um den Faktor
zehn gegenüber dem vorn bei der Ergebnisübertragung überschläglich ermittelten
Wert soll ausreichend Raum für die Daten sowie eine eventuelle Vorwärtsfehler-
korrektur vorsehen. Es gilt
bbrutto,bild = 450 kbit/s (7.43)
und
bbrutto,erg = 1000 bit/s. (7.44)
Die weitere Betrachtung der beiden vorgestellten Lösungsansätze soll getrennt
voneinander erfolgen. Zunächst wird die Strategie der Bildübertragung weiter ver-
folgt. Die Ergebnisübertragung wird im Abschnitt 7.5 ab Seite 167 weiter bear-
beitet.
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7.4 Superhet – Bildübertragung
7.4.1 Festlegen des Arbeitsfrequenzbereiches
Wie oben schon betrachtet wurde, ist eine sehr hohe Nutzbandbreite zur Gewähr-
leistung der Übertragung notwendig. In Europa kommt dafür lediglich der Bereich
bei 2,4 GHz in Frage (vgl. auch Tabelle 4.2 auf Seite 71). Wie in den Ausführun-
gen oben (Seite 150) gezeigt wurde, ist die Freiraumdämpfung bei 5,8 GHz bereits
zu stark. Bei einer angestrebten kommerziellen Nutzung, bei der auch die nahezu
ständige Verfügbarkeit garantiert werden muß, ist zu erwägen, ob überhaupt ein
lizenzfreies ISM-Band benutzt werden soll, oder ob es nicht vielmehr geraten ist,
ein kostenpflichtiges, dafür jedoch weniger benutztes Band in Erwägung zu zie-
hen. Im folgenden wird von der Nutzung des ISM-Bandes ausgegangen und es
gilt
fm,bild ≈ 2,45 GHz. (7.45)
Es existieren Überlegungen, die freie Nutzung dieses Frequenzbandes einzu-
schränken, vor allem hinsichtlich der prozentualen Sendezeit. Es werden Nut-
zungszeiten von teilweise unter 10 % diskutiert. Vor einer ernsthaften Entwick-
lungsarbeit sollte dieser Punkt noch einmal genau geprüft werden, sofern nicht
ohnehin auf ein lizensiertes Band ausgewichen wird.
7.4.2 Festlegen des Modulationsverfahrens
Weiterhin ist die Aufteilung des Frequenzraumes in Kanäle zu betrachten. Da die
Kanalbandbreite stark vom Modulationsverfahren abhängt, erfolgt diese Betrach-
tung hier.
Es ist ein Modulationsverfahren zu wählen, welches störfest und bandbrei-
teneffizient ist. Ein Kompromiß kann die QPSK-Modulation sein, die bei einem
SNR von 11 dB eine Bitfehlerrate von unter 10−3 liefert. Das Modulationsver-
fahren QPSK bietet eine Bandbreiteneffizienz von ca. 1,3 bit/Hz, wenn man die
Überschwinger und Nebenkeulen im Spektrum mit berücksichtigt. Demzufolge
ist mit der festgelegten Datenrate von 450 kbit/s eine Bandbreite von 350 kHz
pro Kanal notwendig. Die relativ große Bitfehlerrate von 10−3 wurde gewählt, da
bei einer Bildübertragung viel redundante Information vorhanden ist.
Verwendet man eine GMSK mit dem Kennwert BT = 0,5, wie sie beim
DECT-Standard definiert ist, so läßt sich der Bandbreitenbedarf noch geringfügig
senken. Jedoch tritt dann eine Intersymbolinterferenz auf. D. h., die Symbole ge-
hen zeitlich ineinander über und beeinflussen sich, so daß die Demodulation auf-
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wendiger wird. Das erforderliche SNR für die genannte Bitfehlerrate ist in et-
wa gleich. Der DECT-Standard selbst erlaubt eine höhere Bandbreite als notwen-
dig. Der originale Kanalabstand liegt bei 1728 kHz. Die maximale Datenrate bei
DECT ist auf 1152 kbit/s festgelegt.
Wenn eine proprietäre Lösung entworfen werden soll, ist QPSK sicher günsti-
ger als GMSK, da der Aufwand dafür insgesamt geringer ist. Wenn eine vorhande-
ne DECT-Lösung nachgenutzt werden soll, kann dies vom Gesichtspunkt des Mo-
dulationsverfahrens aus betrachtet ohne weiteres geschehen. Die Intersymbolin-
terferenz muß dann vom Demodulator bzw. von der Basisbandschaltung beseitigt
werden, sofern die Erhöhung der Bitfehlerwahrscheinlichkeit beim Ignorieren von
Intersymbolinterferenzen nicht in Kauf genommen werden soll.
7.4.3 Festlegen der Sende- bzw. Empfangspegel und Betrach-
tung von potentiellen Störern
Im ISM-Band um 2,4 GHz sind potentiell sehr starke Störquellen angesiedelt. Ins-
besondere Anlagen zur industriellen Trocknung und haushaltsübliche Microwel-
lengeräte sind hier zu nennen. Wegen der vorgeschriebenen Abschirmung dieser
Geräte und des wahrscheinlich vorhandenen räumlichen Abstandes wird der resul-
tierende Störpegel jedoch gering sein. Falls der zu entwerfende Empfänger nicht
nur für Verkehrsdatenübertragungen im öffentlichen Straßenraum, sondern z. B.
in Firmen eingesetzt wird, können diese Anlagen höhere Störpegel verursachen,
die über dem nachfolgend für andere Quellen bestimmten Wert liegen.
Zunehmende Bedeutung im 2,4 GHz-Band werden Bluetooth-kompatible
Geräte gewinnen. Diese senden breitbandig mit maximal 0 dBm Leistung. Es
ist nicht auszuschließen, daß auch direkt neben der Zentralstation ein Bluetooth-
Gerät betrieben wird, doch man wird normalerweise von mindestens 0,5 m
Abstand ausgehen können. Damit wird der maximale Inband-Störpegel gemäß
afrr,0,5 m = 20 log
4π · 0,5 m · 2400 MHz
299792 km/s
= 34 dB (7.46)
zu −34 dBm bestimmt. Zu beachten ist, daß der notwendige (hier jedoch nicht
betrachtete) Rückkanal sowie jeder weitere Übertragungskanal für alle anderen
Kanäle als Inbandstörer auftritt. Inbandstörer müssen demnach so unterdrückt
werden, daß mit dem gewählten Kanalraster kein Übersprechen zwischen Nach-
barkanälen auftreten kann. Durch den räumlichen Abstand und die relativ hohe
Nutzfrequenz sind hier allerdings keine ernsthaften Probleme zu erwarten.
Dieses Beispiel soll den Entwurf eines Superhetempfängers demonstrieren.
Die Begründung für die Auswahl des Superheterodynprinzipes folgt im Ab-
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schnitt 7.4.4 ab Seite 156. Bei einem Superhetempfänger muß auch auf die Pegel
bei Spiegelempfangsstellen geachtet werden. Günstig ist die Wahl eines Bandes
für die Spiegelfrequenz, in dem nur geringe Störeinflüsse zu erwarten sind. Der
LO wird dann genau auf die zwischen Nutzband und Spiegelfrequenzband in der
Mitte liegende Frequenz eingestellt. Allerdings ist es bei diesem Vorgehen frag-
lich, ob für die dadurch entstehende Zwischenfrequenz passende Filter verfügbar
sind. Ein Beispiel soll dies illustrieren.
Ein Bereich mit wahrscheinlich geringen Störungen sind die GPS-Bänder bei
ca. 1,23 GHz bzw. ca. 1,58 GHz, da die Aussendungen der Satelliten mit sehr
geringem Pegel einfallen. Damit ergäben sich Zwischenfrequenzen von 610 MHz
bzw. 435 MHz. Leider ist 435 MHz keine gute Zwischenfrequenz, da auch dieses
Band sehr besetzt ist und deswegen mit ZF-Durchschlägen von Störern zu rechnen
ist. Für 610 MHz ist es schwierig, geeignete Filter zu finden. Deshalb scheiden
diese Zwischenfrequenzen aus.
Man kann sich auch die Zwischenfrequenz vorgeben und die dann notwendi-
ge Spiegelunterdrückung mit einem entsprechend trennscharfen Systemfilter be-
werkstelligen. Für DECT hat sich eine ZF von 110,592 MHz durchgesetzt. Damit
liegt die Spiegelfrequenz bei einer worst-case-Betrachtung bei ca. 2,39 GHz bzw.
bei 2,51 GHz, also gerade neben dem Nutzband, was bei etwas größerem Ab-
stand zwar günstig für die Spiegelunterdrückung mit SAW-Systemfiltern ist, hier
jedoch etwas knapp erscheint. Als Konsequenz ergibt sich, daß die Frequenzbe-
reiche an den Bandgrenzen nicht benutzt werden sollten. Die entstehende Zwi-
schenfrequenz liegt knapp oberhalb des UKW-Hörfunk-Bandes. Die Bandbreite
eines ZF-Filters für DECT beträgt 1,15 MHz.
Auf keinen Fall kann die beim UKW-Hörfunk so beliebte Zwischenfrequenz
10,7 MHz gewählt werden, da die Spiegelfrequenz dann genau im Nutzband
liegt und Störer direkt wirksam werden können. Im Extremfall kann sogar eine
Selbststörung im System auftreten, indem ein Randkanal den anderen unbenutz-
bar werden läßt. Außerdem ist die Bandbreite der für diese Frequenz verfügbaren
Filter zu gering.
Es zeigt sich, daß eine Zwischenfrequenz von 110 MHz eine akzeptable Wahl
darstellt und entsprechende Störer beherrschbar bleiben.
Das thermische Rauschen ist bei der hohen notwendigen Bandbreite in keinem
Fall zu vernachlässigen. Die Bandbreite wird durch das Zwischenfrequenzfilter
auf 1,15 MHz festgelegt. Damit läßt sich der Rauschpegel gemäß
pN,bild = 10 · log(k · T · Bnutz)
= −174 dBm + 10 · log(1,15 · 106) = −113,4 dBm (7.47)
zu −113,4 dBm bestimmen.
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Der Sendepegel wird auf 20 dBm festgelegt, da diese hohe Datenrate bei ge-
ringerer Sendeleistung nur unter erhöhten Empfängeranforderungen übertragbar
wäre. Der Leistungsbedarf von Kamera und Rechenhardware liegt im Bereich ei-
niger Watt, so daß die hier geforderten 100 mW nicht ins Gewicht fallen.
Der Nutzpegel am Empfänger läßt dann bei einer vorgegebenen Reichwei-
te zwischen 1 m und 200 m und den hierbei auftretenden Freiraumdämpfungen
gemäß
afrr,1m = 20 log
4π · 1 m · 2400 MHz
299792 km/s
= 40,0 dB (7.48)
und
afrr,200 m = 20 log
4π · 200 m · 2500 MHz
299792 km/s
= 86,5 dB (7.49)
wie folgt bestimmen. Für die Nutzleistung an der Antenne ergibt sich gemäß
pnutz = pSend − afrr + GAnt
= 20 dBm − (40 . . . 87) dB = −20 . . .−67 dBm (7.50)
ein Pegel zwischen −20 dBm und −67 dBm, wobei keine Antennengewinne an-
genommen werden. Damit ergibt sich gemäß
SNRein = pnutz − pN = −67 dBm − (−113,4 dBm) = 46,6 dB (7.51)
ein SNR am Empfängereingang von ca. 46 dB.
7.4.4 Begründen der Empfängerarchitekturauswahl
Das vorliegende Beispiel soll den Entwurf eines Superhetempfängers demonstrie-
ren. Ein Superhet bietet Selektions- und Verstärkungsbeiträge in verschiedenen
Frequenzbereichen, so daß parasitäre Verkopplungen leichter beherrschbar sind
und damit relativ einfach hohe Selektions- und Verstärkungswerte erreichbar wer-
den.
Als alternative Architektur ist zunächst ein ZF-Abtastempfänger interessant,
um mehrere Kanäle zugleich empfangen zu können. Das entstehende vollständi-
ge Zwischenfrequenzband ist allerdings sehr breit. Gemäß den oben festgelegten
Werten ergibt sich bei 10 Stationen eine Zwischenfrequenz-Bandbreite von min-
destens 3,5 MHz. Damit kann die ZF derzeit nur von hochentwickelten und damit
entsprechend aufwendigen A/D-Wandlern abgetastet werden.
Es ist daher erforderlich, für jeden Kanal einen eigenen Empfänger bereit-
zustellen. Benutzt man eine frequenzangepaßte DECT-Lösung, ist sie wegen der
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weitverbreiteten Komponenten wahrscheinlich preiswerter als ein aufwendig ent-
worfener ZF-Abtastempfänger mit vielen Spezialbauteilen.
Vor dem Einsatz eines Direktmischempfängers müssen insbesondere die not-
wendigen Linearitätsanforderungen, die ein DCR-Mischer zu erfüllen hätte, ge-
prüft werden. Beim Einsatz eines LNA mit 15 dB Verstärkung sowie unter An-
nahme der soeben bestimmten Pegelwerte (pstör = −34 dBm und pnutz,min =
−67 dBm) und einem angenommenen notwendigen Intermodulationsabstand von
20 dB läßt sich unter Verwendung von (2.65) gemäß
IIP2,DCR = 2 · −19 dBm + 52 dBm + 20 dB = +34 dBm (7.52)
der notwendige IIP2 zu 34 dBm bestimmen. Dieser Wert ist nicht unerfüllbar,
jedoch stellt er bereits harte Anforderungen an den Mischer. Ohne LNA ist ein
IIP2 mit 19 dBm für den Mischer erforderlich. Dies ist realisierbar und damit ein
Direktmischempfänger prinzipiell einsetzbar, wobei dann die Betrachtungen zur
Spiegelfrequenz entfallen können. Dennoch soll in diesem Beispiel kein Direkt-
mischempfänger eingesetzt werden.
Diese Überlegungen führen zu dem Schluß, daß die Verwendung von DECT-
Komponenten bei dem im vorliegenden Beispiel bis zu zehn mal zu realisierenden
Empfänger eine elegante Lösung der Bildübertragung erlaubt. Vor allem kann man
in der digitalen Basisbandschaltung dann ebenfalls zahlreiche verfügbare Kom-
ponenten benutzen. Die Struktur des Superhetempfängers ist in Abbildung 7.10
dargestellt. Der Zwischenfrequenzverstärker ist als Begrenzer ausgeführt, weswe-
gen durch das ZF-Filter genau ein Kanal bereitgestellt werden muß. Der zweite
Mischer arbeitet als Quadraturdemodulator. Er wird mit festem Phasenversatz an-
gesteuert. Das abschließende Rekonstruktionstiefpaßfilter stellt die Basisbandsi-
gnale bereit.
Es muß allerdings noch einmal festgestellt werden, und die bisher angestellten
Überlegungen haben dies weiter verdeutlicht, daß die Bildübertragung die varia-
blere, doch deutlich aufwendigere Lösung bei der Übermittlung von Verkehrsda-
ten darstellt.
7.4.5 Aufstellen der Blockspezifikation
Es soll bei diesem Beispiel eine verfügbare Lösung eingesetzt werden. Leider ist
die Demonstration der Re-Use-Verfahren, die im Kapitel 6 dargestellt wurden, im
Rahmen dieses Beispiels nicht möglich, da in einem Druckwerk keine interaktive
Datenbank bereitgestellt werden kann. Deshalb soll auf marktübliche Schaltkreise
zurückgegriffen werden, um wenigstens grundsätzlich eine Wiederverwendung
von verfügbaren Blöcken zu demonstrieren.
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Abbildung 7.10: Blockstruktur des Superhetempfängers für Bildübertragung
Im Bereich von 2,4 GHz bieten sich vor allem die Prism-Chipfamilie, vgl.
[INT00], die von Harris Semiconductors vorgestellt wurde und jetzt von Intersil
weiterentwickelt wird sowie der bereits erwähnte LMX3162 von National Semi-
conductor, vgl. [NAT00], an. Während mit der Prism-Familie eine auf den ersten
Blick komplette Lösung, die allerdings im Basisbandbereich erheblicher Anpas-
sung bedarf, angeboten wird, beinhaltet der National-Chip nur den Empfänger oh-
ne LNA. Jedoch wird ein DECT-kompatibler Basisbandchip ebenfalls angeboten.
Im folgenden wird der LMX3162 weiter betrachtet.
Bestimmung der Störeinflüsse
Bei diesem Beispiel sollen die Störeinflüsse genau wie in Beziehung (4.30) dar-
gestellt betrachtet werden. Es wird keine Aufspaltung der einzelnen Beiträge vor-
genommen.
Werden die Störbeiträge aus Beziehung (4.30) gleichgewichtet, ergibt sich mit
einem am Demodulator verfügbaren SNRDemod von 12 dB gemäß
∆NF = ∆IM = ∆pstör,rest = 12 dB + 10 · log 3 = 17 dB (7.53)
für jeden Störbeitrag ein Wert von 17 dB. Für SNRDemod wurde ein Wert von
12 dB gewählt, weil durch die Intersymbolinterferenz des gewählten Modulati-
onsverfahrens ein etwas höheres SNR für die festgelegte Bitfehlerrate von 10−3
notwendig ist.
Während die bestimmten 17 dB für die Intermodulations- und Dämpfungsrest-
beiträge sofort benutzt werden können, muß noch die zulässige Gesamtrauschzahl
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für das Empfangssystem bestimmt werden. Laut Beziehung (4.32) gilt in Verbin-
dung mit dem in Beziehung (7.51) bestimmten Eingangs-SNR von 46 dB gemäß
NFges = SNRein − ∆NF = 29 dB (7.54)
für die Gesamtrauschzahl des Empfängers ein Wert von 29 dB.
Systemfilter
Das Systemfilter ist bei einem Superhetempfänger für eine Spiegelfrequenzunter-
drückung unerläßlich. Unterstellt man für zulässige Störer den in Gleichung (7.53)
ermittelten Wert von −17 dBc und nimmt, wie vorn in Beziehung (7.50) bestimmt,
−67 dBm als minimalen Eingangspegel an, so läßt sich die gesamte notwendige
Störunterdrückung leicht aus dem vorhandenen Störpegel bestimmen. Für einen
maximalen Störpegel von −34 dBm ergibt sich eine notwendige Sperrdämpfung
von
astör,min = −34 dBm − (−67 dBm − 17 dB) = 50 dB. (7.55)
Da jedoch die Durchlaßdämpfung berücksichtigt werden muß, ist der wirkliche
Wert noch höher. Gegebenenfalls müssen zwei Filter, z. B. ein keramisches und
ein SAW-Filter, kaskadiert werden. Bei einer Reihenschaltung ist es nicht günstig,
identische Filter zu kombinieren, da in diesem Fall Leckstellen sehr deutlich wirk-
sam werden können.
Die Einfügedämpfung pro Filter liegt typischerweise bei 3 dB. Beim Einsatz
zweier Filter liegt demnach die erforderliche Störerdämpfung gemäß
astör = astör,min − 6 dB = 56 dB (7.56)
bei 56 dB.
Ohne ein Systemfilter bzw. mit einem Systemfilter schwächerer Störunter-
drückung ist der ordnungsgemäße Empfang solange gewährleistet, wie kein
Störsignal entsprechender Größe im Spiegelfrequenzband auftritt. Solange die zu
erwartenden Störungen in diesem Band selten und schmalbandig sind, kann auf
Empfangsstörungen mit einem Wechsel des Übertragungskanales reagiert wer-
den, zumindest solange freie Ausweichkanäle verfügbar sind. Damit ändert sich
die genaue Spiegelfrequenz und der Störer verliert an Einfluß. Jedoch ist solch ein
Designvorgehen für einsatzsichere Empfänger nicht empfehlenswert.
Die Einfügedämpfung des Systemfilters senkt das Eingangs-SNR am Mischer
und verringert damit auch den zulässigen Wert für die Empfängerrauschzahl. Es
gilt mit 6 dB Einfügedämpfung
SNRein,Misch = SNRein − 6 dB = 40 dB (7.57)
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und
NFges = SNRein,Misch − ∆NF = 23 dB. (7.58)
LNA
Beim Einsatz des LMX3162 ist für die modifizierte DECT-Betriebsart norma-
lerweise ein LNA notwendig. In diesem Beispiel sind jedoch die angestrebten
Reichweiten geringer als bei DECT üblich, so daß auf dieses Bauteil verzichtet
wird. Falls höhere Reichweiten als 200 m notwendig sein sollten, ist durch einen
LNA eine Verbesserung der Rauscheigenschaften des Empfängers und damit eine
höhere Empfangsleistung erreichbar.
Erster Mischer
Der im Schaltkreis LMX3162 enthaltene Mischer bietet eine Signalverstärkung
von 15 dB. Dabei besitzt er eine Rauschzahl von 13 dB und einen ausgangsbe-
zogenen Intermodulationspunkt 3. Ordnung von 7,5 dBm. Sein minimaler Ein-
gangspegel beträgt −83 dBm. Außerdem besitzt der Schaltkreis zur Ansteuerung
einen eingebauten spannungsgesteuerten Oszillator (VCO) mit PLL, welche durch
ein externes Schleifenfilter komplettiert wird. Bei ordnungsgemäßer Beschaltung
bietet der VCO dem Mischer eine Leistung von knapp 1 dBm und einen Phasen-
rauschwert von −81 dBc bei einem einem Abstand von 500 kHz von der Nomi-
nalfrequenz 2,45 GHz.
Durch die Einfügedämpfung des Systemfilters von 6 dB wird am Mischer
nicht die in Beziehung (7.50) bestimmte Nutzleistung, sondern gemäß
pnutz,bild,Misch = −67 dBm − 6 dB = −73 dBm (7.59)
ein Pegel von −73 dBm wirksam. Der minimale Nutzpegel liegt damit im zulässi-
gen Bereich.
Für das Phasenrauschen gilt im ungünstigsten Fall ein Störpegel von
−26 dBm, da ein benutzter Nachbarkanal, der sich in einem Abstand von
1,728 MHz befindet, mit −20 dBm Pegel, der nur durch die Einfügedämpfung
des Systemfilters von 6 dB abgeschwächt wird, keine Störungen verursachen darf.
Es ist gemäß
pstör,Misch − pnutz,bild,Misch + ∆pstör,rest
= −26 dBm − (−73 dBm) + 17 dB = 64 dB (7.60)
ein Phasenrauschabstand von −64 dBc bei der halben Kanalbandbreite, also bei
ca. 860 kHz, notwendig. Auch dieser Wert wird durch den Schaltkreis erfüllt.
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Die Werte der anderen Parameter (v, NF und IIP3) werden in den nächsten De-
signschritten (beim zweiten Zwischenfrequenzverstärker ab Seite 163) geprüft, da
zum jetzigen Zeitpunkt hierzu keine Aussage getroffen werden kann.
Zwischenfrequenzfilter SAW
Für den Einsatz mit diesem Schaltkreis werden zwei besonders benannte, jedoch
nicht näher spezifizierte SAW-Filter2 empfohlen. Ein ähnliches, in [VEC00] do-
kumentiertes Filter besitzt die folgenden Eigenschaften. Seine Mittenfrequenz be-
trägt 110,0 MHz und die Einfügedämpfung 3 dB. Die weiteren Bandbreiten- und
Dämpfungseigenschaften sind in Tabelle 7.5 dargestellt.
Tabelle 7.5: Bandbreiten- und Dämpfungseigenschaften des ausgewählten SAW-
ZF-Filters






Da das Kanalraster bei DECT 1,728 MHz beträgt, werden Nachbarkanäle le-
diglich mit ca. 20 dB gedämpft. Bei den Ausführungen zum Mischer bzw. LO
wurde gezeigt, daß erst eine Unterdrückung um 64 dB ausreichend ist. Das bedeu-
tet, daß auch weiter entfernt liegende Kanäle nicht vollständig unterdrückt werden
können, da ein SAW-Filter lediglich 40 dB Dämpfung bietet. Der Beispielschalt-
kreis benutzt zusätzlich zum SAW-Filter ein RC-Zwischenfrequenzfilter, welches
allerdings nicht so steilflankig ist, um den Nachbarkanal wirksam unterdrücken
zu können. Der Sinn dieses RC-Filters besteht in der Dämpfung weitab liegender
Störer.
Zur Vermeidung von Störungen aus dem Nachbarkanal hilft das Deaktivieren
des Sendeverstärkers bei Kamerastationen, die nahe der Zentralstation angeordnet
sind. In diesem Fall muß das Kanalfilter nicht die oben bestimmten 64 dB Störun-
terdrückung besitzen, sondern deutlich weniger. Der einzuhaltende Wert wird bei
2SAFU110.0MSA45T mit 110,0 MHz bzw. SAFU110.6MSA40T mit 110,592 MHz Mitten-
frequenz
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leistungsangepaßten Kamerastationen von externen Störquellen, z. B. Bluetooth-
Geräten, bestimmt. Deren Störpegel am Mischer wurde zu maximal −40 dBm,
resultierend aus −34 dBm an der Antenne sowie 6 dB Einfügedämpfung des Sy-
stemfilters, bestimmt. Demnach ist bei ungünstigen Konstellationen gemäß
pstör,Misch − pnutz,bild,Misch + ∆pstör,rest
= −40 dBm − (−73 dBm) + 17 dB = 50 dB (7.61)
eine Dämpfung von 50 dB notwendig.
Um diesen Wert zu erreichen und wegen der genannten Störungen außer dem
direkt gestörten Kanal alle weiteren benutzen zu können, ist auch hier, wie schon
beim Systemfilter, eine Kombination aus zwei verschiedenen SAW-Filtern vor-
zusehen. Ansonsten kann die sichere Funktion der Funkübertragung nur einge-
schränkt gewährleistet werden.
Erster Zwischenfrequenzverstärker
Zwischen das SAW-Filter und das bereits kurz erwähnten RC-Filter ist ein Zwi-
schenfrequenzverstärker geschaltet. Es besitzt eine Leistungsverstärkung von
20 dB, eine Rauschzahl von 10 dB und einen ausgangsbezogenen Intermodula-
tionspunkt 3. Ordnung von 20 dBm.
Genau wie die noch nicht betrachteten Eigenschaften des Mischers sollen die
Eigenschaften dieses Zwischenfrequenzverstärkers später geprüft werden.
Zwischenfrequenzfilter RC
Die Eigenschaften des notwendigen RC-Zwischenfrequenzfilters werden in
der Application Note [NAT00] nicht genannt. Lediglich die zu erwartende
Einfügedämpfung von 3 dB wird angeführt. Bei der oben bereits erfolgten Be-
trachtung des SAW-ZF-Filters wurde jedoch festgestellt, daß die Trennschärfe
eines RC-Filters für eine zuverlässige Kanalselektion im interessierenden Fre-
quenzbereich nicht ausreicht. Statt dessen ist es sinnvoll zur Unterdrückung von
entfernten Störern einzusetzen, die durch SAW-Filter nicht zuverlässig bedämpft
werden. In diesem Fall ist ein Filter geringer Ordnung, z. B. 2. Ordnung mit einem
Dämpfungszuwachs von 20 dB pro Dekade, und mit einer Mittenfrequenz von
110 MHz ausreichend.
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Zweiter Zwischenfrequenzverstärker
Nach dem RC-Zwischenfrequenzfilter folgt ein weiterer Verstärker. Dieser ist
als Begrenzer ausgeführt. Demzufolge entartet das Signal am Ausgang dieses
Verstärkers zur Rechteckform. Damit wie gewünscht lediglich die Phaseninforma-
tion des Nutzsignales erhalten bleibt, müssen am Verstärkereingang alle Störein-
flüsse hinreichend niedrig sein. Für die Dämpfung der Störer ist diese Vorgabe
durch die entsprechenden Filterstufen erfüllt.
Für das Rauschen kann folgende Überlegung angestellt werden. In linea-
rem Maßstab lauten die Rauschzahlen vom Mischer 20 (entspricht 13 dB) und
vom ersten ZF-Verstärker 10 (entspricht 10 dB). Die jeweiligen Verstärkungsfak-
toren sind abzüglich der Dämpfung in den Filtern 32 (entspricht 15 dB) beim
Mischer bzw. 25 (entspricht 20 dB − 6 dB = 14 dB) beim ersten Zwischenfre-
quenzverstärker. Für den Mischer muß das Systemfilter nicht betrachtet werden,
denn das zum Vergleich dienende NFges von 23 dB ist mit einem auf den Mi-
schereingang bezogenen Eingangs-SNR bestimmt worden. Für den ersten ZF-
Verstärker wurden zwei vorgeschaltete Filter, also 6 dB Einfügedämpfung, ange-
nommen. Die Rauschzahl des zweiten Zwischenfrequenzverstärkers ist eher ne-
bensächlich, da der Rauscheinfluß dieses Verstärkers durch die vorgeschalteten
Verstärker stark herabgesetzt ist. Unterstellt man für den zweiten ZF-Verstärker
die gleiche Rauschzahl wie für den ersten ZF-Verstärker, läßt sich die Gesamt-
rauschzahl gemäß Beziehung (2.57) wie folgt bestimmen. Es gilt





32 · 25 = 21,2. (7.62)
In logarithmischem Maßstab beträgt die Gesamtrauschzahl nur geringfügig
mehr als 13 dB. Da eine Gesamtrauschzahl von 23 dB zulässig ist, werden die
Rauschanforderungen vom Empfänger erfüllt.
Die letzte Fehlergruppe stellen die Nichtlinearitäten dar. Im ersten Mischer
wird bei minimalem Nutzpegel von −73 dBm und Nachbarkanalstörungen von
maximal −26 dBm und einem erforderlichen Intermodulationsabstand von 20 dB
(Mischer und erster ZF-Verstärker dürfen gemeinsam 17 dB aufweisen) gemäß
Beziehung (2.84) ein eingangsbezogener Intermodulationspunkt von
IIP3 =
3 · (−26 dBm) − (−73 dBm) + 20 dB
2
= 7,5 dBm (7.63)
benötigt. Tatsächlich vorhanden ist ein eingangsbezogener Intermodulationspunkt
von −7,5 dBm. Ein störungsfreier Empfang ist damit nicht möglich.
Wie schon bei den Problemen mit der Dämpfung des ZF-Filters hilft auch in
diesem Fall die Verminderung der Sendeleistung naher Kamerastationen. Da die
164 KAPITEL 7. ENTWURFSBEISPIELE
Geräte ortsfest installiert werden, kann bei Sendestationen nahe am Empfänger
der Leistungsendverstärker weggelassen bzw. nur für entfernte Sender, z. B. ab
einer Entfernung von 20 m und mehr, ein Leistungsendverstärker eingesetzt wer-
den. Diese Lösung erfordert keinen zusätzlichen Übertragungsprotokollaufwand
und keine Leistungsregelung, ist jedoch aufwendiger bei der Installation.
Für eine funktionierende Übertragung ist demnach zu fordern, daß nahe Sen-
der lediglich mit 0 dBm senden und nur die weiter als etwa 20 m entfernten
20 dBm abstrahlen.
In diesem Fall werden als maximale Störer systemfremde Geräte wirksam.
Deren Pegel am Mischer ist oben zu −40 dBm bestimmt worden. Damit ist
gemäß Beziehung (2.84) für den eingangsbezogenen Intermodulationspunkt des
Mischers mindestens ein Pegel von
IIP3 =
3 · (−40 dBm) − (−73 dBm) + 20 dB
2
= −13,5 dBm (7.64)
erforderlich. Dies ist erfüllt. Mit dem vorhandenen eingangsbezogenen Intermo-
dulationspunkt von −7,5 dBm erreicht der Mischer einen Intermodulationsab-
stand von 32 dBm.
Für den ersten Zwischenfrequenzverstärker gilt ein minimaler Nutzpegel
von −64 dBm. Dieser resultiert aus dem minimalen Mischereingangspegel
(−73 dBm), der Mischverstärkung (15 dB) und der Einfügedämpfung der SAW-
ZF-Filter (6 dB). Als Störunterdrückung werden 20 dB angenommen, da an der
Kanalgrenze jedes SAW-Filter nur 10 dB Dämpfung wirksam werden läßt. Damit
beträgt der allgemeine Störpegel statt −40 dBm beim Mischer hier −60 dBm.
Mit diesen Werten und einem eingangsbezogenen Intermodulationspunkt des
ersten ZF-Verstärkers von 0 dBm beträgt der Intermodulationsabstand
∆IM3 = 2 · IIP3 − 3 · pstör,ein + pnutz,ein
= 0 dBm − (−180 dBm) + (−64 dBm) = 116 dB. (7.65)
Dieses Ergebnis ist bei weitem ausreichend. Weiterhin gilt, daß sowohl beim Mi-
scher als auch beim ZF-Verstärker keine störende Intermodulation auftritt, wenn
ein starkes Eingangssignal angelegt wird. Es kann festgestellt werden, daß die Li-
nearitätseigenschaften der Baugruppen einen bestimmungsgemäßen Einsatz des
Empfängerschaltkreises zulassen. Der zulässige Intermodulationsabstand wurde
in Beziehung (7.53) auf 17 dB festgelegt, der tatsächliche beträgt








= 32 dB. (7.66)
Am Eingang des zweiten ZF-Verstärkers wird in der Application Note ein
Pegel von −54 dBm gefordert. Am Ausgang des ersten ZF-Verstärkers liegen
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−44 dBm vor, so daß trotz Einfügedämpfung des RC-Filters die Vorgabe erfüllt
werden kann.
Zweiter Mischer
Die nachfolgend notwendigen Blöcke, der zweite Mischer, ein Rekonstruktions-
tiefpaß sowie die digitale Basisbandschaltung sind hinsichtlich der klassischen
Empfängerprobleme unproblematisch. Diese sind durch die bis hierher eingesetz-
ten Blöcke gelöst worden.
Der zweite Mischer arbeitet als Quadraturdemodulator. Dazu wird das emp-
fangene Signal zum einen direkt und zum anderen um 90◦ phasenverschoben den
beiden Mischerports zugeleitet. Die Phasenverschiebung wird durch die Kombi-
nation eines internen Kondensators und eines externen Schwingkreises erzielt.
Durch die Veränderung der Güte des Schwingkreises ist die Steilheit der Pha-
senänderung und damit die Bandbreite, bei der eine ordnungsgemäße Demodu-
lation möglich ist, einstellbar. Details auch zum Aufbau des externen Schwing-
kreises werden in der Application Note genannt und sollen hier nicht wiederholt
werden.
Tiefpaßfilter
Bei der Demodulation im zweiten Mischer entsteht das gewünschte Basisbandsi-
gnal sowie ein zu unterdrückendes Signal bei der doppelten Zwischenfrequenz.
Für diese Unterdrückung ist ein Tiefpaßfilter erforderlich. Es wird vorteilhaft als
aktives Filter ausgeführt. Die Grenzfrequenz muß mindestens die hier geforderte
Datenrate von 450 kbit/s ermöglichen, darf also nicht kleiner als die entsprechen-
den eingangs festgelegten 350 kHz sein. Da die zu unterdrückenden Frequenzen
jenseits von 200 MHz liegen, ist die genaue Auslegung dieses Filters unkritisch.
Es kann auch eine DECT-Standardkomponente mit ca. 1 MHz Grenzfrequenz ein-
gesetzt werden. Die Ordnung des Filters kann gering sein. Ein Filter 2. Ordnung
ist ausreichend. Eine Butterworth-Realisierung ist wegen der nicht welligen Fil-
tercharakteristik vorteilhaft.
Weitere Basisbandschaltung
Als weitere Funktion muß, neben der eigentlichen Auswertung für die Verkehrs-
daten, die Kanalwahl für die Übertragung implementiert werden. Dafür eignet sich
vorteilhaft ein DECT-Basisband-Prozessor. Meist hat er noch Audio-Funktionen,
die in diesem Beispiel allerdings nicht benötigt werden.
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Überblick
Einen Überblick auf die erfolgten Designschritte gibt Tabelle 7.6.








Datenrate jeweils 450 kbit/s




Reichweite 1 m bis 200 m,
max. Sendeleistung 20 dBm
nahe Stationen übersteuern, des-
halb dort max. Sendeleistung
0 dBm
Superhet-Architektur,
Inbandstörer ca. −34 dBm,





Chip erfüllt Anforderungen (De-
tails und Kennwerte im Text)
7.4.6 Sender
Jedes DECT-System muß für die ordnungsgemäße Funktion eine bidirektionale
Verbindung aufbauen. Es ist also sowohl in der Kamerastation als auch in der
Zentralstation jeweils ein Sender und ein Empfänger notwendig. Der in diesem
Beispiel zu Grunde gelegte Chip enthält auch, bis auf den Leistungsverstärker,
die wichtigsten Senderkomponenten. Der Chip bietet ohne besondere Verstärkung
eine Sendeleistung von −7,5 dBm.
7.4.7 Weitere potentielle Einsatzgebiete des Übertragungs-
systemes
Die wichtigste Eigenschaft des in diesem Beispiel betrachteten Übertragungssy-
stemes ist die parallele Übertragung von mehreren etwa 450 kbit/s-Datenströmen
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über Entfernungen von bis zu 200 m um die Zentralstation. Durch den Einsatz
eines LNA in den Empfängerzweigen ließe sich die Reichweite weiter erhöhen,
wobei dann die Anforderungen an die Großsignalfestigkeit weiter ansteigen, al-
so eine Anpassung der Sendeleistung an die zu überbrückende Entfernung noch
notwendiger wird.
Naheliegend ist vor allem der Einsatz zu Überwachungszwecken, wo es auf
eine Bildübertragung ankommt. Jedoch auch alle anderen Daten, die eine Ge-
samtdatenrate von etwa 8 · 450 kbit/s = 3,600 Mbit/s nicht überschreiten, sind
durch die Kombination mehrerer einzelner Übertragungsstrecken transportierbar.
Bei der Festlegung dieses Volumens wurde bereits berücksichtigt, daß von den
10 Kanälen, die ein DECT-System adressieren kann, zwei z. B. wegen Störungen
nicht verfügbar sind.
Falls ein spezieller Basisbandcontroller entworfen wird, können wegen der im
ISM-Band von 2,45 GHz vorhandenen Bandbreite von in Deutschland 100 MHz
mehr als 50 Übertragungskanäle zu je 450 kbit/s vorgesehen werden. Damit steigt
die Übertragungskapazität und folglich das Einsatzspektrum deutlich an. Jedoch
muß als Einschränkung die begrenzte Verfügbarkeit und Übertragungssicherheit,
die allen ISM-Bändern prinzipiell eigen ist, bedacht werden.
7.5 Superhet – Ergebnisübertragung
An dieser Stelle soll der Empfängerentwurf für die Ergebnisübertragung weiter-
geführt werden. Die Datenrate war bereits im Abschnitt 7.3.3 mit Rücksicht auf
potentielle spätere Erweiterungen mit 1 kbit/s sehr großzügig festgelegt worden.
7.5.1 Festlegen des Arbeitsfrequenzbereiches
Die geschätzten 10 oder mehr Kamerastationen ergeben eine Gesamtdatenrate von
mindestens 10 kbit/s, was immer noch ein vergleichsweise kleiner Wert ist. Un-
terstellt man eine maximale Anzahl von 20 Sendestationen und einen Bandbrei-
tenbedarf von insgesamt 40 kHz, so zeigt sich, daß diese Bandbreite in fast jedem
ISM-Band zur Verfügung steht. Allerdings müssen hier die selben Überlegungen
hinsichtlich der Verfügbarkeit wie bei der Bildübertragung angestellt werden. Da-
mit muß auch in diesem Fall die Verwendung eines kostenpflichtigen Frequenz-
bandes erwogen werden. Wegen des begrenzten Bandbreitenbedarfes werden die
Lizenzgebühren jedoch wahrscheinlich geringer ausfallen als bei der Bildübertra-
gung.
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Hier soll von der Verwendung eines ISM- bzw. SRD-Bandes ausgegangen
werden. Da die Frequenzbänder bei 433 MHz und darunter sehr stark benutzt
werden und die Reglementierungen im SRD-Band bei 869 MHz starke Störun-
gen verhindern, soll genau dieses Band für die Ergebnisübertragung ausgewählt
werden. Damit gilt
fm,erg ≈ 869 MHz. (7.67)
Die höherfrequenten Bänder unterliegen einer stärkeren Freiraumdämpfung, was
die Übertragung von Signalen über die gewünschten 200 m erschwert.
7.5.2 Festlegen des Modulationsverfahrens
Es soll eine störfeste Modulation benutzt werden. Die Bandbreiteneffizienz spielt
eine untergeordnete Rolle, da die notwendige Bandbreite relativ gering ist. Somit
soll eine Frequenzmodulation, und zwar eine 2-FSK eingesetzt werden. Dabei
ist jedem Bitzustand eine eigene Frequenz zugeordnet. Diese liegt um den ver-
einbarten Frequenzhub entweder über oder unter der Kanalmittenfrequenz. Über
die Größe des Frequenzhubes ist die Bandbreiteneffizienz und die Störfestigkeit






wobei Tb die Bitperiode im Basisband kennzeichnet. In diesem Fall entspricht die
FSK einer MSK. Mit der festgelegten Bitrate von 1 kbit/s läßt sich die Bitperiode
zu 1 ms bestimmen. Damit kann der minimale Frequenzhub zu ∆f = 250 Hz
festgelegt werden.
Ein wichtiger Gesichtspunkt ist die Art und Weise der Übertragung. Da im
vorliegenden Beispiel nur wenige Daten von vielen Stationen übermittelt werden
sollen, bietet es sich an, alle Stationen auf einem Kanal zeitversetzt zu betreiben.
In diesem Fall hat jede Station deutlich weniger Übertragungszeit zur Verfügung,
weswegen die Bitrate in der nun kürzeren Zeit ansteigen muß, um die selbe Da-
tenmenge zu bewältigen. Geht man von 20 Kamerastationen aus und unterstellt
wie eingangs festgelegt ein Beobachtungsintervall von fünf Sekunden, stehen
jeder Station 250 ms zur Übertragung zur Verfügung. Von dieser Zeit müssen
noch Pufferzeiten für Sende-Empfangsbetrieb-Umschaltung sowie Einschwing-
vorgänge abgezogen werden, die hier großzügig mit 50 ms angesetzt werden sol-
len. Damit müssen von jeder Station 5 kbit in 200 ms übertragen werden, was
einer Datenrate von 25 kbit/s entspricht. Die Bitperiode beträgt 40 µs. Der daraus
zu ermittelnde Frequenzhub beträgt 6,25 kHz.
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Um bei der Demodulation einen Systemgewinn zu ermöglichen, der durch die
Ausnutzung eines größeren Frequenzhubes entsteht, und wegen der ohnehin nied-
rigen Bandbreitenansprüche in diesem Beispiel wird der endgültige Frequenzhub
auf ∆f = 12,5 kHz festgelegt.
7.5.3 Festlegen der Sende- bzw. Empfangspegel und Betrach-
tung von potentiellen Störern
Die zu erwartenden Störpegel wurden bereits im Abschnitt 7.2.3 ab Seite 127 un-
tersucht. Die Ergebnisse sollen hier übernommen werden. Für Außerbandstörer
ergibt sich ein Wert von maximal 43 dBm. Dieser Pegel kann von GSM-
Basisstationen abgestrahlt werden. Bei einem angenommenen Abstand von 20 m,
der in praktisch jedem Fall gegeben sein dürfte, sind nach
afrr,20m = 20 log
4π · 20 m · 880 MHz
299792 km/s
= 57,4 dB (7.69)
und
43 dBm − 57,4 dB = −14,4 dBm (7.70)
am Empfängereingang der Zentralstation immer noch etwa −14 dBm wirksam.
Gleichartige Überlegungen müssen für den Rückkanal angestellt werden.
Inbandstörer werden maximal genauso stark wie das Nutzsignal sein, welches
in (7.72) bestimmt wird, da die gleichen Sendeleistungsbeschränkungen gelten.
Zu beachten ist hier wie schon bei der Bildübertragung, daß der hier nicht be-
trachtete Rückkanal sowie jeder Übertragungskanal für alle anderen ebenfalls als
Inbandstörer auftritt. Da der Rückkanal normalerweise sehr selten aktiv ist, da ihm
nur Steueraufgaben zukommen, soll sein Einfluß hier allerdings vernachlässigt
werden. Inbandstörer müssen so unterdrückt werden, daß im hier gewählten Ka-
nalraster kein Übersprechen auftreten kann.
Gegen Inbandstörer anderer Herkunft muß, wenn sie die gewünschte Über-
tragung behindern, ein Kanalwechsel vorgenommen werden. Diese Maßnahme
ist insbesondere dann problematisch, wenn gleichzeitig der Rückkanal gestört ist.
Von den Systemkomponenten, also Kamerastationen und Zentralstation, muß des-
halb sichergestellt werden, daß bei nicht funktionierender Übertragung selbsttätig
ein Kanalwechsel nach vorgegebenem Schema durchgeführt wird, damit jederzeit
die Konsistenz der Kommunikation gesichert ist. Die näheren Einzelheiten dieses
Kanalwechselschemas sollen in diesem Beispiel jedoch nicht betrachtet werden.
Die Sendeleistung muß hier nicht aus energetischen Gründen beschränkt wer-
den, denn Kamera und die übrige Hardware brauchen dauerhaft überschläglich
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mindestens 3 W, so daß ohnehin von einer leitungsgebundenen Energieversor-
gung ausgegangen werden muß. Eine Sendeleistung von 1 mW oder 10 mW fällt
insgesamt kaum ins Gewicht. Die Sendeleistung wird jedoch von den gesetzli-
chen Vorgaben, welche im ausgewählten SRD-Band gelten, beschränkt. Darum
wird für die Ergebnisübertragung eine Sendeleistung von
psend,erg = 0 dBm (7.71)
festgelegt.
Der empfangbare Nutzpegel wird damit bei gewünschten Reichweiten von mi-
nimal 1 m bis maximal 200 m gemäß
afrr,1 m = 20 log
4π · 1 m · 869 MHz
299792 km/s
= 31,2 dB (7.72)
und
afrr,200 m = 20 log
4π · 200 m · 869 MHz
299792 km/s
= 77,2 dB (7.73)
zwischen −78 dBm und −31 dBm liegen.
Auch bei diesem Beispiel ist wieder die Betrachtung der potentiellen Spie-
gelfrequenzpegel erforderlich, da eine Superhetarchitektur eingesetzt wird. Die
Begründung dafür befindet sich im unmittelbar folgenden Abschnitt. Die Zwi-
schenfrequenz soll 10,7 MHz betragen. Diese Spiegelfrequenz hat sich im UKW-
Hörfunk durchgesetzt. Damit sind preiswerte Zwischenfrequenzfilter verwendbar.
Als Spiegelfrequenzband tritt demnach der Bereich 858 MHz . . . 860 MHz in
Erscheinung. In diesem Bereich werden vorwiegend mobile Funkanlagen mit ei-
ner Leistung bis 50 mW, das entspricht 17 dBm, z. B. Funkmikrophone, betrie-
ben, vgl. [RTP00]. Da hierbei ebenso wie bei GSM-Stationen ein Abstand von
mindestens 20 m vorausgesetzt werden kann, wird der Störpegel in diesem Band
auf maximal −40 dBm festgelegt.
7.5.4 Begründen der Empfängerarchitekturauswahl
Wenn in diesem Beispiel die ursprünglich betrachteten sehr schmalbandigen
Nutzbänder hätten selektiert werden sollen, wäre eine Doppelsuperhetarchitektur
vorteilhaft gewesen. Ein einzelnes Spiegelfrequenzfilter kann nicht zugleich die
notwendige schmale Nutzbandbreite und einen ausreichenden Spiegelfrequenzab-
stand sicherstellen, vor allem, wenn keine aufwendigen Spezialbauteile eingesetzt
werden sollen.
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Da durch die zeitgeteilte Nutzung des Kanales die Nutzbandbreite deutlich
gewachsen ist, sind allerdings passende Spiegelfrequenzfilter verfügbar, so daß
ein einfacher Superhet benutzt werden kann.
Gegen den Einsatz eines Direktmischempfängers sprechen die gleichen
Gründe wie beim vorhergehenden Beispiel. Die Linearitätsanforderungen für
den Mischer bei einem minimalen Nutzpegel, der durch das Systemfilter auf
−81 dBm gesenkt wurde, einem ebenfalls durch das Systemfilter abgesenkten
Störpegel von ca. −34 dBm und einem notwendigen Intermodulationsabstand
von ca. 20 dB betragen für den Intermodulationspunkt 2. Ordnung gemäß
IIP2,DCR = 2 · −34 dBm + 81 dBm + 20 dB = +33 dBm (7.74)
ungefähr 33 dBm. Dabei wurde hier bereits auf den Einsatz eines LNA, der
die Linearitätsanforderungen durch die bewerkstelligte Pegelanhebung noch
verschärft, verzichtet. Wie bereits beim vorhergehenden Beispiel kann auch hier
bei Verfügbarkeit solch eines Mischers durchaus das Direktmischprinzip benutzt
werden.
Die gewählte Superhetarchitektur ähnelt derjenigen vom vorhergehenden Bei-
spiel und ist in Abbildung 7.11 dargestellt.
φ
Abbildung 7.11: Blockstruktur des Superhetempfängers für Ergebnisübertragung
7.5.5 Aufstellen der Blockspezifikation
Auch hier soll wie beim Beispiel zur Bildübertragung auf einen vorhandenen
Chip zur Realisierung des Empfängers zurückgegriffen werden. Im ausgewähl-
ten Frequenzbereich existieren sehr viele potentiell einsetzbare Lösungen. Hier
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soll beispielhaft der Chip TH71111 von Melexis betrachtet werden. Dies ist ein
integrierter Superhetempfänger. Zur Realisierung der Rückübertragung bietet Me-
lexis den TH7108 als Transmitterchip an. Nähere Informationen bieten [MXR00]
und [MXT00].
Oftmals sind die Eigenschaften der auf dem Chip integrierten Baublöcke nicht
einzeln dokumentiert, sondern es ist lediglich die Leistungsfähigkeit des Gesamt-
systemes angegeben. Dem muß die Eignungsuntersuchung für den Chip Rech-
nung tragen.
Bestimmung der Störeinflüsse
Da bei einer fehlenden Angabe der einzelnen Blockeigenschaften die Störbeiträge
nicht auf die jeweiligen Komponenten zurückgeführt werden können, muß eine
gemeinsame Betrachtung durchgeführt werden, die sich wie gewohnt an (4.30)
orientiert. Das am Demodulator notwendige SNRDemod wird auf 15 dB für eine
Bitfehlerrate von 10−4 festgelegt, wobei hier ein einfacher zu realisierender in-
kohärenter Demodulator anstelle eines kohärenten Demodulators, der die Kennt-
nis der tatsächlichen Nutzsignal-Trägerphase voraussetzt, angenommen wurde.
Die Bitfehlerrate soll 10−4 betragen, da bei der Übertragung lediglich von Ergeb-
nissen Fehler eine größere Auswirkung haben als bei einer Rohdatenübertragung
und deshalb vermieden werden müssen.
Es ergibt sich gemäß
∆NF = ∆IM = ∆pstör,rest = 15 dB + 10 · log 3 = 20 dB (7.75)
für jeden Störbeitrag ein Wert von 20 dB. Daraus kann für die gesamte
Empfängerrauschzahl gemäß Beziehung (4.32) in Verbindung mit dem Eingangs-
SNR, welches sich gemäß
SNRein = 10 · log
(
pmin
k · T · Bnutz
)
= −78 dBm− (−133 dBm) = 55 dB (7.76)
zu 55 dB bestimmt, ein Wert von
NFges = SNRein − ∆NF = 35 dB (7.77)
35 dB ermittelt werden.
Da die jeweiligen Eigenschaften der einzelnen Stufen auf dem Chip nicht
bekannt sind, müssen sie abgeschätzt werden. Der erforderliche Intermodulati-
onsabstand von 20 dB aus (7.75) führt unter der Annahme von drei aktiven Stu-
fen im Signalweg vor dem Demodulator (das sind ein Mischer, ein verstärken-
der und ein begrenzender Zwischenfrequenzverstärker) zu folgender Überlegung.
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Der eingangsbezogene Intermodulationspunkt 3. Ordnung des Mischers muß bei
einem minimalen Nutzpegel von −81 dBm und einem maximalen Störpegel von
−34 dBm, welche nach dem Systemfilter vorliegen, gemäß
IIP3,Misch =
3 · (−34 dBm) − (−81 dBm) + 25 dB
2
= 2 dBm (7.78)
mindestens 2 dBm betragen. Die Verstärkung der Mischers soll 13 dB betragen.
Nach dem Zwischenfrequenzfilter mit 3 dB Einfügedämpfung ergibt sich für den
ersten ZF-Verstärker gemäß
IIP3,Verst1 =
3 · (−54 dBm) − (−71 dBm) + 25 dB
2
= −33 dBm (7.79)
ein Wert von −33 dBm. Der kritische Fall ist hier jedoch nicht die Einwirkung
eines starken Störers bei kleinem Nutzsignal, sondern die Signalverfälschung we-
gen eines starken Nutzsignales. Der Nutzsignalpegel kann an dieser Stelle bis auf
−24 dBm anwachsen. Damit gilt gemäß
IIP3,Verst1 = −24 dBm +
25 dB
2
= −11,5 dBm (7.80)
ein Wert von −11,5 dBm als notwendig. Die Verstärkung dieses Verstärkers soll
20 dB betragen. Dann gilt für den letzten Zwischenfrequenzverstärker ein maxi-
maler Nutzpegel von −4 dBm und für den eingangsbezogenen Intermodulations-
punkt 3. Ordnung gemäß
IIP3,Verst2 = −4 dBm +
25 dB
2
= 8,5 dBm (7.81)
ein Wert von 8,5 dBm.
Diese Werte lassen sich gemäß (2.88) zusammenfassen und mit










= −23,5 dBm (7.82)
ergibt sich ein mindestens notwendiger eingangsbezogener Intermodulations-
punkt 3. Ordnung von −23,5 dBm für den Empfängerzug. Leider ist auch der
IIP3-Wert des gesamten Chips nicht angegeben.
Diese Abschätzung kann sich durch eine abweichende Ausführung der chip-
internen Baugruppen als nicht ausreichend herausstellen. Sicher ist jedoch, daß
bei deutlicher Unterschreitung des Wertes von −23,5 dBm für den eingangsbe-
zogenen Intermodulationspunkt 3. Ordnung eine ordnungsgemäße Funktion des
174 KAPITEL 7. ENTWURFSBEISPIELE
Chips nicht gewährleistet werden kann. Die Auswirkungen von Nichtlinearitäten
2. Ordnung werden beim Superhet durch die Bandpaßfilterstufen beseitigt.
Für die Unterdrückung von Störsignalen gilt die folgende Überlegung. Bei
der Spiegelfrequenz sind Störer mit maximal +38 dBc gegenüber dem minimalen
Nutzsignal zu erwarten. Dies entspricht einem maximalen Störer mit −40 dBm in
Verbindung mit einem minimalen Nutzsignal von −78 dBm. Diese Störer müssen
gemäß (7.75) auf −20 dBc gesenkt werden. Entsprechende Filter sind vor dem
Mischer vorzusehen. Normalerweise kann meist von einem niedrigeren Störpegel
bei der Spiegelfrequenz ausgegangen werden, jedoch sind für sehr zuverlässige
Empfänger solche Annahmen ungünstig, da sie Empfangsstörungen ermöglichen,
falls solch ein Störer auftritt. Die Kanalselektion muß alle verbleibenden Störun-
gen auf einen Wert von −20 dBc senken. Dabei werden systemfremde Störer, wie
GSM-Anlagen, bereits vom Systemfilter wirksam unterdrückt, so daß diese bei
der Bemessung keine Rolle mehr spielen. Kritisch sind andere Anwendungen im
gleichen Frequenzband. Deren maximale wirksame Signalstärke soll ebenso wie
der maximale Nutzsignalpegel auf −31 dBm festgelegt werden. Das entspricht
im ungünstigsten Fall einer Pegeldifferenz zwischen Störer und Nutzsignal von
47 dBc zu Lasten des Nutzsignales. Damit ist eine Kanalselektion mit 67 dB
Nachbarkanaldämpfung notwendig. Filterbaugruppen, die dies bewerkstelligen,
sind allgemein verfügbar. Üblicherweise können Störer im direkten Nachbarka-
nal jedoch nicht unterdrückt werden, da die angegebene Dämpfung, sofern das
12,5 kHz breite Nutzsignalband nur mit 3 dB gedämpft werden soll, erst ab einem
Abstand von jeweils 14 kHz zur Verfügung steht, wenn z. B. ein Filter 10M12D3
eingesetzt wird.
Die nicht perfekte Phasenreinheit des Lokaloszillators darf die durch das Ka-
nalfilter erreichte Störunterdrückung nicht vermindern. Demzufolge kann festge-
legt werden, daß das LO-Phasenrauschen höchstens −67 dBc in einem Abstand
von 14 kHz aufweisen darf.
Eingesetzte Blöcke
Der erwähnte Chip TH71111 besitzt zwar einen internen LNA, dieser wird im
vorliegenden Beispiel jedoch nicht benötigt. An wesentlichen externen Bauele-
menten ist lediglich das Systemfilter und das Kanalfilter notwendig. Der inter-
ne LO benötigt eine äußere Referenzquelle. Der als Demodulator benutzte Mi-
scher braucht einen externen Phasenschieber, der als parasitärer Schwingkreis
3Unter dieser Bezeichnung bieten diverse Hersteller, z. B. Pletronics, Kanalfilter für 10,7 MHz
an. Die 12 nennt die Durchlaßbandbreite in kHz, D ist ein Kennbuchstabe für die maximale
Sperrdämpfung.
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ausgeführt werden sollte. Damit ist der komplette Empfängerzug realisierbar. Die
empfangenen Daten müssen dann einer Basisbandschaltung zur Weiterverarbei-
tung zuführt werden.
Demodulation
Die Demodulation erfolgt analog zum vorherigen Beispiel durch einen Quadratur-
demodulator. Das Rekonstruktionstiefpaßfilter muß eine Grenzfrequenz von etwa
6,5 kHz aufweisen. Die zu unterdrückenden Störer liegen bei ca. 21 MHz, so daß
die genaue Ausführung des Filters nicht kritisch ist.
Bewertung
Als Ergebnis der Untersuchung kann festgehalten werden, daß der ausgewählte
Chip für das angenommene Beispiel sehr wahrscheinlich verwendbar ist. Da keine
exakten Daten über den internen Bausteine vorliegen, kann dies jedoch nicht mit
vollständiger Sicherheit festgestellt werden.
Der Chip wurde untersucht, um darzustellen, wie bei unvollständiger Infor-
mation dennoch eine Aussage über eine mögliche Eignung getroffen werden kann
bzw. welche Angaben vor einer endgültigen Einsatzentscheidung noch eingeholt
werden müssen.
Einen Überblick auf die erfolgten Designschritte gibt Tabelle 7.7.
7.5.6 Sender
Das vorliegende Beispiel kann ohne Rückkanal betrieben werden, wenn zum
einen der Sendezeitpunkt jeder Kamerastation so festgelegt werden kann, daß
keine gegenseitigen Störungen auftreten, und zum anderen bei externen Störun-
gen nicht mit einem Kanalwechsel reagiert werden soll. Überlegungen dieser Art
führen tief in den Entwurf des Gesamtsystems und übertreffen den Rahmen ei-
nes Beispieles bei weitem. Es gilt jedoch im allgemeinen, daß das Vorhandensein
eines Rückkanales die Anwendbarkeit einer Funkübertragung deutlich steigert.
Eingangs wurde bereits erwähnt, daß mit dem TH7108 ein passender Sende-
chip vom gleichen Hersteller angeboten wird. Da in diesen Ausführungen jedoch
der Empfängerentwurf im Vordergrund steht, soll auf den Sender nicht weiter ein-
gegangen werden.
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bis zu 20 Standorten
Datenrate jeweils 1 kbit/s
Übertragung von 20 mal
1 kbit/s
TDMA mit jeweils 25 kbit/s,
Trägerfrequenz 869 MHz,
Modulation FSK
Reichweite 1 m bis 200 m,
max. Sendeleistung 0 dBm
Nutzpegel von −78 dBm bis
−31 dBm
Superhet-Architektur,
Störpegel ca. −14 dBm,




Chip erfüllt wahrscheinlich An-
forderungen (Details und Kenn-
werte im Text)
7.5.7 Weitere potentielle Einsatzgebiete des Übertragungs-
systemes
In diesem Beispiel wurde die Übertragung von Datenpaketen betrachtet. Dabei
wurden alle fünf Sekunden 5 kbit übertragen, wobei maximal 20 Stationen zuge-
lassen waren. Dieses Regime spricht gegen Anwendungen mit Echtzeitanforde-
rungen. Gut geeignet ist es jedoch für Zustandsüberwachungen z. B. auf Fahrzeu-
gen (Ladung usw.) bzw. in Objekten (Temperatur, Lichteinfall). Bei einer sicher-
heitsrelevanten Anwendung, z. B. für eine Objektüberwachung in Alarmanlagen,
ist, wie stets in diesen Einsatzgebieten, auf Sabotagesicherheit zu achten. In die-




8.1 Aufgaben von Simulationswerkzeugen
8.1.1 Konzeptionelle Untersuchungen
Zu Beginn des Entwurfsablaufes jedes beliebigen Systemes, also auch eines Funk-
empfängers, kommt es darauf an, die prinzipielle Funktionsfähigkeit des gewähl-
ten Konzeptes zu untersuchen. Dabei ist zunächst nur das Konzept selbst interes-
sant, Realisierungsaspekte spielen vorerst eine nachrangige Rolle.
Zur Untersuchung des Systemkonzeptes ist es notwendig, die abzuarbeitenden
Algorithmen zu testen. Je genauer und detaillierter dieser Punkt bearbeitet wird,
desto sicherere Aussagen lassen sich bezüglich der Funktionalität des zu entwer-
fenden Systems angeben. Eine wirklichkeitsgetreue Untersuchung des Systemver-
haltens erfordert jedoch die Berücksichtigung von Realisierungsgesichtspunkten.
Um eine erste Idee zu verifizieren, kommen je nach Problemstellung univer-
selle Mathematikprogramme, z. B. Mathematica, Programmiersprachen, z. B. C
oder bereits spezielle Systemsimulationsprogramme wie z. B. SPW von Cadence
zum Einsatz. Neuerdings kann unter Nutzung von Hochsprachenmodellen, z. B.
geschrieben unter Verwendung von Verilog-A, sofort ein geeigneter Schaltungs-
simulator, z. B. SpectreRF ebenfalls von Cadence, zur Simulation von kleineren
Systemen herangezogen werden.
Generell besteht bei der Systemsimulation die Aufgabe, eine optimale Un-
tersuchung des Systemverhaltens zu erzielen und die erhaltenen Ergebnisse mit
wenig Aufwand weiterverwenden zu können. Bei der Auswahl eines Simulati-
onswerkzeuges ist dieser Umstand von nicht zu unterschätzender Bedeutung. Im
folgenden Abschnitt 8.2 erfolgt eine tiefere Diskussion dazu.
177
178 KAPITEL 8. SIMULATIONSWERKZEUGE
8.1.2 Realisierungsbezogene Untersuchungen
Wenn die prinzipielle Funktionsfähigkeit des Systemkonzeptes nachgewiesen
wurde, ist zu überprüfen, ob die Funktionalität auch unter Verwendung von realen
Baugruppen zur Realisierung der notwendigen Algorithmen sichergestellt werden
kann. Reale Baugruppen weisen niemals nur die nutzbringenden Eigenschaften
auf und verursachen deshalb Fehler, die die Funktionsfähigkeit des Gesamtsy-
stems verhindern können.
Die Untersuchung der Baugruppen erfolgt mit einem Schaltungssimulator.
Dieser enthält Modelle bzw. erlaubt das Einbinden von Modellen, die das Ver-
halten der einzelnen Bauelemente nachbilden. Aufgrund der Vielzahl der mögli-
chen Einflußfaktoren und der komplexen Wirkmechanismen von Fehlern ist eine
exakte Beschreibung des tatsächlichen Verhaltens von Baugruppen jedoch prin-
zipiell nicht möglich. Deshalb ist die Genauigkeit jeder Simulation oder Modell-
rechnung beschränkt. Zum Abschätzen dieser Abweichungen vergleicht ein Ent-
werfer zum Abschluß einer Entwicklung bzw. vor dem Beginn der Verbesserung
einer Entwicklung die gemessenen Eigenschaften des gefertigten Systems mit den
in der Simulation vorhergesagten Eigenschaften. Wenn die Fertigungstechnologie
(die wegen möglicher Bauelemente-Parametervariationen in verschiedenen Ferti-
gungslosen eine wesentliche Unsicherheitsquelle darstellt) stabil ist und bei der
Simulation keine wesentlichen Zusammenhänge ignoriert wurden, fallen die Ab-
weichungen von Messung und Simulation meist gering aus.
Die detaillierte Untersuchung von Baugruppen kann auch mit einen System-
simulator erfolgen, falls geeignete Modelle zur Verfügung stehen. Oftmals ist
dieser Weg lohnend, wenn bereits ein Großteil des Systems im Systemsimulator
beschrieben wurde und lediglich die störenden parasitären Eigenschaften hinzu-
gefügt werden müssen. Die Aussagen zu Abweichungen des Simulationsergeb-
nisses von der Messung gelten naturgemäß auch hier.
8.2 Einsatz beim Empfängerentwurf
In diesem Abschnitt soll der Einsatz der jeweiligen Simulationswerkzeuge näher
beleuchtet werden. Einen Überblick auf prinzipielle Einsatzmöglichkeiten der
Werkzeuge gibt Tabelle 8.1.
Es ist vorteilhaft, wenn die Kopplung der Tools möglich ist. Das bedeutet, das
Ergebnisse zwischen verschiedenen Werkzeugen ausgetauscht werden können.
Ideal ist, wenn die Weitergabe von Ergebnissen automatisch erfolgen kann.
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Weiterhin ist es vorteilhaft, wenn die Simulationswerkzeuge über einen wei-
ten Bereich im Entwurfsablauf Unterstützung bieten. Dadurch vermindern sich
Schnittstellenverluste, die sich auch bei automatischer Ergebnisweitergabe meist
nicht vermeiden lassen. Außerdem kann dann die Anzahl der notwendigen Ent-
wurfswerkzeuge begrenzt werden. Eine schematische Darstellung eines Ent-
wurfsablaufes mit übertrieben vielen Entwurfswerkzeugen, symbolisiert durch
Kästen, bietet Abbildung 8.1. Dabei soll jeder einzelne Kasten ein spezielles
Werkzeug darstellen. Die Vielzahl der Werkzeuge wurde gewählt, um die Proble-
matik zu verdeutlichen. Sicherlich wird sich solch ein Ablauf in der Praxis nicht
finden. Im Kontrast dazu steht Abbildung 8.2, bei welcher die Entwurfswerkzeuge
vielfältiger einsetzbar sind, was durch größere umschlossene Flächen der Kästen
symbolisiert werden soll. In der Darstellung wird jeweils nur ein Werkzeug pro
Klasse eingesetzt, wobei die Programmiersprache lediglich zur Konkretisierung
der Entwurfsidee dient. Dieser nahezu ideale Zustand ist im praktischen Einsatz
normalerweise ebenfalls nicht anzutreffen.
In beiden Abbildungen wird nicht dargestellt, daß oftmals auch mehrere Werk-
zeuge pro Entwurfsschritt eingesetzt werden, um Untersuchungen, die nur mit
spezieller Software möglich sind, durchführen zu können. Mit der zunehmen-
den Erweiterung der führenden Simulationswerkzeuge wird der Bedarf an sol-
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cher Spezialsoftware zurückgehen. Deshalb wird in den Darstellungen bewußt
nur ein Werkzeug pro Entwurfsschritt gezeigt. In beiden Abbildungen ebenfalls
nicht enthalten ist die Problematik der Weitergabe von Entwurfsergebnissen. Je-
doch ist offensichtlich, daß eine automatisierte Ergebnisweitergabe möglichst in
beiden Szenarien einzusetzen ist.
8.2.1 Computer-Algebra-Programm
Ein Computer-Algebra-Programm kommt zum Einsatz, wenn umfangreiche, ins-
besondere symbolische Berechnungen durchgeführt werden sollen. Dabei werden
Bestimmungsgleichungen so umgeformt, daß sich Erkenntnisse über allgemeine
Zusammenhänge z. B. in einer Schaltung oder bei der Modellierung einer Kenn-
linie finden lassen. Gegenüber einer numerischen Berechnung ist somit die prin-
zipielle Möglichkeit des Findens gesetzmäßiger Zusammenhänge gegeben. Der
einzige Unsicherheitsfaktor bei den auf diese Weise festgestellten Abhängigkei-
ten bleibt die Gültigkeit der zugrundeliegenden Bestimmungsgleichungen der Pa-
rameter.
Auch zur numerischen Analyse oder zur wechselseitigen Überführung von
Zeit- und Frequenzbereich der interessierenden Größen ist ein Computer-Algebra-
Programm geeignet.
Die Untersuchungen mit einem Computer-Algebra-Programm finden auf ho-
hem Abstraktionsniveau statt. Darunter leidet möglicherweise die Anschaulich-
keit der erhaltenen Ergebnisse.
Bekannte Computer-Algebra-Programme sind z. B. Mathematica von Wolf-
ram Research und Maple von Waterloo.
8.2.2 Universal-Programmiersprache
Gegenüber einem Computer-Algebra-Programm bietet eine meist sehr univer-
sell gehaltene Programmiersprache (z. B. C) eine vergleichsweise geringe Un-
terstützung in Form von vordefinierten algebraischen Funktionen. Demgegenüber
besteht der Vorteil, daß sich oftmals sehr elegant iterative Prozesse untersuchen
lassen.
Ein weiteres Einsatzgebiet ist die Erstellung und Überprüfung des Programm-
codes für die in den meisten Systemen enthaltenen steuernden Microcontroller.
Im wesentlichen ist festzuhalten, daß die Simulation unter ausschließlicher
Verwendung einer Programmiersprache die meisten Freiräume bietet, jedoch




















































Abbildung 8.1: Beispielhafter Entwurfsablauf mit vielen Simulationswerkzeugen
und vielen Schnittstellen




































Abbildung 8.2: Beispielhafter Entwurfsablauf mit wenigen, vielfältig einsetzbaren
Simulationswerkzeugen
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auch, was die Simulationsunterstützung betrifft, die geringsten Hilfestellungen
bietet.
Neben C existiert eine Vielzahl weiterer praktisch eingesetzter Programmier-
sprachen. Zunehmende Bedeutung erlangen objektorientierte Sprachen wie z. B.
C++.
8.2.3 Pegelplan
Ein Pegelplan dient bei der Festlegung der Realisierung eines Systemes zur ersten
Bestimmung der Betriebsbedingungen der einzusetzenden Blöcke. Weiterhin wird
ein Pegelplan zur Überprüfung benutzt, ob alle verwendeten Blöcke innerhalb der
zulässigen Grenzen arbeiten.
Diese Berechnungen, die auf den in den Abschnitten 2.8 bzw. 4.2 dargestellten
Beziehungen beruhen, werden zur handwerklichen Erleichterung mit Tabellen-
kalkulationsprogrammen durchgeführt. Dabei kann man sich entweder selbst eine
Vorlage schaffen, oder man greift auf vorhandene Lösungen, z. B. aus [VIZ95],
zurück. Im Projekt HF-Front Ends wurde vom Partner Atmel ein Pegelplantool
geschaffen, in welchem ein kompletter Empfängerzug in einem Arbeitsblatt be-
trachtet werden kann. Beide genannte Lösungen basieren auf dem Tabellenkalku-
lationsprogramm Excel von Microsoft.
Die Berechnung von Pegelplänen mit diesen Werkzeugen bietet generell keine
Möglichkeit, Rückwirkungen, z. B. von Baugruppen am Ende der Empfangskette
auf Baugruppen am Anfang nachzubilden. Sollen unterschiedliche bzw. variable
Eigenschaften von Baugruppen betrachtet werden, ist es vorteilhaft, jeweils ein
separates Arbeitsblatt für jede Kombination anzulegen. Dabei besteht das Pro-
blem, daß notwendige Änderungen an Bausteineigenschaften in den anderen Ar-
beitsblättern von Hand nachgetragen werden müssen, wobei die Übersichtlichkeit
schnell verloren gehen kann.
Da es in diesem frühen Entwurfsstadium auf schnelle und einfache verglei-
chende Betrachtungen von potentiellen Lösungsmöglichkeiten ankommt, können
die genannten Unzulänglichkeiten meist akzeptiert werden. Die Zeitersparnis ge-
genüber genaueren, dabei aber wesentlich aufwendigeren Berechnungen z. B. mit
einem Systemsimulator, überwiegt.
Problematisch am Einsatz eines Pegelplanes ist, daß eine gefundene Lösung
von Hand in nachfolgend verwendete Werkzeuge übernommen werden muß. Die-
ser Arbeitsgang ist fehleranfällig und entspricht nicht der gewollten rationellen
Arbeitsweise. In dem von Atmel vorgestellten Pegelplan kann die Struktur mit den
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CASCADED NOISE FIGURE:
Stage # Noise figure Gain NF Gain Pre-st Noise
[dB] [dB] [lin] [lin] gain terms
1 0,5 -0,5 1,122 0,8913 1 1,122
2 2 12 1,585 15,849 0,8913 0,656
3 3 -3 1,995 0,5012 14,125 0,07
4 7 -7,5 5,012 0,1778 7,0795 0,567
5 3 22 1,995 158,49 1,2589 0,791
6 5 -5 3,162 0,3162 199,53 0,011
7 8 -8 6,31 0,1585 63,096 0,084
8 20 12 100 15,849 10 9,9
Total gain 22 dB
Eq. inp noise figure 11,20606295 dB
13,2009837 linear
Eq. inp noise temp 3538,285273 K
Abbildung 8.3: Beispielhaftes Pegelplanwerkzeug in einem Tabellenkalkulations-
programm
festgelegten Eigenschaften in für einen Schaltungssimulator lesbarer Form (Spec-
tre HDL) exportiert werden. Jedoch sind auch hier naturgemäß Anpassungen von
Hand notwendig, falls die Struktur z. B. um Rückführungen ergänzt werden soll.
Abbildung 8.3 zeigt beispielhaft das Aussehen eines der Pegelplanwerkzeuge,
die in [VIZ95] vorhanden sind.
8.2.4 Systemsimulator
Ein Systemsimulator wird benutzt, wenn benötigte Algorithmen und die aus-
gewählte Systemstruktur untersucht werden sollen. Dabei ist meist die Möglich-
keit des Einbindens von externen, auch selbstverfaßten, Programmodulen und mit-
unter auch von Mathematikprogrammen gegeben. Auf diese Weise lassen sich die
Vorteile dieser Simulationsmethoden verbinden.
Insbesondere die Untersuchung der Bearbeitung des Empfangssignales im di-
gitalen Basisbandteil des Empfängers sind mit einem Systemsimulator sehr effek-
tiv und anschaulich möglich. Die auf diese Weise geprüfte Basisbandschaltung
kann, falls sie mit einer Hardwarebeschreibungssprache entworfen wurde, in ein
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Schaltungssyntheseprogramm exportiert werden. Damit ist ein nahtloser Über-
gang zur tatsächlichen Schaltung möglich.
Für den analogen Schaltungsteil, also Vorverstärker, Mischer usw., ist ein
Systemsimulator eher weniger geeignet. Die Eigenschaften der Analogbaustei-
ne müssen einzeln modelliert werden, wobei alle Fehlereinflüsse von Hand zu
berücksichtigen sind. Im Systemsimulator ist allerdings die Rückwirkung des Ba-
sisbandteiles auf den analogen Schaltungsteil simulierbar.
Zur Vereinfachung der Kopplung von System- und Schaltungssimulator hat
Cadence das k-Modell eingeführt. Dabei wird die analoge Schaltung mit dem
Schaltungssimulator SpectreRF bearbeitet und deren Eigenschaften bestimmt.
Diese Eigenschaften werden benutzt, um das k-Modell, einen universellen Block
im Systemsimulator SPW, zu parametrisieren. Durch dieses Vorgehen entfällt die
fehlerträchtige Notwendigkeit, den analogen Schaltungsteil selbständig zu mo-
dellieren. Alle Nichtlinearitäten und Rauscheffekte, die der Schaltungssimulator
bestimmt hatte, werden so auch im Systemsimulator wirksam. Damit kann sehr
genau geprüft werden, ob das entworfene Basisbandteil mit dem entworfenen
Analogschaltungsteil zusammenarbeitet. Falls keine fehlerfreie Zusammenarbeit
erreicht werden kann, muß entweder das Basisbandteil geändert werden, oder,
falls das analoge Empfangsteil geändert wurde, ein neuer Parametersatz für das
k-Modell bestimmt werden. Hinweise, wo Änderungen den meisten Nutzen brin-
gen, werden jedoch auch von dieser Kombination der Simulationswerkzeuge nicht
gegeben.
Eine Simulation einer Rückwirkung des Basisbandteiles auf den analogen
Schaltungsteil ist mit einem k-Modell direkt nicht möglich. Es können lediglich
mehrere k-Modell-Parametersätze basierend auf verschieden eingestellten Schal-
tungen bestimmt und dann je nach zu untersuchendem Betriebsfall der jeweils
passende im Systemsimulator benutzt werden.
Die grundsätzliche Struktur der k-Modelle ist in den Abbildungen 8.4 und 8.5
dargestellt. Dabei wird eine konstante Größe durch ein
”
C“ im Kreis, ein Betrags-
und Phase-Trenn- bzw. -kombinationsglied durch einen
”
r, φ“-Block und ein





Noise“-Block stellt eine Rauschquelle und der
”
FIR“-
Block ein nichtrückgekoppeltes Filter dar. Das nichtlineare k-Modell benutzt in-
tern mehrere lineare k-Modelle, von denen eines durch variable Auslegung nichtli-





n. lin.“-Block symbolisiert. Weiterführende Informatio-
nen bieten z. B. [STR98], [CHE98] und [CAD00].
Neben SPW von Cadence sind z. B. COSSAP von Synopsys und Mat-
lab/Simulink von MathWorks weitere bekannte Systemsimulatoren.




































Abbildung 8.5: Nichtlineares k-Modell
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8.2.5 Schaltungssimulator
Ein Schaltungssimulator wird benutzt, wenn das Verhalten einer Schaltungsan-
ordnung untersucht werden soll. Zur Charakterisierung des Analogteiles eines
Empfängers ist dieser Simulator unverzichtbar.
Die einzelnen Bauelemente sind innerhalb des Simulators als Modelle vorhan-
den bzw. einbindbar. Die Genauigkeit dieser Modelle bzw. deren Parametrisierung
bestimmt die erzielbare Genauigkeit des Simulationsergebnisses. Normalerweise
sind vom Hersteller der Bauelemente entsprechende Modelle erhältlich. Wenn ei-
ne Schaltkreisfertigung vorgesehen ist, müssen die Bauelementemodelle von der
IC-Firma geliefert werden. Weiterhin ist in diesem Fall darauf zu achten, daß der
Schaltungssimulator eine gute Anbindung an ein Layoutprogramm aufweist. Bei
SpectreRF ist dies der Fall.
Schaltungssimulatoren bieten mehrere Analysearten. Je nach angestrebtem
Untersuchungsergebnis ist die jeweils passende auszuwählen. In jedem Simulator
ist eine Möglichkeit zur Bestimmung der Arbeitspunkte (.DC) und des Frequenz-
ganges (.AC) der Schaltung üblich. Auch eine
”
Oszilloskopfunktion“ (.TRAN)
zur Berechnung der Zeitverläufe der Knotenspannungen und Zweigströme ist all-
gemeiner Standard.
Interessant sind die in nahezu jedem Simulationsprogramm unterschied-
lich realisierten Möglichkeiten zur Untersuchung nichtlinearer Schaltungszusam-
menhänge. Eine Methode ist der sogenannte
”
Harmonic Balance“-Algorithmus,
bei welchem versucht wird, die Energiebilanzen an jedem Knoten durch Bestim-
mung der Amplituden aller Harmonischen auszugleichen. Bei vielen vorhandenen
Bauelementen ist diese Methode sehr aufwendig. Ein wichtiger Vertreter dieser
Analyseart ist Mircowave Harmonica. Das Analog Design System von Agilent
bietet eine
”
Signal Envelope“-Analyse an, die einen
”
Harmonic Balance“-Ansatz
erweitert. In SpectreRF wird eine
”
Periodic Steady State“-Analyse (.PSS) durch-
geführt. Dabei wird im Zeitbereich die Wellenform einer Grundwellenperiode al-
ler Knotenspannungen bestimmt und daraus die spektrale Verteilung der Energie
ermittelt. Bei unbekannter Grundwellenperiode, wie z. B. bei freilaufenden Os-
zillatoren, ist die direkte Anwendung von Periodic Steady State nicht gegeben.
Allerdings bietet SpectreRF die Möglichkeit, die Schwingfrequenz eines Oszil-
lators zu bestimmen. Basierend auf der
”
Periodic Steady State“-Analyse stehen
weitere Analysemethoden zur Verfügung, mit deren Hilfe Rauschen (.PNOISE),
Übertragungsfunktion (.PXF) und Frequenzgang (.PAC) basierend auf Kleinsi-
gnalbetrachtungen genauer bestimmt werden können. Detailliertere Ausführun-
gen zu Simulationsverfahren sind z. B. [KWSV90] zu entnehmen.
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‘include "constants.h"
‘include "discipline.h"
module Gain(in, out, vcc, gnd);
inout in, out, vcc, gnd;
electrical in, out, vcc, gnd;
parameter real gain_val = 200.0;
analog
V(out, gnd) <+ V(in, gnd) * gain_val;
endmodule
Abbildung 8.6: Beispielhafte Verilog-A-Beschreibung eines idealen Verstärkers
8.3 Modellierung
Der Modellierung kommt bei allen simulativen Untersuchungen die höchste Be-
deutung zu, denn eine Berechnung kann nur so genau wie die zu Grunde liegenden
Daten sein. Bei der Modellierung wird das Verhalten eines Bauelementes, einer
Schaltung oder eines Systemes nachgebildet. Dabei werden entsprechende Glei-
chungen bzw. Gleichungssysteme in einer für das Simulationsprogramm aufberei-
teten Form bereitgestellt und durch Parameter den aktuellen Vorgaben angepaßt.
Die Form, also die Modellierungssprache oder die Art und Weise der No-
tation wird dabei vom Simulationsprogramm festgelegt. Einige Programme bie-
ten eigene Modellierungsumgebungen an, z. B. SpectreRF die Verwendung von
Spectre HDL. Günstiger ist der Einsatz von universellen Modellierungssprachen.
Mitunter bieten diese Sprachen eine Synthesemöglichkeit, d. h., zum beschriebe-
nen Verhalten kann automatisch eine entsprechende Schaltung erzeugt werden.
VHDL und Verilog sind Vertreter dieser Modellierungssprachen. Leider lassen
sich mit beiden nur digital beschreibbare Vorgänge modellieren. Analoge Prozes-
se sind mit den Erweiterungen Verilog-A bzw. VHDL-AMS beschreibbar, wobei
hier bisher keine Synthesemöglichkeit besteht. SpectreRF kann Beschreibungen
mit Verilog-A verarbeiten. Die Anwendung von Verilog-A ist z. B. in [FIMI98]
näher erläutert. Abbildung 8.6 zeigt eine beispielhafte Verilog-A-Beschreibung
eines idealen Verstärkers. Abbildung 8.7 zeigt einen Verstärker als System- und
Schaltungsmodell, wobei insbesondere im Schaltungsmodell deutlich wird, daß
immer mehr reale Eigenschaften ins Modell integriert werden. Die grafische Dar-
stellung des Systemmodells, also des Blockes mit dem stilisierten Verstärkersym-
bol und den vier Anschlußpins, könnte beim Einsatz unter SpectreRF z. B. durch
die Verhaltensbeschreibung aus Abbildung 8.6 hintersetzt sein.
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Abbildung 8.7: Beispielverstärker als System- und Schaltungsmodell
Sowohl das Finden der passenden Modellgleichungen, also die Modellbil-
dung, als auch die richtige Parametrisierung vorhandener Gleichungssysteme sind
kritische Vorgänge beim Modellieren. Meist werden Bauelementemodelle ledig-
lich parametrisiert. Das Verhalten von Systemen dagegen wird oft durch eigene
Gleichungssysteme beschrieben.
Die Ziele bei der Modellierung sind je nach Designstadium unterschiedlich.
Beim Entwurf wird versucht, ein Systemverhalten möglichst exakt vorherzusagen,
gerade auch bei noch nicht realisierten Baugruppen.
Vollständig anders stellt sich die Situation bei einer nachträglichen, analysie-
renden Modellierung dar. Hierbei wird versucht, das Verhalten, welches das ent-
worfene System im Schaltungssimulator oder bei der Messung zeigt, durch Mo-
dellgleichungen und passende Parameter zu beschreiben, so daß es z. B. im Sy-
stemsimulator ebenfalls berechnet werden kann. Die hierzu notwendigen Rech-
nungen können sehr umfänglich sein und im Extremfall (wegen der nicht vor-
handenen optimierten Gleichungen) mehr Zeit für die Lösung benötigen als eine
Komplettsimulation im Schaltungssimulator. Ein sinnvolles Einsatzgebiet für eine
solche Modellierung stellt z. B. die nichtoffene Weitergabe bzw. der Verkauf von
Schaltungen dar, wobei der potentielle Kunde die Möglichkeit zum Testen bzw.
Simulieren haben soll, ohne das eigentliche Know-How (die editierbare Schal-
tung) selbst zu erhalten.
Kapitel 9
Zusammenfassung
In der vorliegenden Arbeit wird der Entwurf von Funkempfängern für digitale
Modulation betrachtet. Dabei liegt der Schwerpunkt der Betrachtungen beim Fin-
den einer geeigneten Empfängerarchitektur, der Spezifikation der einzusetzenden
Bausteine, der Auswahl einer geeigneten Arbeitsfrequenz und eines passenden
Modulationsverfahrens sowie der Festlegung einer dem Einsatzzweck angepaß-
ten Datenrate. Ein wesentlicher Punkt ist die der Empfangsaufgabe angepaßte ge-
wichtete Bekämpfung der auftretenden Störbeiträge.
Dafür werden zunächst Grundlagen, wie wichtige Modulationsverfahren,
Empfängerarchitekturen sowie Bestimmungsgleichungen für Parameter ein-
geführt. Darauf aufbauend wird eine allgemeingültige Methode zum Entwurf
von Funkempfängern für digitale Modulation entwickelt. Diese Methode kann
stets angewendet werden, wenn ein Empfänger für digitale Modulation entworfen
werden soll. Wesentliche zu berücksichtigende Einsatzparameter und Randbedin-
gungen werden an passender Stelle in den Entwurf einbezogen und eine entspre-
chend angepaßte Lösung wird weiterverwendet. Die Entwurfsmethode eignet sich
sowohl für den freien Empfängerentwurf als auch für Entwürfe, die sich an der
Einhaltung von Standards orientieren müssen. Der Kerngedanke besteht darin,
das alle Störeinflüsse einen gleichgroßen Beitrag zur Signalverfälschung liefern
sollen. Um dies zu erreichen, werden potentielle Störeinflüsse analysiert und ent-
sprechend ihres Einflusses gewichtet zur weiteren Bestimmung der notwendigen
Eigenschaften der Empfängerbaugruppen herangezogen.
In der vorliegenden Arbeit wird hauptsächlich der allgemeine Anwendungsfall
des freien nicht standardbezogenen Empfängerentwurfes betrachtet. Es wird auf-
gezeigt, wie durch die Analyse und entsprechende Berücksichtigung einer varia-
blen Anzahl von Störeinflüssen die Eigenschaften der einzelnen Empfängerkom-
ponenten jeweils bestmöglich eingestellt werden können. Diese Methode wird an-
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schließend anhand von verschiedenartigen Beispielen weiter illustriert und ihre
erfolgreiche Anwendbarkeit veranschaulicht.
Anhand einer Mischerschaltung wird beispielhaft auf grundlegende Ansätze
zur Verbesserung der Linearitätseigenschaften eingegangen. Dabei werden spezi-
fische Unterschiede zwischen einer Superhet- bzw. einer Direktmischarchitektur
hervorgehoben.
Weiterhin wird eine Methode zur Wiederverwendung (Re-Use) von analogen
Schaltungen oder ähnlichen Objekten vorgeschlagen. Dabei werden die Schaltun-
gen anhand einer Vorgabe bewertet, und es wird eine Rangfolge aufgestellt. Damit
ist gewährleistet, daß die der Vorgabe am besten entsprechendste Schaltung gefun-
den werden kann, auch wenn eine 100%ige Übereinstimmung nicht gegeben ist.
Die hierfür notwendigen Bewertungsalgorithmen werden ausführlich dargestellt
und ihr jeweiliger Einsatz wird erläutert.
Abschließend erfolgt eine überblicksweise Darstellung von Simulationswerk-
zeugen und -verfahren, die für den Empfängerentwurf bedeutsam sind. Da-
bei wird hauptsächlich auf die Verbindung von System- und Schaltungsentwurf
eingegangen, und es werden bestehende Probleme dargelegt sowie vorhandene
Lösungsmöglichkeiten aufgezeigt. Einige im Zusammenhang mit der Simulation
interessante Modellierungsgesichtspunkte werden ebenfalls dargestellt.
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[RÜH99] Rühle, Thomas:
”
OFDM: Analyse der spektralen Eigenschaften
bei Fensterung“, Kleinheubacher Tagung 1999, T Nova Deutsche
Telekom, Kleinheubacher Berichte, Band 43, 2000
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