user during acquisition). There can be hundreds of lines of text stored in the header block of an AFM file. Following the header, the data section stores the individual data points as a simple block of consecutive 16 bit numbers (double bytes). The scan size and distances between these points are obtained from the information stored in the header.
AFM analysis software
As may be surmised from the brief description of AFM file formats above, writing software to open AFM files correctly is not a simple task. The best way for the user to analyse their data is always by opening the file in the analysis software provided by the manufacturer of the instrument on which the file was acquired. This will be the only analysis package that is sure to open and read the data correctly. There are many (more than 50) different AFM file formats, which are all mutually incompatible. Furthermore, many formats change over time, as the capabilities of the instruments are improved, so a program that can open old files from one format many not be compatible with the newer files. All this means that creating tools to read, manipulate and write these formats is far from trivial. However, some third party software does exist, and a list of third party software capable of opening and manipulating AFM data is included in Appendix C.
In this chapter, the operations carried out on AFM data are separated into processing, display, and analysis steps. The most important thing to remember when manipulating AFM data is to maintain the integrity of the original file as saved by the data acquisition software. The user should never save the AFM file over the original after changing the data in any way. The results of any operations which need to be saved or exported should be saved as new files-either new AFM data files, or as simple bit-map image files (.bmp, .jpeg, etc) . All AFM analysis software has facilities to export to such bit-map files. One reason to avoid ever altering the original file is that AFM data files always contain more information than the user can see at one time. This can be in the form of alternate channels, more data resolution than is visible (there are more than 65,000 possible levels in the z-scale, whereas fewer than a hundred can be distinguished by humans), or in the form of the 'metadata' stored in the header block of the file. Furthermore, many of the processing steps that are referred to below cannot be undone. Thus, by processing, we can lose the ability to see the original data. Therefore, the user should always keep a backup copy of their original AFM data, and any processed files should be saved with a new name.
Processing AFM images
Processing steps change the AFM data; they include functions like filtering and background subtraction. Occasionally an image may not need any processing at all, but this is not common with most samples. All processing is done with the aim of clarifying the data already within the file. In other words, the purpose is to make it easier to measure and observe the features that have been measured.
(p.105) 5.1.1 Levelling Levelling is described first here both because it is usually the first processing operation carried out on the data, and also because it is the most important, since it is the most PRINTED FROM OXFORD SCHOLARSHIP ONLINE (www.oxfordscholarship.com). (c) Copyright Oxford University Press, 2014. All Rights Reserved. Under the terms of the licence agreement, an individual user may print out a PDF of a single chapter of a monograph in OSO for personal use (for details see http://www.oxfordscholarship.com/page/privacy-policy). Subscriber: UCBerkeley Library; date: 20 February 2015 widely used processing step applied to AFM data. In many cases, levelling is the only processing step carried out on the data, and it is required in nearly all cases. The reason levelling is required is that AFM images usually measure sample height. If the background in the image (such as the substrate on which the sample was deposited) has considerable tilt in it, the change in height of the background will mask the changes in height associated with the sample. AFM is often used to measure samples with very small heights, so even a small tilt in the sample background can have serious effects. Imagine a 20 μm × 20 μm image which contains some 50 nanometre nanoparticles, which are the features the user wishes to examine. If the substrate is tilted by only 1°, the height change from one side to the other of the substrate will be about 350 nm. This is more than enough to mask nearly all the nanoparticles. This concept, along with some examples of flattening operations, is shown in Figure 5 .1.
In addition to tilting in the image caused by the AFM and sample not being perfectly orthogonal, a common problem in AFM images is scanner bow. An example of this artefact is also shown in Section 6.2.3. It occurs mainly in instruments that use tube scanners, and is caused by a swinging motion of the free end of the scanner. This leads to a curve in the image plane as shown in Figure 5 .1. There are a number of different methods that can be used for image levelling, and these are discussed below.
Polynomial fitting
A very common method for levelling AFM images is by polynomial fitting, or 'line-by-line' levelling. In this routine, each line in the image is fit to a polynomial equation. Then, the polynomial shape is subtracted from the scan line, which leads to the line being not only flattened, but also shifted such that it centres on zero height. Typically each horizontal line of the image is processed in this way, although the process can also be Middle: effect of first order horizontal levelling -the nanoparticles are much clearer, but the curvature of the background due to scanner bow is still evident. Right: the effect of second order levelling with exclusions, the background is now flat. 
0
Only sets the height offset of each scan-line to the same value.
1
Fits a straight line equation to each scan-line, and does an offset.
2
Fits a quadratic equation to each scan-line, and does an offset.
3
Fits third order polynomial to each scan-line, and does an offset.
carried out on vertical lines. It is usually better to do this horizontally, because the horizontal axis is usually the fast scan axis. Therefore, any change in imaging conditions over the time of the scan will lead to horizontal discontinuities in the images, and will thus be well accounted for by a horizontal line-by-line levelling. The lines might then be moved up by a fixed amount such that the minimum of the image is at zero height, as it is a common convention not to use negative heights in AFM. The order of the polynomial equation can vary from 0 to 3 or more, as shown in Table 5 .1.
For many images, a first order fit will suffice. If scanner bow is present in the image (often the case for larger scans), a second order fit will usually be appropriate to remove the artefact. Orders higher than third level are possible, but under these circumstances, the functions are likely to be fitting to real features of the sample, rather than just to the background. It's worth noting that line-by-line fitting procedures are particularly prone to causing levelling artefacts (see Section 6.3.1), and so feature exclusion (see below) is often required. Despite this, line-by-line, or polynomial fitting is often the most useful levelling procedure.
Two-dimensional plane fitting
This procedure tries to automatically fit a flat plane to the image, and subtracts the best-fit plane; it works well where the background is really flat, and does not include any curvature. The automatic routine will usually assume the entre image is to be fitted; this means that it can be subject to errors as large height features will reduce the accuracy of the fit to the background. Plane fitting does not introduce the kind of errors mentioned above that can plague line-by-line fitting. It is therefore a rather conservative levelling procedure, as although it's not very efficient with many images, it does not introduce any errors. For this reason, some acquisition software saves files with a plane fit by default, and some analysis software applies a plane fit whenever an AFM file is loaded. Usually, the user can turn off these 'autofitting' functions if necessary.
Three-point fitting
This procedure is similar to two-dimensional plane fitting, but is a rather more 'manual' approach. In this method, the AFM user identifies three points on the image. These points define a plane which is then subtracted from the image. The advantage of this method over the automatic plane removal routine is that if the user can distinguish the substrate from the sample features, he can ensure the three points used are on the substrate only, and this often leads to a better fit. However, because a flat plane is fitted, it is still only suitable for images with no curvature or scanner bow. It is particularly appropriate for samples with terraces. An example, showing the effect of different levelling algorithms on an image with a large terrace, is shown in Figure 5 .2. 
Exclusion of points from fit
Often AFM images show a few isolated features on a very flat surface. Typical examples include nanoparticles, micro-organisms on glass slides, or individual molecules on mica.
With the most common type of levelling, polynomial line fitting, the presence of raised features on the substrate will cause a levelling artefact. This occurs because the algorithm fits the entire line, and sets it to the same level as all the other lines in the image. Thus, where large features occur on a line, the substrate becomes artificially lowered, and the image ends up with what look like 'shadows' or streaks behind any large features. Because these 'streaks' change the height of the background, they make feature height measurements inaccurate. This is quite a common artefact in processed AFM images, and many examples of images poorly processed in this way have been published. However, the problem is easily overcome by simply excluding certain regions from the fitting procedure. Typically this is done by a routine where the user draws boxes around the regions to exclude. In this way, only the real background will be used for the fitting, and correct levelling can be achieved as is shown in the Figure 5 .3. The only problem with this technique is that it can be quite time-consuming. If there is more 'sample' than 'background' then it can be advantageous to use the software to select the areas to include in the analysis, rather than those to exclude. That is, the user draws boxes only over the substrate, rather than over the sample. In some cases (for example, a very dense sample of nanoparticles, or a sample with very irregular features), it can become extremely time-consuming and difficult to draw boxes around all the features in the image. In this case, some software has an option to automatically include or exclude features based on their heights, (p.108) for example in the case of particles on a flat surface, the upper 75% of the heights might be excluded, thus only the substrate would be used for levelling.
Filtering
Often there is unwanted high or low-frequency noise that appears in AFM images, and this noise may be removed by filtering. The two types of filtering most commonly used on AFM images are matrix filtering and Fourier filtering.
Matrix filters are based on averaging adjacent points in the image, such that certain frequency components are moved. Matrix filters are mostly grouped into so-called lowpass and high-pass filters. Low-pass filters are so-called because they allow low-frequency components of the image to pass, while reducing the high-frequency components. This has a smoothing effect on the data, and so removes the high-frequency noise commonly found in AFM images. Over-application of low-pass filters or use of large matrices will tend to blur the data. High-pass filters, on the other hand, allow high-frequency components to pass while reducing low-frequency components. They are usually used for sharpening or edge detection in AFM images. Examples of low-and high-pass filters are given below:
Filter name Equation Remarks
3 × 3 mean rectangular filter (the simplest smoothing filter). 4 × 4 or 5 × 5 matrices will give greater smoothing effects, and so on.
3 × 3 simple high-pass filter (also known as the unicrisp filter). Larger matrices will tend to enhance the effect of these filters as well.
Examples of the results of applying these filters to an AFM image are shown in Figure 5 .4. 5 × 5 matrices were applied, in order to enhance the strength of the effects on the image. There are many other matrix filters that can be used, and are typically available in AFM processing software. These are more sophisticated versions of the filters discussed above, some of which, such as the median filter, can reduce noise without inducing edgeblurring as shown above for the mean filter [352] . Fourier transform-based filtering relies on transforming an image from real space into frequency space, removing certain components, and transforming back into an image in real space. Since Fourier transforms are used more often in AFM as an analysis tool than as a processing tool, they are discussed further in Section 5.3. In terms of their use as a filtering tool, Fourier techniques can achieve very similar results to matrix filtering, i.e. either high-or low-pass filters can be applied. However, Fourier filtering is somewhat more flexible, and it is possible to remove or to enhance specific components of an image, as shown in Section 5.3.4.
Rotation, cropping, and scaling
Rotation of images is a commonly available procedure in AFM analysis. This is necessary if it is required that features in an image line up with the scan axis. This can be required for the analysis of technical samples, for example for specific software analysis routines. In addition, occasionally it is necessary to scan a particular part of a sample before and after treatment. In this case, it can be useful to align the images before and after treatment.
A common treatment applied to AFM images is cropping, which could be used to remove unwanted features from the edges of the scan, or to isolate a particular part of the image for further analysis. For example, the roughness of different regions in a sample could be analysed by this technique. Pixelation caused by zooming into small regions of an image can make the image difficult to interpret. For display purposes, additional pixels can be added and a resampling algorithm function used to 'smooth' the image. However, this does not add any additional data to the image, and resampled images should not be used for further analysis.
Scaling in this context means changing the scale of an image. This is an operation that will rarely need to be used, as the calibration of the AFM instrument should be correct (p.110) before images are recorded. However, under some circumstances it may be desirable to change the scale of an AFM image. For example, where an internal size standard in the image is present, and the measured dimensions are not accurate, this can be a way of correcting the calibration in the image. If images of the same feature with two different instruments are to be directly compared, it may be useful to rescale them so that they show features as exactly the same size. If the AFM is recalibrated during a set of experiments, it can also be useful to change the scale of the earlier images to match the known calibration.
Error correction
AFM images often contain 'errors', which typically result from unwanted interactions of the tip with the sample, such as sample movement under the tip, or strong tip-sample forces leading to vibration or streaking in the images. They can also be the result of external forces such as vibration or acoustic noise. If it's not possible to acquire a new image without the errors, the user may wish to remove them. This can be achieved by specific routines in the AFM processing software. Line removal can be done by removing a single line and replacing it with the average of the two lines next to it. A 'glitch' may be removed by replacing the glitched pixel with the average of the eight pixels around the unwanted pixel. These sorts of corrections should be used with great caution, and images corrected in this way should not be used for further analysis, as the correction process will change the data. For example, data that was subjected to error correction will exhibit lower roughness values after treatment, and these values do not reflect the true roughness of the surface. A further type of image correction commonly applied to AFM data is deconvolution. This process attempts to remove the effect of the finite width of the AFM tip (i.e. tip-sample convolution) from the AFM data. Almost all AFM processing software has routines to carry out deconvolution. This is best carried out when the shape of the tip is well known (either by blind estimation or measurement). Blind estimation of the tip shape is often also included in the software. The use of these procedures is described in greater detail in Section 2.5.
Displaying AFM images
A large amount of information can be gleaned from AFM images just by viewing them. However, the information visible in an image depends on how it is displayed. Furthermore, the AFM user never works in isolation, and needs to communicate the information present in the images to others. While much of this is done by the analysis techniques discussed in the next section, the ability to display images that show what we want is vital, to make use of AFM data. Often particular features can be enhanced and seen much more easily by changing display parameters. Although there are many different display functions in AFM data analysis software, in general the display functions don't alter the data in any way.
Histogram adjust
An image histogram is a plot of the height (or other parameter recorded in the z scale) of each pixel, versus frequency. The most common way of displaying AFM data is as an scale to cover the entire range of the z scale. If the user examines the histogram of height values, they often observe that 90% or more of the data is squashed into a narrow region of the histogram. This is often the case because of small amounts of outlying data points (i.e. very low or very high parts of the topography). These outlying regions may reflect real topographical features, but are sometimes caused by errors or glitches in the data. In either case, using a histogram adjust tool, the user may decide to reject upper and/or lower points from the colour scale, so that the colour scale is better distributed over the majority of the height data. This has the effect of greatly increasing the contrast in the majority of the image, and often helps greatly to visualize finer details in the image. An example of this use of the histogram adjust function is given in Figure 5 .5.
The height histogram can be useful for other functions apart from redistribution of image colours. For randomly varying topography, the histogram will usually display an approximately Gaussian distribution of heights. Deviations from the typical shape give information about the distribution of heights in the image. For samples with two significantly different regions, for example, there will be two peaks in the histogram. A staircase-like sample with various flat levels at different heights will give rise to further peaks. To selectively enhance the contrast on one of the two features, the user simply stretches the colour scale across the relevant peak in the histogram. The histogram tool can also be used for analysis-for example by measuring the distance (p.112) between two peaks, the user obtains the average height difference between the two corresponding features. This analysis method should be used with caution, however. Although it has some advantages over other methods of measuring height differences between layers (see Section 5.3), it is very sensitive to the quality of the levelling, because poor levelling will tend to bring the peaks in the histograms closer together. In addition to histogram stretching functions, many AFM software packages contained brightness and contrast adjustment controls. These essentially perform the same functions as the histogram adjust function, but with somewhat less fine control over the result. Usually the AFM software will remember the whole resolution of the AFM image when performing histogram adjustment, but some software packages are set up to discard the extra data when a colour scale adjustment is made in this way, so the function should be used with caution if this is the case, as the data outside the new colour range could be lost.
Colour palettes
The colour palette used to display an AFM image can be selected to make the image seem more visually compelling. In some cases, selecting a specialized colour pallet can help with visualizing certain aspects of an image. For example, in the previous section, the special case of images with features of dramatically different heights was mentioned. While stretching the colour histogram to cover one set of features increases contrast on that feature, other features in the image lose contrast. By using a palette with more than one colour gradient, features at more than one height can be displayed while maintaining high contrast. This works because although the human eyes can distinguish less than 100 brightness levels of a particular colour, the combination of different shades allows many more to be distinguished [353] . An example of a case where a complex palette is useful is given in Figure 5 .6. However, apart from the use of multiple colour gradients, the choice of the colour palette that is used for displaying an AFM image is very subjective. 
Shading
One other option to enhance contrast and aid interpretation of AFM images is image shading. This routine applies an artificial shading filter to the data, and results in higher contrast, and a more photorealistic image, at the expense of height information. The position and intensity of the light shining on the AFM image can be changed. Light shading often helps visualize the smallest, high-frequency structure on a surface. The shape of image features is also often easier to appreciate in light-shaded images ( Figure 5 .7).
Three-dimensional views
AFM height data is inherently three dimensional (3-D). However, the standard method of rendering AFM data shows a two-dimensional (2-D) image, using a colour scale to represent height information. This is not a normal way for humans to see shapes, and can make interpretation difficult. In particular, for viewers unused to AFM data, it can be difficult to determine which features are higher than others, etc. One way to overcome this is to render the height information as a pseudo-three-dimensional image. This procedure is very quick and easy to implement with modern computers. Threedimensional rendering has the effect of making the height information in the image simpler to understand. This is typically done in one of two ways; by maintaining the height colour scale, or including the effect of an imaged light source to illuminate the sample topography (similar to the shading discussed above for 2-D images). Maintaining the colour scale can make feature height interpretation simpler, while simulation of light source tends to highlight small features and texture on the sample topography. This latter method is somewhat more naturalistic. Finally, it is also possible to combine these two techniques, by height-colouring and lighting the topography. The choice of rendering, like choice of colours, is highly subjective, and 3-D images are very often used for 'artistic' or publicity purposes. However, in some cases such techniques really enhance the interpretation of the height data. Some examples of pseudo-three-dimensional renderings are given in Figure 5 .8. In addition, it is also possible to produce true three-dimensional images with some packages. These typically require the viewer to wear (p.114) special glasses to differentiate the left eyes and right eyes views, and can help to visualize the shape of the sample topography.
Analysing AFM images
AFM images are highly suitable for further analysis, and it is rare that only displaying the images acquired is sufficient to fully characterize the sample under study. Thus, very commonly further analysis is carried out in order to obtain quantitative information about the sample. Of course, the quantitative measurements derived from AFM images are only as good as the quality of the measurements. Thus, for the best data analysis the image must be acquired and processed properly. For example, if the images have errors due to poorly chosen acquisition parameters or dull probes, or have been inadequately processed the analysis will reflect these problems.
Line profiles
One of the most common analysis techniques is the extraction and measurement of line profiles. Because AFM images are difficult to measure dimensions directly from, line profiles are usually extracted in order to measure dimensions from the AFM images. The AFM analysis software allows the user to arbitrarily define lines to be extracted, and these can be horizontal, vertical or at any angle. The software then constructs a new plot, with distance along the chosen line on the x axis, and sample height on the y axis. In the new plot, the user can easily measure feature heights, widths, and angles. An example showing an image with an extracted line profile, and measurements of these parameters, is shown in Figure 5 .9. should be accurate, as is the height of the features. However, the width of the features is subject to convolution with the tip shape as described in Chapter 2, and is thus likely to be somewhat larger in the line profile than in reality. Deconvolution (see Section 2.5) or using speciality tips can help to improve the accuracy of these measurements [53, 354, 355] . Feature height in AFM is generally the most accurate measurement (especially for relatively incompressible samples such as the DVD), and thus height is the dimension most commonly measured in line profile analysis. Like all analysis methods, the measurement of feature heights is sensitive to the prior image processing. In particular, levelling should be done as accurately as possible (avoiding levelling artefacts, see Section 6.3.1) before line profiles are measured. Line levelling artefacts can artificially lower large features on the surface, and thus can lead to underestimation of feature height. If a horizontal polynomial fitting routine was used, then measuring the profiles horizontally can reduce the effects of this problem.
Manual measurement of line profiles is a very simple and accurate way of measuring features in AFM images. However, if a large number of features are to be measured, it is rather laborious and time-consuming. The results can also be somewhat operatordependent, as the exact spots on the profiles that the operator chooses to define the features of interest can vary somewhat from user to user (see Figure 5 .10). For the measurement of large numbers of features, more automated routines (such as particle analysis, discussed below) can be more efficient. In order to remove operator dependence, some well-defined algorithms exist to measure, for example step heights, or feature heights and widths [356, 357] . An illustration of a commonly used ISO-defined algorithm to measure step height is shown in Figure 5 .10. 
Roughness
Roughness is a very important surface property for technological applications, but is also widely used as a quantitative measurement of surfaces changes in a wide range of samples. For example, absorption of materials to a surface, or erosion of a surface will typically lead to an increase in roughness. There are a number of different ways to measure roughness, and it can be measured on lines or in particular regions within images, though whole images are most usually measured.
The most commonly used roughness parameters are probably the arithmetic roughness, (R a ) and the root-mean-squared roughness (R q or R rms ). Both of these values have a positive correlation, i.e. larger values mean greater topographical variation in the image. Often, both values give rather similar results, but R q will always be somewhat larger than R a , and is rather more sensitive to outlying points than R a . The formulas for these parameters along with some other commonly calculated roughness parameters are shown in Table 5 .2. Roughness, measured by R a or R q , is one of the most commonly used statistical parameters for describing AFM images. It gives useful information about the sample surface, and can be correlated with results from other techniques [358] [359] [360] . Therefore the value of these roughness parameters can be considered characteristics of the 
Particle and grain analysis
Nanoparticle analysis is one of the most popular applications for AFM, due to the ability to measure accurate particle dimensions with sub-nanometre accuracy. In order to generate adequate statistics to characterize a sample of particles by any microscopy technique, it is necessary to measure a large number of particles, typically in the hundreds, or even more. For a small number of particles, the height and width of the particles can be quickly measured with the line profile tool. However, for large samples, this rapidly becomes tedious. For this reason, most AFM analysis packages include routines for automatic particle counting and analysis. As explained in Section 5.1.1, images with particles on a flat background need care to be levelled properly. This is particularly important if the image is to be analysed by an automated routine. However, once good levelling is achieved, identification, counting, and measuring can be performed with an automatic particle analysis routine. For spherical particles on a flat, well-levelled background, a simple thresholding routine can isolate the particles. In this process, the user selects a value above which all features are counted as particles. The process of separating the particles from the background is known as image segmentation. In addition to the comparatively simple thresholding routine, there are a number of more sophisticated segmentation routines which can be applied in non-ideal cases [367] . The reason a large number of segmentation routines exist is that simple threshold segmentation is not a very robust method for non-ideal cases. Another common application of such routines is identification of grains in a sample surface. Because granular materials do not usually have great height differences at the grain interphases, height thresholding does not usually work very well for these samples. Other routines that are based on changes in slope work rather well for grain analysis, as does the socalled 'watershed' segmentation method [368, 369] . This latter routine simulates water drops being placed in the image, and then (p.118) Fig. 5 .11. Examples of (left) particle counting and (middle) grain analysis; in both cases the automatically detected features are highlighted in red. On the right are shown some typical resultshistograms of grain volume and the radius of an equivalent disk. (A colour version of this illustration can be found in the plate section.) flooding until they meet. This typically gives far superior results in segmenting grain images.
However it is carried out, once the segmentation is complete the AFM analysis software measures particle or grain heights, widths, radius, areas and even volumes. Usually it is possible to export all these measurements for further statistical analysis. The software typically does not count 'partial' particles that are clipped at the edge of an image. Some packages also allow direct calculation of the statistics (e.g. mean average, standard deviation, etc.) and plotting of histograms of these parameters. Usually, the user would like to combine the results from several images together to improve the number of samples, so it is most convenient to export the data for consolidation and further analysis, e.g. in a spreadsheet. Particle analysis routines can also be applied to measurements of pits or depressions in a surface by simply inverting the image during the processing step. An example of a grain/particle counting routine and the results are shown in Figure 5 .11.
Fourier transform and autocorrelation analysis
In AFM image processing and analysis, a two-dimensional Fourier transform is an operation that converts the AFM image from the spatial domain, into the frequency, or more correctly, the wavelength domain. This is carried out by a mathematical operation known as a fast Fourier transform, so is sometimes also known as FFT analysis. When transformed into Fourier space, the image will show features in terms of wavelength (or frequency). This is particularly useful to identify any repeating patterns in the image. For example, the Fourier transform may be used to identify the frequency of noise in an used to analyse atomic lattice parameters [372, 373] . Images showing the atomic lattice, even if very noisy, will tend to show intense spots in the Fourier space image, indicating the unit cells of the atomic lattice. An example of this is given in Figure 5 .12.
In order to determine the spatial wavelength of the features seen in the Fourier-space image, they can be measured directly with the analysis software, or an alternative is to use Fourier filtering to isolate the components of interest. The way this is done is by editing the image in Fourier space directly. Typically, the user draws boxes (or ellipses) in the Fourier image around the features of interest. The software keeps these marked areas, and clears the rest of the image. Then an inverse Fourier transform is applied to the modified image. This has the effect of converting the image back into the spatial domain, i.e. into real space, but with only the selected components remaining. This removes all other features from the images, leaving only the features the user selected, allowing clear visualization or measurement of the pattern of repeating features. As may also a very powerful filtering method. For example, one might be able to use this method to remove noise at any particular frequency from an image. Other examples include removal of streaking in images of soft samples [374] . However, one must be very careful in interpretation of Fourier-filtered images; it is easy using to such a method to artificially create an image with any desired pattern, even one that never existed in the original unfiltered data; see the lower part of Figure 5 .12.
Autocorrelation analysis is another method for the analysis of repeating patterns in data.
Outside of AFM, one-dimensional autocorrelation is most popular, but for AFM images, two-dimensional autocorrelation is more useful. Two-dimensional autocorrelation of an image results in an image containing the periodic patterns present in the original image, with spontaneous (non-repeating) features removed. Unlike the Fourier transform image, the autocorrelation function is shown in real space, so the spacing of the repeating features can then be measured directly from the image. Like FFT analysis, a common application for autocorrelation analysis in AFM is measurement of atomic lattice spacing. An example of two-dimensional autocorrelation analysis is shown in Figure 5 .13.
