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Although IP-multicast has been proposed and investigated for years, there 
are major problems inherent in the IP-multicasting technique, for example, 
scalability problems, difficulty in allocating a globally unique multicast ad-
dress, complexity in supporting higher level features such as reliable data 
transfer, congestion/flow control and security, and more importantly, de-
ployment problems due to architectural changes in core routers. Recently, 
End-System Multicast (ESM) has been proposed as an alternative solution 
so that multicasting services can be quickly deployed. In this thesis, we con-
sider the "architectural" and "optimization" issues on designing an ESM-
tree. Specifically, we present a distributed algorithm on how to create and 
maintain an ESM-tree. We also propose a distributed algorithm to perform 
tree optimization (TO) so that an ESM-tree can dynamically adapt to the 
“ changing network condition (e.g., drop in transfer bandwidth) and the nodes 
within an ESM-tree can receive the multicast data more efficiently. The 
proposed distributed algorithm has the theoretical properties at all times, 
a tree-topology can be maintained and any node joining, leaving, as well as 
any tree optimization operation will not "partition" an ESM-tree. Therefore, 
,our work can be used to provide an efficient architectural infrastructure for 
ESM services. We have implemented a prototype ESM system and carried 







由器所引致在配置上的問題。近期’ E n d S y s t e m M u l t i c a 
s t (ESM)被視爲另一種解決辦法’令到多廣播服務（例如’數據的分佈， 
即時數據音響多廣播等等）能夠更快捷地展開。在這篇論文中’我們關注在設 
計一個E S M樹時“建築性”和“最佳化”的課題。我們會特別展示一個分佈 
的演算法，解釋如何去創造和維持一個E S M樹。此外’我們會提出一個分佈 
的演算法去履行E SM樹最佳化，這樣E SM樹便可以動態地適應不斷變動的 
網絡情況（如傳送頻寬的下跌）。除此之外，節點亦能夠更有效地接收多廣播 
數據。我們所提出的分佈演算法亦有理論上的價値，即無論在任何時間，一個 
• 樹拓扑都可被維持，以及任何節點的加入和離開，甚至是任何E SM樹在執行 
最佳化時將不會使E SM樹被分割。 
所以’我們的工作可被用作爲E SM服務提供一個有效的建築性基建。我們已 
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Multicasting is a mode of communication between a sender and many re-
ceivers. The main advantage of multicasting is that a sender only needs to 
send the data once so that significant resources (e.g, network transmission 
bandwidth) can be saved. IP multicasting[6, 9, 10’ 11, 13, 22, 24, 26, 28 
is a conventional way to provide the multicasting functionalities over the IP 
. networks. To support IP multicasting, routers within the IP networks need 
to be "modified" so as to maintain many multicast state informations, for 
example: 1) membership for each multicast group, 2) input/output ports for 
each multicast group so as to perform proper packet forwarding, 3) packet 
error recovery and congestion control within a multicast group. 
1.1 Motivation 
Recently，peer-to-peer file sharing and multimedia data boardcast (e.g. On-
line radio/video boardcast) become very popular. Usually, the data distribu-
of these programs have the following characteristics : (1) single source 
1 
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of data to multiple receivers, (2) interactions between the receivers are usu-
ally few, and (3) different programs may have different requirements such as 
short transmission delay or large bandwidth. For peer-to-peer file sharing, 
although the shared file is usually sent by one-to-one approach, the meta-
information (e.g. the names of the files shared within an end host) may be 
sent by one-to-many approach. For multimedia boardcast applications, as-
suming there are N clients who want to connect to a server, the most common 
practice in the current Internet is that the server will open one IP unicast 
connection to each client. That means, there are totally N connections. This 
will greatly deduce the scalability of the multimedia data server. Obviously, 
multicasting is suitable for the above applications. If we can deploy multi-
casting within the Internet, the performance of the above applications can 
be greatly increased. 
1.2 Problems of IP multicast 
There are major problems[7, 12, 36] in deploying the IP multicast on the 
Internet. IP multicast requires the core routers to maintain multicast group 
membership. This not only violates the "stateless" architecture principle of 
the original Internet design, but also introduces high design/implementation 
complexity of routers. A "stateful" [15] IP multicast router, therefore, implies 
、 a major scalability problem[15]. IP multicast requires each multicast group 
to obtain a globally unique IP multicast address for communication but this 
unique address allocation is difficult to ensure in a distributed, scalable and 
consistent manner. Also, to multicast data in a reliable and secure fashion, 
router needs to participate in the error recovery [18, 38] and congestion con-
2 
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trol processes[2, 3，20, 21, 32, 33, 34, 35]. Since not all routers in the Internet 
are IP-multicast enabled, this creates a major deployment problem. 
1.3 End-system multicast 
One way to overcome the problems described above and at the same time, 
deploy the multicasting service quickly is to use the end-system multicast 
(ESM) approach[4, 7, 17, 19, 40, 31]. In essence, an ESM is an approach to 
rely on end hosts to provide all multicast related functions, such as group 
management and multicast routing based on IP unicast. The main advantage 
of ESM over the IP multicast is that ESM does not require core routers 
support (and hence resolve the deployment problem). To realize an ESM 
service, most multicasting functionalities are pushed up to the end systems, 
instead of relying the support from the core routers. 
1.4 The Challenge of ESM 
Although authors [7, 8] demonstrate the flexibility and advantages of using an 
ESM to deliver multicasting services, there are still many unresolved issues. 
For example: 
1.肌at is the proper software architecture to manage the group member-
� ship 9 
么 How to make sure that an ESM topology is a tree structure so as to 
have efficient group communication? 
How end system can adapt to the changes of network condition (e.g., 
2 
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sudden drop in network bandwidth) and still be able to deliver informa-
tion efficiently to all members? 
All these issues require a careful architectural and software design so 
as to avoid problems such as distributed deadlock and data inconsistency. 
The contribution of our work is that we consider the "architectural" and 
"optimization" issues on designing an ESM-tree. Specifically, we present a 
distributed algorithm on how to create and maintain an ESM-tree. We also 
propose a distributed algorithm to perform a tree optimization(TO) so that 
an ESM-tree can dynamically adapt to the changing network condition (e.g., 
drop in transfer bandwidth) and the nodes within an ESM-tree can receive 
the multicast data more efficiently. The proposed distributed algorithm has 
the theoretical properties at all times, a tree-topology can be maintained and 
any node joining, leaving, as well as any tree optimization operation will not 
"partition" an ESM-tree. Therefore, our work can be used to provide an 
efficient architectural infrastructure for ESM services. 
1.5 Document Roadmap 
The outline of the thesis is as follow. In Chapter 2, we present our architec-
tural design and different components of the ESM system. In Chapter 3, we 
present the distributed algorithm for tree formation, data transfer, tree opti-
、 mization and node leaving protocol. In Chapter 4, we carry out experiments 
as well as NS2[30] simulation to illustrate the functionalities as well as the 
performance of the proposed ESM system. Chapter 5 discusses related work. 




In this chapter, we discuss the system architecture of our proposed ESM 
system. In our proposed ESM system, an end system is represented as a 
node in an ESM-tree. There are three different types of nodes in an ESM-
tree, they are: 1) a root node {Nr), 2) a bootstrap node (Nb), and 3) any 
participating client node {Ni for i = 1,2,. . •). 
.. The root node Nr is the source of data and it is responsible for initiating 
the multicast session. For the ease of presentation, we assume that there is 
only one root node in an ESM system. Notice that the proposed algorithm 
can easily accommodate an ESM-tree with multiple source nodes. The root 
node has a fan-out constraint (Tn^ > 1), which limits the number of directly 
connected client nodes. To initiate an ESM session, a root node needs to reg-
, ister in a specific bootstrap node. A bootstrap node Nb is a well-known server 
that stores the group information about a multicast session. For example, it 
stores the root node's ID (e.g., IP address) as well as ID of any client node in 
an ESM-tree. Whenever a new client (let say Ni) wants to join a multicast 
session, it first contacts the Nb node. Under the ESM architecture, a client 
5 
CHAPTER 2. SYSTEM ARCH ITECTURE 6 
node may also play a role as a sender to other client nodes. For each client 
node, there is a fan-out constraint, which is denoted by J^i > 1. Again, this 
sets the upper bound on the number of client nodes that can be attached to 
the node Ni. 
Basically, the ESM system is a virtual network. In case of the Internet, 
the ESM system is a virtual network built on the IP network. The network 
conditions such as available bandwidth and transmission delay are changing 
from time to time. To ensure the ESM system runs smoothly, each client 
node will periodically test whether the current data transfer bandwidth from 
its parent node is satisfactory or not. If the transfer bandwidth is not satis-
factory, then a client node will initiate a tree optimization (TO) operation so 
as to find another node in the ESM-tree that can provide a higher transfer 
bandwidth. We will address this operation in detail in Chapter 3. 
The high level operation of our ESM system is as follow. The root node 
N r first contacts a well-known bootstrap server Ni for the ESM initialization. 
- A client node Ni can participate in the multicast service by first joining the 
ESM-tree. This is accomplished by first contacting the bootstrap node Nb. 
Nb replies a list of potential clients to Ni when Ni wants to attach to a 
ESM-tree. The client node Ni then choose a parent node from this returned 
list. After the successful attachment to the ESM-tree, the client node Ni can 
receive data from its parent. Data transfer is accomplished in a "pipeline" 
fashion. This implies that a client node plays a role as a sender and a receiver 
at the same time (except those clients nodes who are the leaf nodes of the 
ESM-tree). Also, a client node Ni may choose to find a new parent if the 
transfer bandwidth from its parent is below some predefined threshold. In 
6 
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this case, tree optimization operation will be invoked. The main challenge 
of designing an ESM system is to make this distributed system "scalable” 
and “consistent，，(e.g., without deadlock and loop formation). We explain in 
detail the operations and protocols of the proposed ESM system in Chapter 
3. 
We made the following assumptions about our proposed ESM system: 
(1) Nodes in the ESM-tree can communicate with each other by exchanging 
control messages only (e.g., via TCP), (2) Control messages will not be lost 
or altered and are correctly delivered to their destination nodes in a finite 
amount of time, (3) Control messages will be delivered in the order they are 
sent, (4) Each node has a first-in-first-out queue to store the arrived control 
messages and they will be processed in a first-come-first-serve manner, and 





In this chapter, we describe the formation of an ESM-tree, data transfer 
operation, tree optimization operation and the leaving operation of any client 
node in an ESM-tree. Before discussing our ESM protocols, let us define the 
notations in Table 3.1, which will be useful for the discussion on the ESM 
system consistency via the distributed locking operations. 
At any time, the ESM management protocol ensures that any node Ni 
can only be in one of the following states: (1) Both Li^iR and Li^iP are empty, 
or (2) Li,LR is not empty and Li,Lp is empty, or (3) Li山p is not empty and 
Li,LR is empty. This property is to ensure that there can be no loop within 
an ESM-tree and thereby eliminate the possibility of an ESM-tree partition. 
3.1 ESM: Tree Formation Protocol 
For a node Ni who wants to join an ESM-tree, Ni first gets a partial ESM-tree 
topology from the bootstrap server. Then, Ni finds a potential parent from 
the partial ESM-tree topology. After that, Ni tries to take the "LP Lock" in 
8 
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Notations Meanings 
NCi number of children nodes which are connected to the client 
node Ni. 
Pi the parent node of Ni. 
Ti the sub-tree rooted at node Ni. 
Ti the "fan-out" limit of a node Ni. 
Listi Listi is a list in Ni which contains information of other 
nodes in an ESM-tree. Each entry in Listi has the form 
of < N j , l ? address ofA^j, J；- > . 
LRij LRi，j is a lock indicates that Ni is locked by N j , where Nj 
is an ancestor of Ni. Therefore, Ni cannot be a new parent 
node for other nodes in an ESM-tree. We use this lock for 
the tree optimization operation. 
.. LPij LPij is a lock indicates that Ni is currently locked by N〕. 
Therefore, Ni is a potential parent node for Nj. 
LWij LWij is a lock indicates that N^ is currently locked by Nj 
with "LW" type of lock. After that, Ni needs to reject all the 
new coming "LP" and "LR" locking request. 
Li,LR the set of LR locks that are taken on node Ni. 
- Li，LP the set of LP locks that are taken on node Ni. 
Li^ LW the set of LW locks that are taken on node Ni. 
、 Table 3.1: Notation for ESM 
9 
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the potential parent. Finally, Ni makes a real connection to the new parent. 
The procedure for a client node Ni to join an ESM-tree is: 
01 procedure join_ESM(INPUT:address of bootstrap server, OUTOUTrNULL) 
{ 
02 while Ni is not connected to the ESM-tree { 
03 /* use some selection criteria for selecting */ 
04 /* a sub-list from bootstrap nodeiVi, */ 
05 contact N^ to get sub-list of Listk., 
06 tempListi < — sub-list of Listi； 
07 n < —\tempListi\', 
08 sort tempListi according to performance metric; 
09 for k from 0 to n - 1 { 
10 send "join" request to tempListi[k]; 
11 wait for reply from tempListi[k]; 
” 1 2 if( reply = = success ){ 
13 /* tempListi[^] is the new parent node */ 
14 Pi = tempListi [A;]; 
15 /* receive the ESM-tree topology from parent */ 
16 receive Listp‘ from Pi •’ 
17 Listi < -Listp^', 
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22 } 
23 /* broadcast Ni is part of the tree */ 
24 Ni update status via flooding; 
25 } 
In the above procedure, tempListi C Listb contains a subset of nodes IDs 
stored in Nb. Various methods can be used to select tempListi from Listb, 
for example: (1) randomly select a node from Listb, (2) select those nodes 
in Listb that have not reached the fan-out limit, or (3) use "IP address" 
and subnet mask to select nodes in Listi, such that they are within the 
neighborhood of Ni. Node Ni can sort all nodes tempListi according to some 
performance metrics. For example, one can use the packet train techniques[1’ 
14, 23] to determine the available bandwidth between Ni and its potential 
•• parent nodes. After knowing the condition of the links, Ni will sort them 
and contact one of the nodes with the highest performance measures. If the 
node Nj, which Ni contacted, can admit Ni as its children, Ni will receive 
an ESM-tree topology information from Nj (A^s new parent) and become 
one of the child of Nj. Finally, Ni will send an ESM broadcast message (via 
flooding) to inform other nodes within the ESM-tree that it had became a 
‘ child of Nj. 
Figure 3.1 shows an example of how an ESM-tree is formed initially. First, 
there is only a bootstrap server (Figure 3.1, stage 1), then the root node of 
the ESM-tree registers itself to the bootstrap server (Figure 3.1, stage 2). At 
11 
CHAPTER 3. ESM PROTOCOL 47 
stage 1 stage 2 stage 3 
/Bootstrap /Bootstrap../ Root、 /Bootstrap\ ( Root ) 
\ 
• control message 、、( client、 
ESM-link I Ni J 
Figure 3.1: Formation of ESM-tree: (Stage 1) only the Bootstrap Server is 
up; (Stage 2) the Root registers itself to the Bootstrap Server; (Stage 3) 
other client nodes can join the ESM-tree 
later time, the first client node Ni wants to join the ESM-tree (Figure 3.1, 
stage 3). The first client node Ni contacts the bootstrap server to get the 
information of the current ESM-tree. In this case, the only node in the ESM-
tree is the root node Nr. After receiving the information, node NI attaches 
itself to node Nr and NI becomes a child node of Nr. 
Figure 3.2 illustrates a scenario wherein the ESM-tree has a root node 
Nr and five client nodes (A i^ to N^). A new client node Nq wants to join the 
multicast session. Nq first sends a request to N^ to get the current informa-
tion of the ESM-tree. The bootstrap node returns a subset of client nodes 
which are currently connected to the ESM-tree. These client nodes can be 
the potential parent node of Nq, for example, their fan-out limits have not 
、 
been reached yet. Given the subset of nodes, Nq can determine which node 
is the most favorable parent node by testing the available transfer bandwidth 
between these potential parent nodes and Nq. Assume that Nq wants to join 
Ni , it then sends a "join request，，to Ni. Upon receiving the "join request", 
12 
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( Roo t \ 「Bootstrap、 
f C l ient、 f Client、’ ：： 
L3,LR={}〈 N3 ) \ ^^ I 2 1 
^ ^ f Li,lp={LPi,6> t ’ 入 i ： 
(Client A f Cl ient、 f Client A 、•丫 Client、 
i 丨 L5,LP=U 丨 3 
Figure 3.2: Bootstrap procedure 
a node Nj executes the following procedure: 
01 procedure rep ly_ jo in_request ( INPUT:NULL,OUTPUT:NULL) { 
02 if Nj receive a " jo in" request from Ni { 
03 / * Some ancestors of Nj locked Nj by LR */ 
04 if( | L 调 I ！= 0 ) 
05 send "fail" to iV ;^ 
06 / * Nj or ancestors of Nj want to leave */ 
07 else if( |Lj_’厦丨！= 0 ) 
、 08 send “fail,’ to iV,; 
09 / * Nj had reach i t s Fan-out l im i t * / 
10 else if( NC j + |Lj,LF| > = T,) 
11 send "fail" to iV ;^ 
12 else { 
13 
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13 Add LPj、i into Lj’LP 
14 send "success" to TVi; 
15 iVC,++; 
16 /* Tell the new child current ESM-tree Topology */ 
17 send Listj to iVi; 




3.1.1 Example of Tree Formation Protocol 
In the example of Figure 3.2, Ni checks whether L i ’ l r is empty or not. If 
L、lr is not empty (this implies that some other nodes try to select iVi as 
parent), then Ni should reject the join request. Node Nq can choose other 
node from the subset list as its potential parent and the whole process repeats. 
If Li^lr is empty, then Ni checks the following condition: 
I W I + 肌 < (3.1) 
This condition implies that the fan-out limit of Ni has not been reached. If 
the condition is not satisfied, then Ni has to reject the join request. If the 
condition is satisfied, then Ni adds LF\,6 into the set Li ’ lp and sends an 
accept message back to Nq. After this, Ni needs to send its Listi back to NE 
because the Lists in Nq is only a sub-list of List^i,- Node Nq, upon receiving 
14 
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the accept message, needs to broadcast the information of its attachment to 
Ni to the whole ESM-tree. 
3.1.2 The proof of "Tree Formation Protocol always 
maintains a tree topology" 
Theorem 1 The above distributed algorithm for join procedure by a client 
node guarantees that the ESM is a tree topology. 
Proof : We can show that (1) ESM topology is a connected graph, and (2) 
the topology is always a tree. For the first case, a newly arriving client node 
always contacts the bootstrap server Ni that replies with a list of potential 
client nodes from the ESM connected topology. The newly arriving node 
will eventually select one of these nodes as its parent and the new node will 
be part of the connected graph. Therefore, a connected graph is maintained 
after a join operation. To show that the ESM topology is a tree, we can 
“eas i ly show it by contradiction. Consider a client node Ni with multiple 
parent nodes. This will only occur if the client node Ni sent out multiple 
attachment requests and received multiple positive replies. However, this 
case would not occur because the join procedure listed above only attempt 
to make one attachment at a time. Therefore, node Ni has only one parent 
and the resulting ESM topology is a connected tree. • 
V 
15 
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3.1.3 The proof of "Tree Formation Protocol guaran-
tees that there is no partition in the ESM-tree" 
Theo rem 2 The above distributed algorithm for join procedure by a client 
node guarantees that there is no partition in the ESM-tree. 
Proof : Assume the contrary, tree partition will result from join procedure. 
This implies that the following situation will occur: tree partition occurs 
when two or more nodes, that are not connected to ESM-tree, join up them-
selves rather than connect to the ESM-tree. Without loss of generality, as-
sume there are two nodes, N^ and Ny. N^ and Ny are going to join the 
ESM-tree and eventually they connect to each other. Base on the boot-
strap procedure, both nodes will first get a sub-list of node, tempListx and 
tempListy, from the bootstrap server. The sub-list of node, tempListj： and 
temp Li sty, returned from the bootstrap server must contain the information 
of either N工 or Ny. That is, N^ or Ny G tempList：^ U temp Li sty Otherwise, 
Nx and Ny cannot connect to each other. However, this is impossible be-
cause the bootstrap server will not contain information of nodes that have 
not joined the ESM-tree (i.e. information of Nj： and Ny). This contradicts 
our basic requirement. • 
3.1.4 State Transition Diagram for Tree Formation Pro-
tocol 
Figure 3.3, Figure 3.4 and Figure 3.5 are the state transition diagrams for 
a bootstrap server, a root node and a client node, respectively. In these 
16 
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Figure 3.3: State Transition Diagram of a Bootstrap Server for Tree Forma-
tion 
E10/E11/E12/ 
Es EI。/Eii/EI2/EI3 E13/E14/E15/E16/E100 
8—9=9 
\ 
Figure 3.4: State Transition Diagram of a Root node for Tree Formation 
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State Description 
BSo This is the initial state of a Bootstrap server. The number of ESM-
tree is 0. 
BSi This is the normal state of a Bootstrap server. The number of 
ESM-tree is greater than 0. 
Event Description Receive sta- Messages 
tus of the sent by the 
bootstrap bootstrap 
server server 
El The bootstrap server receives a "ere- "create "success" 
ate ESM-tree request" from a root ESM-tree message for 
node and replies a "success" message request" the "create 
back to the root node. After this, the ESM-tree 
number of ESM-tree is increased by 1. request" 
E2 The bootstrap server receives a "ere- "create "fail" mes-
ate ESM-tree request" from a root ESM-tree sage for 
node and replies a "fail" message back request" the "create 
to the root node. This may imply that ESM-tree 
too many ESM-trees are registered. request" 
E3 The bootstrap server receives a "re- "remove Nil 
move ESM-tree request" from a root ESM-tree 
、 node. After this, the number of ESM- request" 
tree is decreased by 1. 
Table 3.2: Description of State Transition Diagram in Figure 3.3 for Stages 
BSo, BSi and Events Ei, E2, E3 
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Event Description Receive sta- Messages 
tus of the sent by the 
bootstrap bootstrap 
server server 
E4 The bootstrap server receives a "at- "attach to partial 
tach to ESM-tree request" that is ini- ESM-tree ESM-tree 
tiated by node Ni and replies a partial request" topology 
ESM-tree topology back to Ni. This 
implies that Ni wants to join the ESM-
tree. 
五5 The bootstrap server receives an "ad- "addition of Nil 
dition of node information request" node infor-
that is initiated by node Ni, After this, mation re-
ListBS is updated according to the in- quest" 
formation received. 
Eq The bootstrap server receives a "re- "removal of Nil 
moval of node information request" node infor-
that is initiated by node N{. After mation re-
this, Listss is updated according to quest" 
the information received. 
Table 3.3: Description of State Transition Diagram in Figure 3.3 for Events 
五4’ Es, Ee 
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State Description 
Rq This is the initial state of a root node. It has not registered in any 
bootstrap server. 
R i This is the normal state of a root node. It has registered in a 
bootstrap server. 
R2 This is a "locked" state of a root node. It is locked by one or more 
"LP Locks" (i.e. \Lr^ lp\ > 1). This implies that some nodes may 
want to become a children of the root node. 
Event Description Receive sta- Message 
tus of the sent by the 
root root 
E7 The root node sends a "create ESM- "success" "create 
tree request" to the bootstrap server message for ESM-tree 
and the bootstrap server replies a the "create request" 
"success" message. After this, a new ESM-tree 
ESM-tree is formed. request" 
Es The root node sends a "create ESM- "fail" mes- "create 
tree request" to the bootstrap server sage for ESM-tree 
and the bootstrap server replies a the "create request" 
"fail" message. ESM-tree 
request" 
Table 3.4: Description of State Transition Diagram in Figure 3.4 for Stages 
Rq, Ri, R2 and Events E7, ES 
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Event Description Receive sta- Message 
tus of the sent by the 
root root 
Eio The root node receives a "get ESM- "get ESM- ESM-tree 
tree topology request" that is initiated tree topol- topology 
by node Ni, and replies the ESM-tree ogy re-
topology (stores in Listn) information quest" 
back to Ni. 
El l The root node receives a "ping re- "ping re- Echo mes-
quest" that is initiated by node Ni and quest" sage 
replies an echo message back to Ni. 
Ei2 The root node receives an "addition of "addition of Nil 
node information request" that is ini- node infor-
tiated by node Ni. After this, ListR is mation re-
updated according to the information quest" 
received. 
五 13 The root node receives a "removal of "removal of Nil 
node information" request that is ini- node infor-
tiated by node Ni. After this, ListR is mation re-
updated according to the information quest" 
received. 
、 Table 3.5: Description of State Transition Diagram in Figure 3.4 for Event 
Eioy El l , Ei2 and Eis 
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Event Description Receive sta- Message 
tus of the sent by the 
root root 
Ei4 The root node receives a "LP Lock re- "LP Lock "success" 
quest" that is initiated by node Ni and request" message 
replies a "success" message back to Ni. for the 
After this, LPr^i is added to Lr,lp "LP Lock 
and \Lpi^Lp\ is increased by 1. This request" 
implies that Ni may become a child of 
the root node. 
£^ 15 The root node receives a "LP Lock re- "LP Lock "fail" mes-
quest" that is initiated by node Ni and request" sage for the 
replies a "fail" message back to Ni. "LP Lock 
This is because \Lr^lp\ + NCr < Tr. request" 
Eiq The root node receives a "free LP "free LP Nil 
Lock request" that is initiated by node Lock re-
Ni. After this, LPn^i is removed from quest" 
Lr,lp and \Lr^ ip\ is decreased by 1. 
丑 100 The root node receives a "connect as "connect Nil 
child request" from node Nj. This im- as child 
plies that LPrj exists in Lr,lp. After request" 
this, Nj builds a real connection to the 
、. root node. 
Table 3.6: Description of State Transition Diagram in Figure 3.4 for Event 
£^16, and Eioo 
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State Description 
Co This is the initial state of a client node, Ni. It has not connected 
to ESM service. 
Ci At this state, node Ni has just received a partial tree topology from 
the bootstrap server. It has not connected to ESM service. 
C2 This is the normal state of node Ni. It has connected to ESM 
service. 
Cs This is a "locked" state of node N{. It is locked by one or more 
"LP Locks". (i.e. > 1). This implies that some nodes may 
become a children of node Ni. 
Event Description Receive sta- Message 
tus of Ni sent by Ni 
E n The client node Ni, sends a "attach partial tree "attach to 
to ESM-tree request" to the boot- topology in- ESM-tree 
strap server and the bootstrap server formation request" 
replies a partial tree topology informa-
tion back. 
丑 18 Ni cannot connect to a node. It is "fail" mes- "attach to 
because there is no registered ESM- sage for the ESM-tree 
tree. "attach to request" 
ESM-tree 
‘ request" 
Table 3.7: Description of State Transition Diagram in Figure 3.5 for Stages 
Co, Ci , C2, C3 and Events E u , Eis 
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Event Description Receive sta- Message 
tus of Ni sent by Ni 
丑19 Ni sends a "LP Lock request" to node "fail" mes- "LP Lock 
Nj and Nj replies a "fail" message for sage for the request" 
the "LP Lock request". This implies "LP Lock 
that Ni wants to connect to Nj but Nj request" 
rejects Ni,s request. 
E20 Ni sends a "LP Lock request" to node "success" "LP Lock 
Nj and Nj replies a "success" mes- message request", 
sage for the "LP Lock request". After for the "connect 
this, Ni sends a "connect as child re- "LP Lock as child 
quest" to Nj and builds a real connec- request" request" 
tion to Nj. Finally, Ni sends a "free and "free 
LP Lock request" to Nj. This implies LP Lock 
that Ni has successfully connected to request" 
the ESM-tree by choosing Nj as par-
ent. 
E21 Ni receives a "get ESM-tree topology "get ESM- ESM-tree 
request" that is initiated by node Nj tree topol- topology 
and replies the ESM-tree topology in- ogy re-
formation back to Nj. quest" 
E22 Ni receives a "ping request" that is ini- "ping re- Echo mes-
‘ tiated by node Nj and replies an echo quest" sage 
message back to Nj. 
Table 3.8: Description of State Transition Diagram in Figure 3.5 for Event 
芯 19,丑20,五21 ^nd E22 
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Event Description Receive sta- Message 
tus of Ni sent by Ni 
E23 Ni receives an "addition of node in- "addition of Nil 
formation request" that is initiated by node infor-
node Nj. After this, Listi is updated mation re-
according to the information received, quest" 
E24 Ni receives a "removal of node infor- "removal of Nil 
mation request" that is initiated by node infor-
node Nj. After this, Listi is updated mation re-
according to the information received, quest" 
E25 Ni receives a "LP Lock request" that "LP Lock "success" 
is initiated by node Nj and replies a request" message 
"success" message back to Nj. Af- for the 
ter this, LPi j is added to Li,LP and "LP Lock 
\Li^Lp\ is increased by 1. request" 
E2& Ni receives a "LP Lock request" that "LP Lock "fail" mes-
, is initiated by node Nj and replies a request" sage for the 
"fail" message back to Nj. This is be- "LP Lock 
cause \Li^Lp\ + NCi < Ti or \Li^LR\ * request" 
0. 
E27 Ni receives a "free LP Lock request" "free LP Nil 
that is initiated by node Nj. After Lock re-
‘ this, LPi’j is removed from Li’LP and quest" 
工尸丨 is decreased by 1. 
Table 3.9: Description of State Transition Diagram in Figure 3.5 for Event 
丑23,丑24,丑25;芯26 and E27 
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Figure 3.5: State Transition Diagram of a Client node for Tree Formation 
Event Description Receive sta- Message 
tus of Ni sent by Ni 
Eioi Ni receives a "connect as child re- "connect Nil 
quest" from node Nj. This implies as child 
that LPi j exists in Li’LP. After this, request" 
‘ Nj builds a real connection to Ni. 
Table 3.10: Description of State Transition Diagram in Figure 3.5 for Event 
Eioi 
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state transition diagrams, we describe the states and the events for the Tree 
Formation Protocol Table 3.2 and Table 3.3 are the explanation of Fig-
ure 3.3. Table 3.4, Table 3.5 and Table 3.6 are the explanation of Figure 3.4. 
Table 3.7, Table 3.8, Table 3.9 and Table 3.10 are the explanation of Fig-
ure 3.5. The state transition diagrams of the other protocols will be shown 
in the later sessions. 
In these state transition diagrams, the events are made up by the messages 
that are received by or sent from a node. To illustrate these state transition 
diagrams for the "Tree Formation Protocol", let us consider a scenario in 
Figure 3.1 wherein an ESM-tree is formed initially. At the beginning, the 
bootstrap server is at state BSQ, the root node is at state RQ and the client 
node Ni is at state Co. The root node sends a "create ESM-tree request" 
to the bootstrap server and the bootstrap server replies a "success" message 
back to the root node. The corresponding events are E j in Figure 3.4 for the 
root node and Ei in Figure 3.3 for the bootstrap server. After this, the root 
node goes to state Ri and the bootstrap server goes to state BSi . Assuming 
node Ni wants to join the ESM service. It first sends an "attach to ESM-tree 
request" to the bootstrap server. Then, the bootstrap server replies a partial 
tree topology information. The corresponding events are E u in Figure 3.5 
for node N^ and E4 in Figure 3.3 for the bootstrap server. After this, node 
Ni goes to state Ci and the bootstrap server remains in state BSi . When 
Ni receives the partial tree topology information, it tries to find a potential 
V 
parent in this partial tree topology information. The potential parent of Ni 
is the root node (as there is only a root node within the ESM-tree). Ni 
sends a "LP Lock request" to the root node. If the root node replies a 
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"success" message for this "LP Lock request", Ni will send a "connect as 
child request" to the root node and make a real connection to the root node. 
Finally, a "free LP Lock request" will be sent by node N^^ to the root node. 
The corresponding events are E20 in Figure 3.5 for node N! and E14, Eioo 
and Eie in Figure 3.4 for the root node. After this, node Ni goes to state 
C2. The root node first goes from Ri to R2 and then goes back to Ri . 
3.2 ESM: Data Transfer 
In general, the characteristics of the data transfer process depend heavily 
on the high-level application. For video/audio applications, one can use 
the UDP or RTP (or some TCP-friendly protocols[16]) to implement the 
streaming process. If an application demands a reliable data transfer such 
as file distribution, one may use the TCP to implement the data transfer 
process. In here, we focus on the general mechanism for implementing a 
reliable data transfer (e.g. file distribution) application. 
’ After the node Ni has attached to an ESM-tree, the node Ni knows its 
parent node 尸“ as well as its children nodes. 
The data transfer process is initiated by the root node NR which has a 
source data file F. The data transfer process has two phases, namely, (1) 
the meta-data distribution and, (2) the data distribution. For the meta-data 
distribution, NR multicasts the meta informations about the file F to all its 
‘ children. These meta informations include (1) the file name of F, (2) the 
file size of F, and (3) the size of each data packet. For the data-distribution 
phase, the node NR pushes the data packets to all its children also. Upon 
receiving a packet, each node forwards the received packet to its connected 
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children nodes. 
One issue we have to consider is that a new node, let say Nk, may join 
the ESM-tree while the data is being multicasted. Another issue we need to 
consider is when an attached node Nk decides to perform a tree-optimization 
(which we will describe in the next section) and switches to another parent 
node. We handle these cases in the following manner. The node Nk needs 
to tell its parent node Pk: (1) the requested file name F, and (2) its last 
received data packet lastjreceived(Nk). If the node Nk is a newly joined 
node, lastjreceived{Nk) = 0. Two cases are need to consider: (1) The 
parent node Pk is still receiving the same file F and lastjreceived(Pk) > 
lastjreceived{Nk). In this case, the node Pk can start the data transfer 
from data packet lastjreceived(Nk) + 1 to its child node Nk, and (2) The 
parent node Pk is still receiving the same file F but lastjreceived(Pk) < 
lastjreceived{NK). In this case, the parent node PK will not forward any 
data packet until it receives the data packet with the packet number equal to 
lastjreceived{NK) + 1, then PK can start the data transfer to its child node 
“ N k . 
For multimedia data distribution such as audio or video streaming, user 
may choose non-reliable data transfer. In here, part of the mechanism of 
reliable data transfer can still be applied. The meta-data distribution phase 
is same as reliable data transfer. For the data transfer part, the underlining 
transfer protocols may be UDP or RTP. There is no guarantee for the appli-
cation to receive all data packets. Thus, the developers of these applications 
should handle the missing data at application level. Some solutions are : (1) 
to choose some audio/video decoders that can withstand the missing data, (2) 
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to choose some data transfer mechanisms such as intergrated FEC/ARQ[25 
that can recover the missing data, and (3) to request the parent node to 
re-transmit the missing data. 
3.3 ESM: Tree Optimization Protocol 
Tree optimization is to ensure that an ESM-tree is to operate in an efficient 
manner (e.g., good transfer bandwidth) over a long period of time. We 
provide a distributed tree optimization protocol to ensure that the efficient 
operation of an ESM-tree and the ESM-tree can dynamically adapt to the 
changing network condition. The main idea about tree optimization is that 
each client node constantly monitors and probes [14] the transfer bandwidth 
with its parent node. If the transfer bandwidth drops below some threshold, 
then the client node will attempt to choose another parent node so that the 
client node and its descendant nodes can enjoy a high transfer bandwidth. 
One important technical issue of tree optimization is on how to avoid 
“ tree partition or loop formation. Figure 3.6 illustrates this problem. Some 
nodes (those "unfilled" nodes) in Figure 3.6(a) k (b) attempt to perform a 
tree optimization and choose another potential parent node. If they choose 
any of their descendant nodes (e.g., as in Figure 3.6(a)), or they choose any 
node wherein its ancestor nodes are also in the process of switching (e.g., as 
in Figure 3.6(b)), then tree partition and loop formation can occur. If this 
、 happens, those nodes that are not connected to the root node NR will not be 
able to receive any data. Let us state the "necessary conditions" to partition 
an ESM-tree, 
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Figure 3.6: Some examples for how cycles can be formed:(a) the node wants 
to switch to its descendant; (b) the generalize case 
Necessary condit ions to part i t ion an ESM-tree: Assuming a node Ni 
wants to switch to another node Nj. The necessary conditions to partition 
an ESM-tree are: (1) Nj is a descendant of Ni in the ESM-tree (e.g. as in 
Figure 3.6(a)), or (2) Ni wants to switch to a node N ” and an ancestor of Nj 
wants to switch to another node N^, in which node N^ is a descendant node 
of Ni. (e.g. 
as in Figure 3.6(b), left sub-tree), or (3) Ni wants to switch to a 
node Nj, and an ancestor of Nj wants to switch to another node N” and an 
ancestor of N^ wants to switch to node Ny, in which node Ny is a descendant 
node of Ni. Notice that this relation can be transitively propagated (e.g. as 
in Figure 3.6(b), right sub-tree). 
To avoid the ESM-partition problem, we need to make sure that the above 
mentioned necessary conditions will not occurred. We propose a ‘‘Distributed 
Locking Protocol". The main idea of this protocol is that for any node that 
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I Bootstrap I ^ Root | 
Figure 3.7: ESM: Tree Optimization Protocol 
V. 
32 
CHAPTER 3. E S M P R O T O C O L 47 
wants to switch to another node, it prevents other nodes from finding its 
descendants as a new potential parent. 
Assume that node Ni wants to perform a tree optimization operation, it 
needs to take (1) "LR Lock" on itself, (2) "LP Lock" on its potential parent, 
and (3) "LR Locks" in Ti (sub-tree rooted by Ni). If any of the above locks 
cannot be taken, the whole procedure must halt and restore. Here is the 
procedure executed by Ni. 
01 procedure tree_optimization(INPUT:Lis“ ,OUTPUT:NULL) { 
02 if (bandwidth(BW) is below threshold) { 
03 /* Some nodes want to switch to Ni */ 
04 if( \L,,lp\ ！= 0 ) 
05 exit; 
06 /* Ni or ancestors of Ni want to leave */ 
07 if( \U,LW\ ！= 0 ) 
08 exit; 
09 /* Lock itself to prevent other nodes from */ 
10 /* finding itself as a new parent */ 
11 /* Lock itself by LRi,i */ 
12 Add LRi’i into |Li,LH|； 
13 Pick several nodes in Listi and test the B W ; 
14 Npp < - the node that has the best B W ; 
V 
15 /* Lock parent to prevent parent‘s */ 
16 /* ancestors from conducting tree optimization */ 
17 Lock Npp by LPpp"; 
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18 if( fail to lock LPi’i ) { 
19 Free LH^ r^, 
20 exit; 
21 } 
22 /* Lock subtree to prevent other nodes from */ 
23 /* finding any node in N? s subtree as a new parent*/ 
24 Lock Sub-Tree rooted at Ni with LR Locks 
25 if( fail to lock Sub-Tree ) { 
26 Free LRiy, 
27 Free LP卯, 
28 Free LR locks in Sub-Tree; 
29 } 
30 Disconnect with old parent Pi； 
31 Connect to new parent Npp； 
32 Free Li?,-,,-; 
33 Free LP仰’I.、 
34 Free LR locks in Sub-Tree; 
35 } 
36 } 
• If a node Nj receives a "LR Lock request" from Ni, it forwards this re-
V 
quest to its children. Nj will reply a "success" message for the "LR Lock 
request" to Ni only if all Nj's children reply "success" messages to Nj and 
both Lj,LP and Lj^iw are empty. Here is the procedure executed by Nj when 
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it receives a "LR Lock request" from Ni. 
01 procedure reply_LR_request(INPUT:NULL,OUTPUT:NULL) { 
02 /* Let N工 be an ancestor of Nj */ 
03 /* This LR lock is initiated by one of the ancestors*/ 
04 /* of Nj but it will forward to Nj only by P^^ */ 
05 if Nj receives a lock LRj^^ request from its parent Ni { 
06 / * someone wants to switch to Nj but Nj is locked by LP */ 
07 if ( ！= 0) 
08 return “fail” to Ni; 
09 if ( ！二 0) 
10 return "fail，，to TV“ 
11 /* Nj is a leaf node */ 
12 if ( NCj == 0) { 
13 add LRj^x into Lj,LR 
14 return ‘‘success,，to Ni； 
‘ 1 5 } 
16 /* forward this LR lock to all Nj's children */ 
17 for k from 0 to \Listj\ - 1 { 
18 if Listj[k] is children 
19 send ^^ LRj^ x request" to Listj[k]'^ 
20 } 
21 wait for all children's replies; 
22 if ( one or more than one of the children replies say “fail”） 
23 return "fail" to iV,; 
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24 else { 
25 /* all nodes within the sub-tree are locked by LR*/ 
26 add LRj^^ into Lj,LR 




If a node Nj receives a "LP Lock request" from N“ it replies a "success" 
message for the "LP Lock request" only if both L j^ lr and Lj^ LW are empty 
and Nj has not reached its fan-out limit. Here is the procedure executed by 
Nj when it receives a "LP Lock request" from Ni. 
01 procedure reply_LP_request( INPUT:NULL,OUTPUT:NULL) { 
02 l*Ni wants Nj to become i t s new parent*/ 
03 if Nj receive a lock LPj’i request from Ni { 
04 /^Already locked by some ancestors */ 
05 if ( \Lj,LR\ ！= 0) 
06 return "fail” to Nr’ 
07 else if ( \Lj,Lw\ ！= 0) 
08 return “fail” to Ni； 
V 
09 /* Nj had reach i t s Fan-out l im i t */ 
10 else if ( NCj + \Lj^ lp\ > = T^) 
11 return “fail” to Ni; 
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12 else { 
13 add LPj,i into 丄j，LP; 
14 return "success" to A^ j； 
15 } 
16 } 
1 7 } 
3.3.1 Example of Tree Optimization Protocol 
To illustrate our distributed locking protocol, let us consider a scenario in 
Figure 3.7 wherein N4 initiates the tree optimization procedure and N4 wants 
to switch to Ni as its new parent. The steps are: (1) N4 tries to lock itself 
by If this locking fails (e.g., LI\n is non-empty), it means that other 
nodes want to select N4 as their parents. In this case, N4 will halt the tree 
optimization process, (2) N4 tries to lock Ni by LPi’4, (3) Ni replies to 
to indicate whether the lock LPi’4 is successful. N4 cannot take LPi,4 on Ni 
if (a) Ni has reached its fanout limit jFi , or (b) an ancestor node of Ni (let 
say Nj) is performing a tree optimization operation and node Ni is locked by 
L R i j . In this case, node N4 will terminate the tree optimization procedure 
and N4 needs to free up Li?4�4, (4) if Ni replies a "success" message for LF\,4 
to' N4, then N4 tries to lock all nodes in its sub-tree by "LR Locks" (this 
corresponds to Nq, N7 and Niq in Figure 3.7). Notice that this is a recursive 
procedure. That is, when a node Nn in the sub-tree receives this "LR lock" 
message, it tries to take LRn,4 on itself first. If it cannot take the LRn’4, it 
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sends a "fail" message to its parent node immediately. If it can take LRn,4, 
it forwards this lock request to its children (if any), and (5) for a leaf node 
Ni, it can reply the "LR Lock request" immediately as long as Li,LP is empty 
(e.g., no node in the ESM-tree wants to attach to Nn as a child node), or a 
non-leaf node Nj, it needs to wait for all positive replies for "LR Locks" from 
its children nodes and that it can take the "LR Lock" on itself. In this case, 
it can reply to its parent with a positive reply. 
When N4 receives all positive replies for the "LR Lock request" from 
its children, N4 can switch to Ni. The attachment procedure is similar to 
the tree formation procedure we described previously. After N4 completed 
the switching process, it needs to: (a) send a message to N2 {N4S previous 
parent) to indicate a disconnection, and (b) free up all the locks it has taken 
before, this can be done by sending a "free LP lock request" to Ni and a 
"free LR lock request" to all nodes rooted in N4. 
3.3.2 The proof of "Distributed Locking Protocol avoids 
loop formation and tree partition" 
We can show that the distributed locking protocol described above has the 
following property. 
Theorem 3 The distributed locking protocol described above avoids loop for-
mation and tree partition. 
Proof: We can show this by contradiction. Assume that a cycle is formed 
during the tree optimization. This implies that (a) the nodes that want to 
switch must lock its potential parent by "LP Locks" and all its descendants 
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by "LR Locks", and (b) a node will not release the lock during the tree 
optimization operation. Also, no new node can join any node within the 
subtree of the switching node as all the descendants of the switching node 
are locked by "LR Lock" 
Assume that a cycle is formed by a set of nodes S = {Ni, N2,…，Ni], 
then every node in S must be both the descendant and ancestor of all other 
nodes within S (following the definition of a cycle). Since all the descendants 
of the switching node and the switching node itself must be locked by "LR 
Lock", all the nodes in S must be locked by "LR Locks". It is because there 
must be at least one potential parent node within the cycle. This implies that 
there must be at least one node that is simultaneously locked by both "LP 
Lock" and "LR Lock". However, this contradicts our specification. There-
fore, no cycle can be formed during tree optimization procedure. I 
3.3.3 State Transition Diagram for Tree Optimization 
Protocol 
Figure 3.8 is the state transition diagram for a client node. It is an extension 
of Figure 3.5. In this state transition diagram, we describe the states and 
the events for the "Tree Optimization Protocol". Table 3.11, Table 3.12, 
Table 3.13, Table 3.14 and Table 3.15 are the explanation of Figure 3.8. The 
、 state transition diagrams of the other protocols will be shown in the later 
sessions. 
To illustrate this state transition diagram for the "Tree Optimization 
Protocol", let us consider a scenario in Figure 3.7 wherein N4 initiates the 
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Figure 3.8: State Transition Diagram of a Client node for Tree optimization 
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State Description 
C2 This is the normal state of a client node Ni. It has connected 
to an ESM service. 
C3 This is a "locked" state of node Ni. It is locked by one or 
more "LP Locks". (i.e. \Li^Lp\ > 1). This implies that some 
nodes may want to become children of node Ni. 
C4 This is a "locked" state of node Ni. It is locked by one or 
more "LR Locks", (i.e. \Li^LR\ > 1). This implies that some 
ancestors of nodes Ni or Ni itself are attempting to switch to 
another parent. 
C5 This is a "locked" state of the client node. It is locked by 
one or more "LR Locks". Ni's potential parent is locked by 
"LP Lock". This is the second stage of "tree optimization" 
procedure, (a) Ni is locked by LRi’i, and (b) its potential 
.. parent, Nj, is locked by LPj，i . 
Ce This is the "locked" state of node Ni. This is the last stage of 
the "tree optimization" procedure, (a) Ni is locked by LRi,i, 
(b) its potential parent, Nj, is locked by LP]，“ and (c) T, is 
locked by LR^^ i^ {N^ is a node within 7]). At this state, Ni 
can switch to its potential parent. 
、 Table 3.11: Description of states of State Transition Diagram in Figure 3.8 
for Stages C2, C3, C4, C5 and Cq 
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Event Description Receive sta- Messages 
tus of Ni sent by Ni 
E21 Please refer to Table 3.8 and Table 3.9 Nil Nil 
to 
E27 
E28 Ni receives a "LR Lock request" that "LR Lock "LR Lock 
is initiated by node Nj {Nj may be Ni request" request" 
itself). Ni then forwards this message 
to all its children. After this, LR i j is 
added to Li^iR and | 丄i’Li?| is increased 
by 1. Notice that Ni will not reply 
a "success" or "fail" message for this 
"LR Lock" immediately. 
E29 Ni receives "success" messages for the "success" "success" 
"LR Lock request" from all its chil- messages message 
dren within a time-out period. After for the for the 
that, Ni replies a "success" message to "LR Lock "LR Lock 
its parent for the "LR Lock" request, request" request" 
Table 3.12: Description of events of State Transition Diagram in Figure 3.8 
、 for Events E28 and E29 
42 
CHAPTER 3. ESM PROTOCOL 47 
Event Description Receive sta- Messages 
tus of Ni sent by Ni 
E30 Ni receives "fail" messages for the "fail" mes- "fail" mes-
"LR Lock request" from some of its sages for the sage for the 
children, or Ni cannot receive any "LR Lock "LR Lock 
message from some of its children request" request" 
within a time-out period. After that, 
Ni replies a "fail" message to its par-
ent. 
E31 Ni receives "success" messages for the "success" Nil 
"LR Lock request" from all its chil- messages 
dren within a time-out period. This for the 
implies that Ni has locked Ti with "LR "LR Lock 
Lock" and Ni can go to next step in request" 
the tree optimization procedure. 
E32 Ni receives "fail" messages for the "fail" mes- "free LR 
“LR Lock request" from some of its sages for the Lock re-
children, or Ni cannot receive any "LR Lock quest" 
message from some of its children request" and "free 
within a time-out period. This implies LP Lock 
that Ni cannot lock and must free request" 
up all the locks which Ni had taken 
、 before. 
Table 3.13: Description of events of State Transition Diagram in Figure 3.8 
for Events E30, E31 and E32 
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Event Description Receive sta- Messages 
tus of Ni sent by Ni 
E33 Ni sends a "LP Lock request" to its "success" "LP Lock re-
potential parent Nj, and Nj replies a message quest" 
"success" message to Ni. This implies for the 
that Nj can accept Ni as its new child. "LP Lock 
request" 
Em Ni sends a "LP Lock" request to its "fail" mes- "free LR 
potential parent Nj, and Nj replies sage for the Lock re-
a "fail" message to Ni. This implies "LP Lock quest" 
that Nj cannot accept Ni as its new request" 
child. Ni then free the LRi’i in Li,LR. 
E35 Ni sends a "disconnect request" to its Nil "disconnect 
original parent and sends a "connect request", 
as child request" to its potential par- "connect 
ent. After connected to the new par- as child 
ent, Ni sends a "free LP Lock" request request" 
to the new parent and broadcasts the and "free 
new parent-child information. LP Lock 
request" 
E36 Ni receives a "free LR Lock request" "free LR Nil 
that is initiated by node Nj. After Lock re-
, this, LR i j is removed from Li,LR and quest" 
、 |Lt，Li?| is decreased by 1. Also, Ni will 
forward this message to its children (if 
any): 
Table 3.14: Description of events of State Transition Diagram in Figure 3.8 
for Events E33, E34, E35 and Esq 
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Event Description Receive sta- Messages 
tus of Ni sent by Ni 
E37 Ni receives a "LR Lock request" that "LR Lock "fail" mes-
is initiated by node Nj, through Ni's request" sage for the 
parent. Ni replies a "fail" message im- "LR Lock 
mediately to its parent as Li’Lp is not request" 
empty. 
Table 3.15: Description of events of State Transition Diagram in Figure 3.8 
for Event E37 
tree optimization procedure and N4 wants to find Ni as its new parent. At 
the beginning, node A^i, • • . , A i^o are in state C2. Assume that 7V4 tries 
to add LR4,4 into If N^ succeeds in adding this "LR Lock" on itself, 
it will forward the "LR Lock request" to its children. The corresponding 
event is 五28 in Figure 3.8 and N4 goes to state C4. N^ sends a "LP Lock 
request" to its potential parent Ni. Assume that Ni replies a "success" 
message back to N^ for this "LP Lock request" and add LF\’4 into L 说 . 
The corresponding events are E33 in Figure 3.8 for N4 and E25 in Figure 3.8 
for Ni . After this, N4 goes to state C5 and Ni goes to state C3. When Nq 
and N7 (children of N4、receive the "LR Lock request" that is initiated by 
N4, Ne tries to add LRe,4 into Le,LR and N7 tries to add LRj^^ into Lj^lr-
Then, they forward this "LR Lock request" to their children (if any). The 
V 
corresponding event is E28 in Figure 3.8 for both Nq and N7. After this, 
both Ne and N7 go to state C4. As N j has no children, it replies a "success" 
message for the LRj^^ lock immediately. The corresponding event is E29 in 
Figure 3.8 and N7 remains in state C4. Furthermore, when Nq receives all 
45 
CHAPTER 3. ESM PROTOCOL 47 
its children's (i.e. Nio) "success" messages for the "LR Lock request" (which 
is initiated by A ^ , Nq replies a "success" message back to N^ for the LRe’4 
lock. The corresponding events are E29 in Figure 3.8 for Ne and E28 and E29 
in Figure 3.8 for Nio. After this, both Nq and N^) will in state C4. Upon 
receiving all "success" messages for the "LR Lock request" from the children, 
N4 knows that it has locked T4. The corresponding event is E31 in Figure 3.8. 
After this, N4 goes to state Cq. N4 then sends a "disconnect request" to N2 
and sends a "connect as child request" to Ni. Then, N4 sends a "free LP 
Lock request" to Ni and broadcasts the new parent-child pair information. 
The corresponding event is E35 in Figure 3.8. After this, N4 goes to state C4. 
After Ni received the "connect as child request" and "free LP Lock request" 
from N4 , N4 becomes a child of Ni . The corresponding events are E27 and 
Eioi in Figure 3.8 for Ni. After this, Ni goes back to state CV Later, N^ 
sends a "free LR Lock request" to itself. As a result, LIU’* is removed from 
L4,lr and N4 forwards the "free LR Lock request" request to its children (if 
any). The corresponding event is E36 in Figure 3.8. and N4 goes back to 
state C2. Finally, N& and N7 receive a "free LR Lock request" from N4. This 
causes the removal of from Lg,lr in Nq and the removal of LR、冬 from 
L7,lr in N7. Also, they forward this request to theirs children (if any). The 
corresponding event is E36 in Figure 3.8 for both Nq and Nj. After this, both 
Ne and Nr go back to state C2. 
3.4 ESM: Node Leaving Protocol 
A node may want to leave a ESM-tree at any time and may forward data 
to its children. If a node wants to leave a tree, the sub-tree under it will be 
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partitioned from the original ESM-tree. Thus, special procedures are needed 
to handle this node leaving event. 
The main difficulty in handling the node leaving event is similar to that 
of the "Tree Optimization" procedure, that is, to avoid tree partition. The 
difference is that a sub-tree under a leaving node must switch to another 
parent, while in the "Tree Optimization" operation, the procedure will halt 
and restore if the node cannot successfully take all the required locks. The 
leaving node's children must wait until all necessary locks had been taken 
successfully before they switch to another parent. 
The main idea of the node leaving protocol is that when node Ni leaves, 
the sub-tree T, {!] is subtree rooted by Ni) will be locked by "LW Locks" 
that is initiated by Ni. For those nodes that are locked by "LW Locks", they 
will reject all the new coming "LP" and "LR" locking request. At this time, 
other nodes may be in the process of leaving/joining the sub-tree T,. After 
Ti is locked by "LW Lock", only the children of Ni will perform a switching. 
Assume that a node Ni wants to leave. We divide this node leaving 
operation into three components. They are : 
• procedure for the leaving node 
• procedure for those nodes that are not within J] 
• procedure for those nodes that are within T, 
、 Here is the procedure that node Ni will perform when it leaves. 
01 procedure leave( INPUT:NULL,OUTPUT:NULL) { 
02 Ni locks itself by LWi^i 
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03 if( Li,Lp / empty or Li,LR / empty } 
04 wait for both Li’LP and Li,LR become empty 
05 } 
06 ESM-Broadcast the leave information 
07 Leaves the tree 
08 } 
For a node Nj that is NOT within T], it will delete the information of 
Ti in Listj. Here is the procedure that how Nj responses to A^s leaving 
message. 
01 procedure other_node_leave 
( I N P U T : address of leave node(7V,), OUTPVTiListj) { 
02 Nj deletes ALL tree information for Ti 
03 if( LPj^^ exists in Lj^lp where N工 is with in Ti ) { 
04 / * N^ is switching to Nj */ 
05 Nj waits for N：, to complete the switching procedure 
06 / * As Nj delete the information before * / 
07 Syn. Listj and List^ 
08 } 
09 } 
For node Nk that is within r “ it will be locked by LWk’” Then, it will 
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forward A^s leaving information to its children (which will cause Nk,s chil-
dren to be locked by "LW Locks"). After Lk,LP and Lk,LR become empty, 
Nk waits for the replies from its children. When all of the N^s children 
reply "success" messages to Nk, Nk replies a "success" message for the "LW 
Lock" to its parent. Finally, only the children of the leaving node (i.e. Ni,s 
children) will find a new parent within the ESM-tree. Here is the procedure 
that how node Nk responses to Ni,s leaving message. 
01 procedure ancestors Jeave 
( INPUT : address of leave node(A^)，OVTPUT:List j ) { 
02 Nk locks itself by LWk^i 
03 if( iVC：* # 0 ) { 
04 Forward " L W Lock" request to children 
05 } 
06 
07 while( Lk,LP is N O T empty ) { 
08 / * Nk may have some new children later */ 
09 Wai t for the switching procedure complete 
10 Forward " L W Lock" request to the new children 
11 } 
12 
13. while( Lk,LR is N O T empty ) { 
14 / * Nk or Nk,s ancestors want to switch */ 
15 if( LRk,k exists in Lk,LR ) { 
16 / * A a^；'wants to switch */ 
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17 continue switching procedure 
18 if( switching is success) { 
19 Free " L R Lock” in Tk 
20 Free «LW Lock" in Tk 
21 } 
22 else if( switching is NOT success) { 
23 Free “LR Lock" in Tk 
24 } 
25 } 
26 else { 
27 / * Nk,s ancestors want to switch */ 
28 / * Nothing will take place */ 
29 / * Let the ancestors to do the rest */ 




34 if( N C k ^ O ) { 
35 wait for all children's replies for 




39 / * At here, all the children only have "LW Lock” */ 
40 / * This implies all the children */ 
41 / * have finished all switching procedure */ 
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42 if( Pk 
43 / * Replies success of taking " L W Lock,，to parent * / 
44 reply "success，，to Pk 
45 } 
46 else if( Pk = = Ni) { 
47 / * Nk is iVi’s(the leaving node) children * / 
48 / * Switch to a new parent * / 
49 / * Note : For this switch, Nk no need to lock Tk with “ LR Lock" 
V 
50 / * as Tk is already locked by ‘‘LW Lock’，*/ 
51 / * Only " LP Lock，，at the potential parent node is needed. * / 
52 switch to a node that is not in the Ti 
53 Syn. Listk and Listp,^ 
54 Send free Lock，，message to children 
55 } 
56 } 
3.4.1 Example of ESM: Node Leaving Protocol 
To illustrate our node leaving protocol, let us consider a scenario in Fig-
、 lire 3.9. In Figure 3.9, N^ wants to leave the ESM-tree. The steps are: (1) 
Na locks itself by LW4，4. This makes N4 reject all new coming "LP Lock" 
and "LR Lock" request. If both L4,lr and L各、lp are empty, N^ will broad-
cast the leave message and then leave the ESM-tree. Otherwise, will 
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Figure 3.9: ESM: Node Leaving Protocol 
、 
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wait until both L4,l/? and L4,lf become empty before it leaves, (2) For those 
nodes that are outside T4 (e.g. Ni , N2, N3, N5, Ns, 1%, the root node and 
the bootstrap server), when they receive the leaving message from N4, they 
will delete T4 from their List, (3) For those nodes that are within T4 (e.g. 
Nr, Nio), when they receive the leaving message from N4, each of them 
will first locks itself by After that, they will forward A^s leaving 
message to their children (if any), (4) For those nodes that are within T4, 
after they are locked by they will (a) wait for all their children's reply 
for successfully taking the "LW Lock", and (b) wait for their own L^^lp and 
LX,LR become empty. When both (a) and (b) are satisfied, they will reply 
"success" messages to their parent if they are not the children of the leaving 
node, and (5) After the T4 is locked by only the children of N4 (e.g. 
Nq and N7) will make a switching. 
3.4.2 State Transition Diagram for Node Leaving Pro-
tocol 
Figure 3.10 is the state transition diagram for a client node. It is an extension 
of Figure 3.5 and Figure 3.8. In this state transition diagram, we describe the 
states and the events for the "Node Leaving Protocol". Table 3.16, Table 3.17 
and Table 3.18 are the explanation of Figure 3.10. 
To illustrate this state transition diagram for the "Node Leaving Proto-
、 col", let us consider a scenario in Figure 3.9 wherein N4 wants to leave the 
ESM-tree. First, N4 locks itself by This causes N4 to reject all the 
new coming "LP Lock" and "LR Lock" requests. The corresponding event 
is E39 in Figure 3.10 and N4 remains in state C2. Assume that both U^ l p 
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Figure 3.10: State Transition Diagram of a Client node for Node Leaving 
Protocol 
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State Description 
Co This is the initial and final state of a client node Ni (It is also the 
initial state of a client node). At this state, Ni has left the ESM 
service. 
C2 to Please refer to Table 3.11 
Event Description Receive sta- Messages 
tus of Ni sent by Ni 
Ess Ni broadcasts the "leave request" and Nil "leave 
leaves the ESM-tree. This implies that request" 
both Li,LP and Li,LR are empty. 
E39 Ni receives a "LW Lock request" from "LW Lock Nil 
itself. After receiving this message, request" 
LWi^i is added into Li^iw- This im-
plies that Ni wants to leave. 
E40 Ni receives a "leave request" from Nj. "leave "LW Lock 
If Nj is the parent of Ni, Ni will add request" request" 
LWi j into Li^ LW and forward a "LW (with con-
Lock request" to its children (if any). dition) 
If Nj is NOT the parent of Ni, Tj will 
be deleted from Listi. 
Table 3.16: Description of State Transition Diagram in Figure 3.10 for Stage 
Co and Events E38, E39, E40 
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Event Description Receive sta- Messages 
tus of Ni sent by Ni 
E41 Ni receives a "LP Lock request" from "LP Lock "fail" mes-
Nj and replies a "fail" message to Nj request" sage for the 
as Li,LW is not empty. "LP Lock 
request" 
E42 Ni receives a "LR Lock request" from "LR Lock "fail" mes-
Nj and replies a "fail" message to Nj request" sage for the 
as Li^ LW is not empty. "LP Lock 
request" 
E43 Ni receives a "LW Lock request" that "LW Lock "LW Lock 
is initiated by Nj (that means Nj is request" request" 
the leaving node) through iV '^s parent. (with con-
After receiving this message, LWi j is dition) 
added into Li’Lw and Ni forwards this 
"LW Lock request" to its children (if 
any). This implies that Ni,s ancestor 
(i.e. Nj) wants to leave. 
Table 3.17: Description of State Transition Diagram in Figure 3.10 for Events 
E41, E42 and 五43 
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Event Description Receive Messages 
status of sent by Ni 
上  
E44 Ni has no children and Pi is NOT the leav- Nil "success" 
ing node. After this, Ni sends a "success" message for 
message back to its parent for the "LW the "LW 
Lock”. Lock" 
£"45 Ni has no children and Pi is the leaving Nil "LP Lock 
node. Ni sends a "LP Lock request" to request" 
a node that is not within If the node 
replies a "success" message, then Ni can 
switch to the new parent. Otherwise, Ni 
keeps sending "LP Lock request" to differ-
ent nodes that are not within Ti. (Note: 
This switching does not need "LR Lock 
request" as Ni is already locked by "LW 
Lock") 
£"46 Ni receives all its children's "success" mes- "success" "success" 
sages for the "LW Lock" and Pi is NOT message message for 
the leaving node. After this, Ni replies a for the the "LW 
"success" message to Pi. "LW Lock" (with 
• Lock" condition) 
Table 3.18: Description of State Transition Diagram in Figure 3.10 for Events 
E44, E45 and £^ 46 
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Event Description Receive Messages 
status of sent by Ni  
^  
E47 Ni receives all its children's "success" mes- "success" "LP Lock 
sages for the "LW Lock" and Pi is the leav- message request" 
ing node. Ni sends a "LP Lock request" to for the 
a node that is not within Ti. If the node "LW 
replies a "success" message, then Ni can Lock" 
switch to the new parent. Otherwise, Ni 
keeps sending "LP Lock request" to differ-
ent nodes that are not within Ti. (Note: 
This switching does not need "LR Lock 
request" as Ti is already locked by "LW 
Lock") 
Table 3.19: Description of State Transition Diagram in Figure 3.10 for Event 
E47 
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and L4’LR are empty, N4 then broadcasts a leaving message to the ESM-tree 
and leaves the ESM-tree. The corresponding event is E38 in Figure 3.10 and 
N4 goes to state Co. When the nodes that are not within T4 (e.g. Ni, N2, 
N3, Ns, •/V9, the root node and the bootstrap server) receive the leaving 
message, they will delete T4 from their List. The corresponding event is E40 
in Figure 3.10 and these nodes remain in their original state. When NQ and 
N7 receive the leaving message from N4, Ne adds LW6,4 into LG,LW and N7 
adds LWj^i into Lj^lw- Then, they forward the "LW Lock request" to their 
children (if any). The corresponding event is E43 in Figure 3.10 for both NQ 
and NJ. After this, both NQ and N7 remain in their original state. Assume 
that NJ is in C2. N j does not need to wait for its children's replies as it has 
no children. Also, both Lt.lp and Ly.Li? are empty. As N j is a child of N “ 
it will switch to a new parent. The corresponding event is E45 in Figure 3.10 
and Nr remains in C2 after the switching. Assume that N^ Q is in C : Nu) 
does not need to wait for its children's replies as it has no children. Also, 
both LIO,LP and L i o . l r are empty. It replies a "success" message for the 
“LW Lock request" to NQ. The corresponding event is E44 in Figure 3.10 
and NIQ remains in C2. Assume that NQ is in C<I. It receives all its children's 
"success" messages for the "LW Lock request". As it is a child of N头,it will 
switch to a new parent. The corresponding event is E47 in Figure 3.10 and 




In this chapter, we carry out experiments to illustrate the soundness and ef-
fectiveness of our proposed ESM service. The performance measure that we 
are interested in is the completion time of file distribution under our ESM ar-
chitecture. For the first three experiments, we compare the ESM architecture 
with unicast. We also investigate the performance of ESM under different 
network conditions (e.g., with or without background traffic) as well as the 
"“ improvement of file distribution completion time under tree optimization op-
eration. For the last experiment, we use NS2 to study the performance of 
the ESM architecture in a large-scale network. 
Figure 4.1 illustrates our experimental setup for the first three exper-
iments. There are 15 computing nodes, running at five different network 
domains. One of the computing nodes is the root node NR. There are five 
、 routers in the experimental setup, ri to r^. Unless we state otherwise, the 
links between the routers (link a’b，c，d and e) have a transfer bandwidth of 
4Mbps. All other links in the system have a bandwidth of 10 Mbps. For 
the 15 computing nodes, three of them are of lower configuration (e.g., A M D 
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K6-300 with 16 MB memory) and they are PCA,PCC and PCD. The other 
computers are PI I I 500 with 128 MB memory or above. Four computing 
nodes are used to generate background traffics and they are PCB, PCG, 
PCL and PCM. All transfer sessions are carried out using TCP. 
4.1 Experiment 1 - Comparisons between IP 
Unicast and ESM 
In experiment 1, we record the finishing time of a reliable file transfer. The 
size of the file is 5MB. We carry out the experiment under two settings. For 
setting A, there is no background traffic in the network. For setting B, there 
^ ^ ^ ^ [ PCA ) ^ ^ 
— — — I — Q f ^ r U — — 
(，)(，)[a dj 
r2 r4  
、？ V 
')~f Serial Link 
V ； Slow PC 
Background 
W W f c ) ( j S = 。 r 
Figure 4.1: Experimental Setup 
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Casel Case2 CaseS 
A B A B A B 
PC A 158.45 158.11 158.52 158.74 158.44 157.76 
PCc 159.91 171.48 161.73 212.95 159.32 173.35 
PCD 159.24 170.89 162.58 217.79 159.25 180.05 
PCE 21.18 48.93 41.39 104.81 30.29 64.21 
PCF 21.33 45.38 40.37 102.58 30.40 65.07 
PCH 21.40 56.62 60.64 95.80 26.29 73.00 
PC I 21.67 53.04 60.31 99.08 26.40 73.94 
P C J 19.98 45.32 59.77 81.72 26.06 71.30 
PCK 20.49 44.06 58.81 82.29 25.94 71.48 
Table 4.1: file transfer time (in unit of second) for Experiment 1 
are 3 TCP cross traffics inside the network. The 3 TCP traffics are: (1) from 
PCB to PCG through n , ra and rg, and (2) from PCG to PCL through rg, 
厂4 and rs, and (3) from PCL to PCB through r! and R^. 
We perform the experiment with three cases and they are: 
Case 1 : IP unicast, single file transfer - In this case, the root node, NR, 
transfers the file to one specific node at a time. The target nodes are PCU, 
PCC, PCD, PCE, PCF, PCH, PCI, PCJ and PCK. This should be the 
ideal or the fastest time for NR to transfer the file to that specific node. 
Case 2 : IP unicast, multiple file transfer — In this case, NR transfers the 
、 file to all the client nodes PCA, PCC, PCD, PCE, PCF, PCH, PCJ, PCJ 
and PCK at the same time. This implies that NR starts 9 TCP sessions 
concurrently. Me investigate the situation wherein the root node NR or the 
links may become the bottleneck. This is indeed the common scenario for 
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multiple file transfer in the Internet. 
Case 3 : ESM, multiple file transfer — In this case, we record the completion 
time for transferring the file by ESM-tree topology Gi . The graph Gi has 
the following topology: NR is the parent node of PC A, PCC, PCD, PCE and 
PC J； PCE is the parent node of PCP； PCJ is the parent node of PCK and 
PCH; PCH is the parent node of PC/. The data transfer process is the same 
as described in the Data Transfer part of chapter 3. 
S u m m a r y for Exper iment 1: Table 1 illustrates the result of experiment 
1. We observe that : 
• Case 1 is the optimal file transfer time. Comparing with Case 3 under 
setting A, the results are comparable and ESM only runs slightly worse 
than the ideal situation (Case 1). For setting B, ESM takes a bit longer 
to complete the transfer because it is transferring the file to multiple 
nodes at the same time. 
• In Case 2, NR uses IP unicast (TCP) to transfer the file to all nodes 
at same time. Comparing with Case 3, for both settings, the results 
show that ESM performs much better. For setting B, the improvement 
of file transfer times to PCE and PCP is much greater than that of 
P C j and PCK . This is because the data packets need to pass through 
routers r l , r2 and r3 to reach PCE and PCP, whereas the data packets 
、 need to pass through routers r l and r5 only to reach PCJ and PCK. 
The more routers the data packets need to pass through, the higher 
the chance that they will be dropped. 
The result shows that ESM generally performs better than IP unicast 
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C”el Ca8e2 CaseS Case4 CaseB 
A B A B A B A B A B 
P C A 158.03 157.42 157.91 157.63 158.76 158.37 157.49 157.96 157.73 158.12 
P C c 158.55 173.77 159.43 181.14 159.45 163.72 158.52 172.87 158.80 173.93 
P C d 161.15 187.82 160.49 191.62 160.55 166.37 158.66 180.34 159.83 182.42 
P C g 35.26 68.19 31 .25 91.39 29.80 59.34 29.43 “ 62.74 32 .46 66.36 
P C > 35.36 68.30 31.34 89 .56 29.90 59.48 29 .58 62 .87 66.39 
P^H 34.90 58.07 31.60 89.90 30 .23 60.04 29.98 63.20 36.07 67.72 
P C 7 35.01 58.17 31.72 91.00 30.43 60.19 30.11 63.32 32 .43 67.54 
P C j 31 .37 50.76 24.58 56.14 800.72 858.29 30.32 63 .75 37.41 69.05 
P ^ K 31.47 50 .83 24.71 56.21 800.82 858.38 30 .73 6 ^ 9 1 69.08 
Table 4.2: file transfer time (in unit of second) for Experiment 2 
when we want to transfer data to multiple clients at the same time. Another 
important point is that the performance of the ESM server is "topology" 
dependent. We explore this issue in the next experiment. 
4.2 Experiment 2 - Comparisons between dif-
ferent ESM topologies 
In experiment 2, the setup is similar to that of experiment 1. All data transfer 
process is the same as described in the Data Transfer part of chapter 3. We 
perform the experiment with five cases and they are: 
Case 1 : ESM, topology G2 - In this case, we record the completion time 
for transferring the file by ESM-tree topology G2. The graph G2 has the 
following topology: NR is the parent node of PCA, PCC, PCJ and PCH; 
PCJ is the parent node of PCK\ PCH is the parent node of PCI and PCE] 
PCE is the parent node of PCP] PCP is the parent node of PCD-
Case 2 : ESM, topology G3 - In this case, we record the completion time 
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for transferring the file by ESM-tree topology G3. The graph G3 has the 
following topology: NR is the parent node of PC A, PCC, PCD, PCE and 
PCJ\ PCE is the parent node of PCP and PCH; PCH is the parent node of 
PCI\ PCJ is the parent node of PCK. 
Case 3 : ESM, topology G3 with a slow link “e” - In this case, we record the 
completion time for transferring the file by tree topology that is the same as 
the one in Case 2 {G3). The difference is that the link speed between n and 
rs (link e) is configured to 56 kbps. 
Case 4 : ESM, topology G4 - In this case, we record the completion time 
for transferring the file by ESM-tree topology G4. The graph G4 has the 
following topology: NR is the parent node of PCA, PCC, PCD and PCE\ 
PCE is the parent node of PCP and PCH] PCH is the parent node of PCI 
and PCJ', PCJ is the parent node of PCK. 
Case 5 : ESM, topology G3 with a tree optimization operation — In this 
case, we record the completion time for transferring the file when one tree 
optimization operation is performed. At the beginning, the configuration is 
same as Case 3. However, node PCj discovers that the link performance 
between its parent(/?) and itself is not good enough. Then, it performs a 
tree optimization operation and finds PCH as its new parent. Finally, the 
tree topology becomes G4. 
S u m m a r y for Exper iment 2: Table 2 illustrates the result of experiment 
、 
2. We observe that: 
• Case 1’ Case 2 and Case 4 are ESM with different tree topologies. By 
comparing their results, it shows that the performance of ESM is indeed 
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"topology" dependent. For example, the completion time of setting B 
in Case 2 differs significantly from that of Case 1 and Case 4. 
• Case 2 and Case 3 share the same topology, G3. The only difference 
is that in Case 3，the bandwidth of link "e" is reduced to 56 kbps. As 
we can see, if there is no tree optimization, PCJ and PCK suffer a lot. 
Case 5 is the result of tree optimization when PCJ switches to a new 
parent and changes the tree topology to G4. From the result, it shows 
that tree optimization can help a node to find a better parent and to 
receive data at a faster rate. 
• Case 4 and Case 5 share the same topology, G4. The only difference 
is that in Case 5, there is one tree optimization performed. From both 
settings A and B, it shows that tree optimization will only slightly 
increase the transfer time. 
The result shows that ESM performance depends on the tree topology. 
Also, the tree optimization procedure is important to ESM. As the link condi-
tions between nodes are changing all the times, the nodes and their sub-trees 
may suffer a lot. This is the justification of the necessity of the tree opti-
mization protocol for the ESM service. 
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4.3 Experiment 3 - Comparison between dif-
ferent thresholds for tree optimization op-
eration 
In this experiment, we focus on the completion time of a specify node, PCH. 
We transfer a 10MB file. The tree topology at the beginning is G3. There 
is no background traffic in the network at the beginning. 
After 2 seconds, the root starts the file transfer. PCG starts to generate 
a background traffic to PCM. The cross traffic will consume some of the 
bandwidth of link "c". This cross traffic will cause PCH to perform tree 
optimization operation and to switch to a better parent, PCj. The tree 
topology will be changed to G , afterward. We carry out the experiment 
under two settings. For setting A, the cross traffic is UDP traffic. For setting 
B, the cross traffic is TCP traffic. 
For the tree optimization operation, each node keeps track of two vari-
. .ab les . They are: 
• CUR{i) = "current transfer rate for the ith packet" 
• = “average rate for the i packet", which is calculated as: 
= (1 一 a) * AVG[i 一 1) + a * CUR(i) (4.1) 
• where AVG{0) = 0 and a = 0.1. 
Table 3 illustrates the result of Exp. 3 wherein 
• “ESM {GsY represents the completion time for transferring the file to 
PCH for tree topology G3 under no cross traffic situation. 
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A (UDP bg. traffic) B (TCP bg. traffic) 
ESM (G3) 67.08 67.08 
ESM (Gs) 52.86 ^ 
^ = 60.25 58.03 
X = 0.2 57.01 
^ = 0-3 58.48 56.81 
X = 60.85 ~~ 56.97 “ 
^ = 61.08 ^ 
1 = 0.6 62.47 ^ 
X = 61.68 ^ 
X = 0.8 196.73 ^ 
h O . 9 196.73 93.87 
X = 196.73 
Table 4.3: file transfer time for PCH (in unit of second) for Experiment 3 
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• "ESM (G5)，，represents the completion time for transferring the file to 
PCH for tree topology G^ under no cross traffic situation. 
• “X，，represents the threshold for the node, PCH, to start the tree 
optimization switching process. The switching will take place when: 
CUR{i) < (1 - X ) * AVG{i) (4.2) 
S u m m a r y for Expe r imen t 3: we observed that 
• By comparing the results for X = 0.1 to 0.5 in Table 3，it suggests 
that we should not set the value of X too low (e.g., X = 0.1). The 
reason is that if the value of X is too low, then node tries to perform 
tree optimization very often even when there is little fluctuation in 
the transfer bandwidth. The more often a node tries to switch to a 
new parent node, the longer it takes to finish the file transfer. The 
result from Table 3 also suggests that there is an optimal value for the 
activation threshold X so as to minimize the file completion time. 
4.4 Experiment 4 - NS2 Simulation 
In experiment 4, we carry out large scale simulations in NS2. The per-
formance measure that we are interested in is the completion time of file 
distribution. The size of file is 5MB. We compare our ESM architecture with 
unicast. We also investigate the performance under different network condi-
V 
tions (e.g., with or without background traffic, different number of clients in 
an ESM-tree). 
We simulate our ESM architecture with 10, 20, 30’ 40, 50, 100, 150, 200 
and 300 nodes topologies. In each topology, we partition the network into 5 
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Domain ^ Q ^ ^ 
Figure 4.2: 100-Node Topology 
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Result from NS2 - Transfer Time for 5MB file 
5000 p 1 1 , , , 
4500 • IP Unicast — 
Ideal 
ESM 
4000 • IP Unicast w/UDP . 
Ideal w/UDP 
3500 • ESM w/UDP . 
^ 3000 • 
® -
V) 
<§ 2500 • 
I • 
P 2000 • 
1500 • 
1000 • 
。:^ #j4Ji~lM|LJ|J|J^ J|_ 
Number Of Nodes in ESM Tree 
Figure 4.3: File Transfer Time (in unit of second) in NS2 
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domains. Each domain is connected to two other domains and these domains 
form a cycle. Links between domains have 1Mbps bandwidth. Links within 
each domain may have bandwidth from 3 to 100 Mbps, which are evenly 
distributed. An example of 100-node topology is shown in Figure 4.2. In 
each topology, we carry out six simulations: 
IP Unicast — In this case, NR tries to send the file to all the client nodes 
by IP Unicast at the same time. The resulting time is the average of the 
completion time (the time between NR starts the transfer and a client node 
completely receives the file) of each node. 
I — - In this case, NR tries to send the file to all the client nodes by IP 
Unicast. However, NR will send the file to the client nodes one by one. The 
resulting time is the average of the completion time of each node. 
腿 - I n this case, NR tries to send the file to all the client nodes by ESM. 
The resulting time is the average of the completion time of each node. 
IP —cast w/UDP - In this case, all settings are same as the case with "IP 
Unicast” except there are 5 Constant Bit Rate (CBR) UDP traffics. Each 
“ C B R is occupying one cross-domain link with traffic rate 0.5Mbps. 
1—1 "^/UDP - In this case, all settings are same as the case with "Ideal" 
except there are 5 CBR UDP traffics. Each CBR is occupying one cross-
domain link with traffic rate 0.5Mbps. 
ESM w/UDP - In this case, all settings are same as the case with "ESM" 
except there are 5 CBR UDP traffics. Each CBR is occupying one cross-
domain link with traffic rate 0.5Mbps. 
S u m m a r y for Exper iment 4: The results of experiment 4 are shown in 
‘ 72 
CHAPTER 4. P E R F O R M A N C E EVALUATION 73 
Figure 4.3. 
• By comparing the "IP Unicast" scheme and the "ESM" scheme in both 
with and without background traffic, we can conclude that the "ESM" 
scheme performs 画 c l i better in completion time than unicast in all 
cases. This also shows the effectiveness of the "ESM" scheme in a large 
scale network. 
• By comparing the "Ideal" scheme and the "ESM" scheme in both 
with and without background traffic, we can conclude that the "ESM" 
scheme runs slightly worse than the ideal situation in a small scale net-
work. When the scale of the network becomes large, the performance of 
the "ESM" scheme can be comparable with the "Ideal" scheme (respect 




In this section, we describe some projects that also aim at providing multicast 
services to the end systems. 
The MBone[27] was designed to handle IP multicast over the Internet. It 
is a virtual network over the current Internet. It allows multicast packets to 
pass through routers that are set up to handle unicast packets only. Tun-
ne/s, which are running on IP unicast, are used to connect router-to-router 
•、connections. The MBone uses software to encapsulate the multicast packets 
into normal unicast packet. The major problem for the end user to enjoy 
the MBone is that it requires a superuser privilege to setup a software on 
routers, but most administrators of the routers will not run this software. 
AMRoute[4] is developed to provide multicast services in mobile adhoc 
networks. Mesh of bi-directional tunnels are created continuously for pairs of 
、 group members. It uses unicast tunnels to connect different group members. 
The multicast tree is initially formed from a mesh. Some special nodes, called 
"Logical Core", initiate the mesh and tree creation. Nodes in AMRoute 
cannot switch to another parent. Instead, the protocol reforms the multicast 
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tree periodically. 
ALMIp l] is an application level infrastructure to provide multicast ser-
vices to the end system. It uses the centralized approach to maintain the 
multicast tree. Only the "session controller" handles the members joining 
and maintains the multicast tree. Members measure the distance among 
them and send this information to the "session controller". The "session 
controller" computes the multicast tree by finding a MST. Data is trans-
ferred along the multicast tree, while control messages are transferred by 
using unicast with each member. The centralized approach limits ALMI's 
scalability. 
Banana Tree Protocol(BTP)[19] is designed for a file sharing program, 
Jungle Monkey[29]. It assumes the existence of some bootstrap protocols to 
handle members joining. Nodes in BTP can change their parents. To prevent 
a partitioning of the multicast tree, BTP restricts the potential parent of a 
switching process. The potential parent of a switching process (1) must be a 
sibling of the switching node, and (2) must not attempt to switch to another 
parent. 
Naradap] is a protocol focusing on the efficiency of the overlay structure. 
The multicast tree is created from a mesh by Narada's enhance distance 
vector routing strategy. A node can join the services by a bootstrap proce-
dure. Each member stores a list of others members, and constantly probes 
the other members in the list Narada depends on this probing to maintain 
、connec t i v i t y for the mesh. When a node leaves, it must notify the other 
members to delete itself in others' list. Tree partition is detected by timeout 
("refresh" message) in Narada. 
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Yoid[17] is a protocol that aims at extending the Internet multicast ar-
chitecture. It forms both a mesh and a tree. The tree is for data distribution 
and the mesh is for fault tolerance. Nodes in Void can change their parents, 
but they must follow Void's "Coordinated Loop Avoidance Algorithm “ and 
"Emergency Loop Avoidance Algorithm". This can prevent loop formation 
in the multicast tree. The main difference in Yoid and our project is that we 
use a different tree formation and tree optimization strategies. 
Bayeux[40] is an application infrastructure for end hosts multicast. It 
bases on a routing protocol, Tapestry[39]. In Bayeux, there is a set of nodes 
(called "root") to handle the multicast tree maintenance such as tree creation, 
node joining and node leaving. Also, nodes will not change their "root" after 
they joined the service. Bayeux depends on the "Explicit Knowledge Path 
Selection” protocol to periodically update the routing tables in order to select 
a better data delivery path. 
Host Multicast[37] is a hybrid framework of IP unicast and IP multicast. 
For nodes that are capable to communicate by using IP multicast, they use 
“ I P multicast. Otherwise, they use IP unicast to communicate. For each node, 
it runs a daemon process in user space to provide end system multicast func-
tions. The bootstrap and joining procedure is systematic and hierarchical. 
Fail node is detected by timeouts ("REFRESH" message). Nodes can change 
their parents if they find a better one. To avoid loop formation, members 
will detect themselves whether they are within a loop or not (by exchange of 
、 " P A T H " message). If a loop is formed, one of the member within the loop 
will detect the loop. 
Like Narada, Scattercast[5] also takes the mesh-based approach. That 
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means, the multicast tree is formed from the mesh that is connecting those 
nodes. The cost evaluation functions of Narada and Scattercast are different. 
The main difference between Scattercast and Narada is that Scattercast will 
co-operate some proxy-like agents (called "SCX") in its structure. These 
SCXs will handle most of the multicast functions such as mesh optimization 
and node leaving. The end-system only needs to join one of the SCXs to 




We conclude the thesis by giving our contributions and possible directions of 
future works. 
6.1 Contributions 
In this thesis, we propose an architectural framework for performing an ESM 
‘• service. One advantage of ESM is that it resolves the deployment problems of 
IP multicast. To have a high ESM service performance, one has to carefully 
design various protocols so as to make this distributed service correct and 
consistent. We propose and implement the tree formation, date transfer, tree 
optimization, and node leaving protocols for the ESM service. We prove the 
correctness and properties of these procedures, for example, we can maintain 
、 a tree topology after clients joining and tree optimization process which no 
tree partition can be occurred. We carried experiments to illustrate the 
soundness and the effectiveness of the ESM service. We show that ESM can 
have a comparable performance even when compare with the ideal situation 
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for data transfer. Our work provides an architectural framework for people 
to deploy multicast service. 
6.2 Future Work 
This work can be improved in a number of ways. In here, three suggestions 
are introduced to extend this work. 
6.2.1 Large-scale Experiments 
We have evaluated our system under small-scale experiments and large-scale 
simulations. To show the effectiveness of our ESM protocol in real situation, 
large-scale experiments are needed. Our next step is to conduct large-scale 
experiments in the Internet to evaluate the actual performance of our proto-
col. 
6.2.2 Evaluation for non-reliable data transfer 
We have proposed a framework for reliable data transfer under ESM. We have 
also evaluated the performance of reliable data transfer. Due to its multicast-
ing nature, ESM may be also suitable for video/audio streaming applicaions. 
As most video/audio streaming applicaions are using non-reliable data trans-
fer, we will evaluate the performance of non-reliable data transfer under our 
ESM protocol. 
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6.2.3 Investigation of tree-optimization activation thresh-
old 
In Chapter 4 section 4.3, we observed that the tree-optimization activation 
threshold should not be set too high or too low. However, the method of 
finding optimal tree-optimization activation threshold is still unknown. The 
method of finding the optimal value will be investigated in the future. 
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