














あるn変 数の2値 論理関数fに 対 して、入力変数のうち





ついて論理 シミュレー ションを しなければな らない とす
る。この時,こ の順序回路の初期状態が0か1か 不明であ









まで は0か1の どちらかに確定 しているが,残 りの入力
x、+、,…,x。についてはフリップフロップ(FF)の 出力
がfへ の入力 となってい る。電源投入時にブリ'ップフロッ
プ の出力 が0に な るか1に な るか は不 明 なの で入 力
x。.lt…,x.については,0か1か 確定 していない値1/2
のままで論理シミュレーシ ョンを行わねばならない。
この時,次 の二つの点が問題 となる。一つは,不 確定な
入力値を含む場合の出力の値をいかに定めるかである。 も
う一つは,その時の値 をいかに効率良 く計算するかであ る。
本報告では,以 上の様な不確定な入力を含む場合の論理
関数の値の定め方 と計算方法について考察を行 う。まず第
2章で,不 確定 な入力を含 む場合の論理関数の値の定め方
について考察 し,こ れらの問題 を定式化する。計算機を用
いて論理関数の値 を計算する場合,計 算に要する時間は論
理関数の表現方法に大 きく依存する。通常,論 理関数 は加
法形式 と呼ばれる論理式で表現 されることが多いが,第3
章では,こ の加法形式 に工夫を加えることで複数の異 なっ
た計算方法を提案する。また,各 計算方法の利害得失 を論
ず る。第4章 では本手法の他の応用 どして,論 理関数の簡
単化などに良 く用い られる論理関数の各種 アルゴ リズムへ
の応用に も言及する。なお,0か1か 不明である事を表す






















図2は 〔定義1〕を図示 したものである。 重(aJ=1ほ
(a2)=o)となるような入力al〈a2)は,不確定 な入力変
数がすべて確定 した と仮定 した各々の入力パターンに対 し
て全てその出力は1(0)となるとい うことを意味 している。
f:Bn→B・…・…・(1)
を表 している。a=(ai,…,a.)を 入力 とすると,す べ
ての入力変数の値aiが確定 している時には、aはBnの一つ
の元 として表現 され,f〈a)の値は0または1になる。 とこ
ろが,不 確定な値 を有する入力が一つで もある場合には,
aはVn-Bnの一つの元 として表されることとなる。この時,
入力に1/2が含 まれていて も出力の値 はOか1に定 まる場合
もあるし,定 まらない場合 もある。よって,f(a)の値は
O,1または,1/2のいずれかをとることと考 えるのが 自然
であ り,fは3値 論理関数 とみなさなければな らない。こ
こで,あ る与えられた完全記述の2値 論理関数f((1)式)




任意に与えられた2値 論理関数(1)式 に対 して,(2)
式で表 され る3値 論理関数は一意的に定まらなければなら
ない。 これは,次 の ように定義されるのが最 も自然であろ
う。即ち,vnの元aに対 して,aに現れ る不確定な入力変数
が確定 したと仮定 したとき,つ まりaにおけるすべての1/2





または0で置 き換 えて得 られ るBnの元からなる集合をatで




2値論理関数fとvnの 元aに対 して,f(aづ を次のよ
うに定義する。
f(a.)={f(ヨピ)18'∈三a・}










こ れ はa*1(a*2)がon-set(off・set)に被 覆 さ れ る こ とに ほ か
な らな い 。 一 方,[(a3)=1/2と な る よ う な 入 力a3は,不
確 定 な入 力 変 数 が す べ て確 定 し た と仮 定 した 時,出 力 が1
に な る場 合 と0に な る場 合 の両 方 の 場 合 が あ る こ と を意 味
して い る。 こ れ はa♂ はon・setとoff・setの両 方 に ま た が っ
て 図 示 さ れ る 。



















3.デ ータ構造 と評価アル ゴリズム
3.1論理関数の表現形式について
限られた メモ リ内で不確定入力に対して定 義1に 従って
いかに高速に出力値 を計 算するかを本章で考察する。計算
機を用いて論理関数の値を計算する場合,計 算 に要する時
間は論理関数の表現方法に大 きく依存する。 また,あ る程
度規模の大 きな論理関数を取 り扱 う場合,表 現形式 によっ
ては実用的なメモ リ量で収 まらない場合 もある。従 って,
対象となる論理関数の規模 に対 してどの表現形式を選ぶか
も問題 となる。
通常,論 理関数は加法形式(論 理和形,ま たは加法標準
形とも呼ばれる)と いわれ る論理式
f=α1十…十am・・・・…(3)
によ り表現 されることが多い。 ここでai(i=1,…,m)
は積項である。加法形式にも各種表現方式があるが,本 章
では加法形式に工夫 を加えることで各種のアルゴリズムを
提案する。任意に与 えられた論理関数に対 して対応 する各
種の加法形式を求める為の手順やそれに要す る時間などに







して2ビ ットを割 り当てることで,積 項同志の各種演算 を
高速なビッ ト演算 で実現で きる とい う利点 もある1}。この
キユープの集合で加法形式の論理式を計算機内部に格納す
ることが出来る。







ここで,記 号+は 論理和,・は論理積,一 は否定 を表わ して
いる。混乱が無い限 り,論 理積の記号 ・は省略することが
ある。
3.2各計算アルゴリズム
以下 に4つ の計算アルゴ リズム(A),(B),(C),(D)
を示す
(A)定義1に 基づいた方法
最 も自然な計算方法は定義1に 従いそのまま計算 するこ
とであろう。即ち,
(1)与えられた不確定入力a∈vnに対 して,確 定 した入
力の集合ゴ∈Bnを求める。




〔例4〕 図3の 論理関数fが 例3で 示 した加法形式
f=X4十XiX2十X2×3
で 表 さ れ て い る と す る 。 入 力al=(1,1/2,1,1/2)な ら ば,
aS={(1,0,1,0)令(1、O,1,1),(1,1,1,0),(1,1,Ll)}と
な り,
f(1,0,1,0)=0十1・0十 〇 ・1=1,同 様 に
f(1,0,1,1)=f(1,1,1,0)=f(1,1,1,1)=1よ り
!(al)=1と な る 。'
同 様 に 入 力a2=(0,1/2,0,1)に 対 し て は,
a㌔={(0,0,0,1},(0,1,0,1)},
f(0,0,0介1)=f(0,1,0,1)=0よ り,
∫(a2)=0が 得 ら れ る 。




f(a3*)={0,1}よ り!(a3)=1/2と な る 。
こ の 場 合 に は,fは 任 意 の 加 法 形 式 で 表 現 さ れ て い て よ
い 。 し か し,f(a')の 計 算 は 一 般 にfの 積 項 数 に 比 例 す る









入力aにある1/2の個数をS個 とす ると∫(a)=Oまた は
ξ(a)=1の場 合 に は,2s個の確 定 した入 力 に対 して
f(a')の値を計算 しなければならない。従 って、本手法は
1/2の個数が 多 い場 合 に は計 算時 間 がか か る。一 方,
!(a)=1/2の場 合には途 中で値 を決定 で きる場合 が あ
る。つま り,f(a')=1,f(a")=0なる確定した二つの入


















iffnlthen戯um(1);{fは 恒 真 式}
ifaは確 定 入 力thenretum(evalExpr(f,a));
s:=不確 定 な 入 力 変 数 の 個 数;









3値論理関数 とみな して計算 してしまうことが考え られ
る。この場合,加 法形式に現れ る論理演算AND(・),OR(+),
及び,NOT()を3値論理演算 として どの様 に定義するか
が問題 となる。ここで これ をB-3値 論re7)の演算 とみな







0 0 0 0
1/20 1/21/2




















となる。 これは例4の 結果 と一致 している。
Fig.4Computingalgorithm(A)
なお,この手法は,aにお ける確定 した値 をfに 代入 して
得 られたaの1/2に対応す る変数のみか らなる2値 論理関





一般 に加法形式fをB-3値 論理関数 として計算する
と,次 のように残念ながら必ず しも定義1に よる3値 論理
関数fと は一致しない。即ち,一 般 に
重(a)≠fB(a)
であることがある。











この手法の場合には(A)の 手法 と異な りvnのいかなる
元aに対 しても,一 回fB(a)を計算するだけでf〈a)の値
を求めることができるという利点 を有 している。但 し,素
項展開には多 くの積項が現れるため変数が多い場合には論
理関数 を表現 するためのメモ リ量の点で実用的で な くな
る。(A)の手法 と同様,fB(a)=1の場合には途中の積項
で計算を打ち切ることがで きる場合があるので,文 字数の
少ない積項の順 に並べてお くと計算時間 を短縮で きる可能
性が高い。本評価法のアルゴ リズムを図5に 示す。
〔定 理1〕 ηf=at+…+輪 がfの す べ て の 素 項 の 和 な ら




が成 立 す る。





的ではなくなって くる。そ こで,こ れに改良 を加えたのが
以下の手法である。 これは次のB-3値 論理の性質 に基づ
いている。
〔定 理2〕 ηf=a、+…+amを 任 意 の 加 法 形 式 とす る。
vnの 任 意 の 元aに 対 して
f(a')={0}ifffB(a)=0,
f(a●)={1}ifffB(a)=1,
が 成 立 す る 。
〔例7〕 図3の 論理関数fに 対する素項展開は
fニX,十XiX2十X2×3十XiX3





















定理2に よりfをB-3値 論理関数fBと して計算 し,
もしfB(a)=1(0)ならば 重(a)=1(0)であることがわ
か る。一 方,fB(a)==1/2のと き に は,∫(a)=1/2か
∫(a)=1のどちらかである。よって,fの加法形式 ととも





0となる。 よって,以 下のアルゴリズムを得 る。
(1)fをB-3値 論 理 関 数 とし て 評 価 しfB(a)を 求 め
る。
(2)fB(a)=1(0)な らばt(a)=1(0).
(3)fB(a)=1/2な らばfB(a)を 求 め る。
(4)fB(a)=0な ら ばf(a)=1
そ れ 以 外 はf(a)=1/2.
〔例8〕 例2に お い て
f=X4十XiX2十X2×3
f=X2×3X,十XiX2×4
と してfとfの 加 法 形 式 が 与 え られ て い た と す る と,例6
で 正 し く求 ま ら な か っ た 入 力al=(1,1/2.1.1/2)に対 して









この手法では,fお よびfは 任意の加法形式で与 えられ
ていてよい。ただ し,fB{a)およびfB(a)の 計算は積
項数にほぼ比例するので,な るべ く簡単化 された加法形式
をもちいるのがよい。本手法の利点 はいかなる入力aに対
して も高々2回 論理式 を計算すればよいことである。欠点
としては肯定 とともにその否定 を表す加法形式 も求める手
数が必要であることとそれ を格納するためのメモリが必要
なことである。
本評価法で も途中の積項 までで値が決定 され計算を打ち





とで表わされている とする。 ここで エ(a)=1/2の時 は,上
記アルゴリズムでは,ま ず,fB(a)を計算する。っまり,
P個のすべてについてai(a)(1≦i≦P)を 計算 し,次
にfB(a)の計算に移 り,あ る 」番目(1≦j≦q)の 積項
でβ(a}=1/2とな って,!(a)==1/2が求まる。つまり,1
番 目の積項に対 してPi(a)=1/2となれば,全 体でP+玉 個
の積項を、最後の積項 に対 してA(a)=1/2となれば、全体
でP+q個 の積項 を扱 うことになる。 これは,更 に少ない
積項数で値 を判定することができる。 つまり,αi(a)をi
を1か らPま で計算 してい く途中でαi(a)=1/2になった
時点で,fB(a)≠0がわか るので,す ぐfB〈a)の計算 に移






ために,従 来のアル ゴリズムではk個 の積項 を扱 うだけで
よかった ものが,否 定の論理式の方の計算 もしな くてはな
らない場合 も存在する。 しかし,3.3(1)で 述べたよう




1論理 式fは 任 意 の加法 形式f=α1+…+abと ・
その否定fも 任 意 の加法 形式f=βi+…+βqで

























fを分離加法形式8}と呼 ばれる特殊 な加法形式 で表現す







































〔例11〕 図3の 論 理 関 数 を 表 す の に例9で 示 し た 分 離 加 法
形 式f=x4+XIx2x4+x2x3x4を 用 い る。
入 力al=(1,1/2,1,1/2)ならば,aハ に対 応 す る積 項 は,









11αai11=ilcr。,・fllより,∫(al)=1が 求 ま る 。








よ っ て,!(a2)=0が 得 ら れ る 。








1α。311≠llα。3・fll≠0よ り!(a3)=1/2を 得 る 。
Ptg.70n-setexpressedasadisjointdisjunctiveform






数11aa・fn=Σllaa・ α・llを求 め る 。
i=1
(3)(2)で計算 した式の値が0な らばf(a)=0,(1)













1論理式fは 分 離加 法形 式f=α1+・ ◆・+amで与 えら







入 力aに 対応 す る積 項 を α.とす る;









































とす る。 こ こで,W,十We=2n。 ま た,W。=2s(集 合 が
の 要 素 の個 数)と お く。
f(a)=1と な る 確 率P,は,a*の 要 素a'が全 てon-set内に
あ る確 率 だ か ら(2n個 中 か らW、 個 取 り出 す 取 り出 し方 の
総 数 は,2"CWa通 り。こ の 中 でon・setの中 か らだ けW。 個 取








①n・setとoff・setの割合が均衡 して いる上記 の例の様 な









式)で 表現 されているとき,定 義に基づき計算する手法 と
与えられた論理式 に手 を加えることで さらに3っ の手法を
述べた。一般 に組合せ回路の機能記述に論理式が用いられ
るので,本 稿で提案 した手法 はそのような場合に使いやす













法 表現形式 手法の基礎 0 1 1/2


































ばれる論理式3)で表わ した ときの積項数は,変数nの増加 に
対して2nで増加する。最簡,も しくは,準最簡 な論理式3)で
表現した ときも,そ の積項数はほぼ2nに比例 する3)。従 っ
て,ア ルゴリズム(A)では,表2よ り出力値 を決定するまで
に調べなければならない積項数は,変 数nの増加 に対 して





個,最 大r個 で決定できるので1～rと 表わす。ωの場合
と異なり,不 確定な変数の個数Sと 調べなければいけない
積項の数 とは無関係 であ る。
次に変数nの増加 に対 しての計算時間の増加 について考
える。 このアルゴリズムでは全 ての素項か らなる論理式が
必要 となる。n変数論理関数の中にはその素項の個数が3n







ての素項やすべての最小項 を必要 とする論理式を取 り扱 う
アルゴリズムは,記 憶容量の点で実用的でないといわれて
いる。従 って,こ のアルゴリズムは計算時間の点で も記憶
容量の点からも実用的ではない。
◎ もθ と同様,任意の加法形式で表現 されていて良いが,
記憶容量の点 と計算時間の点からなるべ く簡単な(積 項数
の少 ない)論 理式が望ましい。短所 としては,こ の手法は
否定の論理式 も必要 とするので,与 え られた論理式か ら否
定の論理を求めてお く必要があることと,記憶容量の点で
はθの約2倍 必要であることである。長所 は,い かなる入
力に対してもたかだか論理式を2回(p+q個 の積項を)調
べるだけで良いことである。 このアルゴ リズムでは,計 算
時間 は積 項 数 に比例 す るの で計 算 時 間 もnに 対 して
O(2n)で増加する。
倒は,分 離加法形式で表現されていなければならない。
記憶容量の点 と計算時間の点か らなるべ く簡単な(積 項数
の少ない)分 離加法形式の論理式が望 ましい。短所 として
は,与 えられた論理式から分離加法形式を得ておく必要が
あることである。長所 としては,入 力aにおける1/2の個数
にはほとんど依存 しないことである。 これは,論 理式 を1
回調べるだけで計算できるからで,他 の手法 に比べ高速に
計算できる。計算時間は積項数 に比例 するので計算時間 も
0(2n)で増加する。また,積 項数mは,m≧pで あるが,
実用的な回路規模の論理式を対象 とするな らこれは とりた
てて欠点である というほどの ことはない。
以上 をまとめると,実際のサ イズの問題に対 して上記の
手法 を用いるときは以下のようになる。





れているような特殊 な場合以外 は,実 際の問題に対 しては
(B)の手法は用いないほうが良い。





のon・setを求め,そ れ らの合計を とる という余計な手数が
ある。また,(C)の手法は 重(a):・1,1/2の時 は途中の積項で
値を決定できる可能性が高い。従 って,ソ フ トウェアの実
現の仕方に もよるが,(C)の方が(D)より速い場合があると思
われ る。(B)の手法は前述の ように入力変数nの増加 に対 し
て積項数が,0(3n/n)で増加する論理関数 も存在する。
計算時間 もそれにつれて増加す るので,計 算時間の点から
も実用的とはいえない。




例について計算 を行った ときに扱わなければな らない積項
数を表3に 示す。但 し,積 項は論理式に出現する順(左 が








(A} 6 7 7
(B) 4 4 4
(C) 3 3 3
(D) 3 3 3
4.応 用











Array)を用 いて組合せ回路 を実現す ることが多い。 この
PLAの占めるチップ面積の縮小は,実現すべき論理関数の
加法形式 による表現の簡単化に対応 している。大規模 な論
理式の簡単化アルゴリズムには,積 項 が拡大可能か否 かの
判定,必 須項の判定,論 理関数の等価性の判定,論 理関数
の恒真性の判定 などが重要な操 作 となる1,'"e)。これ らの操
作の基本は,全 て,加 法形式で表現 された論理関数f=
αt+・‥+amOi対してfあ る積項αがfに 包含され るか否
か,す なわち,
f≧a














計算アルゴリズムを提案 し,その利害得失 について論 じた。
更に,論 理シミュレータ及び論理関数の操作アルゴリズム
に本手法が適用できることを述べた。
残された問題 は,今 後,こ れらの手法 を実際のCADア










て,ま た,二 分決定木 をハー ドウェア化すること
で,高 速に値を求める方法について,
の上記2点 については稿 を改めて報告す る予定である。
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