The problem treated consists in obtaining the unknown creep or relaxation master curves from experimental dynamic viscoelastic functions obtained on a DMTA analyser. In the present work, a general discrete model, the generalised Kelvin model or the generalised Maxwell model, is used to fit the complex compliance or the complex modulus, respectively. A linear regression technique is applied to the measured data in an iterative calculation, varying the relaxation or the retardation times to obtain the minimum of the relative error. For a physical meaning, the admissible solutions do not include negative relaxation or retardation times. The method may be used to obtain an approximation of the discrete relaxation or retardation spectra from dynamic experimental data. The error within this procedure is discussed.
INTRODUCTION
When characterising the mechanical properties of polymeric materials on a DMTA analyser, we obtain the complex modulus E* as a function of angular frequency w. In order to characterise the viscoelastic material behaviour in a very broad range of frequencies (or times), it is necessary to combine measurements at several temperatures applying the time-temperature superposition principle (TTSP). According to this principle, a given property measured for short times at a higher temperature must be the same as that obtained for longer times at a lower temperature, except that the curves are shifted parallel to the horizontal axis, matching a master curve. Povolo III demonstrated that if the curves that describe the time or frequency dependence of the mechanical properties at different temperatures obey the time-temperature; superposition, then the corresponding individual distribution functions can also be matched to form a master spectrum. These superposition properties of spectra will be used in this paper.
The discussions are based on a linear viscoelastic material behaviour having a positive relaxation or retardation spectrum The exact formal relationships between the various viscoelastic functions are conveniently expressed using Fourier or Laplace integral transforms. The complex relaxation modulus is given by 
where F 1 represents the inverse Fourier transform Then G (t) = Go + [ F- 1 [G* (ω) -G 0 ] dr ( 
3) Jo
The approximation of the kernels requires the computation of various derivatives of the experimental data, Vol. 7, No. 3, 1998 Creep and this limits the order of the approximation that may be used. In practice the calculation of the integral transforms, which have to be evaluated over an infinite time or frequency regime extending from zero to infinity, often fails due to the lack of information about the measured function.
Much work has been done to develop simple numeric formulae for the interconversions that do not involve any integration of the function measured. If both dynamic components are known, the transient function can be calculated by the method of Ninomiya and Ferry 111. Schwarz 13/ published a set of errorbound approximations for the interconversion of viscoelastic material functions, which are Jbased on approximation of the kernel functions in the spectral representation of the mechanical properties.
More recently Gibson /4/ proposed the use of frequency domain vibration test data to obtain timedependent creep and relaxation properties of polymeric composite materials. The Fast Fourier Transform (FFT) algorithm and numerical integration were employed to solve Eq. 3.
Mailler et al. 151 used a fractional model, the Zener biparabolic model, to represent the master curves of the dynamic modulus. The relaxation modulus was obtained with approximate inversion methods.
The spectra provide useful information about the polymer properties, provided the viscoelastic functions are measured over many decades. A spectrum is a material function, independent of the way of excitation. Once the spectrum and viscoelastic constants are known, it is possible, in theory, to generate the response to any desired type of excitation The spectrum is not accessible by direct experiment 161, but it is often possible to calculate it exactly from a mathematical model of a response. The determination of spectra involves the inversion of a Fredholm integral equation of the first kind Because this is an ill-posed problem II I, for each set of experimental data a large number of different spectra can be found, each of them describing the data with the same accuracy.
To overcome these difficulties, several authors proposed special methods to determine the spectra from an experimentally obtained function Most of the methods published in the 1950s and 1960s were set up to yield continuous spectra. Extensive discussions of the means available to obtain approximations to the con- The most convenient algorithm for determining discrete spectra, equally spaced on the logt axis, is probably the algorithm of Emri and Tschoegl /6,10,11/. This algorithm scans the data trough "windows" over a span of two logarithmic decades. This "windowing" circumvents the ill-posed problem inherent in solving the Fredholm integral equations of the first kind, when an attempt is made to use the entire data. More recently Kaschta and Schwarzl /12,13/ proposed a new method for the calculation of discrete retardation spectra from creep or recovery data. A linear regression technique was applied to the measured data in the iterative calculation of a spectrum with logarithmic equidistant spacing of retardation times. Because the number of retardation times was limited, the ill-posed problem was avoided.
In the following, a new method is presented and applied to simulated dynamic data to obtain the creep or relaxation master curves. Comparisons with exact responses are then used to illustrate the applicability of the method.
THEORETICAL BASIS
The retardation time spectrum and the relaxation time spectrum are mathematical descriptions of the material's macroscopic behaviour and do not have a simple interpretation in molecular terms. The retardation time spectrum is a quantitative description of creep and forms a link with the original mathematical descriptions of linear viscoelastic theory with the Boltzmann integrals. The creep compliance J(t) can be calculated from the non-negative retardation time spectrum Ζ,(τ) by the equation
where J 0 is the instantaneous elastic compliance. Similar relationships hold between the real and imaginary parts of the complex compliance J', J" and the retardation time spectrum Ζ,(τ). The dynamic behaviour under prescribed sinusoidal stress can be calculated as
The experimental functions can be described with the same precision by a discrete retardation spectrum The retardation functions given by equations 4 through 6 can be expressed in terms of discrete spectral distributions as
where the sets {J h r*}, for k = 1, 2, N, represent the discrete distribution of retardation times. For physical reasons the retardation spectrum and all the constants {•4 r*}should be non-negative. The equations involving the logarithmic relaxation spectrum, H(r), or the discrete relaxation spectra, {G k , r*}, are quite similar.
ALGORITHM
We have a set of Μ pairs of measured data points (φί>Φί),(φ^φί) ,···» (<Pw><Pw) of a complex function φ*, in our case the complex compliance, at the observation points of frequencies f\ t f 2 fu
for m = 1,2 Μ and with w m = 2nf m . The problem to be solved is how to determine the 2N + 1 unknown parameters which fit the experimental response best. The number of retardation times, N, is an open choice; in this case it was chosen to be smaller than the number of measuring points, 2M.
The experimental frequency window we are interested in is small enough to avoid the ill-posed problem. In most cases the dynamic data are measured at frequencies in the range 0.01 to 30 Hz or in the range 0.1 to 50 Hz.
In theory both Eqs. 10 and 11, independently, should give the same results represented by the sets {JK> x k)K=\,i Ν· However, since J\M>) and J'Xw) contain different experimental errors, they cannot give exactly the same solutions. Due to these unavoidable differences we decided to combine both equations to determine the unknown parameters.
The first method published to solve this kind of problem was the collocation method, which was suggested by Schapery /14/. This method linearizes the problem by prescribing those parameters that make the problem non-linear, in this case the {t t } t=li2> . , N parameters. The remaining parameters, J 0 and {J t } t=12 are determined by a linear system of equations, where the number of data points is the same as the number of unknown parameters. Therefore, all data points used are exactly reproduced by the theoretical curve. The main problem of the collocation method is that it only works successfully if the spacing of the collocation points is neither too large nor too close, otherwise negative parameters are obtained. The result of the collocation method naturally depends on the choice of the number of data points, their location and the prescribed parameters {τ 4 ) Ηι2 N .
The method proposed by Kaschta and Schwand /12J is an iterative multidata method. As they refer, the multidata method uses all Μ data points available to determine the Ν + 1 parameters, Jo and {/*}t = i,2,....w· The system is overdetermined and the problem is solved in the least square sense. The present algorithm does not expect any type of distribution of the measuring frequencies, so they could be logarithmic equidistant or distributed in an irregular manner on the logarithmic frequency axis. The retardation times, {τ*} 4=12 N ·, are prescribed as logarithmic equidistant:
In the measurements taken, it is the relative experimental error, which is approximately independent of the frequency, that takes into account the order of the magnitude of the compliance measured. This effectively equalises the influence of the errors associated with all data points within the frequency window. Therefore we adopted the following parameter for the quality of the description of the data:
where {$,φ')·. =]2 Μ represent the sets of measured dynamic compliance data Minimising the sum of squares of the relative errors Ψ, concerning the set of parameters to be determined, J 0 and {/* } t=) 2i . iA r·, yields a set of linear equations for the calculations of those parameters as
This leads to the following linear system of equations written in matrix form as The set of parameters is calculated using the equation (16) under the condition expressed in Eq. 18. Afterwards, the b value is substituted by a slightly larger value as b-+b + e h (19) with a small St value and the process is repeated, until a set of positive parameters J 0 and minimises the value of Ψ, is found. These sets are used as the optimum description of the dynamic data. As Kaschta and SchwarzI /12/ reported, there is a window, on the time axis for τ\ for each value of a, which yields only positive retardation parameters.
The method is illustrated in Fig. 1 , where the course minimum of the sum of squares of relative errors, Ψ, and the corresponding first retardation time are shown as a function of the logarithmic distance, a, between the retardation times to calculate dynamic compliances from the simulated curves presented in Table 1 (derived from the case defined later in Eq. 20). As one can see in Fig. 1 , the optimum solution depends on the constants a 1.E-01
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TESTS
We tested the algorithm for a wave-like spectrum previously studied by Swanson and reported by Thigpen 111 in his investigations. The logarithmic retardation spectra adopted was
L (r) -[1 -e -(io-D]
• Η {τ-1)
with J 0 = 0.147 GPa 1 being t in seconds. This spectrum simulates the quartz monzonite spectra at 1003and 180 MP a confining pressure. The dynamic compliances, J' and J", calculated by numerical integration of Eqs. 5 and 6, for the spectra given by Eq. 20, are presented in Table 1 . The frequencies were chosen to be coincident with the frequencies used for the measurements on a DMTA analyser. Only these points, Μ = 7, were used in order to determine the optimum solution of Eqs. 8 and 9 represented by J 0 and the sets J 0 and , τ* } λ=12 N -. Figures 2 and 3 show the discrete spectra and creep compliance as calculated from the dynamic data, presented in Table 1 , with a = 2.5 and Ν = 5, together with the exact functions. Both normalised discrete spectra, given by {r*, Λ/1η(α)}, and the exact spectrum, given by Eq. 20, coincide very well on the scale of Fig. 2. In Fig. 3 one cannot see significant differences between the calculated values and the exact ones for the creep compliance, originating relative errors lower than 0.5%.
The calculations presented previously have been performed with simulated error-free data. To test the
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Dynamic Viscoelastic Funtion algorithm with noisy data, like those which are extracted from the experiments, we imposed some random noise on the dynamic data shown in Table 1 . This was done by multiplying the exact values with the (1 + 9 • rand (/') factor, where 9 is a measure of the relative experimental error and rand(i) is a random number between -1 and +1.
In Fig. 4 , the course minimum of the sum of squares of relative errors, Ψ, and the corresponding first retardation time are shown as function of the logarithmic distance, a, between the retardation times for the calculation of dynamic compliances with 10% noise. As can be seen in Fig. 4 , the optimum solution for the ± 10% noise data is "less" dependent on a and presents an enlarged window for positive parameters in comparison with the error-free data case. According to TTSP, the viscoelastic response at a higher temperature is equivalent to that of a lower temperature but for a longer time duration. Therefore, by translation of the small curves measured at different temperatures along a logarithmic time axis, a large master curve can then be constructed at a reference temperature To. The curve of each temperature is shifted an amount of log(a T ). For both simulated cases, the a T - The numerical procedure is as follows. At each temperature, the dynamic data are transformed by the algorithm into the time domain. The data are then shifted for each temperature to a reference temperature T 0 (30°C in this case) by using the time-temperature superposition principle (TTSP) to build up the master creep compliance curve. The curve of teach temperature Tj is shifted by an amount of Iog(a T ) as
1.E-01
N=5
The parameter a T is the temperature-time scale factor. Povolo III demonstrated that if the curves that describe the time or frequency dependence of the mechanism properties at different temperatures obey the TTSP, then, the corresponding individual distribution functions can also be matched to form a master spectrum, and vice versa. So for each point of the discrete spectrum at temperature 7}, we can then apply the following transformation to form the master retardation spectrum at the reference temperature To For the simulated dynamic data, consequently error-free data, we concluded that a = 10 and Ν = 5 lead to the best results and therefore these values were adopted for all subsequent calculations.
In Figure 7 the calculated spectra for the multi-step spectrum are given, and in Fig 8 the calculated ance (approx.) is plotted against the exact function (exact) along with the relative error. Regions of constant value in the spectrum are reproduced very well, and the jumps in the multi-step spectrum are reasonably reproduced. As shown in Fig. 8 the approximation of the creep compliance shows a relative error lower than 4.0%. In Figure 9 the calculated values for the spectrum of Eq. 22 are shown, and in Fig. 10 the calculated creep compliance (approx.) is plotted against the exact function (exact) with the relative error. The discrete spectra and the exact spectrum coincide very well on the logarithmic scale of Fig. 9 . As shown in Fig. 10 , the approximation of the creep compliance exhibits a relative error lower than 4.0%. We will demonstrate that the method still works with noisy data for these cases. As in the first test we impose some random noise on the dynamic data by multiplying the exact values by a factor of (1+
d-rand(i)).
In Figs. 11 and 12 the calculated creep compliance (approx.) is plotted against the exact function (exact) along with the relative error for both cases. It can easily be seen that the calculated curves maintain the shape of the exact curves but are shifted along the time axis. This shifting is the result of cumulative errors in calculation of the temperature-time scale factors due to the random noise. The relative errors depend on the deviation and on the curve's slope and, therefore, for the same amount of deviation, the relative errors increase with the increase in the curve's slope. As for the activation energy of the Arrhenius equation, the present method 1. EH32
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1. E-03 1. E+01 1. E+05 1. E+09 1.E+13 1. E+17   Fig. 11 : Double-logarithmic plot of the approximated creep compliance for a = 10 and for ±10% noise dynamic data (3 = 0.1) vs exact creep compliance as calculated from the spectrum given by Eq. 21.
E+02 . J(t); GPa
1. E+00 . exact approx.
1.E-03 1. E+01 1. E+05 1. EKI9 1.E+13 1. E+17 Fig. 12 : Double-logarithmic plot of the approximated creep compliance for a -10 and for ±10% noise dynamic data (9 = 0.1) vs exact creep compliance as calculated from the spectrum given by Eq. 22.
calculates those parameters with a relative error lower than 7.5%
CONCLUSIONS
We have presented an easy-to-use algorithm in order to construct the master creep compliance curves from the experimental dynamic viscoelastic functions obtained on a DMTA analyser. The method can also be used to obtain an approximation of the discrete retardation spectra.
From error-free data we found that the calculated master creep compliance curve nearly coincides with the exact one. As for the retardation spectrum, we con-elude that, for regions where the retardation spectrum is either constant or obeys a power law behaviour, these are reproduced quite well by the algorithm. Regions of steep changes in the spectrum are still reasonably reproduced, although it tends to scatter near high jumps in the logarithmic scale. Noisy data do not significantly affect the performance of the algorithm presented here, since it acts as a smoothing tool.
