Triangularized Orthogonalization-free Method for Solving Extreme
  Eigenvalue Problems by Gao, Weiguo et al.
ar
X
iv
:2
00
5.
12
16
1v
1 
 [m
ath
.N
A]
  2
5 M
ay
 20
20
Triangularized Orthogonalization-free Method for Solving Extreme
Eigenvalue Problems
Weiguo Gao : ; §, Yingzhou Li 7, Bichen Lu § :
: School of Mathematical Sciences, Fudan University
; School of Data Science, Fudan University
§ Shanghai Center for Mathematical Sciences
7 Department of Mathematics, Duke University
May 26, 2020
Abstract
A novel orthogonalization-free method together with two specific algorithms are proposed
to solve extreme eigenvalue problems. On top of gradient-based algorithms, the proposed al-
gorithms modify the multi-column gradient such that earlier columns are decoupled from later
ones. Global convergence to eigenvectors instead of eigenspace is guaranteed almost surely.
Locally, algorithms converge linearly with convergence rate depending on eigengaps. Momen-
tum acceleration, exact linesearch, and column locking are incorporated to further accelerate
both algorithms and reduce their computational costs. We demonstrate the efficiency of both
algorithms on several random matrices with different spectrum distribution and matrices from
practice.
Keywords. eigenvalue problem; orthogonalization-free; iterative eigensolver; full configuration
interaction;
1 Introduction
This paper proposes a novel triangularized orthogonalization-free method (TriOFM) for solving
extreme eigenvalue problems. Given a symmetric matrix A, the extreme eigenvalue problem is
defined as,
AX “ XΛ, (1)
where A P Rnˆn, AJ “ A, Λ P Rpˆp is a diagonal matrix with A’s smallest (largest) p eigenvalues
being its diagonal entries in ascending (descending) order, and the columns ofX are the correspond-
ing eigenvectors. The proposed methods are targeting some specific applications in computational
physics and computational chemistry, in which areas smallest eigenpairs are desired as the ground-
state and low-lying excited-states. Hence, in the following, we describe and analyze methods for
smallest p eigenpairs. All eigensolvers in this paper can be applied to a linearly transformed A to
obtain either its smallest or its largest p eigenpairs.
∗Authors are listed in alphabetical order.
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Solving extreme eigenvalue problem is the fundamental computational step in a wide range
of applications, including but not limited to principle component analysis, dimension reductions,
electronic structure calculation, quantum many-body problems, etc. In this paper, we specifically
concern extreme eigenvalue problems with two properties:
(i) Orthogonalization of X is not permitted;
(ii) Eigenvectors are sparse vectors.
At least two important applications, linear scaling density functional theory (DFT) [24] and full
configuration interaction (FCI) [13] for low-lying excited states from electronic structure calculation,
admit these two properties. In DFT with spacial local basis sets, the eigenvectors are sparse in
general, which are also known as Wannier functions [3, 27]. Hence, the second property holds in
linear scaling DFT. Regarding the first property, since the number of desired eigenpairs is on the
same order as the problem size in DFT, any orthogonalization on X would make the computational
complexity go beyond linear scaling. Hence the first property is needed in the algorithm design.
FCI for low-lying excited states is very different from DFT problems. In FCI, p is usually a small
constant, e.g., p “ 10. However, the size of the matrix n grows factorially as the number of
electrons and orbitals in the system increases. Luckily, the eigenvectors of the low-lying excited
states are extremely sparse, which makes the problem tackleable. Coordinate descent algorithm is
applied to the FCI problem to reveal the sparse pattern efficiently [29]. Orthogonalization of X,
however, is incompatible with the coordinate descent algorithm. Hence it is not permitted. For
both applications, the sparsity of the eigenvectors is the key feature to preserve. For algorithms
converging to the eigenspace instead of eigenvectors directly would destroy the sparsity and are not
favored by these applications. Hence, we need an orthogonalization-free method that converges to
eigenvectors directly.
1.1 Related Work
For linear eigenvalue problems as (1), there are many classical eigensolvers from textbooks of numer-
ical linear algebra. Readers are referred to [11] for references. In electronic structure calculation,
variants of classical eigensolvers, like Davidson [7], locally optimal block preconditioned conju-
gate gradient method (LOBPCG) [14], projected preconditioned conjugate gradient (PPCG) [28],
Chebyshev filtering [1, 35], pole expansion [20, 26], are widely used in the self consistent field itera-
tion in DFT. All these methods are related to Krylov subspace methods to certain degree. A recent
software ELSI [33, 32] provides an interface to many of these eigensolvers for DFT calculation.
Besides Krylov subspace methods, another family of methods view the eigenvalue problem as a
constrained optimization problem and solve it using either first-order or second-order optimization
methods [6, 9, 12, 31, 34]. These methods usually targeting more general objective functions with
orthonormal constraint. But the linear eigenvalue problem is always one of their potential appli-
cations. Since the feasible domain of the orthonormality constraint is known as Stiefel manifold,
these methods are also known as manifold optimization methods. They take either Euclidean gra-
dient or Riemannian gradient step with certain strategies in calculating the stepsize. A retraction
or projection step is needed to maintain the feasibility of the iterator X. Recently, in order to
enhance the parallelizability, the retraction step is avoided through either augmented Lagrangian
method [10, 30] or extend gradient [5].
Linear eigenvalue problems can also be written as an unconstrained optimization problem. The
most well-known one is minimizing the Rayleigh quotient, which can be extended to multicolumn
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case as well. Another two unconstrained objective functions are
min
XPRnˆp
∥
∥A`XXJ∥∥2
F
, (Obj1)
and
min
XPRnˆp
tr
`p2I ´XJXqXJAX˘ , (Obj2)
where ‖¨‖
F
denotes the Frobenius norm and tr p¨q denotes the trace operation. They are processors
of the TriOFM proposed in this paper. (Obj1) has been adopted to address the extreme eigenvalue
problems arsing from several areas [16, 19, 21], including FCI [29, 18]. (Obj2) is widely known in
the orbital minimization method (OMM) [4, 22, 23, 25, 24], which is popular in the area of (linear
scaling) DFT. More details about (Obj1) and (Obj2) are deferred to Section 2.
For all methods afore mentioned in this section, some of them are orthogonalization-free, and
some of them converge to eigenvectors directly. But none of them holds two properties simultane-
ously.
1.2 Contribution
In this paper, a novel iterative framework, named triangularized orthogonalization-free method (Tri-
OFM), is proposed, which has orthogonalization-free property and converges to eigenvectors di-
rectly. The framework is inspired by the unconstrained optimization methods while the updating
direction is no longer a gradient of any energy functional. Instead of viewing the iterative frame-
work as an optimization method, it is more proper to view it as a discrete dynamical system or
discrete time flow in a vector field. Under the novel iterative framework, locking technique can be
activated, which is of important practical usage but not available in other orthogonalization-free
methods. Two iterative schemes are proposed under TriOFM framework for (Obj1) and (Obj2),
namely TriOFM-(Obj1) and TriOFM-(Obj2).
The convergence analysis of TriOFM-(Obj1) is carried out in detail. The global convergence is
proved without convergence rate. And the key in the global convergence proof, not surprisingly,
is the stable manifold theorem. Then we also provide local convergence analysis with convergence
rate, where the rate is carried out through a careful analysis on the accumulated error term. All
these analyses are carried over to TriOFM-(Obj2) without detailed proof.
After the analysis, we propose a few algorithmic strategies to further accelerate the convergence
and reduce the computational cost. Conjugate gradient direction and a few line search strategies
are suggested to accelerate both iterative schemes. Locking technique is incorporated to reduce the
computational cost.
Numerical examples are provided to demonstrate the effectiveness of the novel framework. All
suggested algorithmic strategies are first tested on randomly generated matrices and then applied
to practical examples, one from DFT and another one from FCI. In both practical examples,
we observe that the proposed framework achieves both the orthogonalization-free and converg-
ing to eigenvectors properties while not losing much efficiency comparing with their original ver-
sions (gradient-based versions).
1.3 Organization
Section 2 provides detail introductions to both (Obj1) and (Obj2) with an analysis on the energy
landscape of the multicolumn case. Section 3 introduces the novel iterative framework and its two
iterative schemes in detail. The global and local convergence analysis are carried out in Section 4 and
Section 5 respectively. Algorithmic strategies are suggested in Section 6. In Section 7, all iterative
3
schemes and algorithmic strategies are numerically tested on random matrices and matrices from
practice. Finally, Section 8 concludes the paper with discussion on future directions.
2 Preliminary
We introduce optimization based eigensolvers using (Obj1) and (Obj2) in detail in this section.
These eigensolvers are closely related to our proposed methods. Notations used throughout the
paper is summarized in Table 1, which would be used without further explanation.
Notation Explanation
n The size of the matrix.
p The number of desired eigenpairs.
q The number of negative eigenvalues of the matrix.
A The n-by-n symmetric matrix.
Λ A diagonal matrix with diagonal entries being eigenvalues of A in
increasing ordering.
λi The i-th smallest eigenvalue of A.
Λi The first i-by-i principal submatrix of Λ.
U The orthogonal matrix denoting the eigenvectors of A.
ui The eigenvector of A corresponding to λi.
Ui The first i columns of U .
ρ The two norm of A, i.e., ρ “ ‖A‖
2
.
Xptq An n-by-p matrix denoting the vectors at t-th iteration.
x
ptq
i The i-th column of X
ptq.
X
ptq
i The first i columns of X
ptq, i.e.Xptqi “
´
x
ptq
1
x
ptq
2
¨ ¨ ¨ xptqi
¯
.
fpXq The objective function of X, either (Obj1) or (Obj2).
f1pXq, f2pXq The objective function of (Obj1) and (Obj2) respectively.
∇fpXq The gradient of fpXq.
∇f1pXq,∇f2pXq The gradient of f1pXq, f2pXq.
α The stepsize used in optimization algorithms.
ei The i-th standard basis, i.e., a vector of length n with one on the i-th
entry and zero elsewhere.
Table 1: Notations used throughout the paper.
As mentioned in Section 1, there have already been many well-known methods for solving linear
symmetric eigenvalue problems, including the traditional ones like power method, QR iteration,
Lanczos, etc. All these methods can be viewed as solvers for the constrained optimization problem,
min
XPRnˆp
XJX“I
tr
`
XJAX
˘
. (2)
Hence a projection back onto the constraint space is needed after each iteration or after a few
iterations. Such a projection is necessary to guarantee that different columns of X convergence to
different eigenvectors, but is difficult to parallelize efficiently. Unconstrained optimization based
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eigensolvers, in contrast to those traditional ones, require matrix-matrix product without projec-
tion. Hence the parallel communication cost is significantly reduced and the parallel efficiency is
preserved, which is plausible for solving large problems on massive parallel environment.
The most well-known unconstrained optimization based eigensolver for a single eigenpair is to
minimize the Rayleigh quotient, whose multicolumn extension is
min
XPRnˆp
rpXq “ tr
´`
XJX
˘´1
XJAX
¯
. (3)
The minimizer of (3) is any point in the eigenspace spanned by tu1, u2, . . . , upu. However, if we
minimize (3) with gradient based optimization methods, the gradient at each iteration requires solv-
ing a matrix inverse pXJXq´1, which is computation-wise expensive and lacks parallel efficiency.
(Obj1) and (Obj2) are two unconstrained optimization problems for multicolumn symmetric eigen-
value problems. More importantly, the gradient based iteration for both objective functions are
inverse-free and projection-free.
2.1 Objective Function One
The intuition behind (Obj1) is simple. Since A is symmetric and we aim to compute the smallest
negative eigenpairs, A ` XXJ is the residual of the symmetric low-rank approximation. Hence,
(Obj1) minimizes the Frobenius norm square of the residual. (Obj1) has an equivalent trace form
similar to (Obj1), i.e.,
min
XPRnˆp
∥
∥A`XXJ∥∥2
F
ô min
XPRnˆp
tr
`
2XJAX `XJXXJX˘ . (4)
With an extra penalty parameter, (Obj1) is also equivalent to a trace-penalty minimization model [21].
The gradient of (Obj1) using the trace form can be derived as
∇f1pXq “ 4AX ` 4XXJX. (5)
In both [19, 21], the energy landscape of (Obj1) has been analyzed using the properties of its
gradient and Hessian. (Obj1) does not have any spurious local minimum. We summarize energy
landscape analysis related theorems in [19, 21] as follows.
Theorem 2.1. Assume that A has q negative eigenpairs with q ě p. All stationary points of
(Obj1) are of form X “ Uq
a´ΛqPSQ and all local minima are of form X “ Upa´ΛpQ, where?¨ is applied entry-wise, P P Rqˆp is the first p columns of an arbitrary q-by-q permutation matrix,
S P Rpˆp is a diagonal matrix with diagonal entries being 0 or 1, and Q P Rpˆp is an arbitrary
orthogonal matrix. Further, any local minimum is also a global minimum.
Notice that in Theorem 2.1, A is assumed to have at least p negative eigenpairs, which is
not necessary for the theorem to hold. When A has less number of negative eigenpairs, both
stationary points and global minima can be modified to include zero columns. In order to simply
the presentation in this paper, we stick to this assumption for (Obj1) throughout the paper. For
practical problems from physics, this assumption usually holds and no diagonal shift of the matrix
is needed.
2.2 Objective Function Two
For (Obj2), the intuition is more complicated. There are two ways to understand the construction
of the objective function: approximation of inverse and Lagrange multiplier.
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Recalling the objective function in Rayleigh quotient (3), the matrix inverse leads to expensive
computational cost. Assuming the spectrum of XJX is bounded by one, we have the Neumann
series expansion and its first order approximation as,
pXJXq´1 “ pI ´ pI ´XJXqq´1 “
8ÿ
i“1
pI ´XJXqi « 2I ´XJX, (6)
which leads to the approximation of the objective function as
tr
`pXJXq´1XJAX˘ « tr `p2I ´XJXqXJAX˘ . (7)
Another way to understand the construction of (Obj2) is through applying the Lagrange mul-
tiplier method to (2), where the Lagrangian function is
LpX,Ξq “ tr `XJAX˘ ´ tr `ΞpXJX ´ Iq˘ (8)
and Ξ denotes the Lagrange multiplier. Using the first order optimality condition, BLBX “ 0, and left
multiplying both sides by X, we obtain Ξ “ XJAX. Substituting the expression of Ξ back into L
leads to (Obj2).
The gradient of (Obj2) can be derived through a multivariable calculus as,
∇f2pXq “ 4AX ´ 2XXJAX ´ 2AXXJX. (9)
Analyzing the properties of the gradient and Hessian, previous work [22] shows that (Obj2) has
simple form of the stationary points and does not have any spurious local minimum. The theorems
therein are summarized as follows.
Theorem 2.2. Let A be a negative definite matrix. All stationary points of (Obj2) are of form
X “ UPSQ and all local minima are of form X “ UpQ, where P P Rnˆp is the first p columns
of an arbitrary n-by-n permutation matrix, S P Rpˆp is a diagonal matrix with diagonal entries
being 0 or 1, and Q P Rpˆp is an arbitrary orthogonal matrix. Further, any local minimum is also
a global minimum.
Notice that the matrix A in (Obj2) must be negative definite. Otherwise, X can be selected as
scaled eigenvectors corresponding to the positive eigenvalues and f2pXq can be arbitrarily negative
and unbounded from below. For eigenvalue problems, the matrix can be shifted to be negative
definite, which requires an estimation of the largest eigenvalue. Later in this paper, we will always
assume A is negative definite in the case of (Obj2).
Based on the analysis of the energy landscape of both (Obj1) and (Obj2), any algorithm avoiding
saddle points converges to the global minimum. Such algorithms include but not limit to regular
gradient descent [15], conjugate gradient descent, stochastic gradient descent [2, 17], etc. Using the
notation defined in Table 1 and gradients defined as (5) and (9), the gradient descent iterations for
(Obj1) and (Obj2) are defined as,
Xpt`1q “ Xptq ´ α
ˆ
AXptq `Xptq
´
Xptq
¯J
Xptq
˙
, (10)
and
Xpt`1q “ Xptq ´ α
ˆ
2AXptq ´AXptq
´
Xptq
¯J
Xptq ´Xptq
´
Xptq
¯J
AXptq
˙
, (11)
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where we have absorbed the constant common factor into the stepsize α. Unfortunately, the Hessian
of both (Obj1) and (Obj2) are unbounded from above, hence the valid set for the choice of the
stepsize over the entire domain is empty. One solution which has been applied before [19] is to find
a huge bounded domain of X such that iterations are guaranteed to stay within this domain and
the objective functions have bounded Hessian and nonempty choice for the stepsize. In Section 3,
we need a similar theorem as well.
As shown in Theorem 2.1 and Theorem 2.2, the global minima are generated as a linear combi-
nation of eigenvectors corresponding to low-lying eigenvalues. Further computation is required to
obtain the low-lying eigenpairs, which is needed in many practical computations like DFT for metal-
lic systems, FCI, etc. We introduce two ways to compute eigenpairs from the global minimum X.
The first way works only for (Obj1). We can apply singular value decomposition (SVD) to X and
obtain the explicit decomposition X “ Up
a´ΛpQ. Hence the eigenpairs can be recovered explicitly.
The second way works for both (Obj1) and (Obj2). Applying eigenvalue decomposition to XJAX
results, XJAX “ QJΛQ, which gives eigenvalues explicitly. Then computing Up “ XQJ
a´Λp´1
and Up “ XQJ gives the eigenvectors for (Obj1) and (Obj2) respectively. Both ways for computing
explicit eigenpairs cost Opnp2q operations, which is negligible when p ! n. When p „ n as in DFT
calculation, the post processing cost is still cubic scaling in n and lacks parallel efficiency.
3 Triangularized Optimization Eigensolvers
We propose triangularized orthogonalization-free methods (TriOFM) as eigensolvers based on
(Obj1) and (Obj2), which are denoted as TriOFM-(Obj1) and TriOFM-(Obj2).
Our goal as mentioned in Section 1 is to find p extreme eigenpairs with two properties: (i).
Orthogonalization of X is not permitted; (ii). Eigenvectors are sparse vectors. Optimizing (Obj1)
and (Obj2) almost achieves the first required property except the post processing part. While,
the second property is totally ignored. Due to the existence of the arbitrary orthogonal matrix Q,
the convergent point for both (Obj1) and (Obj2) almost surely destroy the sparsity in the original
eigenvectors. Adding ℓ1 penalty to (Obj2) [23] is proposed to achieve the sparsity as much as
possible in DFT problems, which is not likely to be applicable to FCI problems.
Another way of explicitly getting the eigenpairs rather than a point in the eigenspace is to solve
the single column version of (Obj1) or (Obj2) multiple times. For the first time, we solve the single
column version of (Obj1) or (Obj2) for A1 “ A and obtain the smallest eigenpair λ1 and u1. Then
we apply either method to A2 “ A1 ´ λ1u1uJ1 and obtain λ2 and u2. At k-th time, either method
is applied to Ak “ Ak´1 ´ λk´1uk´1uJk´1 “ A ´
řk´1
i“1 λiuiu
J
i and λk and uk are computed. Such
a procedure has two drawbacks. First, single column operation is known as BLAS2-level (matrix-
vector) operation, which is significantly slower than BLAS3-level (matrix-matrix) operation due
to the memory hierarchy in modern computer architecture. This drawback would mostly impact
the performance of DFT calculations. The second drawback is due to the transformed matrix Ak.
The sparsity in A plays crucial role in designing coordinate descent algorithms for FCI problems.
However, it is destroyed in Ak by the additive low-rank matrix. Hence the second drawback makes
the proposed procedure infeasible for FCI problems.
Although the afore mentioned procedure is not working satisfactorily for our problems, it does
inspire TriOFM-(Obj1) and TriOFM-(Obj2). We first motivate and derive TriOFM-(Obj1). Then
TriOFM-(Obj2) can be derived in an analogy way.
In the above procedure, the single column version of (Obj1) is applied to Ak “ A´
řk´1
i“1 λiuiu
J
i .
Notice that if the column-by-column procedure is applied, the convergent point of xi is ˘
?´λiui.
Hence, Ak can be viewed as the summation of A and the outer product of convergent vector of x1,
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x2, . . . , xk´1. If we assume all columns iterate together, and the single column version of (Obj1) is
applied to the most closed approximation of Ak, i.e., Ak « rAk “ A `řk´1i“1 xkxJk , then we obtain
the following iterative schemes,
x
pt`1q
1
“xptq
1
´ α
ˆ
Ax
ptq
1
` xptq
1
´
x
ptq
1
¯J
x
ptq
1
˙
,
x
pt`1q
2
“xptq
2
´ α
ˆ
Ax
ptq
2
` xptq
1
´
x
ptq
1
¯J
x
ptq
2
` xptq
2
´
x
ptq
2
¯J
x
ptq
2
˙
,
¨ ¨ ¨
x
pt`1q
k “xptqk ´ α
˜
Ax
ptq
k `
kÿ
i“1
x
ptq
i
´
x
ptq
i
¯J
x
ptq
k
¸
,
¨ ¨ ¨ .
(12)
Using matrix notation, the above iterative schemes admit the following representation,
Xpt`1q “ Xptq ´ α
ˆ
AXptq `Xptqtriu
ˆ´
Xptq
¯J
Xptq
˙˙
, (13)
where triu p¨q denote the upper triangular matrix. The key difference between (10) and (13) is that
the gradient is modified by an upper triangular version,
g1pXq “ AX `Xtriu
`
XJX
˘
. (14)
Next we analyze the stationary points of (13) in Theorem 3.1
Theorem 3.1. Assume that A has q negative eigenpairs with q ě p. All stationary points
of (13) are of form X “ Uq
a´ΛqPSD, where ?¨ is applied entry-wise, P P Rqˆp is the first p
columns of an arbitrary q-by-q permutation matrix, S P Rpˆp is a diagonal matrix with diagonal
entries being 0 or 1, and D P Rpˆp is a diagonal matrix with diagonal entries being `1 or ´1.
Within these points all stable stationary points are of form X “ Up
a´ΛpD and others are
unstable stationary points.
Proof. All stationary points of (13) satisfy g1pXq “ 0 for g1pXq being a n-by-p matrix. We prove
the theorem by induction. Here we introduce notations for four matrices: Xi denote the first i
columns of X, Pi P Rqˆi is the first i columns of an arbitrary q-by-q permutation matrix, Si P Riˆi
is a diagonal matrix with diagonal entries being 0 or 1, and Di P Riˆi is a diagonal matrix with
diagonal entries being `1 or ´1.
Consider the first column of g1pXq “ 0, which is
Ax1 ` x1xJ1 x1 “ 0, (15)
for xJ1 x1 being a scalar. When x1 “ 0, (15) naturally holds. When x1 ‰ 0, x1 must be a scalar
multiple of an eigenvector of A and xJ1 x1 is the negative number of the corresponding eigenvalue,
which must be negative. Hence X1 “ x1 is of the form, X1 “ Uq
a´ΛqP1S1D1.
Now assume the first i columns of X obeys Xi “ Uq
a´ΛqPiSiDi. Then the pi` 1q-th column
of g1pXq “ 0 is
0 “ Axi`1 `XiXJi xi`1 ` xi`1xJi`1xi`1 “ rAxi`1 ` xi`1xJi`1xi`1, (16)
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where rA “ A`XiXJi “ A`Uqa´ΛqPiSiPJi a´ΛqUJq . rA is the original matrix A zeroing out a few
eigenvalues corresponding to the selected columns in Pi with 1 in Si. Applying the similar analysis
as in the case of (15) to (16), we conclude that Xi`1 is of the form, Xi`1 “ Uq
a´ΛqPi`1Si`1Di`1.
Since q ě p, we have sufficient number of negative eigenpairs to be added to X. The induction
can be processed until i “ p, and we obtain the expression for all stationary points as in the
theorem.
The stabilities of stationary points are determined by the spectrum of their Jacobian matrices
of g1, i.e., Dg1pXq. Since both g1pXq and X are matrices, the Jacobian is a 4-way tensor, which
is unfolded as a matrix here. In order to avoid over complicated index in subscripts, we denote the
matrix g1pXq as G. Notation Gij and xij denote the element on j-th row and i-th column of G
and X respectively. Then the Jacobian matrix is written as a p-by-p block matrix,
Dg1pXq “ DG “
¨˚
˝J11 ¨ ¨ ¨ J1p... . . . ...
Jp1 ¨ ¨ ¨ Jpp
‹˛‚, (17)
with each block Jij being,
Jij “
¨˚
˚˝
BGi1
Bxj1 ¨ ¨ ¨
BGin
Bxj1
...
. . .
...
BGi1
Bxjn ¨ ¨ ¨
BGin
Bxjn
‹˛‹‚. (18)
Notice that the i-th column of G, Gi “ Axi `XiXJi xi, is independent of xi`1, . . . xp, which means
Jij “ 0 for i ă j. Hence Dg1pXq is a block upper triangular matrix. The spectrum of Dg1pXq is
determined by the spectrum of Jii for i “ 1, 2, . . . , p. Through a multivariable calculus, we obtain
the explicit expression for Jii,
Jii “ A`XiXJi ` xJi xiI ` xixJi . (19)
We first show the stability of the stationary points of form X “ Up
a´ΛpD. Substituting these
points into (19), we have,
Jii “ A´ UiΛiUJi ´ λiI ´ uiλiuJi . (20)
Since λi is negative and strictly smaller than all eigenvalues of A´ UiΛiUJi , Jii is strictly positive
definite for all i “ 1, 2, . . . , p. Therefore we have all eigenvalues of Dg1pUp
a´ΛpDq are strictly
positive and X “ Up
a´ΛpD are stable stationary points.
Next, we show the instability of the rest stationary points. If X is a stationary points but not
of the form Up
a´ΛpD, then there exist indices s such that xJs us “ 0. Denote s as the first such
index. Substituting this point into Jss and computing the bilinear form of Jss with respect to us,
we have,
uJs Jssus “ λs ´ xJs xs ă 0, (21)
where the inequality comes from the fact that xs is zero or corresponds to eigenvalues greater than
λs. Hence the Jacobian matrix has negative eigenvalues. Hence these points are unstable stationary
points.
Algorithm 1 illustrates the detailed pseudocode for (13). The choice of the stepsize is unspecified,
which will be revealed in later sections.
There is another way to understand the iterative scheme. The column with smaller index is
decoupled from the later columns. For example, the iterative scheme of x1 is independent of all later
9
Algorithm 1 TriOFM-(Obj1)
Input: a symmetric matrix A, an initial point Xp0q
t “ 0
while not converged do
g
ptq
1
“ AXptq `Xptqtriu
´`
Xptq
˘J
Xptq
¯
Choose a stepsize αptq
Xpt`1q “ Xptq ´ αptqgptq
1
t “ t` 1
columns. For the second column, x2, the iterative scheme on x2 is the same as the second column
in the 2-column version of (Obj1). Recursively applying the idea, we also reach to Algorithm 1.
Similar idea can be applied to solve (Obj2) as well. We notice that there are two terms in (11)
coupling columns together, i.e., AXptq
`
Xptq
˘J
Xptq and Xptq
`
Xptq
˘J
AXptq. Using the decoupling
idea, we can replace the
`
Xptq
˘J
Xptq and
`
Xptq
˘J
AXptq by their upper triangular parts and result
the following iterative scheme,
Xpt`1q “ Xptq ´ α
ˆ
2AXptq ´AXptqtriu
ˆ´
Xptq
¯J
Xptq
˙
´Xptqtriu
ˆ´
Xptq
¯J
AXptq
˙˙
. (22)
Comparing to (11), the gradient is modified as,
g2pXq “ 2AX ´AXtriu
`
XJX
˘ ´Xtriu `XJAX˘ . (23)
The stationary points of (22) can be analyzed in a slightly modified way. We summarize the
properties in Theorem 3.2 and leave the proof in Appendix A.
Theorem 3.2. Let A be a negative definite matrix. All stationary points of (22) are of form
X “ UPSD and all stable stationary points are of form X “ UpD, where P P Rnˆp is the first
p columns of an arbitrary n-by-n permutation matrix, S P Rpˆp is a diagonal matrix with diagonal
entries being 0 or 1, and D P Rpˆp is a diagonal matrix with diagonal entries being `1 or ´1.
Algorithm 2 illustrates the detailed pseudocode for (11) and the choice of the stepsize is also
deferred to later sections.
Algorithm 2 TriOFM-(Obj2)
Input: a symmetric matrix A, an initial point Xp0q
t “ 0
while not converged do
g
ptq
2
“ 2AXptq ´AXptqtriu
´`
Xptq
˘J
Xptq
¯
´Xptqtriu
´`
Xptq
˘J
AXptq
¯
Choose a stepsize αptq
Xpt`1q “ Xptq ´ αptqgptq
2
t “ t` 1
We claim a few advantages of Algorithm 1 and Algorithm 2 over other related methods. First,
both algorithms converge to the eigenvectors or their scaled ones without mixing them. Hence the
sparsity of the eigenvectors is preserved. Although we do not benefit from the sparsity during the
iteration in Algorithm 1 and Algorithm 2 directly, we expect that the coordinate descent versions
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of them would benefit from the sparsity and achieve fast convergence and small memory cost for
FCI problems. Second, the orthogonalization step is totally removed, which makes the algorithm
friendly to parallel computing. Third, all cubic scaling operations can be processed through BLAS3-
level routines. Algorithms, therefore, benefit from the memory hierarchy of modern computer
architecture.
All gradient based optimization algorithms can be viewed as a discrete time dynamic systems
on a conservative field. However, Algorithm 1 and Algorithm 2 are discrete time dynamic systems
on a non-conservative field, since neither g1pXq nor g2pXq corresponds to a gradient of an energy
functional. Hence the usual convergence analysis in optimization field can not be applied directly
here. Through a careful analysis inspired by optimization analysis, in Section 4 and Section 5, we
propose the global and local convergence analysis for both algorithms.
Although we only propose Algorithm 1 and Algorithm 2 and analyze their convergence in this
paper, the idea of TriOFM can be applied to a wide range of algorithms to remove the redundancy
introduced by gauge freedom or gauge invariance. The key point here is decoupling each column
from later columns while ensuring the iterative scheme for later column is the same as solving
the multicolumn version of the objective function. We conduct the convergence analysis for Algo-
rithm 1 and Algorithm 2 case by case. Hence we expect the convergence analysis for other TriOFM
algorithms also need to be done case by case. The unified convergence analysis for TriOFM is open.
4 Global Convergence Analysis
In this section, we prove the global convergence for Algorithm 1 and Algorithm 2. The global
convergence analysis for both algorithms are intuitively simple but technically difficult. We first
state the intuition for p “ 2. The global convergence of a single column version of Algorithm 1 is
almost surely guaranteed [19]. Intuitively, if we assume the first columns x1 has converged and is
frozen to be a global minimum, then the second column in the iterative scheme (13) is associated
with an optimization problem,
∥
∥A` x2xJ2
∥
∥
2
F
` 2∥∥xJ1 x2
∥
∥
2
F
“
∥
∥
∥ rA` x2xJ2 ∥∥∥2
F
, (24)
where rA “ A`x1xJ1 “ A´λ1u1uJ1 . Notice the optimization problem for x2 is of the same form as
the single column version of Algorithm 1. Hence the convergence of x2 is also guaranteed almost
surely. However, there are two niches. First, the numerical error for the converged x1 should
be taken into account in the convergence analysis of x2, which would be similar to an sensitivity
analysis. The second niche is more problematic. For a random initial x1 and x2, the convergence
of x1 should not make x2 fall into the problematic zero-measure initial set where x2 will converge
to an unstable stationary point. A complete proof must fill these two niches.
In the following, we conduct a careful global convergence analysis for Algorithm 1 step-by-step.
The analog proof procedure can be applied to show the global convergence for Algorithm 2. Hence,
the global convergence theorem for Algorithm 2 is given without a detailed proof.
All lemmas and theorems for Algorithm 1 in this section are stated under Assumption A, where
we assume the iteration starts within a big domain, where the Hessian matrix is bounded from
above, and the stepsize is fixed and upper bounded by a small constant.
Assumption A. Let Ri “ 2i´1
?
3ρ for all 1 ď i ď p. The initial point Xp0q “
´
x
p0q
1
x
p0q
2
¨ ¨ ¨ xp0qp
¯
satisfies
∥
∥
∥x
p0q
i
∥
∥
∥ ď Ri for all 1 ď i ď p. Iteration follows Algorithm 1 with a constant stepsize satis-
fying α ď 1
5R2p
.
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According to Theorem 3.1, stable stationary points are of form X “ Up
a´ΛpD and columns
are scalar multiple of the p low-lying eigenvectors of A. Global convergence aims to show that
Algorithm (1) converges to one of the stable stationary points. In order to simplify the notation,
we define the set of stable stationary points as X ˚ “  Upa´ΛpD(, where Up, Λp, and D are
defined in Theorem 3.1. Further, the distance between a point X and the set X ˚ is denoted as
‖X ´ X ˚‖
F
“ minY PX˚ ‖X ´ Y ‖F, which means the smallest F-norm between X and all points in
X ˚. For the first k columns, we define the set of stable stationary points as X ˚k “
 
Uk
?´ΛkDk
(
,
where Uk is the first k columns of Up, Λk and Dk are the first principle k-by-k submatrices of Λp
and D respectively.
Theorem 4.4 states that Algorithm 1 converges to a global minimum almost surely. While the
proof depends on the following lemmas, including another few lemmas in Appendix B. Within these
lemmas, the proof directly depends on the following ones: Lemma 4.1 guarantees that the iteration
following Algorithm 1 stays within a big domain as long as the initial point is in there; Lemma 4.2
shows the global convergence of x1; Lemma 4.3 shows the global convergence of xk for k ą 1. We
leave the proofs of these lemmas in Appendix B.
Lemma 4.1. Assume Assumption A is satisfied. Then for any iteration t, Xptq “ pxptq
1
, . . . , x
ptq
n q
satisfies
∥
∥
∥x
ptq
i
∥
∥
∥ ď Ri for all 1 ď i ď p.
Lemma 4.2. Assume Assumption A is satisfied and x
p0q
1
is not perpendicular to u1. Then x
ptq
1
converges to ˘?´λ1u1.
Lemma 4.3. Assume Assumption A is satisfied and limtÑ8
∥
∥
∥X
ptq
k´1 ´ X ˚k´1
∥
∥
∥
F
“ 0. Then xptqk
converges to one of the points in
 
0,˘a´λjuj for j “ k, . . . , p(.
Theorem 4.4. If Assumption A is satisfied, then Algorithm 1 converges to X ˚ for all initial points
except those in W , where the set W has measure zero.
Proof. For the iteration in TriOFM-(Obj1), as mentioned earlier, earlier columns are independent
of later columns. Hence induction is used to prove this theorem. In the following proof, all initial
points satisfy Assumption A without further notice and the set of these initial points is denoted as
Xk for the first k columns. Lemma 4.1 guarantees that ι ´ αg1 maps points in Xk to Xk, where ι
denotes the identity operator and g1 is the operator defined in (14). We further introduce a notation
for unstable stationary points for Xk as A
˚
k. Recall Theorem 3.1 for p “ k, we can characterize A˚k
as,
A˚k “
!
X P Xk
ˇˇˇ
X “ Uq
a´ΛqPSD and X ‰ Uka´ΛkD) . (25)
For the first column x
ptq
1
, Lemma 4.2 shows that limtÑ8 x
ptq
1
“ ˘?´λ1u1 for all xp0q1 not per-
pendicular to u1. Alternatively, it can be restated as limtÑ8
∥
∥
∥X
ptq
1
´ X1˚
∥
∥
∥
F
“ 0 for all initial points
except those in W1 “
!
X
p0q
1
ˇˇˇ
uJ1X
p0q
1
“ 0
)
“
!
X
p0q
1
ˇˇˇ
limtÑ8pι´ αg1qt
´
X
p0q
1
¯
P A1˚
)
. Obviously the
set W1 has measure zero.
Now we assume that the statement of Theorem 4.4 holds for the first k´1 columns for k P p1, ps,
i.e., limtÑ8
∥
∥
∥X
ptq
k´1 ´ X ˚k´1
∥
∥
∥
F
“ 0 for all initial points except those in Wk´1 and the set Wk´1 has
measure zero.
We first define the set Wk for k as,
Wk “
!
X
p0q
k
ˇˇˇ
lim
tÑ8pι´ αg1q
t
´
X
p0q
k
¯
P A˚k
)ď
Vk, (26)
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for Vk “
!
X
p0q
k
ˇˇˇ
X
p0q
k´1 PWk´1
)
. Since Wk´1 has measure zero, we know that the set Vk also has
measure zero. Next we focus on the points in XkzVk and WkzVk.
Here we would like to apply Theorem 2 in Lee et al. [15] to show that WkzVk has measure zero.
All conditions therein must be checked first. Since, under the operator ι ´ αg1, the first k ´ 1
columns are independent of the k-th one, the operator ι´αg1 is smooth and maps XkzVk to XkzVk.
According to Theorem 3.1, points in A˚k are unstable stationary points, so are points in A
˚
kzVk.
The last thing to check is the invertibility of Dpι´αg1q “ I ´αDg1. As has been discussed in the
proof of Theorem 3.1, the spectrum of Dg1 is determined by the spectrum of Jii for i “ 1, . . . , k,
where Jii is of form (19). For points in Xk, the spectrum norm of XiX
J
i , x
J
i xiI, and xix
J
i are upper
bounded by 2R2p, R
2
p, and R
2
p respectively. Further we have ‖A‖ ă R
2
p
3
. Hence, combined with the
assumption on α, we have the following bound,
λpDpι ´ αg1qq ą 1
15
(27)
for all Xk P Xk, which implies that det pDpι´ αg1qq ‰ 0 for all Xk P XkzVk. Finally, by applying
Theorem 2 in Lee et al. [15], the set WkzVk has measure zero. Therefore, the set Wk has measure
zero.
Then Lemma 4.3 shows that for X
p0q
k P XkzWk there is
lim
tÑ8x
ptq
k “ ˘
a
´λkuk. (28)
Hence we have limtÑ8
∥
∥
∥X
ptq
k ´X ˚k
∥
∥
∥
F
“ 0 for all initial points except those in Wk and the set Wk
has measure zero. Using the induction argument, the theorem is proved.
After proving the global convergence of TriOFM-(Obj1), here we informally state another the-
orem for TriOFM-(Obj2) without proof.
Theorem 4.5 (informal). If stepsize is a small constant and the initial point satisfies
∥
∥Xp0q
∥
∥ ď 3
2
,
then Algorithm 2 converges to tUpDu as defined in Theorem 3.2 for all initial points except those
in W , where the set W has measure zero.
Both Theorem 4.4 and Theorem 4.5 show that algorithms with the proposed triangularization
strategy converge to the global minima of the objective functions for almost all the initial points,
if the stepsize is a small constant. However, since the objective functions we have here, (Obj1)
and (Obj2), are non-convex and have strict saddle points, we do not expect any provable rate of
convergence.
5 Local Convergence Analysis
In this section, we will prove the local linear convergence of TriOFM-(Obj1), the similar conclusion
for TriOFM-(Obj2) can be proved.
In Section 4 when we are proving the global convergence, we have already showed the linear
convergence of our TriOFM algorithm in the single column case, but the convergence rate hidden in
the proof of Lemma 4.2 is too messy to become a part of a linear convergence proof. In this section
we assume Xptq is already close to global minima and obtain a linear convergence for TriOFM-
(Obj1) in detail.
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The set of global minima X ˚ “ tUp
a´ΛpDu are used as the convergence target in previous
section and the convergence is analyzed under the F-norm distance between the iterator and this
set. However, in this section, we first focus on the convergence to a global minimum, denoted as
X˚ P X ˚. Similar notations as in Table 1 are applied to X˚ as well. More precisely, x˚i denotes the
i-th column of X˚ and X˚i denotes the first i columns of X
˚. The analysis of the local convergence
to X˚ is carried out through Lemma 5.1, Lemma 5.2, and Theorem 5.3. Lemma 5.1 and Lemma 5.2
provide per-iteration bound on the residual of the first column and later columns respectively, and
Theorem 5.3 put together these bounds and concludes a local linear convergence. Once the local
convergence to a global minimum is analyzed, we show the linear convergence to the set of global
minima in Corollary 5.4. Since all global minima are isolated from each other and the small stepsize
restrict the iterator staying around a particular minimum, the linear convergence to the set of global
minima is a straightforward result from Theorem 5.3.
Lemma 5.1. Assume Assumption A is satisfied. Let ε
ptq
1
be the residual of the first column in t-th
iteration, ε
ptq
1
“ xptq
1
´ x˚
1
. If
∥
∥
∥ε
ptq
1
∥
∥
∥ ď λ2´λ1
8
?´λ1 , then
∥
∥
∥ε
pt`1q
1
∥
∥
∥ ď
´
1´ αλ2´λ1
2
¯ ∥
∥
∥ε
ptq
1
∥
∥
∥.
Proof. Without loss of generality, we assume that A is a diagonal matrix. For simplicity, we drop
the iteration index superscript and use x1 “ xptq1 , ε1 “ εptq1 , rx1 “ xpt`1q1 and rε1 “ εpt`1q1 instead.
Further we denote the first column of X˚ as v1 “ x1˚ . Using the expression of X˚, we have
vJ1 v1 “ ´λ1 and v1vJ1 “ ´λ1u1uJ1 “ ´λ1e1eJ1 .
Based on the iterative scheme on the first column, i.e., rx1 “ x1 ´ αAx1 ´ αxJ1 x1x1, there isrε1 “ rx1 ´ v1 “ε1 ´ αApv1 ` ε1q ´ αpv1 ` ε1qJpv1 ` ε1qpv1 ` ε1q
“ `p1` αλ1qI ´ αA´ 2αv1vJ1 ˘ ε1 ´ αv1‖ε1‖2 ´ 2αvJ1 ε1ε1 ´ α‖ε1‖2ε1. (29)
The assumption on α implies that 1` αλ1 ˘ αλi ą 0 holds for any i. Hence, the two norm of the
diagonal matrix p1` αλ1qI ´ αA´ 2αv1vJ1 is
∥
∥p1` αλ1qI ´ αA´ 2αv1vJ1
∥
∥ “
∥
∥
∥
∥
∥
∥
∥
∥
∥
¨˚
˚˝˚1` 2αλ1 1` αλ1 ´ αλ2
. . .
1` αλ1 ´ αλn
‹˛‹‹‚
∥
∥
∥
∥
∥
∥
∥
∥
∥
“1` αλ1 ´ αλ2.
(30)
With this estimation, the two norm of rε1 can be bounded as,
‖rε1‖ ďp1` αλ1 ´ αλ2q‖ε1‖` 3αa´λ1‖ε1‖2 ` α‖ε1‖3
ď
ˆ
1´ αλ2 ´ λ1
2
˙
‖ε1‖,
(31)
where the last inequality adopts the fact ‖ε1‖ ď λ2´λ1
8
?´λ1 .
Here we have proved, for the single column case, the residual of x1 has a linear convergence
with speed at least 1 ´ αλ2´λ1
2
. While, before we move onto the multicolumn case, we would like
to mention that, if we ignore the higher order terms, ‖ε1‖
2, and ‖ε1‖
3, we are able to get a better
linear convergence rate. For uJ1 ε1, we have uJ1 ε
pt`1q
1
« p1` 2αλ1quJ1 εptq1 . For uJi ε1 with i ą 1, we
have uJi ε
pt`1q
1
« p1´ αλi ` αλ1q uJ1 εptq1 .
Now we turn to the multicolumn case. For the i-th column xi, we have the following lemma.
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Lemma 5.2. Assume Assumption A is satisfied. Let ε
ptq
i be the residual of the i-th column in
t-th iteration, ε
ptq
i “ xptqi ´ x˚i . If
∥
∥
∥ε
ptq
j
∥
∥
∥ ď λj`1´λj
8
?
´λj for all j ď i, then we have
∥
∥
∥ε
pt`1q
i
∥
∥
∥ ď´
1´ αλi`1´λi
2
¯ ∥
∥
∥ε
ptq
i
∥
∥
∥` αři´1j“1 2‖A‖2?λjλi∥∥∥εptqj ∥∥∥.
Proof. Similar as in previous lemma, we drop the superscript in the proof. We denote the i-th
column of X˚ as vi “ x˚i . Using the expression of X˚, we have vJi vi “ ´λi and vivJi “ ´λiuiuJi
for i “ 1, . . . , p.
Based on the iterative scheme, rxi “ xi ´ αAxi ´ αřij“1 xjxJj xi, there is
rεi “ rxi ´ vi “εi ´ αApvi ` εiq ´ α iÿ
j“1
pvjvJj ` εjεJj ` vjεJj ` εjvJj qpvi ` εiq
“pp1 ` αλiqI ´ αA´ αvivJi ´ α
iÿ
j“1
vjv
J
j qεi ´ α
i´1ÿ
j“1
vjv
J
i εj
´ α
iÿ
j“1
εjε
J
j vi ´ α
iÿ
j“1
pvjεJj ` εjvJj qεi ´ α
iÿ
j“1
εjε
J
j εi.
(32)
Similar as the diagonal form in the proof of Lemma 5.1, the norm of the prefactor of εi can be
bounded as, ∥
∥
∥
∥
∥
p1` αλiq I ´ αA´ αvivJi ´ α
iÿ
j“1
vjv
J
j
∥
∥
∥
∥
∥
ď 1` αλi ´ αλi`1. (33)
When we take norm on both sides of (32), there is
‖rεi‖ ďp1` αλi ´ αλi`1q ‖εi‖` α i´1ÿ
j“1
a
λiλj‖εj‖` α
a
´λi
iÿ
j“1
‖εj‖
2
` 2α
iÿ
j“1
a
´λj‖εj‖‖εi‖` α
iÿ
j“1
‖εj‖
2‖εi‖
“p1´ αλi`1 ` αλiq ‖εi‖` 3α
a
´λi‖εi‖2 ` α‖εi‖3
` α
i´1ÿ
j“1
”a
λiλj‖εj‖`
a
´λi‖εj‖2 ` 2
a
´λj‖εi‖‖εi‖` ‖εj‖2‖εi‖
ı
.
(34)
Denote ∆j “ λj`1´λj as the j-th eigengap. Due to the assumption ‖εj‖ ď ∆j
8
?
´λj for all 1 ď j ď i,
we have
‖rεi‖ ď ˆ1´ α∆i
2
˙
‖εi‖` α
i´1ÿ
j“1
˜a
λiλj `
a
´λi ∆j
8
a´λj `aλj ∆i4?´λi ` ∆i∆j64aλiλj
¸
‖εj‖, (35)
where the first term
´
1´ α∆i
2
¯
‖εi‖ is bounded in the same way as in the proof of Lemma 5.1. The
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summation term can be controlled as follows,
‖rεi‖ ďˆ1´ α∆i
2
˙
‖εi‖` α
i´1ÿ
j“1
64λiλj ´ 8λi∆j ´ 16λj∆i `∆i∆j
64
a
λiλj
‖εj‖
ď
ˆ
1´ α∆i
2
˙
‖εi‖` α
i´1ÿ
j“1
116‖A‖2
64
a
λiλj
‖εj‖
ď
ˆ
1´ α∆i
2
˙
‖εi‖` α
i´1ÿ
j“1
2‖A‖2a
λiλj
‖εj‖.
(36)
Here ‖A‖ is adopted for simplicity cause all terms in the λs can be controlled by ‖A‖, thus the
lemma is proved.
To make the linear convergence more clear, in Theorem 5.3, we investigate the additional term
2α ‖A‖
2?
λjλi
‖εj‖ and find it does not harm the linear convergence.
Theorem 5.3. Assume Assumption A is satisfied. Let ε
ptq
i be the residual of the i-th column
in t-th iteration, ε
ptq
i “ xptqi ´ x˚i . If
∥
∥
∥ε
p0q
j
∥
∥
∥ ď λj`1´λj
8
?
´λj for all j ď i, then there exists a series
of polynomials of degree i ´ 1, Ciptq, such that
∥
∥
∥ε
ptq
i
∥
∥
∥ ď Ciptqrti for all 1 ď i ď p, where ri “
1´ α
2
minjPr1,istλj`1 ´ λju.
Proof. The theorem is proved in an inductive way. First, for i “ 1, Lemma 5.1 shows that
∥
∥
∥ε
ptq
1
∥
∥
∥ has
already satisfied the condition in the theorem and it is not difficult to figure out that C1 “
∥
∥
∥ε
p0q
1
∥
∥
∥.
Given i ď p, assume that for all j ă i, there exists a non-decreasing polynomial of degree j ´ 1,
Cjptq, and
∥
∥
∥ε
ptq
j
∥
∥
∥ ď Cjptqrtj holds. Here a non-decreasing polynomial means that the polynomial is
non-decreasing for t ě 0. Denoting aj “ α 2‖A‖
2?
λjλi
, the inequality in Lemma 5.2 can be bounded as,
∥
∥
∥ε
ptq
i
∥
∥
∥ ď ri
∥
∥
∥ε
pt´1q
i
∥
∥
∥`
i´1ÿ
j“1
aj
∥
∥
∥ε
pt´1q
j
∥
∥
∥ ď ri
∥
∥
∥ε
pt´1q
i
∥
∥
∥` Cmaxptqrt´1i´1 , (37)
where Cmaxptq “
ři´1
j“1 ajCjptq and the relationship r1 ď ¨ ¨ ¨ ď ri´1 is used so that all rjs are
controlled by ri´1. Notice that for each j, aj is positive and Cjptq is a non-decreasing polynomial
of degree j ´ 1. Cmaxptq is then a non-decreasing polynomial of degree i´ 2.
Since the inequality above holds for all t ě 1, we apply it repeatedly and obtain,
∥
∥
∥ε
ptq
i
∥
∥
∥ ď rti
∥
∥
∥ε
p0q
i
∥
∥
∥`
t´1ÿ
k“0
rt´1´ki Cmaxpkqrki´1 ď
ˆ∥
∥
∥ε
p0q
i
∥
∥
∥` t
ri
Cmaxptq
˙
rti “ Ciptqrti , (38)
where Ciptq “
∥
∥
∥ε
p0q
i
∥
∥
∥` triCmaxptq is a non-decreasing polynomial of degree i´1. Hence the theorem
is proved by induction.
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Corollary 5.4. Assume Assumption A is satisfied. Let δptq be the distance from the global minima
in t-th iteration, δptq “ ∥∥Xptq ´ X ˚∥∥
F
. If δp0q ď minjPr1,ps λj`1´λj
8
?
´λj
, then there exists a polynomial
of degree p´ 1, Cptq, such that δptq ď Cptqrt, where r “ 1´ α
2
minjPr1,pstλj`1 ´ λju.
Proof. We first notice that for any two distinct points in X ˚, the smallest distance in F-norm is
´2aλp, which is larger than the condition of initial residual δp0q ď minjPr1,ps λj`1´λj
8
?
´λj , so for one
initial point, it can only be attracted by one stable fixed point. Then using the definition of δptq,
there is
δptq “
gffe pÿ
i“1
∥
∥
∥ε
ptq
i
∥
∥
∥
2 ď
gffe pÿ
i“1
pCiptqrtiq2. (39)
Here the conclusion of Theorem 5.3 is used. Due to the fact r1 ď ¨ ¨ ¨ ď rp “ r and define
Cptq “ řpi“1Ciptq which is a polynomial of degree p´ 1, there is
δptq ď
gffe pÿ
i“1
C2i ptqrt ď
pÿ
i“1
Ciptqrtp “ Cptqrt (40)
The inequality holds because Ciptq is always non-negative. Thus, the conclusion is proved.
Before we move onto the next conclusion, we shall notice that the estimation δptq ď Cptqrt sat-
isfies limtÑ8 δ
pt`1q
δptq
“ r which is the definition of linear convergence, because for certain polynomial
Cptq, there is always limtÑ8 Cpt`1qCptq “ 1.
6 Implementation Details
In previous sections, we introduce TriOFM algorithms based on the gradient descent method with a
constant stepsize and prove their global and local convergence properties. TriOFM can be regarded
as a modified iterative scheme of traditional gradient based optimization algorithms. In this section,
we explore traditional techniques for accelerating iterations and adapt them to TriOFM. Such
techniques include momentum acceleration, stepsize choices, column locking.
6.1 Momentum Acceleration
Momentum is a widely-used technique to accelerate gradient descent methods. In traditional gra-
dient descent methods, with the help of momentum, the oscillatory trajectories are much smoothed
and the convergence rates become depending on the square root of the condition number rather
than the condition number.
Generally, momentum method, instead of using the gradient direction directly as the moving
direction, uses an accumulated gradient direction with a discounting parameter β P p0, 1s, i.e.,
V ptq “ βg
´
Xptq
¯
` p1´ βqV pt´1q, (41)
where V ptq denotes the accumulated gradient directions and g is the gradient function. Then the
iteration moves along V ptq with a stepsize parameter α, i.e.,
Xpt`1q “ Xptq ´ αV ptq. (42)
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Since V can also be regarded as a linear combination of previous moving directions, an explicit way
to generalize it to the triangularized method is replacing the gradient function g by our triangular-
ized direction function either g1 or g2. Hence we get the modified algorithm for TriOFM-(Obj1) as
in Algorithm 3. It can be modified for TriOFM-(Obj2) in a similar way.
Algorithm 3 TriOFM-(Obj1)-momentum
Input: symmetric matrix A, initial point Xp0q, momentum coefficient β and stepsize α
t “ 0
while not converged do
V ptq “
#
g1pXptqq if t “ 0
βg1pXptqq ` p1´ βqV pt´1q otherwise
Xpt`1q “ Xptq ´ αV ptq
t “ t` 1
Obviously, such a modification will not change the dependency between columns of X. Hence
with this momentum enabled algorithm, Algorithm 3, the first i columns can be regarded as this
algorithm applied on X “ `x1 x2 ¨ ¨ ¨ xi˘. Hence any column of X still only depends on its
previous columns throughout the iterations. However, choosing an efficient momentum parameter
β is an art.
Similarly, we can adopt the idea of conjugate gradient (CG) [11] to triangularized algorithms
as well. Since CG methods can be regarded as a momentum accelerated algorithm with adaptive
momentum parameters, choosing β is avoided. For linear problems with symmetric positive definite
matrices, CG method is efficient. The convergence rate depends on the square root of the condition
number. In addition to linear problems, CG has also been widely used to solve nonlinear prob-
lems. Some success of nonlinear CG in solving eigenvalue problems have already been observed in
OMM [4]. A typical non-linear CG method is the Fletcher-Reeves CG (FR-CG) [8], which adopts
the following steps per iteration in a single-vector setting:
βptq “ gpx
ptqqJgpxptqq
gpxpt´1qqJgpxpt´1qq ,
vptq “´ gpxptqq ` βptqvpt´1q,
xpt`1q “xptq ` αvptq.
(43)
In a multi-vector setting, i.e., the iterator is a matrix, the formula for βptq must be modified.
One natural way is to extend the single-vector inner product to the multi-vector inner product,
i.e.,
βptq “ tr
`
gpXptqqJgpXptqq˘
tr
`
gpXpt´1qqJgpXpt´1qq˘ , (44)
where Xptq denotes the multi-vector iterator. However, this choice of βptq is unfavorable in the
triangularized algorithms. The βptq as in (44) mixes information of all columns of Xptq. Hence the
dependency of columns in triangularized algorithms will be changed if (44) is used. Applying the
algorithm to the first i columns will not give you the identical iteration comparing to the first i
columns of applying the algorithm to all columns. Numerically, on practical problems, algorithms
using (44) show slower convergence than the following strategy in choosing β.
A favorable choice of β for triangularized algorithms is to use different βptqs for different columns,
which is called a columnwise CG here. The parameter for the i-th column, denoted as β
ptq
i , is
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calculated as the single-vector setting with x
ptq
i and applied to update x
ptq
i only. The corresponding
algorithm for TriOFM-(Obj1) is summarized as Algorithm 4. In Algorithm 4, g
ptq
i and v
ptq
i denote
the i-th column of Gptq and V ptq respectively. The algorithm for TriOFM-(Obj2) can be updated
accordingly.
Algorithm 4 Columnwise CG for TriOFM-(Obj1)
Input: symmetric matrix A, initial point Xp0q, stepsize α
Gp0q “ g1pXp0qq
V p0q “ ´Gp0q
Xp1q “ Xp0q ` αV p0q
t “ 1
while not converged do
Gptq “ g1pXptqq
for i “ 1, 2, . . . , p do
β
ptq
i “ pg
ptq
i qJgptqi
pgpt´1qi qJgpt´1qi
v
ptq
i “ ´gptqi ` βptqi vptqi
Xpt`1q “ Xptq ` αV ptq
t “ t` 1
Comparing the per-iteration computational cost, Algorithm 4 remains the same as using (44).
While the column dependent β allows a column of Xptq to be decoupled from all later columns.
Hence we preserve the column dependency in triangularized algorithms. As a remark, there is
another way in computing the column dependent parameter β
ptq
i s, i.e., β
ptq
i is calculated via (44)
using X
ptq
i . The column dependency is also preserved in this setting. However, in order to avoid
the increase of computational cost, the trace operation must be carefully computed in a cumulative
way.
6.2 Stepsize Choices
In previous sections, we describe algorithms with constant stepsize to simplify the presentation.
However, we find that, comparing to the later described linesearch strategy, algorithms with con-
stant stepsize are significantly slower in practice. In this section, we introduce an exact linesearch
strategy as the practical choice of stepsize.
The idea of using an exact linesearch has been adopted by several previous work [16, 19, 29].
Since both (Obj1) and (Obj2) we considered in this paper are quartic polynomials of X, given
a direction V , the exact linesearch can be calculated through minimizing a quartic polynomial.
Noticing that we want to minimize a quartic polynomial with a positive leading coefficient, whose
global minimum can also be found through solving a cubic polynomial. For (Obj1), the cubic
polynomial is of the following form,
d
dα
f1pX ` αV q “tr
`
V J∇f1pX ` αV q
˘
“α3tr `pV JV q2˘` 3α2tr `V JV XJV ˘
` αtr `V JAV ` pV JXq2 ` V JXXJV ` V JV XJX˘
` V JAX ` tr `V JXXJX˘ .
(45)
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Solving the expression above would result possibly one, two, or three real roots. Through a basic
analysis, we can show that 1) if there is only one real root, then the optimal stepsize is the root;
2) if there are two real roots, then the optimal stepsize is the root with multiplicity one; 3) if there
are three real roots, then the optimal stepsize is the one further away from the middle one. Similar
calculation and analysis can also be carried out for (Obj2). We omit the details here.
However the above stepsize does not work for TriOFM. Consider a simple case for example. If
X is in the space spanned by the smallest eigenpairs but not the global minimum we want, which
means X “ Up
a´ΛpQ with Q different from the identical matrix, then X is already a global
minimum of (Obj1) and the stepsize α is zero for the linesearch mentioned above. This simple
example shows that the above linesearch strategy is not working properly for TriOFM and we need
to find a different strategy for stepsize.
Notice that the exact linesearch computes an α such that tr
`
V J∇fpX ` αV q˘ “ 0. However,
for TriOFM, optimization is based on g1 or g2 rather than ∇f1 or ∇f2, which means the iteration
is not consistency with the exact linesearch. One option to fix the inconsistency is to solve an
equation for α
tr
`
V JgpX ` αV q˘ “ 0, (46)
where g is either g1 or g2. Such a modification works in practice. However the stepsize calculated
in this way also involves information from all columns of Xptq. Hence the column dependency
in TriOFM is destroyed again. Recall the columnwise strategy for CG parameters, which can be
adapted to the stepsize as well.
The columnwise stepsize strategy based on exact linesearch can be described as follows. First,
considering the stepsize for the first column x1, two equations, v
J
1
gpx1 ` αv1q “ 0 and vJ1 ∇fpx1 `
αv1q “ 0 are identical. According to the convergence proof in [19], we know that x1 will converge
to ˘?´λ1u1, which are desired global minima for x1. Now we move on to the stepsize αi for the
i-th column xi. We can solve either tr
`
V Ji ∇fpXi ` αiViq
˘ “ 0 or tr `V Ji gpXi ` αiViq˘ “ 0 for αi.
The former is the same as (45) with X and V replaced by Xi and Vi respectively. The later can be
expressed as again a cubic polynomial of αi,
ppαiq “α3i tr
`
V Ji Vitriu
`
V Ji Vi
˘˘
` α2i tr
`
V Ji Vitriu
`
XJi Vi
˘` V Ji Vitriu `V Ji Xi˘` V Ji Xitriu `V Ji Vi˘˘
` αitr
`
V Ji AVi ` V Ji Xitriu
`
V Ji Xi
˘` V Ji Xitriu `XJi Vi˘` V Ji Vitriu `XJi Xi˘˘
` tr `V Ji AXi ` V Ji Xitriu `XJi Xi˘˘ .
(47)
Using either equation, we are able to avoid αi “ 0 if Xi stays in the space spanned by eigenvectors
while Xi is not the desired global minima. The convergence using either equation can be shown in
a similar inductive way as in previous sections. Regarding the computational cost, since all trace
term can be computed in a accumulative way, the computational cost for getting coefficients in (47)
for all i remains the same as getting the coefficients in (45).
According to our numerical experiments, the columnwise stepsize strategy based on exact line-
search significantly outperforms the fixed stepsize, while there is not much difference between
solving tr
`
V Ji gpXi ` αViq
˘ “ 0 and tr `V Ji ∇fpXi ` αViq˘ “ 0. Throughout the rest paper, we
solve tr
`
V Ji g
˘ “ 0 for stepsize.
6.3 Column Locking
In Section 5 we notice that each column has its own convergence rate and later columns converge
slower than earlier ones in terms of the analysis. Numerically, we also observe that earlier columns
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usually converge faster than later ones. It is waste of computational resources if we update all
columns throughout iterations until the last column converges. Hence we introduce column locking
technique here to allow early stopping for converged columns.
The idea of column locking has been widely adopted in many traditional eigensolvers, where
orthogonalization is applied every a few iterations. However, in orthogonalization-free eigen-
solvers [4, 19, 29], usual locking technique is not applicable, since all columns are coupled together
throughout iterations. TriOFM, very differently, can adopts a column locking technique in a par-
ticular ordering. Since the earlier columns in TriOFM are independent of later columns, as long as
they converged, we can lock these columns and no further updating is needed for these columns.
In this paper, either of the following criteria can be adopted as the overall stopping criteria:
∥
∥
∥gpXptqq
∥
∥
∥
F
ă ǫ or
∥
∥Xptq ´ X ˚∥∥
F
‖X ˚‖
F
ă ǫ. (48)
Since any global minimum is of the same F-norm, we denote the value as ‖X ˚‖
F
here.
Correspondingly, the i-th column is locked if all previous 1st to pi ´ 1q-th columns are locked
and the criteria (corresponding to the overall stopping criteria) for i-th column is satisfied,
∥
∥
∥g
ptq
i
∥
∥
∥
F
ă ǫ
m
or
∥
∥
∥x
ptq
i ´ x˚i
∥
∥
∥
?´λi
ă ǫ
m
, (49)
where g
ptq
i is the i-th column of gpXptqq, x˚i denote the i-th column of the nearest global minimum,
and m is a given constant. We emphasize again that column locking must be done in order. While,
locking multiple contiguous columns in one iteration is allowed. Usually m should be chosen slightly
larger than p. If m is too small, the earlier columns do not converge with high accuracy enough,
then the convergence of later columns may not be achievable or the convergence rate would be
much slower.
7 Numerical Results
In this section, we show the efficiency of TriOFM applying to three different groups of matrices, i.e.,
random matrices with different eigenvalue distributions, a synthetic matrix from density functional
theory, and a matrix of Hubbard model under full configuration interaction framework.
In Section 7.1, we first show that TriOFM with a constant stepsize has linear local convergence
rate on different random matrices with different eigenvalue distributions, which agrees with our
analysis in Section 5. Further in Section 7.1, numerical techniques introduced in Section 6 are
adopted and the comparisons against vanilla TriOFM with a constant stepsize show the advan-
tages of using these techniques. Then we apply TriOFM with these techniques enabled to two
numerical examples from chemistry in Section 7.2 and Section 7.3. In both examples, TriOFM
converges to sparse eigenvectors whereas traditional orthogonalization-free methods fail to recover
the sparsity pattern. Regarding the computational cost, TriOFM is, in general, comparable to its
non-triangularized counterpart.
Throughout this section, we adopt the following expressions as the stopping criterion and accu-
racy measurements. For TriOFM, the F-norm of the triangularized gradient is used as the overall
stopping criterion together with the column locking status, i.e., the overall algorithm stops if ei-
ther
∥
∥gpXptqq∥∥
F
is smaller than a tolerance ǫ or all columns have been locked. For traditional
orthogonalization-free methods, the iteration stops if the F-norm of the gradient is smaller than a
tolerance, i.e.,
∥
∥∇fpXptqq∥∥
F
ă ǫ.
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Since we want to calculate the accuracy of both TriOFM and traditional methods under the
same measurement, the expression must be valid for both methods. Two measurements are used
with focus on the accuracy of eigenvectors and eigenvalues respectively. The first measure of the
accuracy is as follows,
evec “ min
X˚PX˚
‖X ´X˚‖
F
‖X˚‖
F
, (50)
where X ˚ denotes the set of all possible global minima of the used algorithm. The second measure
more focuses on the eigenvalues,
eval “
∣
∣
∣tr
´`
XJX
˘´1
XJAX
¯
´řpi“1 λi∣∣∣
|
řp
i“1 λi|
. (51)
In addition to these criteria and accuracy measurements defined above, we also define two mea-
surements for computational costs. Since all of our codes are implemented in MATLAB, which
favors matrix operations over vector operations, the runtime comparison is not fair especially con-
sidering the matrix sizes we used to explore the efficiency in Section 7.1 and the matrix sizes of
practical examples in Section 7.2 and Section 7.3 are not extremely large. Hence we introduce two
other measurements of computational costs, i.e., total number of iterations and total number of
column accesses. The total number of iterations is self-explanatory. The total number of column
accesses aims to provide measurement of two equal quantities, i.e., the number of writing columns
of Xptq to its data structure and the number of multiplying matrix A to vectors in Xptq. When
the scale of the matrix is huge and Xptq has sparse structure as in Section 7.3, the columns of
Xptq are stored in special data structures such as hash table, black-red tree, etc, writing to any of
these special data structures is one of the computational bottleneck in FCI computations. Another
computational bottleneck is multiplying the matrix A to columns of Xptq. Without column locking
technique, the total number of column accesses is simply the number of iterations multiplying the
number of columns in Xptq. When column locking is enabled, it is the summation of the number of
unlocked columns throughout iterations.
7.1 Random Matrices
In this section we apply different TriOFM algorithms to random matrices and compare the per-
formance against their non-triangularized counterparts. For testing purpose, we limit the size of
matrices being n “ 500 and the number desired eigenpairs being p “ 5 in Section 7.1.1 and p “ 10
in Section 7.1.2. Random matrices are of the form
A “ UJΛU, (52)
where U is a random orthogonal matrix generated by QR factorization of a random matrix with
entries sampled from a standard normal distribution independently. Here Λ denotes a diagonal
matrix with its elements tλiuni“1 generated from three different ways, which are generated as follows,
1. (Uniform) λi “ i´1500 ´ 1 for 1 ď i ď n;
2. (Logarithm) λi “ ´ 210500 12i for 1 ď i ď n;
3. (U-Shape) λ1 “ ´1416 , λ2 “ ´1016 , λ3 “ ´ 816 , λ4 “ ´ 716 , λ5 “ ´ 516 , λi “ ´ 116 for all 6 ď i ď n.
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Figure 1: Convergence behavior of TriOFM-(Obj1) applying to Auni (left), Alog (middle), and
Aushape (right). Fixed step size α “ 0.4 is used and column locking is applied.
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Figure 2: Convergence behavior of TriOFM-(Obj1) applying to Auni (left), Alog (middle), and
Aushape (right). CG, exact linesearch, and column locking are applied together.
Here, in the U-shape gap case, the first 5 eigengaps are set to be 4
16
, 2
16
, 1
16
, 2
16
, 4
16
, which decays
exponentially first and then grows exponentially. We denote these three random matrices as Auni,
Alog, and Aushape respectively. Since as shown in Section 5, the convergence rate depends on the
eigengap, Auni and Alog serves as two typical cases of eigengap distribution, where the former has
equal eigengap and the later has exponentially decaying eigengap. The last matrix, Aushape is
adopted to reveal the difference between TriOFM and traditional orthogonalization-free methods.
The convergence rate of TriOFM depends on the smallest eigengap of all desired eigenpairs, e.g.,
∆3 “ λ4 ´ λ3 for Aushape, whereas the rate of traditional methods depends on the eigengap of
desired ones and undesired ones, e.g., ∆5 “ λ6 ´ λ5 for Aushape. Since ∆3 is exponentially smaller
than ∆5, we expect that TriOFM in this case converges slower than traditional methods.
7.1.1 Local Convergence Rate
We first numerically validate the local linear convergence as proved in Section 5 and its rate for all
three matrices. Momentum or CG is disabled. Fixed stepsize α “ 0.4 is used. Each time we sample
p unit vectors independently to form Xp0q P Rnˆp as the initial value. Column locking technique is
applied here.
Figure 1 shows the convergence behaviors of TriOFM-(Obj1) applied to all three matrices.
Nonlinear convergence is observed in all three figures for the first few iterations. Linear convergence
is observed for every single curve towards convergence. Hence we provide numerical support to the
statement that TriOFM-(Obj1) converges linearly in neighborhoods of global minima.
In Figure 1 left, we notice that all curves towards convergence are parallel to each other. Hence
numerically the local convergence rates are the same. Since Auni has all equal eigengaps, as shown in
Section 5, the local convergence rates are the same, which agrees with our numerical observation.
In Figure 1 middle, curves towards convergence have very different slopes, hence very different
convergence rates. Since Alog has exponentially decaying eigengaps, the local convergence rates
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Convergence rate
Matrix λ1 λ2 λ3 λ4 λ5
Alog
Reference rate 0.7952 0.8976 0.9489 0.9143 0.9872
Numerical rate 0.7952 0.8976 0.9489 0.9143 0.9872
Table 2: Local convergence rate of TriOFM-(Obj1) applying to Alog.
are indeed different. Here we provide a quantitative comparison of the convergence rates for Alog
in Table 2. We fit the slope of each curve after certain number of iterations and use it as the
numerical rate. The reference rates (or theoretical rate) are computed according Theorem 5.3,
ri “ 1 ´ αminij“1tλj`1 ´ λju. According to Table 2, the numerical rates agree perfectly with
reference rate for Alog. Hence we claim that Theorem 5.3 provides a tight upper bound in terms of
the convergence rate. In Figure 1 right, first three curves associated with 1st, 2nd, 3rd eigenpairs
towards convergence have different convergence rate, and two curves associated with 3rd, 4th
eigenpairs are parallel to each other since the convergence behavior of the 4th eigenpair is affected
by the smallest eigengap among first 4 gaps which is the same as 3rd eigenpair. Meanwhile, we
find that the convergence of the 5th eigenpair is faster than that of the 3rd or 4th one. Hence its
convergence rate is theoretically upper bounded by the previous smallest eigengaps but numerically
faster. Therefore, through numerical results for all three matrices, we claim that our theoretical
analysis of the local convergence rate provides a tight upper bound for practice.
A more interesting numerical observation is that, for all three matrices, the local linear con-
vergences of all columns have some degree of overlapping iterations, which means they converge
simultaneously during part of the iterations. Especially for Auni, there are a lot of iterations that
all curves converge linearly simultaneously. However we should notice that if the eigengaps shrink
too fast, there is a delay for the later eigenvectors to converge linearly. This delay can be observed
in Figure 1 middle. For Alog, neighbour curves have some iterations of simultaneous linear con-
vergence and the delay of convergence is observed. The performance on Aushape is a combination
of that on Auni and Alog. In Section 5, we prove the local convergence in a column by column
fashion, i.e., the convergence of later column is proved if all earlier columns are close to their global
minima. Since only an ǫ accuracy is needed for the convergence of previous columns, such a delay
of convergence is also reasonably agree with our analysis.
In addition to the fixed stepsize, we also investigate the convergence behaviors of TriOFM-
(Obj1) with all techniques enabled applying to three matrices, whose convergence behaviors are
included in Figure 2 left, middle, and right for Auni, Alog, and Aushape respectively. We empha-
size that the scales of iteration number (x-axis) are totally different in Figure 1 and Figure 2.
Overall, the convergence of TriOFM-(Obj1) with all techniques enabled are much faster than that
of vanilla TriOFM-(Obj1). Nonlinear convergence is observed in all three figures throughout it-
erations. Nearly linear convergence is observed for every single curve towards convergence. The
approximate linear convergence rates, however, are very different (in general, faster) from that in
Figure 1. We leave the convergence analysis of TriOFM with techniques as future work.
7.1.2 Accelerating Techniques
Comparing numerical results in Figure 1 and Figure 2, we already notice significant acceleration
due to all techniques we introduced, i.e., CG, exact linesearch, and column locking. In this section,
we aim to provide more quantitative comparisons for column locking and momentum acceleration
for both TriOFM-(Obj1) and TriOFM-(Obj2).
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Specifically in this section, the tolerance ǫ used for stopping criteria and column locking is 10´8.
And each experiment is repeated 500 times, with different random Us and initial values. For both
the iteration number and the total number of column accesses, we report the mean, max, and min
among 500 random tests.
Similar to the observation in previous work [4, 19, 29], we also observe that an algorithm with
exact linesearch, in all cases, outperforms the same algorithm with fixed stepsize. Hence we omit
the comparison results for exact linesearch technique from the paper and focus on the other two
techniques, momentum and column locking.
First we show the advantage of using column locking. This experiment is done on (Obj1) with
CG and exact linesearch enabled. Table 3 list the iteration number and the total number of column
accesses for TriOFM-(Obj1) applied to Auni with and without column locking.
Method
Iter Num Total Col Access
Mean Max Min Mean Max Min
TriOFM-(Obj1) + CG +locking 673.2 773 579 5139.2 6749 4372
TriOFM-(Obj1) + CG 676.4 931 580 6764.4 9310 5800
Table 3: Performance comparison of TriOFM-(Obj1) applied to Auni with and without column
locking. CG and exact linesearch are enabled.
From Table 3, we observe that the number of iteration is not much affected by the column
locking. Especially, the mean of iteration number only reduced by about 3 iterations out of nearly
700 iterations. However, the number of column accesses is significantly reduced. All three numbers,
i.e., mean, max and min of the number of column access, are reduced by nearly 25% after applying
the column locking. Similar results can be obtained for other matrices and TriOFM-(Obj2) as well.
Considering the negligible increase of computational cost, we conclude that the column locking
technique significantly reduced the number of column accesses and hence the computational cost
of TriOFM.
Then we move on to explore the advantage of momentum and CG techniques. In this part,
all algorithms are using their own exact linesearch as stepsize choices. For algorithms with vanilla
momentum acceleration, the coefficient are chosen as β “ 0.9 for (Obj1) and β “ 0.95 for (Obj2).
Although not extensive search for β is done, several different values of β are tested for both ob-
jective functions. Among those tested βs, we pick the β for each objective function leading to the
fastest convergence. For each objective function, there is a comparison between TriOFM and its
non-triangularized version (denoted as OFM) with and without momentum acceleration enabled.
Numerical results are summarized in Table 4 and Table 5 for Auni and Alog respectively.
For matrices with equal eigengaps, Auni, we find that from Table 4 all TriOFMs are slightly
slower than their non-triangularized counterparts. Such a slow down is acceptable since TriOFM
converges to eigenvectors directly, which include a finite number of global minima, while its non-
triangularized counterpart converges to the eigenspace, which includes infinity number of global
minima. For matrices with logarithmic decay eigengaps, Alog, as in Table 5, the comparison
between TriOFMs and their non-triangularized counterparts gives opposite results. For all cases in
Table 5, TriOFMs converge in less number of iterations and less number of column accesses. When
algorithms are applied to Alog, convergence rates are determined by the last eigengap. Hence we
anticipate that TriOFM performs no worse than its non-triangularized counterpart. While the
results in Table 5 are beyond our theoretical analysis. Our explanation for such results has two-
folds. First, since first several columns converge much faster in TriOFM, it makes later columns
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Objective
Function
Method
Iter Num Total Col Access
Mean Max Min Mean Max Min
(Obj1)
TriOFM+CG 673.2 773 579 5139.2 6749 4372
OFM+CG 325.6 681 217 3255.8 6810 2170
TriOFM+Momentum 1196.3 1494 1001 8528.9 10877 7328
OFM+Momentum 428.5 706 390 4285.0 7060 4900
TriOFM+GD 7157.2 9880 4863 65829.6 89045 46400
OFM+GD 6910.1 9736 4400 69101.2 97360 44000
(Obj2)
TriOFM+CG 968.8 1144 862 7141.1 9915 6158
OFM+CG 540.0 1135 298 5400.5 11350 2980
TriOFM+Momentum 1783.2 2116 1588 13336.1 15837 12227
OFM+Momentum 757.3 1281 739 7573.6 12810 7390
TriOFM+GD 14217.7 19444 9392 129519.9 171456 90160
OFM+GD 13141.9 19071 8021 131419.3 190710 80210
Table 4: Performance comparison of TriOFM and OFM with and without momentum accelerating
techniques for Auni. Exact linesearch is enabled for all algorithms and column locking is enabled
for TriOFM.
move into linear convergence at very early iterations. Second, in TriOFM, different stepsizes from
exact linesearches are applied to different columns, whereas OFM uses the stepsize is uniform for all
columns, which is impacted by the smallest eigengap. Overall, the computational cost comparison
between TriOFMs and their non-triangularized counterparts depends on the eigengap distribution,
although TriOFMs aim to solve a more tough problem.
From both Table 4 and Table 5, in everything single comparison, algorithms with momentum
accelerations outperform their non-accelerated versions. Further, comparing CG with momentum
accelerate, algorithms with CG are at least no slower than their vanilla momentum acceleration
with carefully chosen parameter β. If the parameter β is not carefully chosen, algorithms with CG
definitely win. Hence we prefer to use CG as momentum acceleration since it does not have an
extra hyper-parameter and is faster.
Summarizing all these tests, the comparison of computational costs for TriOFM and its non-
triangularized counterpart is not definitive and depends on the eigengap distribution of the matrix.
Regarding the accelerating techniques, CG is the best momentum acceleration, and both exact
linesearch and column locking accelerate TriOFM. Hence, our best choice is to use TriOFMwith CG,
exact linesearch, and column locking enabled. As in the later sections, Section 7.2 and Section 7.3,
this will be our representative algorithm of TriOFM and we will move our focus onto the sparsity
of eigenvectors.
7.2 Synthetic Density Functional Theory
In this section we show a synthetic example from DFT computation. We propose a second order
differential operator on the domain r0, 1s with periodic boundary condition,
Hpxq “ ´∆` V pxq, (53)
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Objective
Function
Method
Iter Num Total Col Access
Mean Max Min Mean Max Min
(Obj1)
TriOFM+CG 54.8 67 44 415.0 495 340
OFM+CG 967.7 2716 461 9676.8 27160 4610
TriOFM+Momentum 51.3 59 44 414.3 463 377
OFM+Momentum 1556.5 2423 968 15565.6 24230 9670
TriOFM+GD 68.0 80 58 610.1 700 528
OFM+GD 20593.4 26445 14864 205934.7 264450 148640
(Obj2)
TriOFM+CG 293.0 637 195 1094.0 1628 899
OFM+CG 1035.2 2239 544 10352.1 22390 5440
TriOFM+Momentum 934.1 1398 706 2905.0 2985 1264
OFM+Momentum 1988.0 2986 1265 19879.3 29860 12650
TriOFM+GD 8384.3 10990 4497 188263.6 22400 10706
OFM+GD 36126.9 45066 24280 361268.9 450660 242800
Table 5: Performance comparison of TriOFM and OFM with and without momentum accelerating
techniques for Alog. Exact linesearch is enabled for all algorithms and column locking is enabled
for TriOFM.
where ´∆ is the Laplace operator denoting the kinetic term and V pxq is a local potential with four
Gaussian potential wells,
V pxq “ ´
4ÿ
i“1
αie
´ px´ℓiq
2
2σ2 . (54)
In (54), the centers of the wells are located at ℓi “ 2i´18 , the depths of the wells are αi “
850 ` 50 ˆ modpi, 4q, and the constant width of the wells is σ “ 0.1. This second order dif-
ferential operator, (53), can be viewed as a synthetic linear operator in each self-consistent field
iteration in DFT computation, simulating four different atoms located periodically on a line. In
this example, we are interested in computing the low-lying four eigenpairs. The matrix form of
(53) is obtained via discretizing the problem on a uniform grid with n “ 500 points. The Laplace
operator is discretized with second-order central difference scheme. In Figure 3 left, we plot the
four eigenvectors corresponding to smallest four eigenvalues. Due to the localized potential and
periodicity, the eigenvectors associated with low-lying eigenvalues have localized property as well,
which means that these vectors are sparse.
0 0.2 0.4 0.6 0.8 1Location
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
D
en
si
ty
  (V
alu
e o
f E
ige
nv
ec
tor
)
column1
column2
column3
column4
0 0.2 0.4 0.6 0.8 1Location
-0.3
-0.2
-0.1
0
0.1
0.2
D
en
si
ty
column1
column2
column3
column4
0 0.2 0.4 0.6 0.8 1Location
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
D
en
si
ty
column1
column2
column3
column4
Figure 3: Left figure plots the ground truth of eigenvectors associated with four low-lying eigenval-
ues of problem (53); middle figure plots scaled four convergent columns from TriOFM-(Obj1); and
right figure plots scaled four convergent columns from the non-triangularized counterpart.
Method Iter Num Total Column Access NNZ evec eval
TriOFM+CG 665.1 2531.5 178 1.30 ˆ 10´11 1.17 ˆ 10´15
OFM+CG 401.3 1601.2 660.0 – 1.35 ˆ 10´11
Table 6: Performance comparison of TriOFM-(Obj1) and its non-triangularized counterpart applied
to (53).
Numerical results are demonstrated in Figure 3 and Table 6 over 100 runs. Figure 3 middle
plots scaled four convergent columns from TriOFM-(Obj1) and the right figure plots scaled four
convergent columns from the non-triangularized counterpart. Table 6 further includes the iteration
numbers, total numbers of column accesses, sparsity counts, and accuracy measurements for both
algorithms. In Table 6, the NNZ (number of non-zeros) is measured as the number of entries with
absolute values greater than 10´5. For TriOFM case, NNZ is 178 which is exactly equal to that
of reference eigenvectors. The non-triangularized algorithm does not provide eigenvectors without
extra orthogonalization step. Hence the accuracy measurement of eigenvectors is not available.
According to Figure 3, the convergent columns of TriOFM-(Obj1) recover the eigenvectors as in
the left plot up to a sign difference. While the convergent columns of non-triangularized algorithm
mixes all four eigenvectors and have non-zero peaks near all four Gaussian centers. Hence the
sparsity pattern of eigenvectors are destroyed. The sparsity column in Table 6 further provides
quantitative comparison. TriOFM-(Obj1) has about 75% less non-zero entries after thresholding.
We claim this saving by a factor of 4 is very important from the memory cost point of view.
As the problem size getting larger and larger, the memory cost is the key bottleneck in many
computations. In our opinion, saving the memory cost by a factor of 4 is more important than
saving the computational cost by the same factor, since the former leads to infeasibility and the later
leads to a longer runtime. Meanwhile, the number of iterations and total number of column accesses
stay similar (within a factor of 1.5) to TriOFM-(Obj1) and its non-triangularized counterpart.
Hence, TriOFM is potentially a valuable replacement of non-triangularized counterpart in DFT
computations. If some metallic systems are considered in DFT, where eigenvalues are explicitly
needed for Fermi-Dirac function, TriOFM with its orthogonalization free property would be more
valuable.
7.3 Full Configuration Interaction
This section solves the low-lying eigenpairs for two dimensional Hubbard model under FCI frame-
work. The fermion Hubbard model is widely used approximate model in solid-state physics, which
ignores long range interaction and only includes near site hopping on lattice. Since the FCI frame-
work is applied, the matrix size scales exponentially with respect to the lattice size and the number
of electrons in the Hubbard model. The eigenvectors associated with low-lying eigenvalues are in
general very sparse. This is one of the most important target applications of TriOFM.
The Hamiltonian operator in the second quantization notation is,
Hˆ “ ´t
ÿ
xr,r1y,σ
aˆ:r,σaˆr1,σ ` U
ÿ
r
aˆ
:
r,Òaˆr,Òaˆ
:
r,Óaˆr,Ó (55)
where t is the hopping strength, U is the interaction strength, r, r1 are lattice index, xr, r1y means
that r and r1 are neighbor on lattice. Further, aˆ:r,σ and aˆr,σ denotes the creation and annihilation
operator of an electron with spin σ on site r.
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In stead of working on the real space, our matrix in this section is generated from the Hubbard
model in momentum space, where the hopping term is then a diagonal matrix. The Fourier trans-
form of the creation and annihilation operator is aˆk,σ “ 1?
Norb
ř
r e
ık¨raˆr,σ, where k is the wave
number and Norb is the number of orbitals (sites). The Hamiltonian operator in momentum space
is then,
Hˆ “ t
ÿ
k,σ
´2pcos k1 ` cos k2qaˆ:k,σaˆk,σ `
U
Norb
ÿ
k,p,q
aˆ
:
p´q,Òaˆ
:
k`q,Óaˆk,Óaˆp,Ò (56)
where k “ pk1, k2q.
The 2D Hubbard model we used in this section is on a lattice of size 4ˆ4 with 6 electrons (3 spin
up and 3 spin down). The strength of hopping and interaction are t “ 1 and U “ 0.25Norb. Hence
the FCI matrix has diagonal entries between ´20 and 20 and off-diagonal entries being ˘0.25. We
compute the smallest p “ 10 eigenpairs. TriOFM-(Obj1) and its non-triangularized counterpart are
applied to address this problem. The tolerance of convergence is set as 10´10. Both CG and exact
linesearch are enabled for both algorithms. And column locking is enabled for TriOFM-(Obj1). For
each algorithm, we test 100 random initializations and report the mean of the iteration number,
the total number of column accesses, the sparsity, and accuracies. The sparsity counts the number
of entries with magnitude greater than 10´5. All numerical results are reported in Table 7.
Method Iter Num Total Col Access NNZ evec eval
TriOFM+CG 718.2 4305.0 57901.4 2.07 ˆ 10´8 3.44 ˆ 10´15
OFM+CG 466.5 4655.3 75041.2 – 3.43 ˆ 10´15
Table 7: Performance comparison of TriOFM-(Obj1) and its non-triangularized counterpart applied
to (56)
According to Table 7, although TriOFM-(Obj1) requires larger number of iterations than its
non-triangularized counterpart, the total number of column accesses remains similar for both al-
gorithms, which is proportional to the actual runtime. For the matrix in this experiment, there
are several eigenvalues of multiplicity larger than 1, and the stable fixed points form a subspace.
Hence, NNZ for TriOFM is not a constant and many change due to different rotations within each
subspace. Also, the sparsity of TriOFM-(Obj1) is lower than that of its non-triangularized counter-
part. Hence, TriOFM-(Obj1) outperforms its non-triangularized counterpart on this FCI problem
again. We add a few more discussion for applying TriOFM to FCI problems below.
In FCI problems, eigenvalues and eigenvectors are needed for the ground state and low-lying
excited states. Hence non-triangularized algorithms need an explicit post orthogonalization step.
However, since FCI problems are usually of extremely large scale, the post orthogonalization step
is often computationally too expensive to be practical. Therefore, TriOFM is, to authors’ best
knowledge, only orthogonalization free family of eigensolvers for eigenpairs. Direct comparison of
TriOFM-(Obj1) with its non-triangularized counterpart is not fair in this setting, since the later
does not provide needed results. Another important thing is the sparsity. Again, due to the
extremely large scale of the problems, the memory cost is the key bottleneck in practice. In order
to save memory, we would like to recover the sparsity pattern of eigenvectors as much as possible
throughout iterations. Although, in this paper, we only investigate the sparsity of convergent point,
adding thresholding together with coordinate-wise descent algorithm would potentially give sparse
pattern throughout iterations. Hence this is the first step towards practical algorithms for excited
states problem under FCI framework.
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8 Conclusion and Discussion
In this work, we introduce the novel TriOFM framework for solving extreme eigenvalue problems.
Under TriOFM framework, the eigenpairs are directly solved via orthogonalization-free iterative
methods, where the orthogonalization-free feature is crucial for extremely large scale eigenvalue
problems with sparse eigenvectors. Two algorithms, namely TriOFM-(Obj1) and TriOFM-(Obj2),
under the framework are proposed for (Obj1) and (Obj2). Global convergence for both algorithms
are guaranteed for almost all initial values in a big domain. Locally, we prove that, in neighbors of
global minima, TriOFM-(Obj1) converges linearly. The local convergence proof can also be adapted
to TriOFM-(Obj2). Although, under the framework, our proposed algorithms are different from
gradient-based optimization algorithms, acceleration techniques, including momentum, linesearch,
and column locking, still work effectively. According to a sequence of numerical experiments on
both synthetic examples and practical examples, our algorithms converge efficiently and reveals the
sparsity of eigenvectors without any orthogonalization step.
There are many future directions. As has been mentioned before, TriOFM framework is not
only applicable to (Obj1) and (Obj2). It can be adopted by other algorithms to remove the gauge
freedom. We would like to explore more such algorithms and potential applications in the future.
Moreover, we claim the advantage of TriOFM in keeping sparsity towards convergent. It is a
interesting future direction to explore truncation techniques as well as coordinate-wise algorithms
so that the sparse property can be kept throughout iterations. Then the application to FCI low-lying
excited states problems would be potentially of great interest to many other communities including
computational physics, computational chemistry, and material science, etc. In addition to above
two directions, orthogonalization-free algorithms are friendly to massive parallel computing. Hence
the parallelization of these proposed algorithms is another future direction.
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A Proof of Theorem 3.2
Proof of Theorem 3.2. All stationary points of (22) satisfy g2pXq “ 0. We first analyze the
stationary points for a single column case, and then complete the proof by induction. Notations
used in this proof are the same as that in the proof of Theorem 3.1.
We denote the single column X as x. Obviously, when x “ 0, we have g2pxq “ 0. Now, consider
the nontrivial case x ‰ 0. The equality g2pxq “ 0 can be expanded as,`p2´ xJxqA´ xJAxI˘x “ 0. (57)
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According to (57), for nonzero x, the matrix B “ p2´ xJxqA´ xJAxI must has a zero eigenvalue
and x lies in its corresponding eigenspace. When xJx “ 2, the matrix B “ xJAxI does not have
zero eigenvalue due to the negativity assumption on A. Hence x is parallel to one of A’s eigenvector,
i.e., Ax “ λx. Substituting this into (57), we obtain,
2p1 ´ xJxqλx “ 0. (58)
Since λ ă 0 and x ‰ 0, we have xJx “ 1. Hence we conclude that for g2pxq “ 0, x is either a zero
vector or an eigenvector of A.
Now we consider multicolumn case. The first column of g2pXq “ 0 is the same as (57). Hence
X1 “ UP1S1D1.
Assume the first i columns of X obey Xi “ UPiSiDi. Then the pi` 1q-th column of g2pXq “ 0
is
2Axi`1 ´Axi`1xJi`1xi`1 ´ xi`1xJi`1Axi`1 ´AXiXJi xi`1 ´XiXJi Axi`1 “ 0. (59)
Obviously, if xi`1 “ 0, then (59) holds. When xi`1 ‰ 0, we left multiply (59) with XJi , adopt the
commuting property of diagonal matrices, and obtain,
0 “DiSiPJi
`
2Λ´ xJi`1xi`1Λ´ xJi`1Axi`1I ´ ΛPiPJi ´ Λ
˘
UJxi`1
“´DiSiPJi
`
xJi`1xi`1Λ` xJi`1Axi`1I
˘
UJxi`1
(60)
where the second equality adopts the fact that PJi ΛPiP
J
i “ PJi Λ. Due to the negativity of A, we
notice that xJi`1xi`1Λ ` xJi`1Axi`1I is a diagonal matrix with strictly negative diagonal entries.
Hence the equality (60) is equivalent to
SiP
J
i U
Jxi`1 “ 0. (61)
As long as (61) holds, we have XJi xi`1 “ 0 and XJi Axi`1 “ 0. Therefore, solving (59) can be
addressed via solving
2Axi`1 ´Axi`1xJi`1xi`1 ´ xi`1xJi`1Axi`1 “ 0 (62)
such that xi`1 satisfies (61). Combining the solution of the single column case (57) and the
constraint (61), we conclude that Xi`1 is of the form UPi`1Si`1Di`1.
The stabilities of stationary points should also be analyzed through the spectrum properties of
their Jacobian matrices. The Jacobian matrix Dg2pXq, again, can be written as a p-by-p block
matrix. And using the similar argument as in the proof of Theorem 3.1, Dg2pXq “ DG is a block
upper triangular matrix, whose spectrum is determined by the spectrum of its diagonal blocks.
Through a multivariable calculus, we obtain the expression for Jii as,
Jii “ 2A´AXiXJi ´XiXJi A´AxixJi ´ xJi xiA´ xJi AxiI ´ xixJi A. (63)
We first show the stability of the stationary points of form X “ UpD. Substituting these points
into (63), we have,
Jii “ A´ 2UiΛiUJi ´ 2λiuiuJi ´ λiI. (64)
Since λi is smaller than all eigenvalues of A´UiΛiUJi , A´UiΛiUJi ´λiI is strictly positive definite.
The rest part of (63) is, obviously, positive definite. Hence Jii is strictly positive definite for all
i “ 1, 2, . . . , p and stationary points of the form X “ UpD are stable stationary points.
Next we show the rest stationary points are not stable. For a stationary point X, we denote
the first index s such that xJs us “ 0. Then we estimate uJs Jssus as,
uJs Jiius “ 2λs ´ xJs xsλs ´ xJs Axs ă 0, (65)
since xJs xs ď 1 and A is negative definite. Therefore, the rest stationary points are not stable.
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B TriOFM Global Convergence Analysis
This section aims to facilitate the proof of Theorem 4.4.
Proof of Lemma 4.1. It is sufficient to show that the condition holds for one iteration. In order
to simplify the notations, we denote x
ptq
i and x
pt`1q
i as xi and rxi respectively. The norms of xi andrxi are denoted as ri and ri respectively.
The iteration in Algorithm 1 can be written as,
rxi “ xi ´ αAxi ´ αp iÿ
j“1
xjx
J
j qxi “ xi ´ α rAxi ´ αxixJi xi. (66)
where rA “ A`ři´1j“1 xjxJj . The norm square of rxi can be calculated as,
r2i “ rxJi rxi “xJi xi ´ 2α ´xJi rAxi ` pxJi xiq2¯` α2 ´xJi rAJ rAxi ` pxJi xiq3 ` 2xJi rAxipxJi xiq¯
“r2i ´ 2α
´
xJi rAxi ` r4i ¯` α2 ´xJi rAJ rAxi ` r6i ` 2xJi rAxir2i ¯ . (67)
Given that all xi satisfy the conditions ‖xi‖ ď Ri, we have inequality for any vector x and power
k,
´
˜
ρ`
i´1ÿ
j“1
R2j
¸k
‖x‖2 ď xJ rAkx ď ˜ρ` i´1ÿ
j“1
R2j
¸k
‖x‖2, (68)
where we adopt the definition of eigenvalues for the first part in rA and Cauchy-Schwartz inequality
for the second part in rA. Due to the assumption on Rj, we can bound the factor in the right part
of (68) as,
ρ`
i´1ÿ
j“1
R2j ď ρ
˜
1` 3
i´1ÿ
j“1
4j´1
¸
ď 4i´1ρ “ R
2
i
3
. (69)
With these inequalities, the first order term of α can be estimated as,
´2α
´
xJi rAxi ` r4i ¯ ď2α
˜˜
ρ`
i´1ÿ
j“1
R2j
¸
r2i ´ r4i
¸
ď2αr2i
ˆ
R2i
3
´ r2i
˙
,
(70)
which is due to (68) and (69). And the second order term of α can be estimated as,
α2
´
xJi rA2xi ` r6i ` 2xJi rAxir2i ¯ ďα2
¨˝˜
ρ`
i´1ÿ
j“1
R2j
¸2
r2i ` r6i ` 2
˜
ρ`
i´1ÿ
j“1
R2j
¸
r4i ‚˛
ďα2r2i
ˆ
R4i
9
` r4i `
2R2i
3
r2i
˙
,
(71)
which is again due to (68) and (69). The rest of the proof is divided into two scenarios, i.e.,
ri P r
?
2Ri?
3
, Ris and ri P r0,
?
2Ri?
3
q.
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In the first scenario, ri P r
?
2Ri?
3
, Ris, we have ´2α
´
xJi rAxi ` r4i ¯ ď ´αr2i 2R2i3 for the first order
term. Applying α ď 1
5R2p
, we have,
r2i ď r2i ` αr2i ˆ´2R2i3 ` R4i45R2p ` R
4
i
5R2p
` 2R
4
i
15R2p
˙
ď r2i ´ αr2i
14R2i
45
ă r2i ď R2i . (72)
In the second scenario, ri ď
b
2
3
Ri, with bounds on the first and second order term, we have
r2i ďr2i ` 2αr2i ˆR2i3 ´ r2i
˙
` α2r2i
ˆ
R4i
9
` r4i `
2R2i
3
r2i
˙
ď2R
2
i
3
` 4R
4
i
45R2p
` 2R
6
i
675R4p
` 8R
6
i
675R4p
` 8R
6
i
675R4p
ă R2i .
(73)
This proves the lemma.
Now we proved that each column xi is trapped by a ball throughout iterations. Next we pave
the path to prove Lemma 4.2, which show that the first column always converge to the scaled
eigenvector corresponding to the first eigenvalue, to be more specific, ˘?´λ1u1.
Let θptq denotes the acute angle between xptq
1
and ˘u1, we will show that θptq converges to zero
almost surely.
Lemma B.1. Assume Assumption A is satisfied and x
p0q
1
is not perpendicular to u1. Then the
tangent of θptq “ =pxptq
1
, u1q linearly converges to 0, i.e., tan θpt`1q ď 1´αλ21´αλ1 tan θptq.
Proof. Since the eigenvectors of symmetric matrix A are orthonormal vectors, both vector 2-norm
and the angle θptq “ =pxptq
1
, u1q “ =pUJxptq1 , e1q are invariant to orthonormal transform, without
loss of generality, we assume that A is a diagonal matrix with its diagonal being λ1, λ2, . . . , λn and
the corresponding eigenvectors are ei, 1 ď i ď n. Following the notation in the proof of Lemma 4.1,
we drop the iteration index in the superscript and denote the following iteration variables with r¨.
The first column of Xptq iterates as follows,rx1 “ `I ´ αA´ αxJ1 x1I˘x1. (74)
Let x1i and rx1i denotes the i-th element of x1 and rx1 respectively. The i-th element of rx1 then
satisfies, rx1i “ `1´ αλi ´ αr21˘x1i, (75)
where r1 denotes the norm of x1.
Since rθ is the angle between rx1 and e1, the tangent of rθ can be written in terms of elements ofrx1 as,
tan rθ “ arx212 ` rx213 ` ¨ ¨ ¨ ` rx21n
|rx11| . (76)
Substituting (75) into (76), we obtain,
tan rθ “
b`
1´ αλ2 ´ αr21
˘2
x2
12
` ¨ ¨ ¨ ` `1´ αλn ´ αr21˘2 x21n`
1´ αλ1 ´ αr21
˘
|x11|
ď1´ αλ2 ´ αr
2
1
1´ αλ1 ´ αr21
˜a
x2
12
` ¨ ¨ ¨ ` x2
1n
|x11|
¸
“1´ αλ2 ´ αr
2
1
1´ αλ1 ´ αr21
tan θ ď 1´ αλ2
1´ αλ1 tan θ,
(77)
35
where we adopt the assumption on α, which guarantees the positivity of 1 ´ αλ1 ´ αr21 and 1 ´
αλ2 ´ αr22 .
Recursively applying (77), we have tan θptq ď
´
1´αλ2
1´αλ1
¯t
tan θp0q, which implies θptq Ñ 0 as
tÑ8.
Although we have linear convergence for the tangent of the angle between x
ptq
1
and u1, tan θ
p0q
can be huge if x
p0q
1
is nearly orthogonal to u1. Next, we would focus on the convergence of the
vector length.
Lemma B.2. Assume Assumption A is satisfied and x
p0q
1
is not perpendicular to u1. Then there
exists an integer N such that
∥
∥
∥x
ptq
1
∥
∥
∥ ě
?
´2λq
4
holds for all t ě N .
Proof. Without loss of generality, we assume that A is a diagonal matrix with its diagonal being
λ1, λ2, . . . , λn and the corresponding eigenvectors are ei, 1 ď i ď n. Following the notation in
the proof of Lemma 4.1, we drop the iteration index in the superscript and denote the following
iteration variables with r¨. Let x1i and rx1i denote the i-th element of x1 and rx1 respectively. The
i-th element of rx1 then satisfies,
rx1i “ `1´ αλi ´ αr21˘x1i, (78)
where r1 denotes the norm of x1. Further we split x1 into two vectors as x1 “
`
yJ1 y
J
2
˘J
where
y1 “
`
x11 ¨ ¨ ¨ x1q
˘J
and y2 “
`
x1pq`1q ¨ ¨ ¨ x1n
˘J
.
The proof consists two parts. In the first part, we show that there exist an iteration N1, such
that
∥
∥
∥y
pN1q
1
∥
∥
∥ ě
?
´2λq
2
and
∥
∥
∥y
pN1q
2
∥
∥
∥ ď
?
´2λq
4
. In the second part, we show that as long as the
condition in the first part is satisfied, the length of x1 never reduces below
?
´2λq
4
.
Notice that for any r1 we have,
|rx1i| ď `1´ αλi ´ αpx1iq2˘ |x1i| (79)
for i “ q ` 1, . . . , n. |x1i| decays monotonically to zero. Hence there exists an integer M such that
for any t ěM we have
∥
∥
∥y
ptq
2
∥
∥
∥ ď
?
´2λq
4
. Further, for t ěM , if ‖y1‖ ď
?
´2λq
2
, we have,
|rx1i| ě ˆ1´ αλi ` α5λq
8
˙
|x1i|, (80)
for i “ 1, . . . , q, where the increasing factors are strictly greater than one. Also we have xp0q
11
“
xJ1 u1 ‰ 0 in the assumption. Hence there exists a integer N ě M such that
∥
∥
∥y
pNq
1
∥
∥
∥ ě
?
´2λq
2
and
∥
∥
∥y
pNq
2
∥
∥
∥ ď
?
´2λq
4
.
Next, we show that for any t ě N , if ‖y1‖ ě
?
´2λq
2
, then we have,
‖ry1‖ ě p1´ αr21q‖y1‖ ě ˆ1´ R215R2p
˙
‖y1‖ ě
a´2λq
4
, (81)
where we adopt Lemma 4.1 and the assumption on α in the second inequality. Such a relation
means that as long as ‖y1‖ ě
?
´2λq
2
, the length cannot reduce below
?
´2λq
4
in one iteration.
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When
?
´2λq
4
ď ‖y1‖ ď
?
´2λq
2
and ‖y2‖ ď
?
´2λq
4
, we have,
‖ry1‖ ě p1´ αλq ´ αr21q‖y1‖ ě ˆ1´ 38αλq
˙
‖y1‖ ě
a´2λq
4
. (82)
Hence, as long as t ě N , we have
∥
∥
∥x
ptq
1
∥
∥
∥ ě
∥
∥
∥y
ptq
1
∥
∥
∥ ě
?
´2λq
4
.
Proof of Lemma 4.2. Similar as in the proofs of previous lemmas, without loss of generality, we
assume that A is a diagonal matrix with its diagonal being λ1, λ2, . . . , λn and the corresponding
eigenvectors are ei, 1 ď i ď n. All notations follow that in the proofs of previous lemmas.
According to Lemma B.1, the tangent of θ converges to zero, i.e.,
tan θ “
a
x2
12
` x2
13
` ¨ ¨ ¨ ` x2
1n
|x11|
Ñ 0. (83)
Lemma 4.1 implies the boundedness of x1, which implies the boundedness of x11. Hence we have,b
x2
12
` x2
13
` ¨ ¨ ¨ ` x2
1n Ñ 0. (84)
To simplify the notation, we denote η as η “
a
x2
12
` x2
13
` ¨ ¨ ¨ ` x2
1n. The convergence of η can
be stated as follows. For any ε ď min
ˆ?
´λq
4
,
?
λ1λq
8R1
˙
, there exists an integer N1 such that for
any t ě N1, we have η2 ď ε2. Also recall Lemma B.2, there exists an integer N2, such that for
any t ě N2, we have
∥
∥
∥x
ptq
1
∥
∥
∥ ě
?
´2λq
4
. Combining the bounds on η and
∥
∥
∥x
ptq
1
∥
∥
∥, we obtain, when
t ěM “ maxpN1, N2q,
´
x
ptq
11
¯2 “ ∥∥∥xptq1 ∥∥∥2 ´ η2 ě ´λq8 ´ ε2 ě ´λq16 .
Since the stepsize α guarantees the positivity of p1 ´ αλ1 ´ αr21q, rx11 “ p1 ´ αλ1 ´ αr21qx11
remains the same sign as x11 and the same as x
p0q
11
. We first discuss the scenario x
p0q
11
ą 0.
Let δptq “ xptq
11
´?´λ1. We have the recurrent relationship,
δpt`1q “xpt`1q
11
´
a
´λ1 “
ˆ
1´ α
ˆ
λ1 `
´
x
ptq
11
¯2 ` ´ηptq¯2˙˙xptq
11
´
a
´λ1
“
´
1´ α
´a
´λ1 ` xptq11
¯
x
ptq
11
¯
δptq ´ α
´
ηptq
¯2
x
ptq
11
.
(85)
Taking the absolute value of both side, we obtain the recurrent inequality relationship,
∣
∣
∣δpt`1q
∣
∣
∣ ď
´
1´ α
´a
´λ1 ` xptq11
¯
x
ptq
11
¯ ∣
∣
∣δptq
∣
∣
∣` α
´
ηptq
¯2
x
ptq
11
ď
˜
1´ α
a
λ1λq
4
¸
∣
∣
∣δptq
∣
∣
∣` αε2R1
ď ¨ ¨ ¨
ď
˜
1´ α
a
λ1λq
4
¸t`1´M ∣
∣
∣δ
pMq
∣
∣
∣` ε2 4R1a
λ1λq
ď
˜
1´ α
a
λ1λq
4
¸t`1´M ∣
∣
∣δ
pMq
∣
∣
∣` ε
2
.
(86)
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Hence there exists an integer N ěM such that for any t ě N , ∣∣δptq∣∣ ď ε.
If x
p0q
11
ă 0, the iteration converges to ´?´λ1. The analysis is analogy to the above one. The
lemma is proved.
After proving the single column case, we turn to the multicolumn case. When we are proving
the multicolumn case, we first assume the fact that all previous columns have converged to global
minima, i.e.,
lim
tÑ8
∥
∥
∥X
ptq
k´1 ´ X ˚k´1
∥
∥
∥
F
“ 0, (87)
then Theorem 4.4 proves the overall global convergence by induction. In the following, we first
prove a few lemmas to support the proof of Lemma 4.3.
Lemma B.3. Assume Assumption A is satisfied and limtÑ8
∥
∥
∥X
ptq
k´1 ´ X ˚k´1
∥
∥
∥
F
“ 0. Then limtÑ8 uJi xptqk “
0 for all integer i P r1, kqŤpq, ns.
Proof. First we will introduce some notations. Let E be the symmetric residual of the first k ´ 1
columns, i.e., Eptq “ řk´1i“1 xptqi ´xptqi ¯J ` λiuiuJi , and Eptqi denote the i-th column of Eptq. The
convergence of X
ptq
k´1 implies that limtÑ8
∥
∥Eptq
∥
∥
F
“ 0 and hence limtÑ8
∥
∥
∥E
ptq
i
∥
∥
∥ “ 0 for any i “
1, 2, . . . , n. Using the notation Eptq and (13), the iteration for the k-th column of Xptq can be
written as,
x
pt`1q
k “
ˆ
I ´ α rA´ α´xptqk ¯J xptqk I˙xptqk ´ αEptqxptqk , (88)
where rA “ A´řk´1i“1 λiuiuJi .
Similar as in previous proofs, without loss of generality, we assume A is a diagonal matrix.
Then showing the convergence of uJi x
ptq
k is equivalent to showing the convergence of e
J
i x
ptq
k “ xptqki .
In the following, we consider the convergence of x
ptq
ki for i P r1, kq
Ťpq, ns.
Since we have limtÑ8
∥
∥
∥E
ptq
i
∥
∥
∥ “ 0, for any ε ă
b
2
α
, there exists N such that
∥
∥
∥E
ptq
i
∥
∥
∥ ă ε3
2Rk
holds
for all t ě N . Multiplying eJi on both sides of (88) for i P r1, kq
Ťpq, ns, we have the following
estimation,
∣
∣
∣x
pt`1q
ki
∣
∣
∣ “
∣
∣
∣
∣
ˆ
1´ α
´
x
ptq
k
¯J
x
ptq
k
˙
x
ptq
ki ´ αeJi rAxptqk ´ α´Eptqi ¯J xptqk ∣∣∣∣
ď
ˆ
1´ α
´
x
ptq
ki
¯2˙ ∣∣
∣x
ptq
ki
∣
∣
∣` α
∥
∥
∥E
ptq
i
∥
∥
∥
∥
∥
∥x
ptq
k
∥
∥
∥
ď
¨˝
1´ α
´
x
ptq
ki
¯2 ` αε3
2
∣
∣
∣x
ptq
ki
∣
∣
∣
‚˛∣∣∣xptqki ∣∣∣,
(89)
where we adopt the assumption on α and Cauchy-Schwartz inequality. Notice that when
∣
∣
∣x
ptq
ki
∣
∣
∣ ą ε,
the inequality reduces to
∣
∣
∣x
pt`1q
ki
∣
∣
∣ ď
´
1´ αε2
2
¯ ∣
∣
∣x
ptq
ki
∣
∣
∣, which means
∣
∣
∣x
ptq
ki
∣
∣
∣ decays exponentially with
the factor 1´ αε2
2
. On the other hand, if there is a t such that
∣
∣
∣x
ptq
ki
∣
∣
∣ ď ε, then the quantity in the
following iteration is upper bounded by
∣
∣
∣x
pt`1q
ki
∣
∣
∣ ď
`
1` αR2k
˘
ε` αε
3
2
ď `2` αR2k˘ ε, (90)
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where the second inequality holds due to ε ă
b
2
α
.
Hence we conclude that, for any ε, there exist a constant N 1 ą N , such that
∣
∣
∣x
ptq
ki
∣
∣
∣ ď
`
2` αR2k
˘
ε
holds for all t ě N 1. Thus we have limtÑ8 uJi xptqk “ 0 for all i P r1, kq
Ťpq, ns.
Lemma B.4 is the multicolumn version of Lemma B.2.
Lemma B.4. Assume Assumption A is satisfied and limtÑ8
∥
∥
∥X
ptq
k´1 ´ X ˚k´1
∥
∥
∥
F
“ 0. If there exists
an integer i P rk, qs such that uJi xptqk does not converge to zero, then there exists an integer N such
that
∥
∥
∥x
ptq
k
∥
∥
∥ ě
?
´2λq
4
holds for all t ą N .
Proof. Without loss of generality, we assume A is diagonal. Hence we have uJi x
ptq
k “ eJi xptqk “ xptqki .
The notation of Eptq and the same iteration (88) as in the proof of Lemma B.3 are used here.
We split the vector x
ptq
k into three parts: y
ptq
1
“
´
x
ptq
k1 , . . . , x
ptq
kpk´1q
¯J
, y
ptq
2
“
´
x
ptq
kk , . . . , x
ptq
kq
¯J
,
and y
ptq
3
“
´
x
ptq
kpq`1q, . . . , x
ptq
kn
¯J
.
From the assumption there exists an integer i P rk, qs such that uJi xptqk does not converge to zero.
Hence, there exists a positive ε0 ă
?
´2λq
8
, such that for any N there exists a t ą N and
∥
∥
∥y
ptq
2
∥
∥
∥ ą ε0
holds. Further, we assume the convergence of Eptq and Lemma B.3 guarantees the convergence of
y
ptq
1
and y
ptq
3
. Thus for such ε0, there exists an N1 such that
∥
∥Eptq
∥
∥ ď
?
´2λqε0
4
,
∥
∥
∥y
ptq
1
∥
∥
∥ ă
?
´2λq
8
,
and
∥
∥
∥y
ptq
3
∥
∥
∥ ă
?
´2λq
8
hold for all t ě N1, and
∥
∥
∥y
pN1q
2
∥
∥
∥ ą ε0. Considering the iteration of the j-th
entry of x
ptq
k for j P rk, qs, we have,
x
pt`1q
kj “
ˆ
1´ αλj ´ α
∥
∥
∥x
ptq
k
∥
∥
∥
2
˙
x
ptq
kj ´ αeJj Eptqxptqk . (91)
If
∥
∥
∥x
ptq
k
∥
∥
∥ ď
?
´2λq
2
for t “ N1, then we can bound the norm of yptq2 as,
∥
∥
∥y
pt`1q
2
∥
∥
∥ ě
ˆ
1´ αλq ´ α
∥
∥
∥x
ptq
k
∥
∥
∥
2
˙∥
∥
∥y
ptq
2
∥
∥
∥´ α
∥
∥
∥Eptq
∥
∥
∥
∥
∥
∥x
ptq
k
∥
∥
∥
ě
¨˝
1´ αλq
2
´ α
∥
∥Eptq
∥
∥
∥
∥
∥x
ptq
k
∥
∥
∥
∥
∥
∥y
ptq
2
∥
∥
∥
‚˛∥∥∥yptq2 ∥∥∥
ě
ˆ
1´ αλq
4
˙∥
∥
∥y
ptq
2
∥
∥
∥.
(92)
The increasing factor is strictly greater than one. Hence
∥
∥
∥y
pt`1q
2
∥
∥
∥ ą ε0 holds for t` 1 as well. And
∥
∥
∥y
ptq
2
∥
∥
∥ increase monotonically until
∥
∥
∥x
ptq
k
∥
∥
∥ ą
?
´2λq
2
.
39
When
∥
∥
∥x
ptq
k
∥
∥
∥ ą
?
´2λq
2
, the norm of the following iteration is lower bounded as,
∥
∥
∥x
pt`1q
k
∥
∥
∥ ě
`
1´ αλn ´ αR2k
˘ ∥∥
∥x
ptq
k
∥
∥
∥´ α
∥
∥
∥Eptq
∥
∥
∥Rk
ě `1´ αλn ´ αR2k˘ a´2λq2 ´ α
a´2λqε0
4
ě
a´2λq
4
,
(93)
where the last inequality is due to the assumption on α. Further, the norm of y
pt`1q
2
can be lower
bounded as,
∥
∥
∥y
pt`1q
2
∥
∥
∥ ě
c
∥
∥
∥x
pt`1q
k
∥
∥
∥
2 ´
∥
∥
∥y
pt`1q
1
∥
∥
∥
2 ´
∥
∥
∥y
pt`1q
3
∥
∥
∥
2 ě
c
´2λq
16
` 22λq
64
ą ε0. (94)
Therefore, the norm of x
ptq
k is lower bounded by
?
´2λq
4
after the first iteration later than N1
such that
∥
∥
∥x
ptq
k
∥
∥
∥ ą
b
´2λq
2
.
Lemma B.5 and Lemma B.6 serve as the multicolumn version of Lemma B.1. More precisely,
under the assumption that x
ptq
k does not converge to zero, Lemma B.5 and Lemma B.6 prove that
there exists a tangent of θ
ptq
k “ =pxptqk , ukq or θptqj “ =pxptqk , ujq for j P pk, qs converging linearly to
zero, where as before θ
ptq
j denotes the acute angle between x
ptq
k and ˘uj for j P rk, qs.
Lemma B.5. Assume Assumption A is satisfied and limtÑ8
∥
∥
∥X
ptq
k´1 ´ X ˚k´1
∥
∥
∥
F
“ 0. If uJk xptqk does
not converge to zero, then the tangent of θ
ptq
k “ =pxptqk , ukq converges to 0.
Proof. Without loss of generality, we assume A is diagonal. Hence we have uJi x
ptq
k “ eJi xptqk “ xptqki .
The notation of Eptq and the same iteration (88) as in the proof of Lemma B.3 are used here.
Based on the assumptions that eJk x
ptq
k “ xptqkk does not converge to zero, there exists a positive
number δ ą 0 such that for any N , there exists a t ą N and
∣
∣
∣x
ptq
kk
∣
∣
∣ ą δ. We also know that
Lemma B.4 holds and
∥
∥Eptq
∥
∥ converges to zero. Hence, for any ε sufficiently small, there exists an
integer N1 such that
∥
∥Eptq
∥
∥ ď ε2 and
∥
∥
∥x
ptq
k
∥
∥
∥ ě
?
´2λq
4
hold for all t ą N1. Since eJk xptqk “ xptqkk does
not converge to zero, there exists an integer N2 ą N1, such that,
∣
∣
∣x
pN2q
kk
∣
∣
∣
∥
∥
∥x
pN2q
k
∥
∥
∥
ě δ
Rk
ě 2ε
2
λk`1 ´ λk , (95)
where we notice that cos θ
pN2q
k “
∣
∣
∣x
pN2q
kk
∣
∣
∣
∥
∥
∥x
pN2q
k
∥
∥
∥
. Since θ
ptq
k is defined as the acute angle, we have,
tan θ
pt`1q
k “
cř
j‰k
´
x
pt`1q
kj
¯2
∣
∣
∣x
pt`1q
kk
∣
∣
∣
. (96)
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Next, we derive lower bound and upper bound for the denominator and numerator respectively
when t “ N2.
Using the iterative relationship (88), we have the lower bound on the denominator,
∣
∣
∣x
pN2`1q
kk
∣
∣
∣ “
∣
∣
∣
∣
ˆ
1´ αλk ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙
x
pN2q
kk ´ αeJk EpN2qxpN2qk
∣
∣
∣
∣
ě
¨˝
1´ αλk ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
´ α
∥
∥EpN2q
∥
∥
∥
∥
∥x
pN2q
k
∥
∥
∥
∣
∣
∣x
pN2q
kk
∣
∣
∣
‚˛∣∣∣xpN2qkk ∣∣∣
ě
ˆ
1´ αλk ` λk`1
2
´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙ ∣
∣
∣x
pN2q
kk
∣
∣
∣,
(97)
where the second inequality is due to (95).
Regarding the numerator in (96), again using the iterative relationship (88), we have,dÿ
j‰k
´
x
pN2`1q
kj
¯2 ď# ÿ
j‰k
„ˆ
1´ αλk`1 ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙2 ´
x
pN2q
kj
¯2 ` α2∥∥∥EpN2q∥∥∥2∥∥∥xpN2qk ∥∥∥2
` 2α
ˆ
1´ αλk`1 ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙ ∣
∣
∣x
pN2q
kj
∣
∣
∣
∥
∥
∥EpN2q
∥
∥
∥
∥
∥
∥x
pN2q
k
∥
∥
∥
+ 1
2
ď
ˆ
1´ αλk`1 ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙dÿ
j‰k
´
x
pN2q
kj
¯2
` α?nRkε2 ` 2
?
αnRkε
ď
ˆ
1´ αλk`1 ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙dÿ
j‰k
´
x
pN2q
kj
¯2 ` 3?αnRkε.
(98)
The first inequality adopts the fact that, without k-th entry, λk`1 is the smallest eigenvalue of rA;
the second inequality mainly uses the inequality of square-root function; and the last inequality
holds for sufficiently small ε.
Substituting (97) and (98) into (96), we obtain,
tan θ
pN2`1q
k ď
1´ αλk`1 ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
1´ αλk`λk`1
2
´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
tan θ
pN2q
k `
3
?
αnR2kε
1
2
∥
∥
∥x
pN2q
k
∥
∥
∥δ
ď 1´ αλk`1
1´ αλk`λk`1
2
tan θ
pN2q
k `
24
?
αnR2kεa´2λqδ
ďp1´ βq tan θpN2qk ´ β tan θpN2qk `Cε,
(99)
where β “ 1
2
ˆ
1´ 1´αλk`1
1´αλk`λk`1
2
˙
“ αpλk`1´λkq
4´2αpλk`λk`1q P p0, 1q and C “
24
?
αnR2
k?
´2λqδ .
Based on the last inequality in (99), if tan θ
pN2q
k ą Cεβ , than we have tan θ
pN2`1q
k ă p1 ´
βq tan θpN2qk , which implies cos θpN2`1qk ą cos θpN2qk due to the fact that all angles acute angle.
Therefore, (95) holds for t “ N2 ` 1 and tan θptqk decay monotonically until tan θptqk ď Cεβ . When
tan θ
ptq
k ď Cεβ , we obviously have tan θ
pt`1q
k ď Cεβ . The inequality condition (99) still holds as long
as ε is sufficiently small. Hence there exists a N such that for all t ą N , we have tan θpt`1qk ď Cεβ ,
which can be arbitrarily small.
41
Lemma B.6 is fairly similar to Lemma B.5 with only subtle difference in the proof. Hence we
provide the proof without detail derivation for inequalities.
Lemma B.6. Assume Assumption A is satisfied and limtÑ8
∥
∥
∥X
ptq
k´1 ´ X ˚k´1
∥
∥
∥
F
“ 0. If uJk xptqk
converges to zero and there exists an integer j P pk, qs such that uJj xptqk does not converge to zero,
then there exists an integer i P pk, qs such that the tangent of θptqi “ =pxptqk , uiq converges to 0.
Proof. Without loss of generality, we assume A is diagonal. Hence we have uJi x
ptq
k “ eJi xptqk “ xptqki .
The notation of Eptq and the same iteration (88) as in the proof of Lemma B.3 are used here.
Based on the assumptions, we denote i P pk, qs as the smallest integer such that eJi xptqk “ xptqki
does not converge to zero. Hence, there exists a positive number δ ą 0 such that for any N , there
exists a t ą N and
∣
∣
∣x
ptq
ki
∣
∣
∣ ą δ. We also know that Lemma B.4 holds,
∥
∥Eptq
∥
∥ converges to zero, and
eJj x
ptq
k “ xptqkj converges to zero for all j P rk, iq. Hence, for any ε sufficiently small, there exists an
integer N1 such that
∥
∥Eptq
∥
∥ ď ε2,
∥
∥
∥x
ptq
k
∥
∥
∥ ě
?
´2λq
4
, and
∣
∣
∣x
ptq
kj
∣
∣
∣ ď ε hold for all t ą N1 and j P rk, iq.
Since eJj x
ptq
k “ xptqkj does not converge to zero, there exists an integer N2 ą N1, such that,
∣
∣
∣x
pN2q
kj
∣
∣
∣
∥
∥
∥x
pN2q
k
∥
∥
∥
ě δ
Rk
ě 2ε
2
λj`1 ´ λj . (100)
Using the iterative relationship (88), we have the lower bound on
∣
∣
∣x
pN2`1q
kj
∣
∣
∣,
∣
∣
∣x
pN2`1q
kk
∣
∣
∣ ě
ˆ
1´ αλj ` λj`1
2
´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙ ∣
∣
∣x
pN2q
kj
∣
∣
∣. (101)
Again using the iterative relationship (88), we provide the upper bound for
cř
j‰i
´
x
pN2`1q
kj
¯2
,
and the derivation is slightly different from that in (98),dÿ
j‰i
´
x
pN2`1q
kj
¯2 ď# ÿ
jăk
ˆ
1´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙2 ´
x
pN2q
kj
¯2 ` ÿ
kďjăi
ˆ
1´ αλj ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙2
ε2
`
ÿ
jąi
ˆ
1´ αλi`1 ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙2 ´
x
pN2q
kj
¯2+ 12
` 3?αnRkε.
ď
ˆ
1´ αλi`1 ´ α
∥
∥
∥x
pN2q
k
∥
∥
∥
2
˙dÿ
j‰i
´
x
pN2q
kj
¯2 `?nε` 3?αnRkε.
(102)
The first inequality adopts similar derivation in (98) while keeps the first term unchanged; and the
second inequality mainly uses the inequality of square-root function.
Substituting (101) and (102) into the expression of tan θ
pN2`1q
i , we obtain,
tan θ
pN2`1q
i ď p1´ βq tan θpN2qi ´ β tan θpN2qi ` Cε, (103)
where β “ αpλi`1´λiq
4´2αpλi`λi`1q P p0, 1q and C “
8
?
nRk`24
?
αnR2
k?
´2λqδ .
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Based on the last inequality in (103), if tan θ
pN2q
i ą Cεβ , than we have tan θ
pN2`1q
i ă p1 ´
βq tan θpN2qi , which implies cos θpN2`1qi ą cos θpN2qi due to the fact that all angles acute angle.
Therefore, (100) holds for t “ N2 ` 1 and tan θptqi decay monotonically until tan θptqi ď Cεβ . When
tan θ
ptq
i ď Cεβ , we obviously have tan θ
pt`1q
i ď Cεβ . The inequality condition (99) still holds as long
as ε is sufficiently small. Hence there exists a N such that for all t ą N , we have tan θpt`1qi ď Cεβ ,
which can be arbitrarily small.
Proof of Lemma 4.3. Without loss of generality, we assume that A is a diagonal matrix. All
notations follow that in the proofs of previous lemmas.
Lemma B.3 implies that under the given assumptions, we have limtÑ8 uJi x
ptq
k “ 0 for all integer
i P r1, kqŤpq, ns.
If uJi x
ptq
k converges to zero for all i P rk, qs, then xptqk converges to zero vector, which is included
in the statement of Lemma 4.3.
Otherwise, there exists an integer j P rk, qs such that uJj xptqk does not converge to zero. Hence
the condition in Lemma B.4 is satisfied. At the same time, either of Lemma B.5 or Lemma B.6
holds, which means that there exists an integer i P rk, qs such that the tangent of θptqi converges to
zero. Now we focus on the convergence of x
ptq
ki and the proof follows steps in that of Lemma 4.2.
To simplify the notation, we denote η as η “
b
x2k1 ` ¨ ¨ ¨ ` x2kpi´1q ` x2kpi`1q ` ¨ ¨ ¨ ` x2kn. Notice
that sin θ
ptq
i “ η
ptq
∥
∥
∥x
ptq
k
∥
∥
∥
converges to zero since the convergence of tangent and boundedness of cosine
function. Lemma B.4 also shows the
∥
∥
∥x
ptq
k
∥
∥
∥ is lower bounded by a constant for t large. Hence we
conclude that ηptq converges to zero.
According to the convergence of ηptq and Lemma B.4, for any ε ď min
ˆ?
´λq
4
,
?
λiλq
8Rk
˙
, there
exists an integer M such that for any t ě M , we have ηptq ď ε,
∥
∥
∥x
ptq
k
∥
∥
∥ ě
?
´2λq
4
, and
∥
∥Eptq
∥
∥ ď ε2.
Combining these bounds, we obtain,
´
x
ptq
ki
¯2
“
∥
∥
∥x
ptq
k
∥
∥
∥
2
´ η2 ě ´λq
8
´ ε2 ě ´λq
16
.
Since the stepsize α is small, the signs of x
ptq
ki and x
p0q
ki remain the same. We first discuss the
scenario x
p0q
ki ą 0.
Let δptq “ xptqki ´
?´λi. We have the recurrent relationship for t ąM ,
δpt`1q “xpt`1qki ´
a
´λi
“
ˆ
1´ α
ˆ
λi `
´
x
ptq
ki
¯2 ` ´ηptq¯2˙˙xptqki ´ α´Eptqi ¯J xptqk ´a´λi
“
´
1´ α
´a
´λi ` xptqki
¯
x
ptq
ki
¯
δptq ´ α
´
ηptq
¯2
x
ptq
ki ´ α
´
E
ptq
i
¯J
x
ptq
k .
(104)
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Taking the absolute value of both side, we obtain the recurrent inequality relationship,
∣
∣
∣δpt`1q
∣
∣
∣ ď
´
1´ α
´a
´λi ` xptqki
¯
x
ptq
ki
¯ ∣
∣
∣δptq
∣
∣
∣` α
´
ηptq
¯2
x
ptq
ki ` α
∥
∥
∥Eptq
∥
∥
∥
∥
∥
∥x
ptq
k
∥
∥
∥
ď
˜
1´ α
a
λiλq
4
¸
∣
∣
∣δptq
∣
∣
∣` 2αε2Rk
ď ¨ ¨ ¨
ď
˜
1´ α
a
λiλq
4
¸t`1´M ∣
∣
∣δpMq
∣
∣
∣` ε2 8Rka
λiλq
ď
˜
1´ α
a
λiλq
4
¸t`1´M ∣
∣
∣δpMq
∣
∣
∣` ε
2
.
(105)
Hence there exists an integer N ěM such that for any t ě N , ∣∣δptq∣∣ ď ε.
If x
p0q
ki ă 0, the iteration converges to ´
?´λi. The analysis is analogy to the above one. The
lemma is proved.
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