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SOUS-ENSEMBLES DE
COURBES AHLFORS-RE´GULIE`RES
ET NOMBRES DE JONES
Herve´ Pajot
Abstract
We prove that an Ahlfors-regular set (with dimension one) E ⊂
Rn which veriﬁes a βq-version of P. W. Jones’ geometric lemma
is included in an Ahlfors-regular curve Γ.
This theorem is due to G. David and S. Semmes, we give a more
direct proof.
1. Introduction
Soit E ⊂ Rn un ensemble 1-re´gulier.
On rappelle qu’un ensemble E ⊂ Rn est 1-re´gulier (ou Ahlfors-re´gulier
de dimension 1) si et seulement si E est ferme´ et s’il existe C0 > 0 tel
que pour tout x ∈ E, pour tout R ∈]0,diamE[,
(1) C−10 R ≤ H1(E ∩B(x,R)) ≤ C0R.
(H1 de´signe la 1-mesure de Hausdorﬀ, voir [M].)
La plus petite constante positive C0 ve´riﬁant (1) est la constante de
re´gularite´ de E.
On souhaite relier la ge´ome´trie de E a` certaines estimations L2 et pour
cela, on s’inspire d’un re´sultat de Peter Jones.
On de´ﬁnit les nombres β∞ de Jones pour tout x ∈ Rn, tout t > 0 par,
si E ∩B(x, t) = ∅,
(2) β∞(x, t, E) = inf
L
sup
y∈E∩B(x,t)
(
dist(y, L)
t
)
ou l’inf est pris sur toutes les droites L de Rn, et si E ∩ B(x, t) = ∅,
β∞(x, t, E) = 0.
Les β∞ mesurent dans toute boule la qualite´ de l’approximation de E
par des droites.
A l’aide de ces nombres, Jones a donne´ une caracte´risation des sous-
ensembles de courbes rectiﬁables, ce qui apparait comme une version
ge´ome´trique du proble`me du voyageur de commerce.
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The´ore`me 1.1 ([J],[O]). Soit E un ensemble compact de Rn.
Il existe une courbe rectiﬁable Γ contenant E si et seulement si le
nombre
(3) β2(E) =
∫
Rn
∫ diamE
0
β∞(x, t, E)2 dx
dt
tn
est ﬁni et on a alors
(4) inf
Γ⊃E
H1(Γ) ≤ C(β2(E) + diamE).
(ici, l’inte´gration en x se fait par rapport a` la mesure de Lebesgue n-
dimensionelle).
Conside´rons des versions Lq des β∞ de Jones.
Pour tout q ≥ 1, tout x ∈ E, tout t > 0, on de´ﬁnit
(5) βq(x, t, E) = inf
L
(
1
t
∫
y∈E∩B(x,t)
(
dist(y, L)
t
)q
dH1(y)
) 1
q
ou` l’inf est pris sur toutes les droites L de Rn.
Le but de cet article est de donner une preuve du re´sultat suivant.
Soit q ≥ 1.
The´ore`me 1.2. Soit E un ensemble 1-re´gulier compact de Rn.
Si βq(x, t, E)2dH1(x)
dt
t
de´ﬁnit une mesure de Carleson sur E × R+,
id est, il existe une constante C > 0 telle que pour tout x ∈ E, tout
R > 0,
(6)
∫
y∈E∩B(x,R)
∫ R
0
βq(y, t, E)2dH1(y)
dt
t
≤ CR,
alors E ⊂ Γ, ou` Γ est une courbe Ahlfors-re´gulie`re (c’est a` dire une
courbe ve´riﬁant (1)).
La meˆme construction donne
The´ore`me 1.3. Soit E un ensemble 1-re´gulier compact de Rn.
Si
(7) βq(E)2 =
∫
E
∫ diamE
0
βq(x, t, E)2dH1(x)
dt
t
<∞,
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alors E ⊂ Γ, ou` Γ est une courbe de longueur ﬁnie, et on a de plus,
(8) inf
Γ⊃E
H1(Γ) ≤ C (βq(E)2 + diamE) .
On rappelle qu’un ensemble re´gulier ve´riﬁant (6) est dit uniforme´ment
rectiﬁable (voir [DS1] ou [DS2]).
G. David et S. Semmes ont donne´ une preuve du The´ore`me 1.2 et
de sa re´ciproque. Leur preuve reste valable dans le cas d’ensembles d-
re´guliers avec d ≥ 2 et est assez technique. L’argument principal est la
de´composition de la couronne de E qui est tre`s pratique et utile, mais
qui est tre`s diﬃcile a` e´tablir (les paragraphes 2, 7, 8, 9, 12, 13 de [DS1]
y sont consacre´s).
Notre but est de donner une de´monstration plus directe et plus simple
du The´ore`me 1.2. On s’inspire d’un algorithme lie´ au proble`me classique
du voyageur de commerce, “l’insertion du plus proche voisin” (voir [L]),
que Jones avait de´ja utilise´ dans sa construction.
Remarque. La de´monstration de Jones donne le The´ore`me 1.2 pour
q = ∞. Ce qui n’est pas le cas si q = ∞.
Une tre`s belle application du The´ore`me 1.2 est donne´e dans [MMV].
Mattila, Melnikov et Verdera montrent que si, pour un ensemble
1-re´gulier E, l’ope´rateur de Cauchy de´ﬁnit un ope´rateur borne´ sur L2(E),
c’est a` dire qu’il existe C > 0 tel que pour tout f ∈ L2(E), tout ε > 0,
(9)
∫
E
∣∣∣∣∣
∫
E/B(z,ε)
f(ξ)
ξ − z dH
1(ξ)
∣∣∣∣∣
2
dH1(z) ≤ C
∫
E
|f |2
alors E ve´riﬁe (6) avec q = 2 (et non pas q = ∞, ce qui ne permet pas
d’utiliser le the´ore`me de Jones), et donc, d’apre`s le The´ore`me 1.2, E est
inclus dans une courbe Ahlfors-re´gulie`re.
Je tiens a` remercier Guy David pour ses nombreux conseils et sugges-
tions.
2. Ide´e de la preuve du The´ore`me 1.2
et lemmes pre´paratoires
Donnons une ide´e de la construction de P. W. Jones (The´ore`me 1.1).
Soit E ve´riﬁant (3) et tel que diamE = 1.
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On conside`re, pour tout k ∈ N, un ensemble ∆k de points 2−k denses
de E, c’est a` dire tels que
(i) si x, y ∈ ∆k avec x = y, dist(x, y) ≥ 2−k;
(ii) pour tout y ∈ E, il existe x ∈ ∆k tel que dist(x, y) < 2−k.
On construit par re´currence une suite de courbes (Γk) forme´es de seg-
ments dont les extre´mite´s sont les points de ∆k. En passant a` la limite,
on obtient une courbe Γ qui contient E.
La diﬃculte´ consiste a` estimer la longueur ajoute´e l(Γk+1)− l(Γk) en
fonction des β∞.
Donnons un aperc¸u des calculs.
Supposons donc que l’on a construit Γk et conside´rons x ∈ ∆k+1 \∆k.
On veut construire a` partir de Γk une nouvelle courbe passant par x (en
ajoutant le moins de longueur possible).
Soit [y, z] le segment de Γk le plus pre`s de x.
Les cas de re´fe´rence sont les suivants.
Cas A. K−1 dist(x, z) ≤ dist(x, y) ≤ K dist(x, z) (ou` K est une con-
stante positive).
→
→δ
x
y z
Figure 1
La nouvelle courbe est obtenue a` partir de Γk en remplac¸ant le segment
[y, z] par les segments [y, x] et [x, z].
Supposons que β∞(x,C2−k, E) soit tre`s petit (c’est a` dire que E est
“plat” au voisinage de x a` l’e´chelle 2−k).
Alors, δ ∼ β∞(x,C2−k, E) (voir Figure 1).
D’ou`, d’apre`s le the´ore`me de Pythagore, on a
(10) dist(y, x) + dist(x, z)− dist(y, z) ≤ Cβ∞(x,C2−k, E)22−k.
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Cas B. dist(x, z) ≥ K dist(x, y).
x
y z
Figure 2
La nouvelle courbe est obtenue a` partir de Γk en ajoutant le segment
[y, 2x − y]. La longueur ajoute´e est alors infe´rieure a` 1
3
dist(y, z) (si K
est assez grand). En fait, le segment [y, z] ne sera pas change´ dans la
suite de la construction, donc [y, z] ⊂ Γ.
Dans les autres cas pour l’insertion de x, on se rame`ne a` un des cas
pre´ce´dents.
On obtient donc
(11)
l(Γ)− l(Γ0) ≤
∑
k
(l(Γk+1)− l(Γk))
≤ C
∑
k
∑
x∈∆k
β∞(x,C2−k, E)22−k +
1
3
l(Γ).
Dans (11), la somme vient du Cas A, le deuxie`me membre vient du
Cas B.
Par construction, l(Γ0) ≤ C diamE.
On a ainsi (4)
l(Γ) ≤ C(β2(E) + diamE).
Si q = ∞, l’estimation dans le Cas A ne peut pas se faire aussi facile-
ment. Nous allons en fait, au lieu d’inse´rer directement x, inse´rer un
point de E proche a` l’e´chelle 2−k de x tel que l’on puisse estimer la
longueur ajoute´e en fonction des βq.
Commenc¸ons donc par quelques lemmes.
Lemme 2.1. Pour tout 1 ≤ q <∞, tout x ∈ E, tout t > 0,
(12) β1(x, t, E) ≤ C1−
1
q
0 βq(x, t, E)
ou` C0 est la constante de re´gularite´ de E.
Ce lemme de´coule des ine´galite´s de Ho¨lder et de la re´gularite´ de E.
Il nous suﬃt, d’apre`s le Lemme 2.1, de de´montrer le The´ore`me 1.2
pour q = 1.
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Lemme 2.2. Pour tout x ∈ E, tout t > 0, on a
(13) β∞(x, t, E) ≤ Cβ1(x, 2t, E) 12
ou` la constante C ne de´pend pas de x et t.
Preuve du Lemme 2.2:
On conside`re D une droite pour laquelle β1(x, 2t, E) est atteint.
Soit y le point de E ∩B(x, t) le plus loin de D.
Premier cas: dist(y,D) > t.
Alors β1(x, 2t, E) ≥ C, d’ou` le Lemme 2.2.
Deuxie`me cas: dist(y,D) ≤ t.
On note d =
1
2
dist(y,D).
Pour tout z ∈ B(y, d), on a
dist(z,D) ≥ d.
On en de´duit
β1(x, 2t, E) =
1
2t
∫
z∈E∩B(x,2t)
dist(z,D)
2t
dz
≥ 1
4t2
∫
z∈E∩B(y,d)
dist(z,D) dz
≥ 1
4t2
dH1(E ∩B(y, d))
≥ 1
4
C−10
(
d
t
)2
≥ Cβ∞(x, t, E)2
ou` C0 est la constante de re´gularite´ de E.
Ce qui ﬁnit la preuve du Lemme 2.2.
Soient A une constante positive tre`s petite, K une constante positive
tre`s grande, N un entier tre`s grand.
On va maintenant associer a` tout x ∈ E une suite (xk) de points de E
telle que, pour tout k, si on veut inse´rer x dans Γk, on inserera xk, dans
un premier temps, a` la place de x, aﬁn de pouvoir controˆler la longueur
ajoute´e en termes de β1.
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Lemme 2.3. Pout tout x ∈ E, tout k ∈ Z, il existe une suite (xj)j≥k
de points de E telle que
1. xk ∈ B(x,A2−(k+1)N ) et
dist(xk, Lk) ≤ Cβ1(x,K2−kN , E)2−kN(14)
dist(xk, Lk+1) ≤ Cβ1(x,K2−(k+1)N , E)2−(k+1)N(15)
ou` Li, i = k, k + 1, est une droite telle que
β1(x,K2−iN , E) =
1
K2−iN
∫
y∈E∩B(x,K2−iN )
dist(y, Li)
K2−iN
dH1(y);
2. pour tout j ≥ k + 1, xj+1 ∈ B(xj , A2−(j+1)N ) et
(16) dist(xj+1, Lj+1) ≤ Cβ1(xj ,K2−(j+1)N , E)2−(j+1)N
ou` Lj+1 est une droite telle que
β1(xj ,K2−(j+1)N , E)
=
1
K2−(j+1)N
∫
y∈E∩B(xj ,K2−(j+1)N )
dist(y, Lj+1)
K2−(j+1)N
dH1(y).
Remarques. (i) On choisira toujours xk = xk+1, si xk ve´riﬁe la
proprie´te´ 2 du Lemme 2.3 a` l’e´chelle 2−(k+1)N . Les proprie´te´s 1 et 2
(pourtant tre`s proches) sont ne´cessaires pour des raisons techniques.
(ii) Le k dans le Lemme 2.3 correspond a` l’e´chelle a` laquelle on veut
inse´rer x.
Preuve du Lemme 2.3:
Soit x ∈ E, t > 0.
On conside`re D une droite pour laquelle β1(x, t, E) est atteint.
D’apre`s l’ine´galite´ de Tchebytchev, on a
H1 ({y ∈ E ∩B(x,At) : dist(y,D) ≥ Cβ1(x, t, E)t}) ≤ C−1t
≤ 2−NC−20 H1(E ∩B(x,At))
a` condition que C−1 ≤ 2−NAC−30 .
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Donc,
H1({y ∈ E ∩B(x,At) : dist(y,D) ≤ Cβ1(x, t, E)t})
≥ (1− 2−NC−20 )H1(E ∩B(x,At)),
ou` C−20 2
−N est la valeur minimale du rapport
H1(E ∩B(x,A2−(j+1)N ))
H1(E ∩B(x,A2−jN )) .
En appliquant ce re´sultat, on obtient le Lemme 2.3.
On note x∞ le point de E limite de la suite (xj) et on pose fk−1(x∞) =
xk et pout tout j ≥ k, fj(x∞) = xj .
Remarque. On a donc fk−1(x∞) = fk(x∞) (Proprie´te´ 1 du Lem-
me 2.3).
On a alors, avec une constante K diﬀe´rente de la pre´ce´dente,
dist(xk, Dk) ≤ Cβ1(x∞,K2−kN , E)2−kN(17)
dist(xk, Dk+1) ≤ Cβ1(x∞,K2−(k+1)N , E)2−(k+1)N(18)
et pour tout j ≥ k + 1,
(19) dist(xj+1, Dj+1) ≤ Cβ1(x∞,K2−(j+1)N , E)2−(j+1)N
ou` Di est une droite telle que
β1(x∞,K2−iN , E) =
1
K2−iN
∫
y∈E∩B(x∞,K2−iN )
dist(y,Di)
K2−iN
dH1(y).
Remarquons que, si x et y sont dans E avec dist(x, y) ≤ K
100
2−kN , alors
(20) dist(fk(y), Lk) ≤ Cβ1(x,CK2−kN , E)2−kN
ou` Lk est une droite pour laquelle β1(x,K2−kN , E) est atteint.
Donnons une ide´e plus pre´cise de la fac¸on dont nous allons modiﬁer la
construction de Jones aﬁn de de´montrer le The´ore`me 1.2.
Le but est toujours de construire une suite d’ensembles connexes (Γk)
qui a` la limite donnera Γ.
Dans le paragraphe 3, on construit des ensembles ∆k de points de E
presque 2−kN denses, et on donne les proprie´te´s de re´currence ve´riﬁe´es
par les Γk. En particulier, Γk contient les points fk(x) ou` x ∈ ∆k.
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On construit ensuite (paragraphe 4) Γ˜k+1 a` partir de Γk en inse´rant les
points fk(x) ou` x ∈ ∆k+1\∆k. Les cas de re´fe´rences sont essentiellement
les meˆmes que dans la construction de Jones. Dans le Cas A, graˆce
au Lemme 2.3, δ (voir Figure 1) est comparable a` β1(x,C2−k, E), et
donc l’estimation se fait de la meˆme fac¸on (en utilisant le the´ore`me de
Pythagore).
Dans le paragraphe 5, on construit a` partir de Γ˜k+1 l’ensemble Γk+1
en remplac¸ant les points fk(x), ou` x ∈ ∆k+1 \∆k, par les points fk+1(x).
Par passage a` la limite, on obtiendra un ensemble Γ connexe, Ahlfors-
re´gulier de dimension 1 contenant E (paragraphe 6). Ce qui suﬃt pour
prouver le The´ore`me 1.2, puisque tout ensemble connexe, compact et de
H1-mesure ﬁnie est une courbe rectiﬁable (voir [DS2], The´ore`me 1.8 de
la partie I, ainsi que le chapitre 1 de la partie II).
3. Hypothe`ses de re´currence
On suppose que diamE = 1.
On se donne des grandes constantes positives K1, K2, K3. On choisit
K3 tre`s grande devant K2 qui elle dominera K1. Les constantes K et A
du Lemme 2.3 sont telles que K est tre`s grande devant K1, K2 et K3
alors que A est tre`s petite par rapport a` ces meˆmes constantes. L’entier
N est choisi tel que 2−N  K−13 .
On notera l(.) la longueur d’un segment ou d’un arc de courbe.
Commenc¸ons par construire des ensembles (∆j)j de points de E qui
seront presque des re´seaux de points 2−jN denses.
Pour cela, on conside`re ∆0 = {x∞, y∞} ou` x et y sont des points de
E tels que diamE = dist(x, y) et x∞ et y∞ sont les points limites de x
et y donne´s par le Lemme 2.3.
Supposons que l’on ait construit ∆j−1.
On conside`re A˜j un ensemble maximal de points de E tels que
1. si x, y ∈ A˜j , x = y, alors dist(x, y) ≥ 2(K1 + 2A)2−jN ;
2. si x ∈ A˜j , y ∈ ∆j−1, x = y, alors dist(x, y) ≥ 2(K1 + 2A)2−jN .
Soit Aj = {x∞ : x ∈ A˜j}.
On pose alors ∆j = Aj ∪∆j−1.
Par construction, ∆j a les proprie´te´s suivantes:
(i) On dira que x ∈ ∆j est de la l-ie`me ge´ne´ration si x ∈ Al =
∆l/∆l−1 (ce qui signiﬁe essentiellement que x a e´te´ insere´ a` la
l-ie`me e´tape). Tout point x de ∆j de la l-ie`me ge´ne´ration est
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point limite d’une suite (fi(x))i≥l−1 de points de E ve´riﬁant les
proprie´te´s du Lemme 2.3.
Rappel. Si x ∈ Aj , alors fj(x) = fj−1(x).
(ii) Si x, y ∈ ∆j avec x = y,
(21) dist(x, y) ≥ 2K12−jN ,
d’ou`, si A est assez petit,
(22) dist(fj(x), fj(y)) ≥ K12−jN .
(iii) Pour tout y ∈ E avec y ∈ ∆j , il existe x ∈ ∆j tel que
(23) dist(x, y) ≤ 2(K1 + 2A)2−jN .
Comme K2 domine K1,
(24) dist(x, y) ≤ K22−jN .
Supposons maintenant que l’on ait construit des ensembles connexes
Γ0, . . . ,Γk forme´s de segments avec les proprie´te´s suivantes.
(P0) Γ0 = [f0(x) +K22 (f0(y)− f0(x)), f0(y) +K22 (f0(x)− f0(y))] ou` x
et y sont les points de ∆0.
(P1) ∆˜j ⊂ Γj ou`, pour j = 0, . . . , k − 1, ∆˜j = {fj(x), x ∈ ∆j}. Les
points de ∆˜j sont des extre´mite´ de segments de Γj .
Notation.
On distingue parmi les segments de Γj deux types de segments parti-
culiers:
Un segment L de Γj est principal si L = [fj(x), fj(y)] ou` x, y ∈ ∆j .
Un segment principal est de la l-ie`me ge´ne´ration si une de ses extre´mite´
est de la l-ie`me ge´ne´ration, l’autre e´tant d’une ge´ne´ration pre´ce´dente.
D’apre`s la proprie´te´ (ii) de ∆j , si L est un segment principal de Γj ,
(25) l(L) ≥ K12−jN .
Un segment L de Γj est non principal si L = [fj(x), aj(x)] ou` x ∈ ∆j
et aj(x) n’est pas dans Γ˜j . L’extre´mite´ aj(x) est l’extre´mite´ d’un seul
segment.
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Remarque. Γk peut contenir des segments qui ne sont pas d’un des
deux types pre´ce´dents. Ils interviendront de manie`re naturelle dans la
suite de la construction.
(P2) Si L est un segment non principal de Γj ,
(26) l(L) ≥ K1K222−jN .
(P3) Tout point fj(x), x ∈ ∆j , est une extre´mite´ d’au moins deux
segments de Γj (dont un principal), l’extre´mite´ d’au plus un segment
non principal.
(P4) Tout point fj(x), x ∈ ∆j , ve´riﬁe la proprie´te´ du coˆne:
Soit θ ∈
[
0,
π
6
]
ﬁxe´ (θ est inde´pendant des autres constantes).
Si tous les segments principaux de Γj ayant pour extre´mite´ fj(x) sont
dans un coˆne de sommet fj(x) d’angle θ, alors fj(x) est l’extre´mite´ d’un
segment non principal [fj(x), aj(x)].
Remarque. Ceci implique que, si fj(x) est l’extre´mite´ d’un seul seg-
ment principal de Γj , alors il est l’extre´mite´ d’un segment non principal.
4. Construction de Γ˜k+1 a` partir de Γk
Soit Γk l’ensemble connexe ve´riﬁant les proprie´te´s de´crites au para-
graphe pre´ce´dent.
On va, dans ce paragraphe, construire a` partir de Γk un ensemble
connexe Γ˜k+1 contenant les points fk(x), x ∈ Ak+1 = ∆k+1/∆k.
On conside`re x le point de Ak+1 le plus loin de ∆k. On suppose que
x ∈ Γk sinon il n’y a rien a` faire.
Soit y le point de ∆k le plus pre`s de x.
On suppose dans un premier temps qu’il existe un segment principal
[fk(y), fk(z)] de Γk avec z ∈ ∆k tel que l’on ait la proprie´te´ (∗):
(∗) la projection de fk(x) sur la droite engendre´e par fk(y) et fk(z)
est a` l’inte´rieur du segment [fk(y), fk(z)].
Remarque. Les Cas A I et A II suivants sont tre`s proches des Cas A
et B de Jones de´crits au paragraphe 2. Les estimations sur la longueur
ajoute´e par l’insertion de fk(x) se font de la meˆme manie`re que celles de
Jones, c’est a` dire soit en fonction de β1 (Cas A I), soit en fonction de
la longueur d’un segment de Γk (Cas A II).
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Cas A I. K−13 dist(fk(x), fk(z)) ≤ dist(fk(x), fk(y)) ≤ K3 dist(fk(x),
fk(z)).
Soit Γ(1)k+1 la courbe obtenue a` partir de Γk en remplac¸ant le segment
[fk(y), fk(z)] par les segments [fk(y), fk(x)] et [fk(x), fk(z)].
Cette transformation sera appele´e par la suite transformation A (elle
correspond au Cas A de Jones, voir le paragraphe 2).
On cherche maintenant a` e´valuer ∆ = l(Γ(1)k+1)− l(Γk).
Soit ε0 une constante positive tre`s petite.
Supposons dans un premier temps que β∞(x,K2−kN , E) ≤ ε0.
fk(y) Dk
fk(x)
fk(z)
Figure 3
On conside`re Dk une droite pour laquelle
β1(x,K2−kN , E) =
1
K2−kN
∫
y∈E∩B(x,K2−kN )
dist(y,Dk)
K2−kN
dH1(y).
Alors, d’apre`s le Lemme 2.3 et (20), si K est assez grand par rapport a`
K3 et A,
dist(fk(x), Dk) ≤ Cβ1(x,K2−kN , E)2−kN(27)
dist(fk(y), Dk) ≤ Cβ1(x,K2−kN , E)2−kN(28)
dist(fk(z), Dk) ≤ Cβ1(x,K2−kN , E)2−kN .(29)
D’ou`, si on note D la droite engendre´e par fk(y) et fk(z),
(30) dist(fk(x), D) ≤ Cβ1(x,K2−kN , E)2−kN .
Donc, par le the´ore`me de Pythagore,
(31)
∆ = dist(fk(x), fk(y)) + dist(fk(x), fk(z))− dist(fk(y), fk(z))
≤ Cβ1(x,K2−kN , E)22−kN .
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Supposons maintenant que β∞(x,K2−kN , E) ≥ ε0.
On a alors d’apre`s le Lemme 2.2,
β1(x,K2−kN+1, E) ≥ C−1β∞(x,K2−kN , E)2 ≥ C−1ε20.
Donc,
(32) ∆= l(Γ(1)k+1)−l(Γk) ≤ dist(fk(x), fk(y))+dist(fk(x), fk(z))
≤ (1 +K3) dist(fk(x), fk(y))
≤ C(1 +K3)K22−kN d’apre`s (24)
≤ C (1 +K3)K2
ε40
β1(x,K2−kN+1, E)22−kN .(33)
Donc,
(34) ∆ ≤ Cβ1(x,K2−kN+1, E)22−kN .
Cas A II. dist(fk(y), fk(x)) ≤ K−13 dist(fk(z), fk(x)).
Γ(1)k+1 est obtenu en ajoutant a` Γk le segment principal [fk(y), fk(x)]
et le segment non principal
[fk(x), fk(x) +K22 (fk(x)− fk(y))].
Cette transformation sera appele´e par la suite transformation B (elle
correspond au Cas B de Jones, voir paragraphe 2).
fk(y)
fk+1(x′)
fk(x)
fk(z)
Figure 4
On a alors ∆ = l(Γ(1)k+1)− l(Γk) = (K22 + 1) dist(fk(y), fk(x)).
Supposons que β∞(x,K2−kN , E) ≤ ε0.
Si [fk(y), fk(z)] est un segment de la k-ie`me ge´ne´ration, on a
(35)
∆ ≤ C(K22 + 1)K−13 dist(fk(x), fk(z))
≤ C(K22 + 1)K−13 dist(fk(y), fk(z)).
Si [fk(y), fk(z)] est un segment de la j-ie`me ge´ne´ration (avec j < k),
on a
(36) ∆ ≤ C(K22 + 1)K−13
dist(fj(y), fj(z))
2(k−j)N
.
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Ceci vient du fait que d’une e´tape a` une autre, les longueurs sont di-
vise´es par deux. Ainsi, sur la Figure 4, on suppose que x′ ∈ ∆k+2
et qu’il sera inse´re´ a` l’e´tape k + 2 par une transformation B. Alors,
dist(fk+1(x′), fk+1(y)) est de l’ordre de
1
2
dist(fk(x), fk(y)).
Remarques.
1. La longueur l du segment non principal [fk(x), fk(x)+K22 (fk(x)−
fk(y))] ve´riﬁe
l = K22 dist(fk(x), fk(y))
≥ K22K12−kN .
On retrouve l’ine´galite´ (26) du paragraphe 3.
2. Puisque β∞(x,K2−kN , E) ≤ ε0, le segment [fk(y), fk(z)] ne
subira qu’un nombre borne´ de transformations B (en fk(y)).
3. Ce cas est tre`s proche du Cas B de Jones (voir paragraphe 2):
on verra que le segment [y, z] est inclus dans Γ. Ceci est duˆ
essentiellement au fait que, pour tout j ≥ k, [fj(y), fj(z)] ⊂ Γj
ne subira que des transformations B. En eﬀet, x est le point de
∆k+1 le plus loin de ∆k et il est de´ja trop pre`s de y. Donc, si N
est assez grand, aucun point x′ ∈ ∆j , j ≥ k, ne peut eˆtre a` e´gale
distance de y et z, c’est a` dire ve´riﬁer les conditions du Cas A I.
On voit alors, d’apre`s (35) et (36), que la longueur totale
ajoute´e lors de toutes ces transformations B sera, en choisissant
bien les constantes K2, K3, A et N , tre`s petite devant la longueur
de [y, z].
Si β∞(x,K2−kN , E) ≥ ε0, on retrouve pour ∆ l’estimation (34).
Supposons maintenant qu’il n’existe pas de z ∈ ∆k tel que l’on ait la
proprie´te´ (∗) pour [fk(y), fk(z)]. On va alors essayer de se ramener aux
cas de re´fe´rence A I et A II.
On suppose dans un premier temps que β∞(x,K2−kN , E) ≤ ε0.
Cas B I. fk(y) est l’extre´mite´ d’un segment principal [fk(y), fk(z)]
avec
dist(fk(x), fk(y)) ≤ K−13 dist(fk(x), fk(z)).
On peut alors utiliser une transformation B:
On construit Γ(1)k+1 a` partir de Γk en ajoutant le segment principal
[fk(y), fk(x)] et le segment non principal [fk(x), fk(x) + K22 (fk(x) −
fk(y))].
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Les estimations sur l(Γ(1)k+1)− l(Γk) sont les meˆmes que (35) et (36).
Cas B II. Pour tout segment principal [fk(y), fk(z)] dont fk(y) est
une extre´mite´,
(37) dist(fk(x), fk(y)) ≥ K−13 dist(fk(x), fk(z)).
Donc,
(38)
l([fk(y), fk(z)]) ≤ (K3 + 1) dist(fk(x), fk(y))
≤ C(K3 + 1)K22−kN d’apre`s (24)
 K2−kN par choix de K.
On ne peut plus utiliser le meˆme argument que dans le Cas B II, car
le segment [fk(x), fk(z)] est trop court. On va alors passer a` l’e´chelle
infe´rieure, c’est a` dire inse´rer des points de ∆˜k+2.
On va montrer dans un premier temps que fk(x) est l’extre´mite´ d’un
segment non principal.
On distingue deux cas.
• Soit fk(y) est l’extre´mite´ d’un seul segment principal (on dira
que fk(y) est un bout de Γk), alors, d’apre`s les hypothe`se de
re´currence (proprie´te´ du coˆne), fk(y) appartient a` un segment
non principal.
• Soit fk(y) est l’extre´mite´ de plusieurs segments principaux de Γk.
Soient L et L′ deux segments principaux de Γk dont fk(y) est
une extre´mite´ (voir Figure 5).
Puisque dist(fk(x), fk(y)) ≥ K12−kN , et que la projection de
fk(x) sur la droite contenant L et celle sur la droite contenant L′
sont en dehors de L et L′ respectivement, l’angle entre L et L′ est
plus petit que
π
2
.
De plus, comme β∞(x,K2−kN , E) ≤ ε0, et puisque l(L) et l(L′)
sont infe´rieurs a` K2−kN d’apre`s (38) et que les extre´mite´s de L
et L′ sont dans E, l’angle entre L et L′ est tre`s petit (d’autant
plus petit que ε0 est petit).
Donc, si ε0 est tre`s petit devant θ, tous les segments principaux
de Γk contenant fk(y) sont dans un coˆne de sommet fk(y) et
d’angle θ.
On en de´duit, d’apre`s la proprie´te´ du coˆne, que fk(y) est
l’extre´mite´ d’un segment non principal de Γk.
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Remarque. Un tel point a e´te´ a` une ge´ne´ration pre´ce´dente un bout.
→→
fk(y)
L
L′fk(x)Kβ∞(x,K2−k , E)2−kNN
Figure 5
Donc, dans tous les cas, fk(y) est l’extre´mite´ d’un segment non prin-
cipal [fk(y), ak(y)] de Γk.
D’apre`s (24), dist(x, y) ≤ K22−jN .
Donc, si A est assez petit, dist(fk(x), fk(y)) ≤ 2K22−jN .
D’ou`, d’apre`s (26),
(39) dist(fk(x), fk(y)) ≤ 2K−11 K−12 l([fk(y), ak(y)]).
On conside`re alors x0, . . . , xl+1 les points de ∆k+2 tels que
• x0 = y et xl+1 = x;
• xi et xi+1 sont voisins dans ∆k+2 (voir Figure 6).
On va inse´rer ces points dans Γk.
x1 xi
xi+1x0 = y
xl
xl+1 = x
. . . . . . . . . . . .
Figure 6
Remarques.
1. Les points x1, . . . , xl existent si N est choisi assez grand.
2. l est borne´ d’apre`s (21).
3. On peut “ordonner” les xi, car, puisque β∞(x,K2−kN , E) ≤ ε0,
ils sont tous proches d’une meˆme droite.
Soit xi (i ∈ {1, . . . , l}) le point le plus pre`s du milieu du segment [x, y].
Le point xi ve´riﬁe la proprie´te´ (∗). Donc, les seuls cas pour l’insertion
de xi sont les Cas A I et A II.
Premier cas: K−13 dist(fk(x), fk+1(xi)) ≤ dist(fk(y), fk+1(xi)) ≤
K3 dist(fk(x), fk+1(xi)).
Alors, on utilise une transformation A et on construit Γ˜(1)k+1 en ajoutant
a` Γk les segments [fk(y), fk+1(xi)] et [fk+1(xi), fk(x)].
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Remarque. fk+1(x) = fk(x) car x ∈ Ak+1.
Par un calcul identique a` (31),
l([fk(y), fk+1(xi)]) + l([fk+1(xi), fk(x)])
≤ l([fk(x), fk(y)]) + Cβ1(x,K2−kN , E)22−kN .
Deuxie`me cas: dist(fk(y), fk+1(xi)) ≤ K−13 dist(fk+1(xi), fk(x)). (on
suppose que xi est plus proche de y que de x, le cas inverse est identique).
On utilise une transformation B. Γ˜(1)k+1 est construit en ajoutant les seg-
ments [fk(y), fk(x)], [fk(y), fk+1(xi)] et [fk+1(xi),K22 (fk+1(xi)−fk(y))].
On a alors par un calcul identique a` (35),
(40)
l(Γ˜(1)k+1)− l(Γk) ≤ l([fk(y), fk(x)]) + (1 +K22 )l([fk(y), fk+1(xi)])
≤ (1 + (1 +K22 )K−13 )l([fk(y), fk(x)]).
Puis, on conside`re xi′ , i = i′, i′ ∈ {1, . . . , l}, le point le plus pre`s du
milieu de [xi, x] (ou, au choix, du milieu de [y, xi]). On construit Γ˜
(2)
k+1 a`
partir de Γ˜(1)k+1 en inse´rant fk+1(xi′) par une transformation A ou B.
Et, on inse`re de cette fac¸on tous les points x1, . . . , xl.
Soit ˜˜Γk+1 l’ensemble connexe ainsi obtenu.
On construit Γ(1)k+1 a` partir de
˜˜Γk+1 en ajoutant le segment
[fk+1(x), ak+1(x)] ou` ak+1(x) est un point tel que l([fk+1(x), ak+1(x)]) =
K1K
2
22
−(k+1)N (voir Figure 7). Ce segment ne sera pas modiﬁe´ lors de
la construction de Γk+1 et puisqu’il n’est pas principal, on le choisit avec
cette longueur aﬁn que la proprie´te´ (26) soit pre´serve´e.
. . . . . .
fk+1(x1)
fk+1(x2)
fk(y)
fk+1(xl)
ak+1(x)
fk(x) = fk+1(x)
Figure 7
Il nous reste a` estimer l(Γ(1)k+1)− l(Γk).
La somme totale des longueurs ajoute´e par les transformations A est,
par un calcul identique a` celui eﬀectue´ dans le Cas A I, majore´e par
Cβ1(x,CK2−kN , E)22−kN + C
l∑
i=1
β1(xi, CK2−(k+1)N , E)22−(k+1)N .
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La somme totale des longueurs ajoute´e par les transformations B est
majore´e par un calcul identique a` (35) et d’apre`s (39) et (40),
(41)
C(1 + (1 +K22 )K
−1
3 )l([fk(y), fk(x)])
+C(1 +K22 )K
−1
3
∑
i,i′
l([fk+1(xi), fk+1(xi′)])
≤C(1 + (1 +K22 )K−13 )K−11 K−12 dist(fk(y), ak(y))
+C(1 +K22 )K
−1
3
∑
i,i′
dist(fk+1(xi), fk+1(xi′)).
ou` la somme se fait sur les indices i, i′ de {1, . . . , l+1} tel que le segment
[fk+1(xi), fk+1(xi′)] a subi une transformation B.
On en de´duit
l(˜˜Γk+1)− l(Γk) ≤ Cβ1(x,CK2−kN , E)22−kN
+ C
l∑
i=1
β1(xi, CK2−(k+1)N , E)22−(k+1)N
+ C(1 + (1 +K22 )K
−1
3 )K
−1
1 K
−1
2 dist(fk(y), ak(y))
+ C(1 +K22 )K
−1
3
∑
i,i′
dist(fk+1(xi), fk+1(xi′)).
De plus, d’apre`s (26),
(42) l([fk+1(x), ak+1(x)]) = K1K222
−(k+1)N ≤ 2−N l([fk(y), ak(y)]).
Donc,
l(Γ(1)k+1−l(Γk))≤ Cβ1(x,CK2−kN , E)22−kN
+C
l∑
i=1
β1(xi, CK2−(k+1)N , E)22−(k+1)N(43)
+C
(
(1+(1+K22 )K
−1
3 )K
−1
1 K
−1
2 +2
−N)dist(fk(y), ak(y))
+C(1 +K22 )K
−1
3
∑
i,i′
dist(fk+1(xi), fk+1(xi′)).(44)
Remarques.
1. Pour un tel point y, une telle transformation n’arrivera qu’une
fois lors de la construction de Γ.
2. Les points fk+1(xi), i = 1, . . . , l, ne seront pas modiﬁe´s avant la
construction de Γk+3.
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Si β∞(x,K2−kN , E) ≥ ε0 (donc β1(x,K2−kN+1, E) ≥ C−1ε20), on
obtient Γ(1)k+1 en ajoutant les segments [fk(y), fk(x)] et [fk(x), fk(x) +
K22 (fk(x)− fk(y))] et on a alors par un calcul identique a` (34),
(45)
l(Γ(1)k )− l(Γk) ≤ C2−kN
≤ Cβ1(x,K2−kN+1, E)22−kN .
On pose ∆(1)k+1 = ∆k ∪ {x}.
Soit x′ le point de Ak+1 le plus loin de ∆
(1)
k+1 et on suppose que x
′ ∈
Γ(1)k+1. On construit a` partir de Γ
(1)
k+1 un ensemble connexe contenant
fk(x′) en utilisant la me´thode de´crite pre´ce´demment. Puis, on applique
cet algorithme pour tous les points de Ak+1.
Soit Γ˜k+1 l’ensemble connexe (qui contient tous les fk(x), x ∈ Ak+1)
ainsi obtenu.
Remarque. Γ˜k+1 ve´riﬁe la proprie´te´ du coˆne. En eﬀet, les seuls
points fk(x), x ∈ Ak+1, pouvant poser un proble`me, sont ceux inse´re´s
par une transformation B. Or, par construction, ces points appartiennent
a` un segment non principal.
5. Construction de Γk+1 a` partir de Γ˜k+1
On transforme Γ˜k+1 pour obtenir Γk+1, en appliquant ce qui suit
(i) Pour tout x ∈ ∆k+1, on remplace fk(x) par fk+1(x).
On rappelle que fk(x) = fk+1(x) si x ∈ Ak+1 ou si fk(x) ve´riﬁe
la proprie´te´ 2 du Lemme 2.3 a` l’e´chelle 2−(k+1)N .
Ainsi, fk(x) est remplace´ par fk+1(x) si fk(x) est relativement
loin d’une droite Dk+1 minimisant β1(x,K2−(k+1)N , E).
(ii) Conside´rons une extre´mite´ d’un segment de Γ˜k+1 n’appartenant
pas a` ∆k+1 (ni a` ∆k+2). Alors, ce point est l’extre´mite´ d’un
seul segment de Γ˜k+1. On note ak(x) ce point et [fk(x), ak(x)] ce
segment. Alors, le point ak(x) devient le point ak+1(x) avec
- l([fk(x), ak(x)]) = l([fk+1(x), ak+1(x)];
- ak+1(x) appartient a` la droite (fk(x), ak(x)) (voir Figure 8).
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fk+1(x)
fk(x) ak(x)
ak+1(x)
Figure 8
Il nous faut maintenant estimer l(Γk+1)− l(Γ˜k+1).
Le but est de controˆler la longueur ajoute´e quand on remplace fk(x)
par fk+1(x)
- soit en termes de β1;
- soit en montrant que la longueur ajoute´e est tre`s petite devant
2−kN (qui est comparable a` la longueur d’un segment non princi-
pal de la k-ie`me ge´ne´ration) dans le cas ou` fk(x) est l’extre´mite´
d’un segment non principal ou devant la longueur d’un segment
principal de Γk (ayant subi une transformation B) contenant fk(x)
de telle sorte que la longueur totale ajoute´e aux diﬀe´rentes e´tapes
sera petite devant la longueur d’un segment de Γ contenant x
(voir la Remarque 3 dans le Cas A II du paragraphe pre´ce´dent).
Remarque. Comme pour un segment ayant subi une transforma-
tion B, un segment non principal ne subira, dans la suite de la construc-
tion, que des modiﬁcations benignes, essentiellement donne´es par le (ii)
du de´but du paragraphe.
Il est inutile de s’inte´resser au cas des segments non principaux, car
leur longueur est pre´serve´e d’apre`s ce qui pre´ce`de.
Conside´rons le cas d’un segment [fk+1(x), fk+1(y)], ou` x, y sont dans
∆k.
On a alors pour ce segment 2 cas: soit il n’a pas e´te´ transforme´
(Cas A I), soit il a subi une transformation B (Cas A II). En fait, on va
voir que ces deux cas sont tre`s proches.
Cas A I. [fk(y), fk(x)] est un segment qui n’a pas subi aucune trans-
formation (ni A, ni B) a` cette e´tape.
On suppose dans un premier temps que β∞(x,K2−kN , E) ≤ ε0.
On va en fait montrer qu’un tel segment subira aux e´chelles suivantes
que des transformations B.
Soit z ∈ E tel que la projection de z sur (fk(x), fk(y)) est dans
[fk(x), fk(y)].
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On suppose en outre que z ve´riﬁe
(46) dist(fk(x), fk(z)) ≤ 10K12−(k+1)N .
Remarque. Tous les points deAk+1 dont la projection sur (fk(x),fk(y))
est dans [fk(x), fk(y)] ve´riﬁe (46) (e´ventuellement avec fk(y) a` la place
de fk(x)), sinon le segment [fk(x), fk(y)] aurait e´te´ modiﬁe´.
Alors,
dist(fk(y), fk(z)) ≥ K12−kN − 10K12−(k+1)N
≥ K1(1− 10 2−N )2−kN .
Donc,
dist(fk(x), fk(z)) ≤ 10 2
−N
1− 10 2−N dist(fk(y), fk(z))
≤ K−13 dist(fk(y), fk(z))
car 2−N  K−13 .
Or, tout point z ∈ ∆l, l > k + 1, tel que la projection de fl(z) sur
(fl(x), fl(y)) est dans [fl(x), fl(y)] ve´riﬁe (46), donc il ne pourra eˆtre
inse´re´ que par une transformation B.
Si [fk(x), fk(y)] est de la j-ie`me ge´ne´ration avec j ≤ k, alors, d’apre`s
(25),
dist(fk+1(x), fk+1(y))− dist(fk(x), fk(y))
≤ 2A2−(k+1)N
≤ CAK−11
dist(fj(x), fj(y))
2(k−j)N
.
Si β∞(x,K2−kN , E) ≥ ε0, alors
(48) l([fk+1(x), fk+1(y)])− l([fk(x), fk(y)]) ≤ 2A2−(k+1)N
≤ Cβ1(x,K2−kN , E)22−kN .
Cas A II. [fk(x), fk(y)] a subi une transformation B. Alors, d’apre`s
le Lemme 2.3, si le segment est de la k-ie`me ge´ne´ration,
(49) dist(fk+1(x), fk+1(y))− dist(fk(x), fk(y)) ≤ 2A2−(k+1)N ,
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donc d’apre`s (25),
(50) dist(fk+1(x), fk+1(y))−dist(fk(x), fk(y))≤AK−11 dist(fk(x), fk(y)).
Si maintenant [fk(x), fk(y)] est un segment de la j-ie`me ge´ne´ration avec
j < k,
(51) dist(fk+1(x),fk+1(y))−dist(fk(x),fk(y))≤CAK−11
dist(fj(x), fj(y))
2(k−j)N
.
Il nous faut reste a` conside´rer le cas de segments [fk+1(x), fk+1(y)] ou`
x ∈ ∆k, y ∈ Ak+1.
Conside´rons x ∈ ∆k, et supposons que β∞(x,K2−k, E) ≤ ε0.
Alors fk+1(x) est une extre´mite´ d’au plus deux segments dont les
autres extre´mite´s sont des points du type fk+1(y) avec y ∈ Ak+1.
Cas B I. il y en a exactement deux fk+1(y) et fk+1(z) (y et z sont
dans Ak+1).
Alors fk+1(y) = fk(y) et fk+1(z) = fk(z).
On suppose que fk(x) = fk+1(x) (sinon rien n’a e´te´ modiﬁe´).
Le calcul de la longueur ajoute´e est identique a` celui de (31).
Ainsi, si on note Dk+1 une droite minimisant β1(x,K2−kN , E), on a,
d’apre`s (20),
dist(fk(x), Dk+1) > Cβ1(x,K2−(k+1)N , E)2−(k+1)N
dist(fk+1(x), Dk+1) ≤ Cβ1(x,K2−(k+1)N , E)2−(k+1)N
dist(fk+1(y), Dk+1) ≤ Cβ1(x,K2−(k+1)N , E)2−(k+1)N
dist(fk+1(z), Dk+1) ≤ Cβ1(x,K2−(k+1)N , E)2−(k+1)N .
On en de´duit
dist(fk+1(x), D) ≤ Cβ1(x,K2−(k+1)N , E)2−(k+1)N
ou` D est la droite engendre´e par fk(y) et fk(z).
D’ou`, d’apre`s le the´ore`me de Pythagore,
dist(fk+1(x), fk+1(y)) + dist(fk+1(x), fk+1(z))
≤ Cβ1(x,K2−(k+1)N , E)22−(k+1)N
+ dist(fk(y), fk(z))
≤ Cβ1(x,K2−(k+1)N , E)22−(k+1)N
+ dist(fk(y), fk(x)) + dist(fk(x), fk(z)).
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On a donc
(52)
dist(fk+1(y), fk+1(x)) + dist(fk+1(x), fk+1(z))
− dist(fk(y), fk(x))
− dist(fk(x), fk(z))
≤ Cβ1(x,K2−(k+1)N , E)22−(k+1)N .
Cas B II. il y en a un seul fk+1(x) (y ∈ Ak+1) alors fk+1(y) = fk(y).
Premier cas: fk(x) est l’extre´mite´ d’un segment [fk(x), fk(z)] de Γk
tel que
(53) l([fk(x), fk(z)]) ≥ K2−kN .
Si K est tre`s grand devant 2N , ce segment ne peut subir qu’une trans-
formation B (car a` cause de la proprie´te´ de densite´ de ∆k, aucun point
de E ne peut eˆtre a` une distance comparable de x et z, voir Figure 9).
fk(y)
fk(x)
fk(z)
Figure 9. Aucun point de E n’est dans la zone hachure´e.
Soit k0 ≤ k le plus petit indice tel que
(54) l([fk0(x), fk0(z)]) ≥ K2−k0N .
On a alors
(55)
dist(fk+1(x), fk+1(y))− dist(fk(x), fk(y))
≤ 2A2−(k+1)N
≤ 2CAK−12−N dist(fk0(x), fk0(z))
2(k−k0)N
.
Deuxie`me cas: Tout segment principal de Γk dont fk(x) est une
extre´mite´ est de longueur infe´rieure a` K2−kN .
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Si β∞(x,K2−kN , E) ≤ ε0, alors d’apre`s la proprie´te´ du coˆne (comme
dans le Cas B II du paragraphe pre´ce´dent), fk+1(x) appartient a` un
segment non principal [fk+1(x), ak+1(x)].
On a
(56) dist(fk+1(x), fk+1(y))− dist(fk(x), fk+1(y)) ≤ CA2−(k+1)N .
Supposons maintenant que
β∞(x,K2−kN , E) ≥ ε0 (donc β1(x,K2−kN+1, E) ≥ C−1ε20).
fk(x) est l’extre´mite´ d’un nombre borne´ de segments de Γ˜k+1 dont
l’autre extre´mite´ est un point de Ak+1, donc la longueur totale “perdue”
∆(pour ces segments) quand on remplace fk(x) par fk+1(x) est majore´e
par
(57) ∆ ≤ CA2−(k+1)N ≤ C˜β1(x,K2−kN+1, E)22−kN .
On a donc obtenu
(58) l(Γk+1)− l(Γk) = l(1)k+1 + l(2)k+1 + l(3)k+1 + l(4)k+1
avec
• l(1)k+1 est la “longueur totale ajoute´e” par l’insertion de points de
E suivant la transformation A.
D’apre`s (31) et (34), on a
(59) l(1)k+1 ≤ C
∑
x∈∆k+1
β1(x,K2−k, E)22−k.
• l(2)k+1 est la “longueur totale ajoute´e” par l’insertion de points de
E suivant la transformation B (sans compter les segments cre´es
dans le Cas B II du paragraphe 4), lorsque le β∞ est petit.
• l(3)k+1 est la “longueur totale ajoute´e” quand on remplace fk(x) par
fk+1(x), x ∈ ∆k.
l
(3)
k+1 = l(Γk+1)− l(Γ˜k+1).
• l(4)k+1 est la “longueur totale ajoute´e” quand on inse`re un segment
dans le Cas B II du paragraphe 4.
Il est clair, d’apre`s le choix de l’ensemble Ak+1, que Γk+1 ve´riﬁe les
meˆmes proprie´te´s que Γk a` l’e´chelle 2−(k+1)N .
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6. Fin de la construction de Γ
Soit Γ l’ensemble connexe obtenu en ite´rant la construction pre´ce´dente.
On a, d’apre`s (24), E ⊂ Γ.
Nous allons maintenant e´valuer l(Γ).
On a, d’apre`s (58),
(60) l(Γ)− l(Γ0) ≤
∑
k
l
(1)
k +
∑
k
l
(2)
k +
∑
k
l
(3)
k +
∑
k
l
(4)
k .
Or, d’apre`s (59),
(61)
∑
k
l
(1)
k ≤ C
∑
k
∑
x∈∆k
β1(x,K2−k, E)22−k.
Il nous faut maintenant e´valuer les trois autres sommes. Le but est de
montrer qu’elles sont petites devant la longueur de Γ.
Commenc¸ons par quelques remarques.
• Γ contient des segments [x, y] ou` x et y sont dans un ∆k pour un
certain k. Donc, pour tout j ≥ k, [fj(x), fj(y)] ⊂ Γj .
On note S(1) cet ensemble de segments.
On dira qu’un tel segment est de la k-ie`me ge´ne´ration si
[fk(x), fk(y)] est un segment de Γk et un des deux points x ou
y n’est pas dans ∆k−1.
En fait, ce segment a subi, a` partir de la k-ie`me e´tape, que des
transformations B, et a` chaque e´tape, le nombre de transforma-
tions B est borne´ (si β∞ est petit).
Remarque. Si le segment [fk(x), fk(y)], x et y dans ∆k,
a subi une transformation B, alors aucun de ses “successeurs”
[fj(x), fj(y)], j ≥ k, ne subira A (voir Remarque 3 dans le Cas A II
du paragraphe 4). Ceci implique que seuls les segments de S(1)
ont une contribution a`
∑
k
l
(2)
k .
On en de´duit que pour un tel segment, si A est assez grand, il
existe k0 ≥ k tel que, pour tout j ≥ k0,
(62) l([fj(x), fj(y)]) ≥ K2−jN .
Evaluons dist(fk(x), fk(y)) par rapport a` dist(x, y).
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On a, d’apre`s (49),
|dist(x, y)− dist(fk(x), fk(y))| ≤ 2A
∑
j≥k
2−(j+1)N(63)
≤ 2A2−kN .(64)
Donc, d’apre`s (25),
(65) |dist(x, y)− dist(fk(x), fk(y))| ≤ 2AK−11 dist(fk(x), fk(y)).
D’ou`,
(66) dist(fk(x), fk(y)) ≤ 1
1− 2AK−11
dist(x, y).
• Γ contient de segments [x, a∞(x)] pour lesquels il existe k tel que
- x ∈ ∆k;
- a∞(x) est le point limite d’une suite (aj(x))j≥k ou`
[fj(x), aj(x)] ⊂ Γj et aj+1(x) est construit a` partir de aj(x)
en suivant le proce´de´ de´crit au de´but du paragraphe pre´ce´-
dent.
(Pour tout j ≥ k, aj(x) ∈ ∆j).
Soit S(2) l’ensemble de ces segments.
On dira que [x, a∞(x)] est de la k-ie`me ge´ne´ration si k est le plus
petit indice pour lequel les proprie´te´s pre´ce´dentes sont ve´riﬁe´es.
Pour un tel segment, pour tout j ≥ k, on a
(67) dist(x, a∞(x)) = dist(fj(x), aj(x)).
Remarque. Un tel segment vient d’une transformation B.
Commenc¸ons par e´valuer
∑
k
l
(2)
k , c’est a` dire la longueur ajoute´e par
des transformations B, et pour cela conside´rons [x, y] ∈ S(1) de la k-ie`me
ge´ne´ration.
La somme totale l des longueurs des segments construits au cours
des diﬀe´rentes e´tapes selon la transformation B et ayant pour extre´mite´
fj(x) ou fj(y) avec j ≥ k (lorsque β∞(x,K2−kN , E) ≤ ε0 ou
β∞(y,K2−kN , E) ≤ ε0) ve´riﬁe, d’apre`s (35) et (36),
l ≤ C(K22 + 1)K−13
∑
j≥k
dist(fk(x), fk(y))
2(k−j)N
(68)
≤ 2C(K22 + 1)K−13 dist(fk(x), fk(y)).(69)
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Donc, d’apre`s (66),
(70) l ≤ 2C(K
2
2 + 1)K
−1
3
1− 2AK−11
dist(x, y).
D’ou`, si A est assez petit et si K3 est assez grand par rapport a` K2,
(71) l ≤ 1
1000
l ([x, y]) .
On en de´duit
(72)
∑
k
l
(2)
k ≤
1
1000
l(Γ).
Evaluons maintenant
∑
k
l
(4)
k .
D’apre`s (44),
(73)
∑
k
l
(4)
k ≤ C
∑
k
∑
x∈∆k
β1(x,CK2−kN , E)22−kN
+
∑
L∈S(2)
(C(1 + (1 +K22 )K
−1
3 )K
−1
1 K
−1
2 + 2
−N )l(L).
Donc, si K3, N sont assez grands,
(74) (C(1 + (1 +K22 )K
−1
3 )K
−1
1 K
−1
2 + 2
−N )
∑
L∈S(2)
l(L) ≤ 1
1000
l(Γ).
Remarque. On n’a pas tenu compte dans (44) de la somme en i et
i′ qui a de´ja e´te´ comptabilise´ dans
∑
k
l
(2)
k .
Il nous reste a` e´valuer
∑
k
l
(3)
k .
On a d’apre`s (48), (52) et (57),
(75)
∑
k
l
(3)
k ≤ C
∑
k
∑
x∈∆k
β1(x,CK2−kN , E)22−kN +
∑
k
l˜
(3)
k
ou` l˜(3)k est la “longueur totale ajoute´e” quand on remplace fk(x) par
fk+1(x), x ∈ ∆k+1, lorsque β∞(x,K2−kN , E) ≤ ε0 (en dehors du Cas B I
du paragraphe 5).
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Notons l˜ =
∑
k
l˜
(3)
k et evaluons la contribution a` l˜ des segments de S
(1)
puis de S(2).
Si [x, y] est un segment de S(1) de la k-ie`me ge´ne´ration, sa “contribu-
tion” ∆ a` l˜ est majore´e d’apre`s (47), (50), (51) et (55) par
(76) CAK−11
∑
j≥k
dist(fk(x), fk(y))
2(j−k)N
+2CAK−12−N
∑
j≥k0
dist(fk0(x), fk0(y))
2(j−k0)
ou` k0 ≤ k est le plus petit indice tel que, pour tout j ≥ k0,
dist(fj(x), fj(y)) ≥ K2−jN (voir (62)).
Remarque. Le second membre vient du premier cas du Cas B II du
paragraphe pre´ce´dent.
Par un calcul identique a` (66),
(77) dist(fk0(x), fk0(y)) ≤
1
1− 2AK−11
l([x, y]).
Donc, d’apre`s (66) et (77),
(78) ∆ ≤
(
CAK−11
1− 2AK−11
+
2CAK−12−N
1− 2AK−11
)
l([x, y]).
D’ou`, si K1, K et N sont assez grands, A est assez petit,
(79) ∆ ≤ 1
1000
l([x, y]).
Si [x, a∞(x)] est un segment de S(2) de la k-ie`me ge´ne´ration, sa con-
tribution ∆ a` l˜ est majore´e d’apre`s (56) par
∆ ≤ CA
∑
j≥k
2−kN
≤ 2CA2−kN
≤ 2CAK−22 K−11 dist(fk(x), ak(x)) d’apre`s (26)
≤ 2CAK−22 K−11 dist(x, a∞(x)).
Donc, si K2 est assez grand par rapport a` K1 et A,
(80) ∆ ≤ 1
1000
l([x, a∞(x)]).
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On a donc d’apre`s (79) et (80),
(81) l˜ ≤ 1
1000
l(Γ).
Donc, d’apre`s (60), (61), (72), (74), (75) et (81),
(82)
l(Γ)− l(Γ0) ≤ C
∑
k
∑
x∈∆k
β1(x,K2−k, E)22−k +
1
1000
l(Γ)
+
1
1000
l(Γ) +
1
1000
l(Γ).
D’ou`, d’apre`s (6) et la construction de Γ0 (proprie´te´ (P0) du para-
graphe 3),
(83) l(Γ) ≤ C diamE.
Remarque. On peut utiliser ce qui pre´ce`de aﬁn de construire la
courbe rectiﬁable Γ du The´ore`me 1.3.
Alors, d’apre`s (7) et (82), on a
(84) l(Γ) ≤ C (β(E)2 + diamE) .
Il nous reste a` montrer que pour tout x ∈ Γ, tout R ∈]0,diam Γ[, (1)
est vrai.
Notons que, pour tout ensemble connexe, l’ine´galite´ de gauche de (1)
est toujours ve´riﬁe´e.
Soient x ∈ Γ, 0 < R < diam Γ.
On conside`re l’entier k tel que 2−(k+1)N ≤ R ≤ 2−kN .
On note Γ(x,R) = Γ ∩ B(x,R) et pour tout j > 0, Γj(x,R) = Γj ∩
B(x,R).
Par un calcul identique a` l’e´valuation de l(Γ), on a
(85) l(Γ(x,R))− l(Γk(x,R)) ≤ C
∑
j≥k
∑
x∈∆j
β1(x,K2−jN , E)22−jN .
D’ou`, d’apre`s (6),
(86) l(Γ(x,R))− l(Γk(x,R)) ≤ CR.
Or d’apre`s (25) et (21), il est clair que le nombre de segments de Γk
intersectant B(x,R) est borne´, et donc l(Γk(x,R)) ≤ CR.
D’ou` pour tout x ∈ Γ, tout R ∈]0,diam Γ[,
(87) H1(Γ ∩B(x,R)) ≤ CR.
Donc Γ est une courbe Ahlfors-re´gulie`re.
Ce qui termine la preuve du The´ore`me 1.2.
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