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Abstract

The ventriloquist effect refers to the well-documented mislocalization of auditory
targets that occurs when a spatially incongruent visual cue is simultaneously presented,
generally towards the location of the visual cue. Spatial release from masking refers to
the improvement in auditory detection that occurs when an auditory target is moved away
from a noise source. The purpose of the present thesis was to induce cross-modal spatial
release from masking using a ventriloquized visual cue. Two experiments were
conducted to determine whether this visually induced mislocalization can cause spatial
release from masking and enhance target detection. In the first experiment, spatial release
from masking was demonstrated using a signal detection experimental methodology.
Participants showed better detection sensitivity for target tones that were spatially
removed from the noise source along a horizontal plane than for tones that originated
coincident to the noise source. In the second experiment, visual cues were paired with the
target tones at locations that either matched or mismatched the spatial location of the
target tone. The presence of simultaneous yet spatially separate visual cues enhanced
overall detection sensitivity for the target tones in the noise-present condition,
demonstrating cross-modal spatial release from masking. Implications for the results are
considered in the context of the perceptual origins for the ventriloquist effect.
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Introduction

Research into human sensory perception has historically focused upon a single
modality at a time, most often on the basis of the physical stimulus most associated with
a particular pathway. Within a single sensory modality, information is generally
perceived as the summation of many different pieces of information analyzed separately.
Visual perception, for instance, describes not a singular process, but an integration of
distinct stages of feature recognition, such as shape, orientation, and color. However,
events in the natural environment often engage multiple sensory pathways at once, such
as the perception of human speech that occurs through the stimulation of both visual and
auditory channels. Multisensory research is a growing field of study that incorporates
varied experimental approaches, including cognition, psychoacoustics, and neuroscience,
that considers the identification and understanding of the ways in which events in one
sensory modality can interact with the events in another. One of the most basic questions
of multisensory research is how information is integrated across the senses - such as how
cues in one modality can influence perception in another.
A common cross-sensory influence occurs when viewing a ventriloquism
performance: a talented practitioner can mislead audiences into localizing his words as
coming from an inanimate dummy rather than from the lips of the ventriloquist himself.
Quite similar is the illusion of sound localization that occurs when one watches films at a
cinema: although the audience percieves the soundtrack as coming from the images on
screen, it is more likely that the actual physical source of the sound is at a considerable
distance. The experimental demonstration of this perceptual phenomenon, which occurs
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when sound localization is influenced in the direction of synchonous visual cues, has
been termed the ventriloquism effect (VE), and has been demonstrated through a growing
body of research incorporating a variety of experimental procedures (for reviews, see
Bertelson, 1994 & 1998; Bertelson & de Gelder, 2003; Vroomen & de Gelder, 2004). Of
particular interest is the question regarding the perceptual origin of the effect -there is
evidence for the theory that VE operates at an early, perceptual level of processing, as
well as for the contrasting theory that it is associated with a post-perceptual stage of
information processing.
The physical location of an auditory stimulus can also affect capacity for
detection. An aspect of auditory detection known as spatial release from masking (SRM)
refers to the process by which detection for an auditory stimulus embedded in noise is
improved as a function of the location of the target sound in relation to the noise source.
Research suggests that there can be as much as a 15 dB difference, from threshold, in the
detection of a sound depending on the location of the signal source in relation to the noise
source.
The present thesis considers the relationship between spatial release from masking
and the ventriloquism effect. The first experiment considers whether SRM can be
observed using a simplified free-field audiovisual array and signal-detection paradigm. In
the second experiment, a spatially incongruent visual cue (a variant VE paradigm) is
included to demonstrate whether SRM can be induced by a process of “pulling” the target
tone away from the noise source.
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Review of Background Literature

1. Cross-sensory interaction and the ventriloquist effect
Ventriloquism, in its simplest definition, refers to a unique form of stagecraft with
origins as far back as ancient Greek and Roman civilizations (cited in Alais & Burr,
2004). A talented ventriloquist is able to create for his audience a powerful illusion. With
no discernible facial movements, he is able to convince spectators that his words come
from the mouth of his otherwise silent, inanimate partner whose movements he also
controls. Beyond this definition, the term “ventriloquism” has come to refer to a wellknown manifestation of audio-visual interaction that has provided a wealth of insight for
researchers into the relationship between these two sensory modalities (Bertelson, 1998).
Scientific interest in a multisensory perspective into human perception has
increased dramatically within recent years, through the recognition that the vast amount
of information from which people understand and interpret their environment cannot be
processed through a single sensory modality at a time (Bertelson, 1998). Much as
perceptual illusions and deficits have revealed a great deal of insight about normal
aspects of perception, the study of sensory interaction has been enhanced by information
provided by research into the conflict between the sensory modalities given certain types
of input (Welch & Warren, 1980). Early sensory conflict studies, for instance, focused on
the conflict between vision and proprioception that occurs when viewing an object
through a prismatic lens (Hemholtz, 1866; cited in Bertelson, 1994). In this scenario, a
subject viewing an object through a light-distorting medium and told to reach for the
object will mistakenly move one’s hand to the side of the object; and though the subject
adapts to the conflict, a measurable aftereffect occurs when the prism is removed and the
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subject continues to spatially mislocalize the target. The response that occurs when
conflicting sensory messages are presented often leads to the favoring of the message
towards the system with the greater spatial acuity, and is theorized to take place at a
relatively early stage in processing. In the case of the aforementioned experimental
paradigm, vision maintains priority over proprioception, a phenomenon known as visual
capture (Hay, Pick, & Ikeda, 1965).
Apart from being conducive to a greater degree of experimental control over
inputs, interaction between the modalities of vision and audition has been a frequently
studied manifestation of cross-modal conflict because of the relevance to real-world
interactions between these percepts (e.g. the role of visual cues in speech processing).
The ventriloquism effect is one of the most well-known conflict interactions between the
visual and auditory systems, both in terms of its simplicity to demonstrate experimentally
as well as the saliency of the effect. Many early studies of this interaction were focused
on creating discepancies between the spatial locations of inputs in both modalities, and
studying a subject’s pre- and post-test judgments of location for each input (cited in
Bertelson, 1998). Similar to the visual-haptic prism studies, shifts in perceived location of
an auditory stimulus in the direction of a paired visual cue were found when subjects
were instructed to focus their attention on both inputs simultaneously. Recent results have
found perceptual shifts toward the visual modality even more pronounced when subjects
were told to focus on one input and ignore the other (Bertelson, Vroomen, de Gelder, &
Driver, 2000).
The typical demonstration for the ventriloquist illusion involves instructing
participants post-stimulus to localize audiovisual stimuli in one of two general
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experimental paradigms (Bertelson, 1998; Vroomen & de Gelder, 2004). One method
known as discrepancy detection involves presenting participants with pairs of auditory
and visual stimuli and asking them to identify whether they originated from the same or
different locations. Typically the participants will fail to detect correct spatial separations,
demonstrating a fusion response even when the spatial separation is large enough to be
easily detectable in unimodal stimulus pairs. An even more dramatic demonstration of the
effect is found in selective unimodal localization, which involves presenting participants
with cross-modal pairs and simply asking them to indicate the location of either the visual
or auditory stimulus (Bertelson, 1998). The typical finding is that when compared with a
control condition, their perception of the target location is biased toward the location of
the other stimulus. Most commonly, the location of the auditory stimulus will be biased
toward the location of the visual cue; however, the degree to which one stimulus affects
localization for another is often dependent upon stimulus features such as spatial
distance, stimulus intensity, and temporal synchronization (Battaglia, Jacobs, & Aslan,
2003).
It is notable that in addition to the immediate bias found in unimodal localization
tasks, this type of experimental paradigm has also been shown to elicit a ventriloquism
“after-effect,” a type of adaptation in which participants are presented with spatially
displaced auditory and visual stimuli during a training period, and upon removal of the
visual stimulus, continue to localize the sound toward where it had been (Radeau &
Bertelson, 1974). This effect has been shown to occur for as long as twenty minutes post
training, and has been demonstrated to occur in both human participants and non-human
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subjects (Woods & Recanzone, 2004). The presence of both instantaneous and adaptive
effects naturally lead to questions about the perceptual basis of the ventriloquism illusion.
The basic mechanisms of VE seem to relate to a problem common to other
aspects of perception involving multiple sensory modalities. One’s perception for
external events often involves the stimulation of multiple pathways; for instance, the
recognition of “fire” can involve any combination of stimulation in the visual, auditory or
haptic systems. In some cases, the perceptual system as a whole recognizes that some
data, even within different pathways, belongs to the same event. The question of how the
perceptual system recognizes multiple stimuli as originating from the same event is
referred to as the problem of pairing (Bertelson, 1998), binding (Vroomen, Bertelson, &
de Gelder, 2001a), or the unity assumption (Welch & Warren, 1980). This pairing
problem is typically discussed in terms of two distinct causalities. Cognitive factors refer
to any features of a stimulus pairing which generate a top-down response, such as a
semantic knowledge of the distal situation, or a response bias (Welch & Warren, 1980).
Sensory factors refer to features that generate an automatic or reflexive response within
the sensory system; these include can relative differences in intensity, spatial distance,
and timing. Many early studies of ventriloquism used realistic experimental setups, such
as the pairing of a spoken stimulus with a video of a person talking, under the assumption
that the mislocalization was dependent on a semantic knowledge of the distal situation
(Bertelson, 1998 for review). More recent studies using less realistic setups (e.g.
unrelated pairings of visual-auditory cues) have demonstrated that the mislocalization can
be demonstrated without such information. More relevant to the present study is the
identification of the functional level at which the ventriloquism effect occurs. In sum,
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does this illusion reflect an early perceptual stage of processing, or is it the result of postperceptual decision processes?
Early Perceptual Accounts
Evidence for the conclusion that VE is a condition of a relatively early processing
stage comes from studies that have demonstrated the illusion is limited by spatial
proximity and temporal synchronization constraints (Woods & Recanzone, 2004), and
studies of the ventriloquism aftereffect that demonstrate ventriloquism tasks that would
not allow for deliberate decision strategies (Bertelson & de Gelder, 2003). Recently,
Stekelenburg, Vroomen, and de Gelder (2003) found that the shift in localization using a
ventriloquism paradigm generated an event-related brain potential called auditory
mismatch negativity, a negative waveform found in the front-central auditory cortical
region which peaks from approximately 100-250 ms post-stimulus, usually in response to
a deviation from a homogenous sequence of sound stimuli. The rapid cortical response to
the illusion was considered by the researchers as strong evidence for an early-stage
processing model.
An important processing-stage account of VE is the capture hypothesis, which
refers to the tendency for the apparent location of the visual stimulus to supercede the
spatial location of the auditory stimulus by virtue of the visual system’s greater spatial
acuity. This theory is related to the modality precision hypothesis (MPH; review in Welch
& Warren, 1980), which suggests that although different modalities show acuity for many
aspects of information processing, different modalities are better-suited for processing
certain features of a stimulus. Capture theory posits that since the visual system is more
acute to spatial location, a mislocalized auditory stimulus will be “captured” towards the

Cross-Modal Enhancement 10
spatial location of a paired visual stimulus. Bertelson and Aschersleben (1998) provided
support for the capture hypothesis by demonstrating that auditory cues were localized
toward the spatial location of a visual cue even when participants were unsure of the
auditory cue direction. The researchers created a modified version of a psychophysical
staircase procedure, in which participants were presented with a sound stimulus at a
location far to the right or left of a centrally located visual cue, and as they indicated the
apparent location, the sound would be moved one step in the opposite direction. At a
given point, response reversals would occur, indicating uncertainty about the location of
the sound. The researchers found that automatic attraction of the sound cue in the
direction of the visual cue occurred, and their interpretation of the data, which focused on
differences between successive response reversals rather than successive trials, was taken
as evidence that post-perceptual factors could be ruled out as an explanation.
Further evidence for the early-stage perception hypothesis has been found in
studies that demonstrated that ventriloquist mislocation does not depend on the direction
of automatic or deliberate spatial attention (Bertelson et. al, 2000; Vroomen, Bertelson, &
DeGelder, 2001). Bertelson et. al (2000) found that when participants were instructed to
localize a sound in the presence of a synchronous visual cue, even when given a
secondary visual task to engage the direction of visual attention, the results showed that
auditory localization was biased toward the temporally congruent visual cue. Vroomen et.
al (2001) found that the direction of automatic attention could also be experimentally
manipulated by the use of a singleton, a visual stimulus which differed from a series on
the basis of size. Their results showed that even while automatic attention was biased
toward the singleton, auditory localization was biased in the opposite direction.
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Later Perceptual Accounts
The counterproposal is that the ventriloquist effect reflects a later processing
stage, such as a higher cognitive function or as the result of a post-perceptual decision
process. One argument for this theory is that the illusory localization observed in VE
studies reflects a participant’s understanding of the experimental situation. Even if a
participant is told specifically to ignore one stimulus, the illusory mislocalization still
occurs as a result of some degree of semantic understanding of the situation. Evidence for
this has been suggested by early auditory-visual interaction studies, such as the results
found by Pick, Warren, & Hay (1969), who examined participant responses to a
localization task in which they viewed a loudspeaker through a prismatic lens. The
participants’ tendency to mislocate the sounds toward the apparent location of the speaker
was taken as evidence that the interaction was reliant upon knowledge of the function of
a loudspeaker, which would demonstrate a type of response bias when participants were
in doubt as to the correct location of the sound. Other studies have argued that more
realistic experimental settings provide a greater degree of ventriloquism, and posited the
connection between the effect and a later-stage of perceptual processing. Choe, Welch,
Gilford, and Juola (1975) conducted a unimodal localization VE task using a signaldetection procedure, and found that when visual and auditory cues were presented
simultaneously, sensitivity (d’) was not significantly greater, though bias (|3) was
affected. Bertelson and Radeau (1976) later argued that the application of detection
theory in the Choe et. al (1975) study was flawed, but there was a possibility that some
localization effects could correlate with later processing stages, including response bias.

Cross-Modal Enhancement 12
Other evidence for the late-stage post-perceptual model of VE is found in what is
termed the optimal-integration hypothesis, which suggests that the perceptual system
processes the visual and auditory signals in a way that integrates the processing according
to the most optimal arrangement based on the relative strengths of the modalities in
detecting individual features of the stimuli. This hypothesis is based on maximumlikelihood estimation (MLE) models of sensory integration, which posit that sensory
signals are independently coded, weighed by the reliability of the percept, and processed
according the the relative reliability of the signals according to a mathematical model
(Battaglia, Jacobs, & Aslin, 2003). The primary distinction between this hypothesis and
an early-stage integration theory such as modality precision (MPH) is that MLE models
assume a higher cognitive role in first measuring, then combining independently coded
sensory data. Since the visual system typically provides more accurate information about
spatial location, stimulus localization becomes a decision biased in the direction of the
visual cue. Evidence for this hypothesis was found in a study by Alais and Burr (2004),
who observed that visual capture of auditory cues (in this case, paired light “blobs” with
click-tones) occurred when the location of the visual signal was clear, but as visual
localization became less clear, auditory localization becomes less dependent on visual
capture. The authors interpreted their results as evidence for a top-down system of
localization dependent on the relative reliability of the stimulus.
In summation, the perceptual origin of the ventriloquism illusion is primarily a
question of whether the misidentification of an auditory signal in the direction of a visual
cue is a result of an early stage of stimulus feature processing, or the result of an
integrative process of perception and decision-making. The present thesis focuses on the
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distinction between (early-stage) capture theory and (later-stage) optimal-integration
theory accounts of ventriloquism.

2. Spatial release from masking
One of the most important functions of the auditory system is to detect and
interpret qualitative information, such as spatial location, from acoustic signals that may
contain a great deal of relevant information. The localization of sounds, for instance,
requires the auditory system in normal-hearing listeners to identify cues from the sound
source, as well as from the environment. One instance of this role of the auditory system
is a listener’s ability to detect particular sounds from a background of unrelated sounds
by a spatial filtering process, commonly referred to as the “cocktail party effect” (Cherry,
1953). Named for the observation in which an attendee at a party can perceive a single
conversation among a cacophony of competing conversations, the theory holds that one’s
capacity to perceive a target sound within a background noise is a function of the spatial
location of the target source relative to the masking source. In psychoacoustics, the
improvement in detection resulting from an increased distance between signal and noise
is referred to as spatial release from masking (SRM) and the quantitative measurement of
improvement is often referred to as the masking-level difference or MLD (Gilkey &
Good, 1995; Lane & Delgutte, 2005),
Early studies of sound localization conducted using headphone listening
conditions differentiated between the role of monaural cues, including shifts in
frequency, and binaural cues, which can include shifts in temporal presentation and
spatial location, as well as reverberation and echoing effects. Headphone studies of
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spatial release from masking often consider the detectability of a signal embedded in
noise as a function of binaural masking level differences (BMLDs), which describes
differences in threshold between binaural listening conditions as a signal source is
spatially separated from a noise source. However, despite the relative advantages in
experimental control afforded by headphone listening studies, spatial hearing studies in
the free-field provide a more analogous comparison to real-life experiences (Saberi,
Dostal, Sadralobadai, Bull & Perrott, 1991).
Saberi et al. (1991) conducted a study of free-field spatial release from masking in
which masking-level differences were recorded through a two-down, one-up adaptive
staircase procedure. In three experiments, MLDs were recorded as signal-noise location
was varied along the horizontal and vertical planes, as well as under monaural conditions.
Of most relevance to the current study is Experiment 1, in which masked thresholds were
recorded at 36 signal locations located along the horizontal plane, and compared relative
to absolute thresholds for each location. Participants were seated in a rotating chair with a
broadband noise source mounted at one wall. A second speaker, which played the target
tones (250 ms click-trains) was rotated in 10° intervals around the participants, and LEDs
were provided as fixation points at 30° intervals. Results showed that while the poorest
thresholds were found when the masking and signal sources were located at the same
horizontal location, spatial release in the order of as much as 15 dB was found when the
signal was removed from the noise by an approximate 50° separation in the horizontal
plane.
Gilky & Good (1995) also considered SRM as a function of the relative spatial
differences between signal and noise source. Using a similar procedure to Saberi et al.
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(1991), participants were presented with signals that varied in location relative to noise
(30° intervals), as well as in frequency (low, medium, high) relative to noise. In contrast
to the Saberi et al study, the cues were presented in a three-up, one-down adaptive
staircase procedure to record threshold changes. The authors observed SRM in the order
of 18 dB, with only a 45° horizontal separation between signal and noise source.
In summary, spatial release from masking has been clearly demonstrated to rely
on the spatial location of a signal source relative to a noise source. When considered in
the context of masking-level differences, thresholds for detection of a target signal from
noise can vary by as much as 15-18 dB, an extremely large difference with respect to
absolute threshold for a tone analogous in frequency and intensity in a non-masked
listening environment. Of most interest is the general finding that an approximate 45°
separation between signal and noise source provided the largest differences in threshold;
it is from this finding that the present study has drawn one portion of its design. When a
target tone is presented along the same horizontal position as a noise background,
participants should show far lower rates of detection than when the signal is separated by
45°.

3. Multisensory enhancement o f auditory detection
Recent studies have demonstrated that cross-modal cues can actually alter the
qualitative nature of a stimulus in a given modality. The most dramatic example of this
occurs in synesthesia, a condition in which a stimulus in one sensory modality actually
creates the experience of some qualitative aspect of stimulation of a different modality,
absent direct stimulation of that sense (e.g., colored hearing). Although true synaesthesia

Cross-Modal Enhancement 16
is relatively rare, a good body of research has been conducted which demonstrates that
cross-modal cues can alter or even enhance perception for several sensory qualities. In
the visual modality alone, it has been found that concurrent auditory cues can influence
perception of brightness (Odgaard, Arieh, & Marks, 2003), speeded discrimination
between visual stimuli (Arieh & Marks, 2003), and object discrimination (the “freezing”
phenomenon; Vroomen & de Gelder, 2000). In the auditory modality, the presence of
concurrent visual cues can influence pitch and loudness discrimination (Marks, BenArtzi, & Lakatos, 2003), and speech intelligibility (Schwartz, Berthommier, & Savariaux,
2004). Particularly notable is the “McGurk effect,” a well-documented phenomenon
where an auditory speech sound is presented with a synchronized video of a person
mouthing a different but related speech sound (i.e. an auditory “ba” with an visual “ga”),
which causes misidentification in the form of one sound overriding the other or even a
fusion of the two into a third sound (McGurk & McDonald, 1976, cited in Rosenblum,
2008).
Cross-modal enhancement for detection threshold, particularly within the auditory
modality, is an area which has received a considerable amount of experimental attention
within recent years. Grant and Seitz (2000) considered the role of visual cues on the
auditory detection of speech in a background of broadband noise, case comparing
thresholds for detection of complete sentences. Participants were presented with spoken
sentences in one of three conditions: auditory only (A), auditory paired with matching
visual (Am), and auditory paired with unmatched visual (Aum). The latter two conditions
differed on the basis of whether a video of a person was lipsynching with the target
sentence or with another sentence which varied in spatial and temporal qualities. The
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researchers found that detection thresholds for the target sentences were improved by as
much as 2 dB in the Amcondition, while there was no difference in detection between the
other conditions. The researchers took this as support for the model which states that
visual enhancement for auditory speech detection is a function of spatial and temporal
factors.
Of particular relevance to the present study was a study conducted by Driver
(1996), who found that spatial separation between visual and auditory stimuli actually
seemed to improve a type of detection for a target auditory stimulus when the target was
masked by a second message. In two experiments, participants were presented with two
screens, one containing a video of a woman lipreading a target message, and two
speakers: one of which contained a monaural presentation of an auditory target message
embedded within a second, distracter message. Disambiguation of the target message was
found when the speaker was offset from the video by a distance than when the speaker
was located at the same side as the video, indicating that, similar the the ventriloquist
effect, participants were “pulling” the correct message in the direction of the visual
stimulus. The results of a followup experiment, in which videos featuring the speaker
with lips either visible or occluded, indicated that when the target and distracter sounds
were presented through separate speakers, located at the same spatial position, more
accurate detection was found when the lips were visible. Although the present study takes
some inspiration from Driver’s (1996) study, one flaw of that study is that it lacks
explanation as to whether the improvements in detection found were a result of the
participants actually hearing the target messages more clearly, or whether they were
utilizing some aspect of the paired visual component as a cue for a decisional process.
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The present study was conducted partially in order to disambiguate these differences in
detection and in response bias by using an experimental task derived from SignalDetection Theory (SDT).
Studies have also been conducted on the enhancement of non-speech tone
detection in noise. In an experiment by Lovelace, Stein, and Wallace (2003), participants
were presented with auditory stimuli paired with an unrelated, temporally simultaneous
visual cue (LED), in a background of white noise. The researchers conducted two
experiments using a one-interval signal detection task to determine whether the paired
visual stimulus would aid detection. In the first experiment, hit rates for detection
improved, but false alarm rates showed an increase as well, indicating a change in
response bias between the light-present and light-absent conditions. To eliminate this
response bias, the researchers presented the conditions in separate blocks, which showed
a clear improvement in detection absent the change in bias. The authors’ results were a
compelling demonstration of paired visual cues improving auditory detection in noise,
but not a parallel to a ventriloquism paradigm given the lack of spatial separation
between the visual and auditory stimuli.

The present study
The purpose of the present study was to determine whether spatial release from
masking (SRM) can be induced using a ventriloquist-effect study paradigm. The central
research question to be addressed was whether the presence of a ventriloquism-enhanced
(spatially displaced) visual cue would function to increase detection for low-intensity
auditory tones within a background of masking noise.

Cross-Modal Enhancement 19
With respect to the perceptual origins of the VE, there were three main
predictions that could be observed as a result of this research. An improvement in
detection, measured by d \ for a ventriloquism-enhanced tone in noise absent a change in
bias would provide evidence for an early-stage processing model. A change in bias (p)
absent a change in detection would provide evidence for a later-stage, top-down model of
processing. And finally, a change in both detection and bias would provide evidence for
an integrated approach to ventriloquism-enhanced signal detection.
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Experim ent 1: Spatial Release from M asking

The first experiment utilized a signal detection procedure to measure detection as
a function of multiple criteria: in addition to whether or not a person has detected the
presence of a stimulus, their likelihood to favor a given response is accounted for
(Gescheider, 1997). This conceptual framework considers the difference between two
normal probability distributions whose equal variance is assumed: signal-present (SN),
which refers to a perceptual condition where a target stimulus (signal) is present within
background stimulation (noise), and signal-absent (N), in which the signal is either
absent from or indistinguishable from noise. Within the SDT framework, detection for an
auditory stimulus is measured in terms of hits, the correct identification of the presence of
a signal in SN conditions, and false alarms, which describes an incorrect identification of
the presence of a signal in N conditions. These measurements are used to calculate
estimations of sensitivity to a given signal, and bias toward one response. The primary
advantage for using SDT in the present study is its straightforward translation to an
experiment that incorporates the ventriloquist effect, particularly given the comparison
between changes in sensitivity and bias.
The purpose of the first experiment was to explore whether spatial release from
noise masking could be replicated in the context of a SDT methodology. In the present
methodology, low-level tonal stimuli were presented either spatially adjacent to, or
spatially removed from a mask of continuous broadband noise, and participants were
asked to identify whether they could hear the target tone. Successful replication of a
spatial release would be characterized by demonstrable differences in sensitivity as the
target tone moved away from the noise source, and would provide the basis for the
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primary study, in which it was theorized that a spatially distinct visual cue would
improve detection in the noise-masked condition. The hypothesis for this study was that
using the present experimental design, spatial release from masking would be
demonstrated through an improvement of detection when a target signal was presented on
the opposite side of the noise mask in a left-right horizontal orientation. Differences in
detection would reflect the overall advantage for detection found in the spatial separation
of noise and mask found in prior SRM studies, and a subsequent inclusion of a crossmodal cue would in some way alter this advantage.

Methods

Participants
A total of 23 participants (14 female and 9 male) participated in the pilot
experiment. Fourteen participants were undergraduate students at Montclair State
University recruited through the MSU Experimetrix system and received course credit for
participation. Nine additional participants were uncompensated volunteers. The
participants ranged in age from 18-50 and the mean age for all participants was 25.3
years. All participants self-reported normal hearing and visual acuity. This project was
approved by the Institutional Review Board of Montclair State University, and in
accordance with IRB procedure, all participants were asked for informed consent prior to,
and fully debriefed following, the experiment.
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Materials
Equipment. The experiment was conducted in a dark, sound treated chamber
additionally soundproofed using 1” acoustic foam wedges. The primary device used was
a Pentium 4 Dell desktop computer with 1.80GHz CPU, 512MB RAM, with a 17” Dell
flat-panel monitor. The monitor was located at a distance of 100 cm from the seated
participants, with a visual angle measured at 32° . The sound files were played through
Harmon Kardon brand multimedia computer speakers, located at a distance of 110 cm
from one another and 55 cm from the center of the monitor. Figure 1 shows a basic
schematic of the laboratory arrangement.
INSERT FIGURE 1 HERE

The input device was a standard, two-button mouse with the left button marked “yes” and
the right button marked “no”. The timing was controlled by the PC multimedia timer,
with a mean resolution of 1 msec. Presentation of stimuli, randomization of trials, and
data collection were conducted through the program Superlab Pro, v 2.0.4 (Cedrus
Corporation). The visual display accompanying each sound trial is described below.
Stimuli. For both experiments, the target auditory stimulus was a 2000 Hz
sinusoidal tones of varying amplitudes presented for a duration of 120 msec (100 msec,
with a rise and decay added to each tone). The noise component was created using the
same software program, and consisted of a 20-minute long white noise stream,
measuring at 48 dB at the location of the participant in relation to the computer monitor
(100 cm). The files were generated and edited using the sound editing freeware Audacity
(Mazzoni & Dannenburg, 2000), and each auditory component was saved as an
individual .wav file for stimulus presentation. The levels of the tone and noise
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components were measured using a Briiel and Kjasr Type 2240 sound-level meter. The
noise stream was played through the same speakers as the target tones, alternating for
each participant from the left or right side (see Design and Procedure).
For the first experiment, three different tone levels were presented on each side
(left speaker/right speaker), which functioned as six of the seven trial conditions. These
tone levels were measured at 49, 48, and 47 dB at the proximate location of the listener’s
head, which was 100 cm from the computer screen. In addition, a no-sound condition was
created by the removal of the target tone. The cueing stimuli for the pilot experiment
consisted of slides containing instructions, cueing, and response entry text (black text on
a white background).

Design and Procedure
The experimental design was a 2 x 2 x 4 mixed-subjects design. The variable of
noise source (left/right) functioned as a between-subject variable, and the variables of
tone source (left/right) and tone level (49/48/47 dB & no-tone), as within-subjects
variables. Each participant completed a block of 200 trials: 25 trials for each of the six
within-subjects conditions, and 50 trials of the no-tone (false-alarm) condition.
Prior to each experimental session, a practice session consisting of 15 trials was
conducted in order to familiarize each participant with the study design. Participants were
instructed to sit motionless, taking care to focus their visual attention on the monitor.
Participants were told that their goal for each trial was to detect whether or not they could
hear the target tone through the presence of the noise by pressing the appropriate button
(yes/no) on the input device. Exemplar tones of the same frequency, however at a much
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more detectable level, were played from each side during the instructions in order to
familiarize participants with the sound of the target.
The experimental trials consisted of the following sequence of events, with the 48
dB noise playing throughout each session. First, a visual cueing screen (the text
“Ready...” on a blank screen) was shown for 1000 ms. Second, a 120 msec trial was
presented along with a blank screen, either with tone-present or tone-absent. Finally, the
response screen, consisting of the text “Please press yes or no,” was shown. The
participant’s response cued an additional 1000 ms inter-stimulus interval (ISI) before
proceeding to the next trial.

Data Analysis
The participant responses were analyzed in accordance with a standard yes-no
signal detection theory procedure (Gescheider, 1997). In the first experiment, hit
responses, miss responses, and average false alarm rates from both noise location
conditions (noise left, noise right) were averaged together into two summary
distributions: Noise Same-Side (NS), consisting of conditions when the target tone was
presented in the same side as masking noise, and Noise Opposite-Side (NO), consisting of
conditions when the target tone was played on the opposite side of the noise. Hits were
measured as “yes” responses to the target tone in the tone-present (NS and NO) trials.
Misses were identified as “no” responses in tone-present trials. False alarm responses
consisted of an incorrect “yes” response when no tone was presented.
The primary measures used in the data analysis were sensitivity (d ’), a calculation
of the standard difference between the means of these two distributions, and bias ((3), a
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measurement of the ratio of the likelihood of a given participant to respond “yes”
regardless of condition. Sensitivity was recorded for each tone level (46/47/48 dB)
separately, and calculated using hit and false alarm rates for each condition using the
formula:
d ’ = z (HR) - z (FAR)

where HR represents hit rate (total hits / total trials, one HR for each level) and FAR
represents false alarm rate (total false alarms / total trials, one HR for all levels). Bias was
also recorded for each level condition using the formula:
p=

Ordinate value (O) of FAR
Ordinate value (O) of HR

Results

Data for all twenty-three participants were recorded according to the signal
detection procedure, and the mean sensitivity (d’) and bias ((3) values were calculated.
The data were analyzed using a 2 x 2 x 3 repeated-measures ANOVA, with the tone level
(49, 48, 47 dB) and noise condition (tone same-side as noise, tone opposite from noise) as
within-subject variables and the location of the masking noise as a between-subject
variable. For the sensitivity values, there were significant main effects of tone level, F (2,
20) = 60.1, p < .05 and noise condition,

F (2, 20) = 94.2, p < .05, as well as a

significant interaction effect between the two, F (2, 20) = 7.77, p < .05. For each of the
three sound levels tested in the pilot experiment, the average d’ values in the noise
opposite-side condition (NO) was significantly higher than the d’ values in the noise
same-side condition (NS), demonstrating that the present experimental methodology was
successful in demonstrating spatial unmasking. Figure 2 shows the a graph of the mean
sensitivity values for each of the three levels used in the first experiment.In general, as
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the tone level decreased in intensity, a more robust difference in detection was observed
between noise-absent and noise-present conditions.
INSERT FIGURE 2 HERE

There were also significant main effects for level, F (2, 20) = 12.6, p < .05 and
noise,

F (2, 20) = 50.61, p < .05 between average bias ((3) values for each of the three

experimental tone levels, as shown in Figure 3. The participants were more likely to favor
the response that they had heard the tone when the target tone was presented on the
opposite side of the noise, as well as when as the level of the target tone increased.
_____________________________INSERT FIGURE 3 HERE____________________________

Discussion

The results from the first experiment demonstrated clear spatial release from
masking using the experimental apparatus and signal detection methodology. Participants
showed an increase in sensitivity, measured by an increase in the d ’ value. When the
auditory cue was presented on the opposite side of the masking noise (NO condition),
participants were generally more sensitive to its presence than when it was presented on
the same side as the masking noise (NS condition). These results were necessary for the
second experiment because they demonstrated evidence that the methodology could
meaningfully demonstrate a difference in detection as seen in free-field SRM studies. The
present results are consistent with results suggested by earlier SRM studies where
participants demonstrated the lowered threshold of tones separated by 45° from the noise
source (Gilkey & Good, 1995; Sabieri et. al, 1991). The follow-up implication is that
using a paired visual cue would function to mimic the masking-level difference values
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found in previous studies, and would therefore be able to be accurately transposed into a
multisensory experimental paradigm.
A second finding was that reduced sensitivity in the noise-opposite (NO)
condition, as the target tone decreased in level, was accompanied by an increase in bias
(/?). This suggests that with the target tone at lower levels, participants were less sure
about whether or not they heard the target, and were more likely to favor the yes
response, leading to a reduction in sensitivity or an increase in FA rate. Although
participants were more likely to hear the tones in the NO condition, they were also more
likely biased toward responding “yes” as the level of the target tone decreased. The result
of this finding suggested that the increase bias, as measured by the overall tendency to
respond “yes” when the tone level decreased, made it necessary to use a custom tone
level for each participant in the second experiment, as described in the next section.
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Experiment 2: Enhancement of SRM using a mislocalized visual cue
The purpose of this experiment was to examine whether the illusory auditory
localization found in ventriloquism studies would function to enhance detection of a lowlevel auditory stimulus in a masking noise. If such a result were to occur, it would
provide additional evidence for the perceptual origin of the ventriloquist illusion. The
present experiment extends findings of the first experiment measuring SRM for lowerlevel tones in noise to an multisensory context. If it is assumed that the ventriloquist
illusion is an indication of a perceptual shift in spatial attention, then the presence of
spatially incongruent visual cues should provide a measureable effect on the spatial
separation of a target signal from a noise mask. As such, there were two distinct
hypotheses. First, it was hypothesized that a clear improvement of detection would be
measured in tone-in-noise listening conditions with the presence of spatially offset visual
cues, as a function of an overall increase in d ’ sensitivity. Second, it was hypothesized
that this shift in sensitivity would occur absent a corresponding shift in bias. This latter
prediction would provide support for the capture theory of VE, which suggests that the
illusion reflects a change in early-stage sensory processing.

Methods

Participants
Of the 23 participants from the first experiment, nineteen (11 f; 8 m) were
selected for the present experiment. The participant group was selected on the basis of
whether they had demonstrated a significant auditory spatial unmasking in the first
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experiment by means of higher sensitivity (and correlated increase in bias) to the tones in
the noise opposite-side (NO) condition.

Materials
Equipment. The experiment was conducted using the same laboratory and
stimulus array as the previous experiment, with changes in the stimuli and procedure as
described below. Sound levels were rechecked prior to each session.
Auditory Stimuli. Rather than the range of auditory stimuli (47-49 dB) used in the
pilot experiment, a single target auditory stimulus level was selected for each participant
individually. Since participants varied in their overall detection, each participant was
assigned the level for which they had demonstrated approximately 70% detection in noise
same-side (NS) trial conditions. For several participants who had demonstrated unusually
high rates of detection during the pilot experiment, a tone level measuring 46 dB from the
same distance was used as their target.
Visual Stimuli. The cueing stimuli consisted of similar text-based instruction and
transition slides to those used in the pilot experiment. The concurrent visual stimuli
consisted of additional slides featuring a black fixation point (+) placed at the center of a
white screen, with a 1 cm red square that flashed either to the left or right of the fixation
point for a duration of 100 ms, syncronized with the playing of the auditory target tone.
The squares were located at a distance of 15 cm from the the fixation point, and presented
on the same visual plane as the speaker direction.
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Design and Procedure
The study design for the ventriloqism experiment was a 2 (noise left/noise right) x
2 (visual same-side/visual opposite-side) x 3 (tone left/tone right/no tone) mixed-subjects
design. Each participant completed a block of 180 trials, 30 trials for each of the four
within-subjects conditions (see Data Analysis), and 60 trials of a no-tone false-alarm
condition. Noise location (left/right) was once again treated as a between-subjects
variable.
A practice session consisting of 15 trials was conducted prior to the experiment in
order to familiarize each participant with the visual aspects of the study design. Each
experimental trial consisted of the same sequence of events. First, the visual cueing
screen (the text “Ready...” on a blank screen) was shown for 500 ms. A transitional slide
displaying the fixation point alone was displayed for 500 ms prior to stimulus
presentation. Stimulus presentation consisted of the simultaneous display of one of three
auditory targets (left, right, no-tone) with one of two visual targets (red square left, red
square right). The total presentation time for the stimulus array was 100 ms. A second
transitional slide (fixation point only) was displayed for 500 ms. Finally, the response
screen ( “Please press yes or no,”) was shown. The participant’s response cued an
additional 1000 ms interval before proceeding to the next trial.

Data Analysis
The participant responses were were recorded and analyzed using the same SDT
procedure, including calculation of hits, misses, and false alarms for each condition, and
the sensitivity (d’) and bias ((3) values for the experimental conditions. The experimental
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conditions were defined according to the location of the target tone and visual stimulus
(as illustrated in Figure 4), with two additional false-alarm conditions consisting of a
visual cue absent a target tone. Two conditions were identified by the visual cue
presented at the opposite side from the target tone, or "ventriloquism-present" (prefix
“V”). Two additional conditions were defined by the visual cue presented on the same
side as the target tone, or "ventriloquism-absent" (no prefix). The between-subjects
variable of noise side was again analyzed as noise same-side (NS) and noise oppositeside (NO) conditions. In summary, the d’ and p were calculated for each of four
conditions: Vent-NoiseSame (VNS), NoVent-NoiseSame (NS), Vent-NoiseOpposite
(VNO), and NoVent-NoiseOpposite (NO).
INSERT FIGURE 4 HERE

Results

Enhancement o f tone detection through ventriloquised visual cues
Data for mean sensitivity (d’) and bias (p) values were calculated as in the pilot
experiment and analyzed using a 2 x 2 x 2 repeated-measures ANOVA, with the
ventriloquism condition and noise condition as within-subject variables and the location
of the masking noise as a between-subject variable. For the sensitivity (d') values, there
was a significant main effect of noise condition, F (2, 16) = 38.27,/? < .05, as well as an
interaction effect between noise side and noise condition F (2, 16) = 5.7,/? < .05. The
interaction between ventriloquism and noise conditions was just outside the range of
significance, F {2, 16) = 3.39,p = 0.09.
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Because the primary function of the analysis was to demonstrate the improvement
in sensitivity using the ventriloquism paradigm, a paired-samples Mest was performed
between ventriloquised visual cue, noise same-side condition (VNS; p = 2.08) and the
non-ventriloquised visual cue, noise same-side condition (NS; p = 1.93). The difference
between these conditions was found to be signficant t (18) = 2.38, p < .05, indicating
support for the hypothesis that the presence of a ventriloquised visual cue would provide
an enhancement effect for the tones in masking noise, as illustrated in Figure 5. A
moderate effect size of r2 = 0.24 was found for this result.
INSERT FIGURE 5 HERE

Although the difference between the mean d’ value between these two conditions
was decidedly low, a binomial test was conducted between the number of participants
who demonstrated the expected outcome of a higher sensitivity for displaced visual cues
versus the number who did not, in order to determine whether these outcomes could have
occured by chance rather than through the experimental apparatus. Thirteen participants
fell into the former group, five into the latter, and one participant demonstrated equal
sensitivity and could not be included in this analysis. The results of the binomial test
demonstrated that the likelihood of the distributions occurring by chance was less than
5% (p = .048).
Another relevant result was found by analyzing the degree to which this
ventriloquism-induced spatial unmasking effect reflected a change in sensitivity absent a
change in bias, as measured by the number of correct “yes” responses (hits) in the
ventriloquism vs. non-ventriloquism conditions. The thirteen participants who
demonstrated the effect made approximately 10% more hits in the ventriloquism
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condition than in the non-ventriloquism condition, while the false alarm rate remained at
a consistant (albeit low) 7% across conditions.
Finally, a 2 x 2 x 2 repeated-measures ANOVA was conducted on bias values (p)
to determine whether the change in sensitivity would be accompanied by a measurable
change in bias. There was no significant difference in p between ventriloquised visual
cue, noise same-side condition (VNS) and the non-ventriloquised visual cue, noise sameside condition (NS). There was, as in the pilot experiment, a significant main effect in p
for noise, F (2, 16) = 11.01,/? < .01, and a slightly significant interaction effect between
noise and side, F (2, 16) = 5.11 ,p < .05. When there was no ventriloquised visual cue,
participants were more likely to respond in the affirmative when the target tone was in
the NO condition, and when the noise was presented on the left side, this tendency was
slightly greater.
General Discussion

The central findings of the main experiment supported the main hypothesis that
auditory detection of noise-masked sound increases when a target tone is paired with a
spatially-separated visual cue presented simultaneously. For participants who had
demonstrated clear spatial release from masking (SRM), sensitivity (d ’) for the target
cues presented in the noise same-side (NS) condition was greater when the tone was
paired with a ventriloquised visual cue. Further, the results support the hypothesis that the
increase in detection was unaccompanied by a corresponding change in bias, indicating
support for the proposal that the ventriloquism effect occurs at a relatively early
processing stage.
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As in the tone detection study conducted by Lovelace, Stein, and Wallace (2003),
the current study demonstrated that the presence of an unrelated visual cue improved the
detection of a low-level target tone in a like-volume masking noise, but the present
results have demonstrated that the spatial position of the visual stimulus is another
contributing factor in this disambiguation. However small the effect size, the results
suggested that the presence of a ventriloquised visual cue demonstrated a measurable
change in the perception of a low-level auditory stimulus in such a way that it increased
detection. This finding is also consistent with the results found by Driver (1996), in that
participants were able to ascertain an unclear auditory stimulus using a VE cue, but the
present results provide clarification that this influence is unrelated to a semantic
familiarity with the experimental paradigm.
In addition, the results from the second experiment were consistent with the
secondary hypothesis, that a VE-induced increase in sensitivity would occur
unaccompanied by a corresponding change in response bias. This was confirmed by the
lack of significant differences between the mean /3 values in the ventriloquism/nonventriloquism conditions as well as the enhancement in correct responses absent a change
in false alarm responses. This latter result is consistent with the results found by the
psychophysical staircase procedure utilized by Bertelson & Aschersleben (1998), where
gradual movement of a sound away from a centrally located visual cue decreased
certainty of the sound location and displaced the responses towards the visual cue. Just as
these results occurred absent a change in response bias, the results found for the present
study indicate that those participants who were most sensitive to spatial dislocation of the
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sounds in the non-ventriloquism condition were more likely to mislocalize the sounds
when the displaced visual cue was added.
Considering these results in the context of the perceptual origins, there is evidence
that these two main findings provide additional support for the capture theory of
ventriloquism, that is, that VE is associated with a relatively early stage of signal
processing where the visual cue affects the spatial localization of the auditory stimulus.
The present experiment instructed participants to focus on the auditory task of detecting
the tone and filter out the visual information by remaining focused on the fixation point.
Consistent with the results found by Bertelson et. al (2000), which suggested that VE
occurs preattentively, the results clearly demonstrated that the presence of a
ventriloquised visual cue affects both spatial localization and detection of the auditory
stimulus. In contrast to the Bertelson et al. (2000) study, however, by eschewing the task
of localization of the auditory stimulus in favor of a more ambiguous task, the present
study avoids potential demand characteristics on the part of participants who might be
biased toward responding based on the location of the paired visual stimulus.
The present results provide less support for the optimal integration theory of VE,
which suggests that the effect occurs at a later processing stage through a maximumlikelihood estimation model of information processing. According to this hypothesis, the
visual and auditory signals are first perceived independently by the corresponding
modalities and then internally measured and processed in a statistically optimal manner
(Alais & Burr, 2004; Battaglia et. al, 2003). One disparity between the present results and
this model is in the finding that the VE-induced SRM found in the second experiment
occurred absent a difference in response bias. MLE models suggest that the perceptual

Cross-Modal Enhancement 36
system “weighs” the visual location signals more heavily, and in the context of the
signal-detection methodology of this experiment, in this case one would anticipate a
higher level of bias in the direction of the visual cue regardless of the position relative to
the auditory condition.
Another distinction that can be made between the present study and the basis for
the MLE models is with the nature of the perceptual task itself. As described above, the
present study utilized a design meant to minimize the role of divided attention by
instructing participants to focus on the auditory stimulus and ignore the visual one. In
contrast, MLE models often ask participants to treat the bimodal stimuli as a single
object, effectively dividing the attention between two separate sensory modalities. It is
possible that the integration described by MLE models takes place at conscious or
decision-making level of processing and does not reflect the more immediate level of
processing at which the VE mislocalization occurs.
During the data analysis process, an additional unanticipated result was found
with four participants whose d ’ values in the first experiment showed little to no
difference between the noise-present and noise-absent conditions, indicating unsuccessful
SRM. It was decided to exclude these participants from the analysis of the second
experiment because it would be difficult to make generalizations about a successful
ventriloquism-aided spatial release in participants who were unable to perceive the target
tone accurately absent a visual cue. As a result, there were somewhat surprising
interaction effects between noise-side (between-subjects) and noise condition for both d’
and p in the main experiment. Most likely this can be explained by the inequality of the
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two noise-side conditions, as all excluded participants were from one noise side group,
leading to an unequal distribution between the two ns.
Although the results provide a good deal of support for the early processing
hypothesis of VE, a small-moderate effect size and low number of participants might
temper some of the generalizability. Although the minimum number of participants for
statistical analysis was reached, the exclusion of participants due to unsuccessful SRM in
the first experiment suggests that a followup study ought to incorporate a hearing acuity
test prior to sample selection to control for individual acuity.
The results found in the present study add to a substantial body of literature that
explores how the simplicity and ubiquity of ventriloquism effect can contribute to study
of many other processes of crossmodal perception. Much as ventriloquism paradigms
have been used to disambiguate speech (Driver, 1996) and capture spatial attention
toward an illusory visual cue (Vroomen, Bertelson & de Gelder, 2001a), here the present
results suggest that VE spatially unmasks a low-level auditory tone from a noise mask in
a manner similar to actually spatially removing the tone from the mask.
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Figure Captions
Figure 1: Schematic illustration of the laboratory setup demonstrating distances between

speakers, screen, and seated participant.
Figure 2: Detection sensitivity (d’) in the pilot experiment as a function of the tone level.

Shaded bars: auditory target presented on the same side as masking noise (NS condition).
Empty bars: auditory target presented on opposite side of masking noise (NO condition).
Figure 3: Bias (P) in the first experiment a function of the tone level. Shaded bars:

auditory target presented on same side as masking noise (NS condition). Empty bars:
auditory target presented on the opposite side of masking noise (NO condition).
Figure 4: Table illustrating conditions for main experiment.
Figure 5: Detection sensitivity (d’) in the main experiment a function of the relative

positions of visual and auditory cues. Empty bars: visual cue presented on the same side
as target tone (non-ventriloquist condition). Shaded bars: visual cue presented on
opposite side as target tone (ventriloquist condition).
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