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Abstract— Defect prediction models—classifiers that identify defect-prone software modules—have configurable parameters that
control their characteristics (e.g., the number of trees in a random forest). Recent studies show that these classifiers underperform
when default settings are used. In this paper, we study the impact of automated parameter optimization on defect prediction models.
Through a case study of 18 datasets, we find that automated parameter optimization: (1) improves AUC performance by up to 40
percentage points; (2) yields classifiers that are at least as stable as those trained using default settings; (3) substantially shifts the
importance ranking of variables, with as few as 28% of the top-ranked variables in optimized classifiers also being top-ranked in
non-optimized classifiers; (4) yields optimized settings for 17 of the 20 most sensitive parameters that transfer among datasets without
a statistically significant drop in performance; and (5) adds less than 30 minutes of additional computation to 12 of the 26 studied
classification techniques. While widely-used classification techniques like random forest and support vector machines are not
optimization-sensitive, traditionally overlooked techniques like C5.0 and neural networks can actually outperform widely-used
techniques after optimization is applied. This highlights the importance of exploring the parameter space when using
parameter-sensitive classification techniques.
Index Terms—Software defect prediction, search-based software engineering, experimental design, classification techniques,
parameter optimization, grid search, random search, genetic algorithm, differential evolution.
✦
1 INTRODUCTION
The limited Software Quality Assurance (SQA) resources
of software organizations must focus on software modules
(e.g., source code files) that are likely to be defective in the
future. To that end, defect prediction models are trained to
identify defect-prone software modules using statistical or
machine learning classification techniques.
Such classification techniques often have configurable
parameters that control the characteristics of the classifiers
that they produce. For example, the number of decision
trees of which a random forest classifier is comprised can
be configured prior to training the forest. Furthermore, the
number of non-overlapping clusters of which a k-nearest
neighbours classifier is comprised must be configured prior
to using the classification technique.
Since the optimal settings for these parameters are not
known ahead of time, the settings are often left at default
values. Moreover, automated parameter optimization may
increase the risk of overfitting, i.e., producing classifiers
that are too specialized for the data from which they
were trained. However, recent work suggests that defect
prediction models may underperform if they are trained
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using suboptimal parameter settings. For example, Jiang et
al. [63] and Tosun et al. [146] point out that the default
parameter settings of random forest and naı¨ve bayes are
often suboptimal. Koru et al. [42] and Mende et al. [93, 94]
show that selecting different parameter settings can impact
the performance of defect models. Hall et al. [45] show that
unstable classification techniques may underperform due
to the use of default parameter settings. Mittas et al. [98]
and Menzies et al. [97] argue that unstable classification
techniques (e.g., classifiers that are sensitive to parameter
settings) make replication of defect prediction studies more
difficult.
Indeed, we perform a literature analysis that reveals that
26 of the 30 most commonly used classification techniques
(87%) in software defect prediction studies require at least
one parameter setting. Fu et al. [35] also point out that 80%
of the 50 highest cited defect prediction studies rely on a
default setting that is provided by the employed research
toolkits (e.g., R or Weka). Since such parameter settings may
impact the performance of defect prediction models, the set-
tings should be carefully selected. However, it is impractical
to assess all of the possible settings in the parameter space
of a single classification technique [10, 46, 73]. For example,
Kocaguneli et al. [73] show that there are at least 17,000 pos-
sible settings of the combinations of 6 parameters to explore
when training a k-nearest neighbours classifier for effort
estimation models (i.e., 3 case subset selectors, 8 feature
weighting methods, 5 discretization methods, 6 similarity
measures, 4 adoption mechanisms, and 6 analogies).
In this paper, we investigate the (1) performance im-
provements, (2) performance stability (i.e., the variance of
the performance estimates that are derived from defect pre-
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diction models), (3) model interpretation (i.e., the ranking of
the importance of variables), (4) parameter transferability,
(5) computational cost, and (6) and the ranking of classifi-
cation techniques of defect prediction models where auto-
mated parameter optimization techniques (e.g., grid search)
are applied. The four automated parameter optimization
techniques evaluate candidate parameter settings and sug-
gests the optimized settings that achieve the highest perfor-
mance. We evaluate 26 commonly-used classification tech-
niques using 12 performance measures, namely, 3 threshold-
independent (e.g., AUC) and 9 threshold-dependent (e.g.,
precision, recall) performance measures. Furthermore, we
also conduct an empirical comparison of the four auto-
mated parameter optimization techniques (i.e., grid search,
random search, genetic algorithm, differential evolution)
for defect prediction models. Through a case study of 18
datasets from systems that span both proprietary and open
source domains, we record our observations with respect to
seven dimensions:
(1) Performance improvement: Optimization improves the
AUC performance of defect prediction models by up
to 40 percentage points (e.g., C5.0 classifier). The per-
formance improvement when applying optimization is
non-negligible for 16 of the 26 studied classification tech-
niques (62%), for example, C5.0, neural networks, and
CART classifiers. Fortunately, the optimization of the
parameters of random forest classifiers, one of the most
popularly-used techniques in defect prediction studies,
tends to have a negligible to small impact on the per-
formance of random forest. Nevertheless, the impact of
parameter optimization should be carefully considered
when researchers select a particular technique for their
studies.
(2) Performance stability: Optimized classifiers are at least
as stable as classifiers that are trained using the default
settings. Moreover, the optimized classifiers of 9 (in-
cluding C5.0, neural networks, and CART classifiers) of
the 26 studied classification techniques (35%) are signif-
icantly more stable than classifiers that are trained using
the default settings. On the other hand, for random
forest and naı¨ve bayes classifiers, the performance of
the default-settings models is as stable as the optimized
models.
(3) Model interpretation: Optimization substantially shifts
the importance ranking of variables, with as few as 28%
of the top-ranked variables from the optimized mod-
els appearing in the same ranks as the non-optimized
models. Classification techniques where optimization
has a large impact on performance (e.g., C5.0, neural
networks, CART classifiers) are subject to large shifts in
interpretation. On the other hand, 95% of the variables
appear at the same rank in the classification techniques
where optimization has a negligible performance im-
provement (e.g., random forest classifiers).
(4) Parameter transferability: The optimal settings of 17
of the 20 most sensitive parameters can be applied
to datasets that share a similar set of metrics with-
out a statistically significant drop in performance. On
the other hand, we find that only the parameters of
LogitBoost, FDA, and xGBTree cannot be transferred
across any of the studied datasets, indicating that re-
searchers and practitioners should re-apply automated
parameter optimization for such classifiers. However,
we note that classifiers with low transferability are not
top-performing classifiers.
(5) Computational cost: Grid-search optimization adds less
than 30 minutes of additional computation time to 12
of the 26 studied classification techniques. To assign an
actual monetary cost for such optimization techniques,
we used an Amazon EC2 costing estimates. We find that
an Amazon EC2’s estimated computational cost of the 3
slowest classification techniques is less than $1.
(6) The ranking of classification techniques: Random for-
est is not the top-performing classification technique for
all of the studied datasets, which disagrees with the find-
ings of prior general data mining and recent software en-
gineering related studies. In addition, some rarely-used
low-performing classification techniques (e.g., C5.0)
are substantially outperforming widely-used techniques
like random forest—highlighting the importance of explor-
ing the parameter settings of classifiers.
(7) Empirical comparison of automated parameter opti-
mization techniques: Grid search, random search, ge-
netic algorithm, and differential evolution techniques
yield similar benefits of performance improvement,
when applying to defect prediction models irrespective
of the choice of performance measures.
Our results lead us to conclude that automated param-
eter optimization can have a large impact on the perfor-
mance, stability, interpretation, and ranking of defect pre-
diction models for many commonly-used classification tech-
niques like neural networks. However, there are some clas-
sification techniques like random forest and support vector
machines whose parameter optimization has a negligible to
small improvement. Thus, future studies should apply auto-
mated parameter optimization only if the used classification
techniques are sensitive to parameter settings, and should
not be too concerned about the parameter optimization of
one of most commonly-used classification techniques (i.e.,
random forest). Since we find that random forest tends to
be the top-performing classification techniques, tends to
produce stable performance estimates, and is insensitive to
parameter settings, future studies should consider using a
random forest classifier when constructing defect prediction
models.
Finally, we would like to emphasize that we do not seek
to claim the generalization of our results. Instead, the key
message of our study is to shed light that automated param-
eter optimization should be applied in many classification
techniques like neural networks, but it is not essential in
some classification techniques like random forest. Moreover,
some rarely-used low-performing classification techniques
(e.g., C5.0) are substantially outperforming widely-used
techniques like random forest—highlighting the importance
of exploring the parameter settings of classifiers.
While recent studies throughout the community have
used our prior work [139] to advocate the need for applying
parameter optimization to all classifiers, the key message
of our extend analyses, as presented in this paper, is to
highlight that parameter optimization is not essential for
all classifiers. For example, some very commonly-used clas-
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sifiers like random forest are not impacted by our prior
findings. However, some rarely used classifiers are able to
outperform commonly-used classifiers. Hence, future stud-
ies might want to consider the C5.0 classifier. Furthermore,
the reported AUC performance and analyses of random
forest of prior studies is likely not impacted by our re-
cent work [139]. Nevertheless, more improved performance
might be possible in such prior studies if classifiers such as
C5.0, and neural networks were considered (and whenever
if appropriate). This paper shows that C5.0 performs as well
and is as stable as random forest.
1.1 Contributions
This paper is an extended version of our earlier work [139]
(i.e., RQs 1, 2, and 6). This extension makes eight additional
conceptual contributions and two technical contributions:
1) An extensive investigation of the impact of an au-
tomated parameter optimization on 12 performance
measures, namely, 3 threshold-independent (e.g., AUC)
and 9 threshold-dependent (e.g., precision, recall) per-
formance measures (RQ1).
2) An investigation of the impact of parameter settings
of classification techniques on the interpretation of
defect prediction models when automated parameter
optimization is applied (RQ3).
3) An investigation of parameter transferability across de-
fect datasets when automated parameter optimization
is applied (RQ4).
4) An investigation of the computational costs of applying
automated parameter optimization (RQ5).
5) An in-depth discussion of the ranking of optimized and
default-settings classifiers for defect prediction models
(RQ6).
6) An introduction to the state-of-the-art automated pa-
rameter optimization techniques for defect prediction
models (Section 8.1).
7) An empirical comparison of automated parameter opti-
mization techniques for defect prediction models (Sec-
tion 8.2.3).
8) An in-depth and a critical discussion of the broader
implications of our findings with respect to (1) the
conclusions of prior defect prediction studies; (2) the ex-
perimental design of defect prediction models; and (3)
search-based software engineering literature (Section 9).
Our two technical contributions are as follows:
1) A generic variable importance calculation that applies
to the 26 studied classification techniques (Section 5.5).
2) An improvement to the Scott-Knott ESD test (v2.0)
(Section 5.5.3). The implementation of the improved
ScottKnottESD test (v2.0) is also available on GitHub1
and CRAN2 [134].
1.2 Paper Organization
The remainder of the paper is organized as follows. Section 2
illustrates the relevance of the parameter settings of classi-
fication techniques for defect prediction models. Section 3
1. http://github.com/klainfo/ScottKnottESD
2. https://cran.r-project.org/web/packages/ScottKnottESD/
positions this paper with respect to the related work. Sec-
tion 4 discusses our selection criteria of the studied systems.
Section 5 presents the design of our case study, while Sec-
tion 6 presents the results. Section 7 revisits prior analyses
of the ranking of classification techniques when automated
parameter optimization is applied. Section 8 presents the
approach and the results of an empirical comparison of four
automated parameter optimization techniques for defect
prediction models. Section 9 discusses the broader implica-
tions of our findings. Section 10 discloses the threats to the
validity of our study. Finally, Section 11 draws conclusions.
2 THE RELEVANCE OF PARAMETER SETTINGS
FOR DEFECT PREDICTION MODELS
A variety of classification techniques are used to train defect
prediction models. Since some classification techniques do
not require parameter settings (e.g., logistic regression), we
first assess whether the most commonly used classification
techniques require parameter settings.
We begin with the six families of classification techniques
that are used by Lessmann et al. [81]. Based on a recent
literature review [80], we add five additional families of
classification techniques that were recently used in defect
prediction studies (e.g., Ghotra et al. [39, 40]). In total, we
study 30 classification techniques that span 11 classifier
families. Table 1 provides an overview of the 11 families
of classification techniques.
Our literature analysis reveals that 26 of the 30 most
commonly used classification techniques require at least
one parameter setting. Table 1 provides an overview of the
25 unique parameters that apply to the studied classifica-
tion techniques.
26 of the 30 most commonly used classification techniques
require at least one parameter setting, indicating that selecting
an optimal parameter setting for defect prediction models is an
important experimental design choice.
3 RELATED WORK & RESEARCH QUESTIONS
Recent research has raised concerns about parameter set-
tings of classification techniques when applied to defect pre-
diction models. For example, Koru et al. [42] and Mende et
al. [93, 94] point out that selecting different parameter set-
tings can impact the performance of defect models. Jiang et
al. [63] and Tosun et al. [146] also point out that the de-
fault parameter settings of research toolkits (e.g., R [113],
Weka [44], Scikit-learn [106], MATLAB [89]) are suboptimal.
Although prior work suggests that defect prediction
models may underperform if they are trained using subop-
timal parameter settings, parameters are often left at their
default values. Fu et al. [35] point out that 80% of the
50 highly-cited defect prediction studies rely on a default
setting that is provided by the employed research toolkits
(e.g., R or Weka). For example, Mende et al. [92] use the
default number of decision trees to train a random forest
classifier (provided by an R package). Weyuker et al. [148]
also train defect models using the default setting of C4.5
that is provided by Weka. Jiang et al. [62] and Bibi et al. [13]
use the default value of k for the k-nearest neighbours
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classification technique (k = 1). In our prior work (e.g.,
[39, 138]), we ourselves have also used default classification
settings.
In addition, the implementations of classification tech-
niques that are provided by different research toolkits often
use different default settings. For example, for the number
of decision trees for a random forest classifier, the default
varies among settings of 10 for the bigrf R package [83],
50 for MATLAB [89], 100 for Weka [44], and 500 for the
randomForest R package [82]. Moreover, for the number
of hidden layers of the neural networks techniques, the
default varies among settings of 1 for the neuralnet R
package [33], 2 for Weka [44] and the nnet R package [118],
and 10 for MATLAB [89]. Such variations among default set-
tings of different research toolkits may influence conclusions
of defect prediction studies [135].
There are many empirical studies in the area of Search-
Based Software Engineering (SBSE) [10, 46, 47, 73] that
aim to optimize software engineering tasks (e.g., software
testing [60]). However, little is known about the impact of
automated parameter optimization on the performance of
defect prediction models. Thus, we formulate the following
research question:
(RQ1) What is the impact of automated parameter optimiza-
tion on the performance of defect prediction models?
Like any form of classifier optimization, automated pa-
rameter optimization may increase the risk of overfitting, i.e.,
producing classifiers that are too specialized for the data
from which they were trained to apply to other datasets.
Such overfitting classifiers may produce unstable perfor-
mance estimates.
Indeed, recent research voices concerns about the stabil-
ity of performance estimates that are obtained from classifi-
cation techniques when applied to defect prediction models.
For example, Menzies et al. [97] and Mittas et al. [98] argue
that unstable classification techniques can make replication
of defect prediction studies more difficult. Shepperd et
al. [123], and Jorgensen et al. [67] point out that the unstable
performance estimates that are produced by classification
techniques may introduce bias, which can mislead different
research groups to draw erroneous conclusions. Mair et
al. [88] and Myrtveit et al. [101] show that high variance
in performance estimates from classification techniques is
a critical problem in comparative studies of prediction
models. Song et al. [128] also show that applying different
settings to unstable classification techniques will provide
different results.
To investigate whether parameter optimization impacts
the performance stability of defect prediction models, we
formulate the following research question:
(RQ2) Does automated parameter optimization increase the
performance instability of defect prediction models?
In addition to being used for prediction, defect models
are also used to understand the characteristics of defect-
prone modules. For example, Bettenburg et al. [12] study the
relationship between social interactions and software qual-
ity. Shihab et al. [126] study the characteristics of high impact
and surprising defects. Recent works [74, 90, 91, 99, 144]
explore the relationship between modern code review prac-
tices and software quality. Such an understanding of defect-
proneness is essential to design effective quality improve-
ment plans.
Recent research draws into question the accuracy of
insights that are derived from defect prediction models. For
example, our recent work shows that issue report misla-
belling has a large impact on the interpretation of defect
prediction models [138]. To investigate whether default pa-
rameter settings impact the interpretation of defect predic-
tion models, we formulate the following research question:
(RQ3) How much does the interpretation of defect prediction
models change when automated parameter optimization is
applied?
Recent research applies the parameter settings of clas-
sification techniques that perform well on one dataset to
another. For example, Jiang et al. [61] also experiment with
various settings on one dataset, since the total execution
time of a classification technique (i.e., MARS) can take
several hours. However, others [39, 71, 129] show that the
performance of defect prediction models often depends on
the characteristics of the defect datasets that are used to train
them. Gao et al. [38] also argue that classification techniques
are dataset-specific, i.e., classification techniques that work
well on one dataset but may not work well on another
dataset. Tan et al. [133] explore different settings to identify
the optimal setting on one dataset and assume that the opti-
mal setting will apply to other datasets. Yet, little is known
about whether the optimal parameter settings that are ob-
tained for one dataset are transferable to another. Knowing
the transferability of the optimal parameter settings of the
most sensitive classification techniques will shed light onto
whether automated parameter optimization can be safely
omitted (by opting to use these transferable setting instead)
without incurring a significant drop in performance. To
investigate how well the optimal parameter settings transfer
from one dataset to another, we formulate the following
research question:
(RQ4) How well do optimal parameter settings transfer from
one dataset to another?
In addition to the benefits of applying automated pa-
rameter optimization, one must also consider the additional
computational cost to provide a balanced perspective on the
practicality of parameter optimization. Menzies et al. [95]
show that some classification techniques can be very slow
and exploring various settings would incur a large compu-
tational cost. Ma et al. [86] point out that the computational
cost depends on to the size of the training dataset. Hence,
we formulate the following research question:
(RQ5) What is the computational cost of applying automated
parameter optimization?
4 STUDIED DATASETS
In this section, we discuss our selection criteria and the
studied datasets that satisfy these criteria. In selecting the
studied datasets, we identified three important criteria that
needed to be satisfied:
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TABLE 1: Overview of the examined parameters of the studied classification techniques.
Family Family Description Parameter Name Parameter Description Studied classification techniques
with their default (in bold) and
candidate parameter values.
Naive
Bayes
Naive Bayes is a probabilistic model that assumes
that predictors are independent of each other [75].
Techniques: Naive Bayes (NB).
Laplace
Correction
[N] Laplace correction (0 indicates no cor-
rection).
NB={0}
Distribution Type [L] TRUE indicates a kernel density esti-
mation, while FALSE indicates a normal
density estimation.
NB={TRUE, FALSE}
Nearest
Neighbour
Nearest neighbour is an algorithm that stores all
available observations and classifies each new ob-
servation based on its similarity to prior observa-
tions [75].
Techniques: k-Nearest Neighbour (KNN).
#Clusters [N] The numbers of non-overlapping clus-
ters to produce.
KNN={1, 5, 9, 13, 17}
Regression
Logistic regression is a technique for explaining bi-
nary dependent variables. MARS is a non-linear re-
gression modelling technique [32].
Techniques: GLM and MARS.
Degree
Interaction
[N] The maximum degree of interaction
(Friedman’s mi). The default is 1, meaning
build an additive model (i.e., no interaction
terms).
MARS={1}
Partial
Least
Squares
Partial Least Squares regression generalizes and
combines features from principal component
analysis and multiple regression [142].
Techniques: Generalized Partial Least
Squares (GPLS).
#Components [N] The number of PLS components. GPLS={1, 2, 3, 4, 5}
Neural
Network
Neural network techniques are used to estimate or
approximate functions that can depend on a large
number of inputs and are generally unknown [127].
Techniques: Standard (NNet), Model Averaged
(AVNNet), Feature Extraction (PCANNet), Ra-
dial Basis Functions (RBF), Multi-layer Perceptron
(MLP), Voted-MLP (MLPWeightDecay), and Penal-
ized Multinomial Regression (PMR).
Bagging [L] Should each repetition apply bagging? AVNNet={TRUE, FALSE}
Weight Decay [N] A penalty factor to be applied to the
errors function.
MLPWeightDecay, PMR, AVN-
Net, NNet, PCANNet={0, 0.0001,
0.001, 0.01, 0.1}, SVMLinear={1}
#Hidden Units [N] Numbers of neurons in the hidden lay-
ers of the network that are used to produce
the prediction.
MLP, MLPWeightDecay, AVN-
Net, NNet, PCANNet={1, 3, 5, 7,
9},
RBF={11, 13, 15, 17, 19}
Discrimina-
tion
Analysis
Discriminant analysis applies different kernel func-
tions (e.g., linear) to classify a set of observations into
predefined classes based on a set of predictors [31].
Techniques: Linear Discriminant Analysis (LDA),
Penalized Discriminant Analysis (PDA), and Flexible
Discriminant Analysis (FDA).
Product Degree [N] The number of degrees of freedom that
are available for each term.
FDA={1}
Shrinkage Penalty
Coefficient
[N] A shrinkage parameter that is applied
to each tree in the expansion (a.k.a., learning
rate or step-size reduction).
PDA={1, 2, 3, 4, 5}
#Terms [N] The number of terms in the model. FDA={10, 20, 30, 40, 50}
Rule-based
Rule-based techniques transcribe decision trees using
a set of rules for classification [75].
Techniques: Rule-based classifier (Rule), and Ripper
classifier (Ripper).
#Optimizations [N] The number of optimization iterations. Ripper={1, 2, 3, 4, 5}
Decision
Trees-
Based
Decision trees use feature values to classify in-
stances [75].
Techniques: C4.5-like trees (J48), Logistic Model
Trees (LMT), and Classification And Regression Trees
(CART).
Complexity [N] A penalty factor that is applied to the
error rate of the terminal nodes of the tree.
CART={0.0001, 0.001, 0.01, 0.1,
0.5}
Confidence [N] The confidence factor that are used for
pruning (smaller values incur more prun-
ing).
J48={0.25}
#Iterations [N] The number of iterations. LMT={1, 21, 41, 61, 81}
SVM
Support Vector Machines (SVMs) use a hyperplane to
separate two classes (i.e., defective or not) [75].
Techniques: SVM with Linear kernel (SVMLinear),
and SVM with Radial basis function kernel (SVMRa-
dial).
Sigma [N] The width of the Gaussian kernels. SVMRadial={0.1, 0.3, 0.5, 0.7, 0.9}
Cost [N] A penalty factor to be applied to the
number of errors.
SVMRadial={0.25, 0.5, 1, 2, 4},
SVMLinear={1}
Bagging
Bagging methods combine different base classifiers
together to classify instances [154].
Technique: Random Forest (RF), Bagged CART
(BaggedCART)
#Trees [N] The number of classification trees. RF={10, 20, 30, 40, 50}
Boosting
Boosting performs multiple iterations, each with dif-
ferent example weights, and makes predictions using
voting of classifiers [18].
Techniques: Gradient Boosting Machine (GBM),
Adaptive Boosting (AdaBoost), Generalized linear
and Additive Models Boosting (GAMBoost), Logistic
Regression Boosting (LogitBoost), eXtreme Gradient
Boosting Tree (xGBTree), and C5.0.
#Boosting
Iterations
[N] The numbers of iterations that are used
to construct models.
C5.0={1, 10, 20, 30, 40}, GAM-
Boost={50, 100, 150, 200, 250},
LogitBoost={11, 21, 31, 41, 51},
GBM,xGBTree={50, 100, 150, 200, 250}
#Trees [N] The numbers of classification trees. AdaBoost={50, 100, 150, 200, 250}
Shrinkage [N] A shrinkage factor that is applied to
each tree in the expansion (a.k.a., learning
rate or step-size reduction).
GBM={0.1}, xGBTree={0.3}
Max Tree Depth [N] The maximum depth per tree. AdaBoost, GBM, xGBTree={1, 2,
3, 4, 5}
Min. Terminal
Node Size
[N] The minimum terminal nodes in the
trees.
GBM={10}
Winnow [L] Should predictor winnowing (i.e feature
selection) be applied?
C5.0={FALSE, TRUE}
AIC Prune? [L] Should pruning using stepwise feature
selection be applied?
GAMBoost={FALSE, TRUE}
Model Type [F] Either use trees for the predicted class or
rules for model confidence values.
C5.0={rules, tree}
[N] denotes a numeric value; [L] denotes a logical value; [F] denotes a factor value.
The default values are shown in bold typeface and correspond to the default values of the Caret R package.
IEEE TRANSACTIONS ON SOFTWARE ENGINEERING 6
Criterion 1 — Publicly-available defect datasets from
different corpora
Our recent work [140] highlights that the tendency of re-
searchers to reuse experimental components (e.g., datasets,
metrics, and classifiers) can introduce a bias in the reported
results. Song et al. [129] and Ghotra et al. [39, 40] also
show that the performance of defect prediction models can
be impacted by the dataset from which they are trained.
To combat potential bias in our conclusions and to foster
replication of our experiments, we choose to train our defect
prediction models using datasets from different corpora and
domains that are hosted in publicly-available data repos-
itories. To satisfy criterion 1, we began our study using
101 publicly-available defect datasets: 76 datasets from the
Tera-PROMISE Repository,3 12 clean NASA datasets as pro-
vided by Shepperd et al. [124], 5 datasets as provided by
Kim et al. [72, 149], 5 datasets as provided by D’Ambros et
al. [23, 24], and 3 datasets as provided by Zimmermann et
al. [155].
Criterion 2 — Dataset that has a low risk of overfitting
Mende et al. [93] show that models that are trained us-
ing small datasets may produce unstable performance es-
timates. An influential characteristic in the performance of a
classification technique is the number of Events Per Variable
(EPV) [107, 141], i.e., the ratio of the number of occurrences
of the least frequently occurring class of the dependent vari-
able (i.e., the number of defective modules) to the number
of independent variables that are used to train the model
(i.e., the numbers of variables). For example, given a defect
dataset of 1,000 modules with 10 software metrics and a
defective ratio of 10%, the dataset has an EPV value of 10
(i.e., = 100 defective modules / 10 variables). Larger EPV
values indicate the lower risk of producing unstable results
due to overfitting. Our recent work shows that defect pre-
diction models that are trained using datasets with low EPV
values are especially susceptible to unstable results [141]. To
mitigate this risk, we choose to study datasets that have an
EPV above 10, as suggested by Peduzzi et al. [107]. To satisfy
criterion 2, we exclude the 78 datasets that we found to have
an EPV value that is below 10.
Criterion 3 — Dataset that produced non-overly opti-
mistic model performance
Classification techniques that are trained on imbalanced
data often favour the majority class. When defective mod-
ules are the majority class, defect prediction models are
likely to produce overly optimistic performance values.
Moreover, for a defect dataset with a high defective ratio,
a ZeroR classifier may suffice. ZeroR is a simple classifi-
cation technique, which predicts that all instances in the
testing dataset are of the majority class from the training
dataset [55]. To satisfy criterion 3, we exclude an additional
5 datasets because they have a defective rate above 50%.
Datasets that satisfy our three criteria
Table 2 provides an overview of the 18 datasets that satisfy
our analysis criteria. To strengthen the generalizability of
3. http://openscience.us/repo/
TABLE 2: An overview of the studied datasets.
Domain Dataset Defective #Modules #Metrics EPV Granularity
Rate
NASA JM11 21% 7,782 21 80 Method
PC51 28% 1,711 38 12 Method
Proprietary Prop-12 15% 18,471 20 137 Class
Prop-22 11% 23,014 20 122 Class
Prop-32 11% 10,274 20 59 Class
Prop-42 10% 8,718 20 42 Class
Prop-52 15% 8,516 20 65 Class
Apache Camel 1.22 36% 608 20 11 Class
Xalan 2.52 48% 803 20 19 Class
Xalan 2.62 46% 885 20 21 Class
Eclipse Platform 2.03 14% 6,729 32 30 Files
Platform 2.13 11% 7,888 32 27 File
Platform 3.03 15% 10,593 32 49 File
Debug 3.44 25% 1,065 17 15 Method
SWT 3.44 44% 1,485 17 38 Method
JDT5 21% 997 15 14 Class
Mylyn5 13% 1,862 15 16 Class
PDE5 14% 1,497 15 14 Class
1Provided by Shepperd et al. [124].
2Provided by Jureczko et al. [68].
3Provided by Zimmermann et al. [155].
4Provided by Kim et al. [72, 149].
5Provided by D’Ambros et al. [23].
our results, the studied datasets include proprietary and
open source systems of varying size and domain.
5 CASE STUDY APPROACH
In this section, we describe the design of the case study that
we perform in order to address our five research questions.
Figure 1 provides an overview of the approach that we
apply to each studied dataset. We describe each step in our
approach below.
5.1 Generate Bootstrap Sample
In order to ensure that our conclusions are robust, we use
the out-of-sample bootstrap validation technique [28, 141],
which leverages aspects of statistical inference [29]. The out-
of-sample bootstrap is made up of two steps:
(Step 1) A bootstrap sample of size N is randomly drawn
with replacement from an original dataset, which
is also of size N .
(Step 2) A model is trained using the bootstrap sample and
tested using the rows that do not appear in the
bootstrap sample. On average, 36.8% of the rows
will not appear in the bootstrap sample, since the
sample is drawn with replacement [28].
The out-of-sample bootstrap process is repeated 100
times, and the average out-of-sample performance is re-
ported as the performance estimate.
Unlike the ordinary bootstrap, the out-of-sample boot-
strap technique fits models using the bootstrap samples, but
rather than testing the model on the original sample, the
model is instead tested using the rows that do not appear
in the bootstrap sample [141]. Thus, the training and testing
corpora do not share overlapping observations.
Unlike k-fold cross-validation, the out-of-sample boot-
strap technique fits models using a dataset that is of equal
length to the original dataset. Cross-validation splits the
data into k equal parts, using k - 1 parts for fitting the
model, setting aside 1 fold for testing. The process is re-
peated k times, using a different part for testing each time.
However, Mende et al. [93] point out that the scarcity of
defective modules in the small testing corpora of 10-fold
cross validation may produce biased and unstable results.
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Fig. 1: An overview of our case study approach.
Prior studies have also shown that 10-fold cross validation
can produce unstable results for small samples [17]. On
the other hand, our recent research demonstrates that the
out-of-sample bootstrap tends to produce the least biased
and most stable performance estimates [141]. Moreover, the
out-of-sample bootstrap is recommended for highly-skewed
datasets [49], as is the case in our defect prediction datasets.
5.2 Identify the Optimal Settings
To address the first six research questions, we use the grid-
search optimized parameter settings as suggested by the
train function of the caret R package [78]. Caret sug-
gests candidate settings for each of the studied classification
techniques, which can be checked using the getModelInfo
function of the caret R package [78]. A key benefit of
applying a grid-search optimization technique is that the
experimental design is highly controlled—i.e., the candi-
date parameter settings of the grid search technique do
not vary for each dataset and bootstrap sample, while the
candidate parameter settings of other advanced parameter
optimization techniques often vary, leading to substantially
more complex experimental settings. Figure 2 provides an
overview of the grid-search parameter optimization process.
The optimization process is made up of three steps.
(Step 1) Generate candidate parameter settings: The
train function will generate candidate param-
eter settings based on a given budget threshold
(i.e., the tuneLength) for evaluation. The budget
threshold indicates the number of different values
to be evaluated for each parameter. As suggested
by Kuhn [76], we use a budget threshold of 5. For
example, the number of boosting iterations of the
C5.0 classification technique is initialized to 1 and
is increased by 10 until the number of candidate
settings reaches the budget threshold (e.g., 1, 11,
21, 31, 41). Table 1 shows the candidate parameter
settings for each of the examined parameters. The
default settings are shown in bold typeface.
(Step 2) Evaluate candidate parameter settings: Caret eval-
uates all of the potential combinations of the can-
didate parameter settings. For example, if a clas-
sification technique accepts 2 parameters with 5
candidate parameter settings for each, Caret will
explore all 25 potential combinations of param-
eter settings. We use 100 repetitions of the out-
of-sample bootstrap to estimate the performance
of classifiers that are trained using each of the
candidate parameter settings. For each candidate
parameter setting, a classifier is fit to a sample of
the training corpus and we estimate the perfor-
mance of a model using those rows in the training
corpus that do not appear in the sample that was
used to trained the classifier.
(Step 3) Identify the optimal setting: Finally, the perfor-
mance estimates are used to identify the most
optimal parameter settings.
5.3 Construct Defect Prediction Models
To measure the impact of automated parameter optimiza-
tion on defect prediction models, we train our models
using the optimized and default settings. To ensure that the
training and testing corpora have similar characteristics, we
do not re-balance nor do we re-sample the training data.
Normality Adjustment. Analysis of the distributions of our
independent variables reveals that they are right-skewed.
As suggested by previous research [4, 11, 15], we mitigate
this skew by log-transforming each independent variable
using ln(x+ 1) prior to training our models.
Correlation Analysis. Highly correlated independent vari-
ables may interfere with each other when a model is
being interpreted. Indeed, our recent work [65, 136, 140]
has demonstrated that collinearity and multicollinearity is-
sues can artificially inflate (or deflate) the impact of soft-
ware metrics when interpreting defect prediction models.
Jiarpakdee et al. [66] also point out that 10%-67% of metrics
of publicly-available defect datasets are redundant. Thus,
we perform correlation and redundancy analyses prior to
training our defect prediction models. We measure the
correlation between explanatory variables using Spearman
rank correlation tests (ρ), as it relaxes the non-normality
assumption of the data. We then use a variable clustering
analysis [120] to construct a hierarchical overview of the
correlation and remove explanatory variables with a high
correlation. We select |ρ| = 0.7 as a threshold for removing
highly correlated variables [70]. We perform this analysis
iteratively until all clusters of surviving variables have
|ρ| < 0.7.
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Redundancy Analysis. While correlation analysis reduces
collinearity among our variables, it does not detect all of
the redundant variables, i.e., variables that do not have a
unique signal with respect to the other variables. Redundant
variables will interfere with each other, distorting the mod-
elled relationship between the explanatory variables and the
outcome. Therefore, we remove redundant variables prior to
constructing our defect prediction models. In order to detect
redundant variables, we fit preliminary models that explain
each variable using the other explanatory variables. We use
theR2 value of the preliminary models to measure howwell
each variable is explained by the other variables.
We use the implementation of this technique as provided
by the redun function of the rms R package [50]. The
variable that is most well-explained by the other variables is
iteratively dropped until either: (1) no preliminary model
achieves an R2 above a cutoff threshold (for this paper,
we use the default threshold of 0.9), or (2) removing a
variable would make a previously dropped variable no
longer explainable, i.e., its preliminary model will no longer
achieve an R2 exceeding the threshold.
5.4 Measuring the performance of the models
We apply the defect prediction models that we train us-
ing the training corpus to the testing corpus in order to
measure their performance. Prior work focused on a lim-
ited number of performance measures. For example, our
prior work [139] study only one threshold-independent
measures (i.e., AUC). Fu et al. [35] study three threshold-
dependent measures (i.e., Precision, Recall, and F-measure).
To combat any potential bias and extend the generalization
of our findings, we apply both threshold-dependent and
threshold-independent performance measures to quantify
the performance of our models. First, we include the three
traditional performance measures for defect prediction stud-
ies, i.e., Precision (i.e,. Positive Predicted Values), Recall
(i.e., Probability of Detection, True Positive rate, Sensitivity,
PD), and F-measure, as previously used by Fu et al. [35].
Since Zhang et al. [151, 152] argue that precision and recall
can be unstable when datasets contain a low percentage of
defective ratios, we include Gmean, Gmeasure, and True
Negative rate (i.e,. Specificity). As suggested by Menzies et
al. [95], we include False Positive rate (i.e, Probability of
False Alarm, PF). As suggested by Zhang et al. [153] and
Tosun et al. [145], we include Balance measure. As suggested
by Shepperd et al. [123], we include Matthews Correlation
Coefficient.
Prior studies argued that threshold-dependent perfor-
mance metrics (e.g., precision and recall) are problematic
because they: (1) depend on an arbitrarily-selected thresh-
old [1, 5, 81, 114, 125, 137] and (2) are sensitive to imbalanced
data [25, 51, 85, 93, 133, 137]. Thus, we also include three
threshold-independent performance measures to quantify
the performance of our defect prediction models (i.e., AUC,
Brier, and LogLoss). Arisholm et al. [5] argue that traditional
performance measures do not consider the required inspec-
tion cost. Therefore, recent studies [69, 114–116] recommend
the use of the area under the cost effectiveness curve
(AUCEC). However, the AUCEC measure is not currently
compatible with the Caret implementation. Caret measures
the model performance based on a summaryFunction
function that only takes the observed and predicted values.
Hence, we are unable to compute the AUCEC measure.
Nonetheless, we plan to explore the impact of automated
parameter optimization on the AUCEC measure in the
future.
Table 3 provide the definitions and descriptions of our
9 threshold-dependent and 3 threshold-independent perfor-
mance measures. In total, we study 12 performance mea-
sures that are commonly-used in defect prediction studies.
We describe and discuss each performance measure below.
5.4.1 Threshold-Dependent Performance Measures
In order to calculate the threshold-dependent performance
measures, these probabilities are transformed into a binary
classification (defective or clean) using the default threshold
value of 0.5, i.e., if a module has a predicted probability
above 0.5, it is considered defective; otherwise, the module
is considered clean. Using the default threshold of 0.5, we
compute nine threshold-dependent performance measures.
5.4.2 Threshold-Independent Performance Measures
First, we use the Area Under the receiver operator characteristic
Curve (AUC) to measure the discriminatory power of our
models, as suggested by recent research [26, 49, 58, 81,
130, 131]. The AUC is a threshold-independent performance
metric that measures a classifier’s ability to discriminate
between defective and clean modules (i.e., do the defective
modules tend to have higher predicted probabilities than
clean modules?). AUC is computed by measuring the area
under the curve that plots the true positive rate against the
false positive rate, while varying the threshold that is used
to determine whether a file is classified as defective or not.
Values of AUC range between 0 (worst performance), 0.5
(random guessing performance), and 1 (best performance).
Second, we use the Brier score [20, 119] to measure
the distance between the predicted probabilities and the
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TABLE 3: The definitions and descriptions of our 9 threshold-depending and 3 threshold-independent performance
measures. In total, we study 12 performance measures.
Measure Definition Description
Threshold-Dependent Performance Measures
Precision (Positive
Predicted Values)
P = TP
TP+FP
Proportion of modules that are correctly
classified as defective.
Recall (Probability of
Detection, True Posi-
tive rate, Sensitivity)
R = TP
TP+FN
Proportion of defective modules that are
correctly classified.
F-Measure F = 2× P×R
P+R
Harmonic mean of Precision and Recall.
G-mean Gmean =
√
TP rate × TNrate Geometric mean of True Positive rate and
True Negative rate.
G-measure Gmeasure = 2×pd×(1−fpr)
pd+(1−fpr) Harmonic mean of recall and specificity.
Balance 1−
√
(0−pf)2+(1+pd)2)
2
Proportion of clean modules that are mis-
classified.
Matthews Correla-
tion Coefficient
MCC = TP×TN−FP×FN√
(TP+FP )(TP+FN)(TNF P )(TN+FN)
Discrimination power.
True Negative rate
(Specificity)
TNrate =
TN
TN+FP
Proportion of clean modules that are cor-
rectly classified.
False Positive rate
(Probability of False
Alarm)
FPrate =
FP
FP+TN
Proportion of clean modules that are mis-
classified.
Threshold-Independent Performance Measures
AUC See Section 5.4.2. Discriminative power.
Brier 1
N
N∑
i=1
(pi − yi)2 The distance between the predicted prob-
abilities and the outcome.
LogLoss − 1
N
∑N
i=1(yilog(pi) + (1− yi)log(1− pi)) Classification loss function.
outcome, as suggested by Tantithamthavorn et al. [141]. The
Brier score is calculated as:
B =
1
N
N∑
i=1
(pi − yi)2 (1)
where pi is the predicted probability, yi is the outcome for
module t encoded as 0 if module t is clean and 1 if it
is defective, and N is the total number of modules. The
Brier score ranges from 0 (best classifier performance) to 1
(worst classifier performance), where a brier score of 0.25 is
a random-guessing performance.
Third, we use LogLoss since it (1) penalizes classifiers
that are accurate about a false classification [64], (2) is
threshold-independent, and (3) is a standard performance
measure of the Kaggle competition.4 LogLoss is computed
using the error between predicted probabilities (pi) and
outcomes (yi) as follows:
logloss = − 1
N
N∑
i=1
(yilog(pi) + (1− yi)log(1− pi)) (2)
A perfect classifier should have a logLoss of precisely zero,
while less ideal classifiers have progressively larger values
of logLoss.
5.5 Rank Variables by Importance Score
To identify the most important variables, we compute vari-
able importance for each variable in our models. To do so,
4. https://www.kaggle.com/wiki/LogLoss
we introduce a generic variable importance score that can be
applied to any classifier, that is derived from Breiman’s Vari-
able Importance Score [19]. Figure 3 provides an overview
of the calculation of our variable importance measurement
to generate the ranks of important variables for each of the
optimized-setting and default-setting models.
5.5.1 Generic Variable Importance Score
The calculation of our variable importance score consists of
2 steps for each variable.
(Step 1) For each testing dataset, we first randomly per-
mute the values of the variable, producing a
dataset with that one variable permuted, while all
other variables as is.
(Step 2) We then compute the difference in the misclassi-
fication rates of defect prediction models that are
trained using the clean datasets and the datasets
with the randomly-permuted variables. The larger
the difference, the greater the importance of that
particular variable.
We repeat the Steps 1 and 2 for each variable in order to
produce a variable important score across all the variables.
Since the experiment is repeated 100 times, each variable
will have several variable importance scores (i.e., one score
for each of the repetitions).
5.5.2 Ranking Variables
To study the impact that the studied variables have on
our models, we apply the Scott-Knott Effect Size Difference
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(ESD) test (v2.0) [134, 141]. The Scott-Knott ESD test also
overcomes the confounding factor of overlapping groups
that are produced by other post-hoc tests [39, 98], such as
Nemenyi’s test [102]. In particular, Nemenyi’s test produces
overlapping groups of treatments (e.g., variables), implying
that there exists no statistically significant difference among
the defect prediction models that are trained using many
different variables [39]. We use the implementation of the
Scott-Knott ESD test of the sk_esd function that is provided
by the ScottKnottESD R package [134]. The Scott-Knott
ESD test clusters variables according to statistically signif-
icant differences in their mean variable importance scores
(α = 0.05). The Scott-Knott ESD test ranks each variable
exactly once, but several variables may appear within one
rank. Finally, we produce rankings of variables in the opti-
mized and default-setting models. Thus, each variable has a
rank for each type of model.
We discuss the implementation details of the Scott-Knott
ESD test (v2.0) below.
5.5.3 The Scott-Knott ESD test (v2.0)
The Scott-Knott ESD test (v2.0) is a mean comparison ap-
proach that leverages a hierarchical clustering to partition a
set of treatment means (e.g., means of variable importance
scores, means of model performance) into statistically dis-
tinct groups with non-negligible difference.
Unlike the original Scott-Knott test [59], the Scott-Knott
ESD test (v2.0) is an alternative approach of the Scott-Knott
test [59] that considers the magnitude of the difference (i.e.,
effect size) of treatment means with-in a group and between
groups. Therefore, the Scott-Knott ESD test (v2.0) produces
the ranking of treatment means while ensuring that (1) the
magnitude of the difference for all of the treatments in each
group is negligible; and (2) the magnitude of the difference
of treatments between groups is negligible.
Unlike the earlier version of the Scott-Knott ESD
test [141] that post-processes the groups that are produced
by the Scott-Knott test, the Scott-Knott ESD test (v2.0) check
the magnitude of the difference throughout the clustering
process by merging pairs of statistically distinct groups that
have a negligible difference for all of the treatments of those
two groups.
The mechanism of the Scott-Knott ESD test (v2.0) is
made up of 2 steps:
(Step 1) Find a partition that maximizes treatment means
between groups. We begin by sorting the treat-
ment means. Then, following the original Scott-
Knott test [59], we compute the sum of squares
between groups (i.e., a dispersion measure of data
points) to identify a partition that maximizes treat-
ment means between groups.
(Step 2) Splitting into two groups or merging into one
group. Instead of using a likelihood ratio test and a
χ2 distribution as a splitting and merging criterion
(i.e., a hypothesis testing of the equality of all treat-
ment means) [59], we analyze the magnitude of
the difference for each pair for all of the treatment
means of the two groups. If there is any one pair of
treatment means of two groups are non-negligible,
we split into two groups. Otherwise, we merge
into one group. We use the Cohen [22] effect size
— an effect size estimate based on the difference
between the two means divided by the standard
deviation of the two treatment means (d = x¯1−x¯2s.d. ).
The magnitude is assessed using the thresholds
provided by Cohen [22] :
effect size =

negligible if Cohen’s d ≤ 0.2
small if 0.2 < Cohen’s d ≤ 0.5
medium if 0.5 < Cohen’s d ≤ 0.8
large if 0.8 < Cohen’s d
The implementation of the Scott-Knott ESD test (v2.0) is
available at the sk_esd function of the ScottKnottESD R
package [134].
6 CASE STUDY RESULTS
In this section, we present the results of our case study with
respect to our five research questions.
(RQ1) What is the impact of automated parameter opti-
mization on the performance of defect prediction mod-
els?
Approach. To address RQ1, for each performance mea-
sure, we start with the performance distribution of the 26
classification techniques that require at least one parameter
setting (see Section 2). For each classification technique, we
compute the difference in the performance of classifiers that
are trained using default settings and optimized parameter
settings. We then use boxplots to present the distribution
of the performance difference for each of the 18 studied
datasets. We apply a Mann-Whitney U test (α = 0.05)
to assess if the distributions of the performance of classi-
fiers that are trained using default settings and optimized
parameter settings are statistically significant. To quantify
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Fig. 4: The performance improvement and its Cohen’s d effect size for each of the studied classification techniques.
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Fig. 4: (Continued) The performance improvement and its Cohen’s d effect size for each of the studied classification
techniques.
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the magnitude of the performance improvement, we use
Cohen’s d effect size [21].
Furthermore, understanding the most influential param-
eters would allow researchers to focus their optimization
effort. To this end, we investigate the performance difference
for each of the studied parameters. To quantify the individ-
ual impact of each parameter, we train a classifier with all of
the studied parameters set to their default settings, except
for the parameter whose impact we want to measure, which
is set to its optimized setting. We estimate the impact of
each parameter using the difference of its performance with
respect to a classifier that is trained entirely using the default
parameter settings.
Results. Optimization improves AUC performance by up
to 40 percentage points. Figure 4 shows the performance
improvement for each of the 18 studied datasets and for
each of the classification techniques. The boxplots show that
optimization can improve the AUC performance by up to 40
percentage points. Moreover, the performance improvement
provided by applying optimization is non-negligible (i.e.,
d > 0.2) for 16 of the 26 studied classification techniques
(62%). This result indicates that parameter settings can
substantially influence the performance of defect prediction
models.
Fortunately, random forest that is popularly-used in
defect prediction studies tends to have negligible to small
impact on the AUC performance of defect prediction mod-
els. Figure 4 shows that optimization improves the perfor-
mance of random forest classifiers as little as 2% of Brier and
5% of AUC. However, the random forest classifier tends to
have a larger impact on threshold-dependent performance
measures. Indeed, we observe that optimization improves
the performance of random forest classifiers by up to 12%
of Precision, 18% of Recall, and 15% of F-measure. This
finding provides supporting evidence of Fu et al. [35] that
automated parameter optimization impacts the threshold-
dependent measures of random forest classifiers. Moreover,
this finding suggests that random forest classifiers tend to
robust to parameter settings when considering threshold-
independent measures.
C5.0 boosting yields the largest performance improve-
ment when optimization is applied. According to Co-
hen’s d, the performance improvement provided by apply-
ing optimization is large for 9 of the 26 studied classifi-
cation techniques (35%). On average, Figure 4 shows that
the C5.0 boosting classification technique benefits the most
from applying optimization, with a median performance
improvement of 27 percentage points of AUC. Indeed, the
C5.0 boosting classification technique improves from 6-40
percentage points of AUC. Moreover, irrespective to the
choice of performance measures, C5.0 classifier has non-
negligible magnitude of performance improvement when
optimization is applied.
Figure 5 shows that the #boosting iterations pa-
rameter of the C5.0 classification technique is the most
influential parameter, while the winnow and model type
parameters tend to have less of an impact. Indeed, the
default #boosting iterations setting that is provided
by the C5.0 R package [77] is 1, indicating that only one
C5.0 tree model is used for prediction. Nevertheless, we
find that the optimal #boosting iterations parameter
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Fig. 5: The AUC performance improvement of the top-20
most sensitive parameters.
is 40, suggesting that the default parameter settings of the
commonly-used research toolkits in literature nowadays
are suboptimal for defect prediction datasets. This finding
provides supporting evidence of the suspicions of prior
studies [45, 63, 128, 146].
In addition to C5.0 boosting, other classifiers like
GPLS, and neural networks family (i.e., AVNNet, NNet,
and PCANNet) also yield a considerably large bene-
fit. Figure 4 shows that the performance of the adaptive
boosting (i.e., AdaBoost), advanced neural networks (i.e.,
AVNNet, PCANNet, NNet, MLP, and MLPWeightDecay),
CART, and Flexible Discriminant Analysis (FDA) classifica-
tion techniques have a median performance improvement
from 13-24 percentage points with a large effect size. Indeed,
Figure 5 shows that the fluctuation of the performance of the
advanced neural network techniques is largely caused by
changing the weight decay, but not the #hidden units
or bagging parameters. Moreover, the complexity pa-
rameter of CART and max tree depth of adaptive boost-
ing classification techniques are also sensitive to parameter
optimization, indicating that researchers should pay more
attention on the influential parameters and not to be as
concerned on the less-influential one.
Optimization improves the AUC performance of defect predic-
tion models by up to 40 percentage points (e.g., C5.0 classifier).
The performance improvement when applying optimization is
non-negligible for 16 of the 26 studied classification techniques
(62%), for example, C5.0, neural networks, and CART classi-
fiers. Fortunately, the optimization of the parameters of random
forest classifiers, one of the most popularly-used techniques in
defect prediction studies, tends to have a negligible to small
impact on the performance of random forest. Nevertheless, the
impact of parameter optimization should be carefully consid-
ered when researchers select a particular technique for their
studies.
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Fig. 6: The stability ratio of the classifiers that are trained
using optimized settings compared to the classifiers that
are trained using default settings for each of the studied
classification techniques. A stability ratio that is less than
one indicates that the classifiers that are trained with
optimized settings are more stable than classifiers that are
trained with default settings.
(RQ2) Does automated parameter optimization increase the
performance instability of defect prediction models?
Approach. To address RQ2, we start with the AUC per-
formance distribution of the 26 studied classification tech-
niques on each of the 18 studied datasets. The stability
of a classification technique is measured in terms of the
variability of the performance estimates that are produced
by the 100 iterations of the out-of-sample bootstrap. For each
classification technique, we compute the standard deviation
(S.D.) of the bootstrap performance estimates of the classi-
fiers where optimized settings are used (σoptimized) and the
S.D. of the bootstrap performance estimates of the classifiers
where the default settings are used (σdefault). To analyze
the difference of the stability between two classification
techniques, we present the distribution of the stability ratio
(SR = σoptimizedσdefault ) of the two classifiers when applied to the
18 studied datasets. A stability ratio that is less than one
indicates that the classifiers that are trained with optimized
settings are more stable than classifiers that are trained with
default settings.
Similar to RQ1, we analyze the parameters that have the
largest impact on the stability of the performance estimates.
To this end, we investigate the stability ratio for each of the
studied parameters. To quantify the individual impact of
each parameter on model stability, we train a classifier with
all of the studied parameters set to their default settings,
except for the parameter whose impact we wish to measure,
which is set to its optimized setting. We estimate the impact
of each parameter using the stability ratio of its S.D. of
performance estimates with respect to a classifier that is
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Fig. 7: The stability ratio of the top-20 most sensitive
parameters.
trained entirely using default settings.
Results. Optimized classifiers are at least as stable as
classifiers that are trained using the default settings. Figure
6 shows that there is a median stability ratio of at least one
for all of the studied classification techniques. Indeed, we
find that the median ratio of one tends to appear for the
classification techniques that yield negligible performance
improvements in RQ1. These tight stability ratio ranges that
are centered around one indicate that the stability of classi-
fiers is not typically impacted by the optimized settings.
The optimized classifiers of 9 of the 26 studied classi-
fication techniques (35%) are more stable than classifiers
that are trained using the default settings. Indeed, Fig-
ure 6 shows that there is a median stability ratio of 0.11
(NNet) to 0.61 (MLP) among the 9 classification techniques
where the stability has improved. This equates to a 39%-
89% stability improvement for these optimized classifiers.
Indeed, Figure 7 shows that the stability of the performance
of the advanced neural network techniques is largely caused
by changing the weight decay, but not the #hidden
units or bagging parameters, which is consistent with
our findings in RQ1.
Optimized classifiers are at least as stable as classifiers that
are trained using the default settings. Moreover, the optimized
classifiers of 9 (including C5.0, neural networks, and CART
classifiers) of the 26 studied classification techniques (35%) are
significantly more stable than classifiers that are trained using
the default settings. On the other hand, for random forest and
naı¨ve bayes classifiers, the performance of the default-settings
models is as stable as the optimized models.
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models. The colours of the bars indicate the effect size of the performance improvement of classifiers according to Figure
4a.
(RQ3) How much does the interpretation of defect prediction
models change when automated parameter optimization is
applied?
Approach. To address RQ3, we start with the variable rank-
ing of the 26 studied classification techniques on each of the
18 studied datasets for both optimized and default models.
For each classification technique, we compute the difference
in the ranks of the variables that appear in the top-three
ranks of the classifiers that are trained using the optimized
and default settings. For example, if a variable v appears
in the top rank in both the optimized and default-settings
models, then the variable would have a rank difference of
0. However, if v appears in the third rank in the default-
settings model, then the rank difference of v would be -2.
Results. The insights that are derived from 42% of the
optimized classifiers are different from the insights that
are derived from the classifiers that are trained using the
default settings. Figure 8 shows the rank differences for
all of the studied classifiers. In the 11 studied classifica-
tion techniques that yield a medium to large performance
improvement, we find that 35%-36% of the variables in
the top importance rank of the optimized models do not
appear in the top importance rank of the default-settings
models. Indeed, in the 9 studied classification techniques
that yield a large performance improvement, as few as 28%
of the variables in the third rank of the optimized models
also appear in the third rank of the default-settings models.
This indicates that the interpretation of defect prediction
models is heavily influenced by the parameter settings of
classification techniques that are used to train the models.
Classification techniques that are sensitive to parame-
ter settings in the performance tend to also be sensitive in
the interpretation. Figure 8 shows that a smaller percentage
of the variables of the optimized models are found at
the same rank in the classification techniques that have a
large performance improvement than the classification tech-
niques that have a negligible performance improvement.
Indeed, 65% of the variables in the top importance rank
of classification techniques that yield a large performance
improvement are found at the same rank. On the other
hand, 95% of the variables appear at the same rank in the
optimized and default-settings models of classification tech-
niques where optimization yields a negligible performance
improvement (e.g., random forest classifiers). This indicates
that automated parameter optimization must be applied
to classification techniques that are sensitive to parameter
settings. Moreover, the interpretation of defect prediction
studies that apply such sensitive classification should be
revisited in order to confirm the stability of the findings.
Optimization substantially shifts the importance ranking of
variables, with as few as 28% of the top-ranked variables from
the optimized models appearing in the same ranks as the non-
optimized models. Classification techniques where optimization
has a large impact on performance (e.g., C5.0, neural networks,
CART classifiers) are subject to large shifts in interpretation.
On the other hand, 95% of the variables appear at the same
rank in the classification techniques where optimization has
a negligible performance improvement (e.g., random forest
classifiers).
(RQ4) How well do optimal parameter settings transfer from
one dataset to another?
Approach. For each classification technique, we obtain a list
of optimal settings for every studied dataset. We then esti-
mate the transferability of these settings using the frequency
of their appearance in the Caret suggestions across datasets.
We refer to settings that appear in the Caret suggestions of
several datasets as “transferable”.
We analyze 4 different types of transferability, i.e., across
the 18 datasets, across the 5 proprietary datasets, across the
3 Eclipse datasets, and across the 2 NASA datasets. Since
the transferability of optimized parameters has more of
an impact on the most sensitive parameters, we focus our
analysis on the 20 most sensitive parameters (see Figure 5).
Results. The optimal setting of 17 of the 20 most sensitive
parameters can be applied to datasets that share a similar
set of metrics without a statistically significant drop in
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Fig. 9: Four types of transferability for each of the top-20 most sensitive parameters. A higher frequency for each of the
optimized settings that appear across datasets indicates high transferability of a parameter.
performance. Figure 9 shows the 4 types of transferability
for each of the 20 most sensitive parameters. We divide the
transferable parameters into three groups: (1) those that can
be transferred across the studied datasets, (2) those that can
be transferred across some of the studied datasets, and (3)
those that cannot be transferred across any of the studied
datasets.
We find that the optimal setting of 17 of the 20 most
sensitive parameters can be applied to other datasets that
share a similar set of metrics without a statistically sig-
nificant drop in performance with respect to the optimal
performance for that dataset (i.e., the first and the second
groups). For example, the value 40 for the # boosting
iterations parameter of the C5.0 boosting classification
technique can be applied to all of the 18 studied datasets
without a statistically significant drop in performance.
Moreover, the optimal value of 9 for #hidden units and
value of 0.1 for weight decay parameters of the advanced
neural networks (i.e., AVNNet) can be applied to 9 and 15
of the 18 studied datasets, respectively, that have a similar
set of metrics without a statistically significant drop in
performance. Indeed, the parameters of C5.0 and LMT are
always transferable across the studied datasets, indicating
that researchers and practitioners can safely adopt the op-
timized parameters that are obtained using a dataset with
similar metrics. On the other hand, we find that only the
parameters of LogitBoost, FDA, and xGBTree cannot be
transferred across any of the studied datasets, indicating
that researchers and practitioners should re-apply auto-
mated parameter optimization.
The optimal settings of 17 of the 20 most sensitive parameters
can be applied to datasets that share a similar set of metrics
without a statistically significant drop in performance. On the
other hand, we find that only the parameters of LogitBoost,
FDA, and xGBTree cannot be transferred across any of the
studied datasets, indicating that researchers and practitioners
should re-apply automated parameter optimization for such
classifiers. However, we note that classifiers with low trans-
ferability are not top-performing classifiers.
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Fig. 10: The distribution of computational cost of
grid-search optimization techniques (hours). The
red-dashed line indicates the computational cost of 30
minutes.
(RQ5) What is the computational cost of applying automated
parameter optimization?
Approach. Our case study approach is computationally-
intensive (i.e., 450 parameter settings × 100 out-of-sample
bootstrap repetitions × 18 systems = 810,000 results). How-
ever, the results can be computed in parallel. Hence, we
design our experiment using a High Performance Comput-
ing (HPC) environment. Our experiments are performed on
43 high performance computing machines with Intel Xeon
5675 @3.1 GHz (24 hyper-threads) and 64 GB memory.
For each classification technique, we compute the aver-
age amount of execution time that was consumed by grid-
search optimization when producing the suggested param-
eter settings for each of the studied datasets.
Results. Grid-search optimization adds less than 30 min-
utes of additional computation time to 12 of the 26 studied
classification techniques. The optimization cost of 12 of the
26 studied classification techniques (46%) is less than 30
minutes for at least 75% of the studied datasets. C5.0 and
extreme gradient boosting classification techniques, which
yield top-performing classifiers more frequently than other
classification techniques, add less than 30 minutes of ad-
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Fig. 11: An overview of the double Scott-Knott ESD approach (i.e., a statistical comparison over multiple datasets).
ditional computation time for at least 50% of the studied
datasets. This indicates that applying optimization tends to
improve the performance of defect models while incurring
a manageable additional computational cost.
Moreover, the optimized classifiers of 9 of the 26 studied
classification techniques (35%) (i.e., AdaBoost, MLPWeight-
Decay, and RBF) require more than 3 additional hours of
computation time to apply grid-search optimization for at
least 50% of the studied datasets. We observe that the
longer computational time of the other 50% studied datasets
have to do with the size of the datasets. Indeed, the
datasets that take the longest computational time are the
top-3 largest studied datasets (i.e., prop-1, prop-2, and
eclipse-3.0). Nonetheless, the computation could still
be completed if it was executed overnight. Assuming that
we used Amazon’s EC2 cloud computing infrastructure to
offload the optimization process, a c4.large container that
provides 8 CPU and 3.75 GB of memory costs $0.1 per
hour (as of July 2017).5 Therefore, the additional compu-
tational cost of the 3 slowest classification techniques can
be offloaded to an Amazon EC2 instance for less than $1.
This back-of-the-envelope cost estimation suggests that the
benefits of automated parameter optimization outweigh the
costs. Since defect prediction models do not need to be
(re)trained very often in practice, this cost should still be
manageable.
Grid-search optimization adds less than 30 minutes of addi-
tional computation time to 12 of the 26 studied classification
techniques. To assign an actual monetary cost for such op-
timization techniques, we used an Amazon EC2 costing esti-
mates. We find that an Amazon EC2’s estimated computational
cost of the 3 slowest classification techniques is less than $1.
7 REVISITING THE RANKING OF CLASSIFICATION
TECHNIQUES FOR DEFECT PREDICTION MODELS
Prior studies have ranked classification techniques accord-
ing to their performance on defect prediction datasets. For
example, Lessmann et al. [81] demonstrate that 17 of 22
studied classification techniques are statistically indistin-
guishable. On the other hand, Ghotra et al. [39] argue that
5. https://aws.amazon.com/ec2/pricing/
classification techniques can have a large impact on the
performance of defect prediction models.
Our earlier work [139] shows that automated parameter
optimization increases the likelihood of appearing in the top
Scott-Knott ESD rank by as much as 83%. However, our
earlier work did not discuss the ranking of optimized and
default-settings classifiers for defect prediction models. To
address this, we formulate the following research question:
(RQ6) What is the ranking of optimized and default-settings
classifiers for defect prediction models?
7.1 Approach
To analyze the ranking of optimized and default-settings
classifiers, we perform a double Scott-Knott ESD test [39].
The double Scott-Knott ESD approach is a statistical
comparison approach over multiple datasets that con-
sider dataset-specific performance. Figure 11 provides an
overview of the double Scott-Knott ESD approach. The
double Scott-Knott ESD test is divided into two steps that
we describe below.
(Step 1) Generate Scott-Knott ESD ranks for each dataset
Similar to Ghotra et al. [39], we first start with the
AUC performance distribution of the 26 studied
classification techniques that are trained with the
optimized parameter settings and the default set-
tings. To find statistically distinct ranks of classi-
fication techniques within each dataset, we pro-
vide the AUC performance distribution of the 100
bootstrap iterations of each classification technique
with both parameter settings to a Scott-Knott ESD
test (α = 0.05) [141]. We use the Scott-Knott
ESD test in order to control for dataset-specific
model performance, since some datasets may have
a tendency to produce over- or under-performing
classifiers. Finally, for each classification technique,
we have 18 different Scott-Knott ESD ranks (i.e.,
one from each dataset).
(Step 2) Summarize ranks of classification techniques for
all of the studied datasets. We provide the 18
different Scott-Knott ESD ranks to a second run of
the Scott-Knott ESD test to produces a statistically
distinct ranks of classification techniques across all
of the studied datasets.
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Fig. 12: The ScottKnott ESD ranking of optimized and default-settings classifiers across all of the studied datasets. Circle
dots and triangle dots indicate the average ranks for optimized and default-settings models, respectively, while the lines
indicate the 95% confidence interval of the ranks across the 18 studied datasets.
7.2 Results
Figure 16 shows the ScottKnott ESD ranking of optimized
and default-settings classifiers across all of the studied
datasets.
Random forest is not the top-performing classification
technique for all of the studied datasets. Figure 16 shows
that random forest, which is one of the most commonly-
used classification technique in software engineering, ap-
pears at the second Scott-Knott ESD ranks. Unlike prior
work in the data mining domain [30], we find that random
forest is not the most frequent top performer in our defect
prediction datasets. We find that the average rank of random
forest is 3.277, where random forest appears at the top Scott-
Knott ESD rank for 50% of the datasets. This contradicts
the conclusions of Fernandez-Delgado et al. [30], who find
that random forest tends to yield top-performing classifiers
the most frequently on non-software engineering datasets.
The contradictory conclusions suggest that domain-specifics
play an important role.
Nevertheless, we find that optimization does not impact
the ranking of random forest. Figure 16 shows that both
optimized and default-settings random forest classifiers ap-
pear at the second Scott-Knott ESD ranks. This result echoes
the findings of RQ1, where we noted that random forest
yileds the negligible to small benefits of applying automated
parameter optimization techniques.
Only the optimized extreme gradient boosting trees
(xGBTree), C5.0, gradient boosting machine (GBM) clas-
sifiers are the top-performing classification techniques
across all of the studied datasets. Figure 16 shows that
there are only three optimized classifiers (i.e., xGBTree, C5.0,
and GBM) are the top-performing classification techniques
across all of the studied datasets. We find that the average
ranks of optimized xGBTree, C5.0, and GBM classifiers are
2.39, 2.56, and 2.94, respectively. Indeed, we find that au-
tomated parameter optimization substantially changes the
ranking of C5.0 classifiers from the ninth rank to the first
rank. This result echoes the findings of RQ1, where we noted
that C5.0 boosting benefits the most of automated parameter
optimization.
Automated parameter optimization substantially im-
proves the ranking of default-settings neural networks,
C5.0, gradient boosting machines, and CART classifiers.
We observed a trend that optimized classifiers (i.e., red
lines) tend to appear at the top Scott-Knott ESD ranks (i.e.,
left hand) more than default-settings classifiers (i.e., blue
lines). Figure 16 shows that 18 of the 26 studied classification
techniques (70%) (e.g., C5.0, GBM, xGBTree, AVNnet, NNet,
and CART) that are trained with optimized settings appear
at the lower rank than that classification techniquest that
are trained with default settings. Morever, we find that the
optimized AVNNet classifiers and random forest classifiers
appear at the same Scott-Knott ESD rank, suggesting that
future studies on Deep Learning in software engineering
should consider automated parameter optimization. This
finding also echoes the importance of a study of Fu et al. [34]
where automated parameter optimization is essential for
neural network and deep learning in software engineering
domain.
Random forest is not the top-performing classification tech-
nique for all of the studied datasets, which disagrees with
the findings of prior general data mining and recent software
engineering related studies. In addition, some rarely-used
low-performing classification techniques (e.g., C5.0) are sub-
stantially outperforming widely-used techniques like random
forest—highlighting the importance of exploring the parameter
settings of classifiers.
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8 AN EMPIRICAL COMPARISON OF AUTOMATED
PARAMTER OPTIMIZATION TECHNIQUES FOR DE-
FECT PREDICTION MODELS
Recent studies show several benefits of applying auto-
mated parameter optimization techniques. For example,
Tantithamthavorn et al. [139] show the improvement of the
performance and stability of defect prediction models when
grid-search parameter optimization is applied. Fu et al. [35]
show that the performance of defect prediction models can
be improved when applying a differential evolution algo-
rithm. Moreover, Di Martino et al. [27] and Sarro et al. [121]
show that the performance of support vector machines is
substantially improved when using a genetic algorithm as
an automated parameter optimization. Hu et al. [57] adopt
a genetic algorithm to find an optimal parameter setting of
neural network for defect prediction models.
Although recent works reach the same conclusions that
automated parameter optimization techniques should be
included in future defect prediction studies, they apply
different parameter optimization techniques. Indeed, the
choice of parameter optimization techniques may impact
the conclusions of recent defect prediction studies. For ex-
ample, Tantithamthavorn et al. [135, 140] and Menzies et
al. [97] point out that the use of different techniques for an
experimental component may influence the conclusions of
defect prediction studies. Yet, little research is known about
the impact that parameter optimization techniques have on
the performance of defect prediction models. Indeed, it is
not clear which optimization techniques should be used for
future defect prediction studies. The lack of consistency in
the choice of parameter optimization techniques of prior
work makes it hard to derive practical guidelines about
the most appropriate parameter optimization techniques to
use in future defect prediction research. To address this, we
formulate the following research question:
(RQ7) Which optimization techniques yield the largest per-
formance improvement for defect prediction models?
8.1 The State-of-the-Art of Automated Parameter Opti-
mization Techniques
There are a plethora of automated parameter optimization
techniques that can be applied [9, 10, 79, 87]. Since it is
impractical to study all of these techniques, we would like to
select a manageable, yet representative set of optimization
techniques for our study. To do so, we analyze the Search-
Based Software Engineering (SBSE) literature in order to
identify the commonly used search-based techniques.
We first start with a grid search technique that is pre-
viously used in our recent work [139]. Based on a recent
literature review of Harman et al. [48], we add a random
search technique [10], and two evolutionary algorithms that
include a genetic algorithm [41] and a differential evolution
algorithm [132]. An evolutionary-based search technique
directs the search using an approach that resembles the
biological evolution and natural selection processes. Below,
we provide the description of the parameters for each auto-
mated parameter optimization technique.
8.1.1 Grid Search Technique
Grid search technique is the simplest optimization tech-
nique based on an exhaustive search through a manually
specified set of the parameter space of a classification
technique [7, 8, 56]. The advantage of using grid search
technique is that the candidate parameter settings are sys-
tematically generated. Thus, each dataset will be evaluated
using the same candidate parameter settings.
Parameter:
– Budget indicates the number of different values to
be evaluated for each parameter.
Grid search is made up of three steps as follows:
1) Systematically generate candidate parameter settings
based on a given budget threshold. For example, a
budget threshold of 5 will limit the number of candi-
date settings for each parameter to 5. Thus, for an arbi-
trary classifier with 3 parameters and a budget thresh-
old of 5, grid search technique generates 5 ∗ 5 ∗ 5 = 125
combinations of parameter settings.
2) Evaluate each candidate parameter setting.
3) Identify optimal parameter setting.
8.1.2 Random Search Technique
Unlike grid search technique, random search technique ex-
haustively searches through a randomly generated set of the
parameter space of a classification technique [112]. Bergstra
and Bengio [10] argue that, given the same computational
cost, advanced parameter optimization techniques (e.g., ran-
dom search, genetic algorithm, differential evolution) can
find a more accurate model due to a larger search space of
candidate parameter settings.
Parameter:
– Iteration indicates maximum number of the com-
bination of different parameter settings to be evalu-
ated for a classification technique.
Random search is made up of three steps as follows:
1) Unlike grid search technique that needs pre-defined
candidate parameter settings, a random search tech-
nique randomly generates candidate parameter settings
based on a given iteration threshold. For example,
an iteration threshold of 5 will limit the number
of candidate parameter settings for each classification
technique to 5. Thus, regardless of the number of pa-
rameter settings, the random search technique always
generates 5 combinations of parameter settings for a
classification technique.
2) Evaluate each candidate parameter setting.
3) Identify optimal parameter setting.
8.1.3 Genetic Algorithm (GA)
A genetic algorithm is an evolutionary-based optimization
technique which is based on natural selection and genet-
ics concepts, where chromosomes of the two individuals
(parents) work together to form new individual by keeping
the best property from each of the parent individuals [41].
A genetic algorithm optimizes a population of parameter
settings for a given objective, e.g., maximizing the perfor-
mance of defect prediction models. In a genetic algorithm,
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two parents are selected from the population for reproduc-
tion (crossover), i.e., generating offspring. The generated off-
spring is a combination of parameter settings that of values
are shared with at least one parent. To drive the evolution, a
genetic algorithm randomly changes one or more parameter
settings of the offspring (mutation). Finally, the performance
of the mutated offspring is evaluated and either selected as
an optimal combination of parameter setting or inserted into
the population for reproduction in a next generation.
Parameters:
– Population size indicates the size of the popu-
lation. This parameter defines how many offspring
will be generated in parallel during a generation.
– Crossover probability indicates the probabil-
ity of a parameter setting behing inherited from one
of the parents.
– Mutation probability indicates the probability
of a parameter setting mutating from the inherited
value.
– Elitism indicates the number of best-performing com-
binations of parameter settings that are guaranteed a
role as parent or as optimal combination in the next
generation.
– Generations indicates the number of generations with
no consecutive performance improvement before the
algorithm will stop.
A genetic algorithm is made up of five steps as follows:
1) Initialize the Population. The population is initialized
by randomly generating a combination of parameter
settings given the population size threshold.
2) Evaluate each candidate parameter setting.
3) Randomly select pairs of parents from the population
and generate a mutated offspring using the crossover
and mutation probabilities. Mutation allows the algo-
rithm to introduce diversity into the population, ex-
panding the opportunity to search unexplored areas in
the search space for fitter solutions.
4) Select the best-performing combinations into the popu-
lation, taking elitism into account.
5) Return to step 2 until the algorithm terminates.
8.1.4 Differential Evolution (DE)
Differential evolution is an evolutionary-based optimization
technique [132], which is based on differential equation
concept. Unlike a GA technique that uses crossover as
search mechanisms, a DE technique uses mutation as a
search mechanism. Hegerty et al. [52] point out that a DE
technique provides a more stable optimal solution than
genetic algorithm. Moreover, Hegerty et al. [52] also point
out that a DE technique finds better global solution than a
genetic algorithm.
Parameters:
– Population size indicates the number of multi-
ple candidate (individual) generated at each genera-
tion.
– Crossover probability is the probability of
crossover taking place between two individuals for
mutation process.
– Strategy determines the function for mutation in
differential evolutionary technique.
Differential Evolution is made up of three steps as follows:
1) (Population initialization step): DE randomly generates
the initial population of candidate parameter settings,
given a population size threshold.
2) (Mutation step): DE generates new candidates by
adding a weighted difference between two population
members to a third member based on a crossover
probability parameter.
3) (Selection step) Keep the best candidate parameter set-
ting for the next generation.
8.2 Approach
We use the high-level approach of Figure 1 that is described
in Section 5 to address RQ7. While Steps 1 (i.e., Generate
Bootstrap Sample) and 4 (Calculate Performance) of the
high-level approach is identical, Steps 2 (i.e., Identify Op-
timizal Setting) and 3 (Construct Defect Prediction Models)
are performed differently. We describe the different Steps 2
and 3 below.
8.2.1 (Step 2) Identify optimizal settings
To study the impact of optimal settings that are derived from
different automated parameter optimization techniques, we
only focus on off-the-shelf parameter optimization tech-
niques that are readily-available so our observations and
recommendations are easy to transfer to industrial prac-
tices. Thus, we apply four automated parameter opti-
mization techniques as discussed in Section 8.1 (i.e., Grid
Search, Random Search, Genetic Algorithm, and Differ-
ential Evolution). We use the implementation of a grid
search technique that is provided by the train func-
tion of the caret R package [78] by specifying the fol-
lowing argument trainControl(search="grid"). We
use the implementation of a random search technique
that is provided by the train function of the caret
R package [78] by specifying the following argument
trainControl(search="random"). We use the imple-
mentation of a genetic algorithm that is provided by the
ga function of the GA R package [122]. We use the imple-
mentation of a differential evolution that is provided by the
DEoptim function of the DEoptim R package [100].
8.2.2 (Step 3) Construct defect prediction models
In selecting the classification techniques for our empirical
comparison, we identified three important criteria that need
to be satisfied:
– Criterian 1 – Configurable classification techniques:
Since we want to study the impact that optimiza-
tion techniques have on the performance of defect
prediction models, we select only the classification
techniques that require at least one configuration
parameter setting (see Section 2).
– Criterian 2 – Sensitive classification techniques:
The results of RQ1 the sensitivity of the parame-
ters of classification techniques for defect prediction
models are different (see Section 6). Thus, we opt
to study only the classification techniques whose
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Fig. 13: The distributions of the performance difference ratio of each performance measures.
parameter settings have a large impact on the per-
formance of defect prediction models.
– Criterian 3 – Top-performing classification tech-
niques: Recent research finds that the choice of
classification techniques has a large impact on the
performance of defect prediction models [39]. Thus,
we select to study only the top-ranked classification
techniques (see Section 7).
To satisfy criterion 1, we began our study using the
26 configurable classification techniques from Table 1. To
satisfy criterion 2, we include only 9 of the 26 classification
techniques that yield the largest performance improvement
when automated parameter optimization is applied (see
Figure 4a), i.e., C5.0, AdaBoost, AVNNet, CART, PCAN-
Net, NNet, FDA, MLPWeightDecay, and MLP classification
techniques. To satisfy criterion 3, we select only the top
10 classification techniques that are likely to appear at
the top-rank classification techniques (see Figure 16). Thus,
we exclude 5 classification techniques that infrequently or
never appear at the top-ranked classification techniques
(i.e., AdaBoost, CART, PCANNet, FDA, MLPWeightDecay,
MLP). Table 1 provides an overview of the 4 classification
techniques that satisfy our criteria for analysis (i.e., C5.0,
xGBTree, AVNNet, and GBM), which have varying types
and numbers of parameters.
In order to measure the impact that automated pa-
rameter optimization techniques have on defect prediction
models, we train defect prediction models using the optimal
settings that are generated by the 4 studied optimization
techniques and the default settings. To ensure that the
training and testing corpora have similar characteristics, we
do not re-balance or re-sample the training data.
To address RQ7, for each of the 12 performance measure,
we start with the performance distribution of the 4 studied
classification techniques. For each classification technique,
we compute the difference in the performance of classifiers
that are trained using default settings and optimal parame-
ter settings that are generated by the studied optimization
techniques (i.e., grid search, random search, genetic algo-
rithm, and differential evolution).
8.2.3 Results
To analyze the difference of the performance of the studied
classification techniques when applying the 4 studied auto-
mated parameter optimization techniques, we use boxplots
of Figure 13 to present the distribution of the performance
difference ratio (i.e., the performance of the optimized classi-
fiers that are trained with optimal settings of random search,
genetic algorithm, and differential evolution) divided by the
performance of the grid-search optimized classifiers) when
apply to the studied datasets and the studied classification
techniques.
Grid search, random search, genetic algorithm, and
differential evolution techniques yield similar benefits of
AUC performance improvement when applying to defect
prediction models. Figure 13 shows the distributions of the
performance difference ratio for the 12 performance mea-
sures. Irrespective of the choice of performance measures,
the improvement ratios that are centerred at one indicate
that optimized defect prediction models tend to produce
similar performance irrespective of the used automated
parameter optimization techniques. The actual AUC values
of defect prediction models that are trained with default
settings and optimized settings (see Figure 15) also confirm
that defect prediction models that are optimized by grid
search, random search, genetic algorithm, and differential
evolution tend to produce similar AUC performance values.
This result suggests that the choice of automated parameter
optimization techniques does not pose a great threat to the
conclusions of defect prediction studies. Thus, practitioners
and researchers can safely adopt any of the four studied
automated parameter optimization techniques for defect
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(GridSearch), random search (Random), genetic algorithm
(GA), and differential evolution (DE) optimized models.
prediction models. However, when other dimensions like
computational cost are considered, our recommendation
might be changed.
Irrespective of the choice of performance measures, grid search,
random search, genetic algorithm, and differential evolution
techniques yield similar benefits of performance improvement
when optimizing defect prediction models. This result sug-
gests that, with respect to the performance improvement,
practitioners and researchers can safely adopt any of the
four studied automated parameter optimization techniques for
defect prediction models. However, when other dimensions like
computational cost are considered, our recommendation might
be changed.
9 DISCUSSION
In this section, we discuss the broader implications of our
findings and how our findings fit with (1) the conclusions of
prior defect prediction studies; (2) the experimental design
of defect prediction models; and (3) search-based software
engineering literature.
9.1 Conclusions of Prior Defect Prediction Studies
In the past 10 years, there has been a spike in the use of
random forest classification technique in defect prediction
studies [37, 40, 43, 45, 53, 81, 117, 138, 150]. For exam-
ple, Guo et al. [43] and Lessmann et al. [81] show that a
random forest classifer is the top-performing classification
techniques. Fukushima et al. [37] developed a Just-In-Time
defect prediction model using random forest classifiers.
Furthermore, the conclusions of prior defect prediction
studies heavily rely on random forest classifiers. For ex-
ample, recent studies use a random forest classification
technique to investigate (1) the impact of issue report mis-
labelling on defect prediction models [138]; (2) the impact
of model validation techniques on defect prediction mod-
els [141]; (3) the impact of the discretization of continuous
defect counts [117]; (4) the impact of feature selection tech-
niques on defect prediction models [40, 150]; (5) the impact
of local-global defect prediction models [53]; and (6) the
privacy and utility for defect prediction models [108–110].
Implications. The automated parameter optimization
of random forest classifiers (1) has little impact on the
AUC performance improvement and (2) its stability; and (3)
has little impact on the interpretation of defect prediction
models. This result indicates that automated parameter op-
timization does not pose a threat to the conclusions of prior
defect prediction studies (which make use of random forest
classifiers), suggesting that researchers and practitioners
should not be too concerned about the impact of parameter
settings on random forest classifiers.
9.2 The Experimental Design of Defect Prediction Mod-
els
Plenty of research raises concerns about the impact of exper-
imental components on the conclusions of defect prediction
studies [135]. For example, concerns about the quality of
defect datasets have been raised [14, 103, 115, 138, 149].
Bird et al. [14] find that the issue reports of several defects
are not mentioned in commit logs. Bachmann et al. [6]
find that the noise generated by missing links in defect
prediction datasets introduces bias. Kim et al. [72] find that
the randomly-generated noise has a large negative impact
on the performance of defect models. On the other hand,
our recent work [138] shows that realistic noise (i.e., noise
generated by actually mislabelled issue reports [54]) does
not typically impact the precision of defect prediction mod-
els.
Recent research also raises concerns about that the choice
of classification and model validation techniques. For ex-
ample, Ghotra et al. [39] find that there are statistically
significant differences in the performance of defect predic-
tion models that are trained using different classification
techniques. Panichella et al. [105] and Bowes et al. [16]
also find that using different classification techniques can
identify different defective modules. Our prior work [141]
shows that the choice of model validation technique also
has an impact on the accuracy and stability of performance
estimates.
Implications. In addition to the concerns about data
quality, classification techniques, and model validation tech-
niques, we find that the parameter settings of classification
techniques can also have a large impact on the performance,
stability, and interpretation of defect prediction models. Our
findings suggest that researchers should experiment with
the parameters of the classification techniques. Given the
large parameter space of many classification techniques,
automated parameter optimization techniques like Caret
offer an efficient way to conduct such an exploration. While
there are many classification techniques like random forest
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for which the impact of automated parameter optimization
is negligible or small, such optimization is still simple to
adopt in practice given the availability of automated param-
eter optimization in commonly-used research toolkits (e.g.,
Caret package for R [78], GA package for R [122], DEoptim
package for R [100], MultiSearch for Weka [44], GridSearch
for Scikit-learn [106]).
9.3 Parameter Optimization for Defect Prediction Mod-
els
The most closely research related to our paper is the work
by Fu et al. [35], who demonstrate that automated pa-
rameter optimization has an impact on the performance,
model interpretation, and the ranking of top-performing
classification techniques. However, their experimental de-
sign is different from our paper in numerous ways. First,
we investigate the impact of parameter settings of 26 clas-
sification techniques, while they focus on only 4 classifica-
tion techniques. Second, we use 12 performance measures
for our evaluation, namely, 3 threshold-independent and
9 threshold-dependent performance measures (RQ1), while
they focus on only 3 threshold-dependent measures (i.e.,
precision, recall, and f-measure). Finally, we apply four off-
the-shelf parameter optimization techniques, namely, grid
search, random search, genetic algorithm, and differential
evolution, while they apply only differential dvolution (DE)
algorithm.
Implications. Even though the design of our experi-
ments differ, our conclusions (i.e., RQ1, RQ3, and Section 7)
are consistent to the conclusions of their study. Relative to
the contributions of prior work, this paper makes three ad-
ditional contributions: an investigation of the impact of au-
tomated parameter optimization on model stability (RQ2),
an investigation of parameter transferability across datasets
of software systems (RQ4), and an empirical comparison
of automated parameter optimization techniques for defect
prediction models (Section 8.2.3).
9.4 Search-Based Software Engineering
Prior studies in the area of the search-based software en-
gineering show that search algorithms can be used to find
useful solution to software engineering problems [46, 47].
For example, Panichella et al. [104] and Lohar et al. [84]
tune the parameters of topic modelling techniques (i.e.,
Latent Dirichlet Allocation) for software engineering tasks.
Thomas et al. [143] tune off-the-shelf Information Retrieval
techniques for bug localization. Song et al. [128] tune clas-
sification techniques for software effort estimation models.
Wang et al. [147] tune the settings of code clone detection
techniques. Arcuri et al. [3] investigate a minimal test suite
that maximizes branch coverage in the context of test data
generation. Jia et al. [60] investigate an optimal test suite for
combinatorial interaction testing. Fu et al. [34] tune the pa-
rameter settings of deep learning for software engineering.
Implications. In addition to the area of topic mod-
elling, information retrieval, effort estimation, code clone
detection, and test data and suite generation, we find that
automated parameter optimization can also be used to
efficiently tune parameter settings of classification tech-
niques for defect prediction models. Furthermore, we find
that optimization yields a large benefit in terms of the
performance of defect prediction models, suggesting that
automated parameter optimization should be used by future
defect prediction studies.
10 THREATS TO VALIDITY
We now discuss the threats to the validity of our study.
10.1 Construct Validity
The datasets that we analyze are part of several corpora
(e.g., NASA and PROMISE), which each provide different
sets of metrics and different granularity of modules (e.g.,
method, class, directory). Since the metrics and granularity
of modules vary, this is a point of variation between the
studied systems that could impact our results. However, our
analysis on datasets that have the same set of metrics shows
that the number and type of predictors do not influence our
findings. Thus, we conclude that the variation of metrics
does not pose a threat to our study. On the other hand, the
variety of metrics and granularity of modules also strength-
ens the generalization of our results, i.e., our observations
are not bound to one specific set of metrics.
The grid-search budget, which controls the number of
settings that we evaluate for each parameter, limits our
exploration of the parameter space. Although our budget
setting is selected based on the literature [78], selecting a
different budget may yield different results. To combat this
bias, we repeat the experiment with different budgets of
exploration (i.e., 3, 5, 7) and find consistent conclusions.
Thus, we believe that an increase in the budget would not
alter the conclusions of our study.
Automated parameter optimization techniques also have
configurable parameters that determine the characteristics
of the optimization algorithms (e.g., the budget parameter
of the grid search technique). Prior work in the area of
search-based software engineering point out that the pa-
rameters of search-based techniques have a large impact
on the performance of software engineering applications
For example, Arcuri et al. [2, 3] show that the parameters
of search-based techniques substantially change the per-
formance of test-case data generation. Indeed, the use of
different parameter settings of automated parameter opti-
mization techniques may produce different parameter space
for evaluation. However, the exploration of the parameter
space of automated parameter optimization techniques on a
large number of classification techniques and datasets may
require a large computational cost. Thus, future research
should explore the impact of the parameters of automated
parameter optimization techniques on defect prediction
models.
While previous research [4, 11, 15] suggested mitigating
the skewness distribution of defect datasets, log transforma-
tion may not be necessary for all classification techniques
(except logistic regression). Indeed, Jiang et al. [63] point
out that log transformation rarely affects the performance
of defect prediction models. Thus, we suspect that the use
of log transformation may not pose a threat to the validity
of our conclusions. However, applying other choices of data
transformation techniques may yield different results.
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10.2 Internal Validity
Prior work shows that noisy data may influence conclusions
that are drawn from defect prediction studies [39, 135, 138].
Hence, noisy data may be influencing our conclusions.
However, we conduct a highly-controlled experiment where
known-to-be noisy NASA data [124] has been cleaned.
Recently, Jean et al. [111] point out that the cleaned NASA
datasets that are provided by Shepperd et al. [124] are
still problematic. To check whether this noise is impacting
our conclusions, we repeat our experiment after dropping
the NASA datasets (i.e., JM1 and PC5). We find that the
problematic NASA datasets do not alter the conclusions of
our study.
10.3 External Validity
We study a limited number of systems in this paper. Thus,
our results may not generalize to all software systems (e.g.,
open-source and commercial systems). However, the goal
of this paper is not to show a result that generalizes to all
datasets, but rather to show that there are datasets where
parameter optimization matters. Nonetheless, additional
replication studies may prove fruitful.
The conclusions of the ranking of classification tech-
niques rely on the AUC performance measure (see Sec-
tion 7). While AUC is a standard performance measure for
model comparison, software teams may have different ob-
jective goals which require different performance measure.
When we repeat the experiment using MCC measure, we
find that the use of different performance measures does
not alter the conclusions of the ranking of classification
techniques. Indeed, with respect to MCC measure, we find
that optimized C5.0 classifiers (1) are the top-performing
classification technique; and (2) outperform random forest
classifiers. In addition, we find that there many of the classi-
fication techniques in the top-3 ranks overlap between AUC
and MCC measures, i.e., 6 of 8 classifiers (75%) that appear
in the top-3 ranks of the AUC measure also appear in the
top-3 ranks of the MCC measure. We also host these results
in our online appendix.6 Furthermore, the conclusions of the
ranking of classification techniques (Section 7) rely on the
grid-search parameter optimization. Since we find that the
four studied parameter optimization techniques yield simi-
lar benefits of performance improvement when optimizing
defect prediction models (see Section 8), we suspect that the
choice of parameter optimization may not pose a threat to
validity.
The conclusions of the comparison of automated pa-
rameter optimization techniques rely on the performance
improvement (see Section 8). However, other dimensions
that should be considered when selecting automated pa-
rameter optimization techniques in practice (e.g., computa-
tional cost, customization for other performance measures,
sensitivity of the parameters of optimization techniques).
Recent studies raise concerns that the computational cost of
grid search technique is larger than advanced optimization
techniques [10, 36], e.g., random search, genetic algorithm,
and differential evolution. However, it is the strength of our
6. https://github.com/SAILResearch/appendix-parameter
optimization extension/
paper that the experimental design is highly controlled—i.e.,
the candidate parameter settings of grid search technique do
not vary for each dataset and bootstrap sample, while the
candidate parameter settings of such advanced parameter
optimization techniques often vary.
Our comparison of automated parameter optimization
techniques relies on the observed performance improve-
ments (see Section 8). However, other dimensions (e.g.,
computational cost, customization for other performance
measures, sensitivity of the parameters of optimization tech-
niques) should be considered when selecting automated pa-
rameter optimization techniques in practice. Recent studies
raise concerns that the computational cost of the grid search
technique is larger than advanced optimization techniques,
e.g., random search, genetic algorithm, and differential evo-
lution [10, 36]. However, in this paper, we sought to ensure
that the experimental design is highly controlledi.e., the
candidate parameter settings of grid search technique do
not vary for each dataset and bootstrap samples, while the
candidate parameter settings of such advanced parameter
optimization techniques often vary. Thus, future research
should extensively investigate the strength and weakness of
automated parameter optimization techniques.
The datasets that we analyze are part of several corpora
(e.g., NASA and PROMISE), which each provide different
sets of metrics and different granularity of modules (e.g.,
method, class, directory). Since the metrics and granularity
of modules vary, this is a point of variation between the
studied systems that could impact our results. However, our
analysis on datasets that have the same set of metrics shows
that the number and type of predictors do not influence our
findings.
In Section 8, we study a limited number of automated
parameter optimization techniques, namely, grid search,
random search, genetic algorithm, and differential evolu-
tion. Our study shows that these parameter optimization
techniques yield similar AUC performance when applied to
defect prediction models, however, other automated param-
eter optimization techniques may produce different results.
Nevertheless, these techniques are off-the-shelf parameter
optimization techniques that are readily-available. Thus,
our observations and guidances are easily transferable to
industrial practices.
11 CONCLUSIONS
Defect prediction models are classifiers that are trained to
identify defect-prone software modules. The characteristics
of the classifiers that are produced are controlled by config-
urable parameters. Recent studies point out that classifiers
may under-perform because they were trained using subop-
timal default parameter settings. However, it is impractical
to explore all of the possible settings in the parameter space
of a classification technique.
In this paper, we investigate the (1) performance im-
provement, (2) performance stability, (3) model interpreta-
tion, (4) parameter transferability, (5) computational cost,
and (6) the ranking of classification techniques of defect
prediction models where automated parameter optimiza-
tion technique (i.e., grid search) has been applied. Through
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a case study of 18 datasets from systems that span both pro-
prietary and open source domains, we make the following
observations:
– Optimization improves the AUC performance of de-
fect prediction models by up to 40 percentage points.
Fortunately, random forest that is popularly-used in
defect prediction studies tends to have negligible
to small impact on the AUC performance of defect
prediction models.
– Optimized classifiers are at least as stable as clas-
sifiers that are trained using the default settings.
On the other hand, for random forests classifiers,
the performance of the default-settings models is as
stable as the optimized models.
– Optimization substantially shifts the importance
ranking of software metrics, with as few as 28% of
the top-ranked variables from the optimized models
appearing in those ranks in the default-settings mod-
els. On the other hand, 95% of the variables appear at
the same rank in the classification techniques where
optimization has a negligible performance improve-
ment (e.g., random forest).
– The optimized settings of 17 of the 20 most sensitive
parameters can be applied to datasets that share a
similar set of metrics without a statistically signif-
icant drop in performance. On the other hand, we
find that only the parameters of LogitBoost, FDA,
and xGBTree cannot be transferred across any of the
studied datasets.
– Grid-search optimization adds less than 30 minutes
of additional computation time to 12 of the 26 stud-
ied classification techniques.
– Random forest is not the top-performing classifica-
tion technique for all of the studied datasets, which
disagrees with the findings of data mining stud-
ies. In addition, some rarely-used low-performing
classification techniques (e.g., C5.0) are substantially
outperforming widely-used techniques like random
forest — highlighting the importance of exploring
the parameter settings of classifiers.
Then, we investigate which automated parameter opti-
mization techniques yield the largest performance improve-
ment for defect prediction models. Based on an empirical
comparison of the four state-of-the-art automated param-
eter optimization techniques, namely, grid search, random
search, genetic algorithm, and differential evolution, we find
that:
– Irrespective of the choice of performance measures,
automated parameter optimization techniques like
grid search, random search, genetic algorithm, and
differential evolution yield similar benefits of perfor-
mance improvement when applying to defect pre-
diction models.
Our results lead us to conclude that automated parame-
ter optimization can have a large impact on the performance
improvement, performance stability, model interpretation,
and ranking of defect prediction models. However, there
are some classification techniques like random forest and
support vector machines that are not impacted by such
optimization. Thus, future studies should apply automated
parameter optimization only if the used classification tech-
niques are sensitive to parameter settings, and we should
not be too concerned about the most commonly-used ran-
dom forests. Since we find that random forest tends to
be the top-performing classification techniques, tends to
produce stable performance estimates, and is insensitive to
parameter settings, future studies should consider using a
random forest classifier when constructing defect prediction
models.
Finally, we would like to emphasize that we do not
seek to claim the generalization of our results. Instead, the
key message of our study is to shed light that automated
parameter optimization should be considered in many clas-
sification techniques like a neural network, but it is not
essential in some classification techniques like a random for-
est. Nonetheless, some rarely-used low-performing classifi-
cation techniques (e.g., C5.0) are substantially outperform-
ing widely-used techniques like random forest when the
parameters of C5.0 classifiers are optimized—highlighting
the importance of exploring the parameter settings of clas-
sifiers. Hence, we recommend that software engineering
researchers experiment with automated parameter opti-
mization instead of relying on default parameter setting
of research toolkits. Given the availability of automated
parameter optimization in commonly-used research toolkits
(e.g., Caret package for R [78], GA package for R [122],
DEoptim package for R [100], MultiSearch for Weka [44],
GridSearch for Scikit-learn [106]), we believe that our recom-
mendation is a rather simple and low-cost recommendation
to adopt.
11.1 Future Work
In this section, we outline research avenues for future work.
– Investigating the impact of automated parameter
optimization techniques on the ranking of classifi-
cation techniques. The conclusions of the ranking of
classification techniques rely on grid search param-
eter optimization (see Section 7). Since we find that
the four studied parameter optimization techniques
yield similar performance improvements when opti-
mizing defect prediction models (see Section 8), we
suspect that the choice of parameter optimization
may not pose a threat to validity. Nevertheless, fu-
ture research should investigate the impact of au-
tomated parameter optimization techniques on the
ranking of classification techniques.
– Investigating the impact of automated parameter
optimization techniques on ensemble learning. En-
semble learning is a classifier that combines predic-
tions from multiple algorithms (e.g., boosting, buck-
eting, and stacking). Such advanced classifiers also
have configurable parameters. Thus, future study
should explore if automated parameter optimization
techniques improve the overall performance of such
ensemble classifiers.
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Fig. 15: The AUC performance of optimized models vs default-setting models for each classification technique.
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Fig. 16: The AUC performance of the ranking of the optimized models vs default-setting models
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APPENDIX
Figure 15 shows the AUC performance of optimized models
vs default-setting models for each classification technique.
Figure 16 shows the AUC performance of the ranking of the
optimized models vs default-setting models
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