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Using a weak-coupling renormalization group formalism, we study competing ordered phases for
repulsively interacting fermions on the bilayer honeycomb lattice away from half-filling, which can
be realized experimentally as doped bilayer graphene. As electrons are added to the system, excitonic
order is suppressed, and unconventional superconductivity appears generically in its place. In general
it is found that the maximum critical temperature for superconductivity appears directly adjacent to
the dome of particle-hole order, illustrating the importance of fluctuations in these channels for the
formation of unconventional superconductivity. We obtain the phase diagram showing characteristic
ordering temperatures for both short- and long-ranged interactions, and show that the most likely
superconducting instabilities occur in d-wave, f -wave, and pair density wave channels. The nature
of and competition between these phases are further analyzed using both free energy expansion
and self-consistent mean-field theory. The effects of finite temperature and trigonal warping due
to further-neighbor hopping are studied, and implications for experiments on bilayer graphene are
discussed.
The formation of and competition between differ-
ent types of ordered phases—and in particular be-
tween excitonic1 (or “particle-hole”) and superconduct-
ing phases—is a central issue in our quest for under-
standing quantum many-body physics. The idea that
superconductivity can arise from repulsive interactions
has a long history, dating back to the pioneering work
of Kohn and Luttinger showing that the effective inter-
action between electrons in a metal can be attractive for
channels with nonzero angular momentum, leading to the
formation of Cooper pairs, even in cases where the bare
electron interaction is entirely repulsive.2 Despite provid-
ing an explicit mechanism for unconventional supercon-
ductivity in weakly coupled systems, the Kohn-Luttinger
theory alone is unable to explain the empirically well-
established fact that such unconventional superconduc-
tivity very often appears in close proximity to a phase
with particle-hole order, and that systems that feature
such competing phases tend to exhibit the highest super-
conducting transition temperatures. While it is widely
believed that this proximity is not merely a coincidence,
and that spin fluctuations or other soft modes from the
nearby particle-hole phase tend to enhance superconduc-
tivity, there is so far no consensus regarding the precise
mechanism by which this occurs.3–7
The bilayer honeycomb lattice in many ways provides
an ideal arena in which to explore these questions. The
rich band structure of this system, which features a high
degree of symmetry, leads to the possibility of instabil-
ities to many types of ordered phases. For the sim-
plest case, in which only nearest-neighbor hopping of
electrons is considered, the low-energy spectrum con-
sists of two pairs of upward- and downward-dispersing
parabolic bands touching at the charge neutrality point,
with one pair each at the ±K points of the Brillouin
zone (for illustration, see Figure 2). In addition to be-
ing of purely theoretical interest, the bilayer honeycomb
lattice has a physical incarnation as bilayer graphene,
which can be readily studied experimentally. Experimen-
tal studies on suspended samples have shown evidence for
the formation of interaction-driven symmetry breaking
phases, with evidence emerging for both gapped8,9 and
gapless10–12 behavior at low energies. The fact that elec-
tron interactions in bilayer graphene are strong enough
to lead to nontrivial many-body behavior while still be-
ing small enough to allow for the use of weakly-coupled
theoretical approaches—as evidenced by the small energy
scales (∼ meV) at which ordering behavior has been seen
experimentally—provides hope that the electronic prop-
erties of this material can be studied and understood
both experimentally and theoretically. Theoretical stud-
ies of bilayer graphene using a variety of methods have
led to many different possibilities for the ground state
at the charge neutrality point, with proposals including
layer polarized13,14, nematic15,16, antiferromagnetic17,18,
and quantum anomalous Hall19.
The renormalization group (RG) is an attractive op-
tion for addressing behavior in systems with many com-
peting phases, due in particular to the fact that—unlike
standard mean-field theory—it is an unbiased approach
that treats all types of order on an equal footing. Due
to the fact that electron interactions in this system are
marginally relevant, RG can be used to investigate order-
ing phenomena for arbitrarily weak values of the interac-
tion strength. Recently we have shown in the context of
an idealized model that unconventional superconductiv-
ity can be realized on the honeycomb bilayer by includ-
ing a nonzero chemical potential20. Here we generalize
that work by investigating the effects of nonzero tem-
perature and trigonal warping due to further neighbor
hopping, and we also resolve the nature of the supercon-
ducting phase, which requires analysis beyond the RG
in cases where the leading instability corresponds to a
two-dimensional space group representation (as occurs,
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FIG. 1. Characteristic ordering temperatures as a func-
tion of chemical potential and the velocity v3 associated
with trigonal warping. (a) Long-ranged interactions near
the forward-scattering limit, with bare couplings gA1g = 0.15
and gA2u = gEK = 0.003, lead to nematic or antiferromag-
netic instabilities near half-filling, giving way to pair den-
sity wave (PDW) or f -wave superconducting instabilities as
µ is increased. (b) Short-ranged Hubbard interaction, with
bare couplings gA1g = gA2u = 0.06 and gEK = 0.03, leads
to antiferromagnetic, PDW, or d-wave superconducting in-
stabilities. The cutoff energy and trigonal warping veloc-
ity for bilayer graphene are given by Λ2/2m∗ ≈ 0.2 eV and
v3 ≈ 0.178Λ/2m∗, respectively.
for example, for d-wave superconductivity, which features
degenerate order parameter components with dx2−y2 and
dxy symmetry, or, as explained in Section V, for pair den-
sity wave superconductivity).
Our main results obtained from solving the RG equa-
tions and analyzing susceptibilities are summarized in
Figure 1, which shows the characteristic ordering tem-
peratures for various phases as a function of the chemical
potential µ and the velocity v3 associated with trigonal
warping, which distorts the low-energy parabolic spec-
trum. For interactions of long (but finite) range, as il-
lustrated in Figure 1(a), one obtains a nematic phase
at small µ, which gives way to a superconducting phase
upon doping. For the case in which trigonal warping is
absent or very small, the superconducting state is a pair
density wave (PDW), in which the electrons form pairs
within a pocket and so carry finite total momentum. For
larger values of v3, one obtains a spin-triplet f -wave su-
perconductor, and eventually the nematic phase is re-
placed by antiferromagnetism. For short-ranged Hub-
bard interaction, on the other hand, one obtains the
phases shown in Figure 1(b). The antiferromagnetic
phase at small µ is suppressed by doping, leading again
to a PDW phase for small v3. For larger values of v3,
however, one obtains instead a d-wave superconducting
phase, which, as we shall show, is chiral and breaks time-
reversal symmetry. We emphasize that the bare electron-
electron interactions used in obtaining Figure 1 are en-
tirely repulsive, with effective attractive interactions be-
ing generated through the RG flow. One can see from
the figure that in all cases the maximum critical tem-
perature for superconductivity is obtained directly adja-
cent to the excitonic phase, illustrating the importance
of fluctuations in particle-hole channels for obtaining un-
conventional superconductivity. In the remainder of the
paper we shall lay out the method used to obtain the
results shown in Figure 1, providing a detailed analysis
of the RG equations and associated phases.
The outline of this paper is as follows. In Section I
we introduce the model and describe the RG procedure,
which consists of deriving and solving coupled flow equa-
tions for chemical potential, temperature, trigonal warp-
ing velocity, and the nine symmetry-allowed fermion cou-
plings. In the three sections that follow, these equations
are solved for cases of increasing complexity. In Sec-
tion II we solve the RG equations at zero temperature
and in the absence of trigonal warping, establishing the
mechanism by which the combination of RG-generated
attractive interaction and appropriately chosen chemical
potential can lead to superconductivity. In Section III we
introduce finite temperature, which tends to suppress the
runaway flow of the couplings. The flows of the temper-
ature and chemical potential are studied in the infrared
limit, and we show that the system tends to condense in
an excitonic or a superconducting phase, depending on
which of these quantities is most relevant. In Section
IV we introduce trigonal warping, which results from
further-neighbor electron hopping and favors d- and f -
wave superconductivity over the pair density wave state
that is present without trigonal warping. In Section V we
use both free-energy expansion and self-consistent mean-
field theory to complement our RG analysis and analyze
the nature of the superconducting phase. It is found that
the d-wave superconducting phase is chiral and breaks
time-reversal symmetry, while the non-chiral phase is fa-
vored in the pair density wave case. Finally, in Section
VI we discuss the results, comparing with existing theo-
ries and commenting on the possible experimental impli-
cations of our results. Technical details concerning the
flow equations and susceptibility analysis are provided in
the appendices.
I. RENORMALIZATION GROUP PROCEDURE
The low-energy Hamiltonian describing electrons on
the honeycomb bilayer is H = H0 + Hint, with the non-
3FIG. 2. (a) The AB stacked bilayer honeycomb lattice, with
γi corresponding to hopping between various sites. (b) Dis-
persion of bilayer graphene in the absence of trigonal warping,
with parameters27 γ0 = 3.0 eV, γ1 = 0.4 eV, and γ3 = 0. (c)
Dispersion in the low-energy effective theory, with parabolic
bands touching at the Brillouin zone corner at K = ( 4pi
3
√
3a
, 0).
interacting part given by21,22
H0 =
∑
|k|<Λ
∑
σ=↑,↓
ψ†kσHkψkσ
Hk =
k2x − k2y
2m∗
1σ1 +
kxky
m∗
τ3σ2
+ v3kxτ3σ1 − v3ky1σ2.
(1)
The Pauli matrices τi and σi operate in valley and layer
spaces, respectively, and σ denotes the electron spin. Ex-
perimentally, the effective mass is given by8,12 m∗ ≈
0.029me, while the trigonal warping velocity, which dis-
torts the parabolic low-energy spectrum into four Dirac
cones near each of the points ±K = ±( 4pi
3
√
3a
, 0), is given
by12 v3 ≈ 1.41 × 105 m/s. The cutoff energy scale
Λ2/2m∗ ∼ 0.2 eV is roughly given by the splitting of
the upper- and lowermost bands at ±K.
The interacting part of the Hamiltonian is given by23
Hint =
2pi
m∗
9∑
i=1
gi
mi∑
m=1
∫
d2x
(∑
σ
ψ†σ(x)Γ
(m)
i ψσ(x)
)2
,(2)
where i is summed over the 9 irreducible representations
of the lattice space group, which is D3d at Γ = (0, 0),
and D3 at K. There is a unique coupling gi correspond-
ing to each representation, and mi denotes the multiplic-
ity within a representation. The 16 interaction matrices
Γ
(m)
i are provided in Table I. The factor of
2pi
m∗ in (2)
makes the couplings gi dimensionless. We shall work in
units with ~ = kB = 1. Further insight can be gained by
noting that the interaction term (2) can be rewritten as
a sum of particle-particle interactions:
Hint =
2pi
m∗
∑
i=1,3,
5,7,9
g˜i
mi∑
m=1
S
(m)†
i S
(m)
i
+
2pi
m∗
∑
i=2,4,
6,8
g˜i
mi∑
m=1
T
(m)†
i ·T(m)i ,
(3)
where the couplings g˜i are related to the original cou-
plings by a Fierz transformation20:

g˜A1g
g˜A2g
g˜Eg
g˜A1u
g˜A2u
g˜Eu
g˜A1K
g˜A2K
g˜EK

=
1
8

1 −1 2 −1 1 −2 2 −2 4
1 −1 −2 −1 1 2 2 −2 −4
1 1 0 −1 −1 0 2 2 0
1 −1 2 −1 1 −2 −2 2 −4
1 −1 −2 −1 1 2 −2 2 4
1 1 0 −1 −1 0 −2 −2 0
1 −1 2 1 −1 2 0 0 0
1 −1 −2 1 −1 −2 0 0 0
1 1 0 1 1 0 0 0 0


gA1g
gA2g
gEg
gA1u
gA2u
gEu
gA1K
gA2K
gEK

. (4)
This new basis turns out to be more convenient for de-
scribing fluctuations and instabilities in superconducting
channels, and the couplings g˜i shall be used in much of
what follows. The singlet and triplet particle-particle bi-
linears in (3) are defined as
S
(m)
i =
∑
k
∑
α,β
ψ†k,αΓ˜
(m)
i (σ2)αβψ
∗
−k,β
T
(m)
i =
∑
k
∑
α,β
ψ†k,αΓ˜
(m)
i (iσ2σ)αβψ
∗
−k,β ,
(5)
and the matrices Γ˜
(m)
i are also given in Table I.
In implementing the RG at finite temperature T , it is
4Rep. PH matrix Γ
(m)
i PH phase (charge) PH phase (spin) PP matrix Γ˜
(m)
i SC phase SC spin
A1g 14 Charge instability Ferromagnet τ11 s singlet
A2g τ3σ3 Anomalous quant. Hall
19,24 Quant. spin Hall15,25,30 −τ2σ3 f± triplet
Eg 1σ1, τ3σ2 Nematic
15,16 Spin nematic τ1σ1, τ2σ2 dx2−y2 , dxy singlet
A1u τ31 Loop current
26 Staggered spin current −τ21 f triplet
A2u 1σ3 Layer polarized
13,14,28 Layer AF17,18,22 −τ1σ3 s± singlet
Eu τ3σ1,−1σ2 Loop current II Loop spin current II τ2σ1, τ1σ2 px, py triplet
A1K τ1σ1, τ2σ1 Kekule´
29 Spin Kekule´ 1σ1, τ3σ1 s-PDW singlet
A2K τ1σ2, τ2σ2 Kekule´ current Spin Kekule´ current −1σ2, τ3σ2 p-PDW triplet
EK τ11,−τ2σ3,−τ21,−τ1σ3 Charge density wave Spin density wave 14, τ3σ3, τ31, 1σ3 d-PDW singlet
TABLE I. The 9 space-group representations of the bilayer honeycomb lattice and matrices appearing in the particle-hole
(PH) and particle-particle (PP) fermion bilinears transforming according to each representation. The third and fourth columns
give the names of the phases realized by condensation of the particle-hole bilinears in charge and spin channels.23 The sixth
column gives the name of the superconducting state phase realized upon condensation of the particle-particle bilinear, where
± denotes a change of sign between layers and PDW denotes pair density wave states,and the final column lists the spin of the
superconducting phase.
useful to define the following action:
S =
∫ 1/T
0
dτ
{ ∑
|k|<Λ,σ
ψ†kσ[∂τ +Hk − (µ+ δµ)]ψkσ
+Hint
}
,
(6)
where ψkσ = ψkσ(τ) are treated as Grassmann fields.
The chemical potential of the half-filled system is nonzero
in the presence of interactions and is denoted as δµ. With
this notation, µ is the deviation of the chemical potential
away from half filling, with µ = 0 corresponding to the
half-filled system. Details regarding the chemical poten-
tial, including the exact value of δµ, and its RG flow are
provided in Appendix A.
We begin the RG procedure by integrating out
fermionic states within a shell of momenta e−`Λ < k < Λ,
as shown in Figure 3, where ` > 0 is the RG flow param-
eter, while summing over all Matsubara frequencies for
those states. After integrating out a momentum shell,
we rescale the frequencies, momenta, fields, chemical po-
tential, and trigonal warping velocity in such a way that
the noninteracting part of the action (6) remains invari-
ant. According to this tree-level rescaling, one finds that
T` = Te
2`, µ` = µe
2`, and v3` = v3e
`. While the RG
flows of T and v3 are not affected by one-loop corrections
arising from interactions, the chemical potential flow is
modified by such corrections. Taking into account the
one-loop contribution due to interactions, one obtains the
flow equation
dµ`
d`
= 2µ` − 2K(T`, µ`, v3`)
∑
i
cigi(`). (7)
Note that some care is required in properly deter-
mining the flow of the chemical potential at nonzero
temperature—see details in Appendix A. We also empha-
size that the chemical potential is not held fixed under
RG transformation, as in some other approaches31,32, but
rather is treated as a relevant perturbation that grows
upon running the RG. This is loosely analogous to the
treatment of the mass parameter in the bosonic n-vector
model33, with the important difference that Cooper in-
stabilities are not suppressed by finite µ. The role of the
chemical potential in the RG flow is further discussed in
Section VI.
The couplings gi, meanwhile, are marginal at tree level.
They flow according to the following equation once one-
loop interaction effects are included:
dgi(`)
d`
=
9∑
j,k=1
Aijk(T`, µ`, v3`)gj(`)gk(`). (8)
The diagrams leading to these equations are shown in
Figure 3. The perturbative RG flow equations (7) and (8)
include all one-loop contributions and so provide a com-
plete description of the interacting system in the weak-
coupling limit gi  1.
We investigate possible types of symmetry breaking by
introducing source terms into the Hamiltonian:
H∆ =
9∑
i=1
∆phi
∑
k,α
ψ†k,αΓ
(1)
i ψk,α
+
18∑
i=10
∆phi ·
∑
k,α,β
ψ†k,αΓ
(1)
i σαβψk,β
+
1
2
∑
i=1,3,
5,7,9
(
∆ppi S
(1)
i +H.c.
)
+
1
2
∑
i=2,4,
6,8
(
∆ppi ·T(1)i +H.c.
)
,
(9)
or, equivalently, adding S∆ =
∫
dτH∆ to the action. The
terms in the first and second summations in (9) describe
source fields coupling to the fermions in charge (e.g. ne-
matic) and spin (e.g. antiferromagnetic) channels, respec-
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FIG. 3. Schematic depiction of the RG procedure. (a) Near
momenta ±K, modes with large momentum (shown in red)
near the UV cutoff Λ are integrated out, leading to an ef-
fective theory with a smaller cutoff and modified parameters.
(b) Diagrams showing RG flow contributions to the fermion
couplings gi, where the red internal lines are integrated over
“fast modes” with momentum near Λ. (c) Diagram show-
ing the RG flow contribution to the chemical potential. (d)
Diagrams showing RG flow contributions to the vertex func-
tions in Equation (9). The first two diagrams correspond to
particle-hole vertex, while the last corresponds to the particle-
particle vertex.
tively, while the third and fourth describe pairing in sin-
glet and triplet channels, respectively. The classification
of the pairing terms is shown in Table I. The proper-
ties of the 18 particle-hole bilinears have been catalogued
previously23 and are reproduced in Table I for complete-
ness. Because all components of a multi-dimensional rep-
resentation have identical symmetry properties, only the
first component of each representation (i.e. Γ
(m=1)
i and
Γ˜
(m=1)
i ) is included in (9). Similarly, although the source
terms in spin channels, ∆ph,ppi , each contain three com-
ponents, SU(2) symmetry dictates that there is no loss
of generality in considering just one of these components
(e.g. the component coupling to the spin matrix σ3). The
particle-hole and particle-particle vertices ∆ph,ppi flow un-
der RG according to the diagrams shown in Figure 3(d),
with
d ln ∆ph,ppi
d`
= 2 +
9∑
j=1
Bph,ppij (T`, µ`, v3`)gj(`). (10)
The explicit expressions for the coefficients Aijk, K, and
Bph,ppij from (7)–(8) and (10) are provided in Appendices
A and C. The flow equations (7), (8), and (10) can be eas-
ily solved numerically given an initial choice of couplings,
temperature, chemical potential, and trigonal warping
velocity. In the following three sections we shall study
and solve the behavior of these equations for increasingly
complex cases.
II. SOLUTION OF FLOW EQUATIONS WITH
CHEMICAL POTENTIAL
In this section we solve the RG flow equations for the
relatively simple case in which temperature and the trig-
onal warping velocity are set to zero. This shall allow us
to clearly establish the mechanism by which unconven-
tional superconductivity is realized in this system. The
material in this section is partly a review of our previous
results20, but is useful to recapitulate here as it shall pro-
vide context for the more complicated cases considered
in the following sections, and will also form the basis for
the mean-field study of the superconducting phases pre-
sented in Section V.
For density-density interactions between electrons,
only three of the nine couplings are nonzero initially:
gA1g , gA2u , and gEK , with all being positive for repul-
sive interaction. In general, one expects gA1g , which
corresponds to forward scattering with small momentum
transfer and hence long spatial range, to be the largest
of these. As the spatial range of the interaction is de-
creased, the other two couplings play a greater role. In
the Hubbard limit of on-site interaction, the couplings
are all of the same order, with gA1g = gA2u = 2gEK . If
all three of these couplings are initially nonzero, then the
six remaining couplings will all be generated under RG
flow. In what follows we shall focus on the particular
cases of short-ranged Hubbard and near-forward scat-
tering interactions, with the bare couplings in the lat-
ter case given by gA2u = gEK = 0.02gA1g . (We do not
present results for the pure forward scattering limit, in
which only gA1g is initially nonzero, as this fine-tuned
case leads to flows along unstable trajectories and degen-
erate superconducting phase instabilities—see Figure 2
in Ref. 20.) The resulting flows and phase instabilities
for other choices of initial couplings are qualitatively sim-
ilar to those presented for these two cases, so long as one
considers repulsive density-density interactions.
The solution to the flow equations for these two choices
of repulsive bare interactions are shown in Figure 4. The
solutions exhibit a number of generic features. The bare
couplings g˜i(0) are all small and repulsive to begin with,
except in the Hubbard limit, where some bare couplings
vanish. Upon running the RG, some of these couplings
become negative at ` = `1, indicating the potential for
attractive pairing in some channel. (The Hubbard model
is a special case, in which `1 = 0). This attraction does
not necessarily guarantee superconductivity, however, as
repulsive couplings may also grow in magnitude under
RG flow. For small values of chemical potential, as shown
in Figure 4(a,c), this is indeed the case, with attractive
6`
A1g
A2g
Eg
A1u
A2u
Eu
A1K
A2K
EK
A1g
A2g
Eg
A1u
A2u
Eu
A1K
A2K
EK
A1g
A2g
Eg
A1u
A2u
Eu
A1K
A2K
EK
(a)
(e)
µ = 0.021
⇤2
2m⇤
0.0 0.5 1.0 1.5 2.0 2.5-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
g˜i
g˜i
`
µ = 0.013
⇤2
2m⇤
(c) (d)
µ = 0
`1
`⇤
(b)
0.0 0.5 1.0 1.5 2.0-0.15
-0.10
-0.05
0.00
0.05
0.10
0.15
µ = 0
`⇤
`1 `⇤
g˜i < 0g˜i > 0 g˜i ! ±1
`
`FS
`FS
0.0 1.0 2.0 2.17
-0.6
-0.4
-0.2
0.0
0.2
0 0.5 1.0 1.5 1.93
-0.6
-0.4
-0.2
0.0
0.2
µ`1   ⇤
2
2m⇤
) FL
µ`⇤ ⌧ ⇤
2
2m⇤
) PHµ`1 ⌧
⇤2
2m⇤ ⌧ µ`⇤
) SC
FIG. 4. RG flows of the couplings g˜i(`) for T = v3 = 0,
for various values of chemical potential. Upper panels are
calculated for near-forward scattering interaction, with bare
couplings gA1g = 0.15, gA2u = gEK = 0.003. Middle panels
are calculated for Hubbard interaction, with bare couplings
gA1g = gA2u = 0.06, gEK = 0.03. Note that ` axis has been
exponentially stretched near `FS in (b) and (d) in order to
show the behavior of the flows more clearly in this region.
(e) Schematic behavior of the flows at µ = 0, showing the
values of ` at which attractive interaction is generated and
at which the couplings diverge, indicating a phase instability.
The lower part shows the various behaviors that can be ex-
pected for different choices of chemical potential: Fermi liquid
(FL), superconductivity (SC), and particle-hole order (PH).
and repulsive couplings diverging as ` → `∗. As can
be shown by computing susceptibilities, such behavior
corresponds to ordering in a particle-hole channel.20
Let us now consider the effect of a nonzero chemical
potential. (We shall assume that µ ≥ 0 for concrete-
ness; the results are the same for µ ≤ 0 by particle-
hole symmetry.) At T = 0 the chemical potential flows
according to its engineering dimension as µ` = µ0e
2`.
The flow equations will not be affected by µ so long as
µ`  Λ2/2m∗. But as ` approaches `FS, which is defined
such that µ`FS = Λ
2/2m∗, the flows will deviate from
their µ = 0 behavior, allowing for three possible cases,
shown in Figure 4(e). (i) If µ0 is chosen to be very small,
such that `FS  `∗, then the couplings will diverge before
the chemical potential has any appreciable effect on the
flows, and the system will again flow to a particle-hole
ordered phase. (ii) If µ0 is chosen to be very large, such
that `FS  `1, then the UV cutoff reaches the chemical
potential before an attractive coupling is generated. In
this case there is no instability, and one obtains a Fermi
liquid. (Due to the fact that some bare couplings g˜i(0)
vanish for Hubbard interaction, it is not possible to have
a Fermi liquid ground state in this special case.) Finally,
(iii) if µ0 is chosen at some intermediate value with `FS
between `1 and `∗, then the UV cutoff reaches the Fermi
surface after an attractive coupling has been generated,
but before the particle-hole instability at `∗. In this case
there is a runaway flow of the most negative coupling
only, and a superconducting phase is realized.
As noted previously20, the flow equations exhibit scal-
ing behavior when T = µ = v3 = 0, in which case the
coefficients Aijk in (8) become simple numbers, and one
has solutions of the form
gi(`, {gj(0)}) = gΦi(g`, {gj(0)/g}), (11)
where g =
√∑9
i=1 g
2
i (0) is the overall magnitude of the
bare coupling. This scaling behavior allows us to make
two important statements about the flows. First, since
all couplings are proportional to g, the magnitude of the
couplings can be made arbitrarily small in the vicinity
of `1, where attraction is generated, by choosing g to be
appropriately small. Second, because of the argument
g` appearing in the scaling function Φi, one can always
satisfy µ`1  Λ2/2m∗  µ`∗ , or equivalently e−2`∗ 
e−2`FS  e−2`1 by making g sufficiently small, due to
the fact that `1, `∗ ∝ 1/g. This means that it is always
possible to have µ`1 sufficiently small such that the flows
are unaffected by chemical potential up to this point, but
still have `FS < `∗, so that superconductivity is realized.
Thus the scaling relation (11) shows that the theory is
controlled in the weak-coupling limit.
For larger values of chemical potential, as shown in
Figure 4(b,d), one finds that the above arguments are
borne out, with some couplings turning attractive, as be-
fore, while others remain repulsive. As ` is increased fur-
ther, however, all of the couplings saturate, except for the
most attractive one, which flows to −∞. In this case, the
combination of attractive interaction in a pairing chan-
nel together with the kinematic constraints associated
with the presence of a large Fermi surface lead to su-
perconductivity, as one can verify by calculating pairing
susceptibilities.
III. SOLUTION OF FLOW EQUATIONS AT
FINITE TEMPERATURE
Let us continue by analyzing the solutions at nonzero
temperature (but still with v3 = 0). Rather than starting
from the T = 0 limit discussed in Section III and intro-
ducing a small temperature, in which case the behavior is
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qualitatively similar to that already discussed, we instead
take the approach of starting from high temperature and
then decreasing T until the couplings and susceptibili-
ties start to become large, indicating the approach to a
phase instability. In this way the bare temperature T
can be used as a control parameter, and the results ob-
tained in this way can be seen as complementary to those
obtained at T = 0. In solving the flow equations, it is
generically found that, for sufficiently high temperatures,
some subset of the couplings gi(`) initially grow in mag-
nitude before saturating to finite values as ` → ∞. As
temperature is lowered, this saturation occurs at increas-
ingly large values of `, with gi(`) increasing exponentially
in magnitude over some range of ` before eventually sat-
urating. At some critical temperature, which we denote
as Te(c) for excitonic (superconducting) instabilities, the
coupling magnitudes increase indefinitely without satu-
ration as `→∞.
The flows of the particle-particle couplings g˜i(`) for
T & Tc,e are shown in Figure 5. In both cases shown in
Figure 5, one finds that—even when all bare couplings
are repulsive—some attractive couplings are generated
before the values of the couplings become large (∼ ±1).
In the cases where particle-hole order is realized (Fig-
ure 5(a,c)), several couplings approach ±∞ at T = Te
as ` → ∞. For the cases where particle-particle order is
realized (Figure 5(b,d)), however, the flows are initially
similar, but one finds that all couplings saturate upon
integrating through the Fermi surface at ` = `FS except
for the one corresponding to the superconducting order,
for which g˜i → −∞. Note that, unlike the T = 0 case
described in Section II, there is no singularity upon inte-
grating through the Fermi surface as long as T > Te,c.
With the above examples in mind, let us proceed to
discuss the general aspects of the RG flows in the limit
of large `. (The details of this analysis can be found in
Appendices B and C.) In analyzing the asymptotic flow
equations, one finds two distinct regimes with very differ-
ent behaviors. In the first, which occurs for sufficiently
small values of the bare chemical potential, we find that
µ`→∞ ∼ eα`, with α < 2, and the diverging couplings
blowing up as gi(`→∞) ∼ e2`. Due to the fact that µ`
is less relevant than temperature in this case, the coeffi-
cients in the flow equations (7), (8), and (10) depend only
on temperature as ` → ∞. Thus, while the presence of
a chemical potential may affect nonuniversal properties
such as the critical temperature, the critical exponents
and possible phases that can be realized do not depend
on µ in this regime. We thus recover the fixed ratios
and associated phases, almost all of which correspond to
particle-hole instabilities, from the half-filled case23 (see
also Table I).
In the second regime, which occurs for sufficiently large
bare values of the chemical potential, we again find that
µ`→∞ ∼ eα`, but now with α > 2, while for the diverg-
ing couplings, gi(` → ∞) ∼ eα`. In this case the chemi-
cal potential is more relevant than temperature, and the
flow equation coefficients turn out to depend only on µ`.
In this limit, only the particle-particle ladder diagrams
from Figure 3 contribute to the flow equations for the
couplings, and—in contrast to the particle-hole case—the
critical exponents assume mean-field values, with ηppi = 2
in the divergent channel. The couplings then approach
an entirely different set of fixed ratios, all of which cor-
respond to superconducting instabilities. There are 9 of
these fixed ratios, with one corresponding to each irre-
ducible representation, as shown in Table I.
We find that generically, i.e. for any initial choice of re-
pulsive interactions, there is a crossover between the two
regimes described above, with particle-hole order giving
way to an unconventional superconducting phase as the
chemical potential is increased. From this analysis we see
that such crossover behavior can be usefully described as
a competition between temperature and chemical poten-
tial to be the most relevant parameter (in the RG sense),
with the winner of this competition ultimately determin-
ing which type of phase is realized.
In order to ascertain phase instabilities, it is necessary
to compute susceptibilities by analyzing the asymptotic
behavior of the flow equations analytically at T = Tc.
Although the couplings gi(`) diverge as ` → ∞, their
ratios approach fixed finite values, with these fixed ra-
tios ultimately determining the nature of the phase that
is realized.23 The instabilities are determined by the
8anomalous critical exponents ηph,ppi , which are defined
by the relations
d ln ∆ph,ppi
d`
(`→∞)
=
{
2 + ηph,ppi , α < 2,
2 + αηph,ppi /2, α > 2,
(12)
where the explicit expressions for α and ηph,ppi in terms
of the fixed coupling ratios are provided in Appendices
B and C. Calculating the susceptibilities associated with
the source terms (9), one finds that χph,ppi (T ) ∼ (T −
Tc)
1−ηph,ppi , so that there is an instability toward a par-
ticular phase when the associated anomalous critical ex-
ponent satisfies ηph,ppi > 1.
The phase diagrams obtained from the full numerical
solution of the flow equations for various choices of ini-
tial parameters are shown in Figure 1. In particular,
for v3 = 0 and near-forward scattering interaction, we
find that the nematic phase, which breaks the 3-fold ro-
tational symmetry of the lattice and transforms accord-
ing to the Eg representation, is favored for small µ in
the near-forward scattering limit, both with and without
trigonal warping. This is in agreement with some previ-
ous theoretical15,16,23 and experimental12 results. Upon
increasing the chemical potential, this particle-hole or-
der is suppressed in favor of a superconducting phase.
Without trigonal warping, the superconducting phase is
a pair density wave (PDW) state transforming accord-
ing to the A1K representation. In this state, the elec-
trons from within a single Fermi pocket pair with one
another, so that the Cooper pairs carry nonzero total
momentum q = 2K. The realization of such PDW super-
conductivity, originally proposed theoretically by Fulde,
Ferrel, Larkin, and Ovchinnikov34,35, has been a long-
standing experimental challenge. As we see in Figure 1
and shall describe in Section IV, however, the inclusion
of trigonal warping tends to suppress the PDW in favor
of other superconducting phases. For the case of bare
Hubbard interaction, shown in Figure 1(b), the particle-
hole instability is toward a layer antiferromagnetic phase,
in agreement with some previous theoretical17,18,22 and
experimental8,9 results. Upon doping, one obtains again
the PDW superconducting phase. The magnitude of the
bare coupling in each case is chosen to yield a maximum
critical temperature Te ∼ 0.01Λ2/2m∗ for the excitonic
instability. This corresponds roughly to the energy scales
(∼ 1 meV) at which signatures of ordering have been ob-
served experimentally.
We emphasize that the RG approach used here is only
able to determine phase instabilities when approaching
the transition from temperatures T > Tc. The phase
diagrams shown in Figure 1 are thus unable to address
the behavior for T  Tc, e.g. the possibility of other or-
ders being induced or of coexistence between excitonic
and superconducting orders. Indeed, from the T = 0
flows shown in Figure 4(b), one expects a PDW phase
at doping µ = 0.013Λ2/2m∗, which is directly beneath
the nematic (rather than the PDW) instability shown in
Figure 1. These results are not necessarily inconsistent,
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, 0). The red points show the locations of the four Dirac
points, with linear dispersion about each of these points.
however, as the PDW may extend to smaller values of µ
at T  Te,c. Furthermore, the temperatures Te and Tc
should be understood as approximate ordering tempera-
tures, due to the fact that the weak-coupling approach
breaks down very close to these temperatures, where the
renormalized couplings and susceptibilities become large.
In addition, fluctuations will suppress true long-range or-
der of a phase breaking continuous symmetry in a two-
dimensional system, so in such cases it is more appropri-
ate to interpret Te and Tc as characteristic temperature
scales where ordering behavior (e.g. power-law correla-
tions, corresponding to quasi-long range order) sets in.
IV. SOLUTION OF THE FLOW EQUATIONS
WITH TRIGONAL WARPING
Let us now describe the effects of trigonal warping,
which is characterized by the velocity v3 appearing in
(1) and arises from further-neighbor interlayer hopping
(v3 ∼ γ3 in Figure 2). The main effect is to modify the
low-energy dispersion from parabolically touching bands
to four miniature Dirac cones near each Brillouin zone
corner ±K, as shown in Figure 6. Such a distortion
should generically be present in the noninteracting band
structure of realistic materials such as bilayer graphene,
and including it in our calculations allows us to better un-
derstand the robustness of our mechanism for unconven-
tional superconductivity more generally away from spe-
cial fine-tuned cases.
The solutions to the flow equations for the couplings
g˜i(`) with finite trigonal warping are shown in Figure
7. The behavior is qualitatively similar to that for the
v3 = 0 case shown in Figure 5, except that the most
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negative couplings near the superconducting instability
correspond to f -wave and d-wave channels, rather than
PDW as before. It is natural that the PDW should be
suppressed, due to the fact that—unlike the f - and d-
wave states—it is sensitive to the k → −k symmetry
within a pocket, which is destroyed by trigonal warping.
This does not occur immediately upon turning on v3,
however. For the choices of couplings illustrated in Fig-
ure 7, the critical value separating the PDW and f -wave
phases for near-forward scattering is v3 ≈ 0.006Λ/2m∗,
while the critical value separating the PDW and d-wave
phases for Hubbard interaction is v3 ≈ 0.034Λ/2m∗. In
both cases, the critical value is substantially less than the
experimentally estimated12 value of v3 ≈ 0.178Λ/2m∗
for bilayer graphene, suggesting that the f - and d-wave
phases are more likely to be realized experimentally.
The phase diagrams obtained from solving the finite-
temperature flows with finite v3 are shown in Figure 1.
Due to the fact that v3 is less relevant than temperature
under RG flow, the `→∞ analysis of Section III remains
valid for v3 6= 0. As in the case with v3 = 0, the or-
dering temperatures for the superconducting phases are
smaller than, but of the same order as, those for excitonic
phases. The f -wave superconducting phase, which is re-
alized for long-ranged interactions, transforms according
to the A1u representation and features a sign change
of the order parameter between pockets at ±K. The
d-wave phase, which is realized for short-ranged inter-
action, transforms according to the two-dimensional Eg
representation. Due to the presence of two complex order
parameter components, the latter phase has a richer phe-
nomenology, which shall be studied in detail in Section
V.
Figure 1 clearly shows that both excitonic and super-
conducting critical temperatures are suppressed due to
trigonal warping. Indeed, due to the fact that contact in-
teractions are irrelevant for linearly dispersing fermions
in two dimensions, there are no longer instabilities to
ordered phases for arbitrarily small gi at fixed v3 6= 0.
It is instructive to compare the ordering temperatures
with the van Hove energy EvH = 2m
∗v23 , which is the
characteristic energy scale associated with trigonal warp-
ing. One finds that the ordered phases may persist for
EvH  Te,c with the quantities differing by an order of
magnitude in the case of Hubbard interaction. In partic-
ular, for µ < EvH the Fermi surface is made up of four
disconnected patches near each ±K. In this regime the
low-energy behavior is dominated by the linear dispersion
for E < EvH rather than the quasi-quadratic dispersion
at higher energies (although the latter remains necessary
for generating attractive interactions).
V. NATURE OF THE SUPERCONDUCTING
PHASE
In Sections III and IV we found two cases in which the
leading superconducting instability was to a phase trans-
forming as a two-dimensional representation with respect
to the lattice space group. For small values of v3, the
leading superconducting instability was found to be the
PDW phase, transforming according to the A1K repre-
sentation. For larger values of v3 and short-ranged inter-
action, the d-wave superconducting phase, transforming
according to the Eg representation, was found to be the
leading instability. In principle, any linear combination
of order parameter components within each of these cases
might be realized, and our symmetry-based RG approach
is unable to distinguish between them. In order to com-
plete the analysis, then, one must supplement the RG
analysis with another approach.
In this section we employ two such approaches. The
first is a free energy expansion near the critical temper-
ature, where a Landau free energy is derived from the
microscopic theory by decoupling the interaction term in
the ordering channel via Hubbard-Stratonovich transfor-
mation. Of course, this is not done with the bare cou-
plings, which are repulsive, but rather with the attractive
couplings obtained after running the RG to some inter-
mediate scale `stop . `FS. The free energy coefficients
are determined from the microscopic theory with these
couplings, and these coefficients determine the nature
of the ordered phase. This approach is justified by the
10
mean-field nature of the transition to the superconduct-
ing phase, which is apparent from the mean-field values
of the critical exponents ηi, as well as from the fact that
only a single coupling g˜i flows to large values under RG
near the transition. (We point out that this mean-field
decoupling would not be justified in treating the excitonic
instabilities, which feature non-mean field critical expo-
nents and multiple diverging couplings.) This approach
is employed separately for the d-wave and PDW phases
in the following two subsections. In the d-wave case
we find that the chiral, time-reversal symmetry break-
ing combination of order parameters, often denoted as
“d + id,” is realized. In the PDW phase, on the other
hand, we find that the non-chiral state, in which the pair-
ing amplitude—but not the phase—modulates in space,
is preferred.35
The second approach used to study the superconduct-
ing phase is a self-consistent mean-field theory. This ap-
proach is valid within the ordered phase at low temper-
atures, thus complementing the free energy expansion at
T ∼ Tc. This approach has the advantage that it allows
one to address the competition between multiple types
of order in cases where it is not unambiguously resolved
from the RG calculation, for example when multiple cou-
plings reach values ∼ ±O(1) before some eventually sat-
urate [cf. Figure 5(b)]. In such cases it makes sense to
supplement the RG results with mean-field calculations,
which can be carried out after running the RG up to some
intermediate scale ` = `stop . `FS. In Section V C we use
this method to address the competition between the three
most likely superconducting instabilities: f -wave (A1u),
d-wave (Eg), and PDW (A1K). We also find agreement
with the results from the free energy expansion in cases
where the latter two superconducting orders are realized.
A. Free energy expansion for dSC phase
In Section IV it was determined that, in the pres-
ence of trigonal warping, a repulsive Hubbard interac-
tion leads to a d-wave superconducting instability for
sufficiently large chemical potential. However, the RG
approach used thus far is unable to determine which lin-
ear combination of the two components (dx2−y2 , dxy) be-
longing to the Eg representation will be realized. An
intriguing possibility is that the order parameter compo-
nents might coexist, with a relative phase between them
(denoted as dx2−y2 + idxy, or simply d + id), thereby
breaking time-reversal symmetry. Such chiral phases
have been proposed in a variety of condensed matter
systems, with the hope of providing a solid-state ana-
logue to the well-established36 p + ip superfluidity in
the A phase of 3He. Such a phase has likely already
been observed37 in Sr2RuO4. A chiral d-wave phase
was first proposed in the context of high-temperature
cuprate superconductors38, and more recently there have
been theoretical proposals of chiral s-wave phases in iron-
based superconductors39,40. Based on perturbative RG
calculations, it was recently proposed that a time-reversal
symmetry breaking combination of the two components
ought to be realized in single-layer graphene doped to the
van Hove point.41 The possibility of d+ id superconduc-
tivity on the honeycomb bilayer has also been suggested
recently42, although the strong-coupling mean-field the-
ory used in that study did not account for the origin
of the effective attractive interaction, nor did it address
the competition of d-wave superconductivity with other
ordered phases. The chiral d-wave phase has a rich phe-
nomenology, and may feature spontaneous edge currents,
as well as spin Hall and thermal Hall effects.38,43–47 In
this section we address the question of whether chiral su-
perconductivity can arise from repulsive interactions on
the honeycomb bilayer via our weak-coupling RG analy-
sis.
In the previous section it was shown that, if the cou-
plings are flowing toward fixed ratios corresponding to
a superconducting phase, then only one of the particle-
particle couplings g˜i becomes large [See Figure 5(b,d)].
In this case one is justified near Tc in considering only
fluctuations in the corresponding particle-particle chan-
nel. This allows for the interaction to be decoupled via a
Hubbard-Stratonovich transformation, which in this case
leads to the effective action
S∆,ψ =
∫
dτ
∫
d2x
{
1
4g˜Eg
(|∆d1|2 + |∆d2|2)
+ 2
[
(∆∗d1 − i∆∗d2)ψK2α(σ2)αβψ−K1β
+ (∆∗d1 + i∆
∗
d2)ψK1α(σ2)αβψ−K2β + c.c.
]}
,
(13)
where ∆d1,d2 are the order parameters having dx2−y2 and
dxy symmetry, respectively, and α, β are spin indices.
(Note that a factor of i has been included in the defini-
tion of ∆d2, so that the time-reversal symmetry preserv-
ing state corresponds to ∆d1,d2 having the same complex
phase.) Using standard methods, the fermionic degrees
of freedom can be integrated out, leading to an effective
action S∆ for the superconducting fields ∆d1,d2.
We next rewrite the Hubbard-Stratonovich action (13)
in Nambu spinor notation:
S∆,ψ = T
∑
n
∫
d2k
(2pi)2
Ψ†n,kGˆ−1∆ (iωn, k)Ψn,k
+
1
4g˜Eg
∫
dτ
∫
d2x
(|∆d1|2 + |∆d2|2) , (14)
with
Ψn,k =
(
ψn,k,↑
ψ∗−n,−k,↓
)
. (15)
The 8× 8 Green function matrix is given by
Gˆ−1∆ (iωn, k) = Gˆ−10 (iωn, k) + ∆ˆd(iωn, k), (16)
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where
Gˆ−10 (iωn, k) = −iωn18 − µρ311 +
k2x − k2y
2m∗
ρ31σ1
+
kxky
m∗
1τ3σ2 + v3kx1τ3σ1 − v3kyρ31σ2
(17)
is the bare Green function for fermions, and
∆ˆd =Re∆d1ρ1τ1σ1 − Im∆d1ρ2τ1σ1
+ Im∆d2ρ1τ2σ2 + Re∆d2ρ2τ2σ2
(18)
The 2×2 matrices ρi, τi, and σi, appearing in these equa-
tions are Pauli matrices operating in Nambu, valley, and
layer spaces, respectively.
Integrating out the fermions from the action (14) yields
the following effective action for the superconducting
fields:
S∆ =
1
4g˜Eg
∫
dτ
∫
d2x
(|∆d1|2 + |∆d2|2)
+
1
2
Tr
(
Gˆ0∆ˆd
)2
+
1
4
Tr
(
Gˆ0∆ˆd
)4
,
(19)
where higher-order terms have been ignored. The traces
in (19) are over matrix indices, as well as frequency and
momentum. The traces are most conveniently performed
by letting
Gˆ−10 (iωn, k) =
(
Gˆ−1+ (iωn, k) 0
0 Gˆ−1− (iωn, k)
)
(20)
and
∆ˆd =
(
0 ∆ˆd1 − i∆ˆd2
∆ˆ†d1 + i∆ˆ
†
d2 0
)
. (21)
In terms of these new matrices, the quadratic part of the
action (19) becomes
S
(2)
∆ =
∫
dτ
∫
d2x
[
1
4g˜Eg
(|∆d1|2 + |∆d2|2)]
+ Tr
[
Gˆ+(∆ˆd1 − i∆ˆd2)Gˆ−(∆ˆd1 − i∆ˆd2)†
]
.
(22)
The trace in this expression can be evaluated using stan-
dard methods. Assuming that the Eg coupling is the
most negative, as found in our RG solutions, one finds a
sign-changing term ∼ (T − Tc)(|∆d1|2 + |∆d2|2), so that
there is a mean-field transition into the d-wave supercon-
ducting phase below temperature Tc, which is determined
by the following condition:
1
4g˜Eg
= −
∫
d2k
(2pi)2
[
1
ξ+k + µ
tanh
(
ξ+k + µ
2Tc
)
+
1
ξ+k − µ
tanh
(
ξ+k − µ
2Tc
)]
.
(23)
Here we have defined
ξ±k =
√
ε2k + v
2
3k
2 ± 2v3kεk cos 3θk. (24)
The nature of the superconducting phase is determined
by the fourth-order term in (19):
S
(4)
∆ = Tr
[
Gˆ+(∆ˆd1 + i∆ˆd2)Gˆ−(∆ˆd1 + i∆ˆd2)†
]2
=
∫
d2x
∫
dτ
[
βd
2
(|∆d1(τ, x)|2 + |∆d2(τ, x)|2)2
+ γd|∆2d1(τ, x) + ∆2d2(τ, x)|2
]
.
(25)
Equation (25) is in fact the most general possible form of
a quartic contribution to the free energy that is invariant
under the symmetry of the honeycomb lattice.48,49 The
first coefficient βd is positive, and its precise value shall
not be of concern here. The second coefficient in (25) is
given by
γd = T
∑
n
∫
d2k
(2pi)2
(ξ+k )
4 + 2(ξ+k )
2(µ2 − ω2n)− (µ2 + ω2n)2 − 2[ε2k cos 4θk + (v3k)2 cos 2θk − 2v3kεk cos 3θk]2
[(iωn + µ)2 − (ξ+k )2]2[(iωn − µ)2 − (ξ+k )2]2
, (26)
where we have set external momenta and frequencies to
zero when performing traces over the Green’s functions.
For T < Tc, the nature of the superconducting phase
depends on the sign of γd. Below we consider the two
possible cases in turn.
For γd < 0, the free energy is minimized by maximizing
the amplitude of the last term in (25). This clearly occurs
when there is no relative phase difference between ∆d1
and ∆d2. In this case, assuming ∆i(τ, x) = const., the
free energy density f is given by
f =α
(|∆d1|2 + |∆d2|2)
+
(
βd
2
+ γd
)(|∆d1|2 + |∆d2|2)2 . (27)
Clearly the phase is only stable when βd/2 + γd > 0.
If this is the case, the free energy is minimized for
∆d1 = ∆d0 cos θ and ∆d2 = ∆d0 sin θ, where ∆d0 =√−α/(βd + 2γd), and θ can take any value. Because
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there is no phase difference between the two order param-
eter components, this phase is non-chiral and preserves
time-reversal symmetry.
For γd > 0, on the other hand, the last term in (25) is
clearly minimized when ∆d2 = e
±ipi/2∆d1. Because the
two order parameter components coexist with a nontriv-
ial relative phase between them, time-reversal symmetry
is broken in this case. This is the chiral, time-reversal
symmetry breaking d+ id phase.
Having identified these two possibilities, the next step
is to determine the sign of γd from Equation (26). The
equation takes on a slightly more tractable form in the
limit v3 → 0:
γd
(v3=0)
= T
∑
n
∫
d2k
(2pi)2
× 2ε
2
k(µ
2 − ω2n)− (µ2 + ω2n)2
[(iωn + µ)2 − ε2k]2[(iωn − µ)2 − ε2k]2
.
(28)
In the weak-coupling limit, this integral is dominated by
the infrared singularity at εk ∼ µ, ωn ∼ Tc  µ (recall
that the Ginzburg-Landau expansion we are performing
is valid only for T ∼ Tc). In this case one sees that the
above integral is positive, as can be verified numerically,
and so the chiral phase is indeed stable. As shown in Fig-
ure 8(c), this state is fully gapped and features a wind-
ing of the complex phase by ±4pi as one circles around a
Fermi pocket.
B. Free energy expansion for PDW phase
For small values of v3, it was found in Sections II
and III that the PDW superconducting phase, which be-
longs to the A1K representation, is the leading instabil-
ity. As in the d-wave case, this representation is two-
dimensional, and the RG procedure alone does not de-
termine which linear combination of the two order pa-
rameter components is selected. In order to determine
this, we again derive an effective Landau free energy as
in the previous section, but now with the order parameter
∆ˆK =Re∆K1ρ11σ1 − Im∆K1ρ21σ1
+ Im∆K2ρ1τ3σ1 + Re∆K2ρ2τ3σ1.
(29)
(As in the d-wave case, a factor of i has been included
in the definition of ∆K2, such that the combination pre-
serving time-reversal symmetry corresponds to ∆K1 and
∆K2 having the same phase.)
As in the previous subsection, the nature of the PDW
phase is determined by the fourth-order term in the
Ginzburg-Landau expansion for the effective action:
S
(4)
∆ =
1
4
Tr
(
Gˆ0∆ˆK
)4
. (30)
Evaluating the trace and simplifying gives the following
4th order term for the free energy density:
f (4) =
βK
2
(|∆K1|2 + |∆K2|2)2 + γK|∆2K1 + ∆2K2|2,(31)
 
  
  
  
 
 
(a) (b)
(c)
PDW f -wave
d+ id
 1
 2
 2
 2
 1
 1
FIG. 8. Superconducting states in momentum space. (a) In
the PDW (A1K) phase, which is realized for small v3, Cooper
pairs are formed by electrons within the same pocket and so
have nonzero total momentum. The order parameters ∆1,2
have the same complex phase but arbitrary relative ampli-
tude. (b) In the f -wave (A1u) superconducting phase, which
is realized for longer-ranged interactions, the pairing is be-
tween pockets, and the order parameter has uniform ampli-
tude and opposite sign on the Fermi pockets at ±K. (c) In
the chiral d-wave (Eg) state, the pairing is again between
pockets. Each pocket is fully gapped, and the complex phase
of the order parameter (represented by color) winds by ±4pi
around each pocket.
where, as usual, the frequency or momentum dependence
of ∆K1,K2 have been set to zero. The coefficients are
given by
βK = 8T
∑
n
∫
d2k
(2pi)2
[(iωn)
2 − µ2]2 − 16(εkv3k sin 3θk)2 + 2µ2[3ε2k − (v3k)2] + 2(iωn)2[3(v3k)2 − ε2k]
[(iωn + µ)2 + (ξ
+
k )
2]2[(iωn − µ)2 + (ξ−k )2]2
(32)
and γK = −βK/4. In contrast to the d-wave case, here we find that γ < 0, implying that the non-chiral PDW
13
phase is stable. In this state, the order parameter am-
plitude varies spatially as either ∆K1 ∼ cos(2K · x) or
∆K2 ∼ sin(2K · x), or some linear combination of the
two, with only the overall amplitude |∆K1|2 + |∆K2|2
fixed by the minimization of the free energy (31), and the
two components having the same complex phase. It may
be possible for the amplitude modulation at wavevector
K to be detected experimentally using probes such as
scanning tunneling microscopy or transmission electron
microscopy, although a detailed study of the phenomenol-
ogy of this phase is left for future work.
C. Self-consistent mean-field solution
In solving the RG flow equations, in some cases we find
that, although a single coupling ultimately becomes the
most negative and determines the superconducting state,
one or more other couplings may grow together with it,
and these other couplings may not saturate until fairly
late in the RG flow. This is the case, for example, for
the flows shown in Figure 4(b), where the coupling for
the f -wave channel is nearly degenerate with the PDW
coupling over most of the flow, and also in Figure 4(d),
where the f -wave and d-wave couplings are nearly de-
generate. In some cases where the bare couplings are
near an unstable fixed ratio, the flows may follow this
unstable trajectory until the couplings approach values
∼ ±1, in which case the weak-coupling RG approach be-
gins to break down. This occurs for example very close
to the pure forward-scattering limit, which follows an un-
stable flow in which the couplings and susceptibilities in
the A1g, A1u, and A1K are degenerate.
20 In such cases
it is useful to supplement the RG approach with a self-
consistent mean-field treatment. In this hybrid approach,
we first run the RG up to ` = `stop, which is chosen to be
past the point where attraction is generated, but before
the couplings become large. The values of the couplings
and other parameters at `stop are then used as inputs in
a self-consistent mean-field calculation for the supercon-
ducting order parameters.
As before, the Bogoliubov-de Gennes Green function
is given by
Gˆ−1∆ (iωn, k) = Gˆ−10 (iωn, k) + ∆ˆ, (33)
where now the order parameter matrix includes all three
of the most likely superconducting orders:
∆ˆ = ∆ˆd + ∆ˆK + ∆ˆf , (34)
with ∆ˆd and ∆ˆK from (18) and (29), and
∆ˆf = Re∆A1uρ1τ21 + Im∆A1uρ2τ21, (35)
corresponding to f -wave (A1u) superconducting order. It
is straightforward to include other superconducting order
parameters as well, but they will vanish in the mean-field
solution unless their corresponding couplings are negative
0.15
0.150.15
00
0
fSC
dSC
 g˜A1K(`stop)
 g˜A1u(`stop)  g˜Eg (`stop)
(b)
0.15
0.150.15
00
0
fSC dSC
PDW
 g˜A1K(`stop)
 g˜A1u(`stop)  g˜Eg (`stop)
(a)
FIG. 9. Mean field phase diagrams for superconducting
phases, in which couplings and other parameters are ob-
tained from running the RG up to ` = `stop, which is de-
fined such that g˜Eg (`stop)+ g˜A1u(`stop)+ g˜A1K(`stop) = −0.15.
(a) Phase diagram without trigonal warping (v3 = 0), with
µ(`stop) = 0.9Λ
2/2m∗ and T = 0. (b) Phase diagram with
trigonal warping (v3 = 2.0Λ/2m
∗), µ(`stop) = 1.1Λ2/2m∗,
and T (`stop) = 10
−3Λ2/2m∗. No ordering occurs in any chan-
nel in the white portion of the phase diagram.
and comparable to g˜Eg , g˜A1K , and g˜A1u . From (33) one
obtains the following self-consistent mean-field equations:
∆i =
g˜i
L2
∑
|k|<Λ
Tr(Mi〈ΨkΨTk 〉), (36)
where L2 is the number of states within the momentum
cutoff, and Mi is the 8× 8 Nambu matrix corresponding
to a particular order parameter component. For example,
Re∆d1 =
g˜Eg
L2
∑
|k|<Λ
Tr(ρ1τ1σ1〈ΨkΨTk 〉). (37)
The matrix of expectation values 〈ΨkΨTk 〉 is computed
by diagonalizing the Bogoliubov-de Gennes Hamiltonian
at each point in momentum space.
The results of this analysis are shown in Figure 9. The
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case with T = v3 = 0 is shown in Figure 9(a). We see that
if one of the couplings −g˜i(`stop) is much larger than the
others, then the corresponding superconducting phase is
selected from the mean-field analysis. For intermediate
values of the couplings, there is a first-order transition
between the superconducting phases. In Figure 4 it was
found that g˜A1K(` . `FS) was the most negative coupling
for both short- and long-ranged interactions. Therefore,
the mean-field calculation indicates that the correspond-
ing superconducting state, which is the PDW, will be re-
alized. This is in agreement with the RG analysis of the
susceptibilities. The diagram also indicates that, even
if g˜Eg (`stop) were slightly greater than the PDW and f -
wave couplings, as might happen for example once a small
v3 is introduced, the system will still prefer to condense
into one of the latter two phases. Thus we see that the
superconducting phase can not necessarily be determined
in all cases simply by taking the largest coupling when
the couplings begin to grow large.
Figure 9(b) shows the mean-field phase diagram that
results from running the RG up to `stop in the pres-
ence of trigonal warping. (In this case, a finite tem-
perature is introduced in order to avoid the singular-
ity associated with integrating through the disconnected
portions of the Fermi surface.) In this case, one finds
that there is no longer any mean-field solution for the
PDW phase (though one might appear for even larger val-
ues of −g˜A1K(`stop)), due to the fact that—as mentioned
previously—there is no Cooper logarithm for this state in
the absence of intrapocket k → −k symmetry. Further-
more, one finds that the d-wave phase can only be real-
ized once g˜Eg (`stop) becomes significantly more negative
than g˜A1u(`stop), and that the f -wave phase is preferred
when these couplings are comparable, with the order pa-
rameters for these phases going continuously to zero as
the corresponding couplings decrease in magnitude.
In addition to addressing the competition between var-
ious superconducting phases, the mean-field analysis pre-
sented here corroborates the results of the two preceding
subsections. In particular, the d-wave and PDW phases
shown in Figure 9 are found to exhibit chiral and non-
chiral combinations of the order parameters, respectively,
in agreement with the results of the free energy expan-
sion.
VI. DISCUSSION
In this paper we have addressed the consequences of
electron-electron interactions as a function of carrier dop-
ing using a RG approach that allows for particle-hole and
superconducting orders to be treated on equal footing.
While this perturbative RG scheme can only be formally
justified in the weak-coupling limit, the similarity of the
phase diagrams shown in Figure 1 to those of the more
strongly correlated materials is suggestive that similar
mechanisms may be at play in such systems.6,50,51
As we pointed out in Section II and in our previous
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FIG. 10. Phase instabilities for various values of initial cou-
pling gi, with each axis scaled by the critical temperature for
the excitonic phase at µ = 0, and v3 = 0. Closed (open) sym-
bols represent instabilities to excitonic (superconducting) or-
der at temperature Te (Tc). (a) Near-forward scattering inter-
action, with bare couplings gA2u(0) = gEK(0) = 0.02gA1g (0).
(b) Hubbard interaction, with gA2u(0) = 2gEK(0) = gA1g (0).
work20, in the special case µ = T = v3 = 0, the values of
the renormalized couplings for any ` are proportional to
the bare coupling magnitude g. In particular, the magni-
tude of an attractive coupling at ` = `stop > `1 is propor-
tional to the initial repulsive coupling. This implies that,
if superconductivity can be realized, one would expect to
have the BCS-type relation Tc ∼ e−c1/|g˜i(`stop)| ∼ e−c2/g.
This is in contrast to the Kohn-Luttinger result, in which
the attraction comes about through second-order per-
turbation theory, and one always obtains Tc ∼ e−c3/g2 ,
which is parametrically smaller in g. (Here ci are con-
stants ∼ O(1).)
Of course, the scaling behavior described by (11)
breaks down once µ 6= 0, which is certainly necessary for
obtaining superconductivity. In this case we can show
that the above argument remains valid by solving the
equations numerically for different values of g. Figure
10 shows the approximate scaling behavior of the phase
instabilities with varying magnitude of the initial cou-
pling. It is clear from the figure that, regardless of the
magnitude of the bare coupling, the maximum critical
temperature for superconductivity is in all cases a size-
able fraction of the maximum critical temperature for
the excitonic phase, i.e. Tmaxc ≈ 0.4Te(µ = 0) for any
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g. It is known that Te(µ = 0) ∼ e−c/g, where g is the
bare coupling strength, and c ∼ O(1) is a constant.20,23
The above observations therefore imply that we also have
Tmaxc ∼ e−c/g.
In Section III it was shown that, for sufficiently large
µ/T , the coupling corresponding to only a single super-
conducting channel grows to a large value under RG
flow, with no competing instabilities in other super-
conducting or particle-hole channels. This observation
lends justification to RG approaches that consider only
particle-particle contributions to the flow equations, ar-
guing that—at least for µ  T and away from spe-
cial fine-tuned nesting conditions—superconductivity is
the only generic instability of fermionic systems at finite
density.31,32,52 However, as shown in Figure 1, the high-
est values of superconducting Tc occur near the region of
the phase diagram exhibiting a particle-hole instability.
Here fluctuations in particle-hole channels clearly play
a role in enhancing Tc, and the above reasoning, which
ignores these fluctuations, breaks down. The enhance-
ment of Tc in this intermediate region relies on the fact
that our theory is capturing the crossover between two
different dynamical regimes. The first consists of inte-
grating out modes with high energies E  µ, in which
case the chemical potential plays little role, the scaling
behavior is governed by the dynamical critical exponent
z = 2, and fluctuations in both particle-hole and particle-
particle channels are comparably important. This regime
is where the attractive interaction is generated. In the
second regime, the Fermi surface plays a dominant role,
constraining the types of scattering processes that are
allowed and favoring attractive couplings over repulsive
ones at lower energies, thereby leading to superconduc-
tivity. The behavior in this regime is similar to that
obtained from a z = 1 theory with linearized fermion
dispersion and a cutoff energy near the Fermi surface.32
In situations where µ is comparable to interaction-related
energy scales such as Te and Tc, both of the regimes de-
scribed above are crucial to obtaining the correct physics.
In such cases, keeping the Fermi surface as a rigid kine-
matic constraint may not be the most useful approach,
and µ can instead be treated as a relevant perturbation
away from the charge-neutrality point.
We conclude by discussing the prospects for the exper-
imental observation of the unconventional superconduct-
ing phase in doped bilayer graphene. Such observation
may be possible, but would be challenging due to the low
predicted value of the transition temperature. Obtain-
ing the value of µ required to induce superconductivity
should not present a problem. As we have shown in Fig-
ure 1, and 10, the critical value δµ required to induce
superconductivity is of the same order as the maximum
critical temperature for the excitonic phase. Thus we
would expect δµ ∼ 1 meV, or in terms of carrier density
away from half filling, δn ≈ 1010 ∼ 1011 cm−2, which
is well within the resolution of current experiments.12
If recent reports9 of a gap at the neutrality point be-
low Te ∼ 5 K indeed correspond to an interaction-
induced symmetry-breaking phase such as the particle-
hole phases described here, then our model would predict
that the doped sample should become superconducting
below Tc ∼ 1 K. This value could be further reduced,
however, due to the fact that disorder tends to suppress
the Tc of unconventional superconducting states such as
those considered here. A rough estimate of this sup-
pression may be obtained using the reported12 mobil-
ities of µ ∼ 106 cm2 / V s, which translates to a scat-
tering rate of τ−1 ∼ 6× 1010 s−1, or ~τ−1 ∼ 0.04 meV.
Due to the fact that charge carriers can be added electro-
statically, similarly high mobilities should be attainable
in doped samples. According to the Abrikosov-Gor’kov
theory53, the critical temperature Tc is suppressed to zero
when this energy is of the order of the superconducting
gap ∆SC. If we assume that ∆SC ∼ Tc, then we have
∆SC ∼ 0.1 meV ∼ ~τ−1, so one would expect significant
or perhaps complete suppression of Tc in current sam-
ples. The above analysis could be further complicated
due to fluctuation and finite-size effects, which could lead
to further suppression of Tc. Thus, while experimental
observation of the superconducting state would be a con-
siderable challenge, it may prove to be possible with con-
tinued improvement in sample size and quality.
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Appendix A: Flow equations for chemical potential
and couplings
In this section we provide the detailed forms of the flow
equations for the couplings and chemical potential. We
shall make use of the following dimensionless parameters:
t =
T
Λ2/2m∗
,
µ˜ =
µ
Λ2/2m∗
,
ν3 =
v3
Λ/2m∗
.
(A1)
In the main text it was noted that the temperature and
trigonal warping velocity flow according to t` = te
2` and
ν3` = ν3e
`, respectively. The flows for chemical potential
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and the couplings are more complicated, and we proceed
to discuss these below.
The one-loop flow equation for the total chemical po-
tential, µ+ δµ = Λ
2
2m∗ (µ˜+ δµ˜), where δµ is the chemical
potential of the half-filled system, comes from evaluating
the diagram in Figure 3(c) and is given by
d
d`
(µ˜` + δµ˜`) = 2(µ˜` + δµ˜`)
− 2[1 + K˜(µ˜` + δµ˜`, t`, ν3`)]
∑
i
cigi(`),
(A2)
where
9∑
i=1
cigi = 8gA1g −
9∑
j=1
mj∑
m=1
gj , (A3)
and
K˜(µ˜, t, ν3) =
1
2pi
∫ 1
−1
dx√
1− x2
[
tanh
(
Q+(ν3, x) + µ˜
2t
)
− tanh
(
Q+(ν3, x)− µ˜
2t
)]
,
(A4)
with
Q±(ν3, x) =
√
1 + ν23 ± 2ν3x. (A5)
The function appearing in (A4) is related to K from (7)
in the main text as K(µ, T, v3) =
Λ2
2m∗ K˜(µ˜, t, ν3).
Although the chemical potential at half filling, δµ,
vanishes in the noninteracting system, its value will be
shifted in the presence of interactions. It can be com-
puted exactly by carrying out the following particle-hole
transformation for the four-component fermionic opera-
tors:
ψkσ = τ1σ3χ
∗
−kσ,
ψ∗kσ = τ1σ3χ−kσ,
(A6)
where, as before, τi and σi are Pauli matrices operating
on valley and layer indices. By rewriting the Hamiltonian
given by (1) and (2) in terms of these new operators and
carefully observing anticommutation relations, one finds
that it remains invariant under the transformation (A6)
at µ = 0 for
δµ˜ =
9∑
i=1
cigi, (A7)
where the sum on the right hand side is again given by
(A3). The expression (A7) remains valid when the pa-
rameters flow, i.e. for δµ → δµ` and gi → gi(`). With
δµ included explicitly in the action (6), the half-filled,
particle-hole symmetric case is realized at µ = 0 for any
values of the couplings gi.
It is useful to rewrite the flow equation (A2) in terms of
µ˜ only, which gives the deviation of the chemical potential
away from half filling. First, by taking the derivative of
(A7), we see that the flow equation for δµ˜` can be set to
zero at the order to which we are working, due to the fact
that dgi/d` ∼ g2. Using this fact together with (A7), we
obtain the flow equation for µ˜`:
dµ˜`
d`
= 2µ˜` − 2K˜(µ˜`, t`, ν3`)
∑
i
cigi(`), (A8)
which is valid to leading order in the perturbative ex-
pansion. Note that we have not included δµ˜` in the first
argument of K˜, due to the fact that δµ˜ ∼ gi, and we can
ignore this correction to the flow equation at the order
to which we are working. Equation (A8) is precisely the
flow equation (7) from the main text. Note in particular
that the second term on the right hand side of (A8) van-
ishes when T = 0 (so long as the cutoff remains above
the Fermi surface), and in this case the chemical poten-
tial flows according to its tree level scaling (µ˜` = µ˜0e
2`).
In addition, we see that µ˜` is not generated at any tem-
perature if it is zero initially, as is indeed required by
particle-hole symmetry.
The one-loop flow equations for the couplings are
dgi
d`
=
9∑
j,k=1
4∑
a=1
gjgk
[
4∑
m=1
A
(a)
ijk(m)F
(a)
ph (t`, µ˜`, ν3`) +A
(a)
ijk(5)F
(a)
pp (t`, µ˜`, ν3`)
]
. (A9)
Note that the shift δµ˜ has not been included in the argument of F
(a)
ph,pp in (A9), which is justified at the order to
which we are working. The functions F
(a)
ph,pp come from the loop integrals over fast modes, as shown in Figure 3(b):
T
∑
n
∫ Λ
Λ(1−d`)
dk
2pi
k
∫ 2pi
0
dθk
2pi
G0(iωn,k)⊗G0(±iωn,±k)
=
m∗
8pi
d`
{
∓ 14 ⊗ 14
[
F
(1)
ph,pp + F
(2)
ph,pp
]
+
1
2
(1σ1 ⊗ 1σ1 + τ3σ2 ⊗ τ3σ2)
[
F
(3)
ph,pp + F
(4)
ph,pp
]}
+
m∗
8pi
d`
{
− τ31⊗ τ31
[
F
(1)
ph,pp − F (2)ph,pp
]
± 1
2
(τ3σ1 ⊗ τ3σ1 + 1σ2 ⊗ 1σ2)
[
F
(4)
ph,pp − F (3)ph,pp
]}
,
(A10)
17
where the upper and lower signs correspond to the particle-hole and particle-particle cases, respectively, and we have
used the following noninteracting Green function:
G0(iωn,k) =
[
(−iωn − µ)14 + 1
2m∗
(k2x − k2y)1σ1 +
kxky
m∗
τ3σ2 + v3kxτ3σ1 − v3ky1σ2
]−1
=
1
2
∑
s=±
(1 + sτ3)
(iωn + µ)1 + (εk cos 2θk + sv3k cos θk)σ1 + (sεk sin 2θk − v3k sin θk)σ2
−(iωn + µ)2 + ε2k + v23k2 + 2sεkv3k cos 3θk
.
(A11)
The F functions in (A10) are defined as
F
(1)
ph,pp(t, µ˜, ν3) =
1
2pit
∫ 1
−1
dx√
1− x2 Υ
(1)
ph,pp(t, µ˜, ν3, x)
F
(2)
ph,pp(t, µ˜, ν3) =
1
2piν3
∫ 1
−1
dx√
1− x2
1
x
Υ
(2)
ph,pp(t, µ˜, ν3, x)
F
(3)
ph,pp(t, µ˜, ν3) =
1− ν23
2piν3
∫ 1
−1
dx√
1− x2
1
x
Υ
(3)
ph,pp(t, µ˜, ν3, x)
F
(4)
ph,pp(t, µ˜, ν3) =
1
2pit
∫ 1
−1
dx√
1− x2 Υ
(4)
ph,pp(t, µ˜, ν3, x),
(A12)
where
Υ
(1)
ph (t, µ˜, ν3, x) =
1
2
 1
cosh2
(
Q+−µ˜
2t
) + 1
cosh2
(
Q++µ˜
2t
)
+ t
Q+
[
tanh
(
Q+ − µ˜
2t
)
+ tanh
(
Q+ + µ˜
2t
)]
Υ
(2)
ph (t, µ˜, ν3, x) =
1
2
∑
λ=±
λQλ
[
tanh
(
Qλ − µ˜
2t
)
+ tanh
(
Qλ + µ˜
2t
)]
Υ
(3)
ph (t, µ˜, ν3, x) = −
1
2
∑
λ=±
λ
Qλ
[
tanh
(
Qλ − µ˜
2t
)
+ tanh
(
Qλ + µ˜
2t
)]
Υ
(4)
ph (t, µ˜, ν3, x) = −
1
2
 1
cosh2
(
Q+−µ˜
2t
) + 1
cosh2
(
Q++µ˜
2t
)
+ t
Q+
[
tanh
(
Q+ − µ˜
2t
)
+ tanh
(
Q+ + µ˜
2t
)]
(A13)
and
Υ(1)pp (t, µ˜, ν3, x) =
t
µ˜
[
Q+ + 2µ˜
Q+ + µ˜
tanh
(
Q+ + µ˜
2t
)
− Q+ − 2µ˜
Q+ − µ˜ tanh
(
Q+ − µ˜
2t
)]
Υ(2)pp (t, µ˜, ν3, x) = 2ν3x
∑
λ=±
[
Qλ − 2µ˜
(Qλ − 2µ˜)2 −Q2−λ
tanh
(
Qλ − µ˜
2t
)
+
Qλ + 2µ˜
(Qλ + 2µ˜)2 −Q2−λ
tanh
(
Qλ + µ˜
2t
)]
Υ(3)pp (t, µ˜, ν3, x) = −2ν3x
∑
λ=±
1
Qλ
[
1
(Qλ − 2µ˜)2 −Q2−λ
tanh
(
Qλ − µ˜
2t
)
+
1
(Qλ + 2µ˜)2 −Q2−λ
tanh
(
Qλ + µ˜
2t
)]
Υ(4)pp (t, µ˜, ν3, x) =
tQ+
µ˜
[
1
Q+ − µ˜ tanh
(
Q+ − µ˜
2t
)
− 1
Q+ + µ˜
tanh
(
Q+ + µ˜
2t
)]
.
(A14)
In the limit of vanishing chemical potential, the functions F
(i)
ph,pp(t, µ˜, ν3) reduce to Φi(t, ν3) from Ref. 23.
The explicit expressions for the coefficients A
(a)
ijk(m) were originally derived in Ref. 23 and are provided here for
completeness. [Note that there are slight differences between the following expressions and those in Ref. 23 due to
the fact that our Γ
(m)
i are defined as 4× 4 (rather than 8× 8) matrices.] The coefficients that come from evaluating
the first diagram shown in Figure 3(b) are
A
(1/2)
iii (1) = −{4± Tr[(Γ(1)i τ31)2]},
A
(3/4)
iii (1) =
1
2{Tr[(Γ(1)i 1σ1)2]∓ Tr[(Γ(1)i τ3σ1)2]
∓ Tr[(Γ(1)i 1σ2)2] + Tr[(Γ(1)i τ3σ2)2]},
(A15)
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where Γ
(m)
i are the 4 × 4 matrices given in Table I. In deriving these coefficients, the completeness relation
Tr(Γ
(m)
i Γ
(n)
j ) = 4δijδmn has been used. The superscripts on the left hand sides of the above equations correspond to
the upper and lower signs on the right hand sides. As one would expect for the “RPA”-type diagram shown in Figure
3(b), only terms diagonal in the couplings are nonzero, with A
(a)
ijk(1) ∼ δijδjk. From the second and third diagrams
in Figure 3(b), the nonzero contributions to the A
(a)
ijk coefficients are
A
(1/2)
iij (2 + 3) =
1
4
mj∑
m=1
{Tr[(Γ(1)i Γ(m)j )2]± Tr(Γ(1)i Γ(m)j τ31Γ(1)i τ31Γ(m)j )},
A
(3/4)
iij (2 + 3) =
−1
8
mj∑
m=1
[Tr(Γ
(1)
i Γ
(m)
j 1σ1Γ
(1)
i 1σ1Γ
(m)
j )∓ Tr(Γ(1)i Γ(m)j τ3σ1Γ(1)i τ3σ1Γ(m)j )
∓ Tr(Γ(1)i Γ(m)j 1σ2Γ(1)i 1σ2Γ(m)j ) + Tr(Γ(1)i Γ(m)j τ3σ2Γ(1)i τ3σ2Γ(m)j )].
(A16)
From the fourth diagram in Figure 3(b),
A
(1/2)
kij (4) =
1
32
mi∑
m=1
mj∑
n=1
[Tr(Γ
(1)
k Γ
(m)
i Γ
(n)
j )Tr(Γ
(1)
k Γ
(n)
j Γ
(m)
i )
± Tr(Γ(1)k Γ(m)i τ31Γ(n)j )Tr(Γ(1)k Γ(n)j τ31Γ(m)i )],
A
(3/4)
kij (4) =
−1
64
mi∑
m=1
mj∑
n=1
[Tr(Γ
(1)
k Γ
(m)
i 1σ1Γ
(n)
j )Tr(Γ
(1)
k Γ
(n)
j 1σ1Γ
(m)
i )
∓ Tr(Γ(1)k Γ(m)i τ3σ1Γ(n)j )Tr(Γ(1)k Γ(n)j τ3σ1Γ(m)i )
∓ Tr(Γ(1)k Γ(m)i 1σ2Γ(n)j )Tr(Γ(1)k Γ(n)j 1σ2Γ(m)i )
+ Tr(Γ
(1)
k Γ
(m)
i τ3σ2Γ
(n)
j )Tr(Γ
(1)
k Γ
(n)
j τ3σ2Γ
(m)
i )].
(A17)
Finally, from the fifth (particle-particle) diagram,
A
(1/2)
kij (5) = − 132
mi∑
m=1
mj∑
n=1
{[Tr(Γ(1)k Γ(m)i Γ(n)j )]2 ∓ [Tr(Γ(1)k Γ(m)i τ31Γ(n)j )]2},
A
(3/4)
kij (5) = − 164
mi∑
m=1
mj∑
n=1
{[Tr(Γ(1)k Γ(m)i 1σ1Γ(n)j )]2 ± [Tr(Γ(1)k Γ(m)i τ3σ1Γ(n)j )]2
± [Tr(Γ(1)k Γ(m)i 1σ2Γ(n)j )]2 + [Tr(Γ(1)k Γ(m)i τ3σ2Γ(n)j )]2}.
(A18)
Together, (A8) and (A9) form a set of 10 coupled, first-
order differential equations, which can be solved numer-
ically for the `-dependent chemical potential and cou-
plings.
Appendix B: Asymptotic behavior of couplings and
chemical potential
We proceed to analyze the `→∞ behavior of the flow
equations for the chemical potential and couplings at the
critical temperature. The critical behavior is determined
by the asymptotic limit of the flow equations as `→∞.
From (A2), the flow equation for the chemical potential
becomes
dµ˜`
d`
(`→∞)
= 2µ˜` − 2 tanh
(
e−2`µ˜`
2t0
)∑
i
cigi(`). (B1)
As ` → ∞, the flow equations (A9) and (B1) admit so-
lutions of the form
µ˜` ∼ eα`,
{
α < 2,
∑
i cigi(`→∞) > 0,
α > 2,
∑
i cigi(`→∞) < 0,
(B2)
with the diverging couplings behaving as gi(`) ∼ e2` and
gi(`) ∼ eα` for α < 2 and α > 2, respectively. Below we
consider the cases α < 2 and α > 2 separately.
For α < 2, assuming (to be verified self-consistently
below) that µ˜` ∼ eα`, the flow equation coefficients in
(A12) reduce to
F
(1,2)
ph (`→∞) = F (1,2)pp (`→∞) =
1
t`
∼ e−2`,
F
(3,4)
ph (`→∞) ≈ 0 ≈ F (3,4)pp (`→∞),
(B3)
where the functions in the second line vanish faster than
e−2` and so can be neglected in the limit `→∞. The flow
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equation for the coupling constants (B11) then becomes
dgi
d`
(`→∞)
=
e−2`
t0
9∑
j,k=1
5∑
m=1
[
A
(1)
ijk(m) +A
(2)
ijk(m)
]
gjgk
≡ e−2`
9∑
j,k=1
A˜
(1)
ijkgjgk
(B4)
From this we see that the asymptotic behavior of the
runaway couplings is gi(` → ∞) ∼ e2`. In order to be
more concrete, we define the “coupling magnitude” as
G(`) =
√√√√ 9∑
i=1
g2i (`). (B5)
The flow equation for this quantity is then
dG
d`
(`→∞)
= e−2`G2
∑
ijk
A˜
(1)
ijkρiρjρk, (B6)
where
ρi ≡ lim
`→∞
gi(`)
G(`)
= const. (B7)
We refer to ρi as a “fixed ratio,” and, as we shall see below
when calculating susceptibilities, the relative values of
these 9 quantities ultimately determine the nature of the
phase instability. The solution to the flow equation for
G(`) is
G(`) =
2e2`∑
ijk A˜
(1)
ijkρiρjρk
(B8)
The flow equation (B1) for µ˜` meanwhile becomes
dµ˜`
d`
(`→∞)
=
[
2− 1
t0
∑
i
cigi(`)e
−2`
]
µ˜`
= 2
[
1−
∑
i ciρi
t0
∑
ijk A˜
(1)
ijkρiρjρk
]
µ˜`, (α < 2),
(B9)
where we have utilized (B8) in the second line. Since the
quantity in brackets approaches a constant as ` → ∞,
this equation indeed has the solution µ˜` ∼ eα`.
For α > 2, assuming from (B2) that µ˜` ∼ eα`, the
limiting behavior of the functions in (A12) is
F (1,2)pp (`→∞) =
2
µ˜`
∼ e−α`,
F
(1,2,3,4)
ph (`→∞) ≈ 0 ≈ F (3,4)pp (`→∞).
(B10)
The functions in the second line of (B10) vanish expo-
nentially faster than ∼ e−α` as ` → ∞. In this case the
asymptotic behavior of the flow equation for the coupling
constants is
dgi
d`
(`→∞)
=
2
µ˜`
9∑
j,k=1
[
A
(1)
ijk(5) +A
(2)
ijk(5)
]
gjgk
≡ e−α`
9∑
j,k=1
A˜
(2)
ijkgjgk.
(B11)
The flow equation for G(`) then becomes
dG
d`
= e−α`G2
∑
ijk
A˜
(2)
ijkρiρjρk, (B12)
which has the solution
G(`) =
αeα`∑
ijk A˜
(2)
ijkρiρjρk
. (B13)
The flow equation (B1) in this case reduces to
dµ˜`
d`
(`→∞)
= 2µ˜` − 2
∑
i
cigi(`)
=2µ˜` − 2αe
α`
∑
i ciρi∑
ijk A˜
(2)
ijkρiρjρk
, (α > 2).
(B14)
Putting together (B9) and (B14), we have in both cases
µ˜` ∼ eα`, with
α =

2− 2
∑
ciρi
t0
∑
ijk A˜
(1)
ijkρiρjρk
,
∑
i ciρi > 0[
1
2 +
∑
i ciρi∑
ijk A˜
(2)
ijkρiρjρk
]−1
,
∑
i ciρi < 0.
(B15)
We see from (B15) that, indeed, α < 2 (α > 2) when
flowing toward a stable ray that satisfies
∑
i ciρi > 0
(
∑
i ciρi > 0), consistent with our initial assumption.
Note that, for α < 2, the chemical potential does not
enter into the asymptotic flow equation for the coupling
constants (B4), so that the asymptotic analysis presented
here matches exactly that from Ref. 23. This means that,
although the flow behavior at small ` may determine
which stable ray is approached, the particular ratios that
define that ray, as well as the universal properties such
as critical exponents associated with it, are independent
of the chemical potential. On the other hand, for α > 2,
the temperature doesn’t appear at all in the asymptotic
analysis, and the ` → ∞ behavior depends entirely on
the chemical potential.
Appendix C: Susceptibilities and symmetry breaking
The coefficients in the vertex flow equations (10) come
from evaluating the diagrams in Figure 3(d). The
particle-hole coefficients are given by
Bphij (t, µ˜, ν3) =
4∑
a=1
2∑
m=1
B
(a)
ij (m)F
(a)
ph (t, µ˜, ν3), (C1)
where, from the first diagram,
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B
(1/2)
ij (1) = − 12
mj∑
n=1
[Tr(O
(i)
ph(Γ
(n)
j 1))± Tr(τ314O(i)phτ314(Γ(n)j 1))],
B
(3/4)
ij (1) =
1
4
mj∑
n=1
[Tr(1σ11O
(i)
ph1σ11(Γ
(n)
j 1))∓ Tr(τ3σ11O(i)phτ3σ11(Γ(n)j 1))
∓ Tr(1σ21O(i)ph1σ21(Γ(n)j 1)) + Tr(τ3σ21O(i)phτ3σ21(Γ(n)j 1))],
(C2)
and from the second diagram,
B
(1/2)
ij (2) =
1
16
mj∑
n=1
{Tr[(O(i)ph(Γ(n)j 1))2]± Tr(O(i)ph(Γ(n)j 1)τ314O(i)phτ314(Γ(n)j 1))},
B
(3/4)
ij (2) = − 132
mj∑
n=1
[Tr(O
(i)
ph(Γ
(n)
j 1)1σ11O
(i)
ph1σ11(Γ
(n)
j 1))∓ Tr(O(i)ph(Γ(n)j 1)τ3σ11O(i)phτ3σ11(Γ(n)j 1))
∓ Tr(O(i)ph(Γ(n)j 1)1σ21O(i)ph1σ21(Γ(n)j 1)) + Tr(O(i)ph(Γ(n)j 1)τ3σ21O(i)phτ3σ21(Γ(n)j 1))].
(C3)
The coefficients for the particle-particle vertex flow equations come from evaluating the third diagram in Figure 3(d):
Bppij (t, µ˜, ν3) =
4∑
a=1
C
(a)
ij F
(a)
pp (t, µ˜, ν3), (C4)
where
C
(1/2)
ij = − 116
mj∑
n=1
{Tr[O(i)pp (Γ(n)j 1)O(i)pp (Γ(n)j 1)T ]∓ Tr[O(i)pp (Γ(n)j 1)τ314O(i)pp τ314(Γ(n)j 1)T ]},
C
(3/4)
ij = − 132
mj∑
n=1
{Tr[O(i)pp (Γ(n)j 1)1σ11O(i)pp 1σ11(Γ(n)j 1)T ]± Tr[O(i)pp (Γ(n)j 1)τ3σ11O(i)pp τ3σ11(Γ(n)j 1)T ]
∓ Tr[O(i)pp (Γ(n)j 1)1σ21O(i)pp 1σ21(Γ(n)j 1)T ]− Tr[O(i)pp (Γ(n)j 1)τ3σ21O(i)pp τ3σ21(Γ(n)j 1)T ]}.
(C5)
The 8 × 8 matrices O(i)ph,pp appearing in (C2) and (C5)
are given by
O
(i)
ph =
{
Γ
(1)
i 1, 1 ≤ i ≤ 9,
Γ
(1)
i σ3, 10 ≤ i ≤ 18.
O(i)pp =
{
Γ˜
(1)
i σ2, i = 1, 3, 5, 7, 9,
Γ˜
(1)
i 1, i = 2, 4, 6, 8.
(C6)
As with the other flow equations, the asymptotic be-
havior of (10) must be analyzed separately for the cases
α < 2 and α > 2.
For α < 2, using (B3) the vertex flow equations become
d ln ∆phi
d`
(`→∞)
= 2 +
1
t`
9∑
j=1
B˜ijgj(`),
d ln ∆ppi
d`
(`→∞)
= 2 +
1
t`
9∑
j=1
C˜ijgj(`).
(C7)
where
B˜ij =
2∑
m=1
[B
(1)
ij (m) +B
(2)
ij (m)]
C˜ij = [C
(1)
ij + C
(2)
ij ].
(C8)
Note that these results are again independent of the
chemical potential, so that the universal features of the
critical behavior are identical to those established by Ref.
23 when α < 2. For α > 2, on the other hand, using
(B10) the vertex flow equations become
d ln ∆phi
d`
(`→∞)
= 2,
d ln ∆ppi
d`
(`→∞)
= 2 +
2
µ˜`
9∑
j=1
C˜ijgj(`).
(C9)
Putting these results together, and using (B8) and
(B13), the vertex flow equations can be expressed as
d ln ∆ph,ppi
d`
(`→∞)
=
{
2 + ηph,ppi , α < 2,
2 + αηph,ppi /2, α > 2,
(C10)
with the anomalous critical exponents given by
ηphi =

2
∑
j B˜ijρj∑
ijk A˜
(1)
ijkρiρjρk
, α < 2,
0, α > 2,
(C11)
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ηppi =

2
∑
j C˜ijρj∑
ijk A˜
(1)
ijkρiρjρk
, α < 2
2
∑
j C˜ijρj∑
ijk A˜
(2)
ijkρiρjρk
, α > 2.
(C12)
It can be shown following the method of Ref. 23 that, as
the critical temperature is approached, the corresponding
susceptibilities behave as
χph,ppi ∼ (t0 − tc)−γ
ph,pp
i , (C13)
with
γph,ppi = η
ph,pp
i − 1. (C14)
Thus the condition for a diverging susceptibility is
that ηph,ppi > 1, with mean-field behavior realized for
ηph,ppi = 2.
Due to the fact that ηphi = 0 when α > 2, there can
be no instability in any particle-hole channel in this case.
Thus only particle-particle instabilities may occur when
α > 2, i.e. when the flow of the chemical potential under
RG is more relevant than the flow of temperature. This
could in fact be inferred already from (B11), which shows
that only the particle-particle ladder diagrams contribute
to the asymptotic flows for α > 2.
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