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Abstract
Prox-regularity is a generalization of convexity that includes all C2, lower-C2, strongly
amenable, and primal-lower-nice functions. The study of prox-regular functions provides in-
sight on a broad spectrum of important functions. Parametrically prox-regular (para-prox-
regular) functions are a further extension of this family, produced by adding a parameter. Such
functions have been shown to play a key role in understanding stability of minimizers in opti-
mization problems. This document discusses para-prox-regular functions in Rn.
We begin with some basic examples of para-prox-regular functions, and move on to the
more complex examples of the convex and nonconvex proximal average. We develop an al-
ternate representation of a para-prox-regular function, related to the monotonicity of an f -
attentive ǫ-localization as was done for prox-regular functions [18]. This extends a result of
Levy [13], who used an alternate approach to show one implication of the relationship (we
provide a characterization). We analyze two common forms of parametrized functions that
appear in optimization: finite parametrized sum of functions, and finite parametrized max of
functions. The example of strongly amenable functions by Poliquin and Rockafellar [20] is
given, and a relaxation of its necessary conditions is presented.
1 Introduction
Convex analysis has long been a prominent area of study in mathematics, and in optimization in
particular. One method of unifying several classes of functions together with convex functions,
that allows us to take advantage of their different properties, is through the notion of prox-regular
functions.
Prox-regularity is a local property defined as follows. A function f is said to be prox-regular
at x¯ for a subgradient v¯ if there exist ǫ > 0 and r ≥ 0 such that
f(x′) ≥ f(x) + 〈v, x′ − x〉 − r
2
|x′ − x|2
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under ǫ-neighborhoods of x¯, f(x¯) and v¯ (a formal definition appears in Section 2). Prox-regularity
was first introduced in the mid-nineties [7, 17, 18], when it was shown that all proper convex func-
tions are prox-regular, as are lower-C2, strongly amenable, and primal-lower-nice functions [18].
The class of lower-C2 functions includes the class of C2 functions, thus the study of prox-regular
functions gives us a way to connect the analyses of smooth functions and convex functions. It is
quite common to see results that begin with a function of one of the classes mentioned above, and
provide a related function that is of another of those classes. For example, Poliquin and Rockafellar
[18] showed that if a function is prox-regular, then its Moreau envelope is a C1+ function.
Much of the theory in the field of prox-regularity has been extended from finite-dimensional
space to Hilbert and Banach spaces [4, 3]. Prox-regularity is key in matters of function stability
[19, 5, 12, 8], and it has been shown to extend results previously known for convex functions,
such as the convergence rates of variational inequalities [16], alternating and averaged projection
algorithms [15], active manifold identification [11], proximal averages [10], and proximal bundle
methods [9].
Parametric prox-regularity, first introduced in 2000 by Levy, Poliquin and Rockafellar [14],
extends prox-regularity to parametrized functions. The formal definition of parametric prox-
regularity is presented in Definition 2.6. Little research has been done on parametrically prox-
regular (henceforth para-prox-regular) functions to date; the purpose of this article is to take a
step in that direction. We present an alternate definition similar to that of prox-regular func-
tions given by Poliquin and Rockafellar [18]. We examine several common styles for constructing
parametrized functions, and explore where the results are para-prox-regular.
The organization of this article is as follows. Section 2 starts with the definitions of subgradi-
ents, prox-regular functions, and para-prox-regular functions. It also provides some preliminary
results for use in subsequent sections. Section 3 presents some examples of prox-regular and para-
prox-regular functions. These include the proximal average [2, 1] and the NC-proximal average
[10], which are parametrized functions designed to transform one function into another in a contin-
uous manner. Section 4 contains an alternate definition of para-prox-regular functions. This result
is similar to Poliquin’s and Rockafellar’s alternate definition of prox-regular functions, which is
based on an f -attentive ǫ-localization T of ∂f around (x¯, v¯) (the prox-regularity of f is equivalent
to the monotonicity of T + rI). Section 5 presents three methods of constructing parametrized
functions, and discusses when each method results in a para-prox-regular function. As a corollary,
we answer an open question posed in [10]. The methods presented are scalar multiplication of
a function by a positive parameter, the parametrized sum of a finite collection of functions, and
the finite parametrized max of continuous functions. An expansion of [20, Theorem 3.2] is also
seen in Section 5, extending the required two initial prox-regular functions to any finite number of
prox-regular functions. Section 6 poses some suggestions for future research.
2 Preliminaries
This section includes the definitions of prox-regular and para-prox-regular functions. Henceforth,
functions are assumed to be proper and lower semicontinuous (lsc) as defined in [21], unless oth-
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erwise stated.
Definition 2.1. (Little-o) For two real functions f and g, we say f(x) = o(g(x)) at x0 if and only
if lim
x→x0
f(x)
g(x)
= 0.
The first important definition we will need is that of subgradients. There are several types of
subgradients; their definitions are restated here.
Definition 2.2. [21, Def. 8.3] Let f : Rn → R ∪ {∞}, x¯ ∈ dom f . A vector v¯ ∈ Rn is
a) a regular subgradient of f at x¯, written v¯ ∈ ∂ˆf(x¯), if
f(x) ≥ f(x¯) + 〈v¯, x− x¯〉+ o(|x− x¯|). (2.1)
b) a (general) subgradient of f at x¯, written v¯ ∈ ∂f(x¯), if there exist sequences {xν}∞ν=1 ⊆
dom f and {vν}∞ν=1 ⊆ ∂ˆf(xν) such that (xν , f(xν))→ (x¯, f(x¯)) and vν → v¯.
c) a horizon subgradient of f at x¯, written v ∈ ∂∞f(x¯), if the same holds as in b) except
that instead of vν → v one has λνvν → v for some sequence λν ց 0, or in other words,
vν → dir(v) (or v = 0).
d) a proximal subgradient of f at x¯ if it is a regular subgradient whose error term o(|x − x¯|)
is r
2
|x− x¯|2 for some r > 0.
The set of all regular subgradients of f at x¯ is denoted ∂ˆf(x¯) and is called the regular sub-
differential of f at x¯. Similarly, the set of (general) subgradients is denoted ∂f(x¯) and is called
the subdifferential and the set of horizon subgradients is denoted ∂∞f(x¯) and called the horizon
subdifferential. For a function f : Rm × Rn → R ∪ {∞}, f(x, λ), we shall also use ∂xf(·, ·) to
denote the subdifferential with respect to x.
Now we are ready for the definition of prox-regular functions.
Definition 2.3. [21, Def. 13.27] A proper function f : Rn → R ∪ {∞} that is finite at x¯ is prox-
regular at x¯ for v¯ with parameters ǫ > 0, r ≥ 0, where v¯ ∈ ∂f(x¯), if and only if f is locally lsc at
x¯ and
f(x′) ≥ f(x) + 〈v, x′ − x〉 − r
2
|x′ − x|2 (2.2)
whenever |x′− x¯| < ǫ, |x− x¯| < ǫ, |f(x)−f(x¯)| < ǫ, v ∈ ∂f(x) and |v− v¯| < ǫ. If this holds true
for all v¯ ∈ ∂f(x¯), then f is said to be prox-regular at x¯ (without reference to any subgradient). If
f is prox-regular for all x¯ ∈ dom f , then it is said to be a prox-regular function (without reference
to any point).
By choosing ǫ slightly smaller, we may change to a strict inequality and rewrite as follows.
Corollary 2.4. [20, Def. 1.1] A proper function f : Rn → R∪{∞} is prox-regular at x¯ for v¯ with
parameters ǫ > 0, r > 0, if and only if f is locally lsc at x¯, v¯ ∈ ∂f(x¯), and
f(x′) > f(x) + 〈v, x′ − x〉 − r
2
|x′ − x|2 (2.3)
whenever x′ 6= x, |x′ − x¯| < ǫ, |x− x¯| < ǫ, |f(x)− f(x¯| < ǫ, |v − v¯| < ǫ and v ∈ ∂f(x).
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Notice that since we now have a strict inequality for r, we must include the condition x′ 6= x
to remove the possibility of r = 0. Graphically speaking, due to the last term on the right-hand
side of (2.2), we can think of prox-regular functions as those functions which are locally bounded
below by a tangent concave quadratic function. An alternate definition of prox-regularity, which
will be used in Section 5, is described in the following theorem.
Theorem 2.5. [18, Theorem 3.2] A proper function f : Rn → R ∪ {∞} is prox-regular at x¯ for v¯
with parameters ǫ > 0, r ≥ 0 if and only if f is locally lsc at x¯, v¯ ∈ ∂f(x¯) and
〈v′ − v, x′ − x〉 ≥ −r|x′ − x|2
whenever |x′− x¯| < ǫ, |x− x¯| < ǫ, |f(x′)−f(x¯)| < ǫ, |f(x)−f(x¯)| < ǫ, v′ ∈ ∂f(x′), v ∈ ∂f(x),
|v′ − v¯| < ǫ, and |v − v¯| < ǫ.
From Definition 2.3 we see that a prox-regular function is one that is locally bounded below by
a quadratic function. Theorem 2.5 gives us an alternate expression that defines prox-regularity in
terms of local pre-monotonicity of the subdifferential operator. This form is the inspiration for our
main result in Section 4.
Para-prox-regularity is a natural extension of prox-regularity that allows for a parametrized
function.
Definition 2.6. [14, Definition 2.1] The proper function f : Rn × Rm → R ∪ {∞} is para-prox-
regular in x at x¯ for v¯ with compatible parametrization by λ at λ¯ (also said to be para-prox-
regular in x at (x¯, λ¯) for v¯), with parameters ǫ > 0, r ≥ 0, if and only if f is locally lsc at (x¯, λ¯),
v¯ ∈ ∂xf(x¯, λ¯) and
f(x′, λ) ≥ f(x, λ) + 〈v, x′ − x〉 − r
2
|x′ − x|2 (2.4)
whenever |x′ − x¯| < ǫ, |x − x¯| < ǫ, |f(x, λ) − f(x¯, λ¯)| < ǫ, v ∈ ∂xf(x, λ), |v − v¯| < ǫ, and
|λ − λ¯| < ǫ. The function f is continuously para-prox-regular in x at (x¯, λ¯) for v¯ if, in addition,
f(x, λ) is continuous as a function of (x, v, λ) ∈ gph ∂xf at (x¯, v¯, λ¯). It is para-prox-regular in x
at (x¯, λ¯) (with no mention of v¯) if it is para-prox-regular in x at (x¯, λ¯) for all v¯ ∈ ∂xf(x¯, λ¯), and
it is a para-prox-regular function in x (with no mention of x¯ or λ¯) if it is para-prox-regular in x at
(x¯, λ¯) for all (x¯, λ¯) ∈ dom f .
A para-prox-regular function f of (x, λ) is a function that is prox-regular as a function of x
at (x¯, λ¯), and continues to be so at (x, λ) for all x and for all λ in ǫ-neighborhoods of x¯ and λ¯,
respectively. That is, if we do not wander too far away from (x¯, λ¯) either in x or in λ, the prox-
regularity property of f and its corresponding prox-regularity parameters are preserved.
3 Examples
3.1 Basic Examples
We begin with a few basic examples of para-prox-regular functions. The first example is the result
of multiplying the function |x| by the parameter λ.
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Example 3.1. For x ∈ Rn, λ ∈ R, define
f(x, λ) := λ|x|.
Then f is para-prox-regular at x¯ = 0 with compatible parametrization by λ at any λ¯ > 0. It is not
para-prox-regular at x¯ = 0 at any λ¯ ≤ 0.
Proof: Let x¯ = 0 and λ¯ > 0. Then
f(x′, λ) ≥ f(x, λ) + 〈v, x′ − x〉
for any x′, x and for any v ∈ ∂xf(x, λ), as f is convex in x and λ > 0. Thus, for ǫ = λ¯2 and r = 0
we have
f(x′, λ) ≥ f(x, λ) + 〈v, x′ − x〉 − r
2
|x′ − x|2
for |x′ − x¯| < ǫ, |x− x¯| < ǫ, |f(x, λ)− f(x¯, λ¯)| < ǫ, v ∈ ∂xf(x, λ), |v − v¯| < ǫ, and |λ− λ¯| < ǫ.
That is, f is para-prox-regular at (x¯, λ¯).
For λ¯ < 0, f ceases to be a prox-regular function at x¯ = 0. This can be verified by noting that
∂xf(x¯, λ¯) = {|λ¯|,−|λ¯|} and that there does not exist (ǫ, r) that satisfies Definition 2.3 in this case.
Hence, it is not para-prox-regular either. For λ¯ = 0 para-prox-regularity fails as well, since we
require f to be prox-regular in a neighborhood of λ¯, but any neighborhood of λ¯ = 0 necessarily
contains some λ < 0 and yields a function that is not prox-regular.
The previous example hints at the next result: if a function is convex in terms of x no matter
the value of λ, then it is para-prox-regular. This result will be used in Subsection 3.2 to prove that
the proximal average is para-prox-regular.
Example 3.2. Let f : Rn × Rm → R ∪ {∞} be convex as a function of x for all λ such that
|λ− λ¯| < ǫ, where ǫ > 0. Then f is para-prox-regular with compatible parametrization by λ at λ¯.
Proof: Since f(x, λ¯) is convex in terms of x, for any x ∈ dom f(·, λ¯) and any v ∈ ∂xf(x, λ¯)
we have that
f(x′, λ¯) ≥ f(x, λ¯) + 〈v, x′ − x〉 (3.1)
for all x′. For every λ such that |λ− λ¯| < ǫ, since f remains convex, for any x ∈ dom f(·, λ) and
any vλ ∈ ∂fx(x, λ) we have that
f(x′, λ) ≥ f(x, λ) + 〈vλ, x′ − x〉 (3.2)
for all x′. In particular, inequality (3.2) is true for all x′ and x such that |x′ − x¯| < ǫ, |x − x¯| < ǫ
and |f(x, λ)− f(x¯, λ¯)| < ǫ for any x¯ fixed, and for all vλ ∈ ∂xf(x, λ) such that |vλ − v| < ǫ. This
demonstrates para-prox-regularity with parameters r = 0 and ǫ.
The next two examples demonstrate that we can take a prox-regular function f and use the
parameter λ in the argument of f to create para-prox-regular functions at particular λ¯ values.
Example 3.3 examines a linear shift of the argument by λ and example 3.4 examines a scalar
multiple of the argument by λ.
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Example 3.3. Let f˜ : Rn → R∪ {∞} be prox-regular at x¯ for v¯ ∈ ∂f˜(x¯), and let λ ∈ Rn. Define
f(x, λ) := f˜(x− λ).
Then f is para-prox-regular at x¯ with compatible parametrization by λ at λ¯ = 0.
Proof: By assumption, there exist ǫ˜ > 0 and r˜ ≥ 0 such that
f˜(x˜′) ≥ f˜(x˜) + 〈v, x˜′ − x˜〉 − r˜
2
|x˜′ − x˜|2 (3.3)
whenever x˜′ 6= x˜, |x˜′ − x¯| < ǫ˜, |x˜− x¯| < ǫ˜, |f˜(x˜)− f˜(x¯)| < ǫ˜, v ∈ ∂f˜ (x˜), |v − v¯| < ǫ˜. We need
to show that when λ¯ = 0, for all v¯ ∈ ∂f˜ (x¯) = ∂xf(x¯, λ¯) there exist ǫ > 0 and r ≥ 0 such that
f(x′, λ) ≥ f(x, λ) + 〈v, x′ − x〉 − r
2
|x′ − x|2, (3.4)
when x′ 6= x, |x′ − x¯| < ǫ, |x − x¯| < ǫ, |λ− λ¯| < ǫ, |f(x, λ) − f(x¯, λ¯)| < ǫ, v ∈ ∂xf(x, λ) and
|v − v¯| < ǫ. Let ǫ = ǫ˜
2
, r = r˜. Since ǫ < ǫ˜, inequality (3.3) holds when we replace r˜ with r and
ǫ˜ with ǫ everywhere. Select any λ such that |λ − λ¯| < ǫ, and set x˜′ = x′ − λ and x˜ = x − λ.
Notice that if |x′ − x¯| < ǫ and |x− x¯| < ǫ, then by the triangle inequality |(x′ − λ)− x¯| < ǫ˜ and
|(x − λ) − x¯| < ǫ˜, which is to say |x˜′ − x¯| < ǫ˜ and |x˜ − x¯| < ǫ˜. If in addition we restrict our
function values using ǫ instead of ǫ˜, then we have
|f˜(x˜)− f˜(x¯)| < ǫ⇔ |f˜(x− λ)− f˜(x¯− λ¯)| < ǫ⇔ |f(x, λ)− f(x¯, λ¯)| < ǫ.
Finally we observe that v ∈ ∂f˜(x˜) if and only if v ∈ ∂xf(x, λ), so we may rewrite inequality (3.3)
as
f˜(x′ − λ) ≥ f˜(x− λ) + 〈v, (x′ − λ)− (x− λ)〉 − r
2
|(x′ − λ)− (x− λ)|2
when x′ 6= x, |x′ − x¯| < ǫ, |x − x¯| < ǫ, |λ − λ¯| < ǫ, |f(x, λ) − f(x¯, λ¯)| < ǫ, v ∈ ∂xf(x, λ),
|v − v¯| < ǫ. That is, inequality (3.4) holds under the appropriate conditions.
Example 3.4. Let f˜ : Rn → R ∪ {∞} be prox-regular at x¯ for v¯, and let λ ∈ R. Define
f(x, λ) := f˜(λx).
Then f is para-prox-regular at x¯ for v¯ with compatible parametrization by λ at λ¯ = 1.
Proof: By assumption, there exist prox-regularity parameters ǫ˜ > 0 and r˜ ≥ 0 such that
f˜(x˜′) ≥ f˜(x˜) + 〈v, x˜′ − x˜〉+ r˜
2
|x˜′ − x˜|2 (3.5)
for |x˜′− x¯| < ǫ˜, |x˜− x¯| < ǫ˜, |f˜(x˜)− f˜(x¯)| < ǫ˜, v ∈ ∂f˜ (x˜), and |v− v¯| < ǫ˜. Substituting x˜′ = λx′
and x˜ = λx, inequality (3.5) becomes
f˜(λx′) ≥ f˜(λx) + 〈v, λx′ − λx〉 − r˜
2
|λx′ − λx|2 (3.6)
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for |λx′− x¯| < ǫ˜, |λx− x¯| < ǫ˜, |f˜(λx)− f˜(x¯)| < ǫ˜, v ∈ ∂f˜ (λx), and |v− v¯| < ǫ˜. The subgradient
chain rule [21, Ex. 10.7] gives us λv ∈ ∂xf(x, λ), so this may be rewritten as
f(x′, λ) ≥ f(x, λ) + 〈λv, x′ − x〉 − r˜|λ|
2
2
|x′ − x|2 (3.7)
for |λx′ − x¯| < ǫ˜, |λx − x¯| < ǫ˜, |f(x, λ)− f(x¯, λ¯)| < ǫ˜, λv ∈ ∂xf(x, λ), and |v − v¯| < ǫ˜. If we
restrict our neighborhood of x¯ further, say |x′ − x¯| < ǫ˜
2
and |x − x¯| < ǫ˜
2
, then there exists ǫˆ > 0
such that for all λ with |λ− λ¯| < ǫˆ and if |x′ − x¯| < ǫ˜
2
and |x− x¯| < ǫ˜
2
, then we necessarily have
that |λx′ − x¯| < ǫ˜ and |λx− x¯| < ǫ˜. Hence by taking ǫ = min{ ǫ˜
2
, ǫˆ}, inequality (3.7) remains true
for |x′− x¯| < ǫ, |x− x¯| < ǫ, |f(x, λ)− f(x¯, λ¯)| < ǫ, λv ∈ ∂xf(x, λ), |v− v¯| < ǫ, and |λ− λ¯| < ǫ.
Since |λ− λ¯| < ǫ, we may take r = max{r˜, r˜|λ¯+ ǫ|2}. Renaming λv as v˜ we have that
f(x′, λ) ≥ f(x, λ) + 〈v˜, x′ − x〉 − r
2
|x′ − x|2 (3.8)
for |x′−x¯| < ǫ, |x−x¯| < ǫ, |λ−λ¯| < ǫ, |f(x, λ)−f(x¯, λ¯)| < ǫ, v˜ ∈ ∂xf(x, λ), and |v˜−v¯| < ǫ.
3.2 Proximal Average
The next examples are those of the proximal average and NC-proximal average, for which we will
need some background information. Recall that for a proper function f , the Fenchel conjugate f ∗
is defined via
f ∗(y) := sup
y
{〈x, y〉 − f(y)}.
For two convex functions f0 and f1, using the Fenchel conjugate, we define the proximal average.
Definition 3.5. [1, Definition 4.1] The proximal average PAf0,f1 of two proper convex functions
f0 and f1 is defined via
PAf0,f1(x, λ) := ((1− λ)(f0 +
1
2
| · |2)∗ + λ(f1 + 1
2
| · |2)∗)∗(x)− 1
2
|x|2
for λ ∈ [0, 1].
The proximal average has been shown to be an effective method of transforming one convex
function into another in a continuous manner [1]. It has also been shown to be a convex function
[2], and as such it is prox-regular. In fact, it is para-prox-regular, as the following proposition
demonstrates.
Proposition 3.6. The proximal average PAf0,f1 of two proper convex functions f0, f1 is para-prox-
regular with compatible parametrization by λ at λ¯, for all λ¯ ∈ (0, 1).
Proof: Bauschke, Matoušková and Reich [2, Theorem 6.1] proved that this function is convex
in x for all λ ∈ (0, 1), therefore it satisfies the conditions of Example 3.2.
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In [10] an alternate representation of the proximal average function was given using Moreau en-
velopes. Recall that for a function f theMoreau envelope with parameter r > 0 is defined as
erf(x) := inf
y
{f(y) + r
2
|y − x|2},
and its associated proximal point mapping is defined as
Prf(x) := argmin
y
{f(y) + r
2
|y − x|2}.
If f is proper and convex, then erf is proper for all r > 0. Properties of the Moreau envelope give
rise to the equivalent definition of proximal average [10, Equation (4)],
PAf0,f1(x, λ) = −e1(−(1− λ)e1f0 − λe1f1)(x).
However, this formulation is only useful if f0 and f1 are convex functions. For two not necessarily
convex functions f0 and f1, the NC-proximal average function PAr is similarly defined. We need
one more definition first, that of prox-boundedness.
Definition 3.7. A function f is prox-bounded if there exist r > 0 and a point x¯ such that erf(x¯) >
−∞. The infimum of the set of all such r is called the threshold of prox-boundedness.
Definition 3.8. [10, Equation (5)] Let f0 and f1 be proper, prox-bounded functions, and let r > 0
be greater than the threshold of prox-boundedness for both f0 and f1. The NC-proximal average
of f0 and f1 is defined as
PAr(x, λ) := −er+λ(1−λ)(−(1− λ)erf0 − λerf1)(x).
Showing that the NC-proximal average is para-prox-regular requires a technical condition from
[10, Theorem 4.6], specifically that the Lipschitz constant of λPrf0 + (1− λ)Prf1 − I is bounded
by 1. This condition ensures that the NC-proximal average is well-behaved.
Example 3.9. Consider two proper, prox-bounded, prox-regular functions f0 and f1. If the Lip-
schitz constant of λPrf0 + (1 − λ)Prf1 − I is bounded by 1, then for r sufficiently large, the
NC-proximal average is para-prox-regular for all λ¯ ∈ (0, 1).
Proof: Fix λ¯ ∈ (0, 1). Let v¯ ∈ ∂xPAr(x¯, λ¯). Enlarging r if necessary, we know that PAr is
locally Lipschitz continuous in λ [10, Theorem 4.6], and that it is a lower-C2 function in x [10,
Proposition 2.5]. Since all lower-C2 functions are prox-regular, we have that PAr is prox-regular
as a function of x at x¯ for v¯, say with parameters ǫ1 > 0 and ρ ≥ 0. Therefore
PAr(x
′, λ¯) > PAr(x, λ¯) + 〈v, x′ − x〉 − ρ
2
|x′ − x|2 (3.9)
when x′ 6= x, |x′ − x¯| < ǫ1, |x − x¯| < ǫ1, |PAr(x, λ¯)− PAr(x¯, λ¯)| < ǫ1, v ∈ ∂xPAr(x, λ¯), and
|v − v¯| < ǫ1. We have established that PAr is continuous in λ, and therefore there exists ǫ2 > 0
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such that inequality (3.9) remains true when λ¯ is replaced by any λ such that |λ− λ¯| < ǫ2. We can
reduce ǫ2 if necessary, so that |λ− λ¯| < ǫ2 implies λ ∈ (0, 1). Taking ǫ3 = min{ǫ1, ǫ2}, we have
PAr(x
′, λ) > PAr(x, λ) + 〈v, x′ − x〉 − ρ
2
|x′ − x|2 (3.10)
when x′ 6= x, |x′−x¯| < ǫ3, |x−x¯| < ǫ3, |PAr(x, λ)−PAr(x¯, λ¯)| < ǫ3, v ∈ ∂xPAr(x, λ¯), |v−v¯| <
ǫ3, and |λ − λ¯| < ǫ3. If we use ǫ32 -neighborhoods instead of ǫ3-neighborhoods, then inequality
(3.10) certainly remains true. Since PAr is C1 with respect to x, we know that ∂xPAr(x, λ¯) =
{∇xPAr(x, λ¯)}, and by [10, Theorem 4.6] we know that ∇xPAr(x, λ¯) changes in a continuous
manner with respect to λ.Hence, there exists ǫ4 > 0 such that inequality (3.10) remains valid when
v ∈ ∂xPAr(x, λ¯) is replaced by vˆ ∈ ∂xPAr(x, λ) for |vˆ − v| < ǫ4 and |λ − λ¯| < ǫ4. Shrinking
ǫ4 if necessary, we can ensure that ǫ4 <
ǫ3
2
. Thus we have |vˆ − v| < ǫ3
2
and |v − v¯| < ǫ3
2
, which
implies that |vˆ − v¯| < ǫ3
2
+ ǫ3
2
= ǫ3. Therefore, choosing ǫ = min{ ǫ32 , ǫ4} we have that
PAr(x
′, λ) > PAr(x, λ) + 〈vˆ, x′ − x〉 − ρ
2
|x′ − x|2 (3.11)
when x′ 6= x, |x′−x¯| < ǫ, |x−x¯| < ǫ, |PAr(x, λ)−PAr(x¯, λ¯)| < ǫ, vˆ ∈ ∂xPAr(x, λ), |vˆ−v¯| < ǫ,
and |λ− λ¯| < ǫ.
4 Monotonicity
This section contains an alternate definition of para-prox-regular functions. We begin with the
definition of an f -attentive localization of the subdifferential. An f -attentive localization of ∂xf
around (x¯, λ¯, v¯) for a fixed λ is a set-valued mapping Tλ : R
n
⇒ R
n whose graph in Rn × Rn is
the intersection of gph ∂xf with an f -attentive neighborhood of x¯ and an ordinary neighborhood
of v¯. (This contrasts with an ordinary localization, in which the f -attentive neighborhood of x¯ is
relaxed to an ordinary neighborhood.) The following definition is adapted from [18, Def. 3.1].
Definition 4.1. For an ǫ > 0 and a fixed λ, the f -attentive ǫ-localization of ∂fx around (x¯, λ¯, v¯) is
Tλ(x) =
{
{v ∈ ∂xf(x, λ) : |v − v¯| < ǫ}, |x− x¯| < ǫ, |f(x, λ)− f(x¯, λ¯)| < ǫ
∅, otherwise. (4.1)
With this definition in mind, we shall present Theorem 4.3, which is a para-prox-regular analog
of [18, Theorem 3.2], and Corollary 4.4, which is the alternate definition of para-prox-regular
functions that we seek. In order to prove Theorem 4.3, we use the following lemma. The lemma
takes a para-prox-regular function at x¯ for v¯ (with compatible parametrization by λ at λ¯) and forms
a new function that is para-prox-regular at 0 for 0 (with compatible parametrization by λ at λ¯), in
effect shifting the original function. This will allow us, in Theorem 4.3, to make some assumptions
without loss of generality in order to simplify the proof.
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Lemma 4.2. Let f be para-prox-regular at x¯ for v¯ with compatible parametrization by λ at λ¯.
Define
f˜(x, λ) := f(x− x¯, λ)− 〈v¯, x− x¯〉.
Then f˜ is para-prox-regular at 0 for 0 with compatible parametrization by λ at λ¯.
Proof: By assumption, there exist ǫ > 0 and r ≥ 0 such that
f(x′, λ) ≥ f(x, λ) + 〈v, x′ − x〉 − r
2
|x− x¯|2 (4.2)
whenever x′ 6= x, |x′ − x¯| < ǫ, |x − x¯| < ǫ, |f(x, λ)− f(x¯, λ¯)| < ǫ, v ∈ ∂xf(x, λ), |v − v¯| < ǫ,
and|λ − λ¯| < ǫ. For ease of discussion let f1(x, λ) = f(x − x¯, λ) and f2(x, λ) = −〈v¯, x − x¯〉.
Notice that v ∈ ∂xf(x, λ) implies v − v¯ ∈ ∂xf(x, λ) − v¯. Since f2 ∈ C2, applying [21, Exercise
8.8(c)] we have that
∂xf(x, λ)− v¯ = ∂x[f(x− x¯, λ)− 〈v¯, x− x¯〉] = ∂xf˜(x, λ).
Therefore v − v¯ ∈ ∂xf˜(x, λ). Translating inequality (4.2) by x¯, we may rewrite it as
f(x′ − x¯, λ) ≥ f(x− x¯, λ) + 〈v, (x′ − x¯)− (x− x¯)〉 − r
2
|(x′ − x¯)− (x− x¯)|2 (4.3)
now with the conditions x′ 6= x, |x′| < ǫ, |x| < ǫ, |f˜(x, λ) − f˜(0, λ¯)| < ǫ, v − v¯ ∈ ∂xf˜(x, λ),
|v − v¯| < ǫ, and |λ − λ¯| < ǫ. Subtracting 〈v¯, x − x¯〉 from both sides of inequality (4.3) and
simplifying, we get
f˜(x′, λ) ≥ f˜(x, λ) + 〈v, x′ − x〉 − r
2
|x′ − x|2. (4.4)
Therefore f˜ is para-prox-regular at 0 for 0 with compatible parametrization by λ at λ¯.
Theorem 4.3. Let f : Rn × Rm → R ∪ {∞} be a proper function that is locally lsc near (x¯, λ¯).
Then the following are equivalent.
a) The function f is para-prox-regular at x¯ for v¯ with compatible parametrization by λ at λ¯.
b) The vector v¯ is a proximal subgradient of f with respect to x at (x¯, λ¯), and there exist ǫ > 0,
r > 0 such that the f -attentive ǫ-localization Tλ of ∂xf at (x¯, λ¯, v¯) has Tλ + rIx monotone,
for all λ such that |λ− λ¯| < ǫ. That is, there is a constant r such that
〈v1 − v0, x1 − x0〉 ≥ −r|x1 − x0|2 (4.5)
when vi ∈ Tλ(xi), i ∈ {0, 1}, and |λ− λ¯| < ǫ. Here Ix is the identity mapping with respect
to x.
c) There exist ǫ > 0, r > 0 such that
f(x, λ) > f(x¯, λ¯) + 〈v¯, x− x¯〉 − r
2
|x− x¯|2 (4.6)
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when |x − x¯| < ǫ and |λ − λ¯| < ǫ, and the mapping (∂xf + rIx)−1 has the following
single-valuedness property near z¯ = v¯ + rx¯: if |z − z¯| < ǫ, then for i ∈ {0, 1} one has
(xi, λ) ∈ (∂xf + rIx)−1(z)⇒ x0 = x1 (4.7)
when |xi − x¯| < ǫ, |f(xi, λ)− f(x¯, λ¯)| < ǫ, and |λ− λ¯| < ǫ.
Proof:
a)⇒b): We have that f is para-prox-regular at (x¯, λ¯) for v¯, so there exist ǫ > 0 and r > 0 such that
f(x1, λ) ≥ f(x0, λ) + 〈v0, x1 − x0〉 − r2 |x1 − x0|2
f(x0, λ) ≥ f(x1, λ) + 〈v1, x0 − x1〉 − r2 |x0 − x1|2
(4.8)
whenever i ∈ {0, 1}, |xi − x¯| < ǫ, |f(xi, λ) − f(x¯, λ¯)| < ǫ, vi ∈ ∂xf(xi, λ), |vi − v¯| < ǫ, and
|λ− λ¯| < ǫ. Adding the two inequalities in (4.8) together, we get
f(x1, λ) + f(x0, λ) ≥ f(x0, λ) + f(x1, λ) + 〈v0 − v1, x1 − x0〉 − r|x1 − x0|2,
which simplifies to inequality (4.5). Finally, since f is para-prox-regular at x¯ for v¯, it is prox-
regular there as well, giving us that v¯ is a proximal subgradient.
b)⇒c): For this section of the proof and the next, without loss of generality we assume that x¯ = 0,
f(0, λ¯) = 0, and v¯ = 0 (by Lemma 4.2). Let ǫ¯ > 0 and r¯ > 0 be the parameters assumed by
condition b). Since v¯ is a proximal subgradient of f with respect to x at (x¯, λ¯), we have
f(x, λ) > f(x¯, λ¯) + 〈v¯, x− x¯〉 − r
2
|x− x¯|2 (4.9)
when |x− x¯| < ǫ and |λ− λ¯| < ǫ, for some ǫ ∈ (0, ǫ¯) and some r ∈ (r¯,∞). Let λ ∈ [λ¯− ǫ, λ¯+ ǫ].
By decreasing ǫ and increasing r if necessary, we can arrange that r ≥ 1 and ǫ < ǫ¯
2
. Suppose
that for z such that |z − (v¯ + rx¯)| < ǫ we have (xi, λ) ∈ (∂xf + rIx)−1(z), i ∈ {0, 1}. By our
assumptions at the beginning of the proof, this simplifies to |z| < ǫ. For vi = z − rxi we have
vi ∈ ∂xf(xi, λ), and by the triangle inequality |vi| ≤ |z| + r|xi| < ǫ¯2 + ǫ¯2 = ǫ¯. Also |xi| < ǫ¯ and|f(xi, λ)| < ǫ¯, thus, vi ∈ Tλ(xi). So we have that
−r¯|x1 − x0|2 ≤ 〈v1 − v0, x1 − x0〉 = 〈(z − rx1)− (z − rx0), x1 − x0〉 = −r|x1 − x0|2.
Since r > r¯, we conclude that x1 = x0.
c)⇒a): Let ǫ > 0 and r > 0 be the parameters assumed by condition c). It will suffice to show
that there exists ǫ¯ ∈ (0, ǫ) such that para-prox-regularity of f is satisfied by ǫ¯ and r at x¯ = 0,
f(0, λ¯) = 0 for v¯ = 0. That is, whenever
v0 ∈ ∂xf(x0, λ), |v0| < ǫ¯, |f(x0, λ)| < ǫ¯, (4.10)
we have
f(x, λ) ≥ f(x0, λ) + 〈v0, x− x0〉 − r
2
|x− x0|2
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when |x| < ǫ¯ and |λ − λ¯| < ǫ¯. In place of the latter we can aim at guaranteeing the stronger
condition
f(x, λ) > f(x0, λ) + 〈v0, x− x0〉 − r
2
|x− x0|2 (4.11)
for x 6= x0, |x| ≤ ǫ, and |λ− λ¯| ≤ ǫ. Notice that
−r
2
|x− x0|2 = 〈rx0, x− x0〉 − r
2
|x|2 + r
2
|x0|2,
so we can rewrite inequality (4.11) as
f(x, λ) > f(x0, λ) + 〈v0, x− x0〉+ 〈rx0, x− x0〉 − r
2
|x|2 + r
2
|x0|2
= f(x0, λ) + 〈v0 + rx0, x〉 − 〈v0 + rx0, x0〉 − r
2
|x|2 + r
2
|x0|2.
Rearranging, we get
f(x, λ)− 〈v0 + rx0, x〉+ r
2
|x|2 > f(x0, λ)− 〈v0 + rx0, x0〉+ r
2
|x0|2.
Thus, we seek to show that for every fixed λ such that |λ− λ¯| ≤ ǫ¯,
argmin
|x|≤ǫ¯
{f(x, λ) + r
2
|x|2 − 〈z0, x〉} = {x0}, (4.12)
where z0 = v0+rx0. In summary, we need only demonstrate that conditions (4.10) imply equation
(4.12) when ǫ¯ is small enough. Our assumption that f is locally lsc at (0, 0) with f(0, 0) = 0
ensures that f is lsc with respect to a compact set of the form
C = {(x, λ) : |x| ≤ ǫˆ, |λ| ≤ ǫˆ, f(x, λ) ≤ 2ǫˆ}
for some ǫˆ > 0. In particular, f must be lsc at (0, 0) itself: lim inf
x,λ→0
f(x, λ) = 0.
Shrinking ǫ if necessary, we can arrange that
|x| ≤ ǫ, |λ| ≤ ǫ⇒ |x| ≤ ǫˆ, |λ| ≤ ǫˆ, and f(x, λ) > −2ǫˆ. (4.13)
Enlarging r if necessary, we can arrange that
|x|2 < 6ǫˆ
r
⇒ |x| < ǫ, |x| < ǫ
2
2ǫˆ
, and f(x, λ) > − ǫ
2
. (4.14)
Define
g(z) := inf
|x|,|λ−λ¯|≤ǫ
{f(x, λ) + r
2
|x|2 − 〈z, x〉},
G(z) := argmin
|x|,|λ−λ¯|≤ǫ
{f(x, λ) + r
2
|x|2 − 〈z, x〉}.
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Since g is the pointwise infimum of a collection of affine functions of z, it is concave. (Note:
x¯ = 0, v¯ = 0, and f(x¯, λ¯) = 0.) Our assumptions tell us that g(0) = 0 and G(0) = {0}, whereas
g(z) ≤ 0 in general. We claim that under these circumstances,
|z| < ǫˆ
ǫ
⇒
{
G(z) 6= ∅ and
|f(x, λ)| < 2ǫˆ for all (x, λ) ∈ G(z). (4.15)
To see this, observe that because g ≤ 0, the minimization in the definition of g(z) is unaffected
if the attention is restricted to the points (x, λ) satisfying not only |x| < ǫ and |λ| < ǫ, but also
f(x, λ) + r
2
|x|2 − 〈z, x〉 ≤ ǫˆ, in which case f(x, λ) ≤ ǫˆ + ǫ|z|. Therefore, as long as |z| < ǫˆ
ǫ
,
attention can be restricted to points (x, λ) satisfying f(x, λ) < 2ǫˆ. Recalling conditions (4.13) and
the choice of the set C, we deduce that when |z| ≤ ǫˆ
ǫ
,
g(z) = inf
(x,λ)∈C
{f(x, λ) + r
2
|x|2 − 〈z, x〉} and
G(z) = argmin
(x,λ)∈C
{f(x, λ) + r
2
|x|2 − 〈z, x〉}. (4.16)
Since f is lsc relative to C, which is compact, the infimum is sure to be attained. Thus, implication
(4.15) is correct. Also we observe that g is finite on a neighborhood of z = 0, and hence continuous
(by concavity) [21, Theorem 2.35]. Choose ǫ˜ ∈ (0, ǫ) small enough that ǫ˜(1 + r) < ǫˆ
ǫ
and g(z) >
− ǫ
2
when |z| < ǫ˜(1+r). Under this choice we are ready to consider elements satisfying conditions
(4.10) and show that we get equation (4.12). The vector z0 = v0 + rx0 has |z0| ≤ |v0| + r|x0| <
ǫ˜(1 + r), hence |z0| < ǫˆǫ and g(z0) > − ǫ2 . In particular, G(z0) must be nonempty. Consider any
(x1, λ) ∈ G(z0). We have to show on the basis of the single-valuedness property that x1 = x0. We
have that (x0, λ) ∈ (∂xf + rI)−1(z0), due to the fact that v0 ∈ ∂xf(x0, λ) and hence v0 + rx0 ∈
(∂xf + rIx)(x0, λ). If we can establish that
|x1| < ǫ, |λ| < ǫ, |f(x1, λ)| < ǫ and (x1, λ) ∈ (∂f + rI)−1(z0), (4.17)
then the single-valuedness property can be invoked and we will get x1 = x0 as required.
Because |z0| < ǫˆǫ , we know from implication (4.15) that |f(x1, λ)| < 2ǫˆ. Then from r2 |x1|2 =
〈z0, x1〉 − f(x1, λ) + g(z0), where g(z0) ≤ 0, we know that r2 |x1|2 ≤ |z0||x1| + |f(x1, λ)| <
ǫˆ
ǫ
ǫ + 2ǫˆ = 3ǫˆ, so |x1|2 < 6ǫˆr . Through (4.14) this implies that |x1| < ǫ and also that |x1| < ǫ
2
2ǫˆ
and
f(x1, λ) > −ǫ. Then from f(x1, λ) = 〈z0, x1〉 − r2 |x1|2 + g(z0) ≤ |z0||x1| + |g(z0)| and the fact
that g(z0) <
ǫ
2
we obtain f(x1) <
ǫˆ
ǫ
ǫ2
2ǫˆ
+ ǫ
2
= ǫ. Hence |x1| < ǫ, |λ| < ǫ, and |f(x1, λ)| < ǫ. The
fact that the minimum for g(z0) is attained at x1 gives us
f(x, λ) +
r
2
|x|2 − 〈z0, x〉 ≥ f(x1, λ) + r
2
|x1|2 − 〈z0, x1〉 (4.18)
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when |x| < ǫ and |λ| < ǫ. Hence, for all |x| < ǫ and |λ| < ǫ,
f(x, λ) ≥ f(x1, λ) + 〈z0, x〉 − 〈z0, x1〉 − r
2
|x|2 + r
2
|x1|2
= f(x1, λ) + 〈z0, x− x1〉 − r〈x, x1〉+ r〈x, x1〉+ r〈x1, x1〉 − r
2
〈x, x〉 − r
2
〈x1, x1〉
= f(x1, λ) + 〈z0, x− x1〉 − 〈rx1, x− x1〉 − r
2
(〈x, x〉 − 2〈x, x1〉+ 〈x1, x1〉)
= f(x1, λ) + 〈z0 − rx1, x− x1〉 − r
2
|x− x1|2.
Since |x1| < ǫ, this implies that z0 − rx1 ∈ ∂xf(x1, λ), so z0 ∈ (∂xf + rIx)(x1, λ). The subgra-
dient relation in (4.17) is therefore correct as well, and our single-valuedness assumption implies
x0 = x1. Thus equation (4.12) holds and we are done.
This result allows us to define the following alternate definition of para-prox-regularity.
Corollary 4.4. Let f be a proper, lsc function. Then f is para-prox-regular in x at x¯ for v¯ with
compatible parametrization by λ at λ¯, with parameters ǫ > 0, r > 0, if and only if v¯ is a proximal
subgradient of f with respect to x at (x¯, λ¯) and
〈v1 − v0, x1 − x0〉 ≥ r|x1 − x0|2
when for i ∈ {0, 1} we have |xi − x¯| < ǫ, |f(xi, λ)− f(x¯, λ¯)| < ǫ, vi ∈ ∂xf(xi, λ), |vi − v¯| < ǫ,
and |λ− λ¯| < ǫ.
5 Advanced Examples
In this section we examine some common situations where parameters arise in optimization prob-
lems. In all cases we focus on identifying the prox-regularity parameters. We already know of
many classes of functions that are prox-regular, some were mentioned in the introduction, and here
in general we begin with prox-regular functions and build upon them. We show that the scalar
multiplication of a prox-regular function by a positive parameter results in a function that remains
prox-regular. This will lead to the construction of para-prox-regular functions via the weighted
sums and weighted max of prox-regular functions.
The following proposition and theorem is a result first provided in [20], showing that strongly
amenable functions are prox-regular. In that work, Poliquin and Rockafellar simply conclude the
function is prox-regular and they do not single out the prox-regularity parameters ǫ and r in the
statement of the theorem. In the present work, the theorem has been restated with a proposition
beforehand, in order to pull out the prox-regularity parameters from the proof into the statement
of the theorem. In later results we require the ability to identify such parameters instead of merely
stating that they exist. Other than clarifying the prox-regularity parameters, Proposition 5.1 and
Theorem 5.2 and their proofs are essentially the same as [20, Theorem 3.1].
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Proposition 5.1. Let f(x) = g(F (x)), where F : Rn → Rm is of class C2, g : Rm → R¯ is lsc and
proper, and suppose there is no vector y 6= 0 in ∂∞g(F (x¯)) with∇F (x¯)∗y = 0, where x¯ ∈ dom f .
Then
a) there exists ǫ0 > 0 such that
∂f(x) ⊂ ∇F (x)∗∂g(F (x))
when |x− x¯| < ǫ0 and |f(x)− f(x¯)| < ǫ0.
b) S : (x, v) → {y ∈ ∂g(F (x)) : ∇F (x)∗y = v} has closed graph and is locally bounded at
(x¯, v¯) for v¯ ∈ ∂f(x¯), within the same neighborhoods Bǫ0(x¯) and Bǫ0(f(x¯)). In particular,
S(x¯, v¯) is a compact set.
c) If v¯ ∈ ∂f(x¯) is such that for every y ∈ ∂g(F (x¯)) with ∇F (x¯)∗y = v¯ the function g
is prox-regular at F (x¯) with parameters ǫy > 0, ry > 0, then for the parameters ǫ =
min{ǫ0,min
y
{ǫy}} and r¯ = max
y
{ry}, which are guaranteed to exist since S(x¯, v¯) is a com-
pact set, we have
〈y1 − y0, u1 − u0〉 ≥ −r¯|u1 − u0|2 (5.1)
whenever yi ∈ ∂g(ui), |ui − F (x¯)| < ǫ¯, |g(ui)− g(F (x¯))| < ǫ¯, dist(yi, S(x¯, v¯)) < ǫ¯.
Proof: See [20, Theorem 3.1] and the proof thereof.
In Theorem 5.2 we must provide greater detail, in order to fully describe the prox-regularity pa-
rameters. In particular, the full details of parameter r only become apparent with the proof itself.
Theorem 5.2. Let the conditions of Proposition 5.1 hold. Assume further that v¯ ∈ ∂f(x¯) is a
vector such that for every y ∈ ∂g(F (x¯)) such that ∇F (x¯)∗y = v¯, the function g is prox-regular
at F (x¯) for y with parameters ǫy > 0, ry > 0. Then f is prox-regular at x¯ for v¯ with parameters
ǫ > 0 as in Proposition 5.1 and r > 0 as described by equations (5.2), (5.4), (5.6), and (5.8) below.
Proof: By our assumptions, g is prox-regular at F (x¯) for each y ∈ S(x¯, v¯), with constants ǫy
and ry. Since S(x¯, v¯) is compact we can make this uniform. We know that there is a finite open
cover of S(x¯, v¯) using a finite number of the ǫy, say {ǫ1, . . . , ǫk}. Then using the corresponding
{r1, . . . , rk}, we define
r¯ := max
i∈{1,...,k}
{ri} > 0. (5.2)
We now have ǫ > 0, r¯ > 0, Y = S(x¯, v¯) a compact set, and yi ∈ ∂g(F (xi))∩Y with∇F (xi)∗yi =
vi such that
〈y1 − y0, F (x1)− F (x0)〉 ≥ −r¯|F (x1)− F (x0)|2
when |xi−x¯| < ǫ, |f(xi)−f(x¯)| < ǫ, vi ∈ ∂f(xi), and |vi−v¯| < ǫ. Note that when vi = ∇F (xi)∗yi
then
〈v1 − v0, x1 − x0〉 = 〈∇F (x1)∗yi −∇F (x0)∗y1 +∇F (x0)∗y1 −∇F (x0)∗y0, x1 − x0〉,
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which gives
〈v1 − v0, x1 − x0〉 = 〈[∇F (x1)∗ −∇F (x0)∗]y1, x1 − x0〉+ 〈∇F (x0)∗(y1 − y0), x1 − x0〉. (5.3)
Because Y is compact and F ∈ C2, we can find
r1 > 0 such that for all y ∈ Y, |[∇F (x1)∗ −∇F (x0)∗]y| ≤ r1|x1 − x0|. (5.4)
Thus for all y ∈ Y ,
〈[∇F (x1)∗ −∇F (x0)∗]y, x1 − x0〉 ≥ −r1|x1 − x0|2. (5.5)
The final term in equation (5.3) can be written as 〈∇φ(x0), x1 − x0〉 for the C2 function φ(x) =
〈y1 − y0, F (x)〉. Let
r2 be an upper bound for the eigenvalues of the Hessian of the mapping x→ 〈η, F (x)〉, (5.6)
where x ranges over Bǫ(x¯) and η ranges over the compact set Y − Y . Then in particular φ(x) ≤
φ(x0) + 〈∇φ(x0), x− x0〉+ r2|x− x0|2 when |x− x¯| ≤ ǫ. It follows that
〈∇φ(x0), x1 − x0〉 ≥ −r2|x1 − x0|2 + φ(x1)− φ(x0)
= −r2|x1 − x0|2 + 〈y1 − y0, F (x1)− F (x0)〉
≥ −r2|x1 − x0|2 − r¯|F (x1)− F (x0)|2.
(5.7)
But there is also a constant k such that |F (x1)−F (x0)| ≤ k|x1−x0|when |xi− x¯| < ǫ. Using this
fact with the inequalities (5.5) and (5.7) for the two terms at the end of equation (5.3) we obtain
〈v1 − v0, x1 − x0〉 ≥ −r1|x1 − x0|2 − r2|x1 − x0|2 − r¯k2|x1 − x0|2.
Thus for
r := r1 + r2 + r¯k
2 (5.8)
we have that
〈v1 − v0, x1 − x0〉 ≥ −r|x1 − x0|2
whenever |xi − x¯| < ǫ, |f(xi)− f(x¯)| < ǫ, vi ∈ ∂f(xi), and |vi − v¯| < ǫ.
Now we are ready to begin with parametrized functions. Lemma 5.3 demonstrates that multi-
plying a prox-regular function by a positive parameter does not affect its prox-regularity, a property
that we shall use in the theorems that follow.
Lemma 5.3. Let f : Rn → R∪{+∞} be prox-regular at x¯ for v¯ with parameters ǫ˜ > 0 and r˜ > 0,
and let λ ∈ R, λ > 0. Then λf(x) is prox-regular at x¯ for λv¯ with parameters ǫ = min{ǫ˜, λǫ˜} and
r = λr˜.
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Proof: By prox-regularity of f , ǫ˜ and r˜ are such that
f(x′) > f(x) + 〈v, x′ − x〉 − r˜
2
|x′ − x|2
whenever x′ 6= x, |x′ − x¯| < ǫ˜, |x − x¯| < ǫ˜, |f(x) − f(x¯)| < ǫ˜, v ∈ ∂f(x), and |v − v¯| < ǫ˜.
Multiplying by λ > 0 yields
λf(x′) > λf(x) + 〈λv, x′ − x〉 − λr˜
2
|x′ − x|2
whenever x′ 6= x, |x′ − x¯| < ǫ˜, |x − x¯| < ǫ˜, |f(x) − f(x¯)| < ǫ˜, v ∈ ∂f(x), and |v − v¯| < ǫ˜.
Since v ∈ ∂f(x), we know that λv ∈ ∂λf(x). When |v − v¯| < ǫ˜ and |f(x)− f(x¯)| < ǫ˜ we have
|λv − λv¯| < λǫ˜ and |λf(x)− λf(x¯)| < λǫ˜. Let ǫ = min{ǫ˜, λǫ˜}, and let r = λr˜. We conclude that
λf(x′) > λf(x) + 〈λv, x′ − x〉 − r
2
|x′ − x|2
whenever x′ 6= x, |x′ − x¯| < ǫ, |x− x¯| < ǫ, |λf(x)− λf(x¯)| < ǫ, λv ∈ ∂f(x), and |λv − λv¯| <
ǫ.
A direct result of Lemma 5.3 is that the scalar multiplication of a prox-regular function with a
positive parameter results in a para-prox-regular function.
Corollary 5.4. Let f : Rn → R ∪ {+∞} be prox-regular at x¯ for v¯ with parameters ǫ˜ > 0 and
r˜ > 0, and let λ¯ ∈ R, λ¯ > 0. Then g(x, λ) = λf(x) is para-prox-regular at x¯ for λ¯v¯ with
parameters ǫ = min{ǫ˜, λǫ˜
2
} and r = 3λr˜
2
with compatible parametrization by λ at λ¯.
Proof: Let δ = λ¯
2
and consider λ ∈ (λ¯−δ, λ¯+δ). Then for each such λ, using ǫλ = min{ǫ˜, δǫ˜}
we have that
g(x′, λ) > g(x, λ) + 〈λv, x′ − x〉 − λr˜
2
|x′ − x|2
whenever x′ 6= x, |x′ − x¯| < ǫλ, |x − x¯| < ǫλ, |g(x, λ¯) − g(x¯, λ¯)| < ǫλ, λv ∈ ∂xg(x, λ), and
|λv − λ¯v¯| < ǫλ. Let ǫ = min{δ, ǫ˜, δǫ˜} and r = max{λr˜}. Then we have
g(x′, λ) > g(x, λ) + 〈λv, x′ − x〉 − r
2
|x′ − x|2
when x′ 6= x, |x′ − x¯| < ǫ, |x − x¯| < ǫ, |g(x, λ)− g(x¯, λ¯)| < ǫ, λv ∈ ∂xg(x, λ), |λv − λ¯v| > ǫ,
and |λ− λ¯| < ǫ.
Next we have a minor extension of [20, Theorem 3.2], where Poliquin and Rockafellar showed
that, under certain conditions, the sum of two prox-regular functions is again prox-regular. We
extend this to the sum of any finite number of prox-regular functions. The result also extracts the
prox-regularity parameters from the proof, thus allowing their use in later results.
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Theorem 5.5. For i ∈ {1, 2, . . . , m}, let fi : Rn → R ∪ {+∞}. Let x¯ ∈
m⋂
i=1
dom fi and assume
that the only choice of vi ∈ ∂f∞i (x¯) with
m∑
i=1
vi = 0 is vi = 0 for all i = 1, 2, . . . , m. Define
f(x) :=
m∑
i=1
fi(x) and let v¯ ∈ ∂f(x¯). If fi is prox-regular at x¯ for vi with parameters ǫi > 0 and
ri > 0, for each vi ∈ ∂fi(x¯) such that
m∑
i=1
vi = v¯, then f is prox-regular at x¯ for v¯ with parameters
ǫ = mini{ǫi} and r = mmaxi{ri}.
Proof: Define g(u1, u2, . . . , um) :=
m∑
i=1
fi(ui) and F (x) := (x, x, . . . , x). Then g is lsc and
proper, F ∈ C2, and f(x) = g(F (x)). Notice that ∇F (x) = (I, I, . . . , I)T , so the only possible
y ∈ ∂∞g(F (x¯)) with ∇F (x¯)∗y = 0 is y = 0. Therefore the constraint qualification on y in Theo-
rem 5.2 holds. We have that g is prox-regular at F (x¯) for every y ∈ ∂g(F (x¯)) with∇F (x¯)∗y = v¯,
so all the conditions of Theorem 5.2 are satisfied. Let ǫ and r be as described in the proof of
that theorem. In particular, r1 = 0 in this case since ∇F (x1) − ∇F (x0) = 0. Also r2 = 0,
since 〈η, F (x)〉 = 〈η, (x, x, . . . , x)〉 = xη, which implies ∇〈η, F (x)〉 = η and ∇2〈η, F (x)〉 = 0.
Finally,
|F (x1)− F (x0)| = |(x1 − x0, x1 − x0, . . . , x1 − x0)| =
√
m(x1 − x0)2 =
√
m|x1 − x0|,
which gives λ =
√
n. Hence r = mr¯ = mmax
i
{ri}. We conclude that f is prox-regular at x¯ for v¯
with these parameters.
Corollary 5.6. For i ∈ {1, 2, . . . , m}, let fi : Rn → R ∪ {+∞} be prox-regular at x¯ for vi ∈
∂fi(x¯) with parameters ǫi > 0 and ri > 0. Let λ¯ = (λ1, λ2, . . . , λm) > 0 (i.e. λi > 0 for all i), and
define f(x) :=
m∑
i=1
λifi(x). Then f is prox-regular at x¯ for λ¯v¯ with parameters ǫ = min
i
{ǫi, λiǫi}
and r = mmax
i
{λiri}, where v¯ =
m∑
i=1
λivi ∈ ∂xf(x¯, λ¯).
Proof: Apply Lemma 5.3 to each fi in Theorem 5.5.
We now examine parametrized functions by multiplying each of the prox-regular functions fi in
Theorem 5.5 by a parameter λi, and we show that the weighted sum of prox-regular functions is a
para-prox-regular function.
Theorem 5.7. For i ∈ {1, 2, . . . , m}, let fi : Rn → R ∪ {+∞}. Let λ¯ = (λ¯1, λ¯2, . . . , λ¯m) > 0.
Let x¯ ∈
m⋂
i=1
dom fi and assume that
the only choice of vi ∈ ∂f∞i (x¯) with
m∑
i=1
vi = 0 is vi = 0 for all i. (5.9)
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Define
f(x, λ) :=
m∑
i=1
λifi(x)
where λ = (λ1, λ2, . . . , λm), and let v¯ ∈ ∂xf(x¯, λ¯). If fi is prox-regular at x¯ for all v¯i ∈ ∂fi(x¯)
such that
m∑
i=1
λ¯iv¯i = v¯, with parameters ǫi and ri, then f is para-prox-regular at x¯ for v¯ with com-
patible parametrization by λ at λ¯, with parameters ǫ = min
i
{ λ¯i
2
, ǫi,
λ¯i
2
ǫi} and r = mmax
i
{3λ¯i
2
ri}.
Proof: Since λ¯i > 0 and fi is prox-regular at x¯ for v¯i for all i, Lemma 5.3 applies and we
have that each λifi is prox-regular at x¯ for λ¯iv¯i with parameters ǫ˜i = min{ǫi, λ¯iǫi} and r˜i = λ¯iri.
Since λ¯i > 0, we have ∂
∞λ¯ifi = ∂
∞fi [21, equation 10(6)], so condition (5.9) holds for vi ∈
∂∞λ¯ifi. Thus by Corollary 5.6, we have that f(x, λ¯) is prox-regular in x at x¯ for v¯ with parameters
ǫ¯ = min
i
{ǫ˜i} and r¯ = mmax
i
{r˜i}. (Note that here we are viewing f as a function of x, with λ¯
fixed.) Define δ := 1
2
min
i
{λ¯i}, and B := {λ : λi ∈ [λ¯i − δ, λ¯i + δ] for all i}. Since λ > 0 for all
λ ∈ B, by similar arguments as above we have that f(x, λ) is prox-regular in x at x¯ for v¯ for every
fixed λ ∈ B, with parameters ǫλ = min
i
{ǫi, λiǫi} and rλ = mmax
i
{λiri}. But min
λ∈B
{λi} = δ and
max
λ∈B
{λi} = max
i
{λ¯i}+ δ, so for all λ ∈ B we have that f(x, λ) is prox-regular in x at x¯ for v¯ with
parameters ǫˆ = min{ǫi, δǫi} and rˆ = mmax
i
{(λ¯i+δ)ri}. Since λ¯i+δ ≤ 3λ¯i2 , we may overestimate
and set r = mmax
i
{3λ¯i
2
ri}. Therefore we may conclude that f is para-prox-regular at (x¯, λ¯) for v¯
with parameters ǫ = min{δ, ǫˆ} = min
i
{ λ¯i
2
, ǫi,
λ¯i
2
ǫi} and r = mmax
i
{3λ¯i
2
ri}.
Example 5.8. Let f1 : R
n → R∪{∞} and f2 : Rn → R∪{∞} be prox-regular at x¯ ∈
2⋂
i=1
dom fi.
Assume the only choice of vˆ1 ∈ ∂f∞1 (x¯) and vˆ1 ∈ ∂f∞2 (x¯) with vˆ1 + vˆ2 = 0 is vˆ1 = vˆ2 = 0. Define
f(x, λ) := λf1(x) + (1− λ)f2(x).
Let v¯ ∈ ∂xf(x¯, λ¯) such that v¯ = λv1 + (1 − λ)v2 with v1 ∈ ∂f1(x¯) and v2 ∈ ∂f2(x¯). Then f
is para-prox-regular at x¯ for v¯ = λv1 + (1 − λ)v2 with compatible parametrization by λ at any
λ¯ ∈ (0, 1).
Details: For f1 and f2 lower-C2 functions, this result has already been proved [10]. The lower-
C2 requirement can be generalized to prox-regular by using Theorem 5.7.
The following proposition and lemma are a restatement of a result from [14]. We shall use them in
the proof of Theorem 5.11, para-prox-regularity of a weighted finite max of C0 functions.
Proposition 5.9. [14, Prop. 2.2] Suppose that f : Rn × Rm is strongly amenable in x at x¯ with
compatible parametrization by λ at λ¯, in the sense that on some neighborhood of (x¯, λ¯) there is a
composite representation f(x, λ) = g(F (x, λ)) in which F : Rn×Rd → Rm is a C2 mapping and
g : Rm → R is a convex, proper, lsc function for which F (x¯, λ¯) ∈ D := dom g and
z ∈ ND(F (x¯, λ¯)),∇xF (x¯, λ¯)∗z = 0⇒ z = 0.
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Then as long as v¯ ∈ ∂xf(x¯, λ¯), one has f continuously para-prox-regular in x at x¯ for v¯ with
compatible parametrization by λ at λ¯.
Corollary 5.10. For i ∈ {1, 2, . . . , m}, let fi : Rn → R be C2. Let λ¯ = (λ¯1, λ¯2, . . . , λ¯m) > 0. Let
x¯ ∈
m⋂
i=1
dom fi and v¯ ∈ ∂xf(x¯, λ¯). Define
f(x, λ) := max
i
{λifi(x)}
where λ = (λ1, λ2, . . . , λm). Then f is continuously para-prox-regular in x at x¯ for v¯ with com-
patible parametrization by λ at λ¯.
Proof: Let
F (x, λ) = (λ1f1(x), λ2f2(x), . . . , λmfm(x))
and
g(u1, u2, . . . , um) = max{u1, u2, . . . , um}.
Then F is C2, since each component is a product of two C2 functions, g is proper lsc convex, and
f(x, λ) = g(F (x)).
Therefore f is strongly amenable. Since D = dom g is Rn, ND(F (x¯, λ¯)) = {0}, so the constraint
qualification of Proposition 5.9 holds. We have all the requirements of Proposition 5.9, and its
conclusion is our desired result.
Our next result is a relaxation of the C2 condition of Corollary 5.10. It is sufficient that the fi be
C1, prox-regular functions. In relaxing the result, we provide a direct proof and also extract the
prox-regularity parameters from the proof.
Theorem 5.11. For i ∈ {1, 2, . . . , m}, let fi : Rn → R be C1. Let λ¯ = (λ¯1, λ¯2, . . . , λ¯m) > 0. Let
x¯ ∈
m⋂
i=1
dom fi. Define
f(x, λ) := max
i
{λifi(x)}
where λ = (λ1, λ2 . . . , λm), and let v¯ ∈ ∂xf(x¯, λ¯). If the fi are prox-regular at x¯ for each
vi ∈ ∂fi(x¯) with parameters ǫi > 0 and ri > 0, then f is para-prox-regular at x¯ for v¯ with
parameters ǫ = min
i
{ǫi, λ¯iǫi2 } and r = maxi {
3λ¯iri
2
}, with compatible parametrization by λ at λ¯.
Proof: Let A(x¯, λ¯) = {i : f(x¯, λ¯) = λ¯ifi(x¯)} be the active set of indices. Then ∂xf(x¯, λ¯) =
conv
i∈A(x¯,λ¯)
{λ¯i∇fi(x¯)} [6, Theorem 2.8.2], so every v¯ ∈ ∂xf(x¯, λ¯) has the form
∑
i∈A(x¯,λ¯)
θiλ¯ivi for some
vi ∈ ∂fi(x¯) and some set of non-negative {θi}i∈A(x¯,λ¯) such that
∑
i∈A(x¯,λ¯)
θi = 1. Corollary 5.4 tells
us that the λifi are para-prox-regular at (x¯, λ¯i) for all λ¯ivi ∈ ∂λ¯ifi(x¯). In particular, for each i we
can take ǫˆi = min{ǫi, λ¯iǫi2 } and rˆi = 3λ¯iri2 to get
λifi(x
′) ≥ λifi(x) + 〈λivˆi, x′ − x〉 − rˆi
2
|x′ − x|2 (5.10)
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for x′ 6= x, |x′− x¯| < ǫˆi, |x− x¯| < ǫˆi, |λifi(x)− λ¯if(x¯)| < ǫˆi, λivˆi ∈ ∂λifi(x), |λivˆi− λ¯ivi| < ǫˆi,
and |λi − λ¯i| < ǫˆi. This is a system ofm inequalities, so using ǫ = min
i
{ǫˆi} and r = max
i
{rˆi} we
can say that for all i ∈ {1, 2, . . . , m}
λifi(x
′) ≥ λifi(x) + 〈λivˆi, x′ − x〉 − r
2
|x′ − x|2 (5.11)
for all x′ 6= x, |x′ − x¯| < ǫ, |x − x¯| < ǫ, |λi − λ¯i| < ǫ, λivˆi ∈ ∂λifi(x), |λivˆi − λ¯ivi| < ǫ,
|λifi(x) − λ¯ifi(x¯)| < ǫ (with r and ǫ no longer dependent on i). Since f(x′, λ) ≥ λifi(x′) for all
i, we can replace the left-hand side of inequality (5.11) with f(x′, λ) to get
f(x′, λ) ≥ λifi(x) + 〈λivˆi, x′ − x〉 − r
2
|x′ − x|2 (5.12)
for all x′ 6= x, |x′ − x¯| < ǫ, |x − x¯| < ǫ, |λi − λ¯i| < ǫ, λivˆi ∈ ∂λifi(x), |λivˆi − λ¯ivi| < ǫ,
|λifi(x)− λ¯ifi(x¯)| < ǫ. Let x′, x, λ, v be such that x′ 6= x, |x′− x¯| < ǫ, |x− x¯| < ǫ, v ∈ ∂xf(x, λ),
|v − v¯| < ǫ, |λ − λ¯| < ǫ, |f(x, λ) − f(x¯, λ¯)| < ǫ. Let A(x, λ) = {i : f(x, λ) = λifi(x)}. Then
∂xf(x, λ) = conv
i∈A(x,λ)
{λi∂fi(x)}. So v ∈ ∂xf(x, λ) has the form
∑
i∈A(x,λ)
θiλivˆi for some vˆi ∈ ∂fi(x)
and some non-negative {θi}i∈A(x,λ) such that
∑
i∈A(x,λ)
θi = 1. We can also substitute f(x, λ) on the
right-hand side of inequality (5.12) for those i ∈ A(x, λ) to get
f(x′, λ) ≥ f(x, λ) + 〈λivˆi, x′ − x〉 − r
2
|x′ − x|2. (5.13)
Multiplying (5.13) by θi and adding over i ∈ A(x, λ) yields
∑
i∈A(x,λ)
θif(x
′, λ) ≥
∑
i∈A(x,λ)
θif(x, λ) + 〈
∑
i∈A(x,λ)
θiλivˆi, x
′ − x〉 −
∑
i∈A(x,λ)
θi
r
2
|x′ − x|2
which simplifies to
f(x′, λ) ≥ f(x, λ) + 〈v, x′ − x〉 − r
2
|x′ − x|2. (5.14)
Therefore f is para-prox-regular at x¯ for v¯ with compatible parametrization by λ at λ¯, with param-
eters ǫ and r.
6 Open Questions
There are two areas of further research that are made apparent by this work. First, our results
concerning weighted parametrized sums and weighted parametrized max functions rely on starting
with a finite number of prox-regular functions. A natural direction to continue with the devel-
opment of these theorems would be to explore the case where the family of functions is infinite.
Second, all the results found in this paper are for functions in finite-dimensional space. A natural
extension of this research would be to reexamine these results in a Hilbert or Banach space.
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