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Abstract— identifying a voice of a person by own voice 
is a very important human peculiarity, in order that a 
human easily recognize. The too many subjective 
problems are arrived in voice identification in compare 
of noisy voice, very low quality voice, mixing voice and 
etc.  In this article, we are studies some of voice 
identification methods with their result accuracy. We 
know that, the voice identification have two main parts, 
one part explain the extraction of voice signals by 
MFCC, adaptive MFCC, Cepstral mean subtraction 
Robust Feature extraction method. The next part, find the 
similarity of extracted voice signals by some prominent 
methods like kNN with Double distance method, deep 
learning method, pattern identification method and etc. 
We conclude this review with a analysis of 
method of human voice identification and have a go at to 
point out strengths and weaknesses of methods.  
Keywords— MFCC, Knn, Distance, Voice Signal 
I. INTRODUCTION  
In today, the voice is the most and prominent 
feature of human communication. It conveys 
exchange the information by a particular language.  
The voice is used as one of the important 
biometric, because too many crimes are done by 
voice like threated, unauthorized access 
permission, banking system and etc. a voice 
identification system identifying person from their 
voice. The voice of every individual is totally 
different, in the meaning of size larynx, vocal tract, 
pronunciations style, intonation of sound and too 
many points. We know that any human voice 
enlightens the information of emotion, gender and 
recognizes the human.  It is a part of biometric 
system that recognizes the voice which is 
representing the unique characterization. The voice 
identification may be classified into two closed set 
and open set.  
Any voice can be classified by several methods 
which is based on feature extraction and 
identification method. The MFCC and adaptive 
MFCC are very supporting in extraction of voice 
signal. It is also very comfortable with other 
identification methods like that pattern matching, 
deep learning, neural network, kNN and etc. In this 
paper, we will study some voice identification 
method with their strengths and weaknesses of 
performance. 
 
 
 
II.  STRUCTURE OF HUMAN VOICE   
The lungs, the vocal folds and the articulators are 
main parts of human voice structure, that are 
created a sound of human or speaking of human. 
The given below shown the structure of human 
voice (Becker S., et al. 2009). 
 
Figure 2 structure of voice 
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III. ANALYSIS OF THE VOICE 
Relevant details should be given including 
experimental design and the technique (s) used 
along with appropriate statistical methods used 
clearly along with the year of experimentation 
(field and laboratory). 
Any voice can be analyzed by some key points like 
that ‘what is the voice range and voice weight” and 
etc. all features of human voice are presented in 
given below table 1 (Evans S, et al., 2006). 
 
IV. TYPES OF VOICE 
A voice type is a definitively human voice 
identified as having certain characteristics of range, 
weight, tessitura, timbre, and transition classes. 
 
Figure 3 Types of voice 
 
 
V. VOICE EXTRACTION METHOD 
The voice features are extracted by input voice 
signal and also stored in voice templates. It is 
called the pre-processing of voice identification or 
voice identification, after all voice templates are 
compared against a training database of voice and 
finally achieved the voice identification. 
 
The voice extraction methods (Muda L., et al., 
2010) are given below. 
 Principal Component Analysis-  
(a) Nonlinear 
(b)Eigenvector-based 
 
 Linear Discriminate Analysis 
a) Nonlinear  
(b) Supervised learning.  
 
 Independent Component Analysis 
(a) Nonlinear 
(b) Iterative non Gaussian. 
 
 Cepstral Analysis 
(a) Static feature extraction method. 
 
 Mel-frequency scale analysis 
(a) Static feature extraction method 
(b) Spectral analysis 
 
Mel-frequency cepstrum   
(a) Fourier Analysis 
 
 Wavelet based feature extraction method 
(a) Time Transform 
 
 Adaptive MFCC feature extractions method  
(a) Divided by the hamming window 
 
 Cepstral mean subtraction Robust Feature 
extraction 
(a) Based on Mean statically parameter 
 
 RASTA feature extraction method   
(a) It is find out Feature in Noisy voice data 
 
 Integrated feature extraction method 
(a)  A combination of PCA, ICA and LDA.                 
 
VI. VOICE IDENTIFICATION METHOD 
Today, the voice identification system has been a 
anxiety of many researcher. So many researchers 
are developed different-2 technology with the help 
of concepts like hidden markov model, template 
based, statically based, knowledge based, learning 
based.  The following methods are described in 
given below. 
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(a)  kNN and Double distance method  
The kNN is a supervised learning method and here 
the value of k is fixed 1. The diagram of voice 
identification is given below (Ranny, 2016) 
 
Figure 4 Voice Identification System 
 
K Nearest Neighbor algorithm 
1. Calculate the distance between 
testing data to each training data 
2. Determine one data label that 
most minimum distance 
3. Classified the testing data to the 
label data 
 
 Now we are calculated the Euclidean distance 
between testing data to each and every training data 
with minimum distance (Ranny, 2016). 
Here we are represented the training data set 
𝑋1, 𝑋2, 𝑌1, 𝑌2 𝑎𝑛𝑑 𝑍1  
 
𝑋1 = {𝑥1
1, 𝑥1
2, 𝑥1
3, 𝑥1
4} 
𝑋2 = {𝑥2
1, 𝑥2
2, 𝑥2
3, 𝑥2
4} 
𝑌1 = {𝑦1
1, 𝑦1
2, 𝑦1
3, 𝑦1
4} 
𝑌2 = {𝑦2
1, 𝑦2
2, 𝑦2
3, 𝑦2
4} 
𝑍2 = {𝑧2
1, 𝑧2
2, 𝑧2
3, 𝑧2
4} 
Now calculated the average of the training data 
 
?̅?={?̅?1, ?̅?2, ?̅?3, ?̅?4} 
={?̅?1, ?̅?2, ?̅?3, ?̅?4} 
Where  
?̅? is the average of the training data’s 
𝑋1 𝑎𝑛𝑑 𝑋2. 
 is the average of the training data’s 
𝑌1 𝑎𝑛𝑑 𝑌2. 
Then here is the calculated value of both  𝑃𝑌 
and 𝑃𝑋 for the similarity distance of  𝐷𝑍−𝑋 and 
𝐷𝑍−𝑦 and finally result of the voice identification is 
minimum of  𝐷𝑍−𝑋 and  𝐷𝑍−𝑦. 
Identification result= min(𝐷𝑍−𝑋 ,  𝐷𝑍−𝑦) 
VII CONCLUSION  
In this review, we have discussed the kNN and 
double distance method; it is developed in 
previous. The kNN is merged with double distance 
technique in previously paper entailed “voice 
identification using k nearest neighbor and double 
distance method”. This is good for voice 
identification because it is used neural network 
with double distance method. The accuracy of 
measurement in voice identification is 96.97%.   
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