Abstract. Nondeterministic concurrent strategies-those strategies compatible with copy-cat behaving as identity w.r.t. composition-have been characterised as certain maps of event structures. This leads to a bicategory of general concurrent games in which the maps are nondeterministic concurrent strategies. This paper explores the important sub-bicategory of deterministic concurrent strategies. It is shown that deterministic strategies in a game can be identified with certain subgames, with the benefit that the bicategory of deterministic games becomes equivalent to a technically-simpler order-enriched category. Via a characterisation, deterministic strategies are shown to coincide with the receptive ingenuous strategies of Melliès and Mimram. Deterministic strategies determine closure operators, in accord with an early definition of Abramsky and Melliès. Known subcategories appear as special cases: Berry's order-enriched category of dI-domains and stable functions arises as a full subcategory in which the games comprise solely of Player moves; the 'simple games' of Hyland et al., a basis for much of game semantics, form a subcategory in which the games permit no concurrency, Player-Opponent moves alternate and Opponent always moves first.
Introduction
This paper, in tribute to Carroll Morgan on the occasion of his 60th birthday, is based on ideas developed during an enjoyable visit to Macquarie University and NICTA, University of New South Wales, in 2006-7. I have fond memories of meetings at NICTA with Carroll, Rob van Glabbeek and Annabelle McIver, most often to discuss combining nondeterminism and probability in processes. This paper does not directly concern probability or the more general issue of quantitative semantics, which Carroll's work often addresses. But it is related. Adjoining quantitative information, such as probability, to the semantics of nondeterministic processes in an algebraically-clean way is far from an automatic application of existing semantic techniques. In particular, combining probability and nondeterminism within traditional domain theory is problematic because the two forms of powerdomain, nondeterministic and probabilistic, together do not satisfy a distributive law (their combination forces extra laws) [DGH07] . However, with the intensional indexed probabilistic powerdomain where probability is carried by indices associated with the ways values are computed, one recovers a distributive law [VaW06] . This is not atypical. There are other areas where to embrace operational concerns adequately semantics has to take careful account of the intensional nature of computation [Win11a] . In general, it is becoming clearer that a great many aspects of computation do not fit within the traditional framework of denotational semantics and domain Two events which are both consistent and incomparable w.r.t. causal dependency in an event structure are regarded as concurrent. In games the relation of immediate dependency e e , meaning e and e are distinct with e ≤ e and no event in between, will play a very important role. For X ⊆ E we write [X ] for {e ∈ E | ∃e ∈ X . e ≤ e }, the down-closure of X ; note if X ∈ Con, then [X ] ∈ Con.
Operations such as synchronised parallel composition are awkward to define directly on the simple event structures above. It is useful to broaden event structures to stable families, where operations are often carried out more easily, and then turned into event structures by the operation Pr below.
A stable family comprises F, a nonempty set of finite subsets, called configurations, which satisfy: Completeness: ∀Z ⊆ F. Z ↑ ⇒ Z ∈ F; Coincidence-freeness: For all x ∈ F, e, e ∈ x with e e , ∃y ∈ F. y ⊆ x & (e ∈ y ⇐⇒ e ∈ y) ; Stability: ∀x , y ∈ F. x ↑ y ⇒ x ∩ y ∈ F. Above, Z ↑ means ∃x ∈ F∀z ∈ Z . z ⊆ x , and expresses the compatibility of Z in F; we use x ↑ y for {x , y} ↑. We call elements of F events of F.
Proposition 2.1 Let x be a configuration of a stable family F. For e, e ∈ x define
e ≤ x e iff ∀y ∈ F. y ⊆ x & e ∈ y ⇒ e ∈ y.
When e ∈ x define the prime configuration
Then ≤ x is a partial order and [e] x is a configuration such that
Moreover the configurations y ⊆ x are exactly the down-closed subsets of ≤ x .
Proposition 2.2 Let F be a stable family. Then, Pr(F) def (P , Con, ≤) is an event structure where:
A (partial) map of stable families f : F → G is a partial function f from the events of F to the events of G such that for all configurations x ∈ F, fx ∈ G & (∀e 1 , e 2 ∈ x . f (e 1 ) f (e 2 ) ⇒ e 1 e 2 ).
Maps of event structures are maps of their stable families of configurations. Maps compose as functions. We say a map is total when it is total as a function. Say a total map of event structures is rigid when it preserves causal dependency.
Pr is the right adjoint of the "inclusion" functor, taking an event structure E to the stable family C(E ). The unit of the adjunction E → Pr(C(E )) takes an event e to the prime configuration [e] def {e ∈ E | e ≤ e}. The counit max : C(Pr(F)) → F takes prime configuration [e] x to e. Definition 2.3 Let F be a stable family. We use x −⊂y to mean y covers x in F, i.e. x ⊂ y in F with nothing in between, and x e −−⊂y to mean x ∪ {e} y for x , y ∈ F and event e ∈ x . We sometimes use x e −−⊂, expressing that event e is enabled at configuration x , when x e −−⊂y for some y. W.r.t.
The relation of immediate dependence of event structures generalises: with respect to x ∈ F, the relation e x e means e ≤ x e with e e and no event in between.
Process operations
As summarised in the handbook chapter [WiN95] , somewhat remarkably the early constructions on synchronising processes of Tony Hoare and Robin Milner turned out to have universal characterisations in categories of the various models of interest at the time, transition systems, Petri nets, Mazurkiewicz trace languages, and in particular in the categories of stable families and event structures [Win82] . The same constructions play a central role in games and strategies. They are summarised below.
Products
Let A and B be stable families with events A and B , respectively. Their product, the stable family A×B, has events comprising pairs in
, the product of sets with partial functions, with (partial) projections π 1 and π 2 -treating * as 'undefined'-with configurations
∀e, e ∈ x . π 1 (e) π 1 (e ) or π 2 (e) π 2 (e ) ⇒ e e , & ∀e, e ∈ x . e e ⇒ ∃ y ⊆ x . π 1 y ∈ A & π 2 y ∈ B & (e ∈ y ⇐⇒ e ∈ y) .
Right adjoints preserve products. Consequently we obtain a product of event structures A and B by first regarding them as stable families C(A) and C(B ), forming their product C(A) × C(B ), π 1 , π 2 , and then constructing the event structure
and its projections as 1 def π 1 max and 2 def π 2 max.
Restriction
The restriction of F to a subset of events R is the stable family F R def {x ∈ F | x ⊆ R} . Defining E R, the restriction of an event structure E to a subset of events R, to have events E {e ∈ E | [e] ⊆ R} with causal dependency and consistency induced by E , we obtain C(E R) C(E ) R. 
Projection
Event structures support a simple form of hiding. Let (E , ≤, Con) be an event structure. Let V ⊆ E be a subset of 'visible' events. Define the projection of E on V , to be
Event structures with polarities
We shall represent both a game and a strategy in a game as an event structure with polarity, which comprises (E , pol) where E is an event structure with a polarity function pol : E → {+, −} ascribing a polarity + (Player) or − (Opponent) to its events. The events correspond to (occurrences of) moves. Maps of event structures with polarity are maps of event structures which preserve polarity.
Operations

Dual
The dual, E ⊥ , of an event structure with polarity E comprises a copy of the event structure E but with a reversal of polarities. It obviously extends to a functor. Write e ∈ E ⊥ for the event complementary to e ∈ E and vice versa. 
Simple parallel composition
The operation extends to a functor-put the two maps in parallel. The empty event structure with polarity Ø is the unit w.r.t. .
Pre-strategies
Let A be an event structure with polarity, thought of as a game; its events stand for the possible occurrences of moves of Player and Opponent and its causal dependency and consistency relations the constraints imposed by the game. A pre-strategy in A is a total map σ : S → A from an event structure with polarity S . A pre-strategy represents a nondeterministic play of the game-all its moves are moves allowed by the game and obey the constraints of the game; the concept will later be refined to that of strategy.
Let A and B be event structures with polarity. Following Joyal [Joy77] , a pre-strategy from A to B is a pre-strategy in A ⊥ B , so a total map σ : S → A ⊥ B . It thus determines a span
of event structures with polarity where σ 1 , σ 2 are partial maps. In fact, a pre-strategy from A to B corresponds to such spans where for all s ∈ S either, but not both, σ 1 (s) or σ 2 (s) is defined. Two pre-strategies will be essentially the same when they are isomorphic as spans. We write σ ∼ τ , for pre-strategies σ and τ from A to B when their spans are isomorphic. We write σ : A + / / B to express that σ is a pre-strategy from A to B . Note a pre-strategy in a game A coincides with a pre-strategy from the empty game σ : Ø + / / A.
Composing pre-strategies
Consider two pre-strategies σ : A + / / B and τ : B + / / C as spans:
We show how to define their composition τ σ : A + / / C as the result of a synchronised composition, followed by projection to hide internal synchronisation events-thus fitting within the usual paradigm of game semantics. We first form the synchronised composition of S and T by restricting the product S × T , with projections 1 : S × T → S and 2 : S × T → T , to allow only those synchronisations associated with complementary events, of different polarities, in B and B ⊥ . Specifically, the synchronised composition is S × T R 0 where
Finally, the composition τ σ is defined to be the span
As remarked in Sect. 3.3, the same construction is achieved by first forming the synchronised composition of the stable families C(S ) and C(T ) (it is this description we shall use in proofs):
The span τ σ comprises maps υ 1 : T S → A ⊥ and υ 2 : T S → C , which on events p of T S act so υ 1 (p) σ 1 (s) when max(p) (s, * ) and υ 2 (p) τ 2 (t) when max(p) ( * , t), and are undefined elsewhere.
The natural isomorphism S ×(T ×U ) ∼ (S ×T )×U , associated with the product of event structures S , T , U , restricts to the required isomorphism of spans as the synchronisations involved in successive compositions are disjoint:
Concurrent copy-cat
Identities w.r.t. composition are given by copy-cat strategies. Let A be an event structure with polarity. The copy-cat strategy from A to A is an instance of a pre-strategy, so a total map γ A : C C A → A ⊥ A. It describes a concurrent, or distributed, strategy based on the idea that Player moves, of positive polarity, always copy previous corresponding moves of Opponent, of negative polarity.
For c ∈ A ⊥ A we use c to mean the corresponding copy of c, of opposite polarity, in the alternative component, i.e. (1, a) (2, a) and (2, a) (1, a) . Define C C A to comprise the event structure with polarity A ⊥ A together with extra causal dependencies c ≤ C C A c for all events c with pol A ⊥ A (c) +.
Proposition 5.3
Let A be an event structure with polarity. Then C C A is an event structure with polarity. Moreover,
The copy-cat pre-strategy γ A : A + / / A is defined to be the map γ A : C C A → A ⊥ A where γ A is the identity on the common set of events.
Example 5. 4 We illustrate the construction of the copy-cat strategy for the event structure A comprising the single immediate dependency a 1 a 2 from an Opponent move a 1 to a Player move a 2 . The event structure C C A is obtained from A ⊥ A by adjoining the additional immediate dependencies shown:
⊥ A is defined to act simply as the identity function on events.
Strategies
The main result of [RiW11] is that two conditions on pre-strategies, receptivity and innocence, are necessary and sufficient for copy-cat to behave as identity w.r.t. the composition of pre-strategies. Receptivity ensures an openness to all possible moves of Opponent. Innocence restricts the behaviour of Player; Player may only introduce new relations of immediate causality of the form ⊕ beyond those imposed by the game.
Innocence. A pre-strategy σ is innocent when it is both 
The bicategory of concurrent games and strategies
Theorem 6.1 motivates the definition of a strategy as a pre-strategy which is receptive and innocent. In fact, we obtain a bicategory, Games, in which the objects are event structures with polarity-the games, the arrows from A to B are strategies σ : A + / / B and the 2-cells are maps of spans. The vertical composition of 2-cells is the usual composition of maps of spans. Horizontal composition is given by the composition of strategies (which extends to a functor on 2-cells via the functoriality of synchronised composition). A strategy σ : A + / / B corresponds to a dual strategy σ
This duality arises from a correspondence between pre-strategies: 
The dual of copy-cat, γ ⊥ A , is isomorphic to the copy-cat of the dual, γ A ⊥ , for A an event structure with polarity. The dual of a composition of pre-strategies (τ σ )
⊥ is isomorphic to the composition σ ⊥ τ ⊥ .
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Deterministic strategies
We come now to the main technical contributions of the paper. Most of the literature in game semantics has focused on deterministic strategies-there are several definitions of deterministic strategy in the literature. In following the consequences of an all-embracing definition of deterministic strategies we will rediscover several known categories of games.
Definition
We say an event structure with polarity S is deterministic iff
In other words, S is deterministic iff any finite set of moves is consistent when it causally depends only on a consistent set of opponent moves. We say a strategy σ : S → A is deterministic if S is deterministic.
There is a simple, more local, characterisation of what it means to be deterministic.
Lemma 7.1 An event structure with polarity S is deterministic iff
As S is deterministic, X ∈ Con S and being down-closed X x ∪ {s, s } ∈ C(S ). 
So, above, an event structure with polarity can fail to be deterministic in two ways, either with pol(s) pol(s ) + or with pol(s)
In general for an event structure with polarity A the copy-cat strategy can fail to be deterministic in either way, illustrated in the examples below.
Example 7.2 (i) Take
A to consist of two positive events and one negative event, with any two but not all three events consistent. The construction of C C A is pictured:
Here γ A is not deterministic: take x to be the set of all three negative events in C C A and s, s to be the two positive events in the A component.
(ii) Take A to consist of two events, one positive and one negative event, inconsistent with each other. The construction C C A :
To see C C A is not deterministic, take x to be the singleton set consisting e.g. of the negative event on the left and s, s to be the positive and negative events on the right.
The bicategory of deterministic strategies
We first characterise those games for which copy-cat is deterministic; they are "race-free" in that they only allow immediate conflict between events of the same polarity.
Lemma 7.3 Let A be an event structure with polarity. The copy-cat strategy γ A is deterministic iff A satisfies
(Race-free) 
Proof. "Only if": Suppose x ∈ C(A) with
as by Proposition 5.3, X being down-closed must contain c if it contains c with pol(c) +.
Consider X 2 def {a | (2, a) ∈ X }. Then X 2 is a finite down-closed subset of A. From (i),
We show (Race-free) implies
We can form covering chains
where each p i is positive and each n j is negative. Consequently, by repeated use of (Race-free), we obtain
It follows that X ∈ Con A ⊥ A , so X ∈ Con C C A as required.
Via the next lemma, when games satisfy (Race-free) we can simplify the condition for a strategy to be deterministic. 
Lemma 7.4 Let σ : S → A be a strategy. Suppose x
s −−⊂y & x s −−⊂y & pol S (s) −. Then, σ y ↑ σ y in C(A) ⇒ y ↑ y in C(S ). Proof. Assume σ y ↑ σ y in C(A), so σ y σ (s) −−⊂σ y ∪ σ y in C(A). As σ (s) is −ve,
Lemma 7.6
The composition τ σ of deterministic strategies σ and τ is deterministic.
Proof. Let σ : S → A ⊥ B and τ : T → B ⊥ C be deterministic strategies. The composition T S is constructed as Pr(C(T ) C(S )) ↓ V , a synchronised composition of event structures S and T projected to visible events e ∈ V where max(e) has the form (s, * ) or ( * , t).
We first note a fact about the effect of internal, or "invisible," events not in V on configurations of
within C(S ), or
σ (s ) and we obtain (2) as σ is a map of event structures. Similarly if s s then (3). Supposing s s and t t then if both (2) and (3) failed we could construct a configuration z def z ∪ {(s, t), (s , t)} of C(T ) C(S ), contradicting (1); it is easy to check that z is a configuration of the product C(S ) × C(T ) and its events are clearly within the restriction used in defining the synchronised composition.
We now show the impossibility of (2) and (3), and so (1). Assume (2) (case (3) is similar). One of s or s being positive would contradict S being deterministic. Suppose otherwise, that both s and s are negative. Then, because σ is a strategy, by Lemma 7.4, we have σ 2 π 1 w ↑ -σ 2 π 1 w in C(B ). Also, then both t and t are positive ensuring π 2 w ↑ π 2 w in C(T ), as T is deterministic. This entails
. But σ 2 π 1 w and τ 1 π 2 w , respectively σ 2 π 1 w and τ 1 π 2 w , are the same configurations on the common event structure underlying B and B ⊥ , of which we have obtained contradictory statements of compatibility. As (1) is impossible, it follows that
Finally, we can show that τ σ is deterministic. Suppose 
Inspect the definition of configurations of the product of stable families in Section 3.1. If e k and e l have the form (s, * ) and (s , * ) respectively, then determinacy of S ensures that the projection π 1 w ∪ {s, s } ∈ C(S ) whence w ∪ {e k , e l } meets the conditions needed to be in C(S ) × C(T ). Similarly, w ∪ {e k , e l } ∈ C(S ) × C(T ) if e k and e l have the form ( * , t) and ( * , t ). Otherwise one of e k and e l has the form (s, * ) and the other ( * , t). In this case again an inspection of the definition of configurations of the product yields w ∪ {e k , e l } ∈ C(S ) × C(T ). Forming the set of primes of w ∪ {e k , e l } in V we obtain x ∪ {p, p } ∈ C(T S ).
This establishes that T S is deterministic.
We thus obtain a sub-bicategory DGames of Games; its objects are race-free games-satisfying (Race-free) of Lemma 7.3-and its maps are deterministic strategies. The original duality of Games, where is σ : A + / / B corresponds to a dual strategy σ ⊥ : B ⊥ + / / A ⊥ , is maintained in DGames.
A category of deterministic strategies
In fact, DGames is equivalent to an order-enriched category via the following lemma. It says deterministic strategies in a game A are essentially certain subfamilies of configurations C(A), for which we give a characterisation.
Lemma 7.7 A deterministic strategy is injective on configurations (i.e. is mono as a map of event structures).
Proof. Let σ : S → A be a deterministic strategy. We show −−⊂x 1 ⊆ x . If σ (e 1 ) σ (e) then e 1 , e have the same polarity; if negative, e 1 e, by receptivity; if positive, e 1 e, by determinacy with the local injectivity of σ . Either way y ⊆ x . Suppose σ (e 1 ) σ (e). We show in all cases y ∪ {e 1 } ⊆ x , so y ⊆ x .
Case pol(e 1 ) + or pol(e) +: As σ is deterministic, e 1 and e are concurrent giving x 1 e −−⊂y ∪{e 1 }. By induction we obtain y ∪ {e 1 } ⊆ x .
Case pol(e 1 ) pol(e) − : From Lemma 7.4, we deduce that e 1 and e are concurrent yielding x 1 e −−⊂y ∪ {e 1 }, and by induction y ∪ {e 1 } ⊆ x .
Another, simpler induction on | y \ z | now yields
for x , y, z ∈ C(S ), from which the results follows (taking z to be, for instance, Ø or x ∩ y). Injectivity of σ as a function on configurations is now obvious. We can provide an alternative description of deterministic strategies in a game A as certain subfamilies of C(A). A deterministic strategy σ : S → A determines, as the image of the configurations C(S ), a subfamily Proof. (Sketch) It is routine to check that F , the image σ C(S ) of a deterministic strategy, satisfies the axioms. Conversely, suppose a subfamily F ⊆ C(A) satisfies the axioms. We show F is a stable family. First note that from the axioms of determinacy and receptivity we can deduce:
By repeated use of this property, using their reachability, if x , y ∈ F and x ↑ y in C(A) then x ∪ y ∈ F ; the proof also yields a covering chain from x to x ∪ y and from y to x ∪ y. (In particular, if x ⊆ y in F , then there is a covering chain from x to y -a fact we shall use shortly.) Thus, if x ↑ y in F then x ∪ y ∈ F . As also Ø ∈ F , we obtain Completeness, required of a stable family. Coincidence-freeness is a direct consequence of reachability. Repeated use of the cube axiom yields
We use Cube to show stability. 
is a direct consequence of receptivity. That S is deterministic follows from determinacy, that σ is a strategy from the axioms of receptivity and +-innocence.
We can thus identify deterministic strategies from A to B with subfamilies of C(A ⊥ B ) satisfying the axioms above. Through this identification we obtain an order-enriched category of deterministic strategies (presented as subfamilies) equivalent to DGames; the order-enrichment is via the inclusion of subfamilies. As the proof of Theorem 7.8 above makes clear, in the characterization of those subfamilies F corresponding to deterministic families, the cube axiom can be replaced by stability: if v ↑ w in F , then v ∩ w ∈ F .
Related work
Ingenuous strategies [MeM07] Via Theorem 7.8, deterministic concurrent strategies coincide with the receptive ingenuous strategies of Melliès and Mimram. Via Theorem 6.1, their receptive ingenuous strategies are revealed as precisely those deterministic pre-strategies for which copy-cat strategies behave as identities. Stable spans and stable functions [SaW07, Win07] The sub-bicategory of Games where the events of games are purely positive is equivalent to the bicategory of stable spans. In this case, strategies correspond to stable spans: is the down-closure of x in S . If we further restrict strategies to be deterministic (and, strictly, event structures to be countable) we obtain a bicategory equivalent to Berry's dI-domains and stable functions. If we additionally restrict the objects to have just the identity relation as their causal dependency we obtain Jean-Yves Girard's category of qualitative spaces, and if further still to those where consistency is determined in a binary fashion, his coherence spaces with stable maps. Closure operators [AbM99, MeM07] A deterministic strategy σ : S → A determines a closure operator ϕ on possibly infinite configurations C ∞ (S ): for x ∈ C ∞ (S ),
Clearly ϕ preserves intersections of configurations and is continuous. The closure operator ϕ on C ∞ (S ) induces a partial closure operator ϕ p on C ∞ (A). This in turn determines a closure operator ϕ p on C ∞ (A) , where configurations are extended with a top , cf. [AbM99] : take y ∈ C ∞ (A) to the least, fixed point of ϕ p above y, if such exists, and otherwise. Simple games [Hyl97, HHM07] The subcategory of "simple games" arises when we restrict DGames to objects and deterministic strategies whose configurations take the form of a tree and polarity alternates on the events of branches which always begin with Opponent. Extensions Games, such as those of [HyO00, AJM00], allowing copying are being systematised through the use of monads and comonads [HHM07] , work now feasible on event structures with symmetry [Win07] . Concurrent games have been extended with winning conditions so as to support winning strategies [Win11b, CGW12] .
