Abstract-Most blind hyperspectral unmixing methods exploit convex geometry properties of hyperspectral data. The minimum volume simplex analysis (MVSA) is one of such methods, which, as many others, estimates the minimum volume (MV) simplex where the measured vectors live. MVSA was conceived to circumvent the matrix factorization step often implemented by MV-based algorithms and also to cope with outliers, which compromise the results produced by MV algorithms. Inspired by the recently proposed robust MV enclosing simplex (RMVES) algorithm, we herein introduce the robust MVSA (RMVSA), which is a version of MVSA robust to noise. As in RMVES, the robustness is achieved by employing chance constraints, which control the volume of the resulting simplex. RMVSA differs, however, substantially from RMVES in the way optimization is carried out. In this paper, we develop a linearization relaxation of the nonlinear chance constraints, which can greatly lighten the computational complex of chance constraint problems. The effectiveness of RMVSA is illustrated by comparing its performance with the state of the art.
endmembers present in the pixel. Conversely, the nonlinear mixture model assumes that the incident radiation interacts with more than one component and is affected by multiple scattering effects [1] . Although the nonlinear mixtures hold in most real scenarios, the high dimensionality of hyperspectral vectors and the large number of pixels present in real scenes result in heavy complexity, beyond the reach of nonlinear models. As linear models can approximate these complex mixtures with a good degree of confidence [2] , most methods for hyperspectral mixtures follow this direction.
Linear unmixing techniques can be classified into statistical [8] , [9] and geometrical-based [10] , [11] . The former category addresses spectral unmixing as an inference problem, often formulated under the Bayesian framework [12] [13] [14] , whereas the latter category exploits the fact that the spectral vectors (under the linear mixing model) are in a simplex whose vertices correspond to the endmembers. Here, we focus on the geometrical approach to spectral unmixing. The main research lines presented in recent years under this framework belong to two different groups.
1) Pure pixel-based algorithms assume that the scene contains at least one pure pixel per endmember [1] , including the pixel purity index [10] , N-FINDR [11] , vertex component analysis (VCA) [15] , simplex growing algorithm [16] , and worst case alternating volume maximization [17] . 2) More recently, several algorithms dropped this assumption by assuming that no pure pixels may be present in real hyperspectral scenes [1] , [2] , [18] . In this case, a widely used strategy is to fit a simplex of minimum volume (MV) to the data set [19] . Relevant works exploiting this direction are the MV enclosing simplex (MVES) [20] , the MV simplex analysis (MVSA) [21] , [22] , the MV-based elimination strategy [23] , and the simplex identification via split augmented Lagrangian (SISAL) algorithm [24] . Moreover, other techniques minimize a regularized least squares fit of the data, including the MV constrained nonnegative matrix factorization (MVC-NMF) [25] , the collaborative nonnegative matrix factorization [26] , [27] , and the structure constrained sparse nonnegative matrix factorization [28] , among others [29] , [30] (see [1] , [2] for an exhaustive account of MV-based algorithms).
The MV-based approach to HU is quite appealing and underlies a large number of blind HU methods introduced in the last 20 years. The simplex of MV is, however, highly sensitive to noise and outliers, what limits its applicability.
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Aiming at endowing the MV criterion with robustness to outliers, MVSA [22] replaces the hard abundance nonnegativity constraint with a soft abundance nonnegativity enforced by the hinge function. This robust to outliers' version of MVSA is efficiently implemented by the SISAL algorithm. Furthermore, the robust MVES (RMVES) [31] introduces the chance constraints to deal with the effect of random noise. In this paper, inspired by chance constraints used in the RMVES, we develop a robust to noise version of MVSA (RMVSA). Although RMVSA solves the same problem as RMVES, we adopt a different optimization strategy, which turned out to be effective in terms of computational complexity and of the quality of the estimates. Another contribution of this paper is that we develop a relaxation of the nonlinear chance constraints, which greatly lighten the computational complexity of the nonlinear chance constraint problems. The proposed linearization is independent from the MVSA algorithm and can be adopted to any unmixing algorithms using the nonlinear chance constraints. New implementation over RMVES in comparison with the original version in [31] indicates that the proposed linearization is much more efficient.
The remainder of this paper is organized as follows. Section II describes the proposed RMVSA algorithm. Section III presents experiments with simulated data. A quantitative assessment to other popular endmember identification algorithms is also provided. In Section IV, we use a subset of the popular Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Cuprite data for evaluation. Section V concludes this paper with some remarks and future research lines.
II. ROBUST MINIMUM VOLUME SIMPLEX ANALYSIS
Let the data spectral vectors Y ≡ [y 1 , . . . , y n ] ∈ R p×n be a matrix holding in its columns spectral vectors y j ∈ R p , for j ∈ {1, 2, . . . , n} for a given hyperspectral data set, where p is the number of endmembers and n is the number of pixels. Note that, following [22] , we assume that a dimensionality reduction step (see [32] ) was applied to the data such that the vectors y j ∈ R p are the coordinates of the original vectors with respect to a basis of the subspace spanned by the original measured vectors. Under the linear mixing model, we have
where M ≡ [m 1 , . . . , m p ] ∈ R p× p is the mixing matrix (m i denotes the i th endmember signature and p is the number of endmembers), S ∈ R p×n is the abundance matrix containing the fractions of each endmember, 1 m = [1, 1, . . . , 1] T is an m× 1 vector of ones, W ≡ [w 1 . . . , w n ] accounts for noise, and the notation (·) T stands for vector or matrix transpose. Owing to physical constraints [33] , for each pixel, the fraction vectors should be no less than zero, and sum to one. Therefore, the spectral vectors y j belong to a simplex set with vertices m i . MVSA aims at finding the matrix M with MV defined by its columns under the constraints in (1) . As shown in [21] and [22] , an equivalent formulation of this criterion in the absence of noise is as follows:
where
MVSA solves problem (2) using sequential quadratic programming (SQP). In addition to the criterion (2), a robust to outliers' version called SISAL [24] was also introduced. In this robust version, the constraint QY ≥ 0 is replaced with a soft constraint −1 T hinge(−QY)1, where hinge(x) is an elementwise operator that, for each component, yields the negative part of x.
From (1), we have QY = S + QW. When the noise is not negligible, the constraint QY ≥ 0 acts on S + QW and not only on S, inflating the estimated simplex with respect to the true one. To mitigate this negative effect, and inspired by the RMVES method [31] , we replace the constraint QY ≥ 0 with the probability constraints
where P(·) denotes the probability, [X] i j is the (i, j ) component of matrix X, and η ∈ (0, 1) is a parameter controlling the distribution of the nonnegative constraints. The chance constraint in (3) can be simplified by normalizing the random variables involved [34] . Specifically, for a random variable ε with the distribution of N (μ, δ 2 ) and t ∈ R, P(ε ≤ t) ≥ η holds as t ≥ δ −1 (η) + μ, where (·) denotes the cumulative distribution function of the standard normal random variable (Gaussian random variable with zero mean and unit variance), and −1 (·) is the inverse of (·). Let q i denote the column vector formed by the i th row of Q and assume that the noise random vectors w j , for j = 1, . . . , n, are Gaussian distributed with zero mean and covariance matrix D w . With this definition in place, we reformulate the unmixing problem using probability constraints as follows:
where (·) denotes the cumulative distribution function of the standard normal random variable (Gaussian random variable with zero mean and unit variance). As −1 (η) is a monotone increasing function of η, the optimal log | det(Q)| increases as η decreases. Since an increased value of | det(Q)| corresponds to a decreased simplex volume as | det(Q)| = 1/| det(M)|, it is therefore observable that the hard constraint, i.e., nonnegative constraint is equivalent to η = 0.5, i.e., −1 (η = 0.5) = 0. In this paper, our aim is to find a simplex, for noisy scenarios, which allows negative fractions and the corresponding volume is further minimized when compared with that obtained under the hard constraint [20] , [22] . In other words, when η < 0.5, −1 (η) < 0, the terms q T i y j may take negative values meaning that the RMVSA solution approaches the real simplex, Endmember simplex for a linear mixing problem with p = 3, n = 10 000, and SNR = 20 dB. Specifically, in the considered experiment, the black simplex is obtained using η = 0.496, that is, −1 (η) = −0.01. The red simplex is with η = 0.5, that is, −1 (η) = 0, while the green simplex is obtained using η = 0.504, that is, −1 (η) = 0.01. which is smaller than the hard solution. A further observation is that an appropriate range of η for robust design should be between 0 and 0.5.
When η > 0.5, −1 (η) > 0, the obtained simplex is bigger than the real simplex. This is easy to understand as the resulting constraint is convex. It should be noted that, for the two extreme cases, on the one hand, when η = 0, | det(M)| turns to zero and the obtained simplex stays in the data center. On the other hand, when η = 1, problem (4) becomes infeasible. This scenario is illustrated in Fig. 1 , for a simulated image generated under the linear model (1) with p = 3, n = 10 000, and SNR = 20 dB. The three used spectral signatures are randomly selected from the USGS library [35] . In Fig. 1 , the black, red, and green simplex denote the aforementioned η < 0.5, η = 0.5, and η > 0.5, respectively. It can be observed that, under noisy scenario, the hard constraint QY ≥ 0 [i.e., −1 (η = 0.5) = 0] does not hold anymore. In turn, some of the pixels stay outside of the true simplex, which can be solved by adopting η < 0.5.
The optimization problem (4) is hard since the objective function is nonconvex and the constraints are nonlinear and, if η < 0.5, nonconvex. In [31] , RMVES handled the nonconvex problem by employing the available MATLAB-based SQP solver, namely, fmincon [36] , which is computational heavy.
In this paper, we propose a relaxation of the inequality constraint that takes advantage of the iterative nature of RMVSA. Specifically at the t + 1 iteration, we heuristically use Q (t ) to make constant the right hand of the inequality constraint, thus linearizing it. By adopting this concept, at the t + 1 iteration, problem (4) turns to
where q (t ) i is the i th row of Q (t ) . The advantage of (5) is that the constraints are linear and, thus, we may still apply the SQP-based approach used in the original MVSA [21] , [22] without increasing the computational complexity. In the following, we will briefly describe the MVSA algorithm [21] and its modification [22] aimed at solving the optimization (5).
Denote q ≡ vec(Q), i.e., the columnwise stacking of the columns of Q and define f (q) ≡ − log | det(Q)|. We adopt the majorization minimization strategy to solve (5), which amounts to iteratively minimize a majorizer of f , denoted by φ(q; q (t ) ), such that φ(q (t ) ; q (t ) ) = f (q (t ) ), φ(q; q (t ) ) ≥ f (q (t ) ), and φ(q, q (t ) ) is easy to minimize. Using the fact that the gradient and the Hessian of f are, respectively, given by g(q) = vec(−Q −T ) and
, where K n is the commutation matrix [i.e., K n vec(A) = vec(A T )] (see [24] for details), we define the following local majorizer for f :
where β (t ) is the constant part, c ≡ g(q) − H(q)q, and G ≡ diag{H(q)}.
N , and b E = a, where ⊗ is the Kroneker product and I p is the identity matrix. Therefore, the minimization of (6) subject to the constrains shown in (5) may be written compactly as
which is a quadratic programming problem. Algorithm 1 shows the proposed SQP RMVSA algorithm. 
Convergence ← true 12: end if 13: q 0 ← q 14: Iterations ← Iterations + 1 15: until Convergence or the maximum number of iterations has been reached As discussed in [1] , a major issue for an MV algorithm is that it is not strictly convex or concave, and thus a proper initialization is very important. In this paper, we use the MVSA solution as an initialization for RMVSA. MVSA can be executed by the same algorithm by setting b I = 0. Another important issue for Algorithm 1 is its convergence. Although we still do not have a proof of convergence, we have empirically observed that a maximum of four iterations were sufficient for RMVSA to converge, in most cases.
III. SIMULATED EXPERIMENTS
In this section, simulated hyperspectral data sets are used to evaluate the proposed RMVSA. The advantage of using synthetic scenes is that they offer a fully controlled analysis scenario in which the properties of our algorithm can be precisely investigated. We compare the RMVSA algorithm presented in this paper with other advanced algorithms for endmember extraction, specifically with the nonpure pixel-based algorithms MVSA [22] , RMVES [31] , MVC-NMF [25] , and hyperplane-based Craig-simplexidentification (HyperCSI) [37] and the pure pixel-based algorithm VCA [15] . It should be noted that the parameters involved in the competitions are set following the instructions and the demos provided by the authors presented in the original contributions. Concerning the parameter η involved in RMVSA and RMVES, we empirically set it for a good results for all the experiments.
To evaluate the performance of the different algorithms, the estimated abundance fractions ( S) are generated by inverse constrained minimization, and the signature estimates ( M) are compared with the true ones (S and M, respectively). Both S and S are acquired by the inverse minimization process using M and M, respectively. We use several metrics to evaluate the proposed approach. The first one is the mean square error, denoted by [3] . Since all algorithms have been implemented in MATLAB, we also measure the time for each algorithm to produce the solution. The computer system used for the evaluation has an Intel i7 processor running at 3.0 GHz and can use 12 GB of RAM. The MATLAB version is R2015a and uses all the processing cores of the processor when possible. We distinguish two cases: 1) when pure pixels exist and 2) when nonpure pixels exist in the hyperspectral image.
A. Pure Pixel-Based Experiments
This experiment aims at evaluating MVSA for scenarios with pure pixels. In this experiment, a synthetic image, with size of N = 100 × 100 pixels and p = 5 endmembers, is constructed according to the linear model given by (1) using the procedure described in [15] with a maximum purity of one. That is, for each endmember, there is at least one pure pixel in the simulated image. The spectral signatures are randomly selected from the USGS library [35] (convolved and downsampled to AVIRIS wavelengths). It should be noted that the USGS signatures considered in experiments are randomly sampled from a subset of the USGS library formed by retaining 62 signatures so that the minimum angle between any couple of signatures was larger than 10 • . Zero-mean white Gaussian noise, defined as SNR = 10 log 10 E Y 2 F /E N 2 F (dB), has been added to the synthetic scene. The results are obtained by averaging 30 independent Monte Carlo runs. Table I presents the values of the aforementioned metrics of all algorithms under different noise levels starting from 20 dB and increasing with a step 5 dB to 40 dB. It can be observed that at all noise levels, RMVSA produces comparable results with VCA and better than all other algorithms. It should be noted that although HyperCSI is much faster than our algorithm, we produce much better approximation results.
B. Nonpure Pixel-Based Experiments
In this section, we evaluate RMVSA by assuming that no pure pixels exist in the considered image. The same experimental setting (based on the procedure described in [15] ) was constructed as in the previous experiments, with size of N = 100 × 100 pixels and p = 5 endmembers. In order to make sure that there are no pure pixels in the simulated image, abundance fractions with purities [8] (i.e., maximum abundance fractions) greater than 0.8 are discarded in the simulation so that only mixed pixels exist. Table II shows the obtained results from the same aforementioned algorithms for the considered scene under different noise levels. As expected, the algorithms without the pure pixel assumption such as RMVSA, RMVES, and MVC-NMF largely outperform the pure pixel-based VCA algorithm. It can also be observed that RMVSA, under the fair assumption that at severe noise levels should have −1 (η) slightly smaller (negative value), outperforms all other algorithms in approximation. As noted in the pure pixel case, although HyperCSI is much faster than our algorithm, the approximation we achieve is much greater.
As a general comment, it can be observed that RMVSA produces consistent results in the mean sense in the pure and nonpure case providing a strong indication of its convergence. 
IV. EXPERIMENTS WITH REAL DATA
In this section, we use the well-known AVIRIS Cuprite data set for evaluation of the proposed approach, which is available online in reflectance units, 1 with the objective of validating the performance of endmember extraction algorithms. The portion used in experiments corresponds to a 250 × 191 pixel subset of the scene, with 224 spectral bands in the range 0.4-2.5 μm and nominal spectral resolution of 10 nm. Prior to the analysis, bands 1-6, 105-115, 150-170, and 223-224 were removed due to water absorption and low SNR, leaving a total of 183 spectral bands. The Cuprite site is well understood mineralogically and has several exposed minerals of interest, all included in the USGS library considered in experiments, denoted splib06 2 and released in September 2007.
In our experiments, we use spectra obtained from this library (convolved and downsampled to AVIRIS wavelengths) in order to substantiate the quality of the endmembers derived by RMVSA and compare them with those produced by other algorithms. For illustrative purposes, Fig. 2 shows a mineral map produced in 1995 by the USGS, in which the Tricorder 3.3 software product [38] was used to map different minerals present in the Cuprite mining district. 3 It should be noted that all the algorithms were implemented using MATLAB R2012a on a desktop computer equipped with an Intel Core 7 Duo central processing unit (at 3.6 GHz) and 32 GB of RAM memory. Concerning the parameters involved in the considered algorithms, we consequentially follow the settings in the simulated experiments.
For the parameters in the chance constraints in RMVSA, we set η = 0.001. Although it is suboptimal, the obtained results are very competitive. We also empirically find out that it is not very sensitive. Following [1] , we have used the projective projection instead of the affine one as it works slightly better in this example. Furthermore, regarding to the number of endmembers p used in the experiment, we empirically set p = 11 according to the HySime algorithm [32] and the work in [20] , [25] , and [27] . In addition, the visual interpretation is also exploited to validate the value of p in the experiment.
In order to regularize the facets of the simplex, we conceived a very simple procedure that nevertheless produces useful results. We start by running VCA t times and retain the simplex of maximum volume. In the case of VCA, this makes sense given the random directions that this algorithm uses to find the extremes of the simplex. It should be remarked that, for t = 30, this procedure takes just 2 s in a standard personal computer. Next, we project the data set in an inflated simplex obtained by allowing the abundances to take negative values. That is, we solve a modified fully constrained least square (MFLCS) problem with the constraints S ≥ −ε, where ε > 0 and 1 T p S = 1. The MFLCS is solved by a minor modification of the SUnSAL algorithm available in [39] . We apply the considered unmixing algorithms including RMVSA, MVSA, RMVES, and HyperCSI to the regularized data Y reg = A vca X t , where A vca is the mixing matrix estimated by VCA and X t is the result of the MFLCS just described. It should be pointed out that this procedure can great promote the performance of the unmixing algorithms. For instance, without this procedure, for the HyperCSI, if we apply it directly on the original data, it is very difficult to obtained reasonable unmixing results. Fig. 3 shows the abundance maps obtained by the RMVSA algorithm, where the minerals are identified by visual interpretation of the estimated abundances with regard to the ground-truth map in Fig. 2. In addition, Fig. 4 shows the spectral signatures of the estimated endmembers. Fig. 4 reveals a good match between the real (USGS spectra) and estimated ones. The individual abundance maps estimated by MVSA, RMVES, MVC-NMF, HyperCSI, and VCA are not presented here due to space considerations. Furthermore, for Table III gives the obtain SAD and shows the processing time for RMVSA, MVSA, RMVES, MVC-NMF, HyperCSI, and VCA, respectively. It can be seen that RMVSA obtained the best mean SAD. With respect to the individual ones, the results of RMVSA are also among the top. For the computational time, the proposed RMVSA is in similar level with that of MVSA. This is expected as the linearization of the chance constraints leads to a linear problem that resembles MVSA. Both algorithms took less than 3 min to perform the computation, while RMVES spent around 4.4 h and MVC-NMF took around 30 min. It should be noted that the computational performances of HyperCSI and VCA are remarkable; however, the SADs obtained by those two methods are among the worst in all considered results, especially in comparison with the proposed RMVSA.
In conclusion, the experimental results reported in this section reveal that the proposed RMVSA can produce competitive results with those provided by other algorithms like MVSA, RMVES, MVC-NMF, HyperCSI, and VCA.
V. CONCLUSION
In this paper, we have introduced a new RMVSA algorithm for HU. By including chance constraints, the proposed RMVSA is able to deal with scenarios in which noise exists. An important contribution of this paper is the relaxation of the chance constraints, such that the constraints of the optimization problem are linear. This brings great advantages from both the theoretical and computational viewpoints. The proposed RMVSA algorithm was evaluated using both synthetic and real data sets, in comparison with other advanced MV-based algorithms. The experimental results showed that the proposed algorithm is very efficient for unmixing highly mixed and noisy data. Right now, the additive Gaussian noise is assumed to derive the constrained objective function for RMVSA and the parameter η to define the noise strength is empirically set. Future work will be focused on exploiting other types of noises for the model. The determination of η linked with the noise type will also be analyzed. Furthermore, we will search for a theoretical upper bound for the number of iterations needed for convergence of the proposed optimization and exploit the current popular deep learning [40] [41] [42] [43] [44] [45] [46] and dictionary learning [47] , [48] algorithms for HU. Finally, as endmember variability is a critical problem in real scenarios, in future work, we will exploit the RMVSA algorithm to address the issue of endmember variability and the impact of the inappropriate number of endmembers.
