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In this paper an elementary method used in a recent paper by Snow will be 
used to establish some new inequalities of the Gronwall t~‘pe in two independent 
vasiabks. The resultant new class of inequaiities will bring a great number of 
inequalities under one proof, so to speak, and may in general, be applied to a 
class of nonlinear partial integrodifferential equations of the hyperbolic type, 
to study the uniqueness, continuous dependence, stabilie and numerical corn- 
putations. 
1. INTRODUCTION 
Since the appearance of Gronwall’s fundamental paper [6] in 1919, an enoro- 
mous amount of effort has been devoted to the discovery of new types of inequali- 
ties, and to the application of inequalities in many parts of analysis. Two in- 
dependent variable Gronwall type inequalities of considerable interest are 
associated with the names of Wendroff [l, p. 154], Snow 114, 151, and Ghoshal 
and Masood [4, 51. The main purpose of this paper is to present some new 
integral and integrodifferential inequalities in two independent variables related 
to the Gronwall type integral inequality recently established by this author in 
[S, p. 7581. Amore general version of this inequality given in [Q, Theorem l] 
may be stated as follows. 
LE~H 1 (Pachpatte[9]). Let u(t), h(t), f(t) end g(t) be real-waked mm- 
negative continuous functions defined on I = [0, cc), for which the in-equalit~ 
holds for all t E I. Then 
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for all t E I. 
various applications of Lemma 1 and its variants may be found in [g-12] 
and in many other recent papers of the present author. Recently, J.C. Helton 
[7] has obtained some interesting and useful generalizations of the integral 
inequality given in [8, Theorem l] by using product integration. 
Some natural and most important extensions of the Gronwall’s inequality 
in two independent variables are given by Wendroff [I, p. 1541. More recently, 
pursuing different path, some interesting and useful extensions of Wendroff’s 
inequalities are given by Snow [14, 151 and Ghoshal and Masood [4, 51 by using 
a technique based on Riemann’s function, in the place of exponential function. 
Here we wish to present some new inequalities in two independent variables 
which claim their origin to the integral inequality given in Lemma 1. The 
resultant inequalities can be used in the theory of nonlinear hyperbolic integro- 
differential equations in essentially the same capacity as the inequalities of 
Lemma 1 are used in the theory of integral and integrodifferential equations. 
As in [4] and [14], our results basically depend on the knowledge of Riemann’s 
function which is discussed in the book by Sneddon [13, p. 1201. 
2. MAIN RESULTS 
In this section we state and prove our ma-in results on two independent 
variable inequalities related to the integral inequality established in Lemrma 1 
which can be used in the analysis of various problems in the theory of nonlinear 
hyperbolic partial integrodifferential equations as handy tools. A useful general 
version of Lemma 1 may be stated as follows. 
THEOREM 1. Suppose U(X, y), a(x,y), b(x,y), c(x,y) and o(x,y) are non- 
negative continuous functions on a domain D. Let P,,(q, , yO) and P(x, y) be two 
points in D such that (x - x,,)(y - yO) > 0 and let R be the rectaqular region 
whose opposite comers are the points P,, and P. Let v  (s, t; x, y) be the solution of 
the clzaracteristic initial value problem 
LLVJ] = z’$t - [b(s, t) + c(s, t)]~ = 0, D(S, y) = z@, t) = 1, 
and let Df be a connected subdomain of D which contains P and on which ‘I > 0 
(See Fig. 1). Then, if R C D+ and u(x, y) satis-es 
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u(x, y) < a@, yj + 1% jy b(s, t) U(S, t) ds dt 
% wl 
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+ j’ j” qs, t) [u(s, t) + j’ jt ~(6, 7) u(E, rl) 8 41 ds 4 13) 2Q 1JQ 20 210 
then u(x, y) also satisfies 
4x, Y> d a(~, yj + jx j ’ b(s, t) [a@, t) + u(s, t) 
ZQ ‘YQ 
+ js jt {4~, 4 4t, d + 6 db(~, d i- 45 a> =I3 IQ 
x v(c, n; s, t) dt dT] ds dt. (4) 
The method of proof of this theorem is along the line given for the one variable 
case and involves a second order partial differential inequality which is integrated 
by using Riemann’s method (see [13, p. 1201). The generalization in (4) of the 
exponential function in (2) is the Riemann function U(S, t; x, y) relative to the 
point P(x, y) for the self-adjoint operator L, the existence of which is well 
known. There is a subdomain Df containing P on which v  > 0 since ‘V = 1 
on the vertical and horizontal lines through P and since E is continuous. 
t P(X,Y) 3 z > 
s 
FIGURE 1 
Proof. Define a function $(x, y) such that 
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then we have 
k&7 Y> = b(‘%, Y> [f+, Y> + u(x’, Y> + js; jv; CCL 7) 45 7) d5 41, 
which is view of (3) implies 
Using $&Y, y) < b(x, y) [a(~, y) + 0(x, y) + #(x9 r)l from (5) ad #(X3 Y) G 
#(x, y) from (6) in (7) we have 
I.e., 
FIGURE 2 
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The operator L is self-adjoint and hyperbolic. For any twice continuously 
differentiable # and v  the operator L satisfies the identity 
Let P,, and P be any points as in Theorem and label the directed sides and 
comers of the rectangle R as shown in Fig. 2. 
Using s and t as the independent variables, we integrate the identity over R 
and use Green’s theorem to obtain 
j j @L[#l - +L[v]) ds dt = - j (a,!~, ds + #ut dt) 
R cl+c,+c,+c* 
This holds for any functions in C2. 
For the particular function #I defined earlier we have Z/J = 0 on C3 and 
a) = z+bg - 0 on C, ; so the right hand side reduces to 
Now suppose v  satisfies 
L[v] = zl,t - Hs, t) + 4, tj]w = 0, 
v=l on Cl, 
31t = 0 on C,. 
Then (11) and (12) imply that 
7l=I on C,. 
Since z’ > 0 on R-and I,~(PJ = 0, by using (8) identity (9) becomes 
VW) d jR j v[+, t> c(s> t) + Ys, t>Ms, t)+ +s, 91 ds 4 
i.e. 
Y% Y) < jr1 Iv: [a(& t) c(s, t) + b(s, t)(a(s, t) + u(s, t))] v(s, t; x, yj ds dt. 
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which implies the estimation for 4(x, y) such that 
Now substituting this value of qG(x, y) in (3) we obtain the desired bound in (4). 
We note that as in [14], Theorem 1 in the special case when a = 0, (T = 0 
and a = constant can be used is some applications. 
A slightly different version of Theorem 1 which can be used in some applica- 
tions is embodied in the following theorem. 
THEOREM 2. Suppose u(x, y), a(x, y), b(x, y), c(s, y) and h(.v, y) aTe non- 
negative contin.uous functions on a domain D. Let P,,(q, , yO) and P(H, y) be two 
points in D such that (x - x,,)(y - yO) > 0 and let R be the rectangular region 
whose opposite corners are the points P,, and P. Let v(s, t; x, y) artd w(s, t; x, y) be 
the solutions of the charactuistic initial value problem 
L[v] = vst - [b(s, t) + c(s, t> + k(s, t)ln = 0, +, ~1 = v(x, t> = 1, 
M[w] = ZUst - [b(s, t) - c(s, t)]w = 0, w(s, y) = w(x, t> = 1 
respectivel>l and let D+ be a connected subdomain of D which contains P and on 
which v > 0 and w > 0. Then, if R C D+ and u(x, y) satisfies 
4x, r) G 4x, y) + j-’ 1’ b(s, t) u(s, t) ds dt 20 Y, 
+ jz j-’ 4 4 (1’ jt 45~1) u(f, 7) @ 4) ds dt, 
“0 YtJ % yo 
(14) 
then 24(x, y) also satisjies 
u(x, y) d a@, .v> + lx1 lyI WCS, t; x3 Y) [ah t> b(.c t) + c(s, t) 
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Proof. Define a function +(w, y) such that 
then we have 
which in view of (14) implies 
Adding c(x, y) +(x, y) to both sides of the above inequality we have 
then we obtain 
Us@ d+&, y) d @, Y) [4x, Y) + 9(x, r)l + ~(3, Y) #(x, Y) from (16) and 
+(x, y) < #(x, y) from (17) in (18) we have 
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-WI = ~zv(x, Y) - P(x, Y) + 4% Y) + k(x, Yll se, Y) 
G a(% Y) WG Y> + 4% Y)l. 
Now, by following the same steps as in the proof of Theorem 1 we obtain the 
estimate for zJ(x, y) such that 
VW> Y> d $ jg; 4, aq.5 t) + w, t>l 45 c *2’, y) 03 dt 
Substituting this value of #(x, y) in (16) we obtain 
w4 = AZ&~ Y) - mG Y> - 4% Y)14k Y) 
< a(x, y) b(x, Y) + c(x, Y) 1% IV a(& w+, t) + % t>l 
4 4 
x w(s, t; x, y) ds dt. 
Again by following the similar argument as in the proof of Theorem 1 we obtain 
the estimate for 4(x, y) such that 
Now substituting this value of 4(x, y) in (14) we obtain the desired bound in (15). 
In the special case when b = 0, the inequality established in Theorem 2 
reduces to another interesting inequality which can be used in some applications. 
We next establish the following inequalities which can be used in certain 
situations. 
THEOREM 3. suppose 4~ Y), 4x, Y), b(x, Y>, 4x, Y) and 4x, Y) aye m- 
negative continuous functions on a domain D, Let P,(x,, , y,,) and P(x, y) be two 
points in D sach that (x - x0) (y - yO) > 0 and let R be the rectangrclar region 
whose opposite corners are the points P,, and P. Let v(s, t; x, y) and w(s, t; x, y) be 
the solutions of the characteristic initial value problem 
L[v] = vSt - [b(s, t) + c(s, t) + h(s, t)]v = 0, v(s, y) = v(x, t) = 1, 
and 
M[w] = Wst - b(s, t)w = 0, w(s, y) = w(x, t) = 1, 
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respectively and let Df be a connected subdomain of D ulhich contains P und on 
which z’ > 0 and w > 0. Then, if R C D+ and u(r, y) satisfies 
z Y 
Nx, Y) < 42, Y) -I- 
ss 
b(s, t) u(s, t) ds dt 
s ‘10 
then u(x, y) also satisfies 
x a(a, P)[b(~, P) + ~(a, P) + h(a, 811 da dP/] d-5 dy] ds df. (20) 
THEOREM 4. Suppose u(x, y), a(+ y), b(x, y), c(,u, y), h(x, y), p(x, y) and 
q(x, y) are nonnegatizle continuous functions on a domain D. Let PO(x,, , yO) and 
P(x, y) be two points in D such that (x - x0) (y - yO) > 0 and R be tlze rectangular 
region whose opposite corners are the points P,, and P. Let ‘u (s, t; x, y) and w(s, t; 
x, yj, and e(s, t; x, y) be the solutions of the characteristic Initial aalzre problem 
L[z!] - ~7,~ - [b(s, t) + C(S, t) + h(s, tj + p(s, t) + q(s, t)]~ = 0, 
zfs, y) == 3(x, t) = 1; 
M[w] = W,t - MS, t) + c(s, 9 + Ws, 4 - PCS, t)lw = 0, 
w(s, y) = w(x, t) = 1; 
and 
fi[e] = e,, - [b(s, t) - c(s, t)]e = 0, e(s, y) = e(x, t) = 1, 
respectively and let D+ be a connected subdomain of D which contains P and on 
which ~1 > 0 and zu > 0. Thea, if R C D+ and u(x, y) satisjies 
u(x, Y)< a(x, y) -tss b(s, t) u(s, t) ds dt =I3 ‘%I 
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then u(x, y) also satisfies 
The details of the proofs of Theorem 3 and 4 follows by closely looking at the 
proofs of Theorem 1 and 2 with suitable modifications. We omit the details. 
We note that, in Theorems 2-4 the functions zr(s, t; X, y), w(s, t; X, y) and 
e(s, t; x, y) are the Riemann functions relative to the point P(x, y) for the self- 
adjoint operators L, .M, and N respectively. The existence and continuity of the 
Riemman function is well known and may be demonstrated by the method of 
successive approximation (see, [3]). Properties and specific examples of Riemann 
function are discussed by Copson in [2]. 
3. HYPERBOLIC INTEGRODIFFERENTUL INEQUALITIES 
In this section we wish to estabhsh some interesting hyperbolic integrodif- 
ferential inequalities which can be used in the analysis of a class of hyperbolic 
integrodserential equations as handy tools. 
THEOREM 5. Suppose u(x, y), u,~(x, y), a(x, y) and b(x, y) are nonnegative 
continuous functions on a domain D. Let P(x,, , yO) and P(x, y) be two points in D 
such that (x - x0) (y - y,,) > 0 and let R be the rectangular region whose opposite 
COYWS are the points P,, and P. Let ZI(S, t; x, y) be the solution of the characteristic 
iktial oalue problem 
L[zl] = VSf - [l + b(s, t)]v = 0, v(s, y) = v(x, t) = 1 
and let Df be a connected subdomain of D which contains P and on which v  > 0. 
Then, zjc R C D+ and u(x, y) satisf;es 
uzy(x, y) < 4x, Y> + Jz ly b(s, t)W 4 + 4~~ tll ds 4 
G3 Yo 
(23) 
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then u(x, y) also satisjies 
whew W, Y) = u(x, y,,) + 4x0 , u) - 4x0 , J+,) is a vzovznegatiz)e contivzmus 
fwvzction on D. 
Proof. Define a function 4(x, y) such that 
9(x, r) = jz jy b(s, t)[& t> + %t(S, q1 0% dt, 
% Nl 
ml 1 Y) = #4x, Yo) = 0; 
then we have 
Using the definition of $(x, y), (23) can be restated as 
Integrating both sides of (26) on R we obtain 
U(X, y) < h(x, y) + j’ j ’ [a(s, t) + +(s, t)] ds dt, 
% yo 
(27j 
where h(x, r) = U&X, yO) + u(xO , y) - @co, yO). using (26) and (27) io (25) 
we have 
Define 
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then we obtain 
A&-, Y) = L(% Y> + 4x9 Y) + 54% Y). (30) 
Using &,(xl Y> d 4x, Y) [4x, Y) + htx, Y) + s4x, r>l from (28) and #tx, Y) d 
+(x, y) from (29) in (30) we have 
~&, y) < 6(x, y) [U(X? y) + h(x, Y) + vqx, Y>l + 4% 3’) + 44~7 Y) 
Now by following the same steps as in the proof of Theorem 1 we obtain the 
estimate for z&x, y) such that 
s, t; x, y)[6(s, t)(a(s, t) + h(s, t)) + a(s, t)] ds dt. 
Substituting this value of 4(x, y) in (28) we have 
which implies the estimation for +(x, y) such that 
Now substituting this value of 4(x, y) in (26) and integrating both sides on R 
we obtain the desired bound in (24). 
Another interesting and useful inequality is embodied in the following theorem. 
THEOREM 6. Suppose u(x, y), z&x, y), a(x, y), c(x, y) and p(x, y) are non- 
negative continuous functions on a domain D. Let P(x,, , yO) and P(x, y) be two 
points in D such that (x - x,,)(y - yO) > 0 and let R be the rectangular region 
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zuhose opposke corners are the points P, and P. Let v(s, t; x, y) and ZL’(S, t; x, y} 
be the solutions of the characteristic initial value problem 
L[v] = vSf - [l + b(s, t) + C(S, t) + p(s, t)]v = 0, v(s, y) = v(x, t) = 1 
M[w] = wst - [l t b(s, t) - c(s, t)]zC = 0, W(S, y) = zD(r, t} = 1 
respectively and let Df be a connected subdomain of D u4zich contuins P and on 
which v  > 0 and w > 0. Then, q R C Df and u(x, y) satisfies 
then u(x, y) also satisfies 
where 
and h(x, y> = u(x, yO) + u(q, , y) - a(~,, , y,,) : IS a fwnnegative continuous function 
on D. 
The proof of this theorem follows by the similar argument as in the proofs 
of Theorem 5 and Theorem 2 with suitable modifications, and we leave the 
details to the reader. 
We note that the usefulness of the inequalities established in Theorem 5 
and 6 becomes apparent if we consider, a, b, c, d and x(x, yJ, ~(xs, y) and 
u(xs , y,,) are known and ~(2, y) and U&X, 3~) are unknown functions; i.e. the 
inequalities established in Theorem 5 and 6 gives us the bounds in terms of the 
known functions which majories z1(x, y). 
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4. FURTHER INEQUALITIES 
Recently, in [4], Ghoshal and Masood have obtained a further generalization 
of the inequality established by Snow in [14] which can be used in the analysis 
of a class of non-self-adjoint partial differential equations of the parabolic type. 
Here, we present a further generalization of this inequality which can be used 
in investigating the behavior of solutions of a class of non-self-adjoint partial 
integrodifferential equations of the parabolic type. 
THEOREM 7. Let u(x, y), a(~, Y), b(x, Y), c(x, Y), P(X, Y>, q(x, Y) and r(x, Y> 
be swnnegative continuous functions on the domain D and PO(xO , y,,) and P(x, y) 
be two points such that (x - x,)(y - y,,) is nonnegative on D. Let R denote the 
rectangular region whose opposite comers me P, and P. Let v(s, t; x, y) be the 
solution of the clzaracteristic initial vu&e problem 
where M is tlae adjoint operator of tlae operator L defined by 
-WI = At + 4, + bdt + ~6 
in which a, = -bg, bI = -bp, c, = -(br + 6 + c). Let w(s, t; x, y) be the 
solution of the characteristic initial value problem 
N[w] = 0 
where N is the adjoint operator of the operator T de$ned by 
in which a2 = -bp, b, = -bp, c, = -[rb - b]. 
The functions v(s, t; x, y) and w(s, t; E, y) are called the well-known Riemann 
functions for the partial dtyerential operators L and T respectkely and satisfy> all 
the properties of Riemann functions for operators with continuous coeficients. Let 
D+ be a connected subdomain of D which contains P and on which v  > 0 and w >, 0. 
I f  R C D+ and u(x, y) sat&--es 
U(X, y) < a(x! y) + p(x, Y) f’ his, Y) 4~~ Y) ds 
“% 
+ 4(x, y) 1” b(x, t) u(x, t) dt + r(x, y) 1’ j’ b(s, t) u(s, t) ds dt 
<Yg s3 ‘YO 
+ j= jy c(s, t> (j’ j” bit> 7) ~(6 rl) d5 dq) ds 4 (34) 
+o yo 00 Ig 
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Further if q(x, y) = 0, zue obtahz 
u(x, y) < a@, y) + y(.z”, y) Q(G Y) + jx j y  co, 9 !& t) ds dt 
% ycl 
+ p(x, y) [jZ b(s, Y) f+7 Y> + ds2 Y) Q(s7 3’) 
20 
i s fl ’ c(E, t) Q(f, t) d5 d’t 1 - exp (j’ b(t, Y)P(S, Y> dS) A]- W’) 20 yo s 
Also, ifp(x, y) = 0, thelz 
The fun&m Q(x, y) involved in (37) and (38) is defined by (36). 
Proof. Define a function C&X, y) such that 
4(x, y) = j= j’ b(s, t) u(s, t) ds dt, 5% ,Y) = +(hY@) = 0; 
% RI 
then we have 
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which in view of (34) implies 
Adding b(x, y) (6(x, y) to both sides of the above inequality we have 
If we put 
then we obtain 
A& Y) = 4&P Y) + 4x, Y) 95(x, Y)* (41) 
Using 
c$&v:, y) < b(x, y) [a@, y) + I+, Y) +?I@, Y) + 4(x, Y~4.h Y) 
+ T(X, Y) 9(% Y) + #(% rll 
from (39) and 4(x, y) < 4(x, y) from (40) in (41) we have 
i.e. 
3&&r, y) 9 b(x, y) [& r) + P(? Y) 4&G Y> + cl@? Y) A&~ Y) 
+ 1.(x, y) #(x, y) + ?I+, Y)l + 4% 3’) $e Y) 
L[#] = i+k&, y) + u&Y, y) #*(x, Y) + h(x, Y) YL(4 Y) + Cl@, Yhw Y) 
< a@, Y) w Y) (42) 
where 
a, = --Bq, .6, = --bp, Cl = -[br + b + c]. 
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Now for any two twice continuously differentiable functions + and ZI, the 
operators L and M satisfy the identity 
(43) 
where I11 is the adjoint operator of L. 
Let R be a rectangular region with corners P&x,, uO), PI(x, y& P(x, JJ) 
and Pz(x,, , r) so that POP is the diagonal, as shown in Fig. 3. 
t 
FIGURE 3 
Using s and t as the independent variables, we integrate the identity (43) 
over R and use Green’s theorem to obtain 
Since $ is zero on c, and c, and also ds does not very on cz and dt does not very 
on cQ , we get 
.ir [aL[t,b] - @I!&]] ds dt R’ 
505/3312-9 
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Integrating right hand side by parts along the characteristic segments ca and ca 
to eliminate partial derivatives of 4, we obtain 
[d[#] - @@J-J] ds dt 
Now since V(S, t; X, y) is the solution of the characteristic initial value problem 
M[zt] = 0 it is by definition the Riemann function ZI(S, t; X, y) = V(S, t) associated 
with the partial differential equation L[#] = 0 such that 
2.(x, y; x, y) = zl(x, y) = v(P) = 1 
vi = aIt9 on cs , u(x, t) = exp (Ji a&, rl) h) 
and 
ZI, = b,v on ca , v(s, y) = exp 
So we get, from the identity (44) 
or 
Substituting this value of #(x, ,y) in (39) we obtain 
< b(x, y) [a@, Y> + [XI IyI $s, t; x, Y) a@, t) bh t) ds dt] 
where 
a, = -bq, b, = -bp, c2 = -[by - b]. 
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Now, by following the same steps as above we obtain the estimate for 4(x> 5~) 
such that 
Now substituting this value of +(r, y) in (34) we obtain the desired bound in (35). 
Now let 9(x, y) = 0 and 
then inequality (35) reduces to 
(46) 
The inequality (46) may be treated as an one-dimensional (Gronwall’s) inequality 
for any fixed y  between y, to y, which implies the estimation for z1(?c, y) such that 
+, y) G I+, 3j) + ptx, 3J) [ fz bcs, y) 4, 37) exp ( iz b(f, 39 p(t, 3,) dlj ^s] (47) 
“=Gl ‘I 5 
The desired bound in (37) follows from (47) and (45). 
Further, substituting P(X, y) = 0 in (35) and following the similar argument 
as above we obtain the desired bound in (38). 
We note that the inequality established in Theorem 7, when p(x, y) = 
4(x, y) = 0 reduces to another new inequality xvhich can be used in the analysis 
of a class of nonlinear selfadjoint hyperbolic integrodifferential equations. 
If  a(x, y) = 0 in (37) or (38) then we obtain u(k, y) = 0. 
5. SOME APPLICATIONS 
In this section we present some applications of our results to the uniqueness 
and continuous dependence of the solutions of some nonlinear hyperbolic 
partial integrodifferential equations. There are many possible applications of 
the inequalities established in this paper, but those presented here are sufficient 
to convey the importance of our results to the literature. 
EXAMPLE 1 (uniqueness test). As a first application, we discuss the unique- 
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ness of solution of the nonlinear hyperbolic partial integrodifferentia1 equation 
of the form 
%Y(X, Y) = f[% y> 4% Y), $(x, Y)l, (48) 
in which 
with the conditions prescribed on x = x0 and y  = y,, , where (T, k, and f are 
continuous functions of their arguments and such that 
I K(x, 3’3 s, t, u(s, t)) - K(x, y, s, t, c(s, t))l < B I u(s, t) - i.z(s, t)[, (50) 
and 
I fb, YY 4% Y)> 7xX7 Y)l - f[X, Y? %% Y)7 B(? Y)l I 
< -4[l $x7 Y) - 4% Y>l + I $(x9 Y) - B(% Y)ll (51) 
for any two solutions u(x, y) and U(X, y) of the given equation, where A and B 
are positive constants. Let the boundary conditions be such that the given 
equation (48)-(49) is equivalent to the Volterra integral equation given by 
where g(x, y) is continuous. Now if 
given boundary value problem then 
z1(x, y) and ti(x, y) be two solutions of the 
Now, if (x - x0) (y - yu) 3 0, then using (50) and (51) in (52) we have 
A suitable application of Theorem 1 when a(s, y) = 0 and U(X, y) = 0 yields 
( u - Al ! < 0. Therefore, u = u’; i.e. there is atmost one solution of the problem. 
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EXAMPLE 2 (continuous dependence test). Our next application is an 
example of continuous dependence of the solutions on the equation and boundary 
data. We consider the boundary value problems 
u,,(x, y) = “f[X, y, +, Y), 9(X> 3% (53) 
in which 
with the given boundary conditions 
and 
in which 
Ua!,(x, Y> = F[? Y, w, Y), @(XT 391, (551 
@(x, Y> = p(xt Y> + jr; jy; q? Y> s, 6 m f>) ds dt, (561 
with the given boundary conditions 
u(x(,, > Y) = G(Y), u(x, yo) = H(x), G(q) = H(x,), 
where all functions are continuous on their respective domains of their definitions 
andig-GGf~,Ih--HI,(,and 
and 
lfh 4 u, 41 -fb, 4 u, @II < Jl u - Sl + Id, - @ II, 
where E, A and B are positive constants. The equivalent integral equations of 
(53)-(H) and (55)-(56) are 




By adding and substracting f [s, t, U, a + Ji, Ji@ K(s, t, 6, TJ, U) de dq] in the 
integrand we obtain, if (x - x0) (y - y,,) > 0, 
By using Theorem 1 with (r = 0, we have 
I u - lJ I G E [r3 + (x - %o)( Y - YJ + j; jg; A [ [3 + (s - x,)(t - yo)] 
provided (x - x0)0)( y  - yO) > 0. On a compact set, the quantity in braces is 
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bounded by some constant M*. Therefore, j u - U 1 < M*E on this set; so the 
solution to such a boundary value problem depends continuously on f and the 
boundary values. If  E -+ 0, then j ZJ - 1J ] -+ 0 on the set. 
We note that Theorem 2 and 3 can be used to establish similar results as 
given in Example 1 and 2 for nonlinear hyperbolic partial integrodifferentiai 
equations of the forms 
and 
respectively, under some suitable conditions on the functions involved in (57) 
and (58) and the prescribed boundary conditions. Further, we note that 
Theorems 4-6 can be used to study the behavior of solutions of hyperbolic 
integrodifferential equations of the form 
respectively, under some suitable conditions. 
In concluding this paper we note that the inequalities established in (37) 
and (38) can be used to establish similar results as given in Example 1 and 2 for 
the following class of nonlinear self-adjoint hyperbolic partial integrodifferential 
equations of the forms 
and 
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under some suitable conditions. We also note that the inequalities and their 
applications presented here can be extended very easily to the corresponding 
vector problems as in [5] and [15]. 
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