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Abstract. Centrality measures have been defined to quantify the im-
portance of a node in complex networks. The relative importance of a
node can be measured using its centrality rank based on the central-
ity value. In the present work, we predict the degree centrality rank of
a node without having the entire network. The proposed method uses
degree of the node and some network parameters to predict its rank.
These network parameters include network size, minimum, maximum,
and average degree of the network. These parameters are estimated us-
ing random walk sampling techniques. The proposed method is validated
on Barabasi-Albert networks. Simulation results show that the proposed
method predicts the rank of higher degree nodes with more accuracy.
The average error in the rank prediction is approximately 0.16% of the
network size.
1 Introduction
Complex networks have attracted researchers from the past few years. Com-
plex networks [1] have been the part of our day to day life such as friendship
networks [2], collaboration networks [3], World Wide Web [4], Internet [5], bi-
ological networks [6], and so on. In complex networks, objects are represented
by nodes and the relationship between a pair of nodes is represented by an edge
connecting them. Researchers have been studying the evolving phenomenon and
properties of these networks for a fairly long time.
All real world complex networks are sparse and follow some properties such
as small world phenomenon (six degrees of separation) [7], scale-free degree dis-
tribution [8], preferential attachment [9], high clustering coefficient [10], etc.
Each property shows a different aspect of these networks. For example, small
world phenomenon shows that no two nodes are far from each other. Real world
networks have high clustering coefficient, that shows how tightly knit a node
is in its neighborhood. In friendship networks, a user has high probability to
be friend with friends of her friends because of high trust factor and frequent
encounters. This gives birth to high clustering coefficient due to the increase in
number of triangular links. The topological structure of complex networks also
has meso-scale properties which include community structure [11], and core-
periphery structure [12,13].
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2Except these properties, each node also possess some unique characteristics.
These properties can be measured using different centrality metrics. These cen-
trality measures compute the importance of a node under different contexts.
Some of these centrality measures can be computed using local information of
the node like degree centrality [14], and semi-local centrality measure [15]. Others
use global information of the network like closeness centrality [16], betweenness
centrality [17], eigenvector centrality [18], katz centrality [19], pagerank [20],
and so on. The computation of global centrality measures is very costly as they
require entire structure of the network.
These centrality measures assign an index value to each node. But in real life
applications, most of the time actual value is not important, what’s important
is where you stand, not with respect to the mean but with respect to everyone
else. For example, in most of the entrance exams, percentile of the candidate is
considered for the shortlisting not the percentage, as percentile tells about the
rank. Similarly in social networks, nodes might be interested in computing their
rank based on different centrality measures.
In the present work, we predict the global rank of a node based on its degree.
The degree of a node denotes the total number of neighbors of the node. In social
networks, the degree rank of a node denotes how popular or strong a node is
in the given network. A node having more neighbors is stronger and has high
rank. Similarly in WWW network, degree rank of a node denotes the relative
importance of a particular article or topic that is associated with the web page.
One simple way to compute the degree rank of a node is, collect the degree
values of all nodes, and compare them to get the rank of the interested node.
This method requires complete structure of the network in hand. But it is not
feasible to collect and store the entire data on a single system, as the size of
complex networks is increasing very fast with time. These networks are highly
dynamic, and the collected dataset needs to be updated regularly. This has
inspired researchers to propose approximation algorithms based on the local
information. The local information of the node or the network can be collected
using various sampling techniques. Authors have used random walk sampling
techniques and its variations to estimate network parameters like network size
[21–25], clustering coefficient [21], average degree [26], online polls [27], etc. These
approaches are storage efficient as a small snapshot of the dataset is collected to
process the request.
In this work, we propose a method to predict the degree rank of a node.
The proposed method uses power law degree distribution characteristic of the
network and few network parameters like network size, maximum, minimum and
average degree of the network. These parameters are estimated using random
walk sampling techniques in pre-processing steps. The network size is estimated
using the method proposed by Hardiman and Katzir [21]. The minimum and
maximum degree is estimated as the minimum and maximum degree available
in the sample. The average degree of the network is estimated using the method
proposed by Dasgupta et al. [26].
3The proposed method is simulated on BA networks to validate its accu-
racy. The error in the predicted rank is computed as the modular difference of
the actual and the predicted rank. Simulation results show that the proposed
method estimates the rank with high accuracy. We have also proposed a prob-
abilistic method to estimate the degree rank of a node [28]. As per the best of
our knowledge, this is the first work of its kind1. The local estimation of the
global rank can help to identify influential nodes in the network. Identification
of influential nodes has been the core of various research problems like epidemic,
memetics [30], viral marketing, information diffusion [31], opinion formation,
and so on. The rest of this paper is organized as follows. Section 2 describes BA
model followed by the mathematical analysis of degree ranking method. Section
3 contains experimental results and the paper is concluded in section 4.
2 Model and Background
In this section, we introduce the mathematical analysis to approximate degree
rank of a node. We will use following notations throughout our discussion. Let’s
assume that the given graph G has n nodes. Minimum, maximum, and average
degree of the network are represented by kmin, kmax, and davg respectively. All
these parameters are estimated using sampling methods. Degree of a node u is
denoted by ku, that represents total number of neighbors of the node. Degree
rank of a node u is defined as, Ra(u) =
∑
vXvu + 1, where Xvu is 1 when
deg(v) > deg(u) and 0 otherwise. It is also called actual degree rank of the
node in the given network G. The predicted degree rank of a node u is denoted
by Rp(u). Next, we discuss the preferential attachment model (BA model) to
generate scale-free synthetic networks.
2.1 BA Model
Barabasi and Albert proposed an evolutionary preferential attachment model
to generate synthetic networks that follows the properties of real world scale-
free complex networks [8]. This model starts with a seed graph that contains n0
disconnected nodes. At each time stamp, a new node is added and it is connected
with m already existing nodes. The probability
∏
(u) of an existing node u to
get a new connection depends on its degree ku. It is defined as,∏
(u) = ku∑
v kv
So, the nodes having higher degrees acquire more links over time, thereby
skewing the distribution towards lower degrees. Preferential attachment model
gives rise to power law degree distribution where, the probability f(k) of a node
having degree k is defined as,
1 This work has been published at [29].
4f(k) = ck−γ (1)
where, γ is the power law exponent, and for real world scale-free networks its
range is 2 < γ < 3. As the network grows, only a few nodes called hubs manage
to get a large number of links.
2.2 Degree Ranking
In this section, we propose a method to predict degree rank of a node in scale-
free networks. Let’s consider a scale-free network G having n nodes that follows
power law degree distribution f . The probability of a node u having degree k is
defined as,
P (ku = k) = f(k)
where, f(k) is power law function from equation (1).
f(k) contains two parameters c and γ. First we compute the value of c. Using
the law of probability, the integration of f(k) from kmin to kmax will be equal to
1, where kmin and kmax are the minimum and maximum degree in the network.∫ kmax
kmin
f(k)dk = 1∫ kmax
kmin
ck−γdk = 1
c (kmin)
1−γ−(kmax)1−γ
γ−1 = 1
c = γ−1(kmin)1−γ−(kmax)1−γ
To compute the value of γ, we use average degree davg of the network, that
can be written as,
davg =
∫ kmax
kmin
kf(k)dk
davg =
∫ kmax
kmin
kck−γdk
After integration,
davg = c
k2−γmin−k2−γmax
γ−2
Using value of c, the equation will be,
davg =
γ−1
γ−2 (
k2−γmin−k2−γmax
k1−γmin−k1−γmax
)(kmaxkmin)
davg =
γ−1
γ−2 (
kγ−2max−kγ−2min
kγ−1max−kγ−1min
)(kmaxkmin)
where, kmin << kmax and 2 < γ < 3 for scale-free networks,
5davg =
γ−1
γ−2
kγ−2max
kγ−1max
(kminkmax)
davg =
γ−1
γ−2kmin
i.e. γ = 2 + kmindavg−kmin
Now, the rank of a node u having degree ku = k can be estimated as,
Rp(u) = n− n
∫ k
kmin
f(k)dk + 1
Rp(u) = n− n
∫ k
kmin
ck−γdk + 1
After integration,
Rp(u) = n− nck
1−γ−k1−γmin
1−γ + 1
Rp(u) = n− nck
1−γ
min−k1−γ
γ−1 + 1
Using value of c,
Rp(u) = n− n k
1−γ
min−k1−γ
k1−γmin−k1−γmax
+ 1
Rp(u) = n(
k1−γ−k1−γmax
k1−γmin−k1−γmax
) + 1
Rp(u) = (
n
k1−γmin−k1−γmax
)k1−γ − ( nk1−γmax
k1−γmin−k1−γmax
− 1)
Rp(u) = ak
1−γ + b
where, a = n
k1−γmin−k1−γmax
and b =
nk1−γmax
k1−γmin−k1−γmax
− 1. a and b are constants for a given
network.
3 Simulation Results
The proposed method is simulated on BA networks of 100000−500000 nodes. BA
networks are generated with a seed graph having 10 nodes, and each new coming
node makes 10 connections using preferential attachment law. To simulate the
proposed method, we first need to estimate the required network parameters. The
network size is estimated using the method proposed by Hardiman and Katzir
[21], and the average degree is estimated using the method proposed by Dasgupta
et al. [26]. The network size estimation method converges when approximately
1% nodes of the network are sampled. The minimum and maximum degree is
estimated as the minimum and maximum degree available in the sample. To
measure the accuracy of the proposed method, the absolute error is computed
for each degree, that is defined as Absolute Error(k) = |Actual Rank(k) −
Predicted Rank(k)|. The absolute error is averaged over all degrees to compute
the overall error for the network.
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Fig. 1. Plots of actual and estimated rank on log-log scale for BA Network having
a)100000 b)200000 c)300000 d)400000 e)500000 nodes.
In Fig. 1, the actual and the predicted degree rank are plotted for BA net-
works. According to the method, highest degree node has rank 1. It can be
observed in Fig. 1 that the prediction for higher degree nodes is more accurate
than the lower degree nodes. This difference occurs because the power law de-
gree distribution function is integrated from minimum to maximum degree. It
assumes that the nodes of all degrees are present in the network, but it might not
be true for the generated networks. The one more reason is that the generated
networks may not follow perfect power law as per the estimated power law ex-
ponent. Table 1 shows the average error and standard deviation of the predicted
rank for all networks. The results show that the average error is approximately
70.16% of the network size. The average absolute error increases with the network
size, but the percentage average absolute error decreases with the network size.
The percentage average absolute error is computed as, (average absolute error
*100)/network size.
Table 1. Error in the Actual and Predicted Ranking
Number of Nodes Average Error Standard Deviation
100000 335.02 1833.64
200000 389.63 2128.77
300000 447.87 2580.50
400000 600.52 4531.16
500000 631.58 5057.44
4 Conclusion
In this work, we have proposed a method to estimate degree centrality rank of
a node without having the entire network. The proposed method is based on
the power law exponent of degree distribution of the network. The simulation
results show that the average error in the predicted rank is around 0.16% of the
network size. We will further validate the accuracy of the proposed method on
real world scale-free networks. This work can be applied to identify influential
nodes in real world networks.
In future, we will extend this work to estimate the lower and upper bound
on degree centrality rank of a node. With time, the size of complex networks is
increasing very fast. It will be of great help, if local information of the network
can be used to estimate the rank of a node based on global centrality measures
such as betweenness centrality, closeness centrality, pagerank, and so on.
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