Abstract. Query throughput is one of the primary optimization goals in interactive web-based information systems in order to achieve the performance necessary to serve large user communities. Queries in this application domain differ significantly from those in traditional database applications: they are of lower complexity and almost exclusively readonly. The architecture we propose here is specifically tailored to take advantage of the query characteristics. It is based on a large parallel shared-nothing database cluster where each node runs a separate server with a fully replicated copy of the database. A query is assigned and entirely executed on one single node avoiding network contention or synchronization effects. However, the actual key to enhanced throughput is a resource efficient scheduling of the arriving queries. We develop a simple and robust scheduling scheme that takes the currently memory resident data at each server into account and trades off memory re-use and execution time, reordering queries as necessary. Our experimental evaluation demonstrates the effectiveness when scaling the system beyond hundreds of nodes showing super-linear speedup.
Introduction
A significant number of web-based information systems rely on database technology to serve large user communities which makes scalability a key issue for the design of web-enabled database systems. Parallel processing and data replication, are necessary to deal with the peak loads encountered. Likewise, an effective query dispatching scheme is needed to level the system load as well as to guarantee quality-of-service in terms of response time.
In this paper we are concerned with initial experiences with a multi-media portal under construction based on the Monet database system [BK99]. The system is intended to provide efficient access to a large collection of indexed multi-media objects. It is endemic to this kind of information system that user interaction is dominated by read accesses. A number of systems with similar requirements regarding the deployed database backend have been developed and many more are currently under construction.
With each user interaction, the interface emits a number of queries to the database that ideally lead to an answer set of a few tens of candidate results. Involving accesses to different multi-dimensional indexes, the evaluation of such queries is usually in the order of few seconds. Still, the queries are of distinctly low complexity compared to queries in classical database applications. Moreover, the deviation of running time among the queries is limited, not least to ensure acceptable response times.
The primary challenge in this setting is to develop processing techniques to optimize the query throughput. Parallel processing is an essential element to achieve this, however, a straight forward recasting of methods developed for parallel databases does not apply here since most solutions devised in this area are almost exclusively geared to tackle highly complex and long running queries. There, queries are usually parallelized on a granularity of partial plans or even single operators, i.e. single operators like the join of two tables are executed in parallel on different nodes involving exchange of partial results among the single nodes. However, these techniques are ineffective for the kind of query we are considering since communication and coordination overheads would outweigh the actual benefits.
In this paper, we propose a parallel query processing architecture that can take advantage of the query characteristic by its physical design, suitable query scheduling, and the way queries are executed.
The platform of operation is a shared-nothing environment-i.e. a cluster of inexpensive PCs-where each node runs a Monet server with a fully replicated copy of the database. One machine is distinguished as coordinator node that dispatches the arriving queries to the servers according to a scheduling strategy. The scheduling schema we develop in this paper differs radically from previous work as we do not try to model various system parameters in order to exploit primarily idle system resources, but take into account what data is memoryresident at the servers, i.e. cached by the servers. The algorithm is based on a metric that determines the distance between a server and a query-the less this distance, the more similar the state of the memory at this server and what is required to process this query. Moreover, we investigate possibilities of reordering and deferred execution of queries to further reduce execution costs. Once a query is assigned to a server it is executed in isolation on this server, so no synchronization or communication within the cluster is needed freeing interconnection bandwidth for shipping of both queries and results.
Since we are dealing with read-only accesses, we do not have to consider transaction mechanisms to keep the replicated data consistent across the database cluster. Rather, the databases are periodically updated by mirroring a master database.
The experimental evaluation of the techniques proposed show substantial savings over conventional greedy scheduling that takes only the machines' workload into account. In a large number of experiments we investigate the impact of individual parameters closely. Our results confirm the architectural decisions showing excellent scaling behavior.
The remainder of this paper is organized as follows. We review related work in Section 2. In Section 3 we present the architecture and describe the query model in Section 4. Section 5 discusses the modeling of the server pool and
