Abstract. In this paper we investigate a logistic equation with a new free boundary condition appearing in ecology, we aim to describe the spreading of a new or invasive species by studying the asymptotic behavior of the radially symmetric solutions of the problem. We will obtain a trichotomy result: spreading (the solution converges to a stationary solution defined on the half-line), transition (the solution converges to a stationary solution with compact support) and vanishing (the solution converges to 0 within a finite time). Besides we can also obtain a dichotomy result (either spreading or vanishing happens). Moreover, in the spreading case, we give the sharp estimate of the asymptotic spreading speed of the free boundary.
Introduction
We are interested in the asymptotic behavior of the radially symmetric solution u(t, r) (r = |x|, x = (x 1 , x 2 , ..., x N ) ∈ R N , N > 1) of the following logistic equation with a free boundary:        u t = ∆u + u(1 − u), R < r < h(t), t > 0, u(t, R) = u(t, h(t)) = 0, t > 0, h(t)h (t) = −u r (t, h(t)) − α, t > 0, h(0) = h 0 , u(0, r) = u 0 (r), R ≤ r ≤ h 0 , (1.1) where ∆u = u rr + N −1 r u r , r = h(t) is a moving boundary to be determined together with u(t, |x|), R > 0, h 0 > R and α ∈ R are given constants. The initial function u 0 belongs to I(h 0 ), where I(h 0 ) := φ ∈ C 2 ([R, h 0 ]) : φ(R) = φ(h 0 ) = 0, φ(r) ≥ ( ≡)0 in (R, h 0 ) .
Problem (1.1) can be used to model the spreading of a new or invasive species. Here u(t, |x|) denotes the population density over an N -dimensional habitat, which is radically symmetric. The initial function u 0 (|x|) stands for the population in its early stage of introduction. Its spreading front is represented by the free boundary |x| = h(t), which is a sphere ∂B h(t) with radius h(t) growing at a speed 1 2 (h 2 (t)) = −u r (t, h(t)) − α. We mainly study the problem (1.1) with α ∈ R, with α representing the decay rate of the species caused by the environment at the boundary, such as food, the climate, other species and so on. When α > 0, such a boundary condition means that there is a spreading resistant force at the front for some species. Intuitively, the presence of α > 0 makes the solution more difficult to spread than the case where α = 0. Indeed, h (t) > 0 if and only if u r (t, h(t)) < −α. When α < 0, the boundary condition means that the environment at the free boundary is favorable for spreading of the species. Indeed, the boundary condition we used can be derived by the competition-diffusion system (see [14, 15] for details).
Moreover, such a boundary condition is also widely used in many biological models. For example, [4, 12, 18 ] studied a protocell model. It mimics the biological process of growth and dissolution of an organism under external nutrient supply. Besides, Friedman [11] used such a free boundary condition to describe the condensation and evaporation of a isolated drop in three dimensional space. r = h(t) represents the radius of the drop. When condensation happens, α < 0, then the isolated drop becomes larger; in the case of evaporation, α > 0, and the the isolated drop becomes smaller.
Problem (1.1) with α = 0 and h (t) = −u r (t, h(t)) was studied by [5, 6, 7, 8, 10, 16, 17] . When N = 1, [17] used this model to describe the spreading of a new or invasive species, and obtained a dichotomy result: the species either spreads to the whole environment and stabilizes at the positive state defined on [0, +∞) or it vanishes (u → 0) as time goes to infinity. Later, they studied the corresponding problem of (1.1) with α = 0 in higher dimension spaces (see [16] ). Moreover, [5, 6] also obtained a spreading-vanishing dichotomy result by studying the problem (1.1) with u(t, R) = 0 being replaced by u r (t, 0) = 0. Besides the asymptotic behavior of the solution, another interesting problem is the asymptotic spreading speed of the free boundary when spreading happens. [7, 8, 10] proved that, when spreading happens for a solution (u, h) of the problem (1.1) with α = 0, N = 1 and when the free boundary condition is h (t) = −u x (t, h(t)),
Recently, [5] obtained (1.2) for N ≥ 2, and [2] also proved that (1.2) holds when the free boundary satisfies the condition h (t) = −u x (t, h(t)) − α with a small α > 0. In this paper, we mainly study the asymptotic behavior of solutions and the asymptotic spreading speed of free boundary when spreading happens. Using the similar arguments as in [2, 7] , we have the following basic results:
(a) For any given γ ∈ (0, 1), there is a T ∈ (0, +∞) such that the free boundary problem (1.1) has a solution (u,
, t ∈ (0, T ]}, and the solution can be extended to some interval (0, T 0 ) with T 0 > T as long as inf 0<t<T h(t) > R.
(b) The limit lim t→T h(t) exists, denote it by h ∞ .
We will see in the next section that the asymptotic behavior of the solutions is influenced by α. (i) There is a critical value α 0 := 2 1 0
such that u converges to 0 and h(t) shrinks to R within a finite time when α ≥ α 0 ; (ii) when 0 < α < α 0 , we will obtain a trichotomy result for the solution u(t, r) of (1.1) (see Theorem 1): spreading (u converges to a stationary solution defined on [R, ∞)), vanishing (u converges to 0 within a finite time) and transition (u converges to a stationary solution with compact support); (iii) in the case where α = 0, we will show that, for the solution u(t, r), either vanishing or spreading happens; (iv) when α < 0, only spreading happens. We give the details in the following theorems. where V is the unique positive solution of
where (l, v) = (l α , v α ) is the unique positive solution of
Remark 1. There is no transition result as in (iii) when α ≤ 0 or α ≥ α 0 . Moreover, when α → 0, one can prove that v α → 0 and l α → R * , where R * > R is determined by the following eigenvalue problem
It is well known that (cf. [5] ) there is a unique R * > 0 such that the principal eigenvalue λ 1 of the above problem satisfies λ 1 = 1 when l = R * , and 1 > λ 1 when l > R * . The conclusion in Theorem 1 (iii) gives an explanation of [16, Theorem 4] , i.e., vanishing happens if h ∞ ≤ R * .
Remark 2. We now give some explanations of the main results. Assume the spreading resistant force at the boundary is not large (i.e., α < α 0 ), combining this and the sufficient conditions in Section 3, we have the following three cases for the spreading of the species. (a) in the spreading case, the species can expands to the entire space when the initial density of the species is sufficiently large; (b) in the vanishing case, the species can not spread and it disappears in finite time when the initial density is small; (c) the last case means that the species converges to a stationary state with a certain radius.
) is a solution of (1.1) defined on the maximal interval (0, T ). Then (i) when α ≥ α 0 , only vanishing happens, (ii) when α < 0, only spreading happens, (iii) when α = 0, we have a dichotomy result: either spreading happens or
Remark 3. From this theorem, we see that (1.9) is different from (1.5) since h ∞ = R and T = +∞ here. We next give an explanation of the theorem. Ecologically, when the spreading resistant force at the boundary is large (or, the environment at the boundary is bad), i.e., α > α 0 , the species shrinks and disappears in finite time for any initial density. On the other hand, α < 0 means that the environment at the free boundary is favorable for spreading, so the species will always spreads.
Finally, we show that when spreading happens (see Theorem 1 (i), Theorem 2 (ii)-(iii)), the asymptotic spreading speed of the free boundary h(t) has the following properties.
Theorem 3. Assume that spreading happens for the solution (u, h) of (1.1), then
In this theorem, the limit in (1.10) gives the relation between the asymptotic spreading speed and α. We can easily derive that the free boundary h(t) satisfies lim t→∞ h(t) t = 0. Moreover, (1.10) implies that the spreading speed of h(t) is decreasing in α. Therefore, the spreading front |x| = h(t) spreads fast if the spreading resistant force at the boundary is small (i.e., α is small).
Proof of Main Theorems
In this section, we first give some basic results which play key roles in our approach, then prove Theorem 1 -Theorem 3.
We first consider the radially symmetric solutions for the following elliptic problem which will be used later:
It is well known that the solution v of (2.1) has the following properties (cf. [3, 5] ): (i) when l ≤ R * , v ≡ 0 is the unique nonnegative solution of (2.1), (ii) when l > R * , (2.1) has a unique positive solution v(r), where the definition of R * is given by Remark 1. We now prepare the following comparison theorem which will be used to investigate the asymptotic behavior of solutions for the problem (1.1). The proof of this lemma is identical to that of [7, Lemma 5.7] . 
Proof of Theorem 1
(i) Assume that (u, h) is a solution of (1.1). If h ∞ = +∞, then we prove that (1.3) holds. Choose a bounded continuous function W 0 (r) ≥ 0 for r ∈ [R, +∞), W 0 (r) ≥ u 0 (r) for r ∈ [R, h 0 ] and W 0 (R) = 0. Let W (t, r) be the radically symmetric solution of
It is well known that
where V (r) is the unique positive solution of (1.4). By the comparison principle, we can derive that
By (2.2) and (2.3) we have lim sup
On the other hand, since h ∞ = +∞, for any large l > R * , there is τ > 0 such that h(τ ) = l and h(t) ≥ l for all t > τ . Let u l (t, r) be the solution of the following problem
where ψ is a nonnegative continuous function satisfying ψ(R) = ψ(l) = 0 and ψ(r) ≤ u(τ, r) for R < r < l. Then the comparison principle implies
By [3] one can obtain 6) where v l is the unique positive solution of
It is well known that lim l→∞ v l (r) = V (r) (cf. [5] ). Hence, combining this, (2.5) and (2.6), we have
Therefore, it follows from (2.4) and (2.7) that lim t→∞ u(t, r) = V (r) locally uniformly in [R, +∞).
(ii) Assume that lim t→T h(t) = R, then we prove that T < +∞ and (1.5) holds. By [1, 7] one can prove that there exists a constant C 1 independent of t such that u(t, r) ≤ C 1 . In order to prove that u converges to 0, we need to construct the function
over the region Q := {(t, r) : 0 < t < T, max{h(t) − M −1 , R} < r < h(t)}, where
Clearly 0 ≤ U ≤ C 1 in Q. We now show that U (t, r) is an upper solution of (1.1) in Q. By the Hopf lemma, we have
Therefore, by the definitions of U and M we have
Moreover, U (t, h(t)) = u(t, h(t)) = 0 for t ∈ (0, T ) and
Therefore, u(t, r) ≤ U (t, r) in Q by the comparison principle. Note that lim t→T h(t) = R, then there exists T 1 < T such that h(t) − M −1 < R for t > T 1 . Therefore, u(t, r) ≤ U (t, r) for t > T 1 and r ∈ [R, h(t)]. For such t and r we have
We now prove that T < +∞. By lim t→T h(t) = R, there is some H > R such that h(t) ≤ H for t ∈ [0, T ). Set L := 2(1 + H) and
where ε > 0 is small such that
Consider the problem
It is obvious that 2ξ
. By the definition of ξ 0 (r), we have ξ(t, r) ≤ 2ε for all t ≥ 0. Construct a function
is an upper solution of (2.9) over Q and so
On the other hand, (2.8) implies that there exists some T * ∈ (0, T ) such that u(t, r) ≤ ε for all r ∈ [R, h(t)] and t ≥ T * . Clearly ξ 0 (r) ≥ ε ≥ u(T * , r) for r ∈ [R, h(T * )]. By the comparison principle we have h(t + T * ) ≤h(t) for t > 0, and so T can not be ∞.
(iii) Assume R < h ∞ < +∞, then we prove that h ∞ = l α and (1.6) holds. By the definition of h ∞ , for any ε > 0, there exists t * > 0 such that h ∞ − ε < h(t) < h ∞ + ε for t > t * . Let u 0 (r) be a C 2 function defined on (R, h ∞ + ε) and it satisfies u 0 (r) ≥ u(t * , r) for r ∈ (R, h(t * )) and u 0 (R) = u 0 (h ∞ + ε) = 0.
By the comparison principle we have
where u(t, r) is the solution of
By [3, Corollary 3.4] we have (a) when h ∞ + ε ≤ R * , lim t→∞ u(t, ·) = 0 locally uniformly in (R, h ∞ + ε);
where u * ε (r) is a positive function. More precisely, when h ∞ +ε > R * , it follows from Corollary 3.4 of [3] that u * ε (r) is the unique positive solution of
Hence, by (2.10) we have lim t→∞ u(t, r) = 0, or lim sup
where u * ε (r) is the unique positive solution of
(2.14)
Moreover, we consider the case that h ∞ = R * . By the properties of the solution of (2.1), a standard compactness and uniqueness argument, one can see that u * ε → 0 as ε → 0 + when h ∞ = R * . Hence, letting ε → 0 + in (2.12), we derive that lim t→∞ u(t, r) = 0 when h ∞ = R * . Combining this, (2.12) and (2.13), we have lim
where u * (r) is the unique positive solution of
We now show that (2.15) is impossible when h ∞ > R. Suppose on the contrary that (2.15) holds when h ∞ > R. Since h ∞ ≤ R * , then there exists H > 0 such that h(t) ≤ H for t > 0. Using the approach of proving T < +∞ in (ii), we can show that lim t→T h(t) = R for some 0 < T < +∞, this contradicts the assumption h ∞ > R. Hence lim t→∞ u(t, r) = u * (r) locally uniformly in (R, h ∞ ).
We next prove that h ∞ ≡ l α and u * (r) ≡ v α (r) for r ∈ [R, l α ]. Applying L p estimates as well as the Sobolev embedding theorem we conclude that,
for some γ ∈ (0, 1). It follows that h(t)h (t) = −u r (t, h(t))−α → −(u * ) (h ∞ )− α, as t → ∞. On the other hand, h(t) is Hölder continuous and h ∞ < +∞, so h (t) → 0. Hence −(u * ) (h ∞ ) = α. By the uniqueness of the solution of (1.7) and (2.16), we have h ∞ ≡ l α and u
Remark 5. The approaches used in the the proof of Theorem 1 (i) remain true when α ≤ 0, and the arguments used in the the proof of Theorem 1 (ii)-(iii) are also valid for α ≥ α 0 .
Remark 6. Assume T < +∞, then lim t→T h(t) = R, which implies vanishing. Indeed, assume on the contrary that inf 0<t<T [h(t) − R] > 0, then by standard L p estimates, the Sobolev embedding theorem and the Hölder estimates for parabolic equations, we can extend the solution to some interval (0, T ) with T > T as long as inf 0<t<T [h(t)−R] > 0, this is a contradiction since (0, T ) is the maximal existence interval of the solution u(t, x). Therefore, when spreading and transition happens, we have T = +∞.
Proof of Theorem 2.
(i) Assume α ≥ α 0 , we prove that only vanishing happens for the solution (u, h) of (1.1) defined on the maximal time interval [0, T ) with T ∈ (0, +∞]. Let q be the unique positive solution of
One can show that q (R) = α 0 . For some M, σ > 0, δ ∈ (0, 1),R > R + σM to be determined below, we define h(t) :=R−σM e −δt , u(t, r) := (1+M e −δt )q(h(t)−r +R), R < r < h(t), t > 0.
Obviously, for any t > 0, u(t, h(t)) = 0 and u(t, R) > 0 = u(t, R).
Based on the property that q (r) > 0 for r > R, one can calculate directly as in [10] to show that, when σ > 0 is large,
On the other hand, when σ > 0 is large we have
In the above last inequality, we have used the facts q (R) = α 0 , α ≥ α 0 and −u r (t, h(t)) − α = (1 + M e −δt )q (R) − α = M e −δt α 0 + α 0 − α ≤ M e −δt α 0 . Moreover, we can choose largeR and M > 0 such that h(0) > h(0) and
Hence, by (2.17)-(2.20), one can show that (u, h) is an upper solution of the problem (1.1) in Q := {(t, r) : R < r < h(t), t > 0}. Therefore, it follows from the comparison principle Lemma 1 that u(t, r) ≤ u(t, r) in Q and h(t) ≤ h(t) for t ∈ [0, T ). From this we have h ∞ < +∞. We next show that h ∞ = R, suppose on the contrary that R < h ∞ < +∞, then using the similar arguments as in the proof of Theorem 1(iii), we can derive that u converges to v α , this is impossible since (1.7) has no positive solution when α ≥ α 0 (see Section 3 in [13] for details). Hence h ∞ = R. It then follows from the proof of Theorem 1 (ii) that vanishing happens.
(ii) Assume α < 0, then only spreading happens for the solution (u, h) of (1.1). By the Hopf lemma, we have u r (t, h(t)) < 0, hence h(t)h (t) = −u r (t, h(t)) − α > −α > 0. Therefore, h(t) → +∞ as t → ∞. It then follows from Theorem 1 (i) that spreading happens.
(iii) We only consider the case h ∞ < +∞ since the spreading phenomenon (h ∞ = +∞) follows from Theorem 1 (i). The proof is similar as that in [5, Lemma 2.2] and Theorem (iii), for reader's convenience, we give the proof and divide it into two steps.
Step 1. We show that if h ∞ < +∞, then h ∞ ≤ R * . Assume on the contrary that h ∞ > R * , then there exists T 1 > 0 such that h(t) > R * for all t > T 1 . Thus the first eigenvalue λ 1 of (1.8) with l = h(t) satisfies λ 1 < 1 for all t > T 1 . Moreover, by the definition of h ∞ , for any small ε > 0, there is
(2.21) Since λ 1 < 1, the problem (2.21) has a unique positive solution u ε (t, r) (see, Corollary 3.4 in [3] ), and
where u * ε (r) is the unique positive radially symmetric solution of the problem (2.14). Meanwhile, by the comparison principle we have u(t, r) ≥ u ε (t, r) for t > T 2 and r ∈ [R, h ∞ − ε]. Therefore,
On the other hand, consider the problem
where
Similarly, the problem (2.23) admits a unique positive solution w h∞+ε (t, r) and it converges to u * ε (r) as t → ∞, where u * ε (r) is the unique positive solution of the problem (2.11). Meanwhile, by the comparison principle, we have u(t, r) ≤ w h∞+ε (t, r) for t > T 2 and r ∈ [R, h(t)]. Hence,
(2.24) By (2.22), (2.24), a standard compactness and uniqueness argument, we have
where u * (r) is the solution of (2.16). Moreover,
this implies that h ∞ = ∞, which contradicts our assumption that h ∞ < ∞. Therefore we must have h ∞ ≤ R * .
Step 2. We now show that lim u(t, r) = 0.
Proof of Theorem 3.
In order to give the proof, we need to consider the following problem in one dimensional space:
By [13] , for any γ ∈ (−2, 2), the problem (2.25) has a unique solution (γ, q γ (x)) with the property that q γ (x) > 0 for x ≥ R. Especially, when γ = 0, denote the solution by q 0 (x). By the definition of α 0 , we see that α 0 = q 0 (R). Moreover, for any small ε > 0, there exists γ ε < 0 such that the problem (2.25) has a unique positive solution q γε (x) with q γε (R) = α 0 − ε. We first construct an upper solution. For t > 1, δ ∈ (0, 1) and some M, R 1 , σ > 0 to be determined later, we define
We now check that (u, h) is an upper solution of (1.1) for large M, R 1 , σ with R 1 > M σe −δ . Clearly, for any t ≥ 1,
Choose M and R 1 sufficiently large with R 1 > M σe −δ such that
By the definition of h(t), R 1 > M σe −δ , we have that
Moreover,
Hence if we take σ > 0 such that σδ 2(α 0 − α) ≥ α 0 , then
Using the similar arguments as in [10, Lemma 3.2] and the property q 0 (r) > 0 for r ∈ [R, +∞), we can show that, for t ≥ 1,
By the definition of the upper solution and (2.26)-(2.29), we see that (u, h) is an upper solution of (1.1) for t ≥ 1. Hence
We now construct a lower solution. By the property of V (the solution of (1.4)), for any sufficiently small ε > 0, there exists X > 0 such that V (X) > 1 − ε. Choose X 1 > X such that
, where (γ ε , q γε ) is the unique solution of (2.25) with q γε (R) = α 0 + ε. By the monotonicity of V , there is ν > 0 sufficiently small such that
Since ε > 0 is sufficiently small and α < α 0 , one can show that c > 0. Choose T 1 sufficiently large such that 
The above inequalities follow from (1.3) in the spreading case and the monotonicity of V . For some large σ > 0 and a small M 1 (0 < M 1 1) satisfying M 1 σ 2/c < T − 1 2 to be determined below, we define
where H 0 is a constant satisfying
We next check that (u, h) is a lower solution. Clearly,
By (2.31) and (2.33) we have
Here, we have used the fact that V (X) > 1 − ε and q γε (R) = α 0 − ε. Moreover, note that M 1 σ 2/c < T
, then by the definition of h, we have
Hence, if we take σ > 0 such that σ(
By (2.31), (2.33), (2.34) and the definition of u, one can derive that u(T, r)
Finally, using the similar arguments as in [10, Lemma 3.3] and (2.32), one can calculate directly 
Sufficient Conditions
In this section, we give some necessary and sufficient conditions for vanishing and spreading, and a sufficient condition for transition.
Proposition 1. Assume 0 < α < α 0 , h 0 > 0 and u 0 (r) ∈ I(h 0 ). Let (u, h) be the solution of (1.1) with initial data u 0 (r). Then the following properties hold: Hence h(t) ≤ l α for all t > t 1 . Consider the problem (2.9) with L := 2(l α + 1), then it follows from the last part of the proof of Theorem 1 (ii) that h(t) converges to R within a finite time if ||u(t 1 , r)|| L ∞ ([R,h(t1)]) is sufficiently small. Combining this and Theorem 1 (ii), we conclude that vanishing happens.
