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Abstract
In this paper, we study the Minimum Weight Pairwise Distance Preservers (MWPDP) problem.
Consider a positively weighted undirected/directed connected graph G = (V,E, c) and a subset P
of pairs of vertices, also called demand pairs. A subgraph G′ is a distance preserver with respect
to P if and only if every pair (u,w) ∈ P satisfies distG′(u,w) = distG(u,w). In MWPDP problem,
we aim to find the minimum-weight subgraph G∗ that is a distance preserver with respect to P .
Taking a shortest path between each pair in P gives us a trivial solution with the weight of at
most U =
∑
(u,v)∈P distG(u,w). Subsequently, we ask how much improvement we can make upon
U . In other words, we opt to find a distance preserver G∗ that maximizes U − c(G∗). Denote this
problem as Cost Sharing Pairwise Distance Preservers (CSPDP), which has several applications in
the planning and operations of transportation systems.
The only known work that can provide a nontrivial solution for CSPDP is that of Chlamta´cˇ
et al. (SODA, 2017). This algorithm works for unweighted graphs and guarantees a non-zero
objective only if the optimal solution is extremely sparse with respect to the trivial solution. We
address this issue by proposing an O(|E|1/2+)-approximation algorithm for CSPDP in weighted
graphs that runs in O((|P ||E|)2.38(1/)) time. Moreover, we prove CSPDP is at least as hard as
LABEL-COVERmax. This implies that CSPDP cannot be approximated within O(|E|1/6−) factor
in polynomial time, unless there is an improvement in the notoriously difficult LABEL-COVERmax.
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1. Introduction
A fundamental question in graph theory is to sparsify an input graph by finding a subgraph that
has fewer edges or less total weight, while preserving some specific properties of the original graph.
In the pairwise distance preservers problem, one is given a connected undirected/directed graph
G = (V,E) and a subset P of pairs of vertices, also called demand pairs. The aim is to find a
subgraph, G∗, with a minimum number of edges, that preserves the exact distance in the original
graph, distG∗(u,w) = distG(u,w) for each demand pair in P (Coppersmith and Elkin, 2006). A
large body of research is devoted to pairwise distance preservers. For recent work, see, e.g., Abboud
and Bodwin (2016), Bodwin and Williams (2016), Bodwin (2017), Chlamta´cˇ et al. (2017), Bodwin
(2019), Chang et al. (2018), Gajjar and Radhakrishnan (2017). Pairwise distance preservers have
application in research on several other related theoretical problems such as spanners, distance
oracles, graph algorithms, etc (Abboud and Bodwin, 2016, 2017, Abboud et al., 2018, Alon, 2002,
Bodwin and Williams, 2015, 2016, Bolloba´s et al., 2005).
Similar to the work of Elkin and Peleg (2007), we generalize the concept of pairwise distance
preservers into a weighted version, Minimum Weight Pairwise Distance Preserver (MWPDP), where
the input is an undirected/directed weighted graph G = (V,E, c, l) and set of demand pairs P . Here,
c : E → R+ and l : E → R+ are the wight function and the length function, respectively. The
goal is to find a subgraph, G∗ = (V ∗, E∗), that minimizes c(G∗) =
∑
e∈E∗ c(e), while preserves the
exact distance in the original graph, distG∗(u,w) = distG(u,w). We focus on the case where the
weight and length functions coincide, i.e. c(e) = l(e) : ∀e ∈ E. This was also the focus of a number
of other studies in spanners problems (Altho¨fer et al., 1990, Awerbuch, 1992, Chandra et al., 1992,
Regev, 1995).
This paper intends to study the Minimum Weight Pairwise Distance Preserver (MWPDP)
problem from an optimization point of view. We can first obtain a trivial upper bound, U =∑
(u,v)∈P distG(u,w), by finding a shortest path for each pair of nodes in P and considering their
union as the subgraph G′. It becomes natural to ask about the amount of improvement that we can
make upon U . In other words, is there any efficient algorithm that can find a distance preserver
G∗ = (V,E∗) that maximizes U − |c(E∗)|? Denote this problem as Cost Sharing Pairwise Distance
Preservers (CSPDP) problem. CSPDP has direct applications in transportation systems such as
the planning of vehicle platooning (Abdolmaleki et al., 2019, Luo and Larson, 2020, Sethuraman
et al., 2019). The improvement U − |c(E∗)| quantifies the potential profit from platooning, which
will take some cost to form and maintain. As such, it is vital to guarantee that this improvement
is higher than the required setup cost.
The only known work that can provide a nontrivial solution for CSPDP is the work of Chlamta´cˇ
et al. (2017) on MWPDP instances with c(e) = l(e) = 1,∀e ∈ E, which provides an O(n3/5+)-
approximation. It cannot guarantee to obtain a non-zero objective unless the optimal solution,
G∗, is extremely sparse with respect to the trivial upperbound U . More specifically, the optimal
solution should satisfy |E
∗|
U ≤ 1n3/5 . We address this issue by proposing an O(m1/2+)-approximation
algorithm for CSPDP in weighted graphs that runs in O((|P |m)2.38(1/)) time, where m = |E| is
the number of edges in graph G.
Theorem 1. For any constant  > 0, there is a polynomial-time O(m1/2+)-approximation algo-
rithm for any instance of CSPDP problem.
Proof. See Section 4.
On the other hand, we prove CSPDP is at least as hard as LABEL-COVERmax. This implies
that CSPDP cannot be approximated within O(|E|1/6−) factor in polynomial time, unless there is
an improvement on the notoriously difficult LABEL-COVERmax.
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Theorem 2. For any constant  > 0, there no polynomial-time approximation algorithm for
CSPDP achieving a ratio of 2log
1−m1/2, for any 0 <  < 1, unless NP ⊆ DTIME(npolylog(n)).
Proof. See Section 5.
The rest of the paper is organized as follows: Section 2 provides a reduction from the undirected
version of CSPDP into its directed version. Section 3 provides an overview of the CSPDP problem
as well as a description for the algorithms devised in this paper. Afterwards, Section 4 analyzes
the algorithms both from the approximation performance and computational complexity point of
view. Finally, Section 5 presents the hardness result of CSPDP for both directed and undirected
versions of the problem.
2. Problem overview
In this section, we begin with reducing the undirected CSPDP into its dircted CSPDP. Then, we
devise a natural integer programming formulation for CSPDP that will be used in our approximation
algorithm. Observe that we cannot reduce the undirected CSPDP into its directed counterpart by
simply substituting each edge e = (vi, vj) with two directed edges ~e1 = (vi, vj) and ~e2 = (vj , vi).
The following lemma describes a reduction from the undirected version into its directed version.
Lemma 1. For any instance of CSPDP with pair set P in an undirected weighted graph G with
n vertices and m edges, we can construct an instance of CSPDP with the same pair set P in a
directed weighted graph R with n+ 2m vertices and 5m edges and the same objective value.
Proof. Given an undirected graph G, delete each edge e = (vi, vj) ∈ E. Then, add two vertices
v′ij and v
′′
ij , and five directed edges namely, (vi, v
′
ij), (vj , v
′
ij), (v
′′
ij , vi), (v
′′
ij , vj) with weight 0, and
(v′ij , v
′′
ij) with weight cvi,vj . Denote by graph R = (V1, E1) the new graph obtained after applying
the same procedure on all edges e ∈ E. Figure 1 describes the procedure applied on an arbitrary
edge (vi, vj) ∈ E.
We prove that finding the optimal solution G∗ for CSPDP in undirected graph G with demand
pairs P is equivalent to finding the optimal solution R∗ for CSPDP in directed graph R with a
directed version of P . As R is a directed graph, for each demand pair (s, t) ∈ P we consider one of
them as the origin and the other one as the destination.
First, note that the distance between pairs of nodes (s, t) ∈ V ×V in G will be preserved in the
graph R. As such, in both G and R the trivial upper bound U takes the same value.
For any feasible solution G∗ for CSPDP in undirected graph G, we find a feasible solution
for CSPDP in directed graph R with the same objective value. To reach this goal, for all edges
e = (vi, vj) ∈ G∗, we take the union of the edges (vi, v′ij), (vj , v′ij), (v
′′
ij , vi), (v
′′
ij , vj) and (v
′
ij , v
′′
ij) to
form the subgraph R∗. Conversely, for any solution R∗ for CSPDP in directed graph R, we find a
feasible solution for CSPDP in the original undirected graph G with the same objective value. To
do so, take the union of all edges e = (vi, vj) ∈ E such that (v′ij , v
′′
ij) ∈ E1.
Given the results in Lemma 1, it is sufficient for us to propose our approximation algorithm for
the directed version of the problem.
Consider a directed graph G = (V,E), and an assignment of weights to the edges c : E → R+.
For any pair (s, t) ∈ P , let Q(s,t) denote the collection of all directed shortest paths in G from s to
t, and define the local graph G(s,t) = (V(s,t), E(s,t)) as the union of all nodes and edges in Q(s,t).
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Figure 1: reduction
Consider an optimal solution H∗ to CSPDP, for each pair of nodes (s, t) ∈ P consider a shortest
path ps,t in the subgraph H
∗ connecting the pair of nodes (s, t). Optimality of H∗ implies that
each edge with positive weight in H∗ appears in at least one of these selected paths.
Now, for each edge e ∈ H∗ denote the number of shortest paths p(s,t) : (s, t) ∈ P containing
edge e by ue; it is trivial that the upper bound U can be decomposed into the following summation:
U =
∑
(u,v)∈P
distG(u,w) =
∑
e∈H
uec(e)
As such, we can write the objective in CSPDP as:
U − c(G′) =
∑
e∈H
(ue − 1)c(e)
We are now ready to formulate the CSPDP problem as the following integer programming:
Max z1 =
∑
e∈E
(
∑
(s,t):e∈E(s,t)
x(s,t)e − ye)c(e) (1a)
s.t.
∑
vi:
e=(vi,v)∈E(s,t)
x(s,t)e −
∑
vj :
e=(v,vj)∈E(s,t)
x(s,t)e = d
(s,t)
v ∀v ∈ E,∀(s, t) ∈ P (1b)
x(s,t)e ≤ ye ∀e∈E(G),∀(s,t):e∈E(s,t) (1c)
x(s,t)e ∈ {0, 1} , ∀(s,t)∈P,∀e∈E(s,t) (1d)
ye ∈ {0, 1} , ∀e∈E (1e)
Where d
(s,t)
v is defined as follows:
d(s,t)v =

−1 If s=v
1 If t=v
0 Otherwise
Let us define savings for an edge e as (
∑
(s,t):e∈E(s,t) x
(s,t)
e − ye). The objective (1a) is the
summation of the savings in all edges of G. Constraint (1b) ensures that there exists a shortest
path from s to t for each pair (s, t) ∈ P . The binary decision variable x(s,t)e takes value 1 if the
directed shortest path for pair (s, t) contains edge e and 0 otherwise. Constraint (1c) defines yl as
a binary variable that is equal to 1 if the edge e is contained by at least one of the directed shortest
paths p(s,t) in a feasible solution.
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3. Algorithm
In this section, we propose an O(m1/2+)-approximation Algorithm for CSPDPD problem for any
 > 0. We save the analysis for Section 4.
Definition 1. Let ve be the number of local graphs G(s,t) containing edge e. We say an edge
e ∈ E(G) is thick if ve ≥ |P |m1/2+ . We say an edge is thin otherwise. Moreover, denote by ETK the
set of thick edges and by ETN the set of thin edges.
Let us consider an optimal solution (xopt, yopt) to problem (1). Then, for the objective (1a), we
have two possible cases depending on whether condition (2) holds or not:∑
e∈ETK
(
∑
(s,t):e∈E(s,t)
xopt,(s,t)e − yopte )c(e) >
1
m
∑
e∈E
(
∑
(s,t):e∈E(s,t)
xopt,(s,t)e − yopte )c(e) (2)
Definition 2. We say an instance (G,P ) is thick-dominant if condition (2) holds for at least one
optimal solution. We call that optimal solution a thick-dominant solution. We say an instance is
thin-dominant otherwise.
We take two different approaches to approximate the optimal solution for thick-dominant and
thin-dominant instances of CSPDP. Specifically, we approximate the optimal solution of a thick-
dominant instance by forcing all paths to have an overlap with a centric path, while, for a thin-
dominant instance, we approximate its optimal solution with feasible solutions that consist of
shortest paths whose overlaps are almost evenly distributed over the edges of G.
For thick-dominant instances, we propose the dynamic-programming-based solution in algo-
rithm 1 to solve the problem. The core idea of algorithm 1 is to find a demand pair (s∗, t∗) and a
shortest path p(s∗,t∗) from s
∗ to t∗ that will maximize the objective (1a) when we force every other
demand pair (s′, t′) to pass through the overlap of its restricted subgraph G(s′,t′) and path p(s∗,t∗).
Algorithm 1 Dynamic programming Algorithm for thick-dominant instances
1. For each demand pair (s, t) ∈ P , consider a weighted copy of graph G(s,t) and denote it by
H(s,t).
2. Set a weight of w(e) = (ve− 1)c(e) for each thick edge e ∈ H(s,t) and a weight of zero for each
thin edge e ∈ H(s,t).
3. Find the maximum weighted path, using dynamic programming, for each pair of nodes
(s, t) ∈ P in their corresponding local graph H(s,t). Denote the longest path by p(s,t) and its
weight by a(s,t) =
∑
e∈p(s,t) w(e).
4. Denote the maximum weighted path in set
{
p(s,t) : (s, t) ∈ P
}
by p(s∗,t∗) and its weight by
a∗ =
∑
e∈p(s∗,t∗) w(e).
5. For each demand pair (s, t) ∈ P , consider a new weighted copy of graph H(s,t) and denote it
by H∗(s,t).
6. Set a weight of w(e) = c(e) for each edge e ∈ H∗(s,t), e ∈ p(s∗,t∗) and a weight of zero for each
edge e ∈ H∗(s,t), e /∈ p(s∗,t∗).
7. Find the maximum weighted path, using dynamic programming, for each pair of nodes
(s, t) ∈ P in their corresponding local graph H∗(s,t) and denote it by h(s,t).
8. Denote by H the subgraph obtained by taking the union of all the paths h(s,t).
9. Output H and c(H).
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In a thin-dominant instance, in the optimal solution the portion of the objective (1a) from the
thick edges are negligible. On the other hand, each thin edge is on the overlap of a few number
of edges ve. This leads to a poor performance of algorithm 1. To address this issue, we propose a
linear-programming-based randomized algorithm 2.
Focusing on the thin edges, let us modify the objective function in the optimization problem
(1) by merely including the savings from thin edges to formulate the problem (3a) as follows:
Max zTN1 =
∑
e∈ETN
(
∑
(s,t):e∈E(s,t)
x(s,t)e − ye)c(e) (3a)
s.t.
∑
vi:
e=(vi,v)∈E(s,t)
x(s,t)e −
∑
vj :
e=(v,vj)∈E(s,t)
x(s,t)e = d
(s,t)
v ∀v ∈ E,∀(s, t) ∈ P (3b)
x(s,t)e ≤ ye ∀e∈E(G),∀(s,t):e∈E(s,t) (3c)
x(s,t)e ∈ {0, 1} , ∀(s,t)∈P,∀e∈E(s,t) (3d)
ye ∈ {0, 1} , ∀e∈E (3e)
Consider an optimal solution to problem (3) and denote it by xTN , yTN . Note that, if the
instance (G,P ) is thin-dominant, the optimal objective value of problem (3) zopt,TN1 will be at least
(1 − 1m )zopt1 , because (xopt, yopt) is a feasible solution for problem (3) and also thin-dominance
yields: ∑
e∈ETK
(
∑
(s,t):e∈E(s,t)
xopt,(s,t)e − yopte )c(e) <
1
m
∑
e∈E
(
∑
(s,t):e∈E(s,t)
xopt,(s,t)e − yopte )c(e)
Definition 3. Let us denote by b(s,t) the number of thin edges in the local graph E(s,t). We call a
thin-dominant instance (G,P ) light if the portion of total savings (3a) in the optimization problem
(3) at xTN , yTN in the absence of all demand pairs (s, t) ∈ P with b(s,t) <
√
m decreases to less
than (1− 1m )zopt,TN1 , where zopt,TN1 is the solution to the problem (3) for instance (G,P ), i.e.
∑
e∈ETN
((
∑
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )− max
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )c(e) ≤ (1−
1
m
)
∑
e∈ETN
((
∑
(s,t):e∈E(s,t)
xTN,(s,t)e )−yTNe )c(e)
Here, the max function over the empty set outputs 0. We call a thin-dominant instance heavy,
otherwise.
We propose a linear relaxation of problem (3) in which we relax the binary constraints (1d) and
(1e). We also restrict the objective function to the edges that are contained by at least one demand
pair (s, t) with b(s,t) <
√
m. As such, we can provide the LP relaxation of the problem as:
Max z2 =
∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
(
∑
(s,t):e∈E(s,t)
x(s,t)e − ye)c(e) (4a)
s.t.
∑
vi:
e=(vi,v)∈E(s,t)
x(s,t)e −
∑
vj :
e=(v,vj)∈E(s,t)
x(s,t)e = d
(s,t)
v ∀vi ∈ V,∀(s, t) ∈ P (4b)
x(s,t)e ≤ ye ∀e∈E,∀(s,t):e∈E(s,t) (4c)
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Consider an optimal solution to problem (4) and denote it by (x∗, y∗).
Lemma 2. If a thin-dominant instance (G,P ) is light, the optimal objective value in optimization
problem (4) is at least 1m z
TN
1 (x
TN , yTN ), In other words :∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
((
∑
(s,t):e∈E(s,t)
x∗,(s,t)e )− y∗e)c(e) ≥
1
m
zTN1 (x
TN , yTN ) (5)
Proof. See Appendix 5.
Lemma 3. Given an optimal solution, (x∗, y∗), to problem (4), using at most O(|P |m√m) opera-
tions, we can find another feasible solution (~x2, ~y2) fot problem (4) whose savings on each thin edge
e that is contained by at least one of the local graphs G(s,t) where b(s,t) <
√
m satisfies the following
two conditions:
(
∑
(s,t):e∈E(s,t)
x2,(s,t)e − y2e)c(e) ≥
1
2
(
∑
(s,t):e∈E(s,t)
x∗,(s,t)e − y∗e)c(e)
max
(s,t):e∈E(s,t)
x2,(s,t)e ≥
1
2m1/2
Proof. See Section 4.
Here, we present an LP-based randomized approximation algorithm for light thin dominant
instances.
Algorithm 2 LP based randomized algorithm
1. Find the thin edges e that are contained by at least one of the local graphs G(s,t) where
b(s,t) <
√
m and form optimization problem (4).
2. Find the optimal solution (x∗, y∗) for problem (4).
3. Modify the solution (x∗, y∗) according to the proof of Lemma (3) to find the feasible solution
(~x2, ~y2).
4. Use Algorithm 4 in Appendix 5 to find an equivalent path-based solution for link-based
solution (~x2, ~y2) to the optimization problem (4) and denote it by ~f (as a vector whose elements
are the variables f
(s,t)
p , where f
(s,t)
p is the flow on path p for pair of nodes (s, t)).
5. For each pair of nodes (s, t), pick one of the shortest paths p from s to t with probability
f
(s,t)
p , denote their union by subgraph H.
6. Output H and c(H).
The last remaining case is the case of heavy thin-dominant instances. Instead of directly devising
an algorithm for this case, we take advantage of an iterative algorithm that solves the general
CSPDP problem as follows:
7
Algorithm 3 Main Algorithm
1. Set LB=0 and OPT = ∅.
2. Input instance (G,P ), set P 0 = P .
3. Apply Algorithm 1,
4. If c(H) ≥ LB, then LB = c(H), OPT = H.
5. Apply Algorithm 2
6. If c(H) ≥ LB, then LB = c(H), OPT = H.
7. Delete all pairs of nodes (s, t) ∈ P with b(s,t) <
√
m to obtain a new instance of node pairs
P 1.
8. Set (G,P ) = (G,P 1) and go to step 2.
9. Denote by D the set of demand pairs (s, t) ∈ P 0 that distH(s, t) > distG(s, t). For any
demand pair (s, t) ∈ D, consider an arbitrary shortest path, p(s,t), from s to t. Then set H =
H ∪(s,t)∈D p(s,t).
Output H and c(H).
Here, the core idea is that if the instance (G,P ) is either a thick-dominant instance or a
light thin-dominant instance, then we can find a good quality optimal solution at steps 3 and 4.
Otherwise, we can find a new instance (G,P 1) with significantly fewer number of demand pairs,
and apply the same procedure on this new instance. However, as the number of demand pairs is
at most the number of node pairs in graph G, this process will terminate fast.
4. Algorithm Analysis
In this section, we analyze the performance of the algorithms developed in Section 3. Then,
we examine their computational complexity. Specifically, Theorem 3 provides a guarantee on the
performance of Algorithm 1 for thick-dominant instances of CSPDP. Theorem 4 quantifies the
performance of Algorithm 2 on light thin-dominant instances. Finally, Theorem 1 demonstrates
the approximation ratio for our main algorithm 3. Lemmas 6, 7 and 8 quantify the computational
complexity of Algorithms 1, 2 and 3, respectively.
Theorem 3. If instance (G,P ) is a thick-dominant instance, then Algorithm 1 provides a feasible
solution on subgraph H with objective value of at least
zopt1
m1/2+2
, where zopt1 is the optimal value of
the problem (1).
Proof. Consider a thick-dominant optimal solution (xopt, yopt) for problem (1). Thick-dominance
yields:
|P |
m1/2+2
zopt1 ≤
|P |
m1/2+
∑
e∈ETK
((
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )− yopte )c(e) (6)
On the other hand, for each thick edge from definition 1 we have |P |
m1/2+
≤ ve. As such:
|P |
m1/2+
∑
e∈ETK
((
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )− yopte )c(e) ≤
∑
e∈ETK
((
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )− yopte )vec(e) (7)
Here, we use Lemma 4 to upper bound the expression in (7).
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Lemma 4. Any optimal solution ( ~xopt, ~yopt) for problem 1 satisfies the following inequality:
((
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )− yopte )vlc(e) ≤ (
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )(ve − 1)c(e) (8)
Proof. See Appendix 5.
Now, let us change the order of summation in expression (8) to obtain:∑
e∈ETK
[(
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )(ve − 1)c(e)] =
∑
(s,t)∈P
(
∑
e∈E(s,t)
e∈ETK
xopt,(s,t)e (ve − 1)c(e))
≤ |P |max
(s,t)
(
∑
l∈E(s,t)
e∈ETK
xopt,(s,t)e (ve − 1)c(e)) = |P |amax (9)
Where the last equality holds since amax, obtained in Algorithm 1, equals the weight of maximum
weighted path between pair of nodes (s, t) ∈ P in graph H(s,t).
Now, we can combine (6), (7), (8), and (9) to prove:
|P |
m1/2+2
zopt1 ≤ |P |amax →
1
m1/2+2
zopt1 ≤ amax
On the other hand, the overlap of any subgraph H∗(s,t) with path p(s∗,t∗) is a connected subpath
of p(s∗,t∗) which is contained by path h(s,t). As a result, any edge e ∈ H is contained by at least ve
paths h(s,t) (s, t) ∈ P . As a result, the savings in problem 1 for feasible solution H is at least amax.
Proof of Lemma 3:
Proof. For each pair of nodes (s, t) ∈ P with b(s, t) < √m and each thin edge e ∈ G(s,t), we can
extend edge e to a shortest path pe(s,t) from s to t. To do so, just note that G(s,t) is a dag with
a source node s and a sink node t, so each directed in G(s,t) starting from e ends at node t and
each reverse directed path starting from e ends s. Note that this requires at most |E| operations,
since any path in G(s,t) consists of at most |E| edges. As we have b(s, t) <
√
m, number of such
paths is at most
√
m. As a result, applying the same procedure on all local graphs G(s,t) takes
at most |P |m√m operations. Also, note that the union of paths pe(s,t) includes at most |P |m
√
m
edges. Set f
1,(s,t)
pe
(s,t)
= 1|b(s,t)| . Moreover, for each pair of nodes (s, t) ∈ P with b(s, t) ≥
√
m consider
an arbitrary shortest path p(s,t). Also, note that the union of paths p
e
(s,t) includes at most |P |m
edges. Set f
1,(s,t)
p(s,t) = 1.
Now, consider the unique link-based solution ~x1, (as a vector whose elements are the variables
x
(s,t)
e ), and the corresponding capacity values y1e = max(s,t):e∈E(s,t) ~x
1,(s,t)
e corresponding to ~f1, (as
a vector whose elements are the variables f
(s,t)
p ).
To obtain x
(s,t)
e from f1, consider an initial solution ~x = ~0. Then, for each edge e in the union
of paths (s, t) with b(s, t) <
√
m, add x
(s,t)
e by f
1,(s,t)
pe
(s,t)
, and for paths p(s,t) for demand pairs (s, t)
with b(s, t) ≥ √m add x(s,t)e by f1,(s,t)p(s,t) .
As we have at most 2|P |m√m edges in the union of all paths mentioned above, we can obtain
x
(s,t)
e from f1 by at most 2|P |m
√
m operations.
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We prove that the solution ~x2 = 12(~x
1 +~x∗), y2,(s,t)e = max(s,t):e∈E(s,t)
1
2(x
1,(s,t)
e +x
∗,(s,t)
e ) satisfies
the requirement. To do so, note that for each thin edge e that is contained in the local graph of
a pair (i, j) ∈ P such that b(i,j) ≤
√
m we have max(s,t):e∈E(s,t) x
1,(s,t)
e ≥ 12 max(s,t):e∈E(s,t) x
1,(s,t)
e ≥
1
2x
1,(i,j)
e ≥ 12√m .
Moreover, we can distribute the max in the definition of y
2,(s,t)
e to conclude:
max
(s,t):e∈E(s,t)
1
2
(x1,(s,t)e + x
∗,(s,t)
e ) ≥
1
2
( max
(s,t):e∈E(s,t)
(x1,(s,t)e ) + max
(s,t):e∈E(s,t)
(x∗,(s,t)e ))
This results in:
(
∑
(s,t):e∈E(s,t)
x2,(s,t)e − y2e)c(e) ≥
1
2
(
∑
(s,t):e∈E(s,t)
x∗,(s,t)e − y∗e)c(e) +
1
2
(
∑
(s,t):e∈E(s,t)
x1,(s,t)e − y1e)c(e)
Given (
∑
(s,t):e∈E(s,t) x
1,(s,t)
e − y1e)c(e) ≥ 0, we conclude:
(
∑
(s,t):e∈E(s,t)
x2,(s,t)e − y2e)c(e) ≥
1
2
(
∑
(s,t):e∈E(s,t)
x∗,(s,t)e − y∗e)c(e)
This concludes the proof.
Theorem 4. Given a light thin-dominant instance (G,P ) with the modified solution (~x2, ~y2) at
step 2 of Algorithm 2, steps 3 and 4 provide a solution for problem (1) with objective value (1a)
being at least (1− 1m ) 14m1/2+2 z1(xopt, yopt).
Proof. For any link-based solution, (~x2, ~y2), there exists an equivalent path-based solution ~f2 where
f
2,(s,t)
p is the flow on path p for pair of nodes (s, t). Let us assume for each pair of nodes (s, t) we
pick one of the shortest paths p ∈ P(s,t) with probability f (s,t)p . Denote by se and s the part of the
objective function (4a) associated with thin edge e that is contained in the local graph of a pair
(i, j) ∈ P such that b(i,j) ≤
√
m, and the total objective value (4a), respectively. We can compute
the expected values for se and s as follows:
se = (
∑
(s,t):e∈E(s,t)
x2,(s,t)e − y2e)c(e) = (
∑
(s,t):e∈E(s,t)
x2,(s,t)e − max
(s,t):e∈E(s,t)
x2,(s,t)e )c(e)
Now, we compute the average savings in a link e ∈ E as follows:
E(se) = E[((
∑
(s,t):e∈E(s,t)
x2,(s,t)e )− y2e)c(e)] = ((
∑
(s,t):e∈E(s,t)
x2,(s,t)e )− (1−
∏
(s,t):e∈E(s,t)
(1− x2,(s,t)e )))c(e)
Denote by x
2,(i,j)
e = max(s,t):e∈E(s,t) x
2,(s,t)
e . Then, we obtain:
E(se) = ((
∑
(s,t):e∈E(s,t)
(s,t) 6=(i,j)
x2,(s,t)e )−(1−
∏
(s,t):e∈E(s,t)
(s,t)6=(i,j)
(1−x2,(s,t)e ))+(x2,(i,j)e −x2,(i,j)e
∏
(s,t):e∈E(s,t)
(s,t)6=(i,j)
(1−x2,(s,t)e )))c(e)
(10)
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The right-hand side of Equation (10) can be rewritten as:
x2,(i,j)e (1−
∏
(s,t):e∈E(s,t)
(s,t) 6=(i,j)
(1− x2,(s,t)e ))c(e)
= x2,(i,j)e ((1−
∏
(s,t):e∈E(s,t)
(s,t)6=(i,j)
(1−x2,(s,t)e )−
∑
(s,t):e∈E(s,t)
(s,t)6=(i,j)
x2,(s,t)e ))c(e)+x
2,(i,j)
e (
∑
(s,t):e∈E(s,t)
(s,t)6=(i,j)
x2,(s,t)e )c(e) (11)
We can use (11) to rewrite expression (10) as follows:
[((
∑
(s,t):e∈E(s,t)
(s,t)6=(i,j)
x2,(s,t)e )−1 +
∏
(s,t):e∈E(s,t)
(s,t) 6=(i,j)
(1−x2,(s,t)e ))(1−x2,(i,j)e ) +x2,(i,j)e (
∑
(s,t):e∈E(s,t)
(s,t) 6=(i,j)
x2,(s,t)e )]c(e) (12)
Lemma 5. For x
2,(s,t)
e ≥ 0 : ∀(s, t) ∈ P we have:∑
(s,t):e∈E(s,t)
(s,t) 6=(i,j)
x2,(s,t)e − 1 +
∏
(s,t):e∈E(s,t)
(s,t)6=(i,j)
(1− x2,(s,t)e ) ≥ 0 (13)
Proof. See Appendix 5.
We can use Lemma 5 to conclude that the left-hand side of Equation (12) is positive. Hence:
E(se) ≥ x2,(i,j)e (
∑
(s,t):e∈E(s,t)
(s,t)6=(i,j)
x2,(s,t)e )c(e) ≥
1
2m1/2
se
Using the same argument for all thin edges e ∈ E we conclude:
E[S] ≥
∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
1
2
√
m
(
∑
(s,t):e∈E(s,t)
x2,(s,t)e − y2e)c(e)
As the solution (~x2, ~y2) satisfies the condition in Lemma 3 we conclude:∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
1
2
√
m
(
∑
(s,t):e∈E(s,t)
x2,(s,t)e − y2e)c(e) ≥
∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
1
4
√
m
(
∑
(s,t):e∈E(s,t)
x∗,(s,t)e − y∗e)c(e)
As instance (G,P ) is a light thin-dominant instance, when we restrict the objective function
(4a) into the thin edges that are contained by at least one demand pair (s, t) with b(s,t) <
√
m, the
objective has to be at least 1m z2(x
∗, y∗), As such :∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
((
∑
(s,t):e∈E(s,t)
x∗,(s,t)e )− y∗e)c(e) ≥
1
m
z2(x
∗, y∗) (14)
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We multiply both sides by 1
4
√
m
to conclude:∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
1
4
√
m
(
∑
(s,t):e∈E(s,t)
x∗,(s,t)e − y∗e)c(e) ≥
1
4m1/2+
z2(x
∗, y∗)
Now, we can use Remark 2
1
4m1/2+
z2(x
∗, y∗) ≥ 1
4m1/2+
1
m
zTN1 (x
TN , yTN )
On the other hand, for a thin dominant instance (G,P ) we have that zopt,TN1 is at least (1 −
1
m )z
opt
1 . As such,
E[S] ≥ (1− 1
m
)
1
4m1/2+2
z1(x
opt, yopt)
This concludes the proof.
Proof of Theorem 1:
Proof. We prove Algorithm 3 finds a feasible solution for Problem (1) with objective value of at
least 1
m1/2+
zopt1 . First, note that if instance (G,P ) is either thick-dominant or light thin-dominant,
then by Theorems 3 and 4 we find a feasible solution for Problem (1) with objective value of at
least (1− 1m ) 14m1/2+2 z
opt
1 in steps 3 and 5 of Algorithm 3. Otherwise, We can remove all pairs of
nodes (s, t) ∈ P that satisfy b(s,t) <
√
m to obtain a new instance of node pairs P 1. As (G,P ) is a
thin-dominant instance, zopt,TN1 , the optimal value of the optimization (3), is at least (1− 1m )zopt1 .
As (G,P ) is a heavy instance, using Definition 3, the solution x
TN,(s,t)
e , yTNe = max (s,t)
b(s,t)>
√
m
x
TN,(s,t)
e
is a feasible solution for instance (G,P 1) with objective value of at least (1 − 1m )zopt,TN1 . As a
result, the optimal value for Problem 1 with instance (G,P 1) is at least (1− 1m )2zopt1 .
On the other hand, in this case, each pair of nodes in P 1 has at least
√
m thin edges. Moreover,
each thin edge e is contained in at most |P |
m1/2+
local graphs G(s,t). Using the Pigeonhole principle,
we should have at least |P
1|√m
|P |/m1/2+ =
|P 1|
|P | m
1+ thin edges, which should be less than total number
of edges m.
As a result we have:
|P 1|
|P | < m
− → |P 1| < |P |
m
Note that 1m
2/
= 1
m2
. Moreover, note that the set of all demand pairs in the original instance
P to Algorithm 3 has a size less than the total number of pairs of vertices
(|V |
2
)
, which is bounded
above by ≤ m2 in a connected graph G. As a result, we shrink the set of demand pairs in step 6
of Algorithm 3 by at most 2 times.
Denote by (G,P ′) the instance obtained from the i-th visit to step 6 in an iteration of Algorithm
3. If (G,P ′) is a thick-dominant or light thin-dominant, then by Theorems 3 and 4 we find a
feasible solution for Problem (1) with the objective value of at least (1 − 1m )2i+1 14m1/2+2 z
opt
1 . As
the shrinking procedure in step 6 of Algorithm 3 cannot be applied for more than 2 times, we are
able to find a feasible solution for Problem (1) with objective value of at least
(1− 1
m
)(2/)+1
1
4m1/2+2
zopt1
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However, for a given 0 <  < 1 the Bernoulli inequality yields:
lim
m→∞(1−
1
m
)(2/)+1 ≥ lim
m→∞ 1−
2 + 
m
= 1
This concludes the proof.
Lemma 6. Algorithm 1 runs in O(|P ||E|2) operations.
Proof. Running standrd algorithms we can construct the shortest path subgraphsG(s,t) inO(m logm)
operations. As such, in step 1 we need O(|P |m logm) operations. We can find ve the number of
local graphs G(s,t) containing edge e by simply checking all the edges in all the subgraphs G(s,t),
we check at most O(|P ||E|) edges, so step 2 requires at most O(|P ||E|2) operations.
To find the maximum weighted paths in graphs H(s,t) and H
∗
(s,t), note that if two vertices x
and y in a local graph H(s,t) are connected by two zero length oppositely directed edges, c(x, y) =
c(y, x) = 0, we can merge the two vertices by contracting the edge between them (West et al., 1996).
Doing so, the length of the longest path doesn’t change. As a result, finding the maimum weighted
path in graphs H(s,t) and H
∗
(s,t) is equivalent to finding the maimum weighted path in Directed
Acyclic Graphs that form by merging vertices that are connected through double sided zero length
directed edges. This can be done in O(|V | + |E|) operations using the idea of topological sorting.
Hence, steps 3 and 7 require at most O(|P ||E|) operations. In steps 5 and 6, for each demand pair
(s, t) ∈ P we have to consider the intersection of edges in H∗(s,t) and p(s∗,t∗), this requires at most
|E| number of operations. Hence steps 5 and 6 take at most |P ||E| number of operations. Note
that steps 4 and 8 also will not take more than O(|P |) operations. This concludes the proof.
Lemma 7. Algorithm 2 runs in O((|P ||E|)2.38) operations.
Proof. Similar to Lemma 6 we find ve for all edges e ∈ E by at most O(|P ||E|2) operations. Then
we can find thin and thick edges with O(E) operations. Afterwards, we find the demand pairs
(s, t) ∈ P with b(s,t) <
√
m by counting all thin edges of all subgraphs G(s,t) which requires at most
O(|P ||E|) operations. Then we take the union of all thin edges in such subgraphs to obtain required
set of edges to form optimization problem 4. This takes at most O(|P ||E|) operations. Hence, step
1 requires at most O(|P ||E|2) operations. In step 2 we are required to solve a linear program with
|P ||E| variables and O(|P ||E|) constraints. This requires at most O((|P ||E|)ω) operations, where
ω ≈ 2.38 is the exponent of matrix multiplication, using the novel algorithm of Cohen et al. (2019)
for solving linear programming problems. We apply Lemma 3 to conclude step 3 takes at most
O(|P |m√m) operations.
In step 4, we use Algorithm 4. This algorithm will terminate in at most |P ||E| iterations,
since in each iteration at least for one demand pair (s, t) and one edge e the value of x
2,(s,t)
g will
be substituted by 0. Also, similar to Lemma 3 each iteration requires at most |P ||E| operations.
Finally, step 5 requires |P | operations.
Lemma 8. Algorithm 3 runs in O((|P ||E|)2.37(1/)) operations.
Proof. The proof directly follows from the proof of Lemmas 6 and 7 and the fact that the Algorithm
3 has at most 2 iterations.
13
5. Hardness
Here, we represent our reduction from the MAX REP instance of the Label covermax problem to
the directed CSPDP, the reduction to undirected CSPDP follows similarly. LABEL COVER was
first introduced in Arora et al. (1997). This problem has shown strong hardness results for many
NP-hard problems. It is known that for LABEL COVER, there is no approximation algorithm
achieving a ratio 2log
1− n, for any 0 <  < 1, unless NP ⊆ DTIME(npolylog(n)) (Arora et al., 1997,
Hochba, 1997). The best approximation algorithm for label cover is the one introduced in Charikar
et al. (2009), where they propose a O(n1/3))-approximation algorithm for MAX REP.
In Max Rep we are given a bipartite graph G(V1, V2, |E|). The sets V1 and V2 are split into a
disjoint union of k sets: V1 = ∪ki=1Ai and V2 = ∪kj=1Bj . The sets Ai and Bj all have size nk . The
bipartite graph and the partitions of V1 and V2 induce a super-graph H in the following way: The
vertices in H are the sets Ai and Bj . Two sets Ai and Bj are connected by a (super) edge in H iff
there exist ai ∈ Ai and bj ∈ Bj , which are adjacent in G.
We must select a single “representative” vertex ai ∈ Ai from each subset Ai , and a single
representative vertex bj ∈ Bj from each Bj . We consider that a super-edge (Ai, Bj) is covered if
the two corresponding representatives are neighbors in G, i.e., (ai, bj) ∈ E. The goal is to select
a single representative from each set and maximize the number of super-edges covered. We define
umax = 3 dmax where dmax is the maximum degree of all the vertices in V2. Also, for any vertex
bi ∈ V2 we define ubi = 3 dvi − 1, where dvi is the degree of vertex vi.
Proof of Theorem 2:
Proof. Consider an instance of MAX REP G(V1, V2, E) with partitions V1 =
⋃k
i=1Ai, and V2 =⋃k
i=1Bi. The sets Ai and Bj all have size
n
k . We construct an instance of cost sharing pairwise
distance preservers (H,P ) with |P | = 2k demand pairs and O(n2) edges. Any feasible solution
for CSPDP instance (H,P ) corresponds to at least one feasible solution for MAX REP instance
G(V1, V2, E) with the same objective value, while any feasible solution for MAX REP instance
G(V1, V2, E) corresponds to exactly one feasible solution for CSPDP instance (H,P ) with the same
objective value.
Here, we present a reduction from directed CSPDP to MAX REP by constructing an instance
(H,P ) for directed CSPDP. If we consider the undirected counterpart of the same graph H with the
same set of demand pair |P |, we, similarly, obtain a reduction from MAX REP to the undirected
CSPDP.
For each set Ai : i ∈ {1, . . . , k}, we define a weighted graph H1i that consists of a source node
si and a sink node ti and the union of
n
k disjoint paths, pv : v ∈ Ai, between si and ti. Each path,
pv = (si, x
1
v, x
2
v, . . . , x
2n
v , ti), corresponds to one of the vertices v ∈ Ai and consists of 2n+ 1 edges.
We assign weight umax to edges (si, x
1
v), (x
2n
v , ti) and all the edges (x
i
v, x
i+1
v ) : i ≡ 0(mod2), and
assign weight 1 to The edges (xiv, x
i+1
v ) : i ≡ 0(mod2). Figure 2 demonstrates construction of the
graph H1i .
For each set Bj : i ∈ {1, . . . , k}, we define a weighted graph H2j that consists of a source node
oj and a sink node dj and a union of
n
k edges coming out of oj . Each edge qu = (oi, yu) represents
one of the vertices u ∈ Bi. The edges coming out of oi have weight 2numax. Figure 3 demonstrates
the construction of the graph H2j . We will connect the vertices yu to the sink nodes di by adding
some edges to the graph formed by the union
⋃
iH
1
i
⋃
iH
2
i in next step.
Now, we consider the union
⋃
iH
1
i
⋃
iH
2
i and we add edges to construct the graph H for
the CSPDP instance as follows. For each vertex ur ∈ Bi : r ∈ {1, 2, . . . , 2n}, we add edges to
the graph to construct a new path between oi and di as follows. First, consider all the vertices
vi1 , vi2 , . . . , vilu ⊆ V1 from which there exists an edge to ur in G. Then, add an edge from yur to
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Figure 2: construction of graph H1i
Figure 3: construction of graph H2i
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Figure 4: construction of graph H
x2r−1v1 with weight 0. Then, for each i ∈ {1, 2, . . . , lu − 1} add an edge between x2rvi and x2r−1vi+1 with
weight 2. Then, add an edge from x2rvlu to di with weight (2n+1)umax−ubi . Figure 4 demonstrates
the construction of the graph H.
Now, consider the CSPDP instance with the underlying graph H, and the set of demand pairs⋃
i(si, ti)
⋃
i(oi, di).
Lemma 9. The only shortest paths from si to ti in graph H are the paths pv : v ∈ Ai
Proof. See Appendix 5.
Lemma 10. The only shortest paths from oi to di in graph H are
the paths qu = (oi, yur , x
2r−1
v1 , x
2r
v1 , . . . , x
2r−1
vi , x
2r
vi , . . . , x
2r−1
vlu
, x2rvlu , di)
Proof. See Appendix 5.
Given an optimal solution H∗ to CSPDP instance (H,P ), for each pair of nodes (s, t) ∈ P , there
exists at least one shortest path in the subgraph H∗ connecting the pair of nodes (s, t). Now, for
each pair of nodes (s, t) ∈ P consider one of their corresponding shortest paths in H∗ and denote it
by p(s,t). As we proved in Lemmas 9 and 10, for each demand pair (si, ti) ∈ Ai, the shortest path in
H∗ that connects si and ti is one of the paths pv(i) : v(i) ∈ Ai. Moreover, for each source-sink pair
(oi, di) ∈ Bi, the shortest path in H∗ that connects oi and di is one of the paths qu(i) : u(i) ∈ Bi.
Each of the edges of H∗ should be contained in at least one of the shortest paths between demand
pairs in |P |. As a result, we have H∗ = ⋃i pv(i)⋃i qv(i). Now, we compute the total savings in
H∗. First, note that all the paths pv(i) are mutually disjoint and do not have overlap. Also, all the
paths qui are mutually exclusive and do not have overlap. As a result, it is sufficient to compute
the savings on the edges that are intersection of a path pv(i) and a path qu(j). Also, note that for
each pair of selected paths pv(i) and qu(j) in H
∗, there exist one edge with weight 1 if and only if
v(i) and u(i) are connected in graph G from the MAX REP instance G(V1, V2, E). As a result, the
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total savings can be computed as the number of super-edges covered by vertices
⋃k
i=1 v(i)
⋃k
i=1 u(i),
which is a feasible solution to the instance G(V1, V2, E).
On the other hand, given a feasible solution
⋃k
i=1 v(i)
⋃k
i=1 u(i) to instance G(V1, V2, E). The
union of the paths
⋃k
i=1 pv(i)
⋃k
i=1 qu(i) is a feasible solution to the CSPDP instance (H,P ). More-
over, the total savings can be computed as the number of super-edges covered by vertices
⋃k
i=1 v(i)
⋃k
i=1 u(i).
Also, note that number of edges in the constructed graph H is bounded above by (|V1| +
|V2|)(2n+ 2) = O(n2).
Now, we use the result of Arora et al. (1997), Hochba (1997) and the fact that m the number of
edges in H is at most O(n2), to conclude there is no approximation algorithm for CSPDP achieving
a ratio 2log
1−m1/2 , for any 0 <  < 1, unless NP ⊆ DTIME(npolylog(n)).
This also implies that CSPDP cannot be approximated within O(m1/6−) factor in polyno-
mial time, unless there is an improvement on the best polynomial time approximation for the
LABEL-COVERmax problem.
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Appendix I
Proof of Lemma 4:
Proof. Denote by (xTN , yTN ) the optimal solution to the problem 3. Note that (xTN , yTN ) is a
feasible solution for problem 4. We prove z2(x
TN , yTN ) ≥ 1m zTN1 (xTN , yTN ). To do so, we can
separate the objective function over the edges e that are contained by the local graph of at least
one demand pair (s, t) with b(s,t) ≤
√
m and the edges that does not satisfy this condition.
zTN1 (x
TN , yTN ) =
∑
e:∃(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
((
∑
(s,t):e∈E(s,t)
x(s,t)e )−ye)c(e)+
∑
e:@(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
((
∑
(s,t):e∈E(s,t)
x(s,t)e )−ye)c(e)
(15)
The left hand side in 15 equals z2(x
TN , yTN ). In order to prove z2(x
TN , yTN ) ≥ 1m zTN1 (xTN , yTN ),
it is sufficient to prove the right hand side in (15) is upper bounded the following expression:
(1− 1
m
)zTN1 (x
TN , yTN )
Note that (xTN , yTN ) is an optimal solution to the problem 3. As a result, for each edge e
satisfying c(e) > 0 we have:
yTNe = max
(s,t):e∈E(s,t)
xTN,(s,t)e
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Otherwise We can substitute yTNe = max(s,t):e∈E(s,t) x
TN,(s,t)
e while keeping the same all other
elements of the optimal solution ( ~xopt, ~yopt). Doing so, we obtain a feasible solution to the prob-
lem 3 that increases the objective value z1( ~xopt, ~yopt). This contradicts with our assumption that
( ~xopt, ~yopt) is optimal. As a result, we can rewrite the right hand side in 15 as follows:
∑
e:@(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
(
∑
(s,t):e∈E(s,t)
xTN,(s,t)e −yTNe )c(e) =
∑
e:@(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
(
∑
(s,t):e∈E(s,t)
xTN,(s,t)e − max
(s,t):e∈E(s,t)
xTN,(s,t)e )c(e)
The outer summation excludes any edge that is contained in the local graph of a demand pairs
(s, t) with b(s,t) ≤
√
m. Hence, we can restrict the inner summation to demand pairs that satisfy
b(s,t) >
√
m, while not decreasing the value of the inner summation. Moreover, we can restrict the
domain of max function to decrease its output. As a result:∑
e:@(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
(
∑
(s,t):e∈E(s,t)
xTN,(s,t)e − max
(s,t):e∈E(s,t)
xTN,(s,t)e )c(e)
≤
∑
e:@(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
((
∑
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )− max
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )c(e)
Now, we can expand the domain of the outer summation to obtain:∑
e:@(i,j)|b(i,j)≤
√
m
e∈E(i,j)
e∈ETN
((
∑
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )− max
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )c(e)
≤
∑
e∈ETN
((
∑
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )− max
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )c(e)
Now, we can use definition 3 to conclude:∑
e∈ETN
((
∑
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )− max
(s,t):e∈E(s,t)
b(s,t)>
√
m
xTN,(s,t)e )c(e) ≤ (1−
1
m
)zTN1 (x
TN , yTN )
This concludes the proof.
Appendix II
In this Section we provide an Algorithm to transfer a link-based solution to path-based solution in
a reasonable amount of time.
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Algorithm 4 transforming link-based solution to path-based solution
1. For each pair (s, t), consider the edge e with minimum x
2,(s,t)
e , and find a shortest path pe(s,t)
in G(s,t) from s to t (similar to the procedure in Lemma 3).
2. Substitute x
2,(s,t)
g by x
2,(s,t)
g − x2,(s,t)e for all edges g contained in pe(s,t)
3. Add path pe(s,t) with weight fpe(s,t) = x
2,(s,t)
e to the set of paths F.
4. If ~x = ~0 go to step 5 otherwise go to step 1.
5. Return F.
Appendix III
Proof of Lemma 4:
Proof. If c(e) = 0, then both sides of 8 equal zero. It remains to consider the case c(e) ≥ 0.
The variables x
opt,(s,t)
e and y
opt
l are binary variables. As such, the summation
∑
(s,t):e∈E(s,t) x
opt,(s,t)
e
can be either 0 or greater than 0. Let us assume there exists an optimal solution ( ~xopt, ~yopt)
with
∑
(s,t):e∈E(s,t) x
opt,(s,t)
e = 0, y
opt
l = 1. We can substitute y
opt
e = 0 while keeping the same all
other elements of the optimal solution ( ~xopt, ~yopt). Doing so, we obtain a feasible solution to the
problem 1 that increases the objective value z1( ~xopt, ~yopt) by at least c(e). This contradicts with
our assumption that ( ~xopt, ~yopt) is optimal.
As a result it remains to consider the two following cases:
•
∑
(s,t):e∈E(s,t) x
opt,(s,t)
e = 0 and y
opt
e = 0: In this case both sides of expression 8 equal 0.
•
∑
(s,t):e∈E(s,t) x
opt,(s,t)
e ≥ 1: In this case constraint 1c leads yoptl = 1. As such,
((
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )− yopte )vec(e) = ((
∑
(s,t):e∈E(s,t)
xopt,(s,t)e )− 1)vec(e)
On the other hand, in any feasible solution ( ~xopt, ~yopt), the maximum number of shortest
paths containing edge l, x
opt,(s,t)
e = 1, is less than or equal to the number of local subgraphs
containing edge e, i.e. (
∑
(s,t):e∈E(s,t) x
opt,(s,t)
e ) ≤ ve. Therefore:
((
∑
(s,t):e∈E(s,t)
x∗(s,t)e )− 1)vec(e) ≤ (
∑
(s,t):e∈E(s,t)
x(s,t)e )(ve − 1)c(e)
This concludes the proof.
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Appendix IV
Proof of Lemma 5:
Proof. We prove this using induction on the size of set S. For the base case |S| = 1. This yields:
xe − 1 + (1− xe) = 0
Assume for any set |S| = n we have the following:∑
e∈S
xe − 1 +
∏
e∈S
(1− xe) ≥ 0 (16)
Consider a new set S∗ : |S∗| = n+ 1 and an arbitrary element e∗ ∈ S∗. As a result:∑
e∈S∗
xe − 1 +
∏
e∈S∗
(1− xe) = (
∑
e∈S∗\e∗
xe − 1) + xe∗ + (
∏
e∈S∗\e∗
(1− xe))(1− xe∗) (17)
We can distribute the multiplication in the right hand side of 17 to rewrite 17 as follows:
(
∑
e∈S∗\e∗
xe − 1) + (
∏
e∈S∗\e∗
(1− xe)) + xe∗ − xe∗(
∏
e∈S∗\e∗
(1− xe))
On the other hand, we have
∏
e∈S∗\e∗(1− xe) ≤ 1. Hence:∑
e∈S∗
xe − 1 +
∏
e∈S∗
(1− xe) ≥ (
∑
e∈S∗\e∗
xe − 1) + (
∏
e∈S∗\e∗
(1− xe)) ≥ 0
Where the last inequality comes from the induction assumption.
Appendix V
Proof of Lemma 9:
If a shortest path pi from si to ti in graph H contains any edges of type (x
2r
vlu
, di) or edges of
type (oi, yur). Then, it contains at least two of them, since the path pi should come back to the
graph H1i . This leads to the shortest path having length at least (4Nk + 1)umax. However, the
paths pv : v ∈ Ai have length (Nk+ 1)umax+Nk This contradicts with the path p being a shortest
path. Moreover, any of the edges (x2rvi , x
2r−1
vi+1 ) increases the distance from ti. As a result, the only
shortest paths from si to ti in graph H are the paths pv : v ∈ Ai.
Appendix VI
Proof of Lemma 10:
If a shortest path pi from oi to di in graph H contains any edges from ... of weight umax then
the length of the path pi is at least (4Nk + 1)umax. However, the paths qu : v ∈ Bi have length
(Nk + 2)umax − ubi > (4Nk + 1)umax This contradicts with the path p being a shortest path. As
a result, The only shortest paths from oi to di in graph H are the paths qu.
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