Abstract| A kinematically redundant manipulator is a robotic system that has more than the minimum number of degrees of freedom that are required for a speci ed task. Due to this additional freedom, control strategies may yield solutions which are not repeatable in the sense that the manipulator may not return to its initial joint con guration for closed end-e ector paths. This paper compares two methods for choosing repeatable control strategies which minimize their distance from a nonrepeatable inverse with desirable properties. The rst method minimizes the integral norm of the di erence of the desired inverse and a repeatable inverse while the second method minimizes the distance of the null vectors associated with the desired and the repeatable inverses. It is then shown how the two techniques can be combined in order to obtain the advantages of both methods. As an illustrative example the pseudoinverse is approximated in a region of the joint space for a seven degree-of-freedom manipulator.
I. Introduction
A robotic system can be described by its kinematic equation which relates the set of joint values of the manipulator to the position and orientation of the end-e ector in the workspace. If the location of the end-e ector is speci ed as an m-dimensional vector x then the kinematic equation can be written as x = f( ) (1) where f is a smooth vector function and where is an n-dimensional vector of the joint variables. One of the popular techniques for controlling a manipulator is resolved motion rate control which calculates the joint velocities from the joint con guration and desired end-e ector velocity. The underlying equation is the Jacobian equation which, for the positional component, can be found by di erentiating (1) to obtain _ x = J _ (2) where _ x is the desired end-e ector velocity. The chief advantage of using the Jacobian for the motion control of a manipulator is that the Jacobian is a linear relationship between the joint velocities and the end-e ector velocities. At each point , J is an m n matrix.
Kinematically redundant manipulators are robotic systems which possess more degrees of freedom than are required for a speci ed task so that m < n. This work will only consider the case of one degree of redundancy, i.e. when n = m + 1. There are an in nite number of control strategies for redundant manipulators so that one can take advantage of this freedom by choosing a control strategy which will optimize some particular criterion. This work will consider generalized inverse strategies of the form _ = G _ x (3) where G satis es JG = I for nonsingular con gurations. The elements of G are functions of the joint con guration. This strategy may be chosen to locally minimize a given criterion function such as the least-squares minimum norm criterion on the joint velocities as in the case of the pseudoinverse solution _ = J + _ x
1 where J + is the Moore-Penrose pseudoinverse of J. This control strategy locally minimizes the joint velocities of the manipulator subject to moving the end-e ector along a speci ed trajectory. Also popular in the robotics literature are weighted pseudoinverse solutions which locally minimize _ T Q _ for some positive de nite weighting matrix Q. Since this work only considers manipulators with a single degree of redundancy, the generalized inverses G have the form
wheren J is a unit length null vector of J and where w uniquely determines G. This follows from the fact that J(G ? J + ) = 0 9].
Due to the additional freedom a orded to kinematically redundant manipulators, control strategies such as (3) may not be repeatable in the sense that closed trajectories in the work space are not necessarily mapped to closed trajectories in the joint space so that for cyclic tasks the manipulator will not necessarily return to its starting con guration. Klein and Huang 7] give a mathematical proof of this for the pseudoinverse control of a planar 3R manipulator. An elegant method of identifying control strategies which are repeatable is presented in a paper by Shamir and Yomdin 13] . This method determines repeatability by checking whether the Lie bracket of any two columns of the inverse is in the column space of G.
This work focuses on the generation of repeatable control strategies that are as close as possible to some desirable, but not repeatable, control. It will only consider inverse kinematics and not the dynamic aspects of the complete control problem 5]. The remainder of this article is arranged as follows. In Section II, two optimal repeatable strategies are presented. A comparison of these two strategies is discussed in Section III using a simple manipulator as an illustrative example. Section IV illustrates how the two techniques can be combined by using information obtained from one technique to guide the calculation of an optimal repeatable strategy by the other technique. This procedure is demonstrated for both a simple example as well as for a seven degree-of-freedom manipulator. Simulation results illustrating the e cacy of these techniques are presented in Section V followed by the conclusions of this work in the nal section.
II. Two Optimal Repeatable Control Strategies
In order to choose an optimal repeatable control strategy it is necessary to characterize those strategies which are repeatable in terms of the desired generalized inverse G d and a null space component. This will be done by considering the corresponding augmented Jacobian as was done in 9]. At nonsingular con gurations any generalized inverse G can be calculated by inverting an augmented Jacobian of the form
where v is a null vector of G T . The corresponding control strategy is found by taking the rst n ? 1 columns of the inverse of J ?1 v which is given by
where once againn J is a unit length null vector of J and
Choosing an augmenting row that is a gradient results in a repeatable control strategy 12]. Thus the augmented task space approach is one of a number of commonly used techniques for resolving manipulator redundancy 1], 4], 6], 11]. For the extended Jacobian 2], the augmenting vector is given by the gradient of rg n J where g is some criterion function of . By including this additional function the manipulator acts \mathematically" like a nonredundant manipulator assuming that the rows of J and v are linearly independent. A set of these gradients can be used to de ne a class of control strategies which are repeatable in simply-connected, singularity-free domains 3].
One shortcoming of applying augmenting techniques is the possible introduction of arti cial singularities, called algorithmic singularities 2]. These singularities are distinct from the kinematic singularities of the manipulator and are a function of the augmenting vector v. The con gurations corresponding to an algorithmic singularity are characterized by n J v = 0:
The presence of algorithmic singularities can seriously restrict the workspace in which the manipulator can operate as desired. A further discussion of this problem will be presented later.
This paper considers the problem of choosing an optimal control strategy from a set of repeatable strategies which have been characterized by their augmenting vectors. An example of a set of augmenting vectors which yield repeatable control strategies is the span of N linearly independent gradient functions fv 1 ; v 2 ; : : : ; v N g. For this case the augmenting vectors would have the form v = P N i=1 a i v i where each a i is a real constant.
Several considerations should be made in choosing such a basis. One should be careful to select the gradient functions to be linearly independent from the row space of the Jacobian since failure to do so will result in a singular augmented Jacobian. Secondly it should be noted that all nonzero multiples of an augmenting vector result in the same control. Thus choosing an optimal augmenting vector becomes a constrained optimization problem in which each augmenting vector is normalized. Such a normalization can be done for example by requiring that P N i=1 a 2 i = 1. Now that a procedure for generating repeatable strategies has been given, it is possible to consider optimal strategies. In this work, optimality will be in terms of nearness to a desired nonrepeatable strategy. The nearest optimal repeatable control strategy (NORCS) is de ned as the repeatable control strategy which is nearest to some desired nonrepeatable strategy in some region of the joint space. In general, this optimization will be performed over a set of prescribed repeatable strategies. The measure of the distance between a desired inverse G d and a repeatable inverse G r is de ned by
where j j is the volume of IR n , k k 2 is the induced 2-norm for a matrix, and R d is an n-dimensional integral over a simply-connected, singularity-free subset of the joint space. Equation (10) provides a measure of the closeness of two inverses on some important subset of the joint space. The nearest repeatable control strategy to the desired inverse G d is de ned to be the repeatable inverse G r which minimizes (10) . The subset may be chosen based on some optimal con guration at which one would like the manipulator to operate. From (5) (12) where w is given by (8) .
Optimizing (12) can be rather di cult since it will, in general, be a highly nonlinear equation. Even when a minimum is obtained, it is di cult to determine whether it is in fact a global minimum. A more computationally e cient optimization can be developed by considering a slightly di erent problem. Rather than directly minimizing the di erence of the inverses themselves, it is possible to minimize the di erence of their associated null spaces. Before proceeding further, a discussion of the notion of the associated null space is in order.
An associated null vector n G of G is de ned to be a null vector of G T . y n associated null vector n G is also commonly referred to as a left null vector of G. The associated null space of G is simply the null space of G T . The pseudoinverse has n J as its associated null vector so that the null space of J and the associated null space of the pseudoinverse of J are identical. For the case of a single degree of redundancy, the associated null space is determined by the augmenting vector v as given in (6) . In this case the associated null space is a vector function space which, when evaluated at nonsingular con gurations, is characterized by a single vector. Thus the space can be characterized by a single vector eld. If this vector eld is n J for example, then the resulting inverse is the pseudoinverse.
If this vector eld is a gradient, the resulting inverse will have the desirable property of being repeatable in certain regions of the joint space. Thus certain properties of G can be identi ed by examining n G .
An additional method of quantifying the distance between two control strategies, as opposed to (10) Note that it has been implicitly assumed that V is contained in L 2 ( ), the space of Lebesgue measurable n-vector functions satisfying R kuk 2 2 d < 1.
Next, the optimization is reduced to a search over the scalar functions . This is done by noting that for any xed n = n J , the allowable augmenting vector minimizing (13) One then has that the Fourier coe cients of (16) are
Since each is normalized, it follows that
In matrix-vector notation (18) 
It can be shown that this is maximized when a and b are appropriately scaled singular vectors associated with the largest singular value of M (see the Appendix).
As well as providing a tool for calculating the optimal solution for a given basis the Gramian formulation also provides a measure for comparing any other augmenting vector.
For an augmenting vector v the Gramian matrix with respect to the normalized vector functionṽ = v=kvk is a scalar given by
Note that maximizing (26) over V is equivalent to (13) 
The closer m 0 is to its maximum value of one, the closer v is to approximating a null vector of the desired inverse.
III. A Comparison of the Two Methods
This section compares the behavior of the two methods presented above by illustrating their comparative advantages and disadvantages on a very simple manipulator. An understanding of the characteristics of these two methods will then be used to develop a combined technique, which is suitable for more general manipulators, in the following section. In all cases, the pseudoinverse will be used as a representative desired but nonrepeatable control strategy. First, consider the planar manipulator shown in Fig. 1 
The repeatable strategies resulting from (30) and (31) match the pseudoinverse at 3 values of 0 and =2, respectively. Also, note that the resulting inverse is very well behaved since the norm of the vector w is bounded by 1= p 2, so that there are no algorithmic singularities. The properties of these optimal inverses are discussed in greater detail in 9].
In general, it is not possible to analytically calculate the nearest repeatable control strategy. However, as discussed above, one can consider control strategies which are obtained by augmenting the Jacobian with a gradient row that is calculated from some nite basis of gradient vectors. For this example it is su cient to consider augmenting rows which are gradients and functions of 3 only. To illustrate the e ects of using di erent sets of allowable augmenting vectors the following bases will be considered 7 include an additional harmonic to the DC terms and the fundamental frequency for the three regions under consideration.
Before considering the performance of the two methods using the proposed nite bases presented, it is instructive to consider how much information is being lost by going from an in nite dimensional basis to one of such relatively small dimension. This can be done by calculating the Fourier series representation for the analytically optimal augmenting vector given by (29). As an example, consider the region ? =4; =4] for which (30) gives an optimal augmenting vector. Since all scalar multiples result in the same control one can divide by ?cos 3 to obtain the optimal augmenting vector v T = 0 1 1+sin 2 3 ? cos 3 (33) which is in the space spanned by B 00
1 . The rst three terms of the Fourier series expansion for the third element of this augmenting vector are given by 1 + sin 2 3 ?cos 3 ? which would correspond to its approximate representation in the basis B 00 7 . Clearly, the coe cients for the basis functions are rapidly decreasing for higher harmonics indicating that the vast majority of the energy is contained in the lower frequencies. This statement can be quanti ed by integrating over the entire region of interest to obtain 
These numbers indicate that one would expect the optimal inverses calculated using the two methods described to be able to reasonably approximate the analytically optimal inverse even when using a small number of basis functions.
To determine the actual nearest optimal repeatable control strategy (NORCS) for the nite bases of (32), one must evaluate the integral given in (12) , where the integrand in this case is simply given by (8) since J + is the desired inverse, over the N ? 1 dimensional space of normalized coe cients for the basis functions. The results of performing this optimization for the various di erent integration intervals and augmenting bases is summarized in Table 1 . The data in Table 1 validates, for the most part, the hypothesis concerning the ability of a small number of basis functions to approximate the analytically optimal solution. In fact, using only the DC terms, i.e., those represented by the basis B 3 , provides a very reasonable approximation of the analytical optimal for both of the smaller intervals. Even in the largest interval the DC terms tend to dominate the higher harmonics. The fact that the NORCS solutions in the largest interval do not represent a particularly good approximation to the analytically optimal solution is due to its di erent form in this region which results in a singularity in its representation as a gradient, i.e. dividing through by sin 3 results in a singularity at 3 = 0, the center of the integration interval. Unlike the case where = ? =4; =4] the in nite augmenting basis that would result from expanding B 7 would not include the analytically optimal solution.
The additional e ect of the size of the integration interval, as would be expected, is that the resulting repeatable inverses more closely resemble the desired pseudoinverse as the desired region of operation becomes smaller and smaller. This is graphically illustrated in Figs. 2 thru 4 . Note, however, that while reducing the integration interval results in better performance within that interval it also tends to correspond with markedly poorer performance just outside of the interval as is clearly evident in Fig. 5 . Thus even though higher-dimensional augmenting bases do not dramatically improve the performance of the resulting inverse within the speci ed region (particularly if this region is small), it still may be useful to retain some of the higher harmonics in order to maintain reasonable behavior outside of the region . Finally, it is important to note that inverses with similar gures of merit may provide radically di erent performance over the desired region of operation.
As the integration interval becomes smaller and smaller, its limiting value is a single point in the joint space at which the optimal augmenting row clearly becomes the transpose of the null vector of the Jacobian n J evaluated at that particular value of . This can be clearly seen in Table 1 for the smallest integration interval where the augmenting row is approachingn T J (0) = 0 ?0:7071 0:7071]. This is one of the fundamental observations about which the null space approximation method (NUSAM) is based. This technique attempts to retain the characteristics of the NORCS inverse by performing the much simpler optimization represented by (13) . The results of applying this optimization using the same augmenting bases and intervals as in the NORCS case are summarized in Table  2 . Note that since the goal of this optimization is the approximation of the desired null vector, the accuracy of this approximation is quanti ed by m 0 , which in this case is the maximum singular value of M, i.e., 1 (M). Table 3 provides a direct comparison between the two techniques by comparing both gures of merit, i.e. the error in approximating the desired inverse, 1 When analyzing the results of the NUSAM optimization, the general e ects due to varying the augmenting bases and the intervals are quite similar to those observed in the NORCS results. Overall, the DC terms tend to dominate and more accurate approximations of the null vector are obtained with smaller intervals. However, it is important to point out that more accurately approximating the null vector does not correspond to more accurately approximating the performance of the desired inverse. In particular, consider the data for the case where the region is ? =2; =2] in Table 3 . Note that despite the fact that a larger basis (from B 3 to B 0 7 ) in the optimization decreases the error in the approximation of the null vector (from 0.2830 to 0.2504) the error in approximating the desired inverse actually increases dramatically (from 0.4146 to 2.5474). Similar, though less dramatic, behavior is apparent in the interval from ? =4; =4] and in the worst case, when is from ? ; ], the larger basis actually results in an augmenting vector with an algorithmic singularity within the desired operating region. From this data it would at rst appear that there is no point in applying the NUSAM optimization for larger bases. It may at rst appear anomalous that the NUSAM optimization will result in augmenting vectors that remove potential algorithmic singularities, as in the case of the basis B 3 for the region ? ; ], while at the same time it introduces algorithmic singularities when the basis is expanded to either B 5 or B 7 . This apparent anomaly can be resolved by examining how the NUSAM optimization treats algorithmic singularities. Clearly, vectors which produce algorithmic singularities within the desired region are discouraged due 13 to the fact that the integrand in (26) becomes zero thus explaining why the augmenting vector obtained when using B 3 is able to eliminate the singularity that occurs when simply usingn T J (0). However, if the integrand is relatively large over most of the region, it may be able to overcome that fact that it is zero at a single point. This accounts for the fact that the optimal solutions for the bases B 5 and B 7 contain algorithmic singularities.
Note that this treatment of algorithmic singularities represents a fundamental di erence between the NUSAM optimization and the NORCS method. In particular, a NORCS augmenting vector may not result in an algorithmic singularity within since this causes the integrand in (12) to go to in nity. This is also more e ective in preventing algorithmic singularities from even approaching the region , as is clearly illustrated in Fig. 6 by comparing the values of 1 j j kG r ? J + k 2 for the NUSAM and NORCS solutions.
While the inverses obtained using the NORCS technique are inherently superior in performance to those obtained through the NUSAM optimization, the NUSAM optimization has an unquestionable advantage in terms of computational e ciency. The algorithms for computing the optimal augmenting vectors both require repeated n-dimensional integrations. In the NORCS case (see (8) ), the integrand requires a matrix vector product of the desired inverse with the augmenting vector, a dot product with the basis vector (a function of N) and the null vector, and a scalar division (which prevents the selection of augmenting vectors that result in algorithmic singularities). In the NUSAM case (see (19)), the integrand only requires two n-dimensional dot products using the basis vector (a function of N) and the null vector as well as a scalar multiplication. While the simpler integrand for the NUSAM case results in some computational advantage, the overwhelming savings in computation comes from the number of times this integration must be performed. In the NUSAM case, this n-dimensional integration must be performed exactly N(N + 1)=2 times, once for every unique element of M (which is then followed by a singular value decomposition of M). In the NORCS case, the number of n-dimensional integrations is essentially unknown. In the simplest case one could form a grid in the (N ?1)-dimensional space of normalized coe cient vectors which would result in an exponential number of n-dimensional integrations. Thus the NORCS approach quickly becomes intractable. For example, for N = 3 the NORCS algorithm required an order of magnitude more computa-tion time as opposed to the NUSAM algorithm whereas for N = 7 NORCS required four orders of magnitude more computation time.
IV. Combining NORCS and NUSAM
From the preceding section it is clear that neither NORCS or NUSAM are completely satisfactory by themselves for calculating augmenting vectors for systems with large numbers of degrees of freedom. While the nearest optimal repeatable criterion represents a better measure of closeness to the desired inverse, it rapidly becomes computationally intractable, whereas the null space approximation method results in poorer performance primarily due to its treatment of algorithmic singularities. It is however possible to combine the two methods by using information from the null space approximation method for determining optimal subspaces in which to perform a lower-dimensional search for the nearest optimal repeatable inverse. This information is contained in the complete SVD of M as opposed to simply the singular vector associated with the largest singular value. In particular, the SVD of M may be written as
where the singular values are ordered from largest to smallest. Since there is a gross correlation between matching the associated null space of the desired inverse and matching the inverse itself, the NORCS solution should be near the space spanned by theû i associated with the large singular values, and not necessarily strictly alongû 1 as shown from the data in the previous section. Exactly what constitutes \large" singular values is somewhat arbitrary, however, the singular values range from 0 to 1 and are typically clustered so that there will be one or more values of i for which i i+1 . If this is not the case and all of the i are approximately equal then there is no information that can be exploited to guide the NORCS optimization.
To illustrate the procedure for combining these two techniques and to evaluate its ecacy, consider the simple example in the previous section for the case where the region is given by ? =2; =2]. Assume that one would like information from the NUSAM optimization using the basis B 0 one can see that 1 
The measure of di erence between the inverse that corresponds to this augmenting row and the desired inverse is given by 1 j j kG r ?J + k 2 = 0:2978 which is markedly better than that obtained using a two-dimensional NORCS optimization with the basis B 3 ( 1 j j kG r ? J + k 2 = 0:3170) which required approximately the same amount of computation time. This markedly improved performance is graphically illustrated in Fig. 6 . Note that the fourdimensional NORCS optimization using the basis B 0 5 resulted in 1 j j kG r ? J + k 2 = 0:2665 which is the true optimal in the space spanned by B 0
As a nal more realistic example of applying the combination of these techniques, consider the typical 7 DOF anthropomorphic manipulator described in detail in 8]. The Jacobian for this particular manipulator is given by J = 
The link lengths g and h will be taken to be 1 meter. It is important to point out that while such an analytic expression for the null vector is desirable, it is not required. One can always numerically determine the null vector for a given con guration.
For the purposes of illustration the region of interest will consist of i 2 =4; 3 =4] except for 5 which is in the range ? =4; =4]. The set of augmenting basis functions will consist of only the DC terms, i.e. B 7 = fe 1 ; e 2 ; e 3 ; e 4 ; e 5 ; e 6 ; e 7 g. As a point of reference, the null vector (42) evaluated at the center of is given bŷ The accuracy to which the resulting inverse approximates the pseudoinverse is given by 1 j j kG r ? J + k 2 = 0:4523 which clearly indicates that there is no algorithmic singularity despite the fact that this vector is quite close to that given by (43). Analysis of the singular values given in (44) indicates that one would not expect to identify a signi cantly better inverse since there is an order of magnitude separation between the rst and second singular values. In fact, running the NORCS algorithm in these lower-dimensional subspaces does not signi cantly alter the optimal vector from that given by (45). As a nal indication of the intractability of the NORCS optimization for the entire range of B 7 , despite several days of computation time the algorithm eventually terminated in a local minima that resulted in a vector with signi cantly poorer performance than (45).
V. Simulations
The previous two sections have concentrated on comparing various repeatable inverses with a desired nonrepeatable inverse, in this case the pseudoinverse, using the somewhat nonintuitive metric kG r ? G d k , i.e., the norm of the di erence between the repeatable inverse and the desired inverse over the design region of the joint space, . While this metric is arguably the most appropriate, it is instructive to consider the behavior of the repeatable inverses with respect to the properties of the desired inverse. This section considers the performance of the various repeatable inverses discussed previously in a simulation of the PPR manipulator following a speci c desired end e ector trajectory. It must be emphasized, however, that no single trajectory can satisfactorily represent the behavior of an inverse over the entire range of end-e ector trajectories and manipulator con gurations in , which is the motivation for relying on the norm kG r ? G d k as the primary measure of performance.
The desired end-e ector trajectory selected for the simulation studies is given in Fig. 7 . The PPR manipulator depicted in Fig. 1 is commanded to follow the four meter square trajectory labeled ABCDE. The initial con guration of the manipulator is set to the origin of joint space which corresponds to the point A in the workspace. Since all of the repeatable inverses calculated in the previous sections have used symmetric design regions centered around 3 = 0, this puts the initial con guration in the center of the desired region of operation. The desired trajectory was then selected to travel away from this center region at a constant speed. The path is intentionally discontinuous in direction at the corners of the square to help distinguish points along the trajectory and to emphasize the directional nature of the inverses. Fig. 8 illustrates a view of the three-dimensional joint space trajectory, shown in bold, that corresponds to the use of pseudoinverse control to follow the square end-e ector trajectory labeled ABCDE. The other lines in this gure represent the integral surface resulting from the optimal repeatable inverse, i.e., that obtained with the basis B 1 . Note that the repeatable surface initially contains the pseudoinverse trajectory but that they start to diverge as the pseudoinverse trajectory leaves the design region at point C. It is at this point that the global repeatability requirement forces the repeatable inverse to abandon the desired pseudoinverse solution. The drift resulting from the pseudoinverse solution is clearly identi ed by the distance of the nal manipulator con guration from the origin, which was the initial con guration. The spiral on which both the initial and nal pseudoinverse solutions lie represents the ber of all points corresponding to the point A in the workspace.
A quantitative comparison of the joint angle velocity required to achieve the desired end-e ector trajectory is given in Fig. 9 . The norm of the pseudoinverse solution and that of the optimal repeatable inverse are identical up to the point C since they follow exactly the same joint trajectory as was shown in Fig. 8 . The initial divergence of these two trajectories in the region from C to D results in a larger joint velocity norm for the repeatable inverse due to the pseudoinverse's local optimality. However, note that immediately preceding the point E, the optimal repeatable inverse actually outperforms the pseudoinverse solution. This is not entirely unexpected since the manipulators are now at di erent con gurations.
Three other repeatable inverses are also compared in Fig. 9 . These are the NORCS inverse, the NUSAM inverse, and the combined NUSAM/NORCS inverse discussed in Section IV for the basis B 0 5 and a design region of = ? =2; =2]. As expected, the performance of the pure NORCS technique is best, the pure NUSAM technique is the poorest, and the combined NUSAM/NORCS technique lies in between the two. First, consider the performance of the NUSAM technique. The NUSAM inverse performs well over large portions of the trajectory, however, it results in relatively large joint velocities near the points C and D. This behavior is due to the fact that, as discussed in Section III, the NUSAM technique is susceptible to the in uence of algorithmic singularities. While this particular inverse does not result in an algorithmic singularity, the augmented Jacobian is ill conditioned, indicating proximity to an algorithmic singularity. It is this very behavior that makes the pure NUSAM technique unsatisfactory despite its computational advantages. However, using NUSAM as a precursor to the NORCS optimization results in the combined inverse which results in performance that compares more favorably with that of the pseudoinverse. In fact, a direct comparison of the combined inverse with that of the pure NORCS optimization over the entire basis B 0 5 shows that the combined technique approaches optimal performance at a fraction of the computational expense. Finally, note that the use of a truncated basis for the optimization is justi ed by directly comparing the NORCS optimization with that of the optimal repeatable inverse over the in nite basis B 1 .
VI. Conclusions
This work discusses techniques that make it practical to calculate repeatable generalized inverses which are close to some arbitrary desired generalized inverse. Two di erent types of optimizations are discussed. The rst minimizes the integral norm of the di erence between the repeatable inverse and the desired inverse over a subset . This directly solves the desired problem but the algorithm is computationally intractable for all but the simplest manipulators due to the high dimension of the search space. The second technique attempts to maintain the characteristics of the desired inverse by approximating its null vector. While this algorithm is relatively computationally e cient, it su ers from a poorer approximation of the desired inverse, primarily due to the e ects of algorithmic singularities. While neither of these techniques is practical by itself, it has been shown that information gleaned from the null space approximation technique can be used to guide the rst technique in a lower-dimensional search space. This results in a computationally e cient approach for determining nearly optimal repeatable inverses that can approximate the properties of any given desired generalized inverse control strategy.
