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Formulas for phase recovering from phaseless scattering data
at xed frequency
R.G. Novikov
CNRS (UMR 7641), Centre de Mathematiques Appliquees, Ecole Polytechnique,
91128 Palaiseau, France;
IEPT RAS, 117997 Moscow, Russia
e-mail: novikov@cmap.polytechnique.fr
Abstract. We consider quantum and acoustic wave propagation at xed frequency
for compactly supported scatterers in dimension d  2. In these framework we give explicit
formulas for phase recovering from appropriate phaseless scattering data. As a corollary,
we give global uniqueness results for quantum and acoustic inverse scattering at xed
frequency without phase information.
1. Introduction
We consider the equation
  + v(x) = E ; x 2 Rd; d  2; E > 0; (1:1)
where  is the Laplacian, v is a scalar potential such that
v 2 L1(Rd); supp v  D;
D is an open bounded domain in Rd:
(1:2)
Equation (1.1) can be considered as the quantum mechanical Schrodinger equation at xed
energy E.
Equation (1.1) can also be considered as the acoustic equation at xed frequency !.
In this setting
E =
  !
c0
2
; v(x) = (1  n2(x))  !
c0
2
; (1:3)
where c0 is a reference sound speed, n(x) is a scalar index of refraction.
For equation (1.1) we consider the classical scattering solutions  + continuous and
bounded on Rd and specied by the following asymptotics as jxj ! 1:
 +(x; k) = eikx + c(d; jkj) e
ijkjjxj
jxj(d 1)=2 f(k; jkj
x
jxj ) +O
  1
jxj(d+1)=2

;
x 2 Rd; k 2 Rd; k2 = E; c(d; jkj) =  i( 2i)(d 1)=2jkj(d 3)=2;
(1:4)
where a priori unknown function f = f(k; l), k; l 2 Rd, k2 = l2 = E, arising in (1.4) is the
classical scattering amplitude for (1.1).
In order to nd  + and f from v one can use the following Lippmann-Schwinger
integral equation (1.5) and formula (1.7) (see, e.g., [BS], [FM]):
 +(x; k) = eikx +
Z
D
G+(x  y; k)v(y) +(y; k)dy; (1:5)
G+(x; k)
def
=  (2) d
Z
Rd
eixd
2   k2   i0 = G
+
0 (jxj; jkj); (1:6)
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where x 2 Rd, k 2 Rd, k2 = E, and G+0 depends also on d;
f(k; l) = (2) d
Z
D
e ilyv(y) +(y; k)dy; (1:7)
where k 2 Rd, l 2 Rd, k2 = l2 = E.
We recall that  + describes scattering of the incident plane waves eikx on the potential
v. And the second term of the right-hand side of (1.4) describes the scattered spherical
waves.
In addition to  +, we consider also the function R+ describing scattering of spherical
waves generated by point sources. The function R+ = R+(x; x0; E), x 2 Rd, x0 2 Rd, can
be dened as the Schwartz kernel of the standard resolvent (  + v   E   i0) 1. Note
that R+ = R+(x; x0; E) =  G+0 (jx  x0j;
p
E) for v  0, where G+0 is the function of (1.6).
Given v, to determine R+ one can use, in particular, the following integral equation
R+(x; x0; E) =  G+0 (jx  x0j;
p
E) +
Z
D
G+0 (jx  yj;
p
E)v(y)R+(y; x0; E)dy; (1:8)
where x 2 Rd, x0 2 Rd.
The function R+(x; x0; E) at xed x0 2 Rd describes scattering of the spherical wave
 G+0 (jx  x0j;
p
E) generated by a point source at x0. In addition,
R+(x; x0; E) =  c(d;
p
E)
(2)d
ei
p
Ejxj
jxj(d 1)=2 
+
 
x0; 
p
E
x
jxj

+
O
  1
jxj(d+1)=2

as jxj ! 1 at xed x0;
(1:9)
R+(x; x0; E) = R+(x0; x; E); (1:10)
where c is the constant of (1.4),  + is the function of (1.4), (1.5).
In connection with aforementioned facts concerning R+ see, e.g., Section 1 of Chapter
IV of [FM].
Let
Sd 1r = fk 2 Rd : jkj = rg; r > 0: (1:11):
We consider the following three types of scattering data for equation (1.1):
(a) f(k; l), where (k; l) 2 
0f  
f ,

f = Sd 1pE  S
d 1p
E
; (1:12a)
(b)  +(x; k), where (x; k) 2 
0  
 ,

 = (Rdn(D [ @D)) Sd 1pE ; (1:12b)
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assuming (1.13);
(c) R+(x; y; E), where (x; y) 2 
0R  
R,

R = (Rdn(D [ @D)) (Rdn(D [ @D)); (1:12c)
assuming (1.13).
In (1.12b), (1.12c) we assume also that
Rdn(D [ @D) is connected: (1:13)
We consider the following inverse scattering problems for equation (1.1) at xed E:
Problem 1.1a. Reconstruct potential v on Rd from its scattering amplitude f on
some appropriate 
0f  
f .
Problem 1.1b. Reconstruct potential v on Rd from its scattering data  + on some
appropriate 
0  
 .
Problem 1.1c. Reconstruct potential v on Rd from its scattering data R+ on some
appropriate 
0R  
R.
Problem 1.2a. Reconstruct potential v on Rd from its phaseless scattering data jf j2
on some appropriate 
0f  
f .
Problem 1.2b. Reconstruct potential v on Rd from its phaseless scattering data
j +j2 on some appropriate 
0  
 .
Problem 1.2c. Reconstruct potential v on Rd from its phaseless scattering data
jR+j2 on some appropriate 
0R  
R.
Note that in quantum mechanical scattering experiments in the framework of model
described by equation (1.1) the phaseless scattering data jf j2, j +j2, jR+j2 of Problems
1.2a-1.2c can be measured directly, whereas the complete scattering data f ,  +, R+ of
Problems 1.1a-1.1c are not accessible for direct measurements. Therefore, Problems 1.2
are of particular interest in the framework of quantum mechanical inverse scattering.
As regards to acoustic scattering experiments in the framework of the model described
by (1.1), (1.3), the complete scattering data f ,  +, R+ of Problems 1.2 can be measured
directly. Nevertheless, in some cases it may be more easy to measure the phaseless versions
of these data. Therefore, Problems 1.2 are also of interest in the framework of acoustic
inverse scattering.
On the other hand, in the literature many more results are given on Problems 1.1
(see [ABR], [Be], [Bu], [BAR], [BSSR], [ChS], [E], [F1], [G], [HH], [HN], [I], [IN], [M], [Na],
[N1]-[N6], [R], [S] and references therein) than on Problems 1.2 (see Chapter X of [ChS]
and recent works [KR], [N7] and references therein).
The works [K1], [K2], [K3], [KR], [N7] give also results on analogs of Problems 1.2,
where E is not xed. Besides, analogs of Problems 1.2 in dimension d = 1, where E is not
xed, were considered, in particular, in [AS], [KS].
Let
Br = fx 2 Rd : jxj < rg; r > 0: (1:14)
Suppose that, for some r > 0,
D  Br: (1:15)
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In connection with Problems 1.1, under assumption (1.15), it is well known, in particular,
that any of the scattering data (a) f on 
f , (b)  
+ on @BrSd 1pE , or (c) R+ on @Br@Br
uniquely and constructively determine two other data; see [Be].
In addition, in [N1] for d  3 (see also [N3]) and in [Bu] for d = 2 it was shown that f
on 
f at xed E uniquely and constructively determines v on Rd, under assumption (1.2).
For related exact stability estimates, see [S], [HH], [IN], [I]. Besides, for approximate but
ecient methods for solving Problem 1.1a, see [N4], [N5], [ABR], [BAR], [N6].
The main results of the present work can be summarized as follows.
First, we give explicit asymptotic formulas for nding f(k; l) at xed (k; l) 2 
f , k 6= l,
from j +(x; k)j2 for x = sl=jlj, s 2  = [r1;+1[ for arbitrary large r1  r (assuming, e.g.,
(1.15)); see Theorem 2.1 and Corollary 2.1 of Section 2.
In addition, we have the asymptotic formula (2.11) for nding j +(x0; k)j2 at xed
(x0; k) 2 
 from jR+(x; x0; E)j2 for x =  sk=jkj, s 2  for any unbounded   [r;+1[
(assuming, e.g., (1.15)).
The aforementioned formulas give explicit reductions of Problems 1.2b, 1.2c to Prob-
lem 1.1a for appropriate 
0 , 

0
R and 

0
f .
In connection with reductions of Problems 1.2b, 1.2c to Problem 1.1a we give also
additional global uniqueness results summarized in Theorem 2.2 of Section 2.
Second, we give global uniqueness results for Problem 1.2b for the case when 
0 is
an open subset of 
 and for Problem 1.2c for the case when 

0
R is an open subset of 
R;
see Theorem 2.3 of Section 2. In this connection we recall also that for Problem 1.1a in
its initial formulation there is no uniqueness, in general; see [N7].
Actually, as soon as Problems 1.2b, 1.2c are reduced to Problem 1.1a, one can use all
known results for exact or approximate solving Problem 1.1a; see [N6] and other works
cited above in connection with Problems 1.1.
Finally, we indicate some possible generalizations and extentions of results of the
present work; see Remarks 2.1-2.4 at the end of Section 2. In particular, in a subsequent
work we plan to consider phaseless inverse scattering in dimension d = 1 when E is not
xed, using an analog of Theorem 2.1 for d = 1.
To our knowledge, no exact general result on phase recovering from phaseless scat-
tering data for equation (1.1) at xed E was given in the literature before the present
work.
The main results of the present work are presented in detail in the next section.
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2. Main results
We represent f and c of (1.4) as follows:
f(k; l) = jf(k; l)jei(k;l);
c(d; jkj) = jc(d; jkj)jei(d;jkj):
(2:1)
We consider
a(x; k) = jxj(d 1)=2(j +(x; k)j2   1); (2:2)
a0(x; k) = 2Re
 
c(d; jkj)ei(jkjjxj kx)f k; jkj xjxj; (2:3)
a(x; k) = a(x; k)  a0(x; k) (2:4)
for x 2 Rdnf0g, k 2 Rdnf0g, where  + are the scattering solutions of (1.4), (1.5), f is the
scattering amplitude of (1.4), (1.7), c is the constant of (1.4).
For real-valued potential v satisfying (1.2) one can show that
ja(x; k)j  0(jxj; jkj); x 2 Rd; k 2 Rdnf0g; (2:5)
0(r; ) = O(r
 1=2) for r ! +1; d = 2;
0(r; ) = O(r
 1) for r ! +1; d  3; (2:6)
at xed  > 0 (where 0 depends also on v). Estimates (2.5), (2.6) are proved in Section
3.
The key result of the present work consists in the following theorem:
Theorem 2.1. Let real-valued potential v satisfy (1.2), d  2, and f , a be the
functions of (1.4), (2.2). Let (k; l) 2 
f of (1.12a), k 6= l, and
T = 2
 
E1=2
 
1  kl
E
 1
: (2:7)
Then the following formulas hold:
jf j

cos
sin

= (2jcj sin(2T 1(s1   s2))) 1  sin(2T 1s2 + ) sin(2T 1s1 + )
  cos(2T 1s2 + ) cos(2T 1s1 + )


a((s1 + nT )l=jlj; k)
a((s2 + nT )l=jlj; k)

 

a((s1 + nT )l=jlj; k)
a((s2 + nT )l=jlj; k)

; n 2 N;
(2:8)
s1; s2 2 [0; T ], s1 6= s2 (modT=2),  = (k; l), jf j = jf(k; l)j, jcj = jc(d; jkj)j,  = (d; jkj),
where ,  are the angles of (2.1), c is the constant of (1.4), a is dened by (2.4),
ja(sj + nT )l=jlj; k)j  0(sj + nT; jkj) =

O
 
(nT ) 1=2

; n!1; d = 2;
O
 
(nT ) 1

; n!1; d  3; (2:9)
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where j = 1; 2, 0 is the function of (2.5).
Theorem 2.1 is proved in Section 3.
In connection with formula (2.8) we consider
 = [+1j=1(s1 + njT ) [ (s2 + njT ); nj 2 N; nj ! +1; j ! +1; (2:10)
for xed T > 0 and s1; s2 2 [0;  ], s1 6= s2 (modT=2).
Corollary 2.1. Let real-valued potential v satisfy (1.2), d  2, and  +, f be the
scattering functions of (1.4). Let (k; l) 2 
f of (1.12a), k 6= l, and T be dened by (2.7).
Then:
j +(sl=jlj; k)j2, s 2  of (2.10), uniquely determines f(k; l) via (2.1), (2.8), (2.9).
In addition, due to (1.9), we have that
j +(x0; k)j2 = (2)djc(d; jkj)j 1s(d 1)=2jR+( sk=jkj; x0; k2)j2 +O(s 1) (2:11)
for s! +1 at xed x0 2 Rd, k 2 Rdnf0g.
Formulas (2.2), (2.8),(2.9), (2.11) give explicit reductions of Problems 1.2b, 1.2c to
Problem 1.1a for appropriate 
0 , 

0
R and 

0
f . In this connection we have also the unique-
ness results of the following theorem:
Theorem 2.2. Let real-valued potential v satisfy (1.2), (1.13), (1.15), d  2, and
 +, f , R+ be the scattering functions of (1.4), (1.5), (1.7), (1.8), (1.9). Then:
(1) the scattering amplitude f(k; l) for xed (k; l) 2 
f , k 6= l, is uniquely determined
by the phaseless scattering data j +(sl=jlj; k)j2, s 2 [r1; r2], r  r1 < r2,
(2) the scattering amplitude f(k; l) for xed (k; l) 2 
f , k 6= l, is uniquely determined
by the phaseless scattering data
jR+( sk=jkj; s0l=jlj; E)j2; (s; s0) 2 [r1; r2] [r01; r02]; r  r1 < r2; r  r01 < r02;
where E and r are the parameters of (1.12a), (1.15);
(3) the phaseless scattering data j +j2 on a xed open subset 
0 of 
 uniquely
determine the scattering amplitude f on 
f at xed E,
(4) the phaseless scattering data jR+j2 on a xed open subset 
0R of 
R uniquely
determine the scattering amplitude f on 
f at xed E.
Theorem 2.2 is proved in Section 3. This proof involves real-analytic continuations.
As a corollary of results of [N1], [N3], [Bu] and items (3) and (4) of Theorem 2.2, we
have also the following global uniqueness results on Problems 1.2b, 1.2c:
Theorem 2.3. Let real-valued potential v satisfy (1.2), (1.13), d  2. Then:
 the phaseless scattering data j +j2 on a xed open subset 
0 of 
 uniquely deter-
mine v in L1(Rd),
 the phaseless scattering data jR+j2 on a xed open subset 
0R of 
R uniquely
determine v in L1(Rd).
Remark 2.1. In all aforementioned results of this section the assumption that v is
real-valued can be replaced by the assumption that v is complex-valued and equation (1.5)
is uniquely solvable for  + 2 L1(D) at xed k 2 Rd, k2 = E > 0.
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Remark 2.2. In Problems 1.1, 1.2 the assumption that v of (1.1) is compactly
supported (supported in D) can be replaced by the assumption that v has sucient decay
at innity; see e.g. [ChS], [E], [F1], [G], [HN], [N1]-[N6], [R], [VW], [W], [WY]. In this
case, especially in Problems 1.1b, 1.1c, 1.2b, 1.2c, it is natural to assume that v is a priori
known on RdnD. Theorem 2.1, Corollary 2.1 and formula (2.11) remain valid for v with
sucient decay at innity.
Remark 2.3. Theorem 2.1, Corollary 2.1 and formula (2.11) have analogs in dimen-
sion d = 1. Using these results, in a subsequent work we plan to consider phaseless inverse
scattering in dimension d = 1 when frequency is not xed.
Remark 2.4. The approach of the present work can be also used for phaseless inverse
scattering for obstacles.
3. Proofs of estimates (2.5), (2.6) and Theorem 2.1
3.1. Proofs of estimates (2.5), (2.6). Note that the asymptotic formula (1.4) holds
uniformly in x=jxj 2 Sd 1. Therefore, we have that
 +(x; k) =  +1 (x; k) +  
+(x; k); (3:1)
 +1 (x; k) = e
ikx + c(d; jkj) e
ijkjjxj
jxj(d 1)=2 f(k; jkj
x
jxj ); (3:2)
j +(x; k)j  1(jxj; jkj); (3:3)
1(r; ) = O
 
r (d+1)=2

for r ! +1 at xed  > 0; (3:4)
where x 2 Rd, k 2 Rdnf0g.
Using (2.3), (3.1), (3.2) we obtain that
j +(x; k)j2 =  +(x; k) +(x; k) =
1 + jxj (d 1)=2a0(x; k) + jxj (d 1)jc(d; jkj)j2jf(k; jkjx=jxj)j2+
2Re ( +(x; k) +1 (x; k)) + j +(x; k)j2:
(3:5)
Due to (2.2)-(2.4), (3.5), we have that
a(x; k) = jxj (d 1)=2jc(d; jkj)j2jf(k; jkjx=jxj)j2+
2jxj(d 1)=2Re ( +(x; k) +1 (x; k)) + jxj(d 1)=2j +(x; k)j2:
(3:6)
Note that
jf(k; l)j  Cf (
p
E); (k; l) 2 
f ; (3:7)
for some positive Cf (
p
E), where 
f is dened by (1.12a).
Using (3.3), (3.6), (3.7) we obtain (2.5) with 0(r; ) given by
0(r; ) = 0;1(r; ) + 0;2(r; ) + 0;3(r; );
0;1(r; ) = r
 (d 1)=2jc(d; )j2(Cf ())2;
0;2(r; ) = 2r
(d 1)=21(r; )(1 + c(d; )r (d 1)=2Cf ();
0;3(r; ) = r
(d 1)=2(1(r; ))2;
(3:8)
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where r > 0,  > 0.
Formulas (3.4), (3.8) imply (2.6). This completes the proof of estimates (2.5), (2.6).
3.2. Proof of Theorem 2.1. Due to (2.1), (2.3), (2.7) we have that
a0(sl=jlj; k) = 2jc(d; jkj)jjf(k; l)j cos(2T 1s+ (k; l) + (d; jkj));
(k; l) 2 
f ; k 6= l; s > 0;
(3:9)
where 
f is dened by (1.12a), T is dened by (2.7). In addition, one can see that
T > 0 for (k; l) 2 
f ; k 6= l: (3:10)
Due to (2.4), (3.9), we have that
jf j cos(2T 1s+ ) cos  sin(2T 1s+ ) sin =
(2jcj) 1(a(sl=jlj; k)  a(sl=jlj; k)); (k; l) 2 
f ; k 6= l; s > 0;
(3:11)
 = (k; l), jf j = jf(k; l)j, jcj = jc(d; jkj)j,  = (d; jkj). Using (3.11) for s = s1 + nT
and s = s2 + nT , where s1; s2 2 [0; T ], n 2 N, we obtain the system
cos(2T 1s1 + )   sin(2T 1s1 + )
cos(2T 1s2 + )   sin(2T 1s2 + )

jf j

cos
sin

=
(2jcj) 1

a((s1 + nT )l=jlj; k)  a((s1 + nT )l=jlj; k)
a((s2 + nT )l=jlj; k)  a((s2 + nT )l=jlj; k)

:
(3:12)
Formula (2.8) follows from (3.12). Formula (2.9) follows from (2.5), (2.6).
Theorem 2.1 is proved.
4. Proof of Theorem 2.2
Note that
j +j2 =  + +; (4:1)
jR+j2 = R+R+: (4:2)
Note also that
Rdn(Br [ @Br)  Rdn(D [ @D) (4:3)
under assumption (1.15).
4.1. Proof of item (1). Due to equation (1.1) for  + and assumptions (1.2), we have
that
  +(x; k) = E (x; k); x 2 Rdn(D [ @D); for each k 2 Sd 1p
E
: (4:4)
Therefore,
 +(; k) is (complex  valued) real  analytic on
Rdn(D [ @D) at xed k 2 Sd 1p
E
:
(4:5)
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Using (4.1), (4.4) we obtain that
j +(; k)j2 is real  analytic on Rdn(D [ @D) at xed k 2 Sd 1p
E
: (4:6)
As a corollary of (4.3), (4.6), we have that
j +(sl=jlj; k)j2 is real  analytic in s 2]r;+1[ at xed (k; l) 2 
f : (4:7)
Therefore, at xed (k; l) 2 
f , the function j +(sl=jlj; k)j2 given for all s 2 [r1; r2],
where r  r1 < r2, uniquely determines this function for all s 2]r;+1[ via real-analytic
continuation. This result and Corollary 2.1 imply item (1) of Theorem 2.2.
4.2. Proof of item (2). Note that
( x + v(x)  E)R+(x; x0; E) = (x  x0);
( x0 + v(x)  E)R+(x; x0; E) = (x  x0);
(4:8)
where x 2 Rd, x0 2 Rd, E > 0,  is the Dirac delta-function. In addition, due to (1.2),
(4.8), we have that
( x   E)R+(x; x0; E) = (x  x0); x 2 Rdn(D [ @D); x0 2 Rd;
( x0   E)R+(x; x0; E) = (x  x0); x 2 Rd; x0 2 Rdn(D [ @D):
(4:9)
Therefore,
R+(; x0; E) is (complex  valued) real  analytic on
Rdn(D [ @D [ fx0g) for xed x0 2 Rd;
R+(x; ; E) is (complex  valued) real  analytic on
Rdn(D [ @D [ fx0g) for xed x 2 Rd:
(4:10)
Using (4.2), (4.10) we obtain that
jR+(; x0; E)j2 is real  analytic on Rdn(D [ @D [ fx0g) for xed x0 2 Rd;
jR+(x; ; E)j2 is real  analytic on Rdn(D [ @D [ fx0g) for xed x 2 Rd:
(4:11)
As a corollary of (4.3), (4.11), we have, in particular, that
jR+( sk=jkj; s0l=jlj; E)j2 is real  analytic in s 2]r;+1[ if l 6=  k
and in s 2]r;+1[ns0 if l =  k at xed s0 2 [0;+1[: (4:12)
If l 6=  k, then using (2.11), (4.12) one can see that the phaseless data of item (2)
uniquely determine j +(s0l=jlj; k)j2, s0 2 [r01; r02], via real-analytic continuation in s. In
turn, the latter data uniquely determine f(k; l) due to the result of item (1).
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Therefore, it remains to consider the case when l =  k. In addition, in view of (1.10),
we can assume that r02  r2. Under these conditions, using (2.11), (4.12) one can see that
phaseless data of item (2) uniquely determine j +(s0l=jlj; k)j2, s0 2 [r01; r02[, via real-analytic
continuation in s. In turn, the latter data uniquely determine f(k; l) due to the result of
item (1).
This completes the proof of item (2) of Theorem 2.2.
4.3. Proof of item (3). Note that, under our assumptions,
 +(x; ) is (complex  valued) real  analytic on Sd 1p
E
at xed x 2 Rd: (4:13)
Actually, this result is well-known and follows from consideration of (1.5) with k 2 Cd,
k2 = k21 + : : :+ k
2
d = E.
Using (4.1), (4.13) we obtain that
j +(x; )j2 is real  analytic on Sd 1p
E
at xed x 2 Rd: (4:14)
Let
Ak0;" = fk 2 Sd 1pE : jk   k
0j < "g; k0 2 Sd 1p
E
; " > 0; (4:15)
Bx0;" = fx 2 Rd : jx  x0j < "g; x0 2 Rd; " > 0: (4:16)
Since 
0 is open in 
 , we can take x
0 2 Rdn(D [ @D), k0 2 Sd 1p
E
, "1 > 0, "2 > 0
such that Bx0;"1  Ak0;"2  
0 . In addition, using (1.13), (4.6), (4.14) one can see that
already j +j2 on Bx0;"1Ak0;"2 uniquely determines j +j2 on 
 via sequential real-analytic
continuations in x and in k.
In turn, j +j2 on 
 uniquely determines f for all (k; l) 2 
f , k 6= l, due to Corollary
2.1. In addition, under our assumptions, f is continuous on 
f and therefore, is uniquely
determined also for k = l.
This completes the proof of item (3) of Theorem 2.2.
4.4. Proof of item (4). Since 
0R is open in 
R, we can take y 2 Rdn(D [ @D),
y0 2 Rdn(D [ @D), " > 0, "0 > 0 such that By;"  By0;"0  
0R. In addition, using (1.13),
(4.11) one can see that already jR+j2 on By;"  By0;"0 uniquely determines jR+(x; x0; E)j2
for all (x; x0) 2 
R, x 6= x0, via sequential real-analytic continuations in x and in x0. In
turn, the latter data uniquely determine j +j2 on 
 via (2.11). Finally, due to item (3),
j +j2 on 
 uniquely determines f on 
f .
This completes the proof of item (4) of Theorem 2.2.
Acknowledgment. The author is very grateful to M.V. Klibanov for remarks that
have helped to simplify considerably the formulations of Theorem 2.1 and Corollary 2.1 of
the rst version (see [N8]) of the present article.
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