We study the structure of strictly singular non-compact operators between L p spaces. Answering a question raised in [17] , it is shown that there exist operators T , for which the set of points ( 1 p , 1 q ) ∈ (0, 1) × (0, 1) such that T : L p → L q is strictly singular but not compact contains a line segment in the triangle {( 1 p , 1 q ) : 1 < p < q < ∞} of any positive slope. This will be achieved by means of Riesz potential operators between metric measure spaces with different Hausdorff dimension. The relation between compactness and strict singularity of regular operators defined on subspaces of L p is also explored.
Introduction
The purpose of this paper is to continue our recent research in [17] about the relation between strict singularity and compactness for operators defined on the scale of L p spaces, and in particular, answer a question concerning the shape of the so-called V -characteristic sets, which consists of those points ( 1 p , 1 q ) ∈ (0, 1) × (0, 1) such that an operator T : L p → L q is strictly singular but not compact.
Recall that an operator between Banach spaces is strictly singular provided it is not invertible when restricted to any (closed) infinite dimensional subspace. The class of strictly singular operators forms a closed two-sided operator ideal, containing that of compact operators, and was introduced by T. Kato [19] in connection with the perturbation theory of Fredholm operators. Although strict singularity is a purely infinite-dimensional notion, the spectral theory for this class of operators coincides with that for compact operators (cf. [1] ). On the other hand, strictly singular operators exhibit in general a different behaviour concerning duality [33] and interpolation properties [7, 15] . J. Calkin [8] noted that on Hilbert spaces there is only one non-trivial closed ideal, hence for an operator T : L 2 → L 2 strict singularity is equivalent to compactness. This fact was later extended by H. R. Pitt for operators T : ℓ p → ℓ q for 1 ≤ q ≤ p < ∞ (cf. [23, Proposition 2.c.3] ). Among the simplest examples of strictly singular non-compact operators one should mention the formal inclusion when 1 ≤ p < q ≤ ∞. For a general Banach space, exhibiting instances of strictly singular non-compact operators can be very non-trivial (cf. [3] ).
In this paper, we will deal with operators defined on L p spaces over finite measure spaces. Given 1 ≤ p, q ≤ ∞, let us denote by L(L p , L q ) the space of bounded linear operators T : L p → L q , and K(L p , L q ) (respectively, S(L p , L q ) ) the ideal of compact (respectively, strictly singular) operators. For an operator T : L ∞ → L 1 , let us consider the characteristic sets L(T ) = 1 p , 1 q ∈ (0, 1) × (0, 1) : T ∈ L(L p , L q ) (L-characteristic),
These sets were introduced by M. A. Krasnoselskii and P. Zabreiko in [34] and thoroughly analyzed in the monograph [21] . It is easy to see that L(T ) and K(T ) are monotone sets, in the sense that if a point (α 0 , β 0 ) belongs to the set, then the upper-left corner
is also contained in the set.
The classical Riesz-Thorin interpolation theorem tells us that L(T ) is a convex set, while Krasnoselskii's interpolation theorem [20] yields that K(T ) is convex as well. S. Riemenschneider showed in [29] that L(T ) is always an F σ set, and in fact charaterized those sets arising as the characteristic set L(T ) for some operator T as precisely the convex, monotone F σ subsets of (0, 1) × (0, 1).
In [17] , motivated by the study of the interpolation properties of strictly singular operators on L p spaces, we focused on the S-characteristic set
and in particular, on the set
which we will call the V -characteristic set of the operator T . Note that Scharacteristic sets are also monotone and convex (this follows from [17, Theorem 21] , see also Theorem 1 below). For all known examples where V (T ) had been described, it consisted of (possibly degenerate) line segments in (0, 1)×(0, 1) which were vertical, horizontal or parallel to the diagonal. It was left as an open question in [17] whether this was always the case. One of the purposes of this paper is to answer this question in the negative by exhibiting examples of operators whose corresponding set V (T ) can contain a line segment with any positive slope. It is relevant to note that the operators T considered in [29] , which allow to construct all possible L-characteristic sets, have the property that K(T ) = L(T ), and thus V (T ) = ∅. The examples that will be used here will be constructed by means of certain Riesz potential integral operators acting on L p spaces over Ahlfors regular metric measure spaces of different Hausdorff dimensions.
The paper is organized as follows. After some preliminaries on strictly singular and compact operators on L p spaces and more general Banach lattices, together with some facts about interpolation properties and geometric measure theory, in Section 3, we will construct examples of operators with a variety of V -characteristic sets. In particular, we will show that if the V -characteristic set intersects the upper triangle {(α, β) : 0 < α < β < 1}, then it must do so in a vertical or horizontal segment (see Proposition 6) , and that for any line segment ℓ contained in the lower triangle {(α, β) : 0 < β < α < 1}, there is an operator whose V -characteristic set contains ℓ (Theorem 9). Finally, motivated by the fact that positive strictly singular endomorphisms on L p are necessarily compact [9] , in the final section of the paper we will consider the case of regular operators defined on subspaces of L p .
Preliminaries
Before we analyze the structure of V -characteristic sets, let us begin recalling some general facts related to strict singularity and compactness for operators on Banach lattices which will be helpful in our context.
Let E be a Banach lattice, X a Banach space, and let T : E → X be an operator. We say T is AM-compact when T [−x, x] is a relatively compact set for every
denotes the order interval generated by x. An operator T : E → X is called M-weakly compact when T x n → 0 for every sequence (x n ) of pairwise disjoint normalized vectors in E. Finally, we will say that an operator T : E → X is disjointly strictly singular if for any sequence (x n ) of pairwise disjoint vectors in E, the restriction T | [xn] : [x n ] → X is not topologically invertible (here [x n ] denotes the closed linear span of the sequence (x n )).
It is well-known that an operator on a Banach lattice T : E → X is compact if and only if it is both AM-compact and M-weakly compact (cf. [25, Proposition 3.7.4] ). On the other hand, if E is a Banach lattice with finite cotype then an operator T : E → X is strictly singular if and only if it is both AM-compact and disjointly strictly singular [14, Theorem 2.4] . In other words, in order to distinguish compactness from strict singularity on Banach lattices, one can reduce the focus to the behavior of pairwise disjoint sequences of vectors.
Throughout, unless otherwise stated, L p will denote L p (0, 1) equipped with Lebesgue measure. For endomorphisms on L p spaces, the above characterization of strict singularity can also be expressed as follows: Given Banach spaces X, Y, Z, let us say that an operator T : X → Y is Z-singular if it is never invertible when restricted to a subspace of X isomorphic to Z; for 1 < p < ∞, an operator T : L p → L p is strictly singular if and only if it is both ℓ 2 -singular and ℓ p -singular [27, 32] .
To sum up this discussion, let us mention the following result given in [17, Proposition 8] : Suppose T : L p → L q for 2 < q ≤ p < ∞ is strictly singular and not compact, then there exists a normalized sequence (y k ) in L p , which is equivalent to the unit vector basis of ℓ 2 , whose span [y k ] is complemented, and such that (T y k ) is equivalent to the unit vector basis of ℓ q .
The fact that the inclusion I p,q : L p ֒→ L q is continuous for q < p, together with the ideal property, yield that L(T ), K(T ) and S(T ) are monotone subsets of (0, 1) × (0, 1). Convexity of S(T ) is equivalent to the interpolation property of strictly singular operators between L p spaces given in [17, Theorem 21] . In order to recall this result, given 1 ≤ p 0 , p 1 , q 0 , q 1 ≤ ∞, for each θ ∈ (0, 1) let
If an operator T : L p 0 → L q 0 is strictly singular and T : L p 1 → L q 1 is bounded, then T : L p θ → L q θ is strictly singular for each θ ∈ (0, 1).
Note that the assumption that the indices are finite in Theorem 1 is essential: Take the formal inclusion operator which satisfies that T : L ∞ → L 2 is strictly singular (by Grothendieck's theorem), and T :
is not strictly singular for any 1 < p < ∞ (because of Kintchine's inequality).
Under some extra assumptions on the position of the interpolation segment
in (0, 1) × (0, 1), one actually obtains a stronger property for the interpolated operator. We refer to this as a compact extrapolation result (see [17, Theorem 13] ):
If T is a bounded operator from L p i to L q i for i = 0, 1, and for some 0 < θ < 1, T ∈ S(L p θ , L q θ ), then T ∈ K(L pτ , L qτ ) for every τ ∈ (0, 1).
These interpolation results can be useful in studying the rigidity of composition and Volterra-type operators in Hardy H p spaces (see [22, 26] ).
It should be noted that K(T ) and S(T ) could be empty sets when L(T ) is not empty: take for instance the formal inclusion J : L ∞ ֒→ L 1 , for which
More generally, if g ∈ L r and we define the multiplication operator T g :
In our previous work [17, Theorem 18] , it is shown that for α ∈ (0, 1), the averaging operator of the form
Similarly, for the Riemann-Liouville integral operator R α , for 0 < α < 1, defined by
it can be checked (cf. [5] ). that V (R α ) coincides with a line segment parallel to the diagonal:
In our search for operators with V -characteristic sets containing line segments which are not parallel to the diagonal we will need to consider a different approach.
As a consequence of the above results, one easily gets the following Corollary 3. If S(T ) = ∅, then S(T ), K(T ) and L(T ) have the same interior.
In particular, we have
A similar fact holds in the particular case when T is an integral operator, in which case one has L(T )\K(T ) ⊆ ∂L(T ) [21, Theorem 5.14] . The fact mentioned above that, for endomorphisms on L 2 , compactness is the same as strict singularity, can be extended to operators T : L p → L q as long as 1 < q ≤ 2 ≤ p < ∞ [17, Theorem 5] . In other words, we have that
Finally, let us recall the following symmetric property of the V -characteristic set. Let φ : (0, 1) × (0, 1) → (0, 1) × (0, 1) be the involution given by
This map is related to duality by the following property: for any operator T :
From [17, Theorem 7] , one can deduce that
The following interpolation result due to E. Stein and G. Weiss (cf. [6, Theorem IV.5.5]) will be particularly useful in the next section. Recall that for 1 ≤ p < ∞, the space L p,∞ (µ) consists of all measurable functions for which the following expression is finite
for every measurable set A, and i = 0, 1. Then for each θ ∈ (0, 1), the operator
Let us recall the definition of Hausdorff measure in a metric space (X, d). For A ⊂ X, let |A| = sup{d(x, y) : x, y ∈ A} denote the diameter of A. Given s > 0, for E ⊂ X and δ > 0, let
Let us denote
which always exists, though it could be infinite, and which defines an outer measure. 
Recall that given Q > 0, a metric space (X, d) is said to be Ahlfors Q-regular if its Hausdorff dimension equals Q and if H Q denotes the corresponding Hausdorff measure, then there are constants c, C > 0 such that for every x ∈ X and r > 0 we have
In particular, we will be using the fact that for every 0 < α < 1, there exist a subset Ω α ⊂ (0, 1) which equipped with the α-dimensional Hausdorff measure and the euclidean metric is an Ahlfors α-regular space (cf. [11, Section 8.3] ). This fact has been recently extended in [4] , where it is shown that any Ahlfors Q-regular
Thus, since the measure H α is regular Borel, it follows that (Ω α , H α ) contains no atoms. Now, take a countable set (x k ) ∞ k=1 ⊂ Ω α which is dense in Ω α . Consider Σ Q , the σ-algebra generated by closed balls (intervals) in Ω α , with center in some x k and rational radius. We claim that for every H α -measurable subset E of Ω α , there is S ∈ Σ Q such that E ⊂ S and H α (E) = H α (S). Separability will follow.
Indeed, note first that in the definition of Hausdorff measure, the infimum in (4) can be computed only with A i being closed/open convex sets, that is, real intervals intersected with Ω α . We follow a similar approach as in [11, Theorem 1.6] . Given an H α -measurable subset E of Ω α , for i ∈ N we can choose a collection of open convex sets
For each i, j ∈ N we can consider x k(i,j) and r ij ∈ Q such that the closed ball B(x k(i,j) , r ij ) satisfies
It follows that E ⊂ S and S ⊂ j∈N B(x k(i,j) , r ij ) with
Letting i → ∞ we get H α (S) = H α (E), as claimed.
The V -characteristic set of an operator
Let us see next that if the V -characteristic set intersects the upper triangle {(α, β) : 0 < α < β < 1}, then it must do so in a vertical or horizontal segment (or in other words, with slope in {0, ∞}). Proposition 6. Let T : L ∞ → L 1 be an operator.
(
Proof. Suppose that α 0 < β 0 ≤ 1 2 and let p = 1 α 0 , q = 1 β 0 , so that 2 ≤ q < p < ∞. Note that for this range of p and q, every operator T : L p → L q is M-weakly compact. Indeed, suppose otherwise that there exists a disjoint sequence (x n ) in the ball of L p such that T x n q ≥ α > 0. In particular, (x n ) is equivalent to the unit vector basis of ℓ p . By [18] , there is a subsequence of (x n ), not relabelled, such that (T x n ) is either equivalent to the unit vector basis of ℓ q or ℓ 2 . In either case, we would have
which is a contradiction for large n with q < p.
Now if (α 0 , β 0 ) ∈ V (T ) for some T : L ∞ → L 1 , we have that T : L p → L q is strictly singular and not compact. Since strictly singular operators form an ideal, for every r ∈ [p, ∞] it follows that T : L r ֒→ L p → L q is strictly singular. Suppose that for some r ∈ [p, ∞], the operator T : L r → L q were compact. We claim that in this case T : L p → L q must be AM-compact: indeed, if for some r ∈ [p, ∞] T : L r → L q is compact, then so is T : L ∞ → L q . Now, for arbitrary f ∈ L p , and any ε > 0, taking
Thus, T is AM-compact, as claimed. Therefore, by [25, Proposition 3.7.4], T : L p → L q is compact, being AMcompact and M-weakly compact. This contradiction shows that for every r > p, T : L r → L q is not compact, so
Finally, the case when 1 2 ≤ α 0 < β 0 follows from the previous one using duality arguments together with (3).
Remark 7.
As a consequence of [17, Theorem 9], in part (1) above it holds that T is not bounded from L r to L s for any 1 < r < ∞, s > q; while in part (2), T is not bounded from L r to L s for any 1 < s < ∞ and r < p. Note each ℓ ∈ L decomposes the square (0, 1) × (0, 1) in three disjoint regions L ℓ , R ℓ and ℓ, where L ℓ denotes the left-hand side of ℓ, that is, the one containing the set {(α, β) : 0 < α ≤ 1 2 ≤ β < 1}. Theorem 9. For each ℓ ∈ L, there is an operator T :
For the proof of this result, we will make use of Riesz potential integral operators between different measure spaces. We refer to [21, Chapter 8] for background and details on these operators.
Consider the real segment (0, 1) equipped with its standard metric and Lebesgue measure. For each Borel set A ⊂ (0, 1), let µ(A) denote its Lebesgue measure. Let 0 < α < 1. According to [4] we can take Ω α ⊂ (0, 1) a closed Ahlfors α-regular subset and denote H α for the corresponding α-dimensional Hausdorff measure. Given 0 < λ < 1, we consider the Riesz potential integral operator T λ : L ∞ (0, 1) → L 1 (Ω α , H α ) defined by (7) T λ f (t) = 1 0 f (u) |t − u| λ du, t ∈ Ω α ⊂ (0, 1). Theorem 10. Let 0 < λ, α < 1. The operator T λ : L ∞ (0, 1) → L 1 (Ω α ) given in (7) satisfies that
Proof. The proof follows the ideas of [21, Section 8] . For the sake of simplicity, let T = T λ . In particular, we have that the argument in the proof of [21, Theorem 8.3] yields that for some constant C λ > 0 and every Borel set A ⊂ (0, 1) we have
Suppose that α < λ (in case we have the converse inequality, the argument will be similar). Given x ∈ (1 − λ, 1−λ 1−α ), let q 1 = α x−1+λ . We claim that there is C x > 0 such that for every Borel set A ⊂ (0, 1) we have
To prove this inequality, note first that as x < 1−λ 1−α , we have 1 α (x − 1 + λ) < x. Hence, we can take θ ∈ ( 1 α (x − 1 + λ), x), and applying Holder's inequality we have
Now, arguing again as in the proof of [21, Theorem 8.3] , for some C > 0, if r = µ(A)/2 we have that
Therefore, we get
for t ∈ Ω α . Then, we have that
where C α is a constant arising from the fact that H α is Ahlfors α-regular.
Note that, due to our choice of θ, it follows that θq 1 > 1, so in particular the expression · θq 1 ,∞ is equivalent to a norm (cf. [6, Lemma IV.4.5] ). This fact, together with (10) and (11) , implies that
Therefore, putting together (8) and (9), we can apply Theorem 4 with p 0 = 1 1−λ , q 0 = ∞, p 1 = 1
x and q 1 = α x−1+λ , to conclude that T : L p (0, 1) → L q (Ω α ) is bounded for every
Moreover, since p = q and T is a positive integral operator, [12, Proposition 2.6] yields that T ∈ S(L p (0, 1), L q (Ω α )).
Finally, let us see that
Then, for t ∈ Ω s we have
Let us see that the set (
Therefore, using that H α is Ahlfors α-regular there exists c α > 0 such that
Since this holds for every k ≥ k 0 , it follows that (T f k ) ∞ k=k 0 is not uniformly qintegrable, and so T / ∈ K(L p (0, 1), L q (Ω α )) as claimed (cf. [21, p. 49] ).
Remark 11. The above proof leaves open the question whether the operator
(Ω α ) is actually bounded. Even in case it were, we do not know if it would be strictly singular. However, it can be deduced from Proposition 6, that T : L p (0, 1) → L p (Ω α ) cannot be bounded for any p < 1−α 1−λ .
Proof of Theorem 9. We will consider four separate cases depending on the slope k(ℓ) of the line segment ℓ ∈ L.
(1) k(ℓ) = 0: Since we must have Figure 1 . The V -characteristic set of the operator T λ in Theorem 10.
then ℓ is the horizontal line of equation β = β 0 with β 0 < 1 2 . Let q 0 = 1 β 0 , and consider the operator T : L p → L q 0 given by
where (r n ) denote the Rademacher functions and (f n ) is any sequence of normalized pairwise disjoint functions in L q 0 . It is clear that T admits the factorization
where P rad is the projection onto the closed linear span of the Rademacher functions, and J the isometric embeddings via the sequence (f n ) of disjointly supported functions in L q 0 . It follows easily that T has the required properties.
(2) k(ℓ) = ∞: In this case, we must have that ℓ is the vertical line of equation α = α 0 with α 0 > 1 2 . Let p 0 = 1 α 0 and consider the operator T : L p 0 → L q given by
where (r n ) also denote the Rademacher functions and (g n ) is any sequence of normalized pairwise disjoint functions in L * p 0 . It is clear that T admits the factorization
where P is a projection onto the closed linear span of a sequence (f n ) of disjointly supported functions in L p 0 satisfying 1 0 f n g n = 1, and J rad is the embeddings via the Rademacher functions. It follows easily that T has the required properties. is lattice isometric to L p (Ω α , H α ). Now, for 0 < λ ≤ s the Riesz potential operator T = T λ : L ∞ (0, 1) → L 1 (Ω α ) given in (7) satisfies the required properties by Theorem 10. (4) 0 < k(ℓ) < 1: Let ℓ ′ = φ(ℓ), denote the conjugate line segment to ℓ. Since k(ℓ ′ ) > 1, we can apply the previous argument to construct an operator T such that V (T ) = ℓ ′ and L(T ) = L ℓ ′ ∪ ℓ ′ . Hence, by the duality property given in (3), we get that the adjoint operator satisfies V (T * ) = ℓ and L(T * ) = S(T * ) = L ℓ ∪ ℓ, as required.
Remark 12. In the case when the slope of the line segment is rational and greater than one, say n m with m ≤ n, one can consider the n-dimensional Riesz potential operator
Here Ω denotes the euclidean unit ball in R n centered at the origin, 0 < λ < n, · denotes the euclidean norm in R n , µ is the corresponding Lebesgue measure, and
is the m-dimensional unit ball embedded in R n . In this case, Theorem 9 can also be deduced with similar reasonings as above and using also [21, Theorems 8.3 and 8.9 ].
Recall that if T 1 , T 2 : L ∞ → L 1 are positive operators, then
Let us note that the operators exhibited in the proof of Theorem 9 for k(ℓ) ∈ (0, ∞) are instances of positive integral operators. In particular, these can be combined to construct operators with a more elaborate V -characteristic set as follows.
Proposition 13. Let (T n ) n∈N ⊂ L(L ∞ , L 1 ) be a sequence of positive operators such that sup T n L(Lp,Lq) : n ∈ N,
Then the operator T = n∈N 2 −n T n satisfies
Proof. Let 1 < p, q < ∞. First note that the series n 2 −n T n converges to T in the norm of L(L p , L q ) for each
Suppose first that ( 1 p , 1 q ) ∈ V (T ), or equivalently, T ∈ S(L p , L q )\K(L p , L q ). In this case, as 0 ≤ T n ≤ T : L p → L q , the domination property of strictly singular operators (see [13] ) yields that T n ∈ S(L p , L q ) for every n ∈ N.
On the othe hand, if T n ∈ K(L p , L q ) for every n ∈ N, then so would be T . Hence, there must be some n ∈ N such that T n ∈ V p,q .
Conversely, let us assume that the point
In particular, we have that T n ∈ S(L p , L q ) for every n ∈ N, which implies that T ∈ S(L p , L q ). Suppose T ∈ K(L p , L q ), then by the domination property of compact operators (see [10] ) we would have that for every n ∈ N, T n ∈ K(L p , L q ). This is a contradiction which finishes the proof.
From Theorem 9 and Proposition 13, we get the following
is a monotone convex polygon of (0, 1) × (0, 1), and there is a positive integral operator T : L ∞ → L 1 such that V (T ) = ∂P (the boundary of P relative to (0, 1) × (0, 1)).
Proof. By Theorem 9, for every 1 ≤ i ≤ n we can consider an operator T i :
The conclusion follows from Proposition 13.
A similar argument can be used to build V -characteristic sets for polygons with horizontal and vertical segments, the only difference is that we must also consider non-integral operators:
is a monotone convex polygon of (0, 1) × (0, 1), and there is an operator T :
Proof. We proceed as in [17, Example 20] , decomposing the underlying measure space in three disjoint parts and considering, for the horizontal and vertical segments, the operators T 1 and T n as defined in the proof of Theorem 9, cases (1) and (2) .
ℓ 5 Figure 2 . The V -characteristic sets of the operators in Corollaries 14 and 15.
Example 16. Given any function ϕ : (0, 1) → (0, 1), let
If ϕ : (0, 1) → (0, 1) is a convex piecewise differentiable function such that ϕ(t) < t, then there is a positive integral operator T : L ∞ → L 1 so that
(3) V (T ) is a dense subset of the curve C ϕ .
Indeed, we can take (x n ) a dense set of (0, 1) such that ϕ ′ (x n ) is well defined and positive. For each n ∈ N, let ℓ n be the line segment on (0, 1) × (0, 1) which goes through the point (x n , ϕ(x n )) with slope k(ℓ n ) = ϕ ′ (x n ). By Theorem 9, there is an operator T n : L ∞ → L 1 such that L(T n ) = S(T n ) = L ℓn ∪ ℓ n and V (T n ) = ℓ n . From convexity it follows that
Taking T = n∈N 2 −n T n , we have that
Also, since T is a positive integral operator, and 
Regular operators on subspaces of L p
It is well-known that in the case of regular operators (i.e., those which can be written as a difference of two positive operators) strict singularity is closer to compactness. More precisely, it was shown in [9] (see also [17, Theorem 12] ) that for 1 < q ≤ p < ∞, every strictly singular regular operator T : L p → L q must be compact. On the other hand, there exist simple examples of regular strictly singular operators T : L p → L q which are not compact when p < q.
In this section, we will explore this question for operators defined on a subspace of L p . There is a natural definition of regularity which can be extended for operators defined on subspaces of a Banach lattice due to G. Pisier [28] : Given a subspace X ⊂ L p , an operator T : X → L q is regular if there is C ≥ 0 such that for all finite sequences (
We refer the reader to [31] for a more recent account on this and the closely related notions of (p, q)-regularity.
Remark 17. The proof of [17, Theorem 5] actually yields that if p ≥ 2 ≥ q every strictly singular operator from a subspace X of L p into L q must be compact (regularity is not even necessary in this case).
Proposition 18. Let 2 < q < p and X a subspace of L p . If T : X → L q is regular and strictly singular, then T is compact.
Proof. Let T : X → L q be a regular and strictly singular operator, and suppose that T is not compact. Hence, there exists a normalized weakly null sequence (x n ) ⊂ X such that T x n ≥ α > 0 for every n ∈ N. Using the Kadec-Pelczynski alternative [18] both for (x n ) and (T x n ), together with the fact that 2 < q < p, it follows that necessarily (x n ) must be equivalent to the unit vector basis of ℓ 2 while (T x n ) must be equivalent to the unit vector basis of ℓ q . In particular, without loss of generality we can assume (T x n ) are pairwise disjoint and then using regularity of T we get
which is a contradiction for large n.
We will see next by means of particular examples that in all remaining cases, [17, Theorem 12 ] cannot be extended for operators defined on an arbitrary subspace of L p . Proposition 19. Given q ≤ p ≤ s < 2, there is a subspace X ⊂ L p isomorphic to ℓ s and a regular strictly singular operator T : X → L q which is not compact.
Proof. If p < s < 2, then let (g n ) be a sequence of independend identically distributed s-stable random variables supported on [0, 1 2 ], while if s = p, then let (g n ) be a normalized pairwise disjoint sequence supported on [0, 1 2 ]. Let (r n ) be a sequence of Rademacher random variables supported on [ 1 2 , 1] . Let x n = g n + r n . Since (g n ) are equivalent to the unit vector basis of ℓ s , and (r n ) are equivalent to the unit vector basis of ℓ 2 we have m n=1 a n x n p = m n=1 a n g n Here, the last equivalence follows from the fact that s < 2. Let X be the closed linear span of (x n ) in L p , which is isomorphic to ℓ s . Let now consider the operator T : X → L q given by T f = f χ 1] . Clearly, T is a regular operator. Moreover, as T x n = r n , where (r n ) is equivalent to the unit vector basis of ℓ 2 and s < 2, it follows that T is strictly singular but not compact.
Proposition 20. Given p > 2, there is a subspace X ⊂ L p isomorphic to ℓ 2 and a regular strictly singular operator T : X → L p which is not compact.
Proof. Let (h n ) be a sequence of normalized pairwise disjoint functions in L p whose support is contained in [0, 1 2 ]. Let (r n ) be a sequence of Rademacher random variables supported on [ 1 2 , 1] . Let x n = h n + r n . Since (h n ) are equivalent to the unit vector basis of ℓ p , and (r n ) are equivalent to the unit vector basis of ℓ 2 we Here, the last equivalence follows from the fact that p > 2. Let X be the closed linear span of (x n ) in L p , which is isomorphic to ℓ 2 .
Let now consider the operator T : X → L p given by T f = f χ [0, 1 2 ] . Clearly, T is a regular operator. Now, since T x n = h n , with (h n ) equivalent to the unit vector basis of ℓ p and p > 2, it follows that T is strictly singular but not compact.
