The article describes a technique for solving the boundary value problem for an absolutely flexible inextensible thread suspended on two supports. As a solution, the method chosen method of differential evolution, allows to obtain xbcktyyjt solution. It describes the formulation of the problem for a perfectly flexible thread located in the gravity field.
Features evolutionary search methods
Currently, one of the most promising methods for solving strongly nonlinear problems of structural mechanics is the use of various kinds of optimization procedures. In this case, the initial differential formulation of the problem is reduced to finding optimal conditions of a functional and, in the future, the solution is sought optimization techniques. There is an extensive literature on research methods [1] , [4] , [6] , which describes various numerical approaches to solving optimization problems. The strongest two classes of different search methods: the gradient and non-gradient approach, each of which has its significant advantages and disadvantages. Like any other numerical methods, the advantages of some methods appear the most problems for a class, while the disadvantages associated, for example, a low convergence speed, leading to inapplicability of practical solutions for problems that class. Of particular interest are methods to solve, including multiextremal problems, allowing to obtain not one, but all solutions at once in a predetermined area.
The solution of multi tasks in the absence of the original idea of the number of solutions, as well as the localization of certain areas in which the solution of the problem is the single most often based on the methods in varying degrees, using the generation of random numbers. The most common strategy is the consistent application of the first global search procedures, in which initially allocate a separate area within which the solution is guaranteed to be unique, and then already on the basis of the found partitions used faster algorithms local search extremum possibly based on gradient calculation. A bit different approach to the solution of multi tasks, which uses global strategy throughout the solutions described in the book [4] , which makes it possible to search for exactly the guaranteed global minimum or maximum function. However, described in the book [4] strategy is based on the a priori assumption of Lipschitz continuity of the test solutions, as for some practical problems true is the assumption that the ratio of increment of the function of the corresponding increment of the argument can not exceed a certain limit value, determined Lipschitz constant. But, in some cases, such a priori assumption about the behavior of the solution of the problem is not quite true, that is difficult to apply the method to problems where there are jumps and gaps in the decision.
Thus, the actual problem is the development of a truly global optimization method to solve, including problems with discontinuous solutions, solutions having high gradients. Now this direction is carried out a number of studies, including with the involvement to solve this problem of genetic algorithms. Neural Networks and Artificial Intelligence. All these techniques are based fundamentally on the simulation of a natural phenomenon, perhaps quite different from the natural sciences. So neural network algorithms are based on the assumption that the individual elements of the human brain, artificial intelligence algorithms based on a certain pattern of behavior, "an active agent" -a living being, which may take "reasonable" decision, finding themselves in a situation of choice. Genetic algorithms are used as a model the task of developing a separate population genetics modeling modern representation of the transfer of genes from one generation to a group of animals. All of these approaches is theoretically possible to describe the phenomenon. including and including significant gradient change and having multiple solutions for a given area.
The method of differential evolution
The article goes on to describe the use of the simplest metaheuristic approaches programmable method of differential evolution with regard to the solution of the nonlinear problem of determining the shape of sagging absolutely flexible stem-thread.
The problem of calculation absolutely flexible rods, which includes the statement of the problem, methods of its analytical solutions are also widely represented in the known [2] , [5] the literature. Recall the equilibrium equation completely flexible inextensible thread in projections on the Cartesian coordinate system: ,
where 1 Q -the tensile force acting along the thread; The system (1) is not closed, since the number of unknowns exceeds the number of equations. An additional condition is the differential equation which must be satisfied derivatives thread coordinates: , 
ds dx ds dx ds dx
The article discusses the behavior of the threads in a potential field, in the gravity field, in this case, the complete system of equations describing the behavior of the threads will be (seen flat case):
, Next to the application of differential evolution method, you must create a functional search for the minimum of which will correspond to the solution of the original differential problem. The standard procedure in this case may be a finite-difference approximation of the original differential equations, drawing up the final sum of the squares of all the equations and the subsequent search for the minimum. Differential evolution method is described in detail in [6] , in the article it is used to find the minimum of the functional formed. The basis of the method of differential evolution is continuous improvement of the initial population vector solutions using crossover and mutation, that is, using the basic principles inherent in the development of biological systems in their evolutionary development. Unlike more traditional numerical methods, using an evolutionary approach must be placed in the computer's memory is not one, but several copies of the unknown vector solutions of the problem.
It does not require the computation of derivative of a function, ie a method belongs to the category Gradientless [4] . In the course of the decision can be seen sequences derived from "generation to generation" (from iteration to iteration) reduction of differences of one copy of the judgment of the other. To solve the problem, a program in Fortran-90 [3] . As an initial approximation undertook bare mass produced standard random number generator. As can be seen from Figures 1-3 , during the initial stages of the decision schedule almost immediately takes a symmetrical form characteristic for the problem to be solved, but the total length of the units does not match the total Lina chain. In the process solutions is a gradual reduction in the length of the individual links and, in the final stages of calculating the sum of the lengths of the individual chain links increasingly closer to the actual size. The amount of the chain length is entered in the functional to be minimized in the form of an additional term, which expresses that the sum of the lengths of the individual units of the total length.
