Abstract. Aiming at the large amount of memory in high bit rate punctured convolutional codes, a soft recognition algorithm based on block Hadamard matrix (B-SWHT) is proposed. By using the idea of block Hadamard matrix operation, the soft WHT algorithm with excellent fault-tolerance performance is applied to the recognition of high-rate punctured convolutional codes. The simulation experiments show that the algorithm can effectively reduce the memory required for the recognition of high-rate punctured convolutional codes while maintaining high fault-tolerance performance. This paper provides a feasible solution for the identification of high bit rate punctured convolutional codes.
Introduction
In the face of poor and time-varying wireless communication channels, in order to ensure communication quality, a communication system is usually designed based on the worst-case channel conditions. However, this also causes a problem that the channel capacity cannot be fully utilized. Adaptive Modulation and Coding (AMC) can adjust the parameters of the transmitter (such as modulation method and coding method) in real time according to the change of channel quality, so as to ensure that the channel is fully utilized. Because the channel environment is constantly changing, the parameter information of the transmitter is limited by various aspects in practical applications and cannot be transmitted to the receiver in real time. Therefore, how to quickly identify the channel coding system based on the signal and data received by the receiver is the key to recovering the original information sequence. This shows that the analysis and identification of channel coding play an important role in practical communication applications.
Because of its simple structure, variable code rate, and strong versatility of decoding, punctured convolutional codes have been widely used in satellite communication systems, mobile communication systems, and deep space communication systems, and their identification methods have also become a hot topic. Literature [1] proposed a method of identifying punctured convolutional codes by using the constraint relationship between generator polynomial matrix and check polynomial matrix. The disadvantage of this method is that there are many unknowns in the process of solving the linear equations, and the number of iterations of the algorithm is larger, which leads to higher recognition complexity. A 1 / n code rate convolutional code is divided into a number of 1 / 2 code rate convolutional codes, and Walsh-Hadamard transform is used to solve the 1 / 2 code rate convolutional code check matrix [2] . This realizes the blind recognition of a 1 / n convolutional code at a high error rate. However, this method is limited by the memory space of the computer and cannot solve the high-dimensional check matrix. According to the soft information of the received sequence, the cumulative log-likelihood ratio of the code-word verification relationship is calculated, and the recognition accuracy is estimated [3] . This method fully utilizes the reliability information of the bit-symbols to improve the faulttolerant capability of the code recognition. However, the problem with this method is that the soft decision algorithm is based on a specific set of code constraints to identify it, and it cannot perform full blind recognition. For the problem of hard-decision loss of a large amount of sequence information, it is proposed to introduce the sequence soft information into the frequency sequence to improve the fault-tolerant performance of the algorithm [4] . Due to the limitation of the memory space of the computer, using the WHT algorithm does not identify the punctured convolutional code with a higher code rate. In summary, the WHT algorithm is widely used. However, the algorithm requires a large amount of storage when it is used to identify high-rate punctured convolutional codes, which exceeds the range that the computer can handle. In this paper, based on the WHT algorithm of soft decision sequences, this paper proposes a blind recognition algorithm based on block Hadamard matrix for high bit rate punctured convolutional codes. While taking full advantage of the fault-tolerant performance of the WHT algorithm, the algorithm can effectively reduce the computational memory required for identifying high-rate punctured convolutional codes through block-based Hadamard matrix operations. Therefore, it has good application value.
Punctured convolutional code
Punctured convolutional code can generally construct a punctured convolutional code of any 1 / n n  code rate by a convolutional code with a code rate of 1 / 2 [5] .Therefore, in this paper, we focus on various optimal punctured convolutional codes generated by 1 / 2 code rate convolutional codes, and illustrate the blind recognition algorithm based on block Hadamard matrix.
Let F be a binary domain,   F D be a polynomial ring, and   For a convolutional code C with a code rate of 1 / 2 , the information sequence  
is input, and the coded output code sequence is
. By constructing a highrate punctured code by the 1 / 2 -rate convolutional code, it is first necessary to equivalently split the information sequence and the code sequence, and then delete the specific position of the output codeword. Finally, the code with the increased code rate is obtained. As shown in Figure 1 . 
Walsh-Hadamard algorithm
According to the theorem of punctured convolutional codes, a punctured convolutional code with an arbitrary code rate 1 / n n  has only a unique minimum check polynomial. Therefore, the classical Walsh-Hadamard transform algorithm can identify the simplest check polynomial of the punctured convolutional code of the equivalent code rate by using the conventional n-1/n convolutional code generating codeword. The recognition principle of WHT algorithm [2] is as follows.
Let
be the check polynomial matrix of P C , and use the relationship between the convolutional code generation matrix and the check matrix 
The equations (2) 
Soft decision frequency sequence
The classical Walsh-Hadamard transform method is based on the hard-decision 0,1 sequence of the received sequence to construct the frequency coefficient, because the decision function has only 0,1 values, and the frequency coefficient can not reflect the size of the judgment probability, thus resulting in the loss of estimation performance. The soft decision frequency sequence is used in [3] to make full use of the reliability information of bit symbols to improve the fault tolerance of code recognition.
The model of the communication system is shown in . We can define the sequence vector soft decision function as:
The soft-decision frequency coefficients available for sequence vectors are:
Fig. 2. Communication system model

Identify check polynomials based on block Hadamard matrix
The punctured convolutional code improves the code rate and the transmission rate, but its high dimensionality limits the application of the traditional WHT algorithm. n m memory to store it. When the code rate of the convolutional code is removed by 7/8 and the code memory m=6, the required memory reaches the order of 34 10 bit , which far exceeds the storable space of the computer. In this regard, this paper proposes an algorithm based on the block Hadamard matrix, which greatly reduces the required operating storage space, enabling the WHT algorithm to handle the identification of high-dimensional punctured convolutional codes. The algorithm identification process is as follows:
Step 1: Assume that the received sequence of the
n m  lengths, and represent each set of codeword vectors as a decimal number. The resulting N decimal numbers are used to construct the frequency sequence
Step 2: When   
Simulation and analysis
Consider the 1 / 2 code rate convolutional codes of four different constraint degrees, ie, the
convolutional codes, and perform the WHT algorithm operations on the soft and hard decision frequency sequences respectively. Through Monte Carlo experiments, the recognition performance of the two recognition algorithms for different convolutional codes is compared. The simulation results are shown in Figure 3 . Among them, the number of simulations is 1000, and the number of decision equations is 1000 N  . Using BPSK modulation, the channel model is AWGN model. It can be seen from the experimental results that the performance of the WHT algorithm is significantly improved by the soft decision frequency sequence.For example, when the   2,1, 2 convolutional code is at a bit error rate of 0.2, the hard-decision-frequency sequence WHT algorithm can only achieve 50% correct recognition probability, and the soft-decision frequency sequence WHT algorithm can achieve more than 85% correct recognition probability.
The identification of punctured convolutional codes with 1 / n n  code rate is based on a 1 / 2 code rate source convolutional code. On the 1 / 2 code rate convolutional codes that the classic WHT algorithm can handle, the block Hadamard matrix algorithm is used to reduce the running memory of the algorithm while not reducing the recognition performance. For the different code rate punctured convolutional codes generated on the basis of the   2,1,6 convolutional code, when using the block Hadamard algorithm, the reduction of the running storage volume is shown in Figure 4 .As we can be seen from the figure, the algorithm based on the block Hadamard matrix reduces the amount of running memory required to identify high-rate punctured convolutional codes to the computer-processable range ( 9 10 ). For example, for a 7 / 8 code rate convolutional code generated on the basis of a   2,1, 6 convolutional code, the running memory amount is reduced from 33 10 bit to 8 10 bit after passing twice a block Hadamard algorithm. The soft decision sequence algorithm based on block Hadamard matrix proposed in this paper identifies the syndrome relations of punctured convolutional codes. Figure 5 shows the recognition performance of the 2 / 3 code rate convolutional code generated by the   2, 1, 6 convolutional code when the received data amount is 21000. It can be seen from the figure that the soft decision recognition algorithm based on the block Hadamard matrix can not only reduce the running storage to the computer-processable range, but also maintain the recognition performance of the classic WHT algorithm at high bit error rate. This paper proposes a punctured convolutional code recognition algorithm based on B-SWHT and compares the fault-tolerance performance of 1 / 2 code rate convolutional codes with different constraint degrees under the WHT algorithm of soft and hard decision sequence, this verifies that the soft decision reliability information improves the fault-tolerant performance of the WHT algorithm. By introducing soft decision frequency sequences, the combination of soft information and the classic WHT algorithm is realized, which ensures the excellent fault tolerance of the algorithm. At the same time, the idea of block Hadamard matrix is used to solve the problem of high storage capacity for high-rate deconvolution. Based on the code rate punctured convolutional codes generated on the basis of   2,1,6 convolutional codes, the reduction of the running storage capacity after using the block Hadamard algorithm is analyzed. The simulation performance of the 2 / 3 code punctured convolutional code generated by the   2,1, 6 convolutional code is analyzed. It can be seen from the simulation results that using this algorithm, excellent fault tolerance can be guaranteed. And can reduce the amount of running storage to a range that the computer can handle. Therefore, this algorithm has important application value for the recognition of high bit rate punctured convolutional codes. With the increase of code rate, the time complexity of the classic WHT algorithm is an area that needs further research and improvement.
