Unexpected events are part of everyday experience. They come in several varieties-action errors, unexpected action outcomes, and unexpected perceptual events-and they lead to motor slowing and cognitive distraction. While different varieties of unexpected events have been studied largely independently, and many different mechanisms are thought to explain their effects on action and cognition, we suggest a unifying theory. We propose that unexpected events recruit a fronto-basal-ganglia network for stopping. This network includes specific prefrontal cortical nodes and is posited to project to the subthalamic nucleus, with a putative global suppressive effect on basal-ganglia output. We argue that unexpected events interrupt action and impact cognition, partly at least, by recruiting this global suppressive network. This provides a common mechanistic basis for different types of unexpected events; links the literatures on motor inhibition, performance monitoring, attention, and working memory; and is relevant for understanding clinical symptoms of distractibility and mental inflexibility.
A Unified Theory of Unexpected Events
There are different varieties of unexpected events. For example, while driving a car, we sometimes accidentally activate the windscreen wipers when reaching for something else ( Figure 1A ). Here, an action error leads to an unexpected event, which necessitates an interruption and changing of the ongoing behavior: instead of placing our hand back on the wheel, we have to turn off the wipers. A second type of unexpected event is an unexpected action outcome; this can arise even when an action is performed without error, such as when aspects of the external environment behave unpredictably. For example, a failure in power steering can unexpectedly alter the planned outcome of turning the steering wheel ( Figure 1B) . As in the action error example, ongoing behavior needs to be interrupted and changed. Finally, some unexpected events are not directly related to our actions but are instead unexpected perceptual events; for example, a deer jumping into the street in front of the car, which also necessitates an interruption and adaptation of ongoing actions ( Figure 1C ). Unexpected events occur in everyday life in many different situations and for many actions, such as speaking, typing, walking, or playing sports.
Although all three types of events (action errors, unexpected action outcomes, and unexpected perceptual events) are rooted in different aspects of the psychological environment (internally versus externally generated, action related or action independent), they all share the common quality of being surprising. Moreover, they all may necessitate a change in behavior and cognitive processing to avoid immediate danger. (Note that in most unexpected perceptual event tasks [e.g., Parmentier et al., 2008; , unexpected events are not relevant to the action per se [i.e., they are not informative in regards to which response has to be made] but are informative in regards to the timing of the appearance of the imperative stimulus. For example, an unexpected tone carries timing information about an impending imperative stimulus that requires a button press. In that sense, the unexpected perceptual events are task relevant. In contrast to this, there is a fourth type of unexpected event in the literature, namely, unexpected perceptual events that are completely task irrelevant. For example, instead of a deer jumping out in front of your car [task-relevant unexpected perceptual event], a deer could just unexpectedly stand outside the kitchen window [Summerfield and de Lange, 2014] .)
Much research has investigated the psychological and neural processes of these different types of unexpected events. However, these literatures are largely separate. Here, we attempt to provide a unified mechanistic theory of how behavior and cognition are interrupted by unexpected events. Specifically, we propose that all unexpected events recruit the same brain mechanism that has heretofore been characterized as responsible for the outright stopping of action (i.e., motor inhibition). We argue that the engagement of this mechanism leads to the interruption of behavior and is also (at least partly) responsible for interruptions of cognition. This could help ''refresh'' the current cognitive state, which could allow new information to be processed more efficiently.
We begin by describing foundational issues in the behavioral and neural consequences of action errors, unexpected action outcomes, and unexpected perceptual events. Based on results from computerized tasks in the lab, we argue that there is a strong overlap among all three. We then describe a fronto-basal-ganglia brain network for outright stopping of action. We highlight recent studies showing that this same network is active following all three types of unexpected events and that its activity relates to the resultant motor slowing and cognitive interruption. This motivates our novel theory of how behavior and cognition are interrupted by unexpected events. We discuss the neurobiology of the putative underlying frontalbasal-ganglia system, the relation to attention, alternative interpretations of the data that might challenge the theory, and clinical implications.
Motor Slowing following Unexpected Events
Recent research points to common behavioral and cognitive effects for action errors, unexpected action outcomes, and unexpected perceptual events. These include a reactive slowing of reaction times (RTs), and an impairment of ongoing cognitive processing. In the first section of this review we address the motor slowing. In a later section entitled Unexpected Events May Affect Cognition via the Stopping System, we address the interruption of cognition. Motor Slowing after Action Errors Motor slowing after errors was first reported by Rabbitt (1966) and Laming (1968) . Participants performed speeded forcedchoice manual RT tasks (Figure 2 , top left). Compared to the mean RTs of all correct responses, the RTs of correct responses following trials with an erroneous response were significantly increased. This basic behavioral pattern is known as post-error slowing (PES). Beyond forced-choice reaction time tasks, PES occurs for mental rotation (Band and Kok, 2000) , for perceptual decision making , lexical decision making (Dutilh et al., 2012) , typewriting (Logan and Crump, 2010) , and many other tasks. In addition to manual responses, PES occurs after erroneous saccades and after responses made with the feet. PES is also observed across age groups (Brooker and Buss, 2014; Friedman et al., 2009 ) and species (Jedema et al., 2011; Narayanan and Laubach, 2008) . Theories of PES can be coarsely grouped into ''adaptive'' theories, proposing that PES is aimed at improving ongoing behavior, and ''maladaptive'' theories, proposing that PES signifies behavioral impairment caused by an error (for detailed reviews, see Ullsperger et al., 2014) .
Adaptive Theories
Adaptive theories can be grouped by whether their proposed mechanism applies to the perceptual level, the motor level, or their interaction. Laming (1968) proposed that the processing of perceptual information after errors is delayed to avoid unnecessary, potentially interfering information that could lead to further errors. This was based on the assumption that people start sampling information even in the absence of upcoming task-relevant stimuli. If this information accumulation starts before the task-relevant stimulus, it could lead to premature, potentially erroneous responses. Hence, a delay of processing (i.e., PES) is adaptive, in that it is aimed at preventing further errors.
A different, currently influential theory suggests that after an error, a speed-accuracy trade-off is enacted. This is done by increasing the motor threshold; i.e., the amount of sensory evidence required to initiate a motor response (Botvinick et al., 2001) . For example, drift-diffusion modeling shows that a behavioral parameter reflecting response caution is increased following errors (Dutilh et al., 2012) . While the mechanism proposed in Laming's perceptual delay theory operates purely on the perceptual level, the speed-accuracy theory concerns the interaction between perceptual and motor systems.
A third theory of PES pertains entirely to the motor level (Ridderinkhof, 2002; Ridderinkhof et al., 2002) . It proposes that errors increase the amount of motor inhibition on the next trial. This is evidenced by the fact that slower responses after errors exhibit a stronger reduction of interference from task-irrelevant stimuli. The authors interpret this as a selective suppression of the inappropriate response tendency after an error, specifically on trials with greater PES.
Maladaptive Theories
Maladaptive theories postulate that PES does not index a directed cognitive control effort aimed at improving behavior after errors but instead reflects impaired processing after errors. A prominent theory proposes that errors are followed by an orienting response (Notebaert et al., 2009 ); i.e., a cascade of autonomic and CNS activity in response to an unexpected change in the environment (Sokolov, 1963) . According to this theory, PES is an index of this orienting response, which Left: action error (self-produced unexpected event). Middle: unexpected action outcome (unexpected event produced by the interaction between self and environment). Right: unexpected perceptual event (unexpected event produced in the environment).
occurs after errors but also after less frequent trial types in general. Indeed, in experiments in which correct responses were less frequent than errors, the slowing effect was reversed, now occurring after correct responses (Notebaert et al., 2009) .
A second maladaptive theory suggests that PES occurs because error processing is a resource-intensive process (Jentzsch and Dudschig, 2009) . It thus interferes with the processing of the subsequent stimulus, thereby slowing RT. Evidence for this ''bottleneck'' account comes from the fact that PES is significantly larger when the inter-trial interval is short, whereas when more time is given to process an error (longer inter-trial intervals), PES is reduced.
Bridging Adaptive and Maladaptive Theories
The key difference between adaptive and maladaptive theories is the prediction they make regarding post-trial accuracy. According to maladaptive theories, errors should impair post-trial accuracy, whereas for adaptive theories, PES signifies a mechanism that improves post-trial accuracy. While several studies have tried to adjudicate between these competing theories, the evidence is inconclusive. Some studies show that accuracy increases after errors, while others show the reverse (this is reviewed in detail elsewhere, e.g., , and we will return to this issue later).
To presage our theory, we propose, like Ridderinkhof et al., that errors trigger motor inhibition. However, whereas that theory Top row shows typical tasks used to study each type of event and typical behavioral results (slowing of reaction time after the unexpected event). Middle row shows typical scalp EEG activity, highlighting the presence of a negativity-positivity complex waveform with fronto-central distribution after each type of event. Bottom shows typical brain networks activated (BOLD response) after all three types of events, including areas strongly implicated in motor stopping such as the right inferior frontal cortex (rIFC), the pre-supplementary motor area (pre-SMA), and the region in the vicinity of the subthalamic nucleus (STN). Error bars denote one SEM. Figures reproduced based on data from Danielmeier et al. (2009 ), Wessel et al. (2012 , , and Kiehl et al. (2005). suggested that motor inhibition is targeted specifically at the inappropriate response on the next trial, we argue that the inhibition that is triggered by errors (and other unexpected events) is global at the time it occurs (i.e., broadly impacts the motor system and also the cognitive system), and that it is likely shortlived. Consequently, according to our theory, the effects on the next trial relate not to lingering motor suppression but rather to momentary disruptions of the task set. As we will argue, this theory can potentially bridge the perceived chasm between maladaptive and adaptive theories of PES.
Motor Slowing after Unexpected Outcomes of Correct Actions
Motor slowing also follows a second type of unexpected event, namely, unexpected action outcomes. In studies of unexpected action outcomes, participants usually receive action feedback after each response, which is then altered in an unpredictable fashion following some correct responses (Figure 2 , top row, middle). For example, in a flanker task, visual action feedback was provided immediately after the pressing of a response button, regardless of response accuracy (Gentsch et al., 2009 ). On a minority of correct trials, however, this feedback was unexpectedly absent (the explanation to participants was that responses would not always register due to a hardware malfunction). Importantly, such trials were followed by slower responses compared to correct trials with regular feedback.
Similar post-trial slowing was also found when the feedback was unexpectedly altered (instead of unexpectedly absent). In a series of studies, participants performed a hybrid flanker-novelty/oddball task in which they responded to flanker stimuli and were asked to actively monitor the action feedback. While this was usually an upward triangle displayed immediately after response emission, the participants were monitoring for rare target events (a downward triangle) (Wessel et al., 2012 (Wessel et al., , 2014a . On some correct trials, however, the visual response feedback was instead a completely unexpected ''novel'' stimulus (pictograms of everyday objects). Across all three studies, participants exhibited significantly increased RTs on trials following these unexpected action effects.
Together, these studies show that unexpected action outcomes of otherwise correct responses can lead to post-trial slowing akin to PES. Furthermore, they show that both the unexpected absence and the unexpected presence of action outcomes lead to post-trial slowing.
Motor Slowing following Unexpected, ActionIndependent Perceptual Events A largely separate literature has described motor slowing after a third type of unexpected event, namely, unexpected perceptual events that are not related to (or produced by) any specific action. This has been studied with simple tasks such as dichotic listening (Schrö ger, 1996) or cross-modal oddball/novelty paradigms (Parmentier et al., 2008) (Figure 2 , top row, right). In such paradigms, a motor response is made to an imperative stimulus, which is preceded by a tone that signals the imperative stimulus' impeding occurrence. If this ''warning'' tone is replaced by an unexpected, ''novel'' event (e.g., a tone of different frequency; Dawson et al., 1982) , RT to the imperative stimulus is significantly increased. We refer to this effect as post-novelty slowing (PNS). In addition to auditory events, PNS occurs after unexpected visual (Berti and Schrö ger, 2004) and haptic events (Ljungberg and Parmentier, 2012; Parmentier et al., 2011) . PNS occurs for manual responses (as above) and verbal responses . Behavioral studies aimed at identifying the nature of PNS have shown that it occurs specifically because unexpected perceptual events are unexpected and not just because they are rare (Bendixen et al., 2007; Bendixen and Schrö ger, 2008; Parmentier, 2014) .
Neural Correlates of Unexpected Events
Above, we showed that motor slowing is a ubiquitous behavioral response to unexpected events, regardless of whether they are caused by ourselves (action errors), by our interaction with the environment (unexpected action outcomes), or entirely by the environment (perceptual novelty). In the following, we review neural activity elicited by each type of unexpected event, showing that, just as for the behavioral effects, the neural substrates overlap. Crucially, as we will show, overlap includes a well-characterized, interconnected network of brain regions that underlies a neural mechanism for action stopping. Event-Related Potentials Event-related potentials (ERPs) are derived from the scalp electroencephalogram (EEG). They offer a temporally precise window into brain activity following specific experimental events. The ERP method flourished in the 1960s, and ERPs specific to the processing of unexpected perceptual events were among the first to be discovered. Courchesne et al. (1975) first showed that unexpected perceptual events elicited a complex waveform over medial prefrontal cortex, consisting of a negative deflection (the N2b) followed by a positive deflection (the P3). The N2b/P3 complex has a fronto-central radial topography on the scalp (with the N2b somewhat more anterior) and has been a valuable index of the central nervous response to perceptual novelty (reviewed by Friedman et al., 2001) (Figure 2 , middle row, right).
Interestingly, the other types of unexpected events (errors and unexpected action outcomes) have subsequently been found to evoke similar fronto-central voltage potentials, in which an initial negativity is followed by a subsequent positivity. For action errors, the early 1990s also saw the discovery of a negativity (named the ''error-related negativity'' [ERN]; Falkenstein et al., 1991; Gehring et al., 1993 ) and a subsequent positivity (named the ''Pe''; Falkenstein et al., 2000) , which peak at the same scalp sites as the N2/P3-complex, albeit with different timing (Figure 2 , middle row, left).
Unexpected action outcomes show a similar ERP response. Our studies on unexpectedly altered action feedback (Wessel et al., 2012 (Wessel et al., , 2014a showed a fronto-central N2/P3-complex after unexpected action outcomes (Figure 2 , middle row, middle). These latter studies went further by directly comparing two kinds of unexpected events and showed that the ERN/Pecomplex after action errors and the N2/P3-complex after unexpected action outcomes are non-independent brain components (i.e., they are produced by the same neural generator).
In summary, all three types of unexpected events elicit a stereotypic ERP response: a fronto-central negativity followed by a positivity. Moreover, a direct comparison of two kinds of unexpected events revealed a common EEG generator, pointing to the same underlying brain network, which is supported by the fMRI evidence presented next. fMRI Early fMRI studies of action errors were motivated by attempts to source-localize the abovementioned error-related negativity to a specific brain area and pointed toward a generator in the dorso-medial prefrontal cortex, as suggested by ERP source localization (Dehaene et al., 1994) . Carter et al. (1998) found increased blood-oxygen-level-dependent (BOLD) activity on errors compared to correct trials in medial prefrontal cortex (BA 24/32), lateral prefrontal cortex (specifically right-lateral BA 44/45, right and left BA9, and left BA 46), and premotor cortex (BA6). The anatomical location of the exact medial frontal region activated by errors varies across studies, which is partially a function of different naming conventions preferred by different authors. Names for what are largely the same or overlapping areas included (dorsal) anterior cingulate cortex, cingulate motor area, rostral cingulate zone, pre-supplementary motor area, and (anterior) midcingulate cortex (Agam et al., 2011; Hester et al., 2004; Holroyd et al., 2004; Mars et al., 2005; Picard and Strick, 1996; Ridderinkhof et al., 2004; Ullsperger and von Cramon, 2001 ). Terminology aside, after action errors, BOLD activity of lateral prefrontal (including right inferior frontal cortex) and posterior medial frontal regions Ullsperger et al., 2010 ) is clearly increased (Figure 2 , bottom row, left).
Notably, a similar picture emerges for unexpected action outcomes. Unexpected action feedback engages the medial and lateral prefrontal cortex (PFC) (including right inferior frontal cortex), the anterior insula, and several subcortical brain regions (Wessel et al., 2012) (Figure 2 , bottom row, middle). This study used a conjunction analysis of fMRI data to test the hypothesis that the brain regions underlying the processing of action errors and unexpected action outcomes overlap. Significant overlap was found in the medial PFC/pre-supplementary motor area (pre-SMA), the bilateral infero-lateral PFC, the anterior insula, and several subcortical brain regions (possibly including the subthalamic nucleus [STN] ).
Finally, unexpected perceptual events also activate highly similar brain regions (Figure 2 , bottom row, right). Across two studies, widespread prefrontal BOLD activation followed both visual and auditory perceptual unexpected events . In a large dataset (n = 100), this included the bilateral inferior frontal gyri, the bilaterial anterior insula, and the dorso-medial PFC (Kiehl et al., 2005) . Accordingly, another study showed that unexpected perceptual events, regardless of sensory modality (visual, auditory, haptic) , engage these same brain regions, as well as the right temporo-parietal junction (Downar et al., 2002) (for meta-analysis, see Levy and Wagner, 2011) . This led to a popular proposal of a right-lateralized ventral frontoparietal ''circuit breaker'' (Corbetta and Shulman, 2002) , which we will revisit in later sections.
In summary, unexpected events of all three types engage overlapping brain regions. Strikingly, these are the same brain regions that have been consistently implicated by action stopping, which we cover next.
The Brain's Network for Global Motor Stopping
We now summarize a considerable literature on the neural basis of rapid action stopping. Of particular importance are observations that rapid action stopping has global motor effects. This sets the stage for our overarching theory that unexpected events affect cognition via this putative global suppressive system. Brain Signatures of Stopping In the laboratory, stopping is typically measured using the stopsignal paradigm (Logan and Cowan, 1984) . On each trial, subjects initiate an action (go). On a minority of trials, they have to try to cancel that response (stop) following a stop signal. It is possible to derive the speed of stopping, known as stop signal reaction time (SSRT). Much research across species has focused on the neural correlates of going and stopping (reviewed recently by Bari and Robbins, 2013; Jahanshahi et al., 2015; Kenemans, 2015; Schall and Godlove, 2012; Zavala et al., 2015) . Stopping can be done in different ways, but when done quickly and reactively (as in the standard paradigm), the underlying brain system includes the right inferior frontal cortex (rIFC), pre-SMA, and STN of the basal ganglia, with downstream effects on the pallidium, thalamus, and primary motor cortex ( Figure 3A ). As reviewed in the above papers, this is shown by fMRI, TMS, brain lesion, single-unit recording, EEGs, electrocorticography, and local field potential recordings from the STN in patients with Parkinson's disease.
The scalp EEG signatures of stopping are well-established (reviewed by Kenemans, 2015) . For ERPs, successful stopping is indexed by a fronto-central P3 wave (Kok et al., 2004) , whereas in time-frequency space, it corresponds to an increased power of oscillations in the delta (2-4 Hz) and low-theta (5-8 Hz) frequency bands (Huster et al., 2013) . Moreover, the ERP signature is aligned in time to the supposed period when motor inhibition occurs and likely reflects the pre-SMA portion of the stopping network (Albert et al., 2013; Huster et al., 2011) .
Rapid Action Stopping Generates Broad Skeletomotor Suppression
Two lines of evidence show that rapid action stopping has global motor effects: behavior and studies with transcranial magnetic stimulation (TMS).
Behavioral Evidence
In one version of the stop-signal paradigm, participants prepare to move both their hands together. On go trials, the two hands have to respond simultaneously, while on stop trials, the stop signal indicates which specific hand has to stop (while the other hand continues to respond). Several studies with this paradigm show significantly delayed RTs for the continuing hand (Claffey et al., 2010; Coxon et al., 2007) . This is consistent with a global stop/pause, requiring partial re-initiation of the continuing response (Aron, 2011; Bissett and Logan, 2014) . Note that there are circumstances under which subjects can stop selectively rather than globally, but that is beyond the current scope (Aron, 2011) . TMS Another way to test whether action stopping has global effects is to measure motor representations from task-irrelevant effectors. For example, the TMS coil can be placed over the motor representation of the leg, while the subject performs a task with the hand. Discharging the coil elicits the motor-evoked potential (MEP) in the target muscle electromyogram, indexing corticospinal excitability (reviewed by Bestmann and Duque, 2016) ( Figure 4A ). The first study along these lines showed that when subjects stopped their hand, there were reduced MEPs from the leg (Badry et al., 2009 ). This has now been replicated many times for stopping of hands, speech, and even eyes Greenhouse et al., 2012; Majid et al., 2012; Wessel et al., , 2016a ) ( Figure 4B ) (also see Coxon et al., 2006; MacDonald et al., 2014; and Sohn et al., 2002 for similar results with related paradigms). Together, these studies clearly show that rapidly stopping one effector broadly affects the skeletomotor system. While the neural basis of this effect is still unknown, we suggest below that it relates to the impact of the STN on basal ganglia output. On this account, the stop signal activates the STN, which broadly excites the medial global pallidus, thereby suppressing the thalamus and temporarily interrupting thalamocortical drive, which decrements primary motor cortical representations (Stinear et al., 2009) . Thus, when primary motor cortex (M1) is assayed by TMS, the reduction in drive to a particular (task irrelevant) representation is ''read out'' in the muscle as reduced excitability.
The STN Is Implicated in Rapid Action Stopping
We assume that the STN implements broad motor suppression during stopping. We now lay out the evidence for this, starting with data showing the STN is involved in motor stopping (for larger recent reviews, see Jahanshahi et al., 2015; Zavala et al., 2015) (Figures 3B-3E ).
Human Studies
In fMRI, stop trials activate a region in the mid-brain in the vicinity of the STN (Aron and Poldrack, 2006) (also see Jahfari et al., 2011; Li et al., 2006; Rae et al., 2015) . However, due to the small size of the STN, 3 T fMRI may not convincingly demarcate it from neighboring structures (de Hollander et al., 2015) . Nonetheless, there is converging evidence for the role of the STN from several other methods. Clinically induced lesions to the STN in patients (subthalomotomies) affected stopping (Obeso et al., 2014) and several studies have shown the impact of STN deep brain stimulation (DBS) on stopping. Three of these studies found a speeding of stopping (i.e., SSRT) when stimulation was bilateral Ray et al. (2012) . (E) For the rat stop signal task, STN single-unit activity increases for both successful and failed stop trials, but the target (substantia nigra, akin to primate GPi) increases 16 ms later only on successful, but not failed, stop trials. Reproduced with permission from Schmidt et al. (2013) . (Mirabella et al., 2012; Swann et al., 2011; van den Wildenberg et al., 2006) while one did not (Obeso et al., 2013) . A caveat with these studies is that DBS and lesions are also likely to have remote effects (e.g., stimulation propagates through the wider network connected to the STN, so that such results cannot be taken to specifically implicate the STN itself). Further evidence, however, comes from STN local field potentials (LFPs) in Parkinson's patients. Such studies generally show an increase in the power of oscillations in the beta band (13-30 Hz), before SSRT, that is greater for successful versus failed stop trials (Bastin et al., 2014; K€ uhn et al., 2004; Ray et al., 2009; Wessel et al., 2016a ) (for single-unit evidence, also see Bastin et al., 2014; Benis et al., 2016) . Note though that while the STN beta-power increase is a well-established marker of stopping, it may not be specific to the STN itself (Leventhal et al., 2012) . Overall, notwithstanding interpretative limitations, convergent evidence clearly implicates the human STN in stopping. This is further augmented by non-human studies and connectivity evidence discussed in the following section. Non-human Studies STN single-unit activity in non-human primates is increased in two types of tasks that putatively involve action stopping: saccade countermanding and go/no-go (Isoda and Hikosaka, 2008) . Interestingly, this STN single-unit activity was preceded by single-unit activity in the pre-SMA by 10 ms, which is consistent with a possible hyperdirect cortico-STN pathway (see below). In rats, single-unit recordings show that the STN is active soon after the stop signal, and, further that the firing rate of the downstream target of the STN, the substantia nigra, increased 30 ms later (Schmidt et al., 2013) . This is consistent with the idea that an STN-mediated stopping process can cancel an impending go process by reversing the neuronal firing patterns of the pallidium. Several other lesion studies of the STN have also documented impulsive responding in rodents, perhaps compatible with a stopping deficit (reviewed by Eagle et al., 2008) . The STN Is Connected with Cortical Areas Known to Be Critical for Stopping As mentioned above, lesion, TMS, stimulation, and other studies have established that two critical cortical regions for rapid action stopping are the rIFC and the pre-SMA (reviewed by Aron et al., 2014; Bari and Robbins, 2013) . Early monkey tract tracing showed that likely homologs of these prefrontal areas connect to the STN (Inase et al., 1999; Nambu et al., 1997 ) (see also Haynes and Haber, 2013) . Several human studies using diffusion tensor imaging have also reported such connections, and some have shown that white matter variability in these connections relates to the speed of stopping ( et Forstmann et al., 2012; Rae et al., 2015; Xu et al., 2016) . These specific connections provide an anatomical basis for a putative ''hyperdirect pathway'' by which the STN can be quickly activated (Nambu et al., 2002) .
Taken together, these human and non-human studies provide converging evidence that rapid action stopping recruits the STN. This may be shown more definitively in future causal manipulation studies (e.g., using optogenetics).
Anatomical Basis of Broad STN Effect on Basal Ganglia Output
Influential models of the basal ganglia have long proposed that the STN is part of a suppression system. Mink (1996) proposed that action initiation first involves a rapid recruitment of the STN (via the hyperdirect pathway), which broadly suppresses all competing motor programs (by widely activating the globus pallidus pars interna [GPi] , thereby suppressing thalamocortical drive). In this model, the recruitment of the STN is followed by direct pathway activation, which can then select the desired response by disinhibiting the relevant thalamocortical program (Nambu et al., 2002) . What this and related ideas (Wiecki and Frank, 2013; Zavala et al., 2015) have in common is that the STN has a broad suppressive effect, not just on the currently engaged action but also on alternatives, competitors, and even irrelevant response representations. For the STN to do this, it has to have a broad effect on its target structure, the GPi.
There are three kinds of evidence for this idea. First, there is the dramatic impact of lesions of the STN on the contralateral parts of the body (known as hemiballismus). In monkeys, even relatively small lesions (20% of the STN) produce violent, ballistic movements of contralateral limbs (Carpenter et al., 1950; e.g., Hamada and DeLong, 1992) . The fact that a lesion of such a small nucleus can have such a dramatic effect points toward broad suppressive capabilities of the STN. Second, the STN-to-GPi projection appears to be relatively divergent; tracing studies from STN-GPi versus striatum-GPi showed that STN neurons have a broader innervation (Parent and Hazrati, 1993) . Third, based on the finding of widespread STN collaterals and computational modeling, it has been theorized that activation of any one part of the STN ramifies throughout the nucleus, leading to a ''massive suppressive pulse'' on basal ganglia output (Gillies and Willshaw, 1998) .
In summary, the evidence that the STN has a broad suppressive effect on basal ganglia output is still rather preliminary. Nevertheless, this remains an influential idea and, pending further anatomical data, remains a viable working hypothesis upon which our theory is based. Linking STN Activity to Broad Motor Suppression We saw that (1) rapid stopping of one effector impacts the wider skeletomotor system, (2) stopping implicates the STN, and (3) some anatomical data suggest the STN has a broad effect on basal ganglia output. Taken together, this suggests that the recruitment of the STN is responsible for the broad motor suppression. In a recent study, we provided correlative evidence for this framework (Figure 4C ). A group of STN-DBS patients performed a vocal stop-signal task while the MEP was measured from the task-irrelevant hand. Consistent with many studies above, the MEP from the hand was significantly reduced during successful vocal stopping (signifying global motor suppression). Furthermore, STN beta-band power was increased on successful versus failed stop trials, which is also consistent with several studies reviewed above. Crucially, the global motor suppression was linked to stopping-related STN activity: on successful stop trials with greater stop-related beta-band power, there was a greater global motor suppression (the hand-MEP was reduced). This study therefore directly relates an STN signature of stopping to global motor suppression of the MEP. While this is consistent with the theory that the STN implements the broad motor suppression found during stopping, we recognize that a third process could potentially cause both of these effects. Future research with causal approaches may provide more concrete evidence.
Role of the Global Stopping Network in Slowing after Unexpected Events
We begin by presenting evidence that a fronto-basal-ganglia system for outright stopping is recruited following both action errors and unexpected action outcomes. We then turn to unexpected perceptual events, where the theory that the stopping network is responsible for surprise-related slowing has been tested more directly. Post-error Slowing and Slowing after Unexpected Action Outcomes In Neural Correlates of Unexpected Events, we saw that two key cortical regions of the stopping network, the pre-SMA and the rIFC, are active following action errors and unexpected action effects (and also unexpected perceptual events) (Figure 2) . We now review evidence that relates activity in each of these regions, and the STN, to the motor slowing that occurs following both action errors and unexpected action outcomes.
Regarding the pre-SMA, it is often argued that its functional role is to resolve response conflict (Garavan et al., 2003; Nachev et al., 2007; Taylor et al., 2007; von Cramon, 2001, 2003) , while error-specific activity is represented more ventrally in the medial PFC; e.g., in anterior midcingulate or dorsal anterior cingulate cortex (reviewed by Shenhav et al., 2013; Ullsperger et al., 2014) . However, several studies also showed error-specific activity within the pre-SMA itself (see meta-analyses by Hester et al., 2004; Ridderinkhof et al., 2004) . More importantly, multiple fMRI studies of error processing showed that pre-SMA activity covaries with PES. One such study investigated PES following erroneous eye movements (Klein et al., 2007) . Using PES as a covariate in the error versus correct-trial BOLD contrast, the pre-SMA was the only brain region whose activity correlated significantly with PES. Another study extended this using a dot-motion paradigm to investigate several post-error behaviors, among them PES . Using diffusion tensor imaging, it was found that white-matter integrity, again specifically of the pre-SMA region, correlated with PES. Furthermore, probabilistic tractography using the pre-SMA as a seed region, showed that the PES-related pre-SMA hotspot was directly connected via fiber tracts to the STN region.
Regarding the rIFC, two fMRI studies showed right lateralized activity in error versus correct trial contrasts (Marco-Pallaré s et al., 2008; Wessel et al., 2012) . In a third study, rIFC activity correlated with the amount of PES across subjects (King et al., 2010) . Additionally, ischemic lesions to the rIFC have been shown to significantly reduce PES in comparison to healthy controls (Molenberghs et al., 2009) .
Regarding the putative target of these frontal nodes, two other studies of PES recorded the STN-LFP in DBS patients (Cavanagh et al., 2014; Siegert et al., 2014) . Both studies showed that STN activity was increased following errors and related to PES on the next trial (the studies differ slightly in the time window at which they identify STN activity that predicts PES; Siegert et al. showed that the phase-locked LFP at 300 ms following the erroneous response correlated with PES, while Cavanagh et al. showed that the event-related spectral perturbations in the theta frequency immediately before the next response related to PES). While changes in the STN-LFP do not prove that it is the STN itself that implements the function, these findings for the STN are consistent with the data from the stopping studies reviewed above.
A link between the stopping network and PES is also suggested by common signatures in the beta frequency band (13-30 Hz). Electrocorticography and STN LFP studies have shown such beta-band power increases in the rIFC, pre-SMA, and STN during stopping (K€ uhn et al., 2004; Ray et al., 2009; Swann et al., 2009 Swann et al., , 2011 , and STN beta band increases also relate, as we saw, to the stop-induced global suppression of the skeletomotor system . These same beta-band signatures are also found after errors and unexpected action outcomes, moreover to an extent that is predictive of PES . In one study, increased post-error fronto-central beta-band activity on the scalp predicted PES (Marco-Pallaré s et al., 2008).
There is much less evidence concerning unexpected action outcomes. However, one study directly compared these with action errors. It showed increased right-lateralized fronto-central to right-frontal beta-band coherence for both action errors and unexpected action outcomes, and that the degree of this eventrelated coherence increase directly related to PES and motor slowing after unexpected action outcomes across participants . The study also showed that disconnections of frontal white-matter tracts in patients with small-vessel disease decreased the amount of this error/unexpectancyrelated beta-band coherence, specifically to an extent that was predictive of the degree of impaired motor slowing in these participants.
Post-novelty Slowing
The above studies show that brain regions and signatures thought to be critical for outright action stopping are also activated following errors and unexpected action outcomes and that their activity relates to motor slowing. While this provides converging evidence for our theory that this system underlies slowing after errors and unexpected action outcomes, this is based on reverse inference. Namely, it is incorrect to assume that a neural signature (such as pre-SMA, rIFC, or STN activity) of one process (e.g., stopping) in a different context (i.e., after errors and unexpected action outcomes) proves that stopping is engaged (Poldrack, 2006) . By contrast, for unexpected perceptual events, several studies have directly tested whether the stopping network's activity is related to PNS.
One study measured scalp EEG for a novelty task and a stop-signal task in the same participants . Independent-component analysis (Jutten and Herault, 1991) was used to identify components (ICs) that reflect the stopping process in the SST. This was based on a well-established EEG signature of stopping (see Brain Signatures of Stopping above). After identifying an IC in each participant that reflects this stopping-related activity, the study then tested whether the same IC was active following unexpected perceptual events (Box 1).
The results were consistent with this: delta-, theta-, and alphaband activity of the stopping IC were significantly increased on unexpected versus expected perceptual events, and the deltaband difference was significantly larger on trials with increased PNS. Hence, this study showed that activity of the stopping network relates to PNS, at least at the cortical level.
This interpretation is supported by the observation that LFPs recorded from the STN and GPi (i.e., subcortical parts of the stopping network) also display increased activity following unexpected perceptual events (Bo cková et al., 2011) . Moreover, since we suppose that the STN is involved in generating the global effect of the stopping network's activity , its putative involvement in perceptual novelty also predicts there should be global skeletomotor suppression following unexpected perceptual events. We tested this using TMS from the hand (which was task irrelevant) during the above-mentioned cross-modal novelty task (which was done with vocal responses). Indeed, unexpected perceptual events were followed by a global suppression signature in the task-irrelevant hand muscle , just as in outright stopping in the SST ( Figure 4D) . Furthermore, the global motor suppression signature for TMS-MEP was significantly greater on trials that showed increased PNS.
Taken together, the stopping network is engaged following unexpected perceptual events, and moreover, its activity is predictive of PNS. There is also converging evidence for the involvement of the stopping network in motor slowing following action errors and unexpected action outcomes. However, unlike the role of the stopping system in PNS, this has not been directly tested.
Box 1. Independent-Components Analysis
Assume each participant in a single EEG study performs two tasks: stop signal and the cross-modal novelty task. The combined scalp EEG data are then decomposed into many independent components (ICs) for each participant. Now the following analysis logic can be used to test if there is a process in common for the two tasks: if the stopping process (represented in the selected stopping IC from the SST portion of the data) is not active following unexpected perceptual events, IC analysis will disentangle it from any other independent process that is active following unexpected perceptual events, and the stopping IC will show no change in activity. However, if the stopping process is involved in the processing of unexpected perceptual events, the stopping IC will show increased activity following such trials (for a theoretical review of the method, see Wessel, 2016a 
Perspective Unexpected Events May Affect Cognition via the Stopping System
We now turn to a different canonical effect of unexpected events, namely, that they are ''distracting.'' Everyday experience shows that unexpected events interrupt our ongoing train of thought and lead to forgetting. Accordingly, subjects also show impaired cognitive performance after unexpected events in the laboratory. For example, target detection is impaired following both unexpected perceptual events (Schrö ger, 1996) and errors (Houtman and Notebaert, 2013) . While there are several theories about why such distraction occurs (most of which revolve around a nonspecific shift of attention that happens after surprise, Notebaert et al., 2009), we recently tested the new idea that such distraction arises (at least partially) from the broad suppressive effect induced by unexpected events.
We tested this in following way ) ( Figure 5 ). On each trial, subjects encoded verbal information, maintained it in working memory (WM) across a delay, and were then probed for accuracy. Crucially, the delay interval sometimes contained an unexpected perceptual (auditory) event. Behaviorally, these
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Hz activity relates to WM hit of surprise on WM events led to significantly impaired WM performance; the more surprising the event, the greater the impairment. For scalp EEG, each subject performed the above surprise-interrupts-WM task as well as a simple stop signal task. We used the ICA technique described above (see Box 1) to identify an IC that represented activity of the stopping network. First, we showed that the more strongly the stopping-network was recruited by unexpected events, the greater was the decrement of WM. Second, the stopping-network activity following unexpected events statistically mediated the negative influence of these events on WM. Additionally, we ran the same study in DBS patients with implanted STN electrodes. As in scalp EEG, the greater the STN-LFP activity induced by the unexpected events, the greater the disruption of WM.
Combining these results with those from earlier sections, we propose that unexpected perceptual events recruit the frontobasal-ganglia network (pre-SMA/rIFC/STN) in ''global'' mode, i.e., the mode that is recruited to rapidly stop action and leads to the broad suppression of motor activity. We propose that this mechanism interrupts not only ongoing motor representations but also (some kinds of) cognitive representations. We now elaborate the putative anatomical basis of this theory and consider other evidence and other possible accounts of the data.
Anatomical Basis and Extension Beyond Verbal WM
In The Brain's Network for Global Motor Stopping, we presented various results suggesting that motor suppression is implemented via a purported hyperdirect pathway from frontal areas to the STN of the basal ganglia, which then activates GPi and suppresses thalamocortical drive. We theorized that, once the STN is active, it could account for the broad skeletomotor suppression that occurs for outright stopping and unexpected perceptual events via a putatively divergent effect on the GPi. On this view, activation of the STN, whether by stop-signals or unexpected events, will suppress thalamocortical drive to the wider motor system (including many or all parts of the body). We now go further in supposing that unexpected events also interrupt cognition in the same way-at least, perhaps, motorbased cognition (such as verbal WM), which might also be maintained via thalamocortical drive ( Figure 6 ). This may apply to verbal WM in particular, since it relies on subvocal rehearsal (Morra, 2015) , and subvocal rehearsal, in turn, relies on inner speech (Pihan et al., 2000) , which is probably partly motoric (furthermore, maintenance of verbal WM has been shown to activate the basal ganglia; Chang et al., 2007) .
Whether surprise could decrement non-motor-based WM (e.g., for a color task) via a similar putative mechanism is unknown. This would depend on (1) whether such non-motorbased WM is also maintained via thalamocortical drive or perhaps purely in cortical representations (Wolff et al., 2015) and (2) whether a putative STN recruitment is broad enough to affect such non-motor basal ganglia related representations; for example, in the ''associative'' loop mediated by dorsolateral PFC, basal ganglia, and mediodorsal thalamus (Chatham et al., 2014; Hazy et al., 2007) . In fact, our recent study showed that visuo-spatial working memory may be subject to interruption via other mechanisms than the one described here (Wessel, 2016b) .
To our knowledge, there is no direct evidence that one part of the STN could have such a divergent projection as to affect truly different sectors of the GPi (i.e., motor and associative). Still, there are several ways this could happen. First, unexpected events could recruit cortical areas other than rIFC/pre-SMA (such as the dorso-lateral prefrontal cortex [DLPFC] , ventromedial prefrontal cortex [vmPFC] , or cingulate cortex), which then project to different sectors of the STN (e.g., motor, associative, object, or limbic), as shown by monkey tract tracing (Haynes and Haber, 2013) , thus resulting together in a broad suppressive effect. Second, the axonal arborization of STN neurons in the target area (GPi) could be very diffuse, so that even if a restricted part of the STN is activated by the hyperdirect pathway, the impact could still be broad. Third, the STN could have widespread dendritic arborization within itself (see for a theoretical view Gillies and Willshaw, 1998) so that again, even if a restricted part of the nucleus is activated by the hyperdirect pathway, the impact could be broad. Fourth, the impact of the STN on the GPi/SNr could be fairly focal, but the output to the thalamus could be quite widespread, thus accounting for a potential broad effect. Future tracing studies may elucidate these possibilities, analogous to recent work on the pallidal-STN connection that uses single-cell labeling and stereological imaging in the target region (Baufreton et al., 2009 ).
Other Lines of Evidence for Broad Effect of Stopping System
The idea that motor stopping might also impact cognition was already foreshadowed by Logan and Cowan's seminal paper, ''On the ability to inhibit thought and action: a theory of an act of control'' (Logan and Cowan, 1984) . However, almost all subsequent research in that line focused on the action part alone. Yet, some recent studies point to an effect of action-stopping on cognition. In one study, participants viewed pictures of faces, which were paired with either stopping or going; the faces were less likely to be remembered in a post-experimental recall phase if they had been paired with stopping (Chiu and Egner, 2015a) . Using fMRI, the same authors found that faces that were not remembered in the post-experimental recall phase were associated with significantly increased rIFC activity during no-go trials (Chiu and Egner, 2015b) . This result was interpreted within a resource-sharing framework, according to which a higher degree of neural activity within the stopping network (specifically, rIFC) detracts from a shared control resource that could be otherwise used to (incidentally) encode the identity of the face stimulus (which the participants were not instructed to do). However, another interpretation could be that having to stop the action interrupted the cognitive processing of the picture stimulus, thereby worsening its later recall. Based on this argument, Forms of working memory (cognition) are likely maintained in cortical areas via reverberating thalamocortical drive. An unexpected event, in this case perceptual novelty, putatively recruits the brain's stopping system, including the STN of the basal ganglia, which broadly suppresses thalamocortical drive. This erodes the cortical representation, corresponding to a concurrent loss of cognition.
one would predict activation of the STN, which the authors did not find in their study. However, it is possible that the rapid stop-system was not activated in that study, since the experiment used equiprobable go/no-go trials, presented at a relatively slow pace. Hence, it is unclear whether inhibition was the relevant factor in those behavioral findings. In a different study, the same authors showed the behavioral effect for a stop-signal version of their experiment (Chiu and Egner, 2015a) , and we predict that an fMRI or STN depth-electrode recording approach might elucidate the question of whether at least part of their effect related to recruitment of the stop system.
In other research, fast motor stopping has been shown to reduce the value of stimuli (Wessel et al., 2014b ; see also, e.g., Houben et al., 2012; Veling et al., 2013) . The mechanism underlying these devaluation effects is not yet clear. One interesting clue was that devaluation, for one behavioral paradigm, was greater in those subjects who had explicit knowledge of stimulus value . This raises the possibility that stimulus value was held in a form of memory that was impacted by the stopping procedure (analogous to the impact of surprise on verbal WM). Lastly, another study demonstrated that having to stop an action during a gambling task reduced the amount of risk the participants were willing to take (Stevens et al., 2015, experiment 5) . In summary, while the mechanisms underlying these behavioral effects of action stopping on memory and value representations are still largely unknown, they provide additional behavioral evidence for a potential interaction between motor stopping and cognitive processing.
Other Accounts
Our theory that unexpected events produce motor and cognitive interrupts via the putative broad impact of the STN on basal ganglia output is based on results of broad skeletomotor suppression and WM decrements related to activity in the stopping system. Yet, a correlation between two variables (e.g., STN activity and global cortico-spinal suppression) does not exclude the possibility that a third process explains both of them. For example, increased arousal during successful stopping could lead to a phasic release of catecholamines such as dopamine. Notably, the dopamine system influences GABAergic interneurons (Gorelova et al., 2002) , which could result in reduced TMS-induced MEPs from M1 (i.e., what looks like global motor suppression is merely a changed cortical M1 state following neuromodulation). Such catecholamine release and arousal could also potentially lead to beta-band increases in the STN (Bo cková et al., 2011) . Similar arguments could apply perhaps to the locus coeruleus and noradrenergic system (Bouret and Sara, 2005) . However, we discount this view for two reasons. First, such systems are likely not fast enough to explain the effects of unexpected events on motor (or cognitive) representations that occur so shortly after event onset (i.e., in 150 ms) (see . While dopamine and noradrenergic neurons may be rapidly activated by stop signals and unexpected events, and while those neurotransmitters might be rapidly released, there is a time window of hundreds of milliseconds to seconds between release and postsynaptic changes in membrane potential and firing (Lapish et al., 2007) . Second, this neuromodulatory account is inconsistent with the observation that broad skeletomotor suppression occurred more for successful than failed stop trials when the latter are likely more arousing Majid et al., 2012; . Still, there are other ways in which the brain could produce a broad suppressive effect; for example, via brainstem nuclei (akin to the motor ''shut down'' during REM sleep; Vetrivelan et al., 2011) . Further research is needed to test the causal role of the STN in mediating motor and cognitive interrupts.
The Relation between Cognitive Interruptions and Attention
The standard way of thinking about how an unexpected event interrupts cognition is that there is an attention shift (i.e., away from one's mental contents toward the unexpected event). This shift of attention is connoted by the phrase ''orienting response,'' coined by Sokolov (1963) and also by Courchesne et al. (1975) , who supposed the N2/P3 ERP potential after unexpected perceptual events indexes that orienting response. Moreover, as we saw, attention shifts indexed by the orienting response have been used to explain error-related phenomena like PES (Notebaert et al., 2009) .
Our theory relates to these frameworks by positing that in order for such a shift of attention to happen, ongoing representations first need to be interrupted. As we spell out below, we suppose that the shift of attention is temporally preceded by an active disengagement from ongoing representations (the interruption), mediated by the pre-SMA/rIFC/STN system. This then enables attentional processing to engage the unexpected event. First, we consider how our proposed framework relates to some similar suggestions in related domains. Then, we will specifically address the interaction between our proposed interruption of cognitive processing and the stimulus-driven shifting of attention.
Related Theories
In the field of task switching, it has been proposed that a shift of attention toward a new task set may involve an interruption of the previously active task set. For example, Barceló et al. (2006) explicitly compared neural activity for unexpected perceptual events and task-switching cues and proposed that, unlike the interpretation put forward by pure ''attentional-shift'' theories (see above), ''novelty P3 activity should not be described as Pavlov's ''What Is It'' orienting reaction (Courchesne et al., 1975 ) but rather as a more general ''change your mind'' mechanism of cognitive control.'' Another related theory by Corbetta and Shulman (2002) proposed that a right-lateralized circuit breaker, prominently featuring the rIFC, interrupts ongoing cognition after unexpected events. However, they did not distinguish between this putative interruptive function and the subsequent re-orienting of attention, likely because much of their theory was motivated by fMRI data, and the time resolution of fMRI cannot tease apart these two closely related stages.
Our theory builds upon these ideas (Figure 7) . Specifically, we propose that (1) in the surprise / interruption / reorienting sequence, it is the pre-SMA/rIFC/STN system (part of the wider network of anatomical regions underlying Corbetta and Shulman's circuit breaker) that performs the ''interruption'' part (Corbetta and Shulman's analysis does not include the pre-SMA and STN. While some of the studies underlying the meta-analysis in Corbetta and Shulman do in fact show increased pre-SMA activity following surprising events, the absence of reported activation in the vicinity of the STN could be explained by generally lower field strength of 1.5 T fMRI. Even 3 T is probably inadequate to confidently localize the STN [de Hollander et al. 2015] ). (2) this interrupt system is independent from attentional re-orienting, and (3) a global interrupt by the stopping network temporally precedes the attentional reorienting after unexpected events. As we have already discussed above, unexpected events recruit the stopping network. We now elaborate.
Separating Motor Suppression from Attention
One key proposition of our theory is that motor suppression and attentional orienting are separate (although likely tightly connected) processes. Motor Suppression and Attention Are Independent Processes In a scalp EEG study, we saw evidence for dissociable putative signatures of motor suppression and attentional detection of relevant signals (Wessel and Aron, 2014) . We used two different tasks in the same group of participants: a simple stop-signal task, which required the detection of a simple visual stop signal and the subsequent outright cancellation of an action, and a complex stop-signal task, in which go stimuli resembled the stop signal to different degrees, leading to different degrees of motor slowing. Two independent neural components occurred after stop signals in the simple task: a fronto-central low-frequency component that indexes motor suppression (see above) and a posterior-occipital alpha-band component that has been identified elsewhere for stimulus-driven shifts of visual attention (Sauseng et al., 2005; Yamagishi et al., 2003) . Crucially, in the complex task, the level of activity of the fronto-central (response suppression) component related to the amount of response slowing (putatively the application of a ''brake''), while the posterior-occipital alpha (attention) component did not change in relation to motor slowing (Wessel and Aron, 2014) . This suggests dissociable brain components for inhibitory control and attentional processing.
High-Temporal-Resolution Methods
The above-mentioned studies of the relation between unexpected events, motor suppression and WM disruption used the high-resolution methods of scalp EEG, intracranial EEG, and TMS-probed MEPs. These provide a temporally precise window into the chronological order of putative psychological processes, arguing for the following sequence: surprise / interruption / reorienting.
Once the unexpected event occurs, the event must be perceived as surprising (i.e., discriminated from an expected event). Studies of early sensory perception have shown that such differential perception of expected versus unexpected stimuli happens as early as 50 ms in the auditory domain (Gamble and Woldorff, 2015) and as early as 100 ms in the visual domain (Pazo-Alvarez et al., 2003) . Notably, these neural responses occur in (or near) primary sensory areas, and are largely independent of attention (Czigler, 2007) .
Next, there is interruption of ongoing processing, putatively implemented by the pre-SMA/rIFC/STN network. We propose this occurs before orienting. This is supported by two main lines of evidence. First, STN beta-band activity starts to significantly increase following unexpected auditory stimuli (compared to expected stimuli) 60-70 ms following the onset of the tone ; i.e., immediately after the early auditory potentials that signify stimulus detection (Gamble and Woldorff, 2015) . In contrast to that, potentials such as the scalp N2/P3 complex, which have been proposed to reflect a shift of attention or attentional re-orienting (Barceló et al., 2002; Courchesne et al., 1975; Donchin, 1981) , begin later; i.e., 250-300 ms following stimulus onset. Hence, interruption is situated chronologically after stimulus detection but before attentional reorienting. Second, a TMS study that probed motor excitability Before the unexpected event (red line denoted ''surprise onset''), the task set (broad blue line) is maintained in working memory. In this case, the driver is representing the route ahead, and the skeletomotor system (green line) is active for postural, task, and task-irrelevant muscles. Immediately following the unexpected event, both the working memory and motor systems are interrupted. The motor interruption is evident at 150 ms but is short-lived . The interrupt allows the attention focus (broad, red line) to shift away from the current task set and toward the unexpected event. The task-set representation decays (fading blue line) due to both the global suppression induced by the interruption, which erodes, for example, subvocally maintained if-then rules, and also the attention shift. Once the unexpected event is processed (''No Danger''), attentional focus can shift back onto the previous task set and the task-set can be re-established. The time period between the initial interrupt and the re-establishment of the task-set is a critical period (gray highlighting). If, for example, in an experimental setting in the laboratory, the next relevant stimulus falls into this critical interval, we hypothesize that this would lead to a delay of RT on the next trial, as well as a reduction of accuracy. However, if the next stimulus appears after the task-set is re-established, performance should be unimpaired (both RT and accuracy).
following unexpected events provided a temporal indicator of the global interruption, at least on the motor level . After unexpected tones, there was global motor suppression at 150 ms, but not at later time points (175 and 200 ms). Since motor suppression was not measured before 150 ms, it is unclear how early this global suppression begins. However, an above-mentioned study ( Figure 4C ) also showed that during successful stopping of speech, there is increased STN beta-band power before the global motor suppression measured with TMS-MEP . Thus, the suppressive influence may be present as early as the significant increase of STN beta-band activity at 60-70 ms following stimulus onset. Taken together, these studies show that motor suppression signatures are present within 150 ms (and perhaps earlier) following the onset of an unexpected event, again arguing that the putative motor suppression mediated interrupt occurs before attentional re-orienting. Surprise Interrupts Tapping A related study examined the impact of a single unexpected visual event on continuous finger tapping (Horstmann, 2006) . In 78% of participants, tapping was interrupted with a latency of 214 ms after the unexpected event. This is roughly comparable to the timing (150 ms) of our above-mentioned effect of surprise on task-irrelevant effectors ; the slightly longer latency may reflect a visual versus auditory signal. Because tapping is a classic example of a simple action that is barely demanding (Pashler, 1994) that result speaks against the possibility that the action interruption was a mere consequence of attending elsewhere; instead, it is compatible with our theory that surprise interrupts the skeletomotor and cognitive systems (note that the timing and motor impact of unexpected events is quite distinct from the startle reflex and very probably describes a distinct phenomenon [Horstmann, 2006] ).
Global Interruption: Adaptive or Maladaptive? Our theory explains the two typical consequences of unexpected events: the ubiquitous slowing of RTs following any type of unexpected event and the ''distraction'' associated with them. We propose that both effects have a common underlying mechanism: unexpected events recruit a fronto-basalganglia network that broadly disrupts ongoing representations maintained in thalamocortical loops. As we will argue, this mechanism serves an adaptive purpose: it interrupts ongoing cognitive and motor processes to allow the re-orienting of attention toward the unexpected event, effectively freeing up resources to properly adapt if necessary. A Unifying Theory Our framework provides a unified explanation for seemingly incompatible phenomena and helps inculcate a re-appreciation of classic theories of control. We take the example of error processing research. As we saw in Motor Slowing after Action Errors, the classic view is that PES is an adaptive process aimed at avoiding further errors (Botvinick et al., 2001; Miller and Cohen, 2001; Ridderinkhof et al., 2004; Ullsperger et al., 2014) . However, as discussed in that section, the pattern of changes in response accuracy after errors challenges this standard model. If errors lead to adaptive processes (like PES) that aim to prevent future errors, error rates should be decreased on trials immediately following errors. While some studies indeed find such a reduction Laming, 1968; Marco-Pallaré s et al., 2008) , others find an increase in error rate after errors (Fiehler et al., 2005; Houtman and Notebaert, 2013; Rabbitt and Rodgers, 1977) . The standard model of error-related cognitive control has been unable to account for these findings. As we saw, one study found that under conditions in which PES (an ostensibly adaptive process) is greatest, post-error accuracy is actually worst (Jentzsch and Dudschig, 2009 ). The authors explained this using the ''attentional bottleneck'' account, according to which error monitoring draws upon a limited resource for information processing, which negatively affects performance on the next trial when time is short. However, this bottleneck account cannot explain why post-trial slowing occurs after correct trials when errors are the expected outcome (Notebaert et al., 2009) .
Crucially, these paradoxical findings can be reconciled in our theory. We propose that errors, because they are unexpected events, recruit the fronto-basal-ganglia network to interrupt ongoing motor representations (thereby producing PES). Further, the fronto-basal-ganglia network interrupts ongoing cognitive representations (at least some kinds of cognition such as verbal WM). In the case of an RT task, the ongoing cognitive representation is the task set (i.e., a set of stimulus-response mappings stored in WM). If this is declarative WM (i.e., explicit conditional rules), then the task set could be maintained via subvocal rehearsal, which is likely motor based, and if it is procedural WM, this could also be motor based (e.g., via fronto-striatal action plans) (Hazy et al., 2007; Oberauer, 2009; Wiecki and Frank, 2013) . To the extent that task set is maintained via reverberating thalamocortical drive, it will also be susceptible to momentary interruptions by the stopping network. This could explain why conditions that produce greater PES sometimes lead to more errors. On our theory, the momentary interruption of motor and cognitive representations is part of a combined effort to free up resources to deal with the unexpected event.
Thus, we propose that the unexpected event recruits the suppression process within 150 ms (maybe earlier), and this is short lived, because in some circumstances, it would be adaptive, after the stop, to quickly (within a few hundred milliseconds) make a new action, such as moving away from danger. Even though the suppressive process is brief, its impact can last because it erodes the task set (which could be implemented in cognitive alone or cognitive and motor systems). In the laboratory, this could affect accuracy on the next trial. However, if the inter-trial interval (ITI) is long enough, this interruption could benefit processing: if the source and nature of the unexpectedness (error) can be fully resolved, the task set could be re-instantiated and the next trial could be performed more accurately and with a reduced RT delay. Note that our theory of a short-lived motor suppression also explains why inserting a no-go (stopping) condition after an unexpected event does not necessarily improve stopping (Leiva et al., 2015) . Note also that our theory predicts that an unexpected event induces a two-stage ''hit'' on task set (working memory) (Figure 7 ). The first hit is from the global suppression process, which we suppose impacts the task set itself, and the second hit is from attention being ''moved'' to the unexpected event (see also Chiu and Egner, 2015a) . We suppose both of these would decrement the task set. Note that while, according to our theory, the unexpected event will induce a brief period of motor inhibition, delayed reaction times after unexpected events (such as PES) do not necessarily stem from motor inhibition per se but from an interruption of all ongoing processing after unexpected events (see also Figure 7 ). Importantly, we do not mean to imply that any and all interruptions of task sets (or, more generally, attentional or cognitive processing) necessarily recruit the STN-mediated mechanism. When adaptations are more strategic or deliberate (such as in explicit task-switching paradigms), or when unexpected events do not immediately necessitate the adaptation of ongoing thoughts and actions, the inhibitory mechanism may not be involved.
Crucially, in addition to explaining why short ITI conditions produce decreased accuracy despite greater PES, our theory can also explain why post-trial slowing occurs when errors are the expected outcome (Notebaert et al., 2009) . In this scenario, the fronto-basal-ganglia network should become recruited after correct trials, as those become surprising within the expectation space established by the task parameters. Hence, in such scenarios, PES and impaired cognitive processing on short ITI trials should occur after correct trials too.
While this example deals with error processing (the most comprehensive area of the control literature, at least regarding motor effects), our theory similarly applies to other types of unexpected events and unites those literatures under a common framework. This motivates many concrete hypotheses for future study, at the center of which is the proposition that error commission, unexpected action outcomes, unexpected perceptual events, and motor stopping all have comparable effects on motor and cognitive processing.
Relation to Theories of Conflict: Uncertainty as an Overarching Concept? According to an influential theory by Frank and colleagues, response or decision-conflict recruit the STN to ''hold back'' responding in order to buy more time to accumulate evidence about which response to make (Frank, 2006; Wiecki and Frank, 2013) . It was proposed that this is effected by a ''global NoGo'' signal, which was, however, conceived as a suppression of all possible responses for the current task, rather than the wider motor system. While that theory places more of an emphasis on uncertainty about what to do (resulting from the incompatibility of two motor responses), it is possible that ''unexpectedness,'' the core concept of our theory, could also be viewed as resulting in uncertainty. Thus, while a conflict signal causes uncertainty about which response to make (e.g., to withhold the action for vanilla ice cream and instead choose chocolate), an unexpected event could cause uncertainty about whether to change entire behaviors or cognitive states (e.g., keep walking on the current route). In both cases, motor suppression could serve the function of buying time to make that decision. In this scheme, uncertainty could be the overarching rubric, with conflict and unexpectedness being particular instantiations. While this might imply that conflict and unexpectedness operate by similar principles and might involve overlapping circuitry, they are not the same thing. For example, conflict may recruit the STN to pause and suppress motor activity but should ideally not result in a temporary cognitive impairment. By contrast, we are proposing that unexpected events can indeed lead such cognitive effects. Future studies could examine whether this relates to a difference in intensity of recruitment, a breadth of recruitment (e.g., conflict might be directed more narrowly at STN-related motor circuitry, while unexpected events might simultaneously recruit many STN-related circuits with impacts on the cognitive and limbic), or the involvement of differential circuitry for conflict and/or unexpectedness.
Evolutionarily Old?
The putative fronto-basal-ganglia network that is triggered by unexpected events may have arisen from an evolutionary benefit. In a scenario in which a prehistoric human is returning from the hunt with his/her mind set on preparing the meal ahead, it would be beneficial if the first thing that happens following an unexpected event (e.g., a rustling noise that could reflect danger) is to quickly stop ongoing motor and cognitive processing. In such a scenario, it is highly adaptive to free up both cognitive and motor resources prior to the full evaluation of the stimulus (i.e., the noise). The prefrontal cortex, specifically the rIFC, which is part of Corbetta and Shulman's proposed circuit breaker, might be particularly well situated for this function-receiving inputs from the ventral visual stream and auditory system (Romanski and Goldman-Rakic, 2002; Sakagami et al., 2001 ) and even more quickly via thalamus, connected to the pre-SMA via the ''aslant tract'' (Catani et al., 2012) , being adjacent to lateral premotor cortex, and with a likely hyperdirect input to the STN . While this putatively ancient brain system may have evolved for rapid detection of surprise, deviance, exception and prediction errors (to quickly put the brake on motor output) (see discussion in Horstmann, 2006; Wiecki and Frank, 2013) , modern requirements such as stopping to an explicit signal may leverage it. This speaks to a hard-wiring for a system that engages after surpring events and has the function of pausing, stopping, and clearing. This may occur before any attention shift and indeed perhaps be a requisite for it. It may facilitate a ''reset'' that overcomes the ''stickiness'' of the prior task set. If this is so, variations in how well this system works could relate to motor and cognitive disorders.
Clinical Implications
Our over-arching theory is that some forms of cognition, such as verbal WM, are maintained via reverberant thalamocortical drive, and this can be interrupted via an STN-mediated system which also induces a broad skeletomotor pause. This broad interruption could have the function of ''clearing cognition.'' If an STN-related stopping system is key for such clearing, then deficiencies in that system could lead to mental inflexibility. This makes a direct connection to patients with Parkinson's disease (PD) who are typically ''stuck in set,'' especially with regard to switching behavior (in addition to their classic motor symptoms) (Bowen et al., 1975; Lees and Smith, 1983; Taylor et al., 1986) . PD is characterized by over-synchrony between basal ganglia and cortex (Brown, 2003; George et al., 2013; Swann et al., 2015) , and it is thought that this ''locking'' prevents cortico-basal-ganglia circuits from operating properly. Indeed, multiple studies show PD patients off treatment are impaired at stopping (George et al., 2013; Obeso et al., 2011 Obeso et al., , 2014 Swann et al., 2011) . We hypothesize that the mental inflexibility in PD is at least partly explained by a system that is not properly interruptible by new information (because the STN-mediated interrupt is ineffective due to oversynchrony). This leads to the prediction that PD patients off their medication will be less interrupted by surprising events than patients on their medication (c.f. Cools et al., 2010) , because the STN-mediated system cannot be readily triggered.
The flip side of mental inflexibility is mental overflexibility; i.e., switching set and attention too readily. This is epitomized by attention deficit hyperactivity disorder (ADHD). While there are different forms of the disorder, and it is likely that no simple systems-level disruption will explain all aspects (Castellanos and Tannock, 2002) , we conjecture that part of the distractibility could relate to an over-interruptible system at the level of the fronto-STN-mediated stop. This leads to the prediction that ADHD patients off their medication will be more interrupted by surprising events than patients on their medication, because the STN-mediated system is triggered too readily. While several studies of ADHD have documented alterations in novelty processing, including hyperactivation of ventral prefrontal and other brain regions (Cortese et al., 2012; Konrad et al., 2006; Tegelbeckers et al., 2015) , we are not yet aware of any research specifically speaking to this issue.
Conclusions, Caveats, and Future Directions
Unexpected events are everyday occurrences. Variations in how well we deal with them could explain much about individual differences as well as disorders characterized by over-and under-distractibility. Here, we considered three kinds: action errors, unexpected action outcomes, and unexpected perceptual events. All produce post-event motor slowing and can also produce cognitive effects such as post-event accuracy reductions and working memory loss. There is a rich literature on these effects, and several theories abound. We proposed a unifying, anatomically grounded theory. We argued that the same (or a closely analogous) brain system that is recruited by outright action stopping is also recruited by the three types of unexpected events. This brain system includes the rIFC, pre-SMA, and STN of the basal ganglia as affirmed by studies with many methods, all showing commonality of signatures.
Whether stopping and unexpected events recruit literally the same circuit or perhaps a closely analogous circuit in slightly different ways remains to be established. For example, there are hyperdirect pathways to different parts of the STN from different prefrontal sectors, and these could mediate a similar pause, but in slightly different ways (Zavala et al., 2015) . Moreover, while evidence from fMRI, EEGs, and STN LFP points to recruitment of the STN and pre-SMA for unexpected events as well as outright stopping, and while fMRI points to rIFC for both, it is unclear if the same sector of rIFC is recruited for unexpected events as stopping. For example, a meta-analysis showed that oddball events activated a more dorsal part of rIFC compared to stopping (which was more ventral and caudal or opercular) (Levy and Wagner, 2011) . Although oddball events are infrequent as opposed to unexpected, this raises the prospect that different sectors of rIFC implement different aspects of processing Hampshire and Sharp, 2015) . Future research is required to examine these questions more closely; for example, whether a putative rIFC-mediated brake is recruited in the same way by external (stop signals, perceptual events) versus internal (action errors) triggers.
The STN of the basal ganglia is in a position to suppress thalamocortical drive-perhaps broadly, although the anatomical evidence is so far preliminary. Recruitment of the STN by all these scenarios could thus explain the observation of broad motor effects, including on task-irrelevant effectors; this is because, we suppose, all parts of the skeletomotor system receive thalamocortical drive, even if they are not currently task relevant. This induces a pause in the skeletomotor system that could help outright stopping (if it is needed) and unexpected events (and in a different literature conflict processing Wiecki and Frank, 2013; Zavala et al., 2015) . Unexpected events can also decrement cognition and perception-most obviously in the case of unexpected perceptual events (e.g., cell phone chirping), when we forget our train of thought, but also following action errors and unexpected action outcomes (Purcell and Kiani, 2016; Ullsperger and Danielmeier, 2016) . We propose that such distraction relates to the same STN-mediated pause that produces the broad motor suppression. This is because cognition may also depend on thalamocortical drive during maintenance. This may only apply to motor-based WM, such as verbal and visuomotor; or it may apply more broadly to perhaps visual WM-an interesting topic for future research. This raises the question of how exactly a putative STN-mediated pause could ''straddle'' both motor and non-motor domainssomething that is still unknown. We also note that our theory that unexpected events impact cognition via a fronto-basalganglia network certainly does not explain everything about the effects of unexpected events; there are surely many other factors including arousal changes, the attention shift itself, and subsequent effector-specific changes (reviewed by Ullsperger et al., 2014) . Note also that while we suppose that global suppression is an obligatory consequence of unexpected events, there are situations where global suppression can be induced without unexpected events. This is the case in the standard stop-signal paradigm, where, as we have seen, stop signals (which are expected, albeit infrequent) induce global motor suppression. Further, there are scenarios in which stop signals do not induce global motor suppression; for example, when the subject is incentivized to prepare to stop a particular effector in advance of the stop signal . However, doing so is effortful and slow, and we expect participants typically default to the fast, putative hyperdirect, system that comes along with a brief and global suppression. Various lines of research suggest that mechanistically selective (i.e., non-global) stopping involves a fronto-striatal pathway rather than a fronto-STN pathway (Majid et al., 2013) . Mechanistically, selective stopping is possibly implemented via the so-called indirect pathway, which would also include the STN. It is an enduring mystery how the STN could be putatively recruited broadly by the hyperdirect pathway and more selectively via the indirect pathway-something that could probably only be elucidated by non-human animal research. Yet, regarding unexpected events, we suppose that they always recruit the stopping system in global mode, because, as we outlined above, surprise may tap into an evolutionary ancient trigger.
The timing of the processes proposed in this theory is key. For example, post-error slowing is highly dependent on the timing of the next stimulus after an action error (Jentzsch and Dudschig, 2009) , and the effect of unexpected events on subsequent inhibitory control of motor activity highly depends on the relative timing of the processes (Leiva et al., 2015) . We propose that signal detection, inhibition, attentional orienting, and the potential suppression of ongoing cognitive representations (such as task sets) are all part of a tightly linked cascade of interacting neural processes. Future studies may use methods with high temporal resolution to disentangle the neural mechanisms underlying these processes and characterize their interaction following unexpected events. It will be important to understand the effects of the stopping network on different types of representations and events, specifically with respect to the exact time the stopping network is active in relation to ongoing cognitive or motor activity.
An important implication of our theory is that it puts research that was formerly in different domains into the same framework. Whereas cognitive neuroscience has tended to proceed with different camps studying different tasks, or different camps studying different putative functions such as response inhibition, working memory, and attention, our theory provides fruitful links between these, and it also provides links to the non-human animal research on fronto-basal-ganglia circuits. A striking development in the wider field was the discovery that both conflict and stopping implicate a similar brain system (Frank, 2006; Aron et al., 2007; Wiecki and Frank, 2013; Zavala et al., 2015) ; now, we extend that to unexpected events (and speculate about how both conflict and unexpectedness may fit under an overall rubric of ''uncertainty''). This may help refocus the wider field on core cognitive ''primitives'' that are grounded in neural circuitry, even as they have many different signatures in terms of ERPs, oscillatory band, and patterns of TMS-induced MEPs. Such cognitive primitives, such as the putative function of the fronto-basal-ganglia system that is triggered in the way we describe, may be building blocks for a richer understanding of cognition that is somewhat task independent. Similarly, a focus on the circuit starts to cut across artificial boundaries between working memory and attention-here, for example, one implication of our theory is that attention reorienting may be preceded by a fronto-basal-ganglia broad motor interrupt (c.f. Krauzlis et al., 2014) , and another implication is that working memory can be ''reset'' by this same mechanism. We look forward to future studies aimed at testing these ideas (Box 2), as well as related theories that pertain to the basic neural building blocks of cognitive control.
