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This thesis is concerned with the transfer of energy from light to matter.
Over a century ago it was established that light consists of packets of
energy [1], now known as photons. Not much later the energy levels of
matter at the atomic scale were found to be discrete [2]. These phenomena
required a new physical description that has become the theory of quantum
mechanics [3]. Now, this theory of light and matter could contribute to
tackling a fundamental socioeconomic and technological challenge: To
find a sustainable supply of useful energy that is cheap, abundant and
generated on-the-spot.
For this purpose the sun is the most obvious energy source as it is abun-
dant and readily available almost everywhere. Evolution has developed a
mechanism to capture and convert solar irradiation and fixate atmospheric
carbon, known as photosynthesis. Ironically, one of the major societal
concerns today regarding the supply of energy is related to the re-emission
of this carbon millions of years after it was sequestrated. Nevertheless, the
bulk of the energy supply remains fossil, illustrating that the dependence
on energy is deeply rooted. This is not surprising as the availability of
affordable energy is highly correlated with living standards. It also tells
that there is no current alternative. Therefore, a technology that can
generate fuel or electricity from solar irradiation in real-time would be an
elegant solution.
Mimicking the highly efficient sunlight to charge, and charge to fuel conver-
sions in photosynthesis has become the objective of a scientific field called
artificial photosynthesis [4,5]. In this work, the processes initiated by the
absorption of a solar photon in photosynthetic complexes (Chapters 3,4 and
6) as well as biomimetic systems (Chapters 5 and 7) are analyzed. The mix-
ing of quantum states through resonant coherent nuclear motion is found to
drive the efficient conversion of light into separated charges in the first sec-
tion (Chapters 3-5). In the final part (Chapters 6-7) results are presented
on stabilizing separated charges and the interfacing with catalysis.
CHAPTER 1. INTRODUCTION
1.1 Artificial Photosynthesis
Generating fuel from sunlight and water is a conceptually simple process
(Figure 1.1). An incident solar photon is absorbed by a molecule resulting
in an excited state (molecule→molecule∗). The neutral excited electron-
hole pair (exciton) undergoes charge separation through the transfer of an
electron to a mediator, while the electron vacancy (the hole) is transferred
to a different mediator.
Figure 1.1: Supplying the economy with energy from the sun can be either
achieved through photoproduction of electricity (brown) or fuel (green).
Mediators are required to spatially separate the electron and hole. The
movement of a hole is also an electronic process. In the conventional picture
it is transferred by means of an electron from a neighbouring molecule filling
the positive vacancy, thereby displacing the hole from its initial site to the
new molecule. The transfer of charge from an excited state of a molecule
to a mediator is a quantum mechanical process that involves the system
changing its quantum mechanical state.
2
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Metal oxides are known to be good mediators for photoexcited electrons [6].
The early 90’s also saw the development of polymer systems that rapidly
transfer the photoexcited electrons to buckminsterfullerene (C60) [7]. Both
systems, now referred to as dye-sensitized and bulk-heterojunction solar
cells, are becoming commercially available for small-scale electricity
generation [8]. A promising hole mediator is the recent molecule found by
Moore and coworkers [9] that mimics an ingenious mechanism in oxygenic
photosynthesis to store positive charges (see Chapter 7). The most efficient
systems for direct photoinduced water splitting (e.g. [10]) unfortunately
still contain very expensive semiconducting components.
In this context, the screening of large numbers of molecules for their poten-
tial to produce stable charge separated states is crucial to find more efficient
systems for artificial photosynthesis. As it is far from trivial to synthesize
molecules, smart strategies are needed to answer questions such as:
(1) What is the fraction of solar irradiation that is absorbed by the
molecules?
(2) What is the percentage of absorbed photons that actually evolve into
stable charge separated states?
Quantum Mechanics (QM) contains the answers to these questions. In the
following QM will be introduced in the context of solar energy transduction
within Schrödinger’s picture of QM as this most closely resembles the com-
putational methods employed in this thesis. In section 1.1.3 the concepts
of coupling and coherence will briefly be discussed. Atomic units are used
throughout.
1.1.1 Solar Light Absorption
The first step in considering question (1) - from a computational chemists
perspective - is to find the ground state energy E0 from Schrödinger’s time-
independent equation:
Ĥ(r,R(t))Ψ0(r,R(t)) = E0(R(t))Ψ0(r,R(t)), (1.1)
where Ψ0(r,R(t)) is the ground state wavefunction that is a function of
the coordinates of the electrons r and nuclei R(t). The time-dependence
R = R(t) is added explicitly to emphasize that the wavefunction does
change as the nuclear positions evolve in time. Ĥ(r,R(t)) is the total
unperturbed time-independent Hamiltonian. The total set of eigenvalues
3
CHAPTER 1. INTRODUCTION











E0 0 0 · · · 0
0 E1 0 · · · 0
0 0 E2 · · · 0
...
...
... . . .
...









For every transition between the ground state and an excited state i an
oscillator strength fi can be calculated [11]:
fi =
2/3(Ei − E0)|〈Ψ0|µ̂|Ψi〉|2, (1.3)
where the energy gap (Ei − E0) is the excitation or photon energy (εi)
required to bring the system from the ground state to excited state i and µ̂
is the dipole moment operator. In Figure 1.2 the oscillator strengths of a
hypothetical molecule are plotted with the solar irradiation spectrum.
Figure 1.2: Comparison of the solar irradiation spectrum (AM 1.5, orange line)
with a schematic representation of the excitation energies εi and their respective
oscillator strength.
Calculating the overlap between the convoluted excitations (dotted line,
figure 2.1) obtained from QM and the solar spectrum provides a reasonable
answer to question (1).
1Note that electron-nuclear wavefunctions are discussed (not molecular orbitals), there-
fore the lowest eigenfunction is the ground state Ψ0(r,R(t)).
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1.1.2 Photoinduced Charge Separation
The more difficult question is (2). The static QM picture discussed so
far doesn’t provide the necessary information to successfully answer (2).
To simulate whether the excited states Ψi(r,R(t)) will undergo charge
separation - again from a computational chemists perspective - requires




= Ĥ(r,R(t))Ψ(r,R, t). (1.4)
This can be achieved by constructing the time-dependent wavefunction
Ψ(r,R, t) from a basis of time-independent wavefunctions that are eigen-





where cj(t) are the time-dependent coefficients that can be seen as the
weights of the specific states in the total wavefunction. The stationary
eigenstates change as the nuclear coordinates R(t) evolve in time. There-
fore, different excited states can be prepared through the initial conditions
of the time dependent coefficients:
c1(0) = 0, · · ·, ci(0) = 1, · · ·, cj(0) = 0, (1.6)
where these initial conditions correspond to the molecule in excited state
i after absorption of a photon with energy (Ei − E0). To properly answer
(2) one would need to prepare initial conditions 1.6 for all excited states
with non-negligible oscillator strength, substitute the resulting expansions
1.5 into equation 1.4 and evolve Ψ(r,R, t) starting from a statistically
representative ensemble of nuclear coordinates for each excited state.
A way to interpret the results is the visualization of the excited state pro-
gression through the spatial difference in particle density between spin up
and spin down electrons (this is done within Kohn-Sham in Chapter 5)2:
PSD(r, t) = N
∫
Ψ∗([r, ↑]x2 · · · xN )Ψ([r, ↑]x2 · · · xN )dx2 · · · dxN
−N
∫
Ψ∗([r, ↓]x2 · · · xN ))Ψ([r, ↓]x2 · · · xN )dx2 · · · dxN , (1.7)
2This visualization method will not give the charge transfer when spin and charge de-
couple (as observed in Chapter 7).
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where N is the total number of electrons. If the excited electron is spin up,
negative regions of the PSD(x, t) will represent the photoinduced hole,
whereas the positive regions will represent the photoinduced electron. In
most cases, excited states with significant oscillator strength are of excitonic
character, meaning that the electron and hole regions of the PSD(x, t)
overlap significantly as visualized in Figure 1.3 for a hypothetical linear
molecule.
Figure 1.3: Spatial distribution of the PSD(x, 0) in a hypothetical linear
molecule for an excitonic state. The red isosurface corresponds to the photoin-
duced hole and the blue isosurface to the photoinduced electron (Isosurfaces
are visualized through the Kohn-Sham equivalent of equation 1.8: see Chapter
5, equation 5.5 ).
However, the PSD(x, 0) need not be symmetric as in Figure 1.3. The initial
excited state in vision, for example, is significantly polarized [13]. Charge
transfer states generally are characterized by a large(r) spatial separation
between the hole and electron regions of the PSD(x, t) (Figure 1.4).
Figure 1.4: Spatial distribution of the PSD(x, τ) in a hypothetical linear
molecule for a charge transfer state.
With this interpretation scheme, all the different time traces can be visu-
alized to follow the progression of the excited states. This will enable a
quantitative assessment of the progression of initial excitonic states into
lower lying charge transfer states and provide an answer to (2).
6
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1.2 Coupling and Coherence
In practice, the wavefunctions are not known and equation 1.4 and
expansion 1.5 in section 1.1.2 need to be approximated (see Chapter 2).
This is not trivial and requires significant computational resources even for
short simulations of small molecules. Therefore, an understanding of the
underlying physical or chemical process is important.
Consider substituting expansion 1.5 in equation 1.4 and projecting both
sides of the resulting equation on a set of functions Ψk(r,R(t)), with co-













The terms between brackets, the Hamiltonian matrix elements Ĥkj and
the second term that is the nonadiabatic coupling dkj between states
k and j, are responsible for transitions. Interestingly, Ĥkj(r,R(t)) and
dkj(r,R(t)) do not explicitly depend on time in this representation. Their
change is effectuated through the implicit time-dependence on the nuclear
coordinates R(t). Therefore, finding the specific nuclear motion R′(t) that
evolves the reactant state into the desired product state is key. This topic is
covered in Chapters 3,4,5 and 7 for photosynthetic and biomimetic systems.
To better understand the nature of R′(t) consider a subspace of the Hilbert
space comprising two states as the only ones that can interact, against a
background manifold of states that are energetically well separated. For
illustrative purposes let these be an exciton Ψe(r,R(t)) and a charge trans-
fer state Ψc(r,R(t)) with coefficients ce(t) and cc(t). A 2x2 density matrix
















Here, the diagonal elements are the populations and the off-diagonal el-
ements represent the coherences that mix the states [14]. Consider a nu-
clear motion R′(t) that oscillates at resonance with the matrix element
aec(t) = ce(t)cc(t)
∗ responsible for mixing the charge transfer into the ex-
citon. The process of photoinduced charge transfer is most efficient when it




1.3.1 The Bacterial Reaction Center
In bacterial photosynthesis all absorbed photons are converted into stable
charge separated states by reaction center (bRC) complexes [15,16]. When
a photon is absorbed by a light-active bacteriochlorophyll pigment the re-
sulting electron-hole pair - the exciton - is neutral. Only when an electron
is transferred to a neighbouring pigment and the resulting electron vacancy
- the hole - is not, charges are separated. Given the identical nature of
the pigments in photosynthesis and the invariable locus of the charge sep-
aration (the reaction center), the evolutionary optimization of solar energy
transduction must be strongly linked to the protein matrix surrounding the
pigments (Figure 1.5).
Figure 1.5: Zoomed-in view of the x-ray crystal structure of the Rhodobac-
ter Sphaeroides reaction center (PDB-entry: 1M3X). The special pair bacteri-
ochlorophylls (P) can be seen incased in the protein matrix, with on either side
an accessory bacteriochlorophyll (B) and a bacteriopheophytin (H).
8
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In fact, the vibrational spectrum of the site where excitons are dissociated
in bRC - the special pair - differs markedly from that of its neighbouring
pigment [17]. What is then the parameter that evolution has used to optimize
charge separation? The answer may be specific coherent nuclear dynamics
first reported in 1993 [18] that control the efficient evolution of excitons into
separated charges ([19] and Chapter 3 of this thesis). Figure 1.6 shows the
pigments in bRC without the protein matrix. It can be seen that there is
a two-fold symmetry between the cofactor branches. The special pair (P )
is the closely coupled pair of bacteriochlorophylls (in white). Peripheral
antenna complexes transfer photoinduced excitons to P . Here they are
localized long enough to allow them to coherently couple to a low frequency
collective mode of the pigments and the protein matrix (see Chapter 3). This
mode introduces partial charge transfer character into the exciton (Chapter
3). The full charge separation takes place on a 3 ps timescale and involves
a transfer of the excited electron to the accessory bacteriochlorophyll BA
([20] and Chapter 4), while the hole remains on P . An interstitial water
between P and BA may play a crucial role in facilitating the full transfer
([21] and Chapter 4). Subsequent electron transfer from BA to HA (the
right bottom red bacteriopheophytin in Figure 1.6) is fast and occurs on a
1 ps timescale.
Figure 1.6: Twofold symmetric architecture of the bRC without protein envi-





The Photosystem II reaction center (PSII) is commonly found in plants. It
performs very efficient photoinduced charge separation and interfaces the
charge separation with the slower process of water oxidation in the oxygen
evolving center (OEC). Furthermore PSII posseses the highest known oxi-
dation potential in living organisms (see Chapter 6 of this thesis), which is
required to drive the water oxidation. The branched structure of the chloro-
phyll pigments is shown in Figure 1.7 and comes from the latest highly
accurate crystal structure [22].
Figure 1.7: Twofold symmetric architecture of pigments in the Photosystem II
reaction center without protein environment.
Interestingly the redox gradients between pigments in PSII are much smaller
then in bRC (see [23] and Chapter 6 of this thesis). To bridge the time
scales of charge separation and catalysis an interstitial amino acid in the
protein (TyrZ ) is able to reversibly transfer a proton to another amino acid
(HisZ ) upon oxidation (see [24] and Chapter 7 of this thesis). Finally,
also in PSII very recently signatures of coherent nuclear motion coupled
to photoinduced charge transfer have been observed [25,26] that drive the
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In section 2.1 the fast (electrons) and slow (nuclei) variables are separated
using the adiabatic (Born-Oppenheimer) approximation. Density Functional
Theory is introduced and excited state methods are discussed. Section 2.2
contains the methods used in this thesis to evolve the nuclei within and
beyond the adiabatic approximation.
2.1 Methods I: The Electronic Problem

























|RJ − rj |
(2.1)
can be condensed to a nuclear kinetic energy T̂n and an electronic Hamil-
tonian Ĥe(r,R(t)):




ΨI(r,R(t)) = EI(R(t))ΨI(r,R(t)), (2.3)
where the electron-nuclear wavefunctions ΨI(r,R(t)) can be further de-
composed into electronic ψI(r;R(t)) and nuclear χI(R(t)) wavefunctions
using the adiabatic (Born-Oppenheimer) approximation based on the large
difference in mass between nuclei and electrons:
ΨI(r,R(t)) = ψI(r;R(t))χI(R(t)), (2.4)
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leaving the electronic problem:
Ĥe(r,R(t))ψ0(r;R(t)) = E0(R(t))ψ0(r;R(t)), (2.5)
where ψ0(r;R(t)) is the electronic ground state with energy E0 subject to
a static external potential generated by the (positive) nuclei. The equation




χ(R(t)) = E(R(t))χ(R(t)). (2.6)
2.1.1 The Ground State
The Electron Density
The scheme of Kohn, Hohenberg and Sham [1,2] for approximating the
ground state of equation 2.5, commonly referred to as Density Functional
Theory (DFT), has become a widespread tool to predict, model and interpret
a large variety of scientific and applied problems. The central quantity in




dr32 · · ·
∫ +∞
−∞
dr3N ψ0(r, r2, ··, rN )ψ∗0(r, r2, ··, rN ), (2.7)
where N is the number of electrons and the integrals run over N − 1 elec-
tronic coordinates. It has been proven that the ground state electronic
wavefunction is a unique functional of the ground state electron density:
ψ0 = ψ[ρ0]. It follows that the ground state expectation value of any ob-










The second Hohenberg-Kohn theorem introduces the variational principle
into DFT [1], stating that every guess of the density ρ0 and hence the wave-
function ψ0 will yield an energy that is higher then the true ground state
energy E0. This allows for a practical numerical scheme to minimize the
ground state energy through progressive iterative ’guessing’ of the density.
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The Kohn-Sham Energy Functional
The main difficulty in DFT lies in finding the Kohn-Sham energy functional
EKS [ρ0]. As the electronic problem is considered for a fixed nuclear config-
uration the nuclear-nuclear term is trivial and can be added as a constant.
The electron-nuclear energy functional can be conveniently decomposed




∣∣Vn−el∣∣ψ0[ρ0]〉 = ∫ drvext(r)ρ0(r). (2.10)
that may be seen as an external potential generated by the (positive) nuclei
in which the electrons move. The complicated energy term is the electron-
electron energy functional Eel−el[ρ0]. It can be approximated classically
through a Coulomb term involving the electron density ρ(r) with the re-













Finally, the kinetic energy Tel[ρ0] is also non-trivial and can be approxi-
mated by summing all the kinetic energies of the Kohn-Sham orbitals φi(r)






∣∣− 1/2∇2∣∣φi(r)〉+ Tc[ρ]. (2.12)
Exchange-Correlation Functionals
The unknown functional Eqm[ρ] and the kinetic correlation energy Tc[ρ] are
together termed the exchange-correlation energy EXC [ρ]. This functional
requires approximations that are crucial to the accuracy of DFT and that
are becoming ever more sophisticated. The Local Density Approximation




where εXC is the exchange-correlation energy of a homogeneous electron
gas. An improvement to this approximation came with the development of
the Generalized Gradient Approximation (GGA) [3] that includes a functional
dependence on the gradient of the density ∇ρ:
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The recent accurate class of hybrid approximations combine exact Hartree

















X + (1− α)EGGAXC . (2.16)
The Kohn-Sham Equations
The conceptual step in the Kohn-Sham formalism [2] is to define an effective
single-particle potential veff (r) of a non-interacting system of electrons
such that it reproduces the electron density of the true interacting system.
The effective potential contains the functional derivatives of the known ex-
ternal and Coulomb energy terms (vext(r) and vCoul(r)) plus the unknown
vXC(r) that can be approximated through the exchange-correlation func-
tionals discussed above. The density is then constructed through the set
of orbitals φi(r) that minimizes the energy functional. This leads to the
Kohn-Sham equations:
[
−1/2∇2 + veff (r)
]
φi(r) = εiφi(r) (2.17a)
N∑
i
|φi(r)|2 = ρ(r). (2.17b)
In practice 2.17a is solved self-consistently by generating an initial guess
for the density, using the guess to calculate an effective potential veff (r),
solving 2.17a to obtain a set of orbitals φi and calculate a density from these
orbitals with 2.17b that is used to start a new iteration untill a predefined
convergence criterion is met.
Basis sets
The molecular orbitals are constructed through linear combinations of pre-
defined functions ξι called basis sets:
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with coefficient ciι and where k is the number of basisfunctions. In the ADF




where Υ are the spherical harmonics, l,m, n the quantum numbers and ζ
determines the long-range decay of the function. The Gaussian program [5]







where cp is the contraction coefficient corresponding to the exponent αp.
The CPMD implementation of DFT [6] uses pseudopotentials to describe
the core electrons and plane waves for the valence electrons:
ξ(r) = eiGr, (2.21)
where G is the wave vector. Finally, in OCTOPUS [7], a numerical grid is
used where the functions are represented by values on a set of points in
real-space.
2.1.2 Excited States
Linear Response Time-Dependent DFT
The most general and most rigorous formalism to approximate excited states
within DFT is time-dependent DFT (TDDFT). The theoretical justifica-
tion follows from the theorem of Runge and Gross [8]. Similarly to ground
state DFT the Runge-Gross theorem establishes that the time-dependent
single particle potential veff (r, t) and kinetic term −1/2∇2 acting on the
non-interacting time-dependent orbitals ϕi(r, t) uniquely define the time-
dependent density ρ(r, t) through the time-dependent Kohn-Sham equa-
tions:
17
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[
−1/2∇2 + veff (r, t)
]






|ϕi(r, t)|2 = ρ(r, t). (2.22b)
The interaction with a photon is a small perturbation to the time-dependent
density. Therefore, to first order, the linear response of the density will de-
pend only on the ground state density, which can conveniently be found
from the DFT framework considered so far. The poles of the response func-
tion will consequently give the excitation energies and the pole strengths
can be considered the DFT equivalents of QM oscillator strengths.
Special Cases
Several methods are also available for targeting specific excited states,
such as approximating the lowest singlet excited state and charge transfer
excited states.
In restricted open-shell Kohn-Sham (ROKS) the lowest excited singlet
state is approximated by considering separately the closed-shell doubly
occupied orbitals and the open-shell singly occupied orbitals [9,10]. This
method is particularly relevant if one is interested in computationally
efficient excited state dynamics of the lowest excited singlet state [11].
In constrained DFT (CDFT) [12] charge transfer energies and geometries
can be assessed by constraining charges on predefined regions of the
molecule. Therefore, if one has some a priori knowledge of where the pho-
toinduced electron and hole could be localized, this method can approximate
the energy of charge transfer excited states.
18
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2.2 Methods II: Propagating the Nuclei
As a first approximation for propagating the nuclei one can neglect the
quantum mechanical effects and solve Newton’s second law of motion for




= −∇VC(RI) = F (RI), (2.23)
where F (RI) is the force acting on the nuclei due to the potential VC(RI)
generated by the electrons. Usually this potential is approximated by a
simple parametrized force field [e.g. 13].
2.2.1 Adiabatic Molecular Dynamics
A more sophisticated approach is called first-principles molecular dynamics
(AIMD) and was pioneered by Car and Parrinello, who were the first to unify
electronic structure theory in the form of DFT and molecular dynamics [14].
The basic scheme in AIMD [15,16] is to calculate the adiabatic ground state





Using the Hellman-Feynman theorem the force




acting on the nuclei can be calculated from the expectation value of the
derivative of the electronic Hamiltonian with respect to the nuclear coordi-
nates:








However, in practical numerical applications the employed basis set is in-
complete and additional terms need to be calculated, the so called ’in-
complete basis set correction’ calculated from the gradients of the basis
functions and the ’non-self consistency correction’. The equation of motion







∣∣ Ĥe ∣∣ ψ0(r;R(t))〉
= −∇IV 0E(RI), (2.27)
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where V 0E(RI) is the ground state multidimensional potential energy surface
(PES) that maps the potential as a function of the nuclear coordinates. So
far the electronic structure method was not specified. To incorporate DFT
the expectation value of the electronic Hamiltonian is equated to the Kohn-
Sham energy: 〈
ψ0(r;R(t))
∣∣Ĥe∣∣ψ0(r;R(t))〉 = EKS [{φi}], (2.28)
where the Kohn-Sham energy functional is:







drVH(r)ρ(r) + EXC [ρ]. (2.29)
The usual algorithm for propagating the nuclei in AIMD is the velocity
Verlet:




v(t+ ∆t) = v(t) +
a(t) + a(t+ ∆t)
2
∆t, (2.30)
where x(t) represents a position vector, v(t) the velocity and a(t) accel-
eration. The typical timestep ∆t used in this thesis is 0.1 fs and most
simulations are performed with a thermostat in a canonical NVT ensemble.
2.2.2 Nonadiabatic Molecular Dynamics
In first-principles molecular dynamics the nuclear motion takes place on a
single adiabatic potential energy surface, the ground state. Nonadiabatic
dynamics is a generalization of this principle for multiple adiabatic states,
including the transitions between states. A general strategy for this in
the Schrödinger picture of QM is to construct the total time-dependent





where ci(t) are the time-dependent coefficients. Substituting this expansion
into the time-dependent Schrödinger equation for the electrons:
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= Ĥeψ(r, t) (2.32)
and by projecting both sides of the resulting expression onto the set



















The nonadiabatic coupling between adiabatic state functions is contained
in the second term between brackets in 2.33, which can easily be seen by







Thus, in this framework there are essentially two terms that promote tran-
sitions, the off-diagonal Hamiltonian matrix elements Ĥji(r,R(t)) and the
nonadiabatic coupling dji(r,R(t)). As discussed in the introduction the
process of interest in this thesis is the evolution of a pure exciton state
(cex(0) = 1) into a charge transfer state (cct(τ) = 1). To achieve this
some nuclear motion is required, as Ĥji(r,R(t)) and dji(r,R(t)) will only
change in time through their dependence on R(t).
Tully’s Surface Hopping
A commonly used algorithm to approximate this time-dependent problem
was developed by Tully [18]. In Tully’s nonadiabatic dynamics the nuclear
motion takes place on a single potential energy surface, while evolving mul-
tiple adiabatic states simultaneously. The nonadiabatic coupling between
all states is evaluated along the trajectories to calculate transition proba-
bilities. If the probability reaches above a certain threshold generated by
a random number, the algorithm will invoke an instantaneous nonadiabatic
transition between states. Although this method is accurate in describing
equilibrium behaviour on long timescales [19], the description of gradual co-
herent charge transfer from an excitonic state to a charge transfer state is
21
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limited by the instantaneous nature of the transitions in this framework. Re-
cent experimental and theoretical work indicates that the oscillatory charge
transfer process has an associated nonzero timescale and involves a mixing
of adiabatic states.
Ehrenfest TDDFT
In Ehrenfest dynamics, the electronic motion originates directly from solving
the time-dependent electronic Schrödinger equation for the time-dependent




= Ĥeψ(r, t). (2.36)
Consequently, for every newly obtained electronic wavefunction ψ(r, t+∆t),








∣∣ Ĥe ∣∣ ψ(r, t)〉, (2.37)
which includes nonadiabatic transitions and the possibility of mixing
between (adiabatic) states. In this way coherent evolution of an exciton
into a charge transfer state can be simulated in real-time.
The implementation of the Ehrenfest formalism within TDDFT is through
the time-dependent Kohn-Sham equations that give the time evolution of












|ϕi(r, t)|2 = ρ(r, t). (2.38)
The time-dependent Kohn-Sham orbitals ϕi(r, t) can subsequently be ex-





that are obtained through a regular time-independent DFT optimization









cj(t)(εjδij − dij), (2.40)
where εj is the energy of adiabatic orbital j and dij the nonadiabatic
coupling 〈φi(r;R(t))|∇R|φj(r;R(t))〉 · dR/dt between orbital i and j.
As in adiabatic dynamics, the classical equation of motion for the nuclei




= −∂EKS [ρ(r, t)]
∂RI
. (2.41)
Now, by modifying the nonadiabatic coupling dij between adiabatic orbitals
the nuclear motion can invoke nonadiabatic transitions. Thus, a framework
is in place to approximate in real-time the photoinduced charge transfer in
molecules.
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Chapter 3
Efficient Evolution of Excitons
into Charge Transfer States
3.0.1 ABSTRACT
Using first-principles molecular dynamics, we predict the reaction coordi-
nate and mechanism of the first charge-transfer step in the reaction center of
photosynthetic bacteria in a model including the special pair (P ) and closest
relevant residues. In the ground state, a dynamic localization of the highest
occupied orbital is found to be a defining characteristic of P . This feature
is linked to the tuning of the orbital energy levels by the coupling with two
collective low-frequency vibrational modes. After electronic excitation, one
specific mode coherently couples to P ∗, representing the reaction coordi-
nate along which the excited state develops. This characteristic vibrational
coordinate represents the rotation of an axial histidine (HisM202), which
selectively lowers the energy of one (PM ) of the two bacteriochlorophylls
in P . This leads to an efficient and coherent evolution of P+L P
−
M charge-
transfer character, as the precursor of the full charge separated state P+B−A .
Parts of this chapter were published in:
T. J. Eisenmayer, H. J. M. de Groot, E. van de Wetering, J. Neugebauer, F. Buda,
"Mechanism and Reaction Coordinate of Directional Charge Separation in Bacterial
Reaction Centers", Journal of Physical Chemistry Letters, 2012, 3, pp 694-697.
DOI: 10.1021/jz201695p
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3.1 Introduction
In the pseudo-symmetric architecture of photosynthetic reaction centers
(RCs), charge separation occurs preferentially along one (A) of two
cofactor branches. Numerous experiments find vibrational modes in the
region 100-150 cm−1 that coherently couple to the initial photo-excited
state of the special pair (P ∗) [1-4].
Figure 3.1: Model of the special pair and direct surroundings, including the
axially coordinated histidines HisL173, HisM202, the water molecules in their
vicinity, and the residues HisL168 and PheM197. The protein environment
mechanical constraints are ensured by fixing the tails of the histidines, the
phenylene, and the truncated phytyl chains. Left top: hydrogen bond between
HisL168 and the acetyl oxygen of the PL dimer half. Right bottom: dihedral
angle of the histidine ring of HisM202 with respect to the Mg-Nτ coordination
axis.
On a 3 ps time scale the primary electron donor is oxidized and an
accessory bacteriochlorophyll (BA) is reduced [5]. Stark experiments find
an internal charge transfer (CT) character state P+L P
−
M to have strong
influence on P ∗ [6]. The ground-state electron density distribution of
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P and of the radical cation P •+ is influenced by the immediate protein
environment as indicated by solid-state NMR, ENDOR/EPR and density
functional calculations [7,8]. The axial histidines are known to donate elec-
tron charge to bacteriochlorophyll chromophores both in reaction centers
and light-harvesting complexes, and the acetyl groups conformation tunes
the energy of the π-conjugated bacteriochlorophyll planes [9,10]. Ab-initio
molecular dynamics (AIMD) simulations [11,12] have been performed at
room temperature of a model including the special pair and the relevant
closest protein environment (Figure 3.1). Long range interactions are not
included in the model, but the chosen residues are thought to be sufficient
to capture the most important effects for the local dynamics. Within
this approach the dynamics of the nuclear coordinates is coupled to the
corresponding electronic structure rearrangement calculated with density
functional theory (DFT). This allows us to predict the reaction coordinate
of coherent charge separation and the mechanism leading to the first
charge transfer (CT) intermediate.
The AIMD simulations have been performed using the Car-Parrinello
method [11,12] as implemented in the CPMD code [13]. The BLYP func-
tional is used for the exchange-correlation energy [14]. The Kohn-Sham
orbitals are expanded in a plane-wave basis set with a kinetic energy cutoff
of 70 Ry and dispersion corrected atom-centered (DCACP) pseudopoten-
tials [15] are used. For the excited state dynamics the restricted open-shell
Kohn-Sham (ROKS) formalism [12] is applied. For the normal mode analy-
sis and for single point calculations at selected snapshots along the AIMD
trajectories I used the ADF code [16]. Also time dependent DFT (TDDFT)
calculations have been performed using the ADF code for a selected set
of configurations along the dynamical trajectories to evaluate the first ex-
citation energies. Although TDDFT with standard GGA functionals suffers
from the well known poor description of charge transfer character excita-
tions, this analysis shows that the first excitation has a dominant HOMO
to LUMO transition character. This finding justifies the use of the ROKS
approach where only the HOMO to LUMO transition is taken into account
to evaluate the excited state dynamics. Two AIMD ground state simulations
have been performed of about 1 ps each starting from two sets of initial co-
ordinates for our model taken from the X-ray crystallographic data of wild
type [17] and R-26 mutant [18] Rhodobacter Sphaeroides reaction centers,
respectively. The results presented in Figure 3.2 and 3.3 are obtained from
the first trajectory using the wild type initial conditions. I verified that the
trajectory generated from the R-26 mutant initial coordinates shows a pic-
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ture consistent with the first trajectory. The ground state and excited state
ROKS dynamics presented in Figure 3.4 are based on the R-26 initial con-
ditions, while the inset of Figure 3.4 comes from the wild type model. The
effect of long-range electrostatic interactions has been tested on a few snap-
shots along the trajectories by including a conductor like screening model
(COSMO) using the ADF code with the same BLYP functional used in the
AIMD simulations and a triple zeta with polarization basis set (TZP). A
dielectric constant of 5 (a typical value in a protein environment) has been
considered for this test. The relative energies of different configurations
treated with and without the solvent model are well within 1 kcal/mol, thus
confirming that the shape of the potential energy surface and therefore the
force acting on the nuclei is not significantly modified by long range effects
of the environment.
3.2 The Ground State
The ground state trajectories show that frontier orbital (HOMO-LUMO)
localization is a dynamic characteristic of the special pair at room temper-
ature (Figure 3.2).
Figure 3.2: Frontier orbital localization for different snapshots along the tra-
jectory. The HOMO fluctuates from localization on PL (left) to a delocalized
state (middle) to localization on PM (right). Note that the LUMO shows the
exact opposite behaviour, which leads to the CT character.
On a 1 ps timescale the HOMO fluctuates from complete localization on
one dimer half to a delocalized state to complete localization on the other
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dimer half. The LUMO shows the same dynamical behaviour with opposite
phase; when the HOMO is localized on PM the LUMO is localized on
PL and vice versa. This result can be interpreted by thermally induced
orbital energy fluctuations of the two monomers: When the HOMO energy
of PL is lower than the HOMO energy of PM , the HOMO of P shows
an essentially monomeric character being localized entirely on PL; when
the orbital energies of the monomers are very similar, the HOMO is
delocalized. HOMO-LUMO photoexcitation of P at specific geometries







M CT characters to be present at room temperature
as well as a delocalized pure exciton state P ∗. Comparing the relative






M transitions it is shown, in
agreement with Stark experiments [6], that P+L P
−
M is the lowest energy
CT transition of the P absorption band. The dynamic picture (Figure 3.2)





M ) gives insight into the homogeneous broadening of the P absorption
band and provides an explanation for its red shift at low temperatures.
Going to low temperature the structural fluctuations are quenched as the
system freezes gradually. This will eliminate the higher energy transitions
in the absorption spectrum of P and leave the pure exciton transition with
some P+L P
−
M charge transfer character to dominate the band and red-shift
the absorption maximum at low temperature. The HOMO is preferentially
localized on PL. Upon photo-oxidation of P the unpaired electron is
assumed to be removed from the HOMO leading to a net spin density.
Both NMR and ENDOR techniques measure a spin density distribution on
bacterial RCs in the charge-separated radical cation P •+ state delocalized
over the dimer with a 2:1 ration between PL and PM [19-20].
The thermal rearrangement of electron density over P opens the possibility
to correlate electronic structure with distinct conformational dynamics, i.e.
to find the normal modes of P that couple to orbital localization. Fourier
transformation of the velocity autocorrelation function of the trajectories
gives a vibrational density of states that shows two distinct maxima at low
frequencies, ∼ 50 cm−1 and ∼ 100 cm−1 (Figure 3.3, grey shading in top
graphs). To assign the peaks and resolve the appropriate conformational
dynamics additional Fourier transforms of the autocorrelation function of
different components of the model and of individual structural parameters
(e.g. dihedral angles and bond distances) were performed. The lowest
frequency peak at ∼ 50 cm−1 is well resolved in terms of the out-of-plane
acetyl motion that couples strongly to the HisL168 imidazole ring dynamics
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through hydrogen bonding interaction (see Figure 3.1, left top and Figure
3.3, blue lines). This is the characteristic vibrational coordinate of the mode,
which is biased towards the PL dimer half also absorbing at this frequency
(see Figure 3.3, middle top inset, where the contribution of the two dimer
halves is considered separately). To correlate the vibrational coordinate
with the electronic structure, the energies of the HOMO and HOMO-1
along the trajectory are associated to either the PL or PM dimer half de-
pending on their localization. The left bottom graph of Figure 3.3 shows
the correlation between the PL-HOMO energy (bars) and the hydrogen
bond distance from the PL-acetyl to the HisL168 with a computed Pearson
correlation coefficient ρc = 0.64; at minimum distance, the hydrogen bond
is strongest and stabilizes the PL-HOMO energy.
Figure 3.3: Total vibrational density of states (VDOS) obtained from the dy-
namical trajectory (grey shading top graphs). Blue lines in the top left represent
conformational dynamics of the ∼ 50 cm−1 mode obtained from the time evo-
lution of the hydrogen bond with HisL168 and of the PL-acetyl group. The
inset gives the VDOS for PL in blue. The bottom left graph gives the hydrogen
bond distance (blue line) with the PL-HOMO energy (bars) in the time domain.
Red lines represent conformational dynamics of the ∼ 100 cm−1 mode, top right
graph gives the VDOS obtained from the axial histidine dihedrals and the inset
the VDOS for PM . The bottom right graph gives the HisM202 dihedral (red
line) with the PM -HOMO energy (bars) in the time domain.
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In a separate calculation the Hessian matrix is diagonalized for the same
model to analyze the normal modes. This calculation is performed using
the Becke-Perdew functional. In agreement with the dynamical data the
normal modes around ∼ 50 cm−1 are asymmetrically delocalized over
P with an emphasis on PL and with most of the amplitude along the
characteristic vibrational coordinate represented by the concerted motion of
the PL-acetyl and the HisL168. In- and out-of-plane rotation of the acetyl
group with respect to the bacteriochlorophyll macrocycle is well known to
modulate the conjugated π-system [10]. The underlying structural cause
for the ∼ 50 cm−1 mode to be dominated by the PL-half acetyl group is
that its symmetry-related counterpart on PM acts as a sixth ligand to the
Mg of PL, inhibiting its free rotation. The average Mg-Oacetyl distances
confirm this; the PM acetyl group is ∼ 1 Å closer to the Mg on PL ’locking’
it into coordination.
Equally pronounced in the total vibrational density of states is a peak at
∼ 100 cm−1 that is mostly localized on the PM half of the dimer (Fig-
ure 3.3; inset, red line). Analysis of the structural dynamics showed an
intriguing anti-correlated rotation of the two axial histidines with respect
to the coordination Mg-Nτ axis (illustrated by the inset in Figure 3.4;
left top) expressed in terms of dihedral angles (see Figure 3.1 inset; right
bottom). Calculations of covariance between the L- and M-side axial his-
tidines (ρc = −0.81) confirm this behaviour yielding values a factor of 2 to
4 larger then the negative covariance between the L and M bacteriochlor-
phyll planes. From the Fourier analysis both dihedral angles are found
to contribute to the ∼ 100 cm−1 mode, with the M-side dihedral showing
larger amplitude (see Figure 3.3, top right, red lines). The normal mode
analysis clearly confirms this picture; the modes around ∼ 100 cm−1 con-
tain an anti-correlated rotation of the axial histidines with respect to the
Mg−Nτ axis, the amplitude being larger on the M-side. In conclusion, the
characteristic vibrational coordinate of the∼ 100 cm−1 mode involves mostly
the PM dimer half and the axial rotation of the HisM202. The bottom right
graph of figure 3.3 shows the dihedral angle of HisM202 (red line) with the
energy of the PM -HOMO (bars) along the trajectory. Minima at 0, 350 and
700 fs in the energy of the PM -HOMO correspond to maxima in the dihe-
dral angle revealing that these quantities are anti-correlated (ρc = −0.50).
The ground state multidimensional configurational space along which the
relative energies of PL and PM are modulated is thus essentially given by
two collective coordinates with well defined frequencies (∼ 50 cm−1 and ∼
100 cm−1). Displacements along these coordinates changes the localization
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of the frontier orbitals.
3.3 The Excited State
To explore the dynamics in the excited state (P ∗) a molecular dynamics
simulation based on the restricted open-shell Kohn-Sham (ROKS) ap-
proach [12] has been performed starting from the previously equilibrated
ground state trajectory. The use of ROKS is justified given the dominant
HOMO-LUMO character of the excitation. By comparing the ground state
and the ROKS trajectories a distinct conformational change induced by the
photo-excitation is apparent. This is illustrated in figure 3.4, showing the
dihedral angles of the rotation of the axial histidines around the Mg-Nτ
axis. In the ground state a striking negative covariance between the
rotations of the two histidines was found (see also the inset in Figure 3.4).
Figure 3.4: HisM202 (red line) and symmetry related HisL173 (blue line)
dihedral angles representing the rotation of the histidine rings around the coor-
dination Mg−Nτ axis as a function of time (see also Figure 3.1, right bottom).
The arrow indicates the time step of the switch from ground state to excited state
(ROKS) dynamics. In the inset for comparison the same structural parameters
along a different ground state trajectory. The right figure shows the positive
values of the difference between the P ∗ and P electron density (ρP∗ − ρP ) at
the end of the ROKS dynamics.
After photo-excitation the dihedral angle of HisM202 (red line), that was
found to be characteristic of the vibrational coordinate of the ± 100 cm−1)
mode, increases from an average of ∼ 25◦ in the ground state to ∼ 80◦ in
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P ∗ and the negative covariance is lost. The vibrational coordinate of the
± 50 cm−1 mode is not affected upon photo-excitation. In conclusion, upon
photo-excitation P couples selectively to the ± 100 cm−1 mode which I
propose is the same mode seen in resonance Raman studies (96 cm−1),
[22] in femtosecond absorption spectroscopy (94 cm−1) [3], and possibly
hole-burning studies (∼ 150 cm−1) [4]. To check the effect of the dynamics
on the evolution in the excited state and the electron density distribution
the difference between the excited state and ground state electron density
for selected snapshots along the ROKS dynamics is considered. In
Figure 3.4 (right) the positive values of ρP ∗ − ρP are plotted. Electron
density moves from PL to PM and onto the HisM202 in agreement with
experimental findings that P ∗ is dominated by a P+L P
−
M CT character [6,23].
Figure 3.5: LUMO redistribution as a function of a displacement along the
100 cm−1 normal mode resulting in a rotation of the HisM202 around the co-
ordination Mg-Nτ axis from 5◦ (left) to 50◦ (right).
To confirm that the excited state electron density redistribution is due to
the coupling of the excited state with the discussed 100 cm−1 mode, I show
in Figure 3.5 how the LUMO is redistributed by a displacement along this
normal mode. The amplitude of the displacement is chosen such that the
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HisM202 dihedral angle - representative of the rotation of the histidine
around the coordination Mg-Nτ axis - increases from 5◦ to 50◦. This con-
firms that the reaction coordinate, even starting from a P−L P
+
M CT configura-
tion, leads to a P+L P
−
M intermediate state through the coupling of P ∗ to the
100 cm−1 mode resulting in an increase of the dihedral angle and initiating
a directional displacement of electron density. From the Moser-Dutton sim-
plification, the donor-acceptor distance is the rate-defining variable in most
biological electron-transfer reactions [24,25]. In the bacterial RC, where
competing electron-transfer pathways have similar distances, the reaction
coordinate - as identified in this work - displaces electron density asym-
metrically, possibly increasing the electronic coupling with one (BA) of the
two accessory bacteriochlorophylls. Additional investigations with an ex-
tended model including the electron acceptor are needed to support this
suggestion (see Chapter 4).
3.4 Conclusions
In conclusion, the ground state electron density is continuously redistributed
by thermally excited low frequency collective modes (∼ 50 cm−1 and ∼ 100
cm−1) that tune the respective dimer halves energies and induce the thermal
broadening of P . Upon photo-excitation the excited state P ∗ specifically
couples to the ∼ 100 cm−1 mode that lowers the PM dimer half energy and
effectively modulates the barrier for charge separation allowing a coherent
displacement of electron density towards a P+L P
−
M charge transfer inter-
mediate. Thus, I have structurally characterized the nuclear motion that
drives the efficient charge separation in bacterial reaction centers. Further
nonadiabatic, excited state dynamics would be needed to directly observe
the oscillatory evolution of charge transfer character in combination with,
for example, two-dimensional electronic spectroscopy.
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As we have shown in the previous chapter, resolving the dynamic nu-
clear motion accompanying charge separation in bacterial reaction cen-
ters is crucial to understand how photosynthesis has optimized so-
lar energy transduction. In this chapter we identify the pathway
of primary electron transfer from the special pair excited state (P ∗)
to the accessory bacteriochlorophyll (BA) using first-principles molec-
ular dynamics and constrained density functional theory. We con-
firm that the oscillatory motion of a histidine at the interface be-
tween donor and acceptor initiates exciton dissociation and demonstrate
how proton displacements are coupled to stable photoproduct formation.
Parts of this chapter were published in:
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placements Coupled to Primary Electron Transfer in the Rhodobacter Sphaeroides
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CHAPTER 4. STABLE CHARGE SEPARATION THROUGH PROTON DISPLACEMENTS
4.1 Introduction
In bacterial photosynthesis, sunlight is absorbed by antenna complexes that
transfer the excitation energy to reaction centers where the photoinduced
charge separation takes place [1]. The transition state of the primary photo-
chemical reaction in the Rhodobacter Sphaeroides reaction center (bRC) is
not reached through random thermal motion but through specific vibrational
coherences that effectively modulate the barrier for charge separation [1,2]
(see previous Chapter). This mechanism is of interest for artificial devices
aiming for high-yield photon-to-charge conversion.
Figure 4.1: bRC (right top): Two-fold symmetric reaction center of Rhodobac-
ter sphaeroides extracted from the latest 2.55 Å resolution X-ray structure (PDB
entry 1M3X). The direction of electron transfer and corresponding time scales
are denoted in green. Model 1 (left top): Including the special pair (P ), axial
histidines (HisL173 and HisM202), water A and B, and the diagonal symmetry-
breaking residues PheM197 and HisL168. Model 2 (right bottom): Water A,
the donor PM , the primary acceptor BA, the axial histidines (HisM202 and
HisL153), and GlyM203. Inset (left bottom): Bacteriochlorophyll numbering.
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The frequencies of these promoting vibrations are well-known from time-
resolved spectroscopy [3-9]. In parallel, atomistic simulations are impor-
tant because they can provide access to structural information that is in-
accessible to spectroscopic methods. From the phenomenological study of
Novoderezhkin and coworkers based on Redfield theory [2] we know that
the formation of the first photoproduct is conveniently described by two
vibrational coherences: a fast component of 100-150 cm−1 and a slower
component of 30-35 cm−1. The time scale of the primary photoinduced
process in bRC is 3 ps, [10] and it occurs selectively along one of two pseu-
dosymmetric cofactor branches (Figure 4.1) through a charge transfer (CT)
intermediate [11,12] on the special pair (P ). BA is the accessory bacteri-
ohlorophyll acting as primary acceptor. Subsequent electron transfer (ET)
to form the secondary photoproduct along the A-branch, a reduced bac-
teriopheophytin (H−A), is very fast (1 ps). In this context, it is our aim to
accurately characterize the reaction coordinate of the primary photoinduced
charge separation from first principles. In previous work on the special pair,
excited-state dynamics combined with a frequency analysis showed that a
∼100 cm−1 vibrational mode is coupled to the electronic excitation, lead-
ing to a CT intermediate (P+L P
−
M ) [13]. Structurally, this ∼100 cm−1 mode
involves a collective motion of P with most of the amplitude on PM and the
rotation of HisM202 as the characteristic coordinate. This is predicted to
be the first/fast vibrational component that coherently modulates the charge
transfer dynamics [2]. HisM202 is hydrogen bonded to an interstitial water
(water A), which is held in place by a hydrogen-bond network connecting
PM and BA. The loss of water A through site-directed mutation is accom-
panied by a slowing of the rate of ET by approximately a factor of 8 [14].
The second/slower vibrational component coupled to full charge separation
is thus thought to involve the motion of water A with a frequency of ∼30-35
cm−1 [15]. The breaking of symmetry between cofactor chains is intimately
related with the forward CT reactions. Although the special pair itself is al-
ready surrounded by the protein environment in a quasi-symmetric fashion
(see Figure 4.1), on the L-side, HisL168 forms a hydrogen bond with the
31-acetyl of PL, whereas on the M-side PheM197 does not. It is therefore
plausible that even before excitation of P the ground-state electron density
is asymmetrically distributed [16,17]. The vibrational mode corresponding
to the hydrogen bond between PL and HisL168 has been calculated to have
a frequency of ∼50 cm−1, and it is found to affect the stability of the cation
(P •+) [13,18]. Here we employ atomistic simulations and single-point calcu-
lations to address (i) the role of the interstitial water A and (ii) the coupling
of the ET process to configurational changes following the excitation and
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(iii) upon oxidation of P .
4.2 Model and Methods
We extract the special pair (Model 1) and the donor-acceptor model (Model
2) from the latest X-ray crystallographic data of wild-type Rhodobacter
sphaeroides at 2.55 Å resolution [19]. The special pair Model 1 includes
the two Bacteriochlorophylls PM and PL, the five closest amino acids
(GlyM203, PheM197, HisM202, HisL173, HisL168), and two interstitial
waters (Figure 4.1). The donor-acceptor Model 2 includes PM and its axi-
ally coordinated HisM202, taken as the donor of charge. BA and its axially
coordinated histidine HisL153 are taken as the charge acceptor (Figure 4.1).
We also include PheM197 and GlyM203 to keep the whole protein pocket
environment for the water A. For the entire system - Model 1 combined with
Model 2 - we find that the HOMO and LUMO are localized on PM and
BA, respectively, consistently with Model 2. Moreover, the HOMO-LUMO
gap is not significantly altered (∼ 0.04 eV) and this justifies the exclusion
of PL from Model 2 to keep the system size minimal. The mechanical con-
straints induced by the protein environment are ensured by fixing the tails
of the histidines, the phenylene, and the glycine. Because of their length
the phytyl side chains are sterically hindered within the protein and are
known not to affect the electronic structure of the bacteriochlorophylls [17].
Hence they are reduced to a methyl group that is fixed. The AIMD sim-
ulations have been performed using the Car-Parrinello method [20,21] as
implemented in the CPMD code [22] with a time step of 0.1 fs. A Nosé
thermostat is used in all simulations to keep the temperature around an
average of 300 K. The time scales of the simulation runs for Model 1 were
kept ∼ 1 ps for ground, excited, and radical cation states. For Model 2 a
ground-state simulation is performed for ∼ 2 ps. It should be stressed that
this simulation is not aimed at the explicit description of the nonadiabatic
ET from P ∗ to B−A in real-time, which would require modeling the evolution
of the excited electronic state (see Chapter 6) on a time scale of ∼ 3 ps.
The main goal of this AIMD simulation is to investigate the stability of
the interstitial water and the thermal fluctuations in the hydrogen-bonding
network established between the donor and acceptor. Both models are sta-
ble along the dynamics with a root-mean-square displacement (RMSD) that
fluctuates around an average value of 0.8 Å for Model 2, slightly larger than
the RMSD of Model 1 (0.6 Å). The BLYP functional [24,25] is used for the
exchange-correlation energy, which is known to yield hydrogen bonds that
are in good agreement with experiment. The Kohn-Sham orbitals are ex-
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panded in a plane-wave basis set with an energy cutoff of 70 Ry. We employ
dispersion-corrected atom-centered (DCACP) pseudopotentials [26,27]. To
study the frequency domain, we perform Fourier transforms of the velocity
autocorrelation function of the AIMD trajectory. We can in this way ob-
tain specific characteristic frequencies of individual structural parameters
(i.e., bond distances, bond angles). The recently developed computational
method of Constrained Density Functional Theory (CDFT) is used to ver-
ify the predicted reaction coordinate of primary charge separation. This
method was specifically developed by Wu and van Voorhis [21] to address
long-range CT states. It has been shown that CDFT can accurately describe
the excitation energy and its dependence on the donor-acceptor distance
[28]. The CDFT calculations are performed with the same functional, basis
set, and pseudopotentials used for the AIMD simulations. In the CDFT
method applied to bRC, the charge-localized states (or diabatic states) A
and B are obtained from two DFT calculations. The first represents the
initial state where no ET between donor and acceptor has occurred yet
(state A), while the second (state B) describes the charge-separated state
obtained by constraining a positive charge on the donor and a negative
charge on the acceptor. The resulting ground-state density ρ(r) on each
diabatic state will satisfy the constraint∫
V
W (r)ρ(r)dr = Nc (4.1)
where W (r) is the operator that defines the electronic population and the
integral runs over the entire volume of the system. Nc is the value of the
constraint defined as the charge difference between the net charge on the
donor and acceptor group: Nc = Ndon−Nacc. Therefore, we choose Nc = 0
for state A and Nc = 2 for state B. For the population operator we use the
Hirshfeld partitioning scheme [29] as implemented in the CPMD code [30].
4.3 Results
AIMD Simulations
Previous AIMD simulations on the special pair (Model 1) ground and excited
state found two important degrees of freedom coupled to electronic structure
rearrangements of P : (1) the rotation of HisM202 with respect to the Mg-
Nτ coordination axis and (2) the hydrogen bond between PL and HisL168
[13]. Here we extend these simulations to analyze the oxidized radical
cation state. The first degree of freedom and characteristic coordinate of the
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vibrational mode coupled to the formation of the CT intermediate involves
the rotation of the axial histidine M202. From Figure 4.2(a), which shows
the compiled trajectories for ground state, excited state, and radical cation,
it can be seen that HisM202 rotates upon excitation to an average dihedral
angle of 80◦ with respect to the Mg-Nτ coordination axis. Upon oxidation
this conformational rearrangement is reversed and the dihedral angle rotates
back to the ground-state values.
Figure 4.2: AIMD simulations in P , P ∗ and P •+.
(a) AIMD simulations of Model 1 showing the time evolution of the HisM202
dihedral angle with respect to the Mg-Nτ coordination axis along the ground (0
to 1.0 ps), excited (1.0 to 2.1 ps), and oxidized state (2.1 to 2.8 ps) trajectories.
(b) N· · ·O hydrogen-bond distance between HisL168 and the 31-acetyl of PL for
ground state (0 to 1.0 ps), excited state (1.0 to 2.1 ps), and radical cation (2.1
to 2.8 ps) AIMD trajectories. Upon excitation no changes in the amplitude of the
fluctuations are observed, whereas in the radical cation state the hydrogen bond
is weakened, representing a proton displacement.
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Inversely, the second important degree of freedom involving the hydrogen
bond between the 31-acetyl of PL and HisL168 (see Figure 4.1) shows
no significant changes going from ground to excited state. However, upon
oxidation the oscillations become larger and the hydrogen bond is on
average weakened (Figure 4.2(b)).
For the donor-acceptor model (Model 2) a room-temperature AIMD simu-
lation is performed extending over 2 ps. DFT single-point calculations per-
formed at several snapshots along the trajectory show consistently that the
HOMO is localized on PM and the LUMO is localized on BA. The LUMO
electron density extends over the interstitial water A, whereas the HOMO
shows no electron density in this region, although it does extend over the
axial histidine M202. To understand the structural cause of HOMO-LUMO
localization we investigated the planarity of both chromophores taking into
account the C3-C7-C12-C17 dihedral angle (see inset, Figure 4.1). PM is
found to be the more distorted chromophore, whereas BA is almost per-
fectly planar. Another factor influencing the HOMO-LUMO localization is
the orientation of the axial histidines relative to the Mg-Nτ axis. For PM
the dihedral angle of the axially coordinated histidine, averaged over the
dynamics, is 21◦, whereas for BA this angle is -108◦. The position of water
A in its hydrogen-bond network is stable throughout the dynamics. The
average position of water A is halfway between the HisM202-nitrogen and
the 131-keto-carbonyl of BA.
Figure 4.3: Distribution of distances centered around the interstitial water A
oxygen atom sampled during the AIMD simulations of Model 2 in the ground
state. Left graph (red) distribution of N-H···O distances representing the hydro-
gen bond with HisM202. Right graph (blue) distribution of O-H· · ·O distances
representing the hydrogen bond with the keto carbonyl of BA.
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Figure 4.3 shows the distribution of N-H· · ·O and O-H· · ·O distances. The
most frequently occurring separation is ∼2.8 Å for both degrees of freedom.
The N-H· · ·O distances additionally have a tail at larger separations
with peaks at 3.4 and 3.7 Å. Dynamically, both protons of water A form
and break hydrogen bonds with the keto carbonyl of BA in a "switching"
motion (Figure 4.4(a,b)). A Fourier analysis of this motion, in terms of
hydrogen-bond angles and distances, gives a frequency of 30-35 cm−1 for
the breaking and forming of the keto carbonyl hydrogen bonds (Figure
4.4(c)). The weakest hydrogen bond of water A is with GlyM203, which is
rarely formed during the 2 ps ground-state trajectory.
Figure 4.4: Hydrogen bond H· · ·O distance (a) and O-H· · ·O angle (b) along
the dynamical trajectory. The full and dotted line show the two protons of water
A that break and form hydrogen bonds in a "switching" motion with the keto 131
carbonyl group of BA. The bottom graph (c) shows the Fourier transform of this
molecular motion between water A and the keto carbonyl group of BA with a





To explore the reaction coordinate of excited-state relaxation and ET we
performed CDFT calculations constraining a positive charge on the donor
(PM ) and a negative charge on the acceptor (BA). Following the HOMO-
LUMO analysis, we include the axial histidine HisM202 in the donor and
the axial histidine HisL153 in the acceptor. Energies are calculated as
a function of the dihedral angle corresponding to the HisM202 rotation
(see Figure 4.2(a)). For each value of the dihedral angle we optimize the
other degrees of freedom including the position of water A. The energy
difference between the ground state and the vertical charge separated state
- calculated with CDFT at the ground state geometry - decreases along the
suggested reaction coordinate, as shown in Figure 4.5.
Figure 4.5: Top: Vertical electron transfer (ET) energy dependence on the
dihedral angle of HisM202 with respect to the Mg-Nτ coordination axis. Bot-
tom: N-H· · ·O (circles) and O-H· · ·O (squares) hydrogen-bond distances as a
function of the same dihedral angle.
The results in Figure 4.5 show that the vertical ET energy decreases
along the collective reaction coordinate approximated by the rotation of
HisM202. We also observe that along this coordinate proton displacement
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accompany the charge separation: The rotation of HisM202 displaces
water A in its hydrogen-bond pocket toward the carbonyl of BA and
GlyM203 (Figure 4.5). After ET the N-H· · ·O distance increases to 3.6 Å,
representing a considerable weakening of the hydrogen bond between the
water and HisM202 (Figure 4.5). Interestingly, it is apparent that already
in the ground state this conformation of the hydrogen-bond network is
occasionally sampled (see Figure 4.3). Thus, while our results show
no direct evidence for full proton coupled electron transfer (PCET) they
indicate proton displacements coupled to the reaction coordinate.
Finally, within the entire model it is possible to verify that the unoccupied
Kohn-Sham states on the special pair are higher in energy than the unoc-
cupied Kohn-Sham state on BA. Indeed, the lowest LUMO on P ∗ is 0.14
eV higher in energy than the LUMO on BA (Figure 4.6). This represents a
small overestimation with respect to experiment, where the negative energy
gradient (∆G) is estimated to be ∼ -0.06 eV [34].
Figure 4.6: Left: Spatial distribution and energies of the LUMO on PL and
on BA. Right: Spatial distribution and energies of the LUMO on PM and on
BA. As detailed in Chapter 3, the frontier orbitals on the special pair exhibit
dynamic localization and the initial excitonic state can thus involve a population
of either PL ·LUMO or PM ·LUMO. The orbitals calculated at the B3LYP/TZP
level of theory and their associated dynamics (Chapter 3) reveal that there is a
reaction coordinate for photoinduced charge separation to the BA · LUMO.
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4.4 Discussion and Conclusions
In this chapter, we elucidate the conformational rearrangements that couple
to the full ET from the special pair excited state of bRC to the primary
acceptor BA. The charge separation is highly optimized and known to
occur at an optimal rate [33]. Recently, this rate was found to be governed
by a single (Goldilocks) parameter Λ that at the point of optimum transfer










If we consider the ambient conditions at which bRC operates
(300K ∼ 26meV ), the experimental value for the reorganization en-
ergy (λ ∼ 28meV [36]) and for the energy gradient (∆G ∼ 65meV [34]),
the only unknown parameter remains the bath correlation time γc. As this
parameter describes the correlation between the electronic states (P ∗B
and PB−) and the (protein) environment, we provide the value of the first
low frequency mode that couples to ET (100cm−1 ∼ 12.5meV ). Then,
indeed the Goldilocks parameter is ∼ 1/
√
2.
In Chapter 3, the coordinate of this low frequency mode was found to involve
the rotation of HisM202, which from Figure 4.2a is seen to be reversible
upon oxidation. This rotation displaces the protons of water A toward
GlyM203 and the 131-carbonyl of BA in a collinear fashion with respect
to the direction of ET (Figure 4.7). The proton displacement is found to
have a frequency of 30-35 cm−1 in good agreement with experiment and
thus gives a structural interpretation to the second coordinate of charge
separation suggested in the phenomenological study by Novoderezhkin
and coworkers [2]. In contrast with Ivashin and Larsson, who propose
a double proton-transfer mechanism within the hydrogen-bond network
surrounding water A [37], we observe proton displacements following ET
(Figures 4.5 and 4.7). In the ground state, these conformations are already
occasionally sampled (Figure 4.3), although the average distance of water
A from HisM202 is 2.9 Å. In the charge-separated state we find a new
equilibrium value of 3.6 Å at the same approximate values where the
ground-state histogram exhibits a long tail (Figure 4.3). The second proton
displacement found to couple to oxidation of P involves the weakening
of the hydrogen bond between HisL168 and the 31-acetyl of PL. The
weakening of this interaction destabilizes the HOMO of PL [13], the site
on which most of the positive charge is localized in P •+ [38], and therefore
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reduces the driving force for charge recombination. Experimental evidence
for such a mechanism is possibly given by Deshmukh and coworkers [39],
who find a light-induced hypsochromic shift in Rhodobacter capsulatus and
suggest this to be caused by the 31-acetyl group.
In conclusion, the reaction coordinate of initial charge separation in the
Rhodobacter sphaeroides reaction center is a multidimensional landscape.
First, upon excitation a reversible conformational rearrangement stabilizes
the charge transfer from PL to PM , mostly involving the rotation of HisM202
with a characteristic frequency of ∼ 100 cm−1. Second, through this rota-
tion a proton is displaced in the hydrogen network surrounding water A with
a frequency of 30-35 cm−1. Finally, on a longer time scale, another proton
is displaced from the 31-acetyl of PL toward HisL168, which destabilizes
the cation P •+ by mixing in the P • neutral radical state. This effectively
reduces the driving force for charge recombination. Together these rear-
rangements present a structural framework for understanding the highly
efficient and coherent CT process from the special pair excited state to the
primary charge-separated state.
Figure 4.7: Schematic representation of the nuclear motion (green and red ar-
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Theoretical and spectroscopic evidence of coherent oscillatory behaviour as-
sociated to photoinduced charge transfer has been reported both in complex
biological environments as well as in biomimetic models for artificial photo-
synthesis. Here we consider a biomimetic model to investigate this process
in real-time simulations based on Ehrenfest dynamics. The Ehrenfest for-
malism allows for a detailed analysis of how photon-to-charge conversion
is promoted by a coupling of the electronic excitation with specific vibra-
tional modes. The simulations show that when the difference in energy
between the exciton and charge transfer orbitals matches the frequency of
interfacial bond-stretching the energies of the orbitals start to oscillate in
resonance. Moreover, charge transfer is only observed when these interfa-
cial N-H bonds are free to move.
Parts of this chapter were published in:
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Charge Transfer and Proton-Coupled Electron Transfer", ChemPhysChem, 2014.
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CHAPTER 5. PHOTOINDUCED COHERENT CHARGE TRANSFER
5.1 Introduction
In natural photosynthesis, photoinduced charge separation is the first funda-
mental step leading to the conversion of solar energy into chemical energy
(see Chapters 3 and 4 of this thesis and [1,2]). There is converging experi-
mental and theoretical evidence of oscillatory features associated with the
reaction coordinates for energy and electron transfer in natural and arti-
ficial photosynthetic complexes (see Chapters 3 and 4 of this thesis and
[3-9]). Understanding the nature and the role of this coherent dynamics
is important both from a fundamental and technological point of view, as
it may provide guiding principles for the design of efficient molecular de-
vices for solar to fuel conversion. Photoinduced electron transfer processes
are usually analysed in the context of transition rates. However, in reality
many competing processes occur at the same time including dynamic and
possibly coherent nuclear motion. Here we use instead Ehrenfest dynamics
simulations to overcome this issue and investigate in real-time the coupling
between the electronic motion and specific vibrational modes of the com-
plex. We consider a donor-acceptor hydrogen bonded complex formed by
melamine and isocyanuric acid that mimicks DNA base-pairing [10].
5.2 Model and Methods
For the time dependent Kohn-Sham (TDDFT) simulations of photoin-
duced electron transfer we consider a supramolecular complex consist-
ing of melamine (1,3,5-triazine-2,4,6-triamine) and isocyanuric acid (1,3,5-
triazine-2,4,6-trione) held together by a hydrogen bonding network (Figure
5.1) [11].
Figure 5.1: Melamine (donor; left) and isocyanuric acid (acceptor; right).
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The biomimicry of the model lies in its resemblance with DNA base-pairing
as it self-assembles into a tile-like structure with two-dimensional hydrogen
bonds [11]. The geometry optimization of the complex is performed with the
ADF program [12] at the BLYP/TZP level of theory. We do not impose the
symmetry (C2v in this case); therefore even a small residual asymmetry at
the end of the geometry optimization will manifest itself in the molecular
orbitals. This can be seen in Figure 5.2 for the LUMO+2 that has no
amplitude on the lower right amine, while it does on the top right amine.
Figure 5.2: Localization of the frontier molecular orbitals at t = t(0). The
photoexcitation [HOMO]→[LUMO+2] and its energy are shown together with
the gradients for photoinduced charge transfer [LUMO+2]→[LUMO+1/LUMO].
The optimized geometry is then used to perform a spin-polarized single-
point LDA [13] density optimization on a real space grid with 52 Ry cutoff
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using the OCTOPUS suite [14-17]. The core electrons are described by
Troullier-Martins pseudopotentials in SIESTA format [18]. From the ob-
tained set of occupied and unoccupied states we prepare the system in a
single-particle excited state on the melamine, by depopulating the HOMO
and populating the LUMO+2 (Figure 5.2). We also calculated the ener-
gies the relevant orbitals using different exchange-correlation functionals,
including the Local-Density Approximation (LDA), a Generalized Gradient
Approximation (BLYP) and several hybrid functionals with varying amount
of Hartree-Fock exchange. We observe that the orbital energies involved in
the photoinduced electron transfer process do not change significantly with
respect to the Local-Density Approximation that is used to propagate the
excitonic (HOMO → LUMO+2) state in time. In Table 5.1 we also report
the oscillator strengths of the relevant excitations for the complex obtained
using linear-response TDDFT calculations.
BLYP B3LYP B1LYP MPW1PW CAM-B3LYP
Excitonic state (eV) 6.49 6.49 6.66 6.68 6.93
Oscillator strength 0.295 0.191 0.274 0.269 0.597
Charge Transfer state (eV) 3.57 4.79 5.11 5.14 6.45
Oscillator strength 0.001 0.002 0.002 0.002 0.007
Table 5.1: Linear-response TDDFT energies (eV) with different functionals.
We employ the BLYP and several hybrid functionals with varying amount
of Hartree-Fock exchange. We also include the results obtained with the
long-range corrected functional CAM-B3LYP that generally provides more
accurate charge transfer excitation energies. Moreover, we have performed
higher level ab initio calculations using the EOM-CCSD method with a
cc-pVDZ basis set for the donor molecule. All these additional test calcu-
lations have been performed using the Gaussian 09 package [19]. We verify
that across the range of functionals the excitonic state on the melamine
has the highest oscillator strength. This justifies the [HOMO]→[LUMO+2]
excitation as the most appropriate starting condition for the excited state
trajectories. For the excited state dynamics starting from the excitonic state,
we solve the time dependent Kohn-Sham equations using the OCTOPUS











|ϕi(r, t)|2 = ρ(r, t). (5.1)
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This is achieved by constructing the time-dependent orbitals ϕ(r, t) through





To approximate the evolution operator we use the Approximated Enforced
Time-Reversal Symmetry algorithm [17] and the exponential of the Hamil-
tonian is calculated by Taylor expansion. The nuclei are propagated clas-





= −∂EKS [ρ(r, t)]
∂RI
. (5.3)
Nonadiabatic transitions between orbitals are invoked by evaluating the
nonadiabatic coupling:
dij = 〈φi(r;R(t))|∇R|φj(r;R(t))〉 · dR/dt, (5.4)







cj(t)(εjδij − dij), (5.5)
To quantify the photoinduced electron transfer along the dynamics we mon-
itor the photoinduced spin density (PSD):








where ρ represents the density, α and β the respective spin species, N the
number of electrons and φi the Kohn-Sham molecular orbitals. Although
the total spin of the system is equal to 0, the spatial spin distribution
upon photoexcitation will show regions with an excess of α or β spin. By
partitioning the simulation box in two halves, one containing the electron
donor (melamine) and the other containing the electron acceptor (isocya-
nuric acid) we quantify the amount of PSD transferred through the hydrogen
bond network. Furthermore, the negative/depleted regions of the PSD give
the spatial localization of the photoinduced hole, whereas regions with an
increase in PSD correspond to the photoinduced electron transfer.
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5.3 Results and Discussion
To follow the photoinduced electron transfer through a hydrogen bond net-
work we prepare the melamine cyanurate complex in a singlet excited state
on the melamine. This represents a typical excitonic state where the elec-
tron and hole are both localized on the same moiety with no net charge
transfer.
Figure 5.3: Coherent photoinduced electron transfer (upper right panel) in
a DNA-base-pair-mimic held together by hydrogen bonds (See Movie 5.1).
The calculations were performed in real-time within the Ehrenfest formalism
starting from the localized photoinduced spin density in the upper left panel.
The photoinduced spin density after 50 fs (lower right panel) shows electron
transfer (blue) to the isocyanuric acid and an accumulation of the hole (red) on
the melamine. The fluctuations in the hydrogen bond network, illustrated by
the N-H bond (Å) in the lower left panel, indicate a coherent coupling between
proton displacements and electron transfer.
In terms of the photoinduced spin, we can compare the initial state of the
quantum-classical dynamics (Figure 5.3, top left) with the involved orbitals
(Figure 5.2) and verify that the depleted (red) density corresponds to the
HOMO and the increase (blue) corresponds to the LUMO+2. Starting from
the localized exciton state on the melamine the quantum-classical dynam-
58
5.3. RESULTS AND DISCUSSION
ics simulation shows charge transfer through the hydrogen bond network
with superimposed temporal oscillations with a period of approximately 10
fs (Figure 5.3, upper right panel). In wavenumbers this equals ∼ 3300
cm−1, which lies in the amine N-H stretching mode range suggesting a co-
herent coupling of the (nonadiabatic) electron transfer with nuclear motion
involving the hydrogen bond network. This is further illustrated by sim-
ply comparing the N-H bond dynamics (Figure 5.3, bottom left panel) with
the oscillatory electron transfer along the trajectory, both exhibiting the
same number of oscillations within the simulation time. The total charge
transferred in 50 fs amounts to ∼ 0.3 electron equivalent. The dynami-
cal snapshots in Appendix I show the photoinduced spin density along the
dynamics where this oscillatory behaviour in the charge transfer is evident.
Figure 5.4: Eigenvalues of the molecular orbitals, the dark blue line represents
the initially occupied excitonic LUMO+2, while the light blue lines represent
the populated charge transfer orbitals LUMO and LUMO+1.
Interestingly, in Figure 5.4 it can be seen that the energies of the
exciton (LUMO+2, dark blue line in Figure 5.4) and charge transfer
states (LUMO+1,LUMO, light blue lines in Figure 5.4) oscillate in
quasi-resonance once their difference matches the ∼ 3300 cm−1 energy
of the N-H stretching vibration. This happens after approximately 10 fs,
and is also the point where the charge transfer from the melamine donor
to the isocyanuric acid acceptor is initiated (Figure 5.3, upper right panel).
Therefore the coupling with the interfacial N-H stretching mode seems
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crucial for there to be any charge transfer. We verify this by fixing the
coordinates of the three interfacial N-H bonds and perform an identical
dynamical evolution starting in the excitonic state. In this case the energies
do not oscillate and do not cross as can be seen in Figure 5.5. Also, as
can be seen from the dynamical snapshots in Apppendix II no charge is
transferred from the melamine donor to the isocyanuric acid acceptor.
Figure 5.5: Eigenvalues of the molecular orbitals with the three interfacial
N-H bonds (depicted in black) fixed, the dark blue line represents the initially
occupied excitonic LUMO+2, while the light blue lines represent the charge
transfer orbitals LUMO and LUMO+1. No charge transfer is observed.
In photosynthesis, coherent charge and energy transfer has been observed
at ambient temperature in complex biological surroundings [3,4,8]. The near
unity quantum yield of photon-to-charge conversion in photosynthetic com-
plexes stems from such concerted nuclear motion of the chromophore and
a responsive protein matrix [2,22]. The responsiveness lies in the fact that
the matrix couples specific vibrations to the photoexcited chromophore that
facilitate efficient photoinduced charge separation [3-5,9,23]. Promoting
vibrations are also observed in enzyme catalysis [24] and proton displace-
ments play an important role in facilitating electron transfer and prevent-
ing charge recombination in photosynthetic charge separation [23]. The
coherent coupling between amine stretching vibrations and photoinduced
electron transfer in melamine cyanurate (Figure 5.3) illustrates how proton
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displacements control the charge transfer in a hydrogen bonded complex.
It has recently been shown - with similar TDDFT/LDA simulations - that
correlated, coherent motion of ions and electrons drives the first steps of
photoinduced electron transfer in an artificial reaction center [7]. We show
that even photoexcitation of a DNA base-pair mimic leads to such coherent
motion. Based on these results we conclude that such characteristic vibra-
tions involve the nuclear motion at the interface between donor and acceptor.
It is tempting to suggest that this oscillatory behaviour is common to pho-
toinduced charge transfer processes. A broader investigation on a range
of supramolecular complexes is needed to verify the generality and role of
this phenomenon. At the same time these coherences can be optimized to
increase the efficiency of photon-to-charge conversion in molecular devices.
Interestingly, our results show that when the vibration has an energy that
matches the energy difference between exciton and charge transfer states,
the charge transfer is initiated and the energies oscillate in quasi-resonance
(Figure 5.4).
5.4 Conclusions
We have presented Ehrenfest dynamics simulations describing in real-time
the electron transfer in melamine-cyanurate. The photoinduced ET dy-
namics in this DNA base-pair mimic shows an oscillatory behaviour that
is suggested to be a signature of the coupling between electronic states
and high frequency vibrational modes associated to hydrogen bonding in-
teractions. When the nuclear coordinates associated to the N-H stretching
modes are fixed no charge transfer occurs. We also observe that the transfer
is initiated when the energy of the vibration matches the energy difference
between exciton and charge transfer state. At this point, the energies are
found to oscillate in quasi-resonance.
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5.6 Appendix I
MOVIE 6.1: "Oscillatory Charge Transfer"
(Click below to see MOVIE)
Left top: Charge on the melamine. Right top: Charge on the cyanuric acid.




MOVIE 6.2: "Interfacial N-H bonds fixed: No Charge Transfer"
(Click below to see MOVIE)
Left top: Charge on the melamine. Right top: Charge on the cyanuric acid.
Bottom panel: Photoinduced spin density with interfacial N-H bonds fixed.
65
CHAPTER 5. PHOTOINDUCED COHERENT CHARGE TRANSFER
66
Chapter 6
Redox Levels and Potentials
6.0.1 ABSTRACT
So far, we have been concerned with the highly optimized photon-to-charge
conversion in photosynthetic bacterial reaction centers and a biomimetic
system. In plant photosystems photons are not only converted to charges,
the photogenerated holes are also utilized for water oxidation. The pho-
tosystem II reaction center performs photoinduced charge separation in a
similar protein-cofactor architecture as the bacterial reaction center. Yet
the mechanism is less understood and the oxidation potential of the primary
donor (P680+) is the highest known to biological systems. Only recently,
spectroscopic evidence for coherent charge separation processes have been
discovered. In this chapter we do not discuss the dynamics of coherent
charge transfer in photosystem II. Rather, we show how density functional
theory can be used to model large complexes the size of reaction centers
and provide a qualitatively correct picture of static redox levels, coupling
between chromophores and vertical charge transfer energies. Additionally,
we present evidence that the high oxidation potential of P680 implies a
very small dielectric constant of the local protein environment.
Parts of this chapter are to be submitted:
T. J. Eisenmayer, J. Marcelis, H. J. M. de Groot and F. Buda, 2014.
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6.1 Introduction
Photosystem II (PSII) is the complex that powers the biosphere. Not only
does it transform solar irradiation into charge separated states, it also cou-
ples this ultrafast process to the relatively slow catalytic cycle of water
oxidation, whilst operating at the highest known oxidation potential in bi-
ological systems. Only recently (2011) a highly accurate crystal structure
of PSII has been resolved [1]. The functioning of PSII has been studied
intensively [2-6]. A remarkable difference with the bacterial reaction center
(bRC), considered in the previous chapters, is its absorption spectrum [7].
Apart from the fact that the absorption maximum at 680 nm is shifted towards
the blue, the PSII absorption band is broad with little fine structure, mean-
ing that all cofactors absorb at approximately the same wavelength. This is
in stark contrast with bRCs where the different cofactor pairs (PLPM ,BABB
and HAHB) exhibit distinct absorption peaks. The electron transfer chain is
therefore more easily understood (P → B → H) [8]. In PSII, there may be
multiple charge separation pathways that only recently are being uncovered
[9,10], and the coherent mixing of charge transfer states into the delocal-
ized excitons due to long-living collective vibrations is recently suggested
to be the cause of its high efficiency [11,12,13]. In this Chapter we will not
discuss these features, but rather concentrate on the larger supramolecular
architecture of the reaction centers using static density functional theory
methods to assess the relative energies of frontier orbitals, to calculate
charge transfer integrals between cofactor pairs and to assess the energies
of the different charge transfer states. Additionally, we discuss the fact
that the PSII primary donor has an oxidation potential of ∼ 1.2 V [14-16]
enabling it to oxidize water, whereas the bRC operates at only 0.5 V [17].
For PSII, we analyze how the oxidation potential of the primary donor is
affected by geometrical distortion and by varying the dielectric constant of
the environment.
6.2 Models and Methods
The total photosystem II model is extracted from the latest X-ray crystal-
lographic data (PDB-entry 3ARC [1]) and comprises the 4 chlorophyll pig-
ments, 2 pheophytins and the 12 closest surrounding residues (653 atoms
in total, see Figure 6.1 and Appendix I for the full list). For this large
supramolecular complex we perform density functional theory calculations
using the ADF quantum chemical suite [18] at the BLYP/TZP level of the-
ory. The same computational setup is used for a model of bRC (PDB-entry
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1M3X) comprising also all the cofactors and the direct protein environment.
We also subdivide the total model into 5 smaller cofactor-pair models, in-
cluding interstitial and surrounding amino acids. We shall refer to these
models based on their constituent cofactors: PheoD1ChlD1, ChlD1PD1,
PD1PD2, PD2ChlD2 and ChlD2PheoD2.
Figure 6.1: Total model of PSII including 653 atoms, 6 cofactors and 12
residues.
From these models we calculate charge transfer integrals between adja-
cent cofactors with the method of Senthilkumar [19,20] as implemented
in ADF at the B3LYP/TZP level. Additionally, we compute the charge






















D2. These energies are calculated using the method of Wu
and van Voorhis [21,22] implemented in the CPMD suite [23], known as
constrained DFT (CDFT). Within this formalism the DFT energy is opti-
mized under a charge density constraint corresponding to a cofactor with
charge +1 and a cofactor with -1. We use the BLYP functional [24,25]
and a plane-wave basis set with an energy cutoff of 70 Ry and employ
dispersion-corrected atom-centered pseudopotentials (DCACP) [26,27]. Fi-
nally, we extract only the PD1 chlorophyll as a model for calculating the
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oxidation potential of the primary donor under different solvation condi-
tions as expressed by a range of dielectric constants (1 < ε < 80) within
the conductor-like screening model (COSMO) [28]. The oxidation poten-
tial is calculated by subtracting the energy at the B3LYP/TZP level in the
ground state closed-shell system from the energy of the cationic chlorophyll
(P+D1) under the same solvation conditions. This is compared with the bac-
teriochlorophyll (PL) of the Rhodobacter Sphaeroides reaction center and
with undistorted chlorophyll after geometry optimization with ADF at the
B3LYP/TZP level.
Figure 6.2: HOMO-, LUMO-levels and HOMO-LUMO gaps (vertical bars) for
the full model (∼ 650 atoms). In the bRC the smallest gap is at the special pair
and there is a moderate redox gradient for unidirectional electron transfer (red
arrows) while the LUMO on BB is higher in energy then P . For PSII, the gaps
are similar and there is a smaller gradient for unidirectional electron transfer.
It is suggested that there is a lower lying LUMO on the D2 branch at ChlD2.
6.3 Results and Discussion
The single-point density optimization of the total PSII model is evaluated
by first considering the localization of the frontier orbitals. We find that
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these orbitals are neatly localized on individual cofactors and we can thus
associate orbital energies with specific cofactors. This can be done for
the highest occupied (HOMO) and lowest unoccupied (LUMO) molecular
orbitals. We can then define a local energy gap for every cofactor that
is a crude approximation of the ’true’ site energy. Notwithstanding the
approximate nature of the absolute energies and energy gaps, we are
interested in a qualitative description of the electronic structure of the
entire complex. Figure 6.2 summarizes the energy gaps and frontier orbital
energies for the cofactors in PSII (right) and compares these with bRC
(left). It can be seen that the qualitative picture of the electronic structure
of bRC is correct. The special pair (P ) gap is smallest, the gaps of the two
accessory bacteriochlorophylls (B) on either side are expectedly larger
and of the same magnitude and the gaps of the bacteriopheophytins (H)
are even larger and also of the same magnitude. This corresponds to the
absorption spectrum of bRC [29], where the special pair peak is the most
red-shifted, followed by a peak consisting of BA,B and farthest to the
blue a peak corresponding to HA,B . Therefore, by using the generalized
gradient approximation (GGA, i.e. BLYP) for the exchange-correlation
energy within DFT one can qualitatively describe the electronic structure
of a protein-cofactor complex the size of the bRC (red arrows, Figure
6.2)and make an educated guess about the directionality of the charge
separation in the complex along the B-branch [8,29]. If we consider the PSII
orbital energies (Figure 6.2, right) and HOMO-LUMO gaps the picture is
different, yet qualitatively consistent with the PSII experimental absorption
spectrum showing only one broad peak that contains all cofactors [7].
Figure 6.3: TDDFT spectra (left : BLYP/TZP, right : B3LYP/TZP).
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With linear response TDDFT calculations on the 6 cofactor models (with
local protein environment included) we are able to reproduce this as
shown in Figure 6.3. Interestingly, the BLYP functional provides more
accurate site energies centered around 680 nm compared to the hybrid
B3LYP functional that overestimates the excitation energies. The narrow
range of site-energies in PSII is therefore reproduced and Figure 6.3
clearly illustrates the difference with the electronic structure of bRC.
What both reaction centers do have in common is the unidirectionality
of electron transfer, despite the twofold-symmetric architectures. Within
the orbital energies pictures discussed above a higher LUMO-energy at
BB is observed for bRC and a lower LUMO-energy at ChlD2 for PSII. In
this static picture these discontinuities in the redox gradients along the
inactive branches may be related to the directionality of electron transfer
steps. However, dynamic effects would need to be taken into account to
substantiate this.
While the orbital energy picture gives some insight into the possible elec-
tron transfer paths, also the electron coupling between different cofactors
will be considered for the static structure. In Figure 6.4, we show the charge
transfer integrals between adjacent cofactor pairs that are a measure for the
electronic coupling.
Figure 6.4: Charge transfer integrals between the cofactor LUMO’s (meV).
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The magnitude of the charge transfer integrals compares nicely with the
related heme-heme macrocycle electronic coupling found to be ∼ 10 meV
[30]. Our calculations show a strong coupling between the chlorophylls con-
stituting the special pair and weaker couplings with the accessory chloro-
phylls and pheophytins. By comparing the D1 and D2-branches it can be
seen that the coupling strength between the special pair and the accessory
ChlD2 is significantly lower than with its counterpart on the D1-branch.
The center-to-center distances between the special pair chlorophylls and
the accessory chlorophylls may contribute to this effect as the PD1−ChlD1
distance (10.38 Å) is 0.13 Å shorter than the PD2 −ChlD2 distance (10.51
Å) according to the latest crystal structure [1]. Another factor of influence
may be that the water (WaterD1) that coordinates to ChlD1 is hydrogen
bonded to a tryptophan (Thr179D1), whereas the water that coordinates
to ChlD2 has no surrounding residues in its proximity that it can form a
hydrogen bond with [1].
Figure 6.5: Vertical charge transfer energies from constrained DFT of nearest-
neighbour cofactor pairs in atomic units, calculated including the direct protein
environment. The internal charge transfer state in the special pair with the
electron on PD1 and the hole on PD2 is found to be the lowest in energy.
Where the charge separation in PSII is initiated has been much debated
as all site energies are very similar. The charge transfer energies in Figure
6.5 are calculated by constraining a positive charge on one cofactor and a
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negative charge on its nearest neighbour. In agreement with the minimum
HOMO-LUMO gap for PD2 that can be discerned from Figure 6.2, the
lowest accessible charge transfer state is found to be internal to the
special pair and has a hole on PD2 and an electron on PD1 (P+D1P
−
D2). A
proper comparison with the dominant charge separation mechanisms found
in ultrafast spectroscopic experiments [9,10,11] would however require
dynamic effects, as energy levels are so closely spaced.
How charge transfer states mix into excitonic states in PSII to produce
stable charge separated states with high yield is an area of current de-
bate, and likely involves a coherent coupling to vibrational modes [12,13] as
we have seen in the bRC. First-principles molecular dynamics simulations
as described in the previous chapters and in the following chapter could
contribute to a better mechanistic understanding of this process.
6.3.1 Oxidation Potential
The location of the cation, P+D1, formed after charge separation is well es-
tablished [3,31]. We extract the PD1 chlorophyll from the latest crystal
structure (PDB-entry: 3ARC) and calculate the energy difference between
the ground state closed-shell system and the cationic state P+D1 in vacuum.
We repeat this calculation adding a continuous solvent with increasing di-
electric constant, resulting in the blue curves in Figure 6.6. In the upper
panel we compare PSII with the P+L bacteriochlorophyll of bRC. There is
an intrinsic difference in oxidation potential between chlorophyll and bac-
teriochlorophyll of 0.16 eV [16] that is well reproduced. Interestingly, the
oxidation potential of P680+ (PSII) is experimentally found at ∼ 1.2 V [14-
16], which is a lot larger than P870+ (bRC) at ∼ 0.5 V [17] even when the
intrinsic difference in potential between bacteriochlorophyll and chlorophyll
is taken into account. Taking the curves in the upper panel of Figure 6.6
and relating them to these experimental values implies a very low dielectric
constant of ε ∼ 2 for the local environment of PD1 in PSII and a relatively
high dielectric constant of ε ∼ 10 for PL in bRC. We conclude that the
ability of PSII to oxidize water is related to the low dielectric constant of
the protein environment surrounding the primary donor in agreement with
an earlier DFT-study [32]. This is further substantiated by considering the
lower panel in Figure 6.6, where we plot the dependence on the dielectric
constant of optimized chlorophyll (light blue line), which does not differ sig-
nificantly from the results obtained from the distorted chlorophyll extracted
from the crystal structure (dark blue line). This suggests that the high oxi-
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dation potential is not so much due to geometric distortions induced by the
protein scaffolding. Rather, electrostatic effects are found to be important.
Figure 6.6: Oxidation potential estimated by subtracting the total DFT-energy
of the closed-shell system from the oxidized system at the B3LYP/TZP level of
theory in a continuous solvent model (COSMO) with varying dielectric constant.
The PSII chlorophyll PD1 (dark blue line) as extracted from the latest crystal
structure (PDB-entry: 3ARC) is compared with the bRC bacteriochlorophyll PL
(red line, PDB-entry 1M3X) and with optimized chlorophyll (light blue line).
6.4 Conclusions
We have used various DFT-based methods to assess site energies, elec-
tronic couplings, charge transfer energies and oxidation potentials in PSII
and have compared some of these results with the bRC. Overall we find a
good agreement with experiment and an insightful qualitative picture of the
PSII reaction center. The origin of the high oxidation potential of the PSII
primary donor P680+ is suggested to be the low local dielectric constant
(ε ∼ 2) of the protein matrix.
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6.6 Appendix I
List of residues comprising the total PSII model:
Cofactors:
PD1 (CLA 604), PD2 (CLA 605), ChlD1 (CLA 606), ChlD2 (CLA 607),
PheoD1 (PHO 608), PheoD2 (PHO 609).
Amino acids coordinated to cofactors:
HisD1 coordinated to PD1 (HIS 198), HisD2 coordinated to PD2 (HIS
197), WaterD1 coordinated to ChlD1 (HOH 1003), WaterD2 coordinated
to ChlD2 (HOH 1009), LeuD1 coordinated to PheoD1 (LEU 209), LeuD1
coordinated to PheoD1 (LEU 210).
Other residues:







Proton-coupled electron transfer is a fundamental processes in nature, most
noticeably in photosynthesis. Within the adiabatic molecular dynamics ap-
proach we present real-time evidence of proton-coupled electron transfer
upon oxidation of a benzimidazole-phenol redox relay. The decoupling of
spin and positive charge observed in this system may be an important motif
to mediate between the fast charge separation and slower water oxidation
catalysis in artificial photosynthesis.
Parts of this chapter were published in:
T. J. Eisenmayer and F. Buda, "Real-time Simulations of Photoinduced Coherent
Charge Transfer and Proton-Coupled Electron Transfer", ChemPhysChem, 2014.
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CHAPTER 7. PROTON-COUPLED ELECTRON TRANSFER
7.1 Introduction
Proton coupled electron transfer (PCET) is a fundamental process in many
biochemical reactions and molecular electronic device functions [1-3]. Also
in the oxygen evolving complex (OEC) of Photosystem II successive PCET
reaction steps are crucially important to overcome the thermodynamically
demanding water splitting reaction avoiding the accumulation of excess pos-
itive charge in the manganese cluster [4]. Moreover, in Photosystem II a
tyrosine-histidine pair mediates the electron transfer between the OEC and
the radical cation P680•+ and provides a kinetic intermediate between the
slow catalytic water oxidation steps and the fast photoinduced charge trans-
fer through an intermolecular PCET process (Figure 7.1) [5,6].
Figure 7.1: Redox mediation between the lightactive P680 pigments and the
oxygen evolving complex (OEC): A proton is transfered from TyrosineZ to the
imidazole ring of HistidineZ upon oxidation of the tyrosine.
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We present ab initio molecular dynamics simulations of the benzimidazole-
phenol redox relay recently included in an artificial triad for efficient charge
separation [6] and show real-time evidence of the PCET process induced
by oxidation of the benzimidazole-phenol that leads to the formation of the
stable phenoxyl radical.
7.2 Model and Methods
The real-time simulations of proton-coupled electron transfer were per-
formed on a single adiabatic potential energy surface. The model we study
is a benzimidazole-phenol (Figure 7.2) that mimics the tyrosine-histidine
pair in Photosystem II [6]. In analogy with natural photosynthesis the PCET
from the phenol to the benzimidazole can prevent charge recombination by
stabilizing the photoinduced hole. To simulate the PCET process in real-
time we use the Car-Parrinello method as implemented in the CPMD code
[7,8]. The total time of the trajectories is 5 ps with a time step of 0.1 fs. A
Nosé thermostat is used in all simulations to keep the temperature around
an average of 300 K. At this temperature we expect that quantum effects on
the proton dynamics are not dominant and that the classical description of
the nuclear motion is appropriate.
Figure 7.2: Proton-coupled electron transfer in benzimidazole-phenol upon
(photoinduced) oxidation.
The BLYP functional [9,10] is used for the exchange-correlation energy. The
Kohn-Sham orbitals are expanded in a plane-wave basis set with an energy
cutoff of 70 Ry. We employ dispersion-corrected atom-centered (DCACP)
pseudopotentials [11,12]. Starting from a partially optimized structure with
the proton on the phenol (Figure 7.3), we follow the dynamics of the proton
and the unpaired electron in real-time. The unpaired electron is tracked
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along the trajectories by monitoring the hole spin density (HSD):
HSD(r) = ρβ(r)− ρα(r) (7.1)
where ρ represents the density, and α,β the respective spin species. The
total integral over space of the HSD equals 1. By integrating the HSD
over different partitions of the simulation box we quantify the localization
of the unpaired electron. We perform CPMD simulations both in vacuum
and in the presence of an explicit water solvent.
7.3 Results and Discussion
In many natural processes and most noticeably in photosynthesis electron
transfer is often accompanied by a concerted proton motion that reduces
the probability of charge recombination. Moreover the tyrosine-histidine
redox mediator in Photosystem II becomes an extremely long lived neutral
radical after removing the hole from the special pair. As such it facilitates
the kinetically demanding water oxidation in the oxygen evolving complex
[5]. To simulate the proton-coupled electron transfer in the benzimidazole-
phenol mimic of this redox mediator, we perform ab initio molecular dynamics
simulations in the state after electron injection to an acceptor. In this
configuration the proton is still attached to the phenol oxygen. After 180 fs
of dynamical evolution we observe a first attempt of a proton transfer to the
imidazole nitrogen (Figure 7.3, upper left panel, 0.2 ps). This unsuccessful
approach is at the end of the first characteristic fluctuation of the hydrogen
bond. After another full period of this oscillation the proton is transferred
to the imidazole nitrogen (∼ 0.5 ps). The proton remains stable in this
configuration during the entire simulation (5 ps) even though we still observe
hydrogen bond dynamics that moves the proton close (1.3 Å) to the phenoxyl
oxygen radical (see upper left panel ∼ 0.8 ps). Initially the hole spin
density is delocalized over the entire complex (Figure 7.3, lower left). After
the proton transfer (0.6 ps) the spin density localizes on the phenol with
a modified nodal structure forming a phenoxyl neutral radical (Figure 7.3,
upper right). The integrated spin density on the phenol ring in the lower
right panel of Figure 7.3 quantifies the spin transfer along the dynamics.
Clearly, the spin density rearranges in a concerted fashion with the proton
dynamics (Figure 7.3 upper left) and approaches unity as the proton is
transferred to the imidazole nitrogen.
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Figure 7.3: Real-time simulation of proton-coupled electron transfer in a mimic
of the tyrosine-histidine pair in PSII (See Movie 7.1 in Appendix I). We start the
ab initio molecular dynamics in the configuration of the benzimidazole-phenol
immediately after oxidation. The upper left panel tracks the distance of the
proton with respect to the phenol (O) and imidazole (N). We observe the proton
transfer after ∼ 0.5 ps. The hole spin density (orange) almost entirely localizes
on the phenol as the proton is transferred under formation of a phenoxyl neutral
radical (upper right panel). The symmetry of the unpaired electron changes with
a modified nodal structure (compare lower left and upper right panels). When
integrating the spin (errata: NOT charge as on y-axes) on the phenol as the
simulation proceeds (lower right panel) the spin density on the phenol follows
the proton motion and approximates unity after the proton transfer.
To investigate the possibility of a solvent mediated proton transfer in
benzimidazole-phenol we perform ab initio molecular dynamics with an ex-
plicit water solvation shell and periodic boundary conditions. We start from
the same initial conditions of the redox mediator as in the vacuum sim-
ulations and evolve the system starting with the proton attached to the
phenolic oxygen. The proton transfer occurs on a significantly longer time
scale with the inclusion of an explicit solvent (see Figure 7.4). Moreover
the thermal fluctuations of the intramolecular hydrogen bond are damped
by the formation of hydrogen bonds with the solvent. As we established in
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the simulation for the isolated system, the fluctuations of the intermolecular
hydrogen bond are crucial in facilitating the proton transfer. The reduced
amplitude of these fluctuations in the presence of the solvent decreases the
probability for the proton to be transferred to the imidazole. Water-assisted
proton transfer through the temporary formation of a hydronium ion is not
observed. In terms of hole spin density the symmetry before and after pro-
ton transfer changes in the same fashion as in vacuum. The nodal structure
is modified and the localization is now almost entirely on the phenol that
becomes a neutral phenoxyl radical (Figure 7.4, bottom panels).
Figure 7.4: Proton-coupled electron transfer simulation with explicit water
solvent. We find almost an order of magnitude slower proton transfer with respect
to the simulations in vacuum (upper panel), which we attribute to hydrogen
bonding between the proton and the solvent. The delocalized hole spin density
before proton transfer (lower left panel) localizes on the phenol after proton
transfer (lower right panel) and a phenoxyl neutral radical is formed.
Small fractions of spin density are also observed on water molecules further
indicating the hydrogen bonding interaction with the solvent. We observe
that the out-of-plane motion between the imidazole and phenol moieties
is limited to a range of a few degrees (+5, -5) due to the presence of an
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intramolecular hydrogen bond, consistently with experimental findings. [6]
We find that the fluctuations in this dihedral angle are coupled to the proton
transfer since they are associated with fluctuations in the distance between
the proton donor and proton acceptor.
Figure 7.5: Artificial photosynthetic assembly consisting of a fullerene accep-
tor, a naphthalene diimide antenna and a benzimidazole-phenol electron donor.
The latter will prevent charge recombination by filling the hole on the antenna
that is formed after photoinduced charge transfer to the acceptor. Once oxi-
dized, the donor will transfer a proton from the phenolic moiety to the imidazole
through a proton-coupled electron transfer step. Depicted are the photoinduced
spin densities (blue=electron, red=hole) after short TDDFT trajectories in the
excitonic state (1), the intermediate charge transfer state (2) and the fully charge
separated state (3) where the proton has been transferred to the imidazole.
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7.3.1 Artificial Reaction Center
The concept and realization of an artificial reaction center for stable
photoinduced charge separation based on properly chosen molecular
building blocks has been developed for many years [13]. It is generally
accepted that such supramolecular complexes should comprise at least
three components (triad) with a light sensitive antenna molecule coupled to
a donor and an acceptor to reach a charge separated state that lives long
enough to support the kinetically demanding redox catalytic steps. One
of the most studied triads in the literature is the carotenoid-porphyrin-
fullerene complex [14] where ultrafast charge transfer dynamics have been
observed with femtosecond spectroscopy [15]. Following a similar strategy
as in Reference [13], we explore a triad including a fullerene acceptor, a
naphthalene diimide (NDI) antenna and the benzimidazole-phenol (BiP)
moiety discussed in the previous section as electron donor (see Figure
7.5). The NDI antenna is very versatile since it can be functionalized
with different groups to adjust its optical and electronic properties [16,17].
This allows to control the molecular absorption range and to adapt the
molecular redox properties to specific interface requirements. The BiP
relay module is included in the triad to stabilize the charge separated
state through the formation of the phenoxyl radical. We have verified that
this radical state is accessible in the triad upon charge separation (see
Figure 7.5, top). We are planning to perform long real time Ehrenfest
dynamics simulations of the triad starting from the excitonic state to follow
the full electron/hole transfer and the PCET step. These simulations
should allow also to establish whether coherent motion might play a role
in this supramolecular complex similarly to what has been observed in the
carotenoid-porphyrin-C60 complex [15] and in Chapter 5 of this thesis [18].
7.4 Conclusions
We have presented ab-initio molecular dynamics simulations describing in
real-time the proton-coupled electron transfer process in benzimidazole-
phenol. The dynamics in this mimic of the tyrosine-histidine pair in PSII
shows the proton transfer from the phenolic oxygen to the imidazole nitrogen
upon oxidation. The proton dynamics is strongly coupled to the hole spin
density that localizes on the phenol leading to the formation of the stable
phenoxyl radical. Incorporating the decoupling of spin and charge in an
artificial device has the potential to bridge the timescales between the fast
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The special pair in bacterial photosynthesis, where excitons evolve into
charge transfer states at near unity efficiency, has been modeled using
first-principles molecular dynamics to elucidate the relationship between
nuclear motion and electronic structure. The frontier molecular orbitals are
found to dynamically localize over the two halves of the special pair dimer
induced by specific vibrational modes. One specific vibration is predicted to
couple to the excitation involving a histidine coordinated to one half of the
pair (PM ) closest to the primary acceptor. Full charge separation is most
likely effectuated by proton displacements in the hydrogen bond network
surrounding an interstitial water between primary donor and acceptor.
A coherent coupling between nuclear motion and charge transfer is also
observed in a biomimetic system with the donor and acceptor moieties held
together by hydrogen bonds. In this system the oscillatory photoinduced
charge transfer starting from an excitonic state is simulated in real-time
within a time-dependent Kohn-Sham formulation of Ehrenfest dynamics.
High frequency N-H bond stretching is found to have the same oscillatory
period as observed in the charge transfer from donor to acceptor. Further-
more, the energies of the excitonic and charge transfer states oscillate in
quasi-resonance once the energy difference between the states matches
the energy contained in the vibrational mode and it appears that only
when this criterium is met the charge transfer is initiated.
Static density functional theory calculations on a large model of Photo-
system II are found to provide an insightful picture of redox levels. The
high oxidation potential observed for the reaction center is postulated to
emanate from the low dielectric constant of the local protein environment
around the special pair chlorophyll PD1.
CHAPTER 8. CONCLUSIONS AND OUTLOOK
Finally, a promising system to bridge timescales between photoinduced
charge separation and water oxidation catalysis that mimics photosynthetic
redox mediation was considered. The proton-coupled electron transfer step
that decouples spin and charge in this system upon oxidation was simulated
in real-time illustrating a periodic collective motion of the molecule that
facilitates the transfer of the proton.
8.2 Outlook
In much of chemistry the motion of the nuclei does not change the quantum
mechanical state of the system. This is true for reactant and product states
in chemical reactions that are characterized by two different probability
densities pertaining to different regions of conformational space of a
single quantum mechanical ground state. Then the adiabatic or Born-
Oppenheimer approximation holds [1]. Nevertheless, nuclear motion is
required to move between the different regions of conformational space. This
motion, the so-called reaction coordinate, is often unknown and unspecified.
Starting in the metastable reactant state the nuclear motion to overcome
the potential energy barrier and move into the product state is thought
to be random or thermal, with temperature being the decisive parameter.
However, a potential energy barrier is not a preordained quantity, it cru-
cially depends on the nature of the nuclear motion or reaction coordinate
that is chosen by the system to evolve the reactant into the product state.
In this respect, there are several interesting developments suggesting
that specific nuclear vibrational modes may be used by enzymes to lower
reaction barriers ([2]) or that nuclear motion plays a role in promoting
catalytic product formation on surfaces [3]. In this thesis in Chapter 7
it was seen that proton transfer on a single adiabatic potential energy
surface was effectuated after several periods of a collective nuclear motion
of the molecule in vacuo. The collective nuclear motion in the explicitly
solvated simulation was less pronounced and the transfer was almost an
order of magnitude slower. It will be interesting to further examine how
one can lower the potential energy barrier for chemical product formation
through specific periodic motion of the nuclei.
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The crucial point in this thesis and the most interesting research direction
to pursue is beyond the adiabatic approximation, when multiple quantum
mechanical states are non-negligibly coupled. This is the nonadiabatic
realm that needs to be explored in order to meet with the societal demand
for energy from non-depletable resources.
Consider a two-level system consisting of an excitonic and a charge transfer
state coupled through periodic nuclear motion in Dirac’s representation of
Quantum Mechanics. Such two-level systems subject to an external time-
dependent perturbation describe, for example, NMR and laser-induced
Rabi oscillations. In Chapter 5 it was found that the energies of the
exciton and charge transfer states oscillate in quasi-resonance during the
photoinduced charge transfer, while in the frameworks of NMR and Rabi
the energies of the states are constant. A smart strategy to deal with
this is needed that may involve choosing a reference frame that rotates
with the oscillatory perturbation. If the perturbation may be described
by a sinusoidal function it can be decomposed into complex exponentials.
Further simplification may be achieved if one of these terms cancels with
a possible physical interpretation that the electronic system follows the
nuclear motion only in a single direction in the complex plane.
An interesting computational development is the efficient implementation
of time-dependent Kohn-Sham in the OCTOPUS quantum-chemical suite
allowing real-time simulations of excited supramolecular complexes [4]. The
Ehrenfest method for coupling the electronic quantum system and the clas-
sical nuclear motion seems to correctly predict the coherent nuclear motion
that couples to photoinduced charge separation [5,6]. However, the method
has limitations as the system will not fully collapse onto a pure eigenstate
of the Hamiltonian and in the limit of long timescales no proper thermal
equilibrium is reached [7,8]. Therefore, a firm theoretical foundation - pos-
sibly following Scully [9] - is needed to guide numerical simulations and
experiments towards efficient systems for solar energy transduction.
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The motivation for this work is the Energy Conundrum depicted below. Sim-
ply stated, all energy on earth comes from the sun and is emitted through
radiation.1 This energy is used to power both the economy and all living
organisms, collectively referred to as the biosphere. The light-to-electricity
conversion is the crucial step in the energy transduction and is performed by
photosynthesis. The time it takes between the emission of solar radiation
and the utilization of the energy in the economy is approximately a hundred
million years. In the biosphere the same is achieved within a single year.
1Nuclear energy excluded.
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Coincidentally, the energy conundrum started taking shape at the same
time (A.D.±1900) as the fundamental physical description of light and
matter that is the theory of Quantum Mechanics. The prefix quantum
was added to Newton’s theory of mechanics to represent the fact that
light and matter consist of specific quantum states that do not form a
classical continuum. Oddly, a quantum system can be in multiple states
simultaneously called a superposition. Sunlight consists of quantum
mechanical packets of energy, photons. These can only be absorbed
when their energy matches the energy difference between two quan-
tum mechanical states of matter. Considering the building blocks of
matter, positive nuclei and negative electrons, the higher energy state
of matter that is populated by the absorption of a photon is a positive
nucleus surrounded by a high energy electron collectively called an exciton.
The exciton is of no practical use for generating electricity. Left alone, this
higher energy state will lose its energy and decay back to the original state
through the emission of a photon. The challenge is to populate a different
quantum mechanical state where the high energy electron is spatially
separated from the positive nucleus, a so-called charge transfer state.2
As nuclei are much heavier then electrons their movements are usually
disregarded during the separation of charges. The crucial point in this
thesis is that nuclear movements need to be accounted for as they drive the
transitions between quantum states and ultimately determine the efficiency
of solar energy transduction. Nuclear motion is said to be coherent when
it induces a superposition of quantum states. In photosynthesis, evolution
has optimized solar energy transduction by developing complex molecular
structures that preserve coherence and allow single nuclear vibrations to
drive the highly efficient separation of charges (Chapters 3 and 4). The
condition for nuclear motion to coherently drive one state into another is
called resonance and involves a matching of the energy contained in the
vibration and the energy difference between the states. When satisfied, the
energies of the states cross with the frequency of the coherent vibration
and the initial state is gradually transformed into the final state (Chapter 5).
In summary, quantum technologies for solar energy transduction beyond the
classical efficiency limit are possible (Chapter 8, Outlook). Left unpatented,
such technologies can raise living standards and promote equality.
2Once this challenge is met an electric current can be generated from the negative to
the positive regions. The economy can be imagined as a resistance in this electrical circuit
and its energy demands can be directly supplied from the sun.
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Samenvatting
De aanleiding voor dit werk is het energievraagstuk dat hieronder
schematisch is weergegeven. De zon voorziet de economie en alle levenden
organismen genaamd biosfeer van energie uit licht.1 De omzetting van
zonlicht naar electrische potentiaal is de cruciale conversiestap in dit proces
en wordt uitgevoerd door de fotosynthese. Honderd miljoen jaar nadat
straling de zon heeft verlaten wordt het in de economie gebruikt als nuttige
arbeid. De biosfeer bewerkstelligt hetzelfde in één jaar.
1Kernenergie daargelaten
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Het tijdsgewricht waarbinnen dit energievraagstuk vorm begon te krijgen
(A.D.±1900) is ook de periode dat de eerste ontdekkingen werden gedaan
op het gebied van de fundamentele fysische theorie die licht en materie
beschrijft, de Quantummechanica. De toevoeging quantum aan de klassieke
Newtoniaanse mechanica duidt op het feit dat zowel licht als materie zijn
opgebouwd uit quantumtoestanden die geen klassiek continuüm beslaan.
Vreemd genoeg kan een quantumsysteem zich tegelijkertijd in verschillende
toestanden bevinden genaamd een superpositie. Zonlicht is opgebouwd
uit energiepakketjes, fotonen, die alleen geabsorbeerd worden wanneer
het verschil in energie tussen twee quantumtoestanden van materie exact
overeenkomt met de energie van het foton. Gegeven dat materie bestaat uit
positieve kernen en negatieve electronen kan de resulterende toestand, het
zogenaamde exciton, worden gezien als een positieve kern met daaromheen
een negatief electron in een hogere energietoestand.
Een dergelijk exciton kan niet worden gebruikt om een electrische
stroom te genereren. Het negatieve electron en de positieve kern zijn
zodanig sterk aan elkaar gekoppeld dat het exciton snel terugvalt naar
de initiële toestand door een lichtfoton te emitteren. De uitdaging ligt
in het transformeren van het exciton naar een nieuwe quantumtoestand
waarbij het electron ruimtelijk is gescheiden van de positieve kern, een
zogenaamde ladingsgescheiden toestand.2 Omdat kernen veel zwaarder
zijn dan electronen wordt hun beweging in de regel buiten beschouwing
gelaten. De fundamentele stellingname in dit proefschrift is dat de
beweging van de kernen de efficiëntie van zonne-energie-transductie
bepaalt. Kernbewegingen worden coherent genoemd wanneer zij een
superpositie van quantumtoestanden induceren. De fotosynthese gebruikt
specifieke kernbewegingen om zonlicht efficiënt om te zetten in bruikbare
energie (Hoofdstukken 3 en 4). De voorwaarden voor dergelijke kernbe-
wegingen om een superpositie te induceren is resonantie, de kernbeweging
moet een energie bezitten die gelijk is aan het energieverschil tussen
de twee quantumtoestanden. Indien aan deze voorwaarde wordt voldaan
kruisen de energieën van de twee toestanden elkaar periodiek waardoor de
begintoestand gelijdelijk in de eindtoestand wordt omgezet (Hoofdstuk 5).
Samenvattend, er zijn quantumtechnologiën mogelijk voorbij de bestaande
grenzen voor de efficiëntie van zonne-energie. Zulke technologieën kunnen
bijdragen aan een brede toegankelijkheid van betaalbare energie.
2Deze toestand kan gebruikt worden om een electrisch circuit aan te leggen om de
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