





理論)の分野における実数R上の線形システムと類似した FAの状態空間モデルが B(= f0; 1g)
上で構成でき, 可到達性・可観測性といった線形システムに対する概念が FAに導入できる。こ
の表現に基づいて論文 [1]では現代制御理論で良く知られる Silverman のアルゴリズムを用い







である. このような動的システムに対して, 動的システム論 (現代制御理論) の分野で
は実数 R 上のシステムに対しての状態空間モデルによる表現と解析が確立している.
これに対しオートマトン理論では, FA は状態推移を定義する表, 図, および関数等
による取り扱いが行なわれているのみであり, 動的システムとしての状態空間モデル
表現やアプローチは存在していない.
しかし, 状態と記号を B (= f0; 1g) 上でベクトル化し, 状態推移関数, 受理および
初期状態をシステム行列 (fAkg; c;x0) でパラメータ化することにより, FA はブール
半環 B (= (B;+; ¢)) 上の双線形離散時間動的システムとして定式化でき, 状態空間
モデルが得られ, その結果, R 上の線形システムと同様に, FA の状態空間モデル表現
に対し, 可到達性, 可観測性, 正準分解といった諸概念が定義でき, B 上の状態空間モ
デルにおいても実現理論が展開できる.
動的システムの入出力データから状態空間モデルのシステムパラメータを求める実
現理論は Kalman[2]によって始められ, R 上の線形システムにおける可到達性, 可観
測性と最小次元のシステムを求める最小実現との関係が明らかにされた. 現在, 最小
実現を行なう種々のアルゴリズムが存在するが, それらは R 上のモデルに対する理論
であるため B 上のモデルである FA に用いる場合には何らかの拡張を行なう必要が
ある.
論文 [1]では最小次元のシステムのシステムパラメータが直接に解として得られる
Silvermanの実現理論 [2, 4] による決定性 FA (DFA) の最小実現のアルゴリズムを導
出した。













x(2 Bn) は状態, y(2 B) は出力, uk(2 B) , Ak(2 Bn£n) は記号 ak (2 § : 記号集
合) の入力とそれによる状態推移, c(2 Bn) は出力ベクトルを表す. 初期状態を x0 と
し, x(0) = x0 である. 出力は y(t) = 1=0 となり, それぞれ受理/非受理を表す. なお,
式 (1) に対する FA のパラメータ表現を (fAkg; c;x0) (k = 1; ¢ ¢ ¢ ;m) と表す.
2.2 可到達性および可観測性
入力記号列 w = akt¡1akt¡2 ¢ ¢ ¢ ak0 (2 §¤) を FA に入力するとき, 右の文字から入
力されるものとし, w に対応する状態推移行列 A(w) を次のように定義する.
A(w) = Akt¡1Akt¡2 ¢ ¢ ¢Ak1Ak0 (2)
ただし, akt (2 §) は時刻 t における入力記号, Akt (2 fA1; ¢ ¢ ¢ ; Amg) は akt に対応
する状態推移行列である.
次の行列 Rn;1 を可到達行列という.
Rn;1 = [ x0; A1x0; ¢ ¢ ¢ ; Amx0; A1A1x0;
¢ ¢ ¢ ; AmA1x0; ¢ ¢ ¢ ; A(w)x0; ¢ ¢ ¢] (w 2 §¤) (3)
この Rn;1 の i 行目は状態 qi に対応し, i 行目が零行ベクトルのとき, qi は不可到達









1CCCCA (w 2 §¤) (4)
を可観測行列という. この可観測行列の i 列目は状態 qi に対応し i 列目が零列ベク
トルであるとき, qi は不可観測であるといい, その状態から受理状態へ推移する入力
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記号列は存在しない. また同じ列が存在する時, それらに対応する状態は出力側から
見て等価な状態であり, 識別不可能と呼ぶ. また O1;n に零列ベクトルが存在しない
とき (fAkg; c)は完全可観測であるという.
2.3 特性応答とハンケル行列
初期状態が x0 で入力記号列が w のとき, 状態空間モデル (1) の一般解は次のよう
に書ける.
x(t) = A(w)x0 ; y(t) = ctA(w)x0 (5)
次に状態空間モデル (1) の入出力関係を表す特性応答を次のように定義する.
fh("); h(a1); ¢ ¢ ¢ ; h(w); ¢ ¢ ¢g (8w 2 §¤) (6)
ここで " は空記号列とし, A(") は n 次単位行列とする. h(w) は入力記号列が w の
ときの FA の出力 (応答) であり, 次式のように書ける.
h(w) = ctA(w)x0 (7)
この h(w) を用いて, ハンケル行列と呼ばれる無限行列H1;1 を次のように構成する.
H1;1 =
0BBB@
" ¢ ¢ ¢ v ¢ ¢ ¢










ここで r (2 §¤) は行ラベル, v (2 §¤) は列ラベルであり, いずれも辞書順に並べら
れる.
ハンケル行列 H1;1 は可観測行列 O1;n と可到達行列 Rn;1 の積に分解できる.
H1;1 = O1;nRn;1 (9)
ある DFA が完全可到達かつ完全可観測で全状態が識別可能 (完全可識別)であると
き, すなわち, Rn;1 に n 個の単位ベクトルがすべて存在し, O1;n の n 本の列ベクト
ルが全て非零で互いに異なるとき, その DFAの状態空間モデルは最小次元になって
いる. このとき H1;1 はその列ベクトルが O1;n の n 個の異なる非零列ベクトルと
零ベクトルだけからなっている. よって,あるハンケル行列が得られたとき, その列ベ





要である. しかし FA のハンケル行列は減算の定義されていない半環B 上の行列で
あり実数 R 上のランクの定義を用いることができない. そこでハンケル行列の異な
る非零列ベクトルの数が最小実現される DFA の状態数であるということから, 異な
る非零列ベクトルの数をハンケル行列のランクとし rankD で表す. さらにハンケル
行列の異なる非零行ベクトルの数を行ランクと呼び, rankrow で表す.
最小実現アルゴリズム
1. ハンケル行列のランクを rankDH1;1, rankDH2;2, ¢ ¢ ¢ と順に求め,
rankDHc;c = rankDHc+1;c+1 = ¢ ¢ ¢ = n (10)
となる最小の c を求める. n はハンケル行列の列ランクであり最小実現される
DFA の状態数となる. 次に
rankrowHr;c = rankrowHr+1;c = ¢ ¢ ¢ = n (11)
を満たす最小の r を求める. ただし, 行ランクがランクに満たない場合は r が
求められず、本アルゴリズムの適用はできない.
2. 部分ハンケル行列 Hr;c を構成する.
3. Hr;c から異なる非零列ベクトルを左から順に抜き出し Pr;n を構成する.
4. H(k)r;c を Hr;c の ri 行 cj 列の値を入力記号列 riakcj に対する出力とした行列と
し, この H(k)r;c から Pr;n に対応する列を抜き出し P (k)r;n を構成する.
5. Pr;n から異なる行を抜き出し Pn;n を構成する.
6. P (k)r;n から Pn;n に対応する行を抜き出し P
(k)
n;n を構成する.






ct = ( 1 0 ¢ ¢ ¢ 0 )Pr;n (13)
x0 = ( 1 0 ¢ ¢ ¢ 0 )t (14)







FAのシステム行列 (fAkg; c;x0) を R 上の行列とするモデルを実数有限オートマ




1 (® ¸ µ)
0 (® < µ)
(µ はしきい値) (15)
を導入し, y(t) = g(cTx(t))とする.
4.2 RFAの最小実現
FAの状態空間モデルをR上に拡張することで, Silverman のアルゴリズムをB上
















0B@ 0 ¡1 11 1 0
0 1 0
1CA ; eAb =
0B@ 0 1 00 0 0
1 0 1
1CA (16)







最小 DFA M の状態数 n と, Silvermanアルゴリズムにより得られた最小 RFA fM
の状態数 en には次の関係が存在する.
n ¸ en (19)
これは n がハンケル行列の非零の互いに異なる列数, enがハンケル行列の R 上の
ランクであることから明らかである. つまり, RFAを導入することによって, より少
ない次数での FAの構成が可能となる. 上述の例でも 4状態の最小 DFAが 3状態の
最小 RFAとして実現されている。また, FA のハンケル行列は B 上の行列であるこ
とから, FA fM は実際には有理数上のシステムパラメータを持つ FA(QFA)となる.
5 むすび
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Minimal Realization for Real Finite Automata using
Silverman's Algorithm
Koji WATANABE
Regarding ¯nite automata (FAs) as discrete time dynamical systems, they can
be represented as state space models over B(= f0; 1g) similar to the representa-
tion method of linear systems over the real numbers (R) in the ¯eld of dynamical
systems and controls. Based on this representation, we ¯rst propose a minimal
realization method for deterministic FAs using Silverman's algorithm which is well-
known method in the ¯eld of dynamical systems and controls. Since state space
models of FAs are bilinear over B, and Silverman's algorithm is, on the other hand,
one for linear system over R, we add some extensions to their algorithm. We next
extend state space models of FAs to those over R, and call them real ¯nite automata.
We then apply Silverman's algorithm to them.
real ¯nite automata, state space model, Silverman's algorithm
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