Conventional methods for object detection usually requires substantial amount of training data and to prepare such high quality training data is labor intensive. In this paper, we propose few-shot object detection which aims to detect objects of unseen class with a few training examples. Central to our method is the Attention-RPN and the multi-relation module which fully exploit the similarity between the few shot training examples and the test set to detect novel objects while suppressing the false detection in background. To train our network, we have prepared a new dataset which contains 1000 categories of varies objects with high quality annotations. To the best of our knowledge, this is also the first dataset specifically designed for few shot object detection. Once our network is trained, we can apply object detection for unseen classes without further training or fine tuning. This is also the major advantage of few shot object detection. Our method is general, and has a wide range of applications. We demonstrate the effectiveness of our method quantitatively and qualitatively on different datasets. The dataset link is: https://github.com/fanq15/Few-Shot-Object-DetectionDataset.
Introduction
Object detection has wide range of applications. Existing object detection methods usually rely heavily on a huge amount of annotated data and a long training time. They are also hard to be extended to unseen objects that were not annotated in training data. In contrast, human vision system is excellent at recognizing new objects even with a little supervision. This inspires us to develop a few-shot object detection algorithm.
Few-Shot learning is challenging due to the large object variance of illumination, shape, texture etc., in the real world. In recent years, it has achieved great progresses [1, 2, 3, 4, 5, 6, 7, 8] . These methods, however, all * equal contribution Figure 1 . Explanation of our approach. Given different objects as supports, our approach can detect all objects with same categories in the given query image.
focus on image classification, and the few-shot object detection is rarely exploited. This is because transferring the experiences from few-shot classification to few-shot object detection is a non-trivial task. Object detection from few shots usually confronts one crucial problem, that is how to localize an unseen object in a cluttered background, namely a generalization problem of object localization from a few training examples of novel categories. It happens that the potential bounding boxes would perfectly miss the unseen objects or have many false detection on background. This could be due to the improper low scores of good bounding boxes in a region proposal network (RPN), which makes an novel object hard to be detected. This problem makes the few-shot object detection intrinsically different from the few-shot classification.
In this work, we aim to solve the problem of few-shot object detection. Given a few support set images of target object, our goal is to detect all foreground objects in the test set that belong to the target object category, as shown in Fig. 1 . To this aim, we make two major contributions. First, we propose a general few-shot detection model that can be applied to detect novel objects without re-training and fine tuning. Our method fully exploits the matching relationship between object pairs in a siamese network at multiple network stages. Experiments show that our model can benefit from the attention module at an early stage which enhances the proposal quality, and from the multi-relation module at a late stage that suppresses and filter out false detection on confusing backgrounds. Second, to train the model, we build a large well-annotated dataset with 1000 categories and a few examples for each category. This dataset promotes the general learning of object detection. Our method achieves much better performance by utilizing this dataset than a benchmark dataset of larger scale, e.g. COCO [9] . To the best of our knowledge, we give the first attempt to construct a few-shot object detection dataset with such many classes.
In summary, we proposed a novel model for few-shot object detection with a carefully designed attention module on RPN and detector. Contributing to the matching strategy [10] , our model takes an important attribute that its training stage is exactly the same as its testing stage. This essentially enables our model to online test on objects of novel categories, which requires no pre-training or further network adaptation.
Related Works
General Object Detection. Object detection is a classical problem in computer vision. In early years, object detection was usually formulated as a sliding window classification problem using handcrafted features [11, 12, 13] . With the rise of deep learning [14] , CNN-based methods become the dominant object detection solution. Most of the methods can be further divided into two general approaches: proposal-free detectors and proposal-based detectors. The first line of works follow a one-stage training strategy and do not generate proposal boxes explicitly [15, 16, 17, 18, 19] . On the other hand, the second line, pioneered by R-CNN [20] , would first extract classagnostic region proposals of the potential objects in an image, these boxes are then further refined and classified to different categories by a specific module [21, 22, 23, 24] . This strategy can filter out the majority of negative locations by PRN module and facilitates the sequential detector. For this sake, the RPN-based methods usually perform better than the proposal-free ones and lead state-of-the-art [24] of detection task. The methods mentioned above, however, work in an intensive supervision manner and are hard to expand to novel categories with only several examples. This fact arises the research interest in few-shot learning.
Few-shot learning. Few-shot learning, as a classic problem [25] , is challenging for traditional machine learning algorithms to learn from just a few training examples. Earlier works attempt to learn a general prior [26, 27, 28, 29, 30] , like hand-designed strokes or parts, that can share across categories. Some other works [31, 32, 1, 33] focus on metric learning which aimed at manually designing the distance formulation among different categories. Recently, a trend is to design a general agent/strategy that can guide the supervised learning within each task, by accumulating knowledge it gains the network an attribute to capture the structure varies across different tasks, this kind of research direction is named meta-learning in general [10, 5, 34, 2, 35] . In this area, [10] proposed a siamese network that consists of twin networks sharing weights, where each network is fed a supported image and a query individually. The distance between the query and its support is naturally learned by a logistic regression. This matching strategy intrinsically captures the varies between support and query despite their categories. In the envelope of the matching framework, following works [4, 36, 8, 37, 3, 6] focus on enhancing the feature embedding, where one direction is to build memory modules to capture global contexts among the supports. Some works [38, 39] exploit local descriptor to reap additional knowledge from the limited data. [40, 41] introduce Graph Neural Network (GNN) to model the relationship between different categories. [42] traverses across the entire support set and identifies task-relevant features to make metric learning in high-dimensional space more effective. There are also other works, such as [2, 43] , which dedicates on learning a general agent to guide the parameter optimization.
Until now, few-shot learning has achieved much very progress. It, however, mostly focus on the classification task, rarely on other computer vision tasks, such as semantic segmentation [44, 45, 46] , human motion prediction [47] and object detection [48] . As mentioned before, few-shot object detection is a task intrinsically different from the general few-shot learning on classification. [49] harnesses unlabeled data and optimizes multiple modules alternatively on images without box. It may be misled by incorrect detection in the weak supervision and requires re-training for a new category and it is out of our scope. LSTD [48] proposed a novel few-shot object detection framework that can transfer knowledge from one large dataset to another small one, by minimizing the gap of classifying posterior probability between the source domain and the target domain. This method, however, strongly depends on source domain and hard to extend to a scenario very different from it.
Our work is mainly motivated by the research line pioneered by the matching network [10] . We proposed a general few-shot object detection deep network that learn the matching on image pairs based on the Faster R-CNN framework, which is equipped with our muti-scale and shaped attentions.
FSOD Dataset: A High-Diverse Few-Shot Object Detection Dataset
The key to few-shot learning lies in the generality ability of the model on novel categories. Thus, a high-diversity dataset with a large number of object categories is necessary in order to train a model that is general enough to detect unseen objects and also to provide a convincing evaluation. However, existing datasets [9, 50, 51, 52, 53] contain very limited categories and they do not follow the few-shot evaluation setting. To this aim, we build a new few-shot object detection dataset. In this section, we will introduce our dataset and give a full analysis of it. Dataset Construction We build our dataset from existing massive supervised object detection datasets, i.e. [54, 52] . These datasets, however, cannot be used directly due to 1) the label system of different datasets are inconsistent where some objects with the same semantic use different words in the datasets; 2) large amount of annotations are less than satisfactory due to the inaccurate and missing labeling, duplicate boxes, too large objects, and etc. 3) their train/test split contains the same categories, while for few-shot dataset we want the train/test sets contain different categories in order to evaluate its generality on unseen objects. To build the dataset, we first summarize a label system from [54, 52] . By merging the leaf labels in their original label trees, group those of same semantics, such as the ice bear and polar bear, to one category, and remove some semantics that does not belong to any leaf categories. Then, we remove the images with bad labeling quality and those with boxes of improper size. We remove boxes smaller than 0.05% of image size which is usually in bad visual quality and unsuitable to serve as support examples. Next, we follow the few-shot learning principle to split our data into the training set and test set whose categories has no overlap. We construct the training set with categories in MS COCO Dataset [9] and ImageNet Dataset [50] in case researchers need a pretraining stage. We then split the test set which contains 200 categories by choosing those with the largest distance with existing training categories, where the distance calculates the shortest path that connects the senses of two phrase in the is-a taxonomy [55] . The remaining categories are merged into the training set that in total contains 800 categories. In all, we construct a dataset of 1000 categories with very clear category split for training and testing, where 531 categories come from ImageNet Dataset and 469 from Open Image Dataset [52] .
Dataset Analysis Our dataset is specifically designed for few-shot learning and intrinsically designed to evaluate the generality of a model on novel categories. Our dataset contains 1000 categories with 800/200 split for training and test set separately, around 66,000 images and 182,000 bounding boxes in total. A detailed statics is shown in Table 1 and Fig. 3 . Our dataset has the following attributes.
• High diversity of Categories: Our dataset contains 83 parent semantics, such as mammal, clothing, weapon,etc., which are further split to 1000 leaf categories. Our label tree is shown in Fig. 2 . Due to our strict dataset split, our train/test set has very different semantic categories which largely challenges the evaluation of models.
• Challenging Setting: Our dataset is challenging for evaluation. It contains objects with large variance on box size and aspect ratios, and it contains 26.5% images with no less than three objects in the test set. Here it is worthy to note that our test set contains a large number of boxes of other categories which are not included in our label system. This also creates a great challenge for a few-shot model.
Even though our dataset has a large number of categories, but our training images and boxes are much less than a benchmark dataset, like MS COCO Dataset, which contains 123,287 images and around 886,000 bounding boxes. Thus, our dataset is compact but efficient for few-shot learning.
Our Methodology
In this section, we will introduce our novel few-shot object detection network. Before that, we first introduce the task of few-shot detection.
Problem Definition
We define the task of few-shot object detection as below. Given a supported image s k with a close-up of one target object and a separate query image q k which potentially contains objects of the support category k, the task is to find all the objects of support category in the query and label them with tight bounding boxes. If the support set contains K categories and N examples for each category, we call it K-way N -shot detection.
Deep Attentioned Few-Shot Detection
As we knew, few-shot recognition is challenging due to the fact that it is hard to capture a common sense from just a few examples. To this end, we proposed an intensiveattention network that learns a general matching relationship between the support set and queries on both the RPN module and the detector. Fig. 4 shows the overall architecture of our network.
In particular, we build a siamese framework which has two branches and share weights, whose one branch is for support set and the other is for the query set, where the query branch of the siamese framework is a Faster R-CNN network, which contains two stages of RPN and detector. We utilize this framework to train the matching relationship between support and query features, in order to enforce the network to learn general knowledge and the ability to capture common sense among the same categories. Based on the framework, we introduce a novel attention RPN and detection with multi-relation modules to prompt an accurate parsing between support and potential boxes in the query.
Attention-Based Region Proposal Network
In few-shot object detection, RPN as a useful tool can filter out a large number of potential boxes and reduce the pressure of the sequential detector. The RPN does not only distinguish between objects and non-objects, but also filter out unseen objects that were not annotated in training data. However, without any support image information, the RPN will aimlessly active every potential object with high objectness score, even though they do not belong to the support category. A large amount of irrelevant objects will burden subsequent classification in the detector. On account of this fact, we propose the Attention RPN that involves supporting information to filter out the majority of background boxes and those of non-matching categories. Based on that, we can generate a smaller set of candidate proposals with the high potential to contain the target objects. The framework is shown in Fig. 5 . We introduce support information to RPN through attention mechanism to guide the RPN to produce more relevant proposals and depress proposals of other categories. We calculate the similarity between the feature map of support and that of the query in a depth-wise manner. The similarity map then is utilized to build the proposal generation. In particular, let we denote the features of support as X ∈ t K×K×C and feature map of the query as Y ∈ t H×W ×C , we formulate this similarity calculation as follows,
where G is the resultant attention feature map. Here the support features X is used as the kernel to slide on the query feature map, then a depth-wise convolution between them is calculated [56] . This procedure works as calling for the attention of support on the query. In our work, we adopt the features of top layers of the RPN model, i.e. the res4-6 in ResNet50. We find that a kernel size of K = 1 performs well in our case. This fact is consistent with the experience in [22] that the global feature can provide a good object prior for objectness classification. In our case, the kernel is calculated by averaging on the support feature map. Our attention map is followed by a 3 × 3 convolution and then the ROI pooling and objectiveness classification layer.
Multi-Relation Detector
In an R-CNN framework, an RPN module will be followed by a detector which takes an important role of re-scoring the proposals and class recognition. Therefore, we want a detector to have a strong discriminative ability to distinguish different categories. To this aim, we propose a novel multi-relation detector to effectively measure the similar- Figure 4 . Our network architecture uses ResNet-50 as backbone. The support image (in green) and query image (in blue) are fed into the weight-shared backbone. The RPN use attention feature generated by the depth-wise cross correlation between compact 1 × 1 × C support feature and H × W × C query feature. The class score generated by patch-relation head (the top head), global-relation head (the middle head) and local-correlation head (the bottom head) is added together as the final matching score, and the bounding box prediction are generated by the patch-relation head. Figure 5 . Attention RPN. The support feature is average pooled to a 1 × 1 × C vector, and then caculate depth-wise cross correlation with the query feature whose output is used as attention feature and is fed into RPN to generate proposals. ity between proposal boxes from the query and the support objects. The detector includes three attention modules, which are the patch-relation head to learn a deep non-linear metric for patch matching, the global-relation head to learn a deep embedding for global matching and the local-correlation head to learn the pixel-wise and depthwise cross correlation between support and query proposals. We experimentally show that the three matching modules can complement each other and gains higher performance incrementally by adding one by one. We will introduce our multi-relation detector details below.
• In patch-relation head, we first concatenate the support and query proposal feature maps in depth. Then the combined feature map are fed into the patch-relation module, whose structure is shown in Table. 2. All the convolution and pooling layers in this module have 0 padding to reduce the feature map from 7 × 7 to 1 × 1 which is used as inputs for the binary classification and regression heads. This module is compact and efficient. We do a bit exploitation on the structure of the model and we find replacing the two average pooling with convolutions would not improve our model further.
• The global-relation head extends the patch relation to model the global-embedding relation between the support and query proposals. Given a concatenated feature of support and its query proposal, we average pooling the feature to a vector with a size of 1 × 1 × 2C. We then use an MLP with two fully connected (fc) layers followed by ReLU and a final fc layer to generate matching scores.
• Local-correlation head computes the pixel-wise and depth-wise similarity between object ROI feature and the proposal feature, like that in Equ. 1. Different from Equ. 1, we perform dot product on feature pair on the same depth. In particular, we first use a weight-shared 1×1×C convolution to process support and query features individually. They then calculate the depth-wise similarity feature of size 1 × 1 × C. Finally, a successive fc layer is used to generate matching scores.
We only use the patch-relation head to generate bounding box predictions, i.e. regression on box coordinates, and use the sum of all matching scores from the three heads as the final matching scores. The intra-class variance and imperfect proposals make the relation between proposals and support objects complex. Our three relation heads contain different attributes and can well handle the complex, where the patch-relation head can generate flexible embedding that be able to match intra-class variances, global-relation head is a stable and general matching, and local-relation patch requires matching on parts.
Training Strategy
Few-shot object detection is different from classification because of the massive background proposals. The model not only needs to distinguish different categories, but also needs to distinguish the background and foreground for a target category, and the background proposals usually dominates in the training. For this reason, besides the basic single-way training, we propose a novel multi-way training with ranking proposal to solve the problem.
Single-way Training In order to learn the siamese-based detection model, we construct the trainging epidode in the following steps: We randomly choose a query image q k and one separate support image s k containing the same kth category object to construct a image pair (q k , s k ). In this pair, only the k-th category object in the query image is labeled as foreground and all other objects are treated as background. During training, we learn to match every proposal generated by the Attention-RPN in the query image with the object in the support image.
Multi-way Training with Ranking Proposal
We propose the multi-way training to distinguish different categories. In the single-way training strategy, the training epidode consists of (q k , s k ) image pair, and the model learns to match objects with the same category, which mainly distinguishes the foreground and background for one certain category with different IoU. We construct a image triplet (q k , s k , s m ), where m = k. In this image triplet, the model not only needs to distinguish the foreground and background for the target category with different IoU between (q k , s k ), but also distinguish objects with different categories between (q k , s m ). However, there are only background in (q k , s m ) which results in data imbalance in the foreground and background proposals and harms the matching training procedure. We propose ranking proposal to balance the foreground and background loss. Firstly, we pick all foreground proposals (there are total N foreground proposals) and calculate the foreground loss. Then we calculate the matching scores of all background proposals and ranking them according their matching scores. We select the top 2N background proposals for the (q k , s k ) pair and select the top N background proposals for the (q k , s m ) pair and calculate the background loss. The final matching loss is the sum of the foreground loss and background loss.
Experiments
We train our model on FSOD Dataset training set (800 categories) and evaluate on the test set (200 categories) using mean average precision (mAP) with the thresholds of 0.5 and 0.75. We apply our approach on the wild car detection on KITTI [50] datasets to prove the generalization of our approach. We further apply our approach on the wild penguin detection [57] , but because there is no bounding box annotation in this dataset, we show some qualitative 5-shot detection results in Fig. 10 . All the experiments are implemented based on PyTorch.
Training Details
The model is end-to-end trained based on 4 Tesla P40 GPUs using SGD with a weight decay of 0.0001 and momentum of 0.9. The learning rate is 0.002 for the first 56000 iterations, and 0.0002 for the later 4000 iterations. We take the advantage of a pretrained model with its backbone, i.e. ResNet50, trained on [14, 9] . As our test set has no overlap with the datasets, it is safe to use it. During our training, we find that more training iterations will damage performance. We suppose that too many training iterations make model over-fitting on the training set. We fix Res1-3 blocks and only train the high-level layers, which can utilize lowlevel basic feature and avoid over-fitting. The query image is resized to shorter edge to 600 pixels and its max size of the longer edge is restricted to 1000. The support image is cropped around the target object with 16-pixels image context and is resized and zero-padded to a square image of 320x320. For few-shot training and testing, we fuse feature by averaging the object features and then fed them to the RPN attention module and the multi-relation detector.
Evaluation Protocol
K-way N-shot Evaluation We propose a K-way N -shot evaluation to match training and evaluate our approach using standard object detection evaluation tools. For each image in the test set, a test eposide is contrcuted by the test image, N random support images containing its category k, and N support images for each of other K − 1 cateogries, where the K − 1 categories are randomly selected. By testing in one episode, we in fact perform a K-way N -shot evaluation, where each query is detected by 5 supports of its category and the other four non-matching categories.
Realistic Evaluation We provide another evaluation protocol driven by a common real-world application scenario: There are massive images collected from photo albums or drama series whose label set is absent. We want to annotate one novel target object in these images, but we do not know which images contain the target object, and the size and location of the target object in an image. In order to reduce the amount of workload, one practicable solution is to find some images containing the target objects, annotate them, and then apply our method to automatically annotate the remaining. Following this setting, we perform the evaluation as follows: We mix all test images of FSOD dataset, and for each object category, we pick 5 good images that contain the target object to perform 1-way 5-shot testing of each No. category. Note that, for each object category, we evaluate all the images in the test set whatever the image contains, which is actually an all-way 5-shot testing for each image. This evaluation is very challenging, where the target images only account for average 1.4% of the test set.
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Results on FSOD Dataset
We evaluate our model and baselines on FSOD Dataset. In addition, we do the ablation study by incrementally adding different proposed modules of our model. Experimental results in Table 3 show that our model beats baselines and all the proposed modules contribute to the final performance improvement.
Comparison with benchmarks
We compared with related works in Table 3 , where the setting I is an application of Faster R-CNN [22] by comparing the detector fc feature between query and support proposals (II is its siamese training version), and III mimics Relation Network [8] with implementation details adjusted for detection. Our method surpasses these methods by a large margin, especially in 5-way evaluation.
The LSTD [58] is different from ours in framework and application, and needs to train on new cateogies by transferring knowledge from a source domain to the target domain. Our method, however, can apply on new categories without any further re-training or finetuning. This is a fundamental difference between ours and LSTD. To compare empirically, we adjust LSTD to base on Faster R-CNN and re-train it on 5 fixed supports for each test category separately in a fair configuration. Results are shown in Figure 6 . We achieve 0.480 AP 50 on 50 categories that demonstrates the effectiveness of our approach again. Our method beats LSTD by 2.93% (27.15% v.s. 24.22%) and its backbone Faster R-CNN by 4.11% (27.15% v.s. 23.04%) on all 200 testing categories. More specifically, without pre-training on our dataset, Faster R-CNN's AP 50 decreases dramatically. It demonstrates the effectiveness of our dataset.
Ablation study
Multi-Relation Detector Our proposed multi-relation detectors all perform well in the 5-shot evaluation. Specifically, viewing each detector individually, the patch-relation head performs better in the 1-way evaluation, while localcorrelation head performs better in the 5-way evaluation. This indicates that the path-relation head has a good property to distinguish an object from background, while the local-correlation head has the advantage to distinguish nonmatching object from target. By adding the global-relation head, the combination of full three relation heads gets best results. This fact demonstrates that these three detectors are complementary to each other, and they can better differentiate targets from background and non-matching categories. Qualitative 5-shot object detection results on our test set are shown in Fig. 9 .
Attention RPN Comparing the models with attention RPN and that with the regular RPN(Model VI and VII, Model VIII and IX) in Table 3 , attention RPN gets better performance especially in 1-way evaluation. To evaluate the proposal quality, we calculate the average recall over different IoUs on top 100 proposals. From Fig. 7 we can see that the attention RPN can generate more high-quality proposals (higher IoUs) and benefits from few-shot supports. We then evaluate the average best overlap ratio (ABO) across ground truth boxes for these two RPNs, the ABO of attention RPN is 0.7184/0.7242 (1-shot/5-shot) and the same metric of regular RPN is only 0.7076. We gets the best performance on the model combining multi-relation detector with attention RPN. All these results illustrate that our proposed attention RPN can generate better proposals and benefits the final detection predictions.
Multi-way training strategy We train our model with multi-way strategy with ranking proposal, and we obtain 8.8% AP 50 improvement on 5-way 5-shot evaluation compared with the single-way strategy. It means that it is important to learn to distinguish different categories during training. With 5-shot training, we can achieve further improvements which is also verified in [1] that few-shot training is beneficial for few-shot testing.
Dataset with more categories or more samples?
Our proposed dataset has massive object categories with few images, which is a beneficial property for few-shot object detection. To confirm this view, we train our model on MS COCO dataset, which has more than 120,000 images with only 80 categories, and further train our model on different training splits ranging from 200 to 600 categories on FSOD Dataset. When we split the FSOD Dataset, we guarantee that all the splits have similar image number and the results can only be affected by the category number. We present the experiment results in Fig. 8 . From this analysis, we can find that although MS COCO has the most training images but its model performance is worse, while models trained on FSOD Dataset have better performance when the number of categories incrementally increase. It indicates that few categories with too many images may impede fewshot object detection, while large number of categories can always bring benefits for this task. In all, we proved that the category diversity is essential for the few-shot object detection and it can always get benefits when number of categories increase.
Results on KITTI
Our approach is general and can be easily extended to other applications. We evaluate our approach in wild car detection on KITTI [50] . It is an urban scene dataset for driving scenarios, whose images are captured by the carmounted video camera. We evaluate on KITTI training set with 7481 images. Because the car category is in the COCO dataset, we discard the COCO pretrained model and only use the ImageNet pretrain model. [59] uses massive annotated data from the Cityscape [60] dataset to train the Faster R-CNN and evaluate on KITTI. Without any further re-training or finetuning, our model obatins similar performance (49.7% v.s. 53.5%) on the wild car detection.
Conclusion
In this paper, we have introduced a novel few-shot object detection network with Attention RPN and multi-relation module which fully exploit the similarity between the fewshot set and the test set on novel object detection. To train our model, we also have prepared a new dataset which contains 1000 categories of varies objects with high-quality annotations. Contributing to the matching strategy, our model can online detect objects of novel categories, which requires no pre-training or further network adaptation. Our model is validated quantitative and qualitative results on different datasets. In all, we introduce a general model and establish a few-shot object detection dataset which can give great benefit to the research and application of this field. [57] . Given 5 penguin images as support, our approach can detect all penguins in the wild in the given query image.
