Abstract. A hypergraph is k-irregular if there is no set of k vertices all of which have the same degree. We asymptotically determine the probability that a random uniform hypergraph is k-irregular.
The formula implies that in a random r-uniform hypergraph asymptotically almost surely there exist repeating degrees for r ≤ 4. In contrast, asymptotically almost surely there is no degree repetition for r ≥ 6 and constant p, 0 < p < 1. In this regard the value r = 5 behaves like a "threshold" with respect to the rank r for the property that an r-uniform hypergraph is asymptotically almost surely irregular or not.
For fixed k ≥ 2, we call a hypergraph H k-irregular if there is no set of k vertices all of which having the same degree in H. For the case k = 2, a 2-irregular hypergraph is just irregular, all vertices having distinct degrees. Our main result is the following theorem. Theorem 1.2. Let H be a random r-uniform hypergraph of order n with independent probability p = p n for each r-set being an edge. Then
as n → ∞, where σ 2 = 
The proof of Theorem 1.2 uses the method of moments. It is prepared for by a sequence of technical lemmas in Section 2. The choice of the conditions and the assumptions in the lemmas might look arbitrary until Lemma 2.6 is obtained and applied to conclude the proof of Theorem 1.2 in Section 3.
It is tempting to conjecture that when
the number W of k-sets of vertices of equal degree is asymptotically normally distributed. This should indeed hold under a fairly wide range of the parameters, but one should note that it is not universally true, even when the mean and variance of W are large. For example, if p n r ∼ 1 then the number X of edges in H is given by an approximately Poisson distribution and these edges are usually disjoint. But, with disjoint edges,
has a probability distribution which is far from normal, even though it has large mean and variance.
Recall a few standard technical notations that we will use in the discussions. For positive functions f (n) and g(n), we write f (n) = O(g(n)) if there is a constant c such that f (n) ≤ c · g(n); we write f (n) = Ω(g(n)) if there is a constant c > 0 such that f (n) ≥ c · g(n); we write f (n) = Θ(g(n)) provided both f (n) = O(g(n)) and f (n) = Ω(g(n)); we write f (n) = o(g(n)) if f (n)/g(n) → 0 as n → ∞; we write
2. Bounds and estimations. Let H = H (r) (n, p) be a random r-uniform hypergraph on n vertices, each edge present independently with probability p = p n . Denote the vertex set and the edge set of H by V (H) and E(H), respectively, and write q = q n = 1 − p n .
We wish to estimate the probability that H is k-irregular. As this probability is the same as for the complement of H, we shall usually assume that p ≤ 1 2 . We shall use the method of moments, so we wish to estimate the probability that there are t fixed k-sets in V (H), such that the degrees are constant within each k-set. We shall usually be dealing with the case when the t fixed k-sets are pairwise disjoint.
Fix t ≥ 0, k ≥ k ≥ 2, and let V 1 , . . . , V t , V t+1 be pairwise disjoint subsets of vertices with |V i | = k, for 1 ≤ i ≤ t, and |V t+1 | = k . (For technical reasons we shall need to consider the case k > k.) Let E i be the event that all vertices in V i have the same degree in H and let
For S ⊆ V ≤t , let T S be the number of edges e ∈ E(H) with e ∩ V ≤t = S. We may assume that |S| ≤ r (otherwise T S = 0). Clearly E ≤t is determined by the set of integers T S , S = ∅, indeed, the degree of any vertex v ∈ V ≤t is just S v T S . Let V t+1 = {v 1 , . . . , v k } and denote the degree of
be the number of edges of H that meet both v i and V ≤t . Lemma 2.1. Let X be the random variable d
n r−2 . Furthermore, if k and t are fixed and if P(E ≤t ) = n −O(1) and pn r−1 = ω(log n), then 
1 , and a disjoint set of M possible edges that contribute to d
is the difference of two independent Binomial random variables. From this it is immediate that E(X) = 0 and
so the first result follows.
For the second result we first show that
Write X = S =∅ X S where X S is the contribution to X coming from edges e such that e∩V ≤t = S and |S| ≤ r −1. Fix S and let N = n−tk r−|S| be the number of potential edges e such that e ∩ V ≤t = S. Let N 1 = n−tk−2 r−|S|−1 be the number of potential edges e such that e ∩ V ≤t = S and v 1 ∈ e but v 2 / ∈ e (or vice versa). Then conditioning on T S means 1) that X S = X + S − X − S , where X + S counts the number of edges chosen from one set of size N 1 and X − S counts the number of edges chosen from a disjoint set of size N 1 , inside a set of N elements, when T S distinct elements are chosen uniformly at random from this N element set. Clearly E(X
.
From this one deduces that
≤ (r − |S|)/(n − tk). Thus (2.1) follows by summing over all S = ∅.
The event E ≤t is determined entirely by {T S } S =∅ , so to estimate E(X 2 | E ≤t ) it is enough to combine (2.1) with a bound on E(T | E ≤t ), where
is the number of potential edges meeting V ≤t .
Fix ε > 0. Then by the Chernoff bound, there exists δ = δ(ε) > 0 such that P(T > (1 + ε)pN ) ≤ e −δN p . Using the assumption that P(E ≤t ) = n −O (1) and N p = Ω(pn r−1 ) = ω(log n) we have that
As the maximum possible value of T is n O(1) = e O(log n) N p we have
for all sufficiently large n. Finally, N = n r − n−tk r ≤ tk n r−1 , so using (2.1) and the chain rule for conditional expectation we obtain
i be the number of edges of H that meet v i and at least one other v j ∈ V t+1 , but not V ≤t . Let Y be the random variable d 1 and E ≤t . 
and similarly for the unconditioned expectation. The result follows from Lemmas 2.1 and 2.2.
Before we estimate the probability that E t+1 holds, we shall need a simple estimate comparing the probabilities in a binomial distribution with that of a normal distribution. The lemma below follows from a result in Feller [6] (Theorem 1. p.170) by elementary calculations. Here we present an alternative direct proof.
Lemma 2.4. There exists an absolute constant C > 0 such that for all N, t ∈ Z, N ≥ 0, p ∈ (0, 1), and z + N p
where σ 2 = N p(1 − p), |ε N,p (z)| ≤ C/σ, and
Proof. Write q = 1 − p. First we note that the result is trivial for bounded σ, so we shall assume σ is large. We may also assume that |z| < σ 4/3 as otherwise both P(Bin(N, p) = t) and e −z 2 /2σ 2 are bounded by any negative power of σ. (For the binomial this follows from the Chernoff bound.) Similarly, we can assume the integral of |ε N,p (z)| is restricted to the range |z| < σ 4/3 in the last statement. As |z| < σ 4/3 σ 2 ≤ min{N p, N q}, we also have that t, N −t ≥ σ 2 /2. Write t = z 0 +N p. From Stirling's formula and some calculation we have
As the O(1/σ 2 ) + O(|z|/σ 2 ) + O(|z| 3 /σ 4 ) terms are bounded and the maximum of
2 occurs at z = O(σ), we deduce that
Also, the integral of
Lemma 2.5. Fixing k , k, t, and conditioning on the event E ≤t and the values of d i , i = 1, . . . , k , the probability that all vertices in V t+1 have the same degree is 
The probability that all vertices in V t+1 have the same degree is then given by
By Lemma 2.4, for every fixed d and for every
2 + ε N,p (z) or equivalently, for every
Note that, defining d to be the nearest integer to x + N p, the right hand side is a step function of x, and hence we obtain
where we have used the fact that e
2 and ε N,p (z − d i ) are bounded, so the integral of any product of these terms is bounded by a multiple of |ε N,p (z)| dz = O(1) when there is at least one ε N,p (z − d i ) term. Thus
and k is fixed, so
Lemma 2.6. Assume that pn r−1 = ω(log n) as n → ∞, and let
Proof. We apply Lemma 2.5 with t = 0 and k = k to obtain
where (1))σ 2 and σ 2 = Θ(pn r−1 ) → ∞, by assumption (and since p ≤ 1/2). Now Z ij ∼ Z 21 = Y as X = 0, so by Lemma 2.2, we obtain E(Z 2 ij ) = O(pn r−2 ). As n → ∞, the result follows for one k-set of vertices by using the total probability formula. Note that P(E 1 ) = n −O(1) .
Now by induction on t, we may assume that P(E ≤t ) = n −O (1) . By Corollary 2.3, we have E(Z 2 ij | E ≤t ) = O(pn r−2 ). Then, by Lemma 2.5, we obtain (1))σ 2 and σ 2 = Θ(pn r−1 ) → ∞. Thus the first result follows using the total probability formula, and the last result follows by taking k = k and using induction on t.
Let E i ⊆ E i be the event that vertices of V i have the same degree, but that no other vertex of H has this degree. Define
Lemma 2.7. Under the conditions of Lemma 2.6, P(E ≤t ) = (1 − O(n/σ))P(E ≤t ). Proof. For E ≤t \ E ≤t to hold, either two of the same degrees of two k-sets are equal, or one of the k-sets has degree equal to some other vertex of H. In the first case we have t − 2 k-sets and k = 2k vertices in the unified set (obtained by merging two V i ), which we label by V t ; in the second case we have t − 1 k-sets and k = k + 1 vertices in V t . Let E t (q) be the event that in V t the q vertices have the same degree.
Then, using Lemma 2.6 several times, and as t is fixed, we obtain
The result then follows since E ≤t ⊆ E ≤t .
3. Proof of Theorem 1.2. We must show that
as n → ∞. Recall that by replacing H with its complement, we may assume that
The degree of any one vertex is given by a Bin(
, then the expected degree is O(log n). Assume there are no k vertices of identical degree. Then there are at least n/2 vertices with degree at least n/(2(k − 1)). Since the expected sum of degrees is n(np r−1 ) = n · O(log n), by Markov's inequality, we have
From here we obtain P(H is k-irregular) = O((log n)/n). Hence in this case the result holds as the right hand side of (3.1) equals o(1). (Recall that σ 2 = n r−1 p(1 − p) = O(log n).) Hence if (4) fails, pn r−1 / log n must be unbounded. Thus, taking a subsequence if necessary, we may assume pn r−1 = ω(log n).
First we deal with the case when c n := n k α is bounded as n → ∞. Note that in this case σ k−1 = Ω(n k ), so that n/σ → 0 as n → ∞. Let W be the number of k-sets of vertices that have the same degree as each other, but degrees different from any other vertex of H. Thus W counts the number of events E 1 that occur as we let V 1 range over all k-subsets of vertices of H. Moreover W (W − 1) . . . (W − t + 1) counts the ordered t-tuples of distinct such sets. Thus
However, for i < j, if V i ∩ V j = ∅, then E i ∩ E j implies that all vertices in V i ∪ V j have the same degree, so E i and E j fail. Thus E 1 ∩ · · · ∩ E t = ∅ only when the V i are disjoint. Now using that n/σ → 0, by Lemmas 2.7 and 2.6, we obtain
From Theorem 1.21 of [3] , this implies that d T V (W , Po(c n )) → 0 as n → ∞, where d T V (W , Po(c n )) is the total variation distance of W from a Poisson distribution of mean c n . Now let W be the number of k-sets of vertices with common degree. Then W ≥ W , and using Lemmas 2.7 and 2.6 again, we have E(W − W ) =
V1
(P(E 1 ) − P(E 1 )) = O(n/σ)
P(E 1 ) = O(n/σ)c n .
Thus as n → ∞, E(W − W ) → 0 and so P(W = W ) → 1. Consequently, if c n → c ∈ [0, ∞) then W tends in distribution to a Po(c) random variable, and in general P(W = 0) = e −cn + o(1). Now we deal with the case when n k α → ∞ as n → ∞. In this case we need to show that P(H is k-irregular) = o(1). We use the second moment method. Let W be the number of k-sets of equal degree vertices. Then, by Lemma 2.6, E(W ) = (1 + o(1)) n k α and with t = 2 we obtain
To see that the second term is negligible, let E 1 (q) be the event that in a given q-set the vertices have the same degree. From Lemma 2.6 it follows that P(E 1 (k+i)) = O(α/σ i ). Thus we obtain
Since n k α = Ω(n(n/σ) k−1 ), we have
Thus we obtain E(W 2 ) = (1 + o(1))E(W ) 2 and E(W ) → ∞, so P(W > 0) = 1 − o(1) follows. This implies (3.1) and concludes the proof of Theorem 1.2.
