Abstract: This paper addresses the problem of establishing robust stability of uncertain genetic networks with SUM regulatory functions. For these networks we derive a sufficient condition for robust stability by introducing a bounding set of the uncertain nonlinearity, and we show that this condition can be formulated as a linear matrix inequality (LMI) optimization obtained via the square matricial representation (SMR) of polynomials by adopting polynomial Lyapunov functions and polynomial descriptions of the bounding set. Then, we propose a method for computing a family of bounding sets by means of convex optimizations. It is worthwhile to remark that these results are derived in spite of the fact that the variable equilibrium point cannot be computed being the solution of a system of parameter-dependent nonlinear equations, and is hence unknown.
INTRODUCTION
The study of genetic regulatory networks has recently become a fundamental challenge in systems biology as it explains the interactions between genes and proteins to form a complex system that performs complicated biological functions, see for instance Jacob and Monod [1961] , Smolen et al. [2000] , Bower and Bolouri [2001] . Genetic networks are biochemically dynamical systems, and it is natural to model genetic networks by using dynamical system models which provide a powerful tool for studying gene regulation processes in living organisms. Basically, there are two types of genetic network models, the Boolean model and the differential equation model. In Boolean models, the activity of each gene is expressed in one of two states, ON or OFF, and the state of a gene is determined by a Boolean function of the states of other related genes. In the differential equation models, the variables describe the concentrations of gene products, such as mRNAs and proteins, as continuous values of the gene regulation systems. See also Bay et al. [2002] , Kobayashi et al. [2002] , Jong [2002] , Wang et al. [2004] , Aluru [2005] , Davidson [2006] and references therein for a wider categorization of genetic networks models. Genetic networks with SUM regulatory functions are differential equation models where each transcription factor acts additively to regulate a gene, i.e., the regulatory function sums over all the inputs. For further details see for example Li et al. [2006] where the stability of these networks is studied in presence of time delays.
In modeling genetic networks, like any other biological or physical system, it is necessary to introduce estimation errors, which makes the mathematical model uncertain. This means that one has to investigate the stability of an uncertain nonlinear system. In the control literature, stability analysis of uncertain linear systems is a widely studied problem with a lot of contributions in recent years (see for example Chesi et al. [2005] , Scherer [2006] and references therein) generally formulated as linear matrix inequality (LMI) optimizations Boyd et al. [1994] . Unfortunately, genetic networks are nonlinear systems, which means that not only the dynamics but also the equilibrium point are uncertain. Moreover, the relationship between this uncertain equilibrium point and the uncertainty cannot be calculated being the solution of a system of parameter-dependent nonlinear equations.
In spite of these difficulties, we propose in this paper a condition for establishing robust stability of uncertain genetic networks with SUM regulatory functions. Specifically, we assume that the coefficients of the genetic network are unknown being affected by uncertain parameters. We derive a condition for robust stability by substituting the uncertain nonlinearity with an auxiliary variable constrained in a bounding set. This condition ensures that, for each admissible value of the uncertainties, the system has only one equilibrium point and this equilibrium point is globally asymptotically stable in the positive octant. Moreover, we show that this condition can be formulated as an LMI optimization by exploiting the square matricial representation (SMR) of polynomials and adopting polynomially parameter-dependent Lyapunov functions and polynomial descriptions of the bounding set. Then, we consider the problem of calculating a family of bounding sets. The difficulty of this step is that, in order to reduce the conservatism, the bounding sets must be calculated on the basis of the variable equilibrium point which is an unknown function of the uncertainty. In order to overcome this problem we propose two procedures: the first one for obtaining an embedding set of the variable equilibrium, and the second one for calculating a family of bounding sets of the uncertain nonlinearity based on this estimate of the equilibrium point.
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PRELIMINARIES

Problem formulation
Notation: 0 n : origin of R n ; R n + : nonnegative real numbers set; I n : identity matrix n × n; A ′ : transpose of matrix A; A > 0 (A ≥ 0): symmetric positive definite (semidefinite) matrix A; diag(v): diagonal matrix whose diagonal components are the entries of the vector v; A ⊗ B: Kronecker's product of matrices A and B; [a, b] and [a; b]: row and column concatenations of vectors a, b; ⌈c⌉: smallest integer greater than or equal to c.
A genetic regulatory network with SUM regulatory functions can be described by the model
where m(t) and p(t) ∈ R n are the concentration vectors of mRNA and protein of the i-th gene, A and C ∈ R n×n are diagonal Hurwitz matrices containing the degradation rates, D ∈ R n×n is a diagonal positive definite matrix, B ∈ R n×n is the coupling matrix, b ∈ R n and β is a positive constant. The i-th component of the function
where H is the Hill coefficient. See for example Li et al. [2006] for details and illustrations of the structure and regulation mechanism of this genetic network and for the typical relation between b and B.
In this paper we address the stability analysis of the genetic network (1) affected by time-invariant parametric uncertainties. In particular, we consider the model
where θ ∈ R r is the time-invariant uncertainty vector and Θ is the uncertainty set described by the hypercube
n×n and b(θ) ∈ R n are linear, with A(θ) and C(θ) diagonal Hurwitz for each θ ∈ Θ, and D(θ) diagonal and positive definite for each θ ∈ Θ. The problem we consider is as follows.
Problem P1: to establish if, for each θ ∈ Θ, system (3) has an equilibrium point in R 2n + and whose domain of attraction includes R 2n + . In the sequel the dependence on t will be omitted where appropriate for ease of notation. Let us observe that, if problem P1 has a positive answer, the equilibrium point is unique and globally asymptotically stable in R 2n + .
Square matricial representation (SMR)
Let us introduce a key representation of polynomials. Let s(x) be a polynomial of degree 2m in x ∈ R n . This polynomial can be represented via the square matricial representation (SMR) of polynomials as
In (5),
is a vector containing all monomials of degree less than or equal to m in x, and S(α) ∈ R ν(n,m)×ν(n,m) is a symmetric matrix affine on a free vector αµ(n, m). The quantities ν(n, m) and µ(n, m) are
For details see Chesi et al. [1999 Chesi et al. [ , 2003 . In the sequel we will refer to S(α) as SMR matrix of s(x).
be an equilibrium point of (3), that is a solution of the nonlinear equations
Let us first introduce the following remark.
Remark 1. By the nature of the problem, all trajectories of (3) starting in R 2n
In fact, from (1) one has that the derivatives of m when m = 0 n and p when p = 0 n are non-negative. Hence:
Let us shift the unknown equilibrium point [m
System (3) becomes:
where the i-th component of the function h(y, p * (θ)) is
The following result provides a first step for building a solution of problem P1. Theorem 1. Let Z(y, θ) ⊆ R n be any set satisfying the following condition:
(13) Suppose there exists a parameter-dependent Lyapunov function v(x, y, θ) such that it is continuously differentiable and radially unbounded for each θ ∈ Θ and
wherev
Then, problem P1 admits a positive answer.
17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 Proof. Suppose that the conditions (13)- (14) are satisfied. From (15) one has that v(x, y, θ) is positive definite (with respect to x, y) for each θ ∈ Θ and that the derivative of v(x, y, θ) along the trajectories of (10) is negative definite in X (θ) × Y(θ) for each θ ∈ Θ. In fact, from (13) one has that for all y ∈ Y(θ) there exists z ∈ Z(y, θ) such that
Hence, let us consider any trajectory [x(t); y(t)] of system (10) starting in X (θ) × Y(θ). From the positive definiteness of v(x, y, θ) and −v(x, y, θ) in X (θ) × Y(θ) one has that [x(t); y(t)] move on decreasing level sets of v(x, y, θ) asymptotically reaching the origin unless [x(t); y(t)] exits from X (θ)×Y(θ). But the latter case is impossible because from (12) and the first condition in (13) one has that
which contradicts (8). Therefore, the theorem holds.
Theorem 1 provides a sufficient condition for problem P1 based on the existence of a suitable set Z(y, θ) and a suitable Lyapunov function v(x, y, θ).
Remark 2. Let us observe that we have derived this condition in spite of the fact that the equilibrium point [m * (θ); p * (θ)] of system (3) cannot be calculated being the solution of a system of parameter-dependent nonlinear equations.
Remark 3. Let us also observe that Theorem 1 provides a guaranteed domain of attraction of the unknown equilibrium point [m * (θ); p * (θ)] without requiring that the derivative of the Lyapunov function is negative definite in a sublevel set of the Lyapunov function including R 2n + nor in the whole space R 2n .
The condition of Theorem 1 can be tackled through convex LMI optimizations by restricting our attention to polynomial Lyapunov functions and polynomial descriptions of the set Z(y, θ). In particular, let us select v(x, y, θ) as a parameter-dependent quadratic Lyapunov functions with polynomial dependence according to
where δ v is the degree of the dependence and V is a matrix of suitable dimension such thatV (θ) =V (θ) ′ . Then, we describe Z(y, θ) as follows:
where a i (y, z, θ) are suitable polynomials of degree δ a in θ such that condition (13) holds (the computation of these polynomials will be dealt with in Section 4).
The next step for obtaining an LMI formulation of Theorem 1 consists of exploiting the Hilbert's positivstellensatz and a parameter-dependent extension of the SMR of polynomials. In particular, let us define c = [x; y; z] and
where s 1,i (c, θ), s 2,i (c, θ) and s 3,i (c, θ) are auxiliary polynomials to determine known as Hilbert's polynomials. Let us select δ 1 ≥ δv 2 , δ 2 ≥ max{δv +1,2δ3+δa} 2 , δ 3 ≥ 0 and let us express these polynomials as
where T k and S k,i are SMR matrices and ξ k (c) are chosen vectors containing bases for these polynomials. For example, if t 2 (c, θ) is quadratic in c, one can simply select
Lastly, for k = 1, 2 let us define the linear sets
and let N k (α k ) be linear parameterizations of N k where α k is a free vector of suitable dimension. Theorem 2. Suppose there exist V, S * , α * such that the following LMIs are satisfied:
Proof. Suppose that (21) is satisfied. By multiplying the inequality
⊗ ξ 2 (c) on the left and right sides and exploiting the definition of N 2 (α 2 ) one obtains that t 2 (c, θ) > 0. Similarly, from the other LMIs one obtains analogous positivity conditions for the polynomials in (18). Now, let us consider any θ ∈ Θ and c = [x; y; z] such that [x; y] = 0 2n and z ∈ Z(y, θ). It follows from (17) that a i (y, z, θ) ≥ 0 for all i = 1, . . . , n a . Moreover, from the definition of t 2 (c, θ) in (18) and Θ in (4) one has that the condition t 2 (c, θ) > 0 implies v(x, y, z, θ) < 0 as required by condition (14). Analogously, one proves from the definition of t 1 (c, θ) in (18) that v(x, y, θ) satisfies condition (14).
Theorem 2 provides a sufficient condition for problem P1 via an LMI feasibility test, which is a convex optimization. This condition is obtained by exploiting a polynomial description of the set Z(y, θ) which contains the uncertain nonlinearity of system (10) under the assumption that condition (13) is satisfied. The SMR matrices T 1 , T 2 , N 1 (α 1 ) and N 2 (α 2 ) involved in the condition of Theorem 2 can be computed via simple algorithms, see for example Chesi et al. [2003] .
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COMPUTATION OF THE UNCERTAIN NONLINEARITY BOUNDING SET
In this section we consider the problem of computing polynomials a i (y, z, θ) such that the set Z(y, θ) in (17) satisfies the condition (13). We proceed according to the following steps:
(1) characterizing the variable equilibrium point of system (3); (2) computing a i (y, z, θ) on the base of this characterization.
Characterizing the variable equilibrium point
Let us define the set P of possible values for the pcomponent of the equilibrium points of (3) as
is a solution of (7) for some m ∈ R n and θ ∈ Θ} .
Since the computation of P is a difficult task, we proceed by computing an embedding set of P. Theorem 3. Let Θ v = {0, 1} r be the set of vertices of Θ and let φ − i and φ + i be any quantities satisfying
for all i = 1, . . . , n. For i = 1, . . . , n let us define u 
where u
being e i ∈ R n the i-th column of I n and
with g(·) as in (2). Then,
Proof. Let us consider first k = 1. From the definition of equilibrium points of the system (3) in (7), one has that p ∈ P if and only if
for some θ ∈ Θ. If p ∈ R n + one has that g(p) ∈ [0, 1] n and, hence, each p satisfying the previous conditions satisfies also
n . Hence, taking into account that A(θ), C(θ), D(θ) are diagonal one has min
.
is a multi-linear function and hence the minimum over the hypercube Θ × [0, 1] n is taken on the vertices of this hypercube. Hence, taking into account that p i ≥ u − 0,i = 0 for all p ∈ P one has immediately shows that U 1 ⊇ P. Then, from (25) it is clear that U k ⊇ U k+1 because the limits of the set U k do not increase with k. Hence, the theorem holds.
Theorem 3 provides an iterative strategy for computing an embedding set of P which consists of the following steps:
(1) calculate φ Example A. Let us consider system (3) with H = 2, β = 1, n = 2, r = 1 and
The first step consists of computing the quantities φ
satisfying the condition (23). For i = 1 we have:
and, by simply looking at the zeros of the first derivative, one sees that φ Table 1 shows the estimates obtained for some values of k. Let us observe that the convergence is quite fast as the final value (shown at the 20-th iteration) is reached in about 4 iterations. Figure 1 shows the set U 4 and the true equilibrium point p * (θ) computed by solving the system of nonlinear equations (7) for θ = 0, 0.1, . . . , 0.9, 1: as we can see p * (θ) belongs to U 4 for each θ ∈ Θ according to Theorem 3.
Uncertain nonlinearity bounding set
In this section we consider the problem of computing bounding sets Z(y, θ) satisfying the condition (13) based on the embedding set U k of P provided by Theorem 3. The first step consists of selecting a structure for the polynomials a i (y, z, θ) in (17). Since h i (y, p * (θ)) for y ∈ Y(θ) is a monotonically increasing function with saturation and vanishing at y = 0 n , one can select for example the linear set
where σ i , σ i,1 , σ i,3 ∈ R and σ i,2 , σ i,4 ∈ R r are constants.
For clarity and conciseness, we illustrate the technique for the structure (31). With this definition of Z(y, θ), the condition (13) is fulfilled if and only if
From the definition of the function h i (y, p) in (11), one has that this condition holds if and only if
In order to determine σ i satisfying (34), we can exploit the SMR of polynomials and LMI optimizations. To this end, let us observe that o i (y i , p i ) is a polynomial in y i whose coefficients depend on p i , and hence we can adopt a parameter-dependent structure where the parameter is p i . Specifically, let us define the polynomial
where s and the following structures:
(37) where T 4,i , S 4,i and S 5,i are SMR matrices of suitable dimension. Moreover, let N 4 (α 4 ) be a linear parametrization of the set {N = N ′ :
Lastly, let us observe that there exist multiple constants σ i satisfying (13), and clearly one wants to pick up the smallest one in order to reduce the conservatism of Z(y, θ). The computation of an upper bound of this optimal constant is considered in the following result. Theorem 4. For all i = 1, . . . , n letσ i be the solution of the following EVP:σ
Then, the set Z(y, θ) defined with a i (y, z, θ) as in (31) for σ i =σ i satisfies the condition (13).
Proof. Similarly to the proof of Theorem 2 one proves that t 4,i (y i , p i ) and s j,i (y i , p i ) are nonnegative. Then, for any y i and p i such that y i ∈ [−p i , +∞) and p ∈ P, one has that the non-negativity of t 4,i (y i , p i ) and s j,i (y i , p i ) and the fact that U k ⊇ P for all k ≥ 1 (see Theorem 3) imply that o i (y i , p i ) ≥ 0 as required by condition (34). Lastly, the optimization (38) is an EVP because the cost is a linear function of the LMI variables Boyd et al. [1994] .
Theorem 4 provides a technique to find the set Z(y, θ) which amounts to solving an EVP (that is a convex optimization constrained by LMIs).
AN EXAMPLE
Let us consider the uncertain genetic network described by (3) with H = 2, β = 1, n = 5, r = 1 and Let us consider first problem P1. We compute an embedding set U k of P as described in Section 4.1, and then constants σ i satisfying the condition (13). We find the set U 11 shown in Table 2 (after the 11-th iteration of the 17th IFAC World Congress (IFAC'08) Seoul, Korea, July 6-11, 2008 procedure in Theorem 3 these values remain constant). Table 2 also shows the constantsσ i obtained from Theorem 4. We select a parameter-dependent quadratic Lyapunov Table 2 . Example 1: embedding set U 11 of P and constants σ i based on this set.
function with polynomial dependence of degree δ v = 0 (common quadratic Lyapunov function) and find that the LMI (21) is satisfied. Hence, according to Theorem 2 we find that, for each θ ∈ Θ, the system considered in this example has an equilibrium point in R 2n + and whose domain of attraction includes R 2n + . In addition to problem P1 we also consider the following problem:
Problem P2: to compute a lower bound of the stability margin ̺ * = sup {̺ : problem P1 has a positive answer with Θ replaced by Θ(̺)} Θ(̺) = {θ ∈ R r : θ i ∈ [0, ̺] ∀i} .
We can address problem P2 via a bisection algorithm on ̺ where, at each step, the robust stability for each θ ∈ Θ(̺) is established by using Theorem 2. By using a common Lyapunov function we find the lower bound ̺ * 0 = 21.4. This lower bound can be improved by increasing δ v . In particular, with δ v = 1 we find ̺ * 1 = 31.1. Regarding the complexity of the proposed approach, we have that the number of scalar variables in the LMI optimization (21) for this example is 296 for the case δ v = 0 and 451 for the case δ v = 1 (see also Table 3 where different values of n are also shown). The computational time for these two cases are less than 10 seconds on a standard PC. Table 3 . Example 1: number of scalar variables in the LMI optimization (21).
CONCLUSION
In this paper we have addressed the problem of establishing robust stability of genetic regulatory networks affected by parametric uncertainties. We have proposed a sufficient condition for robust stability by introducing a bounding set of the uncertain nonlinearity which ensures that, for each admissible value of the uncertainties, the system has only one equilibrium point and this equilibrium point is globally asymptotically stable in the positive octant. Moreover, we have shown that this condition can be formulated as an LMI optimization by considering polynomial Lyapunov functions and polynomial descriptions of the bounding set and by exploiting the square matricial representation (SMR) of polynomials. Then, we have shown that a family of bounding sets can be computed by means of convex optimizations in spite of the fact that the variable equilibrium point cannot be calculated being the solution of a system of parameter-dependent nonlinear equations.
