A new methodology for creating highly accurate, static nonlinear maps from scattered, multivariate data is presented. This new methodology uses the B-form polynomials of multivariate simplex splines in a new linear regression scheme. This allows the use of standard parameter estimation techniques for estimating the B-coefficients of the multivariate simplex splines. We present a generalized least squares estimator for the B-coefficients, and show how the estimated B-coefficient variances lead to a new model quality assessment measure in the form of the B-coefficient variance surface. The new modeling methodology is demonstrated on a nonlinear scattered bivariate dataset.
Introduction
The creation of accurate static nonlinear maps from scattered, multivariate data is a non-trivial problem in many fields of science and engineering. Many methods exist for creating such maps such as neural networks, polynomial neural networks, kernel methods, and multivariate splines. Multivariate splines have as advantage over other methods that they consist of ordinary multivariate polynomials. Multivariate splines have, until recently, been limited to approximating data on rectangular grids. Anderson et al. showed in Anderson, Cox, and Mason (1993) that multivariate tensor product splines are incapable of approximating scattered multivariate data. Recently, Awanou et al. presented a new type of multivariate spline, the multivariate simplex spline, which is capable of approximating scattered multivariate datasets (Awanou, Lai, & Wenston, 2005) . The scheme for creating the multivariate simplex splines from scattered data as presented in Awanou et al. (2005) , however, does not allow the use of standard parameter estimation techniques for estimating the parameters of the multivariate simplex splines and their variances.
The objective of this paper is to present a new methodology for creating accurate static nonlinear maps from scattered, multivariate data. This new methodology is based on a new linear regression $ The material in this paper was not presented at any conference. This paper was recommended for publication in revised form by Associate Editor Antonio Vicino under the direction of Editor Torsten Söderström. scheme for multivariate simplex splines. This new linear regression scheme enables the use of standard parameter estimation techniques for estimating the parameters of the multivariate simplex splines. In this paper a generalized least squares estimator for the parameters of the multivariate simplex splines is introduced. The linear regression scheme allows the estimation of the variances in these parameters which, together with their spatial location, facilitates the definition of a spatial parameter variance structure. This structure aids the localization of model deficiencies and may complement the process of model structure selection.
Preliminaries on multivariate simplex splines
This section serves as a brief introduction on the theory of the multivariate simplex spline. For a more complete and in-depth coverage of the matter, we would like to refer to the work of Lai and Schumaker (2007) .
The simplex and barycentric coordinates
The basis polynomials of the simplex spline are defined on simplices. A simplex is a geometric structure that provides a minimal, non-degenerate span of n-dimensional space. For example, the 2-simplex is the triangle and the 3-simplex the tetrahedron. A simplex is defined as follows. Let V be a set of n + 1 unique, nondegenerate, points in n-dimensional space:
Then the convex hull of V is the n-simplex t: The simplex has its own local coordinate system in the form of the barycentric coordinate system. The principle of barycentric coordinates is the following; every point x = (x 1 , x 2 , . . . , x n ) inside or outside an n-simplex t, with t as in (2), can be described in terms of a unique weighted vector sum of the vertices of t. The barycentric
. . , b n ) of x with respect to simplex t are these vertex weights:
with p i sorted vertex indices, i.e. p i < p i+1 .
Triangulations of simplices
A triangulation T is a special partitioning of a domain into a set of J non-overlapping simplices.
with the edge simplext a k-simplex with 0 ≤ k ≤ n − 1.
One of the most commonly used triangulation methods is the Delaunay triangulation. Fig. 1 shows a simple Delaunay triangulation consisting of three simplices (triangles).
Spline spaces
A spline space is the space of all spline functions s of a given degree d and continuity order C r on a given triangulation T . Such spline spaces have been studied extensively, see e.g. Lai (1990) , Lai and Schumaker (1998) and Lai and Schumaker (2007) . We use the definition of the spline space from Lai and Schumaker (2007) :
with P d the space of polynomials of degree d.
is the space of all cubic spline functions with continuity order C 1 defined on the triangulation T .
The B-form of the multivariate simplex spline
The simplex spline is a B-spline in the sense that it can be expressed in the well known B-form, see de Boor (1987) . The B-form follows from the multinomial theorem:
Introducing the multi-index κ:
The 1-norm of the multi-index is:
The factorial of the multi-index is defined as:
Lai and Schumaker (2007) introduced a very useful lexicographical sorting order on the elements of the multi-index:
The total number of valid permutations of κ isd: with the multi-index the multinomial equation (6) can be simplified into:
The basis function B d κ (b) of the multivariate spline can now be defined as follows:
de Boor proved (de Boor, 1987) 
This is the B-form of the multivariate simplex spline. In (14), c κ is a vector of coefficients called control coefficients, or more commonly, B-coefficients. The B-coefficients uniquely determine the shape of the polynomial in the B-form. The total number of B-coefficients and basis functions for a dth degree polynomial on an n-dimensional simplex is equal tod, the total number of valid permutations of κ. The B-form can be evaluated using either the de Casteljau algorithm (Hu, Han, & Lai, 2007) , or directly by simply expanding the B-form (14), which we found to be more efficient computationally.
The B-coefficient net
The B-coefficients are strongly structured in what is called the B-coefficient net, or B-net for short. The B-net has a well known spatial representation that provides insight into the structure of B-form polynomials, see e.g. Farin (1986) , Lai (1997) and Lai and Schumaker (2007) . The B-net is also very useful in the visualization of the structure of continuity between simplices. Fig. 1 shows the spatial representation of the B-net corresponding with a third degree basis function (i.e. d = 3) defined on a triangulation consisting of the three simplices t i , t j and t k .
There exists a direct relationship between the multi-index of a B-coefficient and its spatial location in barycentric coordinates b(c κ ) with respect to a simplex:
Continuity between simplices
A spline function is, per definition, a piecewise defined polynomial function with C r continuity between its pieces. Continuity between the polynomial pieces of the simplex spline are enforced by continuity conditions which are defined for every facet shared by two neighboring simplices. Let two neighboring n-simplices t i and t j , differing by only the vertex w, be defined as follows:
Then t i and t j meet along the facett given by:
Clearly,t is an (n-1)-simplex. As de Boor observed in de Boor (1987) the facet simplext is indirectly defined by either one of the vertices v n and w. This is an important observation, because it simplifies the implementation of the algorithm for formulating the continuity conditions. We use the formulation for the continuity conditions from Awanou et al. (2005) and Lai and Schumaker (2007) :
with γ = (γ 0 , γ 1 , . . . , γ n ) a multi-index independent of κ. In Fig. 1 the graphical interpretation of the C 1 continuity structure for a third degree B-net on three simplices is shown. This graphical interpretation is well known in the literature, see e.g. Farin (1986) and Lai (1997) . It is easy to check that the formulation from (18) is valid only for the continuity between simplices t i and t j in Fig. 1 while it fails to describe the correct continuity structure between t j and t k . In general, for a globally indexed B-net (such as the B-net in Fig. 1 ), the location of the constant in the multi-index (i.e. the m and 0) is equal to the location of the single non-zero value in the multi-index of B-coefficients located at the out-of-edge vertices w and v n , respectively. For example, the correct continuity structure for t j and t k in Fig. 1 
is obtained by reformulating (18) into
For C r continuity there are a total of R continuity conditions per edge:
Eventually we want all continuity conditions for all edges formulated in the following matrix form:
where matrix H is the so-called smoothness matrix. Each row in H contains a single continuity condition (18) which is equated to zero. The vector c is the global vector of B-coefficients. Vector c is constructed as follows:
with c t j the per-simplex vector of lexicographically sorted Bcoefficients:
With C r continuity between simplices we have H ∈ R (E·R)×(J·d) ,
with E the total number of edges in a triangulation and R andd as in (19) and (11) respectively. In general we have rank(H) ≤ (E · R)
but only for the simplest of triangulations will H be of full rank. As Lai and Schumaker observed in Lai and Schumaker (2007) , the rank deficiency of H is caused by the fact that there are redundant continuity equations for triangulations with an interior vertex. For our purposes, we require H to be of full rank, that is, when
Our algorithm for constructing H therefore detects and removes any redundant continuity equations.
A linear regression scheme using B-form polynomials
In this section we present the new linear regression scheme for multivariate simplex splines. This regression scheme allows the use of the B-form basis polynomials of the multivariate simplex spline as regressors in a standard linear regression framework. We present a generalized least squares parameter estimator for the Bcoefficients of the multivariate simplex spline, as well as a method for estimating B-coefficient variances.
Linear regression with polynomials in the B-form
Consider the pair of observations (x(i), y(i)) related as follows:
with f an unknown function and with r(i) a residual term. We now introduce a regression model structure for approximating f that is equivalent to a linear combination of B-form polynomials (14) of degree d, defined on a triangulation consisting of J simplices:
with b(i) the barycentric coordinate of x(i) with respect to the simplex t j as in (3). The model structure in (25) is an entirely valid linear regression structure, but it would not lead to a meaningful approximation scheme because all data points x(i) contribute to the approximation on a simplex t j regardless of whether they are inside or outside t j . In order to obtain a per-simplex interpolation scheme, a simplex membership operator δ jk(i) is introduced:
with k(i) an index function that produces the index of the simplex which contains the data point x(i), i.e., x(i) ∈ t k(i) , ∀i. The membership operator (26) is now applied to the regression model (25), which leads to our multivariate simplex spline based linear regression model:
This expression can be restated in a matrix form that includes all measurements. For this purpose we first have to define a vector formulation of the B-form from (14). First, let B d t j be the vector of lexicographically sorted basis polynomial terms for the simplex t j :
where the simplex identifier t j was added to the definition of the basis function for clarity. With (22) and (28) the per-simplex Bform in vector formulation is:
We introduce the per-simplexd ×d diagonal data membership matrix for observation i as follows:
The full-triangulation basis function vector for a single observation is:
The block diagonal full-triangulation data membership matrix D(i)
for a single observation is a matrix with D t j (i) blocks on the main diagonal:
Using (21), (31) and (32) the B-form of the multivariate simplex spline for the complete triangulation in vector form becomes:
Now let X(i) be a single row in the full-triangulation regression matrix for all observations X ∈ R N×J·d as follows:
For a single observation on y we then have:
which, for all observations, leads to the well known formulation:
A generalized least squares estimator for the B-coefficients
Equation (36) can be solved using many different methods, depending on the assumptions made on the nature of the residual term r. We will introduce a generalized least squares (GLS) estimator for (36), which implies the following assumptions on the residual r:
with Σ ∈ R N×N the residual covariance matrix, which is both nonsingular and positive definite. The well known (see e.g. Kariya and Kurata (2004) ) GLS cost function is:
Up to this point we have not discussed how continuity between simplices is achieved in the frame of the new regression scheme. As explained in Section 2.6, the continuity conditions are contained in the smoothness matrix H from (20). The continuity conditions act as constraints on B-coefficients located in the continuity structure of a triangulation. Therefore, the complete optimization problem can be stated as an equality constrained GLS problem (ECGLS) as follows:
Using Lagrange multipliers this optimization problem can be formulated as a Karush-Kuhn-Tucker (KKT) system:
with ν vector of Lagrange multipliers. The coefficient matrix in (40) is the KKT matrix. The solution of the KKT system is:
withĉ andν estimators for c and ν respectively. Rao showed in Radhakrishna Rao (2002) that the matrix in (41) is equal to the pseudoinverse of the KKT matrix:
Note that the sizes of the submatrices C 1 , C 2 and C 3 in (42) are equal to the sizes of X Σ −1 X, H and H respectively.
A rank requirement for the KKT matrix
For our purposes we require the KKT matrix in (40) to be non-singular, which is the case when the dispersion matrix
J·d×J·d is positive definite on the kernel of the smoothness matrix H:
This statement holds if Q and H are both of full rank. The proof of (43) for the general KKT matrix is well known in the literature, see e.g. Boyd and Vandenberghe (2004) . In Section 2.6 we stated that H is of full rank when no redundant continuity conditions are present. The following theorem will prove that the rank of Q is dependent on the volume and configuration of the data.
Theorem 1. The dispersion matrix Q is non-singular when every simplex in a triangulation T contains a minimum ofd non-coplanar data points, withd as in (11).
Proof. The proof requires that the data content of every individual simplex is considered separately. We therefore first re-order the rows in X and Σ −1 such that they are in block diagonal form. This operation does not alter the rank of Q. We denote the per-simplex blocks X j , and Σ −1 j with j = 0, 1, . . . , J. The number of data points in the simplex t j is N j . The rank of Q is now simply the sum of the ranks of the diagonal sub-blocks:
For Q to be of full rank, we must have for every set of blocks:
we make use of a nested form of the rank statement from Horn and Johnson (1985) :
where the rank of Σ −1 j X j is given by:
Because Σ is invertible, its rank is equal to the total number of data points N j in simplex t j . The rank of X j is:
When N j <d, i.e. when there are less thand non-coplanar data points in simplex t j , we get rank X j = N j with which the inequalities in (47) reduce to the following equality:
Using this result in (46), and eliminating the inequalities we get:
This result proves that Q is singular when there are one or more simplices with less thand non-coplanar data points. When N j ≥d we have rank X j =d with which the inequalities in (47) reduce to:
Substituting this result in (46) and eliminating the inequalities we get:
which proves that Q is non-singular only if N j ≥d.
Model quality assessment
The quality of multivariate spline based models created with the new linear regression scheme can be assessed in two different ways. First, the model residue r from (36) can be analyzed directly.
Second, the new linear regression scheme enables the use of a statistical model quality measure based on the B-coefficient covariance matrix. Rao showed in Radhakrishna Rao (2002) that if the pseudoinverse in (42) is equal to the true inverse, the GLS parameter covariance matrix ofĉ is equal to the C 1 submatrix in (42). We proved earlier that the KKT matrix from (40) is invertible when sufficient data is present in every simplex, and when the smoothness matrix H is of full rank; in the following we will assume that both these conditions are met. In that case the GLS parameter covariance matrix is given by:
with B-coefficient variances equal to the main diagonal of Cov(ĉ):
The estimation of the B-coefficients and the B-coefficient covariance matrix requires the residual covariance matrix Σ to be known, which in general is not the case. Calculation of Σ is not trivial, and many different methods for constructing it are presented in the literature, see e.g Radhakrishna Rao (2002) and Kariya and Kurata (2004) . We propose a two-stage method that considers only per-simplex correlations in the residual r. In the first stage, it is assumed that Σ = σ I, in which case (40) reduces to an ordinary least squares problem. Under this assumption the estimator for the Bcoefficients (41) is still unbiased, but less efficient, leading to inaccurate estimates for the B-coefficient variances. The residual vector r is then calculated with (36) using the estimated B-coefficients. With the residual vector, per-simplex residual covariance matrix blocks Σ t j ∈ R N j ×N j can now be estimated as follows:
The per-simplex residual covariance matrix blocks are then assembled into the full-triangulation, block diagonal, residual covariance matrix Σ as follows:
where it is assumed that every per-simplex residual covariance matrix block Σ t j is non-singular and positive definite. In the second stage of the estimation procedure, the B-coefficients are reestimated with (41) using the estimated Σ from (56). An estimate of the B-coefficient variances can then be obtained with (54).
Demonstration of the new modeling method
In this section the new modeling methodology is demonstrated with a simple bivariate data fitting experiment. In the experiment, bivariate simplex spline functions of varying polynomial degree and continuity order are used to approximate a nonlinear, scattered, bivariate dataset on a triangulation consisting of 3 simplices. The quality of the spline approximation is assessed using the residual and statistical analysis methods from Section 3. Finally, the system matrices for a first degree spline function with C 0 continuity are written out.
Demonstration setup
For the numerical experiment 1000 scattered data points (x 1 , x 2 ) ∈ R 2 on the interval [0, 1] were generated using a uniform random number generator. The data values were generated with a bivariate function f (x 1 , x 2 ) as follows: with k(t j ) · ν a uniformly distributed white noise sequence of simplex-dependent magnitude k(t j ). The linear regression model from (36) was used to model this dataset. A non-type-I/II triangulation T 3 consisting of 3 simplices was assumed, see Fig. 2 . The values for the noise magnitude were chosen to be {k(t 1 ), k(t 2 ), k(t 3 )} = {0.2, 0.05, 0.02}. In this case it is clear that Cov(r) = σ I which warrants the use of the GLS estimator from (41).
Demonstration results
A number of spline spaces were used to approximate the data. In Fig. 3 the general performance of these spline spaces is shown in the form of RMS of the residual r(x 1 , x 2 ). Also shown in Fig. 3 are the estimated mean B-coefficient variances. This figure clearly shows that increasing the degree of the spline spaces reduces the residual RMS, as expected. From Fig. 3 it is clear that the estimated B-coefficient variances depend heavily on the continuity order of the spline spaces.
In Fig. 4 the s ∈ S 2 6 (T 3 ) spline approximation is shown together with the residual r(x 1 , x 2 ), which consists mostly of the added white noise. Fig. 5 shows the estimated B-coefficient variance structure for the s ∈ S 2 6 (T 3 ) spline together with a simulated Bcoefficient variance structure. The simulated B-coefficient variance structure was obtained by numerically calculating the variance in the estimated B-coefficients for 1000 noise realizations. Fig. 5 clearly shows a close correspondence between estimated and simulated B-coefficient variances. Note that the B-coefficient variances shown in Fig. 5 are lowest around the internal vertex. The continuity conditions for the given triangulation are formulated using (18). For example, the continuity conditions of t 1 with respect to t 2 are: where rows 1 and 2 are the continuity conditions for t 1 with respect to t 2 , rows 3 and 4 the continuity conditions for t 1 with respect to t 3 and row 5 the single continuity condition for t 2 with respect to t 3 . Note that the continuity condition c 001 was removed as it was redundant, causing H to be rank deficient.
Conclusions
In this paper, a new methodology for creating accurate static nonlinear maps from scattered multidimensional data is presented. This methodology uses B-form polynomials in barycentric coordinates inside an equality constrained linear regression scheme. The linear regression scheme requires a new vector formulation for the B-form of the multivariate simplex spline, which is derived in this paper. A generalized least squares estimator for the B-coefficients of the multivariate simplex splines is presented. The new linear regression scheme facilitates the estimation of the variances of the B-coefficients. These variances can be used, together with the spatial location of the B-coefficients, to define variance hypersurfaces.
A numerical demonstration experiment was conducted in which the new modeling methodology was applied in the approximation of a nonlinear, scattered dataset with simplex splines of varying degree and continuity order. The statistical model quality assessment method introduced in this paper was shown to complement the standard residual analysis. Furthermore, it was shown that increasing the continuity order of a spline function reduces Bcoefficient variances, especially for B-coefficients located near internal vertices.
Finally, the practicality of the new methodology has been demonstrated in de Visser, Mulder, and Chu (2009) , in which a highly nonlinear aerodynamic dataset is modeled with multivariate simplex splines inside a linear regression framework.
