In this study, we consider the estimation of two parameters of the generalized exponential distribution based on dual generalized order statistics by using the maximum likelihood approach as well as Bayesian approach. We derive the exact expression of the expected Fisher information matrix of the parameters in the distribution. Also, an approximation based on the Lindley (Trabajos de Stadistca 21, 1980) method is used to obtain Bayes estimator under squared error loss function. Comparisons are made between maximum likelihood and Bayes estimators using a Monte Carlo simulation study.
Introduction
The two-parameter generalized exponential distribution (which is denoted by GE(α, λ)) was introduced by Gupta and Kundu (1999) as an alternative to the gamma and Weibull distributions. It was observed that GE distribution is useful in a situation where a skewed distribution for a nonnegative random variable is needed. where α is the shape parameter and λ is the reciprocal of a scale parameter, respectively. When α = 1, GE distribution coincides with the exponential distribution. The hazard function of GE distribution, which plays an important role in life testing and reliability problems, can be increasing, decreasing or constant depending on the shape parameter α. For any λ, the hazard function is nondecreasing if α > 1, it is nonincreasing if α < 1, and is constant if α = 1. If data come from a right-tailed distribution, then GE can be used quite effectively. It is observed that GE distribution provides a better fit than two parameter gamma and Weibull distributions.
For this model, Gupta and Kundu (1999) considered different estimation procedures and compared their performances through numerical simulations. Raqab and Ahsanullah (2001) and Raqab (2002) studied the properties of order and record statistics, and their inferences. Gupta and Kundu (2003) used the ratio of the maximized likelihoods to discriminate between the Weibull and GE distributions. Raqab and Madi (2005) obtained the Bayesian estimation and prediction for GE distribution, using informative priors. Kundu and Gupta (2008) also considered the Bayesian analysis of the GE distribution and compared their performances with the classical ones. Kim and Song (2010) used the Gibbs sampling to provide sample-based estimates for predictive density function of the future items under doubly censored sample.
While order statistics is widely used in statistical modelling and inference, their moments are of great importance in statistical problems. The concept of generalized order statistics (GOS) as a unified approach to a variety of models of ordered random variables was introduced by Kamps (1995) . For example, ordinary order statistics, upper record values and sequential order statistics are special cases of GOS. Based on GOS, Burkschat et al. (2003) not only introduced the concept of the dual GOS as a dual model of GOS and but also unified approaches to several models of decreasingly ordered random variables such as reversed order statistics, lower record values and lower Pfeifer records.
Suppose that X 1 , X 2 , · · · , X n is a random sample of size n drawn from a GE(α, λ). Also, let F (x) denote an absolutely continuous distribution function with corresponding density function f (x) and X(1, n,m, k), X(2, n,m, k), · · · , X(n, n,m, k) be the corresponding a dual GOS. Then, the joint density function of the first n dual GOS is the following forms:
For simplicity, we shall assume m 1 = m 2 = · · · = m n−1 = m. If m = 0 and k = 1, then it gives the joint probability density function of n reversed order statistics from the independent and identically distributed (iid) random sample coming from F (x). If m = −1 and k = 1, then X(r, n, m, k) reduces to the rth lower k-record value of the iid random variables.
For the lower record value as special case of (1. Kim and Kim (2013) .
In this paper, our main objective is to describe MLE, the exact expression of the expected Fisher information matrix, and Bayes estimation for the parameters of GE(α, λ) distribution based on dual GOS, assuming the informative priors. The rest of paper is organized as follows. In section 2 we derive the MLE and exact expression of the expected Fisher information matrix of the parameters. In section 3, Lindley approximation is used for obtaining Bayes estimates for the parameters. Finally, Monte Carlo simulation is provided in section 4.
Maximum Likelihood Estimation
Assuming that m 1 = m 2 = · · · = m n−1 = m and X(1, n, m, k), X(2, n, m, k), ..., X(n, n, m, k) (k ≥ 1, m is a real number) are n dual generalized order statistics drawn from GE(α, λ) distribution. The likelihood function of the parameters (α, λ) given x = (x 1:n:m:k , x 2:n:m:k , · · · , x n:n:m:k ), which can be written for simplicity as x = (x 1 , x 2 , · · · , x n ), can be obtained by substituting from (1.1) and (1.2) in (1.3). Therefore, the likelihood function of α and λ becomes to be proportional to
where
Since both parameters α and λ are unknown, it follows from (2.1) that the log-likelihood function of α and λ based on dual GOS is given by
The maximum likelihood estimators (MLE) of α and λ, denoted byα M and λ M , can be derived by solving the equations
From (2.2), MLE of α is expressed bŷ
Obtaining a closed form of expression for MLEλ M is not possible. The solution can be obtained by using iteration methods. MLE of λ is obtained by solving the nonlinear equation (2.5). Then, substituting MLE of the parameter λ in (2.4), we can obtain MLE of the parameter α.
The asymptotic variance-covariance matrix of MLE for the parameters α and λ are given by the elements of the Fisher information matrix
From the log-likelihood function, the asymptotic variance-covariance matrix for the MLE is obtained by the the following forms:
where φ r (λ) = e −λxr /(1 − e −λxr ) 2 and v r (λ) = e −λxr /(1 − e −λxr ).
We consider the first and second moments of rth dual GOS from GE distribution and then, using these results, we want to obtain the exact expressions for the above expectation considered. It is observed that the elements of Fisher information matrix involve only a function of X r , r = 1, 2, · · · , n. Therefore, to compute the expected Fisher information matrix, we need the marginal probability density function of rth dual GOS based on c.d.f F (x) and p.d.f f (x). From Burkschat et al. (2003) , the marginal probability density function of rth dual GOS is the following forms:
Assume that m = −1. From (1.1), (1.2) and (2.6), the single moment of rth dual GOS can be obtained from (2.6) as follows
Using the following fact
is a harmonic number, the expectation of rth dual GOS is obtained as For m = −1, the single moment of rth dual GOS in (2.6) is given by
By using the transformation u = −ln(1 − e −λx ) α in (2.8) and from the fact that [−ln(
e −iu/α /i, we have the following forms:
Also, for r ≥ 2,
where ζ(·, ·) denotes the generalized Riemann zeta function defined by
Note that the digamma function Ψ(x) can be represented as an infinite series as the following forms:
where γ is the Euler's constant. Therefore, it follows from (2.11) that a r is obtained by, respectively,
Remark. (i) When m = 0 and k = 1 in (2.7), the explicit formula for single moment of order statistics of the generalized exponential distribution can be obtained as
where nC r is a combination.
(ii) Putting k = 1 in (2.12), we deduce the explicit formula for the single moment of lower record values for the generalized exponential distribution as, respectively,
In (2.14), if λ = 1 then, the results coincide with Theorem 1 of Raqab (2002) .
For m = −1, the second moment of rth dual GOS X 2 (r, n, m, k) can be given by l(m + 1) ). By setting u = 1 − e −λx in (2.15) and using the fact
du we find that
where ψ (n) (t) denotes nth derivative of the digamma function which is defined by
dt n+1 lnΓ(t) and ψ (n) (t) is called a polygamma function.
By setting same transformation in (2.9), the second moment of rth dual GOS, when m = −1, is obtained as
(2.17)
To get the expected Fisher information matrix, we need to compute the expectation of X r v r (λ) and X 2 r φ r (λ), respectively. First, by using the integration by part, the expectation of X r v r (λ), when m = −1, is given by
where C * = C r−1 /(Γ(r)(m + 1) r−1 ).
To obtain E[(X r v r (λ)], the integration part of (2.18) requires the expectation of the single moment of the rth dual GOS. Therefore, from (2.7), we can have the expectation of X r v r (λ) as follows:
where, b l = α(γ r + l(m + 1)).
For m = −1, we can compute the expectation of X r v r (λ), which is
From (2.9) and the fact that [−ln(
To get the expectation of X 
where b * l = b l − 1. From (2.7) and (2.15), the expectation X 
For m = −1, the expectation X 2 r φ r (λ) is obtained by using the similar way in (2.20) .23), all entries of the expected Fisher information can be explicitly expressed, depending on m. The asymptotic normality of the MLE can be used to compute the confidence intervals for the parameters α and λ, which become
where z a/2 is an upper (α/2)100pth percentile of the standard normal variate.
Bayesian Estimation
In this section, we consider Bayes estimation of the parameters α and λ under squared error loss (SEL) function, which is defined as L(θ,θ) = (θ −θ)
2 . Since α and λ are both unknown, a natural choice for the prior distributions of α and λ would be to assume that the two quantities are independent gamma distribution as the following forms:
where a 0 , b 0 , a 1 and b 1 are chosen to reflect prior knowledge about α and λ. By combining (2.1) and (3.1), the joint posterior density of α and λ is proportional to
Under the SEL, it is well known that the Bayes estimator of a function g = g(α, λ) is the posterior mean of the function, which iŝ
where π(α, λ) denotes the joint prior distribution. In general, the ratios of the two integrals given by (3.3) cannot be obtained in a closed form. Therefore, in such a case, we want to use a numerical integration technique such as Lindley's approximation which Lindley (1980) developed approximate procedures for a evaluation of the ratio of two integrals in (3.3). In a two parameter case, (λ 1 , λ 2 ) = (α, λ), the approximate Bayes estimator of a function g(λ 1 , λ 2 ), under SEL, leads tô
; i, j = 0, 1, 2, 3, with i + j = 3,
and for i = j,
where τ ij is the (i, j)th element of the inverse matrix of
Moreover, (3.4) is to be evaluated at the maximum likelihood estimates of λ 1 and λ 2 . Now, we apply Lindley's approximation inĝ into our case where (λ 1 , λ 2 ) ≡ (α, λ) and g(λ 1 , λ 2 ) ≡ g(α, λ). Therefore, the elements τ ij can be obtained as
Let H = −l 22 , G = −l 11 and I = l 12 = l 21 . Then N = GH − I 2 . We can rewrite the elements τ ij as
x n e −λxn
Also, the values of l * ij can be obtained as follows for i, j = 0, 1, 2, 3
From the joint prior density function, p = log π(A, s) = const.+(a 0 −1) log α+
Substituting all the above components to (3.4), the Bayes estimator of the function g(α, λ), relative to SEL, becomeŝ
From (3.5), we can deduce the values of the Bayes estimators under SEL of the parameters α and λ in what follows. If g(α, λ) = α, then g 1 = 1, g 2 = 0, g ij = 0, ∀i, j and the Bayes estimator of α isα
If g(α, λ) = λ, then g 1 = 0, g 2 = 1, g ij = 0, ∀i, j and the Bayes estimator of λ isλ
Not that all of the equations of right-hand side of equation (3.6) and (3.7) are to be evaluated at MLE (α M ,λ M ).
Simulation Study
In this section, we present that analysis of a real data and simulation study is conduced to investigate and compare the performance of the MLE and Bayes estimator based on lower record values. The lower record value can be obtained from dual GOS in (1.3) as a special case by taking m = −1 and k = 1. Let {X n , n ≥ 1} be an infinite sequence of iid random variables from (1.1). Define
} provides the lower record values of size n for n ≥ 1.
To illustrate the previous estimation of the parameters of the generalized exponential distribution based on the lower record values of size n, a numerical example is given below. For this data set, Madi and Raqab (2007) showed that the generalized exponential distribution provides a good fit to the data using the KolmogorovSmironov test. The MLE is obtained by solving the nonlinear equation using Newton-Raphson method. We find that the MLE of α and λ to beα M = 4.247 andλ M = 0.109, respectively. We assume that the prior parameters are a 0 = a 1 = b 0 = b 1 = 0.5, therefore prior parameters reflect vague prior information from (3.6). From (3.6) and (3.7), the approximate Bayes estimates for α and λ to beα B = 4.817 andλ B = 0.203, respectively.
In the following, using Monte Carlo simulation study, we compare the MLE and Bayes estimates for the parameters of generalized exponential distribution based on lower records:
1. For given values of (α, λ), samples from GE distribution are generated by using the inverse c.d.f. of GE distribution,
, where u i is the uniformly distributed random variate. Then, the sample of lower record values of size n, 
where h(θ 0 ) is the true value and h(θ i ) is the ith estimate of h(θ) evaluated atθ.
The computational results for the averaged value and RMSE of MLE and Bayes estimates are computed in the above steps to obtain the unknown parameters α and λ, where the values of the parameters used are α = 2 and λ = 1 as true values. It is assumed that the joint prior distribution of (α, λ) is an independent gamma distribution given by (3.1) either a 0 = b 0 = a 1 = b 1 = 0.1 or a 0 = a 1 = 1 and b 0 = b 1 =2, which reflect vague prior and proper prior information. The simulation results are presented in m = −1 and k = 1. As expected, it shows that the performance of MLE and Bayes estimates become better as the sample size of n increases. We see that Bayes estimates are better than MLE in the sense of comparing RMSE of the estimates. As the sample size n increases, RMSE of the estimates should decrease, which is the case in our computer simulation. It is seen that Table  4 .2 has the similar results.
