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Cette the`se, dont les programmes joints constituent un e´le´ment indissociable, traite du
spectre du Laplacien sur des domaines de surfaces et plus pre´cise´ment du calcul nume´rique
des valeurs et fonctions propres pour des conditions au bord de Dirichlet et de Neumann.
Une fois la formulation variationnelle du spectre du Laplacien e´tablie, nous adaptons aux
domaines de surfaces la bien connue me´thode des e´le´ments finis pour les domaines du plan.
La convergence des solutions est de´montre´e et la mise en œuvre nume´rique de la me´thode
est pre´cise´e. On aborde en particulier les questions de maillage (par macro-e´le´ments ou
de Delaunay) et de traitements de triangulations (renume´rotation des nœuds et raffine-
ment local). La construction et la re´solution nume´rique du proble`me matriciel associe´ sont
e´galement de´taille´es ; sont notamment aborde´s la question du mass-lumping et l’algorithme
ite´ratif de Lanczos.
Deux applications aux domaines du plan (mais e´ventuellement ge´ne´ralisables aux surfaces)
sont ensuite pre´sente´es : premie`rement, la de´monstration de la convergence des valeurs et
fonctions propres d’un domaine a` anse fine vers les solutions de deux proble`mes limites
inde´pendants, l’un correspondant au proble`me sur la partie e´paisse du domaine, l’autre a`
un proble`me associe´ a` l’anse (essentiellement unidimensionnel mais toutefois non trivial
selon la ge´ome´trie de l’anse) ; deuxie`mement, la mise en œuvre d’un algorithme de mini-
misation des valeurs propres de Dirichlet, base´ sur une me´thode de variation du bord.
Une se´rie d’exemples d’utilisation de ces algorithmes est propose´e, contenant des re´sultats
nume´riques et des explications concernant leur mode´lisation : tores, sphe`res, couples de
domaines isospectraux, domaines a` anse planes et cylindriques fines, ainsi que les 10 pre-
miers domaines optimaux de´termine´s par l’algorithme d’optimisation de forme.
Une description du fonctionnement et de l’utilisation des programmes de´veloppe´s pour
ce travail sur la base des algorithmes cite´s plus haut est finalement donne´e.
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Chapitre 1
Introduction
Cette the`se traite du spectre du Laplacien sur des domaines de surfaces et plus pre´cise´ment
du calcul nume´rique des valeurs et fonctions propres pour des conditions au bord de Di-
richlet et de Neumann. Apre`s un instantane´ des recherches et re´sultats dans le domaine,
nous donnons un plan du pre´sent travail et pre´cisons les notations et conventions utilise´es,
ainsi que les pre´requis a` la compre´hension des concepts discute´s.
1.1 Proble´matique
La re´solution nume´rique d’e´quations aux de´rive´s partielles sur des domaines de Rn avec
n 6 3 (et plus occasionnellement n > 3), en particulier l’estimation de valeurs propres
du Laplacien, est devenue courante avec le de´veloppement de l’informatique. Parmi les
techniques permettant de tels calculs, la plus largement re´pandue est probablement la
me´thode des e´le´ments finis. Les origines de cette me´thode sont diverses et l’inge´nierie a
parfois pre´ce´de´ les mathe´matiques dans la mise au point de la technique. Citons, pour ce qui
est de la contribution au formalisme mathe´matique, Rayleigh ([42]), Ritz ([45]) et Galerkin
([21]), qui introduisent entre 1870 et 1915 le concept de me´thode de projection, ainsi que
Courant ([17]), qui conside`re en 1943 des fonctions de base a` supports locaux, simplifiant
ainsi conside´rablement leur construction. Il faut toutefois attendre 1973 pour que Strang
et Fix ([48]) donnent une forme rigoureuse a` cette me´thode, dont Raviart et Thomas ([41])
proposent en 1983 une analyse tre`s comple`te et pratique, de´taillant bien des aspects de
la re´solution nume´rique de plusieurs proble`mes, dont le spectre d’ope´rateurs elliptiques.
Citons encore Babusˇka et Osborn ([7]) qui, en 1989, affinent les re´sultats de convergence
des valeurs et vecteurs propres obtenus par des me´thodes d’e´le´ments finis. Notons toutefois
qu’en 1956 de´ja` les inge´nieurs Turner, Clough, Martin et Topp ([52]) utilisent les e´le´ments
finis dans l’industrie ae´ronautique.
Aujourd’hui, les calculs nume´riques de valeurs propres du Laplacien sur des domaines du
plan, en particulier ceux usant des e´le´ments finis, ne sont pas rares et servent notamment
a` conjecturer des re´sultats the´oriques. Une des utilisations les plus re´centes de tels algo-
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rithmes est l’optimisation de forme pour les valeurs propres de Dirichlet sous contrainte de
volume. Cette question apparaˆıt a` la fin du XIXe sie`cle de´ja`, lorsque Rayleigh ([43] et [44])
conjecture que le disque minimise la premie`re valeur propre. En 1923 et 1925, Faber ([20])
et Krahn ([30]) de´montrent inde´pendamment cette conjecture a` l’aide d’une technique de
re´arrangement. Krahn ([31]) et Szego¨ (cite´ dans [39]) de´montrent ensuite que la re´union
disjointe de deux disques identiques minimise la deuxie`me valeur propre.
Les proble`mes de minimisation se corsent pour les valeurs propres suivantes et les re´sultats
the´oriques se limitent a` l’existence d’un domaine optimal pour la troisie`me valeur propre
et a` sa connexite´ dans R2 et R3 (Bucur et Henrot [10] ; Wolf et Keller [53]). Tout au plus
dispose-t-on de quelques conjectures pour les valeurs propres suivantes, notamment par les
re´sultats de Wolf et Keller : la troisie`me valeur propre, qui est minimise´e localement par le
disque, aurait pour domaine associe´ un disque en dimensions 2 et 3, et une re´union disjointe
de 3 disques en dimensions supe´rieures ; la quatrie`me valeur propre aurait pour domaine
associe´, en dimensions 2 et 3, une re´union disjointe de deux disques dont le rapport des
rayons peut eˆtre calcule´. La question naturelle de savoir si les domaines optimaux ne sont
que des re´unions disjointes de disques se pose alors, mais Wolf et Keller remarquent par
exemple que la treizie`me valeur propre du carre´ est infe´rieure a` celle de n’importe quelle
re´union disjointe de disques.
Cette situation conduit naturellement au de´veloppement d’algorithmes nume´riques d’op-
timisation de forme, permettant d’approcher des valeurs propres optimales ainsi que les
domaines associe´s. En 2004, Oudet ([35]) propose ainsi des candidats pour les dix premie`res
valeurs propres de Dirichlet du plan, validant les conjectures pour les troisie`me et quatrie`me
valeurs propres et observant au passage que la cinquie`me valeur propre du disque n’est
de´ja` plus minimise´e par une re´union disjointe de disques. En 2012, Antunes et Freitas ([5])
ame´liorent ces re´sultats, proposant en particulier un septie`me domaine optimal diffe´rent.
Ils pre´sentent de plus des domaines optimaux pour des conditions de Neumann. A noter
que les calculs d’Antunes et Freitas ont la particularite´ de ne pas employer de me´thode
d’e´le´ments finis, mais une me´thode dite MFS (pour Method of Fundamental Solutions), qui
ne ne´cessite pas de mailler les domaines mais qui, en contrepartie, ne permet de traiter que
des domaines simplement connexes.
Les proble`mes d’optimisation de forme pour les valeurs propres du Laplacien ne se li-
mitent toutefois pas a` la seule contrainte de volume, ni a` la seule condition au bord de
Dirichlet. Citons par exemple, en ce qui concerne la premie`re valeur propre de Dirichlet, le
cas des polygones, pour lesquels Po`lya ([40]) a montre´ que les triangles et les quadrilate`res
re´guliers sont optimaux, et les domaines contenu dans une boˆıte fixe´e, pour lesquels But-
tazo et Dal Maso ([12]) ont montre´ l’existence d’une solution, avant qu’Henrot et Oudet
([27]) ne de´montrent que les parties libres du bord du domaine ne peuvent pas consister
en des morceaux de sphe`res. Citons encore le proble`me de la minimisation de la deuxie`me
valeur propre de Dirichlet sous contrainte de volume et de convexite´ dans le plan, pour
lequel Cox et Ross ([18]) ont montre´ l’existence d’une solution. Suite a` des simulations
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nume´riques, Troesch ([51]) a conjecture´ qu’un tel domaine optimal e´tait le stade, c’est-a`-
dire l’enveloppe convexe de deux disques tangents de meˆme rayon, mais Henrot et Oudet
ont montre´ que ce n’est pas le cas (entre autres proprie´te´ du domaine optimal). Oudet
([35]) propose e´galement des simulations nume´riques pour approcher ce domaine optimal.
Si, comme on le voit, le calcul nume´rique de valeurs propres dans le plan constitue un
domaine de recherche actif, tre`s peu travaux portent sur les domaines de surfaces. Citons
Strohmaier et Uski ([49]), qui calculent avec un algorithme base´ sur la me´thode MPS
(pour Method of Particular Solutions) la premie`re valeur propre non triviale de la surface
de Bolza. L’algorithme, quoique donnant un re´sultat d’une surprenante pre´cision, semble
toutefois devoir se limiter a` des surfaces bien particulie`res, en l’occurrence les surfaces
hyperboliques. Nous pouvons e´galement citer Maintrot ([33]), qui calcule a` l’aide d’une
me´thode d’e´le´ments finis ge´ode´siques quelques valeurs propres d’une surface de genre 2,
vue comme recollement de parties du plan hyperbolique.
Le but premier de ce travail est donc de pallier a` l’absence d’algorithme ge´ne´ral pour
les domaines de surfaces, en proposant une analyse nume´rique du calcul de telles valeurs
propres, ainsi qu’un algorithme fonctionnel, complet et documente´ de re´solution nume´rique.
Par algorithme ge´ne´ral, on entend qu’il soit applicable quels que soient la me´trique de la
surface, le nombre de cartes ne´cessaires a` sa parame´trisation, leurs recollements ou leurs
formes. Les programmes ainsi de´veloppe´s ont donne´ pleine satisfaction lors de leur utilisa-
tion pour de nombreux exemples, dont ceux illustre´s dans ce travail, et il est e´videmment
souhaite´ qu’ils servent a` d’autres recherches a` l’avenir.
Est e´galement pre´sente´ un algorithme d’optimisation de forme des valeurs propres de Di-
richlet sous contrainte de volume qui, s’il ne traite actuellement que de domaines du plan,
a e´te´ pense´ en vue d’une ge´ne´ralisation e´ventuelle aux domaines d’une surface fixe´e. Les
re´sultats obtenus dans le plan ont e´galement l’heureuse proprie´te´ de coller aux re´sultats
actuels de re´fe´rence dans le domaine.
Nous conside´rons finalement un autre proble`me classique de ge´ome´trie spectrale, a` savoir
le proble`me des domaines a` anses fines. En effet, de tels domaines sont particulie`rement
de´licats a` e´tudier nume´riquement et il paraˆıt ne´cessaire d’identifier le spectre des do-
maines limites, c’est-a`-dire apre`s e´crasement de l’anse, afin de donner de bonnes estimations
nume´riques des valeurs propres des domaines a` anses fines. En 1987, Anne´ ([4]) a e´tudie´
ce proble`me pour les sous-varie´te´s munies d’anses cylindriques (X × S1), montrant que le
spectre converge vers la re´union de celui de la partie e´paisse et de celui, diminue´ d’une
dimension, de l’anse (X) avec des conditions au bord de Dirichlet. Alors que ce travail ne
concernait que les valeurs propres, Anne´ a de plus de´montre´ une forme de convergence H1
des fonctions propres lors de communications prive´es en 2008.
Ayant effectue´ au meˆme moment un travail the´orique sur les domaines a` anses planes,
avec pour objectif d’obtenir de bons re´sultats nume´riques sur de tels exemples, je pre´sente
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les re´sultats obtenus avec des outils essentiellement d’analyse fonctionnelle. Ils montrent
une convergence comparable a` la situation traite´e par Anne´, tant du point de vue des
valeurs que des fonctions propres, avec toutefois une plus grande liberte´ donne´e au niveau
de la ge´ome´trie de l’anse et donc des solutions limites ge´ne´re´es.
1.2 Plan du travail
Le pre´sent travail peut eˆtre divise´ en 4 parties relativement distinctes, comme de´crit ci-
dessous. Ce document serait toutefois incomplet sans les programmes joints, contenant
non seulement les proce´dures de re´solution des proble`mes pre´sente´s dans ce travail, mais
e´galement de nombreuses explications sur leur fonctionnement, des commentaires utiles a`
un de´veloppement futur ou a` une utilisation des diffe´rentes proce´dures, ainsi que toute une
se´rie d’exemples mode´lise´s et re´solus que l’utilisateur aura loisir d’e´tudier, d’interpre´ter et
de modifier.
1.2.1 Spectre du Laplacien (chapitres 2 et 3)
La premie`re partie concerne l’analyse nume´rique et la re´solution nume´rique du spectre
du Laplacien pour les domaines de surfaces, de manie`re ge´ne´rale. Elle donne un re´sultat
the´orique justifiant l’algorithme de´veloppe´ dans ce travail, puis en pre´cise la mise en œuvre.
Analyse nume´rique
Le chapitre 2 met en place le proble`me conside´re´ tout au long de ce travail, a` savoir celui
du spectre du Laplacien sur un domaine Ω d’une surface S, dont la formulation classique
est la suivante :
(P )

Trouver u : Ω→ R et λ ∈ R tels que :
−∆u = λu dans Ω
u = 0 sur ∂ΩD
∂u
∂n
= 0 sur ∂ΩN ,
ou` ∆ est le Laplacien de´fini par ∆ = div∇ et ∂Ω = ∂ΩD q ∂ΩN est une partition du bord
de Ω en un nombre fini de composantes connexes.
On en de´rive la formulation variationnelle du proble`me, sur laquelle l’inte´gralite´ de ce
travail est base´e et dont les solutions u, appele´es fonctions (ou vecteurs) propres, forment
une base hilbertienne de V (Ω) =
{
v ∈ H1(Ω) : v = 0 sur ∂ΩD} et λ, appele´es valeurs
propres, forment une suite positive de valeurs tendant vers l’infini :
(Pf )
{
Trouver u ∈ V (Ω) et λ ∈ R tels que, pour tout v ∈ V (Ω) :
a(u, v) = λ b(u, v) ,
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avec
a(u, v) =
∫
Ω
〈∇u,∇v〉 ,
b(u, v) =
∫
Ω
uv .
Nous introduisons ensuite la me´thode des e´le´ments finis pour les domaines du plan, en pas-
sant par la me´thode de Galerkin (aussi appele´e me´thode de projection, soit la restriction
du proble`me aux valeurs propres a` des sous-espaces de dimensions finies Hh convergeant
vers V (Ω)) et la de´finition des e´le´ments finis de Lagrange (en particulier des n-simplexes
de type k). La finalite´ de cette pre´sentation de´taille´e est le re´sultat classique suivant :
The´ore`me 6 Soit (τh) une famille re´gulie`re de triangulations de Ω¯ associe´es a` un n-
simplexe de type k > 1, n 6 3, et respectant la partition ∂Ω = ∂ΩD q ∂ΩN . Alors, si
u ∈ H l+1(Ω) avec 1 6 l 6 k, il existe une constante C1 telle que
‖u− Πhu‖H1(Ω) 6 C1 hl ‖u‖Hl+1(Ω) .
De plus, si Hm ⊂ H l+1(Ω) avec 1 6 l 6 k et Hm l’espace engendre´ par les m premie`res
solutions de (Pf ), il existe des constantes h0 et C2 > 0 tels que, pour tout h 6 h0,
0 6 λm,h − λm 6 C2 hl sup
v∈Hm,‖v‖L2(Ω)=1
‖v‖Hl+1(Ω) .
Nous de´veloppons finalement une me´thode ge´ne´ralise´e d’e´le´ments finis permettant de trai-
ter les domaines de surfaces via des triangulations dans des atlas. Nous de´finissons en
particulier la notion d’inter-compatibilite´ de telles triangulations, dont la re´union disjointe
forme moralement une triangulation du domaine sur la surface par passage au quotient. Le
re´sultat suivant atteste de la convergence de cette me´thode originale, constituant la base
de travail de cette the`se :
The´ore`me 8 Soit {(Uα, fα)}Aα=1 un atlas d’une surface S tel qu’il existe des coques Ωα
d’inte´rieurs disjoints ve´rifiant Ωα ⊂ fα(Uα) et Ω¯ =
A⋃
α=1
Ωα. Notons alors, pour tout α,
Dα = f
−1
α (Ωα). Soient (τh,α) des familles re´gulie`res et inter-compatibles en α de triangu-
lations des Dα associe´es a` un n-simplexe de type k > 1, n 6 3, et respectant les partitions
∂Dα = ∂D
D
α q ∂DNα q ∂D0α (associe´es a` ∂Ω = ∂ΩD q ∂ΩN). Alors, si u ∈ H l+1(Ω) avec
1 6 l 6 k, il existe une constante C1 telle que
‖u− Πhu‖H1(Ω) 6 C1 hl ‖u‖Hl+1(Ω) .
De plus, si Hm ⊂ H l+1(Ω) avec 1 6 l 6 k et Hm l’espace engendre´ par les m premie`res
solutions de (Pf ), il existe des constantes h0 et C2 > 0 tels que, pour tout h 6 h0,
0 6 λm,h − λm 6 C2 hl sup
v∈Hm,‖v‖L2(Ω)=1
‖v‖Hl+1(Ω) .
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A noter que les parties ∂D0α dans les cartes correspondent aux parties inte´rieures au do-
maine Ω sur lesquelles le recollement des diffe´rentes cartes est effectue´.
Re´solution nume´rique
Le chapitre 3 pre´cise la mise en œuvre nume´rique de la me´thode des e´le´ments finis de´crite
dans le chapitre pre´ce´dent. Deux aspects relativement distincts sont aborde´s : premie`rement,
le maillage de domaine et divers traitements de triangulations ; deuxie`mement, la re´solution
nume´rique du proble`me aux valeurs propres lui-meˆme, comportant la mise en œuvre du
calcul matriciel a` partir de la triangulation du domaine, soit la construction des matrices
(avec inte´gration nume´rique), ainsi que la re´solution nume´rique du proble`me matriciel aux
valeurs propres ainsi obtenu.
La pre´sentation des moyens de maillage de´bute par un mailleur par macro-e´le´ments, c’est-
a`-dire par de´composition en sous-domaines. Les macro-e´le´ments conside´re´s ici sont qua-
drilate`res avec ou sans faces courbes, mais aussi triangulaires (sans face courbe). A noter
toutefois que les programmes joints n’acceptent qu’une face courbe au maximum, cela ayant
suffit a` mode´liser tous les exemples conside´re´s.
Nous poursuivons avec des proce´dures de traitement de triangulation : une renume´rotation
relativement e´le´mentaire des nœuds (indispensable pour le traitement de domaines de sur-
faces) et un raffinement local de triangulation (avec controˆle de la qualite´ des e´le´ments)
sont de´taille´s et pallient aux principaux incove´nients du mailleur par macro-e´le´ments, mais
aussi de la deuxie`me me´thode de maillage pre´sente´e, inspire´e de la me´thode de Vorono¨ı-
Delaunay et base´e sur l’insertion successive de nœuds dans la triangulation. Cette me´thode
comporte deux avantages : premie`rement elle permet une bonne automatisation puisqu’il
suffit a` l’utilisateur de fournir le bord du domaine a` mailler (par exemple via une pa-
rame´trisation ou une liste de nœuds) ; deuxie`mement la qualite´ de la triangulation est
optimale relativement aux nœuds qui la composent, en le sens que la triangulation est de
Delaunay. A noter toutefois que le mailleur de Delaunay n’a e´te´ imple´mente´ dans les pro-
grammes joints que pour les domaines du plan. En effet, un tel maillage pour les domaines
de surfaces n’a pas e´te´ juge´ utile pour la mode´lisation des exemples conside´re´s. Il s’agirait
cependant d’un de´veloppement logique des programmes de´veloppe´s dans ce travail et au-
cun obstacle particulier ne semble empeˆcher une telle imple´mentation.
La re´solution nume´rique, une fois la triangulation de´termine´e, ne´cessite la construction
des matrices de rigidite´ et de masse du syste`me. Cela passe par le choix d’une base de
fonctions admissibles, en l’occurrence les fonctions formes. Une telle fonction est associe´e
a` un nœud de la triangulation et est nulle partout sauf sur les e´le´ments contenant ce
nœud. Les matrices alors obtenues e´tant syme´triques de´finies positives, on emploie une
de´composition de Cholesky de la matrice de masse pour transformer le proble`me matri-
ciel aux valeurs propres ge´ne´ralise´ en un proble`me matriciel aux valeurs propres usuel. Est
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ensuite pre´sente´ le de´tail de la construction des matrices du syste`me par assemblage de ma-
trices locales, calcule´es successivement sur chaque e´le´ment de la triangulation (en prenant
re´fe´rence sur le 2-simplexe standard). En particulier, l’inte´gration nume´rique est discute´e
et deux options sont propose´es concernant les formules de quadrature a` utiliser : l’une
ayant pour avantage d’eˆtre exacte lorsque la me´trique est euclidienne, l’autre de rendre la
matrice de masse diagonale, facilitant ainsi la re´solution nume´rique du proble`me matriciel
ainsi obtenu. Cette dernie`re me´thode est assimile´e a` du mass-lumping et on discute de son
effet sur les solutions du syste`me.
Finalement, l’algorithme ite´ratif de Lanczos est brie`vement pre´sente´. Base´ sur les me´thodes
de la puissance et de projection, il permet le calcul d’un (petit) nombre de valeurs propres
d’une partie fixe´e du spectre, ainsi que des vecteurs propres associe´s.
1.2.2 Applications (chapitres 4 et 5)
La deuxie`me partie est constitue´e de deux applications des algorithmes de´crits dans les
chapitres pre´ce´dents, a` savoir le traitement des domaines a` anses fines et un algorithme de
re´solution nume´rique du proble`me d’optimisation de forme.
Proble`mes d’anses fines
Dans le chapitre 4, nous nous inte´ressons aux domaines a` anses fines, qui constituent des
exemples a priori peu adapte´s au calcul nume´rique du spectre du Laplacien. Le re´sultat
original de´montre´ ici, qui concerne essentiellement les domaines du plan, montre une conver-
gence des valeurs propres, mais aussi des fonctions propres d’un domaine a` anse fine vers
les solutions de deux proble`mes limites inde´pendants, l’un correspondant au proble`me sur
la partie e´paisse du domaine, l’autre a` un proble`me associe´ a` l’anse, essentiellement uni-
dimensionnel mais toutefois non trivial selon la ge´ome´trie de l’anse. Le corollaire est un
calcul nume´rique facilite´ du spectre de domaines a` anses fines, les proble`mes limites e´tant
beaucoup plus abordables nume´riquement. Dans le cas de ge´ome´tries non triviales de l’anse
(e´paisseur variable, embranchements, trous), on entrevoit l’utilite´ du de´veloppement futur
d’un algorithme de re´solution nume´rique du proble`me limite sur la partie fine a` travers
quelques exemples.
Plus pre´cise´ment, nous conside´rons le domaine Ωε repre´sente´ ci-dessous, la partie e´paisse
du domaine correspondant a` Ω1 et la partie fine a` Ω
ε
2. Cette dernie`re est obtenue par
e´crasement hε d’un domaine initial Ω2 le long d’une courbe.
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Figure 1.1 – De´finition de l’anse.
On conside`re alors les proble`mes suivants (pour ε > 0 petit) :
(Pε)
 Trouver u
ε ∈ V (Ωε) et λε ∈ R tels que, pour tout vε ∈ V (Ωε) :∫
Ωε
〈∇uε,∇vε〉 = λε
∫
Ωε
uεvε ,
(P0)

Trouver (u1, u2) ∈ V (Ω1)× V0(Ω2) et λ ∈ R tels que,
pour tout (v1, v2) ∈ V (Ω1)× V0(Ω2) :∫
Ω1
〈∇u1,∇v1〉 = λ
∫
Ω1
u1v1 et
∫
Ω2
∂u2
∂x1
∂v2
∂x1
= λ
∫
Ω2
u2v2 ,
avec les espaces suivants :
V (Ωε) =
{
v ∈ H1(Ωε) : v = 0 sur ∂Ωε,D} ,
V (Ω1) =
{
v ∈ H1(Ω1) : v = 0 sur ∂ΩD1
}
,
V0(Ω2) =
{
v ∈ H1(Ω2) : v = 0 sur ∂ΩD2 et dans (R−× R) ∩ Ω2 ,
∂v
∂x2
= 0 dans Ω2
}
,
les ensembles ∂Ωε,D, ∂ΩD1 et ∂Ω
D
2 correspondant aux parties du bord de Ω
ε, Ω1 et Ω2 res-
pectivement sur lesquelles des conditions de Dirichlet sont impose´es. On de´montre alors le
re´sultat suivant :
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The´ore`me 10
A) Convergence des valeurs propres : les solutions λε de (Pε) convergent vers les solutions
λ de (P0) lorsque ε→ 0.
B) Convergence des espaces propres : on peut choisir des bases {uε,k}k>0 de solutions de
(Pε) et {(uk1, uk2)}k>0 de solutions de (P0) telles que :
a) uε,k|Ω1 → uk1 dans H1(Ω1) lorsque ε→ 0.
b) ∂
∂x2
(ε1/2uε,k ◦ hε)→ ∂uk2
∂x2
dans L2(Ω2) lorsque ε→ 0.
c) ε1/2uε,k ◦ hε ⇀ uk2 dans H1(Ω2) lorsque ε→ 0.
d) En particulier, ε1/2uε,k ◦ hε → uk2 dans L2(Ω2) lorsque ε→ 0.
A noter que des expe´rimentations nume´riques ont permis d’observer une convergence sem-
blable pour des anses cylindrique, mais que la de´monstration propose´e n’a pas pu eˆtre
adapte´e a` cette situation.
Optimisation de forme
Le but du chapitre 5 est la mise en œuvre d’un algorithme de minimisation des valeurs
propres de Dirichlet pour les domaines du plan, qui soit e´ventuellement ge´ne´ralisable aux
domaines de surfaces. L’approche retenue est une me´thode de variation du bord du domaine
base´e sur la condition d’optimalite´ au premier ordre d’une fonction-couˆt J , en l’occurrence
le produit du volume et de la valeur propre conside´re´e. La premie`re e´tape est la de´finition
d’une de´rive´e sur l’espace des formes. Cette de´rive´e, associe´e a` un domaine Ω et a` un champ
de de´formation V , est de´finie par
d(J(Ω))(Ω, V ) = lim
t→0
J(Ωt)− J(Ω)
t
,
avec
Ωt = {x+ tV (x) : x ∈ Ω} .
En conside´rant J(Ω) = |Ω| · λ(Ω), on trouve ainsi
d(J(Ω))(Ω, V ) =
∫
∂Ω
(
λ− |Ω|
(
∂u
∂n
)2)
· V · n dσ ,
avec λ la valeur propre conside´re´e et u la fonction propre associe´e, ‖u‖L2(Ω) = 1.
On de´crit ensuite l’algorithme d’optimisation de forme par variation du bord du domaine,
avant de de´tailler deux points particuliers, a` savoir le calcul nume´rique de la de´rive´e nor-
male ∂u
∂n
d’une fonction propre de Dirichlet u sur le bord d’un domaine et le traitement des
changements topologiques e´ventuels du domaine en cours d’algorithme.
14 CHAPITRE 1. INTRODUCTION
Pour de´terminer nume´riquement la de´rive´e normale, on conside`re connue une solution
(u, λ) du proble`me variationnel aux valeurs propres et on identifie la de´rive´e normale comme
unique solution du proble`me variationnel
(Pn)
{
Trouver ω ∈ L2(∂Ω) tel que, pour tout v ∈ H1(Ω) :
a(ω, v) = b(v) ,
avec
a(ω, v) =
∫
∂Ω
ωv ,
b(v) =
∫
Ω
〈∇u,∇v〉 − λ
∫
Ω
uv .
On re´soud alors nume´riquement ce proble`me de manie`re tre`s semblable au proble`me aux va-
leurs propres dont il est issu : constitution d’une base des fonctions admissibles a` l’aide des
fonctions formes, construction de la matrice syme´trique de´finie positive et du membre de
droite du syste`me par assemblage de matrices locales (associe´es a` chaque e´le´ment frontie`re
de la triangulation) et re´solution du syste`me line´aire obtenu a` l’aide d’une de´composition
de Cholesky.
Les situations possibles d’auto-intersection de la courbe polygonale de´finissant le bord
du domaine au fil de ses de´formations durant les ite´rations de l’algorithme d’optimisation
de forme sont finalement liste´es et un traitement de chacun de ces cas est propose´. Il s’agit
essentiellement de rede´finir la courbe de manie`re ade´quate lorsque le domaine se recoupe
ou se se´pare.
L’algorithme ainsi de´crit a permis, non sans difficulte´ et de manie`re expe´rimentale, de
de´terminer les domaines du plan optimaux pour quelques premie`res valeurs propres de Di-
richlet (voir plus loin). L’optimisation des domaines d’une surface donne´e paraˆıt e´galement
envisageable en tant que de´veloppement naturel de l’algorithme obtenu, meˆme s’il faudra
pour cela passer quelques obstacles, comme la variation du volume du domaine au cours
des ite´rations successives.
1.2.3 Exemples et re´sultats nume´riques (chapitre 6)
Une se´rie d’exemples nume´riques d’utilisation des algorithmes de´crits dans les chapitres
pre´ce´dents et de´veloppe´s pour ce travail, contenant des re´sultats nume´riques et de bre`ves
explications sur la mode´lisation des domaines choisis, constitue ce chapitre. Les valeurs
propres nume´riques sont liste´es et compare´es aux e´ventuelles valeurs the´oriques. Les fonc-
tions propres associe´es sont e´galement illustre´es, tant sur les surfaces que dans les cartes
parame´triques.
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Les premiers exemples traite´s permettent d’illustrer la mode´lisation de domaines classiques
d’abord tre`s simples, puis progressivement plus complexes. La premie`re famille de´bute par
le carre´, maille´ a` l’aide d’un seul macro-e´le´ment et muni de la me´trique euclidienne. Par
quotient, on passe ensuite au cylindre (identification d’une paire de faces), puis au tore
plat (identification de deux paires de faces). Les re´solutions manuelles de ces domaines per-
mettent de comparer les solutions the´oriques et nume´riques. Pour finir cette se´rie, l’ajout
d’une me´trique non euclidienne au tore permet de traiter le cas d’un tore de R3. Dans le
meˆme ordre d’ide´e mais avec un maillage initial plus complexe, la deuxie`me se´rie d’exemples
de´bute par le disque, maille´ ici avec 5 macro-e´le´ments quadrilate`res a` faces courbes, et se
termine avec la sphe`re de R3, vue comme le quotient de deux disques munis de la me´trique
provenant de la projection ste´re´ographique. Les valeurs propres the´oriques de ces domaines
sont e´galement compare´es aux valeurs nume´riques.
Le calcul nume´rique de demi-tores et he´misphe`res permettent e´galement de ve´rifier l’in-
cidence des syme´tries sur le spectre. On conside`re e´galement deux paires de domaines
isospectraux non isome´triques, aux maillages plus ou moins complexes (7 et 21 macro-
e´le´ments respectivement). De par la nature de la preuve d’isospectralite´ de ces domaines
(par transplantation des fonctions propres), on s’attend a` ce que les algorithmes de´veloppe´s
se preˆtent bien a` la comparaison des valeurs propres de ces domaines, ce qui est ve´rifie´.
Quelques exemples de domaines a` anses raisonnablement fines sont illustre´s : de par-
tie e´paisse carre´e, leurs anses sont tantoˆt planes, tantoˆt cylindriques et leurs raccords
tantoˆt brutes, tantoˆt lisses. Particulie`rement de´licats a` mailler, ils ont servi a` conjecturer
le the´ore`me 10 a` propos des domaines a` anses fines planes et indiquent une ge´ne´ralisation
de ce re´sultat aux anses cylindriques. La convergence est d’ailleurs particulie`rement rapide,
tant au niveau des valeurs que des fonctions propres, malgre´ la largeur modeste des anses.
Finalement, quelques uns des domaines obtenus par l’algorithme d’optimisation de forme
sont pre´sente´s, accompagne´s de leurs valeurs et fonctions propres. Ces dix premiers do-
maines, illustre´s ci-dessous, sont discute´s et confronte´s (avec satisfaction) aux e´ventuels
domaines optimaux the´oriques (premie`re et deuxie`me valeurs propres), re´sultats ge´ne´raux
the´oriques et autres conjectures (troisie`me et quatrie`me valeurs propres), ainsi qu’aux
re´sultats nume´riques d’Oudet ([35]) et du duo Antunes-Freitas ([5]). La septie`me valeur
propre optimale, que mon algorithme garantit infe´rieure a` 106.63, est a` ce propos par-
ticulie`rement inte´ressante, Antunes et Freitas proposant un domaine connexe et Oudet
un domaine non-connexe. Bien que le domaine obtenu dans mon travail soit connexe, il
semble sensiblement diffe´rent de celui avance´ par Antunes et Freitas, qui semblent de´tenir
un meilleur candidat.
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Figure 1.2 – Domaines optimaux de´termine´s nume´riquement.
1.2.4 Manuel d’utilisation (chapitre 7)
Partie majeure de ce travail, les programmes joints a` ce document, de´veloppe´s sur la base
des algorithmes de´crits dans les chapitres pre´ce´dents et les concre´tisant, ne sont utiles et
surtout utilisables que s’ils sont rendus suffisamment accessibles. C’est dans ce but que
ce chapitre a e´te´ e´crit. Il consiste en une description relativement de´taille´e du fonctionne-
ment et de l’utilisation de ces programmes et est essentiellement destine´ aux personnes
inte´resse´es par la programmation des algorithmes de mode´lisation et de re´solution ou
par leur utilisation, que ce soit pour traiter des exemples originaux ou dans un but de
de´veloppement de nouveaux algorithmes. L’arborescence des fichiers joints y est de´taille´e,
de meˆme que les parame`tres les plus importants des proce´dures principales. La structure
et le roˆle des fichiers de donne´es et des routines de de´finition sont explique´s pour per-
mettre a` l’utilisateur de cre´er ses propres exemples. Les diffe´rentes options d’exe´cution des
proce´dures sont e´galement pre´sente´es. De nombreux de´tails comple´mentaires se trouvent
naturellement a` l’inte´rieur des programmes eux-meˆmes et les nombreux exemples joints,
entie`rement mode´lise´s, peuvent servir de mode`les pour le traitement de nouveaux cas.
1.3 Notations et pre´requis
Ci-dessous est pre´cise´ un certains nombre de notations et conventions adopte´es pour ce
travail, ainsi que quelques faits classiques d’analyse fonctionnelle et de ge´ome´trie ; pour
plus de de´tails, le lecteur se re´fe´rera par exemple a` [9], [1], [19], ou [15] selon ses besoins. A
noter que la section 7.9 contient quelques rappels e´le´mentaires de ge´ome´trie diffe´rentielle
au sujet des parame´trisations locales de surfaces et me´triques associe´es (voir aussi [14]).
1.3.1 Domaines et surfaces
Pour toute la dure´e de ce travail, on conside`re une surface S re´gulie`re (disons C∞) et orien-
table, e´ventuellement a` bord. Le domaine Ω de S de´signe un ouvert borne´ (relativement
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compact), de bord ∂Ω = ∂ΩD q ∂ΩN (q de´signant la re´union disjointe) re´gulier (disons
C1 par morceaux sans cusp), avec ∂ΩD et ∂ΩN posse´dant un nombre fini de composantes
connexes, ∂ΩD correspondant a` des conditions de Dirichlet et ∂ΩN a` des conditions de
Neumann.
1.3.2 Espaces de Sobolev
On note L2(Ω) l’espace de Hilbert des fonctions de Ω de carre´ sommable, muni du produit
scalaire
〈u, v〉L2(Ω) =
∫
Ω
uv ,
et H1(Ω) l’espace de Hilbert (et dit de Sobolev) des fonctions de L2(Ω) dont les de´rive´es
partielles (au sens des distributions) sont dans L2(Ω), muni du produit scalaire
〈u, v〉H1(Ω) = 〈u, v〉L2(Ω) + 〈u, v〉1,Ω ,
avec
〈u, v〉1,Ω =
∫
Ω
〈∇u,∇v〉
(∇ de´signant le gradient).
Comme Ω est borne´, de bord suffisamment re´gulier, le the´ore`me de Rellich s’applique
et l’injection canonique de H1(Ω) dans L2(Ω) est compacte, c’est-a`-dire que l’image de
tout borne´ de H1(Ω) est relativement compact pour la norme de L2(Ω).
On note encore H10 (Ω) le sous-espace de Hilbert de H
1(Ω) constitue´ des fonctions nulles
au bord de Ω au sens de la trace : comme ∂Ω est suffisamment re´gulier, il existe une
application trace d’ordre 0 continue
γ0 : H
1(Ω) −→ L2(∂Ω) , u 7−→ u|∂Ω .
L’image de H1(Ω) par γ0 est un sous-espace strict de L
2(∂Ω), note´ H1/2(∂Ω).
Comme Ω est borne´, l’ine´galite´ de Poincare´ s’applique et il existe une constante C = C(Ω)
telle que ∫
Ω
u2 6 C
∫
Ω
|∇u|2 ,
pour tout u ∈ H10 (Ω). En corollaire, la semi-norme | |1,Ω induite par 〈 , 〉1,Ω est une norme
sur H10 (Ω), e´quivalente a` la norme induite par H
1(Ω).
On de´finit encore, pour tout espace de Hilbert H, la convergence faible d’une famille
(uε)ε>0 de H vers u ∈ H de la manie`re suivante :
uε ⇀ u ⇐⇒ 〈u− uε, v〉 → 0 , pour tout v ∈ H .
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Cette convergence est, comme son nom l’indique, plus faible que la convergence usuelle de
H, dite forte. Elle posse`de cependant des proprie´te´s inte´ressantes, notamment le fait que,
de toute suite borne´e de H, on peut extraire une sous-suite faiblement convergente. Cela
implique, graˆce au the´ore`me de Rellich, que toute suite faiblement convergente de H1(Ω)
converge fortement dans L2(Ω) vers la meˆme limite.
Citons finalement le fait que toute suite faiblement convergente dont les normes convergent
vers la norme de la limite faible est fortement convergente (toujours vers la meˆme limite).
1.3.3 The´orie spectrale abstraite
Conside´rons H et L deux espaces de Hilbert se´parables, i : H → L line´aire, injective,
continue et compacte, ainsi que a : H×H → R biline´aire, continue, syme´trique et coercitive
(i.e. telle qu’il existe une constante α > 0 pour laquelle a(v, v) > α ‖v‖H pour tout v ∈ H).
Soit alors le proble`me
(Pf )
{
Trouver u ∈ H et λ ∈ R tels que, pour tout v ∈ H :
a(u, v) = λ 〈u, v〉L .
Alors il existe des solutions {(wk, λk)}k>1 de (Pf ) telles que les wk, appele´s vecteurs propres,
forment une base hilbertienne de H et les λk, appele´s valeurs propres, forment une suite
positive (croissante) tendant vers l’infini.
Le quotient de Rayleigh associe´ a` (Pf ) est de´fini par
QR(v) =
a(v, v)
‖v‖2L
,
pour tout v ∈ H \ {0}, et permet de caracte´riser les valeurs propres graˆce a` la proprie´te´
suivante, appele´e the´ore`me du Min-Max (ou principe de Poincare´) :
λk = min
V∈Vk
max
v∈V \{0}
QR(v) ,
ou` Vk est l’ensemble des sous-espaces de dimension k de H.
1.3.4 Spectre du Laplacien
Conside´rons le Laplacien ∆ sur Ω, de´fini par la formule de Green
−
∫
Ω
∆u v =
∫
Ω
〈∇u,∇v〉 −
∫
∂Ω
∂u
∂n
v .
Alors le spectre du Laplacien sur Ω est un cas particulier du proble`me (Pf ), avec H = V (Ω),
L = L2(Ω) , i : H ↪→ L l’injection canonique et a(u, v) =
∫
Ω
〈∇u,∇v〉. Les re´sultats
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e´nonce´s pour (Pf ) restent donc vrais pour le Laplacien.
En particulier, le the´ore`me du Min-Max implique le principe de monotonie suivant pour
les valeurs propres de Dirichlet :
Ω1 ⊂ Ω2 =⇒ λk(Ω1) > λk(Ω2) .
Il est e´galement facile de voir l’effet d’une homothe´tie d’une surface sur le spectre d’un
domaine (et en particulier l’effet d’une homothe´tie d’un domaine de Rn sur son spectre) :
λk(l · Ω) = 1
l2
λk(Ω) ,
pour tout l > 0.
Citons encore le the´ore`me de Courant sur les domaines nodaux (c’est-a`-dire les ensembles
connexes sur lesquels une fonction propre donne´e ne change pas de signe) des domaines
connexes : si {(wk, λk)}k>1 sont des solutions de (Pf ) dont les wk forment une base hilber-
tienne de V (Ω) et les λk une suite croissante, alors le nombre de domaines nodaux de wk
est plus petit ou e´gal a` k, pour tout k > 1. En corollaire, la premie`re fonction propre a
un signe constant et la premie`re valeur propre est simple. De plus, la deuxie`me fonction
propre a exactement deux domaines nodaux.

Chapitre 2
Analyse nume´rique du spectre du
Laplacien
A partir du proble`me classique du spectre du Laplacien sur des domaines de surfaces,
nous allons de´river sa formulation variationnelle. Adapte´e a` l’approximation nume´rique,
elle constitue le contexte de ce travail. De`s lors, la formulation classique du proble`me aux
valeurs propres ne sera plus e´voque´e ; pour plus de de´tails, notamment au sujet du lien
entre les solutions classiques et variationnelles du proble`me aux valeurs propres, le lecteur
se re´fe´rera a` [23].
L’approximation du spectre par la me´thode de Galerkin sera ensuite pre´sente´e et nous
nous inte´resserons plus particulie`rement a` la me´thode des e´le´ments finis pour les domaines
du plan ; le lecteur est invite´ a` se re´fe´rer a` [16] ou [41] pour plus de de´tails a` propos de
ces me´thodes, notamment dans le cas de domaines non polygonaux. A ce propos, il est a`
noter que l’ouvrage de Raviart et Thomas ([41]) a consitue´ l’ouvrage de re´fe´rence pour la
re´daction de ce chapitre.
Nous de´velopperons finalement une me´thode ge´ne´ralise´e d’e´le´ments finis permettant de
traiter les domaines de surfaces via des triangulations dans des atlas et de´montrerons sa
convergence.
2.1 Formulation variationnelle du proble`me au valeurs
propres
Soient S une surface et Ω un domaine de S, de bord ∂Ω = ∂ΩD q ∂ΩN , avec ∂ΩD et ∂ΩN
posse´dant un nombre fini de composantes connexes. Le but est de re´soudre nume´riquement
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le proble`me
(P )

Trouver u : Ω→ R et λ ∈ R tels que :
−∆u = λu dans Ω
u = 0 sur ∂ΩD
∂u
∂n
= 0 sur ∂ΩN ,
ou` ∆ est le Laplacien de´fini par ∆ = div∇.
Pour cela, nous allons e´tudier le proble`me suivant, dit proble`me variationnel associe´ a`
(P ) :
(Pf )
{
Trouver u ∈ V (Ω) et λ ∈ R tels que, pour tout v ∈ V (Ω) :
a(u, v) = λ b(u, v) ,
avec
V (Ω) =
{
v ∈ H1(Ω) : v = 0 sur ∂ΩD} ,
a(u, v) =
∫
Ω
〈∇u,∇v〉 ,
b(u, v) =
∫
Ω
uv .
La raison est que toute solution de (P ) est solution de (Pf ). En effet, si u est une solution
de (P ) et si v ∈ V (Ω), alors on a
−
∫
Ω
∆u v = λ
∫
Ω
uv = λ b(u, v) .
Mais, la formule de Green donne
−
∫
Ω
∆u v =
∫
Ω
〈∇u,∇v〉 −
∫
∂Ω
∂u
∂n
v =
∫
Ω
〈∇u,∇v〉 = a(u, v) ,
puisque v = 0 sur ∂ΩD et
∂u
∂n
= 0 sur ∂ΩN .
De plus, si ∂Ω est suffisamment re´gulier (C1 par morceaux sans cusp), alors les solutions
de (Pf ) appartiennent a` H
2(Ω). Ainsi, dans ce cas, le raisonnement inverse montre que les
solutions de (P ) sont les solutions de (Pf ) (voir [23] pour plus de de´tails).
Les solutions u, respectivement λ, de (Pf ) sont appele´es fonctions (ou vecteurs) propres,
respectivement valeurs propres, de Ω.
Pour la suite, remarquons que, dans le cas ou` ∂ΩD est de mesure nulle, il suffit de remplacer
V (Ω) par {v ∈ H1(Ω) : v ⊥ u0} pour exclure la solution triviale u0 ≡ 1, λ = 0.
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2.2 Me´thode de Galerkin
Conside´rons H et L deux espaces de Hilbert se´parables, i : H → L line´aire, injective,
continue et compacte ainsi que a : H×H → R biline´aire, continue, syme´trique et coercitive.
Soit alors le proble`me
(Pf )
{
Trouver u ∈ H et λ ∈ R tels que, pour tout v ∈ H :
a(u, v) = λ 〈u, v〉L .
Remarquons qu’il s’agit d’une ge´ne´ralisation du proble`me (Pf ) de la section pre´ce´dente,
puisqu’il suffit de prendre H = V (Ω) , L = L2(Ω) , i : H ↪→ L l’injection canonique et
a(u, v) =
∫
Ω
〈∇u,∇v〉 pour retrouver le proble`me en question.
Les solutions u, respectivement λ, de (Pf ) sont appele´es vecteurs propres, respectivement
valeurs propres, de (Pf ). Graˆce a` l’analyse fonctionnelle, on montre facilement le re´sultat
suivant (voir [41]) :
The´ore`me 1 Il existe une base hilbertienne {wi}i>1 de H forme´e de vecteurs propres de
(Pf ), de valeurs propres associe´es 0 6 λ1 6 λ2 6 . . .→∞.
Notons Hh ⊂ H un sous espace vectoriel de dimension N = Nh <∞, avec h > 0 un indice
(que l’on fera tendre vers 0 et qui controˆle en quelque sorte la taille de Hh par rapport a`
H). On conside`re alors le proble`me suivant, dit proble`me approche´ associe´ a` (Pf ) :
(Pf,h)
{
Trouver uh ∈ Hh et λh ∈ R tels que, pour tout vh ∈ Hh :
a(uh, vh) = λh 〈uh, vh〉L .
On trouve alors, de la meˆme manie`re que le the´ore`me 1, le re´sultat suivant :
The´ore`me 2 Il existe une base orthonorme´e {wi,h}Ni=1 de Hh forme´e de vecteurs propres
de (Pf,h), de valeurs propres associe´es 0 6 λ1,h 6 λ2,h 6 . . . 6 λN,h.
On peut toutefois faire une preuve constructive de ce the´ore`me, ce qui a l’avantage de
fournir une me´thode explicite de re´solution du proble`me (Pf,h) qui sera employe´e lors de
la re´solution nume´rique.
Preuve constructive
Soit {ϕi}Ni=1 une base de Hh.
On cherche uh =
N∑
j=1
ξjϕj et λh ∈ R tels que a(uh, ϕi) = λh〈uh, ϕi〉L, pour tout i.
Mais a(uh, ϕi) =
N∑
j=1
ξja(ϕj, ϕi) et 〈uh, ϕi〉L =
N∑
j=1
ξj〈ϕj, ϕi〉L.
Ainsi, en notant rij = a(ϕj, ϕi) , mij = 〈ϕj, ϕi〉L , ξ=(ξi)Ni=1 , R = (rij)Ni,j=1 et
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M = (mij)
N
i,j=1, on trouve que (Pf,h) est e´quivalent a` chercher ξ ∈ RN et λh ∈ R ve´rifiant
l’e´quation matricielle
Rξ = λhMξ . (2.1)
Remarquons encore que R et M sont des matrices syme´triques de´finies positives. Notons
alors M = N tN la de´composition de Cholesky de M , avec N une matrice triangulaire
supe´rieure. Ainsi, chercher ξ et λh ve´rifiant l’e´quation matricielle (2.1) e´quivaut a` chercher
ξ et λh ve´rifiant, en notant (N
−1)t = N−t,
N−tRξ = λhNξ
ou encore, en notant A = N−tRN−1 et η = Nξ, au proble`me matriciel
(Pm)
{
Trouver η ∈ RN et λh ∈ R tels que :
Aη = λhη .
On remarque alors que A est une matrice syme´trique de´finie positive. Par un re´sultat
bien connu d’alge`bre line´aire, on sait qu’il existe alors des solutions {ηi}Ni=1 et {λi,h}Ni=1 du
proble`me (Pm) telles que Aηi = λi,hηi , 0 6 λ1,h 6 λ2,h 6 . . . 6 λN,h et 〈ηi, ηj〉L = δij,
pour tous i, j.
Ainsi, les {wi,h}Ni=1 et λi,h associe´s sont solutions de (Pf,h), par construction.
De plus, on a
〈wi,h, wj,h〉L =
〈
N∑
k=1
ξikϕk,
N∑
l=1
ξjlϕl
〉
L
=
N∑
k,l=1
ξikξjl〈ϕk, ϕl〉L
= 〈Mξi, ξk〉L =
〈
N tξi, N
tξj
〉
L
= 〈ηi, ηj〉L = δij .

Il s’agit maintenant de voir que, si Hh converge vers H (dans un sens a` pre´ciser) lorsque h
tend vers 0, alors il en est de meˆme des solutions de (Pf ) et (Pf,h).
Notons
Hm = 〈w1, . . . , wm〉 ,
ou` {wi}i>1 est une base hilbertienne de L forme´e des vecteurs propres de (Pf ), avec wi ∈ H
pour tout i et 0 6 λ1 6 λ2 6 . . .→∞. La bonne notion de convergence de Hh vers H est
la suivante :
lim
h→0
inf
vh∈Hh
‖v − vh‖H = 0 , pour tout v ∈ Hm . (2.2)
En effet, on a le re´sultat suivant :
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The´ore`me 3 Sous la condition (2.2), il existe h0 et C0 > 0 tels que, pour tout h 6 h0,
0 6 λm,h − λm 6 C0 · sup
v∈Hm,‖v‖L=1
inf
vh∈Hh
‖v − vh‖2H h→0−→ 0 .
Nous allons faire une esquisse de preuve ; pour une preuve comple`te, voir [41].
Conside´rons Πh l’ope´rateur de projection orthogonale de H sur Hh associe´ au produit
scalaire 〈., .〉a = a(., .), i.e. l’ope´rateur Πh : H → Hh de´fini par
a (Πhu− u, v) = 0 , pour tous v ∈ Hh et u ∈ H .
Conside´rons encore
σm,h = inf
v∈Hm\{0}
‖Πhv‖L
‖v‖L
.
On va utiliser le re´sultat suivant (sans preuve) :
Lemme 1 Pour tout m 6 N , il existe C = C(m) > 0 tel que
σ2m,h > 1− sup
v∈Hm,‖v‖l=1
‖v − Πhv‖2H .
Esquisse de preuve du the´ore`me 3
1re e´tape : Par le the´ore`me du Min-Max, on obtient imme´diatement que, pour tout m,
λm,h > λm . (2.3)
2e e´tape : Par continuite´ et coercivite´ de a, on montre facilement que, pour tout v ∈ H,
‖v − Πhv‖H 6 C˜ infvh∈Hh ‖v − vh‖H . (2.4)
Ainsi, par la condition (2.2), on trouve que, pour tout v ∈ Hm,
lim
h→0
‖v − Πhv‖H = 0 . (2.5)
3e e´tape : De`s que σm,h > 0 (ce qui est le cas pour h suffisamment petit), on a
λm,h 6
1
σ2m,h
λm . (2.6)
En effet, si σm,h > 0, alors ΠhHm est un sous-espace vectoriel de H de dimension m.
Ainsi, par le the´ore`me du Min-Max,
λm,h 6 max
v∈Hm\{0}
QR(v) = max
v∈Hm\{0}
a(Πhv,Πhv)
‖Πhv‖2L
.
Or, si v ∈ Hm \ {0}, a(Πhv,Πhv) 6 a(v, v), donc
λm,h 6 max
v∈Hm\{0}
a(v, v)
‖Πhv‖2L
= max
v∈Hm\{0}
‖v‖2L
‖Πhv‖2L
a(v, v)
‖v‖2L
6 1
σ2m,h
λm .
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4e e´tape : Comme dimHm = m <∞, alors par (2.5),
sup
v∈Hm,‖v‖L=1
‖v − Πhv‖2H h→0−→ 0 .
Il existe donc h0 > 0 tel que, pour tout h 6 h0,
C sup
v∈Hm,‖v‖L=1
‖v − Πhv‖2H 6 1/2 ,
avec C comme dans le lemme 1. Ainsi, on a pour tout h 6 h0,
λm,h
(2.6)
6 1
σ2m,h
λm
(lemme 1)
=
1
1− C sup ‖v − Πhv‖2H
λm
6
(
1 + 2C sup
v∈Hm,‖v‖L=1
‖v − Πhv‖2H
)
λm ,
d’ou`, en notant C0 = 2CC˜λm,
0
(2.3)
6 λm,h − λm 6 2C sup
v∈Hm,‖v‖L=1
‖v − Πhv‖2H λm
(2.4)
6 C0 · sup
v∈Hm,‖v‖L=1
inf
vh∈Hh
‖v − vh‖2H h→0−→ 0,
par hypothe`se (2.2).

2.3 Ele´ments finis
2.3.1 Ele´ments finis de Lagrange
Conside´rons K une partie de Rn compacte, connexe et d’inte´rieur non vide, Σ = {xj}Nj=1
un ensemble fini de points distincts de K, appele´s nœuds (ou sommets), et P un espace
vectoriel de fonctions de K dans R, de dimension finie.
On dit que Σ est P -unisolvant lorsque, pour tout (α1, . . . , αN) ∈ RN donne´, il existe un
unique p ∈ P ve´rifiant, pour tout j, p(xj) = αj. Remarquons qu’une condition ne´cessaire
pour que Σ soit P -unisolvant est
dimP = |Σ| = N .
Lorsque Σ est P -unisolvant, (K,P,Σ) est appele´ e´le´ment fini de Lagrange.
Pour un e´le´ment fini de Lagrange (K,P,Σ) donne´, on appelle fonctions formes les pi ∈ P
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(1 6 i 6 N) tels que pi(xj) = δij. Remarquons que les fonctions formes existent et sont
uniques. De plus, elles forment une base de P .
Pour un e´le´ment de Lagrange (K,P,Σ) et une base de fonctions formes (pi)
N
i=1 donne´s,
on de´finit l’ope´rateur de P -interpolation de Lagrange de la manie`re suivante :
Π : RK −→ P
v 7−→ Πv = ∑Ni=1 v(xi)pi .
L’e´le´ment Πv est appele´ le P -interpole´ de Lagrange de v sur Σ. On a en effet, pour tout j,
Πv(xj) =
N∑
i=1
v(xi)pi(xj) = v(xj) .
Nous allons a` pre´sent voir une me´thode qui permet, a` partir d’un e´le´ment fini de Lagrange,
de ge´ne´rer une famille d’e´le´ments finis de Lagrange.
Soient (Kˆ, Pˆ , Σˆ) un e´le´ment fini de Lagrange, K une partie de Rn, compacte, connexe
et d’inte´rieur non vide et F : Kˆ → K une application bijective. Notons F (xˆ) = x. On
de´finit P =
{
p ∈ RK : p ◦ F ∈ Pˆ
}
et Σ = F (Σˆ). On note enfin pˆ = p ◦ F .
Proposition 1 Sous les conditions ci-dessus, (K,P,Σ) est un e´le´ment fini de Lagrange.
De plus, si Πˆ est l’ope´rateur de Pˆ -interpolation sur Σˆ et Π celui de P -interpolation sur Σ,
alors on a, pour tout v ∈ RK,
(Πv) ◦ F = Π(v ◦ F ) ,
c’est-a`-dire
Π̂v = Πˆvˆ .
Deux tels e´le´ments finis de Lagrange sont dits e´quivalents ; si de plus F est affine, ils sont
dits affine-e´quivalents.
Preuve (tire´e de [41])
Il s’agit d’abord de voir que Σ est P -unisolvant. Soit donc (α1, . . . , αN) ∈ RN ; on veut
trouver p ∈ P ve´rifiant p(xi) = αi, pour tout i. Prenons pˆ ∈ Pˆ tel que pˆ(xˆi) = αi pour
tout i. Alors l’e´le´ment p ∈ P de´fini par p = pˆ ◦ F−1 fait l’affaire !
De plus, si p, q ∈ P ve´rifient p(xi) = q(xi) pour tout i, alors les e´le´ments pˆ et qˆ associe´s
ve´rifient
pˆ(xˆi) = p(xi) = q(xi) = qˆ(xˆi) ,
pour tout i. Ainsi, par Pˆ -unisolvance de Σˆ, on trouve pˆ = qˆ, i.e. p = q.
28 CHAPITRE 2. ANALYSE NUME´RIQUE DU SPECTRE DU LAPLACIEN
Soit maintenant xˆ ∈ Kˆ. On a
(Πv) ◦ F (xˆ) =
(
N∑
i=1
v(xi)pi
)
(F (xˆ)) =
N∑
i=1
v(xi)pi(F (xˆ))
=
N∑
i=1
v(xi)pˆi(xˆ) =
N∑
i=1
v(F (xˆi))pˆi(xˆ) = Π(v ◦ F )(xˆ) .

2.3.2 Ele´ments finis simpliciaux
Nous allons a` pre´sent construire une famille particulie`re d’e´le´ments finis de Lagrange : les
e´le´ments finis simpliciaux.
Soit K un n-simplexe de Rn : il s’agit de l’enveloppe convexe de (n + 1) points donne´s
de Rn, note´s aj = (a1j, . . . , anj)t, non situe´s dans un meˆme hyperplan de Rn, i.e. tels que
la matrice
A =

a11 . . . a1,n+1
...
...
an,1 . . . an,n+1
1 . . . 1

est inversible.
Remarque : pour n = 2, K est un triangle ; pour n = 3, il s’agit d’un te´trae`dre.
Soit maintenant x ∈ Rn. On de´finit, pour tout j ∈ {1, . . . , n + 1}, ϕj = ϕj(x) comme
la solution du syste`me suivant :
n+1∑
j=1
aijϕj = xi , pour tout i ∈ {1, . . . , n}
n+1∑
j=1
ϕj = 1 ,
c’est-a`-dire, en notant ϕ = (ϕj)
n+1
j=1 et A˜ = (aij)16i6n , 16j6n+1,{
A˜ϕ = x∑n+1
j=1 ϕj = 1 .
Les ϕj(x) sont appele´es coordonne´es barycentriques de x par rapport aux aj. Les fonctions
ϕj : x 7→ ϕj(x) sont les fonctions affines de Rn dans R.
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On a ainsi
K = {x ∈ Rn : 0 6 ϕj 6 1 , pour tout j ∈ {1, . . . , n+ 1}} .
Notons encore, pour k ∈ N donne´, Pk l’espace vectoriel des polynoˆmes de Rn dans R
de degre´s infe´rieurs ou e´gaux a` k. On de´finit finalement le treillis principal d’ordre k du
n-simplexe K, note´ Σk, par
Σk =
{
x ∈ Rn : ϕj(x) ∈
{
0, . . . ,
k − 1
k
, 1
}
pour tout j ∈ {1, . . . , n+ 1}
}
si k > 0 et
Σ0 =
{
x ∈ Rn : ϕj(x) = 1
n+ 1
pour tout j ∈ {1, . . . , n+ 1}
}
.
On a alors le re´sultat suivant :
The´ore`me 4 Pour tout k ∈ N, (K,Pk,Σk) ainsi de´fini est un e´le´ment fini de Lagrange,
que l’on appelle n-simplexe de type k. De plus, les n-simplexes de type k sont deux a` deux
affine-e´quivalents.
Nous n’utiliserons que les n-simplexes de type 1, pour lesquels la preuve est triviale ; re-
marquons d’ailleurs que, dans ce cas, les coordonne´es barycentriques correspondent aux
fonctions formes. Pour les n-simplexes de types k 6= 1, voir [41].
Ce re´sultat montre qu’il suffit d’e´tudier les n-simplexes dits de re´fe´rence (ou standard) :
ceux de´finis par les sommets aˆj = (δij)
n
i=1 pour j 6 n et aˆn+1 = (0, ..., 0).
2.3.3 Me´thode des e´le´ments finis pour les domaines euclidiens
Le but est d’utiliser les e´le´ments finis pour construire des sous-espaces de dimensions finies
Hh de H = V (Ω) ve´rifiant la condition de convergence (2.2), que l’on rappelle ici :
lim
h→0
inf
vh∈Hh
‖v − vh‖H = 0 , pour tout v ∈ Hm ,
avec Hm l’espace engendre´ par les m premie`res solutions de (Pf ).
Supposons, pour e´viter les difficulte´s techniques, que le domaine Ω de Rn est polye´drique
(voir [16] ou [41] pour le cas plus ge´ne´ral).
Prenons tout d’abord une triangulation τh de Ω¯, avec h = max
K∈τh
hK et hK le diame`tre
de K, c’est-a`-dire Ω¯ =
⋃
K∈τh
K, avec
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a) K polye`dres de Rn, d’inte´rieurs non vides.
b) Si K1 6= K2 sont deux e´le´ments de τh, alors
◦
K1 ∩
◦
K2 = φ.
c) Toute face de tout K1 ∈ τh est soit une face d’un K2 ∈ τh (K1 6= K2), soit une partie
de ∂Ω.
Figure 2.1 – Cas interdits.
Nous supposerons de plus que cette triangulation respecte la partition ∂Ω = ∂ΩD q ∂ΩN
du bord de Ω, c’est-a`-dire que la troisie`me condition est remplace´e par
c’) Toute face de K1 ∈ τh est soit une face d’un K2 ∈ τh (K1 6= K2), soit une partie de
∂ΩD, soit une partie de ∂ΩN .
Figure 2.2 – Triangulation τh de Ω¯.
Pour tout K ∈ τh, conside´rons encore un e´le´ment fini de Lagrange (K,PK ,ΣK) tel que
PK ⊂ H1(K). On de´finit alors
Hh =
{
v ∈ C0(Ω¯) : v|K ∈ PK et v|∂ΩD = 0
} ⊂ H .
La suite consiste a` mettre de bonnes conditions de compatibilite´ et de re´gularite´ sur les
e´le´ments finis conside´re´s (les simplexes) afin que la condition de convergence (2.2) soit
ve´rifie´e.
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Introduisons l’ope´rateur Πh : C0(Ω¯) → L2(Ω¯) de´fini par Πhv(x) = ΠKv(x), pour tous
v ∈ C0(Ω¯) , K ∈ τh et x ∈
◦
K , ou` ΠK est l’ope´rateur de PK-interpolation sur ΣK .
Pour que Hh = Πh
({
v ∈ C0(Ω¯) : v|∂ΩD = 0
})
, nous avons besoin de deux types de condi-
tions :
Compatibilite´ : soient K1, K2 ∈ τh adjacents, de face commune Γ = K1 ∩K2. Alors
a) PK1|Γ = PK2|Γ (compatibilite´ des fonctions).
b) ΣK1 ∩ Γ = ΣK2 ∩ Γ (compatibilite´ des points).
Re´gularite´ : pour tout K ∈ τh, l’e´le´ment fini (K,PK ,ΣK) est de classe C0, i.e.
a) PK ⊂ C0(K).
b) Pour toute face Γ de K, Σ′ = Σ ∩ Γ est P ′-unisolvant, ou` P ′ = {p|Γ : p ∈ P}.
Remarquons que tout e´le´ment fini affine-e´quivalent a` un e´le´ment fini de classe C0 l’est
encore.
Proposition 2 Soit τh une triangulation de Ω¯ construite a` l’aide de simplexes. Pour k > 1
donne´, on associe a` tout K ∈ τh le simplexe de type k construit sur K. Alors les conditions
ci-dessus sont ve´rifie´es.
Finalement, pour assurer la condition de convergence (2.2) de Hh vers H, nous exigerons
que la famille de triangulations (τh) de Ω¯ soit re´gulie`re, i.e. qu’elle satisfasse les conditions
suivantes :
a) Tous les e´le´ments finis (K,PK ,ΣK) de toutes les triangulations τh sont affine-e´quivalents
a` un e´le´ment fini de re´fe´rence (Kˆ, Pˆ , Σˆ) de classe C0.
b) Pour tout couple (Γ1,Γ2) de faces de Kˆ et pour toute application Fˆ affine inversible de
Rn → Rn telle que Γ2 = Fˆ (Γ1), on a
Σˆ ∩ Γ2 = Fˆ
(
Σˆ ∩ Γ1
)
et
{
pˆ|Γ2 : pˆ ∈ Pˆ
}
=
{
pˆ ◦ Fˆ |Γ1 : pˆ ∈ Pˆ
}
;
c) Les diame`tres hK des e´le´ments ve´rifient lim
h→0
(
max
K∈τh
hK
)
= 0.
d) Il existe une constante σ > 1 telle que, pour tout h et pour tout K ∈ τh, on a
hK/ρK 6 σ ,
avec ρK la rondeur de K, c’est-a`-dire le maximum des diame`tres des boules contenues
dans K.
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Remarquons que les deux premie`res conditions, relatives aux types d’e´le´ments finis utilise´s,
assurent les conditions de compatibilite´s vues pre´ce´demment ; les deux conditions suivantes
portent quand a` elles sur la ge´ome´trie des K ∈ τh. Cette notion de re´gularite´ permet
d’e´noncer le re´sultat de convergence suivant, de´montre´ dans [41].
The´ore`me 5 Soient Ω un ouvert polye´drique de Rn, n 6 3, et (τh) une famille re´gulie`re
de triangulations de Ω¯ associe´es a` un e´le´ment fini de re´fe´rence (Kˆ, Pˆ , Σˆ) de classe C0 et
respectant la partition ∂Ω = ∂ΩD q ∂ΩN . Supposons encore qu’il existe k > 1 tel que
Pk ⊂ Pˆ ⊂ H1(Kˆ) .
Alors, si u ∈ Hk+1(Ω), on a
‖u− Πhu‖H1(Ω) 6 C1 hk
 ∑
|α|=k+1
‖∂αu‖L2(Ω)
1/2 6 C1 hk ‖u‖Hk+1(Ω) ,
avec C1 une constante inde´pendante de h.
Il s’en suit alors le re´sultat final suivant :
The´ore`me 6 Soit (τh) une famille re´gulie`re de triangulations de Ω¯ associe´es a` un n-
simplexe de type k > 1, n 6 3, et respectant la partition ∂Ω = ∂ΩD q ∂ΩN . Alors, si
u ∈ H l+1(Ω) avec 1 6 l 6 k, il existe une constante C1 telle que
‖u− Πhu‖H1(Ω) 6 C1 hl ‖u‖Hl+1(Ω) .
De plus, si Hm ⊂ H l+1(Ω) avec 1 6 l 6 k et Hm l’espace engendre´ par les m premie`res
solutions de (Pf ), il existe des constantes h0 et C2 > 0 tels que, pour tout h 6 h0,
0 6 λm,h − λm 6 C2 hl sup
v∈Hm,‖v‖L2(Ω)=1
‖v‖Hl+1(Ω) .
Il est en effet facile de ve´rifier qu’une telle famille de triangulations ve´rifie les hypothe`ses du
the´ore`me 5, d’ou` la premie`re ine´galite´. On a ainsi construit des sous-espaces de dimensions
finies Hh de H = V (Ω) ve´rifiant la condition de convergence (2.2) ; la deuxie`me ine´galite´
de´coule donc imme´diatement du the´ore`me 3.
Remarquons que la condition Hm ⊂ H l+1(Ω) avec l > 1 de´pend de la ge´ome´trie de Ω.
Par exemple, si ∂Ω est C1 par morceaux sans cusp, alors Hm ⊂ H2(Ω) (voir [23]) et l = 1
fait l’affaire.
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2.3.4 Me´thode des e´le´ments finis pour les domaines de coques
Nous allons maintenant reprendre la me´thode utilise´e pour les domaines euclidiens et
l’adapter aux domaines de coques (c’est-a`-dire aux surfaces pouvant eˆtre parame´tre´es
via une seule carte), en travaillant dans une carte. Plus pre´cise´ment, notons (U, f) une
carte d’une coque S telle que Ω¯ ⊂ f(U). Il s’agit de travailler sur D = f−1(Ω) comme
pre´ce´demment, en tenant compte de la me´trique G de la surface S, c’est-a`-dire de la
premie`re forme fondamentale de S associe´e a` (U, f).
Un rapide calcul en coordonne´es donne∫
Ω
〈∇u,∇v〉 =
∑
i,j=1,2
∫
D
√
detGgij
∂u˜
∂xi
∂v˜
∂xj
dx ,∫
Ω
uv =
∫
D
√
detG u˜v˜ dx ,
avec gij le (ij)e coefficient de l’inverse de G, u˜ = u ◦ f et v˜ = v ◦ f .
D⊂
˜ ˜
ℝ
2
ℝ
Ω⊂S
v∈H v∈H
f
Figure 2.3 – Me´thode des e´le´ments finis pour les domaines de coques.
Ainsi, le proble`me (Pf ) est e´quivalent au proble`me
(P˜f )
{
Trouver u˜ ∈ H˜ et λ ∈ R tels que, pour tout v˜ ∈ H˜ :
a˜(u˜, v˜) = λ b˜(u˜, v˜) ,
avec
H˜ = {v˜ = v ◦ f : v ∈ H} ,
a˜(u˜, v˜) =
∫
Ω
〈∇u,∇v〉 =
∑
i,j=1,2
∫
D
√
detGgij
∂u˜
∂xi
∂v˜
∂xj
dx ,
b˜(u˜, v˜) =
∫
Ω
uv =
∫
D
√
detG u˜v˜ dx .
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Supposons comme pre´ce´demment, pour e´viter les difficulte´s techniques, que le domaine
D est polygonal. On conside`re alors une triangulation τh de D¯ respectant la partition
∂D = ∂DD q ∂DN associe´e a` la partition de ∂Ω = ∂ΩD q ∂ΩN et satisfaisant les meˆmes
crite`res que pre´ce´demment (compatibilite´ et re´gularite´) mais pour D. On de´finit alors
H˜h =
{
v ∈ C0(D¯) : v|K ∈ PK et v|∂DD = 0
} ⊂ H˜ .
Alors, par les the´ore`mes 3 et 6, les solutions du proble`me
(P˜f,h)
{
Trouver u˜h ∈ H˜h et λh ∈ R tels que, pour tout v˜h ∈ H˜h :
a˜(u˜h, v˜h) = λh b˜(u˜h, v˜h)
convergent vers celles de (P˜f ) de la meˆme manie`re que pour les domaines euclidiens.
Remarquons pour terminer que, en de´finissant
Hh =
{
v ∈ RΩ : v ◦ f ∈ H˜h
}
⊂ H ,
alors on trouve e´galement que Hh converge vers H au sens de (2.2), donc les solutions de
(Pf,h) convergent vers celles de (Pf ), toujours de la meˆme manie`re. En particulier, on peut
e´noncer le re´sultat suivant, pendant du the´ore`me 6 pour les domaines de coques :
The´ore`me 7 Soient (U, f) une carte d’une coque S telle que Ω¯ ⊂ f(U) et D = f−1(Ω).
Soit (τh) une famille re´gulie`re de triangulations de D¯ associe´es a` un n-simplexe de type
k > 1, n 6 3, et respectant la partition ∂D = ∂DD q ∂DN (associe´e a` ∂Ω = ∂ΩD q ∂ΩN).
Alors, si u ∈ H l+1(Ω) avec 1 6 l 6 k, il existe une constante C1 telle que
‖u− Πhu‖H1(Ω) 6 C1 hl ‖u‖Hl+1(Ω) .
De plus, si Hm ⊂ H l+1(Ω) avec 1 6 l 6 k et Hm l’espace engendre´ par les m premie`res
solutions de (Pf ), il existe des constantes h0 et C2 > 0 tels que, pour tout h 6 h0,
0 6 λm,h − λm 6 C2 hl sup
v∈Hm,‖v‖L2(Ω)=1
‖v‖Hl+1(Ω) .
Cette me´thode est donc une ge´ne´ralisation de la me´thode des e´le´ments finis pour les do-
maines du plan. En effet, il suffit de prendre U = R2 et f la fonction identite´. Dans ce cas,
D = Ω et G est la me´trique euclidienne.
De plus, comme pour les domaines du plan, la condition Hm ⊂ H l+1(Ω) avec l > 1
est satisfaite si par exemple ∂Ω (et donc ∂D) est C1 par morceaux sans cusp, en prenant
l = 1 (voir [23]).
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2.3.5 Me´thode des e´le´ments finis pour les domaines de surfaces
Il s’agit une nouvelle fois de prendre la me´thode utilise´e pre´ce´demment, pour les domaines
euclidiens puis pour les coques, mais en conside´rant cette fois-ci le domaine Ω comme
une re´union finie de coques (non vides) Ωα d’inte´rieurs disjoints, c’est-a`-dire telles que
Ω¯ =
A⋃
α=1
Ωα , Ωα ∩Ωβ = φ pour tous α 6= β et Ωα ⊂ fα(Uα) pour tout α, ou` {(Uα, fα)}Aα=1
est un atlas de S. Notons encore Dα = f
−1
α (Ωα), pour tout α. On conside`re alors Ω comme
un ensemble de domaines {Ωα} (ou {Dα}) que l’on identifie le long de leurs bords.
De´finissons la relation d’e´quivalence R suivante sur la re´union disjointe qDα des Dα :
P ∈ Dα est en relation avec Q ∈ Dβ, note´ PRQ, lorsque fα(P ) = fβ(Q). Autrement dit,
deux points de l’atlas sont e´quivalents lorsqu’ils de´finissent le meˆme point sur la surface.
Notons encore, pour tout α,
Hα = {v|Ωα : v ∈ H} ,
H˜α = {vα ◦ fα : vα ∈ Hα} .
α
α
α
α
α
β
β
β
γ
γ
γ
ℝ
v ∈H H⊂
˜ ˜v ∈H
f
f
f
Ω
Ω
Ω
D⊂ℝ
2
D⊂ℝ
2
D⊂ℝ
2
αα
Figure 2.4 – Me´thode des e´le´ments finis pour les domaines de surfaces.
Alors (Pf ) est e´quivalent au proble`me
(P˜f )
{
Trouver u˜ ∈ H˜ et λ ∈ R tels que, pour tout v˜ ∈ H˜ et pour tout α :
a˜α (u˜|Dα , v˜|Dα) = λ b˜α (u˜|Dα , v˜|Dα) ,
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avec
H˜ =
{
v˜ ∈ RqDα : v˜|Dα ∈ H˜α et v˜(P ) = v˜(Q) si PRQ
}
,
a˜α(u˜α, v˜α) =
∑
i,j=1,2
∫
Dα
√
detGα g
ij
α
∂u˜α
∂xi
∂v˜α
∂xj
dx ,
b˜α(u˜α, v˜α) =
∫
Dα
√
detGα u˜αv˜α dx .
On conside`re alors des triangulations τh,α des domaines Dα = f−1α (Ωα) respectant les parti-
tions ∂Dα = ∂D
D
α q∂DNα q∂D0α associe´e a` la partition de ∂Ω = ∂ΩDq∂ΩN (∂D0α de´notant
la partie de ∂Dα ne correspondant a` aucune partie de ∂Ω et sur laquelle le recollement aux
diffe´rentes cartes a lieu) et satisfaisant les crite`res usuels de compatibilite´ et de re´gularite´
pour les Dα. On exige de plus une inter-compatibilite´ en α des diffe´rentes triangulations :
pour h fixe´, si P est un nœud de Dα, alors f
−1
β ◦ fα(P ) est un nœud de Dβ, pour tout β
tel que fα(P ) ∈ fβ(Dβ). Autrement dit, chaque point de la classe d’e´quivalence d’un nœud
est lui-meˆme un nœud (pour h fixe´).
On de´finit alors
H˜α,h =
{
v ∈ C0 (Dα) : v|K ∈ PK et v|∂DDα = 0} ⊂ H˜α ,
H˜h =
{
v ∈ RqDα : v|Dα ∈ H˜α,h
}
⊂ H˜ ,
a˜(u˜, v˜) =
A∑
α=1
a˜α(u˜|Dα , v˜|Dα) ,
b˜(u˜, v˜) =
A∑
α=1
b˜α(u˜|Dα , v˜|Dα) .
Alors, a` nouveau par les the´ore`mes 3 et 6, les solutions du proble`me
(P˜f,h)
{
Trouver u˜h ∈ H˜h et λh ∈ R tels que, pour tout v˜h ∈ H˜h :
a˜(u˜h, v˜h) = λh b˜(u˜h, v˜h)
convergent vers celles de (P˜f ) de la meˆme manie`re que pre´ce´demment.
Remarquons pour terminer que, en de´finissant
Hh =
{
v ∈ RΩ : v ◦ fα ∈ H˜α,h pour tout α
}
⊂ H ,
alors on trouve e´galement que Hh converge vers H au sens de (2.2), donc les solutions de
(Pf,h) convergent vers celles de (Pf ), toujours de la meˆme manie`re. En particulier, on peut
e´noncer le re´sultat suivant, pendant du the´ore`me 6 pour les domaines de surfaces :
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The´ore`me 8 Soit {(Uα, fα)}Aα=1 un atlas d’une surface S tel qu’il existe des coques Ωα
d’inte´rieurs disjoints ve´rifiant Ωα ⊂ fα(Uα) et Ω¯ =
A⋃
α=1
Ωα. Notons alors, pour tout α,
Dα = f
−1
α (Ωα). Soient (τh,α) des familles re´gulie`res et inter-compatibles en α de triangu-
lations des Dα associe´es a` un n-simplexe de type k > 1, n 6 3, et respectant les partitions
∂Dα = ∂D
D
α q ∂DNα q ∂D0α (associe´es a` ∂Ω = ∂ΩD q ∂ΩN). Alors, si u ∈ H l+1(Ω) avec
1 6 l 6 k, il existe une constante C1 telle que
‖u− Πhu‖H1(Ω) 6 C1 hl ‖u‖Hl+1(Ω) .
De plus, si Hm ⊂ H l+1(Ω) avec 1 6 l 6 k et Hm l’espace engendre´ par les m premie`res
solutions de (Pf ), il existe des constantes h0 et C2 > 0 tels que, pour tout h 6 h0,
0 6 λm,h − λm 6 C2 hl sup
v∈Hm,‖v‖L2(Ω)=1
‖v‖Hl+1(Ω) .
Cette me´thode est donc une ge´ne´ralisation de la me´thode des e´le´ments finis pour les do-
maines de coques et donc pour ceux du plan. En effet, il suffit de prendre A = 1, c’est-a`-
dire un atlas forme´ d’une seule carte, pour se ramener au cas d’un domaine de coque, puis
U = R2 et f la fonction identite´ pour le cas d’un domaine du plan.
Et a` nouveau, comme pour les domaines du plan, la condition Hm ⊂ H l+1(Ω) avec l > 1
est satisfaite si par exemple les ∂Dα sont C1 par morceaux sans cusp, en prenant l = 1
(voir [23]).

Chapitre 3
Re´solution nume´rique
Dans le chapitre pre´ce´dent, nous avons e´tudie´ un algorithme permettant d’estimer le spectre
du Laplacien. Il s’agit a` pre´sent de pre´ciser la mise en œuvre nume´rique de la me´thode.
Dans un premier temps seront aborde´es les fac¸ons de de´finir nume´riquement des domaines
ainsi que les proce´dures de construction de triangulations de domaines, appele´s maillages
(et souvent confondus, par abus de langage, avec les triangulations en re´sultant), via un
mailleur, soit un algorithme nume´rique plus ou moins automatique de maillage. C’est dans
ce but qu’un mailleur classique, dit par macro-e´le´ments, sera conside´re´. Le principe de
base de cette me´thode est de subdiviser le domaine a` mailler en sous-domaines, les macro-
e´le´ments, dont on peut facilement cre´er une triangulation. Ce mailleur a l’avantage d’eˆtre
rapide, simple et efficace pour des domaines peu complexes. Il peut par contre ge´ne´rer
de grandes largeurs de bande (c’est-a`-dire un grand nombre de diagonales non-nulles) des
futures matrices associe´es au proble`me conside´re´, notamment dans le cas ou` on identi-
fie des faces (domaines de surfaces). Or, les largeurs de bande des matrices tiennent un
roˆle important dans la re´solution nume´rique, tant au niveau de la me´moire ne´cessaire que
dans le temps de calcul effectif ; il est donc ne´cessaire de re´duire les largeurs de bande au
maximum. De plus, avec ce mailleur, la grandeur des mailles est difficilement ajustable
localement. Enfin, la de´coupe manuelle du domaine en macro-e´le´ments peut rendre difficile
certaines automatisations et n’est pas adapte´e a` certains domaines complexes.
Pour pallier a` ces inconve´nients, des algorithmes de traitement de triangulation, en l’oc-
currence de renume´rotation des nœuds et de raffinement, s’imposent, de meˆme qu’une
me´thode plus flexible de maillage. Nous conside´rerons dans ce but un mailleur base´ sur la
me´thode de Vorono¨ı-Delaunay, qui ne demande a` l’utilisateur que de fournir le bord du
domaine a` mailler (par exemple via une parame´trisation ou une liste de nœuds).
Dans un deuxie`me temps sera aborde´e la re´solution nume´rique du proble`me aux valeurs
propre lui-meˆme, a` savoir la mise en œuvre du calcul matriciel (construction des matrices
et inte´gration nume´rique) ainsi que la re´solution nume´rique de proble`mes matriciels aux
valeurs propres via l’algorithme de Lanczos.
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3.1 Maillage par macro-e´le´ments
Le mailleur classique utilise´ dans ce travail, dit par macro-e´le´ments, demande au pre´alable
a` l’utilisateur de de´composer manuellement le domaine a` mailler en sous-domaines, les
macro-e´le´ments, de types triangle ou quadrilate`re, avec e´ventuellement une face courbe
dans ce dernier cas. Chaque macro-e´le´ment est ensuite maille´ graˆce a` une grille, adapte´e
selon le type de macro-e´le´ment. Ces diffe´rentes triangulations sont ensuite assemble´es pour
constituer une triangulation du domaine complet.
Figure 3.1 – Exemple de maillage d’un disque par de´composition en 5 macro-e´le´ments.
Concre´tement, il s’agit pour l’utilisateur de donner, pour chaque macro-e´le´ment, le type
de macro-e´le´ment, les coordonne´es des sommets, une parame´trisation de l’e´ventuelle face
courbe, le nombre de segments de la grille et les e´ventuelles conditions au bord en vue
de la re´solution du proble`me. Dans le cas de domaine non euclidien, le nume´ro de carte
du macro-e´le´ment et ses e´ventuelles fonctions d’identification des faces aux autres macro-
e´le´ments sont ne´cessaires afin de construire les classes d’e´quivalence des nœuds.
En retour, le mailleur calculera une liste de nœuds contenant essentiellement leurs co-
ordonne´es et leur e´ventuelle condition au bord. Dans le cas de domaine non euclidien, elle
contiendra e´galement leur nume´ro de carte ainsi que celui de leur classe d’e´quivalence. Le
mailleur calculera e´galement une liste des e´le´ments contenant essentiellement les nume´ros
de leurs sommets et les e´ventuelles conditions au bords de leurs faces.
3.1.1 Macro-e´le´ments de type quadrilate`re
Le maillage d’un quadrilate`re consiste essentiellement en une de´composition structure´e en
plus petits quadrilate`res, eux-meˆme de´coupe´s en triangles. On donne le quadrilate`re par
ses sommets P1, P2, P3 et P4 et on indique le nombre nx de subdivisions des segments P1P2
et P3P4, ainsi que le nombre ny de subdivisions des segments P2P3 et P4P1. Les nœuds
Ps,t du macro-e´le´ments sont alors calcule´s successivement, en faisant varier entre 0 et 1 les
parame`tres s en nx + 1 valeurs et t en ny + 1 valeurs, de la manie`re suivante :
Ps,t = At + s(Bt − At) ,
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avec
At = (1− t)P1 + tP4 et Bt = (1− t)P2 + tP3 .
On trouve ainsi
Ps,t = (1− s)(1− t)P1 + s(1− t)P2 + stP3 + (1− s)tP4 =
4∑
i=1
fi(s, t)Pi ,
ou` les fi sont les fonctions formes aux nœuds Pi, c’est-a`-dire les fonctions
f1(s, t) = (1− s)(1− t) ,
f2(s, t) = s(1− t) ,
f3(s, t) = st ,
f4(s, t) = (1− s)t .
Figure 3.2 – Maillage d’un quadrilate`re.
Simultane´ment aux nœuds du macro-e´le´ment, on construit ses e´le´ments de la manie`re
suivante : pour s et t fixe´s, on de´finit les e´le´ments K1,s,t et K2,s,t par leurs sommets
{Ps,t, Ps+1,t, Ps+1,t+1} et {Ps,t, Ps+1,t+1, Ps,t+1}.
3.1.2 Macro-e´le´ments de type quadrilate`res a` une face courbe
Conside´rons a` pre´sent un quadrilate`re ayant une face courbe et trois faces rectilignes.
Nous pouvons supposer que la face courbe est la deuxie`me du quadrilate`re, c’est-a`-dire
le segment P2P3, et qu’elle est donne´e par une courbe parame´tre´e γ, ide´alement par lon-
gueur d’arc, de parame`tre variant entre a et b. En particulier, on doit avoir γ(a) = P2 et
γ(b) = P3. Pour reprendre les notations pre´ce´dentes, il s’agit de remplacer l’expression de
Bt par γ (ta+ (1− t)b).
On trouve ainsi
Ps,t = (1− s)(1− t)P1 + (1− s)tP4 + sγ (ta+ (1− t)b)
= f1(s, t)P1 + f4(s, t)P4 + sγ (ta+ (1− t)b) .
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Figure 3.3 – Maillage d’un quadrilate`re ayant une face courbe.
Les e´le´ments sont construits simultane´ment aux nœuds, de manie`re identique au cas des
quadrilate`res sans face courbe.
3.1.3 Macro-e´le´ments de type triangle
On donne un triangle par ses sommets P1, P2, P3 et on indique le nombre nx de subdivisions
du segment P1P2, ainsi que le nombre ny de subdivisions des segments P2P3 et P3P1, avec
la condition que nx soit infe´rieur ou e´gal a` ny.
L’ide´e est de reprendre le maillage de quadrilate`res, en faisant correspondre au triangle
le paralle´logramme associe´ de sommets P1, P2, P
′
1 et P3 (ou` P
′
1 est l’image de P1 par la
syme´trie dont le centre est le point milieu de P2P3), puis de de´placer les nœuds proches de
l’areˆte P2P3 afin qu’ils se retrouvent dessus (voir figure 3.4).
Figure 3.4 – Maillage d’un triangle par correspondance avec le paralle´logramme associe´.
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En de´tails, on fixe pour chaque valeur du parame`tre t pris entre 0 et 1 (en ny + 1 valeurs)
un nombre nlx = n
l
x(t) d’intervalles a` la ligne de´finie par t. Autrement dit, pour t donne´,
le parame`tre s prendra nlx(t) + 1 valeurs. Ce nombre, variant entre 0 (lorsque t = 1) et nx
(lorsque t = 0), est donne´ par
nlx =
{
max {1, [(1− t)nx]} si t 6= 1
0 si t = 1
ou` [ . ] de´signe la partie entie`re.
Les nœuds Ps,t du macro-e´le´ments sont alors calcule´s successivement, en faisant varier
entre 0 et 1 les parame`tres t en ny + 1 valeurs et s en n
l
y + 1 valeurs, de la manie`re
suivante :
Ps,t = At + s(Bt − At) ,
avec
At = (1− t)P1 + tP3 et Bt = (1− t)P2 + tP3 .
On trouve ainsi
Ps,t = (1− t)(1− s)P1 + (1− t)sP2 + tP3 = f1(s, t)P1 + f2(s, t)P2 + tP3 ,
ou` les fi sont les fonctions formes aux sommets Pi de´finis plus haut.
Figure 3.5 – Maillage d’un triangle.
A nouveau, les e´le´ments sont construits simultane´ment aux nœuds du macro-e´le´ment, de
manie`re semblable aux quadrilate`res.
3.1.4 Ge´ne´ralisation a` des macro-e´le´ments ayant plusieurs faces
courbes
Meˆme si cela n’a pas e´te´ utilise´ dans ce travail, il peut eˆtre agre´able d’utiliser des macro-
e´le´ments ayant plusieurs faces courbes.
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Pour les quadrilate`res, on suppose que les faces courbes sont donne´es par des courbes
parame´tre´es γi de parame`tre variant, pour simplifier, entre 0 et 1. En particulier, on doit
avoir γi(0) = Pi pour i entre 1 et 4, γi(1) = Pi+1 pour i entre 1 et 3 ainsi que γ4(1) = P1.
On trouve alors, en suivant une logique comparable au cas pre´ce´dents,
Ps,t = (1− t)γ1(s) + sγ2(t) + tγ3(1− s) + (1− s)γ4(1− t)
−
(
(1− s)(1− t)P1 + s(1− t)P2 + stP3 + (1− s)tP4
)
.
Figure 3.6 – Maillage d’un quadrilate`re a` faces courbes.
Il est e´galement possible de trouver une formule e´quivalente pour les triangles ; voir par
exemple [22].
3.2 Traitements de triangulation
Les proce´dures suivantes de traitement de triangulation, a` savoir la renume´rotation et le
raffinement, permettent d’adapter une triangulation donne´e, inde´pendamment du mailleur
dont il est issu. La renume´rotation des noeuds d’une triangulation est effectue´e de manie`re
a` diminuer la diffe´rence de nume´ros de nœuds voisins, dans le but de re´duire la largeur
de bande des futures matrices du proble`me conside´re´. Le raffinement permet quant a` lui
d’obtenir une triangulation plus fine qu’initialement, soit localement, soit de manie`re glo-
bale. Le but d’une telle proce´dure est e´videmment d’ame´liorer les solutions du proble`me
approche´ associe´ a` la triangulation et au proble`me conside´re´, par exemple au voisinage
d’une partie sensible du domaine.
3.2.1 Renume´rotation
Afin de re´duire la largeur de bande des futures matrices associe´es au proble`me conside´re´, on
renume´rote les classes de nœuds de sorte a` re´duire la diffe´rence entre les nume´ros des classes
des nœuds appartenant a` un meˆme triangle. La raison est que, si (aij) de´note par exemple la
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matrice de masse de notre proble`me, aij est non nul seulement si supp(ϕi)∩ supp(ϕj) 6= φ,
c’est-a`-dire seulement si les nœuds des classes Ci et Cj appartiennent a` un meˆme triangle.
La me´thode de renume´rotation employe´e dans ce travail, simple mais non optimale, consiste
a` fixer un premier nœud (par exemple au bord du domaine), puis a` renume´roter les nœuds
e´quivalents ainsi que ses voisins a` la suite ; une fois tous les voisins renume´rotes, on recom-
mence avec les voisins du deuxie`me nœud et ainsi de suite.
On remarque que, bien que cette me´thode de renume´rotation soit relativement facile a`
mettre en place et permette de faire des calculs a` une vitesse satisfaisante (alors qu’ils
seraient souvent laborieux avec un mailleur classique seul), la bande des matrices obtenues
apre`s renume´rotation s’e´largit le´ge`rement a` mesure qu’on avance sur la diagonale des ma-
trices. Une manie`re simple (mais non utilise´e dans ce travail) de re´duire cet effet consiste a`
mailler ou renume´roter se´pare´ment des sous domaines puis a` les assembler. Des algorithmes
plus e´volue´s permettent e´galement d’obtenir de meilleurs re´sultats (voir [22]).
3.2.2 Raffinement
Une qualite´ indispensable d’un bon algorithme de raffinement est de conserver la qualite´
de la triangulation, c’est-a`-dire la rondeur de ses e´le´ments. L’algorithme suivant permet
un raffinement d’un domaine ou d’un sous-domaine par ite´rations successives. A chaque
ite´ration, les mailles sont raffine´es d’un facteur 2 a` l’inte´rieur de la partie conside´re´e ainsi
que sur les e´le´ments voisins (c’est-a`-dire sur tous les e´le´ments contenant un nœud dans la
partie a` raffiner), par de´coupage des e´le´ments en 4. Les voisins de ces nouveaux e´le´ments
sont alors de´coupe´s en 2 (voir 4 si besoin) afin d’obtenir une triangulation correcte. Sur les
e´le´ments de´coupe´s en 2, on observe une perte de rondeur a` chaque ite´ration ; il ne s’agit
toutefois que de quelques e´le´ments (ceux du bord du domaine de raffinement) et, surtout,
il s’agit a` chaque ite´ration d’e´le´ments diffe´rents : la marge donne´e par la se´lection e´largie
des e´le´ments a` couper en 4 permet de garantir une certaine qualite´ de la triangulation,
inde´pendamment du nombre d’ite´rations de raffinement.
Figure 3.7 – Raffinements successifs d’un domaine.
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Algorithme de raffinement d’une partie d’un domaine (ou du domaine complet) :
1. On donne la triangulation du domaine ainsi que la partie que l’on veut raffiner comme
une liste de (classes de) nœuds.
2. On de´termine les e´le´ments a` couper en 4 : il s’agit de ceux ayant au moins un som-
met dans la partie a` raffiner (ou e´quivalent a` un tel).
3. On de´termine les nœuds appartenant aux e´le´ments a` couper en 4 (ou e´quivalents a`
des tels), l’adhe´rence de la partie a` raffiner.
4. Si un e´le´ment a tous ses sommets dans l’adhe´rence, on le rajoute dans les e´le´ments
a` couper en 4.
5. On de´termine les e´le´ments a` couper en 2 : il s’agit de ceux ayant exactement 2 som-
mets dans l’adhe´rence. Le nœud exte´rieur a` l’adhe´rence sera utilise´ pour la partition
de l’e´le´ment.
6. On proce`de finalement a` la de´coupe des e´le´ments, comme illustre´e par la figure 3.8.
Conside´rons pour cela un e´le´ment de sommets P1, P2 et P3.
– Pour une de´coupe en 4 e´le´ments, on construit les nœuds P ′1, P
′
2 et P
′
3, de´finis comme
les points milieu des coˆte´s de l’e´le´ment, avec P ′i sur le coˆte´ oppose´ a` Pi, puis on
remplace l’ancien e´le´ment par les triangles P1P
′
3P
′
2, P2P
′
1P
′
3, P3P
′
2P
′
1 et P
′
1P
′
2P
′
3.
– Pour une de´coupe en 2 e´le´ments, supposons que P3 soit le nœud exte´rieur a`
l’adhe´rence des e´le´ments a` couper en 4. On construit alors le point milieu P ′3 du
segment P1P2 puis on remplace l’ancien e´le´ment par les triangles P1P
′
3P3 et P2P3P
′
3.
Figure 3.8 – De´coupe d’e´le´ments en 2 ou 4.
Remarque : dans le cas ou` une face de l’e´le´ment est courbe, on peut utiliser la pa-
rame´trisation de la courbe et les valeurs du parame`tre aux sommets pour ajuster les
nouveaux points sur la courbe.
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Figure 3.9 – Triangulation d’un quart de cercle, puis raffinement local sans, puis avec
prise en compte de la parame´trisation du bord.
3.3 Maillage de Delaunay
Conside´rons a` pre´sent un mailleur plus sophistique´ que celui par macro-e´le´ments, base´ sur
la me´thode de Vorono¨ı-Delaunay (pour une pre´sentation de´taille´e, voir [22]).
Ce mailleur pre´sente essentiellement deux avantages. Premie`rement, il permet une grande
automatisation puisqu’il suffit a` l’utilisateur de fournir les nœuds du bord du domaine.
Deuxie`mement, la triangulation obtenue est optimale par rapport aux nœuds qui la com-
posent, en le sens qu’il s’agit d’une triangulation de Delaunay : le cercle circonscrit a`
chaque e´le´ment ne contient aucun nœud en dehors des sommets de l’e´le´ment. Autrement
dit, chaque paire de triangles adjacents par une areˆte est telle que le plus petit des angles
forme´s par deux coˆte´s conse´cutifs est maximal (par rapport aux paires de triangles adja-
cents par une areˆte possibles formant le meˆme quadrilate`re ; voir figure 3.10).
Figure 3.10 – Deux triangulations d’un quadrilate`re. Celle de gauche est de Delaunay.
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Algorithme :
1. On donne le domaine a` mailler par son bord en tant que liste de segments oriente´s,
c’est-a`-dire une liste de paires de nœuds. Ide´alement, ces segments sont isome´triques.
2. On de´termine les nœuds internes au domaine. Pour cela, on cre´e une (petite) grille re-
couvrant le domaine, dont on garde uniquement les points qui se trouvent a` l’inte´rieur
du domaine, a` plus d’une certaine distance (proportionnelle aux longueurs des seg-
ments du bord) des nœuds du bord du domaine (afin d’e´viter de cre´er des e´le´ments
trop plats). Pour de´terminer si un point est a` l’inte´rieur au domaine, on calcule son
indice par rapport a` la courbe oriente´e de´finissant le bord du domaine (voir section
3.3.2).
3. On de´termine ensuite une boˆıte, c’est-a`-dire quatre nœuds supple´mentaires formant
un rectangle, lequel englobe les nœuds du bord du domaine. De pre´fe´rence, on choisit
une grande boˆıte (proportionnellement au domaine).
4. On maille la boˆıte a` l’aide de deux triangles dont les sommets sont ceux de la boˆıte.
5. On inse`re un a` un les points de cette grille et ceux du bord du domaine dans la
triangulation, selon la strate´gie suivante, directement inspire´e de la me´thode de Vo-
rono¨ı-Delaunay : on de´termine puis de´truit tous les e´le´ments de la triangulation tels
que le point a` inse´rer est interne aux cercles circonscrits (voir section 3.3.1), puis
on remaille la partie de´truite en joignant le nouveau point aux areˆtes externes de la
re´union des e´le´ments supprime´s.
On obtient alors un maillage-boˆıte du domaine, avec nœuds internes. Il s’agit alors de
ve´rifier que le bord du domaine soit respecte´ par la triangulation.
6. On ve´rifie que les segments du bord apparaissent en tant qu’areˆtes des e´le´ments de la
triangulation. Si un segment n’apparaˆıt pas, on inse`re son point millieu dans la trian-
gulation (avec la meˆme strate´gie que pre´ce´demment) et on recommence la ve´rification
(en remplac¸ant, dans la liste des segments du bord du domaine, le segment non res-
pecte´ par ses deux moitie´s).
Le maillage-boˆıte obtenu respecte alors le bord du domaine. En particulier, chaque e´le´ment
de la triangulation est soit interieur, soit exte´rieur au domaine. Il s’agit alors de supprimer
les e´le´ments et nœuds superflus.
7. On supprime les e´le´ments exte´rieurs au domaine. Pour de´terminer si un e´le´ment est
exte´rieur au domaine, on calcule l’indice d’un point inte´rieur au triangle (par exemple
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son centre de gravite´) par rapport a` la courbe oriente´e de´finissant le bord du domaine
(voir section 3.3.2).
8. On supprime les sommets de la boˆıte.
On obtient ainsi une triangulation respectant le bord du domaine et dont les e´le´ments sont
tous inte´rieurs au domaine. Il s’agit donc d’une triangulation de Delaunay du domaine,
avec nœuds internes.
Figure 3.11 – Quelques e´tapes d’un maillage de Delaunay du disque.
Remarquons qu’on aurait aussi pu inse´rer uniquement les nœuds du bord du domaine,
supprimer la boˆıte et enfin seulement ajouter les nœuds internes au domaine. En effet, l’al-
gorithme d’insertion de points dans une triangulation fonctionne sous l’unique condition
que les points soient internes a` la re´union des e´le´ments de la triangulation (ce qui explique
le roˆle de la boˆıte). De meˆme, la triangulation obtenue est de Delaunay si la triangulation
initiale l’est (ce qui est le cas de toute triangulation d’une boˆıte rectangulaire dont les seuls
nœuds sont ses sommets).
Afin d’illustrer le proble`me du respect du bord du domaine par la triangulation, conside´rons
le domaine polygonal repre´sente´ ci-dessous (figure de gauche). Apre`s un maillage grossier,
on observe que la triangulation ne respecte pas le bord du domaine (deuxie`me figure).
Ce proble`me est re´solu par l’insertion d’un point supple´mentaire (troisie`me figure) et il est
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alors possible de de´terminer et de supprimer les e´le´ments exte´rieurs au domaine (quatrie`me
figure).
Figure 3.12 – Domaine initial, triangulation de Delaunay sans, puis avec correction du
bord et triangulation finale.
Parmi les e´tapes de l’algorithme ci-dessus, deux points techniques me´ritent qu’on s’attarde
a` leur mise en œuvre : la de´termination de l’appartenance d’un point au cercle circonscrit
d’un triangle et le calcul de l’indice d’un point par rapport a` une courbe (polygonale).
3.3.1 Appartenance d’un point au cercle circonscrit d’un triangle
Dans R2, soit K un triangle donne´ par ses sommets P1, P2, P3 et soit A un point. Il s’agit
de de´cider si le point A appartient au cercle circonscrit de K. Pour cela, on de´termine le
centre C du cercle circonscrit et on compare sa distance au point A avec le rayon du cercle,
lui-meˆme de´fini comme la distance entre C et P1 (ou P2 ou P3).
Le centre C est, par de´finition, le point e´quidistant aux points P1, P2 et P3. Il est donc
obtenu comme point d’intersection de 2 droites me´diatrices des areˆtes de K. Une e´quation
parame´trique d’une telle droite est donne´e par
dij(λij) =
Pi + Pj
2
+ λij(Pi − Pj)⊥ ,
avec i, j ∈ {1, 2, 3} diffe´rents.
En intersectant d12 et d13, on obtient l’e´quation line´aire
λ13(P1 − P3)⊥ + λ12(P1 − P2)⊥ = P2 − P3
2
,
qu’il s’agit de re´soudre et de remplacer dans une des e´quations parame´triques afin de
trouver C. En coordonne´es, en notant Pi = (xi, yi) et, pour simplifier les e´critures,
a = (P2−P1)⊥ =
(
y2 − y1
x1 − x2
)
, b = (P1−P3)⊥ =
(
y1 − y3
x3 − x1
)
, c =
P2 − P3
2
=
(
x2−x3
2
y2−y3
2
)
,
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on obtient l’e´quation matricielle(
a1 b1
a2 b2
)(
λ12
λ13
)
=
(
c1
c2
)
.
Ainsi, en supposant le triangle K non de´ge´ne´re´, on trouve(
λ12
λ13
)
=
1
a1b2 − a2b1
(
b2 −b1
−a2 a1
)(
c1
c2
)
=
1
a1b2 − a2b1
(
b2c1 − b1c2
a1c2 − a2c1
)
,
d’ou` finalement pour le centre C du cercle circonscrit
C =
1
2
(
x1 + x2
y1 + y2
)
+
b1c2 − b2c1
a2b1 − a1b2
(
a1
a2
)
.
3.3.2 Indice d’un point par rapport a` une courbe
Dans R2, on utilise l’indice d’un point par rapport a` une courbe oriente´e ferme´e pour
de´terminer s’il appartient au domaine de´fini par la courbe (lorsque le point n’appartient
pas a` cette dernie`re). Rappelons que l’indice est le nombre de tours effectue´s par la courbe
autour du point. Ainsi, un point appartient a` un domaine si et seulement si son indice
par rapport a` la courbe oriente´e de´finissant son bord vaut 1 (dans le cas contraire, il vaut
0, e´ventuellement −1 si le domaine n’est pas compact). Remarquons que cela est valable
meˆme si le bord du domaine contient plusieurs composantes connexes (donne´es par autant
de courbes oriente´es ferme´es).
1
1
0
0
Figure 3.13 – Valeurs de l’indice du bord d’un domaine.
Voici deux approches du calcul de l’indice dans le cas d’un domaine polygonal Ω (la
deuxie`me ayant e´te´ retenue pour la programmation effective du mailleur de Delaunay),
qu’on suppose donne´ par le polygone connexe de sommets conse´cutifs P1, . . . , Pn. Notons
Pn+1 = P1 et
IndΩ(P ) =
n∑
j=1
δj
l’indice de Ω par rapport a` un point P avec, pour chaque j, δj la contribution du segment
PjPj+1 a` l’indice.
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Approche par l’analyse complexe
Le premier calcul est base´ sur le ce´le`bre re´sultat d’analyse complexe ci-dessous (voir [2]).
The´ore`me 9 Soit γ : [a, b]→ C une courbe ferme´e, C1 par morceaux et soit z0 ∈ C\Im(γ).
On de´finit l’indice Indγ(z0) de z0 par rapport a` γ par
Indγ(z0) =
1
2pii
∮
γ
dz
z − z0 ,
avec
∮
γ
f(z)dz =
∫ b
a
f(γ(t)) · γ′(t)dt.
Alors la fonction
Indγ : C \ Im(γ) −→ C
z0 7−→ Indγ(z0)
est a` valeurs dans Z, constante sur chaque composante connexe de C \ Im(γ), nulle sur la
composante non borne´e. De plus, Indγ(z0) repre´sente le nombre de tours effectue´s par la
courbe γ autour du point z0.
Afin d’utiliser ce re´sultat, conside´rons la parame´trisation du bord du domaine
γ : [0, n] −→ C
t 7−→ γbtc+1(t− btc) ,
avec b.c la partie entie`re et
γj(s) = sPk+1 + (1− s)Pk = s(Pk+1 − Pk) + Pk
la parame´trisation du segment PkPk+1 (s ∈ [0, 1[) ou` k ≡ j (modn).
Calculons la contribution δj du segment PjPj+1 a` l’indice Indγ(P )∫ 1
0
γ′j(s)
γj(s)− P ds =
∫ 1
0
Pj+1 − Pj
s(Pj+1 − Pj) + Pj − P ds =
∫ 1
0
ds
s+
Pj−P
Pj+1−Pj
.
Notons pour simplifier a = Re
(
Pj − P
Pj+1 − Pj
)
et b = Im
(
Pj − P
Pj+1 − Pj
)
. Ainsi on trouve
∫ 1
0
γ′j(s)
γj(s)− P ds =
∫ 1
0
ds
(s+ a) + ib
=
∫ 1
0
s+ a
(s+ a)2 + b2
ds− ib
∫ 1
0
ds
(s+ a)2 + b2
=
1
2
∫ (1+a)2+b2
a2+b2
du
u
− ib
∫ 1+a
a
dv
v2 + b2
.
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Par le the´ore`me, comme Indγ(P ) ∈ Z ⊂ R, seul le deuxie`me terme est non nul. Si b = 0
(i.e. si Pj − P est paralle`le a` Pj+1 − Pj), alors Indγ(P ) = 0 ; sinon on trouve
Im
(∫ 1
0
γ′j(s)
γj(s)− P ds
)
= arctan
(a
b
)
− arctan
(
1 + a
b
)
.
On obtient ainsi que la contribution δj du segment PjPj+1 a` l’indice Indγ(P ) vaut
δj =
{
0 si b = 0
1
2pi
(
arctan
(
a
b
)− arctan (1+a
b
))
sinon .
Calculons finalement a et b en fonction de Pj = (xj, yj), Pj+1 = (xj+1, yj+1) et P = (x, y),
i.e. Pj = xj + iyj , Pj+1 = xj+1 + iyj+1 et P = x+ iy en notations complexes.
Pj − P
Pj+1 − Pj =
(xj − x) + i(yj − y)
(xj+1 − xj) + i(yj+1 − yj)
=
((xj − x) + i(yj − y)) ((xj+1 − xj)− i(yj+1 − yj))
(xj+1 − xj)2 − (yj+1 − yj)2
=
(xj − x)(xj+1 − xj) + (yj − y)(yj+1 − yj)
(xj+1 − xj)2 − (yj+1 − yj)2
+ i
(xj+1 − xj)(yj − y)− (xj − x)(yj+1 − yj)
(xj+1 − xj)2 − (yj+1 − yj)2 ,
c’est-a`-dire
a =
(xj − x)(xj+1 − xj) + (yj − y)(yj+1 − yj)
(xj+1 − xj)2 − (yj+1 − yj)2 ,
b =
(xj+1 − xj)(yj − y)− (xj − x)(yj+1 − yj)
(xj+1 − xj)2 − (yj+1 − yj)2 .
Approche manuelle
Soit, pour tout j, θj la mesure dans l’intervalle ]−pi/4, 7pi/4] de l’angle de Pj par rapport
a` P . Autrement dit, θj est l’unique angle de ]−pi/4, 7pi/4] tel qu’il existe rj > 0 avec
Pj = P + rj(cos θj, sin θj).
La contribution δj du segment PjPj+1 a` l’indice IndΩ(P ) vaut alors
δj =
1
2pi
(αj+1 − αj) ,
ou` α1 = θ1 et, une fois αj ≡ θj (modpi) fixe´, on pose αj+1 ≡ θj+1 (modpi) avec{
αj+1 ∈ [αj, αj + pi[ si l’orientation du triangle PPjPj+1 est positive ou nulle
αj+1 ∈ ]αj − pi, αj[ sinon .
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Figure 3.14 – Contribution δj du segment PjPj+1 a` l’indice.
Remarques :
– On calcule θj en e´valuant (par exemple) la fonction θ : S1 −→ R donne´e ci-dessous au
point
Pj − P
‖Pj − P‖ .
θ(x, y) =

arcsin(y) si |y| < |x| et x > 0
pi − arcsin(y) si |y| < |x| et x < 0
arccos(x) si |y| > |x| et y > 0
2pi − arccos(x) si |y| > |x| et y < 0 .
– L’orientation du triangle PPjPj+1 est donne´e par le signe de cos θj sin θj+1−sin θj cos θj+1.
Figure 3.15 – De´finition de la fonction θ.
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3.4 Maillage mixte
Le mailleur de Delaunay pre´sente´ pre´ce´demment a la particularite´ que la triangulation ob-
tenue du cœur du domaine (c’est-a`-dire la partie constitue´e des nœuds internes) ressemble
a` une triangulation obtenue a` l’aide d’un mailleur par macro-e´le´ments. Partant de cette
observation et dans le but d’optimiser le temps de calcul, j’ai e´labore´ un mailleur mixte,
c’est-a`-dire une proce´dure maillant le cœur du domaine de la meˆme manie`re qu’avec des
macro-e´le´ments (a` l’aide d’une grille) et le reste avec Delaunay.
Algorithme :
1. Comme pour le mailleur de Delaunay, on donne le domaine par son bord.
2. On cre´e comme avant une (petite) grille recouvrant le domaine, dont on garde non
seulement les points inte´rieurs au domaine (se trouvant suffisamment loin des nœuds
du bord), mais e´galement les e´le´ments forme´s par ces points (voir le mailleur par
macro-e´le´ments). Le sous-domaine ainsi maille´ est appele´ cœur du domaine.
3. On maille ensuite par Delaunay la partie de´finie par le bord du domaine et le bord de
la partie cœur parcouru en sens inverse (appele´ bord interne), sans inse´rer de point
interne. Le sous-domaine ainsi maille´ est appele´ frontie`re du domaine.
4. Si le maillage de la frontie`re a ne´cessite´ l’insertion de nœuds supple´mentaires sur le
bord interne (afin de le respecter), il s’agit e´galement de les inse´rer dans la triangu-
lation du cœur du domaine.
5. On assemble ces deux triangulations pour obtenir celle du domaine complet.
La complexite´ de cet algorithme, les proble`mes potentiels de non respect du bord interne
par le maillage de la frontie`re et, face a` cela, le faible gain de temps par rapport au mailleur
de Delaunay pur (pour les exemples traite´s du moins) font que je n’ai en ge´ne´ral pas utilise´
cet algorithme, qui, de ce fait, n’est pas inclu dans les programmes joints a` ce document.
3.5 Calcul matriciel
Soient {Dα} un ensemble de domaines polygonaux de R2, R une relation d’e´quivalence sur
la re´union disjointe qDα des Dα et {τh,α} un ensemble de triangulations des Dα associe´es
a` un 2-simplexe (K,PK ,ΣK) de type 1 (PK est l’ensemble des polynoˆmes de R2 dans R
de degre´s infe´rieurs ou e´gaux a` 1). On suppose que la relation R et les triangulations τh,α
respectent les partitions ∂Dα = ∂D
D
α q ∂DNα q ∂D0α. Finalement, on suppose que les trian-
gulations τh,α respectent les conditions de compatibilite´, re´gularite´ et inter-compatibilite´.
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Il s’agit de re´soudre le proble`me
(P˜f,h)
{
Trouver u˜h ∈ H˜h et λh ∈ R tels que, pour tout v˜h ∈ H˜h :
a˜(u˜h, v˜h) = λh b˜(u˜h, v˜h) ,
avec
H˜α,h =
{
v ∈ C0 (Di) : v|K ∈ PK et v|∂DDα = 0} ,
H˜h =
{
v ∈ RqDα : v|Dα ∈ H˜α,h
}
.
Notons N0 le nombre de classes d’e´quivalence de nœuds des triangulations, N le nombre
de celles dont les nœuds ne se trouvent pas sur q∂DDα et {Ci}N0i=1 = {[Pi]}N0i=1 les classes
d’e´quivalence de nœuds des triangulations, avec Pi ∈ q∂DDα si et seulement si i > N .
Conside´rons alors la base de H˜h constitue´e des fonctions formes de {τh,α}, c’est-a`-dire des
fonctions {ϕi}Ni=1 de´finies sur qDα telles que ϕi(Pj) = χCi(Pj). Restreintes aux e´le´ments
des triangulations, il s’agit des coordonne´es barycentriques (ou fonctions formes). Du point
de vue nume´rique, l’avantage de cette base est que le support de chacun de ses e´le´ments
est petit : celui de ϕi est constitue´ uniquement des triangles contenant les nœuds de la
classe Ci.
Figure 3.16 – Fonctions formes ϕi(Pj) = δij.
Ainsi, chercher la solution u˜h de (P˜f,h) revient a` chercher les coefficients de u˜h dans la base
des fonctions formes. Autrement dit, si u˜h =
N∑
j=1
ξjϕj, on cherche {ξi}Ni=1 tels que
N∑
j=1
ξj a˜(ϕj, ϕi) = λh
N∑
j=1
ξj b˜(ϕj, ϕi) ,
pour tout i ∈ {1, . . . , N}.
Ainsi, en notant rij = a˜(ϕj, ϕi) , mij = b˜(ϕj, ϕi) , ξ=(ξi)
N
i=1 , R = (rij)
N
i,j=1 et
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M = (mij)
N
i,j=1 , on trouve que (P˜f,h) est e´quivalent a` chercher ξ ∈ RN et λh ∈ R ve´rifiant
l’e´quation matricielle
Rξ = λhMξ . (3.1)
On appelle R matrice de rigidite´ et M matrice de masse. Remarquons que ces matrices sont
syme´triques de´finies positives. Notons alors M = N tN la de´composition de Cholesky de
M , avec N triangulaire supe´rieure. Ainsi, chercher ξ et λh ve´rifiant l’e´quation matricielle
(3.1) e´quivaut a` chercher ξ et λh ve´rifiant
N−tRξ = λhNξ
ou encore, en notant A = N−tRN−1 et η = Nξ, a` chercher η et λh ve´rifiant
Aη = λhη .
Notons toutefois que, lors de la re´solution nume´rique du proble`me, nous ne calculerons pas
explicitement la matrice A. En effet, l’algorithme de re´solution du proble`me matriciel aux
valeurs propres utilise´, a` savoir l’algorithme de Lanczos, a l’avantage de ne pas modifier
la matrice A du proble`me et ne demande a` l’utilisateur qu’une proce´dure de calcul du
produit matriciel v 7→ w = Av. Il s’agira donc de proposer une proce´dure de re´solution de
l’e´quation en w
w = N−tRN−1v ,
c’est-a`-dire de de´terminer w1, w2 et enfin w par re´solutions successives des proble`mes
Nw1 = v ,
w2 = Rw1 ,
N tw = w2 .
3.5.1 Construction des matrices de rigidite´ et de masse
Le calcul des matrices de rigidite´ et de masse du proble`me peut se faire triangle apre`s
triangle, via des matrices locales de taille 3 × 3, assemble´es ensuite dans les matrices
globales. En effet,
rij = a˜(ϕj, ϕi) =
∑
α
∫
Dα
a˜α (ϕj|Dα , ϕi|Dα)
=
∑
α
2∑
k,l=1
∑
K∈τh,α
∫
Dα
√
detGα g
kl
α
∂ϕj
∂xk
∂ϕi
∂xl
=
∑
α
∑
K∈τh,α
rKij ,
avec
rKij =
2∑
k,l=1
∫
K
√
detGα g
kl
α
∂ϕj
∂xk
∂ϕi
∂xl
. (3.2)
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De meˆme,
mij = b˜(ϕj, ϕi) =
∑
α
∫
Dα
b˜α (ϕj|Dα , ϕi|Dα)
=
∑
α
∑
K∈τh,α
∫
Dα
√
detGα ϕjϕi
=
∑
α
∑
K∈τh,α
mKij ,
avec
mKij =
∫
K
√
detGα ϕjϕi . (3.3)
Et comme le support de ϕi contient uniquement les triangles contenant les nœuds de la
classe Ci, r
K
ij et m
K
ij sont non nuls seulement si les classes Ci et Cj ont un nœud appartenant
a` K. Il s’agit donc de calculer, pour chaque triangle K disons de sommets appartenant aux
classes Ci1 , Ci2 et Ci3 , les matrices locales R
K = (rKijik)
3
j,k=1 et M
K = (mKijik)
3
j,k=1.
3.5.2 Construction des matrices locales
Soit K un triangle donne´, de sommets Pi1 , Pi2 et Pi3 . Conside´rons Kˆ le 2-simplexe de
re´fe´rence, c’est-a`-dire le triangle de sommets Pˆ1(0, 0), Pˆ2(1, 0) et Pˆ3(0, 1), et l’application
affine FK envoyant Kˆ sur K, avec FK(Pˆj) = Pij , pour j ∈ {1, 2, 3}.
Figure 3.17 – 2-simplexe de re´fe´rence et application associe´e.
En notant ϕˆj (j ∈ {1, 2, 3}) les coordonne´es barycentriques de Kˆ, on trouve donc
FK(xˆ) =
3∑
j=1
Pij ϕˆj(xˆ) ,
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avec
ϕˆ1(xˆ1, xˆ2) = 1− xˆ1 − xˆ2 ,
ϕˆ2(xˆ1, xˆ2) = xˆ1 ,
ϕˆ3(xˆ1, xˆ2) = xˆ2 .
Ainsi, lorsque l’on veut calculer les matrices locales RK et MK associe´es a` K, dont les
composantes rKijik et m
K
ijik
(j, k ∈ {1, 2, 3}) sont du type
∫
K
ψ(x) dx, on utilise la formule∫
K
ψ(x) dx =
∫
Kˆ
ψ(FK(xˆ)) · JK(xˆ) dxˆ , (3.4)
avec JK le de´terminant de la jacobienne de FK . Remarquons que JK est constant (puisque
FK est affine). En de´tails, comme DFK =
3∑
j=1
PijDϕˆj(xˆ), on trouve
JK = (−Pi11 + Pi21)(−Pi12 + Pi32)− (−Pi12 + Pi22)(−Pi11 + Pi31) .
On est ainsi ramene´ a` des inte´grales sur Kˆ et il s’agit d’utiliser des techniques d’inte´gration
nume´rique afin de calculer les matrices locales, avant de les assembler dans les matrices
globales.
3.5.3 Inte´gration nume´rique
Les deux formules suivantes d’inte´gration nume´rique d’une fonction η sur un triangle K
sont utilise´es dans ce travail ; elles ont toutes deux pour ordre de convergence O(h) (avec h
la taille du triangle), ce qui est cohe´rent avec la me´thode des e´le´ments finis employe´e. Pour
plus de de´tails concernant ces formules, voir [50] ou, dans le contexte des e´le´ments finis, [16].
a) Si Pi (i ∈ {1, 2, 3}) de´signent les sommets du triangle K, alors∫
K
η(x)dx ∼= 1
3
Aire(K)
3∑
i=1
η(Pi) . (3.5)
Cette formule est exacte lorsque η est un polynoˆme de degre´ infe´rieur ou e´gal a` 1.
b) Si Qi (i ∈ {1, 2, 3}) de´signent les points milieux des areˆtes du triangle K, alors∫
K
η(x)dx ∼= 1
3
Aire(K)
3∑
i=1
η(Qi) . (3.6)
Cette formule est exacte lorsque η est un polynoˆme de degre´ infe´rieur ou e´gal a` 2.
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Dans notre cas, K est le 2-simplexe de re´fe´rence Kˆ, qui est d’aire 1/2.
Ainsi, appliquer la deuxie`me formule d’inte´gration (3.6) aux composantes des matrices
locales rKijik (3.2) et m
K
ijik
(3.3) donne, avec (3.4),
rKijik
∼= 1
6
3∑
l=1
2∑
m,n=1
JK
√
detGα(FK(Qˆl)) g
kl
α (FK(Qˆl))
∂ϕˆik
∂xm
(Qˆl)
∂ϕˆij
∂xn
(Qˆl) ,
mKijik
∼= 1
6
3∑
l=1
JK ·
√
detGα(FK(Qˆl)) ϕˆik(Qˆl) ϕˆij(Qˆl) .
Lorsque la me´trique du domaine associe´ est euclidienne, cette formule d’inte´gration ap-
plique´e aux matrices du syste`me a l’avantage d’eˆtre exacte ; en particulier, les valeurs
propres du syste`me restent supe´rieures a` celles du domaine polygonale associe´.
De meˆme, appliquer la premie`re formule d’inte´gration (3.5) aux composantes de la ma-
trice locale de masse (3.3) donne, avec (3.4),
mKijik
∼= 1
6
3∑
l=1
JK
√
detGα(FK(Pˆl)) ϕˆik(Pˆl) ϕˆij(Pˆl) =
1
6
δjkJK
√
detGα(FK(Pˆj)) .
L’application de cette formule d’inte´gration a` la matrice de masse a donc l’avantage de
rendre cette dernie`re diagonale, ce qui simplifie et donc acce´le`re beaucoup les calculs lors
de la re´solution du proble`me matriciel aux valeurs propres ge´ne´ralise´ (3.1).
Cette proce´dure, connue sous le nom de mass-lumping, ne permet toutefois plus de ga-
rantir que les valeurs propres associe´es soient supe´rieures a` celles du domaine polygonal
initial. Armentano et Dura´n ([6]) ont cependant de´montre´ que les valeurs propres obte-
nues avec mass-lumping sont infe´rieures a` celles obtenues par une inte´gration exacte. De
plus, lorsque les fonctions propres associe´es sont singulie`res, les valeurs propres obtenues
avec mass-lumping sont supe´rieures aux valeurs exactes (pour une triangulation suffisam-
ment fine), ce qui fait du mass-lumping un proce´de´ en tout point supe´rieur a` l’inte´gration
exacte. Lorsque les fonctions propres associe´es sont re´gulie`res par contre, Armentano et
Dura´n n’ont pu que conjecturer l’ine´galite´ inverse, a` savoir que les valeurs propres obte-
nues avec mass-lumping seraient infe´rieures aux valeurs exactes (pour une triangulation
suffisamment fine), ce qui permettrait de coincer les valeurs exactes entre celles calcule´es
avec et sans mass-lumping.
Notons encore que l’utilisation du mass-lumping s’apparente au proce´de´ consistant, une fois
la matrice de masse calcule´e de manie`re exacte, a` sommer les e´le´ments d’une meˆme (demi-)
ligne sur la diagonale dans le but de rendre la matrice diagonale. En effet, si on prend le
cas d’un proble`me de Neumann sur un domaine du plan (i.e. avec me´trique euclidienne) et
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qu’on applique la deuxie`me formule d’inte´gration (3.6), on trouve
3∑
j=1
∫
K
ϕi1ϕij
∼= 1
6
3∑
k=1
((
ϕˆi1(Qˆk)
)2
+ ϕˆi1(Qˆk)ϕˆi2(Qˆk) + ϕˆi1(Qˆk)ϕˆi3(Qˆk)
)
=
1
6
JK
puisque les termes de la somme prennent 4 fois la valeur 1/4 et 5 fois la valeur 0. En assem-
blant les matrices locales dans la matrice de masse, c’est-a`-dire en sommant sur les triangles
K, on obtient donc le meˆme re´sultat qu’en utilisant la premie`re formule d’inte´gration (3.5).
3.6 Re´solution du proble`me aux valeurs propres ma-
triciel
On se propose de re´soudre le proble`me
(Pm)
{
Trouver η ∈ RN et λ ∈ R tels que :
Aη = λη ,
avec A une matrice syme´trique de´finie positive. Pour ce faire, on utilise l’algorithme ite´ratif
de Lanczos, qui permet le calcul d’un (petit) nombre de valeurs propres d’une partie fixe´e
du spectre, dans le cas qui nous inte´resse les plus petites valeurs propres, ainsi que des
vecteurs propres correspondants. L’algorithme, base´ sur les me´thodes de la puissance et
de projection, a l’avantage de ne pas modifier la matrice A du proble`me et ne demande a`
l’utilisateur qu’une proce´dure de calcul de produit matriciel v 7→ Av. Pour plus de de´tails
concernant les me´thodes et algorithmes pre´sente´s dans ce qui suit, le lecteur est invite´ a`
se re´fe´rer, par exemple, a` [46], [38], [13] ou [32].
3.6.1 Me´thode de la puissance
Cette me´thode propose d’approcher la plus grande valeur propre λ de A ainsi qu’un vecteur
propre η associe´.
Algorithme :
1. Fixer q ∈ RN un vecteur initial et poser q1 = q/ ‖q‖.
2. Jusqu’a` la convergence souhaite´e, faire qk+1 =
Aqk
‖Aqk‖ .
Proposition 3 Soit A une matrice diagonalisable posse´dant une seule valeur propre λ1
de valeur absolue maximale. Alors, si le vecteur initial q n’est pas orthogonal a` l’espace
propre associe´, la suite
{‖Aqk‖
‖qk‖
}
k>1
converge vers |λ1| et la suite {qk}k>1 converge vers
un vecteur propre associe´.
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Preuve
Soient {vi}ni=1 une famille orthonorme´e de vecteurs propres de A, {λi}ni=1 les valeurs propres
associe´s avec |λ1| > |λ1|, . . . , |λn| et {αi}ni=1 tel que q =
∑n
i=1 αiui.
On a alors
q1 =
1
‖q‖ ·
n∑
i=1
αiui ,
Aq1 =
1
‖q‖ ·
n∑
i=1
αiλiui ,
q2 =
1
‖q‖ ·
1
‖Aq1‖ ·
n∑
i=1
αiλiui ,
Aq2 =
1
‖q‖ ·
1
‖Aq1‖ ·
n∑
i=1
αiλ
2
iui .
Donc, par induction,
qk =
1
‖q‖ ·
1
Aq1
· . . . · 1‖Aqk−1‖ ·
n∑
i=1
αiλ
k−1
i ui .
En notant Ck =
1
‖q‖ ·
1
Aq1
· . . . · 1‖Aqk−1‖ , on a donc
qk = Ckλ
k−1
1
(
α1u1 +
n∑
i=2
αi
(
λi
λ1
)k−1
ui
)
.
Or
(
λi
λ1
)k−1
k→∞−→ 0 , donc qk − (Ckλk−11 α1)u1 k→∞−→ 0.
Finalement, comme qk et u1 sont norme´s, alors qk
k→∞−→ u1 et a` fortiori ‖Aqk‖‖qk‖
k→∞−→ |λ1|.

Citons encore les variantes suivantes de l’algorithme :
– Le principe de la me´thode de la puissance inverse consiste a` ite´rer A−1 au lieu de
A pour obtenir la plus petite valeur propre. Pour une question de couˆt, on ne calcule
toutefois pas explicitement l’inverse de A ; on utilisera plutoˆt une de´composition LR de
la matrice (de´composition de Cholesky dans le cas syme´trique), avant de re´soudre les
syste`mes line´aires triangulaires associe´s.
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– Un shift permet d’ame´liorer la vitesse de convergence et de chercher la valeur propre la
plus e´loigne´e, respectivement la plus proche, de σ, en ite´rant (A−σI) plutoˆt que A, res-
pectivement (A− σI)−1 plutoˆt que A−1. Le shift permet e´galement d’e´viter le proble`me
de non unicite´ de la valeur propre de valeur absolue maximale. Cette variante est appele´e
me´thode de la puissance (inverse) avec shift.
3.6.2 Me´thodes de projection
Le principe des me´thodes de projection est d’approcher un vecteur propre η par un vec-
teur η˜ d’un espace K, en imposant Aη˜ − λ˜η˜ ⊥ K pour un certain λ˜. Autrement dit, on
re´soud Amy = λ˜y, avec Am = Q
tAQ, ou` Q est une matrice dont les colonnes forment une
base orthonorme´e de K (de dimension m), et η˜ = Qy. La matrice Am repre´sente donc la
projection de A|K sur K dans la base donne´e par Q.
Algorithme de Rayleigh-Ritz :
1. Calculer une base orthonorme´e {q1, . . . , qm} de K. On de´finit Q =
 | |q1 . . . qm
| |
.
2. Calculer Am = Q
tAQ.
3. Calculer les valeurs propres de Am et se´lectionner celles de´sire´es, disons λ˜1, . . . , λ˜k.
4. Calculer les vecteurs propres y1, . . . , yk de Am associe´s.
5. Calculer les vecteurs de Ritz, c’est-a`-dire les vecteurs propres approche´s η˜1, . . . , η˜k de
A associe´s aux yi via la relation η˜i = Qyi.
Remarque : si K est invariant par A, les valeurs et vecteurs propres sont exacts.
3.6.3 Me´thode des sous-espaces de Krylov
Il s’agit d’un cas particulier des me´thodes de projection ou` l’on choisit pour K le sous-espace
de Krylov de´fini par
Km = 〈q, Aq,A2q, . . . , Am−1q〉 = {p(A)q : p pol. de degre´ 6 m− 1} ,
ou` q est un vecteur initial.
L’algorithme correspondant consiste en l’algorithme de Rayleigh-Ritz, dans lequel on uti-
lise en premie`re e´tape l’algorithme d’orthonormalisation de Gram-Schmidt pour construire
une base orthonorme´e de {q, Aq,A2q, . . . , Am−1q}.
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Algorithme d’Arnoldi :
1. Fixer q ∈ RN un vecteur initial et poser q1 = q/ ‖q‖.
2. Pour j = 1 a` m, faire :
hij = 〈Aqi, qj〉, pour tout i ∈ {1, . . . , j},
r = Aqj −
j∑
i=1
hijqi ,
hj+1,j = ‖r‖,
qj+1 = r/hj+1,j .
En notant Qm =
 | |q1 . . . qm
| |
 et Am = (hij), on obtient
AQm = QmAm + hm+1,mqm+1e
t
m ,
donc
QtmAQm = Am .
Ainsi, les valeurs propres approche´es λ˜, obtenues par projection sur Km, sont les valeurs
propres de Am et les vecteurs de Ritz associe´s sont de´finis par η˜ = Qmy, avec y vecteur
propre de Am associe´ a` λ˜.
3.6.4 Algorithme de Lanczos
Il s’agit du cas particulier de l’algorithme d’Arnoldi, lorsque A est syme´trique : dans ce
cas, les calculs sont simplifie´s puisque Am est tridiagonale syme´trique.
L’algorithme d’Arnoldi devient alors, en notant αj = hjj et βj = hj−1,j :
1. Fixer q ∈ RN un vecteur initial et poser q1 = q/ ‖q‖.
2. Poser β1 = 0 et q0 = 0.
3. Pour j = 1 a` m, faire :
r = Aqj − βjqj−1 ,
αj = 〈r, qj〉,
βj+1 = ‖r‖,
qj+1 = r/βj+1 .
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En arithme´tique exacte, les vecteurs qi forment une base orthogonale et les vecteurs de
Ritz η˜ ainsi que les valeurs propres approche´es λ˜ sont de bonnes approximations des vec-
teurs et valeurs propres de A. Dans la pratique toutefois, suite aux erreurs d’arrondis
des calculs nume´riques, l’orthogonalite´ est rapidement perdue et il n’est pas rare que des
vecteurs qi se retrouvent line´airement de´pendants. Aussi, tel quel, l’algorithme de Lanc-
zos semble instable et il s’agit donc d’employer des proce´dures d’orthogonalisation, soit
a` chaque ite´ration (avec un couˆt important), soit de manie`re se´lective. Toutefois, Paige a
montre´ dans sa the`se ([37]) que ce phe´nome`ne n’empeˆchait pas l’algorithme de Lanczos de
trouver des valeurs et vecteurs propres corrects, les erreurs ne faisant en fait que ralentir
la convergence !
Des variations et ame´liorations de l’algorithme de Lanczos permettent de re´soudre ce
proble`me, ainsi que ceux de de´pendance au vecteur initial q. Les plus connues sont les
algorithmes block Lanczos (voir [46]), qui utilisent un bloc de plusieurs vecteurs initiaux a`
la place d’un seul, et les algorithmes qui rede´marrent apre`s un certain nombre d’ite´rations,
comme la me´thode implicitly restarted Lanczos (voir [13] ou [38]). Ces deux algorithmes
sont d’ailleurs utilise´s simultane´ment dans la librairie ARPACK (voir [32] ou [34]), elle-
meˆme employe´e dans ce travail.

Chapitre 4
Proble`mes d’anses fines
Parmi les domaines bidimensionnels a priori peu adapte´s a` un calcul nume´rique du spectre
du Laplacien, on trouve les domaines a` anses fines, c’est-a`-dire ceux dont une partie est
beaucoup plus fine que le reste du domaine, au point que l’on serait tente´ de conside´rer
l’anse comme un ensemble unidimensionnel. Pour illustrer cela, il suffit de penser a` une
rivie`re qui se de´verse dans un oce´an : sa largeur e´tant beaucoup plus petite que les dimen-
sions de l’oce´an, la rivie`re semble unidimensionnelle a` l’e´chelle du plan d’eau.
Figure 4.1 – Domaine a` anse fine.
La difficulte´ principale lie´e au traitement nume´rique d’un tel domaine est la qualite´ de sa
triangulation, puisque le fait de devoir utiliser des mailles tre`s fines pour trianguler l’anse
(et donc son voisinage) ge´ne`re un tre`s grand nombre de nœuds. Et meˆme un processus de
maillage se´pare´ pour les deux parties du domaine, couple´ a` des proce´dures de raffinement
et de recollement de triangulations, ne permet d’apporter une solution relativement satis-
faisante que sur la partie e´paisse du domaine (voir figure 4.2). On peut donc se demander
s’il est possible de conside´rer l’anse comme un domaine (essentiellement) unidimensionnel
et/ou d’effectuer la re´solution nume´rique comple`te (maillage et calcul du spectre) de ces
deux parties du domaine se´pare´ment.
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Figure 4.2 – Maillage d’un domaine a` anse fine.
Malgre´ ces difficulte´s, des expe´riences nume´riques ont e´te´ effectue´es a` l’aide des algorithmes
pre´sente´s dans ce travail, pour des anses raisonnablement petites par rapport au reste du
domaine (voir la section 6.4), tant pour des domaines de R2 que pour des domaines de
surfaces, a` anses cylindriques par exemple. Les re´sultats nume´riques obtenus sont tre`s sa-
tisfaisants et rejoignent les re´sultats the´oriques d’Anne´ pour les sous-varie´te´s ([4]), liant
les spectres des domaines a` anses fines, des domaines prive´s de leurs anses et de domaines
essentiellement unidimensionnels correspondant aux anses.
Le re´sultat the´orique pre´sente´ dans ce chapitre concerne essentiellement les domaines du
plan et confirme la convergence observe´e lors des expe´riences nume´riques pre´liminaires.
L’approche propose´e emploie la formulation variationnelle du proble`me aux valeurs propres.
La preuve n’a toutefois pas pu eˆtre adapte´ au cas des anses cylindriques, bien qu’une
convergence similaire ait e´te´ observe´e expe´rimentalement.
4.1 Enonce´ du the´ore`me
Soient Ω1 un domaine de R2, x0 un point de ∂Ω1 et Ω2 un domaine de R2 ve´rifiant, si Π1
de´note la projection canonique de R2 sur Ox1 et δ et L sont deux re´els strictement positifs,
Π1(Ω2) = [−δ, L]. Soit, pour tout ε > 0,
ψε : Ω2 −→ R2
(x1, x2) 7−→ (x1, εx2)
l’e´crasement de Ω2 sur Ox1. Soit γ : [−δ, L] −→ R2 une courbe injective, re´gulie`re (C2
par morceaux), parame´tre´e par longueur d’arc, de courbure borne´e, telle que γ(0) = x0,
γ([−δ, L]) ∩ Ω1 = γ([−δ, 0]), et γ′(0) ∦ ∂Ω1. Soit
h : [−δ, L]× R −→ R2
(x1, x2) 7−→ γ(x1) + x2n(x1) ,
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avec n = (−γ′2, γ′1), et soit, pour tout ε > 0,
hε = h ◦ ψε : Ω2 −→ R2
(x1, x2) 7−→ γ(x1) + εx2n(x1)
l’e´crasement sur Im(γ). Nous verrons que, pour ε petit, hε est un diffe´omorphisme sur son
image Ωε2.
Notons encore Γε = ∂Ω1 ∩ Ωε2 , Γ = ({0} × R) ∩ Ω2 et Ωε = Ω1 ∪ Ωε2.
On conside`re les de´compositions ∂Ω1 = ∂Ω
D
1 q ∂ΩN1 , ∂Ω2 = ∂ΩD2 q ∂ΩN2 , ainsi que
∂Ωε,D = ∂Ωε ∩ (∂ΩD1 ∪ hε(∂ΩD2 )) et ∂Ωε,N = ∂Ωε ∩ (∂ΩN1 ∪ hε(∂ΩN2 )).
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Figure 4.3 – De´finition de l’anse.
Conside´rons encore les espaces suivants :
V (Ωε) =
{
v ∈ H1(Ωε) : v = 0 sur ∂Ωε,D} ,
V (Ω1) =
{
v ∈ H1(Ω1) : v = 0 sur ∂ΩD1
}
,
V0(Ω2) =
{
v ∈ H1(Ω2) : v = 0 sur ∂ΩD2 et dans (R−× R) ∩ Ω2 ,
∂v
∂x2
= 0 dans Ω2
}
.
On conside`re finalement les proble`mes suivants (pour ε > 0 petit) :
(Pε)
 Trouver u
ε ∈ V (Ωε) et λε ∈ R tels que, pour tout vε ∈ V (Ωε) :∫
Ωε
〈∇uε,∇vε〉 = λε
∫
Ωε
uεvε ,
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(P0)

Trouver (u1, u2) ∈ V (Ω1)× V0(Ω2) et λ ∈ R tels que,
pour tout (v1, v2) ∈ V (Ω1)× V0(Ω2) :∫
Ω1
〈∇u1,∇v1〉 = λ
∫
Ω1
u1v1 et
∫
Ω2
∂u2
∂x1
∂v2
∂x1
= λ
∫
Ω2
u2v2 .
On va voir le re´sultat suivant :
The´ore`me 10
A) Convergence des valeurs propres : les solutions λε de (Pε) convergent vers les solutions
λ de (P0) lorsque ε→ 0.
B) Convergence des espaces propres : on peut choisir des bases {uε,k}k>0 de solutions de
(Pε) et {(uk1, uk2)}k>0 de solutions de (P0) telles que :
a) uε,k|Ω1 → uk1 dans H1(Ω1) lorsque ε→ 0.
b) ∂
∂x2
(ε1/2uε,k ◦ hε)→ ∂uk2
∂x2
dans L2(Ω2) lorsque ε→ 0.
c) ε1/2uε,k ◦ hε ⇀ uk2 dans H1(Ω2) lorsque ε→ 0.
d) En particulier, ε1/2uε,k ◦ hε → uk2 dans L2(Ω2) lorsque ε→ 0.
Au dela` du the´ore`me lui-meˆme, un point inte´ressant est d’identifier les solutions de (P0),
en particulier celles correspondant a` l’anse. En effet, bien que les fonctions limites soient
constantes orthogonalement a` l’anse, le proble`me limite peut eˆtre relativement complexe
selon la ge´ome´trie (et la topologie) de l’anse, comme le montrent les quelques exemples
ci-dessous.
Dans le cas ou` Ω2 = [−δ, L] × [−l, l] avec l > 0 et ou` les conditions sont de Neumann
sur Ω2 (i.e. ∂Ω
N
2 = ∂Ω2), l’identification est triviale : il s’agit des solutions du proble`me
Trouver (u1, u2) ∈ V (Ω1)× V et λ ∈ R tels que,
pour tout (v1, v2) ∈ V (Ω1)× V :∫
Ω1
〈∇u1,∇v1〉 = λ
∫
Ω1
u1v1 et
∫ L
0
u′2v
′
2 = λ
∫ L
0
u2v2 ,
ou` V = {v ∈ H1([0, L]) : v(0) = 0}.
A noter que des conditions de Dirichlet sur le bord de l’anse ont pour effet de saucis-
sonner comple`tement le proble`me sur l’anse (voir de l’e´vacuer totalement si des conditions
de Dirichlet apparaissent sur toute la longueur). Conside´rons par exemple la meˆme anse
qu’avant, soit Ω2 = [−δ, L] × [−l, l] avec l > 0, mais munie de conditions de Dirichlet sur
les parties ∂ΩD2 de ∂Ω2 de´finies par la figure ci-dessous.
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Figure 4.4 – Anse munie de conditions mixtes.
On peut alors identifier les solutions limites a` celles du proble`me

Trouver (u1, u21, u22) ∈ V (Ω1)×H10 ([0, a])×H10 ([b, c]) et λ ∈ R tels que,
pour tout (v1, v21, v22) ∈ V (Ω1)×H10 ([0, a])×H10 ([b, c]) :∫
Ω1
〈∇u1,∇v1〉 = λ
∫
Ω1
u1v1 ,
∫ a
0
u′21v
′
21 = λ
∫ a
0
u21v21 et
∫ c
b
u′22v
′
22 = λ
∫ c
b
u22v22 ,
la fonction limite sur l’anse e´tant nulle sur ([a, b] ∪ [c, L])× [−l, l].
Dans le cas ou`, pour tout x1 ∈ [0, L], la coupe Ω2 ∩ ({x1} × R) est connexe mais ou`
la largeur de l’anse varie le long de l’axe x2 = 0, on voit que l’identification peut se faire de
la meˆme manie`re mais en modifiant la mesure sur [0, L], les parties plus e´paisses de l’anse
ayant plus de poids que les parties plus fines.
Un exemple beaucoup moins trivial apparaˆıt lorsque les coupes Ω2 ∩ ({x1} × R) ne sont
plus toutes connexes. Pour illustrer cela, conside´rons une anse non simplement connexe,
telle que repre´sente´e ci-dessous, munie de conditions au bord de Neumann.
Figure 4.5 – Anse non simplement connexe.
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Les solutions limites sont alors identifiables a` celles du proble`me
Trouver (u1, u21, u221, u222, u23) ∈ V (Ω1)× V ×H1([a, b])×H1([a, b])×H1([b, L])
et λ ∈ R tels que,
pour tout (v1, v21, v221, v222, v23) ∈ V (Ω1)× V ×H1([a, b])×H1([a, b])×H1([b, L])
et pour tout i ∈ {1, 2} :∫
Ω1
〈∇u1,∇v1〉 = λ
∫
Ω1
u1v1 ,∫ a
0
u′21v
′
21 = λ
∫ a
0
u21v21 ,
∫ b
a
u′22iv
′
22i = λ
∫ b
a
u21iv22i et
∫ L
b
u′23v
′
223 = λ
∫ L
b
u23v23 ,
avec u21(a) = u22i(a) et u22i(b) = u23(b) ,
ou` V = {v ∈ H1([0, a]) : v(0) = 0}.
Comme on l’entrevoit, les proble`mes limites peuvent rapidement atteindre une certaine
complexite´ ; on laisse d’ailleurs au lecteur motive´ l’identification du proble`me limite cor-
respondant a` l’anse de la figure 4.3 (par exemple sous condition de Neumann), dont les
coupes, de largeur non constante, se se´parent en plusieurs endroits ! Les proble`mes d’anses
fines permettent donc de construire une multitude d’exemples de spectres.
Il serait e´galement envisageable de de´velopper un algorithme de re´solution nume´rique
de proble`mes a` anses fines, bien que cela n’ait pas e´te´ effectue´ dans ce travail. On re-
marque d’ailleurs que les proble`mes d’identification pourraient facilement eˆtre re´solu par
des proce´de´s proches de ce qui a e´te´ fait dans le cas de surfaces parame´tre´es par plu-
sieurs cartes ; de meˆme, la prise en compte de diffe´rentes mesures ne pose pas davantage
de difficulte´s que les me´triques des surfaces.
4.2 Preuve du the´ore`me sous hypothe`ses fortes
Nous allons dans un premier temps de´montrer le the´ore`me dans un cas plus simple, afin de
dissocier les difficulte´s techniques et les difficulte´s fondamentales. Aussi, nous conside´rerons
tout d’abord le cas ou` la courbe γ de´finit un segment de droite (disons γ(t) = (t, 0)) et
est perpendiculaire a` ∂Ω1, celui-ci e´tant rectiligne localement de part et d’autre de x0 (i.e.
Γε = hε(Γ) ⊂ Ox2). Dans ce cas, l’application h est l’injection canonique de Ω2 dans R2 et
ψε = hε envoie (x1, x2) sur (x1, εx2).
Dans un deuxie`me temps, nous passerons en revue les incidences sur la preuve qu’im-
plique l’affaiblissement de ces hypothe`ses (section 4.3) et remarquerons qu’il est possible
d’obtenir un re´sultat similaire lorsque Ωε est muni d’une me´trique lisse inde´pendante de ε
(section 4.4).
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Voici de manie`re synthe´tique les e´tapes de la preuve du the´ore`me sous hypothe`ses fortes :
1. Convergence d’une sous-suite de valeurs propres.
2. Convergence faible d’une sous-suite de fonctions propres.
3. Identification du proble`me limite sur Ω1.
4. Convergence forte des fonctions propres sur Ω1.
5. Identification du proble`me limite sur Ω2.
6. Convergence forte des fonctions propres sur Ω2.
7. Identification des solutions limites.
8. Convergence de la suite entie`re de valeurs et fonctions propres.
Adoptons encore les quelques notations supple´mentaires suivantes, utiles pour la preuve :
V ε(Ω1) =
{
v ∈ H1(Ω1) : v = 0 sur ∂ΩD1 ∩ ∂Ωε
}
,
V (Ωε2) =
{
v ∈ H1(Ωε2) : v = 0 sur ∂Ωε,D2
}
,
V (Ω2) =
{
v ∈ H1(Ω2) : v = 0 sur ∂ΩD2
}
,
∂Ωε,D2 = ψ
ε(∂ΩD2 ) , ∂Ω
ε,N
2 = ψ
ε(∂ΩN2 ) , ∂Ω
ε,D
1 = ∂Ω
ε ∩ ∂ΩD1 et ∂Ωε,N1 = ∂Ωε ∩ ∂ΩN1 .
4.2.1 Convergence d’une sous-suite de valeurs propres
Lemme 2 Pour tout k > 1, la famille de valeurs propres {λε,k}ε>0 est borne´e.
Preuve
Soient f1, . . . , fk k premie`res fonctions propres de Dirichlet d’une boule ferme´e B contenue
dans Ω1 et Vk l’espace vectoriel engendre´ par ces fonctions. Pour toute fonction f ∈ Vk,
notons f
ε
son prolongement par ze´ro sur Ωε. Alors on a par le the´ore`me du Min-Max
λk(Ω
ε) 6 sup
f∈Vk
QR(f
ε
) = sup
f∈Vk
QR(f) = λk(B) .
Donc la famille {λk(Ωε)}ε>0 =
{
λε,k
}
ε>0
est borne´e.

On peut donc extraire de chaque famille
{
λε,k
}
ε>0
une sous-famille convergente. Dans
la suite, nous ne conside´rerons que cette sous-famille, sans notation supple´mentaire ; nous
verrons a` la fin du de´veloppement qu’en fait toute la famille converge.
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4.2.2 Convergence faible d’une sous-suite de fonctions propres
Notons, pour tout ε > 0,
{
uε,k
}
une famille totale de fonctions propres de Ωε ve´rifiant la
relation d’orthonormalisation 〈
uε,k, uε,l
〉
L2(Ωε)
= ε2pδkl ,
ou` p sera de´termine´ ulte´rieurement. On a donc〈
uε,k, uε,l
〉
1,Ωε
= ε2pλε,kδkl .
Notons encore
(
uε,k1 , u
ε,k
2
)
= ϕε(uε,k), ou`
ϕε : V (Ωε) −→ V ε(Ω1)× V (Ω2)
u 7−→ (u1, u2)
est de´finie par u1 = u|Ω1 et u2 = εqu ◦ hε et ou` q sera de´termine´ ulte´rieurement.
Lemme 3 Pour tout k > 1, la famille
{(
uε,k1 , u
ε,k
2
)}
ε>0
est borne´e dans H1(Ω1)×H1(Ω2)
si p > 0 et p + q > 1/2. Dans ce cas, pour tout δ > 0 et pour tout k > 1, la famille{(
uε,k1 , u
ε,k
2
)}
ε>δ
appartient a` V δ(Ω1) × V (Ω2), i.e. uε,k1 est nulle sur ∂Ωδ,D1 et uε,k2 sur
∂ΩD2 .
Preuve
On a ∥∥∥(uε,k1 , uε,k2 )∥∥∥2
H1(Ω1)×H1(Ω2)
=
∥∥∥uε,k1 ∥∥∥2
H1(Ω1)
+
∥∥∥uε,k2 ∥∥∥2
H1(Ω2)
,
avec∥∥∥uε,k1 ∥∥∥2
H1(Ω1)
=
∫
Ω1
∣∣∣∇uε,k1 ∣∣∣2 + ∫
Ω1
(
uε,k1
)2
6
∫
Ωε
∣∣∇uε,k∣∣2 + ∫
Ωε
(
uε,k
)2
=
(
1 + λε,k
) ∫
Ωε
(
uε,k
)2
,∥∥∥uε,k2 ∥∥∥2
H1(Ω2)
=
∫
Ω2
∣∣∣∇uε,k2 ∣∣∣2 + ∫
Ω2
(
uε,k2
)2
6
∫
Ω2
(∂uε,k2
∂x1
)2
+
1
ε2
(
∂uε,k2
∂x2
)2+ ∫
Ω2
(
uε,k2
)2
= ε2q−1
(∫
Ωε2
∣∣∇uε,k∣∣2 + ∫
Ωε2
(
uε,k
)2) 6 ε2q−1(∫
Ωε
∣∣∇uε,k∣∣2 + ∫
Ωε
(
uε,k
)2)
= ε2q−1
(
1 + λε,k
) ∫
Ωε
(
uε,k
)2
.
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Ainsi, on trouve∥∥∥(uε,k1 , uε,k2 )∥∥∥2
H1(Ω1)×H1(Ω2)
6
(
1 + ε2q−1
) (
1 + λε,k
) ∫
Ωε
(
uε,k
)2
=
(
1 + ε2q−1
) (
1 + λε,k
)
ε2p
qui est borne´ si p > 0 et p+ q > 1/2, puisque la famille
{
λε,k
}
ε>0
l’est, par le lemme 2.

Proposition 4 Si p > 0 et p + q > 1/2, il existe une sous-famille de {ε > 0}, toujours
note´e {ε > 0}, telle que, pour tout k > 1, la famille associe´e
{(
λε,k, uε,k1 , u
ε,k
2
)}
ε>0
ve´rifie,
lorsque ε→ 0,
λε,k → λk dans R ,(
uε,k1 , u
ε,k
2
)
⇀
(
uk1, u
k
2
)
dans H1(Ω1)×H1(Ω2) .
Preuve
Cette proposition est un corollaire direct des lemmes 2 et 3 (on proce`de par extractions
successives).

Dans la suite, nous ne conside´rerons que cette sous-famille, sans notation supple´mentaire ;
nous verrons a` la fin du de´veloppement qu’en fait toute la famille converge. Nous nous
permettrons de plus d’omettre parfois les indices k des fonctions et valeurs propres, pour
plus de lisibilite´. De`s maintenant, fixons p = 0 et q = 1/2, soit les valeurs minimales de p
et q pour que la proposition 4 assure la convergence. La raison a` cela est que, sinon, uε,k1
convergerait vers 0 dans H1(Ω1), ce qui ne permettrait pas d’identifier de proble`me limite
sur Ω1.
4.2.3 Identification du proble`me limite sur Ω1
Distingons deux cas.
1er cas : il existe ε > 0 tel que Γε ⊂ ∂ΩD1 , i.e. les conditions au bord de Ω1 a` l’interface
sont de Dirichlet, ou encore ∂Ωε,N1 = ∂Ω
N
1 .
Alors on a, pour tout v1 ∈ H1(Ω1)∣∣∣∣∣
∫
∂ΩD1
u1v1
∣∣∣∣∣ = limε→0
∣∣∣∣∣
∫
∂ΩD1
uε1v1
∣∣∣∣∣ 6 limε→0
∣∣∣∣∣
∫
∂ΩD1 \Γε
uε1v1
∣∣∣∣∣+ limε→0
∣∣∣∣∫
Γε
uε1v1
∣∣∣∣
= lim
ε→0
∣∣∣∣∫
Γε
uε1v1
∣∣∣∣ (C−S)6 limε→0 ‖uε1‖L2(Γε) limε→0 ‖v1‖L2(Γε)
6 C lim
ε→0
‖uε1‖H1(Ω1) limε→0 ‖v1‖L2(Γε) = 0 ,
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puisque ‖uε1‖H1(Ω1) est borne´ (par le lemme 3).
Autrement dit, u1 ∈ V (Ω1). Ainsi, u1 ve´rifie, pour tout v1 ∈ V (Ω1),∣∣∣∣∫
Ω1
〈∇u1,∇v1〉 − λ
∫
Ω1
u1v1
∣∣∣∣ = ∣∣∣∣limε→0
(∫
Ω1
〈∇uε1,∇v1〉 − λε
∫
Ω1
uε1v1
)∣∣∣∣
=
∣∣∣∣limε→0
∫
∂Ω1
∂uε1
∂n
v1
∣∣∣∣
6
∣∣∣∣∣limε→0
∫
∂ΩD1
∂uε1
∂n
v1
∣∣∣∣∣+
∣∣∣∣∣limε→0
∫
∂ΩN1
∂uε1
∂n
v1
∣∣∣∣∣
=
∣∣∣∣∣limε→0
∫
∂Ωε,N1
∂uε1
∂n
v1
∣∣∣∣∣ = 0 ,
donc u1 est solution au proble`me
(P1)
 Trouver u1 ∈ V (Ω1) et λ ∈ R tels que, pour tout v1 ∈ V (Ω1) :∫
Ω1
〈∇u1,∇v1〉 = λ
∫
Ω1
u1v1 .
2e cas : il existe ε > 0 tel que Γε ⊂ ∂ΩN1 , i.e. les conditions au bord de Ω1 a` l’interface
sont de Neumann, ou encore ∂Ωε,D1 = ∂Ω
D
1 .
Alors on a, pour tout v1 ∈ V (Ω1),∫
Ω1
〈∇u1,∇v1〉 − λ
∫
Ω1
u1v1 = lim
ε→0
(∫
Ω1
〈∇uε1,∇v1〉 − λε
∫
Ω1
uε1v1
)
= − lim
ε→0
∫
∂Ω1
∂uε1
∂n
v1
= − lim
ε→0
∫
∂Ω1\Γε
∂uε1
∂n
v1 − lim
ε→0
∫
Γε
∂uε1
∂n
v1
= − lim
ε→0
∫
∂ΩD1
∂uε1
∂n
v1 − lim
ε→0
∫
∂Ωε,N1
∂uε1
∂n
v1 − lim
ε→0
∫
Γε
∂uε1
∂n
v1
= − lim
ε→0
∫
Γε
∂uε1
∂n
v1 .
Voyons que ce dernier terme est nul. Notons
l : V (Ω1) −→ R
v1 7−→ l(v1) = − lim
ε→0
∫
Γε
∂uε1
∂n
v1 .
Par le calcul pre´ce´dent, l est bien de´finie, line´aire et continue. Par Riesz, il existe
w ∈ V (Ω1) tel que, pour tout v1 ∈ V (Ω1), l(v1) = 〈v1, w〉V (Ω1).
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Mais alors, par de´finition de l, on a l(v1) = 0 pour tout v1 ∈ V (Ω1) tel qu’il existe
ε > 0 avec v1 nulle sur B(x0, ε) ∩ Ω1, i.e. 〈v1, w〉V (Ω1) = 0 pour tout v1 ∈ V (Ω1) tel
que Supp(v1) ne contient pas x0. Donc w = 0 presque partout sur Ω1, d’ou` w = 0 dans
V (Ω1) et donc l = 0.
Ainsi, u1 est solution au meˆme proble`me (P1) que dans le premier cas.
4.2.4 Convergence forte des fonctions propres sur Ω1
On a vu que uε1 converge faiblement dans H
1(Ω1) vers u1. Ainsi, par Rellich, u
ε
1 converge for-
tement dans L2(Ω1) vers u1 ; voyons encore que u
ε
1 converge fortement dans H
1(Ω1) vers u1.
On a
‖uε1‖2H1(Ω1) = ‖∇uε1‖
2
L2(Ω1)
+ ‖uε1‖2L2(Ω1) = (1 + λε) ‖uε1‖
2
L2(Ω1)
+
∫
Γε
∂uε1
∂n
uε1 .
Or,
∫
Γε
∂uε1
∂n
uε1 → 0 lorsque ε→ 0, d’ou`
‖uε1‖2H1(Ω1)
ε→0−→ (1 + λ) ‖u1‖2L2(Ω1) = ‖u1‖
2
H1(Ω1)
.
Ainsi, on a convergence faible ainsi que convergence des normes, ce qui implique la conver-
gence forte.
4.2.5 Identification du proble`me limite sur Ω2
Lemme 4 La limite
∂u2
∂x2
dans L2(Ω2) de
∂uε2
∂x2
est la fonction identiquement nulle. En
particulier, u2 ne de´pend pas de x2.
Preuve
On a ∣∣∣∣∣∣∣∣∂u2∂x2
∣∣∣∣∣∣∣∣2
L2(Ω2)
6 lim inf
ε→0
∣∣∣∣∣∣∣∣∂uε2∂x2
∣∣∣∣∣∣∣∣2
L2(Ω2)
6 lim inf
ε→0
(
ε2
∫
Ω2
((
∂uε2
∂x1
)2
+
1
ε2
(
∂uε2
∂x2
)2))
= 0 .

Lemme 5 La limite u2|Γ dans H1/2(Γ) ⊂ L2(Γ) de uε2|Γ est la fonction identiquement
nulle.
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Preuve
Le temps de la preuve, notons Ω∗2 = {(x1, x2) ∈ Ω2 : x1 < 0}. On a
||uε2||2H1(Ω∗2) =
∫
Ω∗2
|∇uε2|2 +
∫
Ω∗2
(uε2)
2 = ε
∫
Ω∗2
|∇uε1 ◦ hε|2 + ε
∫
Ω∗2
(uε1 ◦ hε)2
6
∫
hε(Ω∗2)
|∇uε1|2 +
∫
hε(Ω∗2)
(uε1)
2 .
Ainsi, on a pour tout ε0 > 0 fixe´
||u2||2H1(Ω∗2) 6 lim infε→0 ||u
ε
2||2H1(Ω∗2) 6 limε→0
(∫
hε(Ω∗2)
|∇uε1|2 +
∫
hε(Ω∗2)
(uε1)
2
)
6 lim
ε→0
(∫
hε0 (Ω∗2)
|∇uε1|2 +
∫
hε0 (Ω∗2)
(uε1)
2
)
=
∫
hε0 (Ω∗2)
|∇u1|2 +
∫
hε0 (Ω∗2)
u21 ,
car uε1
ε→0−→ u1 dans H1(Ω1). Donc
||u2||H1(Ω∗2) 6 ||u1||H1(hε0 (Ω∗2))
qui est aussi petit qu’on le veut, puisque c’est le cas de hε0(Ω∗2).
Ainsi, uε2
ε→0−→ 0 dans H1(Ω∗2), donc uε2 ε→0−→ 0 dans H1/2(Γ) ⊂ L2(Γ).

Ces deux lemmes permettent de de´terminer le proble`me limite. En effet, ils montrent que
u2 appartient a` V0(Ω2). On a de plus, pour tout v2 ∈ V0(Ω2),∫
Ω2
∂u2
∂x1
∂v2
∂x1
− λ
∫
Ω2
u2v2 = lim
ε→0
(∫
Ω2
(
∂uε2
∂x1
∂v2
∂x1
+
1
ε2
∂uε2
∂x2
∂v2
∂x2
)
− λε
∫
Ω2
uε2v2
)
= 0 .
Ainsi, u2 est solution au proble`me
(P2)
 Trouver u2 ∈ V0(Ω2) et λ ∈ R tels que, pour tout v2 ∈ V0(Ω2) :∫
Ω2
〈∇u2,∇v2〉 = λ
∫
Ω2
u2v2 .
4.2.6 Convergence forte des fonctions propres sur Ω2
On a vu que uε2 converge faiblement dans H
1(Ω2) vers u2. Par Rellich, u
ε
2 converge fortement
dans L2(Ω2) vers u2. De plus, on a vu au lemme 4 que
∂uε2
∂x2
converge fortement dans L2(Ω2)
vers
∂u2
∂x2
.
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4.2.7 Identification des solutions limites
On a vu que les
{
uε,k
}
ε>0
et les
{
λε,k
}
ε>0
convergent vers des solutions du proble`me li-
mite. Il s’agit maintenant de voir que toute solution du proble`me limite est bien limite des{
uε,k
}
ε>0
et
{
λε,k
}
ε>0
.
Nous allons voir que c’est le cas, en construisant des suites de fonctions test sur Ωε,
(presque) orthonorme´es et dont leurs quotients de Rayleigh convergent vers tous les λk. Le
the´ore`me du Min-Max permet alors de conclure.
Voyons tout d’abord les deux lemmes techniques suivants :
Lemme 6 Soit D un domaine relativement compact de R2 et soient, pour tout ε > 0 petit,
B = B(a, ε) et B′ = B(a,
√
ε) des boules centre´es en a ∈ R2. On conside`re l’application
χ : R2 → [0, 1] de´finie par
χ(x) =

0 si x ∈ B
− 2
ln ε
(ln |x− a| − ln ε) si x ∈ B′ \B
1 si x 6∈ B′ .
Alors, si f est une fonction-test sur D, f˜ = χf en est aussi une, est nulle sur la boule B
et converge vers f dans H1(D) lorsque ε→ 0.
Lemme 7 Soit E un espace vectoriel de dimension supe´rieure a` k muni d’un produit
scalaire 〈., .〉E et d’une norme associe´e ‖.‖E. Soit encore, pour tout ε > 0 petit, un syste`me
libre {v1, . . . , vk} = {vε1, . . . , vεk} presque orthonorme´, i.e. tel que |〈vi, vj〉E−δij| < ε. Alors,
pour tout j 6 k, ‖wj − vj‖E
ε→0−→ 0, ou` {w1, . . . , wk} = {wε1, . . . , wεk} est le re´sultat de
l’orthonormalisation de Gram-Schmidt de {v1, . . . , vk}.
Preuve lemme 6
Notons M = maxD |f | et N = maxD |∇f |. On a∥∥∥f − f˜∥∥∥2
H1(D)
=
∫
D
∣∣∣f − f˜ ∣∣∣2 + ∫
D
∣∣∣∇f −∇f˜ ∣∣∣2
=
∫
B′
∣∣∣f − f˜ ∣∣∣2 + ∫
B′
∣∣∣∇f −∇f˜ ∣∣∣2
=
∫
B
f 2 +
∫
B′\B
∣∣∣f − f˜ ∣∣∣2 + ∫
B
|∇f |2 +
∫
B′\B
∣∣∣∇f −∇f˜ ∣∣∣2
6 M2piε+N2piε2 +
∫
B′\B
∣∣∣∇f −∇f˜ ∣∣∣2 .
Et on a, pour x ∈ B′ \B,
∂
∂xi
χ(x) = − 2
ln ε
xi − ai
|x− a|2
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pour i ∈ {1, 2}, d’ou`
∇f˜(x) = − 2
ln ε
(ln |x− a| − ln ε)∇f(x)− 2
ln ε
f(x)
|x− a|2 (x− a) .
Donc∣∣∣∇f(x)−∇f˜(x)∣∣∣ 6 ∣∣∣∣∇f(x) + 2ln ε(ln |x− a| − ln ε)∇f(x)
∣∣∣∣+ ∣∣∣∣ 2ln ε f(x)|x− a|2 (x− a)
∣∣∣∣
6 |∇f(x)|+ 2|f(x)|| ln ε| |x− a| 6 N +
2M
| ln ε| |x− a| .
Ainsi,∫
B′\B
∣∣∣∇f −∇f˜ ∣∣∣2 6 ∫
B′\B
(
N2 +
4M2
(ln ε|x− a|)2
)
= N2piε+
8piM2
(ln ε)2
(
ln
√
ε− ln ε)
6 N2piε− 4piM
2
ln ε
,
d’ou` ∥∥∥f − f˜∥∥∥2
H1(D)
ε→0−→ 0 .

Preuve lemme 7
Par induction sur j > 1.
Ancrage (j=1) : on a
‖w1 − v1‖E =
∣∣∣∣ 1‖v1‖E − 1
∣∣∣∣ ‖v1‖E ε→0−→ 0 .
Supposons a` pre´sent que ‖wi − vi‖E ε→0−→ 0 pour tout i < j et voyons que ‖wj − vj‖E
ε→0−→ 0.
On a
〈vj, wi〉E = 〈vj, vi〉E + 〈vj, wi − vi〉E
C−S
6 〈vj, vi〉E + ‖vj‖E ‖wi − vi‖E
ε→0−→ 0 .
Donc
j−1∑
i=1
〈vj, wi〉Ewi
ε→0−→ 0
et ainsi
‖wj − vj‖E
ε→0−→ 0 .

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Distingons a` pre´sent deux cas.
1er cas : soit λ une valeur propre du proble`me limite provenant de Ω1, i.e. telle qu’il existe
u1,λ ∈ V (Ω1) \ {0} tel que, pour tout v1 ∈ V (Ω1),∫
Ω1
〈∇u1,λ,∇v1〉 = λ
∫
Ω1
u1,λv1 .
Conside´rons alors uελ : Ω
ε −→ R de´finie par
uελ(x) =
{
0 six ∈ Ωε2
uε1,λ(x) si x ∈ Ω1 ,
ou` uε1,λ est construite a` partir de u1,λ et nulle sur B(0, ε) ∩ Ω1 de la meˆme manie`re que
f˜ est construite a` partir de f dans le lemme 6. Alors uελ ∈ V (Ωε), avec
‖uελ‖H1(Ωε) = ‖uελ‖H1(Ω1)
ε→0−→ ‖u1,λ‖H1(Ω1) .
On a par construction uελ|Ω1 ε→0−→ u1,λ dans V (Ωε), et on trouve donc λ = lim
ε→0
QR(uελ) et
lim
ε→0
〈
uελ1 , u
ε
λ2
〉
H1(Ωε)
= δλ1,λ2 .
2e cas : soit λ une valeur propre du proble`me limite provenant de Ω2, i.e. telle qu’il existe
u2,λ ∈ V0(Ω2) \ {0} tel que, pour tout v2 ∈ V0(Ω2),∫
Ω2
∂u2,λ
∂x1
∂v2
∂x1
= λ
∫
Ω1
u2,λv2 .
Conside´rons alors uελ : Ω
ε −→ R de´finie par
uελ(x) =
{
0 six ∈ Ω1
ε−1/2u2,λ(hε
−1(x)) si x ∈ Ωε2 .
Alors uελ ∈ V (Ωε) avec
‖uελ‖H1(Ωε) = ‖u2,λ‖H1(Ωε) .
De plus, λ = QR(uελ) pour tout ε > 0 et limε→0
〈
uελ1 , u
ε
λ2
〉
H1(Ωε)
= δλ1,λ2 .
Ainsi, tous les {uελ}ε>0 construits, quelle que soit λ valeur propre du proble`me limite,
ve´rifient λ = lim
ε→0
QR(uελ) et lim
ε→0
〈
uελ1 , u
ε
λ2
〉
H1(Ωε)
= δλ1,λ2 .
On construit alors, pour tout λ et pour tout ε > 0, wελ comme dans le lemme 7 et on
obtient que QR(wελ) → λ lorsque ε → 0. Par le the´ore`me du Min-Max, cela montre que
toute solution du proble`me limite est limite de solutions des proble`mes sur Ωε.
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4.2.8 Convergence de la suite entie`re de valeurs et fonctions
propres
On a vu qu’il existe une sous-suite de {uε,k}ε>0 qui converge. Il s’agit maintenant de voir
que toute la suite converge.
Distingons deux cas.
1er cas : soit {uε}ε>0 la suite de H1(Ωε) dont une sous-suite {uεj}j>0 converge vers u,
fonction propre associe´e a` une valeur propre simple λ sur Ωε. Soit alors {uεl}l>0 une sous-
suite de {uε}ε>0 distincte de la pre´ce´dente. Alors, en faisant le meˆme de´veloppement que
pour la premie`re sous-suite, on trouve que la limite est solution du meˆme proble`me li-
mite, de meˆme valeur propre (par le the´ore`me du Min-Max et la section pre´ce´dente).
Comme λ est simple, la limite est donc la meˆme que pour la premie`re suite, donc toute
la suite {uε}ε>0 converge.
2e cas : soit {(uε1, . . . , uεm)}ε>0 une suite de H1(Ωε)m dont la sous-suite {(uεj1 , . . . , uεjm)}j>0
converge vers (u1, . . . , um), fonctions propres associe´es a` une valeur propre λ de multipli-
cite´ m exactement. En reprenant les arguments du premier cas, on trouve que l’espace
propre engendre´ par {(uε1, . . . , uεm)}ε>0 converge vers celui associe´ a` λ.
On trouve donc dans tous les cas que la suite comple`te {uε}ε>0 converge, ce qui termine
la preuve du the´ore`me sous hypothe`ses fortes.
4.3 Preuve du the´ore`me sous hypothe`ses faibles
Nous allons a` pre´sent passer en revue les incidences sur les calculs qu’impliquent l’affai-
blissement des hypothe`ses faites dans la section pre´ce´dente afin de terminer la preuve du
the´ore`me.
1re e´tape : traitons le cas ou` la courbe γ ne de´finit pas un segment de droite, mais sa-
tisfait aux autres hypothe`ses faites lors de la preuve.
Il s’agit, dans un premier temps, de ve´rifier que la courbe
hε : Ω2 −→ R2
(x1, x2) 7−→ γ(x1) + εx2n(x1) ,
avec n = (−γ′2, γ′1), est un diffe´omorphisme sur son image si ε > 0 est suffisamment
petit. Voyons l’injectivite´ de hε. On a
Dhε(x1, x2) = (γ
′ + εx2n, εn) =
(
γ′1 − εx2γ′′2 −εγ′2
γ′2 + εx2γ
′′
1 εγ
′
1
)
.
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Donc
det(Dhε(x1, x2)) = ε(γ
′2
1 + γ
′2
2 ) + ε
2x2(γ
′′
1γ
′
2 − γ′1γ′′2 ) = ε(1 + εx2k(x1)) ,
avec k la courbure de γ. Ainsi, si ε < 1/|k| (ce qui est possible puisque k est borne´e par
hypothe`se), on trouve que det(Dhε) est toujours non nul. Le the´ore`me d’inversion locale
montre l’injectivite´ locale de hε. Finalement, comme γ est injective et Ω2 compact, on
trouve que hε est injective.
Il faut a` pre´sent munir Ω2 de la me´trique associe´e a` Ω
ε
2 via h
ε, soit
gε(x1, x2) =
(
(1 + εx2k(x1))
2 0
0 ε2
)
au lieu de
(
1 0
0 ε2
)
.
Il s’agit alors d’adapter les calculs la preuve, ce qui se fait sans mal. La remarque suivante
suffit a` se convaincre :
gε(x1, x2)−
(
1 0
0 ε2
)
ε→0−→ 0 .
2e e´tape : supposons a` pre´sent que γ n’est pas ne´cessairement orthogonale a` ∂Ω1 (mais
non paralle`le) et que ∂Ω1 n’est pas ne´cessairement rectiligne de part et d’autre de x0.
1
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Figure 4.6 – Chemin non orthogonal a` ∂Ω1.
Nous ne pouvons ainsi pas garantir que hε(Γ) = Γε et la preuve du lemme 5 n’est plus
valable (mais le reste de la preuve reste correct) ; voyons donc les modifications a` appor-
ter afin de de´montrer le lemme sous ces conditions.
Reprenons les notations adopte´es lors de la preuve du lemme et notons encore les parties
A1 = {(x1, x2) ∈ Ω∗2 : x2 6 0} et A2 = {(x1, x2) ∈ Ω∗2 : x2 < 0}, de sorte que, pour ε
petit, hε(Ai) ⊂ Ω1 pour i = 1 ou i = 2. Ainsi, pour ce i, on trouve que uε2 converge vers
0 dans H1(Ai).
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2Ω
o
Γ
Figure 4.7 – Ite´re´s de (hε)−1(γε).
Mais on a de plus, par le lemme 4, que
∂uε2
∂x2
converge vers
∂u2
∂x2
= 0 dans L2(Ω∗2), donc u
ε
2
converge vers 0 dans H1(Ω∗2), ce qui permet de conclure de la meˆme manie`re que sous
hypothe`ses fortes.
4.4 Me´trique non euclidienne
Remarquons qu’on peut munir Ωε d’une me´trique non euclidienne et obtenir un re´sultat
similaire. Plus pre´cise´ment, si on munit Ωε d’une me´trique g et qu’on munit Ω2 de celle
associe´e a` Ωε2 via h
ε, soit
gε =
(
g11 εg12
εg12 ε
2g22
)
◦ hε ,
alors on voit facilement que le proble`me limite sur Ω2 correspond a` trouver u2 ∈ V0(Ω2) et
λ ∈ R tels que, pour tout v2 ∈ V0(Ω2),∫
Ω2
√
det g(x1, 0)g
11(x1, 0)
∂u2
∂x1
∂v2
∂x1
= λ
∫
Ω2
√
det g(x1, 0)u2v2 ,
avec (gij)i,j=1,2 = ((gij)i,j=1,2)
−1, i.e. g11 = g22/ det g.
Chapitre 5
Optimisation de forme
Une question classique de ge´ome´trie spectrale est de de´terminer, a` volume fixe´, les domaines
d’une varie´te´ riemannienne qui rendent une valeur propre donne´e optimale. Faber et Krahn
ont par exemple montre´ que la premie`re valeur propre de Dirichlet d’un domaine du plan
est plus grande ou e´gale a` celle d’un disque de meˆme aire (voir par exemple [15]). Peu
de re´sultats existent par contre concernant les valeurs suivantes ; aussi une de´termination
nume´rique de domaines optimaux constitue une solution interme´diaire bienvenue.
L’objectif de ce chapitre est de proposer une me´thode nume´rique de minimisation des va-
leurs propres de Dirichlet pour les domaines du plan, qui soit e´ventuellement ge´ne´ralisable
aux domaines de surfaces. L’approche retenue est inspire´e du travail d’Oudet ([35]) : il
s’agit d’une me´thode de variation du bord du domaine base´e sur la condition d’optimalite´
au premier ordre d’une fonction-couˆt J . Il est a` noter qu’Oudet dit avoir abandonne´ rapi-
dement la me´thode de variation du bord, en dressant une liste de trois inconve´nients selon
lui majeurs :
– Le risque d’atteindre un minimum local de la fonction-couˆt.
– La difficulte´ de modifier la topologie du domaine.
– La difficulte´ d’automatiser le remaillage fre´quent du domaine.
Si le proble`me du minimum local est bien re´el, les deux autres points releve´s par Oudet
sont contourne´s ici par des proce´dures de rede´finition du bord permettant la modification
de la topologie et par l’utilisation de l’algorithme automatise´ de maillage de Delaunay
pre´sente´ pre´ce´demment. L’algorithme d’optimisation de forme ainsi obtenu, conceptuelle-
ment simple, a de plus de bonnes chances d’eˆtre ge´ne´ralisable aux domaines de surfaces.
Les re´sultats nume´riques obtenus a` l’aide des algorithmes pre´sente´s dans ce chapitre sont
illustre´s a` la section 6.5. Nous verrons qu’ils sont valide´s par quelques re´sultats the´oriques
et qu’ils consolident certaines conjectures concernant les domaines optimaux, en e´tant de
plus compe´titifs par rapport aux re´sultats nume´riques actuels. En particulier, les re´sultats
d’Oudet sont ame´liore´s (a` partir du sixie`me domaine optimal).
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5.1 Me´thode de variation du bord
Soit k > 0 un entier fixe´ ; est pre´sente´e dans ce qui suit une me´thode nume´rique de
de´termination du domaine de R2 dont la ke valeur propre de Dirichlet est minimale (com-
parativement aux domaines de meˆme aire).
Le point essentiel de la me´thode de variation du bord est la de´finition d’une de´rive´e sur
l’espace des formes. La de´rivabilite´ des valeurs propres relativement a` la forme du domaine
ne sera toutefois pas traite´e ici et nous nous contenterons de donner une preuve formelle
de la formule obtenue ; pour plus de de´tails, voir par exemple [28] ou [47]. Pour cela, on
introduit sur R2 un champ de vecteurs V , appele´ champ de de´formation, et on pose
d(J(Ω))(Ω, V ) = lim
t→0
J(Ωt)− J(Ω)
t
,
avec
Ωt = {x+ tV (x) : x ∈ Ω} .
Chercher un extremum de la fonction-couˆt J revient donc a` chercher a` satisfaire
d(J(Ω))(Ω, V ) = 0 ,
pour tout champ de vecteurs V .
Remarque : Il est facile de montrer que la de´rive´e d(J(Ω))(Ω, V ) ne de´pend que de la
composante normale de V sur le bord ∂Ω de Ω, lorsque Ω est suffisamment lisse.
The´ore`me 11 (Hadamard)
Soient Ω ouvert de classe C2 et k > 0 un entier fixe´. On suppose que λk(Ω) est simple.
Alors
d(λk(Ω))(Ω, V ) = −
∫
∂Ω
(
∂uk
∂n
)2
V · n dσ ,
ou` uk est la k
e fonction propre, ‖uk‖L2(Ω) = 1.
Preuve formelle (tire´e de [35])
Notons u(t, x) la ke fonction propre de Ωt et λ(Ωt) la valeur propre associe´e. Les conditions
au bord de Ωt s’e´crivent
u (t, (Id+ tV )x) = 0 ,
pour tout x ∈ ∂Ω. En de´rivant cette relation en t = 0, on obtient donc
u′ +
2∑
i=1
∂u
∂xi
· d(Id+ tV )
dt
= u′ +
2∑
i=1
∂u
∂xi
Vi = 0 . (5.1)
Or,
2∑
i=1
∂u
∂xi
Vi = ∇u · V = ∂u
∂n
V · n (5.2)
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puisque u = 0 sur ∂Ω. En injectant (5.2) dans (5.1), on obtient donc
u′ = −
2∑
i=1
∂u
∂xi
Vi = −∂u
∂n
V · n . (5.3)
De plus, on a par de´finition de u et λ(Ωt)
−∆u = λ(Ωt) · u .
Ainsi, on obtient par de´rivation
−∆u′ = λ(Ωt) · u′ + λ′(Ωt) · u .
On trouve ainsi pour t = 0, en injectant (5.3),
−
∫
Ω
u∆u′ = λ(Ω)
∫
Ω
uu′ + λ′(Ω)
∫
Ω
u2 .
Donc, comme ‖u‖L2(Ω) = 1,
λ′(Ω) = −
∫
Ω
u∆u′ − λ(Ω)
∫
Ω
uu′ . (5.4)
Or, par Green,
−
∫
Ω
u∆u′ = −
∫
∂Ω
∂u′
∂n
u+
∫
∂Ω
∂u
∂n
u′ −
∫
Ω
u′∆u =
∫
∂Ω
∂u
∂n
u′ + λ(Ω)
∫
Ω
uu′ . (5.5)
Ainsi, en injectant (5.5) dans (5.4), on obtient
λ′(Ω) =
∫
∂Ω
∂u
∂n
u′
(5.3)
= −
∫
∂Ω
(
∂uk
∂n
)2
V · n dσ .

Pour tenir compte du volume de Ω, comme λk(l · Ω) = 1l2λk(Ω), pour tout l > 0, on
remarque que
min
|Ω|=1
λk(Ω) = min(|Ω| · λk(Ω)) .
On va donc conside´rer pour fonction-couˆt
J(Ω) = |Ω| · λk(Ω) .
Proposition 5 La de´rive´e de la fonction volume de Ω est donne´e par
d(|Ω|)(Ω, V ) =
∫
∂Ω
V · n dσ .
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Preuve formelle
Conside´rons le domaine Ω comme parame´trisation locale de Ωt via
ϕ = ϕt : U −→ Ut
x 7−→ x+ tV (x) ,
avec Ω ⊂ U ⊂ R2 et donc Ωt ⊂ Ut ⊂ RN . On trouve ainsi, en notant gϕ la me´trique induite
par ϕ sur Ω,
(|Ωt|)′ =
(∫
Ωt
dxt
)′
=
(∫
Ω
√
det(gϕ)dx
)′
=
∫
Ω
(√
det(gϕ)
)′
dx =
∫
Ω
(det(gϕ))
′
2
√
det(gϕ)
. (5.6)
Calculons donc gϕ. Comme Dϕ(x) = Id+ tDV (x), alors〈
∂ϕ
∂xi
,
∂ϕ
∂xj
〉
=
〈
ei + t
∂V
∂xi
(x), ej + t
∂V
∂xj
(x)
〉
= δij + t
(
∂Vi
∂xj
+
∂Vj
∂xi
)
+ t2
∂V
∂xi
∂V
∂xj
.
Ainsi, en notant fij =
∂Vi
∂xj
+
∂Vj
∂xi
et hij =
∂V
∂xi
∂V
∂xj
, on trouve
gϕ(x) =
(
δij + tfij(x) + t
2hij(x)
)
ij
.
En t = 0, on trouve donc imme´diatement
√
det(gϕ) = 1. Ainsi, par (5.6), on trouve en
t = 0
(|Ωt|)′ = 1
2
∫
Ω
(det(gϕ))
′dx . (5.7)
Il reste donc a` calculer (det(gϕ))
′ en t = 0. Comme chaque coefficient de gϕ est un polynoˆme
en t, le de´terminant en sera aussi un. Et comme on veut de´river ce dernier et l’e´valuer en
t = 0, seuls les termes line´aires en t de´terminent le re´sultat. Le calcul du de´terminant
montre que les termes line´aires en t de det(gϕ) sont t ·
2∑
j=1
fjj. Ainsi, on trouve
(|Ωt|)′ (5.7)= 1
2
∫
Ω
(det(gϕ))
′dx =
∫
Ω
divV dx =
∫
∂Ω
V · n dσ ,
par le the´ore`me de la divergence. 
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Ainsi, en conside´rant comme fonction-couˆt J(Ω) = |Ω| · λk(Ω), la de´rive´e associe´e est
d(J(Ω))(Ω, V ) = d(|Ω|)(Ω, V ) · λk(Ω) + |Ω| · d(λk(Ω))(Ω, V )
=
(∫
∂Ω
V · n dσ
)
· λk + |Ω| ·
(
−
∫
∂Ω
(
∂uk
∂n
)2
V · n dσ
)
=
∫
∂Ω
(
λk − |Ω|
(
∂uk
∂n
)2)
· V · n dσ .
La fonction-couˆt J et sa de´rive´e e´tant de´finies, il est a` pre´sent possible de donner l’algo-
rithme d’optimisation de forme suivant :
Soit Ω un domaine initial. Faire en boucle :
1. Discre´tisation du bord : on se´lectionne des points Pi du bord ∂Ω de Ω, appele´s points
de controˆle, ide´alement tous e´quidistants de leurs voisins.
2. Calcul des de´rive´es de forme : pour chaque point Pi se´lectionne´, on calcule la de´rive´e
de forme di de´finie par
di = d(J(Ω))(Ω, Vi) =
d
dt
J(Ωit) = lim
t→0
J(Ωit)− J(Ω)
t
,
avec J(Ω) = |Ω| · λk(Ω) , Ωit = {x+ tVi(x) : x ∈ Ω} et Vi(x) = ϕi(x) · n(Pi) , ou`
n(Pi) est le vecteur normal exte´rieur de Ω en Pi et ϕi est la fonction de C(∂Ω), affine
sur chaque segment PjPk de ∂Ω et de´finie par la relation ϕi(Pj) = δij.
3. Crite`re de sortie : si le vecteur d = (di) est petit, l’algorithme stoppe.
4. Variation du bord : les Pi sont translate´s de α · di · n(Pi), ou` α > 0 est un facteur
bien choisi.
5. Evaluation de la fonction-couˆt : apre`s avoir controˆle´ que les Pi forment toujours un
polygone ne s’auto-intersectant pas (ou apre`s avoir utilise´ un algorithme traitant une
telle situation), on e´value J(Ω) et on ajuste e´ventuellement le facteur α.
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5.2 De´rive´e normale d’une fonction propre de Diri-
chlet
Dans le calcul des de´rive´es de forme intervient, selon le the´ore`me d’Hadamard, la de´rive´e
normale d’une fonction propre de Dirichlet, i.e. d’une solution u du proble`me Trouver u ∈ H
1
0 (Ω) et λ ∈ R tels que, pour tout v ∈ H10 (Ω) :∫
Ω
〈∇u,∇v〉 = λ
∫
Ω
uv .
Or, si on conside`re v ∈ H1(Ω), on remarque que le couple (u, λ) satisfait la relation∫
Ω
〈∇u,∇v〉 −
∫
∂Ω
∂u
∂n
v = λ
∫
Ω
uv .
Ainsi, une fois le couple (u, λ) connu, la de´rive´e normale de u peut eˆtre de´termine´e comme
unique solution du proble`me variationnel
(Pn)
{
Trouver ω ∈ L2(∂Ω) tel que, pour tout v ∈ H1(Ω) :
a(ω, v) = b(v) ,
avec
a(ω, v) =
∫
∂Ω
ωv ,
b(v) =
∫
Ω
〈∇u,∇v〉 − λ
∫
Ω
uv .
5.2.1 Calcul matriciel
Soit τ une triangulation de Ω, domaine que l’on suppose polygonal. Notons N0 le nombre
de nœuds de la triangulation, N le nombre de ceux n’appartenant pas a` ∂Ω et {Pi}N0i=1
les nœuds de la triangulation, avec Pi ∈ ∂Ω si et seulement si i > N . Conside´rons encore
la base e´tendue {ϕi}N0i=1 des fonctions formes : il s’agit des fonctions de C(Ω¯), affines sur
chaque e´le´ment de la triangulation et de´finies par la relation ϕi(Pj) = δij. Notons de meˆme
sans distinction ϕi la trace de ces fonctions sur ∂Ω (pour i > N).
La re´solution nume´rique du proble`me aux valeurs propres pre´alablement effectue´e a permis
d’e´crire la fonction propre u dans la base {ϕi}N0i=1, disons
u =
N∑
i=1
uiϕi
(le fait que les coefficients de ϕi avec i > N soient nuls provient des conditions au bord).
Il s’agit donc de chercher ω de la forme
ω =
N0∑
i=N+1
ωiϕi
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(en voyant les ϕi comme des fonctions sur ∂Ω).
Ainsi, le proble`me (Pn) est e´quivalent a` trouver {ωj}N0j=N+1 tel que
N0∑
j=N+1
ωja(ϕj, ϕi) = b(ϕi) ,
pour tout i ∈ {1, . . . , N0}.
Autrement dit, en notant aij = a(ϕj, ϕi), bi = b(ϕi), η = (ωj)
N0
j=N+1, A = (aij)
N0
i,j=N+1
et b = (bi)
N0
i=N+1, le proble`me (Pn) est e´quivalent a` chercher η ∈ RN0−N ve´rifiant l’e´quation
matricielle
Aη = b . (5.8)
Pour re´soudre nume´riquement cette e´quation, on remarque que A est syme´trique de´finie
positive. Il s’agit alors d’effectuer une de´composition de Cholesky de A, disons A = N tN ,
puis de re´soudre successivement les e´quations N tξ = b et Nη = ξ (N et N t e´tant triangu-
laires).
5.2.2 Construction des matrices
La construction des e´le´ments matriciels A et b de l’e´quation (5.8) suit une logique similaire
a` celle des matrices de rigidite´ et de masse du proble`me aux valeurs propres initial (sec-
tion 3.5), c’est-a`-dire qu’elles se font progressivement triangle par triangle, respectivement
segment par segment, via des matrices locales. Quelques remarques s’imposent toutefois.
Concernant la matrice A, ses coefficients sont de´finis par
aij =
∫
∂Ω
ϕiϕj .
pour i, j > N . Ils sont non nuls si et seulement si Pi et Pj sont soit confondus, soit des
nœuds successifs du bord ∂Ω de Ω. Un rapide calcul montre que, dans le premier cas, la
contribution d’un segment PiPk de ∂Ω au coefficient aii vaut le tiers de la longueur du
segment. Dans le deuxie`me cas, aij vaut le sixie`me de la longueur du segment PiPj de ∂Ω.
Quant au vecteur b, on remarque tout d’abord que ses coefficients peuvent s’e´crire
bj =
N∑
k=1
uk
(∫
Ω
〈∇ϕk,∇ϕj〉 − λ
∫
Ω
ϕkϕj
)
,
pour j > N . On y retrouve des e´le´ments similaires a` ceux des matrices de masse et de
rigidite´ du proble`me initial, a` la diffe´rence pre`s que les nœuds Pj associe´s appartiennent
au bord du domaine Ω, alors que les nœuds Pk appartiennent a` l’inte´rieur de Ω. Ainsi, la
contribution d’un triangle de la triangulation au vecteur b est non nulle seulement si le
triangle contient un sommet sur le bord de Ω.
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5.3 Changement de topologie des domaines
Au fil des ite´rations de l’algorithme d’optimisation de forme et des de´formations successives
de la courbe polygonale de´finissant le bord du domaine, il peut arriver que celle ci s’auto-
intersecte, ne de´finissant plus alors de domaine. Il s’agit alors de traiter les diffe´rentes
situations d’auto-intersections possibles de la courbe, par modification de cette dernie`re,
de manie`re a` ce qu’elle de´finisse a` nouveau un domaine. Le corollaire a` cette rede´finition
est bien souvent une modification de la topologie du domaine et de son bord.
Pour illustrer les diffe´rentes situations possibles, conside´rons le domaine de la figure 5.1 et
supposons que son bord soit de´forme´ selon une des variantes ci-dessous.
Figure 5.1 – Domaine initial.
a) Contact ponctuel du bord du domaine (voir figure 5.2, a` gauche).
b) Contact non ponctuel du bord du domaine (voir figure 5.2, a` droite).
c) Recoupement du domaine (voir figure 5.3, a` gauche).
d) Se´paration du domaine (voir figure 5.3, a` droite).
Figure 5.2 – Contacts du bord du domaine.
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Figure 5.3 – Recoupement et se´paration du domaine.
L’algorithme de traitement de ces situations, consistant essentiellement en la suppression
des parties superflues de la courbe, est le suivant :
1. Suppression des contacts non ponctuels de la courbe (les alle´s-retours).
2. Cre´ation de nœuds doubles aux intersections de la courbe.
3. Re´-aiguillage de la courbe au voisinage des nœuds doubles.
4. Suppression des boucles superflues (ces dernie`res e´tant de´termine´es par la valeur de
leur indice par rapport a` un point millieu d’un de leurs segments).
5. Ecartement des nœuds doubles restants (e´largissement du contact ponctuel de deux
parties du domaine).
Reprenons les illustrations pre´ce´dentes de situations de mauvaise de´finition du domaine ;
les re´sultats du traitement de ces courbes sont illustre´s ci-dessous.
a) Les contacts ponctuels de bord de domaine sont traite´s par e´cartement des points de
contact.
Figure 5.4 – Traitement des contacts ponctuels.
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b) Les contacts non ponctuels de bord de domaine sont traite´s par suppression des alle´s-
retours.
Figure 5.5 – Traitement des contacts non ponctuels.
c) Les recoupements de domaine sont traite´s par re´-aiguillage de la courbe au voisinage
des points d’intersections et e´cartement des points de contact (voir figure 5.6, a` gauche),
puis par suppression des boucles superflues (voir figure 5.6, a` droite).
Figure 5.6 – Traitement des recoupements.
d) Les se´parations de domaine sont traite´s de la meˆme manie`re que les recoupements de do-
maine, c’est-a`-dire par re´-aiguillage de la courbe au voisinage des points d’intersections
et e´cartement des points de contact (voir figure 5.7, a` gauche), puis par suppression des
boucles superflues (voir figure 5.7, a` droite).
.
Figure 5.7 – Traitement des se´parations.
Chapitre 6
Exemples et re´sultats nume´riques
Dans les pages qui suivent se trouvent des exemples de valeurs et fonctions propres cal-
cule´es a` l’aide des programmes de´veloppe´s pour ce travail et base´s sur les algorithmes
de´crits pre´ce´demment, notamment la me´thode des e´le´ments finis pour des domaines de
surfaces, les algorithmes de maillage par macro-e´le´ments et par Delaunay ainsi que l’al-
gorithme de Lanczos pour la re´solution de proble`mes matriciels aux valeurs propres. Les
illustrations des domaines et fonctions propres ont e´te´ re´alise´s a` l’aide du logiciel de visua-
lisation Paraview ( c©Sandia Corporation, Kitware Inc.).
Les programmes de´veloppe´s permettront de ve´rifier nume´riquement quelques re´sultats
the´oriques bien connus. Nous pre´senterons de plus quelques mode´lisations de domaines
a` anses fines, particulie`rement de´licates a` effectuer mais qui illustrent pourtant avec une
surprenante efficacite´ (e´tant donne´es les largeurs modestes des anses) le the´ore`me 10 du cha-
pitre 4 a` propos des domaines a` anses planes et en indiquent une apparente ge´ne´ralisation
aux domaines a` anses cylindriques. En point d’orgue, quelques domaines obtenus graˆce a`
l’algorithme d’optimisation de forme seront illustre´s et discute´s.
A noter que le mass-lumping a ge´ne´ralement e´te´ utilise´ lors de l’inte´gration nume´rique,
acce´le´rant ainsi les calculs ; en contrepartie, les valeurs propres obtenues ne sont pas
syste´matiquement supe´rieures aux valeurs propres exactes. De plus, les erreurs engendre´es
par l’algorithme de Lanczos sont ne´gligeables proportionnellement a` celles provenant de
la discre´tisation du proble`me (i.e. de la me´thode des e´le´ments finis) et de l’inte´gration
nume´rique (en cas de me´trique non triviale). Les diffe´rences observables entre les re´sultats
nume´riques obtenus et les e´ventuelles solutions the´oriques de´pendent donc essentiellement
de la re´solution des triangulations conside´re´es pour les diffe´rents domaines. La taille des
matrices obtenues, mesure de la re´solution de la triangulation, sera donc indique´e pour
chaque calcul nume´rique. La largeur de bande de la matrice de rigidite´ de chaque syste`me,
en lien avec la nume´rotation des noeuds de la triangulation utilise´e, sera e´galement pre´cise´e,
de meˆme que le nombre d’ite´rations de l’algorithme de re´solution du proble`me matriciel
aux valeurs propres associe´, mesure avec la re´solution de la triangulation du temps de calcul
ne´cessaire a` la re´solution du proble`me. A remarquer toutefois que le nombre d’ite´rations
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de´pend beaucoup du nombre de solutions recherche´es et qu’il est parfois pre´fe´rable de
demander davantage de solutions que souhaite´es afin d’acce´le´rer l’algorithme. La librairie
ARPACK est par exemple bien plus performante lorsqu’il lui est demande´ de de´terminer
toutes les multiplicite´s d’une meˆme valeur propre, ou du moins tout un ensemble de valeurs
propres proches, plutoˆt qu’une partie seulement (voir [32] ou [34]).
Concernant l’e´chelle de couleurs employe´e dans ce qui suit pour repre´senter les fonctions
propres, le vert correspond a` une valeur nulle, alors que le bleu et le rouge correspondent a`
des valeurs oppose´es, de valeurs absolues plus grandes a` mesure que les couleurs sont plus
vives.
Figure 6.1 – Echelle de couleurs employe´e.
6.1 Premiers exemples
6.1.1 Carre´, cylindre et tores
Le carre´ constitue le premier exemple a` traiter. Il posse`de en effet plusieurs avantages,
dont celui d’eˆtre tre`s facilement mode´lisable (via un seul macro-e´le´ment) tout en servant
de mode`le a` des domaines progressivement plus complexes, tels le cylindre (vu comme
quotient du carre´), le tore plat (idem) et le tore de R3 (idem, mais avec une me´trique non
triviale). De plus, la re´solution manuelle du proble`me aux valeurs propres du carre´, du
cylindre et du tore plat est aise´e et permet de comparer les solutions the´oriques avec les
re´sultats nume´riques obtenus a` partir de maillages plus ou moins fins.
Carre´
Pour de´terminer manuellement le spectre de Dirichlet du carre´ [0, 1]2, employons la me´thode
de se´paration des variables, i.e. supposons que les fonctions propres sont de la forme
u(x) = u1(x1) · u2(x2) .
Ainsi, l’e´quation −∆u = λu devient
−u′′1u2 − u1u′′2 = λu1u2 .
En divisant par u1u2 (les cas ou` u1 et u2 sont nuls e´tant ininte´ressants), on trouve la
relation
−u
′′
1
u1
= λ+
u′′2
u2
.
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Or, le terme de gauche est inde´pendant de x2 et celui de droite est inde´pendant de x1 ; ils
sont donc e´gaux a` une constante. On peut de plus affirmer que cette constante est positive,
de par la nature des conditions au bord.
Ainsi, le proble`me est e´quivalent a` chercher u1, u2, λ et c solutions respectives des proble`mes
(P1)

Trouver u1 : [0, 1]→ R et c ∈ R tels que :
−u′′1 = c2u1 dans ]0, 1[
u1 = 0 en 0 et 1 ,
(P2)

Trouver u2 : [0, 1]→ R et c, λ ∈ R tels que :
−u′′2 = (λ− c2)u2 dans ]0, 1[
u2 = 0 en 0 et 1 .
La re´solution du proble`me (P1) donne
u1,n(x1) = c1 sin(npix1) ,
avec c = npi, n ∈ N \ {0} et c1 ∈ R une constante.
La re´solution du proble`me (P2) donne quant a` elle
u2,m(x2) = c2 sin(mpix2) ,
avec
√
λ− c2 = mpi, m ∈ N \ {0} et c2 ∈ R une constante.
Au total, on trouve les valeurs et fonctions propres
λn,m = (n
2 +m2)pi2 ,
un,m(x) = C sin(npix1) sin(mpix2) ,
avec n,m ∈ N \ {0} et C ∈ R une constante. En particulier, les premie`res valeurs propres
sont
1. λ1,1 = 2pi
2
2. λ1,2 = λ2,1 = 5pi
2 (valeur double)
3. λ2,2 = 8pi
2
4. λ1,3 = λ3,1 = 10pi
2 (valeur double)
La me´thode de se´paration des variable fonctionne de manie`re semblable avec des conditions
de Neumann sur x1 = 0 , x1 = 1 , x2 = 0 et/ou x2 = 1 (ainsi que sur des domaines
rectangulaires). On trouve par exemple les valeurs et fonctions propres de Neumann
λn,m = (n
2 +m2)pi2 ,
un,m(x) = C cos(npix1) cos(mpix2) ,
avec n,m ∈ N et C ∈ R une constante, d’ou` en particulier les premie`res valeurs propres
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1. λ0,0 = 0
2. λ0,1 = λ1,0 = pi
2 (valeur double)
3. λ1,1 = 2pi
2
4. λ0,2 = λ2,0 = 4pi
2 (valeur double)
5. λ1,2 = λ2,1 = 5pi
2 (valeur double)
6. λ2,2 = 8pi
2
Concernant la re´solution nume´rique du proble`me, le maillage du carre´ ne ne´cessite qu’un
seul macro-e´le´ment. Ci-dessous sont pre´sente´es quelques valeurs propres de Dirichlet et de
Neumann obtenues nume´riquement pour diffe´rentes re´solutions de triangulations ainsi que
les solutions exactes. Les fonctions propres associe´es (obtenues avec la plus haute de ces
re´solutions) sont e´galement repre´sente´es.
Carre´ Valeurs 1 macro-e´l. 1 macro-e´l. 1 macro-e´l.
(Dirichlet) the´oriques 10× 10 20× 20 40× 40
Taille des matrices 81 361 1521
Largeur de bande 11 21 41
Nombre d’ite´rations 133 432 926
λ1 19.74 19.58 19.70 19.73
λ2 49.35 47.99 49.00 49.26
λ3 49.35 47.99 49.00 49.26
λ4 78.96 76.39 78.31 78.79
λ5 98.70 92.23 97.04 98.28
λ6 98.70 92.23 97.04 98.28
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Figure 6.2 – Premie`res fonctions propres du carre´, conditions de Dirichlet.
Carre´ Valeurs 1 macro-e´l. 1 macro-e´l. 1 macro-e´l.
(Neumann) the´oriques 10× 10 20× 20 40× 40
Taille des matrices 121 441 1681
Largeur de bande 13 23 43
Nombre d’ite´rations 180 541 2829
λ0 0 0.00 0.00 0.00
λ1 9.87 9.72 9.83 9.86
λ2 9.87 9.85 9.87 9.87
λ3 19.74 19.57 19.70 19.73
λ4 39.48 38.18 39.15 39.40
λ5 39.48 38.20 39.15 39.40
λ6 49.35 47.32 48.84 49.22
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Figure 6.3 – Premie`res fonctions propres non triviales du carre´, conditions de Neuman.
Cylindre
Plutoˆt que de conside´rer le cylindre S1× [0, 1], nous voyons ici le cylindre comme [0, 1]2 /Z,
i.e. le quotient du carre´ [0, 1]2 par la relation d’e´quivalence ∼ de´finie par
x ∼ y si et seulement si x1 − y1 ∈ Z et x2 − y2 = 0 .
Autrement dit, on recolle le carre´ le long de son bord vertical. Ainsi, le proble`me au valeurs
propres s’e´crit, par exemple si on conside`re les conditions au bord de Dirichlet,
Trouver u : [0, 1]2 → R et λ ∈ R tels que :
−∆u = λu dans ]0, 1[2
∂ku
∂xk1
(0, x2) =
∂ku
∂xk1
(1, x2) pour x2 ∈ [0, 1] et k ∈ N
u = 0 sur [0, 1]× {0, 1} .
Pour de´terminer manuellement le spectre du cylindre, il s’agit alors de reprendre la strate´gie
utilise´e pour le carre´, a` savoir la me´thode de se´paration des variables. On trouve alors, de
manie`re semblable au carre´, que les solutions u(x) = u1(x1) · u2(x2) ve´rifient
u1,n(x1) = c1,1 cos(2npix1) + c1,2 sin(2npix1) ,
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avec c = 2npi, n ∈ N et c1,1, c1,2 ∈ R des constantes, ainsi que
u2,m(x2) = c2 sin(mpix2) ,
avec
√
λ− c2 = mpi, m ∈ N \ {0} et c2 ∈ R une constante.
Au total, on trouve les valeurs et fonctions propres
λn,m = (4n
2 +m2)pi2 ,
un,m(x) = (C1 cos(2npix1) + C2 sin(2npix1)) sin(mpix2) ,
avec n ∈ N, m ∈ N\{0} et C1, C2 ∈ R des constantes. En particulier, les premie`res valeurs
propres sont
1. λ0,1 = pi
2
2. λ0,2 = 4pi
2
3. λ1,1 = 5pi
2 (valeur double)
4. λ1,2 = 8pi
2 (valeur double)
5. λ0,3 = 9pi
2
6. λ1,3 = 13pi
2 (valeur double)
7. λ0,4 = 16pi
2
8. λ2,1 = 17pi
2 (valeur double)
9. λ1,4 = λ2,2 = 20pi
2 (valeur quadruple)
10. λ0,5 = λ2,3 = 25pi
2 (valeur quadruple)
La re´solution nume´rique du proble`me est base´e sur celle du carre´ et ne ne´cessite en sur-
plus que l’identification des faces verticales de l’unique macro-e´le´ment employe´ pour le
maillage du domaine. Une renume´rotation des nœuds des diffe´rentes triangulations s’ave`re
ici ne´cessaire du fait des recollements effectue´s. Ci-dessous sont pre´sente´es quelques valeurs
propres de Dirichlet obtenues nume´riquement pour diffe´rentes re´solutions de triangulations
ainsi que les solutions exactes. Les fonctions propres associe´es (obtenues avec la plus haute
de ces re´solutions) sont e´galement repre´sente´es.
Cylindre Valeurs 1 macro-e´l. 1 macro-e´l. 1 macro-e´l.
(Dirichlet) the´oriques 10× 10 20× 20 40× 40
Taille des matrices 90 380 1560
Largeur de bande 17 32 62
Nombre d’ite´rations 117 355 1150
λ1 9.87 9.79 9.85 9.86
λ2 39.48 38.20 39.15 39.40
λ3 49.35 47.99 49.00 49.26
λ4 49.35 47.99 49.00 49.26
λ5 78.96 76.39 78.31 78.79
λ6 78.96 76.39 78.31 78.79
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Figure 6.4 – Premie`res fonctions propres du cylindre, conditions de Dirichlet.
Tore plat
De manie`re semblable au cylindre et plutoˆt que de conside´rer le tore plat S1 × S1, nous le
voyons ici comme [0, 1]2 /Z2, i.e. le quotient du carre´ [0, 1]2 par la relation d’e´quivalence ∼
de´finie par
x ∼ y si et seulement si xi − yi ∈ Z .
Autrement dit, on recolle le carre´ le long de son bord vertical, puis le long de son bord
horizontal. Ainsi, le proble`me au valeurs propres s’e´crit
Trouver u : [0, 1]2 → R et λ ∈ R tels que :
−∆u = λu dans ]0, 1[2
∂ku
∂xk1
(0, x2) =
∂ku
∂xk1
(1, x2) pour x2 ∈ [0, 1] et k ∈ N
∂ku
∂xk2
(x1, 0) =
∂ku
∂xk2
(x1, 1) pour x1 ∈ [0, 1] et k ∈ N .
On reprend alors a` nouveau la me´thode de se´paration des variables afin de de´terminer
manuellement le spectre du tore et on trouve que les solutions u(x) = u1(x1) · u2(x2)
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ve´rifient
u1,n(x1) = c1,1 cos(2npix1) + c1,2 sin(2npix1) ,
avec c = 2npi, n ∈ N et c1,1, c1,2 ∈ R des constantes, ainsi que
u2,m(x2) = c2,1 cos(2mpix2) + c2,2 sin(2mpix2) ,
avec
√
λ− c2 = 2mpi, m ∈ N et c2,1, c2,2 ∈ R des constantes.
Au total, on trouve les valeurs et fonctions propres
λn,m = 4(n
2 +m2)pi2 ,
un,m(x) = (C1 cos(2npix1) + C2 sin(2npix1)) · (C3 cos(2mpix2) + C4 sin(2mpix2)) ,
avec n,m ∈ N et C1, C2, C3, C4 ∈ R des constantes. En particulier, les premie`res valeurs
propres sont
1. λ0,0 = 0
2. λ0,1 = λ1,0 = 4pi
2 (valeur quadruple)
3. λ1,1 = 8pi
2 (valeur quadruple)
4. λ0,2 = λ2,0 = 16pi
2 (valeur quadruple)
La re´solution nume´rique du proble`me est une fois de plus base´e sur celle du carre´ et
ne ne´cessite en surplus que l’identification des faces oppose´es de l’unique macro-e´le´ment
employe´ pour le maillage du domaine. Une renume´rotation des nœuds des diffe´rentes tri-
angulations s’ave`re ici ne´cessaire du fait des recollements effectue´s. Il s’agit e´galement de
prendre garde a` calculer un nombre relativement e´leve´ de valeurs propres a` la fois afin de ga-
rantir la validite´ des premie`res valeurs, l’algorithme risquant sinon d’en manquer quelques
unes dans les cas de grande multiplicite´ (4 en l’occurrence). Ci-dessous sont pre´sente´es
quelques valeurs propres obtenues nume´riquement pour diffe´rentes re´solutions de triangu-
lations ainsi que les solutions exactes. Les fonctions propres associe´es (obtenues avec la
plus haute de ces re´solutions) sont e´galement repre´sente´es.
Tore plat Valeurs 1 macro-e´l. 1 macro-e´l. 1 macro-e´l.
the´oriques 10× 10 20× 20 40× 40
Taille des matrices 100 400 1600
Largeur de bande 29 59 119
Nombre d’ite´rations 110 260 544
λ0 0 0.00 0.00 0.00
λ1 39.48 38.20 39.15 39.40
λ2 39.48 38.20 39.15 39.40
λ3 39.48 38.20 39.15 39.40
λ4 39.48 38.20 39.15 39.40
λ5 78.96 76.39 78.31 78.79
λ6 78.96 76.39 78.31 78.79
104 CHAPITRE 6. EXEMPLES ET RE´SULTATS NUME´RIQUES
Figure 6.5 – Premie`res fonctions propres non triviales du tore plat.
Tore de R3
Le maillage du tore de R3 est identique a` celui du tore plat. Il s’agit toutefois, pour la
re´solution du proble`me a` proprement parler, de tenir compte de la me´trique associe´e au
tore de R3.
En de´tails, on conside`re la fonction
ϕ : R2 −→ R3
(x1, x2) 7−→ ((r1 − r2 cos(2pix2)) cos(2pix1) ,
(r1 − r2 cos(2pix2)) sin(2pix1) ,
r2 sin(2pix2))
L’image de ϕ est le tore de R3 de grand rayon r1 et de petit rayon r2. De plus, ϕ passe au
quotient de R2 par Z2.
La me´trique a` conside´rer pour la re´solution nume´rique est donc la premie`re forme fon-
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damentale associe´e a` ϕ, c’est-a`-dire
g(x1, x2) = 4pi
2
(
(r1 − r2 cos(2pix2))2 0
0 r22
)
.
Ci-dessous sont pre´sente´es quelques valeurs propres obtenues nume´riquement pour diverses
re´solutions de triangulations du tore de R3 de grand rayon r1 = 1 et de petit rayon r2 = 0.5,
ainsi que les fonctions propres associe´es (obtenues avec la plus haute de ces re´solutions),
repre´sente´es sur le tore lui-meˆme ainsi qu’en parame´trisation.
Tore de R3 1 macro-e´l. 1 macro-e´l. 1 macro-e´l.
r1 = 1, r2 = 0.5 8× 16 16× 32 32× 64
Taille des matrices 128 512 2048
Largeur de bande 25 49 97
Nombre d’ite´rations 430 731 5228
λ0 0.00 0.00 0.00
λ1 0.99 1.00 1.00
λ2 0.99 1.00 1.00
λ3 3.06 3.15 3.17
λ4 3.06 3.15 3.17
λ5 3.73 3.86 3.90
λ6 4.28 4.44 4.48
λ7 4.87 5.01 5.04
λ8 4.87 5.01 5.04
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Figure 6.6 – Premie`res fonctions propres non triviales du tore.
6.1.2 Disque et sphe`res
Le disque de´bute une deuxie`me se´rie d’exemples d’utilisation des programmes de´veloppe´s.
Si son maillage est plus complexe que celui du carre´ (son bord n’e´tant pas polygonal), les
re´sultats nume´riques obtenus peuvent toutefois eˆtre ve´rifie´s puisque les valeurs propres du
disque sont connues (de manie`re approche´e), en lien avec les fonctions de Bessel (voir par
exemple [54]). De plus, le disque sert de mode`le aux sphe`res plate (vue comme quotient de
la re´union disjointe de deux disques) et ronde (idem, mais avec une me´trique non triviale).
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Disque
La de´termination manuelle du spectre du disque unite´ B(0, 1) de R2 emploie la me´thode
de se´paration des variables. Toutefois, contrairement au cas du carre´ (et de ses quotients),
il s’agit de conside´rer les fonctions propres et l’e´quation associe´e sous formes polaires.
Ecrivons donc
u(r, θ) = f(r) · h(θ)
et rappelons la forme polaire du Laplacien :
∆u = ur,r +
1
r
ur +
1
r2
uθ,θ ,
avec ur =
∂u
∂r
, ur,r =
∂2u
∂r2
, uθ =
∂u
∂θ
et uθ.θ =
∂2u
∂θ2
.
Autrement dit, on peut e´crire ur = f
′h , ur,r = f ′′h , uθ = fh′ et uθ,θ = fh′′,
l’e´quation −∆u = λu devenant alors
r2
(
f ′′ + 1
r
f ′ + λf
)
f
= −h
′′
h
(en e´vacuant les cas ou` f et h sont nuls).
On remarque alors que le terme de gauche est inde´pendant de θ, alors que celui de droite
est inde´pendant de r ; ils sont donc e´gaux a` une constante positive (de par la nature des
conditions au bord).
Ainsi, le terme de droite conduit au proble`me
Trouver h : [0, 2pi]→ R et c ∈ R tels que :
−h′′ = c2h dans ]0, 2pi[
h(k)(0) = h(k)(2pi) pour k ∈ N ,
d’ou`
h(θ) = c1 cos(nθ) + c2 sin(nθ) ,
avec c = n ∈ N et c1, c2 ∈ R des constantes. Le terme de gauche conduit alors a` l’e´quation
f ′′ +
1
r
f ′ +
(
λ− n
2
r2
)
f = 0 .
En notant x = kr , yn(x) = f(kr) et k
2 = λ , on retrouve ainsi les fonctions de Bessel,
a` savoir les solutions de l’e´quation
y′′n +
1
x
y′n +
(
1− n
2
x2
)
yn = 0 .
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De plus, si on conside`re le spectre de Dirichlet, la condition au bord f(1) = 0 se traduit
par yn(k) = 0, i.e. yn
(√
λ
)
= 0. Autrement dit, les valeurs propres de Dirichlet sont les
carre´s des ze´ros des fonctions de Bessel. En particulier, les premie`res valeurs propres sont
1. λ1 ∼= 5.78 (pour n = 0)
2. λ2 ∼= 14.68 (pour n = 1 ; val. double)
3. λ3 ∼= 26.37 (pour n = 2 ; val. double)
4. λ4 ∼= 30.47 (pour n = 0)
5. λ5 ∼= 40.71 (pour n = 3 ; val. double)
6. λ6 ∼= 49.22 (pour n = 1 ; val. double)
7. λ7 ∼= 57.58 (pour n = 4 ; val. double)
8. λ8 ∼= 70.86 (pour n = 2 ; val. double)
9. λ9 ∼= 74.89 (pour n = 0)
10. λ10 ∼= 76.94 (pour n = 5 ; val. double)
De meˆme, si on conside`re le spectre de Neumann, la condition au bord f ′(1) = 0 se traduit
par y′n(k) = 0, i.e. y
′
n
(√
λ
)
= 0. Autrement dit, les valeurs propres de Neumann sont les
carre´s des ze´ros des de´rive´es des fonctions de Bessel. En particulier, les premie`res valeurs
propres sont
1. λ1 = 0 (pour n = 0)
2. λ2 ∼= 3.39 (pour n = 1 ; val. double)
3. λ3 ∼= 9.33 (pour n = 2 ; val. double)
4. λ4 ∼= 14.68 (pour n = 0)
5. λ5 ∼= 17.65 (pour n = 3 ; val. double)
6. λ6 ∼= 28.28 (pour n = 4 ; val. double)
7. λ7 ∼= 28.42 (pour n = 1 ; val. double)
8. λ8 ∼= 41.16 (pour n = 5 ; val. double)
Concernant la re´solution nume´rique du proble`me, bien qu’un maillage de Delaunay a` par-
tir d’une liste des nœuds du bord du domaine soit envisageable, la me´thode employe´e ici
consiste en une de´composition en un macro-e´le´ment central carre´ et quatre macro-e´le´ments
ayant chacun une face courbe. Dans les deux cas, une renume´rotation des nœuds de la tri-
angulation s’ave`re ne´cessaire. Ci-dessous sont pre´sente´es quelques valeurs propres exactes
et nume´riques, ces dernie`res provenant de diffe´rentes re´solutions de triangulations obte-
nues par maillage par macro-e´le´ments. Les fonctions propres associe´es (obtenues avec la
plus haute de ces re´solutions) sont e´galement repre´sente´es.
Disque Valeurs 5 macro-e´l. 5 macro-e´l. 5 macro-e´l.
(Dirichlet) the´oriques 6× 6 / 3× 6 12× 12 / 6× 6 24× 24 / 12× 24
Taille des matrices 97 409 1681
Largeur de bande 16 31 61
Nombre d’ite´rations 148 531 2362
λ1 5.78 5.78 5.78 5.78
λ2 14.68 14.53 14.64 14.67
λ3 14.68 14.62 14.67 14.68
λ4 26.37 25.35 26.12 26.31
λ5 26.37 26.49 26.41 26.39
λ6 30.47 29.29 30.17 30.40
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Figure 6.7 – Premie`res fonctions propres du disque, conditions de Dirichlet.
Disque Valeurs 5 macro-e´l. 5 macro-e´l. 5 macro-e´l.
(Neumann) the´oriques 6× 6 / 3× 6 12× 12 / 6× 6 24× 24 / 12× 24
Taille des matrices 121 457 1777
Largeur de bande 18 33 63
Nombre d’ite´rations 233 933 3996
λ0 0 0.00 0.00 0.00
λ1 3.39 3.38 3.39 3.39
λ2 3.39 3.40 3.39 3.39
λ3 9.33 9.06 9.26 9.31
λ4 9.33 9.16 9.29 9.32
λ5 14.68 14.40 14.61 14.66
λ6 17.65 16.62 17.40 17.59
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Figure 6.8 – Premie`res fonctions propres non triviales du disque, conditions de Neumann.
Sphe`re plate
La surface conside´re´e ici et nomme´e sphe`re plate ne peut pas eˆtre plonge´e dans R3. Il
s’agit du quotient de la re´union disjointe de deux disques unite´ D1, D2 par la relation
d’e´quivalence ∼ de´finie par
x ∼ y si et seulement si x = y ou x ∈ Di , y ∈ D3−i , (x1, x2) = (y1,−y2) .
Autrement dit, on colle le long de leurs bords deux disques superpose´s (en prenant garde
a` l’orientation).
La de´termination manuelle du spectre de la sphe`re plate, employant la proprie´te´ de syme´trie
donne´e par la proposition 6 et les valeurs propres du disque, sera de´taille´e a` la section 6.2.2.
La re´solution nume´rique du proble`me est base´e sur celle du disque, a` appliquer a` deux
copies disjointes de ce domaine. Il s’agit en surplus d’identifier les bords des disques. Ci-
dessous sont pre´sente´es quelques valeurs propres obtenues nume´riquement pour diffe´rentes
re´solutions de triangulations ainsi que les solutions exactes, ainsi que les fonctions propres
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associe´es (obtenues avec la plus haute de ces re´solutions).
Sphe`re plate Valeurs 10 macro-e´l. 10 macro-e´l. 10 macro-e´l.
the´oriques 6× 6 / 3× 6 12× 12 / 6× 6 24× 24 / 12× 24
Taille des matrices 218 866 3458
Largeur de bande 32 62 122
Nombre d’ite´rations 247 1386 5140
λ0 0 0.00 0.00 0.00
λ1 3.39 3.39 3.39 3.39
λ2 3.39 3.39 3.39 3.39
λ3 5.78 5.78 5.78 5.78
λ4 9.33 9.09 9.27 9.31
λ5 9.33 9.14 9.28 9.32
λ6 14.68 14.40 14.61 14.66
λ7 14.68 14.57 14.66 14.68
λ8 14.68 14.57 14.66 14.68
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Figure 6.9 – Premie`res fonctions propres non triviales de la sphe`re plate.
Sphe`re ronde
La de´termination manuelle du spectre de la sphe`re ronde S2, mettant a` profit les syme´tries
de cette surface, fait appel a` des notions d’alge`bre comme les groupes de Lie ; voir par
exemple [36]. On peut montrer que les valeurs propres sont
λn = n(n+ 1) ,
avec n ∈ N, de multiplicite´ 2n + 1. De plus, les fonctions propres associe´es a` λn, appele´es
harmoniques sphe´riques, sont les restrictions des polynoˆmes harmoniques homoge`nes de
degre´ n.
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Le maillage de la sphe`re ronde est identique a` celui de la sphe`re plate. Il s’agit toute-
fois, pour la re´solution du proble`me a` proprement parler, de tenir compte de la me´trique
associe´e a` S2.
En de´tails, on conside`re pour atlas de la sphe`re les projections ste´re´ographiques, c’est-a`-dire
les parame´trisations locales ϕ1, ϕ2 de´finies par
ϕi : R2 −→ R3
(x1, x2) 7−→ 1
1 + x21 + x
2
2
(
2x1 , 2x2 , (−1)i(x21 + x22 − 1)
)
.
Comme les images ϕ1(B(0, 1)), respectivement ϕ2(B(0, 1)), sont les he´misphe`res nord, res-
pectivement sud, et que ϕ1(u, v) = ϕ2(u,−v) sur S1, alors les premie`res formes fondamen-
tales associe´es a` ϕ1 et ϕ2 constituent la me´trique a` conside´rer pour la re´solution nume´rique ;
il s’agit de
g(x1, x2) =
4
(1 + x21 + x
2
2)
2 Id .
Lors de la re´solution nume´rique du proble`me a` proprement parler, il s’agit de prendre
garde a` calculer un nombre relativement e´leve´ de valeurs propres a` la fois afin de garantir
la validite´ des premie`res valeurs, l’algorithme risquant sinon d’en manquer quelques unes
dans les cas de grande multiplicite´. Ci-dessous sont pre´sente´es quelques valeurs propres ob-
tenues nume´riquement pour diffe´rentes re´solutions de triangulations ainsi que les solutions
exactes. Les fonctions propres associe´es (obtenues avec la plus haute de ces re´solutions)
sont e´galement repre´sente´es sur la sphe`re elle-meˆme ainsi qu’en parame´trisation.
Sphe`re ronde Valeurs 10 macro-e´l. 10 macro-e´l. 10 macro-e´l.
the´oriques 6× 6 / 3× 6 12× 12 / 6× 12 24× 24 / 12× 24
Taille des matrices 218 866 3458
Largeur de bande 32 62 122
Nombre d’ite´rations 331 1209 4522
λ0 0 0.00 0.00 0.00
λ1 2 1.99 2.00 2.00
λ2 2 2.01 2.00 2.00
λ3 2 2.01 2.00 2.00
λ4 6 5.88 5.97 5.99
λ5 6 5.89 5.97 5.99
λ6 6 5.91 5.98 5.99
λ7 6 5.91 5.98 5.99
λ8 6 5.92 5.98 5.99
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Figure 6.10 – Premie`res fonctions propres non triviales de la sphe`re.
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6.2 Ve´rification d’une proprie´te´ de syme´trie
Dans cette section, nous employerons les programmes de´veloppe´s a` la ve´rification nume´rique
de la proprie´te´ de syme´trie donne´e par la proposition ci-dessous.
Proposition 6 Soient Ω1,Ω2 des domaines d’une surface S tels que S = Ω¯1 ∪ Ω¯2 et
∂Ω1 = ∂Ω2 = Γ. Supposons encore qu’il existe une isome´trie ψ : S −→ S telle que
ψ|Γ = Id et ψ(Ωi) = Ω3−i. En particulier, les Ωi sont isome´triques, donc isospectraux.
Alors les spectres ve´rifient
σ(S) = σN(Ωi) ∪ σD(Ωi) .
Preuve
Voyons de´ja` que σ(S) ⊂ σN(Ωi)∪ σD(Ωi). Pour cela, conside´rons f une fonction propre de
S. Soient alors les fonctions fN = f + f ◦ ψ et fD = f − f ◦ ψ : lorsqu’elles ne sont pas
nulles (et elles ne le sont pas toutes les deux), il s’agit encore de fonctions propres de S,
toujours de meˆme valeur propre. De plus, leurs restrictions fN,i = fN |Ωi et fD,i = fD|Ωi
ve´rifient
∂
∂n
fN,i = 0 et fD,i = 0 sur Γ ; il s’agit donc de fonctions propres de Neumann,
respectivement de Dirichlet de Ωi.
Voyons a` pre´sent que σ(S) ⊃ σN(Ωi) ∪ σD(Ωi). Pour cela, conside´rons fi une fonction
propre de Ωi. Soit alors f le prolongement de fi sur S de´fini par f |Ω3−i = fi ◦ ψ si fi est
une fonction propre de Neumann et par f |Ω3−i = −fi ◦ ψ si fi est une fonction propre de
Dirichlet. : il s’agit d’une fonction propre de S, de meˆme valeur propre.

6.2.1 Demi-tores
Les tores et leurs demi-tores constituent des situations auxquelles la proposition 6 s’ap-
plique. Conside´rons donc, par exemple, le tore de R3 de´fini a` la section 6.1.1 et reprenons
la fonction de parame´trisation ϕ. Deux types de demi-tores peuvent eˆtre conside´re´s :
1. Les demi-tores diffe´omorphes a` des anneaux, de´finis comme images par la fonction
ϕ de [0, 1]× ]0, 0.5[ et de [0, 1]× ]0.5, 1[. Il s’agit des surfaces obtenues par coupe du
tore le long des paralle`les donne´s par x3 = 0 (e´quateurs). L’isome´trie ψ a` conside´rer
est alors l’inversion de l’axe vertical Ox3 : ψ(x1, x2, x3) = (x1, x2,−x3).
2. Les demi-tores diffe´omorphes a` des cylindres, par exemple de´finis comme images par
la fonction ϕ de ]0, 0.5[× [0, 1] et de ]0.5, 1[× [0, 1]. Il s’agit des surfaces obtenues par
coupe du tore le long des me´ridiens donne´s par x2 = 0. L’isome´trie ψ a` conside´rer
est alors l’inversion de l’axe Ox2 : ψ(x1, x2, x3) = (x1,−x2, x3).
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Le tableau ci-dessous, re´sumant les re´sultats nume´riques obtenus pour le tore et ses demi-
tores pour une re´solution de triangulation raisonnable, met en e´vidence la proprie´te´ de
syme´trie donne´e par la proposition 6.
Tore de R3 Anneau Anneau Cylindre Cylindre
r1 = 1, r2 = 0.5 (Dirichlet) (Neumann) (Dirichlet) (Neumann)
32× 64 16× 64 16× 64 32× 32 32× 32
0.00 0.00 0.00
1.00 1.00 1.00
1.00 1.00 1.00
3.17 3.17 3.17
3.17 3.17 3.17
3.90 3.90 3.90
4.48 4.48 4.48
5.04 5.04 5.04
5.04 5.04 5.04
Les illustrations ci-dessous repre´sentent quand a` elles les fonctions propres associe´es aux
diffe´rents demi-tores, avec les conditions ade´quates. Elles sont a` mettre en correspondance
avec les fonctions propres du tore de la section 6.1.1 (voir figure 6.6).
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Figure 6.11 – Fonctions propres non triviales des demi-tores correspondant aux premie`res
fonctions propres non triviales du tore.
6.2.2 He´misphe`res
La proposition 6 s’applique inde´pendamment aux deux sphe`res de´finies a` la section 6.1.2 a`
savoir aux sphe`res plate et ronde, ainsi qu’a` leurs he´misphe`res (D1 et D2, pour reprendre
les notations employe´es pre´ce´demment). Il s’agit en effet de de´finir ψ comme la fonction
associant a` un point (x1, x2) de Di le point (x1,−x2) de D3−i. Autrement dit et pour re-
prendre la repre´sentation usuelle de la sphe`re dans R3, ψ est l’inversion de l’axe Ox3, i.e.
la fonction associant tout point (x1, x2, x3) a` (x1, x2,−x3).
Remarquons que la proprie´te´ de syme´trie permet de de´terminer le spectre de la sphe`re
plate a` partir des spectres de Dirichlet et de Neumann du disque : conforme´ment au rai-
sonnement expose´ a` la section 6.1.2, il s’agit des carre´s des ze´ros des fonctions de Bessel et
de leurs de´rive´es.
Les tableaux ci-dessous, re´sumant les re´sultats nume´riques obtenus pour chacune des
sphe`res conside´re´es et leurs he´misphe`res respectives pour une re´solution de triangulation
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raisonnable, met en e´vidence la proprie´te´ de syme´trie donne´e par la proposition 6.
Sphe`re plate Disque Disque
24× 24 / 12× 24 (Dirichlet) (Neumann)
0.00 0.00
3.39 3.39
3.39 3.39
5.78 5.78
9.31 9.31
9.32 9.32
14.66 14.66
14.68 14.67
14.68 14.68
Les fonctions propres associe´es a` l’he´misphe`re plate, c’est-a`-dire au disque, sont repre´sente´es
dans les figures 6.7 et 6.8 ; elles sont a` mettre en correspondance avec celles de la sphe`re
plate (figure 6.9).
Sphe`re ronde He´misphe`re He´misphe`re
24× 24 / 12× 24 (Dirichlet) (Neumann)
0.00 0.00
2.00 2.00
2.00 2.00
2.00 2.00
5.99 5.99
5.99 5.99
5.99 5.99
5.99 6.00
5.99 6.00
Il est facile de se repre´senter les fonctions propres de l’he´misphe`re a` partir de la figure 6.10,
illustrant les premie`res fonctions propres non triviales de la sphe`re ; aussi ce travail est-il
laisse´ au soin du lecteur.
6.3 Domaines isospectraux
Dans cette section sera illustre´ le calcul nume´rique des premie`res valeurs propres de deux
paires de domaines polygonaux isospectraux (tant pour les conditions de Dirichlet que pour
celles de Neumann) non isome´triques. Ces domaines sont duˆs a` Gordon, Webb et Wolpert
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(voir [24]), comme re´ponse pour les domaines du plan a` la question de ge´ome´trie spectrale
de Kac (voir [29])
Peut-on entendre la forme d’un tambour ?
a` comprendre comme
Le spectre d’un domaine de´finit-il le domaine, a` isome´trie pre`s ?
Pour expliquer la construction des exemples que j’ai choisi de mode´liser, reprenons la
strate´gie de´taille´e par Buser, Conway, Doyle et Semmler (voir [11]). Partons de la paire de
domaines isome´triques illustre´s par la figure 6.12 et de´formons les triangles e´quilate´raux
constituant ces domaines en triangles isoce`les rectangles de sorte que chacune de ces briques
puisse eˆtre obtenue comme image de chacune de ses voisines par la syme´trie d’axe donne´
par leur coˆte´ commun. Les domaines polygonaux (non isome´triques) obtenus sont illustre´s
par la figure 6.13.
Figure 6.12 – Une paire de domaines isome´triques servant a` la construction de domaines
isospectraux non isome´triques.
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Figure 6.13 – Une premie`re paire de domaines isospectraux non isome´triques.
Pour la deuxie`me paire de domaines isospectraux, il s’agit de de´former les briques jus-
qu’alors triangulaires en le polygone illustre´ a` la figure 6.14, conforme´ment a` ce dernier
sche´ma ; les domaines polygonaux (non isome´triques) obtenus sont illustre´s par la figure
6.15.
Figure 6.14 – De´formation d’une brique.
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Figure 6.15 – Une deuxie`me paire de domaines isospectraux non isome´triques.
La preuve de l’isospectralite´ est identique pour chacune de ces paires de domaines. Elle
est base´e sur la me´thode de transplantation des fonctions propres (voir [11]), que Be´rard
applique aux domaines qui nous inte´ressent de la manie`re suivante (voir [8]). Il s’agit de
montrer que, a` toute fonction propre sur un des domaines, correspond une et une seule
fonction propre du domaine duel. Soit donc u une fonction propre (de Dirichlet ou de
Neumann) pour le domaine Ω1. Pour tout i = 1, . . . , 7, notons ui les restrictions de u aux
briques constituant Ω1, conforme´ment aux figures 6.12, 6.13 ou 6.15 (selon la paire de do-
maines conside´re´s).
On conside`re alors sur Ω2 la fonction dont les restrictions aux diffe´rentes briques sont
donne´es par −u1 +u2 +u7 , u1 +u3 +u5 , . . . , −u4 +u5−u7 , conforme´ment aux figures
6.12, 6.13 ou 6.15. Il est alors facile de voir que cette fonction est une fonction propre (de
Dirichlet ou de Neumann, selon la nature de u), et en particulier qu’elle est lisse.
Concernant le calcul nume´rique des valeurs propres de ces domaines, le maillage de la
premie`re paire de domaine ne pose aucune difficulte´, les macro-e´le´ments correspondant
exactement aux briques constituant les domaines. Pour la deuxie`me paire de domaines, il
s’agit de de´composer chaque brique en 3 macro-e´le´ments, a` savoir deux quadrilate`res et un
triangle. Il est e´galement utile de proce´der a` un raffinement des triangulations obtenues au
voisinage des angles rentrants, afin d’ame´liorer la convergence des valeurs approche´es.
Les tableaux ci-dessous re´sument les re´sultats nume´riques obtenus avec des conditions de
Neumann pour chaque paire de domaines isospectraux. Les triangulations, de diffe´rentes
tailles, ont chacune e´te´ comple´te´es d’une ite´ration de raffinement au voisinage des angles
rentrants. De par la nature de la preuve de l’isospectralite´ de ces domaines (par transplan-
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tation), nous pouvions pre´dire une isospectralite´ nume´rique tre`s pre´cise, ce qui a bien e´te´
ve´rifie´. Les illustrations ci-dessous permettent de plus de comparer les fonctions propres
des deux domaines (pour la plus haute des re´solutions conside´re´es) ; toutefois, a` nouveau
de par la nature de la preuve de l’isospectralite´ de ces domaines (par transplantation), le
lien entre les fonctions propres des deux domaines n’est pas visuellement e´vident.
Briques triangulaires 7 macro-e´l. 7 macro-e´l. 7 macro-e´l.
(Neumann) 5× 5 10× 10 20× 20
Ω1 Ω2 Ω1 Ω2 Ω1 Ω2
Taille des matrices 156 156 561 561 2121 2121
Largeur de bande 34 29 65 55 125 105
Nombre d’ite´rations 248 257 525 531 1283 1475
λ0 0.00 0.00 0.00 0.00 0.00 0.00
λ1 0.85 0.85 0.85 0.85 0.85 0.85
λ2 3.31 3.31 3.26 3.26 3.25 3.25
λ3 4.21 4.21 4.23 4.23 4.23 4.23
λ4 7.37 7.37 7.43 7.43 7.44 7.44
λ5 9.64 9.64 9.83 9.83 9.86 9.86
λ6 10.58 10.58 10.83 10.83 10.89 10.89
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Figure 6.16 – Premie`res fonctions propres non triviales de la paire de domaines isospec-
traux a` base triangulaire, conditions de Neumann.
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Briques heptagonales 21 macro-e´l. 21 macro-e´l. 21 macro-e´l.
(Neumann) 6× 6 / 3× 6 12× 12 / 12× 6 24× 24 / 24× 12
Ω1 Ω2 Ω1 Ω2 Ω1 Ω2
Taille des matrices 1415 1415 4907 4909 18222 18224
Largeur de bande 40 38 72 73 128 146
Nombre d’ite´rations 2231 2172 7993 8363 36029 34898
λ0 0.00 0.00 0.00 0.00 0.00 0.00
λ1 0.13 0.13 0.13 0.13 0.13 0.13
λ2 0.49 0.49 0.48 0.48 0.48 0.48
λ3 0.67 0.67 0.67 0.67 0.66 0.66
λ4 1.36 1.36 1.35 1.35 1.35 1.35
λ5 2.59 2.60 2.58 2.58 2.57 2.57
λ6 2.87 2.87 2.85 2.85 2.84 2.84
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Figure 6.17 – Premie`res fonctions propres non triviales de la paire de domaines isospec-
traux a` base heptagonale, conditions de Neumann.
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6.4 Domaines a` anses fines
Dans cette section seront pre´sente´es quelques unes des expe´rimentations nume´riques ayant
notamment permis de conjecturer le re´sultat donne´ par le the´ore`me 10 du chapitre 4 a`
propos des domaines a` anses fines. Elles indiquent de plus une possible ge´ne´ralisation de
ce re´sultat aux anses cylindriques. Bien que des conditions au bord de Dirichlet ou mixtes
aient e´te´ conside´re´es, seules les conditions de Neumann seront illustre´es ici.
Les domaines pre´sente´s consistent en des carre´s de coˆte´ 1 auxquels sont ajoute´es des anses
droites de longueur 1, tantoˆt planes, tantoˆt cylindriques. Dans les deux cas, des raccords
bruts (C0) et lisses (C1) sont conside´re´s entre l’anse et la partie e´paisse. Les re´sultats
nume´riques obtenus sont associe´s a` ceux du carre´ [0, 1]2 et du segment [0, 1] conforme´ment
au the´ore`me 10, afin de mettre en e´vidence la convergence des spectres. Ainsi, les conditions
au bord examine´es sur le carre´ sont de Neumann, alors que celles du segment sont mixtes
(conditions de Neumann a` l’extre´mite´ correspondant au bout de l’anse et conditions de
Dirichlet a` celle correspondant au raccord entre le carre´ et l’anse).
Rappelons que le calcul manuel du spectre de Neumann du carre´ [0, 1]2 (voir section 6.1.1)
donne les valeurs et vecteurs propres
λn,m =
(
n2 +m2
)
pi2 ,
un,m(x) = C cos(npix1) cos(mpix2) ,
avec n,m ∈ N et C ∈ R une constante. En particulier, les premie`res valeurs propres sont
1. λ0,0 = 0
2. λ0,1 = λ1,0 = pi
2 (valeur double)
3. λ1,1 = 2pi
2
4. λ0,2 = λ2,0 = 4pi
2 (valeur double)
5. λ1,2 = λ2,1 = 5pi
2 (valeur double)
6. λ2,2 = 8pi
2
Un rapide calcul manuel du spectre mixte du segment [0, 1], c’est-a`-dire la re´solution de
l’e´quation diffe´rentielle
Trouver u : [0, 1]→ R et λ ∈ R tels que :
−u′′ = λu dans ]0, 1[
u(0) = 0
u′(1) = 0 ,
donne les valeurs et vecteurs propres
λn =
(
1
2
+ n
)2
pi2 ,
un(x) = C sin
((
1
2
+ n
)
pix
)
,
avec n ∈ N et C ∈ R une constante. En particulier, les premie`res valeurs propres sont
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1. λ1 = pi
2/4
2. λ2 = 9pi
2/4
3. λ3 = 25pi
2/4
4. λ4 = 49pi
2/4
Le traitement nume´rique d’un domaine a` anse fine pose des proble`mes e´vidents au ni-
veau du maillage, puisque la taille des mailles dans la partie e´paisse doit eˆtre sensiblement
plus grande que dans l’anse. L’approche que j’ai adopte´e consiste essentiellement a` mailler
inde´pendamment la partie e´paisse et l’anse du domaine, puis a` raffiner localement (et
convenablement) la triangulation de la partie e´paisse pre`s du raccord pour permettre l’as-
semblage des deux triangulations ainsi obtenues (la compatibilite´ de ces dernie`res e´tant le
point essentiel du processus).
6.4.1 Anses planes brutes
La famille de domaines pre´sente´e ici consiste en des domaines a` anses planes brutes, c’est-a`-
dire tels que conside´re´s a` la section 4.2 (preuve du the´ore`me de convergence sous hypothe`ses
fortes) ; il s’agit en l’occurrence d’un carre´ de coˆte´ 1, auquel est ajoute´e une anse rectan-
gulaire de longueur 1, plus ou moins fine.
Le tableau qui suit indique quelques valeurs propres obtenues pour diverses largeurs d’anse.
En ce qui concerne les triangulations applique´es a` ces domaines, on trouve sur l’anse une
densite´ de mailles fixe relativement a` la largeur de l’anse (9 nœuds) et, sur la partie e´paisse,
une taille de triangulation essentiellement fixe (a` savoir 16 nœuds sur 16, plus ceux ajoute´s
par un raffinement sur un voisinage de l’anse pour raccorder les deux parties du domaine).
On observe la convergence du spectre de ces domaines vers ceux du carre´ [0, 1]2 et du
segment [0, 1], malgre´ le maillage relativement grossier de la partie e´paisse (qu’il s’agirait
d’affiner pour obtenir une meilleure convergence vers les valeurs propres du carre´).
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Valeurs the´oriques Domaine a` anse
Carre´ Segment plane brute
(Neumann) (mixte) (Neumann)
Largeur d’anse 0.13 0.06 0.03
Taille des matrices 1665 3328 7415
Largeur de bande 34 54 96
Nombre d’ite´rations 977 19262 10725
λ0 0 0.00 0.00 0.00
λ1 2.47 2.20 2.26 2.33
λ2 9.87 9.83 9.82 9.82
λ3 9.87 9.91 9.87 9.87
λ4 19.74 19.38 19.72 19.70
λ5 22.21 19.80 20.08 20.78
λ6 39.48 38.97 38.97 38.97
λ7 39.48 39.07 39.03 39.00
λ8 49.35 46.78 47.49 48.03
λ9 49.35 48.93 48.88 48.90
Les repre´sentations suivantes illustrent quant a` elles la convergence des fonctions propres,
pour la largeur d’anse interme´diaire (0.06).
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Figure 6.18 – Premie`res fonctions propres non triviales du domaine a` anse fine plane
brute, conditions de Neumann.
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6.4.2 Autres anses
Ci-dessous sont pre´sente´s quelques re´sultats obtenus avec divers types de domaines a` anses
fines. Le tableau qui suit permet de comparer leurs spectres avec ceux du carre´ [0, 1]2 et
du segment [0, 1]. La largeur de l’anse de chacun de ces domaines est fixe´e a` environ 0.03.
Le premier domaine conside´re´, posse`dant une anse plane brute, est l’exemple de´taille´ dans
la section pre´ce´dente. Le deuxie`me est essentiellement identique au premier, avec toutefois
un raccord lisse entre les deux parties du domaine (raccord en arc de cercle, de rayon pro-
portionnel a` la largeur de l’anse ; voir figure 6.19) ; les mode´lisations de ces domaines sont
donc tre`s proches (voir section pre´ce´dente).
Figure 6.19 – Triangulation du raccord lisse de l’anse plane.
Les deux domaines suivants posse`dent des anses cylindriques ; le raccord entre l’anse et la
partie e´paisse du premier est brut, alors que celui du deuxie`me est lisse (morceau de tore, de
rayons proportionnels a` la largeur de l’anse ; voir figure 6.20). A noter que la mode´lisation
de ces domaines est plus de´licate que celle des domaines a` anses planes pre´ce´demment
conside´re´s, puisqu’il s’agit de trouer convenablement la partie e´paisse (en son centre) afin
de pre´parer l’insertion de l’anse, de raffiner la triangulation au voisinage de ce trou afin de
pre´parer l’assemblage des triangulations, puis finalement d’assembler les deux parties du
domaine.
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Figure 6.20 – Triangulation du raccord lisse de l’anse cylindrique.
Valeurs the´oriques Domaine a` anse
Carre´ Segment plane cylindrique
(Neumann) (mixte) brute lisse brute lisse
Taille des matrices 7415 5082 5328 5384
Largeur de bande 96 30 66 66
Nombre d’ite´rations 10725 60384 941038 276540
λ0 0 0.00 0.00 0.00 0.00
λ1 2.47 2.33 2.35 2.44 2.43
λ2 9.87 9.82 9.81 9.86 9.86
λ3 9.87 9.87 9.87 9.86 9.86
λ4 19.74 19.70 19.69 19.75 19.75
λ5 22.21 20.78 20.94 21.41 21.33
λ6 39.48 38.97 38.96 39.25 39.25
λ7 39.48 39.00 38.98 39.46 39.47
λ8 49.35 48.03 48.01 49.21 49.21
λ9 49.35 48.90 48.90 49.21 49.21
Les repre´sentations suivantes illustrent quant a` elles la convergence des fonctions propres
du domaine a` anse cylindrique brute, pour une largeur d’anse double de celle conside´re´e
ci-dessus, soit 0.06 (pour raison de lisibilite´).
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Figure 6.21 – Premie`res fonctions propres non triviales du domaine a` anse fine cylindrique
brute, conditions de Neumann.
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Figure 6.22 – Zoom sur l’anse cylindrique pour les premie`re, cinquie`me et septie`me fonc-
tions propres non triviales du domaine a` anse cylindrique brute, conditions de Neumann.
6.5 Domaines optimaux
Les re´sultats obtenus a` l’aide de l’algorithme de´crit au chapitre 5 sont pre´sente´s dans
cette section. Quelques commentaires s’ave`rent toutefois ne´cessaires en pre´ambule, afin de
mettre en e´vidence la principale difficulte´ rencontre´e ainsi que la manie`re de la contourner.
Bien que des routines permettant le changement de topologie aient e´te´ e´labore´es, elles
n’ont jamais e´te´ mises a` contribution par l’algorithme de variation de bord (en particulier,
elles n’ont pas e´te´ mises a` l’e´preuve du debugging et il est donc possible qu’une certaine
quantite´ de bugs subsiste). Il n’est toutefois pas impossible que les routines de change-
ment de topologie de´veloppe´es soient utiles lors du traitement de valeurs propres d’ordres
plus e´leve´s, voir de proble`mes connexes. Un ajustement des diffe´rents parame`tres de la
proce´dure d’optimisation de forme (notamment le facteur de de´placement du bord relati-
vement a` la de´rive´e de la fonction-couˆt) pourrait e´galement permettre la modification de
la topologie du domaine.
Une variation naturelle de la topologie n’ayant pas e´te´ observe´e au cours de l’algorithme
(alors qu’il est connu que les domaines optimaux ont des topologies variables), il s’agit
donc de conside´rer des domaines initiaux aux topologies diverses, en particulier au niveau
du nombre de composantes connexes. Il est toutefois a` noter que, particulie`rement en cas
de domaine non connexe, l’algorithme est confronte´ a` la non-diffe´rentiabilite´ de valeurs
propres multiples, obstacle fondamental de la me´thode utilise´e (pour la multiplicite´ des
valeurs propres optimales sur les domaines non connexes, voir la preuve du the´ore`me 12
ci-dessous). Dans la pratique, cela se manifeste par une modification cyclique du bord (la
variation du bord cherchant tour a` tour a` optimiser l’une ou l’autre des fonctions propres
correspondant a` la multiplicite´). Bien que ce phe´nome`ne n’ait finalement pas empeˆche´ l’al-
gorithme d’approcher des domaines optimaux non connexes (notamment graˆce a` l’adapta-
tion du facteur de de´placement du bord relativement a` la de´rive´e de la fonction-couˆt), cela
a passablement ralenti le processus.
Citons encore le re´sultat suivant, qui permet de de´terminer des domaines optimaux ayant
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plusieurs composantes connexes a` partir des domaines optimaux pre´ce´dents. Il nous servira
a` ve´rifier les valeurs nume´riques correspondant a` des domaines non connexes.
The´ore`me 12 (Wolf-Keller)
Pour tout j ∈ N \ {0}, notons λ∗j la je valeur propre optimale parmi les domaines de Rn
et Ω∗j un domaine associe´, de volume 1. Supposons que, pour un certain k ∈ N \ {0}, Ω∗k
soit non connexe. Alors
(λ∗k)
n/2 = min
16j6(k−1)/2
(
(λ∗j)
n/2 + (λ∗k−j)
n/2
)
.
De plus, si i est un indice de 1 6 j 6 (k − 1)/2 ve´rifiant le minimum ci-dessus, alors il
existe un domaine Ω˜∗k associe´ ve´rifiant
Ω˜∗k =
((
λ∗i
λ∗k
)1/2
Ω∗i
)
q
((
λ∗k−i
λ∗k
)1/2
Ω∗k−i
)
.
Preuve (tire´e de [26])
Notons Ω∗k = Ω1 q Ω2, avec |Ω1| et |Ω2| non nuls, et u∗k une fonction propre associe´e.
Supposons sans nuire a` la ge´ne´ralite´ que u∗k soit non identiquement nulle sur Ω1. Il s’agit
donc d’une fonction propre de Ω1, disons λ
∗
k = λi(Ω1) (en cas de valeur propre multiple,
conside´rons i maximal).
Alors on a i < k. En effet, sinon i = k et alors le domaine |Ω1|−1/nΩ1 serait de vo-
lume 1 et de ke valeur propre |Ω1|2/nλ∗k < λ∗k, ce qui contredit la minimalite´ de λ∗k.
En corollaire, on a λk−i(Ω2) 6 λ∗k. Mieux, on a meˆme λk−i(Ω2) = λ∗k, car sinon on pourrait
effectuer une re´duction de Ω2 (comple´te´e d’un agrandissement de Ω1 afin de conserver un
volume unitaire) de sorte a` diminuer la ke valeur propre, ce qui contredit a` nouveau la
minimalite´ de λ∗k.
On a donc montre´ que la valeur propre λ∗k a (au moins) une multiplicite´ correspondant
a` Ω1 et (au moins) une autre correspondant a` Ω2 : λ
∗
k = λi(Ω1) = λk−i(Ω2).
Mais λi(Ω1) = |Ω1|1/nλ∗i , car Ω1 et |Ω1|1/nΩ∗i ont meˆme volume et λ∗k = λi(Ω1) est mi-
nimal. Ainsi, |Ω1| =
(
λ∗i
λ∗k
)n/2
. Et on trouve de manie`re syme´trique |Ω2| =
(
λ∗k−i
λ∗k
)n/2
. Or,
on a |Ω1|+ |Ω2| = |Ω∗k| = 1, d’ou`
(λ∗k)
n/2 = (λ∗i )
n/2 + (λ∗n−i)
n/2 .
Conside´rons encore, pour tout 1 6 j 6 n− 1, le domaine de volume 1
Ω˜j =
( (λ∗j)n/2
(λ∗j)n/2 + (λ
∗
n−j)n/2
)1/n
Ω∗j
q
( (λ∗k−j)n/2
(λ∗j)n/2 + (λ
∗
n−j)n/2
)1/n
Ω∗k−j
 .
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Remarquons qu’on vient de montrer que λk(Ω˜i) = λ
∗
k.
Comme la je valeur propre de sa premie`re composante et la (k − j)e valeur propre de
sa deuxie`me composante valent (
(λ∗j)
n/2 + (λ∗n−j)
n/2
)2/n
,
alors c’est aussi le cas de λk(Ω˜j). Autrement dit, on a
(λk(Ω˜j))
n/2 = (λ∗j)
n/2 + (λ∗n−j)
n/2 .
Or, comme λk(Ω˜j) 6 λ∗k et que λk(Ω˜i) = λ∗k, alors l’indice i ve´rifie le minimum de λk(Ω˜j)
et, re´ciproquement, tout indice minimisant λk(Ω˜j) fournit un domaine Ω˜j optimal.

6.5.1 Pre´sentation ge´ne´rale des domaines optimaux
Ci-dessous sont regroupe´s les domaines et valeurs propres obtenus nume´riquement a` l’aide
de l’algorithme d’optimisation de forme, re´sultats conforte´s par the´ore`me 12 par exemple.
Une illustration des fonctions propres associe´es ainsi que des commentaires concernant la
re´solution nume´rique des diffe´rentes valeurs propres conside´re´es et les re´sultats obtenus
seront donne´s dans la section suivante.
L’ensemble des domaines pre´sente´s a e´te´ de´termine´ a` partir de domaines initiaux consis-
tant en un ou deux carre´s isome´triques (selon le nombre de composantes connexes), dont
le bord est constitue´ de 40 nœuds. La plupart des calculs ont demande´ entre 60 et 100
ite´rations de variation de bord, meˆme si quelques valeurs propres en ont ne´cessite´ davan-
tage. Pour chaque valeur, deux ou trois raffinements de bord ont e´te´ effectue´s a` diffe´rents
moments de l’algorithme (selon le nombre de composantes connexes), pour un nombre de
nœuds du bord avoisinant les 300. De plus, dans le but de garantir une certaine qualite´
des valeurs propres correspondant aux domaines calcule´s, deux ite´rations de raffinement
supple´mentaires ont e´te´ effectue´es une fois le domaine optimal de´termine´ : la premie`re sur
le domaine entier et la deuxie`me autour du bord uniquement (pour une re´solution finale
du bord avoisinant les 1000 nœuds).
A noter que l’algorithme d’optimisation de forme en lui-meˆme a e´te´ effectue´ en utilisant le
mass-lumping ; e´tant donne´es les re´solutions de triangulation conside´re´es, les valeurs ainsi
de´termine´es constituent de bonnes estimations des valeurs propres des domaines pre´sente´s.
Toutefois, afin de calculer des bornes supe´rieures fiables aux valeurs propres des domaines
optimaux obtenus (et donc aux domaines optimaux exacts), le mass-lumping n’a pas e´te´
employe´ lors des calculs finaux, effectue´s apre`s raffinement des triangulations. Sauf indi-
cation contraire, les valeurs propres affiche´es ci-dessous sont donc garanties supe´rieures
aux valeurs propres re´elles.
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Les re´sultats obtenus s’ave`rent tre`s satisfaisants, ame´liorant toutes les valeurs calcule´es
par Oudet ([35]) a` partir de la sixie`me et diffe´rant de moins d’un pourcent des valeurs
obtenues par Antunes-Freitas ([5]) et des valeurs the´oriques connues. On peut toutefois
donner quelques pistes permettant d’augmenter tre`s facilement l’efficacite´ de l’algorithme
tel qu’utilise´ ici. Premie`rement, on remarque en observant les domaines de pre`s un effet
d’escalier sur leur bord, ce qui doit immanquablement perturber la minimisation des valeurs
propres. Une proce´dure de lissage du bord constituerait donc un moyen facile de re´duire
les valeurs propres. Deuxie`mement, l’utilisation de mass-lumping pendant l’optimisation
de forme, bien pratique pour acce´le´rer les nombreuses re´solutions de syste`mes line´aires au
cours de l’algorithme, n’a pas pour seul effet ne´gatif de modifier les valeurs propres cal-
cule´es, mais e´galement de perturber les fonctions propres associe´es et donc la de´formation
du bord du domaine. Il serait donc inte´ressant de re´editer ces expe´riences sans recourir
au mass-lumping, quitte a` repartir des domaines obtenus au pre´alable avec ce proce´de´.
Finalement, l’algorithme d’optimisation est tre`s sensible a` bon nombre de parame`tres et il
est indiscutable qu’un re´glage fin permettrait d’ame´liorer l’optimisation.
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(a) λ1 = 18.17 (b) λ2 = 36.38
(c) λ3 = 46.22 (d) λ4 = 64.54
(e) λ5 = 78.70 (f) λ6 = 88.78
(g) λ7 = 106.63 (h) λ8 = 119.09
(i) λ9 = 132.88 (j) λ10 = 143.14
Figure 6.23 – Domaines optimaux de´termine´s nume´riquement et valeurs propres associe´es.
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6.5.2 Pre´sentation de´taille´e des domaines optimaux
Premie`re valeur propre
Pour λ1, l’algorithme converge sans surprise vers le disque, dont la premie`re valeur propre
the´orique vaut 18.17 (voir section 6.1.2) et qui constitue le domaine optimal pour la
premie`re valeur propre d’apre`s le the´ore`me 13 ci-dessous (dont la preuve est par exemple
donne´e dans [15]).
Figure 6.24 – Domaine optimal pour λ1 = 18.17 (estimation a` 18.17 avec mass-lumping).
The´ore`me 13 (Faber-Krahn)
Le domaine de Rn de volume donne´ pour lequel la premie`re valeur propre de Dirichlet est
minimale est la boule.
Deuxie`me valeur propre
Pour λ2, l’algorithme converge, a` partir d’un domaine initial constitue´ de deux composantes
connexes (deux carre´s isome´triques en l’occurrence), vers la re´union disjointe de deux
disques de meˆme rayon, dont les deux premie`res valeurs propres the´oriques valent 36.34
(conforme´ment au the´ore`me 12 et a` la section 6.1.2) et qui constitue le domaine optimal
pour la deuxie`me valeur propre d’apre`s le the´ore`me 14 ci-dessous.
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(a) λ1 = 36.35 (b) λ2 = 36.38
Figure 6.25 – Domaine optimal pour λ2 = 36.38 (estimation a` 36.36 avec mass-lumping).
Notons que la convergence a` partir d’une seule composante connexe n’a malheureusement
pas e´te´ observe´e lors des expe´rimentations. En effet, bien que l’algorithme semble se diriger
vers une se´paration du domaine en deux composantes connexes circulaires, les parame`tres
utilise´s n’ont pas permis d’y parvenir.
Figure 6.26 – Domaine obtenu a` partir d’un carre´, apre`s 160 ite´rations (λ2 = 36.80 avec
mass-lumping).
The´ore`me 14 (Krahn-Szego¨)
Le domaine de Rn de volume donne´ pour lequel la deuxie`me valeur propre de Dirichlet est
minimale est la re´union disjointe de deux boules de meˆme rayon.
Preuve (tire´e de [26])
Soit Ω un domaine de Rn. Notons Ω+ et Ω− les domaines nodaux d’une deuxie`me fonction
propre u2. Alors les restrictions de u2 a` Ω+ et a` Ω− sont des fonctions propres de Dirichlet
de leurs domaines de de´finition. De plus, comme elles ne changent pas de signe, il s’agit
des premie`res fonctions propres :
λ2(Ω) = λ1(Ω+) = λ1(Ω−) . (6.1)
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Notons Ω∗+ et Ω
∗
− les boules de meˆmes volumes que Ω+ et Ω− respectivement. D’apre`s le
the´ore`me 13,
λ1(Ω
∗
+) 6 λ1(Ω+) et λ1(Ω∗−) 6 λ1(Ω−) . (6.2)
Conside´rons alors le domaine Ω˜ de´fini comme la re´union disjointe de Ω∗+ et Ω
∗
− :
Ω˜ = Ω∗+ q Ω∗− .
Ainsi, comme Ω˜ est non connexe, λ2(Ω˜) ve´rifie
λ2(Ω˜) 6 max{λ1(Ω∗+), λ1(Ω∗−)}
(6.1)
6 max{λ1(Ω+), λ1(Ω−)} (6.2)= λ2(Ω) ,
ce qui montre que le domaine optimal pour λ2 est la re´union disjointe de deux boules.
Mieux, ces boules ont meˆme rayon ; sinon, on pourrait effectuer une re´duction de la plus
petite boule et un agrandissement de la plus grande de manie`re a` conserver l’aire globale
initiale et a` diminuer λ2.

Troisie`me valeur propre
Pour λ3, l’algorithme converge vers le disque, dont la troisie`me valeur propre the´orique
vaut 46.12, ce qui va dans le meˆme sens que la conjecture actuelle (voir [25]).
(a) λ1 = 18.18 (b) λ2 = 46.10 (c) λ3 = 46.22
Figure 6.27 – Domaine optimal pour λ3 = 46.22 (estimation a` 46.19 avec mass-lumping).
Quatrie`me valeur propre
Pour λ4, l’algorithme semble converger, a` partir d’un domaine initial constitue´ de deux
composantes connexes (deux carre´s isome´triques en l’occurrence), vers la re´union disjointe
de deux disques dont les rayons sont en rapport (λ∗1/λ
∗
3)
1/2 = 0.63, conforme´ment au
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the´ore`me 12 et a` la conjecture sur λ3, pour une quatrie`me valeur propre the´orique associe´e
valant 64.29. La convergence est toutefois difficile et on peut regretter que le domaine
illustre´ reste relativement e´loigne´ de la re´union de disques conjecture´e.
(a) λ1 = 25.34 (b) λ2 = 64.34
(c) λ3 = 64.42 (d) λ4 = 64.54
Figure 6.28 – Domaine optimal pour λ4 = 64.54 (estimation a` 64.41 avec mass-lumping).
Notons e´galement que la convergence a` partir d’une seule composante connexe (a` savoir
deux carre´s isome´triques) ne conduit qu’a` un domaine connexe localement optimal, dont
la quatrie`me valeur propre vaut 65.11 (calcul effectue´ avec mass-lumping).
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Figure 6.29 – Domaine localement optimal pour λ4 = 65.11 (avec mass-lumping).
L’algorithme applique´ a` la quatrie`me valeur propre s’ave`re donc doublement de´cevant,
puisque peu satisfaisant a` partir tant d’un domaine connexe (dont le re´sultat est un domaine
localement optimal) que de deux composantes connexes (dont la convergence est poussive).
Cinquie`me valeur propre
Pour λ5, il est a` noter que l’algorithme converge vers un domaine ne consistant pas en une
re´union de disques, au contraire des quatre pre´ce´dents domaines obtenus.
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(a) λ1 = 20.21 (b) λ2 = 41.15 (c) λ3 = 59.09
(d) λ4 = 78.67 (e) λ5 = 78.70
Figure 6.30 – Domaine optimal pour λ5 = 78.70 (estimation a` 78.63 avec mass-lumping).
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Sixie`me valeur propre
(a) λ1 = 19.71 (b) λ2 = 47.49 (c) λ3 = 47.55
(d) λ4 = 88.36 (e) λ5 = 88.49 (f) λ6 = 88.78
Figure 6.31 – Domaine optimal pour λ6 = 88.78 (estimation a` 88.66 avec mass-lumping).
Septie`me valeur propre
Lors de sa de´couverte, le domaine obtenu pour λ7 a constitue´ une surprise, puisqu’il est
diffe´rent du domaine avance´ par Oudet ([35]), seule re´fe´rence a` ce moment-la`. En effet, le
domaine illustre´ par ce dernier est constitue´ de deux composantes connexes et est associe´ a`
la valeur λ7 = 107.47. Or, a` partir d’un domaine non connexe (en l’occurrence deux carre´s
isome´triques), mon algorithme conduit (non sans mal d’ailleurs) au domaine ci-dessous,
bien diffe´rent de celui obtenu par Oudet et en de´saccord avec le the´ore`me 12 (l’une des
composantes connexes ne correspondant a` aucun domaine optimal pre´ce´dent).
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Figure 6.32 – Domaine obtenu a` partir de deux carre´s, apre`s 60 ite´rations (λ7 = 111.92
avec mass-lumping).
Il s’ave`re que ce domaine non connexe approche probablement un minimum local puisque,
a` partir d’un domaine connexe (carre´), l’algorithme conduit au re´sultat ci-dessous, en ac-
cord avec le the´ore`me 12 (puisque connexe et de septie`me valeur propre meilleure que le
candidat donne´ par le the´ore`me). De plus, comme la septie`me valeur propre du domaine
obtenu est garantie infe´rieure a` 106.63, on peut avancer que le domaine propose´ par Oudet
n’est pas optimal pour λ7.
Les re´cents calculs d’Antunes et Freitas ([5]) confirment la non-optimalite´ des domaines
non-connexes et en particulier de celui avance´ par Oudet. La valeur propre qu’ils ont ob-
tenue s’ave`re d’ailleurs le´ge`rement meilleurs que la mienne et leur domaine sensiblement
diffe´rent (il posse`de en particulier moins de syme´tries).
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(a) λ1 = 20.85 (b) λ2 = 47.12 (c) λ3 = 55.74
(d) λ4 = 72.82 (e) λ5 = 106.00 (f) λ6 = 106.61
(g) λ7 = 106.63
Figure 6.33 – Domaine optimal pour λ7 = 106.63 (estimation a` 106.51 avec mass-
lumping).
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Huitie`me valeur propre
(a) λ1 = 19.66 (b) λ2 = 41.36 (c) λ3 = 58.03
(d) λ4 = 73.02 (e) λ5 = 87.46 (f) λ6 = 118.98
(g) λ7 = 119.08 (h) λ8 = 119.09
Figure 6.34 – Domaine optimal pour λ8 = 119.09 (estimation a` 118.89 avec mass-
lumping).
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Neuvie`me valeur propre
(a) λ1 = 20.93 (b) λ2 = 43.66 (c) λ3 = 57.60
(d) λ4 = 80.17 (e) λ5 = 83.46 (f) λ6 = 116.10
(g) λ7 = 132.73 (h) λ8 = 132.75 (i) λ9 = 132.88
Figure 6.35 – Domaine optimal pour λ9 = 132.88 (estimation a` 132.63 avec mass-
lumping).
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Dixie`me valeur propre
(a) λ1 = 19.98 (b) λ2 = 48.32 (c) λ3 = 48.39
(d) λ4 = 88.72 (e) λ5 = 89.07 (f) λ6 = 89.31
(g) λ7 = 142.33 (h) λ8 = 142.87 (i) λ9 = 142.99
(j) λ10 = 143.14
Figure 6.36 – Domaine optimal pour λ10 = 143.14 (estimation a` 142.89 avec mass-
lumping).

Chapitre 7
Manuel d’utilisation
Les programmes pre´sente´s ici ont e´te´ e´crits pour ce travail en Fortran 90. Ils utilisent
fre´quemment la librairie LAPACK pour le calcul matriciel comme des produits et des
re´solutions d’e´quations (voir [3] ou [34]). La librairie ARPACK est e´galement employe´e pour
la re´solution du proble`me matriciel aux valeurs propres (voir [32] ou [34]). Ces deux librai-
ries doivent donc eˆtre pre´alablement installe´es pour permettre l’exe´cution des programmes
y faisant appel. De manie`re ge´ne´rale, la compilation et l’exe´cution des programmes est sim-
plifie´e par la mise a` disposition de fichiers makefile (note´s mk puis le nom du programme
associe´), mais les chemins d’acce`s doivent eˆtre mis a` jour pour correspondre a` l’arbores-
cence de l’ordinateur employe´.
Concernant la visualisation de triangulations et de re´sultats, il est a` noter que les proce´dures
dites de visualisation se contentent de convertir les fichiers de donne´es obtenus sous une
forme reconnue par le logiciel AVS/Express ( c©Advanced Visual Systems Inc.). La visua-
lisation a` proprement parler se fait donc via ce logiciel (ou tout autre logiciel compa-
tible), meˆme s’il est tout a` fait possible d’en employer un autre ; dans ce cas, il s’agira
e´ventuellement d’adapter les routines pour convertir convenablement les fichiers de donne´es.
Dans ce travail, le programme Paraview ( c©Sandia Corporation, Kitware Inc.) a finalement
e´te´ pre´fe´re´ a` AVS/Express. Il s’agit d’un logiciel open-source et multi-plateformes qui a
l’avantage d’eˆtre particulie`rement simple d’acce`s en plus d’eˆtre compatible avec les fichiers
de donne´es de type AVS/Express.
L’arborescence, sche´matise´e ci-dessous, de´bute par trois dossiers principaux, nomme´s gene-
ral, r2 et surfaces. Ils contiennent respectivement des proce´dures ge´ne´rales, les proce´dures
concernant les domaines du plan et celles concernant les domaines de surfaces.
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Domaines 
de surfaces 
(surfaces)
Maillage par macro-éléments & 
traitement de triangulation 
(maillage_et_co)
Résolution de problème 
aux valeurs propres 
(laplace)
Exemples & 
utilisation 
générale 
(exemples)
Utilisation 
générale 
(utiliser)
Procédures générales 
(general)
Domaines 
du plan 
(r2)
Maillage par macro-éléments & 
traitement de triangulation 
(maillage_et_co)
Résolution de problème 
aux valeurs propres 
(laplace)
Exemples & 
utilisation 
générale 
(exemples)
Utilisation 
générale 
(utiliser)
Résolution de problème de Poisson 
(poisson)
Calcul de la dérivée au bord 
de fonction propre 
(der_n_laplace)
Optimisation de forme 
(opt_form)
Maillage de Delaunay 
(maillage_special)
Le dossier general contient quelques routines ge´ne´rales utilise´es dans d’autres proce´dures
(notamment les plus re´centes) et permettent essentiellement la lecture et l’e´criture de
donne´es de fichiers types.
Le dossier r2 contient l’ensemble des programmes concernant les domaines de R2 :
– Des proce´dures de maillage (maillage et co pour le mailleur par macro-e´le´ments et les
traitements de triangulation, maillage special pour le mailleur de Delaunay).
– Des proce´dures pour la re´solution du proble`me aux valeurs propres (laplace).
– Une se´rie d’exemples de domaines maille´s et re´solus (exemples). Ce dernier dossier
contient en particulier, dans le sous-dossier utiliser, une routine permettant a` l’utili-
sateur de mailler un domaine (par macro-e´le´ments), de traiter la triangulation obtenue
et de de´terminer les solutions du proble`me aux valeurs propres associe´ sans avoir a` trans-
porter les fichiers de donne´es d’un dossier a` un autre.
– Une routine de re´solution du proble`me de Poisson (poisson), ayant servi de mode`le a` la
re´solution du proble`me aux valeurs propres.
– Des proce´dures calculant la de´rive´e normale au bord du domaine d’une fonction propre
de Dirichlet donne´e (der n laplace).
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– Des proce´dures d’optimisation de forme (opt form).
Le dossier surfaces contient quant a` lui les programmes concernant les domaines de sur-
faces, ge´ne´ralisant ceux spe´cifiques aux domaines de R2 :
– Le mailleur par macro-e´le´ments et les traitements de triangulation (maillage et co).
– La re´solution du proble`me aux valeurs propres (laplace).
– Une se´rie d’exemples (exemples), comple´te´e d’une proce´dure de maillage (par macro-
e´le´ments), de traitements de triangulation et de re´solution du proble`me aux valeurs
propres combine´s (utiliser).
Il est a` noter que ces proce´dures, spe´cifiques aux domaines de surfaces, permettent natu-
rellement la prise en compte de domaines de R2, modulo de le´ge`res modifications au niveau
des fichiers de donne´es (indication de la me´trique triviale par exemple).
De nombreux exemples de fichiers de donne´es (ainsi que quelques proce´dures de de´finition,
par exemple de domaines ou de me´triques) accompagnent les programmes, permettant a`
l’utilisateur de s’en servir comme mode`les. De plus, chaque programme de´taille lesquels sont
des fichiers ne´cessaires a` l’exe´cution (a` fournir par l’utilisateur, tels les fichiers de de´finition
de domaine) et lesquels sont cre´e´s par les proce´dures, comme fichiers de re´sultats finaux
(comme celui de re´sultats du proble`me aux valeurs propres) ou interme´diaires (comme le
fichier des nœuds du bord du domaine). A noter que les fichiers .f90 ont e´te´ e´crits a` l’aide
du logiciel Xcode, version 2.4.1 ( c©Apple Inc.). La mise en page est donc optimale lorsque
les fichiers sont ouverts avec ce logiciel, alors qu’elle peut diffe´rer quelque peu sinon, no-
tamment au niveau de l’alignement.
Chaque fichier de proce´dures contient de nombreuses explications concernant tant son
utilisation que ses me´canismes. De manie`re ge´ne´rale, chaque fichier de´bute par un titre et
une bre`ve explication de ses fonctions. Les librairies utilise´es sont liste´es, de meˆme que les
proce´dures externes et internes au fichier. Les parame`tres et les fichiers de donne´es d’entre´e
et de sortie des proce´dures sont e´galement explique´s en amont. Vient ensuite, pour chaque
proce´dure, la de´claration des donne´es, a` commencer par les parame`tres d’entre´e et de sortie,
suivie d’une bre`ve explication de chacune d’elles. Vient ensuite la proce´dure en elle-meˆme,
pre´ce´dant ses e´ventuelles sous-routines (lorsqu’elles sont spe´cifiques a` la proce´dure en ques-
tion).
Un parame`tre en particulier est re´current dans la plupart des proce´dures et de´termine
la quantite´ d’informations retourne´es a` l’utlisateur a` mesure de l’avancement des calculs :
le parame`tre pdebug. Selon le niveau d’informations choisi, le terminal affiche la proce´dure
en cours d’exe´cution, le nom des fichiers cre´es et/ou la valeur de certains parame`tres clefs
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(comme le nombre de nœuds cre´es lors d’un maillage). Le parame`tre pdebug est a` modifier
par l’utilisateur, si besoin, au de´but de chaque routine. Il accepte ge´ne´ralement les valeurs 0
(aucune information donne´e), 1 (information partielle contenant le nom des fichiers cre´e´s),
2 (information comple`te, avec affichage des principaux re´sultats) et −9 (valeur spe´ciale, a`
utiliser essentiellement a` des fins de debugging avance´, permettant l’affichage de nombreux
re´sultats, telle la liste des nœuds cre´e´s). Les diffe´rentes valeurs accepte´es sont indique´es
au de´but de chaque routine. A noter qu’il est e´videmment possible pour l’utilisateur de
rede´finir les informations a` afficher notamment lorsque pdebug vaut −9.
7.1 Proce´dures ge´ne´rales
(. . . /general)
Ces routines utilitaires ont e´te´ cre´e´es dans le but de remplacer certaines proce´dures re´pe´te´es
fre´quemment dans les autres programmes et effectue´es sinon manuellement, telles la lecture
et l’e´criture de fichiers types (comme les fichiers de nœuds ou d’e´le´ments). Cela permet
ainsi de remplacer plusieurs lignes de code par un simple appel de proce´dure, avec un risque
d’erreur re´duit. Cela facilite de plus une e´ventuelle modification future de la structure des
fichiers types, en garantissant la compatibilite´ de tous les programmes modulo une simple
mise a` jour de quelques proce´dures ge´ne´rales de lecture et d’e´criture de fichiers types.
Le second objectif, lie´ a` ce proble`me de compatibilite´, est l’homoge´ne´isation des fichiers
types pour les domaines de R2 et de surfaces. En effet, les fichiers tels qu’utilise´s ne sont
pas compatibles selon qu’ils correspondent a` un domaine de R2 ou a` une surface. Par
exemple, on ne peut pas lire un fichier de de´finition d’un domaine de R2 avec les proce´dures
spe´cifiques aux surfaces. Il est e´galement souhaitable d’autoriser les commentaires (notam-
ment en de´but de fichier), ce qui n’est pas syste´matiquement le cas avec les structures
originales des fichiers types utilise´s.
Des proce´dures ge´ne´rales ont ainsi e´te´ cre´e´es et regroupe´es ici. De plus, afin de re´pondre
au deuxie`me objectif fixe´, une modification de la structure de certains types de fichier a
e´te´ effectue´e. Toutefois, ces proce´dures ge´ne´rales ayant e´te´ introduites tardivement dans
le de´veloppement des programmes, elles ne sont utilise´es que ponctuellement et la struc-
ture originale des fichiers a e´te´ conserve´e. Aussi, quelques proce´dures provisoires ont e´te´
cre´e´es afin de ge´rer les fichiers types d’origine. Dans une perspective de de´veloppement des
programmes e´labore´s dans le cadre de ce travail, il paraˆıt toutefois clair qu’une utilisation
ge´ne´ralise´e des nouvelles proce´dures et structures de fichier serait pre´fe´rable.
La structure des fichiers des donne´es est de´taille´e avant chaque proce´dure y faisant appel,
accompagne´e de remarques utiles sur les donne´es associe´es et leur utilisation. La routine
test general.f90 a pour but de tester les proce´dures ge´ne´rales, donne´es dans le fichier ge-
neral.f90. Les proce´dures ge´ne´rales concernent :
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– Le test de parame`tre de longueur de tableau (qui doit eˆtre positif, afin d’e´viter des
proble`mes de de´bordement par exemple).
– L’effacement de fichier (e´ventuellement avec e´criture d’une ligne de texte, pouvant par
exemple tenir le roˆle de fichier de donne´es trivial avec un ze´ro pour unique contenu).
– La lecture des commentaires en de´but de fichier.
– La lecture, l’e´criture et la copie des fichiers de domaine (inde´pendamment pour R2 et
pour les surfaces), de nœuds (idem), d’e´le´ments, de classes d’e´quivalence des nœuds, de
conditions au bord, de nœuds sur face courbe, de bord, de domaine de raffinement, de pa-
rame`tres de proble`me aux valeurs propres, de fichiers pour la visualisation et de re´sultats
de proble`me aux valeurs propres (inde´pendamment pour R2 et pour les surfaces). Des
proce´dures provisoires concernant les fichiers de domaine, de classes d’e´quivalence des
nœuds et de re´sultats de proble`me aux valeurs propres sont e´galement propose´es.
7.2 Maillage par macro-e´le´ments et traitements de
triangulation
(. . . /r2/maillage et co et . . . /surfaces/maillage et co)
Les routines de maillage par macro-e´le´ments, comple´te´es de routines d’assemblage de trian-
gulations, de renume´rotation des nœuds, de raffinement de triangulation et de pre´paration
a` la visualisation, ont e´te´ rassemble´es dans le fichier compact.f90. Le fichier use compact.f90
consiste en un programme d’utilisation des proce´dures de compact.f90, avec une interface
utilisateur comple`te. Elle permet l’exe´cution des diffe´rentes e´tapes de maillage une a` une
ou en diffe´rents blocs, selon le choix de l’utilisateur. Cette de´cision est transmise au pro-
gramme soit via les donne´es pre´de´finies de la proce´dure optexec2 du fichier optexec.f90 (si
le parame`tre typeexec de la proce´dure optexec1 vaut 0), soit de manie`re interactive au fur
et a` mesure de l’avance´e du programme (si typeexec vaut 1).
Les diffe´rentes possibilite´s offertes a` l’utilisateur sont sche´matise´es ci-dessous. Il s’agit es-
sentiellement de choisir si un fichier de domaine doit eˆtre cre´e´ a` partir de proce´dures de
de´finition de domaine (defdom1 et defdom2 de defdom.f90), si le maillage a` proprement par-
ler, un assemblage de triangulations, une renume´rotation, un raffinement et un calcul de la
largeur de bande des futures matrices doivent eˆtre effectue´s et si un fichier de visualisation
doit eˆtre cre´e´.
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Tout exécuter 
(sans ra nement 
ni assemblage)?
Oui
Non
Définir le domaine à 
partir d'une procédure? 
Mailler le domaine? 
Assembler des 
triangulations?
Renuméroter 
les noeuds 
du domaine?
Oui
Ra ner la 
triangulation?
Oui
Renuméroter 
les noeuds 
du domaine?
Oui
Préparer la visualisation 
du domaine?
Non
Calculer la future largeur de 
bande des matrices? 
Préparer la visualisation du 
domaine?
Non
Préparer la visualisation 
du domaine?
Non
Ra ner la 
triangulation?
Oui
Renuméroter 
les noeuds 
du domaine?
Oui
Préparer la visualisation 
du domaine?
Non
Calculer la future largeur de 
bande des matrices? 
Préparer la visualisation du 
domaine?
Non
Construire le fichier de conditions au bord du domaine? 
Calculer la future largeur de bande des matrices? 
Préparer la visualisation du domaine?
Un fichier domraff.f90 contenant la routine domraff de´finissant le domaine a` raffiner doit
e´galement eˆtre joint, de meˆme que, dans le cas d’un domaine de surface, un fichier fct-
colle.f90 contenant la routine fctcolle de´finissant les fonctions de recollement des diffe´rentes
cartes. Finalement, pour visualiser la triangulation directement sur une surface de R3 (et
non via des parame´trisations locales), un fichier param.f90 contenant une routine param
de´finissant l’image dans R3 des points des diffe´rentes parame´trisations doit eˆtre donne´.
7.2.1 De´finition du domaine
Un domaine a` mailler par macro-e´le´ments peut eˆtre donne´ de deux manie`res diffe´rentes :
par des proce´dures (voir defdom.f90) ou par un fichier de donne´es. La manie`re proce´durale
est avantageuse dans le cas de domaines syme´triques ou, au contraire, relativement com-
plexes. C’est notamment le cas lorsque certaines faces sont courbes, puisqu’il suffit de
donner un algorithme de calcul des nœuds sur face courbe (alors que le fichier de donne´es
correspondant doit comprendre tous les nœuds sur face courbe).
La proce´dure dom permet le passage d’une de´finition proce´durale du domaine au fichier de
donne´es correspondant (les proce´dures de maillage de´veloppe´es n’acceptant une de´finition
du domaine que via un fichier de donne´es). A noter que trois proce´dures de de´finition du
domaine sont ne´cessaires pour la routine dom :
– La premie`re, defdom1, de´termine le nombre de macro-e´le´ments du domaine (permettant
ainsi au programme d’allouer la me´moire ne´cessaire aux autres donne´es).
– La deuxie`me, defdom2, retourne les types de macro-e´le´ments en pre´sence, les coordonne´es
des sommets, les conditions au bord, le nombre de mailles et, dans le cas de macro-
e´le´ments a` face courbe, le domaine de de´finition des courbes. Dans le cas de domaines
de surfaces, la proce´dure retourne e´galement les fonctions d’identification des faces des
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macro-e´le´ments, le nombre de cartes utilise´es ainsi que, pour chaque macro-e´le´ment, la
carte correspondante.
– Les courbes en elles-meˆmes sont donne´es par la dernie`re proce´dure de de´finition du
domaine, nomme´e fgamma et ope´rant comme une fonction retournant les coordonne´es
d’un point d’une face courbe (a` partir de la valeur de la variable associe´e).
7.2.2 Maillage par macro-e´le´ments
La proce´dure de maillage a` proprement parler, nomme´e maill, est notamment constitue´e
de sous-proce´dures de lecture du fichier de domaine (lec), de cre´ation des nœuds (noeud),
des e´le´ments (elem) et des classes d’e´quivalence (class) lorsqu’il s’agit d’un domaine de
surface. La proce´dure ne´cessite un parame`tre de re´solution du maillage res : deux points
dont la distance est plus petite que res seront conside´re´s e´gaux. Il s’agit donc de choisir ce
parame`tre raisonnablement pour ne pas risquer de cre´er de nœuds de´double´s, ni, a` l’op-
pose´, d’identifier des nœuds re´ellement distincts !
A noter que les routines lec et noeud pour les domaines du plan acceptent des pseudo
macro-e´le´ments de type segments (e´ventuellement courbes), afin de pouvoir eˆtre re´utilise´es
par les proce´dures de maillage de Delaunay (qui ne ne´cessitent que la de´finition du bord
du domaine). Remarquons pour finir que la proce´dure engendre un fichier de donne´e conte-
nant la liste des nœuds sur face courbe et les valeurs des variables associe´es. Bien que ces
donne´es ne soient pas ne´cessaires au maillage du domaine en soi, elles pourraient eˆtre utiles
lors d’un e´ventuel futur raffinement de la triangulation.
7.2.3 Fichier de conditions au bord
La routine bcond se charge de lister dans un fichier les nœuds soumis a` des conditions au
bord de Dirichlet et la valeur de ces dernie`res. Ce fichier est dispensable pour le proble`me
aux valeurs propres, puisque les conditions conside´re´es sont homoge`nes. Le fichier de condi-
tions au bord est en fait un vestige du proble`me ayant servi de mode`le pour la re´solution
du proble`me aux valeurs propres, a` savoir le proble`me de Poisson. Pour ce dernier, les
conditions au bord e´taient donne´es par la fonction fctbord et lues par la proce´dure bcond
pour la cre´ation d’un fichier de donne´es contenant les nœuds du bord et les valeurs des
conditions au bord associe´es.
Notons qu’une routine semblable a` bcond se trouve dans la proce´dure de renume´rotation
renum (cond).
7.2.4 Assemblage de triangulations
La routine assemblage permet d’assembler les triangulations de deux parties d’inte´rieurs
disjoints d’un domaine. Il peut en effet s’ave´rer utile d’assembler plusieurs triangulations
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apre`s les avoir traite´es inde´pendamment les unes des autres, par exemple dans le cas de
parties maille´es plus finement que d’autres ou lorsqu’on souhaite que la nume´rotation des
nœuds de´pende de la partie du domaine dans lesquels ils se trouvent. Il peut e´galement
eˆtre avantageux de mailler une partie du domaine seulement, puis de de´finir le reste de la
triangulation comme image de la premie`re, par exemple par syme´trie, avant d’assembler
les diffe´rentes parties obtenues.
Pre´alablement a` l’assemblage de deux triangulations, l’utilisateur doit s’assurer qu’elles
soient compatibles, c’est-a`-dire que la triangulation obtenue par identification des nœuds
communs (i.e. ayant les meˆmes coordonne´es et situe´s dans la meˆme carte) soit effectivement
une triangulation, au sens de la section 2.3.3. L’assemblage de triangulations multiples se
fait ite´rativement, en assemblant progressivement chaque sous-triangulations deux a` deux.
A noter que les conditions au bord sont mises a` jour par la proce´dure d’assemblage. En
particulier, les conditions sur des parties se retrouvant a` l’inte´rieur de la triangulation
obtenue apre`s assemblage sont ignore´es.
7.2.5 Renume´rotation
La proce´dure renum renume´rote les nœuds dans le but de re´duire la future largeur de bande
des matrices. L’algorithme de renume´rotation de´bute par le nœud donne´ par le parame`tre
pprem s’il est cohe´rent ; dans le cas contraire, l’algorithme de´marre avec le premier nœud
du bord s’il existe, le premier du domaine sinon. La nume´rotation la plus avantageuse est
sauve´e a` la place des fichiers originaux et l’autre dans des fichiers de copie (si les fichiers
propose´s par l’utilisateur sont diffe´rents). Dans le cas ou` les largeurs de bande pour les
deux nume´rotations sont e´gales, le parame`tre pbest de´termine laquelle des nume´rotations
est retenue.
Parmi les sous-proce´dures de renum, notons calcullda qui permet le calcul des futures
largeurs de bande des matrices et qui peut eˆtre utilise´e inde´pendamment de la proce´dure
de renume´rotation. De plus, la routine cond est tire´e de la proce´dure bcond d’e´criture des
nœuds du bord sous condition de Dirichlet.
7.2.6 Raffinement
La proce´dure de raffinement raff permet de raffiner la triangulation d’un domaine soit
globalement, soit localement autour d’un domaine de raffinement. Ce sous-domaine peut
eˆtre donne´ de plusieurs manie`res diffe´rentes, en fonction de la valeur du parame`tre mo-
dedom : soit directement dans un fichier de donne´es contenant les nœuds du domaine de
raffinement, soit via une proce´dure de´terminant ces nœuds. Dans le cas de raffinements
successifs, on propose e´galement a` l’utilisateur de donner le domaine via une proce´dure
lors de la premie`re ite´ration, puis d’utiliser un fichier de donne´es mis a` jour a` chaque e´tape
en fonction du raffinement et du domaine de raffinement pre´ce´dent lors des ite´rations sui-
7.2. MAILLAGE PAR MACRO-E´L. ET TRAITEMENTS DE TRIANGULATION 159
vantes. Cette dernie`re option a l’avantage d’e´viter une re´duction malheureuse de la rondeur
des triangles lors de raffinements successifs ; en contrepartie, le domaine de raffinement ob-
tenu peut diffe´rer le´ge`rement du domaine the´orique, qui sera reproduit plus fide`lement via
une proce´dure de de´finition a` chaque ite´rations.
La se´lection des nœuds du domaine de raffinement est effectue´e dans le fichier domraff.f90,
via la proce´dure domraff. Selon la valeur du parame`tre modedom et l’ite´ration de raffine-
ment en cours, cette proce´dure renvoie soit directement a` la lecture d’un fichier de donne´es
contenant les nœuds du domaine de raffinement, soit a` la proce´dure dsdom de domraff.f90,
fournie par l’utilisateur et qui doit indiquer, pour tout nœud donne´, s’il appartient ou non
au domaine de raffinement.
Le parame`tre es de´termine si la nouvelle triangulation est sauve´e dans les fichiers ini-
tiaux (la triangulation initiale e´tant alors sauve´e dans des fichiers de copies) ou dans de
nouveaux fichiers. La proce´dure raff laisse le choix a` l’utilisateur, via le parame`tre courb,
de prendre en compte la courbure du domaine (i.e. les courbes e´ventuelles de´finissant les
macro-e´le´ments) afin d’e´pouser parfaitement le bord du domaine the´orique initial. Dans
le cas ou` l’utilisateur ne souhaite pas en tenir compte, deux options s’offrent encore a` lui
(toujours via courb) quant a` la mise a` jour du fichier contenant les nœuds sur face courbe :
soit il peut effacer le fichier (i.e. remplacer son contenu par un 0), soit le programme met
a` jour le fichier en supposant que le raffinement n’a pas cre´e´ de nouveau nœud sur une
face courbe. Cette dernie`re option ne peut donc eˆtre employe´e que dans des situations bien
particulie`res, lorsque l’utilisateur est suˆr qu’il ne va pas corrompre ces donne´es. A noter
que ce fichier n’est utilise´ que pour le raffinement de triangulation (sachant toutefois que
le maillage d’un domaine par la me´thode de Delaunay peut ne´cessiter un raffinement).
Les diffe´rentes e´tapes du raffinement d’un domaine telles que pre´sente´es a` la section 3.2.2
constituent des sous-proce´dures de raff. Il s’agit de la de´termination des e´le´ments a` couper
en 4 (defel4), des nœuds adhe´rant a` ces e´le´ments (defnoadhdom) et des e´le´ments a` casser
en 2 (defel2), puis de la de´coupe des e´le´ments se´lectionne´s (casse4 et casse2).
7.2.7 Fichier de visualisation
La routine visu compile les donne´es de plusieurs fichiers concernant la triangulation et (en
option) les re´sultats du proble`me aux valeurs propres en un fichier de donne´es utilisable
par le logiciel AVS/Express (ou compatibles, comme Paraview). Le nombre de fonctions
propres a` illustrer est indique´ par le parame`tre nbfcts ; les fonctions a` illustrer le sont via
listfcts, contenant les nume´ros desdites fonctions. Finalement, deux parame`tres de´terminent
le mode de visualisation des domaines (un seul pour les domaines de R2). Le parame`tre
modev2d de´termine le mode de visualisation de´sire´ pour les domaines plans (et les cartes),
i.e. l’espace dans lequel on les plonge, a` savoir dans R2 ou dans R3. Le parame`tre modev
de´termine quant a` lui ce qui doit eˆtre visualise´ dans le cas de domaines de surfaces, a` savoir
le domaine de la surface lui-meˆme ou les domaines correspondants dans l’atlas.
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7.3 Maillage de Delaunay
(. . . /r2/maillage special)
La proce´dure de maillage de Delaunay pre´sente´e ici concerne uniquement des domaines
de R2 de conditions au bord homoge`nes (e´ventuellement mixtes). Bien qu’absent ici, un
tel maillage pour des domaines de surface est toutefois essentiellement semblable, puisqu’il
s’agit de mailler les sous-domaines correspondant aux diffe´rentes parame´trisations locales
des coques partitionnant le domaine.
La proce´dure principale se trouve dans le fichier use maillspe.f90 et fait appel aux rou-
tines spe´cifiques au maillage de Delaunay du fichier maillagespe.f90, en plus de certaines
proce´dures de maillage par macro-e´le´ments et de pre´paration a` la visualisation de com-
pact.f90 (dom, lec, noeud, findnn, bcond, visu). Les routines de defdom.f90 (de´finition du
domaine) et de domraff.f90 (inutilise´es mais indispensable a` l’exe´cution de compact.f90),
de´ja` utilise´es pour le maillage par macro-e´le´ments, sont e´galement demande´es par la rou-
tine principale.
La structure de la proce´dure de maillage de Delaunay suit essentiellement la chronolo-
gie de l’algorithme de maillage de Delaunay pre´sente´e a` la section 3.3 et de´bute par la
de´finition du domaine a` mailler. Comme pour le maillage par macro-e´le´ments, il est donne´
de manie`re proce´durale via le fichier defdom.f90. Une de´finition via un fichier de donne´e est
e´galement envisageable mais n’a e´te´ retenu qu’en tant que moyen de tester des domaines
simples (bord home´omorphe a` S1), la solution donne´e par la routine bordauto (bord du
domaine donne´ par la liste de ses nœuds successifs) se re´ve`lant peu satisfaisante en ge´ne´ral.
Les proce´dures de de´finition du domaine a` mailler de defdom.f90 conservent la structure
utilise´e pour le maillage par macro-e´le´ments, permettant la de´finition de macro-e´le´ments
(de types triangulaires et rectangulaires, e´ventuellement courbes) et de pseudo macro-
e´le´ments line´aires (e´ventuellement courbes). Ainsi, l’utilisateur a le choix d’utiliser des
macro-e´le´ments lorsqu’il souhaite de´finir lui-meˆme la structure interne de la triangulation
et des pseudo macro-e´le´ments de´finissant le bord de son domaine lorsque la structure interne
lui importe peu ou qu’il ne peut la donner. La routine detmaill, de´terminant la me´thode
de maillage a` employer, a` savoir par macro-e´le´ments ou par Delaunay, pre´ce`de d’ailleurs le
maillage a` proprement parler. La me´thode de´pend en effet de la manie`re dont le domaine
a` mailler est donne´ : s’il est donne´ uniquement par des macro-e´le´ments, il serait inutile
de mailler le domaine avec une me´thode de Delaunay, au contraire d’un domaine donne´
par les segments constituant son bord qui ne peut eˆtre traite´ qu’avec une telle me´thode.
A noter toutefois que, ici, la me´thode de maillage est force´e pour adopter l’approche de
Delaunay. Il va toutefois de soi qu’un de´veloppement naturel de ces proce´dures de maillage
passerait par une prise en compte des deux possibilite´s de maillage de domaine, via une
fusion des proce´dures de compact.f90 et de maillspe.f90.
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La routine constrdata est charge´e de cre´er les fichiers de donne´es a` partir du fichier de
de´finition du domaine. Il s’inspire en partie de la routine maill de compact.f90 et fait
d’ailleurs appel a` la sous-routine noeud. Il emploie sa propre sous-routine cbord pour
l’e´criture du bord du domaine, avant d’effectuer un test de bonne de´finition de ce der-
nier via testbord. Cette proce´dure ve´rifie que toutes les composantes connexes du bord
de´terminent des courbes ferme´es.
Le maillage de Delaunay a` proprement parler commence avec la routine compdom, charge´e
de de´terminer les nœuds internes au domaine. Cela se fait en deux temps, comme de´crit
a` la section 3.3, a` savoir l’ajout des nœuds d’une petite grille recouvrant le domaine puis
la se´lection des nœuds se trouvant a` l’inte´rieur du domaine (suffisamment loin des nœuds
du bord du domaine). La partie cruciale de la routine est la de´termination de la taille
des mailles et la largeur de la frontie`re du domaine, c’est-a`-dire la bande le long du bord
du domaine a` l’inte´rieur de laquelle aucun nouveau nœud ne sera inse´re´. J’ai choisi pour
le premier parame`tre le maximum des longueurs des segments du bord du domaine (d’ou`
l’importance d’avoir des segments presque isome´triques). Quant au second parame`tre, il
s’agit d’une fraction du premier ; j’ai par exemple utilise´ le rapport 0.8.
La routine boite cre´e ensuite la boˆıte ne´cessaire au maillage de Delaunay ainsi que sa
triangulation. Les coordonne´es des nœuds de´finissant la boˆıte sont de´termine´s en fonction
de la valeur maximale b des valeurs absolues des coordonne´es des nœuds du domaine : il
s’agit de (−b,−b), (b,−b), (b, b) et (−b, b). Pour faciliter la suppression future de la boˆıte,
le parame`tre b est renvoye´ en sortie de routine.
Vient ensuite l’insertion un a` un des nœuds du domaines a` la triangulation, effectue´e
graˆce a` la routine maillboite. Le maillage obtenu est appele´ maillage-boˆıte : les nœuds du
bord du domaine ainsi que les nœuds internes appartiennent a` la triangulation, mais le
bord du domaine n’est pas force´ment respecte´. De plus, quatre nœuds supple´mentaires
appartiennent a` la triangulation : les sommets de la boˆıte.
Il s’agit a` pre´sent de tester le respect du bord du domaine et de modifier le maillage-
boˆıte en conse´quence, de supprimer les nœuds de´finissant la boˆıte ainsi que les e´le´ments
superflus. Ces actions sont effectue´es successivement par les routines correctbord, suppboite
et suppext. Il est a` noter au sujet de la routine correctbord que des raffinements de trian-
gulation peuvent eˆtre ne´cessaires pour corriger une triangulation ne respectant pas le bord
du domaine (insertion de nouveaux nœuds sur des segments du bord). Ainsi, au meˆme
titre que lors d’un raffinement de triangulation classique tel qu’effectue´ par la routine raff,
il s’agit pour l’utilisateur de de´cider de la prise en compte du parame`tre courb pour que
le raffinement e´pouse au mieux le bord the´orique du domaine. Hors expe´rimentation, le
parame`tre opt doit eˆtre re´gle´ sur la valeur 1 ; en sortie de routine, il indique le nombre
d’ite´rations de correction du bord ne´cessaire. Finalement, le parame`tre eps, repre´sentant
une valeur conside´re´e nulle et donne´ comme parame`tre d’entre´e a` la routine correctbord
par use maillspe.f90, doit eˆtre calibre´ soigneusement.
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Dernie`re e´tape du maillage de Delaunay, l’e´criture des conditions au bord sur les e´le´ments
ne se fait pas simultane´ment au maillage a` proprement parler, mais en fin d’algorithme via
la routine bcondel par comparaison avec les conditions au bord donne´es initialement par
le fichier de de´finition du domaine et reporte´es dans les fichiers de donne´es concernant le
bord du domaine.
7.4 Re´solution du proble`me de Poisson
(. . . /r2/poisson)
Une routine de resolution du proble`me de Poisson est brie`vement pre´sente´e ici, bien que ce
proble`me n’ait pas be´ne´ficie´ de description the´orique dans ce travail. Sa mode´lisation est
tre`s proche de celle du proble`me aux valeurs propres (et d’ailleurs plus simple).
L’utilisateur de la routine du fichier poisson.f90 est invite´ a` fournir une triangulation du
domaine, c’est-a`-dire des fichiers de nœuds, d’e´le´ments et de conditions au bord. De plus, la
fonction source (du fichier poisson.f90) de´termine la valeur du second membre de l’e´quation
en un point donne´ ; il incombe donc a` l’utilisateur de de´finir cette fonction pour qu’elle
corresponde au proble`me de Poisson conside´re´. Les re´sultats du programme sont sauve´s
dans le fichier pot.dat, qui liste les coordonne´es des nœuds de la triangulation et les valeurs
de la solution en chacun de ces points.
7.5 Re´solution du proble`me aux valeurs propres
(. . . /r2/laplace et . . . /surfaces/laplace)
Les proce´dures de re´solution du proble`me aux valeurs propres sont principalement ras-
semble´es dans le fichier laplace.f90, constitue´ de la routine laplace et de ses sous-routines.
Une proce´dure supple´mentaire, nomme´e t3shap, est e´galement requise et se trouve dans le
fichier fekform.f. Ce fichier rassemble une collection de proce´dures retournant diffe´rentes
donne´es sur les fonctions formes (comme les valeurs de ces fonctions ou de leurs de´rive´es en
un point) pour diffe´rents types d’e´le´ments finis. Finalement, un fichier metrique.f90 conte-
nant la routine metr et retournant diverses donne´es sur la me´trique de la surface (inverse
de la me´trique et racine de son de´terminant en un point) est ne´cessaire a` l’exe´cution de
laplace. A noter que, alors que cette routine est obligatoire pour les surfaces, elle est op-
tionnelle pour les domaines de R2 (voir le parame`tre metrique de la sous-routine ematr).
Aussi, la proce´dure pour les domaines du plan permet en re´alite´ de re´soudre des proble`mes
aux valeurs propres sur des domaines de coque, c’est-a`-dire sur des domaines de surface
parame´tre´s via une seule carte.
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Le fichier use laplace.f90 permet l’utilisation de laplace, par appel a` la proce´dure apre`s
de´finition de ses parame`tres d’entre´e :
– Les noms des fichiers contenant la triangulation du domaine (i.e. les fichiers de nœuds,
d’e´le´ments et de conditions au bord, ainsi que ceux des classes d’e´quivalence dans le cas
d’un domaine de surface).
– Le nom du fichier contenant les parame`tres concernant le proble`me matriciel aux valeurs
propres et l’utilisation de la librairie ARPACK (essentiellement le nombre de valeurs
recherche´es et le nombre maximal d’ite´rations).
– Le nom du fichier de sauvegarde des re´sultats de la proce´dure.
– Le parame`tre masslumping, de´finissant si le proce´de´ de mass-lumping sera utilise´ pour
la construction des matrices du proble`me.
La structure de la routine laplace est re´sume´e ci-dessous ; elle sera de´taille´e plus bas.
1. Lecture et de´finition des parame`tres, initialisations.
2. De´termination de la correspondance entre nœuds et e´quations (routine veccli).
3. De´termination des largeurs de bandes des matrices (routine strmat).
4. Construction des matrices (routine rigidmass).
5. De´composition de Cholesky de la matrice de masse (routine choles).
6. Re´solution du proble`me matriciel aux valeurs propres (routine solve), a` savoir :
(a) Algorithme ite´ratif de Lanczos (routine resopvp), constitue´ essentiellement du
reverse communication loop (routine dsband1) et du calcul de la norme re´siduelle
pour le crite`re d’arreˆt.
(b) Ecriture des solutions.
7. Normalisation des solutions.
8. Sauvegarde des re´sultats.
Apre`s de´finition des parame`tres lie´s a` l’utilisation de la librairie ARPACK et lecture des
donne´es du proble`me (domaine et parame`tres du proble`me aux valeurs propres), la rou-
tine laplace de´termine, via la routine veccli, la correspondance entre nœuds du domaine et
e´quations line´aires ge´ne´re´es. Autrement dit, elle de´termine les nœuds du domaine engen-
drant, via les fonctions formes correspondantes, des e´quations line´aires et les nume´rote. La
routine strmat de´termine ensuite la structure des futures matrices du proble`me en calculant
leur largeur de bande, avant que les matrices soient construites par inte´gration nume´rique,
via la routine rigidmass. Il est a` noter a` ce propos que la sous-routine ematr de construction
des matrices e´le´mentaires appelle la routine t3shap du fichier fekform.f ainsi que, dans le
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cas d’un domaine de surface, la routine metr du fichier metrique.f90.
Le proble`me matriciel aux valeurs propres ge´ne´ralise´ est ainsi entie`rement mode´lise´. Tou-
tefois, la routine laplace n’emploie pas directement la librairie ARPACK pour re´soudre
le proble`me ge´ne´ralise´, mais transite par un proble`me matriciel aux valeurs propre usuel,
comme de´taille´ a` la section 3.5, en utilisant notamment une de´composition de Cholesky
de la matrice de masse (via la routine choles, qui consiste essentiellement en un appel de
la routine dpbtrf de la librairie LAPACK). La routine solve de´le`gue ensuite la re´solution
du proble`me aux valeurs propres usuel a` proprement parler a` la sous-routine resopvp, puis
transforme successivement les solutions obtenues en solutions du proble`me ge´ne´ralise´ (graˆce
a` la routine dtbtrs de la librairie LAPACK), puis en solutions du proble`me initial, en tenant
compte de la nume´rotation initiale de tous les nœuds du domaine.
La routine resopvp utilise ARPACK et sa structure est inspire´e des exemples fournis par les
concepteurs de la librairie. Il en est de meˆme de la sous-routine dsband1 (version modifie´e de
la routine ARPACK nomme´e dsband), charge´e spe´cifiquement du reverse communication
loop (pour plus de de´tails sur les routines ARPACK, voir [32]). Ces deux routines em-
ploient en particulier la proce´dure prodsym de multiplication d’un vecteur par la matrice
du proble`me. En plus d’utiliser dsband1, la routine resopvp calcule une norme re´siduelle,
qui est utilise´e comme crite`re d’arreˆt par dsband1.
Une fois la re´solution termine´e, laplace effectue encore une normalisation des solutions
via normsol (norme L2 ou H1 sur le domaine) avant de sauvegarder les re´sultats complets
de la proce´dure dans un fichier de´die´. Notons finalement que la routine normsol appelle
la routine t3shap du fichier fekform.f ainsi que, dans le cas d’un domaine de surface, la
routine metr du fichier metrique.f90.
7.6 Proce´dures d’utilisation ge´ne´rale
(. . . /r2/exemples/utiliser et . . . /surfaces/exemples/utiliser)
Une routine a e´te´ cre´e´e spe´cialement pour l’utilisation des proce´dures de maillage par
macro-e´le´ments (comple´te´es des routines d’assemblage de triangulations, de renume´rotation
des nœuds, de raffinement de triangulation et de pre´paration a` la visualisation) et/ou de
re´solution du proble`me aux valeurs propres, permettant a` l’utilisateur de cre´er des exemples
complets depuis un seul endroit et a` partir des fichiers types de son choix. Il s’agit en quelque
sorte d’une ge´ne´ralisation de la proce´dure de use compact.f90 d’utilisation de compact.f90,
permettant e´galement l’utilisation de laplace.f90.
Le fichier principal, intitule´ main.f90, consiste en un programme d’utilisation des proce´dures
de compact.f90 et de laplace.f90, avec une interface utilisateur comple`te. Elle permet
l’exe´cution des diffe´rentes e´tapes du traitement d’un exemple inde´pendamment les unes
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des autres ou en diffe´rents blocs, selon le choix de l’utilisateur. En particulier, il est pos-
sible de mailler un domaine sans re´soudre le proble`me aux valeurs propres associe´ ou, au
contraire, d’effectuer la re´solution a` partir d’un domaine de´ja` maille´. Cette de´cision est
transmise au programme soit via les donne´es pre´de´finies de la proce´dure optexec2 du fi-
chier optexec.f90 (si le parame`tre typeexec de la proce´dure optexec1 vaut 0), soit de manie`re
interactive au fur et a` mesure de l’avance´e du programme (si typeexec vaut 1).
Les diffe´rentes possibilite´s offertes a` l’utilisateur sont sche´matise´es ci-dessous. Il s’agit es-
sentiellement de choisir si un fichier de domaine doit eˆtre cre´e´ a` partir de proce´dures de
de´finition de domaine (defdom1 et defdom2 de defdom.f90), si le maillage a` proprement
parler, un assemblage de triangulations, une renume´rotation, un raffinement, le calcul des
largeurs de bande des futures matrices et une re´solution du proble`me aux valeurs propres
doivent eˆtre effectue´s et si un fichier de visualisation doit eˆtre cre´e´.
Que faire?
Tout (sans ra nement de la triangulation ni 
assemblage de triangulations)
Par étapes
Définir le domaine à 
partir d'une procédure? 
Mailler le domaine? 
Assembler des 
triangulations?
Renuméroter 
les noeuds 
du domaine?
Oui
Ra ner la 
triangulation?
Oui
Renuméroter 
les noeuds 
du domaine?
Oui
Résoudre le problème 
aux valeurs propres? 
Préparer la visualisation?
Non
Calculer la future largeur 
de bande des matrices? 
Résoudre le problème 
aux valeurs propres? 
Préparer la visualisation?
Non
Résoudre le problème 
aux valeurs propres?
Préparer la visualisation?
Non
Ra ner la 
triangulation?
Oui
Renuméroter 
les noeuds 
du domaine?
Oui
Résoudre le problème 
aux valeurs propres?
Préparer la visualisation?
Non
Calculer la future largeur 
de bande des matrices? 
Résoudre le problème 
aux valeurs propres? 
Préparer la visualisation?
Non
Construire le fichier de conditions au bord du domaine? 
Calculer la future largeur de bande des matrices? 
Résoudre le problème aux valeurs propres?        
Préparer la visualisation?
Maillage et préparation à la 
visualisation de la triangulation 
(sans ra nement de la triangulation 
ni assemblage de triangulations)
Ra nement de la triangulation et 
préparation à la visualisation de la 
triangulation
Résolution de problème aux valeurs propres 
et visualisation complète
Préparation à la visualisation du domaine
Préparation à la visualisation complète
Assemblage de triangulations et 
préparation à la visualisation de la 
triangulation
Outre un fichier contenant les parame`tres concernant le proble`me matriciel aux valeurs
propres et l’utilisation de la libraire ARPACK, un fichier domraff.f90 contenant la routine
domraff et de´finissant le domaine a` raffiner doit e´galement eˆtre joint. Il en est de meˆme,
dans le cas d’un domaine de surface, des fichiers fctcolle.f90 et metrique.f90, contenant
respectivement les routines fctcolle et metr, de´finissant les fonctions de recollement des
diffe´rentes cartes, respectivement diverses donne´es sur la me´trique de la surface. Finale-
ment, pour visualiser la triangulation directement sur une surface de R3 (et non via des
parame´trisations locales), un fichier param.f90 contenant une routine param de´finissant
l’image dans R3 des points des diffe´rentes parame´trisations doit eˆtre fourni.
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Pour plus de pre´cisions concernant les routines de maillage par macro-e´le´ments et de
re´solution du proble`me aux valeurs propres (notamment les librairies et sous-routines
ne´cessaires), voir les sections associe´es.
7.7 Calcul de la de´rive´e normale d’une fonction propre
de Dirichlet
(. . . /r2/der n laplace)
Bien que le calcul de la de´rive´e normale d’une fonction propre de Dirichlet n’ait e´te´ uti-
lise´ que pour la re´solution du proble`me d’optimisation des valeurs propres, l’algorithme
be´ne´ficie de proce´dures distinctes et les routines spe´cifiques sont rassemble´es dans le fichier
der n laplace.f90, a` commencer par la routine principale der n laplace. Plusieurs sous-
routines externes sont toutefois employe´es :
– Les proce´dures ge´ne´rales (general.f90) pour la lecture et l’e´criture des fichiers de donne´es.
– Les sous-routines ematr (construction des matrices e´le´mentaires) et choles (de´composition
de Cholesky) de laplace.f90.
– La routine t3shap de fekform.f.
– La librairie LAPACK.
Le fichier use der n laplace.f90 permet quant a` lui l’utilisation de der n laplace, par appel
a` la proce´dure apre`s de´finition de ses parame`tres d’entre´e :
– Les noms des fichiers contenant la triangulation du domaine (i.e. les fichiers de nœuds
et d’e´le´ments).
– Le nom du fichier contenant les re´sultats du proble`me aux valeurs propres.
– Le nom du fichier dans lequel seront sauve´s les re´sultats de la proce´dure.
– Le nume´ro de la fonction propre dont on cherche a` calculer la de´rive´e normale.
– Le parame`tre masslumping, de´finissant si le proce´de´ de mass-lumping sera utilise´ pour
la construction du second membre du proble`me.
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Le fichier teste e´galement l’e´criture d’un fichier pour la visualisation de la de´rive´e normale
(routine visudn de der n laplace), dont la fonction est essentiellement le debugging. Les
structures de la proce´dure der n laplace et de ses sous-routines sont largement inspire´es de
laplace (re´solution du proble`me aux valeurs propres) et de poisson (re´solution du proble`me
de Poisson).
7.8 Optimisation de forme
(. . . /r2/opt form)
La proce´dure expe´rimentale d’optimisation de forme est pilote´e par use opt form.f90 et
utilise certaines des routines de maillage de Delaunay (maillspe.f90), de maillage par
macro-e´le´ments (compact.f90), de re´solution du proble`me aux valeurs propres (laplace.f90
ainsi que fekform.f), de calcul de la de´rive´e normale de fonctions propres de Dirichlet
(der n lapalce.f90), ainsi que des proce´dures utilitaires ge´ne´rales (general.f90), notamment
pour la lecture et l’e´criture de fichiers types. En corollaire, les librairies LAPACK et AR-
PACK sont e´galement ne´cessaires. Les routines cre´e´es et utilise´es spe´cifiquement pour l’op-
timisation de forme sont quant a` elles rassemble´es dans le fichier optform.f90.
La structure ge´ne´rale de la proce´dure est la suivante :
1. Initialisation : lecture des parame`tres et des donne´es de de´part, construction et copies
des fichiers ne´cessaires.
De´but de la boucle principale.
2. Pre´paration au maillage : lecture du fichier d’avancement de l’algorithme, effacement
des fichiers inutilise´s, suppression des nœuds internes au domaine et uniformisation
des conditions au bord (routine usesuppnis), raffinement du bord (via raffbord) si juge´
ne´cessaire lors de la pre´ce´dente ite´ration (parame`tre nraff), test et modification de la
topologie du bord (bdefbord), test et modification de la re´solution du bord (resobord).
3. Maillage de Delaunay.
4. Correction de la triangulation obtenue : traitement des e´le´ments fixes (par de´coupe ou
par suppression) en fonction du parame`tre elf (elfixnois), renume´rotation des nœuds.
5. Re´solution du proble`me aux valeurs propres et pre´paration a` la visualisation.
6. De´termination du nouveau domaine a` l’aide de la fonction-couˆt et test de sortie de
la boucle via le parame`tre d’instruction flag (detnewdom).
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Comme pour d’autres proce´dures, certains fichiers doivent eˆtre joints par l’utilisateur
(meˆme lorsqu’ils ne seront pas employe´s par l’algorithme). Il s’agit, concernant les fichiers
contenant des routines, de defdom.f90 pour la de´finition de domaine, de domraff.f90 pour
le raffinement, et de metrique.f90 pour la prise en compte de la me´trique.
Est e´galement a` joindre toute une se´rie de fichiers de donne´es qu’il serait fastidieux
d’e´nume´rer ici (d’autant qu’ils de´pendent des options choisies par l’utilisateur) ; des expli-
cations comple`tes se trouvent au de´but du fichier use opt form.f90. Mentionnons toutefois
les diffe´rentes familles de fichiers de donne´es utilise´s :
– Ceux du domaine en cours de traitement.
– Ceux du domaine pre´ce´dent (note´s . . . 1).
– Ceux du domaine initial (note´s . . . 0).
– Ceux du domaine optimal retenu jusqu’alors (note´s . . . b).
Une dernie`re famille de fichiers peut encore eˆtre conside´re´e. Il s’agit de fichiers qui ne seront
pas modifie´s par le programme durant toute son exe´cution (note´s . . . s). Le parame`tre dep
de´finit laquelle de ces familles de fichiers contient le domaine de de´part de l’algorithme (qui
peut e´galement eˆtre donne´ par les routines defdom1 et defdom2 de defdom.f90).
Tous ces fichiers de donne´es sont de types de ceux utilise´s par les diffe´rentes proce´dures
de maillage, re´solution de proble`me aux valeurs propres et calcul de la de´rive´e normale
de fonctions propres de Dirichlet, a` l’exception des fichiers contenant des informations
spe´cifiques a` l’algorithme d’optimisation (comme nomdp). Les donne´es y figurant sont :
– La valeur propre normalise´e du domaine.
– Le maximum d’ite´rations permises et la tole´rance accorde´e aux solutions lors de la
re´solution approche´e du proble`me aux valeurs propres (pour ARPACK).
– Le facteur de de´placement des nœuds du bord du domaine employe´ (par rapport a` la
de´rive´e de la fonction-couˆt).
– La tole´rance concernant l’algorithme d’optimisation.
– Le nombre d’ite´rations et le nombre d’ite´rations effectives (c’est-a`-dire sans compter
celles ayant mene´ a` une reprise d’un domaine pre´ce´dent et a` un ajustement du pa-
rame`tre de de´placement des nœuds du bord).
De´taillons encore le roˆle de quelques routines importantes du fichier opt form.f90. Le
nombre de parame`tres et d’options de l’algorithme e´tant particulie`rement e´leve´, tous ne
7.8. OPTIMISATION DE FORME 169
seront pas explique´s ci-dessous. Seront notamment mis de coˆte´ les parame`tres provenant
directement des routines de´taille´es dans les sections pre´ce´dentes (maillage, re´solution de
proble`me aux valeurs propres. . . ). Le fichier use opt form.f90 propose toutefois de nom-
breuses explications a` propos de chaque parame`tre et l’utilisateur s’y reportera si besoin.
La routine bdefbord permet de prendre en conside´ration des domaines dont la topologie
change d’une ite´ration a` une autre, par exemple par recoupement de deux parties du do-
maine. Pour ce faire, elle analyse la courbe obtenue comme image du bord du pre´ce´dent
domaine apre`s de´placement des nœuds du bord ; en l’e´tat, cette courbe ne de´finit pas
ne´cessairement un domaine. La routine bdefbord applique donc l’algorithme de´taille´ a` la
section 5.3, consistant essentiellement en la suppression des parties superflues de la courbe.
La routine resobord a pour but de garantir que, lors de chaque ite´ration de l’algorithme,
les segments du bord du domaine soient tous plus ou moins de meˆme grandeur, afin par
exemple que les valeurs de la fonction-couˆt ne soient pas trop influence´es par la taille
des e´le´ments au bord du domaine. Il s’agit donc, dans un premier temps, de de´finir une
re´solution du bord du domaine (donne´e par le parame`tre resit). Elle est de´finie par la
moyenne des longueurs des segments du bord de l’ite´ration en cours. Ensuite, la routine
compare chaque segment avec cette re´solution : un segment trop long (par exemple plus
grand que 3
2
· resit) sera de´double´ ; un segment trop court (par exemple plus court que
1
3
· resit) sera supprime´ (en remplac¸ant ses extre´mite´s par leur point milieu). Toutefois,
a` moins que le segment soit petit au point que d’autres routines ne puissent distinguer
ses deux extre´mite´s (segment plus court que le parame`tre de re´solution global res), un
segment trop court ne sera supprime´ qu’a` condition que les angles forme´s par le segment
et ses voisins soient proches de l’angle plat (par exemple entre 3pi/4 et 5pi/4), afin de ne
pas perturber la modification progressive de topologie d’un domaine au fil de l’algorithme.
La routine elfixnois permet de traiter les e´le´ments parasites, c’est-a`-dire ceux qui ne servent
a` rien ou, pire, qui empeˆchent l’algorithme d’optimisation de fonctionner correctement
(comme des e´le´ments dont les nœuds ne bougent pas, empeˆchant ainsi le domaine d’appro-
cher un domaine optimal). Les e´le´ments en question, dits e´le´ments fixes, sont ceux dont les
trois nœuds sont fixes. La routine propose les diffe´rentes options de traitement suivantes,
de´termine´es par la valeur du parame`tre elf :
– Suppression des e´le´ments triviaux : ceux dont les trois areˆtes sont fixes.
– Suppression des e´le´ments coins : ceux dont deux areˆtes sont fixes.
– Suppression des nœuds isole´s (provenant de la suppression d’e´le´ments) : ceux n’appar-
tenant a` aucun e´le´ment.
– De´coupe des e´le´ments fixes restants (via une areˆte libre) : ceux ayant trois nœuds fixes.
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Pour finir, la routine detnewdom constitue le cœur de l’algorithme d’optimisation de forme.
Ses fonctions, dicte´es par le parame`tre flag, sont les suivantes :
– Nouvelle tentative de re´solution du proble`me aux valeurs propre (via laplace) si la
pre´ce´dente n’a pas e´te´ mene´e a` terme. Les parame`tres du proble`me aux valeurs propres
(nombre maximal d’ite´ration de Lanczos, crite`re d’arreˆt. . . ) sont alors mis a` jour.
– Reprise du domaine jusqu’alors optimal si le domaine actuel est moins bon (en fonction
du parame`tre mode).
– Calcul de la fonction-couˆt et de sa de´rive´e.
– Arreˆt de l’algorithme si le crite`re d’arreˆt est satisfait.
– Possibilite´ pour l’utilisateur de raffiner le bord du domaine (en fonction du parame`tre
idebug).
– Poursuite de l’algorithme par modification du (bord du) domaine.
Mentionnons encore deux parame`tres particulie`rement importants dans le de´roulement de
l’algorithme dans sa globalite´, mais effectifs dans la routine detnewdom :
– Le parame`tre mode, si non nul, donne la fre´quence a` laquelle le programme analyse le
domaine obtenu en regard du domaine jusqu’alors optimal (et sauve´ dans des fichiers
de´die´s) : si le domaine en cours de traitement est meilleur que le domaine jusqu’alors
optimal, ce dernier est remplace´ et l’algorithme suit son cours normalement ; dans le cas
contraire, on recharge le domaine optimal et on ajuste le parame`tre de de´placement des
nœuds du bord (facteur de la fonction-couˆt en chaque nœud). On tente ainsi d’e´viter de
passer outre un domaine optimal a` cause d’un de´placement trop brusque des nœuds du
bord. Il ne faut toutefois pas he´siter a` augmenter la valeur de mode pour limiter le risque
de coincer le domaine au voisinage d’un optimal local, meˆme si la vitesse de convergence
peut alors eˆtre fortement re´duite.
– Le parame`tre idebug donne la fre´quence a` laquelle l’utilisateur de´cide de la direction a`
donner a` l’algorithme, a` savoir stopper, continuer sans effectuer de changement ou conti-
nuer en raffinant le bord du domaine. Cette dernie`re option est particulie`rement utile
lorsque le domaine ne bouge plus beaucoup mais que le crite`re d’arreˆt n’est pas encore
atteint (de´rive´e de la fonction-couˆt non ne´gligeable).
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7.9 Quelques remarques ge´ome´triques concernant la
me´trique
Quelques explications supple´mentaires s’imposent probablement, pour les non initie´s a` la
ge´ome´trie diffe´rentielle, au sujet de la construction des fichiers de donne´es param.f90 et
surtout metrique.f90. Ces fichiers contiennent en effet la ou les fonctions parame´triques de
la surface, respectivement des informations sur leurs me´triques associe´es. Les quelques rap-
pels e´le´mentaires de ge´ome´trie ci-dessous expliquent brie`vement ces concepts et de´taillent
les e´le´ments a` inclure dans les fichiers. Pour plus de de´tails, l’utilisateur se re´fe´rera a` n’im-
porte quel livre de ge´ome´trie diffe´rentielle, mais par exemple [14].
Conside´rons une surface S et (f, U) une parame´trisation locale (ou carte) de S. Rappe-
lons que cela signifie que f : U −→ S est C∞, qu’il s’agit d’un home´omorphisme sur son
image, que la de´rive´e Df(x) de f en x est injective pour tout x ∈ U et que U est un ouvert
de R2.
ℝ
2S
f
U
f(U)
Figure 7.1 – Parame´trisation locale (U, f) d’une surface S.
Le fichier param.f90 contient alors l’expression fonctionnelle de f ou, dans le cas ou` plu-
sieurs cartes seraient ne´cessaires a` la parame´trisation du domaine de S conside´re´, de toutes
les fonctions parame´triques associe´es (on parle alors d’un atlas de S). Rappelons toutefois
que ce fichier n’est ne´cessaire que pour visualiser le maillage ou les fonctions propres di-
rectement sur la surface et qu’il n’est pas utilise´ a` des fins calculatoires.
Si S est une surface de Rn, alors, pour tout p ∈ S, le produit scalaire usuel de Rn in-
duit un produit scalaire G(p) = 〈 , 〉p sur le plan tangent TpS de S en p ; il s’agit de la
me´trique de S (souvent confondue avec la premie`re forme fondamentale de S, qui est en
fait la forme quadratique associe´e). Reprenons alors la carte (U, f). On peut calculer l’ex-
pression matricielle Gf de G dans la base canonique de R2 via la carte (U, f), a` partir de
la relation
Gf (x)(η1, η2) = 〈Df(x)η1, Df(x)η2〉f(x) ,
avec x ∈ U et η1, η2 ∈ R2. Matriciellement, on a
ηt1 ·Gf (x) · η2 = ηt1 · (Df(x))t ·Df(x) · η2 ,
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d’ou`, en notant Gf (x) =
(
gfij(x)
)
i,j=1,2
,
gfij(x) = e
t
i · (Df(x))t ·Df(x) · ej =
(
∂f
∂xi
(x)
)t
· ∂f
∂xj
(x) .
Si S est munie d’une me´trique G non triviale (c’est-a`-dire d’un produit scalaire non usuel),
le meˆme raisonnement conduit a`
Gf (x)(η1, η2) = G(x)(Df(x)η1, Df(x)η2) .
Dans ce cas, si G peut de plus eˆtre donne´ matriciellement, on obtient sous forme matricielle
gfij(x) =
(
∂f
∂xi
(x)
)t
·G(f(x)) · ∂f
∂xj
(x) .
Le fichier metrique.f90 contient alors diverses informations sur la me´trique Gf ou, dans le
cas ou` plusieurs cartes seraient ne´cessaires a` la parame´trisation du domaine de S conside´re´,
sur les me´triques de toutes les fonctions parame´triques associe´es. Pre´cise´ment, l’utilisateur
doit fournir, pour tout x, la valeur des coefficients
(
gijf (x)
)
i,j=1,2
de la matrice inverse de
Gf (x), ainsi que la racine
√
detGf (x) du de´terminant de Gf (x). Rappelons que ces donne´es
sont utilise´es lors de la construction des matrices du syste`me.
Remarquons pour finir que, a` condition que cela ne preˆte pas a` confusion, on note simple-
ment G au lieu de Gf . Cette notation a d’ailleurs e´te´ adopte´e dans ce travail.
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