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In this paper, some analytic approaches are formulated for the existence of analytic
solutions of analytic nonlinear difference equations. From the point of view of dynamical
systems, analytic solutions of such kinds of equations can be generally expressed by
formal power series of exponential variables, so we are interested in considering a
difference equation as a q-difference equation via a suitable coordinate transformation.
After stating analytic results for formal series solutions of nonlinear q-difference equations,
we also derive some results for the existence of analytic solutions to autonomous rational
difference equations.
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1. Introduction
An autonomous rational difference equation means a relation of the form
xn+k = ϕ(xn, . . . , xn+k−1), (1.1)
where ϕ denotes a given rational function. In this work, we will study such equations from a point of view of the analytic
theory of q-difference equations. A q-difference equation is a functional relation of the form
F
(
z, f (z), f (qz), . . . , f
(
qkz
))= 0, (1.2)
where f denotes an unknown function. From a purely algebraic point of view, if we set z = qn and f (z) = xn , then the
initial equation (1.1) will be transformed into an “equivalent” q-difference equation of form (1.2), where
F (z, y0, . . . , yk) = yk − ϕ(y0, . . . , yk−1). (1.3)
Rewriting (1.1) into (1.2) via (1.3) can be viewed as an exponential rescaling of the initial sequence xn , and this rewriting
operation can be well understood from the following exponential dichotomy. If A := (α, . . . ,α) is a hyperbolic ﬁxed point of
the associated application
Φ : (z1, . . . , zk) →
(
z2, . . . , zk,ϕ(z1, . . . , zk)
)
,
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X. Li, C. Zhang / J. Math. Anal. Appl. 375 (2011) 412–417 413then the value α is a ﬁxed point for ϕ and, moreover, for any point (x0, . . . , xk−1) suﬃciently close to A, the sequence
{xn}n0, as n → ∞, either tends to or leaves far from α, both being with an exponential speed. This phenomenon is
intrinsically related to the linearization problem, and the exponential speed is always determined by the eigenvalues of
JΦ(A), the Jacobian matrix of Φ at A. Furthermore, in many cases, one can represent the orbit xn as the value h(λqn) of
an analytic function h taken along a q-spiral λqN = {λ,λq, λq2, . . .}.
In the following, it will be seen that q will be always chosen as an eigenvalue of some application associated with ϕ .
The main results of the present paper are formulated in Section 2, where we will mainly derive some convergence criteria
for formal power series solution to a general q-difference equation and a general system of two q-difference equations. This
part may be considered as being in the direction of Maillet–Malgrange type theorem on algebraic differential equations
[4,9]. A very deep study should be future done in the analytic theory of q-difference equations. For the topics related to this
problem, see, for example, [2,7,5,6,9] and the references therein. Some analytic results are also stated as Appendix A from
the point of view of dynamical system, and their proof will be omitted.
To end this introduction, let us notice also some historical facts. The analytic theory of difference equations has been
started before the thirties of the last century, see [2,7]. In particular, in [2], G.D. Birkhoff considered difference and
q-difference equations as a sister theory of analytic differential equations. In all these works, the difference equations are
studied at a neighborhood of the inﬁnity in the complex plane and they are often assumed to have polynomial coeﬃcients;
one of the main investigations, there, is to construct an asymptotical analytic solution associated with any known formal
power series solution.
2. Analytic solutions of q-difference equations
In this section we mainly consider the existence of analytic solutions for general q-difference equations. We will suppose
that q is a ﬁxed non-zero complex number such that |q| = 1. For any integer j ∈ Z, σ jq will denote the q-difference operator
deﬁned by σ jq f (x) = f (q jx) for any power series f or function f .
Let C[[t]] be the set of all power series with complex coeﬃcients, and C{t} its subset of convergent power series (whose
convergence radius > 0); it’s obvious that the following inclusions hold: C[x] ⊂ C{x} ⊂ C[[x]]. If fˆ ∈ C[[t]] − {0}, we denote
by val fˆ the valuation of fˆ at t = 0, i.e. the lowest degree of t in fˆ whose coeﬃcient doesn’t vanish. If fˆ ≡ 0, set val fˆ = ∞.
2.1. Convergence results for one equation
We now consider the convergence results for only one equation, which is very general. The ﬁrst result is as follows.
Theorem 2.1. Let q be a non-zero complex number such that |q| > 1, m an integer 1 and let F (t, y0, . . . , ym) be an analytic function
in the neighborhood of 0 ∈ Cm+2 . Consider fˆ (t) ∈ tC[[t]] and set Φ(t) = ( fˆ (t), fˆ (qt), . . . , fˆ (qmt)). If F (t,Φ(t)) = 0, then fˆ ∈ C{t}
provided that the following condition is fulﬁlled:
val
{
∂ F
∂ ym
(
t,Φ(t)
)}= min
0 jm
val
{
∂ F
∂ y j
(
t,Φ(t)
)}
. (2.1)
Proof. Deﬁne L fˆ :=
∑m
j=0 ∂ F∂ y j (t,Φ(t))σ
j
q ; then L fˆ is the linearized q-difference operator along the formal solution fˆ of the
q-difference equation F (t, y(t), . . . , y(qmt)) = 0. The above condition (2.1) implies that the Newton’s polygon of L fˆ admits
a unique slope that equals zero. So, the proof follows from [9, Theorem 1]. 
Remark 2.2. Theorem (2.1) only concerns with the case where |q| > 1. When 0 < |q| < 1, it suﬃces to substitute the
condition (2.1) by
val
{
∂ F
∂ y0
(
t,Φ(t)
)}= min
0 jm
val
{
∂ F
∂ y j
(
t,Φ(t)
)}
. (2.2)
When |q| = 1, the famous phenomena of small divisor will occur naturally; cf. [3].
Coming back to the case of autonomous rational difference equations, one can derive the following result.
Corollary 2.3. Let q be a non-zero complex number such that |q| = 1 and m an integer  1; let P , Q be two polynomials of
(y0, . . . , ym−1) both of which vanish at 0 ∈ Cm, and let p ∈ C∗ . Consider a formal power series fˆ ∈ tC[[t]] such that
fˆ
(
qmt
)= P ( fˆ (t), fˆ (qt), . . . , fˆ (qm−1t))ˆ ˆ ˆ m−1 .p + Q ( f (t), f (qt), . . . , f (q t))
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(I) |q| > 1; (II) 0 < |q| < 1, ∂ P
∂ y0
(0) = 0.
Proof. For cases (I) and (II) it follows by applying respectively Theorem 2.1 and Remark 2.2 to the function following F :
F (t, y0, . . . , ym) :=
(
p + Q (y0, . . . , ym−1)
)
ym − P (y0, . . . , ym−1). 
2.2. Generalization to one system of two equations
For any μ ∈ R, deﬁne the Banach space (Hq,μ,‖ · ‖) by the following manner:
Hq,μ =
{
u =
∞∑
n=1
unt
n:
∞∑
n=1
∣∣unq−μn∣∣< ∞
}
;
∀u ∈ Hq,μ, ‖u‖ =
∞∑
n=1
∣∣unq−μn∣∣.
It is obvious that each power series belonging to Hq,μ has a convergence radius at least equal to |q|μ . Moreover, the
symmetry Hq,μ = H1/q,−μ holds.
Lemma 2.4. Let q ∈ C such that |q| > 1 and let P ∈ C[x] − {0}. Set L = P (σq) ∈ C[σq] and m = deg P . Then, for any given μ ∈ R,
the linear q-difference operator L establishes an isomorphism of Banach spaces from Hq,μ onto Hq,μ+m provided that the inequality
P (qn) = 0 holds for any integer n 0.
Proof. It’s obvious that L(xn) = P (qn)xn for any nonnegative integer n. As n → +∞, it follows that P (qn) = O (qmn). The
proof can be completed by some direct calculation. 
From the facts that Hq,μ = H1/q,−μ and P (σq) = σ deg Pq Q (σ−1q ), where Q is a polynomial such that deg Q = deg P −
val P , one gets easily the following result for the case |q| < 1.
Remark 2.5. If 0 < |q| < 1, then the same assertion as in Lemma 2.4 holds if one changes space Hq,μ+m by Hq,μ+ν with
ν = val P .
Now we state the ﬁrst main result in this section.
Theorem 2.6. Let q ∈ C such that |q| > 1 and m an integer 1; let F (t, y0, . . . , ym, z0, . . . , zm) and G(t, y0, . . . , ym, z0, . . . , zm) be
two analytic functions near 0 ∈ C2(m+1)+1; consider two power series fˆ , gˆ ∈ tC[[t]] and set Ω(t) := (t,Φ(t),Γ (t)), where
Φ(t) := ( fˆ (t), fˆ (qt), . . . , fˆ (qmt)), Γ (t) := (gˆ(t), gˆ(qt), . . . , gˆ(qmt)).
If
F
(
Ω(t)
)= 0, G(Ω(t))= 0, (2.3)
then fˆ ∈ C{t}, gˆ ∈ C{t} provided that the following conditions are fulﬁlled:
val
[
∂H
∂ ym
(
Ω(t)
)]= val[ ∂H
∂zm
(
Ω(t)
)]= min
0 jm
{
val
[
∂H
∂ y j
(
Ω(t)
)]
,val
[
∂H
∂z j
(
Ω(t)
)]}
(2.4)
for H = F and G, and
val
[∥∥∥∥ ∂(F ,G)∂(ym, zm)
(
Ω(t)
)∥∥∥∥
]
= val
[
∂ F
∂ ym
(
Ω(t)
)]+ val[ ∂G
∂zm
(
Ω(t)
)]
. (2.5)
Proof. The main idea of the proof is to use, as in [4,9], the implicit function theorem in an appropriate Banach space; we
will give only here a sketch of the proof.
Firstly, we can notice that the Taylor’s formula allows us to write the system (2.3) as being a perturbation of a system
of two linear q-difference equations (that are merely the variational equations along the jets of a formal solution). For
seeing this, we will take a suﬃciently large integer k and set fˆ = ϕk + tku with u(0) = 0, where ϕk denotes the k-th partial
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introduce the notations γk , v , Γk and V such that Γ = Γk + tkV ; set ﬁnally Ωk(t) = (t,Φk(t),Γk(t)). Notice that equalities
(2.4)–(2.5) will be realized if and only if, for some suﬃciently large integer k, the same equalities hold for Ωk(t) instead of
Ω(t)(= Ω∞(t)). Set
μ = val
[
∂ F
∂ ym
(
Ω(t)
)]= val[ ∂ F
∂ ym
(
Ωk(t)
)]
,
ν = val
[
∂G
∂ ym
(
Ω(t)
)]= val[ ∂G
∂ ym
(
Ωk(t)
)]
(observe that, in general, k needs to be chosen larger than both μ and ν).
Since
F
(
Ω(t)
)= F (Ωk(t) + tk(0,U (t), V (t)))= 0,
applying the Taylor’s formula to F at Ωk permits to get the following analytic q-difference equation on u, v:
m∑
i=0
∂ F
∂ yi
(
Ωk(t)
)(
qkσq
)i
u +
m∑
i=0
∂ F
∂zi
(
Ωk(t)
)(
qkσq
)i
v = tμ+1M(t,U , V ). (2.6)
Here, we have used assumption (2.4); we denote by M a holomorphic function at 0 ∈ C2m+3 which combines the quadratic
terms and F (Ωk) appearing in the second order Taylor’s expansion with integral remainder; see [4,9] for more details.
By the same way, the equation G(Ω(t)) = 0 can be put into the following form:
m∑
i=0
∂G
∂ yi
(
Ωk(t)
)(
qkσq
)i
u +
m∑
i=0
∂G
∂zi
(
Ωk(t)
)(
qkσq
)i
v = tν+1N(t,U , V ). (2.7)
As the function M deﬁned in the above, N is holomorphic in a neighborhood of 0 ∈ C2m+3.
The convergence of fˆ and gˆ is equivalent to the one of u and v , respectively; so, it remains to prove that any power
series solution (u, v) to (2.6)–(2.7) is convergent. By dividing both sides of (2.6), (2.7) by tμ , tν , respectively, one will
suppose that μ = ν = 0. Again using assumption (2.4) allows us to rewrite (2.6)–(2.7) as follows:{
A(t,u, v) := P1
(
qkσq
)
u + P2
(
qkσq
)
v − tM˜(t,U , V ) = 0,
B(t,u, v) := Q 1
(
qkσq
)
u + Q 2
(
qkσq
)
v − t N˜(t,U , V ) = 0, (2.8)
where P1, P2, Q 1, Q 2 are all polynomials of degree m, and M˜ , N˜ are analytic at 0 ∈ C2m+3 as M , N .
Let us use the so-called dilatation technique by introducing the application
C : (λ,u, v) → (A(λt,u, v), B(λt,u, v)),
which is clearly analytic from a neighborhood of 0 ∈ C × Hq,0 × Hq,0 to Hq,m × Hq,m . Moreover, using Lemma 2.4 and
assumption (2.5), one can verify that the partial derivative of C w.r.t. λ at 0:
∂C
∂λ
(0) : (hu,hv) →
(
P1
(
qkσq
)
hu + P2
(
qkσq
)
hv , Q 1
(
qkσq
)
hu + Q 2
(
qkσq
)
hv
)
establishes an isomorphism from Hq,0 × Hq,0 onto Hq,m × Hq,m . From the theorem of implicit function, there exists a unique
function λ → (uλ, vλ) ∈ Hq,0 × Hq,0, deﬁned and analytic in a neighborhood of 0 ∈ C, such that C(λ,uλ, vλ) = 0. Letting
t → t/λ, we get (u, v) = (uλ(t/λ), vλ(t/λ)) as a unique solution to (2.8), which implies the convergence of u and v . 
Before passing to some applications, we need to make here some remarks.
Remark 2.7. If 0 < |q| < 1, the same assertion will be valid provided that in conditions (2.4) and (2.5), the variables ym and
zm are substituted by y0 and z0, respectively.
In Theorem 2.6, fˆ and gˆ are both applied m times by σq . In view of further applications, let’s consider a more general
situation as follows:{
F
(
t, fˆ (t), . . . , fˆ
(
qt
)
, gˆ(t), . . . , gˆ
(
qmt
))= 0,
G
(
t, fˆ (t), . . . , fˆ
(
qnt
)
, gˆ(t), . . . , gˆ
(
qst
))= 0. (2.9)
In the following, we will only consider this problem under the hypothesis that {,m} = {n, s}; by symmetry of the problem,
there are two different cases to be considered: (1)  = nm = s; (2)  = s <m = n.
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,m} = {n, s}; let F (t, y0, . . . , y, z0, . . . , zm) and
G(t, y0, . . . , ys, z0, . . . , zn) be two analytic functions in the neighborhood of 0 ∈ C+m+3 . Consider two power series fˆ , gˆ ∈ tC[[t]] and
suppose that (2.9) holds. Then fˆ , gˆ both belong to C{t} provided that the same conditions as (2.4), (2.5) in Theorem 2.6 are fulﬁlled,
where the only change is to suitably use y , zn instead of some ym, zm, respectively.
Furthermore, if  = s <m = n, the condition corresponding to (2.5) is automatically satisﬁed.
Proof. The proof can be given by a similar way to that of Theorem 2.6. 
Remark 2.9. It suﬃces for a similar modiﬁcation as done in Remark 2.7 to apply Theorem 2.8 in the case 0 < |q| < 1.
When |q| = 1, every analytic q-difference equation becomes a usual analytic equation. Analogous to the case of a system
of analytic equations, the statements above-mentioned, all valid under the condition |q| = 1, may be, at least partially,
extended and generalized to a system of an arbitrary ﬁnite number of q-difference equations.
As an application to autonomous difference equations, one can obtain the following result.
Corollary 2.10. Let q ∈ C∗ such that |q| = 1 and m an integer  1; let P1 , P2 , Q 1 , Q 2 be polynomials in the multi-variable
(y0, . . . , ym−1, z0, . . . , zm−1) all of which vanish at 0 ∈ C2m, and let p1 , p2 ∈ C∗ . Consider two formal power series fˆ ∈ tC[[t]],
gˆ ∈ tC[[t]] such that
fˆ
(
qmt
)= P1( fˆ (t), . . . , fˆ (qm−1t), gˆ(t), . . . , gˆ(qm−1t))
p1 + Q 1( fˆ (t), fˆ (qt), . . . , fˆ (qm−1t), gˆ(t), . . . , gˆ(qm−1t))
,
gˆ
(
qmt
)= P2( fˆ (t), . . . , fˆ (qm−1t), gˆ(t), . . . , gˆ(qm−1t))
p2 + Q 2( fˆ (t), fˆ (qt), . . . , fˆ (qm−1t), gˆ(t), . . . , gˆ(qm−1t))
.
If |q| > 1 or if 0 < |q| < 1 and
2∏
i=1
∂ Pi
∂ y0
(0)
∂ Pi
∂z0
(0) = 0,
∣∣∣∣
∂ P1
∂ y0
(0) ∂ P1
∂z0
(0)
∂ P2
∂ y0
(0) ∂ P2
∂z0
(0)
∣∣∣∣ = 0,
then, necessarily, both fˆ , gˆ ∈ C{t}.
Proof. The proof is a direct consequence of applying Theorem 2.8 for the case |q| > 1 and Remark 2.9 for the case 0 < |q| < 1
by considering the functions F and G given as follows:
F = (p1 + Q 1)ym − P1, G = (p2 + Q 2)zm − P2. 
Remark 2.11. The above results can be completely extended to a system with more than two equations. These results may be
also applied to investigate the existence of analytic solutions and analytic 2-periodic (3-periodic, 4-periodic, etc.) solutions
for some detailed rational difference equations. We omit them here.
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Appendix A. Some remarks from the point of view of dynamical systems
Linearization of a diffeomorphism. The classical Poincaré–Koenigs theorem on the linearization of a one-dimensional com-
plex diffeomorphism can be considered as analytic solution to a nonlinear q-difference equation as follows:
ψ(qz) = f (ψ(z)), f (z) = qz + O (z) ∈ Diff (C,0), |q| = 1,
where ψ , f are analytic functions in the neighborhood of 0 ∈ C. More generally, let p ∈ Cm and let be denoted by
Diff (Cm, p) the set of germs of holomorphic functions F : (Cm, p) → Cm at p ∈ Cm such that F (p) = 0 and that the Ja-
cobian matrix J F (p) of F at p is invertible, be a ﬁxed point of function F . (In general, p may be assumed to be the origin,
i.e., p = 0 ∈ Cm .) The following result is known [1,8].
(A1) If the eigenvalues of J F (p) are in a Poincaré domain [1], then there exists a unique Φ ∈ Diff (Cm, p) such that
J ◦ Φ = Idm, Φ ◦ F = J F (p) ◦ Φ.
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following general second order difference equation
xn+1 = ϕ(xn, xn−1), n = 1,2, . . . ; (A)
it’s clear that the dynamical behavior of (A) is mainly related to the study of the associated application
F
(
u
v
)
=
(
v
ϕ(v,u)
)
.
Let p = (a0a0) be a ﬁxed point of F ; set
α1 = ∂ϕ
∂u
∣∣∣∣
p
, α2 = ∂ϕ
∂v
∣∣∣∣
p
.
The characteristic equation of the linearized equation associated with Eq. (A) at the ﬁxed point p is
λ2 − α2λ − α1 = 0.
The following assertion can be easily deduced from (A1).
(A2) If α1 + α2 = 1 and |α2 − 1| < 1, then for any pair (x0, x1) suﬃciently near (a0,a0) in C2 , the corresponding sequence xn,
deﬁned by Eq. (A), converges to a0 and, more precisely, there exist an analytic function h(t) = a0 + a1t + a2t2 + · · · and a real number
λ ∈ (|α2 − 1|,1) such that xn = h(λ(α2 − 1)n) for any suﬃciently large n.
Next, we consider 2-periodic solution of Eq. (A). Let Ψ = F 2 be the second iterate of F , i.e.
Ψ
(
u
v
)
= F 2
(
u
v
)
=
(
ϕ(v,u)
ϕ(ϕ(v,u), v)
)
.
Let p = (u0v0) be a ﬁxed point for Ψ . Set
α1 = ∂ϕ(v,u)
∂u
∣∣∣∣
p
, β1 = ∂ϕ(v,u)
∂v
∣∣∣∣
p
,
α2 = ∂ϕ(ϕ(v,u), v)
∂u
∣∣∣∣
p
, β2 = ∂ϕ(ϕ(v,u), v)
∂v
∣∣∣∣
p
.
The characteristic equation of the transformation Ψ is λ2 − (α1 + β2)λ + α1β2 − α2β1 = 0.
In the same manner as for (A2), we get the following result.
(A3) Consider the solution {xn} of Eq. (A). If α1β2 − α2β1 = α1 + β2 − 1 and |α1 + β2 − 1| < 1, then for any pair (x−1, x0)
suﬃciently near (u0, v0) in C2 , the corresponding sequence xn converges to a, not necessarily prime, period-two solution; in other
words, the sequence {xn}, not necessarily convergent, contains two subsequences {x2m}, {x2m+1} which are both convergent. Speaking
more precisely, there exist two analytic functions h(t) = u0 +u1t+u2t2 +· · · and g(t) = v0 + v1t+ v2t2 +· · · and two real numbers
μ,ν ∈ (|α1 + β2 − 1|,1), such that x2n = h(μ(α1 + β2 − 1)n), x2n+1 = g(ν(α1 + β2 − 1)n) for any suﬃciently large n.
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