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Chronology of your health events: Approaches to extracting temporal relations
from medical narrativesThe narrative portions of medical records complement struc-
tured electronic health records and provide valuable, longitudinal
health information that can guide research and clinical care. Even
in a single record there is signiﬁcant longitudinal medical informa-
tion that outlines the sequence of clinically signiﬁcant events and
the medical history for a patient. Implied in the temporal sequence
of events are causality and correlations, which can inform future
treatments not only of that speciﬁc patient but also of patients in
similar conditions.
Over the past decades, Natural Language Processing (NLP) tech-
nologies have come a long way towards interpreting the contents
of narrative medical records and translating them into a structured
format that lends itself to automated decision support. Systems
that can extract key clinical concepts [1,2], their negation and
uncertainty [3,4], and their relationships with each other [5,6] have
collectively improved access to some of the most important pieces
of information buried in these narratives. The increase in the avail-
ability of annotated gold-standard corpora for such systems
encouraged and supported the resulting improvement [7–11]. A
remaining challenge, the focus of this supplement and the topic
of the 2012 i2b2 Shared-Task and Workshop on Challenges in Nat-
ural Language Processing for Clinical Data, is temporal relations,
i.e., determination of the time sequence of clinically signiﬁcant
events presented in medical records [12–15]. We refer to this
shared task as the 2012 i2b2 Challenge.
In order to foster collaboration and research regarding temporal
relations in medical records, i2b2 annotated and distributed 310
gold-standard records from Partners Healthcare and the Beth Israel
Deaconess Medical Center [16]. TimeML [17] and an intermediate
version of the THYME2 guidelines provided the basis for the annota-
tions that featured:
1. EVENTs, which indicate clinically-relevant events such as sur-
geries, symptoms, and treatments. EVENTs have the following
attributes: type (clinical concepts, clinical departments, eviden-
tials, occurrence), polarity (positive or negative), and modality
(if an event actually happened, might happen etc.).
2. TIMEX3s, which indicate temporal expressions such as times,
dates, durations, and frequencies (e.g., ‘‘Last Monday’’, ‘‘10/5/
2002’’, admission and discharge dates, etc.). TIMEX3 attributes:
type, value (containing a normalized temporal expression), and
modiﬁer.
3. TLINKs, which identify temporal relations in TIMEX3/EVENT,
EVENT/EVENT, and TIMEX3/TIMEX3 pairs. The TLINK’s type1532-0464/$ - see front matter  2013 Elsevier Inc. All rights reserved.
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2 https://clear.colorado.edu/TemporalWiki/index.php/Main_Page.attributes in the distributed corpus were BEFORE, AFTER, and
OVERLAP.
A sample i2b2 temporal annotation (modiﬁed for print) from a
report dated August 1990 is shown below:7/13: Developed chest pain
<TIMEX3 text=‘‘7/13’’ type=‘‘DATE’’ value=‘‘1990-07-13’’
modiﬁer=’’n/a’’>
<EVENT text=‘‘chest pain’’ type=‘‘problem’’
mod=‘‘ACTUAL’’ polarity=’’POS’’>
<TLINK from=‘‘chest pain’’ to ‘‘7/13’’ type=‘‘DURING’’>The development of the gold standard was manual, involved
double annotation with adjudication, and took 8 annotators 568 h.
Inter-annotator agreement (IAA) for this process prior to adjudica-
tion was 0.87 average precision and recall on EVENTs, 0.89 on
TIMEX3s, 0.86 for TLINK extent matches, and 0.73 accuracy for
TLINK type matches. These agreement numbers are on par with
the proven TimeBank [18] temporal annotation corpus in the news
domain.
The resulting 2012 i2b2 challenge corpus included 310
annotated records of 178 thousand tokens and 55 thousand
TLINKs before temporal closure (355 TLINKs after temporal clo-
sure) between 31 thousand EVENTS and TIMEX3s. In order to
evaluate the various approaches to extraction of temporal
relations and the determination of the state of the art, i2b2
released 190 of these records to the community for system
development. The resulting systems were evaluated on the
remaining 120 records. The systems were evaluated in three
tracks:
Track 1 – EVENT and TIMEX3 recognition: Participants, given
un-annotated free text narrative medical records, developed auto-
matic methods for the extraction of EVENTs, TIMEX3s, and their
attributes.
Track 2 – TLINK creation: Given medical records with the gold
standard TIMEX3s and EVENTs, the participants built systems that
determined their time ordering.
Track 3 – End-to-end track: Given un-annotated medical re-
cords, participants implemented solutions for both Track 1 and
Track 2.
Although the participants used a variety of techniques to ad-
dress the 2012 i2b2 challenge, two major trends emerged. Most
systems:
3 http://crfpp.sourceforge.net.
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– Leveraged knowledge sources such as the Uniﬁed Medical Lan-
guage System (UMLS) [19] and the Systematized Nomenclature
of Medicine – Clinical Terms (SNOMED CT) [20].
The 2012 i2b2 Challenge was the ﬁrst shared task to address
temporal relations in clinical records. Outside of the clinical do-
main, TempEval challenges [21–23] have focused on newswire
texts. The most recent TempEval challenge systems were either
ml-based or rule-based; relatively few hybrid systems were built.
Additionally, use of world knowledge was much less common in
the TempEval systems, though participants often used other lin-
guistic features such as parts of speech. Clinical narratives are often
not as well-formed as newswire texts; they do not always adhere
to formal grammar or standard narrative structures [14,15], mak-
ing them difﬁcult to interpret even for humans. Such characteris-
tics of clinical text require automatic language processing tools
to be trained and tuned to that text [13,24,25]. The difﬁculty in
interpreting clinical narratives is evident in temporal relations.
In a new methodological review article in this issue, Sun et al.
[26] discuss and demonstrate with examples that (1) temporal
annotation tends to be time-consuming: TIMEX3 normalization
and TLINK annotation involve non-trivial logical inferences from
human annotators to specify otherwise implicit or vague temporal
relations in the text; and (2) there is no one correct way to anno-
tate temporal relations in a record: the same temporal relation
can be represented by very different TLINK assignments, which
complicate the adjudication process. In order to create accurate
annotations in a reasonable time, i2b2 simpliﬁed the annotation
guidelines, adopted a ﬂexible and user-friendly annotation tool
(MAI/MAE [27]), and streamlined the annotation procedure. Only
adjudicated annotations were included in the 2012 i2b2 Challenge
corpus.
Track 1 – EVENT and TIMEX3 recognition
The complexity of the temporal relation extraction is reﬂected
in the systems developed for the 2012 i2b2 Challenge. As exam-
ples, Jindal and Roth [28] and Lin et al. [29] approached EVENT
and TIMEX3 recognition in two distinct ways.
Jindal and Roth designed a system that handles TIMEX3s and
EVENTs independently of each other [28]. For EVENTs, they ﬁrst
identiﬁed EVENT candidates by ﬁltering the output of a shallow
parser, then they used a series of external resources, including
MetaMap [30], the Medical Subject Headings (MeSH) [31] and
SNOMED CT ontologies, and Negex output [3] as features in a series
of Support Vector Machine (SVM) classiﬁers [32] in order to deter-
mine the type, polarity, and modality of each EVENT. Finally, the
authors used a set of hand-coded rules for sentence-level inference
over EVENT types. These rules reﬂected the observation that attri-
butes belonging to EVENTs ‘‘which appear close to one another are
sometimes closely related’’ and would therefore likely be of the
same type; an optimization system (‘‘Integer Quadratic Program’’)
determined how the rules were applied to the data.
For TIMEX3 extraction, Jindal and Roth leveraged HeidelTime
[33], the best-performing temporal expression tagger from Temp-
Eval-2. The authors modiﬁed some of the output for HeidelTime,
and added a series of rules to expand the system’s recognition of
medical TIMEX3s (e.g., ‘‘POD#n’’, ‘‘HD’’). In addition, they hand-
coded rules for recognizing Admission and Discharge dates.
In contrast to Jindal and Roth’s approach of handling EVENT and
TIMEX3 extraction separately, in MedTime, Lin et al. [29] used a
combination of ml- and rule-based functions in a single pipeline
that identiﬁed both. However, this is not to suggest that the pipe-
line was simple: MedTime included rules for pre-processing andcleaning data, output from the Stanford CoreNLP system [34],
Wikipedia medical abbreviations and MetaMap for feature genera-
tion, HeidelTime for TIMEX3 identiﬁcation, and NegEx for polarity
marking. In addition, Conditional Random Fields (CRFs) [35] deter-
mined TIMEX3s and EVENTs, a rule-based system normalized
TIMEX3s, and an SVM classiﬁed EVENT modality. MedTime may
seem excessively complex, but it justiﬁed itself by tying for 4th
place in both EVENT and TIMEX3 recognition.Track 2 – TLINK creation
The 2012 i2b2 Challenge corpus presents two broad categories
of TLINKs: (1) links that connect EVENTs and TIMEX3s to their Sec-
tion Times (i.e., Admission or Discharge dates) (hereafter referred
to as ‘‘SecTime TLINKs’’), and (2) links that connect EVENT/EVENT,
EVENT/TIMEX3, and TIMEX3/TIMEX3 pairs within and between
sentences (‘‘Sentence TLINKS’’). The rich set of subtasks of the
TLINK creation track allowed the 2012 i2b2 challenge participants
to conceptualize the task in different ways, to tackle the various
subtasks in different ways and in different orders, resulting in very
different approaches that utilized existing NLP tools as much as
possible. All the systems described in this issue used combinations
of rules and machine learning for TLINK creation, and all but one
discussed the use of additional NLP systems such as cTAKES
[36,37], Stanford CoreNLP, and discourse parsers [37].
D’Souza and Ng [38] created a hybrid system that took different
approaches for each of the TLINKs types. For the SecTime TLINKs,
the authors viewed the problem as a sequence labeling task and
trained CRF++3 as a sequence learning system. For the Sentence
TLINKs, they identiﬁed four different categories of links and trained
a specialized classiﬁer for each: intra-sentence EVENT/EVENT, intra-
sentence EVENT/TIMEX3, inter-sentence EVENT/EVENT (adjacent
sentences), and inter-sentence co-referent EVENTs. Each specialized
classiﬁer trained on an extensive feature set that included lexical,
grammatical, dependency, and semantic information as well as en-
tity features (such as EVENT and TLINK attributes). The authors also
used a set of 665 hand-coded rules to augment the performance of
the classiﬁers, placing 5th in the Track 2 evaluation with an F-mea-
sure of 0.61.
In contrast to the four TLINK categories created by D’Souza and
Ng, Nikfarjam et al. [39] divided up the TLINKs into three: (1) be-
tween-sentence TLINKs, (2) within-sentence TLINKs, and (3) Sec-
Time/EVENT TLINKs. For between-sentence TLINKs, the authors
developed a small set of highly accurate heuristic rules. For with-
in-sentence TLINKs, they turned individual sentences into temporal
graphs using rules and trained two SVMs to check the resulting
graph-based TLINKs: one SVM for EVENT/EVENT links and one for
TIMEX3/EVENT links. Both of these SVMs used EVENT and TIMEX3
attributes, lexical information, and dependency-based information
as features. For SecTime/EVENT TLINKs, the authors trained a sepa-
rate SVM, overall placing 4th (F-measure = 0.63) and achieving the
highest precision out of all Track 2 participants.
Cheng et al. [40] divided the TLINKs in two: (1) between-
sentence TLINKs, including SecTime/EVENT links, and (2) within-
sentence TLINKs. A set of rules targeting co-referential EVENTs
and SecTimes created the between-sentence TLINKs. The Maxi-
mum Entropy classiﬁer in MALLET [35] used a wide-ranging set
of features based on the output of cTAKES to generate type
attributes for within-sentence TLINKs. The features included infor-
mation such as the distance between two entities, tokens occurring
between the entities, information about the entities heads’ and the
paths between them, part of speech, tense of relevant verbs, and
semantic type.
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Chang et al. [41] applied a rule-based algorithm and an ml-based
algorithm in parallel, then merged the results from the two. The
rule-based algorithm categorized TLINKs into three types, and ap-
plied three sets of corresponding rules: one for intra-sentence
TLINKs, one for inter-sentence TLINKs, and one for SecTime TLINKs.
In contrast, the ml-based algorithm used a binary classiﬁer to re-
move candidate TLINK pairs that were not likely to be connected,
then used a multi-class classiﬁer to determine the type of the
TLINK that connected the remaining pairs. In the end, the output
from the rule-based and the ml-based algorithms were integrated
using a rule set that, broadly, favored the pairs from the rule-based
system but the type attributes from the ml-based system. TEMPT-
ing ranked 3rd in Track 2, with an F-measure of 0.68.
Summary
Participants in the 2012 i2b2 Shared-Task and Workshop on
Challenges in Natural Language Processing for Clinical Data created
a variety of systems for processing temporal relations in clinical re-
cords. The different ways of conceptualizing the shared-task Tracks
reﬂects the complexity of temporal analysis of narratives even for
humans, and the use of hybrid systems, world knowledge, and
other sources of linguistic information reﬂect the difﬁculty of for-
mulating temporal analysis for automated methods. Despite their
promising results, and signiﬁcant advancement on the state of
the art in temporal relations in medical records, the 2012 i2b2
challenge systems only scratched the surface in this task. Open
questions remain about the applicability of the developed systems
for real life practical questions, such as the determination of the
progression of diseases in patients, for example, heart disease in
diabetic populations. Nevertheless, the 2012 i2b2 Challenge corpus
of temporal annotations remains a valuable asset to the medical
NLP community, and we hope will serve as the basis for further
innovation in temporal relations, resulting in systems that can be
applied to real life clinical problems.
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