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Fluctuations of absorption of interacting diffusing particles by multiple absorbers
Tal Agranov1, ∗ and Baruch Meerson1, †
1Racah Institute of Physics, Hebrew University of Jerusalem, Jerusalem 91904, Israel
We study fluctuations of particle absorption by a three-dimensional domain with multiple absorb-
ing patches. The domain is in contact with a gas of interacting diffusing particles. This problem is
motivated by living cell sensing via multiple receptors distributed over the cell surface. Employing
the macroscopic fluctuation theory, we calculate the covariance matrix of the particle absorption
by different patches, extending previous works which addressed fluctuations of a single current. We
find a condition when the sign of correlations between different patches is fully determined by the
transport coefficients of the gas and is independent of the problem’s geometry. We show that the
fluctuating particle flux field typically develops vorticity. We establish a simple connection between
the statistics of particle absorption by all the patches combined and the statistics of current in a
non-equilibrium steady state in one dimension. We also discuss connections between the absorp-
tion statistics and (i) statistics of electric currents in multi-terminal diffusive conductors and (ii)
statistics of wave transmission through disordered media with multiple absorbers.
PACS numbers: 05.40.-a, 02.50.-r
I. INTRODUCTION
Fluctuations of currents of matter and energy is an
important subject of nonequilibrium statistical mechan-
ics. A prototypical model problem, which has attracted
much attention, involves a diffusive lattice gas driven by
two reservoirs of particles kept at different densities [1–5].
This simple setting has a direct relevance to experiment
in at least two different contexts: statistics of electric cur-
rent in mesoscopic conductors [6–8] and statistics of wave
transmission through disordered media [9, 10]. Here we
consider a different but closely related problem: trans-
port of diffusing molecules into the living cell through
receptors distributed on its surface [11, 12]. The sur-
rounding gas serves as a finite-density reservoir, whereas
the cell receptors can be modeled as reservoirs kept at
zero gas density. In their pioneering 1977 paper, Berg
and Purcell [11] evaluated the expected steady-state cur-
rent of non-interacting diffusing particles into a single
receptor. Their motivation was to assess physical limita-
tions of the cell’s ability to sense changes in the environ-
mental concentration [11, 12]. Building on their work,
here we aim at (i) evaluating the current fluctuations at
each receptor during a given time, and (ii) accounting for
inter-particle interactions in the surrounding gas. These
extensions are presently possible due to recent advances
in the fluctuating hydrodynamics [13] and the macro-
scopic fluctuation theory (MFT) [2] of diffusive lattice
gases. These formalisms have already been successfully
used in the simplest two-reservoir setting [2–5], and in
several non-stationary settings which involved a single
current. As we will show here, the presence of multiple
absorbing patches, leading to multiple currents, allows
one to ask new questions, and brings new effects. One
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new question concerns the joint probability distribution
of, and correlations between, the absorption currents at
different receptors. One new effect is that the most prob-
able particle flux field, conditioned on a specified joint
absorption statistics, exhibits a large-scale vorticity.
We will model the surrounding gas of interacting parti-
cles as a diffusive lattice gas [13, 14]. The large-scale long-
time behavior of such gases can be described by fluctuat-
ing hydrodynamics [13, 15]. The average particle density
ρ(x, t) of a lattice gas obeys a diffusion equation
∂tρ = ∇ · [D(ρ)∇ρ] , (1)
whereas macroscopic fluctuations are described by the
conservative Langevin equation [13, 15]
∂tρ = −∇ · J, J = −D(ρ)∇ρ−
√
σ(ρ)η(x, t), (2)
where η(x, t) is a zero-mean Gaussian noise, delta-
correlated in space and in time. As one can see from
Eq. (2), a diffusive lattice gas is completely specified by
two transport coefficients: the diffusivity D(ρ) ≥ 0 and
the mobility σ(ρ) ≥ 0. For lattice gases σ(0) = 0.
The simplest example of a diffusive lattice gas is a gas
of non-interacting Random Walkers (RWs). For the RWs
one has D(ρ) = D0 = const, and σ(ρ) = 2D0ρ [13]. An
example of interacting lattice gas is the Simple Symmet-
ric Exclusion Process (SSEP). Here at each time step a
particle can jump, with equal probability, to any empty
neighboring site. The average behaviors of the RWs and
the SSEP turn out to be identical: they share the same
density-independent diffusivity D0. The inter-particle in-
teractions of the SSEP are manifested at the level of fluc-
tuations, as the SSEP’s mobility σ(ρ) = 2D0ρ(1 − ρ) is
a non-linear function of ρ [13]. The lattice gases are not
the only systems describable by the Langevin equation
(2). Important additional examples describe transport of
noninteracting electrons in mesoscopic materials at zero
temperature [6] and wave transmission in disordered me-
dia [9, 10].
2FIG. 1: A sketch of our system at t = 0. A gas of particles
(black dots) with a constant density surrounds a domain out-
lined by the thick line. The reflecting part Ωr of the domain
boundary is shown in gray, the absorbing patches Ω1, Ω2 and
Ω3 are shown in white.
Now we formulate the model which we will study in
this paper. Consider a lattice gas of initially uniform
density ρ(x, t = 0) = ρ0 which fills the whole space
outside of a simple-connected three-dimensional domain
(the cell) of the characteristic linear size L. The domain
boundary Ω includes absorbing patches (the cell recep-
tors) Ωi, i = 1, 2, . . . , s. Whenever a particle hits any
of these, it is immediately absorbed. Whenever a par-
ticle hits the rest of the surface, Ωr (the cell wall), it
is reflected, see Fig. 1. At times T much longer than
the characteristic diffusion time L2/D(ρ0), the system
reaches a non-equilibrium steady state. In the steady
state the average gas density ρ¯(x) and the average ab-
sorption current n¯i = N¯i/T into each absorbing patch
are independent of time. Here N¯i is the average number
of particles absorbed by the i-th patch during the time
interval 0 < t < T . In this work we will determine the
joint probability distribution, P(δn1, δn2, . . . , δns; ρ0, T ),
of observing small fluctuations, δni = (Ni − N¯i)/T , of
the absorption currents during the time T . As we show
here, this multi-variate probability distribution is Gaus-
sian and given by the expression
P ≃ T
s/2
(2pi)s/2 [detC]1/2
exp

−T
2
s∑
i,j=1
δniC
−1
ij δnj

 ,
(3)
where C is an s × s positive-definite symmetric matrix
which depends on ρ0 and on the geometry of the problem,
but is independent of time. We obtain a general condition
when the sign of the currents’ cross-correlation δniδnj is
independent of the geometry and completely specified by
the transport coefficients D(ρ) and σ(ρ) of the gas.
Further, we show that the cross-correlation between
the current into a single absorbing patch and the total
current into all patches combined has a simple structure
where the dependence on the problem’s geometry is fac-
torized out. We apply this result to the Berg-Purcell
model of a living cell [11]. An important finding of Ref.
[11] was the dependence of the expected total current
on the number of receptors distributed on the cell’s sur-
face. We extend their result by finding how the number
of receptors affects correlations, and also account for in-
teractions.
Our calculations employ the MFT in conjunction with
the additivity principle. The latter was proposed by Bod-
ineau and Derrida [3] in the context of statistics of current
in a one-dimensional lattice gas driven by two bound-
aries. We determine the optimal (most probable) spa-
tial profiles of the fluctuating gas density and flux fields,
conditioned on the specified absorption current into each
patch. By virtue of the additivity principle the optimal
absorption current into the i-th patch is independent of
time and equal to ni = Ni/T . In order to calculate the
variance of the probability distribution (3), we use the
approach of Ref. [16] and linearize the MFT equations
around the deterministic solution. The additivity prin-
ciple and linearization enable us to solve the problem in
quite a general form and for an arbitrary diffusive lattice
gas. We show that the optimal flux field, conditioned on
the specified absorption current into each patch, exhibits
a large-scale vortex structure. This feature is unique to
multi-reservoir systems sustaining multiple currents, and
it appears even when the surrounding gas is modeled as
non-interacting RWs. The vorticity is absent in systems
with a single current [5]. Remarkably, it is also absent
when the process is conditioned on the total absorption
current into all patches combined.
Although the original motivation for this work came
from a living cell sensing via multiple receptors, many of
our results can be generalized to other diffusive systems
which are driven by multiple reservoirs and therefore sus-
tain multiple currents. The reservoirs can be disjoint
(rather than placed on a common reflecting boundary),
and the system can be finite. Still, for concreteness we
focus here on the setting shown in Fig. 1.
Here is how the remainder of the paper is organized.
In Sec. II we present the MFT formulation of the prob-
lem. The deterministic limit is discussed in Sec. III.
The joint distribution of fluctuating absorption currents
is obtained in Sec. IVA and analyzed in Sec. IVB. In
Sec. IVC we briefly discuss the shot-noise-driven fluctu-
ations of current in multi-terminal diffusive conductors,
previously studied in Ref. [8]. In Sec. IVD we deter-
mine the statistics of total absorption current into all
patches combined, and relate it to previous findings for
single-current settings. We also find, in Sec. IVD 1, the
cross-correlation between the total current and the cur-
rent into a single absorbing patch and apply this finding
in Sec. IVD2 to the Berg-Purcell model. In Sec. V we
study optimal fluctuations of the density field and of the
flux field and uncover a large-scale vortex structure of the
optimal flux field. Section V also discusses the particu-
lar case of the density and flux fields conditioned on the
total absorption current. We discuss our main results in
Sec. VI. Some of the technical derivations are relegated
to appendixes.
3II. MACROSCOPIC FLUCTUATION THEORY
OF JOINT ABSORPTION STATISTICS
The starting point of the MFT formulation is the
Langevin equation (2) with the boundary conditions
ρ(x ∈ Ωi, t) = 0, i = 1, 2, . . . , s (4)
at the absorbing patches, and
J(x ∈ Ωr, t) · nˆ = 0 (5)
at the reflecting surface. The fluctuating flux field J is
defined in Eq. (2). Here and in the following nˆ denotes
a local unit vector normal to the domain boundary and
directed into the domain. At t = 0 the gas has a uniform
density ρ0,
ρ(x, t = 0) = ρ0. (6)
The boundary condition at infinity is, therefore,
ρ(|x| → ∞, t) = ρ0. (7)
In Appendix A we derive the MFT equations for the joint
absorption statistics. The derivation, by now pretty stan-
dard [2], yields the governing equations [Eqs. (8) and (9)
below] and problem-specific boundary conditions. We
repeat the derivation here in order to establish the pre-
viously unknown boundary conditions on the absorbing
patches. The derivation starts from a path-integral for-
mulation for Eq. (2) with specified numbers of absorbed
particles Ni by time T . The derivation exploits a large
parameter – the typical number of particles in relevant
regions of space – to perform a saddle-point evaluation of
the path integral. The ensuing minimization procedure
yields the Euler-Lagrange equations which can be cast
into a Hamiltonian form for the optimal density history
ρ(x, t) (where ρ plays the role of a “coordinate”) and the
conjugate momentum density p(x, t):
∂tρ =
δH
δp
= ∇ · [D(ρ)∇ρ− σ(ρ)∇p] , (8)
∂tp = −δH
δρ
= −D(ρ)∇2p− 1
2
σ′(ρ)(∇p)2. (9)
The Hamiltonian H is given in Eq. (A8), and the prime
denotes the derivative with respect to the single argu-
ment. The optimal flux field is given by:
J = −D(ρ)∇ρ+ σ(ρ)∇p.
The boundary conditions in time are
ρ(x, t = 0) = ρ0, (10)
p(x, t = T ) = 0, (11)
where here and in the following x is outside of the do-
main. The boundary conditions in space are the follow-
ing. Far from the domain the gas is unperturbed, so
ρ(|x| → ∞, t) = ρ0, (12)
p(|x| → ∞, t) = 0. (13)
On the domain boundary we have
ρ(x ∈ Ωi, t) = 0, (14)
p(x ∈ Ωi, t) = λi, (15)
∇ρ(x ∈ Ωr, t) · nˆ = ∇p(x ∈ Ωr, t) · nˆ = 0, (16)
where λi are a priori unknown Lagrange multipliers
which are ultimately set by the s constraints of having
the specified numbers Ni of particles absorbed by the
patches by time T . The boundary conditions (15) for p
generalize their simple analogs in single-current settings
[2, 3, 5, 17–19].
Having solved the coupled nonlinear partial differential
equations (8) and (9) with the boundary conditions in
space and time, one determines the optimal history of
the system conditioned on Ni, i = 1, 2, . . . , s. With the
solutions at hand, one can calculate the action S which
yields − lnP up to a pre-exponential factor:
− lnP(N1, N2, . . . , Ns; ρ0, T )
≃ S = 1
2
∫ T
0
dt
∫
dxσ(ρ) (∇p)2. (17)
Here and in the following the volume integral
∫
dx is per-
formed over all space outside of the domain. For typical
fluctuations the pre-exponential factor in P , see Eq. (3),
is determined from normalization to unity.
III. DETERMINISTIC THEORY
The choice λi = 0 sets p to vanish at all times and de-
scribes the deterministic solution, where all Ni are equal
to their expected values N¯i. In this case Eq. (8) reduces
to the deterministic diffusion equation (1) for the av-
erage density. At long times, T ≫ L2/D(ρ0), the so-
lution approaches a stationary one, ρ¯(x), obeying the
time-independent equation
∇ · [D(ρ¯)∇ρ¯] = 0 (18)
and the boundary conditions in space. As a result, a
steady-state particle flux field, and steady-state currents
into the absorbing patches, set in. Essentially, this is
the problem which Berg and Purcell [11] solved for gases
with constant diffusivity D0. They did it using an illumi-
nating electrostatic analogy [20, 21] which can be easily
generalized to a density-dependent diffusivity. Let us in-
troduce the following function of the steady-state density
ρ¯(x):
φ [ρ¯ (x)] =
∫ ρ0
ρ¯(x)
D(w)dw. (19)
Then Eq. (18) for ρ¯(x) becomes the Laplace’s equation
for φ:
∇2φ = 0. (20)
4The boundary conditions for ρ¯(x) transform to the fol-
lowing boundary conditions for φ:
φ(x ∈ Ωi) = V (ρ0) ≡
∫ ρ0
0
D(w)dw, (21)
∇φ(x ∈ Ωr) · nˆ = 0, φ(x→∞) = 0. (22)
As in Ref. [11], φ can be interpreted as the electrostatic
potential outside an insulating domain with boundary
Ω over which s conducting patches Ωi, held at voltage
V (ρ0), are distributed. Having solved for this potential,
one obtains the complete solution of the deterministic
problem: ρ¯ is obtained by inverting the relation for φ (ρ¯)
in Eq. (19). For gases with constant diffusivity D0, such
as the RWs and SSEP, Eq. (19) defines a linear relation
φ (ρ¯) = D0 (ρ0 − ρ¯) (23)
which we will use in the following. The deterministic
steady-state flux field J¯ is minus the electric field of this
system:
J¯ = −D(ρ¯)∇ρ¯ = ∇φ. (24)
In their turn, the average steady-state currents n¯i =
N¯i/T are (up to a factor of 4pi) the electric charges ac-
cumulated on the conducting patches:
n¯i =
∮
Ωi
J¯ · nˆ dS =
∮
Ωi
∇φ · nˆ dS, i = 1, 2, . . . , s. (25)
These charges are linearly related to the voltage V (ρ0)
via an s × s symmetric capacitance matrix (which we
will denote by A), determined solely by the problem’s
geometry. The i, j element of A is the charge on the
patch i induced by the unit voltage applied to the patch
j, the rest of the patches being grounded [22]. A can
be expressed via a set of s characteristic electrostatic
potentials φi(x). Each of them appears when the cor-
responding conducting patch Ωi is held at unit voltage,
the rest of the conducting patches are grounded, and the
Neumann boundary condition is specified at the reflect-
ing part of the boundary Ωr. The capacitance matrix is
given by
Aij =
∮
Ωi
∇φj · nˆdS. (26)
In its turn, φ(x) from Eq. (19) can be expressed as
φ(x) = V (ρ0)
s∑
i=1
φi(x). (27)
Using Eqs. (25)-(27), we obtain
n¯i = V (ρ0)
s∑
j=1
Aij . (28)
To highlight the symmetry of the capacitance matrix A,
let us rewrite Eq. (26) as
Aij =
∮
Ω
φi∇φj · nˆdS =
∫
dx∇ · (φi∇φj)
=
∫
dx∇φi · ∇φj , (29)
where we used the boundary conditions for φi, the Gauss
theorem, and the fact that φi are harmonic functions in
the bulk. We will call the integrand of the last expres-
sion in Eq. (29), ∇φi · ∇φj , the capacitance density of
the system. Finally, the total absorption current into all
patches in this interpretation is equal to the total charge
on all the patches when they are held at voltage V (ρ0):
n¯ =
s∑
i=1
n¯i = V (ρ0)A, (30)
where
A ≡
s∑
i,j=1
Aij (31)
is the total capacitance of the system, that is the total
charge accumulated on all the patches when they are kept
at unit voltage.
IV. ABSORPTION STATISTICS
A. Solving linearized MFT equations
As already mentioned, we will solve the MFT problem
under two simplifying assumptions. The first is the ad-
ditivity principle [3]: Being interested in the long-time
limit, T ≫ L2/D(ρ0), we look for stationary solutions
of Eqs. (8) and (9) which satisfy the boundary condi-
tions (12)-(16) [23].
The second assumption involves linearization of the
stationary MFT equations around the steady-state de-
terministic solution ρ = ρ¯(x) and p = 0. This corre-
sponds to typical, small fluctuations and suffices for the
evaluation of the variance of the joint probability distri-
bution [16]. Note that, for the typical fluctuations, the
additivity principle appears to be a safe assumption for
all diffusive lattice gases [24–27].
Let us denote small deviations of ρ and p from their
average values as ρ1(x) = ρ(x) − ρ¯(x) and p1(x) =
p(x). They determine time-independent current devia-
tions δni = ni − n¯i. The linearized steady-state MFT
equations read:
∇ · δJ = 0, δJ = −∇ [D(ρ¯)ρ1] + σ(ρ¯)∇p1, (32)
∇2p1 = 0. (33)
The boundary conditions for ρ1 and p1 follow from
5Eqs. (12)-(16):
ρ1(x ∈ Ωi) = 0, (34)
p1(x ∈ Ωi) = λi, (35)
∇ρ1(x ∈ Ωr) · nˆ = ∇p1(x ∈ Ωr) · nˆ = 0, (36)
ρ1(|x| → ∞) = p1(|x| → ∞) = 0. (37)
As one can see, the Laplace’s equation (33) for p1 is de-
coupled from Eq. (32). Subject to the boundary con-
ditions (35)-(37), it has a unique solution which can be
expressed in terms of the auxiliary potentials φi(x), in-
troduced in the previous section:
p1 =
s∑
i=1
λiφi. (38)
This solution suffices for determining the action (17) in
terms of λi-s. Indeed, in the leading order Eq. (17) yields
− lnP ≃ S = T
2
∫
dxσ(ρ¯) (∇p1)2. (39)
Plugging Eq. (38) into Eq. (39), we obtain the action in
terms of a bilinear form in λi-s:
S =
T
2
s∑
i,j=1
λiλj
∫
dxσ(ρ¯)∇φi · ∇φj = T
2
Λ
T ·C ·Λ,
(40)
where Λ is a vector with components λi, and C is a s×s
symmetric matrix,
Cij =
∫
dxσ(ρ¯)∇φi · ∇φj , (41)
given in terms of the volume integral of the product of the
capacitance density of the system∇φi ·∇φj and the effec-
tive local noise magnitude σ[ρ¯(x)]. As we will see shortly,
this is the covariance matrix. It is fully determined by
the deterministic solution, and it plays a crucial role in
our results.
What is left is to express the λi-s in Eq. (40) in terms of
the current deviations δni. This requires solving Eq. (32)
which, once p1 is known, is a Poisson’s equation for ρ1:
∇2 [D(ρ¯)ρ1] = ∇· [σ(ρ¯)∇p1] =
s∑
i=1
λi∇· [σ(ρ¯)∇φi] . (42)
In Appendix F we present an explicit solution of this
equation for the RWs. For a general lattice gas an explicit
solution is unavailable. Still, we were able to derive an
explicit relation for δni vs. λi by using a Green’s function
identity, see Appendix B. This relation is given by the
same matrix C defined in Eq. (41):
δn = C ·Λ, (43)
where δn is the vector with components δni. As shown in
Appendix C, the symmetric matrix C is positive definite
and therefore invertible, enabling one to solve Eq. (43)
for Λ. Plugging this inverse relation in the bilinear form
(40) and using Eq. (39), we obtain
−lnP(δn1, δn2, . . . , δns; ρ0, T ) ≃ T
2
δnT ·C−1 ·δn. (44)
This probability distribution describes Gaussian fluctua-
tions. Normalizing it to unity, we arrive at the announced
result (3).
B. Covariance matrix
As is clear from Eq. (44), the joint statistics of absorp-
tion is encoded in the covariance matrix C. The diagonal
elements of C describe the variance of the current into
the patch i:
δn2i =
Cii
T
, (45)
where the over-line denote averaging with respect to the
Gaussian distribution (3). The off-diagonal elements of
C describe cross-correlations between the currents into
different patches:
δniδnj =
Cij
T
. (46)
A necessary condition for nonzero cross-correlations is
inter-particle interactions. This can be seen from an al-
ternative expression for C which we derived in Appendix
D:
Cij =
σ′(0)
2D(0)
n¯iδi,j +
1
2
∫
dxφiφj
(∇φ)2
D(ρ¯)
[
σ′ (ρ¯)
D(ρ¯)
]′
, (47)
where δi,j is the Kronecker delta. For the non-interacting
RWs one has σ′(ρ)/D(ρ) = 2, so the integrand vanishes,
and one is left with Cij = n¯iδi,j , no correlations. From
Eq. (45) one can see that, for the RWs, the variance of the
number of absorbed particles in each patch, δN2i , is equal
to the mean value N i, regardless of the system’s geome-
try. In fact, for the RWs the steady-state MFT problem
can be solved exactly, without linearization. We per-
formed these calculations and found the complete joint
distribution of the number of absorbed particles. As to
be expected, this distribution is equal to a product of
independent Poisson distributions with the mean N i.
A simple interacting lattice gas with zero cross-
correlations of absorption by different patches is the zero-
range process, where a particle can hop to a neighbor-
ing site with a rate which increases with the number
of particles on the departure site but is independent of
the number of particle on the target site [28]. For the
zero-range process one has, in the hydrodynamic limit,
D(ρ) = (1/2)σ′(ρ) [29], and the integrand in Eq. (47)
vanishes.
6Going back to general D(ρ) and σ(ρ), we notice that
the expression φiφj (∇φ)2 /D(ρ¯) under the integral in
Eq. (47) is everywhere positive [30]. Therefore, if[
σ′ (ρ¯)
D(ρ¯)
]′
< 0, or D(ρ¯)σ′′(ρ¯) < D′(ρ¯)σ′(ρ¯), (48)
for any value of ρ¯ ∈ [0, ρ0], then the currents into dif-
ferent patches i 6= j are all anti-correlated, δniδnj < 0,
regardless of the system’s geometry. In particular, this is
true for the SSEP, where [σ′ (ρ) /D(ρ)]
′
= −4.
If the inequality in Eq. (48) is reversed, the absorp-
tion currents are all positively correlated. This happens
for the Kipnis-Marchioro-Presutti (KMP) model [2, 31]
which describes an ensemble of agents on a lattice which
randomly redistribute energy among neighbors. Using
the KMP model one can study fluctuations of energy
absorption by absorbing patches located on the domain
boundary. For the KMP model D(ρ) = D0 = const and
σ (ρ) = 2D0ρ
2, and so [σ′ (ρ) /D(ρ)]
′
= 4.
Remarkably, the same inequality (48) guarantees the
validity of the additivity principle for arbitrary currents
[32], and also determines the sign of the two-point density
correlation function [33, 34], in single-current systems.
C. A comparison with Sukhorukov and Loss [8]
Sukhorukov and Loss [8] studied shot-noise-driven fluc-
tuations of current in multi-terminal diffusive conduc-
tors. Although theirs and our geometries are different,
their expression (3.16) for the zero-frequency mode of
the power spectrum of correlations of the current has a
mathematical structure which resembles that of our co-
variance matrix (41). In their case it is a volume in-
tegral over the “conductance density” – an analog of
our capacitance density – times the local noise magni-
tude. If we closely examine the governing equations of
both systems, this resemblance should not come as a sur-
prise. Sukhorukov and Loss started from a Boltzmann-
Langevin description of the distribution function of elec-
trons (where noise comes from electron scattering on
static impurities). Then, applying a diffusion approxi-
mation, they derived a time-independent linear Langevin
equation for the electrical potential V (x) inside the con-
ductor: Eqs. (2.12) and (2.13) of Ref. [8]. For an
isotropic medium their equation can be written as
∇ ·
[
D(x)∇V +
√
D (x)Π (x)η
]
= 0, (49)
where η is a Gaussian noise, delta-correlated in x and t.
The transport coefficients D(x) and Π (x) depend on x
but are independent of the fluctuating potential V (x)
and of time. Equation (49), therefore, is very differ-
ent from the nonlinear time-dependent Langevin equa-
tion (2) which was the starting point of our analysis.
However, in order to make a progress within the MFT
formalism, we employed the additivity principle and lin-
earization. In fact, we could have derived the same final
results from the following Langevin equation which de-
scribes small quasi-stationary density fluctuations ρ1(x)
around the steady-state average density profile ρ¯(x):
∇ ·
{
D [ρ¯(x)]∇ρ1 +D′ [ρ¯(x)] ρ1∇ρ¯+
√
σ [ρ¯(x)] η
}
= 0.
(50)
The mathematical difference between the linear Langevin
equations (49) and (50) comes from the fact that the
transport coefficients D(ρ) and σ(ρ) in Eq. (50) are ρ-
dependent. In particular, the ρ-dependence of D causes
an additional contribution to the fluctuating flux field,
D′ (ρ¯) ρ1∇ρ¯, which is absent in Eq. (49). Of course, this
difference reflects different physical problems which Ref.
[8] and this work address.
Notwithstanding these differences, there is a close sim-
ilarity between the two problems. An extensively dis-
cussed regime in Ref. [8] is that of zero-temperature
elastic scattering, manifested in a particular form of the
spatial mobility profile Π(x) in Eq. (49). An important
finding of Ref. [8] for this case is the strictly negative sign
of the cross-correlations of the current, regardless of the
system’s geometry. Remarkably, the profile Π(x) for such
a system turns out to be equivalent, up to irrelevant fac-
tors, to the mobility coefficient σ [ρ¯(x)] for the SSEP. As
we saw in the previous section, the cross-correlations of
the absorption currents for the SSEP are indeed strictly
negative.
Here we deal with arbitrary D(ρ) and σ(ρ), where
the currents’ cross-correlations can behave differently.
In particular, the sign of the cross-correlations can be
strictly positive, as it happens for the KMP model. In
addition, the MFT formalism, which we employ here,
makes it possible to determine the optimal fluctuating
profiles, as we report in Sec. V.
D. Statistics of total absorption current
Given the joint absorption statistics, Eq. (3) or (44),
what is the probability density that the total current into
all the patches combined,
∑s
i=1 ni, is equal to a pre-
scribed value n? To answer this question, we can min-
imize the action (44) under the constraint
∑s
i=1 ni = n
or, equivalently,
∑s
i=1 δni = n − n¯. The minimization,
performed in Appendix E, yields the following optimal
values of the individual currents ni:
ni = n¯i
n
n¯
. (51)
The corresponding Lagrange multipliers λi-s [see
Eq. (15)] turn out to be all equal:
λi = λ ≡ δn
n¯α(ρ0)
, (52)
where
α(ρ0) =
I2(ρ0)
I21 (ρ0)
, Ik(ρ0) ≡
∫ ρ0
0
D(w)σ(w)k−1dw. (53)
7Note that I1(ρ0) = V (ρ0), see Eq. (21). Now we can
compute the action by using either Eqs. (44) and (51) or
Eqs. (40) and (52). An explicit result can be obtained
with the help of the relation
s∑
j=1
Cij =
n¯iI2(ρ0)
I21 (ρ0)
, (54)
derived in Appendix E. In this way we arrive at a Gaus-
sian distribution of the total absorption current n:
− lnP(δn; ρ0, T ) ≃ S = Tδn
2
2n¯α(ρ0)
. (55)
The first two distribution cumulants of the number of
absorbed particles N = Tn, following from Eq. (55), are
N
T
= AI1(ρ0) ;
N2 −N2
T
= A
I2(ρ0)
I1(ρ0)
, (56)
where we have used Eq. (30). Remarkably, these cumu-
lants are equal to the total capacitance A multiplied by
the cumulants of the integrated current, obtained for a
one-dimensional lattice gas driven by two reservoirs, at
ρa = ρ0 and ρb = 0, see Eq. (3) of Ref. [3].
Similar relations were established, for all cumulants of
the current, in Ref. [5] which dealt with the SSEP driven
by two reservoirs in a finite system in any spatial dimen-
sion. There too the cumulants of the current are equal
to the corresponding cumulants of the one-dimensional
system multiplied by a constant geometrical factor [5].
As was noticed in Ref. [2], this geometric factor is the
electric capacitance.
Our setting involves an infinite system with a single
reservoir at infinity. Still, as we have just shown, the
first two cumulants of the total absorption current have
the same structure as those in the finite two-reservoir set-
tings. (For a spherically symmetric absorber this prop-
erty was established, for the complete absorption statis-
tics, in Ref. [18].) Extending the results of Refs. [5] and
[18], the relations (56) show that the dependence on the
problem’s geometry, through the electric capacitance A,
is factorized out from the expressions for the current’s
mean and variance. We now show that the same feature
also holds for the cross-correlations.
1. Cross-correlation between the total current and the
current into a single absorbing patch
This cross-correlation is obtained by summing over j
in Eq. (46) and using Eqs. (54), and (28):
NiN − N¯iN¯
T
=
δNiδN
T
=
s∑
j=1
Cij
=

 s∑
j=1
Aij

 I2(ρ0)
I1(ρ0)
, (57)
Note that the variance in (56) can be obtained from the
cross-correlation by summing over i and using the defini-
tion (31). We see that the dependence on the geometry
in Eq. (57) is factorized out as in Eq. (56), although via
a different geometrical factor. This geometrical factor is
the same as the factor which factorizes the expression for
the average current into the i-th patch in Eq. (28). This
result is remarkable for two reasons.
First, it means that the geometry affects different gases
in the same way for the purpose of calculating the aver-
age current (28) and the cross-correlation (57). For in-
stance, changing the geometry for one gas model so as
to increase the average current and the cross-correlation
will have the same effect on any other gas model, in spite
of their different microscopic dynamics. This property
should be contrasted with the cross-correlations of cur-
rents into different patches, Eqs. (46) and (41). There
the geometry is not factorized out, so that a change in
the geometry affects different gas models differently.
Second, the geometry dependence of the average cur-
rent (28) and the cross-correlation (57) is factorized out
via the same geometrical factor
∑s
j=1 Aij . That is, a
given gas in two different geometries but sharing the
same average current into the i-th patch will have the
same cross-correlation between this specific current and
the total current. This should again be contrasted with
the cross-correlation which in general is not the same for
a specified gas in two different geometries sharing the
same average currents into the patches.
2. Cell sensing by multiple receptors
Let us apply our results to the Berg-Purcell model [11]
modified by an account of interactions. In this model
the cell is a sphere of radius a covered with s ≫ 1 disk-
shaped absorbing receptors with a small radius b ≪ a,
so that only a small fraction of the cell surface is covered
by the disks: sb2/4a2 << 1. The cell is immersed in a
gas of diffusing molecules at density ρ0. Berg and Purcell
approximated the total capacitance of the system (31) as
A ≃ 4pisab/(sb+ pia). Then, assuming that the diffusing
molecules are non-interacting, they evaluated the average
total current (30) of molecules into the receptors:
n¯ = n¯full
sb
sb+ pia
, (58)
where n¯full is the average steady state current into a fully
absorbing sphere. Based on Eq. (58), Berg and Pur-
cell concluded the following: “For large s the intake ap-
proaches that of a completely absorbing cell, as it ought
to. But it can become almost that large before more
than a small fraction of the cell’s surface is occupied by
absorbent patches”. Berg and Purcell gave an elegant ex-
planation of Eq. (58) in terms of a trajectory of a single
diffusing molecule. Although this single-particle picture
breaks down for interacting molecules, Eq. (58) remains
8intact. Indeed, as Eq. (30) shows, the geometry is factor-
ized out. It is also factorized out, for any gas model, in
Eq. (56) for the variance of the total current. Therefore,
if the number of absorbing patches is increased, but the
area fraction of the absorbers is kept constant, fluctua-
tions in the total current grow. Furthermore, our expres-
sion (57) for the cross-correlation shows how the number
of patches affects cross-correlations:
δniδn
n¯in¯
=
I2(ρ0)
TI31 (ρ0)
1
A
=
δn2
n¯2
∣∣∣
full
sb+ pia
sb
, (59)
where we have used Eq. (57), and δn2/n¯2|full is the (nor-
malized) variance of the total current of a fully absorb-
ing sphere. Equation (59) shows that, as the number of
patches increases, the cross-correlations, normalized by
the mean current, decrease. This result is to be expected
on physical grounds. Importantly, it holds for any (in
general, interacting) diffusive lattice gas.
V. OPTIMAL DENSITY AND FLUX FIELDS
Here we determine the optimal profiles of the gas den-
sity and flux fields conditioned on specified absorption
currents into each patch. Let us start with the gas of
non-interacting RWs. Here the calculations are straight-
forward, see Appendix F. The resulting stationary opti-
mal density profile, ρRWs(x) = ρ¯RWs(x) + ρ1RWs(x) can
be written as
ρRWs(x) = ρ¯RWs(x)
[
1 +
s∑
i=1
δni
n¯i
φi(x)
]
, (60)
where, using Eqs. (23) and (27), we have:
ρ¯RWs(x) = ρ0
[
1−
s∑
i=1
φi(x)
]
. (61)
The optimal flux field is (see Appendix F):
JRWs
D0ρ0
=
ρ¯RWs
ρ0
(
s∑
i=1
ni
n¯i
∇φi
)
−∇ρ¯RWs
ρ0
(
s∑
i=1
ni
n¯i
φi
)
.(62)
Let us calculate the vorticity ∇×JRWs. Taking the curl
of both sides of Eq. (62) we obtain, after cancellation of
two terms,
∇× JRWs
D0ρ0
= 2
(
s∑
i=1
ni
n¯i
∇φi
)
×
(
s∑
i=1
∇φi
)
. (63)
This quantity is, in general, non-zero. That is, the op-
timal fluctuating flux field is, in general, not a potential
vector field, in contrast to the average flux field (24).
Equation (63) can be generalized to an arbitrary lattice
gas. For small fluctuations the flux field is equal to
J = J¯−∇ [D(ρ¯)ρ1] + σ(ρ¯)∇p1,
see Eq. (32). The first two terms on this right-hand-side
are potential vector fields, so a non-zero contribution to
∇×J can come only from the last term. Substituting p1
from Eq. (38) and using Eqs. (19) and (27), we obtain
∇× J
V (ρ0)
=
σ′(ρ¯)
D(ρ¯)
(
s∑
i=1
λi∇φi
)
×
(
s∑
i=1
∇φi
)
, (64)
The explicit result (63) for the RWs is a particular limit
of this relation. As is clear from Eq. (64), for a fluctuat-
ing system (that is, when λi 6= 0 for some i) the vorticity
vanishes if and only if the two vector fields,
∑s
i=1 λi∇φi
and
∑s
i=1∇φi, entering Eq. (64), are parallel. This hap-
pens in a single-current system, that is if there is only one
absorbing patch. (This also happens in the extensively
studied finite two-reservoir system, also sustaining a sin-
gle current.) The vorticity also vanishes if all λi are equal
to each other. As shown in the previous Sec. IVD, this
special case appears when the process is conditioned on
the total absorption current into all patches combined,
n =
∑s
i=1 ni. We will return to this special case in
Sec. VB.
Let us examine the large-|x| asymptotic of the opti-
mal vorticity field. The fields ∇φi, comprising the cross
product in Eq. (64), can be expanded in multipoles, see
e.g. Ref. [35], Chap. 4. The two monopole terms, each
decaying as |x|−2, do not contribute to the cross product,
as they are directed in the radial direction. The leading
contribution to the vorticity comes from the cross prod-
uct of a monopole field of one potential and a dipole field
of the other. This product decays as |x|−5 regardless of
the problem’s geometry or specific lattice gas.
Bodineau et al. [36] considered a finite two-
dimensional lattice gas in contact with two particle reser-
voirs. They studied fluctuations of the partial current
through an imaginary slit located in the bulk and showed
that the fluctuations are dominated by point-like flux
vortices localized at the edges of the slit. The action,
evaluated over these solutions, can be made arbitrarily
small indicating a breakdown of the MFT. In our system
the flux-field vorticity is macroscopic, and is generated
in the bulk, while point-like vortices are forbidden by the
boundary conditions on the absorbing-reflecting surface.
A. Two hemispheres
To illustrate our results on the optimal density and
flux fields, we consider a gas of RWs in contact with
a sphere of radius R placed in the origin. The whole
sphere is absorbing, and we are interested in the absorp-
tion statistics of each of the two hemispheres: the north-
ern one, θ ∈ [0, pi/2], which we denote by Ω1 and the
southern one, θ ∈ [pi/2, pi], denoted by Ω2. Here θ is the
polar angle of the spherical coordinates. The problem
possesses cylindrical symmetry. The effective potential,
defined in Eq. (19), is φ = D0ρ0R/r, where r is the ra-
dial coordinate. The average absorption currents (25) to
9each of the two hemispheres are identical and equal to
n¯1 = n¯2 = 2piD0ρ0R. The set of effective potentials φi
can be found explicitly via expansion in spherical har-
monics:
φ1,2 =
R
2r
± f(r, θ), (65)
where the plus and minus signs refer to the northern and
southern hemispheres, respectively. The function f(r, θ)
is given by
f(r, θ)=
√
pi
4
∞∑
k=1
(4k − 1)
Γ
(
3
2 − k
)
Γ(1 + k)
(
R
r
)2k
P2k−1(cos θ),
(66)
P2k−1(. . . ) are the Legendre polynomials, and Γ(. . . ) is
the gamma function. Plugging expressions (65) and (66)
in Eq. (63) we obtain, after some algebra, the vorticity:
∇× JRWs = n1 − n2
pir3
∂f
∂θ
ϕˆ (67)
where ϕˆ is the unit vector in the azimuthal direction ϕ
in spherical coordinates. Using Eq. (66), we can obtain
the large-r behavior of the vorticity:
∇× JRWs(r →∞) ≃ −3R
2 (n1 − n2) sin θ
4pir5
ϕˆ. (68)
The r−5 dependence is expected from the general argu-
ment given above. The vorticity exhibits a delta-function
singularity at the equator of the sphere:
∇× JRWs(r → R) = −n1 − n2
piR3
δ
(
θ − pi
2
)
ϕˆ. (69)
We can also find the optimal flux and optimal density
fields in this example by plugging expressions (65) and
(66) in Eqs. (60)-(62). Figure 2 shows a vertical cross-
section of the optimal density field ρRWs for n1/n¯1 = 2
and n2/n¯2 = 0.5. As intuitively expected, the optimal
density is higher/lower than the mean density close to
the northern/southern hemisphere, respectively. The op-
timal flux field (62) and the vorticity field (67) in this case
are shown in Figs. 3 and 4, respectively. Evident in Fig.
4 is the singularity of the vorticity at r → R, displayed
by Eq. (69). The flux field (62) exhibits a milder singu-
larity at r → R, where the radial component of the flux
is discontinuous as a function of θ at θ = pi/2. These
singularities are due to the discontinuous boundary con-
ditions for the potentials φi’s, and they are generic when
considering several patches (or reservoirs) in direct con-
tact with each other. The density field (60) is continuous
at r = R.
B. Optimal profiles conditioned on the total
absorption current
The optimal density and flux fields, conditioned on the
total absorption current deviation δn, are given by the
FIG. 2: (a) The vertical cross section y = 0 of the opti-
mal density field (60) of a gas of RWs in contact with a
sphere, conditioned on an enhanced particle absorption by
the northern hemisphere, n1/n¯1 = 2, and a reduced ab-
sorption by the southern hemisphere, n2/n¯2 = 0.5, where
n¯1 = n¯2 = 2piD0ρ0R. The rest of the parameters are
R = 1, n0 = 1 and D0 = 1. The black segment is the equator.
(b) The density difference ρRWs(x)− ρ¯RWs(x). Notice the en-
hanced density next to the northern hemisphere and reduced
density next to the southern hemisphere.
solution of the linearized MFT equations (32) and (33)
alongside with Eqs. (51) and (52). In this case the equa-
tions can be explicitly solved for any lattice gas, see Ap-
pendix G, and we obtain
D(ρ¯)ρ1 =
δn
n¯
[
I˜1(ρ¯, ρ0)I2(ρ0)− I1(ρ0)I˜2(ρ¯, ρ0)
I2(ρ0)
]
, (70)
p1 =
δn
n¯
I1(ρ0)
I2(ρ0)
I˜1(ρ¯, ρ0), (71)
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FIG. 3: The flux field JRWs(x) from Eq. (62) for the same
setting as in Fig. 2. The arrows represent the field lines of the
flux.
where
I˜k [ρ¯(x), ρ0] ≡
∫ ρ0
ρ¯(x)
D(w)σ(w)k−1dw. (72)
Note that φ (x) = I˜1 [ρ¯ (x) , ρ0], see Eq. (19). As
Eqs. (70) and (71) show, both ρ(x) = ρ¯(x) + ρ1(x),
and p(x) = p1(x) depend on ρ¯(x) alone. Remarkably,
these ρ¯(x)-dependencies are described by (the small-
fluctuation limit of) the optimal profiles ρ(1)(x) and
p(1)(x) of the one-dimensional problem for the reservoir
density values ρa = ρ0 and ρb = 0, found in Ref. [3]:
ρ(x) = ρ(1) [φ [ρ¯ (x)]] ,
p(x) = p(1) [φ [ρ¯ (x)]] , (73)
where φ (ρ¯) is defined in Eq. (19). As one can see
from Eq. (73), the average density ρ¯(x) plays the role
of the natural “spatial coordinate” of the problem. (The
same property was uncovered and exploited in a differ-
ent geometry in Ref. [5].) With respect to this spatial
coordinate the problem is effectively one-dimensional,
hence the relation to the current fluctuations of the one-
dimensional system, described at the end of Sec. IVD.
Finally, using Eqs. (70) and (71), we obtain the opti-
mal fluctuating flux field (32), conditioned on the total
absorption current:
J =
n
n¯
∇I˜1(ρ¯, ρ0) = n
n¯
J¯, (74)
where J¯ is the average steady state flux field (24). As
Eq. (74) shows, in order to generate a total absorption
current which is larger by a factor n/n¯ than the average
one, the system has to increase the optimal flux by the
FIG. 4: The vorticity norm |∇ × JRWs(r, θ)|, see Eq. (67)
for the same setting as in Figs. 2 and 3. Shown is the vor-
ticity norm vs. r in a vertical cross section for different θ.
(a) θ = pi/2. The vorticity diverges at r → R, as predicted
by Eq. (69). The dashed line in the inset is the r−5 asymp-
totic (68). (b) θ = pi/3, pi/4 and pi/6 (marked by a, b and c,
respectively). Along these directions the vorticity vanishes on
the sphere, as again predicted by Eq. (69). The dashed line
in the inset is the r−5 asymptotic (68) for θ = pi/6.
same factor everywhere in space (see also Refs. [5, 18]).
It is not surprising, therefore, that the optimal flux field,
conditioned on the total absorption current, is vortex-
free.
VI. DISCUSSION
In this work we employed the Macroscopic Fluctuation
Theory (MFT) to determine the statistics of particle ab-
sorption by several patches located on the surface of a
domain immersed in a gas composed of interacting dif-
fusing particles. Essentially, this work extends a number
of previous results [2–5, 18], obtained for different single-
current settings, to a multiple-current setting. Among
central results of this work are Eqs. (41) and (47) for
the covariance matrix of the absorption currents into dif-
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ferent patches, and Eq. (48) which establishes, indepen-
dently of the system’s geometry, whether the absorption
currents correlate or anti-correlate. The same condition
(48) has recently gained much attention in a different
context – as a sufficient condition for the validity of the
additivity hypothesis for arbitrary currents [19, 32, 39].
This coincidence hints at a possible relation between cor-
relations and dynamical phase transitions via which the
additivity property breaks down.
One particular example of diffusive transport, exten-
sively studied in the past, describes electronic transport
in mesoscopic wires [7]. In this case Eq. (2), with D
and σ corresponding to the SSEP, serves as a suitable
mathematical description [6]. As follows from Eq. (48),
the cross-correlations in this system are strictly nega-
tive. This result has been known for some time: it was
obtained both by the scattering matrix method [37] and
by the effective Langevin description [8]. It has been ver-
ified in experiment and gained much attention, see e.g.
[38]. It is often referred to as the electronic Hanbury
Brown and Twiss effect [7], and is intimately related to
the Fermi statistics of charge carriers. The MFT frame-
work which we developed here enables one to address a
much broader class of diffusive systems by considering
more general diffusivity and mobility. As we have seen,
this may lead to qualitatively different fluctuational be-
haviors, such as different signs of the correlation terms.
An important example of positive correlations in the
(energy) absorption appears in the context of diffusive
wave propagation in disordered media [9, 19]. Indeed,
mesoscopic wave transport can often be described by
Eq. (2) which relates the wave energy flux to the local
wave intensity I: an equivalent of particle density ρ. Re-
markably, this “lattice gas” can be described in terms
of the KMP model. Indeed, the corresponding diffusion
coefficient is constant here, but the mobility behaves as
σ(I) ∝ I2 [9]. In this case our Eq. (48) predicts strictly
positive cross-correlations in the photon absorption. It
would be very interesting to test this prediction in exper-
iment. The experimental setting can be similar to that of
Ref. [10], where a waveguide filled with a disordered ma-
terial was used to study the light-intensity correlations
between two distant points along the waveguide.
Another important advantage of the MFT is that it
predicts, for all settings, the optimal (most probable)
spatial profiles of the density and of the flux, conditioned
on a given multiple-current statistics. As we have shown
here, the corresponding optimal flux field generically ex-
hibits vorticity. The vorticity disappears if the process is
conditioned on the total absorption current into all the
patches combined. It would be interesting to see whether
the vorticity still disappears for the total absorption cur-
rent if one goes beyond typical, small fluctuations which
we addressed here. We found that, under the assumption
that the optimal flux field is vortex-free, the simple so-
lution (73) (which solves the time-independent nonlinear
MFT equations exactly), is unique. As a result all the
cumulants [and not only the first two as in Eq. (56)], are
equal to the corresponding one-dimensional cumulants
times the capacitance of the system. The irrotational
character of the flux field is, however, a strong assump-
tion. Its breaking, at a critical value of the total absorp-
tion current, may have a character of phase transition.
The MFT formalism can be readily extended to other
geometries sustaining multiple currents in systems of in-
teracting diffusing particles. It can also be extended to
finite two-dimensional systems where a set of character-
istic potentials φi and the capacitance matrix can always
be defined. An infinite two-dimensional system does not
reach a true steady state, and logarithmic corrections to
the linear scaling of the action with time T are to be ex-
pected [17]. Last but not least, the formalism can also
be extended, with some modifications, to the case when
different reservoirs are kept at different densities.
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Appendix A: Derivation of the MFT equations and
boundary conditions
There are several methods for derivation of the MFT
equations [2]. Here we use the Martin-Siggia-Rose for-
malism [2, 40–42]. We start from Eq. (2) and represent
the probability of observing a joint density and flux his-
tory ρ(x, t),J(x, t), constrained by the conservation law
∂tρ+∇ · J = 0, as a path integral:
P ≃
∫
DρDJ
∏
x,t
δ(∂tρ+∇ · J) (A1)
× exp
{
−
∫ T
0
dt
∫
dx
[J+D(ρ)∇ρ]2
2σ(ρ)
}
.
Using an integral representation for the δ-function with
the help of an auxiliary field p(x, t), we can rewrite
Eq. (A1) as a path integral over three unconstrained fields
[42]:
P ≃
∫
DρDJDp exp {−L [ρ(x, t),J(x, t), p(x, t)]} ,
L =
∫ T
0
dt
∫
dx
{
[J+D(ρ)∇ρ]2
2σ(ρ)
+ p (∂tρ+∇ · J)
}
.
(A2)
We wish to evaluate the path integral over only those his-
tories which led to Ni particles being absorbed, by time
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T , by the i-th patch, i = 1, 2, . . . , s. Assuming that all
characteristic length scales are macroscopic and include
large numbers of particles, we can evaluate this path
integral via a saddle-point approximation. The domi-
nant contribution comes from the optimal fluctuation:
the most probable history (ρ,J, p) leading to a specified
number of absorbed particles Ni. The problem, there-
fore, reduces to finding the minimum of L under the s
constraints:
Ni =
∫ T
0
dt
∮
Ωi
J · nˆds, i = 1, 2, . . . , s. (A3)
The latter can be incorporated via s Lagrange multipliers
λi, i = 1, 2, . . . , s:
− lnP(N1, N2, . . . , Ns; ρ0, T ) ≃ S,
S = min
ρ,J,p
{
L [ρ(x, t),J(x, t), p(x, t)]
+
∑
i
λiNi −
∑
i
λi
∫ T
0
dt
∮
Ωi
J · nˆds
}
, (A4)
where the a priori unknown Lagrange multipliers are ul-
timately set by the s constraints (A3). Taking the first
variation of S we obtain:
δS =
∫ T
0
dt
∫
dxδρ
{
−∂tp− 1
2
σ′ (ρ)
[
J+D(ρ)∇ρ
σ(ρ)
]2
−D(ρ)∇ ·
[
J+D(ρ)∇ρ
σ(ρ)
]}
+
∫ T
0
dt
∮
Ωr
δρ
D2(ρ)
σ(ρ)
∇ρ · nˆds+
∫
dxδρ p|t=T
+
∫ T
0
dt
∫
dxδJ ·
[
J+D(ρ)∇ρ− σ(ρ)∇p
σ(ρ)
]
+
∑
i
∫ T
0
dt
∮
Ωi
(p− λi) δJ · nˆds,
+
∫ T
0
dt
∫
dxδp (∂tρ−∇ · J) . (A5)
Here we have used the conditions
δρ(x, t = 0) = δρ(x ∈ Ωi, t) = δρ(x→∞, t)
= δJ(x ∈ Ωr, t) · nˆ = 0, (A6)
following from the boundary conditions (4)-(7). We have
also used Gauss’s theorem to transform volume integrals
to surface integrals. There are no contributions from the
surface integral at infinity.
Setting δS to zero and using the fact that δρ(x ∈ Ωr, t),
δρ(x, t = T ), and δJ(x ∈ Ωi, t) can be arbitrary, we see
that the the optimal flux field is given by
J = −D(ρ)∇ρ+ σ(ρ)∇p, (A7)
and the optimal profiles ρ and p satisfy the MFT equa-
tions (8) and (9) in the bulk and the boundary conditions
(10)-(16). The MFT equations (8) and (9) are Hamilto-
nian, where ρ and p play the role of the conjugate “coordi-
nate” and “momentum” density fields. The Hamiltonian
is
H [ρ(x, t), p(x, t)] =
∫
dxH, (A8)
where the Hamiltonian density is given by [2]
H = σ(ρ) (∇p)
2
2
−D(ρ)∇ρ · ∇p. (A9)
Finally, the action (A4) can be simplified to (17) by using
Eqs. (8), (A3) and (A7).
Appendix B: Derivation of Eq. (43)
The formal solution to Eq. (42) is given by Green’s
function G(x,x′) which satisfies the equations
∇2G = δ(x − x′), (B1)
G(x ∈ Ωi,x′) = 0, (B2)
∇xG(x ∈ Ωr,x′) · nˆ = 0, (B3)
G(x→∞,x′) = 0. (B4)
G(x,x′) can be interpreted as the electrostatic potential
at point x, induced by a point charge q = −1/4pi at
point x′ outside the domain, when all the patches Ωi are
conducting and grounded. With G(x,x′), the solution to
Eq. (42) can be written as
[D(ρ¯)ρ1] (x) =
∫
dx′G(x,x′)∇ · [σ(ρ¯)∇p1] (x′). (B5)
Now let us evaluate the flux deviation
δJ = −∇ [D(ρ¯)ρ1] + σ(ρ¯)∇p1,
whose surface integrals over the patches give the corre-
sponding current deviations:
δni =
∮
Ωi
{−∇ [D(ρ¯)ρ1] + σ(ρ¯)∇p1} · nˆdS =
−
∫
dx′∇ · [σ(ρ¯)∇p1] (x′)
∮
Ωi
∇xG(x,x′) · nˆdS
+
∮
Ωi
σ(ρ¯)∇p1 · nˆdS. (B6)
Using a Green’s function identity∮
Ωi
∇xG(x,x′) · nˆdS = φi(x′) (B7)
[35], we obtain
δni = −
∫
dx∇ · [σ(ρ¯)∇p1]φi +
∮
Ωi
σ(ρ¯)∇p1 · nˆdS.
(B8)
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As the last step, we use Gauss’s theorem to transform
the surface integral in Eq. (B8) to a volume integral with
the help of the potential φi defined in Sec. III:
δni =
∫
dx
{
−∇ · [σ(ρ¯)∇p1]φi +∇ · [σ(ρ¯)∇p1φi]
}
=
∫
dxσ(ρ¯)∇p1 · ∇φi =
∑
j
λj
∫
dxσ(ρ¯)∇φj · ∇φi,
(B9)
where in the last equality we have substituted p1 from
Eq. (38). This linear relation can be written in a matrix
form as in Eq. (43).
Appendix C: Matrix C is positive definite
To prove this statement one needs to show that, for
every nontrivial s-dimensional vector V , V T ·C ·V > 0.
We have
V T ·C · V =
∑
i,j
∫
dxViVjσ (ρ¯)∇φi · ∇φj
=
∫
dxσ (ρ¯)
[∑
i
Vi∇φi
]2
, (C1)
which is clearly non-negative. Furthermore, since the
fields ∇φi are linearly independent, it is positive definite.
Appendix D: Derivation of Eq. (47)
We start with rewriting (41):∫
dxσ(ρ¯)∇φi · ∇φj =
∫
dx
1
2
φiφj∇2σ(ρ¯)
+
∫
dx∇ ·
[
σ(ρ¯)
2
∇ (φiφj)− φiφj∇σ(ρ¯)
2
]
, (D1)
where we have used the fact that φi-s are harmonic func-
tions. Using Gauss’s theorem, we can transform the last
integral into a surface integral. There is no contribution
from the surface integral at infinity since both ∇ (φiφj),
and φiφj∇σ(ρ¯) decay as x−3 as x → ∞. Therefore, the
last integral in Eq. (D1) becomes∫
dx∇ ·
[
σ(ρ¯)
2
∇ (φiφj)− φiφj∇σ(ρ¯)
2
]
=
∮
Ω
[
σ(ρ¯)
2
∇ (φiφj)− φiφj∇σ(ρ¯)
2
]
· nˆdS. (D2)
As
∇φi (x ∈ Ωr) · nˆ = ∇ρ¯ (x ∈ Ωr) · nˆ = 0,
the surface integral is taken over the absorbing patches
Ωi alone. Moreover, since
σ [ρ¯ (x ∈ Ωi)] = σ(0) = 0,
the surface integral of the first term vanishes. Finally,
since φi (x ∈ Ωj) = δi,j we obtain∫
dx∇ ·
[
σ(ρ¯)
2
∇ (φiφj)− φiφj∇σ(ρ¯)
2
]
= −δi,j
∮
Ωi
∇σ(ρ¯)
2
· nˆdS (D3)
= δi,j
∮
Ωi
σ′(ρ¯)
2D(ρ¯)
[−D(ρ¯)∇ρ¯] · nˆdS = δi,j σ
′(0)
2D(0)
n¯i,
where in the last equality we have used the fact that, on
the absorbing patches, ρ¯ = const = 0, and identified the
average currents (25) expressed through the average flux
field (24). What is left to arrive at Eq. (47) is to rewrite
the integrand of the second integral in Eq. (D1) as
1
2
φiφj∇2 [σ(ρ¯)] = 1
2
φiφj
(∇φ)2
D(ρ¯)
[
σ′(ρ¯)
D(ρ¯)
]′
,
where we have used Eq. (19) and the fact that φ is a
harmonic function.
Appendix E: Conditioning on the total absorption
current
We seek the minimum of the bilinear form
δnT ·C−1 · δn
subject to the constraint
δnT · (1, 1, . . . , 1) = δn.
Introducing an additional Lagrange multiplier γ, we min-
imize the function
δnT ·C−1 · δn− γ
[
δnT · (1, 1, . . . , 1)− δn
]
with respect to all δni. The minimization yields
δni =
γ
2
∑
j
Cij .
Comparing this expression with Eq. (43), we see that
λi = λ ≡ γ
2
.
Now we can find the currents and all λi-s in terms of the
total absorption current n. We plug the identity
∑
j φj =
φ/V (ρ0) in Eq. (41) and obtain∑
j
Cij =
1
V (ρ0)
∫
dxσ (ρ¯)∇φi · ∇φ. (E1)
Now we introduce a single-variable function ρ¯(φ) as the
inverse function to φ(ρ¯) defined in Eq. (19). Using ρ¯(φ),
we can rewrite the integrand as
σ [ρ¯(φ)]∇φ · ∇φi = ∇ ·
{
∇φi
∫ φ
0
σ [ρ¯(w)] dw
}
,
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where we have also used the fact that φi is a harmonic
function. Applying Gauss’s theorem for this form of the
integrand in Eq. (E1) we have (the surface integral at
infinity vanishes due to our choice of the lower bound of
the integral on σ, and that ∇φi decays as x−2):
∑
j
Cij =
1
V (ρ0)
∮
Ω
{∫ φ
0
σ [ρ¯(w)] dw
}
∇φi · nˆdS
=
1
V (ρ0)
∑
j
∮
Ωj
{∫ φ
0
σ [ρ¯(w)] dw
}
∇φi · nˆdS
=
∫ V (ρ0)
0
σ [ρ¯(w)] dw
V (ρ0)
∑
j
∮
Ωj
∇φi · nˆdS
=
∫ V (ρ0)
0 σ [ρ¯(w)] dw
V 2(ρ0)
∮
Ωi
V (ρ0)
∑
j
∇φj · nˆdS
=
∫ V (ρ0)
0 σ [ρ¯(w)] dw
V 2(ρ0)
n¯i =
∫ ρ0
0 D(w)σ(w)dw
V 2(ρ0)
n¯i, (E2)
where in the second and third equalities we used the
boundary conditions:
∇φi(x ∈ Ωr) · nˆ = 0 , φ(x ∈ Ωj) = const = V (ρ0),
respectively. In the forth equality we employed the iden-
tity ∮
Ωj
∇φi · nˆdS =
∮
Ωi
∇φj · nˆdS,
which reflects the symmetry of the capacitance matrix
(26). As a result,
δni =
γ
2
α(ρ0)n¯i, (E3)
where α(ρ0) is defined in (53). It is left to impose the
constraint
∑
i δni = δn in order to set the value of γ.
This yields
γ
2
=
δn
n¯α(ρ0)
. (E4)
Equations (E3) and (E4) yield Eqs. (51) and (52).
Appendix F: Optimal density and flux fields for the
RWs
For the non-interacting RWs one can solve Eq. (42)
explicitly. Since both φi and ρ¯RWs are harmonic functions
[see Eq. (23)], we can rewrite the r.h.s. of Eq. (42) as
∇ · [σ(ρ¯)∇φi] = 2D0∇ · (ρ¯RWs∇φi) = D0∇2 (ρ¯RWsφi) .
Therefore, Eq. (42) can be rewritten as a Laplace’s equa-
tion:
∇2
[
D0ρ1RWs −D0ρ¯RWs
∑
i
λiφi
]
= 0. (F1)
By virtue of the boundary conditions for ρ¯, φi and ρ1, the
function under the Laplacian vanishes on all the patches
and at infinity, whereas its normal derivative vanishes on
the reflecting part of the boundary Ωr. As a result, this
function vanishes everywhere, and we obtain
ρ1RWs(x) = ρ¯RWs(x)
∑
i
λiφi(x). (F2)
Now we use Eq. (43) alongside with Cij = δi,j n¯i (see Sec.
IVB) and obtain:
λi =
δni
n¯i
. (F3)
Plugging this relation into Eq. (F2) we arrive at Eq. (60).
Also, using Eq. (F2), we can evaluate the flux deviation
δJ = −∇ [D(ρ¯)ρ1] + σ(ρ¯)∇p1.
Substituting here p1 from Eq. (38) and using (F3), we
arrive at Eq. (62).
Appendix G: Optimal profiles for the total
absorption current
We start from p1 from Eq. (38). All λi are given by
Eq. (52). Then, using Eqs. (27) and (53), we obtain:
p1 =
δn
n¯
I1(ρ0)
I2(ρ0)
I˜1(ρ¯, ρ0), (G1)
where I˜1(ρ¯, ρ0) is defined by Eq. (72). Now we turn to
Eq. (42) for ρ1. Using
σ(ρ¯)∇I˜1(ρ¯, ρ0) = ∇I˜2(ρ¯, ρ0), (G2)
we obtain
σ(ρ¯)∇p1 = ∇
[
δn
n¯
I1(ρ0)I˜2(ρ¯, ρ0)
I2(ρ0)
]
. (G3)
As a result, Eq. (42) for ρ1 becomes Laplace’s equation,
∇2
[
D(ρ¯)ρ1 − δn
n¯
I1(ρ0)I˜2(ρ¯, ρ0)
I2(ρ0)
]
= 0, (G4)
with inhomogeneous boundary conditions on the absorb-
ing patches [as can be deduced from the boundary condi-
tions (34)-(37) for ρ1 and the definition (72) of I˜2]. The
solution gives ρ1 as a function of the average density field
ρ¯(x) in Eq. (70).
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