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MOTION OF LEVEL SET BY GENERAL CURVATURE
LING XIAO
ABSTRACT. In this paper, we study the motion of level sets by general curvature. The
difficulty in this setting is for a general curvature function, it’s only well defined in an
admissible cone. In order to extend the existence result to outside the cone we introduce
a new approximation function fˆn (see (3.1)). Moreover, using the idea in [5], we give an
elliptic approach for the Ben-Andrews’ non-collapsing result in fully nonlinear curvature
flows. We hope this approach can be generalized to a wider class of elliptic equations.
1. INTRODUCTION
In this paper, we are going to study a level set approach for general curvature flow. More
specifically, given an initial hypersurface Γ0, select some continuous function g : Rn → R
so that
(1.1) Γ0 = {x ∈ Rn|g(x) = 0}.
We are going to consider the parabolic PDE
(1.2)
ut = |∇u|F (A[Γt]) = F
(
γikuklγ
lj
)
u = g on Rn × {t = 0},
where γij = δij − uiuj|Du|2 , Γt ≡ {x ∈ Rn|u(x, t) = 0}, and A[Γt] denotes the second
fundamental form of the hypersurface Γt. The PDE (1.2) says that each level set of u
evolves according to a general curvature function, at least at the region where u is smooth
and |Du| 6= 0. One can derive that when Γt evolves according to its mean curvature then
F
(
γikuklγ
lj
)
= (δij − uiuj/|Du|2)uij.
Evans and Spruck in their series papers (see [7, 8, 9, 10]) study existence, uniqueness,
and regularities of solutions of level set mean curvature flow. They also study the relation-
ship between level set mean curvature flow and classical mean curvature flow. Around the
same time, Chen, Giga and Goto study the existence and uniqueness of generalized level set
mean curvature flow (see [3]). Following these ideas, generalized motion of noncompact
hypersurfaces with normal velocity depending on the normal direction and the curvature
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tensor have also been studied by Ishii and Souganidis, and Goto (see [15, 11]). In their
works, they study equation
(1.3) ut − F (Du,D2u) = 0,
where function F is globally elliptic, i.e. F (p,X) ≥ F (p, Y ) if X ≥ Y. Under the global
ellipticity assumption, in [4] Chambolle, Morini, and Ponsiglione study general level set
nonlocal curvature motions. However, the global ellipticity condition isn’t satisfied when
Γt moves by k-th mean curvature or curvature quotient.
In this paper, we are going to prove the existence and uniqueness result for motion by
general curvature which is not globally elliptic. Our main results are the following:
Theorem 1.1. Assume g : Rn → R is continuous and satisfying that
g is constant on Rn ∩ {|x| ≥ S}.
Then, there exists a weak solution u of (2.1), such that
u is constant on Rn × [0,∞) ∩ {|x|+ t ≥ R}.
Moreover, we give a new approach to Ben-Andrews’ non-collapsing results (see [1, 2]).
Our approach is an elliptic approach based on the idea of [5]. Combining Ben-Andrews’
non-collapsing results with our result in Section 5, we are able to extend the non-collapsing
results to the weak flow:
Theorem 1.2. Let Γ0 be a hypersurface satisfies the following conditions: Γ0 can be ap-
proached by a sequence of smooth hypersurfaces, which have positive general curvature
and satisfy α-Andrews condition. If {Γt} is a compact level set general curvature flow with
initial hypersurface Γ0, then {Γt} is an α-Andrews level set flow.
2. DEFINITION AND PROPERTIES OF WEAK SOLUTIONS
2.1. Weak solutions. We study the following equation:
(2.1)
ut = |∇u|F (A[Γt]) = F
(
γikuklγ
lj
)
u = g on Rn × {t = 0},
where γij = δij − uiuj|Du|2 . Now, let κ[γikuklγlj ] = (κ1, · · · , κn) be the eigenvalues of
{γikuklγlj}, and let f(κ) = F
(
γikuklγ
lj
)
. We assume the function f satisfies the fol-
lowing fundamental structure conditions:
MOTION OF LEVEL SET BY GENERAL CURVATURE 3
(2.2) fi(κ) ≡ ∂f(κ)
∂κi
> 0 in K, 1 ≤ i ≤ n,
(2.3) f is a concave function in K,
(2.4) f > 0 in K, f = 0 on ∂K,
where K ⊂ Rn is an open symmetric convex cone such that
(2.5) K¯+n := {κ ∈ Rn : each component κi ≥ 0}  K¯.
In addition, we shall assume that f is normalized
(2.6) f(1, · · · , 1) = 1,
satisfies the more technical assumptions
(2.7) f is homogeneous of degree one.
Definition 2.1. We say a function φ ∈ C∞(Rn+1) is admissible on a domain D if and only
if for any x ∈ D we have,
(2.8)
{
F
(
γikφklγ
lj
)
> 0
if Dφ 6= 0,
and
(2.9)
{
F
(
γikη φklγ
lj
η
)
> 0
for some η ∈ Rn with |η| ≤ 1, if Dφ = 0, ,
where γijη = δij − ηiηj.
We will use Λ(D) to denote the class of admissble function in domain D.
Definition 2.2. A function u ∈ C(Rn × [0,∞) ∩ L∞(Rn × [0,∞)) is a weak subsolution
(supersolution) of (2.1) provided that for any φ ∈ C∞(Rn+1) ∩ Λ(D), where D is an open
set in Rn × [0,∞), if u− φ has a local maximum (minimum) at a point (x0, t0) ∈ D, then
at this point
(2.10)
{
φt ≤ (≥)F
(
γikφklγ
lj
)
if Dφ 6= 0,
and
(2.11)
{
φt ≤ (≥)F
(
γikη φklγ
lj
η
)
for some η ∈ Rn with |η| ≤ 1, if Dφ = 0.
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It will be convenient to have at hand an alternative definition. We write z = (x, t),
z0 = (x0, t0), and below implicitly sum i, j from 1 to n.
Definition 2.3. A function u ∈ C(Rn × [0,∞))∩L∞(Rn × [0,∞)) is a weak subsolution
(supersolution) of (2.1) if whenever (x0, t0) ∈ Rn × (0,∞) and
(2.12)
u(x, t) ≤ (≥)u(x0, t0)+p·(x−x0)+q(t−t0)+1
2
(z−z0)⊤R(z−z0)+o(|z−z0|2) as z → z0
for some p ∈ Rn, q ∈ R, and R = {rij} ∈ S(n+1)×(n+1) then
(2.13) q ≤ (≥)F (γikp rklγljp ) if p 6= 0 and κ[γikp rklγljp ] ∈ K,
and
(2.14) q ≤ (≥)F (γikη rklγljη )
for some |η| ≤ 1 if p = 0 and κ[γikη rklγljη ] ∈ K.
Definition 2.4. A function u ∈ C(Rn × [0,∞)) ∩ L∞(Rn × [0,∞)) is a weak solution of
(2.1) provided u is both a weak subsolution and a weak supersolution.
2.2. Properties of weak solutions.
Theorem 2.5. (i) Assume uk is a weak solution of (2.1) for k = 1, 2, · · · and uk → u
bounded and locally uniformly on Rn × [0,∞). Then u is a weak solution.
(ii) An analogous assertion holds for weak subsolutions and supersolutions.
Proof. 1. Choose φ ∈ C∞(Rn+1)∩Λ(D) and suppose u−φ has a strict local maximum at
some point (x0, t0) ∈ D ⊂ Rn × (0,∞). As uk → u uniformly near (x0, t0), uk − φ has a
local maximum at a point (xk, tk)(k = 1, 2, · · · ) with (xk, tk)→ (x0, t0) as k →∞. Since
uk is a weak solution, we have either
(2.15) φt ≤ F (γikφklγlj)
at (xk, tk) if Dφ(xk, tk) 6= 0, or
(2.16) φt ≤ F (γikηkφklγljηk)
at (xk, tk) for some ηk ∈ Rn with |ηk| ≤ 1 if Dφ(xk, tk) = 0.
2. Assume first Dφ(x0, t0) 6= 0, then Dφ(xk, tk) 6= 0 for all large enough k. Hence we
may pass to limits in the inequality (2.15) and get
(2.17) φt ≤ F (γikφklγlj) at (x0, t0).
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3. Next suppose Dφ(x0, t0) = 0. We set
(2.18) ξk ≡
{
(Dφ/|Dφ|)(xk, tk) if Dφ(xk, tk) 6= 0,
ηk if Dφ(xk, tk) = 0.
Passing if necessary to a subsequence we may assume ξk → η, then |η| ≤ 1. Utilizing
(2.15) and (2.16) we deduce
(2.19) φt ≤ F (γikη φklγljη ) at (x0, t0).
4. If u− φ has only a local maximum at (x0, t0) we may apply the above argument to
(2.20) ψ(x, t) ≡ φ(x, t) + |x− x0|4 + (t− t0)4.
It’s easy to see that when φ ∈ Λ(D) we have ψ ∈ Λ(D˜), where (x0, t0) ∈ D˜ ⊂ D. Hence,
we showed u is a weak subsolution of (2.1). Similarly, we can show that u is a weak
supersolution. Therefore, u is a weak solution of (2.1). 
Theorem 2.6. Assume u is a weak solution of (2.1) and Ψ : R → R is a continuous
monotone increasing function. Then v ≡ Ψ(u) is a weak solution of (2.1).
Proof. 1. Let φ ∈ C∞(Rn+1) ∩ Λ(D) and Ψ is smooth, Ψ′ > 0 on R. Suppose v − φ has a
local maximum at (x0, t0) ∈ D. Adding as necessary a constant to φ, we may assume
(2.21)
{
v(x0, t0) = φ(x0, t0),
v(x, t) ≤ φ(x, t) for all (x, t) near (x0, t0).
Since Ψ′ > 0 in R, Φ ≡ Ψ−1 is defined and smooth near u(x0, t0) with Φ′ > 0. Further-
more,
(2.22)
{
u(x0, t0) = ψ(x0, t0)
u(x, t) ≤ ψ(x, t) for (x, t) near (x0, t0),
where ψ ≡ Φ(φ).
2. Since u is a weak solution and
κ[γikψ ψklγ
lj
ψ ] = Φ
′κ[γikφ φklγ
lj
φ ] ⊂ K when Dψ(x0, t0) 6= 0,
κ[γikη ψklγ
lj
η ] = Φ
′κ[γikη φklγ
lj
η ] ⊂ K when Dψ(x0, t0) = 0,
we have
(2.23) ψt ≤ F (γikψ ψklγljψ ) at (x0, t0) if Dψ(x0, t0) 6= 0
and
(2.24) ψt ≤ F (γikη ψklγljη ) at (x0, t0) if Dψ(x0, t0) = 0.
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Consequently we have at (x0, t0)
(2.25) φt ≤ F (γikφ φklγljφ ) at (x0, t0) if Dφ(x0, t0) 6= 0
and
(2.26) φt ≤ F (γikη φklγljη ) at (x0, t0) if Dφ(x0, t0) = 0.
Similarly we have the opposite inequalities to (2.25), (2.26) when v − φ have a local mini-
mum at (x0, t0).
3. We have so far shown that v = Ψ(u) is a weak solution provided Ψ is smooth with
Ψ′ > 0. Approximating and using Theorem 2.5 we draw the same conclusion if Ψ′ ≥ 0 on
R.
4. Finally suppose only that Ψ is continuous and monotone increasing. We construct
a sequence of smooth functions {Ψk}∞k=1, (Ψk)′ ≥ 0, so that Ψk → Ψ uniformly on
[−‖u‖L∞ , ‖u‖L∞]. Consequently we have
vk = Ψk(u)→ v = Ψ(u)
bounded and uniformly. Then Theorem 2.5 asserts v to be a weak solution. 
Following the proof in [7], we can prove the following comparison theorem and contrac-
tion property:
Theorem 2.7. Assume that u is a weak subsolution and v is a weak supersolution of (2.1).
Suppose further
u ≤ v on Rn × {t = 0}.
Finally assume
(2.27) u and v are constant, with u ≤ v
on Rn × [0,∞) ∩ {|x|+ t ≥ R}, for some constant R ≥ 0. Then u ≤ v on Rn × [0,∞).
Theorem 2.8. Assume that u and v are weak solution of (2.1) such that
(2.28) u and v are constant on Rn × [0,∞) ∩ {|x|+ t ≥ R}
for some constant R > 0. Then
(2.29) max
0≤t<∞
‖u(·, t)− v(·, t)‖L∞(Rn) = ‖u(·, 0)− v(·, 0)‖L∞(Rn).
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3. EXISTENCE OF WEAK SOLUTIONS
3.1. Solution of the approximate equations. In this subsection, we are going to study
general curvature flow in weak sense. Moreover, we are not going to restrict ourselves in
the admissible cone K. Let’s define
(3.1) fˆn(τ) = inf
λ
{f(λ) +Df(λ) · (τ − λ) : λ ∈ Kn and λmax < n},
where Kn ⊂ K and f |∂Kn= 1/n. Then we have fˆn(τ) = f(τ) when τ ∈ Kn and
τmax < n. Furthermore, fˆn is concave, Lipschitz and satisfying fˆni > 0 in Rn.
Now, let’s consider
(3.2) u
ǫ,n
t = Fˆ
n(γǫikuǫ,nkl γ
ǫlj), in Rn × [0,∞)
uǫ,n = g on Rn × {t = 0},
where γǫik = δik− uiuk
ǫ
√
ǫ2+|Du|2+ǫ2+|Du|2
, and γǫikγǫkj |u=
(
δij − uiujǫ2+|Du|2
)
. We also assume
‖g‖C2(Rn) is bounded.
Theorem 3.1. For each 0 < ǫ < 1 there exists a unique bounded solution uǫ,n ∈ C2,1(Rn×
[0,∞)) of (3.2). In addition,
(3.3) sup
0<ǫ<1
‖uǫ,n, Duǫ,n, uǫ,nt ‖L∞(Rn×[0,∞)) ≤ C‖g‖C2(Rn),
and
(3.4) ‖D2uǫ,n‖L∞(Rn×[0,∞)) ≤ C(‖g‖C2(Rn), ǫ, n)
Proof. 1. For each 0 < σ < 1, consider the PDE
(3.5) u
ǫ,n,σ
t = Fˆ
n(γǫikuǫ,n,σkl γ
ǫlj) + σuǫ,n,σii , in Rn × [0,∞)
uǫ,n,σ = g on Rn × {t = 0},
Now let’s denote
Fˆ n(γǫikuǫ,n,σkl γ
ǫlj) = G(D2uǫ,n,σ, Duǫ,n,σ),
then the linearized operator is
(3.6) L = ∂
∂t
−Gijǫ,n,σ∂ij −Giǫ,n,σ∂i − σδij∂ij .
It is easy to see that L is uniformly parabolic. Thus, we obtain that there exists a unique
solution uǫ,n,σ satisfies
(3.7) ‖uǫ,n,σ‖L∞(Rn×[0,∞) = ‖g‖L∞(Rn).
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2. Now differentiating equation (3.5) with respect to xl we get
(3.8) Luǫ,n,σl = 0,
which implies
(3.9) ‖Duǫ,n,σ‖L∞(Rn×[0,∞)) = ‖Dg‖L∞(Rn).
Similarly, we have
(3.10) ‖uǫ,n,σt ‖L∞(Rn×[0,∞)) ≤ C‖D2g‖L∞(Rn).
3. Since
(3.11) Gijǫ,n,σξiξj ≥ C(n)
(
1− L
2
L2 + ǫ2
)
|ξ|2,
provided ‖Dg‖L∞(Rn) ≤ L. We deduce from (3.10) that we have bounds on the second
derivatives of {uǫ,n,σ} which are uniform in σ. In particular,
(3.12) ‖D2uǫ,n,σ‖L∞(Rn×[0,∞)) ≤ C(ǫ, n, ‖g‖C2(Rn)).
4. By Schauder estimates we conclude ‖{uǫ,n,σ}0<σ<1‖C2+1,1+1/2(Rn×[0,∞)) ≤ C, where
C is independent of σ. Thus, we have for each multi-index α, |α| ≤ 2,
Dαuǫ,n,σ → Dαuǫ,n locally uniformly as σ → 0,
for a C2,1 function uǫ,n solving (3.2). 
3.2. Passing to the limit.
Theorem 3.2. Assume g : Rn → R is continuous and satisfying that
(3.13) g is constant on Rn ∩ {|x| ≥ S}.
Then, there exists a weak solution u of (2.1), such that
(3.14) u is constant on Rn × [0,∞) ∩ {|x|+ t ≥ R}.
Proof. 1. Suppose temporarily g is smooth. We can extract a subsequence {uǫk,nk}∞k=1 ⊂
{uǫ,n}0<ǫ≤1 so that, uǫk,nk → u locally uniformly in Rn × [0,∞) for some bounded, Lips-
chitz function u.
2. We assert now that u is a weak solution of
(3.15)
ut = F (γ
ikuklγ
lj), in Rn × [0,∞)
u = g on Rn × {t = 0}.
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For this, let φ ∈ C∞(Rn+1) ∩ Λ(D) and suppose u − φ has a strictly local maximum at a
point (x0, t0) ∈ Rn × (0,∞) ∩D. As uǫk,nk → u uniformly near (x0, t0), uǫk,nk − φ has a
local maximum at a point (xk, tk) with (xk, tk)→ (x0, t0) ∈ D, as k →∞.
Since uǫk,nk are C2,1, we have
Duǫk,nk = Dφ, uǫk,nkt = φt, D
2uǫk,nk ≤ D2φ at (xk, tk).
Thus (3.2) implies that
(3.16) φt − Fˆ nk(γǫkikφklγǫklj) ≤ 0, at (xk, tk).
Now suppose first that |Dφ| 6= 0 at (x0, t0). Since f(κ[γikφklγlj ]) > 0 at (x0, t0), we
have for k very large
(3.17) Fˆ nk(γǫkikφklγǫklj) = F (γǫkikφklγǫklj) at (xk, tk).
Let k →∞ we get
(3.18) φt − F (γikφklγlj) ≤ 0 at (x0, t0).
Next, assume instead Dφ(x0, t0) = 0. Set
(3.19) ηk = Dφ
(wǫkφ (ǫk + w
ǫk
φ ))
1/2
,
where wǫkφ =
√
ǫ2k + |Dφ|2. Then (3.16) becomes
(3.20) φt ≤ Fˆ nk
(
γikηkφklγ
lj
ηk
)
.
We may assume, upon passing to a subsequence and reindexing if necessary, that ηk → η
in Rn for some |η| ≤ 1. Following the above argument we get
(3.21) φt ≤ F
(
γikη φklγ
lj
η
)
at (x0, t0).
If u− φ has a local maximum, but not necessarily a strict local maximum at (x0, t0), we
repeat the argument above by replacing φ(x, t) with
(3.22) φ˜(x, t) = φ(x, t) + |x− x0|4 + (t− t0)4.
Consequently, u is a weak subsolution. u is a weak supersolution follows analogously.
3. We want to verify that there exists a weak solution u such that (3.14) holds. Upon
rescaling as necessary, we may assume
(3.23) |g| ≤ 1 on Rn,g = 0 on Rn ∩ {|x| ≥ 1}.
10 LING XIAO
Consider now the auxiliary function
(3.24) v(x, t) ≡ ϕ(|x|2/2 + c0t),
where c0 > 0 and
(3.25) ϕ(s) ≡
{
0 (s ≥ 2)
(s− 2)3 (0 ≤ s ≤ 2).
Then
(3.26) ϕ′(s) ≡
{
0 (s ≥ 2)
3(s− 2)2 (0 ≤ s ≤ 2),
and
(3.27) ϕ′′(s) ≡
{
0 (s ≥ 2)
6(s− 2) (0 ≤ s ≤ 2).
In particular, |ϕ′′(x)| ≤ C(ϕ′(s))1/2 (s ≥ 0). We have
(3.28)
vt − Fˆ n
(
γǫikv vklγ
ǫlj
v
)
= c0ϕ
′ − Fˆ n,ijv
(
δik − vivk
wǫv(ǫ+ w
ǫ
v)
)
vkl
(
δlj − vlvj
wǫv(ǫ+ w
ǫ
v)
)
= c0ϕ
′ − Fˆ n,ijv
(
vil − vivkvkl
wǫv(ǫ+ w
ǫ
v)
)(
δlj − vlvj
wǫv(ǫ+ w
ǫ
v)
)
= c0ϕ
′ − Fˆ n,ijv
(
vij − vivkvkj
wǫv(ǫ+ w
ǫ
v)
− vlvjvil
wǫv(ǫ+ w
ǫ
v)
+
vivkvlvjvkl
(wǫv)
2(ǫ+ wǫv)
2
)
= c0ϕ
′ − Fˆ n,ijv (ϕ′δij + ϕ′′xixj) + 2Fˆ n,ijv
vivkvkj
wǫv(ǫ+ w
ǫ
v)
− Fˆ n,ijv
vivjvkvlvkl
(wǫv)
2(ǫ+ wǫv)
2
= c0ϕ
′ − ϕ′
∑
Fˆ n,iiv − ϕ′′Fˆ n,ijv xixj + 2Fˆ n,ijv
(ϕ′)2xixk(ϕ
′δkj + ϕ
′′xkxj)
wǫv(ǫ+ w
ǫ
v)
− Fˆ n,ijv
(ϕ′)4xixjxkxl(ϕ
′δkl + ϕ
′′xkxl)
(wǫv)
2(ǫ+ wǫv)
2
= ϕ′
[
c0 − Fˆ n,ijv
(
δij − 2 (ϕ
′)2xixj
wǫv(ǫ+ w
ǫ
v)
+
(ϕ′)4xixj |x|2
(wǫv)
2(ǫ+ wǫv)
2
)]
− ϕ′′Fˆ n,ijv
[
xixj − 2(ϕ
′)2xixj |x|2
wǫv(ǫ+ w
ǫ
v)
+
(ϕ′)4xixj |x|4
(wǫv)
2(ǫ+ wǫv)
2
]
≡ A+B,
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where wǫv =
√
ǫ2 + |Dv|2 =√ǫ2 + |ϕ′|2|x|2.
(3.29)
A = ϕ′
[
c0 − Fˆ n,ijv
(
δij − xixj|x|2
)
− Fˆ n,ijv xixj
(
1
|x|2 − 2
(ϕ′)2
wǫv(ǫ+ w
ǫ
v)
+
(ϕ′)4|x|2
(wǫv)
2(ǫ+ wǫv)
2
)]
≤ ϕ′
[
c0 − Fˆ n,ijv
(
δij − xixj|x|2
)]
≤ ϕ′
[
c0 − f
(
κ[δij − xixj|x|2 ]
)]
,
the last inequality comes from the concavity assumption on f . We can see that when
c0 ≤ f(0, 1, · · · , 1), we get A ≤ 0.
(3.30)
|B| = |ϕ′′|Fˆ n,ijv xixj
[
1− (ϕ
′)2|x|2
wǫv(ǫ+ w
ǫ
v)
]2
≤ C(n)|ϕ′′| ǫ
2
(wǫv)
2
|x|2.
Now if |ϕ′| ≤ ǫ then |B| ≤ C(n)|ϕ′′| ≤ C(n)ǫ1/2; if |ϕ′| ≥ ǫ then |B| ≤ C(n) |ϕ′′|
|ϕ′|2
ǫ2 ≤
C(n) ǫ
2
|ϕ′|3/2
≤ C(n)ǫ1/2. Therefore, we get
|B| ≤ C(n)ǫ1/2.
Combining (3.28)-(3.30) yields
(3.31) vt − Fˆ n
(
γǫikvklγ
ǫlj
) ≤ C(n)ǫ1/2.
Therefore, let ωǫ,n ≡ v(x, t)− C(n)tǫ1/2, then ωǫ,n satisfies
(3.32) ωǫ,nt − Fˆ n
(
γǫikωǫ,nkl γ
ǫlj
) ≤ 0.
Moreover,
(3.33) ωǫ,n(x, 0) = ϕ(|x|2/2) = 0, if |x| ≥ 2
and
(3.34) ωǫ,n(x, 0) = ϕ(|x|2/2) ≤ −1, if |x| ≤ 1.
We see ωǫ,n(x, 0) ≤ g on Rn × {t = 0}, applying maximum principle we deduce
ωǫ,n ≤ uǫ,n in Rn × [0,∞) for any 0 < ǫ < 1. Let (ǫ, n) = (ǫk, nk), where (ǫk, nk) is a
subsequence such that lim
k→∞
C(nk)ǫ
1/2
k = 0 and uǫk,nk → u. Then, sending k →∞ we get
(3.35) v(x, t) ≤ u(x, t)
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for all x ∈ Rn, t ≥ 0. Thus, u ≥ 0 if |x|2/2+ c0t ≥ 2. Similarly, we let ω˜ǫ,n = −ωǫ,n, and
deduce u ≤ 0 if |x|2/2 + c0t ≥ 2. Assertions (3.14) is proved.
4. Suppose g satisfies (3.13) but is only continuous. We select smooth {gk}∞k=1, satisfy-
ing (3.13) for the same S, so that gk → g uniformly on Rn. Denote by uk the solution of
(2.1) constructed above with initial function gk. By Theorem 2.8 we see lim
k→∞
uk = u exists
uniformly on Rn × [0,∞). According to Theorem 2.5, u is a weak solution of (2.1). 
4. CONSISTENCY WITH CLASSICAL MOTION BY GENERAL CURVATURE
In this section, we will check that our generalized evolution by general curvature agrees
with the classical motion when the initial function g(x) is properly chosen. Let us suppose
for this section that Γ0 is a smooth hypersurface, the connected boundary of a bounded
open set U ⊂ Rn, and κ(A(Γ0)) ⊂ K. By standard short time existence theorem, we know
that there exists a time t∗ > 0 and a family {Σt}0≤t<t∗ of smooth hypersurfaces evolving
from Σ0 = Γ0 according to classical motion by general curvature. In particular for each
0 ≤ t < t∗, Σt is diffeomorphic to Γ0, and it’s a boundary of an open set Ut diffeomorphic
to U0 ≡ U.
Remark 4.1. In [7], Evans and Spruck showed that the level set mean curvature flow does
not depend upon the particular choice of initial function g(x). However, this is not true
in our case, since our approximation fˆn(κ) is a ”good approximation” to f(κ) only when
κ ∈ K.
Theorem 4.2. Let {Σt}0≤t<t∗ be a family of smooth hypersurfaces evolving from Σ0 = Γ0
according to classical motion by general curvature. Moreover, κ[Σt] ∈ K, for all 0 ≤
t < t∗. Then there exists {Γt}t≥0 such that Σt = Γt (0 ≤ t < t∗), where {Γt}t≥0 is the
generalized evolution by general curvature.
Proof. 1. Fix 0 < t0 < t∗, and define then for 0 ≤ t ≤ t0 the signed distance function
(4.1) d(x, t) ≡
{ − dist(x,Σt) if x ∈ Ut,
dist(x,Σt) if x ∈ Rn \ U¯t.
As Σ ≡ ⋃
0≤t≤t0
Σt × {t} is smooth, d is smooth in the regions
Q+ ≡ {(x, t)|0 ≤ d(x, t) ≤ δ0, 0 ≤ t ≤ t0},
Q− ≡ {(x, t)| − δ0 ≤ d(x, t) ≤ 0, 0 ≤ t ≤ t0}
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for δ0 > 0 sufficiently small.
2. Now if δ0 > 0 is small enough, for each point (x, t) ∈ Q+ there exists a unique point
y ∈ Σt such that d(x, t) = |x − y|. Consider now near (y, t) the smooth unit vector field
ν ≡ Dd pointing from Σ into Q+. Then
(4.2) dt(x, t) = f(κ1, · · · , κn−1, 0)
where κ1, · · · , κn−1 denote the principal curvature of Σt at the point y, calculated with
respect to −ν. Moreover the eigenvalues of D2d(x, t) are{
κ1
1 + κ1d
, · · · , κn−1
1 + κn−1d
, 0
}
,
one can see that when δ0 is sufficiently small(
κ1
1 + κ1d
, · · · , κn−1
1 + κn−1d
, 0
)
⊂ K.
Therefore we have,
(4.3) F
(
γikd dklγ
lj
d
)
= f
(
κ1
1 + κ1d
, · · · , κn−1
1 + κn−1d
, 0
)
,
and
(4.4) dt − F
(
γikd dklγ
lj
d
)
=
n−1∑
i=1
fi(κ¯i)
κ2i
1 + κid
· d.
Since κi is uniformly bounded and d ≥ 0 in Q+, let
(4.5) d ≡ αe−λtd,
then d satisfies
(4.6) dt − F
(
γikd dklγ
lj
d
)
≤ 0 in Q+,
if λ > 0 is chosen to be large enough and α > 0 will be determined later. Furthermore, we
have |Dd|2 = |ν|2 = 1, didij = 0, and
(
κ1
1+κ1d
, · · · , κn−1
1+κn−1d
, 0
)
⊂ K in Q+. By (4.6) we
get when n large and ǫ > 0 small,
(4.7) dt − Fˆ n
(
γǫikd dklγ
ǫlj
d
)
≤ 0 in Q+.
Therefore, we see that d is a smooth subsolution of the approximate general curvature
evolution equation in Q+.
3. Choose any Lipschitz function g : Rn → R so that g(x) = d(x, 0) near Σ0, {x ∈
Rn|g(x) = 0} = Σ0, and g(x) is a positive constant for large |x|. For 0 < ǫ < 1 and n
large, the approximating PDE has a continuous solution uǫ,n, which is C2,1 in Rn× (0,∞).
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Additionally, passing to a subsequence if necessary, we have uǫ,n → u locally uniformly.
In the following we denote
(4.8) Γt = {x ∈ Rn|u(x, t) = 0}, t ≥ 0.
Now u = g = δ0 > 0 on {(x, 0)|dist(x,Σ0) = dist(x,Γ0) = δ0}; and as u is continuous,
we have
(4.9) u ≥ δ0/2 > 0 on {(x, t)|d(x, t) = δ0}
for 0 ≤ t ≤ t0, provided t0 > 0 is small enough. Hence we have
(4.10) uǫ,n ≥ δ0/4 on {(x, t)|d(x, t) = δ0}
for 0 ≤ t ≤ t0, 0 < ǫ ≤ ǫ0, and n > N, where ǫ0 > 0 is sufficiently small and N is
sufficiently large. Consequently, there exists 0 < α < 1 so that
(4.11) uǫ,n ≥ d on {(x, t)|d(x, t) = δ0}
for 0 ≤ t ≤ t0, 0 < ǫ ≤ ǫ0, and n > N. Since 0 < α < 1, we have
(4.12) uǫ,n ≥ d, on {(x, 0)|0 ≤ d(x, 0) ≤ δ0}.
Moreover, g ≥ 0 implies uǫ,n ≥ 0 and so uǫ,n ≥ d on {(x, t)|d(x, t) = 0}.
4. Therefore we see that uǫ,n ≥ d on the parabolic boundary of Q+. By the maximum
principle we have uǫ,n ≥ d in Q+. Let (ǫ, n) → (0,∞) we conclude u > 0 in the interior
of Q+.
Next, considering d = αe−λtd in the interior of Q− instead, by a similar argument we
can show u < 0 in Q−. Since u > 0 in Q+ and u < 0 in Q− we have
(4.13) Γt ⊆ Σt = {x|d(x, t) = 0} (0 ≤ t ≤ t0).
5. Now, let Γt = {x ∈ Rn|u(x, t) = 0} (t ≥ 0). Since g < 0 in U0 we know by
continuity that u < 0 somewhere in Ut, provided 0 ≤ t ≤ t0 and t0 is small. Similarly,
u > 0 somewhere inRn− U¯t for each 0 ≤ t ≤ t0. Fix any point and draw a smooth curve C
in Rn, intersecting Σt precisely at x0 and connecting a point x1 ∈ Ut, where u(x1, t) < 0,
to a pint x2 ∈ Rn − U¯t where u(x2, t) > 0. As u is continuous, we must have u(x, t) = 0
for some point x on the curve C. However, from step 4 we know
(4.14) {x|u(x, t) = 0} ⊆ Σt.
Thus, u(x0, t) = 0, which implies Γt = Σt if 0 ≤ t ≤ t0.
We have demonstrated that the classical motion {Σt}0≤t<t∗ and the generalized motion
{Γt}t≥0 agree at least on some short time interval [0, t0].
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6. Write
(4.15) s ≡ sup
0≤t<t∗
{t|Γτ = Στ for all 0 ≤ τ ≤ t},
and suppose s < t∗. Then Γt = Σt for all 0 ≤ t < s, and so, applying the continuity of the
solution u, we have Σs ⊆ Γs. On the other hand, if x ∈ Rn − Σs, then there exists r > 0
such that B(x, r) ⊂ Rn − Σt for all s− ǫ ≤ t ≤ s, ǫ > 0 small enough. This implies that
x 6∈ Γs. Therefore we have Γs = Σs = {x ∈ Rn|u(x, s) = 0}. Let’s denote gˆ(x) = u(x, s),
by continuity we know gˆ < 0 in Us and gˆ(x) > 0 in Rn \ U¯s. Moreover, by Theorem 3.2
we know there exists a weak solution uˆ of (2.1) such that
uˆ(x, t− s) = u(x, t) = constant on Rn × [0,∞) ∩ {|x|+ t ≥ R},
and
uˆ(x, 0) = u(x, s) = gˆ(x).
By the Comparison Theorem 2.7 we also know that uˆ(x, t− s) = u(x, t) for t ≥ s. On the
other hand, we can apply steps 1-5 and deduce Γˆt−s = Σt for all s ≤ t ≤ s + s0 < t∗, if
s0 > 0 is small enough, which leads to a contradiction. 
From the above proof, we can see that the crutial point in our argument is to find an initial
function g(x) satisfies κ(A[Γgt ]) ⊂ K, for t ∈ [−ǫ0, ǫ0], where Γgt = {x ∈ Rn|g(x) = t}.
5. INITIAL SURFACE WITH POSITIVE GENERAL CURVATURE
In this section, we are going to assume that Γ0 is a smooth connected hypersurface with
κ[A(Γ0)] ⊂ K, which is the boundary of a bounded open set U ⊂ Rn. We will solve the
general curvature equation (3.15) by separating variables. Following the idea in [7], we
will show that there exists a weak solution of (3.15) that can be represented as
(5.1) u(x, t) ≡ v(x) + t, x ∈ U, t > 0,
where v is the unique weak solution of the stationary problem
(5.2) F (γikvklγlj) = 1 in U ,
(5.3) v = 0 on ∂U = Γ0.
In this case, we have
Γt = {x ∈ U |v(x) = −t}, t∗ > t ≥ 0,
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and Γt = ∅ for t > t∗ ≡ ‖v‖L∞(U). We informally interpret our PDE (5.2) as implying Γt
has positive general curvature for 0 ≤ t < t∗.
Before carrying out the foregoing program rigorously, let’s first give a definition of the
weak solution to (5.2).
Definition 5.1. v ∈ C(U¯) is a weak solution to (5.2) provided that for each φ ∈ Λ(D) ∩
C∞(Rn), if v − φ has a local maximum (minimum) at a point x0 ∈ D ⊂ U, then
(5.4)
{
F (γikφklγ
lj) ≥ (≤)1
at x0 if Dφ(x0) 6= 0
and
(5.5)
{
F (γikη φklγ
lj
η ) ≥ (≤)1 at x0 if Dφ(x0) = 0
for some η ∈ R with |η| ≤ 1.
Equivalently we have
Definition 5.2. v ∈ C(U¯) is a weak solution to (5.2) if whenever x0 ∈ U and
(5.6) v(x) ≤ (≥)v(x0) + p · (x− x0) + 1
2
(x− x0)⊤R(x− x0) + o(|x− x0|2) as x→ x0
for some p ∈ Rn and R = {rij} ∈ Sn×n, then
(5.7) F (γikp rklγljp ) ≥ (≤)1 at x0 if p 6= 0 and κ[γikp rklγljp ] ∈ K,
and
(5.8) F (γikη rklγljη ) ≥ (≤)1 at x0 if p = 0 for some |η| ≤ 1 and κ[γikp rklγljp ] ∈ K.
Theorem 5.3. There exists a unique weak solution v of equations (5.2) and (5.3). Further-
more, there is constant A > 0 so that
(5.9)
−A dist(x,Γ0) ≤ v(x) ≤ 0 (x ∈ U¯),
|Dv(x)| ≤ A.
Proof. 1. Similar to Section 3, we will study the following approximate PDE instead:
(5.10) Fˆ n (γǫikvǫklγǫlj) = 1 in U ,
(5.11) vǫ,n = 0 on ∂U = Γ0,
where 0 < ǫ < 1 small and n > N0 is a large integer. It’s easy to see that
(5.12) vǫ,n ≤ 0, in U .
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In the following, we will construct a lower barrier for (5.10) of the form
ω(x) = λg(d(x)) (λ ∈ R, d(x) = dist(x,Γ0), x ∈ U)
in a small neighborhood V2δ0 ≡ {x ∈ U |0 < d(x) < 2δ0} of Γ0. We choose δ0 > 0 small
such that in V2δ0 , d(x) is smooth and κ[−D2d] ⊂ K.
By a straightforward calculation we get
(5.13)
Fˆ n[γǫikω ωklγ
ǫlj
ω ] = Fˆ
n,ijγǫikω ωklγ
ǫlj
ω
= Fˆ n,ijγǫikω (λg
′dkl + λg
′′dkdl)γ
ǫlj
ω
= λg′Fˆ n,ijγǫikω dklγ
ǫlj
ω + λg
′′Fˆ n,ijγǫikω dkdlγ
ǫlj
ω
≥ λfˆn(κ[g′dkl]) + ǫ
2λg′′Fˆ n,ijdidj
λ2g′2 + ǫ2
,
where in the last inequality we used the concavity of Fˆ n and didjdij ≡ 0.
Now choose
(5.14) g(t) = log
(
2δ0 − t
2δ0
)
;
then g(t) is convex on [0, 2δ0) and satisfies
(5.15) g(0) = 0, g′ ≤ −1/(2δ0), g′′ = g′2, g′(2δ0) = −∞.
Therefore, by (5.13) we have,
(5.16) Fˆ n[γǫikω ωklγǫljω ] ≥ λc1 > 1
when λ large. Since ∂ω
∂ν˜
= −∞ on {d = 2δ0}, where ν˜ denotes the exterior normal to V2δ0 ,
we can apply the maximum principle to conclude that
vǫ,n > ω in V2δ0 .
Thus
(5.17) vǫ,n(x) ≥ −Ad(x), x ∈ Vδ0 ⊂ V2δ0 .
Equation (5.17) yields |Dvǫ,n| ≤ A on Γ0. By differentiating (5.10) with respect to xl,
we see that any derivative vǫ,nl achieves its maximum and minimum on Γ0. Therefore,
|Dvǫ,n| ≤ A in U and in particular we have vǫ,n ≥ −Ad in U.
2. By step 1 we have
(5.18) sup
0<ǫ<1,n>N0
‖vǫ,n‖C0,1 <∞.
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Hence we may extract a subsequence {vǫk,nk}∞k=1 so that when k →∞, ǫk → 0, nk →∞,
and vǫk,nk → v uniformly in U¯ . As in the proof of Theorem 3.2, we verify that v is a weak
solution of (5.2).
3. The uniqueness of this weak solution v will follow from the following comparison
theorem. 
Theorem 5.4. Assume u is a weak subsolution and v is a weak supersolution of (5.2) and
(5.3), then we have that
u ≤ v in U .
Before proving this theorem, let’s first state the following lemma which will be used
later.
Lemma 5.5. Let
(5.19)
ωǫ(x) = sup
y∈Rn
{ω(y)− ǫ−1|x− y|2},
ωǫ(x) = inf
y∈Rn
{ω(y) + ǫ−1|x− y|2}.
Then there exists constants A,B,C, depending only on ‖ω‖L∞, such that for ǫ > 0 the
following hold:
(i) ωǫ ≤ ω ≤ ωǫ on Rn.
(ii)‖ωǫ, ωǫ‖L∞(Rn) ≤ A.
(iii) If y ∈ Rn and ωǫ(x) = ω(y)− ǫ−1|x− y|2 then |x− y| ≤ Cǫ1/2 ≡ σ(ǫ).
(iv) ωǫ, ωǫ → ω as ǫ→ 0+, uniformly on compact subset of Rn.
(v) Lip(ωǫ), Lip(ωǫ) ≤ B/ǫ.
(vi) The mapping x 7→ ωǫ+ǫ−1|x|2 is convex and the mapping x 7→ ωǫ−ǫ−1|x|2 is concave.
(vii) Assume ω is a weak subsolution of (5.2) in U, then ωǫ is a weak subsolution in Uσ(ǫ) ⊂
U, where Uσ(ǫ) = U \ {x ∈ U |dist(x, ∂U) > σ(ǫ)}, and Uσ(ǫ) → U as ǫ → 0+. Similarly,
if ω is a weak supersolution of (5.2), then ωǫ is a weak supersolution in Uσ(ǫ).
(viii) ωǫ is twice differentiable a.e. and satisfies
1 ≤ F (γikωǫklγlj)
at each point of twice differentiability in Uσ(ǫ) where Dωǫ 6= 0. Similarly, we have
1 ≥ F (γikωǫklγlj)
at each point of twice differentiability in Uσ(ǫ) where Dωǫ 6= 0.
The proof of this Lemma is similar to Lemma 3.1 of [7]; we leave it to the reader.
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Proof. ( proof of theorem 5.4) In this proof, we extend u(x) and v(x) to Rn by letting
u(x) = v(x) = 0 on Rn \ U. We are going to prove this theorem using proof by contradic-
tion.
1. If u 6≤ v, then we would have
(5.20) max
x∈Rn
(u− v) ≡ u(x0)− v(x0) ≡ a > 0,
for some x0 ∈ U. Fix ǫ > 0 small; we get that
(5.21) max
x∈Rn
(uǫ − vǫ) ≡ uǫ(x1)− vǫ(x1) ≥ a > 0,
for some x1 ∈ U.
2. Given δ > 0 small, define
(5.22) max
x∈U¯ ,y∈U¯−x
Φ(x, y) ≡ uǫ(x+ y)− vǫ(x)− δ−1|y|4 + ǫ|x+ y − x1|2.
Then it’s easy to see that
(5.23) max
x∈U¯ ,y∈U¯−x
Φ(x, y) ≥ a > 0.
Suppose Φ(x2, y2) = max
x∈U¯,y∈U¯−x
Φ(x, y). Then we have that |y2| ≤ Cδ1/4. Moreover, it’s
easy to see that x2 ∈ Uσ(ǫ). According to Lemma 5.5 (vii), when δ > 0 is small enough, we
have uǫ is a weak subsolution of (5.2) near x2 + y2 and vǫ is a weak supersolution of (5.2)
near x2.
3. We now demonstrate that y2 6= 0. If y2 = 0, then we would have
uǫ(x2)− vǫ(x2) + ǫ|x2 − x1|2 ≥ uǫ(x2 + y)− vǫ(x2)− δ−1|y|4 + ǫ|x2 + y − x1|2,
which yields,
(5.24) uǫ(x2 + y) ≤ uǫ(x2) + δ−1|y4|+ 2ǫ 〈x1 − x2, y〉 .
Since uǫ is a weak subsolution of (5.2) near x2, by Definition 5.2 we obtain 1 ≤ 0. This
leads to a contradiction.
4. Since Φ attains its local maximum at (x2, y2), there exists a sequence (xk, yk) →
(x2, y2) as k → ∞. Moreover, Φ, uǫ and vǫ are twice differentiable at (xk, yk). Then we
have that
Dx,yΦ(x
k, yk)→ 0,
and
D2x,yΦ(x
k, yk) ≤ o(1)I2n.
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Furthermore,
(5.25) DxΦ = Duǫ(xk + yk)−Dvǫ(xk) + ǫD|xk + yk − x1|2 = pk − p¯k,
and
(5.26) DyΦ = pk − 4
δ
|yk|2yk,
where pk = Duǫ(xk + yk) + ǫD|xk + yk − x1|2, p¯k = Dvǫ(xk). Let p ≡ 4δ |y2|2y2, then we
have pk, p¯k → p 6= 0. Moreover, we have that
D2xΦ ≡ Rk − R¯k + 2ǫIn, Rk − R¯k ≤ ǫkIn − 2ǫIn, where ǫk → 0 as k →∞.
This together with Lemma 5.5 (vi) yields
−C(ǫ)In ≤ Rk ≤ R¯k + ǫkIn − 2ǫIn ≤ C(ǫ)In.
Consequently we may suppose that Rk → R, R¯k → R¯. By our assumption we get
R− R¯ < −2ǫIn,
1 ≤ F
(
γispkr
k
slγ
lj
pk
)
,
and
1 ≥ F
(
γisp¯k r¯
k
slγ
lj
p¯k
)
,
for all k. Let k →∞ we obtain that
0 ≤ F ijγisp (r − r¯)slγljp < 0,
leads to a contradiction. 
6. NON-COLLAPSING RESULT FOR GENERAL CURVATURE FLOW
6.1. Non-collapsing result. In this subsection, we will prove the Ben-Andrews’ Non-
collapsing result (see [1, 2]) under the elliptic setting. Our approach is inspired by the
perturbation idea in [5], where it is used to prove convexity properties of solutions to cer-
tain types of elliptic equations. We hope that this approach can be generalized to a wider
class of elliptic equations.
Let’s first recall our equation
(6.1)
{ |∇u|F (A[Γt]) = 1, in Ω ⊂ Rn+1
u = 0, on ∂Ω,
where F (A[Γt]) = f(κ[Γt]), Γt = {x ∈ Ω | u(x) = −t}.
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The main result of this section is the following:
Theorem 6.1. Let Ω be a compact manifold, and ∂Ω satisfies the δ-Andrews’ condition: at
each point of x ∈ ∂Ω there exists a ball in Ω with radius δ/Fx, where δ > 0 is fixed, and
Fx is F (A[∂Ω]) at the point x. Let u be a solution of equation (6.1). Then each level set of
u satisfies the δ-Andrews condition.
Proof. Now we are going to define an admissible set A as following:
A = {(x, y) : y ∈ Br(Cx), r = δ/Fx, Cx = x+ rνx, and x ∈ Ω},
where νx = − ∇u|∇u| is the interior normal to the level set Γu(x) = {y ∈ Ω : u(y) = u(x)}.
To prove the level set Γt of equation (6.1) is non-collapsing is equivalent to prove
(6.2) inf
(x,y)∈A
U(x, y) = u(x)− u(y) ≥ 0.
We will prove (6.2) by contradiction. In the following we assume there exists (x0, y0) ∈ Ω,
such that
(6.3) inf
(x,y)∈A
= U(x0, y0) < 0.
Let xs = x0 + sFxsνxs and ys = y0 + sFysνys . Then we have that
(6.4)
u(x0) = u(xs − sFxsνxs)
= u(xs)− sFxs∇u(xs) · νxs +O(s2)
= u(xs) + s+O(s
2).
Similarly, we get that
(6.5) u(y0) = u(ys − sFysνys) = u(ys) + s+O(s2).
Since ‖y − Cx‖2 −
(
δ
Fx
)2
= 2
Fx
Z(x, y), where
(6.6) Z(x, y) = Fx
2
〈x− y, x− y〉+ δ 〈x− y, νx〉 .
It’s easy to see that Z(xs, ys) ≥ 0. Otherwise, by (6.4) and (6.5), we can perturb (x0, y0) to
some (x, y) ∈ A such that U(x, y) < U(x0, y0). Therefore,
(6.7) ∂
∂s
Z(xs, ys) |s=0= 0.
Differentiating u(xs) = u(x0)− s+O(s2) with respect to s we get
(6.8) ∇u · dxs
ds
|s=0= −1.
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Thus,
(6.9) d
ds
xs |s=0= Fx0νx0 ,
(6.10) d
ds
τ ixs |s=0= (∇iFx0)νx0 − Fx0hliτ lx0,
and
(6.11) d
ds
νxs |s=0= −∇Fx0 = −∇iFx0τ ix0 .
Differentiating equation (6.11) we have that
(6.12) d
ds
νixs |s=0= − (∇i∇jFx0) τ jx0 − (∇iFx0) hijνx0.
On the other hand,
(6.13) νixs |s=0= −hliτl,
which implies that
(6.14) d
ds
νixs |s=0= −
(
d
ds
hli |s=0
)
τl − hli (∇lFx0) νx0 + Fx0hlihrl τ rx0 .
Hence,
(6.15) d
ds
hji |s=0= ∇i∇jFx0 + Fx0hlihjl
and
(6.16) d
ds
Fxs |s=0= F ijx0∇i∇jFx0 + F ijx0hlihjlFx0 .
Now, let d = ‖x0 − y0‖ and w = x0−y0d . We have that
(6.17)
dZ
ds
∣∣∣∣
s=0
=
d2
2
d
ds
Fxs + Fx0
〈
dxs
ds
− dys
ds
, dw
〉
+ δ
〈
dxs
ds
− dys
ds
, νx0
〉
+ δ
〈
x0 − y0, dνxs
ds
〉
=
d2
2
[F ijx0∇i∇jFx0 + F ijx0hlihjlFx0] + Fx0 〈Fx0νx0 − Fy0νy0 , dw〉
+ δ 〈Fx0νx0 − Fy0νy0, νx0〉+ δ 〈dw,−∇Fx0〉 = 0.
Therefore,
(6.18) δd 〈w,∇Fx0〉 =
d2
2
[F ijx0∇i∇jFx0 + F ijx0hlihjlFx0 ]
+ Fx0 〈Fx0νx0 − Fy0νy0 , dw〉+ δFx0 − δFy0 〈νx0, νy0〉 .
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Next, we are going to consider the perturbation in the tangential direction. Let xǫ = x0 +
ǫτx0 and yη = y0 + ητy0 . Then we have that
(6.19) u(yη)− u(xǫ) = u(y0)− u(x0) +O(ǫ2) +O(η2).
Similar to previous arguments, we have that Z(xǫ, yη) ≥ 0 in a neighborhood of (x0, y0)
on Tx0Γu(x0) × Ty0Γu(y0).
Now choose local orthonormal coordinates on Γu(x0)×Γu(y0) at (x0, y0), such that ∂ix0 =
∂iy0 for i = 1, · · · , n− 1 and ∂nx0 , ∂ny0 are coplanar with νx0, νy0 . Also denote θ as the angle
between −w and νx0 .
We are going to estimateZ(xǫ, yη)−Z(x0, y0). For simplicity, we only compute the case
when xǫ = x0 + ǫ∂nx0 and yη = y0 + η∂ny0 ; the general case can be computed in the same
way. First, let’s assume that
Fxǫ = Fx0 + 2f1ǫ+ 2f2ǫ
2 + o(ǫ2),
and
νxǫ = (1− b1ǫ2)νx0 + b2ǫ∂nx0 + Pspan{νx0 ,∂nx0}⊥(νxǫ).
Then, we have that
(6.20)
Z(xǫ, y0)− Z(x0, y0)
=
(
Fxǫ
2
− Fx0
2
)
d2 + Fxǫǫ
〈
dw, ∂nx0
〉
+
Fxǫ
2
ǫ2
+ δ 〈dw, νxǫ − νx0〉+ δǫ
〈
∂nx0 , νxǫ
〉
= (f1ǫ+ f2ǫ
2)d2 − (Fx0ǫ+ 2f1ǫ2) d sin θ
+
Fxǫ
2
ǫ2 + δd
〈
w,−b1ǫ2νx0 + b2ǫ∂nx0
〉
+ δǫ2
〈
∂nx0 , b2∂
n
x0
〉
+ o(ǫ2)
= f1ǫd
2 + f2d
2ǫ2 − Fx0d sin θǫ− 2f1d sin θǫ2
+
Fxǫ
2
ǫ2 + δdb1 cos θǫ
2 − δb2d sin θǫ+ δb2ǫ2 + o(ǫ2).
Since Z(xǫ, y0)− Z(x0, y0) ≥ 0 we get that
(6.21) f1d2 − Fx0d sin θ − δb2d sin θ = 0,
and
(6.22) f2d2 − 2f1d sin θ + Fxǫ
2
+ δdb1 cos θ + δb2 ≥ 0.
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Now consider
(6.23)
Z(xǫ, yη)− Z(x0, y0)
=
(
Fxǫ
2
− Fx0
2
)
d2 + Fxǫd
〈
w, ǫ∂nx0 − η∂ny0
〉
+
Fxǫ
2
〈
ǫ∂nx0 − η∂ny0 , ǫ∂nx0 − η∂ny0
〉
+ δ 〈dw, νxǫ − νx0〉+ δ
〈
ǫ∂nx0 − η∂ny0 , νxǫ
〉
=
(
f2d
2 − 2f1d sin θ + δdb1 cos θ + δb2
)
ǫ2 +
(
2f1δ
Fx0
sin 2θ + δb2 cos 2θ
)
ǫη
+
Fxǫ
2
〈
ǫ∂nx0 − η∂ny0 , ǫ∂nx0 − η∂ny0
〉
+ higher order terms
≥ λ 〈α(x− x0)− (y − y0), α(x− x0)− (y − y0)〉 ,
where the last inequality comes from Z(xǫ, yη) − Z(x0, y0) ≥ 0. Moreover, we have that
λ > 0 depends on x0, and α depends on δ, x0, and θ.
Therefore, in a small neighborhood of (x0, y0) on Tx0Γu(x0) × Ty0Γu(y0), there is a small
λ > 0 such that
(6.24) Zˆ(x, y) = Z(x, y)− λ 〈α(x− x0)− (y − y0), α(x− x0)− (y − y0)〉 ≥ 0,
and Zˆ(x0, y0) = 0.
In the following, all calculations are done at the point (x0, y0). Also, these calculations
are similar to [2]. For reader’s convenience we include it here.
Let’s compute the first and second derivatives of Zˆ(x, y). First, differentiating equation
(6.24) with respect to y we get that
(6.25)
∂Zˆ
∂yi
=
∂Z
∂yi
− 2λ 〈−∂iy, α(x− x0)− (y − y0)〉
= Fx
〈−∂iy, dw〉+ δ 〈−∂iy, νx〉
=
〈−∂iy , Fxdw + δνx〉 = 0,
which implies Fx0dw + δνx0//νy0 .
By a direct calculation we obtain that
(6.26)
‖Fx0dw + δνx0‖2 = F 2x0d2 + 2δFx0d 〈w, νx0〉+ δ2
= F 2x0 ·
2δ
Fx0
cos θ · d− 2δFx0d cos θ + δ2
= δ2.
Combining (6.25) and (6.26) we get
(6.27) Fx0dw + δνx0 = δνy0.
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Next, we compute the first derivative of Zˆ(x, y) with respect to x,
(6.28)
∂Zˆ
∂xi
=
∂Z
∂xi
− 2λα 〈∂ix, α(x− x0)− (y − y0)〉
=
d2
2
∇iFx0 + Fx0
〈
∂ix, dw
〉− δ 〈dw, hxip∂px〉 = 0.
Finally, we compute the second derivative of Zˆ(x, y). Differentiating equation (6.24)
with respect to x twice we have that
(6.29)
∂2Zˆ
∂xi∂xj
=
d2
2
∇i∇jFx0 +∇iFx0
〈
∂jx, dw
〉
+∇jFx0
〈
∂ix, dw
〉
+ Fx0
〈
hxijνx, dw
〉
+ Fx0
〈
∂ix, ∂
j
x
〉− δ 〈∂jx, hxip∂px〉
− δ∇jhxip 〈dw, ∂px〉 − δ
〈
dw, hxiph
x
pjνx
〉− 2α2λδij
=
d2
2
∇ijFx0 + 2d∇iFx0
〈
∂jx, w
〉
+ Fx0h
x
ijd 〈w, νx〉
− δhxij − δd∇jhxip 〈w, ∂px〉 − δdhxiphxpj 〈w, νx〉+ Fx0δij − 2α2λδij.
Differentiating equation (6.24) with respect to x and y we have that
(6.30)
∂2Zˆ
∂xi∂yj
=
〈
dw,−∂jy
〉∇iFx0 − Fx0 〈∂ix, ∂jy〉− δ 〈−∂jy , hxip∂px〉+ 2αλ 〈∂ix0 , ∂jy0〉
= −d∇iFx0
〈
w, ∂jy
〉− Fx0 〈∂ix, ∂jy〉+ δhxip 〈∂jy, ∂px〉+ 2αλ 〈∂ix0 , ∂jy0〉 .
Differentiating equation (6.24) with respect to y twice we have that
(6.31)
∂2Zˆ
∂yi∂yj
=
∂
∂yi
{
Fx
〈−∂jy , dw〉+ δ 〈−∂jy , νx〉}− 2λδij
= Fx
〈−hyijνy, dw〉+ Fx 〈−∂jy ,−∂iy〉+ δ 〈−hyijνy, νx〉− 2λδij
= Fx0δij − Fx0hyijd 〈w, νy〉 − δhyij 〈νx, νy〉 − 2λδij .
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Therefore,
(6.32)
F ijx0
(
∂2Zˆ
∂xi∂xj
+ 2
〈
∂ix, ∂
j
y
〉 ∂2Zˆ
∂xi∂yj
+
∂2Zˆ
∂yi∂yj
)
=
d2
2
F ijx0∇ijFx0 + 2dF ijx0∇iFx0
〈
∂jx, w
〉
+ F 2x0d 〈w, νx〉 − δFx0
− δdF ijx0∇jhxip 〈w, ∂px〉 − δdF ijx0hxiphxpj 〈w, νx〉+ Fx0
∑
i
F iix0
+ 2
〈
∂ix, ∂
j
y
〉 (−dF ijx0∇iFx0 〈w, ∂jy〉− Fx0F ijx0 〈∂ix, ∂jy〉
+δF ijx0h
x
ip
〈
∂jy, ∂
p
x
〉)
+ Fx0
∑
i
F iix0 − Fx0F ijx0hyij 〈w, νy〉 d
− δF ijx0hyij 〈νx, νy〉 − 2λ
∑
i
F iix0 − 2λα2
∑
i
F iix0 + 4αλ
n−1∑
i=1
F iix0 + 4αλ
〈
∂nx0 , ∂
n
y0
〉2
F nnx0
=
d2
2
F ijx0∇ijFx0 + 2dF nnx0 〈∇nFx0, w〉+ F 2x0d 〈w, νx〉 − δFx0
−
(
d2
2
F ijx0∇ijFx0 +
d2
2
F ijx0h
l
ihljFx0 + F
2
x0
d 〈νx0 , w〉
− Fx0Fy0d 〈νy0 , w〉+ δFx0 − δFy0 〈νx0 , νy0〉
)
− δdF ijx0hxiphxpj 〈w, νx〉+ 2Fx0
∑
i
F iix0
− 2d 〈∂nx , ∂ny 〉F nnx0 ∇nFx0 〈w, ∂ny 〉− 2Fx0F ijx0 〈∂ix, ∂jy〉2
+ 2δF ijx0h
x
ip
〈
∂jy, ∂
p
x
〉 〈
∂ix, ∂
j
y
〉− Fx0F ijx0hyijd 〈w, νy〉
− δF ijx0hyij 〈νx, νy〉 − 2λ
∑
i
F iix0 − 2λα2
∑
i
F iix0 + 4αλ
n−1∑
i=1
F iix0 + 4αλ
〈
∂nx0 , ∂
n
y0
〉2
F nnx0 .
Here we used equation (6.18). From equation (6.28) we have that
(6.33)
∇nFx0 =
2δ
d2
〈dw, hxnn∂nx 〉 −
2Fx0
d2
· d 〈∂nx , w〉
=
2δ
d
hxnn 〈w, ∂nx 〉 −
2Fx0
d
〈w, ∂nx 〉 ,
which yeilds,
(6.34) 2d 〈∇nFx0 , w〉 = 4δhxnn 〈w, ∂nx 〉2 − 4Fx0 〈w, ∂nx 〉2 .
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From (6.32) we get that
(6.35)
F ijx0
(
∂2Zˆ
∂xi∂xj
+ 2
〈
∂ix, ∂
j
y
〉 ∂2Zˆ
∂xi∂yj
+
∂2Zˆ
∂yi∂yj
)
= F nnx0 (4δh
x
nn 〈w, ∂nx 〉2 − 4Fx0 〈w, ∂nx 〉2)− δFx0 + Fx0Fy0d 〈w, νy0〉
− δFx0 + δFy0 〈νx0 , νy0〉+ 2Fx0
∑
i
F iix0 − 2d
〈
∂nx , ∂
n
y
〉
F nnx0 ∇nFx0
〈
w, ∂ny
〉
− 2Fx0F ijx0
(
n∑
i=1
δij − δin +
〈
∂ix, ∂
n
y
〉2)
+ 2δ(Fx0 − F nnx0 hxnn)
+ 2δF nnx0 h
x0
nn
〈
∂nx , ∂
n
y
〉2 − Fx0F ijx0hyijd 〈w, νy0〉 − δF ijx0hyij 〈νx, νy〉
− 2λ(1− α)2
n−1∑
i=1
F iix0 − 2λ
(
1− α2 − 2α 〈∂nx0 , ∂ny0〉2)F nnx0
= −4F nnx0 (Fx0 − δhxnn) 〈w, ∂nx 〉2 + Fx0d cos θ(Fy0 − F ijx0hyij)− cos 2θδ(Fy0 − F ijx0hyij)
− 〈∂nx , ∂ny 〉F nnx0 〈w, ∂ny 〉 (4δhxnn 〈w, ∂nx 〉 − 4Fx0 〈w, ∂nx 〉) + 2Fx0F nnx0 (1− 〈∂nx , ∂ny 〉2)
− 2δF nnx0 hxnn
(
1− 〈∂nx , ∂ny 〉2)− 2λ(1− α)2 n−1∑
i=1
F iix0
− 2λ
(
1− α2 − 2α 〈∂nx0 , ∂ny0〉2)F nnx0
= F nnx0 (Fx0 − δhxnn)
{
−4 〈w, ∂nx 〉2 + 4 〈w, ∂nx 〉
〈
w, ∂ny
〉 〈
∂nx , ∂
n
y
〉
+ 2
(
1− 〈∂nx , ∂ny
〉2)}
+ (Fy0 − F ijx0hyij)
(
2δ cos2 θ − δ cos 2θ)− 2λ(1− α)2 n−1∑
i=1
F iix0
− 2λ
(
1− α2 − 2α 〈∂nx0 , ∂ny0〉2)F nnx0 ≤ 0,
One can see that the last inequality achieves equality if and only if Fy0 = F ijx0h
y
ij , α = 1,
and
〈
∂nx0 , ∂
n
y0
〉2
= 1. Therefore, we can always perturb δ such that the last inequality is
strictly less than 0, which leads to a contradiction. 
6.2. α-Andrews flow in viscosity sense. Before we state our theorem, we need the fol-
lowing definitions, which generalizes definitions in [14] for mean curvature flow.
Definition 6.2. (Andrews condition) If Ω ⊂ Rn is a smooth, closed admissible domain and
α > 0, then we say ∂Ω satisfies the α-Andrews condition if for every P ∈ ∂Ω there are
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closed balls B¯int ⊆ Ω and B¯ext ⊆ Rn \ Int(Ω) of radius at least αFP that are tangent to ∂Ω at
P from the interior and exterior of Ω, respectively. A smooth curvature flow {Γt ⊆ Rn}t∈I
is α-Andrews if every time slice satisfies the α-Andrews condition.
Definition 6.3. (Viscosity general curvature) Let Ω ⊆ Rn be a closed set. If P ∈ ∂Ω, then
the viscosity general curvature of Ω at P is
(6.36) F (P ) = inf{F∂X(P )|X ⊆ Ω is a compact smooth domain, P ∈ ∂X},
where F∂X(P ) denotes the general curvature of ∂X at P with respect to the inward pointing
normal. The infimum of the empty set is ∞.
Definition 6.4. (Viscosity α-Andrews condition) A closed set ∂Ω satisfies the viscosity
α-Andrews condition if F (P ) ∈ [0,∞] at every boundary point, and there are interior and
exterior balls B¯int, B¯ext with radius at least α/F (P ) passing through P. A level set flow
{Γt} is α-Andrews if every time slice satisfies the viscosity α-Andrews condition.
Using these definitions, Theorem 2.5, and Theorem 5.3 we can extend Andrews’ Theo-
rem to the nonsmooth setting:
Theorem 6.5. Let Γ0 be a hypersurface satisfies the following conditions: Γ0 can be ap-
proached by a sequence of smooth hypersurfaces, which have positive general curvature
and satisfy α-Andrews condition. If {Γt} is a compact level set general curvature flow with
initial hypersurface Γ0, then {Γt} is an α-Andrews level set flow.
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