There is a growing interest in using the object paradigm for developing real-time 
Introduction
Object-oriented modeling and design has gained a recent popularity in the real-time circles, and there are a number of efforts to re-orient object-oriented technologies towards the modeling and design of real-time systems. One major reason for this is the growing complexity of real-time software. One of the key benefits of the object paradigm is that it allows designers to break up a complex software system into manageable pieces. Moreover, the object paradigm has evolved to augment the traditional programming language (e.g., C++) notions of classes and objects with higher level modeling concepts allowing designs of complex system structures and behaviors. Such modeling concepts include (1) hierarchical specification of the software architecture of a system using objects, (2) behavioral modeling of objects using extended finite state machines, and (3) use cases and scenarios to model end-to-end system behaviors. These modeling concepts use visual notations that greatly increase the understanding of the system structure and behavior.
The recently standardized Unified Modeling Language (UML) [2, 11] is an amalgamation of many of these concepts and notations, and is quickly becoming very popular with a number of UML based modeling and development tools offered by various commercial vendors, with several such tools specialized for real-time systems. These commercial tools provide various facilities to support the design process, including easy development of visual models, model execution, and automatic code generation for target deployment.
Unfortunately, despite the claim of being "real-time" design tools, none of these tools provide much support for reasoning about timeliness properties. Worse still, it is not even possible to use commercial schedulability analysis tools since there is a gap between the analysis models of the schedulability analysis tools and the implementations generated by the design tools. One impediment to this is that the underlying computational model of implementations generated by design tools are based on an eventtriggered architecture, where threads are implemented as event-handlers. In such an implementation scheme, each thread handles multiple events, and is part of multiple endto-end computations and timing constraints. This is quite unlike the tasking models assumed in real-time scheduling research, and assumed in schedulability analysis tools, where a thread usually handles a single event and is part of only one end-to-end computation and timing constraint.
In this paper, we show how to integrate schedulability analysis techniques with object-oriented design models. The results in this paper are built on our prior experience with ROOM and ObjecTime Developer [12, 14] , where we had shown the feasibility of conducting schedulability analysis for designs developed using such tools. The main contribution of this paper is the formal treatment of schedulability analysis for object-oriented designs and their automated implementations.
Related Work
There have been many attempts to make use of object technology for real-time software. Several of these attempts have come from the industry (e.g., [15, 1, 4] , while oth-ers have come from academia [5, 3, 7, 8] . While some of these approaches have been geared towards soft real-time (e.g., [15] ), most of them claim support for hard real-time. Many of these claims are mostly based on the assumption that real-time scheduling theory can be used to perform schedulability analysis. Unfortunately, traditional real-time scheduling theory results (e.g., [10, 9, 6, 18] ) can be directly applied only when the object models are restricted to look like the tasking models employed in real-time scheduling theory, as has been done in [3, 7] . In other cases, either the claims are unsupported (e.g., [4] ) or based on less sophisticated analysis (e.g., [1, 5] ). To the best of our knowledge, ours is the first attempt to apply real-time scheduling theory to object model designs by making use of the state-of-the art in both fields.
Object-Oriented Design and Implementation
In object-oriented design models, an application is cast as a network of collaborating objects. Our object-design model is based on UML-RT [16] , in which active objects, called capsules, are the basic architectural entities. The behavior of a capsule is specified by an extended finite state machine using state diagrams in UML. A capsule remains dormant until an event arrives, i.e., when a message is received by the object. Incoming messages trigger transitions associated with the capsule's finite state machine. Actions may be associated with the transitions as well as entry and exit points of a state. The sending of messages to other capsules is initiated by an action. Conceptually, each capsule has its own thread of control. The finite state machine behavioral model imposes that only one transition at a time can be executed by a capsule. Thus, a run-to-completion paradigm applies to state transitions.
Transactions and Timing Constraints
We use the term transaction to refer to the entire causal set of actions executed as a result of an external event, i.e., an event coming from an external source. These external events also include timed events such as those generated from periodic timers. Transactions are useful to capture end-to-end system behaviors, and are used in our model for specification of timing constraints, and for response time analysis. Since ultimately all processing is initiated by some external event, these transactions can capture all the computations in the design model. However, it is often useful to restrict attention to a few time-critical transactions. Also, for a single transaction, it is often useful to restrict attention to a particular behavioral path (e.g., under normal operating mode) rather than all possible behavioral paths. In the rest of the paper, we will use the term action to refer to the entire run-to-completion processing for an event. Each action is, in general, a composite action, and composed from primitive sub-actions. These primitive subactions include send, call, and return actions, which generate internal events through sending messages to other objects [11, 2] . For the purpose of this paper, we will restrict our attention to a single sequence of sub-actions, although we note that conditional behavior (as may happen with guard conditions associated with transitions) can easily be incorporated.
We use an extended sequence diagram to depict transactions. In the extended sequence diagram, we capture the details of the processing associated with an event. Figure 1 depicts the transaction Feedback Control for a cruise-control system. The transaction is driven by a timeout message. As can be seen, the cruise control active object obtains the speed from the speedometer object using a synchronous call action. It then does the control law calculations and generates a throttle output which is sent asynchronously to the throttle object. The throttle object then sends a command to the actuator.
The sequence diagrams are also useful to capture timing constraints [11, 2] . For the purposes of this paper, we are concerned about (1) arrival rates of external events, and (2) end-to-end deadlines. The end-to-end deadlines can be specified on any action in a transaction; the deadlines are end-to-end in the sense that they are relative to the arrival of the transaction (external event).
Problem Description
In this paper we address the problem of schedulability analysis of a design model. Clearly, before we can address the problem, we must know how a design model is implemented, as well as how it is scheduled. While there are potentially many ways of implementing these design models, we will assume an implementation where the design is mapped to one or more threads. Each thread is implemented as an event handler, retrieving messages from an event queue (associated with the thread) and processing them one by one. Each capsule is mapped to one of the threads in the implementation. When messages are generated, they are placed in the event queue of the target object's thread.
Within this implementation scheme, there are two levels of scheduling. Within the context of a single thread, the enqueued events are scheduled (and processed) in a nonpreemptive manner. We will assume that events are assigned priorities, and that each event (type) has a fixed priority. This scheduling mechanism is implemented within the event handling loop of a thread's code. In addition, whenever there are multiple threads, we will assume that an underlying real-time operating system schedules the threads following a preemptive priority scheduling mechanism.
An implementation of an object design model must specify (1) the number of threads, (2) event and thread priorities, and (3) mapping of capsules to threads. In [13] , we presented a scheme whereby using the schedulability analysis results of this paper, a feasible implementation can be automatically synthesized. In this paper, however, we will assume that these are given (except thread priorities, which we argue must be automatically managed at run-time) and show how schedulability analysis can be conducted given both the design model and its implementation model.
Notation
Let E = fE 1 E 2 : : : E n E n+1 : : : E m g be the set of all event-streams in the system, where E 1 E 2 : : : E n denote external event streams, and the remaining internal Also, we use the notation + i (t) to indicate the maximum number of event arrivals from event source E i in any rightclosed interval x x+t]. For example, an event stream with a minimum inter-arrival time of T has i (t) = dt=Te, and + i (t) = bt=Tc+1 . In contrast to external events, the rates of internal events are dependent on the execution, and are not specified.
Each action is characterized as either asynchronously triggered or synchronously triggered, depending on whether the triggering event is asynchronous or synchronous. All external events are assumed to be asynchronous. Each action A i executes within the context of an capsule O(A i ).
Each action A i is also characterized by a priority (A i ), which is the same as the priority of its triggering event E i . Each sub-action a i j of A i is characterized by a computation time C(a i j ) (abbreviated as C i j ). The computation time of an action is simply the sum of its component subactions, i.e, C(A i ) = P j C i j . Also, the computation time of any sequential sub-group of sub-actions a i p to a i q where p < = q is C i p::q = P j<=q j=p C i j .
Each event and action is part of a transaction. For the rest of this paper, we will superscript to denote transactions. For example, A i represents an action and E j an event, both of which belong to transaction . Adding the superscript for external events fE k : k = 1 2 : : : n g is unnecessary since there is exactly one external event associated with each transaction, i.e., external event E k belongs to transaction k and would be denoted as E k k . In this case, the superscript will be omitted.
Communication Relationships
We have two types of communication relationships between actions, asynchronous and synchronous. An asynchronous relationship A i ! A j indicates that action A i generates an asynchronous signal event E j (using a send sub-action) that triggers the execution of action A j . Likewise, a synchronous relationship A i * ) A k indicates that action A i generates a synchronous call event E k (using a call sub-action) that triggers the execution of action A k .
We also use a "causes" relationship, and use the symbol for that purpose. The relationship captures the causal relationship between actions. Both asynchronous and synchronous relationships are also causes relationships, i.e, (A i ! A j ) ) (A i A j ), and (A i * ) A j ) ) (A i A j ). Moreover, the causes relationship is transitive, thus
A i A j , we say that A j is a successor of A i , since A i must execute (at least partially) for A j to be triggered.
Synchronous Set.
For the purpose of analysis, we also need to define the term "synchronous set of A i ". The synchronous set of A i is a set of actions that can be built starting from action A i and adding all actions that are called synchronously from it. The process is repeated recursively until no more actions can be added to the list. Let (A i ) denote the synchronous set of A i and let C( (A i )) denote the cumulative execution time of all the actions in this synchronous set. We also call A i as the "root" action of this synchronous set.
A Simple Example
We will use a simple example system through the rest of this paper to illustrate our ideas. As shown in Table 1 , the example system consists of three periodic transactions. The table shows, for each transaction, the events and the actions comprising the transaction. For each action, we also show the sub-actions, their computation times as well as which internal events are generated by which sub-action. Note that within each transaction we have included both synchronous (call) and asynchronous (signal) events. Furthermore, each transaction traverses multiple objects, and has multiple priorities (due to different deadlines for different parts of the transaction). We will be primarily interested in showing how to compute worst-case response times. Therefore, we do not show any deadlines in the example system.
Response Time Analysis: Overview of our Approach
Schedulability analysis in our system is carried out by computing response times of actions. The response time of an action A i is derived relative to the arrival of the external event that triggers the transaction . We use the well-known critical instant/busy-period analysis [10, 9, 6 ] developed for fixed priority scheduling, but adapt it to our computational model. In our model, events (and therefore actions) have fixed priorities. Moreover, event priorities reflect real application priorities. A thread may or may not have a fixed priority depending on the implementation strategy. Accordingly we define the term priority inversion to refer to event priorities, and not thread priorities. Thus, a priority inversion occurs if a lower priority event is processed, while a higher priority event is pending. In the same way, a level-i busy period is a continuous interval of time during which events of priority "i" or higher are being processed.
In our response time analysis for action A i , we will compute the response time of the action for successive arrivals of the transaction, starting from a critical instant, until the end of the busy period. Let S i (q) denote the worst-case start time for instance q of action A i (i.e., when the instance 'q' of the action gets the cpu for the first time), starting from the critical instant (time 0). Likewise, let F i (q) denote the worst-case finish time, starting from the critical instant. Let Arr (q) denote the arrival time of instance 'q' of external event E , starting from the critical instant, assuming the events arrive at the maximum rate. Thus, Arr (q) = minft :: + (t) = qg.
We iteratively compute S i (q) and F i (q) for q = 1 2 3 : : : , until we reach a q = m, such that F i (m) Arr (m+ 1 ) . Then, the worst-case response time of action A i is given by: F i (q) ; Arr (q) (1) In this paper, we will focus on how response time analysis can be conducted. In the next section, we consider single-threaded implementations, as it is a simpler case. Then, in the Section 5 we build on the results of the single threaded case and develop the analysis for multi-threaded case. While our analysis utilizes the concepts of existing fixed priority scheduling theory, we hope to show to the reader that the application of those concepts is not straightforward, especially for the multi-threaded case. One important insight that enables the analysis is the realization that in this model events (and not threads) represent the tasks in the system. Various previous attempts do not make this distinction (see for example [5, 3] ), and therefore result in either restricting the analyzable part of object models (e.g., [3] ), or using less sophisticated analysis (e.g., the treatment of event sequences in [5] ). As we will see in the section on multi-threaded implementations, it is useful to view threads as special "mutex" resources -this insight allows us to use threads and thread priorities in a way that facilitates response time analysis.
Single Threaded Implementations
In a single threaded implementation, a single thread processes pending events in priority order. Since there is only a single thread, there is only one level of scheduling. The resultant scheduling is simply non-preemptive priority scheduling of events (actions). There is a special case however: every time a sub-action makes a synchronous call to some other action, then the current action pauses its execution until one of the synchronous action's sub-actions makes a reply call. In other words, synchronously-triggered actions called within the same thread are really an extension of the caller action.
We will assume that the priorities to events have already been assigned. An action inherits the priority from its triggering event. Also, for the purpose of the response time analysis presented below, we will assume that a synchronously triggered action inherits its priority from its caller. Note that priorities of synchronously triggered actions are simply a matter of convenience; their priorities do not have any significance for scheduling. Therefore, we assume the following to be true:
(Ai * ) Aj) ) ( (Aj) = (Ai)) (2) As is common in fixed priority scheduling literature, we use the term blocking to refer to the effect of lower priority actions on an action's response time, and interference to refer to the effect of higher or equal priority actions on an action's response time. Thus, blocking refers to priority inversion. 
Note that this blocking term may come from any transaction, that is why we omit the superscript denoting the transaction.
Busy Period Analysis
The critical instant for an action A i occurs when (1) all transactions arrive at the same time (we will denote this as time 0), and (2) 
(t).
Since actions are executed in a non-preemptive manner, it must be the case that when A i starts executing, no other action can interrupt it other than any synchronous calls that A i makes. Consequently, the worst-case finish time for instance q of action A i is F i (q) = S i (q)+C( (A i )), where C( (A i )) is the synchronous set of A i belonging to transaction . Having resolved the equation for F i (q), we still need to find a way to compute start times. We compute the value of S i (q) by considering all actions that can execute before the action under consideration, namely A i (q). That is, we examine the actions that arrive during the interval 0 S i (q)] and can be executed before A i (q). We can find that as follows:
Interference from other transactions. For any transaction k 6 = , all actions that are higher or equal priority 1 must be considered for interference. Again, any synchronous calls made recursively from these actions must also be considered. We see however that they will be already included in the calculation because of our earlier assumption that the priority of a synchronously-triggered action is the same as that of the caller action. Also, interference is considered for all event arrivals in the interval 0 S i (q)]. Note that we have to take the closed interval, because if a higher priority action becomes enabled at time S i (q), then A i (q) cannot begin executing. Interference from Same Transaction. The interference from the same transaction (i.e., ) is a little trickier to calculate. We must distinguish between previous instances, i.e., 1 2 : : : q ;1, and all other instances after that. For all past instances, 1 2 : : : q ; 1, the interference term is similar to other transactions, i.e., we must consider all higher or equal priority actions (and their synchronously triggered actions but again, the latter are already considered).
On the other hand, for instances+1 : : : + (S i (q)) only those actions that are not successors (as defined by the causes relationship) of A i can contribute to interference. This is because, true since if A i (q) has not started executing, then any of its future instances, as well as any of its successors could not begin execution either. Combining all this, S i (q) is given by the lowest value of W, that satisfies equation 4 given in 2
The above description works for A i where this action was asynchronously triggered. For synchronously triggered actions, only a part of the actions that are in the same synchronous set of actions as the action under consideration have executed. This changes the interference term for the present and future instances of E i . We omit the detailed description and the equation for that case due to limited space. 1 Equal priority actions are considered as well to ensure that we get the worst-case. However only some equal priority actions will interfere because events are queued in FIFO ordering. Taking all equal priority actions into account for interference gives rise to pessimistic analytical results. 
Response Times for the Example System
Let us now revisit our example system and apply the analysis presented above to compute the response times. Table 3 shows the response times found by this analysis. We have only shown the response times of the last action that executes within a transaction at a particular priority level. We can see that the response times of all actions are large due to action A 11 which has an execution time of 250. Since the implementation is single threaded, it causes blocking for all the actions. The effect of the lower priorities of actions A 4 and A 8 is also reflected in their larger response times due to greater interference. Also interesting is the response time of the lowest priority action A 11 , which is relatively lower. This is the result of non-preemptive scheduling -once the action starts executing, it executes as if its priority is raised to the highest priority in the system.
Discussion
A single threaded implementation provides a low overhead non-preemptive scheduling strategy, and is very effective for many applications. However, there are certain situations in which a single threaded implementation may not be suitable. First, if an object makes a blocking call, then not only the object, but also the entire system is blocked. Second, a single threaded implementation cannot take advantage of multiple processors in a system.
Furthermore, single threaded implementations may not be suitable for applications with compute-intensive actions, when some events may have tight deadlines. This may happen, for example, with many signal processing applications. In such cases, the system cannot respond to any new events once an action starts executing, and it may lead to missed deadlines. Our example system illustrates this situation, where some actions have large computation times as compared to others, and that these actions can easily cause missed deadlines. This situation is more likely to occur when synchronous message passing is used, because the non-preemptive section includes not only the action but all synchronous calls made by that action as well.
Multi-Threaded Implementations
When non-preemptive scheduling is inappropriate, multiple threads may be introduced to achieve preemptability of event processing. However, this requires careful management of thread priorities otherwise it can lead to significant priority inversion [12, 14] . This is similar to the problem of priority inversion due to mutexes, and our solution is similar to priority ceiling protocols [17] .
We manage each thread's priority dynamically and automatically (i.e., within the run-time framework). In addition to its priority, each event/action is also assigned a preemption threshold [19] , which we denote as (A i ). Then, a thread's priority is managed such that its priority is the highest of its pending events whenever is is not in the middle of processing an event. When it is processing an event (even if it gets preempted), its priority equals the preemption threshold of the event being processed.
Assumptions. In order to facilitate the response time analysis, we will make some of the same assumptions that we made earlier. Specifically, we assume that an action can only generate events of equal or lower priority. Also, we will assume that the priority of a synchronously triggered action is equal to that of the caller action. Additionally, we will assume that synchronously-triggered actions must be handled by the same thread as the caller-action. The last supposition can be relaxed but leads to more complicated analysis, which will require additional notation to develop.
Blocking Time Analysis
Blocking is inevitable in this architecture due to the runto-completion semantics of objects (capsules), and the runto-completion processing architecture of a thread. With preemption thresholds, we can bound and minimize the blocking suffered by an action, as we show below. First, we define the ceiling priorities of each object and thread, as follows: We then add the following constraint on the assignment of preemption-threshold of actions.
(Ai) max( ( O(Ai)) (;(Ai)) ) (5) When this constraint is true, we can show that the blocking time of an action is bounded, and is restricted to the synchronous set of a single lower priority action, and is given by the following equation.
Busy Period Analysis
Calculating the worst case response time is quite similar as the single threaded implementation with just a few variations. Note that this is true only for the dynamic thread priority scheme with preemption threshold. The entire process will be briefly explained, focusing more on the differences. The critical instant for an action A i is the same as for the single threaded implementation, because again, we make the assumption that every transaction is made up of actions with non-increasing priorities.
The derivation of worst-case start time is identical to the single-threaded case, except for the difference in computing blocking time. This is, because, the effect of preemption threshold does not occur until the action begins executing for the first time. Moreover, with the dynamic thread priorities, any higher priority event that arrives prior to A i starting will get to execute due to the dynamic thread priorities. As in the single-threaded case, this is not necessarily true for events with equal priorities, but to get the worst-case, we will make the pessimistic assumption.
The main difference in the analysis comes in the time window between the start of action A i , i.e., S i (q) and before it finishes execution, i.e., F i (q). Since the action may be preempted by higher priority actions in other threads, we cannot say that F i (q) = S i (q) + C( (A i )) as we did in the single threaded case. Instead, we must consider all actions that can cause interference during this interval.
First, if an action A j can cause interference after A i has started executing, then it must have arrived in the interval after S i (q); it would be already accounted for in the estimation of S i (q) otherwise. Second, its priority must be no less than the preemption threshold of A i , i.e., (A j ) (A i ). Furthermore, it must be the case that A j executes in a different thread than A i , i.e., ;(A j ) 6 = ; ( A i ).
Finally, this must be true for the action that triggers A j as well, otherwise, the event that triggers execution of A j cannot be generated. Note that this also eliminates any successors of A i , so we do not need to consider that separately. The last condition must actually be recursively true up to the root of the transaction, i.e., the action triggered by the external event. Based on the above, we can write:
where L k (A i ) is defined below, and k (W ); + k (S i (q)) gives the number of new arrivals of event E k .
Note that if an action A j can cause interference, then all its synchronous successors also cause interference. This is because they have the same priority/threshold as A j , and they are in the same thread as A j , and therefore not in ;(A i ). Moreover, since objects are mapped to threads, they cannot be executing in the same object as O(A i ).
Response Times for the Example System
We can now revisit the example system and see the response times with a multi-threaded implementation. For purposes of illustration, we will first assign each object to its own thread. However, this violates the assumption that synchronous calls are made to the same thread. Therefore, then we merge objects in such cases. With these rules, we get ;(O(2)) = ;(O(5)) = ;(O(6)) and ;(O(3)) = ;(O(4)).
We will also assume that each action is assigned the smallest preemption threshold consistent with Equation 5. Table 4 . Response Times for Multi-Threaded Implementation Table 4 shows the response times for the example system with the above assignment. As compared to the single threaded case, we can see a considerable improvement in the response times of higher priority actions. This is, obviously attributable to the smaller blocking. For example, now A 5 only gets a blocking of 10 (from A 8 ). Also, as may be expected, the response time of A 11 has increased since it now gets interference from higher priority actions even after it starts execution.
Concluding Remarks
In this paper we have presented the results of our work in integrating real-time scheduling theory results with objectoriented design. While we find that the basic concepts of fixed priority response time analysis are applicable, the application of those concepts to the object design models is far from straightforward. In particular, it requires a careful consideration of the implementation of object-design models, the scheduling of threads and their priorities, the mapping of the design to multiple threads, the scheduling of events within a single thread, and so on.
The main contribution of this paper is in the development of response time analysis for object-oriented design models. We have used UML-RT as the modeling language, however the results developed are generally applicable to any modeling language using active objects, and explicit communication between objects through message passing. The response time analysis results presented in this paper can be used to automate the design of the implementation, which we call implementation synthesis. In conjunction with automatic code-generation, this can greatly reduce the development life-cycles of real-time object-oriented software development, as well as allow the designers to focus more on design (rather than implementation) issues.
