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2 Sistemi dinamici, stabilita` e biforcazioni
Consideriamo un sistema caratterizzato da uno spazio delle fasi o degli stati di dimensione
finita Rd ed una legge di evoluzione nel tempo St soluzione di una equazione differenziale
del primo ordine. Questo significa che il cambiamento di stato ad un dato istante dipende
solo dallo stato stato medesimo, tramite una legge definita da un campo vettoriale Φ(x),
e non dagli stati precedenti. Si ha quindi
d
dt
x(t) = Φ(x(t))
La soluzione si scrive nella forma
x(t) = St(x0)
dove St definisce il gruppo di evoluzione che e` un gruppo continuo commutativo
S0 = I St2 ◦ St1 = St1+t2 S−t = S−1t
Per ogni punto iniziale si ha una traiettoria, ed una sola sotto opportune condizioni di
regolarita` . L’insieme delle traiettorie nello spazio delle fasi definisce il flusso. Se fissiamo
un intervallo di tempo ∆t la applicazione M = S∆t che chiamiamo mappa, genera una
orbita discreta definita dalla ricorrenza
xn+1 =M(xn)
e detto t = n∆t si ha x(t) = xn = M
n(x0) dove con M
n indichiamo, la composizione
della mappa n volte. Come vedremo nel seguito quando la evoluzione St non e` nota
analiticamente a S∆t e` possibile associare una mappaM che approssima S∆t con un errore
proporzionale ad una potenza di ∆t.
La soluzione analitica di una equazione di evoluzione non lineare dipende dalla possibilita`
di ridurre la dimensionalita` del problema e questo si verifica quando esiste un integrale
primo del moto, ossia una funzione H(x) che si mantiene costante su ogni traiettoria. La
condizione per l’esistenza di un integrale primo e` che il campo Φ risulati ortogonale a
gradH. Ne segue che il campo Φ(x) deve risultare tangente alla H(x) = E. Al variare di
E si ha una famiglia di superfici che danno una foliazione dello spazio delle fasi.
d
dt
H(x) =
d∑
k=1
∂H
∂xk
x˙k = grad H ·Φ = 0 x˙i ≡ dxi
dt
In generale la esistenza di integrali primi risulta associata a simmetrie del sistema secondo
il teorema di No¨ther.
Nello studio di un sistema dinamico giocano un ruolo importante i punti di equilibrio x∗,
che sono orbite particolari con la proprieta` x(t) = x∗. Quindi i punti di equilibrio sono
quelli in cui il campo vettoriale si annulla Φ(x∗) = 0. Per una mappa M(x) l’analogo dei
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punti di equilibrio sono i punti fissi M(x∗) = x∗. In questo caso si considerano anche i
punti periodici di periodo p che sono i punti fissi degli iterati Mp della mappa.
Un’altra nozione importante e` quella di stabilita` . Un punto di equilibrio x∗ si dice stabile
se ad ogni sfera di centro x∗ e raggio R si puo` associare un sfera di raggio r < R tale che
per ogni condizione iniziale x0 in questa sfera l’orbita resti sempre confinata nella prima
sfera per t > 0
‖x0 − x∗‖ < r =⇒ ‖x(t)− x∗‖ < R ∀t ≥ 0
Se questa condizione s´oddisfatta per ogni t il punto si dice perpetuamente stabile. Se
inoltre si verifica che x(t) → x∗ per t → ∞ si dice che il punto e` attrattivo o che e`
asintoticamente , vedi figura 1
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Figura 2.1 Andamento delle orbite nell’intorno di un punto di equilibrio asintoticamente stabile (lato
sinistro) e di uno perpetuamente stabile (lato destro).
Se sostituiamo St con M
n vediamo che le condizioni di stabilita` sono le stesse che per
le mappe. Se il campo ha derivate prime continue il suo sviluppo di Taylor e` dato da
Φ(x) = B(x − x∗) +R1(x). Ignorando il resto otteniamo una equazione lineare. Il punto
di equilibrio si dice linearmente stabile se lo e` per il sistema linearizzato
dx
dt
= B (x− x∗) Bij = ∂Φi
∂xj
(x∗)
Questa equazione del moto lineare ha soluzione
x(t) = x∗ + eAt (x0 − x∗)
Se gli autovalori di B hanno tutti parte reale negativa il punto x e` attrattivo e l’equilibrio
risulta essere asistoticamente stabile. Se d e` pari e gli autovalori sono tutti immaginari puri
e complessi coniugati, l’equilibrio e` perpetuamente stabile. Se infine uno o piu` autovalori
hanno parte reale positiva l’equilibrio e` instabile.
La stabilita` lineare implica quella non lineare se il punto di equilibrio e` attrattivo. Diamo
una traccia della prova nel caso d = 1 supponendo che x∗ = 0 e scrivendo Φ(x) = −λx +
R1(x) dove λ > 0 e per il resto di Taylor possiamo scrivere |R1(x)| = |Φ′′(ξ)| |x|2/2 < ǫ|x|.
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Assumendo che Φ′′(x) sia continua ed essendo |ξ| < |x| se |Φ′′(x)| < M per |x| < R avremo
che |xΦ′′(ξ)|/2 ≤MR/2 e quindi ǫ =MR/2. La soluzione soddisfa la equazione integrale
x(t) = x0 e
−λt +
∫ t
0
e−λ(t−s)R1(x(s)) ds
da cui segue che
|x(t)| ≤ x0 e−λt + ǫ
∫ t
0
e−λ(t−s)|x(s)| ds
Indichiamo con X(t) una funzione che soddisfa la equazione integrale corrispondente alla
disequazione cui soddisfa |x(t)|
X(t) = x0 e
−λt + ǫ
∫ t
0
e−λ(t−s)X(s) ds
Se facciamo la stima a priori che |x(s)| ≤ X(s) ed usiamo questa disuguaglianza sul
lato destro della disequazione soddisfatta da |x(t)| troviamo che questo vale proprio X(t)
tenendo conto della ultima equazione. Pertanto la disuguaglianza |x(t)| < X(t) e` verificata
(lemma di Gronswal). Notiamo che X(t) soddisfa la equazione X˙ = −λX + ǫX con
X(0) = |x0|, la cui soluzione si scrive X(t) = |x0| e−(λ−ǫ)t. Da |x(t)| ≤ X(t) = |x0| e−(λ−ǫ)t
segue che la condizione di stabilita` risulta soddisfatta purche´ ǫ < λ. La prova si estende
facilmente al caso multidimensionale.
Nel caso di una mappa M(x) la linearizzazione attorno al punto fisso porta a xn+1 =
x∗ + A(xn − x∗) dove A e` la matrice jacobiana calcolata in x∗. Il punto x∗ e` stabile
ed attrattivo se gli autovalori di A hanno modulo minore di 1, perpetuamente stabile se
gli autovalori hanno modulo uguale a 1, instabile se uno o piu` autovalori hanno modulo
maggiore di 1. Anche in questo caso la stabilita` lineare asintotica implica quela non lineare.
Infatti dallo sviluppo di Taylor si haM(x) = x∗+DM(ξ)(x−x∗) dove (DM)ij = ∂Mi/∂xj
e` la matrice Jacobiana della mappa. Se ‖DM(x∗)‖ ≤ 1 − ǫ si ha stabilita` lineare, ma se
M ∈ C1 allora esiste un r > 0 tale che ‖DM(x∗)‖ ≤ 1− ǫ/2 per ‖ξ−x∗‖ < ‖x− x∗‖ < r.
Quindi in questo intorno di x∗ la mappa e` contrattiva e la stabilita` non lineare e` assicurata.
Flussi unidimensionali e biforcazioni
Quando il campo vettoriale che genera un flusso o una mappa dipendono da un parametro,
la stabilita` dei punti fissi puo` cambiare al variare del parametro. Consideriamo un flusso
unidimensionale definito da Φ(x, r) ed i suoi punti di equilibrio Φ(x∗, r) = 0. Per ciascuno
di questi nello spazio x, r abbiamo una traiettoria x∗ = x∗(r). La stabilita` dipende dal
segno di Φ′(x∗, r) e quindi i punti critici in cui Φ′(x∗, r) = 0 sono quelli in cui puo` avvenire
uno cambio di stabilita` . Nel caso unidimensionale possiamo rappresentale Φ(x) come
campo di direzioni nello spazio delle fasi esteso (t, x). In ogni punto tracciamo un vettore
unitario u = (cosα, sinα) dove −π/2 ≤ α ≤ π/2 con tanα = Φ(x). Il campo di direzioni
34
e` invariante per traslazioni lungo t se il sistema e` autonomo ossia Φ non dipende da t. Il
campo u e` in ogni punto tangente al grafico della traiettoria x(t).
La soluzione e` riconducibile a quadrature se Φ non dipende da t. In questo caso supposto
Φ(x) continuo, se Φ(x0) = 0 la soluzione e` x(t) = x0. Se Φ(x0) 6= 0 c’e` un intorno di x0
dove essa e` data da
t =
∫ x
x0
dx′
Φ(x′)
= F (x)− F (x0)
e poiche´ F (x) e` invertibile in un intorno di x0 si ha
x = F−1(F (x0) + t)
Come esempio si consideri la equazione logistica in cui Φ = x(1−x). La soluzione si scrive
t =
∫ x
x0
(
1
1− x′ +
1
x′
)
dx′ = log
x
1− x − log
x0
1− x0 0 < x0 ≤ x < 1
ed invertendo si ha il seguente risultato valido per ogni valore di x e x0
x =
x0
x0 + (1− x0)e−t
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Figura 2.2 Soluzione della equazione logistica per diverse condizioni iniziali (lato sinistro). Soluzione
della equazione X˙=X2 che mostra per diverse condizioni iniziali X0, che mostra come l’infinito si raggiunga
in un tempo finito t=1/X0 (lato destro).
Per la unicita` della soluzione la continuita` di Φ(x) non basta ma occorre che questa sia
Lipshiziana, condizione soddisfatta se Φ ∈ C1. Se il sistema non e` autonomo ossia il campo
dipende da t, la integrazione per quadrature e` possibile nel caso separabile Φ(x, t) =
f(x)g(t). Supponendo g(t) > 0 ci riportiamo al caso autonomo con in cambiamento di
variabile τ =
∫ t
0
g(t′) dt′ poiche´ dx/dτ = f(x).
Se il punto di equilibrio non e` critico Φ′(x∗) = ±λ con λ > 0 allora il campo linearizzato
e` ±λ(x− x∗) e la soluzione di x˙ = ±λ(x− x∗) e` data da
x = x∗ + (x0 − x∗)e±λt
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dove il segno meno corrisponde al caso stabile, il segno + al caso instabile. Se Φ′(x∗) = 0
dallo sviluppo di Taylor si ha Φ(x) = x∗ + 12Φ
′′(x∗)(x− x∗)2 + R2(x). Ignorando il resto
R2 trasliamo nell’origine il punto di equilibrio e riscaliamo ponendo X =
1
2 (x−x∗)Φ′′(x∗).
Supponiamo anche che Φ′′(x∗) > 0. La equazione diventa X˙ = X2. Integrando per
separazione delle variabili si ha
X =
X0
1−X0t
si noti che per X0 > 0 la soluzione diverge per t = 1/X0 mentre va a 0 per t → −∞.
Quindi il punto e` instabile ma al tendere di X0 verso 0 il punto rimane per un tempo
sempre piu` lungo vicino a 0. Nella figura 2 msotriamo le soluzioni per l’equazione logistica
e per la quazione X˙ = X2.
Approssimazione di strong damping
Un modo per interpretare i risultati sugli equilibri e la loro stabilita` consiste nell’introdurre
una funzione potenziale V (x) tale che Φ(x) = −V ′(x) e nell’interpretare la equazione
x˙ = Φ(x) = −V ′(x)
come il limite di forte dissipazione di un sistema meccanico relativo ad una particella di
massa unitaria soggetta al potenziale V e ad una forza dissipativa molto intensa ossia
x˙ = p p˙ = −V ′(x)− βp
La funzione V (x) calcolata sulla soluzione x = x(t) di x˙ = Φ(x) risulta essere monotona
descrescente rispetto a t poiche´ si ha dV/dt = −Φ2 < 0. Quindi un punto critico xc che
sia un minimo di V (x) e` stabile ed attrattivo, vedi anche Equilibrio e stabilita` all’inizio
del capitolo 7. La soluzione della seconda equazione per x e p dipende da x0 e p0 mentre
la soluzione della prima equazione per x dipende solo da x0. Nella seconda equazione
abbiamo inserito il termine di dissipazione con un coefficiente β che dimensionalmente e`
l’inverso di un tempo. Vedremo che per β ≫ 1 dopo un transiente con scala di tempo 1/β
ossia per t ≫ 1/β la soluzione e` ben approssimata da quella della equazione del primo
ordine
βx˙ = −V ′(x)
Per capire come si realizza questo limite consideriamo il caso in cui il potenziale V non
abbia punti critici, cioe` V ′(x) = −Φ(x) non ha zeri e quello in cui abbia un solo punto
critico.
Nel primo caso consideriamo per semplicita` un potenziale lineare V (x) = −gx cui cor-
risponde un campo costante. Le equazioni del moto hanno come soluzione
x = x0 +
g
β
t+
(
g
β2
− p0
β
)
(e−βt − 1)
Quindi per t ≫ 1/β la soluzione si riduce a quella del primo ordine βx˙ = g purche´ sia
verificata la condizione |p0| ≪ β|x0| e |g| ≪ β2 |x0|. In questo caso infatti l’ultimo termine
nella precedente equazione diventa trascurabile.
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Quando V ha un punto di equilibrio stabile possiamo scrivere V = ω2(x − x∗)2/2 dove
V ′′(x∗) = ω2. Dopo una traslazione ed un riscalamento x′ =
√
ω x, p′ = p/
√
ω, t′ = ωt e
β′ = β/ω le equazioni del moto diventano (omettendo di scrivere le variabili accentate)
x˙ = p p˙ = −x− βp
Siccome β ≫ 1 gli autovalori sono −β e −1/β a meno di termini di ordine β−3 e quindi la
soluzione si scrive
x(t) =
βe−t/β − β−1 e−βt
β − β−1 x0 +
e−t/β − e−βt
β − β−1 p0
e quindi per t≫ 1/β la soluzione diventa
x(t) =
(
x0 +
p0
β
)
e−t/β ≃ x0 e−t/β
se assumiamo che |p0| ≪ β|x0|.
Il risultato e` del tutto simile nel caso di un equilibrio instabile perche´ si ha V (x) = −ω2(x−
x∗)2/2 dove ω2 = −V ′′(x∗) > 0 e quindi dopo traslazione e riscalamento le equazioni del
moto diventano
x˙ = p p˙ = x− βp
Gli autovalori sono quindi −β e 1/β a meno di termini di ordine 1/β3 e quindi la soluzione
si scrive
x(t) =
(
x0 +
p0
β
)
et/β ≃ x0 et/β
se assumiamo che |p0| ≪ β|x0|.
Biforcazioni
Affrontiamo ora lo studio dei cambiamenti di stabilita` quando il campo per un sistema
dinamico unidimensionale dipende da un parametro
x˙ = Φ(x, r) = −V ′(x, r)
dove V ′ ≡ ∂V/∂x. Un punto di equilibrio e` definito da Φ(x∗, r) = 0 e la sua stabilita`
dipende dal segno di Φ′ ≡ ∂Φ/∂x. Quindi il cambio di stabilita` si ha quando Φ′(x∗, r) = 0.
In termini di potenziale un punto di equilibrio soddisfa V ′(x∗, r) = 0 ed il cambio di
stabilita` avviene per V ′′(x∗, r) = 0. Nel piano (r, x) i punti di equilibrio appartengono a
curve x∗ = x∗(r). Dove l’equilibrio cambia si hanno i punti di biforcazione. Per convenzione
rappresentiamo l’equilibrio stabile con una curva continua, l’equilibrio instabile con una
curva tratteggiata. Sono possibili quattro tipi di biforcazioni corrispondenti alla nascita o
scomparsa di un equilibrio stabile e di uno instabile, allo scambio di stabilita` , al passaggio
di un equilibrio stabile in due equilibri stabili e di uno instabile, al passaggio di un equilibrio
instabile in due equilibri instabili ed uno stabile.
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• Biforcazione sella-nodo (saddle-node)
Il campo che descrive questa biforcazione, che corrisponde alla nascita di un equilibrio
stabile ed uno instabile, ha una forma detta normale cui ci si puo` sempre ricondurre
tramite un cambio di coordinate. La equazione del moto e`
x˙ = Φ = −V ′ Φ = −r + x2 V = rx− x
3
3
e nelle figure 3 e 4 riportiamo il grafico di Φ e V .
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Figura 2.3 Grafico della funzione Φ=−r+x2 per r=−1 e andamento del campo sull’asse x (lato sinistro).
Lo stesso per r=1 (lato destro).
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Figura 2.4 Grafico del potenziale V=rx−x3/3 per r−1 (lato sinistro). Lo stesso per r=1 (lato destro).
Notiamo che per r < 0 non c’e` alcun equilibrio mentre per r > 0 si hanno x∗ = ±
√−r.
Poiche´ Φ′(x∗, r) = ±r la soluzione negativa e` stabile, quella positiva instabile. Il punto in
cui avviene la biforcazione e` r = 0 dove x∗ = 0. Nella figura 5 si da la rappresentazione
grafica della biforcazione.
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Figura 2.5 Grafico della biforcazione x∗(r) per il campo Φ=−r+x2
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• Biforcazione transcritica (transcritical)
Questa biforcazione corrisponde ad uno scambio di stabilita` e la forma normale e` data da
x˙ = Φ = −V ′ Φ = rx− x2 V = −rx
2
2
+
x3
3
I punti di equilibrio sono x∗ = 0, x∗ = r e si ha Φ′(0) = r, Φ′(r) = −r. Quindi la
biforcazione avviene in r = 0 e corrisponde ad uno scambio di stabilita` : infatti per r < 0
il punto x∗ = 0 e` stabile mentre x∗ = r e` instabile. Per r > 0 le stabilita` si invertono.
Nella figura 6 mostriamo i grafici di Φ e nella figura 7 quelli di V
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Figura 2.6 Grafico della funzione Φ=rx−x2 per r=−2 e andamento del campo Φ sull’asse x (lato sinistro).
Lo stesso per r=2 (lato destro).
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Figura 2.7 Grafico del potenziale V=−rx2/2+x3/3 per r−1 (lato sinistro). Lo stesso per r=1 (lato
destro).
Nella figura 8 diamo la rappresentazione grafica della biforcazione.
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Figura 2.8 Grafico della biforcazione x∗(r) per il campo Φ=rx−x2
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• Biforcazione a forchetta sovracritica (pitchfork supercritical)
Questa biforcazione corrisponde al passaggio da un equilibrio stabile a uno instabile e due
stabili o viceversa. La forma normale nel primo caso e` data da
x˙ = Φ = −V ′ Φ = rx− x3 V = −rx
2
2
+
x4
4
I punti critici sono x∗ = 0 per r < 0, x∗ = 0 e x∗ = ±
√
r per r > 0. Dato che Φ′(0) = r
e che Φ′(±√r) = −2r il punto x∗ = 0 e` stabile per r < 0 e instabile per r > 0 mentre i
punti x∗ = ±
√
r che nascono per r > 0 sono stabili. Nella figura 9 mostriamo il grafico di
Φ, nella figura 10 quello di V .
-3
-2
-1
 0
 1
 2
 3
-3 -2 -1  0  1  2  3
 
y 
 x 
 y=Φ(x)  
-3
-2
-1
 0
 1
 2
 3
-3 -2 -1  0  1  2  3
 
y 
 x 
 y=Φ(x)  
Figura 2.9 Grafico della funzione Φ=rx−x3 per r=−1 e andamento del campo Φ sull’asse x (lato sinistro).
Lo stesso per r=1 (lato destro).
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Figura 2.10 Grafico del potenziale V=−rx2/2+x4/4 per r−1 (lato sinistro). Lo stesso per r=1 (lato
destro).
Nella figura 11 diamo la rappresentazione grafica della biforcazione.
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Figura 2.11 Grafico della biforcazione x∗(r) per il campo Φ=rx−x3
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Nella figura 12 diamo la rappresentazione grafica della biforcazione.
• Biforcazione a forchetta sottocritica (pitchfork subcritical)
Questa biforcazione corrisponde al passaggio da un equilibrio instabile a uno stabile e due
instabili o viceversa. La forma normale nel secondo caso e` data da
x˙ = Φ = −V ′ Φ = rx+ x3 V = −rx
2
2
− x
4
4
I punti critici sono x∗ = 0 e x∗ = ±
√−r per r < 0, x∗ = 0 e per r > 0. Dato che Φ′(0) = r
e che Φ′(±√−r) = −2r il punto x∗ = 0 e` stabile per r < 0 e instabile per r > 0 mentre i
punti x∗ = ±
√−r che si hanno per r < 0 sono instabili. Nella figura 12 mostriamo i grafici
di Φ e V mentre nella figura 13 diamo la rappresentazione grafica della biforcazione.
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Figura 2.12 Grafico della funzione Φ=rx+x3 per r=−1 e andamento del campo Φ sull’asse x (lato
sinistro). Lo stesso per r=1 (lato destro).
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Figura 2.13 Grafico di V=−rx2/2−x4/4 per r=−1 (lato sinistro). Lo stesso per r=1 (lato destro).
Nella figura 14 diamo la rappresentazione grafica della biforcazione.
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Figura 2.14 Grafico della biforcazione x∗(r) per il campo Φ=rx+x
3
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Un esempio di biforcazione a forchetta sottocritica in quadro di stabilita` globale si verifica
se al campo aggiungiamo un termine che confina il moto. Un esempio e` dato da
x˙ = Φ = −V ′ Φ = rx+ x3 − x5 V = −rx
2
2
− x
4
4
+
x6
6
I punti di equilibrio sono x∗ = 0 mentre per −1/4 ≤ r ≤ 0 si hanno quattro punti
x∗ = ± 2−1/2 (1±(1+4r)1/2)1/2 di cui due stabili e due instabili. Infine per r > 0 si hanno
due punti x∗ = ± 2−1/2 (1+ (1+ 4r)1/2)1/2 entrambi stabili. Nella Figura 15 mostriamo il
grafico di grafico di V (x)
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Figura 2.15 Grafico del potenziale V=−rx2/2−x4/4+x6/6 per r=−1(8 (lato sinistro). Lo stesso per r=1/8
(lato destro).
Nella figura 16 diamo la rappresentazione grafica della biforcazione.
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Figura 2.16 Grafico della biforcazione x∗(r) per il campo Φ=rx+x
3−x5
Esempio: il pendolo rotante
Consideriamo un punto che i muove su un cerchio di rggio R in un piano verticale xz che
ruota con velocita` angolare ω0 attorno all’asse z. Detto θ l’angolo scelto in modo che θ = 0
corrisponda a z = −R la lagrangiana e` data da
L =
1
2
mR2(θ˙2 + ω20 sin
2 θ) +mgR cos θ
Ponendo ω2 = g/R, scalando il tempo t′ = ωt in modo da renderlo adimensionale, e
definendo θ˙ = dθ/dt′ rendiamo adimensionale anche la lagrangiana
L′ =
L
mR2ω2
=
θ˙2
2
− V V = − cos θ − r
2
sin2 θ r =
ω20
ω2
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Il grafico del potenziale e` mostrato nella figura 17
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Figura 2.17 Grafico del potenziale V=− cos θ− r
2
sin2 θ per r=0.5 (lato sinistro). Lo stesso per r=2 (lato
destro).
Se ora introduciamo una forza di attrito F = −β0mv il contributo che viene alla forza
generalizzata di Lagrange e`
Q = F · ∂r
∂θ
= F · ∂v
∂θ˙
= −m
2
β0
∂v · v
∂θ˙
= −mβ0R2θ˙
Passando al tempo scalato si ha
d
dt′
∂L′
∂θ˙
− ∂L
′
∂θ
=
Q
mω2R2
= −βθ˙
dove β = β0/ω e θ˙ ≡ dθ/dt′. La equazione del moto diventa
θ¨ = −V ′(θ)− βθ˙
In assenza di attrito si le equazioni del moto sono
θ˙ = p p˙ = −V ′(θ)
mentre nella approssimazione di strong damping diventano βθ˙ = −V ′(θ). Gli equilibri e
la loro stabilita` si ottengono da
V ′ = sin θ(1− r cos θ) = 0 V ′′(θ) = cos θ − r(2 cos2 θ − 1)
e corrispondono a
θ = 0 stab. θ = ±π inst. r < 1
θ = 0 inst. θ = ±π inst. θ = ±arcos
(
1
r
)
stab. r > 1
Infatti se r > 1 detto θ∗ = arcos(1/r) dove 0 < θ∗ < π/2 si ha V ′′(θ∗) = r − 1/r > 0. Si
ha dunque una biforcazione a forchetta sovracritica per r = 1. Il grafico della biforcazione
e` mostrato nella figura 20
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Nella figura 18 diamo la rappresentazione grafica della biforcazione.
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Figura 2.18 Grafico della biforcazione x=θ∗(r)/2π per il il potenziale V=− cos θ− r2 sin2 θ
Esempio: flusso sul cerchio
Un modello che trova varie applicazioni e` quello della dinamica sul cerchio di una particella
soggetta ad un potenziale lineare con modulazione periodica e ad un meccanismo che
dissipa energia. Dopo aver scalato le variabili rendendole adimensionali le equazioni del
moto diventano
θ˙ = p p˙ = −V ′(θ)− βp V = −ωθ − a cos θ
Il modello descrive un circuito RC con giunzione Josephson oppure se ω = 0 questo e` il
modello di un pendolo con attrito. Nel caso di strong damping ci si riduce ad una sola
equazione del primo ordine che scriviamo avendo posto β = 1
dθ
dt
= ω − a sin θ r = a
ω
dove r e` il parametro di biforcazione. Se a = 0 la soluzione e` data da θ = θ(0) + ωt che
descrive una rotazione uniforme. Nelle figure 19 e 20 diamo il grafico di Φ e di V
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Figura 2.19 Grafico della funzione Φ(θ)=ω−a sin(θ) per ω=1, a=0.5 al variate di x=θ/2π (lato sinistro).
Lo stesso per ω=1 e a=1.5 (lato destro).
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Figura 2.20 Grafico del potenziale V=−ωθ−a cos θ per ω=1 e a=0.5 (lato sinistro). Lo stesso per ω=1 e
a=1.5 (lato destro).
Supponendo per semplicita` che a ed ω siano entrambi positivi, se a < ω il campo Φ(θ) non
si annulla mai e θ(t) e` una funzione monotona di t. Possiamo scrivere che
t =
∫ θ
0
dθ′
Φ(θ′)
=
T
2π
θ + τ(θ) Φ(θ) = ω − a sin θ
dove τ(θ) e` periodica di periodo 2π. Infatti sviluppando in serie di Fourier si trova che
1/Φ(θ) = T/2π +
∑
k 6=0 ak e
i kθ da cui segue τ(θ) =
∑
k 6=0 ak e
i k θ/(i k). Il periodo T e`
dato da
T =
∫ π
−π
dθ
ω − a sin θ
Eseguendo il cambio di variabile u = tan(θ/2) si trova sin θ = u/(1 + u2) e quindi si ha
du = 12(1 + u
2)dθ da cui segue
T =
2
ω
∫ +∞
−∞
du
1 + u2 − 2au/ω =
2
ω
1
u+ − u−
∫ +∞
−∞
du
(
1
u− u+ −
1
u− u−
)
=
2π√
ω2 − a2
dove u± = a/ω±i(1−a2/ω2)1/2. Questo risultato si ottiene trasformando l’integrale lungo
un percorso chiuso Γ+ dato da [−R,R] e da un semicerchio di raggio R nel semipiano
superiore del piano complesso u. Poiche´ l’integrado ha solo il il polo u+ all’interno di Γ+
applicando il metodo dei residui si trova che l’integrale vale 2πi.
Per a/ω ≪ 1 il risultato si scrive sviluppando in a/ω e trascurando i termini di ordine
superiore al primo
t ≃ 1
ω
∫ θ
0
(
1 +
a
ω
sin θ′
)
≃ 1
ω
(
θ +
a
ω
(1− cos(θ)
)
relazione che puo` essere invertita ottenendo θ = ωt− (1− cos(ωt)) a/ω.
Quando a < ω non si hanno punti di equilibrio. Per r = a/ω > 1 si hanno due punti di
equilibro θ1 = θ∗ e θ2 = π− θ∗ dove 0 < θ∗ = arcsin (1/r) < π/2. Il primo punto e` stabile
poiche´ Φ(θ1) = −r cos θ∗ < 0, il secondo e` instabile poiche´ Φ(θ2) = −r cos θ2 = r cos θ∗ > 0.
Per r ≫ 1 si ha θ∗ ≃ 1/r, mentre per r ≃ 1 posto θ∗ = π/2 ± ǫ si trova la relazione
sin θ∗ = cos ǫ ≃ 1− ǫ2/2 = 1/r. Quindi per r > 1 ma prossimo ad 1 si ǫ ≃
√
2(r − 1)/r le
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posizioni di equilibrio stabile e instabile sono π/2− ǫ e π/2 + ǫ. Nella figura 21 diamo la
rappresentazione grafica della biforcazione.
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Figura 2.21 Grafico della biforcazione x=θ∗(r)/2π per il campo Φ=ω−a sin(φ) in funzione di r=a/ω.
Riassumendo per r < 1 non si hanno punti di equilibrio e per r → 0 la rotazione diventa
uniforme. Per r > 1 nascono due punti di equilibrio in θ = π/2 che al crescere di r tendono
simmetricamente verso 0 e verso π,e di questi il primo e` stabile, il secondo instable. Nel
limite r →∞ i punti di equilibrio sono quelli del pendolo semplice.
Flussi bidimensionali
Consideriamo ora un sistema autonomo in uno spazio delle fasi bidimensionale R2 definito
da
x˙ = Φx(x, y) y˙ = Φy(x, y)
I punti di equilibrio sono definiti da Φ(x) = 0 e se non sono critici ossia se la matrice
Jacobiana non e` singolare in x∗ e` possibile linearizzare il sistema per studiarne la stabilita`.
Poniamo dunque Aij = ∂Φi/∂xj(x∗) e trasliamo il punto di equilibrio nell’origine. Le
equazioni linearizzate e la loro soluzione si scrive
x˙ = Ax x(t) = eAt x0
y’y’
x’ x’
y’
x’
Figura 2.22 Topologia delle orbite di un fuoco stabile e instabile (lato sinistro), di un centro (lato destro).
Se gli autovalori di A sono complessi coniugati λ ± iω le orbite sono spirali. Il punto di
equilibrio viene detto fuoco ed e` stabile se λ < 0 instabile se λ > 0. Quando λ = 0 le
orbite sono ellissi il punto di equilibrio viene detto centro e si ha stabilita` perpetua ossia
per t > 0 e per t < 0. Quando gli autovalori sono reali λ−, λ+ il punto di equilibrio viene
detto nodo ed e` stabile se gli autovalori sono negativi, instabile se positivi. Infine se gli
autovalori hanno segno opposto il punto viene detto sella ed e` instabile.
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La topologia delle orbite nei vari casi e` indicata nelle figure 22 e 23.
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Figura 2.23 Topologia delle orbite di due nodi stabili (lato sinistro), di una sella (lato destro).
Nella Figura 24 diamo un esempio di biforcazione sella-nodo mostrando come cambia la
topologia delle orbite.
Figura 2.24 Cambiamento della topologia delle orbite nella biforcazione sella nodo
Per i sistemi Hamiltoniani gli unici punti di equilibrio possibili sono i centri (stabili) e
le selle (instabili). Quindi ad una biforcazione sella-nodo corrisponde una biforcazione
sella-centro che si manifesta quando al variare di un parametro il potenziale V (x, r) da
monotono passa ad avere un minimo ed un massimo e nel punto di transizione r = rc in cui
avviene la biforcazione si annullano sia la deriva prima rispetto ad x sia la derivata seconda.
La transizione transcritica avviene quando un centro ed una sella che si scambiano. Ad
esempio il centro e` fisso e per un particolare valore di r = rc viene raggiunto dalla sella,
che diventa fissa mentre il centro si muove.
La biforcazione corrisponde ad uno scambio tra il minimo ed il massimo del potenziale.
Le transizioni transcritiche a forchetta si hanno quando per un particolare valore r = rc
il centro diventa una sella e nascono due nuovi centri. Questa biforcazione corrisponde
alla in trasformazione di un minimo del potenziale in un massimo accompagnata d alla
nascita di due nuovi minimi. Quando avviene la transizione il potenziale ha un flesso. Le
transizioni sottocritiche a forchetta si hanno quando per r = rc una sella diventa un centro
e nascono due nuove selle.
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Ciclo limite
Nei sistemi bidimensionali puo` esistere un attrattore (o repulsore), detto ciclo limite, costi-
tuito da una curva chiusa cui l’orbita asintoticamente converge. Il modo in cui si manifesta
un ciclo limite e` illustrato dal seguente sistema di equazioni
x˙ = ωp+ x(1− x2 − p2) p˙ = −ωx+ p(1− x2 − p2)
Questo modello e` un oscillatore armonico soggetto ad un meccanismo che dissipa l’energia
H = (p2 + x2)/2 quando questa e` maggiore di 1/2 mentre la accresce quando e` minore di
1/2.. Asintoticamente l’orbita e` diventa il cerchio unitario H = 1/2, vedi figura 25.
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Figura 2.25 Ciclo limite com ω=5. Le orbite corrispondono a condizioni iniziali con a x=0.2,1.8 e p0=0.
Il ciclo limite e` in blu.
Per analizzare il problema passiamo a coordinate polari ponendo x = r cosφ e p = r sinφ.
Le equazioni del moto diventano r˙ = Φr = Φx cosφ + Φy sinφ e rφ˙ = Φφ = −Φx sinφ +
Φy cosφ. Il risultato si scrive
rr˙ = r2(1− r2) r2φ˙ = −ω r2
La prima e` la equazione logistica per la variabile r2 ed il punto di equilibrio stabile r = 1
corrisponde al cerchio unitario. Esplicitamente la soluzione si scrive
r =
r0
(r20 + (1− r20)e−2t )1/2
φ(t) = φ(0)− ω t
Biforcazione di Hopf
Questa biforcazione si verifica quando si passa da un nodo stabile ad un nodo instabile e
ad un ciclo limite stabile. Un modello in cui tale biforcazione si verifica e` dato da
x˙ = ωp+ x(µ− (x2 + p2)2) p˙ = −ωx+ p(µ− (x2 + p2)2)
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passando a coordinate polari e ponendo ρ = r2 si ottiene
1
2
ρ˙ = µρ− ρ3 φ˙ = −ω
La prima equazione ha un punto di equilibrio stabile ρ = 0 per µ < 0 mentre per
µ > 0 il punto ρ = 0 diventa instabile e nascono due punti stabili per ρ = ±√µ che
in r corrispondono al solo punto di equilibrio stabile r = µ1/4. Nella equazione per ρ
tale biforcazione corrisponde ad una biforcazione a forchetta transcritica. Si noti che in
questo caso all’equilibrio stabile ρ = −√µ non corrisponde una soluzione reale in r e
quindi in (x, y). Integrando per separazione di variabili si ha 2t = F (ρ) − F (ρ0) dove
F (ρ) = (log ρ2 − log(µ− ρ2))/(2µ) ed invertendo si ha
ρ(t) =
√
µ ρ0(
ρ20 + (µ− ρ20)e−4µt
)1/2
mentre per l’angolo la soluzione e` φ(t) = φ(0) − ωt. Nel piano (x, p) abbiamo quindi un
fuoco stabile per µ < 0. Per µ > 0 l’origine diventa un fuoco instabile e nasce un cerchio
stabile di raggio r = µ1/4 ossia un ciclo limite, vedi figura 26.
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Figura 2.26 Bifocazione di Hopf per modello sopra descritto avene ω=5. Le orbite corrispondono a
condizioni iniziali x=0.2,1,1.8 e p0=0 con µ=−0.5 per cui l’origine e` un fuoco stabile (lato sinistro). Per
µ=0.5 l’origine e` diventato un fuoco instabile ed il cerchio unitario, in blu, un ciclo limite. Le condizioni
iniziali sono le stesse.
Una biforcazione di Hopf si ha anche nel modello considerato all’inizio per il ciclo limite
modificando le equazioni in x˙ = ωp+x(µ−x2−p2) e p˙ = −ωx+p(µ−x2−p2) che conduce
a 12 ρ˙ = ρ(µ− ρ). In questo caso a µ = 0 si ha una biforcazione transcritica nella variabile
ρ. Per µ < 0 tuttavia all’equilibrio instabile ρ = µ non corrisponde una soluzione reale in
r. Quindi si ha di nuovo il passaggio da un fuoco stabile per µ < 0 and un fuoco instabile
accompagnato da un ciclo limite.
Un esempio molto noto di equazione che presenta un ciclo limite e` fornito dalla equazione
di Van der Pol introdotta inizialmente per descrivere oscillazioni in un circuito elettrico
e successivamente per modellizzare il potenziale di azione nei neuroni. Questa equazione
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corrisponde ad un oscillatore con un termine non lineare dissipativo per grandi ampiezze
di oscillazione e antidissipativo per piccole ampiezze. Le equazioni sono
x˙ = p p˙ = −x+ µ(1− x2)p
Il sistema linearizzato ha autovalori λ = µ/2± (µ2/4− 1)1/2 e quindi e` stabile se µ < 0 ed
instabile se µ > 0. In particolare si ha un fuoco se |µ| < 2 un nodo se |µ| > 2. Per µ > 0
il sistema presenta un ciclo limite.
Un modello per il clima
Il modello piu` semplice per i cambiamenti climatici e` dato dalla variazione nel tempo della
temperatura, ottenuto da una equazione che si basa sul bilancio energetico. La radiazione
solare viene in parte assorbita ed in parte riflessa. Inoltre se consideriamo la terra come un
corpo nero a temperatura T questa emette radiazione secondo la legge di Wien. Possiamo
quindi scrivere
c
dT
dt
= RA(t)−RE(t)
La radiazione assorbita e` data dalla differenza tra la radiazione solare assorbita e quella
riflessa. Scriviamo quindi
RA =W0(1− α(T ))
dove l’albedo α si avvicina a zero per alte temperature ed e` prossima a 1 per T < Tc, dove
Tc = 273 gradi Kelvin e` la temperatura di congelamento dell’acqua, perche´ ghiaccio e neve
sono altamente riflettenti. La legge empirica e`
α(T ) = α0 +
α1
2
(
1− tanh(k(T − T0))
)
con α0 = 0.15, α1 = 0.7 e k = 0.05 in unita` K
−1. In prossimita` di T0 possiamo linearizzare
la legge scrivendo
α =
1
2
− α1
2
tanh(k(T − T0) ≃ 1
2
− 1
2
α1 k (T − Tc)
e nella figura 27 mostriamo il confronto tra la funzione esatta e la sua linearizzazione
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Figura 2.27 Albedo in funzione della temperatura per diversi valori del parametro k=0.05, 0.2, 1 con
α0=0.15 e α1=0.7. Tratteggiate si vedono le approssimazioni lineari.
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La radiazione emessa si ottiene a partire dalla legge di Wien di radiazione del corpo nero
RE(T ) = βT
4 β = 5.67 10−8 Wm−2K−1
La radiazione solare che incide sulla terra, detta anche costante solare, e` la potenza per
unita` di superficie ad essa perpendicolare. Il suo valore attuale e` S = 1370 W/m2 e la
potenza media W0, si ottiene moltiplicando S per il rapporto tra l’area πR
2 della sezione
della sfera e l’area 4πR2 della sua superficie da cui segue W0 = S/4 = 342.5 W/m
2. La
temperatura di equilibrio e` data da RE(T ) = RE(T ) ed in assenza di albedo si ha
T0 =
(
W0
β
)1/4
= 279K
pari a 6 gradi centigradi. L’equilibrio T = T0 in assenza di albedo e` stabile perche´ Φ
′(T0) =
−4T 30 < 0. Oltre all’albedo dobbiamo tenere conto anche dell’effetto dei gas serra che
riflettono sulla terra la radiazione che non e` stata assorbita ma riemessa. Se r e` la riflettivita`
dovuta ai gas serra
WA =W0(1− α) + rW0α = W0
(
1− (1− r)α ) 0 ≤ r ≤ 1
Riscriviamo quindi l’equazione per la temperatura nella forma
c
β
dT
dt
= Φ(T ) = T 40
(
1− (1− r)α(T )
)
− T 4
Se r = 1 albedo ed effetto serra si compensano e si ha una temperatura stabile di equilibrio
T∗ = T0. In questo caso la temperatura puo` variare solo per cause astronomiche che
modificano la costante solare da S in µS e quindi la potenza media da W0 a µW0 dove µ
e` detto fattore di insolazione. Se r < 1 l’equilibrio T∗ cambia e, nel caso in cui sia stabile,
si determina risolvendo iterativamente la equazione
T = M(T ) = T0
(
1− (1− r)α(T ) )1/4
con valore iniziale T0. La condizione per la convergenza delle iterazioni ossia per la stabilita`
del punto fisso T∗ diM(T ) e` la stessa che assicura la stabilita` dell’equilibrio per l’equazione
di evoluzione
Φ′(T∗) = T 40 (r − 1)α′(T∗)− 4T 3∗ < 0
In approssimazione lineare α(T0) = 0.4 e scelto r = 0.9 si trova T∗ = T0(1−0.04)1/4 = 276
che e` vicino al valore esatto 275.6. Verifichiamo che la condizione di stabilita` e` soddisfatta:
infatti essendo T0 ≃ T∗ si ha Φ′(T∗) ∼ T 3∗ (T∗(1 − r)α1 k/2 − 4) = −3.5T 3∗ . Il metodo
iterativo e` utilizzato per calcolare la soluzione di equilibrio al variare di r o di µ, come si
mostra nella figura 2.27 ter.
Nella figura 27 bis mostriamo il grafico di Φ(T ) con α(T ) esatto ed in approssimazione
lineare al variare di r. Notiamo che al variare di r la equazione con α(T ) esatto ha un solo
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equilibrio stabile, mentre la approssimazione ha due soluzioni la prima stabile prossima
a quella della equazione esatta per r vicino ad 1 ed una seconda instabile molto minore
dalla prima. Questa si colloca in una regione in cui l’approssimazione lineare cade e quindi
non e` significativa. Si noti anche che per r < 0.57 non si ha piu` equilibrio con α(T )
linearizzato perche´ i due punti di equilibrio stabile ed instabile collidono e scompaiono in
una biforcazione sella-nodo.
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Figura 2.27 bis Lato sinistro: plot della funzione σ log10(1+|Φ(T )|) dove σ e` il segno di Φ per l’approssi-
mazione lineare all’albedo α(T ) e con r=1, blu, r=0.9 celeste, r=0.8, blu, r=0.7 verdescuro, , r=0.6, lilla,
r=0.5 rosso. Lato destro: lo stesso per la espressione esatta dell’albedo α(T )
Nella figura 27 ter diamo i valori della temperatura di equilibrio per il modello completo
per fissata insolazione µ = 1, 1.2 al variare del parametro r che descrive l’effetto serra
e per fissato r = 0.5, 0.8 al varare di µ. I parametri che definiscono l’albedo α(T ) sono
α0 = 0.15, α1 = 0.7 e k = 0.05.
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Figura 2.27 ter Lato sinistro: plot della temperatura di equilibrio al variare di r, che parametrizza
l’effetto serra, per due distinti valori della insolazione µ=1, linea blu e µ=1.2, linea rossa. Lato destro: plot
della temperatura di equilibrio al variare di µ per r=0.5, linea blu e r=0.8, linea rossa.
Nel modello sopra presentato si e` esaminata la dipendenza della temperatura di equilib-
rio al variare del parametro r che tiene conto dell’effetto serra ma non si sono osservate
biforcazioni
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Nel modello proposto da I. Zaliapin e M. Ghil [1] si propone una diversa modellizazione
dell’effetto serra. Si assume che la radiazione assorbita sia
RA = µW0(1− α(T ))
dove α(T ) e` data dalla formula precedente non linearizzata con α0 = 0.15 α1 = 0.7 e
con k = 0.05 e si assume che l’effetto serra possa essere descritto come una diminuzione
della radiazione emessa RE(T ) con un fattore g(T ) < 1 dipendente da T . Scegliendo
g(T ) = (1−m tanh((T/T1)6). la equazione di bilancio diventa
c
dT
dt
= µW0(1− α(T ))− σT 4
(
1−m tanh
(
T
T1
)6)
dove T1 = 284 K e m = 0.4. Lo studio dell’equilibrio al variare di µ e tendendo fissi gli
altri parametri mostra sue biforcazioni sella-nodo come mostra la figura 28.
Figura 2.28 Diagramma di biforcazione come funzione del fattore di insolazione µ per la temperatura
T=T (µ). L’equilibrio instabile e` dato dalla curva tratteggiata.
Il raggiungimento del punto di biforcazione aprirebbe scenari catastrofici.
Mappe unidimensionali e biforcazioni
Data una mappa che dipende da un parametroM =M(x, r) i suoi punti fissi dipendono da
questo ed il cambio di stabilita` , l’annichilazione o la nascita di due punti fissi corrisponde
ad una biforcazione, come avviene per i flussi.
• Biforcazione sella-nodo Corrisponde alla nascita o alla scomparsa di due punti fissi uno
stabile ed uno instabile. Un prototipo per questo tipo di biforcazione e` dato da
xn+1 =M(xn) M(x) = r + x
2
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i punti fissi sono dati da
x∗± =
1
2
(1±√1− 4r) r < 1/4
Per > 1/4 non si hanno punti fissi e quindi r = 1/4, x∗ = 1/2 e` il punto di biforcazione nel
piano (x, r). De M ′(x) = 2x segue che x∗+ e` sempre instabile poiche´ x∗+ > 1 per r < 1/4.
Invece x∗− risulta stabile solo per −3/4 < r < 1/4 come si vede imponendo che 2x∗− > −1
(la transizione alla instabilita` e` accompagnata dalla nascita di due orbite stabili di periodo
2). Nella figura 29 diamo il grafico della mappa y = M(x) e della retta y = x indicando i
punti fissi.
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Figura 2.29 Punti fissi per la mappa M(x)=r+x2 con r=1 (lato sinistro) e r=0.15 (lato destro
Nella Figura 30 diamo il diagramma di biforcazione nel piano (r, x).
-0.5
 0
 0.5
 1
 1.5
-0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4
 
x 
 r 
 x
*
(r)  
Figura 2.30 Diagramma di biforcazione per la mappa M(x)=r+x2 . Il punto di biforcazione sella-nodo e`
in r=1/4,x∗=1/2)
• Biforcazione transcritica Questa biforcazione e` dovuta a scambio di stabilita` . La forma
normale e` data dalla mappa logistica
M(x, r) = rx(1− x)
Il punti fissi sono x∗ = 0 e x∗ = 1 − 1/r. Essendo M ′(x) = r(1 − 2x) si ha M ′(0) = r e
M ′(x∗) = 2 − r. Quindi l’origine e` stabile per |r| < 1 mentre x∗ = 1 − 1/r e` stabile per
1 < r < 3. In questa mappa si hanno altre biforcazioni ma dovute alla nascita di orbite
periodiche stabili. Nella Figura 31 mostriamo il grafico della mappa con i suoi punti fissi.
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Figura 2.31 Punti fissi per la mappa M(x)=rx(1−x) con r=0.5 (lato sinistro) e r=1.5 (lato destro
Nelle figura 32 mostriamo le traiettorie dei punti fissi nel piano (r, x) e la biforcazione.
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Figura 2.32 Diagramma di biforcazione per la mappa M(x)=rx(1−x). Il punto di biforcazione sella-nodo
e` in r=1,x∗=0
Un altro esempio di biforcazione di questo tipo e` fornito dalla mappa M(x) = rx(1− x3)
• Biforcazione a forchetta
Questa biforcazione avviene quando un punto fisso stabile diventa instabile e nascono due
nuovi punti fissi stabili. La forma canonica e` fornita dalla mappa
M(x) = rx(1− x2)
Questa biforcazione e` analoga a quella descritta in precedenza per i flussi.
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Figura 2.33 Punti fissi per la mappa M(x)=rx(1−x2) con r=0.5 (lato sinistro) e r=1.5 (lato destro)
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In questo caso il punto fisso x = 0 e` stabile per 0 < r < 1. Inoltre si hanno due punti fissi
x∗ = ±(1−1/r)1/2 ed essendo M ′(x∗) = 3−2r questi due punti sono stabili per 1 < r < 2.
Nella figura 33 diamo il grafico della mappa indicandoi suoi punti fissi per due valori di
r positivi sotto e sopra la biforcazione. Nelle figura 34 mostriamo le traiettorie dei punti
fissi nel piano (r, x) per r > 0 dove appare la biforcazione per r = 1. Per r < il punto fisso
x = 0 e` stabile se r > −1 mentre i punti x∗ = ±(1− 1/r)1/2 sono sempre instabili.
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Figura 2.34 Diagramma di biforcazione per la mappa M(x)=rx(1−x). Il punto di biforcazione sella-nodo
e` in r=1,x∗=0
Appendice
Analizziamo la soluzione della equazione x˙ = −r+x2. Iniziamo con il caso r < 0. La legge
oraria e` data da
t =
∫ x
x0
dx′
|r|+ x2 = atan
x√|r| − atan
x√|r|
ed invertendo si ha
x =
√
|r| tan
(
atan
x0√|r| + t
)
Si raggiunge +∞ in un tempo finito dato da
t∞ =
π
2
− atan x0√|r|
che vale π per x0 → −∞.
Per r > 0 la soluzione e` data da
t =
∫ x
x0
dx′
−r + x′2 =
1
2r
(
log
x− r
x+ r
− log x0 − x
x0 + r
)
Ed invertendo la soluzione e` data da
x = r
(
x0 + r + (x0 − r)e2rt
x0 + r − (x0 − r)e2rt
)
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Notiamo che per x(t) → −r per t → +∞ mentre x(t) → r per t → −∞. I grafici delle
traiettorie per r < 0 e r > 0 sono presentati nella figura 35.
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Figura 2.35
Traiettorie per la equazione x˙=−r+x2 per r=−1 (lato sinistro). Lo stesso per r=1 (lato destro). Si noti
che per r<0 non ci sono equilibri, mentre per r>0 le traiettorie con |x0|<
√
r rimangono per ogni tempo
confinate nella fascia |x|≤√r.
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Mappe lineari
Analizziamo qui le condizioni per la stabilita` e la topologia delle orbite per mappe lineari
M(x) = Ax. A tal fine e` utile introdurre la norma della matrice definita da
‖A‖ = max
x
‖Ax‖
‖x‖
da cui segue che
‖Ax‖ ≤ ‖A‖ ‖x‖
Tenendo conto che xn = A
nx si trova che
‖xn‖ ≤ ‖An‖‖x0‖
Quindi se ‖An‖ ≤ C la condizione di stabilita` e` soddisfatta poiche´ dato R e scelto ‖x0‖ ≤
r = R/C ha ‖xn‖ ≤ R. Osserviamo inoltre che se ‖A‖ < 1 la mappa e` contrattiva e quindi
il punto fisso e` stabile ed attrattivo. Infatti da xn = Axn−1 segue che
‖xn‖ ≤ ‖A‖ ‖xn−1‖ ≤ ‖A‖n ‖x0‖
La norma di A e` data dalla radice quadrata del massimo autovalore della matrice ATA.
Infatti se X = T−1 x e` la trasformazione ortogonale TT = T−1 che diagonalizza ATA ossia
A
T
A = T Diag (α21, · · · , α2d)T−1
possiamo scrivere
‖Ax‖2 = Ax · Ax = xATAx = T−1x · Diag (α21, · · · , α2d)T−1x =
d∑
k=1
X2kα
2
k
Se supponiamo quindi che α21 < α
2
2 < · · · < α2d si vede che
‖Ax‖2 ≤ α2d ‖X‖2 = α2d ‖x‖2
poiche´ una trasformazione ortogonale T preserva la norma di un vettore ossia ‖x‖ = ‖X‖.
Il massimo di Ax e` raggiunto quando X = (0, . . . , 0, 1) ossia quando x e` l’autovettore
corrispondente al piu` grande autovalore di ATA. Dalla definizione iniziale segue che
‖A‖ = αd
In generale non c’e` una relazione semplice tra A e An. Se pero teniamo conto della disug-
uaglianza
‖ABx‖ ≤ ‖A‖ ‖Bx‖
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dividendo per ‖x‖ e prendendo il massimo si trova che
‖AB‖ ≤ ‖A‖ ‖B‖ −→ ‖An‖ ≤ ‖A‖n
Se ‖A‖ < 1 il punto di equilibrio e` stabile ed attrattivo. Se invece ‖A‖ < C ma C > 1
l’ultima disuguaglianza non ci da alcuna informazione utile. Dobbiamo quindi analizzare gli
autovalori di A. Per semplificare la discussione riferiamoci al caso di mappe bidimensionali
d = 2. Autovalori ed autovettori sono definiti da
(A− µkI)uk = 0 A = U
(
µ1 0
0 µ2
)
U
−1
U = (u1,u2)
e gli autovalori sono soluzione della equazione di secondo grado
det (A− µI) = µ2 − µTr (A) + det (A) = 0
Distinguiamo tre casi:
• Autovalori reali
( Tr (A))2 − 4 det (A) > 0 µ1 = s1 eλ1 , µ2 = s2 eλ2
dove s1, s2 = ±1. Anche la matrice U e` reale e quindi possiamo scrivere
A
n = USn enΛ U−1 Λ =
(
λ1 0
0 λ2
)
S =
(
s1 0
0 s2
)
In questo caso tenendo conto che S2 = I e che ‖S‖ = 1 si ha
‖An‖ ≤ ‖U‖ ‖U−1‖ ‖ enΛ ‖ ≤ Cenλ2 C = ‖U‖ ‖U−1‖
se λ1 < λ2. Concludendo se |µ1| < |µ2| < 1 da cui segue λ1 < λ2 < 0 il punto fisso e` stabile
et attrattivo. Se A e` simmetrica U e` ortogonale e quindi ha norma 1 per cui ‖An‖ = enλ2 .
La topologia delle orbite si puo` studiare nelle coordinate normali X = (X, Y )T . La mappa
si scrive
Xn = s
n
1 e
nλ1 X0 Yn = s
n
2 e
nλ2 Y0
Consideriamo la famiglia di curve definite da
Y = Y0
(
X
X0
)λ2/λ1
Ogni curva e` contenuta ne quadrante cui appartiene la condizione iniziale. Se poniamoX =
sn1Xn Y = s
n
2Yn vediamo che la precedente equazione e` soddisfatta dai punti dell’orbita.
Poiche´ la equazione definisce una curva in ciascuno dei 4 quadranti, se s1 = s2 = 1 l’orbita
della mappa sta sulla curva cui appartiene la condizione iniziale. Altrimenti l’orbita salta
dal ramo iniziale ad un altro ramo: alle iterazioni pari sta sul ramo iniziale, alle iterazioni
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dispari su un altro ramo. Per esempio se s1 = s2 = −1 e partiamo da primo quadrante
l’orbita alla iterazioni dispari sta sul al ramo del terzo quadrante, ottenuto per riflessione
rispetto all’origine.
Se λ1 < λ2 < 0 si ha un nodo stabile, se λ2 > λ1 > 0 si ha un nodo instabile, se
λ1 < 0 < λ2 < 0 si ha una sella che e` instabile, vedi figura 2.23.
• Autovalori complessi
( Tr (A))2 − 4 det (A) < 0 µ1 = eλ−iω , µ2 = µ∗1 = eλ+iω
In questo caso anche gli autovettori sono complessi u2 = u
∗
1 e quindi anche la matrice U
A
n = U enΛ U−1 Λ =

λ− iω 0
0 λ− iω


La forma diagonale non e` conveniente, ma si puo` passare a coordinate reali in cui la matrice
A diventa eλ R(ω) dove R e` la matrice di rotazione
A
n = enΛ V R(nω)V−1 R(ω) =

 cosω sinω
− sinω cosω


Notiamo che
V = UK R(ω) = K−1

 e−iω 0
0 eiω

K K =

 1 i
1 −i


Dalla espressione per An tenendo conto che ‖R(ω)‖ = 1 segue che
‖An‖ ≤ C enλ C = ‖V‖ ‖V−1‖
Quindi il punto fisso e` stabile ed attrattivo se λ < 0, instabile se λ > 0, stabile ma non
attrattivo per λ = 0. In questo ultimo caso si ha stabilita` anche per t < 0.
L’orbita della mappa nelle coordinate normali X = V−1 x appartiene ad una spirale, il
punto fisso e` un fuoco stabile se λ < 0, un fuoco instabile se λ < 0, un centro che e` stabile
se λ = 0, vedi figura 2.22. Infatti data la spirale di equazioni parametriche(
X(t)
Y (t)
)
= etλ R(ωt)
(
X0
Y0
)
L’orbita della mappa vi appartiene essendo Xn = X(n), Yn = Y (n).
• Autovalori reali coincidenti
( Tr (A))2 − 4 det (A) = 0 µ1 = µ2 = µ
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Si hanno due casi possibili A = µI oppure A ha la forma di Jordan
A = U (µI+ N)U−1 N =
(
0 1
0 0
)
La matrice N e` detta nilpotente perche´ N2 = 0.
Nel primo caso detto µ = s eλ dove s = ±1 l’orbita e` data da xn = sn enλ x0, yn = snenλ y0.
Il punto fisso e` stabile se λ < 0, instabile se λ > 0. I punti dell’orbita appartengono alla
retta y = x y0/x0 e sono nel quadrante cui appartiene x, 0, y0 se s = 1 mentre saltano da
un quadrante a quello opposto se s = −1.
Nel secondo caso supponiamo che µ > 0 e posto µ = eλ l’orbita nelle coordinate normali
X = U−1 x e` data da
Xn = (e
λ
I+ N)nX0 = (e
nλ
I+ n eλ(n−1) N)X0
e consideriamo le curve di equazione parametrica
X = eλtX0 + te
λ(t−1) Y0 Y = Y0eλt
che puo´ riesprimersi nella forma
X = Y
X0
Y0
+
Y
λ eλ
log
Y
Y0
Si ha che Xn = X(n), Yn = Y (n) e il punto fisso e` stabile se λ < 0, instabile se λ > 0.
I punti dell’orbita appartengono al ramo della curva che sta nel semipiano superiore o
inferiore cui appartiene la condizione iniziale. Se µ = − eλ allora (−1)nXn e (−1)nYn
appartengono ad uno dei due rami delle curva e quindi ad ogni iterazione si salta da un
ramo all’altro. Nella figura 35 si mostra la curva per µ < 0
y’ y’
x’ x’
Figura 2.35 Curve cui appartiene l’orbita della mappa lineare quando A ha due autovalori uguali µ=eλ.
Lato sinistro : caso A=µI. Lato destro: forma di Jordan A=µI+N nelle coordinate normali x′
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Equazioni differenziali lineari
Consideriamo una equazione lineare con il punto di equilibrio nell’origine
dx
dt
= Ax x(0) = x0
La soluzione si scrive nella forma
x(t) = eAt x0
Ci limitiamo al caso in cui la dimensione e` 2 e quindi x = (x, y)T . La matrice esponenziale
e` definita o tramite uno sviluppo in serie oppure diagonalizzando A.
eAt =
∞∑
k=0
tk
k!
A
k eA t = U eΛt U−1
dove Λ = Diag (λ1, λ2) e U e` la matrice degli autovettori se gli autovalori sono distinti
oppure Λ = λI + N nel caso di autovalori coincidenti allorche´ A 6= λI. Distinguiamo come
nel caso della mappa tre casi. Ci si riconduce al caso di una mappa xn+1 = Bxn dove
B = eA ponendo xn = x(n). L’orbita x(t) della equazione x˙ = Ax interpola l’orbita della
mappa. Quindi l’orbita della mappa xn = x(n) puo` essere intepretata come la soluzione
della equazione differenziale valutata a tempi iteri. Distinguiamo i tre casi
• Autovalori di A reali distinti λ1, λ2
La matrice A ed il suo esponenziale si scrivono
A = UΛU−1 eA t = U eΛ t U−1 Λ =
(
λ1 0
0 λ2
)
Nelle coordinate normaliX = U−1 x l’orbita e` data daX(t) = eΛ tX0. Il punto di equilibrio
x = 0 e` stabile se λ1 < λ2 < 0, instabile altrimenti. Si ha un fuoco se λ1λ2 > 0, una sella
se λ1λ2 < 0. In ogni caso l’orbita e` uno dei rami delle curve mostrate nella figura 2.23 per
le coordinate normali ivi indicate con x′ anziche´ X.
• Autovalori di A complessi coniugati λ1 = λ− iω, λ2 = λ− iω.
La matrice A e l’esponenziale di questa si scrivono
A = UΛU−1 eA t = U eΛ t U−1 Λ =
(
λ− iω 0
0 λ+ iω
)
Anche gli autovalori sono complessi. Si passa quindi alla forma normale che e` reale
scrivendo come nel caso della mappa
U eΛ t U−1 = UK K−1 eΛtK K−1U−1
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e quindi
eA t = eλ tVR(ωt)V−1
Nelle coordinate normali definite da X = V−1x l’orbita e` definita da
X(t) = eλt R(ωt)X(0)
Se λ < 0 il punto di equilibrio detto fuoco e` stabile ed attrattivo, se λ > 0 e` instabile e le
orbite sono spirali. Se λ = 0 il punto di equilibrio e` stabile ma non attrattivo e le orbite
sono circonferenze, vedi figura 2.22.
• Autovalori di A reali coincidenti λ1 = λ2 = λ.
Se A = λ I per l’esponenziale si ha eAt = eλt I. Le orbite sono rette, formano una stella ed
il punto di equilibrio e` stabile ed attrattivo se λ < 0.
Se A non e` proporzionale alla identita` si scrive nella forma di Jordan introducendo la
matrice nilpotente N =
(
0 1
0 0
)
A = U(λI+ N)U−1 eA t = eλ t(I+ tN)
dove U = (u1,u2) dove u1 e` l’autovettore di (A− λI) e u2 un vettore linearmente indipen-
dente. Si noti che in generale U−1(A − λI)U = αN ma con una scelta opportuna di u2 si
ha α = 1. Nelle coordinate normali X = U−1 x le orbite sono le curve indicate nella figura
(2.35) e la cui espressione e` stata data nel caso della mappa lineare.
Sistemi meccanici lineari
Si parte da un sistema meccanico in cui una particella di massa m soggetto a forza po-
sizionale e di attrito
dx
dt
=
p
m
dp
dt
= −V ′(x)− βp
Il sistema presenta un integrale primo H = p2/2m+ V (x) se l’attrito e` assente mentre se
β > 0 si ha dH/dt = −βp2 < 0.
Se il potenziale ha un minimo nell’origine posto V ′′(0) = mω2 le equazioni del moto
linearizzate si scrivono
dx
dt
= Ax x =
(
x
p/m
)
A =
(
0 1
−ω2 −β
)
La coordinata x soddisfa la equazione del secondo ordine
x¨+ βx˙+ ω2x = 0
La equazione linearizzata descrive un punto soggetto a forza elastica e di attrito. La
soluzione si esprime nelle forma x = eA t x0. Diamo prima la soluzione della equazione del
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secondo ordine per la coordinata spaziale x ponendo x = eλt. Sostituendo si trova che λ
soddisfa la equazione del secondo ordine
P (λ) = λ2 + β λ+ ω2 = 0
Detti λ− λ+ i due zeri della equazione P (λ) = 0 la soluzione della equazione differenziale
e` data dalla combinazione
x(t) = c1e
λ−t + c2e
λ
2 t
dove c1 e c2 si determinano imponendo le condizioni iniziali. Distinguiamo 3 casi
• Zeri reali se β/2 > ω dati da λ± = −β2 ±
(
β2
4
− ω2
)1/2
Imponendo le condiioni iniziali e posto v = p/m = x˙ si ha
x(t) =
λ+ e
λ−t − λ− eλ+t
λ+ − λ− x0 +
eλ+t − eλ−t
λ+ − λ− v0 (A1)
Si verifica che l’origine nel piano delle fasi (x, p) e` un nodo stabile.
• Zeri coincidenti se β/2 = ω
La soluzione e` combinazione lineare di eλt e della sua derivata rispetto a λ che e` teλt poiche´
in quest caso P ′(λ) = 0. Imponendo che x(t) = (c1+c2t)e− t β/2 soddisfi le equazioni iniziali
si ha
x(t) =
(
1 +
β
2
t
)
e− t β/2 + v0t e− t β/2
• Zeri complessi coniugati se β/2 < ω
In tal caso scriviamo
λ± = −λ
2
± ω1 ω1 =
(
ω2 − β
2
4
)1/2
Poice´ eλ± t sono complesse coniugate una soluzione reale e` data da x(t) = ceλ+ t+ c ∗ eλ− t
e scrivendo c = (c1 − ic2)/2 si ha che x(t) = e−t β/2(c1 cos(ω1t) + c2 sin(ω1t). Imponendo
le condizioni iniziali si trova
x(t) = e−t β/2
(
cos(ω1t) +
β
2ω1
sin(ω1t)
)
x0 +
e−t β/2
2ω1
sin(ω1t) v0
Nel piano delle fasi l’origine e` un fuoco stabile.
Se il potenziale ha un massimo nell’origine posto V ′′(0) = mω2 le equazioni del moto
linearizzate si scrivono
dx
dt
= Ax A =
(
0 1
ω2 −β
)
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La coordinata x soddisfa la equazione del secondo ordine
x¨+ βx˙− ω2x = 0
Scelto x = eλt la equazione λ2+βλ−ω2 = 0 ha sempre soluzioni reali distinte λ± di segno
opposto
λ± = −β
2
±
(
β2
4
+ ω2
)1/2
In coordinate iniziali la soluzione si scrive ancora nella forma espressa dalla equazione
(A1), ma poiche´ λ+ e λ− hanno segno opposto l’origine nello spazio delle fasi e` una sella
e quindi instabile.
Coordinate normali
All’inizio di questo paragrafo abbiamo espresso la soluzione in coordinate normali per un
sistema lineare qualsiasi. A tal fine si procede diagonalizzando la matrice e nel caso di
autovalori complessi riportando la matrice diagonale ad una forma reale. Sviluppiamo
questa analisi nel caso speciale di un sistema meccanico lineare. Analizziamo prima il caso
in cui il potenziale ha un minimo V ′′(0) = mω2 e la matrice e`
A =
(
0 1
−ω2 −β
)
distinguendo i tre casi
• β/2 > ω Autovalori reali distinti λ± = −β2 ±
(
β2
4 − ω2
)1/2
La equazione per gli autovettori e`
(A− λ−I)u− =
(−λ− 1
−ω2 −β − λ−
)
u− = 0 u− =
(
1
λ−
)
Detta Λ = Diag (λ−, λ+) la matrici di trasformazione U = (u−,u+) la sua inversa
U =
(
1 1
λ− λ+
)
U
−1 =
1
λ+ − λ−
(
λ+ −1
−λ− 1
)
Si ha quindi che
eAt = U eΛt U−1
La forma normale della equazione e` quella ottenuta nelle coordinate X = U−1x. La
equazione si scrive dX/dt = ΛX la sua soluzione e` X(t) = eΛtX0 o in forma esplicita detto
X = (X,P )T
X˙ = λ−X P˙ = λ+P X(t) = eλ−tX0 P (t) = eλ+ t P0
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Poiche´ gli autovalori sono entrambi negativi l’origine e` un nodo stabile. Nelle coordinate
x, p la topologia delle orbite e` la stessa perche´ la trasformazione di coordinate e` invertibile.
Questo vale anche per il sistema di equazioni assegnato perche´ esiste un cambiamento di
coordinate che in un intorno dell’origine le trasforma nelle equazioni linearizzate.
• β/2 = ω Autovalori uguali λ± = −ω = −β2
Verifichiamo che la matrice N = A−ωI e` nilpotente ossia N2 = 0. Ne segue che riscrivendo
A = −ωI+ N l’esponenziale e` dato da
eAt = eIωt eN t = e−ωt (I+ N t) = e−ωt
(
1 + ωt t
−ω2t 1− ωt
)
Infatti nella serie che definisce l’esponenziale tutti i termini si annullano tranne i primi
due eN t = I + N t. Per portare la matrice N nella sua forma normale N consideriamo il
suo autovettore u1 =
(
1
−ω
)
e un secondo vettore linermente indipendente u2 =
(
α
β
)
.
Imponiamo quindi che
U
−1
NU = N ≡
(
0 1
0 0
)
U =
(
1 α
−ω β
)
U
−1 =
1
β + α
(
β −α
ω 1
)
Un semplice calcolo mostra che la condizione e` soddisfatta se β + αω = 1. La scelta piu`
semplice e` β = 1, α = 0. Il risultato finale e`
eAt = e−ωt U
(
1 t
0 1
)
U
−1
U =
(
1 0
−ω 1
)
U
−1 =
(
1 0
ω 1
)
La forma normale della equazione nelle coordinate X = U−1 x e l sua soluzione sono date
da
dX
dt
= (−ωI+ N)X X(t) = e−ωt(I+ tN)X0
o in forma esplicita
X˙ = −ωX + P P˙ = −ωP X(t) = e−ω t (X0 + tP0) P (t) = e−ω t P0
• β/2 < ω Autovalori complessi coniugati λ± = −β2 ± iω1 ω1 =
(
ω2 − β2
4
)1/2
Gli autovalori λ± sono complessi coniugati e tali sono anche gli autovettori u±. Abbiamo
quindi
eA t = U eΛ t U−1 eΛt = e−t β/2

 e−iω1t 0
0 e−iω1t


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U =

 1 1
−β2 − iω1 −
β
2 + iω1

 U−1 = 1
2iω1

−β2 + iω1 −1
β
2 + iω1 1


La forma normale si ottiene passando dalla matrice diagonale complessa ad una matrice di
rotazione K−1Diag (e−iω1t, e−iω1t)K = R(ω1 t). Riscriviamo quindi la matrice esponenziale
nella forma
eAt = e−t β/2 UK K−1

 e−iω1t 0
0 e−iω1t

K (UK)−1 = e−t β/2 VR(ω1t)V−1
dove
V = UK =

 2 0
−β 2ω1


Possiamo moltiplicare V per 1/
√
det (V) = 1/(2
√
ω1) in modo che il suo determinante
valga 1 ottenendo
V = UK =


1√
ω1
0
− β
2
√
ω1
√
ω1

 V−1 =


√
ω1 0
β
2
√
ω1
1√
ω1


La forma esplicita della soluzione e`
eAt = e−t β/2

 cos(ω1t) +
β
2ω1
sin(ω1t)
1
ω1 sin(ω1t)
−ω1 sin(ω1t)− β
2
4ω1
cos(ω1t) cos(ω1t)− β2ω1 sin(ω1t)


Per arrivare alla forma normale notiamo che
d
dt
R(ω1 t) = ω1

− sin(ω1t) cos(ω1t)
− cos(ω1t) − sin(ω1t)

 = ω1J R(ω1t) J =
(
0 1
−1 0
)
Se poniamo quindi eAt = V S(t)V−1 e introduciamo le coordinate normali X = V−1 x la
evoluzione e` data da X(t) = S(t)X0 dove S(t) la sua derivata sono dati da
S(t) = e−t β/2 R(ω1 t) = exp
(
−β
2
It+ ω1 J t
)
dS
dt
=
(
−β
2
I+ ω1 J
)
S
Le equazioni del moto in coordinate normali si scrivono esplicitamente nella forma
X˙ = −β
2
X + ω1P P˙ = −β
2
P − ω1X
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e la soluzione diventa
X
P

 = e−tβ/2

 cos(ω1t) sin(ω1t)
− sin(ω1t) cos(ω1t)



X0
P0


Potenziale con massimo Se V ′′(0) = −mω2 le equazioni del moto sono dx/dt = Ax
dove
A =
(
0 1
ω2 −β
)
Gli autovalori di A sono sempre reali e di segno opposto
λ± = −β
2
±
(
β2
4
+ ω2
)1/2
La matrice U degli autovettori che diagoniazza A ha la stessa espressione che nel caso in
cui il potenziale ha un minimo ma gli autovalori entrambi sono reali negativi. Quindi la
soluzione e` data da x = U eΛt U−1 x0. Nelle coordinate normali X = U−1 x le equazione
del moto e le sue soluzioni diventano
X˙ = λ−X P˙ = λ+ P X = eλ− tX0 P = eλ+ tP0
In questo caso l’origine e` una sella e quindi instabile.
Sistemi lineari conservativi
In questo caso β = 0 e quando il potenziale ha un minimo l’equazione diventa quella di
un oscillatore armonico
x˙ =
p
m
p˙ = −mω2x
La soluzione si scrive x = eAtx0 con x = (x, p/m)
T dove
eAt = VR(ωt)V−1 V =
(
1√
ω
0
0
√
ω
)
Le coordinate normali sono X = V−1x ed il queste le equazioni del moto e la soluzione
diventano
X˙ = ωP P˙ = −ωX
(
X
P
)
= R(ωt)
(
X0
P0
)
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L’integrale primo del moto si scrive e` H/m = 12ω(P
2 + X2). Nella coordinate normali
l’origine e` un centro e le orbite sono cerchi. Nelle coordinate (x, p) le orbite sono ellissi.
Per il sistema non lineare assegnato in un intorno dell’origine le orbite sono curve chiuse.
Se il potenziale ha un massimo l’integrale primo del moto e` H = p2/2m −mω2x2. Gli
atovalori della matrice A sono λ± = ±ω e della Λ = Diag (−ω, ω) e la soluzione e` data da
eAt = U eΛ t U−1 U =
1√
2ω

 1 1
−ω ω

 U−1 = 1√
2ω

ω −1
ω 1


dove si e` imposto detV = 1. Scritta esplicitamente la soluzione e` data da
eA t =

 ch(ωt) 1ω sh(ωt)
ωsh(ωt) ch(ωt)


In coordinate normali X = U−1x le equazioni del moto e la soluzione si scrivono
X˙ = −ωX P˙ = ωP X(t) = e−ωtX0 P (t) = e−ωt P0
e l’integrale primo del moto e` H/m = 1
2
(p2/m2 − ω2x2) = −ωXP . Possiamo fare anche
una diversa trasformazione a coordinate normali in cui eAt si trasforma in una rotazione
iperbolica. In questo caso si ha
eAt = VRH(ωt)V
−1
V =

 1√ω 0
0
√
ω

 RH(ωt) =

 ch(ωt) sh(ωt)
sh(ωt) ch(ωt)


Nelle nuove coordinate normali X = V−1x le equazioni de moto e la soluzione si scrivono
X˙ = ω P P˙ = ωX
(
X
P
)
= RH(ωt)
(
X0
P0
)
e l’integrale primo diventa H/m = 12ω(P
2 −X2)
Sistemi lineari non omogenei
La equazione di evoluzione si scrive nella forma
dx
dt
= Ax+ f(t)
Per ottenere la soluzione si pone x(t) = eAt (t). L’equazione soddisfatta da w si ottiene
derivando ed e` data da
eAt
dw
dt
= f(t) w(0) = x(0)
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La soluzione si scrive
w(t) = w(0) +
∫ t
0
e−As f(s) ds
La soluzione per x(t) e` quindi data da
x = eA t x(0) +
∫ t
0
eA(t−s) f(s) ds
Nel caso di un sistema meccanico lineare con una forza elastica, dissipativa e con una
forzante esterna dipendente dal tempo la equazione si scrive
x˙ =
p
m
dp
dt
= −mω2x− βp+ f(t) f(t) =
(
0
f(t)
)
Usando risultati precedentemente ottenuti per eA t nei vari casi si puo` costruire la soluzione
per una data f(t) valutando l’integrale in modo analitico o tramite una approssimazione
numerica. Detto tk = k∆t per un opportuno ∆t la soluzione si ottiene tramite la ricorrenza
F(tk) =
∫ tk
0
e−As f(s) ds = F(tk−1) +
∫ tk
tk−1
e−As f(s) ds =
= F(tk−1) +
∆t
2
(
e−Atk−1 f(tk−1) + e−Atk f(tk)
)
+O((∆)3)
e la soluzione si scrive
x(tk) = e
A tk
(
x0 + F(tk)
)
+O(k(∆t)3)
Esaminiamo un caso in cui conviene trovare la soluzione per altra via. Si tratta delle
oscillazioni forzate che si hanno quando f(t) = f0 cos(Ωt). Conviene in questo caso scrivere
la equazione del secondo ordine
x¨+ βx˙+ ω2x = f0 cos(ωt)
associando la equazione complessa per variabile complessa z dove x = ℜz
z¨ + βz˙ + ω2z = f0 e
iωt
Se si cerca una soluzione della forma z = c eiΩt si trova che
c = (−Ω2 + ω2 + iβΩ)−1f0 = Ceiγ C =
(
(Ω2 − ω)2 + β2Ω2)−1/2 tan γ = βΩ
Ω2 − ω2
Questa soluzione particolare e la soluzione generale si scrivono
xP (t) = C

 cos(Ωt+ γ)
−Ω sin(Ωt+ γ)

 x(t) = eA t (x0 − xP (0)) + xP (t)
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Poiche´ eA t → 0 per t→∞ la soluzione asintotica e` data da xP (t) e nello spazio delle fasi
si ha dunque un attrattore costituito da una curva chusa che e` la ellisse di equazione
x2
C2
+
p2
m2
1
Ω2C2
= 1
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