The characterization of the local ill-posedness and the local degree of nonlinearity are of particular importance for the stable solution of nonlinear ill-posed problems. We present assertions concerning the interdependence between the illposedness of the nonlinear problem and its linearization. Moreover, we show that the concept of the degree of nonlinearity combined with source conditions can be used to characterize the local ill-posedness and to derive a posteriori estimates for nonlinear ill-posed problems. A posteriori estimates are widely used in finite element and multigrid methods for the solution of nonlinear partial differential equations, but these techniques are in general not applicable to inverse and illposed problems. Additionally we show for the well-known Landweber method and the iteratively regularized Gauß-Newton method that they satisfy a posteriori estimates under source conditions; this can be used to prove convergence rates results.
Introduction
In this paper we consider some local ill-posedness of inverse problems, which can be written in form of an operator equation From the theory of bounded linear operators in Hilbert spaces (see e.g. [9] ) we immediately obtain the following lemma characterizing the intrinsic well-posedness and illposedness of equations (1.2)
Lemma 1.3 The linear operator equation (1.2) is intrinsically well-posed if and only if
A is injective, i.e., the null-space N(A) = {0} is trivial, and the range R(A) = R(A) is a closed subspace in H 2 . Intrinsic well-posedness of (1.2) is characterized by a bounded Moore-Penrose inverse A † ∈ L(H 1 , H 1 ), where A † A = I is the identity operator in H 1 .
If we think on iterative methods for solving a nonlinear operator equation (1.1), then linear equations (1.2) occur from the linearization of the norm of the residual F (x) − y δ 2 in any iteration step (cf. e.g. the Landweber iteration [6, 10] and the iteratively regularized Gauß-Newton method [5, 3, 4] ).
In particular the Fréchet derivatives F ′ (x) are useful to characterize the strength (or degree) of local ill-posedness for a nonlinear ill-posed inverse problem whenever the Fréchet derivatives characterize F in a neighbourhood of x † sufficiently well. In the papers [8] and [11] there are given some ideas and motivations for defining the local degree of ill-posedness of nonlinear inverse problems at a solution point x † using illposedness measures of the Fréchet derivative F ′ (x † ), which can realistically assumed to be a compact linear operator. Namely, for linear ill-posed problems (1.2) with compact operators A ill-posedness measures (in particular, decay rates to zero of the singular values of A) have been studied comprehensively (cf. e.g. [14] ). This approach assumes that the operator F ′ (x † ) is able to express the essential local ill-posedness properties of F in the point x † .
Therefore it makes sense to confront the nonlinear equation (1.1) with its linearization
at the point x † . In order to exploit the properties of F ′ (x † ) for evaluating the strength of local ill-posedness of F at x † it would be desirable that the operator equations (1.1) and (1.3) show a similar behaviour with respect to well-posedness and ill-posedness.
In [17] the linearization is used to specify subsets U a-p (x † ) where, although the problem of solving (1.1) on D(F ) is locally ill-posed at x † in the sense of Definition 1.1, the problem is locally well-posed on the set U a-p (x † ). In [17] , even more, we were able to construct sets U a-p (x † ) (depending on the linearization) where generalized a posteriori estimates hold. A posteriori estimates of general type allow to estimate the error of the solution by its residual error, i.e.,
A posteriori error estimates play an important role in the theory of numerical solutions of partial differential equations with multi-grid and multi-level methods. As we will see below a general view of a posteriori estimates is particularly useful in the analysis of iterative regularization techniques for the solution of inverse problems.
2 Aspects of interdepence between the nonlinear and the linearized problem Assumption 2.1 Throughout this section we pose the following requirements:
• There exists a ball B r (x † ) with radius r > 0 such that
• The operator F is Fréchet differentiable from D(F ) ⊆ H 1 into H 2 and the Fréchet derivative F ′ (x) is continuous and locally Lipschitz continuous, i.e., there exists a constant L such that
for all x ∈ B r (x † ).
In [13] we have defined the degree of nonlinearity of a Fréchet differentiable mapping F at a point x † as a vector of real numbers (c 1 , c 2 , c 3 ) satisfying 0 ≤ c 1 , c 2 ≤ 1 and 0 ≤ c 3 ≤ 2, such that for all x ∈ B r (x † )
In that paper we also presented some arguments that reveal some connections between the nonlinear operator F in a neighbourhood of x † and the linear operator F ′ (x † ) if the operator F is of degree (c 1 , c 2 , c 3 ) with c 2 = 1. This situation occurs in particular if there exists a constant η < 1 such that for all x ∈ B r (x † ) the following condition is satisfied
In the remaining of this paper we will refer to this condition as the "η-condition".
By straightforward calculations it can be seen that an operator F which satisfies the η-condition also satisfies
for all x ∈ B r (x † ). Therefore the η condition guarantees a correlation between the nonlinear operator and its linearization.
In general Assumption 2.1 guarantees only a very weak correlation between the nonlinear and the linearized problem. In the very general situation that F is nonlinear of degree (0, 0, 2) the norm of the remainder in the Taylor-series expansion, i.e., the norm of
, has locally no majorants of the formK
(c 2 > 0) , and therefore there exists (in general) no correlation between the nonlinear operator and its linearization.
One aspect of finding correlations between the nonlinear operator F and its derivative F ′ (x † ) is to deduce local ill-posedness of the equation (1.1) from the intrinsic illposedness of (1.3) and vice versa. The following results show that such correlations can be found if the operator is nonlinear of degree (0, 1, 0) (for the proofs see [12] ): Theorem 2.2 Let the operator F of equation (1.1) satisfy an inequality 
with a positive constant C 2 . If then (1.1) is locally ill-posed at x † , the associated linearized problem (1.3) is intrinsically ill-posed. On the other hand, if (1.3) is intrinsically wellposed, then (1.1) is locally well-posed at x † .
As a consequence of both theorems we obtain: Proof: In order to find a contradiction, we assume that (1.1) is locally ill-posed at x † , but (1.3) is intrinsically well-posed. That means, the bounded linear operator
) and therefore there exists a bounded Moore-Penrose inverse
If we choose a constant µ with 0 < µ < 1 and set r :
. Now, we consider the remainder in the Taylor-series expansion
From Assumption 2.1 and (2.8) it follows that for all
By the triangle inequality we obtain
and as a consequence
By Theorem 2.3 we can conclude that (1.3) is intrinsically ill-posed. This contradicts the assumption that (1.3) is intrinsically well-posed and proves the theorem. 2
As a consequence of Theorem 2.5 the condition (2.7) in Theorem 2.3 is superfluous. In spite of this result we must not conjecture that the equivalence of Corollary 2.4 is also valid in general even if condition (2.8) is violated. Namely, one can easily find examples, where the nonlinear problem (1.1) is locally well-posed at x † , but the Fréchet derivative
In such a case, the corresponding linearized problem (1.3) is intrinsically ill-posed. Now, we are interested in studying situations, where the intrinsic ill-posedness of (1.3) carries over to the local ill-posedness of (1.1) at x † . From
it becomes obvious that (2.6) cannot generally be derived from properties of
For an assertion on the local well-posedness or ill-posedness of (1.1) at x † when (1.3) is intrinsically illposed, the coupling of the Fréchet derivatives in B r (x † ) plays an important role.
There exist kinds of coupling between F ′ (x † ) and F ′ (x) (x ∈ B r (x † )) ensuring the local ill-posedness of (1.1) at x † provided that the linearization (1.3) is intrinsically ill-posed.
Theorem 2.6
For all x ∈ B r (x † ) let exist bounded linear operators G x ∈ L(H 2 , H 2 ) depending on x and a uniform constant K > 0 such that
Proof: From formula (2.12) we obtain for all x ∈ B r (x † ) with (2.13) the inequalities
This guarantees an estimate of the form (2.6) and consequently Theorem 2.2 applies. If (2.6) holds and F ′ (x † ) has a non-trivial null-space, then there is an element v ∈ B r (x † ), where F ′ (x † ) v = 0 and v = 0, and all elements x † + tv (0 ≤ t ≤ 1) ∈ B r (x † ) are also solutions of equation (1.1). 2
Stability and source conditions
In this section we restrict our attention to ellipsoids generated by source conditions. At the beginning we consider the condition
where τ is a sufficiently small positive constant.
In the first part of this section let hold the following assumption:
Moreover, let F be Fréchet differentiable with Lipschitz-continuous derivative, i.e., for all x ∈ D(F ), F satisfies (2.2).
In addition to the operator F and equation (1.1) we consider a reference operator F : D(F ) := D(F ) ⊆ H 1 → H 2 and a corresponding reference equatioñ
From Definition 1.1 we immediately derive the following lemma: 
is always locally well-posed at x † . Namely, we have the stability estimate
Proof: From (3.1) it follows that
Hence, for a sequence x n ∈ D(F ) which satisfies The ellipsoid D(F ) forming the source condition domain (3.2) for sufficiently small τ excludes all ill-posed situations. Such an ellipsoid is given by the range of the adjoint of the Fréchet derivative F ′ (x † ). The more F ′ (x † ) is smoothing, the 'smaller' the range R(F ′ (x † ) * ) becomes. This yields a further argument for the fact that in all situations properties of the Fréchet derivative F ′ (x † ) are able to characterize the local degree of illposedness of (1.1) at x † . For another argument concerning convergence rates of Tikhonov regularized solutions we refer to [11] .
In the literature on regularization methods source conditions of the form
are frequently used. Here ν is a sufficiently small positive constant.
In the next part of this section we assume that the following assumptions hold:
The operator F is Fréchet differentiable on D(F ) and satisfies (2.2) for all x ∈ D(F ).
We try to extend the stability results of Lemma 3.3 and Theorem 3.4 to this alternative form of source conditions. For the case p ≥ 1 such an extension is given below. Lemma 3.6 For D(F ) from (3.8) with p ≥ 1 the constrained version of the linearized equation (1.3) , where
Proof: By the source condition (3.7) we can write for all x ∈ D(F ) and fixed p ≥ 1
Hence, for a sequence Proof: As a consequence of the interpolation inequality we have
Therefore F satisfies the η-condition for x ∈ D(F ) with η :=
< 1, and consequently satisfies (2.5), which then immediately shows the assertion.
2
The following theorems have been proven in [17] and allow to show local well-posedness of constraint problems under the source conditions with p ≤ 1. For proving these results a very similar technique has been used as we use in the proof of Lemma 3.6 and in the proof of Theorem 3.7.
Theorem 3.8 Let x † be a solution of (1.1) and let x h ∈ D(F ) fulfil the equation
for some w h ∈ Y and r h ∈ X. If additionally the operator F is Fréchet differentiable and satisfies (2.3) with (c 1 , c 2 , c 3 ) = (0, 0, 2) and
Theorem 3.9 Let x † be a solution of (1.1). Moreover, let F be Fréchet differentiable with
and satisfy (2.3) with (c 1 , c 2 , c 3 ) = (1, 0, 0). We assume that x h ∈ D(F ) fulfils for some v h ∈ X, r h ∈ X and 0 < p < 1 the equation
Then it follows that
.
The degree of nonlinearity and a posteriori estimates
A posteriori estimates are widely used in finite element methods (e.g. in two-level methods) for the solution of nonlinear partial differential equations.
In order to explain exemplarily the use of a posteriori estimates in finite element methods for the solution of nonlinear differential equations we first outline the idea of two-level methods as discussed e.g. in papers by Axelsson and Kaporin [1] , Axelsson and Layton [2] , Xu [19] , to name but a few. Let F be a differentiable operator defined on a Hilbertian Sobolev space X, which maps into the dual space Y . Moreover, let X H and X h be two subsets of X satisfying X H ⊆ X h . A two-level method consists of two steps:
1. Find a finite element approximation x H ∈ X H of the least squares problem, to minimize the functional
by solving the nonlinear equation
2. An update e h ∈ X h is calculated by solving the linear equation
where x H + e h is taken as the approximation to the minimizer over all x ∈ D(F ) of the least squares functional F (x) − y 2 .
The basic idea of two-level methods is that the nonlinear equation (4.2), which is a finite element approximation on the coarse grid X H , and the linearized equation (4.3) together can be solved cheaper than the nonlinear equation on the finer grid X h . The accuracy of the solution obtained with this two-level algorithm very much requires the optimal balance of the discretization parameters h and H. A reasonable choice of these parameters can be found by balancing reasonable estimates for x h − x † with some reasonable estimates for (x H + e h ) − x h . Here we do not specify the relevant norms, since several norms might be of interest. Possibly interesting norms are · X and · L 2 , depending on the practical application considered. In this setting x h denotes the least squares finite element solution of the nonlinear equation
To be more concrete: Let C(h) an upper bound for x h − x † and let D(H, h) be an upper bound for (x H + e h ) − x h . Then it follows from triangle inequality that
In order to find a quasi-optimal discretization parameter h the right hand side C(h) + D(H, h) is minimized with respect to h (for given H). In partial differential equations estimates for C(h) can be derived from standard estimates for finite element approximations. Estimates for D(H, h) can be derived from a posteriori estimates which usually are of the form
where f : [0, ∞[→ R is an increasing, continuous, and positive function. In practice f is known and F (x H ) − y Y is computationally available, and consequently estimates for (x H + e h ) − x h can be derived.
Motivated from the above discussion we study in this paper a posteriori estimates of general type
We do not restrict ourselves to the assumption that x and z are finite element or finite difference approximations. As one realizes from the discussion in the previous sections, there exist sets U a-p (z) on which a posteriori estimates for ill-posed problems hold.
In the following we derive convergence rates results based on a posteriori estimates for iterative regularization techniques like Landweber's method and the iteratively regularized Gauß-Newton method. Convergence rates results based on a posteriori estimates for the Tikhonov regularization have been derived in [17] .
Landweber iteration
In [10] we have generalized Landweber's well-known iterative scheme for the regularized solution of linear ill-posed problems to cope with nonlinear applications. Let F be Fréchet differentiable and (1.1) be scaled such that locally in a neighborhood of
holds. Then the nonlinear Landweber iteration, introduced in [10] , is defined as follows:
where the initial guess x 0 may be chosen according to a given a priori knowledge on a solution x † of (1.1). If F is nonlinear of degree (1, 0, 0) in a neighborhood of x † (see (2.3)) with K < 1 2 and x 0 ∈ B r (x † ), then the iterates x k converge to x † . Given arbitrarily small δ > 0, let y δ satisfy y δ − y ≤ δ (4.9) and denote by x δ k the iterates of (4.8) when y is replaced by y δ . Then, due to the ill-posedness of the problem, the iteration will typically diverge. In the course of the iteration, however, some iterations will be close to a solution of (1.1). Therefore, in [10] , a stopping rule has been proposed on the basis of a generalized discrepancy principle to obtain reasonable approximations of x † . When the stopping index is determined in this way, Landweber iteration is a regularization method in the sense of Tikhonov and Arsenin [18] . To be concrete let F satisfy (2.4) with η < 1 2 and let the Landweber iteration be terminated by the stopping criterion
That means, the approximation is determined by stopping the Landweber iteration when for the first time the residual is about the magnitude of the data error. The termination index will be denoted by k * = k * (δ).
In the following we prove convergence rates results based on a posteriori estimates. Using the notation
we require that the operator F satisfies for any x ∈ B r (x † )
where R x : Y → Y is a bounded linear operator which satisfies
From (4.13) and (4.14) it follows that (cf. [10] ) that for x ∈ B r (x † )
withĈ 1 < 1 a generic constant. Therefore F is nonlinear of degree (0, 0, 1) at the point x † .
We note that from the assumptionĈ 1 < 1 (4.16) the operators R x are invertible and satisfy
The following lemma will be central for our further considerations: 
with v k uniformly bounded.
Proof: We sketch the proof; the missing details can be found in Theorem 3.2 in [10] . All along this proof C will denote a generic constant. Following the lines in Theorem 3.2 in [10] we see that with the notation
From the proof of Theorem 3.2 in [10] it immediately follows that
Moreover, Proof: From Lemma 4.1 it follows that x k satisfies the assumptions of Theorem 3.8 and Theorem 3.9, which then immediately yields the assertion. 2
If instead of the assumption 0 < p ≤ 1 the assumption p > 1 holds, then we obtain from Lemma 3.6
This once again shows the saturation property of the discrepancy principle (see Morozov [16] )!
An iteratively regularized Gauß-Newton technique
The iteratively regularized Gauß-Newton technique (first considered by Bakushinskii [5] ) is defined as follows
where x 0 is an initial guess which may incorporate a priori knowledge of an exact solution x † and α k is a sequence of positive parameters. In [4] we have proved convergence rates results under the source condition (4.19) In this section we prove analogous convergence results as in [4] . The technique of a posteriori estimates helps to simplify the proof of convergence rates of the iteratively regularized Gauß-Newton technique.
where C always denotes a generic constant. Now, we follow the lines of the proof of Lemma 2.2 in [4] , by taking into account that the iteratively regularized Gauß-Newton method is terminated by the a posteriori stopping (4.10) with τ sufficiently large and noting that under the assumptions of this theorem F (x) − y ≤ C A(x − x † ) . Since (A * A)
