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Abstract
This thesis consists of three essays in capital markets.
The first essay presents a dynamic asset pricing model with heterogeneously informed
agents. Unlike previous research, the general case where differential information leads
to the problem of "forecasting the forecasts of others" and to non-trivial dynamics of
higher order expectations is studied. In particular, it is proved that the model does not
admit a finite number of state variables. A comparison of equilibria characterized by
identical fundamentals but different information structure shows that the distribution
of information has substantial impact on equilibrium prices and returns.
In the second essay we explore several sources of serial correlation in returns of hedge
funds and other alternative investments. We show that the most likely explanation
is illiquidity exposure, i.e., investments in securities that are not actively traded and
for which market prices are not always readily available. For portfolios of illiquid
securities, reported returns will tend to be smoother than true economic returns,
which will understate volatility and increase risk-adjusted performance measures such
as the Sharpe ratio. We propose an econometric model of illiquidity exposure and
develop estimators for the smoothing profile as well as a smoothing-adjusted Sharpe
ratio. For a sample of 908 hedge funds drawn from the TASS database, we show
that our estimated smoothing coefficients vary considerably across hedge-fund style
categories and may be a useful proxy for quantifying illiquidity exposure.
In the third essay our objective is to study analytically the effect of borrowing con-
straints on asset returns. We explicitly characterize the equilibrium for an exchange
economy with two agents who differ in their risk aversion and are prohibited from
borrowing. In a representative-agenlt economly with CR.RA preferences, the Sharpe
ratio of equity returns and the risk-free rate are linked by the risk aversion para-
meter. We show that allowing for preference hetterogeneity an(l imposing borrowing
constraints breaks this link. We find that anll econony with borrowing constraints ex-
hibits simlultaneously a relatively high Sharpe ratio of stock returns and a relatively
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low risk-free interest rate, compared to both representative-agent and unconstrained
heterogeneous-agent economies.
Thesis Supervisor: Leonid Kogan
Title: Associate Professor
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Chapter 1
Forecasting the Forecasts of
Others: Implications for Asset
Pricing
1.1 Introduction
One of the major difficulties arising in the analysis of dynamic asset pricing models
with asymmetric information is the problem of "forecasting the forecasts of others."
When investors possess different information about an asset's payoff, prices generally
reflect not only investors' expectations of the asset's fundamental value, but also their
expectations of other investors' expectations of it. Iterating this logic forward, prices
must depend on the whole hierarchy of investors' beliefs. This problem has interested
ec(onomists for decades, as evidenced by Keynes' (1936) much-cited comparison of
financial markets with beauty contests: "We devote our intelligence to anticipating
what average opinion expects the average opinion to be."
Ill m:ost cases the successive forecasts of the forecasts of others differ from one
allotclr. To account for all of them one needs an infinite nIulber of varial)les, making
the nodel not only analytically involved, but also numnericallv challeengillg. Almost
all existinlg mrodels get aromld this problem by employing various assuillptions that,
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by restricting the possible dynamics of expectations, guarantee that all higher order
beliefs can be described by a few carefully chosen state variables1 . It is not clear, how-
ever, that insights obtained from these models survive in a more general informational
environment.
In this paper we do not impose standard simplifying restrictions and show that,
as long as two fairly general conditions hold, the infinite regress problem cannot be
avoided and an infinite number of state variables is required to describe the dynamics
of prices2. The two conditions are that each agent lack a component of fundamen-
tal information which is known to some other agents and that fundamentals evolve
stochastically over time.
The first condition guarantees that information held by other agents is relevant to
each agent's payoff and, as a result, his beliefs about other agents' beliefs affect his
demand for the risky asset. We call this information setup differential and contrast it
with the hierarchical setup, in which one agent is better informed than the other. In
the latter case, the informed agent knows the forecasting error of the uninformed one
and therefore does not need to forecast it, so higher order expectations collapse. The
second condition forces agents to form new sets of higher order beliefs every period.
Since no agent ever becomes fully informed, they all need to incorporate the entire
history of prices into their predictions3.
There is a vast literature related to dynamic asset pricing with asymmetric in-
formation. In most papers, however, the role of higher order expectations is limited.
Grundy and McNichols (1989), and Brown and Jennings (1989) study two-period
models, which are very restrictive for analysis of dynamic effects of differential in-
formation. Singleton (1987), and Grundy and Kim (2002) consider models in which
all private information becomes public after one or two periods. As a result, in-
vestors' learning problem in these papers becomes a static one, weakening the effects
'See Brunnermeier (2001) for a review of asset pricing under asymmetric information.
2 Surprisingly. this proof is not trivial and is not excessive. Despite the apparent simplicity of
intuition leading to this conclusion, in each particular case it is not easy to show that the dynamics
of the model do not admit description in terms of a finite number of state variables.
:3Tliis observation suggests that price histories mlay play an important role in financial markets
ill which asymmetric information is ubiquitous, thus lending support to technical analysis, which is
often enployed in practice.
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of asymmetric information on expectations and prices.
Enabling private information to be long-lived allows for non-trivial interplay be-
tween expectations and fundamentals which sometimes reverts the conclusions of
simplified models. For example, in contrast to Grundy and Kim (2002), we demon-
strate that volatility of returns under differential information may be lower than in
an otherwise identical economy with no information asymmetry.
Wang (1993, 1994) and He and Wang (1995) analyze multi-period economies with
asymmetric information. To avoid the aforementioned infinite regress problem Wang
(1993, 1994) considers a model with hierarchical information. In the model of He
and Wang (1995) agents have differential information about the unknown value of
payoff, which, however, does not evolve over time. Our setup naturally extends these
models by allowing both a general information structure and stochastic evolution of
fundan:entals.
The above papers assume competitive markets. Admati and Pfleiderer (1988),
Foster and Viswanathan (1996), Back, Cao, and Willard (2000), and Bernhardt,
Seiler, and Taub (2004), among others, consider dynamic noncompetitive models
under asymmetric information. The theme of our paper is also aligned with another
strand of literature which explicitly analyzes higher order expectations. Allen, Morris,
and Shin (2004) argue that under asymmetric information agents tend to underreact
to private information, making price biased towards the public signal. Bacchetta and
Wincoop (2004) show that under asymmetric information price deviations from its
fundamental value can be large.
The rest of the paper is organized as follows. Section 2.4 describes the model.
In Section 1.3 we solve for the equilibria in benchmark cases of full and hierarchical
infornlation dispersion setups. In Section 1.4 we consider differential information.
Section 1.5 presents details of the numerical algorithlln se(l to solve the model. In
Se(ctions 1.6 we analyze the impact of information dispersion oil prices and returns.
Section 1.8 concludes. Technical details are presented in Appendices A. B. and C.
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1.2 The Model
In this section, we present a noisy rational expectation model. We assume that
investors are fully rational and know the model.
1.2.1 Financial Assets
There are two assets. The first asset is a riskless asset in perfectly elastic supply
that generates a rate of return 1 + r. The second asset is a claim on a hypothetical
firm which pays no dividends4 but has a chance of being liquidated every period.
We assume that the probability of liquidation in period t + 1, given that the firm
has survived until period t, is equal to A. Upon liquidation the firm pays its equity
holders a stochastic liquidation value Vt. This liquidation value can be decomposed
into two components: Vt = Vt1 + Vt2, and each component evolves according to a
first-order autoregressive process:
Vt+ = aVe' + bvE+1, j = 1, 2.
We assume that Et j - Af(O, 1) are i. i. d. across time and components. For simplicity we
take identical parameters a and by for the processes Vt1 and Vt2. The total amount of
risky equity5 available to rational agents is 1 + St, where t - bee and Ete - f(O, 1).
1.2.2 Preferences
There is an infinite set of competitive rational investors indexed by i and uniformly
distributed on a unit interval [0, 1]. Each of them is endowed with some piece of
information about the fundamentals Vt1 and Vt2. We assume that investors are mean-
variance optimizers and each investor i submits the demand Xi which is proportional
4WVe model the firm as not paying dividends for simplicity, since the current dividend would be
an additional signal about future ca.th flows.
5 This can be interpreted as supply of stock by noise traders. Following Grossman and Stiglitz
(1980). we introduce stochastic amount of equity to prevent prices from being fully revealing.
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to his expectation of excess stock return Qt+l:
I.X 1 [Qt+l d t] Qt+ = AVt+- + (1- )Pt+ -(1 + r)Pt. (1.1)cta Var [Q ,+I -'
Here /'j is the information set of investor i at time t. All investors are assumed to
have the saime coefficient of risk aversion a.
1.2.3 Properties of the model
Before we turn to analysis of equilibrium, it is worthwhile to make several comments
about the model. First of all, we make the model very stylized, since we want to
demonstrate and analyze the "forecasting the forecasts of others" problem in the
simplest setting. In particular, we assume that all shocks are normally distributed
and this property is inherited by other random variables in the model, leading to
the linear form of conditional expectations and, therefore, to a linear equilibrium.
Next, we consider a model with an infinite horizon and focus on stationary equilibria
which enables us to use powerful methods from the theory of stationary Gaussian
processes. Finally, a major simplification is achieved by assigning agents' mean-
variance preferences. This assumption is similar to the assumption of logarithmic
utility with lognormally distributed shocks in that hedging demand is zero. Since
calculation of hedging demand in the economy with infinite number of state variables
is complicated by itself6, sidestepping this problem allows us to preserve tractability
of the model but still relate equilibrium price to agents' higher order beliefs and
characterize their dynamics.
1.2.4 The rational expectation equilibrium
We focus on a rational expectation equilibrium of this model which is defined by two
conditions:
1) all agents rationally form their demands according to (1.1);
2) :ma.rket learillg condition holds: f Xtdi = 1 + Ot.
'See Sch-lroder and Skiadams (1999) for some results in this case.
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In the most general case, information sets of investors Ft are different, investors
have to forecast the forecasts of others, and non-trivial higher order expectations
appear. As a basis for our subsequent analysis, it is useful to represent the price in
terms of fundamentals and expectations of agents. It is convenient to first define the
weighted average expectation operator Et[x] of agents as follows:
1 1
Et' [x] = iE[xj:Ft]di, Q = widi, L=Q] a Var[EQt+l[t1/]
Note that the weights wi are endogenous and determined by the conditional variances
of excess returns given investors' information sets. The expectations of agents with
better information get larger weights than those who are less informed. Using the
market clearing condition we can derive a relation between the current price and the
next period price:
1 +Ort 1 Pt -(1 + + l E [/Vt+l + (1 - )Pt+ll].Q(1 + r) +1+ r
Iterating this relation forward and imposing the no-bubble condition, we get
Ia , 1 -aA I - -\s
Pt = Q(r+ A) Qt(l+ r) 1 E E+l. Et+Vt+s (1.2)
This equation represents the price as a series over iterated weighted average expec-
tations of future values of Vt: we have arrived at a mathematical formulation of
forecasting the forecasts of others. It highlights two essential difficulties. The first is
that the law of iterated expectations need not hold because agents may have different
information; this point was recently emphasized by Allen, Morris and Shin (2004).
The second and even more significant obstacle is that the current price also depends
on agents' future expectations which, in turn, depend on future prices. Consequently,
in order to compute their expectations, we have to solve for the entire sequence of
prices as a. fixed poinlt. Since this problem is quite complicated, before attempting to
find a solution for the general case, let us first consider some special cases in which
the solution is not as involved.
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1.3 Benchmarks
1.3.1 Full information
As a starting point, we consider the full information setup. Full information means
that all investors i E [0, 1] observe both components Vtl and Vt2 and their information
sets are
~ = {PT,vl,v 2 : < t}.
In this case we are back to the representative agent framework, and the law of iterated
expectations holds: Et+E,..Et+sVt+8 = EtVt+8 = aVt. Now observing the price is
sufficient to infer the demand of noise traders Ot. We have the following proposition:
Proposition 1 Suppose that
1) all investors observe Vt;
2) 2V2bvbe ,+1--A) < 
Then there exists a full information equilibrium in which the equilibrium price of
the risky asset is given by
1 aA 1
Pt = + Vt- O. (1.3)Q(r + A) 1 + r-a(1 - ) Q(1 + r)
(1+ r- a(1 - A))2 1 8b2bA)2(1 (1.4))2
4bA2 (1 + r)2 arA))2
Proof. See Appendix A.
The obtained price function has a structure which is common to linear rational
expectations models7. The first term corresponds to a risk premium for uncertain
payoffs. The seconll term is the value of expected future payoffs discounted at the
risk-firee rate djllstedl for the probability of liquidation. The third term comn)ensates
the illnvstOrs for noise tralding related risk.
7See( ('a.np1l'ell an1(1 Ile (1993). Wang (1993)
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Formally, the equations determining equilibrium price admit two solutions. One
of them is given in Proposition 1, and we take this solution as the full information
benchmark in the future. The reason for discriminating between equilibria is that the
other solution is unstable, meaning that minor errors in agents' behavior significantly
impact prices and destabilize the economy. Having this in mind, we consider only the
full information equilibrium which is most sensible from the economic point of view.
1.3.2 Hierarchical information
Now consider the equilibrium with hierarchical information8 , which means that in-
vestors can be ranked according to the amount of their information: some investors
are better informed than others. Formally, the information sets of investors at time t
are hierarchically embedded in each other and generate a filtration: Rt C t C ....
We focus on the simplest case, and assume that there are only two types of investors
which we denote as 1 and 2. Investors of type 1, which are indexed by i E [0, y], are
informed and observe both Vt1 and Vt2. Investors of type 2, with i E (y, 1], are par-
tially informed and observe Vt2 only. We can write their information sets of informed
and uninformed investors as
Ft= {PVTV 2 <: t}, 2 = {P VT < t}.
There are several reasons why this informational structure is interesting. First of
all, it is an intermediate setup between the full information and the differential in-
formation equilibria. Despite the investors having heterogeneous information, the
infinite regress problem does not arise and we can find a closed-form solution. The
intuition behind this result is simple and can be easily conveyed in terms of expec-
tations. When trying to extract the unknown piece of information from the price,
investors of type 2 form their expectations Vtl = E[Vtl [.' 2] about the current value of
Vt1. Since all agents of type 2 make an identical estimation error, 1Vt is a new state
8
'I'he idea to analyze hierarchical information setup in order to avoid the infinite regress problem
was suggested by Townsend (1983) and elaborated in the asset pricing context by Wang (1993, 1994).
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variable influencing the price of the asset. In their turn, the investors of type 1 need
to form their own expectations about expectations of type 2 investors. E [I' tl ], andl
in the general case of differential information, it would be represented by another
state variable. However, since .t 2 C 'tl we get E[~Vl't1 ' ] = E[E[Vt11Lt ]Ft] = tl
and the infinite regress problem does not arise. Basically, since the type 1 agents
have all the information, they can, without mistake, deduce the mistake of type 2
agents, thus their prediction of the price is accurate. So the hierarchical information
case illustrates how iterated expectations collapse and the state space of the model
remains finite dimensional. The hierarchical information equilibrium in our model is
characterized by Proposition 2.
Proposition 2 If investors of type 1, with i E [0, y], observe Vt1 and Vt2 and investors
of type 2, with i E (-y, 1], observe only Vt2 the equilibrium price of the risky asset is
given by
Pt = (r + A) + pVt (1 + r) Ot + pa(l - Vtl), (1.5)
where Pv, pi and Q are constants which solve a system of nonlinear equations given
in Appendix B.
Proof. See Appendix B.
1.4 Differential information equilibrium
Now consider the informational structure in which all agents are endowed only with a
piece of relevant information and the rest of the information is never revealed. Again,
assume that there are two types of agents, j = 1, 2 with i E [0, 7] and i E ( 1]
respectively, such that their information sets are given by
t { Pt. I : T < t F {p,2 - t} .(1.6)
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1.4.1 Forecasting the forecasts of others
In means that the agents of type j can observe only Vi and the history of prices. Let
us show how the problem of "forecasting the forecasts of others" arises in this case.
First of all, due to the presence of noise traders, the price is not fully revealing, i.e.
knowing the price and their own component of information V j, the agents cannot infer
the other component V - j. However, the information about V - j is relevant to agent j,
since it helps him predict his own future payoff and, consequently, to form his demand
for the asset. Moreover, due to the market clearing condition, the information of each
investor is partially incorporated in the price, each agent has an incentive to extract
the missing information of the other type from the price. Therefore, an agent will
form his own expectations about the unknown piece of information. For example,
agent 1 forms his expectations about agent 2's information. These expectations of
agent 1 affect his demand and, subsequently, the price. So the inference problem of
agent 2 is not only to extract the information of agent 1, but also the expectations of
agent 1 about the information of agent 2. Agent 1, in turn, faces a similar problem;
we can see how the infinite regress starts to appear.
The above reasoning might seem to be quite general, however, it does not always
produce an infinite set of different higher order expectations. He and Wang (1995)
provide an example how the higher order expectations can be reduced to first-order
expectations even when investors have differential information. They consider a sim-
ilar setup but assume that the firm is liquidated with probability one at some future
time T and that the liquidation value does not evolve over time. In this situation,
investors also try to predict the weighted average of investors' expectations V of V.
The paper demonstrates that V can be written as a weighted average of V condi-
tional on public information (price) and the true value of V. Given this, investor i's
expectation of V is a weighed average of his first-order expectations, conditional on
price and on his private signals. Averaging them, one can show that second-order
expectations of V can be again expressed as weighted average of V conditional on
price and the true value of V. As will ble shown later, this logic breaks down when V
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evolves stochastically over time.
It is necessary to distinguish between the cases with finite vs. infinite dimensional
state space because they are conceptually different and call for different solution
techniques. In the former case, the major problem is to find appropriate state space
variables. In the latter, the search for a finite set of state variables that can capture
the dynamics is worthless by default, and the solution of such models presents a
greater challenge.
1.4.2 Markovian dynamics
To provide the ground for rigorous treatment of the "forecasting the forecasts of
others", we introduce the concept of Markovian dynamics. Let (Q.t, Tt,/), t Z be
a complete probability space equipped with a filtration Ft. In what follows, all the
processes are assumed to be defined on this space.
Definition. Let Xt be an adaptive random process. We say that Xt admits
Markoian dynamics if there exists a collection of n < oo adaptive random processes
= {1'i}, i = 1..n, such that the joint process (Xt, t) is Markov, that is
Prob (Xt < , Yt < ylX, Y, : T < t- 1) = Prob(Xt < x, Yt < y|Xt_-1, Y_-).
Obviously any Markov process admits Markovian dynamics. The next example will
further help to clarify the ideas.
Example. Let t, t E be i.i.d. standard normal random variables. Define
Xt = t - Et-1, an MA(1) process. Xt is not a Markov process, or even an n-MIarkov
process: Prob (Xt IX, : T < t - 1) Prob (Xt Xtl,. . . , Xt- ) for any n. However,
Xt can be easily extended to a Markov process if one augments it with t.
An important consequence of Xt admitting Markovian dynamics is that the filtered
process Xt then also admits Markovian dynamics, provided that signals obey the
Ma.rkov property. As a result. all relevant information is sumlna.rized )y a finite
number of variables.
AI)plying the concept of lMarkovianl dynamics to our model we get the following
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result.
Proposition 3 Let :Jt = (V 1, V2, 0, s < t). Suppose agents' information sets are
given by
-= {P V: t}, j = , 2.
Then in the linear equilibrium of the described economy the system {V1, V2, 0, P} does
not admit Markovian dynamics.
Proof. See Appendix C.
Although we give a detailed proof in Appendix C, it is useful to make some
comments on it here. The idea behind the proof is to use the following result from the
theory of stationary Gaussian processes: if the process admits Markovian dynamics,
then it is described by a rational function in the frequency domain. We start with
the assumption that the price admits Markovian dynamics. The main part of the
proof is to show that it is impossible to satisfy the market clearing condition and to
simultaneously solve the optimal filtering problem of each agent working only with
rational functions. This contradiction proves that the equilibrium price does not
admit Markovian dynamics and the infinite regress problem is there.
To highlight the significance of this result from the theoretical standpoint, we re-
fer to the paper by Townsend (1983), which inspired the study of the infinite regress
problem and coined the term "forecasting the forecasts of others". Townsend at-
tempted to create a setup in which traders would have to estimate the beliefs of
others in order to solve their own forecasting problems. However, Sargent (1991) and
Kasa (2000) show how to reduce all higher order expectations in his model to just
a small number of cleverly chosen low order expectations. Since then, a lot of effort
has been made to state the necessary and sufficient conditions for the infinite regress
problem to exist. We demonstrate that our setup is, in a sense, a minimal model
where this phenomenon appears. We know from the result of He and Wang (1995)
that if the value of the payoff remains constant over time, it is possible to reduce
higher order expectations to first order expectations. In our model, we relax just this
condition. It is still interesting to search for other cases, in which solution can take
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a simple form. Our result. however, severely restricts the set of possible candidates.
It suggests that the infinite regress problem is almhnost unavoidable if one is willing to
consider a situation more general than ones previously studied.
The result also provides support for technical analysis. The simplicity of the
findamentals in our model leads to a straightforward solution in the case of complete
information. However, asymmetric information results in highly non-trivial price
dynamics. Now, to be as efficient as possible, agents have to use the entire price
history in their predictions: as stated in Proposition 3, they cannot choose a finite
number of state variables to summarize the price dynamics. This suggests that in
financial markets, where fundamentals are not as simple and asymmetric information
is commonplace, price history may be informative for investors.
1.5 Numerical procedure
Unfortunately, systems with an infinite number of state variables are very difficult to
analyze and, in general, do not admit an analytical solution. So, in our solution we
have to rely on reasonable numerical approximation. We use a variant of projection
method described below. In Makarov and Rytchkov (2005) we verify that its outcome
coincides with the k-lag revelation approximation, considered by Townsend (1983),
in which all information is revealed to all investors after k periods.
Consider all random variables that admit the following decomposition:
00 x oo
x = bvy fket-k + bv E kEt-k + be E fk tk
k=O k=O k=O
where
oo
E1 bV ()+ b2 (2)2+ b 2 (f. )2)
k=O
and denote the set of such random variables as H. From Appendix C we know that
the dellea-ned price process P is in this set: P E H. In fact, H is a Hilbert space
with a. scalar product defined as follows. If r E H anlld Ij E H can be decomposed
over shocks with the coefficients (f. !f. .f).= and (q.q. ( q)e0 =o respectively, then' f · = k , . ]k=O
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the scalar product is
(x, y) = E[xy] = (b + b f2 2 f g)
- k + k +e gk'
k=O
In what follows we describe each element x E H by its coefficients (f,, f E, f)=o 0.-
Note that in this representation 0,Vl1 ,and V 2, are (0; 0; be), (bv, bva, bva2 ,.. .;0; 0),
and (0; by, bva, bva2 ,.. .; 0) respectively. It is convenient to introduce a shift operator
L such as
L(fk fk2, fk)-o = k fiv, k)-=
where
f = = 0, O9 = 0, and f+l = f f+ 1 =f, fkk+l = f for k= 0,1 ....
Using this operator we can represent the demeaned excess return Q as Q = AV + (1-
A)P - (1 + r)LP. Let M C H be a linear subspace and define lr{M} as a projection
operator on M. Denote the projection operator of each agent on his information set as
ri: r = r{LVi, L2Vi,..., LP, L2 p,... } Then we have wi = 1 and the equilibrium
price P is such that the following equation is satisfied:
(-yw,7r1 + (1 - )W 27r2 )Q = 0. (1.7)
While this equilibrium condition might appear simple it should be understood as an
infinite dimensional system of non-linear equations in the Hilbert space H which de-
termines the coefficients ( p', p2,P)k=o0 f the price process P. To tackle this problem
we consider a sequence of finite dimensional approximations. Instead of an infinite
dimensional system (1.7) we consider a finite dimensional one:
(), + (1 - )W 2r,) = . (1.8)
Here 7rN = 7r{7NLV, =NVL2~V.... ?LN ~:N~LP. 72L2"P  . . LNP) is a finite dimensional ana-
log of ri and it projects the elements of H on a finite dimensional subspace generated
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by vectors {NLV i, 7r V L2Vi .....LV .L V i 7NLP, L, :L, . . r, L' P . 7rN is a pro-
jection operator on the spa ce spanned by the first N basis vectors, which correspond
to N most recent shocks in the initial space: 7rN(f , fk, f)-=o = (fk, f~, fT )k=0.
Correspondingly wN = l/(IQ - 7ri Q 12). Thus, instead of an infinite dimensional
problem (1.7) we solve (1.8). We demonstrate that as N tends to infinity the approx-
imations are more and more closer to each other. This fact indicates that as N - o
the approximate solution converges to the real one.
1.6 Implications for asset pricing
In this section we analyze how the underlying information structure affects stock
prices, returns, and their basic statistical properties. Most of the comparative static
analysis is concerned with the effect of changing the information dispersion setup.
Namely, we consider economies with full, hierarchical, and differential information.
1.6.1 Stock prices
Propositions 1, 2, and 3 describe the structure of the equilibrium price in economies
with full, hierarchical, and differential information, respectively. Figure (1-1) shows
the impulse response of the equilibrium price to the underlying shocks in these three
economies.
Panel (a) shows the decomposition of the equilibrium price with respect to funda-
mental shocks Es. We can notice that, as we move from full to hierarchical and then to
differential information, it takes longer for fundamental shocks to be impounded into
the price. The quantitative effect is much more pronounced in the case of differential
information. The reason for this is that under hierarchical information, fully informed
investors know perfectly well the states of the economy: mistakes of the uninformed
and den-land of the liquidity traders. Competition makes them arbitrage the mistakes
of the uninformed quite aggressively. ad b)y the second lag the price reflects the iiii-
derlying value almost perfectly. When investors are differentially informed they all
nmake rrors in valatiolls. \Ioreover, the errors made by one type depend not only
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Figure 1-1: Impulse response of the price to underlying shocks
Panel (a) plots impulse response of the price to shocks eI for economies with full, hi-
erarchical, and differential information respectively. Panel (b) plots impulse response
of the price to shocks et for economies with full, hierarchical, and differential infor-
mation respectively. The following parameter values are used: A = 005, r = 01,
a = 0.85, a = 3, y = 1/2, b = 1.2, be = 1.
on fundamentals, but also the errors made by the other type of investors. Without
fully informed arbitrageurs, it takes much longer to correct them: in the figure we see
that it takes up to 20 lags for the price to reveal the true value.
Panel (b) shows the decomposition of the price with respect to supply shocks et.
Here we observe the opposite effect: as we move from full to hierarchical and then
to differential information the equilibrium price becomes more and more sensitive to
noise trading. Investors with perfect information trade against liquidity traders. On
the other hand, investors who do not have full information confuse supply and fun-
damental shocks and therefore require higher compensation to absorb supply shocks.
The price is much more affected by supply shocks under differential information, since
in this case there is much more uncertainty about the true value of the firm.
34
I
- -- -- -- -- -- --
A few comments are in order on the choice of parameter values in Figure 1-1 and
the figures to follow. The parameters are chosen somewhat arbitrarily. Our purpose
is to show the qualitative relationship between the behavior of stock prices and the
underlying information structure. Since the model is too simplified we make no
attempt to match parameters with historic data. We also vary the parameter values
within a wide range and find that most of the figures are robust in their qualitative
features.
1.6.2 Return volatility
Let us consider how the information dispersion setup affects the volatility of returns.
In the Figure (1-2) we plot the ratio of volatilities of both Q and dP in economies
with hierarchical and full information (Panels (a) and (b)) and differential and full
information (Panels (c) and (d)). We see that volatility is lowest under differential
information. This observation contradicts the conclusion of Grundy and Kim (2002),
who assert that differential information causes returns to be more volatile than in the
benchmark case with no information asymmetry. The cause for this discrepancy is
that in Grundy and Kim's model private information is short lived, so investors can
only trade on their information for one period, and therefore trade more aggressively.
If, on the other hand, information is not revealed every period, as in our model,
investors have plenty of time to trade on their information. As a result, it takes a
long time for shocks to be impounded into prices, making returns less volatile.
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Figure 1-2: Effect of asymmetric information on volatility of returns
Panel (a) plots the ratio of volatility of dP in the economy with hierarchical informa-
tion and full information. Panel (b) plots the ratio of volatility of dP in the economy
with differential information and full information. Panel (c) plots the ratio of volatil-
ity of returns Q in the economy with hierarchical information and full information.
PaInel (c) plots the ratio of volatility of returns Q in the economy with differential
information and full information. The following parameter values are used: A = 0.0'
7- 12 o = 0.85, a = 3, = 1/2 b. E [0-5, 15] b- E [01
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On the other hand, we can see that in the hierarchical information case volatility
is slightly larger than under full information. This result is consistent with findings
in Wang (1993) who considers a similar model. In this case it also takes longer for
shocks to fundamentals to be impounded into price compared to the full information
setup. However, another effect is also at work: the uninformed investors face the
risk of being taken advantage of by the informed investors. As a result, they are
afraid of trading and taking large positions against liquidity traders, which causes
the returns to be more volatile9 . The overall result depends on the interaction of
these two effects. In our simulations we could not find a region where the first effect
is stronger than the second one. It is interesting to notice that under the differential
information the opposite is true: the first effect dominates the second. These results
provide another example in which introduction of fully informed arbitragers makes
returns more volatile'°.
1.6.3 Risk-premium
Because we assigned our agents a mean-variance demand over a one period horizon,
the volatility of one period returns has a direct effect on their perception of risk,
producing an inverse relation between expected returns and volatility. This is a result
of our simplifying assumptions, and a more thorough modeling of agents' preferences,
for example as in Wang (1993) would be required if one is interested in rigorous
analysis of the effect of asymmetric information on risk premium.
1.7 Serial correlation in returns
In this section we consider the correlation of Qt+l and the realized return is APte =
Pt - Pt-.,. We use APte instead of Qt because in the current model investors do not
observe Qt, but rather the history of prices. So, for example, in order for the model to
generate momentum it is this return that we would need to see positively correlated
'For nmore results see Malkarov and Rytchkov (2005).
mSee also Stein (1987) and Wang (1993).
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with Qt+l. As we show next most models with asymmetric information put severe
restrictions on the possible sign of this correlations.
Let Xti be the demeaned demand of the investor i. The market clearing condition
then implies
Xtdi = O. (1.9)
Recall that Xt = wiE[Qt+ltl]. If we multiply both sides of equation (1.9) by APte
and take the unconditional expectation, then by the law of iterated expectations, we
arrive at the following equation:
Cov (Qt+l, APt) = E (0tAPte). (1.10)
If correlation Qt+l with APte is positive, then when agents see the price increase they
have higher expected returns, and therefore should hold a larger number of shares. If
St are i.i.d., however, this is highly unlikely, since E (OtAPte) = E(0tPt). This quantity
is negative in most models, because a positive supply shock normally leads to lower
price.
In deriving this result, we use the fact that agents have myopic preferences. In
general, there will also be a hedging demand. Note, however, that if the hedging
demand results solely from information asymmetry, then it is a linear combination
of agents' forecasting mistakes, and therefore is orthogonal to the public information
set. Since everyone observes the price, the covariance of the hedging demand with
APte is zero, which leaves the left hand side of equation (1.10) unchanged. As a
result, the distribution of information between agents can change the magnitude of
the correlation but not the sign. In fact, one can prove a similar result for a case in
which St has a more general dynamics:
Proposition 4 Let at_s = E(=.,Ot) is non-increasing sequence and po = E(EsPt) <
() for all s, s < t. Then Co7v(Qt+l. APf) < 0.
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Proof. We have to show that E (OtAPt) < 0.
00 00(Ptk-1) = ZP(ak -ak+1) < 0. (1.11)
k=l k=O
It is worthwhile to compare this result with that of Brown and Jennings (1989), who
are able to generate positive autocorrelation for a wider range of parameters in a
two period, but otherwise similar model. This difference underscores the importance
of considering a stationary economy where the initial conditions have little effect on
properties of equilibrium.
1.8 Concluding remarks
This paper presents a dynamic equilibrium model of asset pricing under different in-
formation dispersion setups. The model allows us to clarify the mechanics behind the
infinite regress problem and explicitly demonstrate the effect of information distribu-
tion. By analyzing differential information coupled with time evolving fundamentals
we are able to provide new insights about the behavior of prices and returns.
Due to the complexity of the problem, we made a number of simplifying assump-
tions. It is reasonable to believe that the intuition we gain from our analysis can be
applied to more realistic models as well. There are several directions in which our
paper can be developed. First, it would be interesting to consider a setup with mul-
tiple stocks and analyze the effect of information distribution on cross-correlations of
prices and returnsll. Next, we consider myopic investors who do not have hedging
delnlanld significantly simplifying the model, since otherwise we would have to solve
a dynalic program with an infinite dimensional space of state variables. The impact
of hedging could be non-trivial and needs further research.
Ill our model the agents are exogenously endowed with their information and can
neither lmv- new information. nor release their own information if they find this ex-
chl-lallnge rofitable. It might be interesting to relax this assumpltion and to introduce
See Adilnti (1985), Easley and O'Hara (2004). and Hughes. Liu, and lIiu (2005). amlong others.
for a static' allalsis.
39
the market for information. This direction was explored in a. static setting by Verrec-
chia (1982), Admati and Pfleiderer (1986), and others but dynamic properties of the
market for information are not thoroughly explored12 .
Although our analysis pertains mostly to asset pricing, the insights about various
aspects of the "forecasting the forecasts of others" problem and iterated expectations,
as well as the intuition behind our results, are much more general and also relevant
for other fields. For example, higher order expectations naturally arise in different
macroeconomic settings (Woodford (2002)), in the analysis of exchange rate dynam-
ics (Bacchetta and Wincoop (2003)), in models of industrial organization where, for
example, firms have to extract information about unknown cost structure of com-
petitors (Vives (1988)). The application of our approach and analysis of higher order
expectations in these fields might be fruitful and need further research.
12See Naik (1997h) for analysis of monopolistic information market ill a. dynamic framework.
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1.9 Appendix A
Proof of Proposition 1.
Our starting point is a representation of equilibrium price (1.2). If all investors
know V1K and Vt2 then the infinite sum can be computed explicitly and we get
1 aA 
Q(r + ) 1 + r - a(1 - A)
1
Ot.Q(1 + )
So the only remaining problem is to calculate Q which is endogenous and is determined
by conditional variance of Qt+l. A simple calculation yields
2A2 (1 + r)2b2Var(Qt+lt) = - A))2(1 + r - I ))2
(1 - A) 2 b2
+ Q2(1 + r)2'
By definition of Q
1 di
ca Var[Qt+l I1 ]
1 1
a Var[Qt+l If]'
which gives the following equation for Q
1 1 2A 2 (1 + r)2b
cQ (1 + r -a(1 - ))2
(1 - X)2b2
Q2(1 + r)2
or, equivalently,
2A2 (1 + r)2b2 Q2 (1- A) 2 b2W -Q - = 0.
CV (1 + r) 2
This is a quadratic equation which has real solutions only if its discriminant is non-
negati. 01' or
2x/2bvbe
1
A( - A) 1
+ r - 1(1 - A) (V
ITll(lder this condition there is a. full information solution with Q. as given in Proposition 1.
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(1 + r - a( - A))2
1.10 Appendix B
Proof of Proposition 2.
If investors are hierarchically informed the infinite sequence of iterated expecta-
tions collapses to one term Vt = E[Vtll'.J], which is a new state variable of the
economy. So we conjecture that the price is a linear function of state variables:
Pt = po + pl Vt + pv2 Vt2 + et + pa(Vl - Vt), (B1)
where Po, Pvl, pv2, pe and pa are constants. The dynamics of Vl can be found from
the filtering problem of uninformed agents. To solve this problem we use the following
theorem3.
Theorem 1 (Kalman - Bucy filter)
Consider a discrete linear system of the form
Xt -4Xt-l + rex,t,
Yt = Mxt + Ey,t,
where t is an n-vector of unobservable state variables at t, yt is an m-vector of
observations at t. , and M are (n x n), (n x r), and (m x n) constant matrices
respectively. Ex,t and Ey,t are r-vector and m-vector white Gaussian sequences: ex,t -"
Af(O, Q), y,t N A/(O, R), Ex,t and Cy,t are independent. Denote the optimal estimation
of xt at time t as t:
t = E[xtl8y: T < t]
and define
E = E[(xt- t)(x - it)'yYT : < t].
:3See Jazwinski (1970) for textbook discussion of linear filtering theory.
42
Then.
:t = (In - KAMI)xit- + Kyt, (B2)
z = (I. - KM)( iA' + rQr'), (B3)
K = (E' + rQr')M'[M(,rA' + rQr')M' + R]-1 , (B4)
where I, is the (n x n) identity matrix.
In our case the system of unobservable state variables is Vtl = a1' + bvEl+l. The
partially informed investors effectively observe Zt = (Pvl - pA)Vtl + pest. We have
the following mapping:
xt=Vtl, Yt=Zt, = a, r=bv,
M= pvl -p A, R=(pebe)2, Q1.
Applying the Kalman-Bucy filter we arrive at
1t = a(1 - k(pvl - pA))Vtl 1 + k(pv - pA)Vt1 + kpet, (B5)
where k; solves the quadratic equation
p be(12(pvl - pA)k 2 + (peb(1l - a2) + b2,(pv - pa)2- b,(pv - pA) = 0. (B6)
Equation (B5) implies AR(1) dynamics of the estimation error:
:t - Vt1 = a(V' - Vtl-1 ) - bvcel + kbepeet, c = 1 - k(pli - PA). (B7)
Consider now the demand functions of investors and the market clearing condition.
The aggregate denlllalld of partially informed investors is
t., ( , ) E[Qt+iI T1]
aVar[Q(11 7]
43
Using our conjecture for the price function we can rewrite it as
X = 2((1- A)pO a(A+IAV t+ a(  (1-)pv2)Vt 2 + + (1- )pv)t - (1 +r)Pt)
= ((1 - A)po + a(A + (1 - A)pvi)Vtl + a( + (1 - A)pv2)Vt+
+ a(A + (1- A)pv)(t - Vt1) -(1 + r)Pt),
where, by definition, w2 = (1 - y)/(aVar[Qt+l .Ft]). Similarly, the aggregate demand
of informed investors is:
Xt 1- EV[Qt+l It]]
t Y CcVar [Qt+l tl] =w 1(aAVt + (1 - A)E[Pt+l[Ytl] - (1
W = /(aVar[Qt+f11t1]).
Using (B7) we can rewrite it as
Tli ((1-a)po+a(+(l- )pV )V l+a(+(l -)pv 2)Vt +acp (1-A)(t 1-Vtl )-(1 r)Pt) .
The market clearing condition X + Xt2 = 1 + t gives
p Q(1 - A)o- 1
Q(1 + r)
a(A + (1 - )pvl)v + a(A + (1- A)PV2)¼ 2
v1 v ' t J __1 tr It r
1 a(w2A + (1 - A)(w2pv1 + w1cpA)) (V1 _ V') (B8)
Q(1 + r) Q + r)
where Q = w1 + w2. Comparing (B8) with the conjectured expression for price we get
a set of equations for the coefficients Po, Pvl, pv2, Pe and pA:
Q(1 - A)po - 1
Po - Q(1 + .r)
a(A + (1 - A)pv2)
1 + 7'
a(A + (1 - A)pv )
pv1 -- l+r
1
a( 2 A + (1 - )(W 2PV1 + lCpA))
Q(1 + r)
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+ r)Pt),
p1V2 =
Solving these equations we obtain:
1
= 2Q(r+A)'
1
ea = -(1 +r)'
pv1 = pV2 =
aA
1 + r- a(1 - A)'
w2Aa(l + r)
(1 + r- a(l - A))(Q(1 + r)- wlac(l - A))'
Coefficients Pvl and pv2 are expressed in terms of exogenous parameters of the model.
In order to get po, Pe, and pa we have to compute Var[Qt+l t] and Var[Qt+ll.t ].
We have:
Var[Qt+l lnt ]=
- b [(A + (1 - A)(pvl - cpA))2 + (A + (1 - A)pv2)2] + b2(1 - A)2p2(1 + kpA)2,
Var[Qt+l Yt2 = Var[Qt+lltl] + a2 (A + (1 - A)(pv - cp)) 2 Var[Vl - Vtll 2 =
= Var[Qt+Il.t 2 ] = Var[Qt+Il.1 t] + ( + (1 - A)(pvI - cpA)) 2 a 2 b21 - a2 c VI
As a result, we have the following system of nonlinear equations for Pe,
w 2 and 2:
PA, C, 1 ,
1
Pe Q(1+r)'
w2Aa(1 + r)
- (1 + r - a(1 - ))(Q(1 + r) - wac(1 - A))'
l (b2,. [( + (1 - A)(pv - cpA)) 2 + ( + (1 - )pv2)2 ] + b2(1 - )2p(1 +kpA)2) = y,
w2 (b [ 2 ( -(1- A)(pv l-cpA)) 2 + (A + (1 - A)pv,2)2] +
+b2 (1 - A)2p,(1I + kpA)2) = 1 - y,
,o2(,2( - c)2 + (pb(1 - a2) + b2(pv - pA)2)(1 - c) - b2.(p-V - p) = o()
Q2 t cn+ t 2.
Tlhe sollution to the above sstem then can be obtained nunleicallv.
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1.11 Appendix C
Proof of Proposition 3.
To save space we give the proof for a = 1 and -y = 1/2, and the components Vt1
and Vt2 are treated symmetrically. The proof for the general case follows the same
logic but is more involved. Denote demeaned price by Pt. We assume that the model
has a stationary linear equilibrium, i.e. fP is a stationary regular Gaussian process14
which admits the following decomposition:
00 00 00
Pt = b E fkEt- + ; + b (C1)
k=O k=O k=O
where
00
E (bf + bf + b2 (f 2) < o. (C2)
k=O
Instead of working with an infinite number of coefficients it is convenient to put the
series in z-representationl 5 , i.e. introduce functions f(z) and fe(z) such that
00 00
f(Z) = E kk, fe() = E f k (3)
k=O k=O
Due to (C2) f and fe are well-defined analytical functions in the unit disk Do = {z:
Izi < 1} in the complex plane C. Let L be a shift operator defined as Let = et-,. Then
using z-representation we can put the conjectured price function into the following
form:
t = bvf (L)e' + bvf (L)Eti + befe(L)ee . (C4)
One can verify that if two random processes xt and yt are
xt = bvfL(L)e: + bvf2(L) -'i bEf+(L)sE
yt, = bvfl(L)E' + bvf2(L)E- i + befe(L)c e
-"See all relevant definitions in IlragiTnov and Rozanov (1978).
'For other applications of z-representation to analysis of rational expectation equilibriun see
Futia (1981), Iaa (2000), Kasa, Walker, and Whiteman (2004).
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then
E[a'tyt] i {b', J (z)f ( + b f(z)f ( + bef (z)f ) } d
It turns out that the notion of Markovian dynamics has a nice counterpart in the
frequency domain. We will use extensively the following result from the theory of
Gaussia.n stationary processes (see Doob (1944) for original results and Ibragimov
and Rozanov (1978) for textbook treatment).
Theorem 2 Let Xt be a regular Gaussian stationary process with discrete time de-
fined on a complete probability space (QF, ). Let Ft be a natural filtration generated
by Xt. The process Xt admits Markovian dynamics with a finite number of Gaussian
state variables if and only if its spectral density is a rational function eiA.
Remark. It is a well-known result then that a Gaussian process Xt with a rational
spectral density is an ARMA(p,q) process, that is, it can be represented as
Xt - lXt-1 + ' * + pXt-p = Et + 0lEt-1 + ' + OqEt-q (C5)
for some Xi, i = 1..p, Oi, i = 1..q, and Et, t E Z.
Let us reformulate the equilibrium conditions in terms of functions f(z) and fe (z).
It is convenient to start from the filtering problem of each agent. When forming his
demand each agent has to find the best estimate of AVt+i + (1 - A)P+ given his
information set ~ti = (V{, p,}t_. Since some components of Pt are known to agent
i, observation of Ti = {V, P,}[I is equivalent to observation of P'L = {Vi , Z }t .
where
t = bvf(L)eCr + befe(L)et. (C6)
The filtering problem is equivalelnt to finding a projector G such that:
E[AV+I' + (1 - A)Zt'+11ft] = G(L)Zt. (C'7)
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By definition. AVt+i + (1 - A)Z+1 - G(L)Zti is orthogonal to all Z s < t:
E[(AVt+l + (1 - )Z+ 1 - G(L)Zt) Zs] = 0.
Calculating expectations we get
E[Vt+iZ] =
E[Zt+,Zs] =
E[G(L)ZtiZ] =
i zf ) dz,2ri z 1 - az zt- * Z
+ b2 1 fe(z) I+ bo Z- fe (i)}
Collecting all terms the orthogonality condition (C8) takes the form
kIU(Z) = 0, k-= 1,2,...
where the function U(z) is
+(1- A)(bif(z
-G(z) (bv
zf (+
f(z)f (Z
be-fe(z)fe (
+ bfe(z)fe
This means that U(z) is analytic in Doo = {z :lzl > 1} and U(oc) = O. In other
words, the series expansion of U(z) at z = ooc doesn't have the terms z, s > O. The
demand function of i' agent in z-representation can be written as
-(r + )p(1 +r)f(L) + (1-f(L) f())
Xt' = (r + A)P +- bv, - - (1 + r)f(L) + ( - A) - ))
- aL L 
+ r) + G(L))f(L)ti+ be (-( + r) + G(L)) fe(L)E.
The market clearing condition wlXt' + w2X2 = 1 + Ot, where wl = w2 = Q/2 should
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(C8)
+ b G(z)fe(z) fe
Z Z ()dz.
(C9)
(C10)
U(z) = bv aA f1 z- az (1)Z I)I
(Z) (C11)
+ b (-(1 (C12)
1 1 1 1bv-f (Zf~) f -27ri Z2 ~~~~Zt- 8 
1 b2 1 1
2~~ri zcGx)f (z) f 2-7ri Z Z~~t-S 
be valic-d for all realizations of shocks, which yields the following set of equations:
A_ - 2(1 + r)f(z) + (1 - A)f(z) - f(o) + G(z)f(z) = 0,
1 - az z
-Q(1 + r)fe(z) + QG(z)fe(z) = 1.
Given these equations U(z) can be rewritten as
U(z) = 2bV(1 + r)f(z)f (I) + b,
b( - A)-fe(z)fe
(I - )f(0)f
z
(91
\z]
(1)
k\
- 2bvG(z)f(z)f
+ r)fe(z)) fe (
Note that the term b(1 - A) ( °)f () does not have terms with non-negative powers
of z, so it can be discarded. Similarly, the term - b2fe () contributes only the
constant - brfe(O). So U(z) takes an equivalent form:
U(z) = 2b2, ((1 + r) - G(z)) f(z)f
x fe(z)f ()e 
- b2fe ().
Let us introduce a function g(z) such that g(z) = G(z)- (1 + r). Then equations
(C13), (C14), and (C16) take the following forms:
fe(z)
a(A + (1 - A)f(O))z - (1 - A)f(0)
(1 - az)(1 - A- (1 + r)z + zg(z))'
1
Qg(z)'
(C17)
(C18)
U(z) =--2bvy(z)f(z)f (1) + be(1- 1A -(1 + r)z + zg(z))-x
z
x fe(z)fe ( )
z
- b(1 + Q )fe(O).
2 Qt (C19)
So the rational expectation equilibriurl in our model is characterized by fuilctions
.f(z). fl(z). 9q(z) a.n(l U(z) such that f(z). fe(z) and g(z) are analytic inside the unit
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(C13)
(C14)
(1)
z
C15)
-(1 + r)) x
(C16)
- b2 1+ (
z z
circle, U(z) is analytic outside the unit circle, U(oo) = 0 and equations (C17), (C18),
and (C19) hold.
Now let us turn to the main part of the proof. By Theorem 2, if the system
{V1 , V2, 0, P} admits Markovian dynamics, then its joint spectral density should be
rational, which, in turn, implies that function g(z) has to be rational as well. Given
relationships (C17) and (C18), functions f(z) and fe(z) should also be rational. So
to prove that our model has non-Markovian dynamics we have to show that there
do not exist rational functions f(z) and fe(z) solving equations (C17), (C18), (C19)
and satisfying all conditions specified above.
We construct the proof by contradiction. Suppose that function g(z) is rational.
For further convenience we introduce the function H(z) such that
g(z) = (zg(z) + 1 - A - (1 + r)z)H(z) (C20)
Consequently, in terms of H(z), the function g(z) is
Z-Z 1 - Ag(z) = (1 + r) l() _ z r (C21)
The following lemmas describe the properties of H(z).
Lemma 1 H(z) is rational, H(z) 0 for z E Do, and H (zo) = Z
Proof. Since fe(z) = 1/(Qg(z)), we have
(Z) 1 1 - zH(z)
Q(1 + r) (O - z)H(z) 
Statements of the lemma. now follow from the fact that fe(z) is rational and analytic
in Do.
Lemma 2 (z - zl)H(z) , where z = a(\ )fo) is analytic in Do.
Proof. Substituting (C21) into (C17) gives
) (A + (1- A)f(0)) Z -(z)). (C23)
- az)(zo - z)(1 - zH(z)).
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The lemma now follows from analyticity of f(z) in Do.
Substitution of (C22) and (C23) into U(z) results in
U(z)- -2ba 2(A + (1 - A)f(0))2 (Z - )( - Z) x
(1- z)(1-a),(1)
x H(z)H ) + bQ 2 (1 ) (- b ( + )fe(O). (C24)
Also from (C22),
1
e(0) = Q(1 - )H(O)' (25)
Since g(z) does not have poles in Do (and consequently g (1) does not have poles
in Do), analyticity of U(z) in Do, implies analyticity of U9(z) = U(z)g () in Do.
Using (C25) we see that
(z Z)- Z( - Z)U9(z) = -2bva2 (A + (1 - A)f(O))2 (- z)(1 - 1
1 12 1 1 1 2x H(z)H -)+ b2H ) (~ + )b (C26)
must be analytical in De. This means that the pole 1/a in (C26 ) must be canceled.
It might happen only due to one of the following reasons:
1. H(1/a) = 0,
2. H(a) = 0,
3. zl = a, or, equivalently, f(O) = 1aL2 1
4. z = 1/a
5. The pole in the first term is canceled by a pole in the second term.
It is easy to notice that the first reason does not work since in this case a pole in
the second term appears. Similarly, the fifth possibility cannot realize. The equation
z1 =- 1/,it is inconsistent unless A = (. The second o)tion contradicts the condition
that H(z) does not have zeros insidle the unit circle. This leaves only the third
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possibility should realize and we can fix the value of f(O). Consequently, we rewrite
Ug(z) as
a2 2 1 1 2
U )(z) = -2b (1 2)2H(z)H + b02zH() 2 + (C27)( - a Z ~ 2 2
with the condition
H 1 l = +r and Ug(oo)=0. (C28)
Now we will show that there is no such rational function H(z). Assume for now that
H(z) has a pole Zh. From Lemma 2, Zh = a or Zh E D. If zh E D, and zh # o,
then, for analyticity of U(z) in Do, we have to have H(1/zh) = 0, but it contradicts
Lemma 1. If Zh = a then U(z) has a pole at 1/a. Indeed, if a is a pole of H(z) then
1/a is a pole of H(1/z). The only possibility to cancel it in the first term of U(z)
is to have H(1/a) = 0. But in this case a pole in the second term arises. So H(z)
does not have poles in C. As a result, the only possibility is h = c00. This means
that H(z) is a polynomial. Let wo E C be a zero of H(z). Because of Lemma 1, w0o
can be only in Doo. However, this means that, unless H(1/z) or H(z) have a pole at
wo, U(z) is not analytic in D. We know that H(z) (and consequently H(1/z)) do
not have poles in C. Thus we can conclude that H(z) does not have zeros. Hence
by Liouville's theorem H(z) = H = const. We have two equations that this constant
has to satisfy:
1 + r 2 2 a2 A2
H = 1 -2b2 a 2)2H2 
-
b2 = .
Obviously, these conditions are inconsistent and this concludes the proof.
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Chapter 2
An Econometric Model of Serial
Correlation and Illiquidity In
Hedge Fund Returns (joint with Mila
Getmansky and Andrew W. Lo)
2.1 Introduction
One of the fastest growing sectors of the financial services industry is the hedge-fund
or "alternative investments" sector. Long the province of foundations, family offices,
and high-net-worth investors, hedge funds are now attracting major institutional
investors such as large state and corporate pension funds and university endowments,
and efforts are underway to make hedge-find investments available to individual
investors through more traditional mutual-fund investment vehicles. One of the main
reasons for such interest is the performance characteristics of hedge funds-often
known s "high-octane" investments, many hedge funds have yielded double-digit
returlns to their investors and. in some cases, ill a. fashion that seems uncorrelated
with general market swings and with relatively low volatility. Most hedge funds
accomplish this by maintaining both long and short positions in securities---hence
5) 7
the term "hedge" fund---which, in principle, gives investors an opportunity to profit
from both positive and negative information while, at the same time, providing some
degree of "market neutrality" because of the simultaneous long and short positions.
However, several recent empirical studies have challenged these characterizations
of hedge-fund returns, arguing that the standard methods of assessing their risks
and rewards may be misleading. For example, Asness, Krail and Liew (2001) show in
some cases where hedge funds purport to be market neutral, i.e., funds with relatively
small market betas, including both contemporaneous and lagged market returns as
regressors and summing the coefficients yields significantly higher market exposure.
Moreover, in deriving statistical estimators for Sharpe ratios of a sample of mutual and
hedge funds, Lo (2002) shows that the correct method for computing annual Sharpe
ratios based on monthly means and standard deviations can yield point estimates
that differ from the naive Sharpe ratio estimator by as much as 70%.
These empirical properties may have potentially significant implications for as-
sessing the risks and expected returns of hedge-fund investments, and can be traced
to a single common source: significant serial correlation in their returns.
This may come as some surprise because serial correlation is often (though in-
correctly) associated with market inefficiencies, implying a violation of the Random
Walk Hypothesis and the presence of predictability in returns. This seems inconsis-
tent with the popular belief that the hedge-fund industry attracts the best and the
brightest fund managers in the financial services sector. In particular, if a fund man-
ager's returns are predictable, the implication is that the manager's investment policy
is not optimal; if his returns next month can be reliably forecasted to be positive, he
should increase his positions this month to take advantage of this forecast, and vice
versa for the opposite forecast. By taking advantage of such predictability the fund
manager will eventually eliminate it, along the lines of Samuelson's (1965) original
"proof that properly anticipated prices fluctuate randomly". Given the outsize finan-
cial incentives of hedge-fund managers to produce profitable investment strategies,
the existence of significant unexploited sources of predictability seems unlikely.
In this paper, we argue that in most cases, serial correlation in hedge-filnd re-
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turns is not due to unexploited profit opportunities, but is more likely the result of
illiquid securities that are contained in the fund. i.e., securities that are not actively
traded and for which market prices are not always readily available. In such cases,
the reported returns of funds containing illiquid securities will appear to be smoother
than "true" economic returns-returns that fully reflect all available market infor-
mation concerning those securities-and this, in turn, will impart a downward bias
on the estimated return variance and yield positive serial return correlation. The
prospect of spurious serial correlation and biased sample moments in reported re-
turns is not new. Such effects have been derived and empirically documented exten-
sively in the literature on "nonsynchronous trading", which refers to security prices
recorded at different times but which are erroneously treated as if they were recorded
simultaneously.' However, this literature has focused exclusively on equity market-
microstructure effects as the sources of nonsynchronicity-closing prices that are set
at different times, or prices that are "stale"--where the temporal displacement is
on the order of minutes, hours, or, in extreme cases, several days.2 In the context of
hedge funds, we argue in this paper that serial correlation is the outcome of illiquidity
exposure, and while nonsynchronous trading may be one symptom or by-product of
illiquidity, it is not the only aspect of illiquidity that affects hedge-fund returns. Even
if prices were sampled synchronously, they may still yield highly serially correlated
returns if the securities are not actively traded. 3 Therefore, although our formal
l For example, the daily prices of financial securities quoted in the Wall Street Journal are usually
'closing" prices, prices at which the last transaction in each of those securities occurred on the
previous business day. If the last transaction in security A occurs at 2:00pm and the last transaction
in security B occurs at 4:00pm, then included in B's closing price is information not available when
A's closing price was set. This can create spurious serial correlation in asset returns since economy-
wide shocks will be reflected first in the prices of the most frequently traded securities, with less
frequently traded stocks responding with a lag. Even when there is no statistical relation between
securities A and B, their reported returns will appear to be serially correlated and cross-correlated
simply because we have mistakenly assumed that they are measured simultaneously. One of the first
to recognize the potential impact of nonsynchronous price quotes was Fisher (1966). Since then more
explicit mnodels of non-trading have been developed by Atchison, Butler, and Simonds (1987), Dimson
(1979). Cohen, I-awawini, et al. (1983a,b), Shanken (1987), Cohen, Maier. et al. (1978, 1979, 1986),
Kadlec and Patterson (1999), Lo and MacKinlay (1988, 1990), and Scholes and Williams (1977).
See C.anmpbell. Lo. anrd MlacKinlay (1997, Chapter 3) for a more detailed review of this literature.
2For ,ltch application, Lo and ilaclinlay (1988, 1990) and Kadlec and Platterson (1999) show
that. nollllyllchronous trading cannollt explain all of the serial correlation ill weekly returlls of equal-
anld vallle-weighted portfolios of US equities during the past three decades.
:In fact. for most hedge finlds. returns computed on a monthly basis. hence the pricing or "mark-
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econometric model of illiquidity is similar to those in the nonsynchronous trading
literature, the motivation is considerably broader-- -linear extrapolation of prices for
thinly traded securities, the use of smoothed broker-dealer quotes, trading restrictions
arising from control positions and other regulatory requirements, and, in some cases,
deliberate performance-smoothing behavior-and the corresponding interpretations
of the parameter estimates must be modified accordingly.
Regardless of the particular mechanism by which hedge-fund returns are smoothed
and serial correlation is induced, the common theme and underlying driver is illiquid-
ity exposure, and although we argue that the sources of serial correlation are spurious
for most hedge funds, nevertheless, the economic impact of serial correlation can be
quite real. For example, spurious serial correlation yields misleading performance
statistics such as volatility, Sharpe ratio, correlation, and market beta estimates, sta-
tistics commonly used by investors to determine whether or not they will invest in a
fund, how much capital to allocate to a fund, what kinds of risk exposures they are
bearing, and when to redeem their investments. Moreover, spurious serial correlation
can lead to wealth transfers between new, existing, and departing investors, in much
the same way that using stale prices for individual securities to compute mutual-
fund net-asset-values can lead to wealth transfers between buy-and-hold investors
and day-traders (see, for example, Boudoukh et al., 2002).
In this paper, we develop an explicit econometric model of smoothed returns and
derive its implications for common performance statistics such as the mean, standard
deviation, and Sharpe ratio. We find that the induced serial correlation and impact
on the Sharpe ratio can be quite significant even for mild forms of smoothing. We
estimate the model using historical hedge-fund returns from the TASS Database, and
show how to infer the true risk exposures of a smoothed fund for a given smoothing
profile. Our empirical findings are quite intuitive: funds with the highest serial cor-
relation tend to be the more illiquid funds, e.g., emerging market debt, fixed income
arbitrage. etc., and after correcting for tile effects of smoothed returns. some of the
most successful types of funds tend to have considerably less attractive performance
to-market" of a fnds securities typically occurs synchronously on the last day of the month.
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characteristics.
Before describing our econometric model of smoothed returns, we provide a brief
literature review in Section 2.2 and then consider other potential sources of serial cor-
relation in hedge-fund returns in Section 2.3. We show that these other alternatives-
time-varying expected returns, time-varying leverage, and incentive fees with high-
water na.rks--are unlikely to be able to generate the magnitudes of serial correlation
observed in the data. We develop a model of smoothed returns in Section 2.4 and de-
rive its implications for serial correlation in observed returns, and we propose several
methods for estimating the smoothing profile and smoothing-adjusted Sharpe ratios
in Section 2.5. We apply these methods to a dataset of 909 hedge funds spanning the
period from November 1977 to January 2001 and summarize our findings in Section
2.6, and conclude in Section 2.7.
2.2 Literature Review
Thanks to the availability of hedge-fund returns data from sources such as AltVest,
Hedge Fund Research (HFR), Managed Account Reports (MAR), and TASS, a num-
ber of empirical studies of hedge funds have been published recently. For example,
Ackermann, McEnally, and Ravenscraft (1999), Agarwal and Naik (2000b, 2000c),
Edwards and Caglayan (2001), Fung and Hsieh (1999, 2000, 2001), Kao (2002), and
Liang (1999, 2000, 2001) provide comprehensive empirical studies of historical hedge-
fund performance using various hedge-fund databases. Agarwal and Naik (2000a),
Brown and Goetzmann (2001), Brown, Goetzmann, and Ibbotson (1999), Brown,
Goetzma.nn and Park (1997, 2000, 2001), Fung and Hsieh (1997a, 1997b). and Lo-
choff (20)02) present more detailed performance attribution and "style" analysis for
hedge flds. None of these empirical studies focus directly on the serial correlation
in hedge-flld returns or the sources of such correlation.
Howevel. several authors have examined the persistence of hedge-fund perfor-
illance ver various time intervals, and such persistellce lmay be indirectly linked to
seria.l correlation. e.g.. persistence in performance usually implies positively autocor-
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related returns. Agarwal and Naik (2000c) examine the persistence of hedge-fund
performance over quarterly, half-yearly, and yearly intervals by examining the series
of wins and losses for two, three, and more consecutive time periods. Using net-of-fee
returns, they find that persistence is highest at the quarterly horizon and decreases
when moving to the yearly horizon. The authors also find that performance persis-
tence, whenever present, is unrelated to the type of a hedge fund strategy. Brown,
Goetzmann, Ibbotson, and Ross (1992) show that survivorship gives rise to biases in
the first and second moments and cross-moments of returns, and apparent persistence
in performance where there is dispersion of risk among the population of managers.
However, using annual returns of both defunct and currently operating offshore hedge
funds between 1989 and 1995, Brown, Goetzmann, and Ibbotson (1999) find virtu-
ally no evidence of performance persistence in raw returns or risk-adjusted returns,
even after breaking funds down according to their returns-based style classifications.
None of these studies considers illiquidity and smoothed returns as a source of serial
correlation in hedge-fund returns.
The findings by Asness, Krail, and Liew (2001)-that lagged market returns are
often significant explanatory variables for the returns of supposedly market-neutral
hedge funds-is closely related to serial correlation and smoothed returns, as we
shall demonstrate in Section 2.4. In particular, we show that even simple models of
smoothed returns can explain both serial correlation in hedge-fund returns and cor-
relation between hedge-fund returns and lagged index returns, and our empirically
estimated smoothing profiles imply lagged beta coefficients that are consistent with
the lagged beta estimates reported in Asness, Krail, and Liew (2001). Their frame-
work is derived from the nonsynchronous trading literature, specifically the estimators
for market beta for infrequently traded securities proposed by Dimson (1977), Scholes
and Williams (1977), and Schwert (1977) (see footnote 1 for additional references to
this literature). A similar set of issues affects real-estate prices and price indexes,
and Ross and Zisler (1991), Gyourko and Keilli (1992). Fisher, Geltner, and Webb
(1994), and Fisher et al. (2003), have proposed various econometric estimators that
have much in common with those in the nonsynchronous trading literature.
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An economic implication of nonsynchronous trading that is closely related to the
hedge-fund context is the impact of stale prices on the computation of daily net-asset-
values (NAVs) of certain open-end mutual funds, e.g., Bhargava, Bose and Dubofsky
(1998), Chalmers, Edelen. and Kadlec (2001), Goetzmann, Ivkovic, and Rouwenhorst
(2001). Boudoukh et al. (2002), Greene and Hodges (2002), and Zitzewitz (2002). In
these studies, serially correlated mutual fund returns are traced to nonsynchronous
trading effects in the prices of the securities contained in the funds, and although
the correlation is spurious, it has real effects in the form of wealth transfers from
a fund's buy-and-hold shareholders to those engaged in opportunistic buying and
selling of shares based on forecasts of the fund's daily NAVs. Although few hedge
funds compute daily NAVs or provide daily liquidity, the predictability in some hedge-
fund return series far exceeds levels found among mutual funds, hence the magnitude
of wealth transfers attributable to hedge-fund NAV-timing may still be significant.
With respect to the deliberate smoothing of performance by managers, a recent
study of closed-end funds by Chandar and Bricker (2002) concludes that managers
seem to use accounting discretion in valuing restricted securities so as to optimize
fund returns with respect to a passive benchmark. Because mutual funds are highly
regulated entities that are required to disclose considerably more information about
their holdings than hedge funds, Chandar and Bricker (2002) were able to per-
form a detailed analysis of the periodic adjustments-both discretionary and non-
discretionary-that fund managers made to the valuation of their restricted securi-
ties. Their findings suggest that performance smoothing may be even more relevant
in the hedge-fund industry which is not nearly as transparent, and that econometric
models of smoothed returns may be an important tool for detecting such behavior
and unraveling its effects on true economic returns.
2.3 Other Sources of Serial Correlation
Before turning to our econometric model of smoothed returns in Section 2.4, we first
consider four other potential sources of serial correlation in asset returns: (1) mnarket
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inefficiencies; (2) time-varying expected returns; (3) time-varying leverage; and (4)
incentive fees with high water marks.
Perhaps the most common explanation (at least among industry professionals and
certain academics) for the presence of serial correlation in asset returns is a violation
of the Efficient Markets Hypothesis, one of the central pillars of modern finance the-
ory. As with so many of the ideas of modern economics, the origins of the Efficient
Markets Hypothesis can be traced back to Paul Samuelson (1965), whose contribu-
tion is neatly summarized by the title of his article: "Proof that Properly Anticipated
Prices Fluctuate Randomly". In an informationally efficient market, price changes
must be unforecastable if they are properly anticipated, i.e., if they fully incorporate
the expectations and information of all market participants. Fama (1970) opera-
tionalizes this hypothesis, which he summarizes in the well-known epithet "prices
fully reflect all available information", by placing structure on various information
sets available to market participants. This concept of informational efficiency has
a wonderfully counter-intuitive and seemingly contradictory flavor to it: the more
efficient the market, the more random the sequence of price changes generated by
such a market, and the most efficient market of all is one in which price changes are
completely random and unpredictable. This, of course, is not an accident of Nature
but is the direct result of many active participants attempting to profit from their
information. Unable to curtail their greed, an army of investors aggressively pounce
on even the smallest informational advantages at their disposal, and in doing so, they
incorporate their information into market prices and quickly eliminate the profit op-
portunities that gave rise to their aggression. If this occurs instantaneously, which it
must in an idealized world of "frictionless" markets and costless trading, then prices
must always fully reflect all available information and no profits can be garnered from
information-based trading (because such profits have already been captured).
In the context of hedge-fund returns, one interpretation of the presence of serial
correlation is that the he(lge-fund manager is not taking full advantage of the infor-
mation or "alpha contained in his strategy. For example, if a manager's returns
are highlv positively autocorrelated, then it should be possible for him to improve
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his performance by exploiting this fact-in months where his performance is good,
he should increase his bets in anticipation of continued good performance (due to
positive serial correlation), and in months where his performance is poor, he should
reduce his bets accordingly. The reverse argument can be made for the case of nega-
tive serial correlation. By taking advantage of serial correlation of either sign in his
returns. the hedge-fund manager will eventually eliminate it along the lines of Samuel-
son (1965). i.e., properly anticipated hedge-fund returns should fluctuate randomly.
And if this self-correcting mechanism of the Efficient Markets Hypothesis is at work
among any group of investors in the financial community, it surely must be at work
among hedge-fund managers, which consists of a highly trained, highly motivated,
and highly competitive group of sophisticated investment professionals.
Of course, the natural counter-argument to this somewhat naive application of
the Efficient Markets Hypothesis is that hedge-fund managers cannot fully exploit
such serial correlation because of transactions costs and liquidity constraints. But
once again, this leads to the main thesis of this paper: serial correlation is a proxy
for illiquidity and smoothed returns.
There are, however, at least three additional explanations for the presence of serial
correlation. One of the central tenets of modern financial economics is the necessity
of some trade-off between risk and expected return, hence serial correlation may
not be exploitable in the sense that an attempt to take advantage of predictabilities
in fund returns might be offset by corresponding changes in risk, leaving the fund
manager indifferent at the margin between his current investment policy and other
alternatives. Specifically, LeRoy (1973), Rubinstein (1976), and Lucas (1978) have
demonstrated conclusively that serial correlation in asset returns need not be the
result of market inefficiencies, but may be the result of time-varying expected returns,
which is perfectly consistent with the Efficient Markets Hypothesis.4 If an investment
'4Grossnman (1976) and Grossman and Stiglitz (1980) go even further. They argue that perfectly
informatilonally efficientt markets are an impossibility, for if markets are perfectly efficient. the return
to gathering information is nil. in which case there would e little reason to trade and mlarkets
would evenll t.alv collapse. Alternatively, the degree of market inefficiency deterines the effort
investors are willing to expend to gather and trade on inforlnation, hence a nlon-degenerate mlarket
equilil)rium will arise only when there are sufficient profit opportunities. i.e.. inefficiencies. to conl-
pelnsate investors for the costs of trading and information-gathering. The profits earned by these
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strategy's required expected return varies through timne--because of changes in its risk
exposures, for example-then serial correlation may be induced ill realized returns
without implying any violation of market efficiency (see Figure 2-1). We examine this
possibility more formally in Section 2.3.1.
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time t
Figure 2-1: Time-varying expected returns can induce serial correlation in asset re-
turns.
Another possible source of serial correlation in hedge-fund returns is time-varying
leverage. If managers change the degree to which they leverage their investment
strategies, and if these changes occur in response to lagged market conditions, this is
tantamount to time-varying expected returns. We consider this case in Section 2.3.2.
Finally, we investigate one more potential explanation for serial correlation: the
compensation structure of the typical hedge fund. Because most hedge funds charge
an incentive fee coupled with a "high water mark" that must be surpassed before
incentive fees are paid, this path dependence in the computation for net-of-fee returns
may induce serial correlation. We develop a formal model of this phenomenon in
Section 2.3.3.
The analysis of Sections 2.3.1-2.3.3 show that time-varying expected returns, time-
varying leverage, and incentive fees with high water marks can all generate serial
correlation in hedge-fund returns, but none of these effects call plausibly generate
attentive investors nlay l)e viewed as economic rents that accrue to those willing to engage in such
activities. Vho are the providers of these rents? Black (1986) gives a provocative answer: noise
traders. individuals who tra(le on what they think is information Hbut is in fact merely noise.
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serial correlation to the degree observed in the data, e.g., 30% to 50% for onthly
returns. Therefore, illiquidity and. smoothed returns are more likely sources of serial
correlation in hedge-fund returns.
2.3.1 Time-Varying Expected Returns
Let Rt denote a hedge fund's return in month t, and suppose that its dynamics are
given by the following time-series process:
Rt = I1 It + o(1-It) + t (1)
where ct is assumed to be independently and identically distributed (IID) with mean
O and variance U2, and It is a two-state Markov process with transition matrix:
p ht=
It =
It+1=l I 1t+l = 0( -q qJ (2)
and /o and ,1 are the equilibrium expected returns of fund i in states 0 and 1,
respectively. This is a particularly simple model of time-varying expected returns in
which we abstract from the underlying structure of the economy that gives rise to (1),
but focus instead on the serial correlation induced by the Markov regime-switching
process (2).5 In particular, observe that
+ (p + q-)k ( 1-p
2-p-q -(1 -q)
-(l-p) 
1-q (3)
5 For examples of dynamic general equilil)riullm models that yield a Markov-switching process for
asset priices, and econoiletric mletll(ls to estimate such processes, see Cecchetti and Mark (1990).
Goodwin (1993). Hamilton (1989. 1990. 1996). handel and Stamblaugh (1991), and Turner. Startz.
and Nelson (1989).
P"=2-p-q 1- 1-pP-
assuming that Ip + q-11 < 1, hence the steady-state probabilities and moments for
the regime-switching process It are:
POO = (4)
2-p-q
E[t] 1-q (5)2-p-q
Var[] = (1-p)(1-q) (6)(2-p-q)2
These, in turn, imply the following moments for Rt:
1-q i-pE[Rt] = L1 2Ip-q + Io 2--(7)2-p-q 2-p-q
Var[Rt] = ( 2 (1-p)(1-q) + a (8)(2-p-q) 2 (8
Pk - Corr[Rt-k,Rt] 1 + (9)
By calibrating he parameters u p q and to empirically plausible values, weBy calibrating the parameters /1,i o, , q, and a to empirically plausible values, we
can compute the serial correlation induced by time-varying expected returns using
(9).
Observe from (9) that the serial correlation of returns depends on the squared dif-
ference of expected returns, (/l-l0po) 2, not on the particular values in either regime.
Moreover, the absolute magnitudes of the autocorrelation coefficients Pk are monoton-
ically increasing in (/,1-io) 2 -- the larger the difference in expected returns between
the two states, the more serial correlation is induced. Therefore, we begin our cali-
bration exercise by considering an extreme case where [1, ul-uo is 5% per month, or
60% per year, which yields rather dramatic shifts in regimes. To complete the cal-
ibration exercise, we fix the unconditional variance of returns at a particular value,
say (20%)2/12 (which is comparable to the volatility of the S&P 500 over the past 30
years), vary p and q, and solve for the values of a2 that are consistent with the values
of p, q, (/1-ol -tO) 2 , and( the unconditionlal varialnce of returns.
The top panel of Table 2.1 reports the first-order autocorrelation coefficients for
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various values of p and q under these assumptions. and we see that even in this
most extreme case, the largest absolute magnitude of serial correlation is only 15%;.
The second panel of Table 2.1 shows that when the unconditional variance of returns
is increased from 20% to 50% per year, the correlations decline in magnitude with
the largest absolute correlation of 2.4%. And the bottom panel illustrates the kind
of extreme parameter values needed to obtain autocorrelations that are empirically
relevant for hedge-fund returns--a difference in expected returns of 20% per month
or 240% per year, and probabilities p and q that are either both 80% or higher, or
both 20% or lower. Given the implausibility of these parameter values, we conclude
that tin:ie-varying expected returns-at least of this form-may not be the most likely
explanation for serial correlation in hedge-fund returns.
2.3.2 Time-Varying Leverage
Another possible source of serial correlation in hedge-fund returns is time-varying
leverage. Since leverage directly affects the expected return of any investment strat-
egy, this can be considered a special case of the time-varying expected returns model
of Section 2.3.1. Specifically, if Lt denotes a hedge fund's leverage ratio, then the
actual return R' of the fund at date t is given by:
R = Lt Rt (10)
where Rt is the fund's unlevered return. 6 For example if a fund's unlevered strat-
egy yields a 2% return in a given month, but 50% of the funds are borrowed from
various counterparties at fixed borrowing rates, the return to the fund's investors is
approximately 4%,7 hence the leverage ratio is 2.
The specific mechanisms by which a hedge fund determines its leverage can be
quite complex and often depeld on a numlber of factors including market volatility,
6For simplicity, and with little loss ill generality. we have ignored the blorrowing costs associated
with leverage in our specification (10). Although including such costs will obviously reduce the
net return, the serial correlation properties will ble largely una.ffected because the time variation in
borrowilng rates is not significant relative to Rt a.ll Lt.
7 iLess the borrowing rate. of course. which we asslume is 0 for simplicity.
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P1 I q (%)
(%7) 10 20 30 40 50 60 70 80 90
I/11-/1O = 5% , Var[Rt] = (20%)2/12
10 -15.0 -13.1 -11.1 -9.0 -6.9 -4.8 -2.8 -1.1 0.0
20 -13.1 -11.3 -9.3 -7.3 -5.3 -3.3 -1.5 0.0 0.7
30 -11.1 -9.3 -7.5 -5.6 -3.6 -1.7 0.0 1.3 1.6
40 -9.0 -7.3 -5.6 -3.8 -1.9 0.0 1.7 2.8 2.8
p (%) 50 -6.9 -5.3 -3.6 -1.9 0.0 1.9 3.5 4.6 4.2
60 -4.8 -3.3 -1.7 0.0 1.9 3.8 5.5 6.7 6.0
70 -2.8 -1.5 0.0 1.7 3.5 5.5 7.5 9.0 8.4
80 -1.1 0.0 1.3 2.8 4.6 6.7 9.0 11.3 11.7
90 0.0 0.7 1.6 2.8 4.2 6.0 8.4 11.7 15.0
It1 -ol = 5% , Var[Rt] = (50%)2/12
10 -2.4 -2.1 -1.8 -1.4 -1.1 -0.8 -0.5 -0.2 0.0
20 -2.1 -1.8 -1.5 -1.2 -0.9 -0.5 -0.2 0.0 0.1
30 -1.8 -1.5 -1.2 -0.9 -0.6 -0.3 0.0 0.2 0.3
40 -1.4 -1.2 -0.9 -0.6 -0.3 0.0 0.3 0.5 0.4
p (%) 50 -1.1 -0.9 -0.6 -0.3 0.0 0.3 0.6 0.7 0.7
60 -0.8 -0.5 -0.3 0.0 0.3 0.6 0.9 1.1 1.0
70 -0.5 -0.2 0.0 0.3 0.6 0.9 1.2 1.4 1.4
80 -0.2 0.0 0.2 0.5 0.7 1.1 1.4 1.8 1.9
90 0.0 0.1 0.3 0.4 0.7 1.0 1.4 1.9 2.4
I ,- ( ol= 20% , Var[Rt] = (50%)2/12
10 -38.4 -33.5 -28.4 -23.0 -17.6 -12.3 -7.2 -2.9 0.0
20 -33.5 -28.8 -23.9 -18.8 -13.6 -8.5 -3.8 0.0 1.9
30 -28.4 -23.9 -19.2 -14.3 -9.3 -4.4 0.0 3.3 4.2
40 -23.0 -18.8 -14.3 -9.6 -4.8 0.0 4.3 7.2 7.1
p (%) 50 -17.6 -13.6 -9.3 -4.8 0.0 4.7 9.0 11.8 10.7
60 -12.3 -8.5 -4.4 0.0 4.7 9.6 14.1 17.1 15.4
70 -7.2 -3.8 0.0 4.3 9.0 14.1 19.2 23.0 21.6
80 -2.9 0.0 3.3 7.2 11.8 17.1 23.0 28.8 29.9
90 0.0 1.9 4.2 7.1 10.7 15.4 21.6 29.9 38.4
Table 2.1: First-order autocorrelation coefficients of returns
model of time-varying expected returns, Rt = H1 It + o(
from a two-state Markov1 - ) + t, where p -
Prob(It+ = lI It- 1), q -- Prob(It+ = OIt = 0), p 1 and Po are the monthly expected
returns i states 1 aid 0. respectively ad t V(0, a2) and 2 is calibrated to fix
the unconditional variance Var[Rt] of returns at a prespecified level.
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credit risk. and various constraints imposed by investors, regulatory bodies. banks,
brokers. and other counterparties. But the basic motivation for typical leverage dy-
namics is the well-known trade-off between risk and expected return: by increasing
its leverage ratio, a hedge fund boosts its expected returns proportionally, but also
increases its return volatility and, eventually, its credit risk or risk of default. There-
fore, counterparties providing credit facilities for hedge funds will impose some ceiling
on the degree of leverage they are willing to provide. More importantly, as market
prices nmove against a hedge fund's portfolio, thereby reducing the value of the fund's
collateral and increasing its leverage ratio, or as markets become more volatile and
the fund's risk exposure increases significantly, creditors (and, in some cases, securi-
ties regulations) will require the fund to either post additional collateral or liquidate
a portion of its portfolio to bring the leverage ratio back down to an acceptable level.
As a result, the leverage ratio of a typical hedge fund varies through time in a specific
manner. usually as a function of market prices and market volatility. Therefore we
propose a simple data-dependent mechanism through which a hedge fund determines
its ideal leverage ratio.
Denote by Rt the return of a fund in the absence of any leverage, and to focus
squarely on the ability of leverage to generate serial correlation, let Rt be IID through
time, hence:
Rt = I + Et , Et IID X(0, ) (11)
where we have assumed that Et is normally distributed only for expositional conve-
nience.8 Given (10), the k-th order autocorrelation coefficient of leveraged returns Rt
is:
Pk Var[R] Cov[L, Lt+k] + Cov[Lt, Lt+kEt+k +
pCov[L,+kLtEtj +Cov[LtEt,Lt+k6t+k] ] (12)
Now suppose that the leverage process Lt is independently distributed through time
'Other distributions can easily be used instead of' the normal in the Monte Carlo sinulation
experiment described below.
71
and also independent of et+k for all k. Then (12) implies that Pk = 0 for all k # 0, hence
time-varying leverage of this sort will not induce any serial correlation in returns Rt.
However, as discussed above, leverage is typically a function of market conditions,
which can induce serial dependence in Lt and dependence between Lt+k and t for
k > 0, yielding serially correlated observed returns R'.
To see how, we propose a simple but realistic mechanism by which a hedge fund
might manage its leverage ratio. Suppose that, as part of its enterprise-wide risk
management protocol, a fund has adopted a policy of limiting the 95% Value-at-Risk
of its portfolio to no worse than 6-for example, if 6 = -10%, this policy requires
managing the portfolio so that the probability of a loss greater than or equal to 10%
of the fund's assets is at most 5%. If we assume that the only control variable available
to the manager is the leverage ratio Lt and that unleveraged returns Rt are given by
(11), this implies the following constraint on leverage:
Prob(R' < ) < 5% , 6<0
Prob(LtRt < 6) < 5%
Prob < < 5%Prob (Rt-/<6/Lt-i)
( 6/Lt -p ) < 5% (13)
- 5-1(5%)
where, following common industry practice, we have set u = 0 in (13) to arrive at
(14).9 Now in implementing the constraint (15), the manager must estimate the
portfolio volatility a, which is typically estimated using some rolling window of his-
torical data, hence the manager's estimate is likely to be time-varying but persistent
9Setting the expected return of a portfolio equal to 0 for purposes of risk management is often
motivated by a desire to be conservative. Most portfolios will tend to have positive expected return.
hence setting equal to 0 will generally yield larger values for VaR. However, for actively managed
portfolios that contain both long and short positions. o (2002) shows that the practice of setting
expected returns equal to 0 need not be conservative hbut in some cases, can yield severely downward-
biased estimates of VaR.
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to some degree. This persistence, and the dependence of the volatility estimate on
past returns, will both induce serial correlation in observed returns Ro. Specifically,
let:
'2 _--- n E l (16)
k=1 k=1
Lt) (17)
where we have assumed that the manager sets his leverage ratio Lt to the maximum
allowable level subject to the VaR constraint (15).
To derive the impact of this heuristic risk management policy on the serial corre-
lation of observed returns, we perform a Monte Carlo simulation experiment where
we simulate a time series of 100,000 returns {Rt} and implement the leverage policy
(17) to obtain a time series of observed returns {Rt°}, from which we compute its
autocorrelation coefficients {Pk}. Given the large sample size, our estimate should
yield anr: excellent approximation to the population values of the autocorrelation co-
efficients. This procedure is performed for the following combinations of parameter
values:
n = 3,6,9,12,24,36,48,60
12/ = 5%
Xo"r = 10%, 20%,50%
6 = -25%
and the results are summarized in Table 2.2. Note that the autocorrelation of observed
returns (12) is homogeneous of degree 0 in 6, hence we need only simulate our return
Irocess for one value of 6 without loss of generality as far a.s Pk is concerned. Of
course, the mlean and standard of observed returns anll leverage will be affected by
our choice of . but because these variables are homogeneous of degree 1. we can
olbtain results for any arbitrary 6 simply by resca.ling or results for ()5=-25%.
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Return R° Leverage Lt Return RI Leverage Lt
n
12 Mean / SD Mean SD pl P2 P3 P1 P2 P3
(%7) (%) (%) () (%) (%) (%) (%)
12p = 5% , /a = lO0% , ---25%7
3 50.53
6 29.71
12 24.34
24 24.29
36 21.46
48 22.67
60 22.22
191.76
62.61
51.07
47.27
46.20
45.61
45.38
9.52
5.73
4.96
4.66
4.57
4.54
4.51
15.14
2.45
1.19
0.71
0.57
0.46
0.43
0.7
0.1
0.1
0.3
-0.2
0.3
-0.2
0.3
0.4
0.4
0.1
0.0
-0.5
0.0
0.4
0.3
-0.3
-0.2
0.1
0.3
0.2
17.5
70.6
88.9
95.0
96.9
97.6
98.2
2.9
48.5
78.6
90.0
93.9
95.3
96.5
0.0
32.1
68.8
85.1
90.9
92.9
94.7
12 =5% , -2=20% , =-25%
3 26.13
6 14.26
12 12.95
24 11.58
36 11.23
48 11.00
60 12.18
183.78
62.55
50.99
47.22
46.14
45.63
45.37
4.80
2.87
2.48
2.33
2.29
2.27
2.26
8.02
1.19
0.59
0.36
0.28
0.24
0.21
0.0
0.2
0.2
0.2
-0.1
0.2
0.1
-0.1
0.1
-0.1
0.0
0.3
-0.5
-0.1
0.0
0.4
0.1
0.1
-0.3
-0.1
0.4
13.4
70.7
89.1
95.2
97.0
97.8
98.3
1.9
48.6
79.0
90.4
94.0
95.5
96.5
-0.6
32.0
69.4
85.8
90.9
93.3
94.8
12 p=5% , v/1, = 50% , =-25%
3 9.68
6 6.25
12 5.90
24 5.30
36 5.59
48 4.07
60 5.11
186.59
62.43
50.94
47.29
46.14
45.64
45.34
1.93
1.16
0.99
0.93
0.92
0.91
0.90
3.42
0.48
0.23
0.15
0.12
0.10
0.08
-1.1
-0.2
-0.1
0.2
-0.1
-0.4
0.4
0.0
0.3
0.1
0.3
0.3
-0.6
0.3
-0.5
-0.2
0.0
0.4
-0.2
0.1
-0.3
14.7
70.9
89.0
95.2
97.0
97.8
98.2
1.8
49.4
78.6
90.5
94.1
95.7
96.5
-0.1
32.9
69.0
85.7
91.1
93.5
94.7
Table 2.2: Monte Carlo simulation results for time-varying leverage model with a
VaR constraint. Each row corresponds to a separate and independent simulation of
100,000 observations of independently and identically distributed V(, 2) returns
Rt which are multiplied by a time-varying leverage factor Lt to generated observed
returns R LtRt.
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For a Va.R constraint of -25% and an annual standard deviation of unlevered
returns of 10%, the mean leverage ratio ranges from 9.52 when n = 3 to 4.51 when
n = 60. For small n, there is considerably more sampling variation in the estimated
standard deviation of returns, hence the leverage ratio-which is proportional to the
reciprocal of t--takes on more extreme values as well and has a higher expectation
in this case.
As n increases, the volatility estimator becomes more stable over time since each
month's estimator has more data in common with the previous month's estimator,
leading to more persistence in Lt as expected. For example, when n= 3, the average
first-order autocorrelation coefficient of Lt is 43.2%, but increases to 98.2% when n=
60. However, even with such extreme levels of persistence in Lt, the autocorrelation
induced in observed returns R ° is still only -0.2%. In fact, the largest absolute return-
autocorrelation reported in Table 2.2 is only 0.7%, despite the fact that leverage ratios
are sometimes nearly perfectly autocorrelated from month to month. This suggests
that time-varying leverage, at least of the form described by the VaR constraint (15),
cannot fully account for the magnitudes of serial correlation in historical hedge-fund
returns..
2.3.3 Incentive Fees with High-Water Marks
Yet another source of serial correlation in hedge-fund returns is an aspect of the
fee structure that is commonly used in the hedge-fund industry: an incentive fee-
typically 20% of excess returns above a benchmark- --which is subject to a "high-water
mark", meaning that incentive fees are paid only if the cumulative returns of the fund
are "above water", i.e., if they exceed the cumulative return of the benchmark since
inception.l° This type of nonlinearity can induce serial correlation in net-of-fee returns
because of the path dependence inherent in the definition of the high-water mark-
when the fund is "below water" the incentive fee is not charged, but over time, as
1
'For more detailed analyses of high water marks and other incentive-fee arrangements in the
context. of dlelegated portfolio management, see Bllhattacharya anL( Pfleiderer (1985), Brown, Goetz-
anln. and ,iang (2002), Carpenter (2000), Carpenter. l)ybvig. anl Farnsworth (2001), Elton and
Cruber (2002). and Goetzmann. Ingersoll, and Ross (1997).
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the fund's cumulative performance rises "above water", the incentive fee is reinstated
and the net-of-fee returns is reduced accordingly.
Specifically, denote by Ft the incentive fee paid to the manager in period t and
for simplicity, set the benchmark to 0. Then:
Ft = Max[O, y(Xt_ + Rt) ] , > (18a)
Xt - Min[ 0, Xt- + Rt ] (18b)
where Xt is a state variable that is non-zero only when the manager is "under water",
in which case it measures the cumulative losses that must be recovered before an
incentive fee is paid. The net-of-fee returns R' are then given by:
R = R, - Ft = (1-y)Rt + y(Xt-Xt- 1) (19)
which is clearly serially correlated due to the presence of the lagged state variable
Xt-l11
Because the high-water mark variable Xt is a nonlinear recursive function of Xt-1_l
and Rt, its statistical properties are quite complex and difficult to derive in closed
form. Therefore, we perform a Monte Carlo simulation experiment in which we
simulate a time series of returns {Rt) of length T= 100,000 where Rt is given by (11),
compute the net-of-fee returns {R'}, and estimate the first-order autocorrelation
coefficient pl. We follow this procedure for each of the combinations of the following
parameter values:
12p = 5%,10%,15'%,...,50%
Vi2a = 10%,20%,...,50%
a = 20%.
"lThis is a simplified model of how a typical hedge fund's inceiltive fee is structured. In particular,
(18) ignores the fact that incentive fees are usually paid oil an annual or quarterly basis whereas
high-water marks are tracked on a monthly basis. Using the more realistic fee cycle did not have
significant impact on our sinlulation results. hence we use (18) for expositional simplicity. Also,
some funds do pay their employees and partners monthly incentive compensation, in which case (18)
is the exact specification of their fee structure.
7G6
Table 2.3 summarizes the results of the simulations which show that although incen-
tive fees with high-water marks do induce some serial correlation in net-of-fee returns,
they are generally quite small in absolute value. For example, the largest absolute
value of all the entries in Table 2.3 is only 4.4%. MIoreover, all of the averages are
negative, a result of the fact that all of the serial correlation in R' is due to the first
difference of Xt in (19). This implies that incentive fees with high-water marks are
even less likely to be able to explain the large positive serial correlation in historical
hedge-fund returns.
Table 2.3: First-order autocorrelation coefficients for Monte Carlo simulation of net-
of-fee returns under an incentive fee with a high-water mark. Each entry corresponds
to a separate and independent simulation of 100,000 observations of independently
and identically distributed Af(Iu, a2) returns Rt, from which a 20% incentive fee Ft -
Max[O, 0.2 x (Xtl + Rt)] is subtracted each period to yield net-of-fee returns R'
R - Ft. where Xt -= Min[0, Xt-1 + Rt] is a state variable that is non-zero only when
the fund is "under water", in which case it measures the cumulative losses that must
be recovered before an incentive fee is paid.
2.4 An Econometric Model of Smoothed Returns
Having shown in Section 2.3 that other possible sources of serial correlation in hedge-
fund retlrns are hard-pressed to yield empirically plausible levels of autocorrelation,
we now turn to the main focus of this study: illiquidity and smoothed returns. Al-
though illiquidity and smoothed returns are two distinct phenomena., it is important
to (:onsi.:ler thelll in tandlem because one facilitates the other --for actively tradled secu-
rities, both theorv and empirical evidence suggest that in the absence of transactiolns
costs anl (I:tller ma.rket frictions, returns are unlikely t.o be very smlooth.
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Pi 12p (%)
(%) 5 10 15 20 25 30 35 40 45 50
10 -1.4 -2.5 -3.2 -3.4 -3.4 -3.2 -2.9 -2.4 -2.0 -1.5
20 -1.6 -2.3 -2.9 -3.4 -3.8 -4.1 -4.3 -4.4 -4.4 -4.3
a x Vai (%) 30 -0.6 -1.1 -1.6 -2.1 -2.4 -2.8 -3.0 -3.3 -3.5 -3.6
40 -0.2 -0.7 -1.1 -1.4 -1.8 -2.1 -2.3 -2.6 -2.8 -3.0
50 0.0 -0.3 -0.6 -0.9 -1.2 -1.5 -1.7 -1.9 -2.1 -2.3
As we argued in Section 2.1, nonsynchronous trading is a plausible source of serial
correlation in hedge-fund returns. In contrast to the studies by Lo and MacKinlay
(1988, 1990) and Kadlec and Patterson (1999) in which they conclude that it is
difficult to generate serial correlations in weekly US equity portfolio returns much
greater than 10% to 15% through nonsynchronous trading effects alone, we argue
that in the context of hedge funds, significantly higher levels of serial correlation
can be explained by the combination of illiquidity and smoothed returns, of which
nonsynchronous trading is a special case. To see why, note that the empirical analysis
in the nonsynchronous-trading literature is devoted exclusively to exchange-traded
equity returns, not hedge-fund returns, hence their conclusions may not be relevant
in our context. For example, Lo and MacKinlay (1990) argue that securities would
have to go without trading for several days on average to induce serial correlations
of 30%, and they dismiss such nontrading intervals as unrealistic for most exchange-
traded US equity issues. However, such nontrading intervals are considerably more
realistic for the types of securities held by many hedge funds, e.g., emerging-market
debt, real estate, restricted securities, control positions in publicly traded companies,
asset-backed securities, and other exotic OTC derivatives. Therefore, nonsynchronous
trading of this magnitude is likely to be an explanation for the serial correlation
observed in hedge-fund returns.
But even when prices are synchronously measured-as they are for many funds
that mark their portfolios to market at the end of the month to strike a net-asset-
value at which investors can buy into or cash out of the fund-there are several other
channels by which illiquidity exposure can induce serial correlation in the reported
returns of hedge funds. Apart from the nonsynchronous-trading effect, naive methods
for determining the fair market value or "marks" for illiquid securities can yield
serially correlated returns. For example, one approach to valuing illiquid securities
is to extrapolate linearly from the most recent transaction price (which, in the case
of enlerging-mlarket debt, might be several months ago), which yields a price path
that is a straight line, or at best a series of straight lines. Returns computed from
such marks will be smoother, exhibiting lower volatility and higher serial correlation
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than true economic returns, i.e., returns computed from mark-to-market prices where
the market is sufficiently active to allow all available information to be impounded
in the price of the security. Of course, for securities that are more easily traded and
with deeper markets, mark-to-market prices are more readily available, extrapolated
marks are not necessary, and serial correlation is therefore less of an issue. But for
securities that are thinly traded, or not traded at all for extended periods of time,
marking them to market is often an expensive and time-consuming procedure that
cannot easily be performed frequently. Therefore, we argue in this paper that serial
correlation may serve as a proxy for a fund's liquidity exposure.
Even if a hedge-fund manager does not make use of any form of linear extrapola-
tion to mark the securities in his portfolio, he may still be subject to smoothed returns
if he obtains marks from broker-dealers that engage in such extrapolation. For ex-
ample, consider the case of a conscientious hedge-fund manager attempting to obtain
the most accurate mark for his portfolio at month end by getting bid/offer quotes
from three independent broker-dealers for every security in his portfolio, and then
marking each security at the average of the three quote midpoints. By averaging the
quote midpoints, the manager is inadvertently downward-biasing price volatility, and
if any of the broker-dealers employ linear extrapolation in formulating their quotes
(and many do, through sheer necessity because they have little else to go on for the
most illiquid securities), or if they fail to update their quotes because of light volume,
serial correlation will also be induced in reported returns.
Finally, a more prosaic channel by which serial correlation Inay arise in the re-
ported returns of hedge funds is through "performance smoothing", the unsavory
practice of reporting only part of the gains in months when a fund has positive re-
turns so a.s to partially offset potential future losses and thereby reduce volatility and
improve risk-adjusted performance measures such as the Sharpe ratio. For funds con-
tainilg liquid securities that can be easily marked to market, performance smoothing
is nmore difficult and, as a. result, less of a concern. Indeed, it is only for portfo-
lios of illiquid securities that managers and brokers have any discretion in marking
their positionls. Such practices are generally prohibited by various securities laws alnd
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accounting principles, and great care must be exercised in interpreting smoothed re-
turns as deliberate attempts to manipulate performance statistics. After all, as we
have discussed above, there are many other sources of serial correlation in the presence
of illiquidity, none of which is motivated by deceit. Nevertheless, managers do have
certain degrees of freedom in valuing illiquid securities-for example, discretionary
accruals for unregistered private placements and venture capital investments-and
Chandar and Bricker (2002) conclude that managers of certain closed-end mutual
funds do use accounting discretion to manage fund returns around a passive bench-
mark. Therefore, the possibility of deliberate performance smoothing in the less
regulated hedge-fund industry must be kept in mind in interpreting our empirical
analysis of smoothed returns.
To quantify the impact of all of these possible sources of serial correlation, denote
by Rt the true economic return of a hedge fund in period t, and let Rt satisfy the
following linear single-factor model:
Rt = /a + At + t , E[At]= E[E=t] , ° , , At - IID (20a)
Var[Rt]- a2 (20b)
True returns represent the flow of information that would determine the equilibrium
value of the fund's securities in a frictionless market. However, true economic returns
are not observed. Instead, Rt' denotes the reported or observed return in period t,
and let
Rt = o Rt + 01 Rt_l + + Ok Rt-k (21)
O E [0,1] , j=O ... ,k (22)
1 = 00 + 01 + + Ok (23)
which is a weighted average of the fund's true returns over the most recent k + 1
periods. including the current period.
This averaging process captures the essence of smoothed returns in several re-
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spects. From the perspective of illiquidity-driven smoothing, (21) is consistent with
several mnolels ill the nonsynchronous trading literature. For example, Cohen, \Ilier
et al. (1986, Chapter 6.1) propose a similar weighted-average model for observed re-
turns.' : Alternatively, (21) can be viewed as the outcome of marking portfolios to
simple linear extrapolations of acquisition prices when market prices are unavailable,
or "mark-to-nodel" returns where the pricing model is slowly varying through time.
And of course, (21) also captures the intentional smoothing of performance.
The constraint (23) that the weights sum to 1 implies that the information driving
the fund's performance in period t will eventually be fully reflected in observed re-
turns, but this process could take up to k+ 1 periods from the time the information
is generated.' 3 This is a sensible restriction in the current context of hedge funds
for several reasons. Even the most illiquid securities will trade eventually, and when
that occurs, all of the cumulative information affecting that security will be flly
impounded into its transaction price. Therefore the parameter k should be selected
to match the kind of illiquidity of the fund-a fund comprised mostly of exchange-
traded US equities would require a much lower value of k than a private equity fund.
Alternatively, in the case of intentional smoothing of performance, the necessity of
periodic external audits of fund performance imposes a finite limit on the extent to
which deliberate smoothing can persist.14
L2In particular. their specification for observed returns is:
N
'rt = Z(?j,t-l,lrj,t-j + Oj,t-l)
1=0
where rj .- i is the true but unobserved return for security j in period t-1, the coefficients {j.t-l.l }
are assumed to suni to 1, and Oj.t-i are random variables meant to capture "bid/ask b)ounce'.
The authors motivate their specification of nonsynchronous trading in the following way (p. 116):
"Alternatively stated. the Yj.t.O,'Yj.t,, Yj,t,N comprise a delay distri)bution that shows how the
true return generated in period t impacts on the returns actually observed during t and the next N
periods". In other words. the essential feature of nonsynchronous trading is the fact that information
generated at da.te t may not be fully impounded into prices until several periods later.
13In L and lacKinlav's (1990) model of nonsynchronous trading, they propose a stochastic
non-tradilg horizon so that observed returns are an infinite-order moving average of past true
returns. where the coefficients are stochastic. In that framework, the waiting time for information to
become ffll i)ollll((ed into future returns may be arbitrarily long (but with increasingly remote
prolbalility).
14In fat., if a finld allows investors to invest and withdraw capital only at pre-specified intervals.
imposing lock-lups) in between. and external audits are conducted at these same pre-specified intervals.
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2.4.1 Implications For Performance Statistics
Given the smoothing mechanism outlined above, we have the following implications
for the statistical properties of observed returns:
Proposition 1 Under (21)-(23), the statistical properties of observed returns are
characterized by:
E[Rt]
Var[R]
= p
= C2 < 0.2
(24)
(25)
E[R]
- .-[2 = c, SR > SR
E[R,]
Var[Rt]
_ Cov[Rt, At-m]
/om - Var[At-m] { cf, m /0
if O<m<k
if m > k
Cov[Rt, Rtm] ( j=0 jOj+m) 2
if 0 < m < k
if m > k
Corr[R', R_m] Cov[Rt, Rm]Var [ °]
j- j3 , +7,,
-7J =() .7
i0
if 0 < m <
if m > k
k
(29)
then it may be argued that performance smoothing is irrelevant. For example, no investor should
be disadvantaged by investing in a fund that offers annual liquidity and engages in annual external
audits with which the fund's net-asset-value is determined by a disinterested third party for purposes
of redemptions and new investments. However, there are at least two additional concerns that
remlain--historical track records are still affected by smoothed returnls. and estimates of a fund's
liquidity exposure are also affected---both of which are important factors in the typical hedge-fund
investor's overall investlllellt process. Moreover, given the apparently unscrupulous role that the
auditors at Arthur Andersen played in the Enron affair, there is the frther concern of whether
third-party auditors are truly objective and free of all conflicts of interest.
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SR° (26)
(27)
(28)
whhere:
c, _ 00 ±9 + 01 +  k (30)
C = 0 + 01 + .+ (31)
cs = l// 2 + 2+ (32)
C 3.m - (33)
Proposition 1 shows that smoothed returns of the form (21)-(23) do not affect the
expected value of R/ but reduce its variance, hence boosting the Sharpe ratio of
observed returns by a factor of cs. From (27), we see that smoothing also affects /3,
the contemporaneous market beta of observed returns, biasing it towards 0 or "market
neutrality", and induces correlation between current observed returns and lagged
market returns up to lag k. This provides a formal interpretation of the empirical
analysis of Asness, Krail, and Liew (2001) in which many hedge funds were found
to have significant lagged market exposure despite relatively low contemporaneous
market betas.
Smoothed returns also exhibit positive serial correlation up to order k according
to (29), and the magnitude of the effect is determined by the pattern of weights {j}.
If, for example, the weights are disproportionately centered on a small number of
lags, relatively little serial correlation will be induced. However, if the weights are
evenly dcistributed among many lags, this will result in higher serial correlation. A
useful summary statistic for measuring the concentration of weights is
k
2 - E< E [0,1] (34)
j=o
which is simply the denominator of (29). This measure is well known in the industrial
organization literature as the Herfindahl index, a measure of the concentration of firms
in a given industry where 0j represents the market share of firm j. Because Oi E [O, 1].
( is also confined to the unit interval. and is minimized when all the Oi's are identical
which illmplies a vahl.llle of 1/(A +1) for . and is maximized when one coefficient is 1
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and the rest are 0, in which case = 1. In the context of smoothed returns, a lower
value of implies more smoothing, and the upper bound of 1 implies no smoothing,
hence we shall refer to J as a "smoothing index".
In the special case of equal weights, j = 1/(k + 1) for j = 0,..., k, the serial
correlation of observed returns takes on a particularly simple form:
m
Corr[Rt',Rt-m] = 1 - k+ 1 < m k (35)
which declines linearly in the lag m. This can yield substantial correlations even when
k is small-for example, if k = 2 so that smoothing takes place only over a current
quarter (i.e. this month and the previous two months), the first-order autocorrelation
of monthly observed returns is 66.7%.
To develop a sense for just how much observed returns can differ from true returns
under the smoothed-return mechanism (21)-(23), denote by A(T) the difference be-
tween the cumulative observed and true returns over T holding periods, where we
assume that T > k:
A(T) - (R +R2+... + ) - (R1 +R2+.. +RT) (36)
k-1 j
= (R j - RT-j)(1 -Z i) (37)
j=o i=O
Then we have:
Proposition 2 Under (21)-(23) and for T > k,
E[A(T)] = 0 (38)
r( k-1 J 2
Var[A(T)] = 2a2 E I1- iz) = 2ua2 (39)
j=0 1=0
k-1 2
1- 0) < k (40)
Proposition 2 shows that the cumulative difference between observed and true returns
has 0 expected value. and its variance is bounded above by 2ka2.
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2.4.2 Examples of Smoothing Profiles
To develop further intuition for the impact of smoothed returns on observed returns.
we consider the following three specific sets of weights {0j} or "smoothing profiles" :15
= k + 1 (Straightline) (41)
k+l-j
i (k + 1)(k + 2)/2 (Sum-of-Years) (42)(k + )(k + 2)/2
s( -)i 1- )k +l ,6 E (0,1) (Geometric). (43)
The straightline profile weights each return equally. In contrast, the sum-of-years and
geometric profiles weight the current return the most heavily, and then has monoton-
ically declining weights for lagged returns, with the sum-of-years weights declining
linearly and the geometric weights declining more rapidly (see Figure 2-2).
80.0%-r 
70.0%
60.0%
50.0 
Weight 40.0%
30.0%/6
20.0%
10.0% -
0.0%
Straightline
umn-of-Years
ometric
10
Figure 2-2: Straightline, sum-of-years, and geometric smoothing profiles for k = 10.
More detailed information about the three smoothing profiles is contained in Table
'
1 Stuldents of accoullitinlg will recognlize these profiles as commonly used netho(ls for com pu ting
depreciation. The motivation for these depreciation schedules is not entirely without relevance ill
the smoothed-return context.
2.4. The first panel reports the smoothing coefficients {9j}, constants co.0, Ca, C8, (,
and the first three autocorrelations of observed returns for the straightline profile for
k = 0, 1,... 5. Consider the case where k=2. Despite the relatively short smoothing
period of three months, the effects are dramatic: smoothing reduces the market beta
by 67%, increases the Sharpe ratio by 73%, and induces first- and second-order serial
correlation of 67% and 33%, respectively, in observed returns. Moreover, the variance
of the cumulative discrepancy between observed and true returns, 2a2(, is only slightly
larger than the variance of monthly true returns a2, suggesting that it may be difficult
to detect this type of smoothed returns even over time.
As k increases, the effects become more pronounced-for k = 5, the market beta is
reduced by 83%, the Sharpe ratio is increased by 145%, and first three autocorrelation
coefficients are 83%, 67%, and 50%, respectively. However, in this extreme case, the
variance of the discrepancy between true and observed returns is approximately three
times the monthly variance of true returns, in which case it may be easier to identify
smoothing from realized returns.
The sum-of-years profile is similar to, although somewhat less extreme than, the
straightline profile for the same values of k because more weight is being placed on
the current return. For example, even in the extreme case of k = 5, the sum-of-years
profile reduces the market beta by 71%, increases the Sharpe ratio by 120%, induces
autocorrelations of 77%, 55%, and 35%, respectively, in the first three lags, and has
a discrepancy variance that is approximately 1.6 times the monthly variance of true
returns.
The last two panels of Table 2.4 contain results for the geometric smoothing profile
for two values of 6. 0.25 and 0.50. For = 0.25, the geometric profile places more
weight on the current return than the other two smoothing profiles for all values of
k, hence the effects tend to be less dramatic. Even in the extreme case of k = 5,
75% of current true returns are incorporated into observed returns, the market beta
is reduced by only 25%, the Sharpe ratio is increased by only 29%, the first three
autocorrelatiolls a.re 25/%r, 6%, and 1% respectively, and the discrepancy variance is
approxina.tely 1 3%. of the monthly variance of true returns. As 6 increases, less weight
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k 0 0 Oi 02 03 04 05 C P1 P2 P3 P4 P5 
(%) (%) (%) (%) (%) (%) C7 C C (%) (%) (%) (%) (%) (%)
Straightline Smoothing
0 100.0 - -
1 50.0 50.0
2 33.3 33.3 33.3
3 25.0 25.0 25.0
4 20.0 20.0 20.0
5 16.7 16.7 16.7
0 100.0 - -
1 66.7 33.3 -
2 50.0 33.3 16.7
3 40.0 30.0 20.0
4 33.3 26.7 20.0
5 28.6 23.8 19.0
0 100.0 -
1 80.0 20.0 --
2 76.2 19.0 4.8
3 75.3 18.8 4.7
4 75.1 18.8 4.7
5 75.0 18.8 4.7
0 100.0 - --
1 66.7 33.3 -
2 57.1 28.6 14.3
3 53.3 26.7 13.3
4 51.6 25.8 12.9
5 50.8 25.4 12.7
25.0
20.0
16.7
-- -- 1.00 1.00 1.00 0.0 0.0 0.0
0.50 0.71 1.41 50.0 0.0 0.0
...... 0.33 0.58 1.73 66.7 33.3 0.0
-- -- 0.25 0.50 2.00 75.0 50.0 25.0
20.0 - 0.20 0.45 2.24 80.0 60.0 40.0
16.7 16.7 0.17 0.41 2.45 83.3 66.7 50.0
Sum-of-Years Smoothing
-- - - 1.00 1.00 1.00 0.0 0.0 0.0
.--... - 0.67 0.75 1.34 40.0 0.0 0.0
......- - 0.50 0.62 1.60 57.1 21.4 0.0
10.0 - - 0.40 0.55 1.83 66.7 36.7 13.3
13.3 6.7 - 0.33 0.49 2.02 72.7 47.3 25.5
14.3 9.5 4.8 0.29 0.45 2.20 76.9 54.9 35.2
Geometric Smoothing ( = 0.25)
-- - - 1.00 1.00 1.00 0.0 0.0 0.0
-- - - 0.80 0.82 1.21 23.5 0.0 0.0
. .- 0.76 0.79 1.27 24.9 5.9 0.0
1.2 -- 0.75 0.78 1.29 25.0 6.2 1.5
1.2 0.3 - 0.75 0.78 1.29 25.0 6.2 1.6
1.2 0.3 0.1 0.75 0.77 1.29 25.0 6.2 1.6
Geometric Smoothing (6 = 0.50)
-- - - 1.00 1.00 1.00 0.0 0.0 0.0
-.- - - 0.67 0.75 1.34 40.0 0.0 0.0
-- .- 0.57 0.65 1.53 47.6 19.0 0.0
6.7 ---- - 0.53 0.61 1.63 49.4 23.5 9.4
6.5 3.2 - 0.52 0.60 1.68 49.9 24.6 11.7
6.3 3.2 1.6 0.51 0.59 1.71 50.0 24.9 12.3
0.0 0.0 --
0.0 0.0 25.0
0.0 0.0 55.6
0.0 0.0 87.5
20.0 0.0 120.0
33.3 16.7 152.8
0.0 0.0 -
0.0 0.0 11.1
0.0 0.0 27.8
0.0 0.0 46.0
9.1 0.0 64.9
18.7 6.6 84.1
0.0 0.0 -
0.0 0.0 4.0
0.0 0.0 5.9
0.0 0.0 6.5
0.4 0.0 6.6
0.4 0.1 6.7
0.0 0.0 -
0.0 0.0 11.1
0.0 0.0 20.4
0.0 0.0 26.2
4.7 0.0 29.6
5.9 2.3 31.4
Table 2.4: Implications of three different smoothing profiles for observed betas, stan-
dard deviations, Sharpe ratios, and serial correlation coefficients for a fund with IID
true returns. Straightline smoothing is given by Oj = 1/(k+1); sum-of-years smooth-
ing is given by Oj = (k + 1-j)/[(k + 1)(k +2)/2]; geometric smooothing is given by
Oj = J(1-)/(1- 6 k+ ). (c, (c,, and c, denote multipliers associated with the beta,
standard deviation, and Sharpe ratio of observed returns, respectively, p denotes
the j-th autocorrelation coefficient of observed returns, and ( is proportional to the
variance of the discrepancy between true and observed multi-period returns.
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is placed on the current observation and the effects on performance statistics become
more significant. When = 0.50 and k = 5, geometric smoothing reduces the market
beta by 49%, increases the Sharpe ratio by 71%, induces autocorrelations of 50%,
25%, and 12%., respectively, for the first three lags, and yields a discrepancy variance
that is approximately 63% of the monthly variance of true returns.
The three smoothing profiles have very different values for ( in (40):
k(2k + 1)(44)
6(k + 1)
k(3k2 + 6k + 1)
15(k + 1)(k + 2)
2 (_1 + k(2 + 26 + k(- - 26 + k(62 - 1))))(46)
(62 _ 1)(6k+l - 1)2
with the straightline and sum-of-years profiles implying variances for l(T) that grow
approximately linearly in k, and the geometric profile implying a variance for A(T)
that asymptotes to a finite limit (see Figure 2-3).
The results in Table 2.4 and Figure 2-3 show that a rich set of biases can be
generated by even simple smoothing profiles, and even the most casual empirical
observation suggests that smoothed returns may be an important source of serial
correlation in hedge-fund returns. To address this issue directly, we propose methods
for estimating the smoothing profile in Section 2.5 and apply these methods to the
data in Section 2.6.
2.5 Estimation of Smoothing Profiles and Sharpe
Ratios
Although the smoothing profiles described in Section 2.4.2 can all be easily estimated
from the sample moments of fund returns, e.g., means, variances, and autocorrela-
tions, we wish to be ale to estimate more general forms of smoothing. Therefore. in
this section we propose two estimation procedures-maximum likelihood and linear
regression----that place fewer restrictions on a fnd's smoothing profile than the three
- a
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Figure 2-3: Straightline, sum-of-years, and geometric smoothing profiles for k= 10.
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examples in Section 2.4.2. In Section 2.5.1 we review the steps for maximum likeli-
hood estimation of all MA(k) process, slightly modified to accommodate our context
and constraints, and in Section 2.5.2 we consider a simpler alternative based on linear
regression under the assumption that true returns are generated by the linear single-
factor model (20). We propose several specification checks to evaluate the robustness
of our smoothing model in Section 2.5.3, and in Section 2.5.4 we show how to adjust
Sharpe ratios to take smoothed returns into account.
2.5.1 Maximum Likelihood Estimation
Given the specification of the smoothing process in (21)-(23), we can estimate the
smoothing profile using maximum likelihood estimation in a fashion similar to the
estimation of standard moving-average time series models (see, for example, Brockwell
and Davis, 1991, Chapter 8). We begin by defining the de-meaned observed returns
process Xt:
Xt = R° -/ u (47)
and observing that (21)-(23) implies the following properties for Xt:
Xt = O0t + lt-1 + * + OkT7t-k (48)
1 = o0 + 01 + + k (49)
Tlr~~k - V ~(0, a~21) ~(50)
where, for purposes of estimation, we have added the parametric assumption (50)
that 7rk is normally distributed. From (48), it is apparent that Xt is a moving-average
process of order k, or an "MIA(k)". For a given set of observations X [ X1 XT ]',
the likelihood function is well known to be:
£(O, , ) = (2r)-T/2(det r)-/ 2 exI)(-_X'r-'X) r - E[XX'] (51)2  ),I
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where 0 [ o " Ok ]' anrid the covariance matrix r is a function of the parameters
0 and c,. It can be shown that for any constant .
((O, Oo,)) = L( ,,A, (52)
therefore, an additional identification condition is required. The most common iden-
tification condition imposed in the time-series literature is the normalization)0 1.
However, in our context, we impose the condition (49) that the MA coefficients sum
to 1-an economic restriction that smoothing takes place over only the most recent
k+1 periods-and this is sufficient to identify the parameters 0 and ca. The likelihood
function (51) may be then evaluated and maximized via the "innovations algorithm"
of Brockwell and Davis (1991, Chapter 8.3),16 and the properties of the estimator are
given by:
Proposition 3 Under the specification (48)-(50), Xt is invertible on the set { 0
0o + 1 -- 2 = 1, 1 < 1/2, 1 < 1 - 22 }, and the maximum likelihood estimator 6
satisfies the following properties:
16Specifically, let X = [ l XT ]' where X1 = 0 and ,j = E[XjlX1,...,Xj-1], j > 2. Let
rt = E[(Xt+l -Xt+l)2]/2. Brockwell and Davis (1991) show that (51) can be rewritten as:
/ (0, 2) = (27ra2)-T/2(Tro.. 'rT-1 /2 exp - 2E(Xt -Xt)2/rt-] (53)
where the one-step-ahead predictors Xt and their normalized mean-squared errors rt-1, t = 1,..., T
are calculated recursively according to the formulas given in Brockwell and Davis (1991, Proposition
5.2.2). Taking the derivative of (53) with respect to ao, we see that the maximum likelihood estimator
^r2 is given by:
^2 = S(O) = T-1 (X t Xt) 2/rt_l (54)
t=1
hence we can "concentrate" the likelihood function by substituting (54) into (53) to obtain:
T
Co() = logS(O) + T-1 Elogrt_l (55)
t=l
which can be minimized in 0 subject to the constraint ('19) using standard numerical optimization
packages (we use Mla.tlab's Optimization 'Ioolbox in our empirical analysis). Maximum likelihood
estimates obtained in this fashion need not yield an invertible i\IA(k) process, but it is well known
tha.t any non-invertil)le process can always be transformed into an invertible one simply by adjusting
the parameters o-2 and 0. To address this identification rol)lem. we impose the additional restriction
that the estimated MIA(k) process )e invertible.
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1 = O + 01 + 02 (56)
02 02( [ i 2 0 ) O2 j  (57)
-(-1 01)(-1 + 201)(- + 01 + 202) -V02(-1 + 201)(-1 + 01 + 202)
-02(-1 + 201)(-1 + 01 + 202) (-1 + 01 - 2(-1 + 02)02)(-1 + 01 + 202)
(58)
By applying the above procedure to observed de-meaned returns, we may obtain
estimates of the smoothing profile 6 for each fund.17 Because of the scaling property
(52) of the MA(k) likelihood function, a simple procedure for obtaining estimates
of our smoothing model with the normalization (49) is to transform estimates (0, )
from standard MA(k) estimation packages such as SAS or RATS by dividing each
0i by 1+01 + .. + Sk and multiplying 6 by the same factor. The likelihood function
remains unchanged but the transformed smoothing coefficients will now satisfy (49).
2.5.2 Linear Regression Analysis
Although we proposed a linear single-factor model (20) in Section 2.4 for true returns
so as to derive the implications of smoothed returns for the market beta of observed
returns, the maximum likelihood procedure outlined in Section 2.5.1 is designed to
estimate the more general specification of IID Gaussian returns, regardless of any
factor structure. However, if we are willing to impose (20), a simpler method for
estimating the smoothing profile is available. By substituting (20) into (21), we can
re-express observed returns as:
Rt = + f3(OoAt + 01A1,_ + ... + OkAt-k) + Ut (59)
t = Ooet + let-1l + ' + kEt-k (60)
17Recall from Proposition 1 that the smoothing process (21)-(23) does not affect the expected
return, i.e., the sample lean of observed returlns is a consistent estimator of the true expected
return. Therefore, we may use R - t in place of Xt in the estimation process without altering any
of the asymptotic properties of the maximull likelihood estimator.
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Suppose we estimate the following linear regression of observed returns on contem-
poraneous and lagged market returns:
R = , + oAt +7Aylt_ + + 'ykAt-k + Ut (61)
as in Asness, Krail and Liew (2001). Using the normalization (23) from our smoothing
model, we can obtain estimators for B and {0j} readily:
,/ = o + 1 + ''' k , j = j/. (62)
Moreover, a specification check for (59)-(60) can be performed by testing the following
set of equalities:
Yo 71 = k. (63)
0 01 Ok
Because of serial correlation in ut, ordinary least squares estimates (62) will not
be efficient and the usual standard errors are incorrect, but the estimates are still
consistent and may be a useful first approximation for identifying smoothing in hedge-
fund returns.18
There is yet another variation of the linear single-factor model that may help to
disentangle the effects of illiquidity from return smoothing.l9 Suppose that a fund's
true economic returns Rt satisfies:
Rt = m + 3At + Et ,Et IID(0, a2) (64)
but instead of assuming that the common factor At is IID as in (20), let At be serially
correlated. While this alternative may seem to be a minor variation of the smoothing
model (21)-(23), the difference in interpretation is significant. A serially correlated
At captures the fact that a fulnd's returns may be autocorrelated because of an illiquid
common factor, even in the absence of anlly slnoothing process such as (21)-(23). Of
8To obtain efficient estilnates of the smoothing coeffi('ients. a l)rocedure like the inaximunm like-
lihood estimator of Section 2.5.1 mllust b)e used.
lWe thank the referee for encoraging us to explore this alternative.
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course, this still begs the question of what the ultimate source of serial correlation in
the common factor might be, but by combining (64) with the smoothing process (21)-.
(23), it may be possible to distinguish between "systematic" versus "idiosyncratic"
smoothing, the former attributable to the asset class and the latter resulting from
fund-specific characteristics.
To see why the combination of (64) and (21)-(23) may have different implications
for observed returns, suppose for the moment that there is no smoothing, i.e., 00 = 1
and Ok = 0 for k > 0 in (21)-(23). Then observed returns are simply given by:
R = + A + et , et -IID(O, o2) (65)
where R[' is now serially correlated solely through At. This specification implies that
the ratios of observed-return autocovariances will be identical across all funds with
the same common factor:
Cov[R, Rtk] _ Cov[At, Atk] _ Cov[At, At-k]
Cov[R, R_,] Cov[At, At,_,] Cov[At, At-,]
Moreover, (64) implies that in the regression equation (61), the coefficients of the
lagged factor returns are zero and the error term is not serially correlated.
More generally, consider the combination of a serially correlated common factor
(64) and smoothed returns (21)-(23). This more general econometric model of ob-
served returns implies that the appropriate specification of the regression equation
is:
Rt = + yoAt + lAt- + "- + ykAt-k + Ut (67)
Ut = OOEt + lEt-l + + Oket-k , t IID(0, o2) (68)
1 = 00 + 01 + + Ok. (69)
To the extent that serial correlation in R' can be explained mainly by the common
factor, the lagged coefficient estimates of (67) will be statistically insignificant, the
residuals will be serially uincorrelated. and the ratios of autocovariance coefficients
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will be roughly constant across funds with the same common factor. To the extent
that the smoothing process (21)-(23) is responsible for serial correlation in Rt, the
lagged coefficient estimates of (67) will be significanlt, the residuals will be serially
correlated, and the ratios ~j/Oj will be roughly the same for all j > 0 and will be a
consistent estimate of the factor loading or beta of the fund's true economic returns
with respect to the factor At.
Perhaps the most difficult challenge in estimating (67)-(69) is to correctly iden-
tify the common factor At. Unlike a simple market-model regression that is meant
to estimate the sensitivity of a fund's returns to a broad-based market index, the
ability to distinguish between the effects of systematic illiquidity and idiosyncratic
return smoothing via (67) relies heavily on the correct specification of the common
factor. Using a common factor in (67) that is highly serially correlated but not ex-
actly the right factor for a given fund may yield misleading estimates for the degree
of smoothing in that fund's observed returns. Therefore, the common factor At must
be selected or constructed carefully to match the specific risk exposures of the fund,
and the parameter estimates of (67) must be interpreted cautiously and with several
specific alternative hypotheses at hand. In Section 2.6.4, we provide an empirical ex-
ample that highlights the pitfalls and opportunities of the common factor specification
(67)-(69).
2.5.3 Specification Checks
Although the maximum likelihood estimator proposed in Section 2.5.1 has some at-
tractive properties-it is consistent and asymptotically efficient under certain regu-
larity conditions-it may not perform well in small samples or when the underlying
distribution of true returns is not normal as hypothesized.20 Moreover, even if nor-
mality is satisfied and a sufficient sample size is available, our proposed smoothing
odel (21)-(23) may simply not apply to some of the filnds in our sample. There-
"2There is substantial evidence that financial asset returns are not normally distributed, but
claracterizedl by skewness, leptokurtosis, an(l other noll-gaussian properties (see. for example, Lo
andl( MacKinlay, 1999). Given the dynamic nalture of hedge-find strategies. it would )e even less
plausible for their returns to e normally distribulltel.
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fore, it is important to have certain specification checks in mind when interpreting
the empirical results.
The most obvious specification check is whether or not the maximum likelihood
estimation procedure, which involves numerical optimization, converges. If not, this
is one sign that our model is misspecified, either because of non-normality or because
the smoothing process is inappropriate.
A second specification check is whether or not the estimated smoothing coefficients
are all positive in sign (we do not impose non-negative restrictions in our estimation
procedure, despite the fact that the specification does assume non-negativity). Esti-
mated coefficients that are negative and significant may be a sign that the constraint
(49) is violated, which suggests that a somewhat different smoothing model may
apply.
A third specification check is to compare the smoothing-parameter estimates from
the maximum likelihood approach of Section 2.5.1 with the linear regression approach
of Section 2.5.2. If the linear single-factor model (20) holds, the two sets of smoothing-
parameter estimates should be close. Of course, omitted factors could be a source
of discrepancies between the two sets of estimates, so this specification check must
be interpreted cautiously and with some auxiliary information about the economic
motivation for the common factor At.
Finally, a more direct approach to testing the specification of (21)-(23) is to impose
a different identification condition than (49). Suppose that the standard deviation a7
of true returns was observable; then the smoothing parameters 8 are identified, and a
simple check of the specification (21)-(23) is to see whether the estimated parameters
8 sum to 1. Of course, ate is not observable, but if we had an alternative estimator &7
for o,,. we can achieve identification of the MA(k) process by imposing the restriction:
a'l = a, (70)
instead of (49). If, under this normalization, the smoothing parameter estimates are
significantly different, this may be a sign of nisspecification.
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The efficacy of this specification check depends on the quality of &a. We propose
to construct such an estimator by exploiting the fact that the discrepancy between
observed and true returns becomes "small" for multiperiod returns as the number of
periods grows. Specifically, recall from (37) that:
k-1 j
(R1 + R+ +- _ R) = (R1 + R2+ + RT) + Z(R j - RT_j)(1 - 1)
j=0 i=O
R = ia E -E Oi I - 2 i (72)
t=l j=0 i=0 i=0
and under the specification (21)-(23), it is easy to show that the second term on the
right sidle of (72) vanishes as T increases without bound, hence:
lim1 Va' a 2 (73)
T-oo T r t 7
To estimate this normalized variance of multiperiod observed returns, we can apply
Newey and West's (1987) estimator:
-2 T 1 2 m () ((R -2o ) (ROj - (74)
1 j=1 \t=j+l
where f is the sample mean of {R'} and m is a truncation lag that must increase
with T but at a slower rate to ensure consistency and asymptotic normality of the
estimator. By imposing the identification restriction
=% -77 (75)
in estilmating the smoothing profile of observed returns, we obtain another estimator
of 0 which can be compared against the first. As in the case of the normalization
(4!)). tHll alternate normalization (75) can be iml)osed by rescaling estimates (0, )
fromn stalilard MA(k) estimation packages. in this case by dividing each Oj by &i/
and mmnltuiplying 6rby the same factor.
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2.5.4 Smoothing-Adjusted Sharpe Ratios
One of the main implications of smoothed returns is that Sharpe ratios are biased
upward, in some cases substantially (see Proposition 1).21 The mechanism by which
this bias occurs is through the reduction in volatility because of the smoothing, but
there is an additional bias that occurs when monthly Sharpe ratios are annualized by
multiplying by vf/. If monthly returns are independently and identically distributed,
this is the correct procedure, but Lo (2002) shows that for non-IID returns, an alter-
native procedure must be used, one that accounts for serial correlation in returns in
a very specific manner.22 Specifically, denote by Rt(q) the following q-period return:
Rt(q) - Rt + Rt_1 + + Rt+q+l (76)
where we ignore the effects of compounding for computational convenience.23 For IID
returns, the variance of Rt(q) is directly proportional to q, hence the Sharpe ratio
satisfies the simple relation:
SR(q) = E[Rt(q)] - Rf(q) = q( - Rf) - SR. (77)SR() - V/Var[Rta (77q)
2 1There are a number of other concerns regarding the use and interpretation of Sharpe ratios
in the context of hedge funds. See Agarwal and Naik (2000a, 2002), Goetzmann et al. (2002), Lo
(2001), Sharpe (1994), Spurgin (2001), and Weisman (2002) for examples where Sharpe ratios can
be misleading indicators of the true risk-adjusted performance of hedge-fund strategies, and for
alternate methods of constructing optimal portfolios of hedge funds.
22See also Jobson and Korkie (1981), who were perhaps the first to derive rigorous statistical
properties of performance measures such as the Sharpe ratio and the Treynor measure.
2 3The exact expression is, of course:
q1-1
Rt(q) I (1 +Rt_) - i.
j=i
For most (but not all) applications, (76) is all excellent. approximltioii. Alternatively, if Rt is defined
to be the continuously compounded return, i.e., R =- log(Pt/Pt.--) where Pt is the price or net asset
value at. time t. then (76) is exact.
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Using Hansen's (1982) GMM estimator, Lo (2002) derives the asymptotic distribution
of SR(q) as:
a (1VT (SR(q)- qSR) 0, (q) , V.D(q) qViD = q(l+ 2SR ) . (78)
For non-IID returns, the relation between SR and SR(q) is somewhat more in-
volved because the variance of Rt(q) is not just the sum of the variances of component
returns, but also includes all the covariances. Specifically, under the assumption that
returns {Rt} are stationary,
q-1 q-1 q-1
Var[Rt(q)] = EY Cov[Rt_i,Rt_j] = qu2 + 2 2 (q-k)pk (79)
i=o j=o k=l
where Pk _ Cov[Rt, Rt_k]/Var[Rt]. This yields the following relation between SR and
SR(q):
SR(q) = /(q) SR , (q) q (80)
q + 2 E _1(q-k)pk
Note that (80) reduces to (77) if the autocorrelations {pk} are zero, as in the case of
IID returns. However, for non-IID returns, the adjustment factor for time-aggregated
Sharpe ratios is generally not /F but a function of the first q- 1 autocorrelations
of returns, which is readily estimated from the sample autocorrelations of returns,
hence:
qSR(q) = (q) SR , (q) - (81)
q + 2 Eq-(q-k))k
where Pk is the sample k-th order autocorrelation coefficient.
Lo (2002) also derives the asymptotic distribution of (81) under fairly general
assumptions for the returns process (stationarity and ergodicity) using generalized
mnethod of molllents. However, in the context of hedge-fund returIns, the usual as-
yllltotic approxilnlations mlay not be satisfactory because of te slllall sample sizes
tllhat cllaracterize hedge-fund data--a five-year track record. which amounts to only
6() imolltlllv oblservations, is considered quite a. lollg history il this fast-paced ind(llstry.
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Therefore, we derive an alternate asymptotic distribution using the continuous-record
asymptotics of Richardson and Stock (1989). Specifically, as the sample size T in-
creases without bound, let q grow as well so that the ratio converges to some finite
limit between 0 and 1:
lim q/T = r E (0,1). (82)
q,T-*oc
This condition is meant to provide an asymptotic approximation that may be more
accurate for small-sample situations, i.e., situations where q is a significant fraction
of T. For example, in the case of a fund with a five-year track record, computing an
annual Sharpe ratio with monthly data corresponds to a value of 0.20 for the ratio
q/T.
Now as q increases without bound, SR(q) also tends to infinity, hence we must
renormalize it to obtain a well-defined asymptotic sampling theory. In particular,
observe that:
SR(q) E[Rt(q)]- Rf(q) q(- Rf) (83)
/Var Rt (q)] V/Var[Rt(q)]
SR(q)/vfi = - Rf (84)
Var[Rt (q)] /q
lim SR(q)// = - R (85)
q--oo O
where f can be viewed as a kind of long-run average return standard deviation, which
is generally not identical to the unconditional standard deviation a of monthly returns
except in the IID case. To estimate F, we can either follow Lo (2002) and use sample
autocorrelations as in (81), or estimate a directly accordingly to Newey and West
(1987):
N T 2Rtm TT 
I j=. t= j+
where fi is the sample mean of Rt}. For this estimator of . we have the following
asymptotic result:
10(
^2Proposition 4 As m and T increase without bound so that mtlT - A E (0, 1). NW
converyes weakly to the following functional f(W) of standard Brownian motion on
[0, 1]: 2 4
f(WTV) 2j2 (/W(r) [W(r) -W(min(r + A, 1))]dr -
W(1) j(A - r)(W(1 - r) - W(r))dr + W2(i)) (87)
From (87), a straightforward computation yields the following expectations:
^1:. 2 1A2E[w] = 1 - -+ E[1/Nw] (88)3 1- +A 2/3
hence we propose the following bias-corrected estimator for the Sharpe ratio for small
samples:
SR(q) = ) /2 (89)
-NW 1+A
and its asymptotic distribution is given by the following proposition:
Proposition 5 As m, q, and T increase without bound so that rm/T - A E (0, 1) and
q/T - ' E (0, 1), the Sharpe ratio estimator SR(q) converges weakly to the following
random variable:
SR/' (SR(q) W(1) 1-A + A3/2(90)
\q ktf(W) f(W) J 1+A
where f(W) is given by (87), SR(q) is given by (83) and W(.) is standard Brownian
motion defined on [0, 1].
Monte Carlo simulations show that the second term of (90) does not account for much
bias whenl T E (0, 1 and that (90) is an excellent approximation to the small-sample
distributions of Sharpe ratios for non-IID returns.2 5
24Se, E Billingsle (1968) for the definlition of weak convergence and related results.
'
5X\e hav.e tabulated the percentiles of the distribution of (90) l)y \lollte ('arlo siuilatio f)or an
extensive columbination of values of q. r, and A and would e happy to provide theml to interested
readers lpon reqluest.
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2.6 Empirical Analysis
For our empirical analysis, we use the TASS database of hedge funds which consists of
monthly returns and accompanying information for 2,439 hedge funds (as of January
2001) from November 1977 to January 2001.26 The database is divided into two
parts: "Live" and "Graveyard" funds. Hedge funds that belong to the Live database
are considered to be active as of January 1, 2001; once a hedge fund decides not
to report its performance, is liquidated, restructured, or merged with other hedge
funds, the fund is transferred into the Graveyard database. A hedge fund can only
be listed in the Graveyard database after being listed in the Live database, but the
TASS database is subject to backfill bias-when a fund decides to be included in
the database, TASS adds the fund to the Live database and includes available prior
performance of the fund (hedge funds do not need to meet any specific requirements
to be included in the TASS database). Due to reporting delays and time lags in
contacting hedge funds, some Graveyard funds can be incorrectly listed in the Live
database for a period of time. However, TASS has adopted a policy of transferring
funds from the Live to the Graveyard database if they do not report over a 6-8 month
period.
As of January 1, 2001, the combined data set of both live and dead hedge funds
contained 2,439 funds with at least one monthly net return observation. Out of these
2,439 funds, 1,512 are in the Live database and 927 are in the Graveyard database.
The earliest data available for a fund in either database is November 1, 1977. The
Graveyard database became active only in 1994, i.e., funds that were dropped from
the Live database prior to 1994 are not included in the Graveyard database, which
may yield a certain degree of survivorship bias.27
A majority of the 2,439 funds reported returns net of various fees on a monthly
2f6For frther information about the database and TASS, see http://www.tassresearch.com.
27 For studies attempting to quantify the degree and impact of survivorship bias. see Baquero,
tiorst. a. nd Verbeek (2002), Brown, Goetzmann, Ibbotson, and Ross (1992), Brown. Goetzniann,
and II lotson (1999), Brown, Goetzlnann, and Park (1997). Carpenter and LJynch (1999), Fung and
Hsieh (1997)7. 2000), Horst. Nijman, T. and NI. Verbeek (2001), Hendricks, Patel, and Zeckhauser
(1997). a.nd Schnllleeweis and Spurgin (1996).
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basis.28 Xie eliminated 30 funds that reported only gross returns and/or quarterly
returns (15 from each of the Live and Graveyard databases respectively). leaving
2.409 flunds ill our sample. WVe imposed an additional filter of including only those
funds with at least five years of data, leaving 651 funds in the Live database and 258
in the Graveyard database for a combined total of 909 funds. This obviously creates
additional survivorship bias in our sample, but since our main objective is to estimate
smoothing profiles and not to make inferences about overall performance, our filter
may not be as problematic.2 9
TASS also attempts to classify funds according to one of 17 different investment
styles, listed in Table 2.5 and described in Appendix 2.8.4; funds that TASS are not
able to categorize are assigned a category code of '0'.3° Table 2.5 also reports the
number of funds in each category for the Live, Graveyard, and Combined databases,
and it is apparent from these figures that the representation of investment styles is not
evenly distributed, but is concentrated among six categories: US Equity Hedge (162),
Event Driven (109), Non-Directional/Relative Value (85), Pure Managed Futures
(93), Pure Emerging Market (72), and Fund of Funds (132). Together, these six
categories account for 72% of the funds in the Combined database.
To develop a sense of the dynamics of the TASS database and the impact of our
minimum return-history filter, in Table 2.6 we report annual frequency counts of the
funds in the database at the start of each year, funds entering during the year, funds
exiting rluring the year, and funds entering and exiting within the year. The left panel
contains counts for the entire TASS database, and the right panel contains counts for
our sample of 909 funds with at least five years of returns. The left panel shows that
despite the start date of November 1977, the database is relatively sparsely populated
28TASS defines returns as the change in net asset value during the month (assuming the reinvest-
inent of any distributions on the reinvestment date used by the fund) divided )by the net asset value
at the eginning of the month, net of management fees, incentive fees, and other fund expenses.
TI'herefore. these rep)orted returns should approximate the returns realized by investors. TASS also
converts 11l foreigil-(c'llrre((' denominated returns to US-dollar returnls sinlg t he appropriate ex-
change rates.
"')See t le referei('es ill footnote 27.
:I)A lhedlge finld can have at most 2 different categories (CAT1 and C'A'T2) in the TASS dactabase.
For all hedlge flllfts i tle 'ASS database, the second category (CAT2) is alwvays 17. 'Fund of Funds'.
103
Number of Funds In:
Code Category
Combined Live Graveyard
0 Not Categorized 111 44 67
1 US Equity Hedge 162 139 23
2 European Equity Hedge 22 19 3
3 Asian Equity Hedge 5 5 0
4 Global Equity Hedge 27 24 3
5 Dedicated Shortseller 7 6 1
6 Fixed-Income Directional 13 12 1
7 Convertible Fund (Long Only) 15 12 3
8 Event Driven 109 97 12
9 Non-Directional/Relative Value 85 63 22
10 Global Macro 25 15 10
11 Global Opportunity 1 1 0
12 Natural Resources 3 1 2
13 Pure Leveraged Currency 26 15 11
14 Pure Managed Futures 93 28 65
15 Pure Emerging Market 72 54 18
16 Pure Property 1 1 0
17 Fund of Funds 132 115 17
All 909 651 258
Table 2.5: Number of funds in the TASS Hedge Fund Live and Graveyard databases
with at least five years of returns history during the period from November 1977 to
January 2001.
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until the 1990's, with the largest increase in new funds in 1998 and, in the aftermath
of the collapse of LTCM\l. the largest number of funds exiting the database in 1999
and 2000. The right panel of Table 2.6 illustrates the impact of our five-year filter -----
the number of funds is considerably smaller, and although the impact of survivorship
bias can be ameliorated by the use of Live and Graveyard funds, our sample of 909
funds will not include any of the funds started in 1997 and later which is a substantial
proportion of the TASS database.
The attrition rates reported in Table 2.6 are defined as the ratio of funds exiting
in a given year to the number of existing funds at the start of the year. TASS
began tracking the exits of funds starting only in 1994 hence attrition rates could
not be computed in prior years. For the unfiltered sample of all funds, the average
attrition rate from 1994-1999 is 9.11%, which is very similar to the 8.54% attrition
rate obtained by Liang (2001) for the same period. As observed above, the attrition
rate skyrocketed in 2000 in the wake of LTCM's demise. In the right panel of Table
2.6, we see smaller attrition rates-the average over the 1994-1999 period is only
3.81%---because of our five-year minimum return history filter; since many hedge
funds fail in their first three years, our filtered sample is likely to have a much lower
attrition rate by construction.
Figure 2-4 contains a visual depiction of the variation in sample sizes of our 909
funds. The start and end dates of the return history for each fund are connected
by a vertical line and plotted in Figure 2-4 according to the primary category of the
fund-Categories 0--7 in the top panel and Categories 8-17 in the bottom panel. It
is apparent from the increasing density of the graphs as we move from the bottom to
the top that the majority of funds in our sample are relatively new.
In Section 2.6.1 we present summary statistics for the sample of hedge fundls
included in our analysis. We implement the smoothing profile estimation procedures
outlined in Section 2.5 for each of the funds, and in Section 2.6.2 we summarize the
results of the llmaximmllllllll likelihood and linear regression estimation procedures for the
entire sample of funds andl for each style category. Section 2.6.3 reports the results
of cross--sectional regressions of the estinmatecd smoothing coefficients. and in Section
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2.6.4 we consider idiosyncratic and systematic effects of illiquidity and smoothing by
estimating a linear factor model with smoothing for all funds in one particular style
category using a. common factor appropriate for that style. And in Section 2.6.5 we
summarize the properties of smoothing-adjusted Sharpe ratios for all the funds in our
sample and compare them to their unadjusted counterparts.
2.6.1 Summary Statistics
Table 2.7 contains basic summary statistics for the 909 funds in our combined extract
from the TASS Live and Graveyard databases. Not surprisingly, there is a great deal
of variation in mean returns and volatilities both across and within categories. For
example, the 162 US Equity Hedge funds in our sample exhibited a mean return of
22.53%, but with a standard deviation of 10.80% in the cross section, and a mean
volatility of 21.69% with a cross-sectional standard deviation of 11.63%. Average
serial correlations also vary considerably across categories, but five categories stand
out as having the highest averages:31 Fixed Income Directional (21.6%), Convertible
Fund (Long Only) (22.5%), Event Driven (20.8%), Non-Directional/Relative Value
(18.2%), and Pure Emerging Market (18.8%). Given the descriptions of these cate-
gories provided by TASS (see Appendix 2.8.4) and common wisdom about the nature
of the strategies involved-these categories include some of the most illiquid securities
traded---serial correlation seems to be a reasonable proxy for illiquidity and smoothed
returns. Alternatively, equities and futures are among the most liquid securities in
which hedge funds invest, and not surprising, the average first-order serial correlation
for US Equity Hedge fiunds and Pure Managed Futures is 7.8% and -0.1%, respec-
tively. In fact, all of the equity funds have average serial correlations that are much
smaller than those of the top five categories. Dedicated Shortseller funds also have
a low average first-order autocorrelation, 4.4%, which is consistent with the high de-
gree of liquidity that often characterize shortsellers (since, by (lefinition, the ability
31At 23.1(%/ and -23.1%. respectively. Global Opportunity and Pure Property have higher first-
order autocorrelation coefficients in absolute value than the other categories. but since these two
categories contain only a single fund each, we set them aside in our discussions.
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Figure 2-4: Length of return histories, depicted by vertical solid lines, for all funds in
the TASS Hedge Fund database with at least five years of returns during the period
from November 1977 to Ja.nuary 2001, ordered by categories 0 to 7 in the top panel
and categories 8 to 17 in the bottom panel. Each fund is represented by a single solid
vertical line that spans the start and end dates of the fund's return history.
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to short a security implies a certain degree of liquidity).
These summary statistics suggest that illiquidity and smoothed returns may be
important attributes for hedge-fund returns which can be captured to some degree
bv serial correlation and our time-series model of smoothing.
2.6.2 Smoothing Profile Estimates
Using the methods outlined in Section 2.5, we estimate the smoothing model (21)-(23)
and summarize the results in Tables 2.8-2.9. Our maximum likelihood procedure-
programmed in Matlab using the Optimization Toolbox and replicated in Stata using
its MA(k) estimation routine-converged without difficulty for all but one of the 909
funds:32 fund 1055, a Global Macro fund with returns from June 1994 to January
2001 for which the maximum likelihood estimation procedure yielded the following
parameter estimates:
S0 = 490.47 , 01 = -352.63 , 02 = -136.83
which suggests that our MA(2) model is severely misspecified for this fund. Therefore,
we drop this fund from our sample and for the remainder of our analysis, we focus
on the smoothing profile estimates for the remaining 908 funds in our sample.33
Table 2.8 contains summary statistics for maximum likelihood estimate of the
smoothing parameters (00, 01, 02) and smoothing index , Table 2.12 reports compa-
rable statistics for the regression estimates of the smoothing parameters under the
assumption of a linear one-factor model for true returns, and Table 2.9 presents the
32 VWe also constrain our maximum likelihood estimators to yield invertible MA(2) processes, and
this constraint was binding for only two funds: 1711 and 4298.
13Tlhe apparent source of the problem in this case is two consecutive outliers, 39.4% in December
1999 followed by -27.6% in January 2000 (these are monthly returns, not annualized). The effect
of two outliers on the parameter estimates of the IA(2) model (21)-(23) is to pull the values of the
coefficients in opposite directions so as to fit the extreme reversals. We contacted TASS to investigate
these outliers and were informed that they were data errors. We also checked the remaining 908
filnids in our sample for similar outliers. i.e.. consecultive extreme returns of opposite sign, and found
none. We also computed the maximum and mnillllllll inonthlv returns for each fund in our sample,
r;anked te 908 fulnds according to these maxima an( miniailll. and checked the parameter estimates
of the top and bottom 10 funds, and none exhibitedl the extreme behavior of fund 1055's parameter
e'st.imates.
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maximum likelihood estimates of the smoothing model for the 50 most illiquid funds
of the 908 funds, as ranked by (.
The! left panel of Table 2.8 reports summary statistics for the maximum likelihood
estimates under the normalization (49) where the smoothing coefficients sum to 1,
and the right panel reports the same statistics for the maximum likelihood estimates
under the normalization (75) where the variance a2 is set equal to the nonparametric
estimate a2 given by (74). A comparison of the right and left panels reveals roughly
similar characteristics, indicating the general equivalence of these two normalization
methods and the fact that the smoothing model (21)-(23) may be a reasonable spec-
ification for hedge-fund returns. 34
Table 2.8 shows that seven categories seem to exhibit smaller average values of
00 than the rest-European Equity Hedge (0.82), Fixed-Income Directional (0.76),
Convertible Fund (Long Only) (0.84), Event Driven (0.81), Non-Directional/Relative
Value (0.82), Pure Emerging Market (0.83), and Fund of Funds (0.85).35 Consider,
in particular, the Fixed-Income Directional category, which has a mean of 0.76 for
80. This is, of course, the average across all 13 funds in this category, but if it were
the point estimate of a given fund, it would imply that only 76% of that fund's true
current monthly return would be reported, with the remaining 24% distributed over
the next two months (recall the constraint that 0 + 1 + 02 = 1). The estimates 0.15
and 0.08 for b1 and 2 imply that on average, the current reported return also includes
15% of last month's true return and 8% of the true return two months ago.36 These
averages suggest a significant amount of smoothing and illiquidity in this category,
and are approximated by the geometric smoothing model of Section 2.4.2 with a = 0.25
(see Table 2.4). Recall from Table 2.4 that in this case, with k = 2, the impact of
geometric smoothing was a 24% decrease in the market beta and a 27% increase in
34However, Table 2.8 contains only summary statistics, not the maximum likelihood estimators of
individual funds, hence differences in the two normalizations for given funds may not be apparent
from this table. In particular. side-l)y-side comparisons of maximum likelihood estimates for an
individual fund ulnder these two normalizations illay still be a useful specification check despite tile
broad similarities that these two ap)proaclhes seem to exhil)it ill Table 2.8.
3 XVe omnit the Global Opportunlity category froiii our discussiolls because it consists of only a
single fund.
3 6The averages (do not siun to 1 exactly b)ecaluse of rounding errors.
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the Sharpe ratio of observed returns. Overall, the sunrlary statistics in Table 2.8
are broadly consistent with common intuition about the nature of the strategies and
securities involved in these fund categories, which contain the most illiquid securities
and. therefore, have the most potential for smoothed returns.
Code Category Period T Status 6O SE(fHt) ei SE(61) 62 SE(A2) E
1201 Non-Dircctional/Relative Value 199409 200101 77
4346 Event Driven 199412 -200011 71
180 Not Categorized 198906 199608 87
1204 Nn-Directional/celative Value 199510- 200101 64
1584 Fund of Funds 199601-200101 61
518 Non-Directional/Relative Value 199312-200005 78
971 Non-Directional/Relative Value 199409-200012 76
1234 Fund of Funds 199410- 200012 75
2185 Fixed Income Directional 199108-200101 114
26 Non-Directional/Relative Value 199303 200101 95
171 Non-Directional/Relative Value 199304--200101 94
1696 Fund of Funds 199501 200001 61
120 Non-Directional/Relative Value 198207 -199810 196
1396 Non-Directional/Relative Value 199507 200101 67
2774 Non-Directional/Relative Value 199501-200006 66
1:397 Non-Directional/Relative Value 199410 200101 76
57 Non-Directional/Relative Value 199210- 200101 100
4158 Event Driven 199510- 200101 64
1773 Fund of Funds 199506 200101 68
415 Not Categorized 198807-199608 98
1713 Fixed Income Directional 199601-200101 61
1.;76 Fnnd of Funds 199504 200010 67
1633 Eent Driven 199304--199901 70
1883 Event Driven 199306-200101 92
1779 Non-Directional/Relative Value 199512-200101 62
3860 Fund of Funds 199511 200101 63
182 Non-Directional/Relative Value 199406 -200101 80
2755 US Equity Hedge 199203 200010 104
1968 Fund of Funds 199402-200012 83
1240 Fund of Funds 199405 -200101 81
1884 Event Driven 199301-200101 97
2864 N:)n-Directional/Relative Value 199408 200101 78
I N:,n-Directional/Relative Value 199101 -200101 121
112 Pure Emerging Market 199211-200101 99
1046 Pure Emerging Market 199406-200101 80
2570 Event Driven 199001--200101 133
945 Fund of Funds 199210 200101 100
1994 Non-Directional/Relative Value 199507--200101 67
1691 Event Driven 199310-200101 88
34 Non-Dirc-tional/Relative Value 199209 200101 101
2630 Non-Directional/Relative Value 199001--200101 133
2685 US Equity Hedge 199207 200101 103
2549 N:n-Directional/Relative Value 199408--200101 78
-19( Event Driven 199404 -199908 65
30199 C,nvertible Fund (Long Only) 199501-200101 73
1326 US Equity Hedge 199601--200101 61
1-118 Funid of Funds 199301-199804 64
3712 Nt Ca;tegorized 199304 200101 94
1534 Fnd of Funds 199402 -200101 84
167 Evenlt Driven 199207 200101 103
1 0.464 0.040 ().365 0.025 0.171 0.047 0.378
1 0.471 0.041 0.335 0.029 0.195 0.048 0.371
0 0.485 0.041 0.342 0.027 0.173 0.046 0.382
1 0.492 0.049 ().339 0.033 0.169 0.055 0.386
1 0.504 0.046 0.245 0.040 0.251 0.051 0.377
0 0.514 0.034 0.142 0.037 0.343 0.037 0.403
1 0.515 0().()38 0.176 0.038 0.309 0.041 0.392
1 0.527 0.061 0.446 0.020 0.027 0.061 0.477
1 0.532 ().()40 0.265 0.032 0.202 0.043 0.395
1 0.533 0.(47 (1.305 0.033 0.162 0.050 0.403
1 0.536 0.040 0.193 0.037 0.271 0.043 0.398
0 0.536 ().067 0.406 0.030 0.058 0.068 0.456
0 0.546 0.0)32 ().238 0.026 0.215 0.034 0.402
1 0.548 0.056 0.255 0.044 0.197 0.059 0.404
0 0.553 0.058 0.262 0.044 0.185 0.061 0.409
1 0.556 ).)055 0.260 0.042 0.184 0.057 0.410
1 0.561 0.052 0.311 0.034 0.127 0.053 0.428
1 0.565 (0.062 0.261 0.046 0.174 0.064 0.417
1 0.569 0.56 0.194 0.049 0.238 0.058 0.417
0 0.570 0.054 0.306 0.035 0.124 0.055 0.434
1 0.573 ).067 0.269 0.048 0.158 0.068 0.426
1 0.575 ().066 0.293 0.044 0.132 0.067 0.434
0 0.576 0.066 0.309 0.042 0.115 0.066 0.440
1 0.578 0.053 0.236 0.041 0.187 0.054 0.424
1 0.584 0.067 0.241 ().051 0.175 0.068 0.429
1 0.584 0.064 0.207 0.053 0.210 0.065 0.428
1 0.584 (.06( 0.253 0.044 0.163 0.060 0.432
1 0.584 ().057 0.321 0.034 0.095 0.056 0.453
1 0.587 1).)60 0.253 0.044 0.160 0.060 0.434
1 0.592 0.055 0.168 0.049 0.240 0.056 0.436
1 0.592 ().(59 0.298 0.038 0.110 0.058 0.451
1 0.598 ().()64 0.255 0.046 0.147 0.064 0.444
1 0.600 ().51 0.241 0.038 0.159 0.051 0.444
1 0.600 0.061 0.318 0.036 0.082 0.059 0.468
1 0.603 .058 0.169 0.051 0.228 0.058 0.444
1 (1.604 ().046 0.171 0.039 0.225 0.046 0.445
1 0.605 0.060 0.273 0.040 0.122 0.058 0.456
1 0.606 ().()69 0.217 0.053 0.177 0.068 0.446
0 0.61() ().()062 0.232 0.046 0.158 0.061 0.451
1 0.612 0.()52 (0.143 0.047 0.245 0.052 0.455
1 0.612 0.052 0.255 ().036 0.133 0.051 0.457
1 0.613 ().060 0.271 0.040 0.116 0.058 0.463
1 0.614 0.079 0.412 0.029 -0.026 0.069 0.547
0 0.615 ().()74 0.237 0.054 0.148 0.072 0.456
1 0.615 0.0() 0.12l 0.057 0.263 0.060 0.463
1 0.619 ().069 ().145 0.062 0.236 0.068 0.460
0 0.621 (1.()85 0.363 0).041 0.016 0.078 0.518
1 0.625 ().062 (.211 0.047 0.164 0.1)60 0.462
1 0.625 ().()68 0.246 0.048 0.129 0.065 0.468
1 0.627 ({).(6 (0.239 0.044 0.134 0.059 0.468
Table 2..9: First 50 funds of ranked list of 908 hedge funds in the TASS Hedge Fund
Combined (Live and Graveyard) database with at least five years of returns history
during the period from November 1977 to January 2001, ranked in increasing order
of the estimated smoothing parameter o of the MIA(2) smoothing process R =
6oR t + OiRt- _ + 02Rt-2, subject to the normalization 1 = 00 + 01 -+ 02. and estimated
via mnaxnimunl likelihood.
Table 2.9 contains the smoothing parameter estimates for the top 50 funds ranked
v f(. ., which provides a more direct view of illiquidity anld smoothed returns. In
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contrast to the averages of Table 2.8, the parameter estimates of 00 among these 50
funds range from 0.464 to 0.627, implying that only half to two-thirds of the current
month's true returns are reflected in observed returns. The asymptotic standard
errors are generally quite small, ranging from 0.032 to 0.085, hence the smoothing
parameters seem to be estimated reasonably precisely.
The funds in Table 2.9 fall mainly into three categories: Non-Directional/Relative
Value, Event Driven, and Fund of Funds. Together, these three categories account
for 40 of the 50 funds in Table 2.9. A more complete summary of the distribution
of smoothing parameter estimates across the different fund categories is provided in
Figures 2-5 and 2-6. Figure 2-5 contains a graph of the smoothing coefficients 0 for
all 908 funds by category, and Figure 2-6 contains a similar graph for the smooth-
ing index ~. These figures show that although there is considerable variation within
each category, nevertheless, some differences emerge between categories. For example,
categories 6-9, 15, and 17 (Fixed-Income Directional, Convertible Fund (Long Only),
Event Driven Non-Directional/Relative Value, Pure Emerging Market, and Fund of
Funds, respectively), have clearly discernible concentrations that are lower than the
other categories, suggesting more illiquid funds and more smoothed returns. On the
other hand, categories 1, 4, and 14 (US Equity Hedge, Global Equity Hedge, and
Pure Managed Futures, respectively) have concentrations that are at the upper end,
suggesting just the opposite-more liquidity and less return-smoothing. The smooth-
ing index estimates i plotted in Figure 2-6 show similar patterns of concentration and
dispersion within and between the categories.
To develop further intuition for the smoothing model (21)-(23) and the possible
interpretations of the smoothing parameter estimates, we apply the same estimation
procedure to the returns of the Ibbotson stock and bond indexes, the Merrill Lynch
Convertible Securities Index,3 7 the CSFB/Tremont hedge-fund indexes, and two mu-
tual funds, the highly liquid Vanguard 500 Index Fund, and the considerably less
:37 'Thlis is described by Merrill Lynch as a lal.rket value-weighted index that. tracks the daily
price only, income and total return performance of corporate convertible securities, including US
domestic bonds, Eurobonds, preferred stocks and Liquid Yield Option Notes".
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Figure 2-5: Estimated smoothing coefficients 0 for all funds in the TASS Hedge Fund
database with at least five years of returns during the period from November 1977 to
January 2001, ordered by categories 0 to 17. The two panels differ only in the range
of the vertical axis, which is smaller for the lower panel so as to provide finer visual
resolution of the distribution of estimated coefficients in the sample.
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liquid America.n Express Extra Income Fund.38 Table 2.10 contains summary statis-
tics, market betas, contemporaneous and lagged market betas as in Asless, Krail and
Liew (2001), and smoothing-coefficient estimates for these index and mutual-fund
returns. 39
Consistent with our interpretation of Ho as an indicator of liquidity, the returns of
the most liquid portfolios in the first panel of Table 2.10-the Ibbotson Large Com-
pany Index, the Vanguard 500 Index Fund (which is virtually identical to the Ibbotson
Large Company Index, except for sample period and tracking error), and the Ibbot-
son Lonlg-Term Government Bond Index-have smoothing parameter estimates near
unity: 0.92 for the Ibbotson Large Company Index, 1.12 for the Vanguard 500 Index
Fund, and 0.92 for the Ibbotson Long-Term Government Bond Index. The first-order
autocorrelation coefficients and lagged market betas also confirm their lack of serial
correlation; 9.8% first-order autocorrelation for the Ibbotson Large Company Index,
-2.3% for the Vanguard 500 Index Fund, and 6.7% for the Ibbotson Long-Term Gov-
ernment Bond Index, and lagged market betas that are statistically indistinguishable
from 0. However, the values of o0 of the less liquid portfolios are less than 1.00: 0.82
for the Ibbotson Small Company Index, 0.84 for the Ibbotson Long-Term Corporate
Bond Index, 0.82 for the Merrill Lynch Convertible Securities Index, and 0.67 for the
American Express Extra Income Fund, and their first-order serial correlation coeffi-
cients are 15.6%, 15.6%, 6.4% and 35.4%, respectively, which, with the exception of
the Merrill Lynch Convertible Securities Index, are considerably higher than those
38 As of' January 31, 2003, the net assets of the Vanguard 500 Index Fund (ticker symbol: VFINX)
and the AXP Extra Income Fund (ticker symbol: INEAX) are given by http://finance.yahoo.com/
as $59.7 billion and $1.5 billion, respectively, and the descriptions of the two funds are as follows:
"The Vanguard 500 Index Fund seeks investment results that correspond with the price and yield
performance of the S&P 500 Index. The fund employs a passive management strategy designed
to track the performance of the S&P 500 Index, which is dominated by the stocks of large U.S.
companies. It attempts to replicate the target index by investing all or substantially all of its assets
in the stocks that make tip the index."
"'AXP Extra Incolne Fund seeks high current income; capital appreciation is secondary. The fund
ordinlarily invests in long-term high-yielding, lower-rated corporate bonds. These bonds mnay he
issued by ULT.S. and foreign companies and governments. The fund may invest in other instruments
slc-'h as: mlnonev mlitarket securities. convertible securities, preferred stocks. derivatives (such as ftllres.
optiolls a.nd forward contracts). and common stocks."
:N).['arket betas were ol)taineld 1y regressing returns on a constant and le total retillll to the
S&I-' 5(00)(). and (oltelnporalleous an(l lagged market betas were obtained by regressing returns o( a
collstanilt. the cllt elioraneous total return of the S&P 500. and the first two lags.
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of the more liquid portfolios.40 Also, the lagged market betas are statistically sig-
nificant at the 5% level for the Ibbotson Small Company Index (a t-statistic for 1:
5.41), the Ibbotson Long-Term Government Bond Index (t-statistic for /3: -2.30),
the Merrill Lynch Convertible Securities Index (t-statistic for /1: 3.33), and the AXP
Extra Income Fund (t-statistic for 31: 4.64).
The results for the CSFB Hedge Fund Indexes in the second panel of Table 2.10
are also consistent with the empirical results in Tables 2.8 and 2.9-indexes corre-
sponding to hedge-fund strategies involving less liquid securities tend to have lower
0 's. For example, the smoothing-parameter estimates o0 of the Convertible Arbi-
trage, Emerging Markets, and Fixed-Income Arbitrage Indexes are 0.49, 0.75, and
0.63, respectively, and first-order serial correlation coefficients of 56.6%, 29.4%, and
39.6%, respectively. In contrast, the smoothing-parameter estimates of the more liq-
uid hedge-fund strategies such as Dedicated Short Bias and Managed Futures are 0.99
and 1.04, respectively, with first-order serial correlation coefficients of 7.8% and 3.2%,
respectively. While these findings are generally consistent with the results in Tables
2.8 and 2.9, it should be noted that the process of aggregation can change the statisti-
cal behavior of any time series. For example, Granger (1980, 1988) observes that the
aggregation of a large number of stationary autoregressive processes can yield a time
series that exhibits long-term memory, characterized by serial correlation coefficients
that decay very slowly (hyperbolically, as opposed to geometrically as in the case
of a stationary ARMA process). Therefore, while it is true that the aggregation of
a collection of illiquid funds will generally yield an index with smoothed returns,41
the reverse need not be true-smoothed index returns need not imply that all of the
funds comprising the index are illiquid. The latter inference can only be made with
the benefit of additional information-essentially identification restrictions-about
4
°However, note that the second-order autocorrelation of the Merrill Lynch Convertible Securities
Index is 12.0% which is second only to the AXP Extra Income Fund in absolute magnitude, two
orders of magnitu(de larger than the second-order autocorrelation of the Ihhbotson bond indexes, and
one order of m.agnitude larger than the Ibbotson stock indexes.
41 It is. of course. possible that the smoothing coefficients of some funds may exactly offset those
of othe fnllds so as to reduce the degree of smoothing in an aggregate indlex. However, such a
possibility is extremely remote and pathological if each of the component funds exhibits a high
degree of smoothing.
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the statistical relations among the funds in the index, i.e., covariances and possi-
bly other higher-order co-moments. or the existence of common factors driving fund
returns.
It is interesting to note that the first lagged market beta, 1, for the CSFB/Tremont
Indexes is statistically significant at the 5% level in only three cases (Convertible Ar-
bitrage, Event Driven, and Managed Futures), but the second lagged beta, 32, is
significant in five cases (the overall index, Convertible Arbitrage, Fixed Income Arbi-
trage, Global Macro, and Long/Short). Obviously, the S&P 500 Index is likely to be
inappropriate for certain styles, e.g., Emerging Markets, and these somewhat inconsis-
tent results suggest that using a lagged market-beta adjustment may not completely
account; for the impact of illiquidity and smoothed returns.
Overall, the patterns in Table 2.10 confirm our interpretation of smoothing coef-
ficients and serial correlation as proxies for liquidity, and suggest that there may be
broader applications of our model of smoothed returns to other investment strategies
and asset classes.
2.6.3 Cross-Sectional Regressions
A more quantitative summary of the cross-sectional properties of the smoothing pa-
rameter estimates for the 908 funds is given in Table 2.11, which contains the results
of cross--sectional regressions of the smoothing parameter 0o and the smoothing indexi on a. number of 0/1 indicator variables.4 2 In the first two regressions, o0 and are
the dependent variables, respectively, and the regressors include a constant term, 17
indicator variables corresponding to the 17 hedge-fund categories defined by TASS
(see Appendix 2.8.4), and an indicator variable that takes on the value 1 if the fund
is open and 0 if it is closed to new investors. The third andl fourth regressions have
the samle dependent variables-0 0 and , respectively--and include the same regres-
sors as the first two regressions but also include 0/1 indicator variables that indicate
12l) conserve space. we report regression results olly for the maxillllll likelihood estimates under
the constraillt (.19). Table A.8 of the Appendix reports corresponding results for the maximum
likelihood estimates tinder the alternate constraint (75).
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whether the fund is US-based (USBASED), and whether the geographical focus of the
fund is global (GF-GLB). US (GF-USA), Asia/Pacific (GF-APC), Western Europe
(GF-WEU), Eastern Europe (GF-EEU), and Africa (GF-AFR).
The results of the first regression are consistent with the general intuition gleaned
from Figures 2-5 and 2-6. The category indicator variables with the most nega-
tive coefficients that are statistically significant at the 5% level are European Equity
Hedge (-0.212), Fixed-Income Directional (-0.262), Event Driven (-0.218), Non-
Directional/Relative Value (-0.211), Pure Emerging Market (-0.195), Fund of Funds
(-0.178), implying that on average, funds in these categories have smaller smoothing
coefficients o0, i.e., less liquidity or smoother returns. These point estimates can be
used to approximate the marginal impact that a given investment style has on the
smoothing profile of the fund's monthly returns. For example, from a no-smoothing
baseline of 1, conditioning on belonging to the Fixed-Income Directional category
yields an expected smoothing parameter o0 of 1 - 0.262 = 0.738 and an expected
smoothing index of i of 1-0.583=0.417, other things equal (and assuming that the
remaining indicator variables in the two regression equations are 0).
In contrast, the coefficients for Dedicated Shortseller and Pure Leveraged Cur-
rency indicators--0.001 and 0.069, respectively, with t-statistics of 0.01 and 0.11,
respectively-are positive and statistically insignificant at the 5% level, which is con-
sistent with common intuition about the liquidity of these types of funds. Moreover,
the coefficient for the Pure Managed Futures indicator is both positive and significant
at the 5% level- -0.101 with a t-statistic of 3.00-which is also consistent with the in-
tuition that managed futures involve relatively liquid securities with well established
marks that cannot easily be manipulated.
The last indicator variable included in the first two regressions takes on the value
1 if the fulnd is opein to new investors and 0 if closed. If return-smoothing is actively
being pursued. lwe might expect it to be more important for fiunds that are open
since such fullds a.re still attempting to attract new investors. This implies that
the coefficient for this indicator variable should be negative--open funds should be
more prone to smoothing thanl closed funds. Table 2.11 confirms this hylothesis: the
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estimated coefficient for OPEN is -0.040 with a t-statistic of 2.03, implying that funds
open to new investors have a smoothing coefficient o that is lower by 0.040 on average
than funds that are closed. An alternate interpretation is that funds that are still
open to new investors are typically those with smaller assets under management, and
as a result, are less likely to be able to afford costly third-party valuations of illiquid
securities in their portfolios. Unfortunately, many funds in the TASS database do not
report assets under management so we were unable to investigate this alternative.
The third and fourth regressions in Table 2.11 include additional indicator vari-
ables that capture the fund's geographical base as well as the geographical focus of
its investments, and we see that being in the US has a positive marginal impact on
the conditional mean of 0o, but being US-focused in its investments has a negative
marginal impact. The latter result is somewhat counterintuitive but becomes less
puzzling in light of the fact that approximately 46% of the funds are US-focused,
hence many of the most illiquid funds are included in this category. Apart from this
indicator, the geographical aspects of our sample of funds seem to have little impact
on the cross-sectional variability in smoothing parameter estimates.
With R 2's ranging from 9.0% to 17.7%, the regressions in Table 2.11 leave con-
siderable cross-sectional variation unexplained, but this is no surprise given the noise
inherent in the category assignments and the heterogeneity of investment styles even
within each category. However, the general pattern of coefficients and t-statistics do
suggest that the smoothing coefficients are capturing significant features of the cross
section of hedge fund returns in our sample.
The final set of empirical estimates of the smoothing process (21)-(23) is for the
linear regression model of Section 2.5.2, and is summarized in Table 2.12. Recall
from Section 2.5.2 that the linear-regression estimates of (00, 01, 02) are based on the
assumption that true returns are given by the linear single-factor model (20) where
the factor is the return on the S&P 500 index. To the extent that this assumption
is a poor approximation to the true return-generating process, the corresponding
smoothing parlallleter estilmaltes will be flawed as well.
Table 2.12 reports the means and standard deviations of the estimates (o, (. 02)
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Regressor o 
Constant
US Equity Hedge
European Equity Hedge
Asian Equity Hedge
Global Equity Hedge
Dedicated Shortseller
Fixed-Ilcone Directional
Convertible Fund (Long Only)
Event Driven
Non-Directional/Relative Value
Global Macro
Global Opportunity
Natural Resources
Pure Leveraged Currency
Pure Managed Futures
Pure Emerging Market
Pure Property
Fund of Funds
OPEN
USBASED
GF-GLB
GF-USA
GF-APC
GF-WEU
GF-EEU
GF-AFR.
Sample Size
Adjusted R2 (%)
(4
-(
-- f((
(C
1.05!) 1.31-1 1.086
2.05) (17.26) (35.62)
().()77 -(1.255 -0.076
2.56) (2.82) (2.36)
0.212 --0.531 -0.260
3.79) (3.14) (4.06)
0.086 -0.254 -0.076
0.78) (0.77) (0.65)
0.113 -0.366 --0.084
2.19) (2.35) (1.55)
0.001 -0.128 0.001
0.01) (0.45) (0.01)
0.262 -0.583 -0.258
3.73) (2.75) (3.64)
0.180 -0.264 -0.188
2.73) (1.32) (2.83)
0.218 -0.514 -0.223
6.69) (5.23) (6.57)
0.211 -0.432 -0.194
6.07) (4.12) (5.37)
0.075 -0.271 -0.049
1.38) (1.66) (0.86)
0.282 -0.656 -0.275
1.17) (0.9) (1.14)
0.109 -0.363 -0.112
0.78) (0.86) (0.8)
0.069 0.152 0.073
1.32) (0.96) (1.37)
0.101 0.210 0.116
3.00) (2.06) (3.29)
0.195 -0.486 -0.189
5.34) (4.40) (4.33)
0.173 0.304 0.195
0.72) (0.42) (0.80
0.178 -0.433 -0.170
5.66) (4.57) (5.28)
0.040 -0.077 -0.024
2.03) (1.30) (1.17)
0.018(1.00)
-0.050
(2.37)
-0.053(2.45)
-0.049(1.59)
0.018
(0.61)
-0.011
(0.26)
0.016
(0.28)
908 908 891
16.5 9.0 17.7
Table 2.11: Regressions of maximum likelihood estimated snoothing coefficient 0
and smoothing index i on indicator variables for 908 hedge funds in the TASS Hedge
Fund Combined (Live and Graveyard) database with at least five years of returns
history during the period from November 1977 to January 2001, where the maximum
likelihood estimators of the MA coefficients (0, 01, 02) are constrained to sum to 1.
Absolute values of t-statistics are given in parentheses. The indicator variables are
()PEN (1 if the fend is open. 0 otherwise); the fmd categories (1 if the fulnd belongs to
the category, 0 otherwise): USBASED (1 if the fund is based in the US. 0 otherwise);
anll geoglra)lhical focus categories (1 if the geographical focus of the fun(d is ill a given
region. 0 otherwise, where the regions are USA, Asia Pacific, Western Europe. Eastern
Elurope. an(l Africa.. respectively).
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1.4()7
(15.21)
-0.257
(2.62)
-0.676
(3.48)
-0.248
(0.71)
-0.294(1.80)
-(0.130
(0.46)
-0.575
(2.67)
-0.289
(1.44)
-0.527
(5.12)
-0.399
(3.64)
--0.230(1.33)
-0.647
(0.89)
-0.372
(0.87)
0.158
(0.98)
0.244(2.29)
-0.481
(3.63)
0.339(0.46)
-0.419(4.29)
-0.041
(0.65)
0.030
(0.54)
-0.139
(2.19)
-0.144
(2.19)
-0.128
(1.37)
0.052(0.58)
-(0.045
(0.35)
0.054
(0.31)
891
9.9
and j for each of the categories, as well as the Durbin-Watson statistic and the regres-
sion R2. In contrast to the maximum likelihood estimates of Table 2.8, the regression
estimates are considerably more noisy, with cross-sectional standard deviations for
the coefficients that are often an order of magnitude larger than the means, and in
almost every case larger than the standard deviations of Table 2.8. For example,
the average 0 for the Not Categorized category is 0.659, but the standard devia-
tion is 8.696. The mean of 0o for Fixed-Income Directional funds is -1.437 and the
standard deviation is 6.398. These results are not unexpected given the role that
the linear single-factor model plays in the estimation process-if true returns contain
additional common factors, then the linear-regression approach (62) will yield biased
and inconsistent estimators for the smoothing parameters in (21)-(23).
The R2 statistics in Table 2.12 yield some indication of the likelihood of omitted
factors among the different categories. The highest mean R2's are for the US Equity
Hedge, Dedicated Shortseller, and Convertible Fund (Long Only) categories, with
values of 26.1%, 43.0%, and 25.0%, respectively, which is consistent with the fact
that our single factor is the S&P 500.43 However, several categories have mean R2's
below 10%, implying relatively poor explanatory power for the single-factor model
and, therefore, noisy and unreliable estimates of the smoothing process.
Overall, the results in Table 2.12 suggest that the linear regression approach is
dominated by the maximum likelihood procedure, and that while the regression co-
efficients of lagged market returns may provide some insight into the net market
exposure of some funds, they are considerably less useful for making inferences about
illiquidity and smoothed returns.
2.6.4 Illiquidity Vs. Smoothing
To address the issue of systematic versus idiosyncratic effects of illiquidity and return-
smoothing, we estimate the more general linear factor model of smoothing (67)-(69)
with A = 3 for the subset of Convertible Funds (Long Only), which consists of 15
'I:AVe have omitted the Global Opportunity category from this comparison despite its R 2 of 30.9%
because it (contains only a single fund.
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funds in our sample of 908 funds. We take as our common factor At the Merrill Lynch
Convertible Securities Index (see footnote 37 for a description), and estimate the linear
regression equation via maximum likelihood and then renormalize the MA coefficients
according to (69) and recompute the standard errors accordingly. Table 2.13 contains
the regression coefficients as well as the smoothing coefficients, and t-statistics are
reported instead of standard errors because we have specific null hypotheses to test
as described in Section 2.5.2.
The estimates in Table 2.13 show that including a common factor can have a
significant impact on the smoothing parameter estimates. For example, the value of
80 for Fund 1146 under the smoothing process (21)-(23) is 0.689, and its t-statistic
under the null hypothesis that 0 = 1 is -6.01. However, under the linear factor speci-
fication (67)-(69), the smoothing coefficient estimate becomes 1.172 with a t-statistic
of 0.96. Nevertheless, for other funds in our sample of 15, the smoothing parameter
estimates are virtually unchanged by including the contemporaneous and lagged com-
mon factors. For example, the value of 60 for Fund 4243 under the smoothing process
(21)-(23) and the linear factor model (67)-(69) is 0.645 and 0.665, respectively, with
t-statistics of -8.18 and -5.36, respectively.
We see from Table 2.13 that the Convertible Securities Index is statistically sig-
nificant at the 5% level for most, but not all, of the 15 funds, and that its first lag
is significant for only four funds (818, 2245, 4204, and 4326), and its second lag is
significant for only two funds (1908 and 4216). For five of these six funds, the lagged-
index coefficients are positive in sign, which is consistent with the smoothing model
(68)-(69) (assuming that the funds' contemporaneous factor loadings and smoothing
parameters are positive). For Fund 4216, the smoothing parameter estimate 90 is still
significantly different from 1 even after accounting for the common factor, but for
Fund 4204, it is not.
It is tempting to conclude from these results that the linear factor model (67)-(69)
is capable of distinguishing between systenlatic illiquidity and idiosyncratic return-
smoothing behavior. For example. we might argue that those funds which continue to
exhibit significant smoothing paramleters O0 even after accounting for common factors
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must be engaged in return-smoothing behavior. However, several caveats must be
kept in mind before reaching such conclusions. First, we cannot be certain that
the Merrill Lynch Convertible Securities Index is the appropriate common factor for
these funds, despite the TASS classification-some funds may be involved in complex
trading strategies involving convertible securities while others are engaged in simpler
buy-and-hold strategies.44 Regressing a fund's returns on a highly serially correlated
common factor that is not directly relevant to that fund's investment process will,
nevertheless, have an effect on the smoothing-parameter estimates Sk, and the effect
may be in either direction depending on the relation between the common factor and
the fund's observed returns. Second, even if a common factor can account for much
of the serial correlation in a fund's observed returns, an explanation for the source of
the factor's serial correlation is still required-if the fund is a buy-and-hold version
of the common factor, e.g., a fund-of-funds designed to replicate the CSFB/Tremont
Convertible Arbitrage Index, then it is of small comfort to investors in such a fund-of-
funds that there is not much smoothing in observed returns beyond what is already
present in the common factor. And finally, no econometric model can fully capture the
many qualitative and often subjective characteristics of a fund's investment process,
and such information is likely to be of particular relevance in distinguishing between
illiquidity and smoothed returns at the fund level.
These caveats suggest that a more comprehensive econometric analysis of hedge-
fund returns may be worthwhile, with particular emphasis on constructing common
factors for hedge funds with similar investment mandates and processes. By develop-
ing a better understanding for the common risk exposures that certain hedge funds
share, it. may be possible to differentiate between systematic and idiosyncratic illiq-
uidity and provide investors and managers with a more refined set of tools with which
to optimize their investment plans.
14 In p).rticulaIr. of the 15 '"Convertible Fund (Long Only)" funds in our sample. 12 fnds involve
long-only positions in convertible blonds, possibly with a limited degree of leverage. but with no equity
or credit protectiol. and the renlaiinrlg 3 funds (4204, 4145 and 4326) are convertible arbitrage funds
that involve long posit ions ill convertible bonds and short positions in the corresponding stocks. We
thank Stephen .Jipp of TASS for providing us with this information.
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2.6.5 Smoothing-Adjusted Sharpe Ratio Estimates
For each of the 908 funds in our sample. we compute annual Sharpe ratios in three
ways relative to a benchmark return of 0: the standard method (I2 times the ratio
of the mean monthly return to the monthly return standard deviation), the serial-
correlation-adjusted method in Lo (2002), and the small-sample method described in
Section 2.5.4. The results are summarized in Table 2.14.
The largest differences between standard and smoothing-adjusted Sharpe ratios
are found in the same categories that the smoothing-process estimates of Section
2.6.2 identified as the most illiquid: Fixed-Income Directional (20.3% higher aver-
age Sharpe ratio relative to SR**), Convertible Fund (Long Only) (17.8%), Non-
Directional/Relative Value (16.0%), Pure Emerging Market (16.3%), and Fund of
Funds (17.8%). For two categories-Dedicated Shortseller and Managed Futures-
the bias is reversed, a result of negative serial correlation in their returns. For the
other categories, Table 2.14 shows that the smoothing-adjusted Sharpe ratios are sim-
ilar in magnitude to the usual estimates. These differences across categories suggest
the importance of taking illiquidity and smoothed returns into account in evaluating
the performance of hedge funds.
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Sharpe Ratios For Combined Sample
Category N SR SR* SR**
Mean SD Mean SD Mean SD
Not Categorized 111 1.12 1.09 1.06 0.87 1.00 0.82
US Equity Hedge 162 1.26 0.75 1.31 0.75 1.23 0.69
European Equity Hedge 22 1.43 0.74 1.43 0.80 1.33 0.74
Asian Equity Hedge 5 0.50 0.39 0.52 0.39 0.49 0.37
Global Equity Hedge 27 0.90 0.61 0.95 0.66 0.89 0.61
Dedicated Shortseller 7 0.28 0.59 0.32 0.64 0.30 0.61
Fixed-Income Directional 13 2.02 2.35 1.80 2.23 1.68 2.06
Convertible Fund (Long Only) 15 1.83 1.20 1.66 0.85 1.55 0.80
Event Driven 109 2.36 1.45 2.21 1.57 2.08 1.47
Non-Directional/Relative Value 85 2.20 1.86 2.03 2.39 1.89 2.22
Global Macro 24 1.08 0.67 1.14 0.73 1.07 0.70
Global Opportunity 1 -0.56 - -0.39 - -0.37 --
Natural Resources 3 0.60 0.25 0.56 0.23 0.52 0.21
Pure Leveraged Currency 26 0.63 0.49 0.65 0.50 0.61 0.47
Pure Managed Futures 93 0.54 0.55 0.63 0.60 0.60 0.56
Pure Emerging Market 72 0.39 0.45 0.36 0.44 0.34 0.40
Pure Property 1 0.42 - 0.45 - 0.41 -
Fund of Funds 132 1.44 1.01 1.30 0.88 1.22 0.82
All 908 1.32 1.24 1.27 1.27 1.19 1.18
Table 2.14: Means and standard deviations of Sharpe ratios of 908 hedge funds in the
TASS Hedge Fund Combined (Live and Graveyard) database with at least five years
of returns history during the period from November 1977 to January 2001. SR is
the standard Sharpe ratio, SR* is the smoothing-adjusted Sharpe ratio of Lo (2002),
and SR** is the smoothing-adjusted Sharpe ratio using &NW. All Sharpe ratios are
computed with respect to a 0 benchmark.
13()
2.7 Conclusions
Although there are several potential explanations for serial correlation in asset re-
turns, we have argued in this paper that the serial correlation present in the returns
of hedge funds is due primarily to illiquidity and smoothed returns. Using a simple
econometric model in which observed returns are a finite moving-average of unob-
served economic returns, we are able to generate empirically realistic levels of serial
correlation for historical hedge-fund returns while, at the same time, explaining the
findings of Asness, Krail and Liew (2001) regarding the significance of lagged market
returns in market-model regressions for hedge funds. Although our moving-average
specification is similar to some of the early models of nonsynchronous trading, our
motivation is quite different and is meant to cover a broader set of factors that give
rise to serial correlation and smoothed returns, even in the presence of synchronously
recorded prices.
Maximum likelihood estimates of our smoothing model for the returns of 908
hedge funds in the TASS Hedge Fund database yield empirically plausible estimates
of smoothing coefficients and suggest that simple time-series measures such as our
smoothing index may serve as useful proxies for a hedge fund's illiquidity risk expo-
sure. In some cases, our econometric model may also be useful for flagging possible
cases of deliberate performance-smoothing behavior, although additional information
will need to be gathered before any firm conclusions regarding such behavior can
be made. Regardless of the sources of serial correlation, illiquidity exposure is the
main implication and this has potentially important consequences for both managers
and investors. Therefore, we also develop a set of tools for quantifying the degree of
smoothing in the data and adjusting for smoothed returns in computing performance
statistics such as means, variances, market betas, and Sharpe ratios, and derive their
asymptotic distributions using continuous-record asymptotics that can better accoil-
modate the small salI)le sizes of Illost hedge-fund datasets.
Our empirical results suggest severall applications for our econometric llodel of
illiquidity and smootlhed retlllrll. Despite the general consistency of our empIirical
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results with common intuition regarding the levels of illiquidity among the various
hedge-fund investment styles, the variation in estimated smoothing coefficients within
each category indicates that there may be better ways of categorizing hedge funds.
Given the importance of liquidity for the typical hedge-fund investor, it may be useful
to subdivide each style category into "liquidity tranches" defined by our smoothing
index. This may prove to be especially useful in identifying and avoiding the po-
tential wealth transfers between new and existing investors that can occur from the
opportunistic timing of hedge-fund investments and redemptions. Alternatively, our
smoothing parameter estimates may be used to compute illiquidity exposure measures
for portfolios of hedge funds or fund of funds, which may serve as the basis for a more
systematic approach to managing portfolios that include alternative investments.
Although we have focused on hedge funds in this paper, our analysis may be ap-
plied to other investments and asset classes, e.g., real estate, venture capital, private
equity, art and other collectibles, and other assets for which illiquidity and smoothed
returns are even more problematic, and where the estimation of smoothing profiles
can be particularly useful for providing investors with risk transparency. More gen-
erally, our econometric model may be applied to a number of other contexts in which
there may be a gap between reported results and economic realities. For example,
recent events surrounding the collapse of Enron and other cases of corporate ac-
counting irregularities have created renewed concerns about "earnings management"
in which certain corporations are alleged to have abused accounting conventions so
as to smooth earnings, presumably to give the appearance of stability and consis-
tent growth.45 The impact of such smoothing can sometimes be "undone" using an
econometric model such as ours.
There are a number of outstanding issues regarding our analysis of illiquidity and
smoothed returns that warrant further study. Perhaps the most pressing issue is
whether the proximate source of smoothing is inadvertent or deliberate. Our linear
regression model with contemporaneous and lagged common factors may serve as the
45 See Beneish (2001) and Healy anlld Wahlen (1999) for reviews of the extensive literature on
earnings management.
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starting point for distinguishing between systematic illiquidity versus idiosyncratic
smoothing behavior. However, this issue is likely to require additional information
about each fund along the lines of Chandar and Bricker's (2002) study, e.g., the size
of the fund, the types of the securities in which the fund invests, the accounting con-
ventions used to mark the portfolio, the organization's compensation structure, and
other operational aspects of the fund. With these additional pieces of information, we
may construct more relevant common factors for our linear-regression framework, or
relate the cross-sectional variation in smoothing coefficients to assets under manage-
ment, security type, fee structure, and other characteristics, yielding a more complete
picture of the sources of smoothed returns.
It may also be fruitful to view the hedge-fund industry from a broader perspective,
one that acknowledges the inherent capacity constraints of certain types of strategies
as well as the time lags involved in shifting assets from one type to another. Be-
cause of the inevitable cross-sectional differences in the performance of hedge-fund
styles, assets often flow in loosely coordinated fashion from one style to another, albeit
under various institutional restrictions such as calendar-specific periods of liquidity,
tiered redemption schedules, redemption fees, and other frictions. The interactions
between asset flows and institutional rigidities-especially over time-may sometimes
cause statistical side-effects that include periodicities in performance and volatility,
time-varying correlations, structural breaks, and under certain conditions, serial cor-
relation. The dynamics of the hedge-fund industry are likely to be quite different
than that of more traditional investment products, hence the "ecological" framework
of Niederhoffer (1998, Chapter 15), Farmer (1998), and Farmer and Lo (1999), or the
system dynamics approach of Getmansky and Lo (2003) might be more conducive
paradigmns for addressing these issues.
Finally. from the hedge-fund investor's perspective, a natural extension of our
analysis is to model illiquidity directly and quantify the illiquidity premium asso-
cialtecd ith eaclh hedge-fund investment style, perhaps in a linear-factor framework
such as Chordia, Roll and Subrahmanyam (2000) a.nl Pastor and Stambaugh (2002).
'Whether such factor Imodels call forecast liquidity crises like August 1998. and whether
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there are "systematic" illiquidity factors that are common to categories of hedge funds
are open questions that are particularly important in the context of hedge-fund in-
vestments. We plan to address these and other related questions in our ongoing
research.
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2.8 Appendix
Proofs of Propositions 3, 4, and 5 are provided in Sections 2.8.1, 2.8.2, and 2.8.3.
respectively. Section 2.8.4 provides definitions of the 17 categories from TASS. and
Section 2.8.5 contains additional empirical results.
2.8.1 Proof of Proposition 3
The constraint (49) may be used to substitute out 00, hence we need only consider
(01,02). Now it is well known that in the standard MA(2) specification where the
usual identification condition is used in place of (49), i.e.,
Xt = Et + at-1 + bt-2,
the asymptotic distribution of the maximum likelihood estimators (, b) is given by:
([ J ](o [V) (A. 1)
where
1 - b2 a(l - b)
a(1-b) 1-b 2
(A.2)
But under our normal
and (01, 02):
Therefore, we can ap
(01, 2) as:
lization (49), there is a simple functional relation between (, b)
1 - ea 0 =2 -· (A.3)
+el+i, method to obtain the asymptotic distribution of+b
ply tile delta method to obtain the asymptotic distribution of
(A.4)
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where the matrix J is Jacobian associated with (A.3):
1 l+b -a
(1a+b)2 -b i+a 
Then we have:
JVJ' -
1 -( + b)(-l +a-ab+b2)
(1 + a + b)3 b(-l + a- ab + b2)
b(-1 +a - ab + b2) (A.6)
-(-1+ b)(-1 + a- ab + b2) 
and solving for a and b as a function of 01 and 02 using (A.3) and substituting these
expressions into A.6 yields the desired result.
The process Xt is invertible if and only if the roots of characteristic polynomial
f(x) = X2 +01X + 02 (A.7)
lie inside the unit circle in the complex plane. It is easy to see that this
to the condition that the roots of
is equivalent
z2 + 2(1 - 01 - 202 )z + 1 - 201
(Z- 1)2
(A.8)
lie in the left half-plane (Samuelson, 1941, was perhaps the first to state this result).
Applying the Routh-Hurwitz necessary and sufficient conditions to (A.8) then yields
the desired result.
2.8.2 Proof of Proposition 4
Theorem 3 [Herrndorf (1984)] If {Et} satisfies the following assumptions:
(Al) E[et] = for all t.
(A2) supt Ejlt-p~I < Xo for some /3 > 2.
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(A.5)
f(x) = f + 
(A3) 0 < a2 = limTjo oE[ Zjl(eji-) < 0.
(A4) {'-t} is strong-mixing with mixing coefficients cak that satisfy:
< 00oo .
j=1
then as n increases without bound,
1n (s)
[ns]
- A E (Ej-)
j=1
= W(s) , s E [0, 1]
where [ns] denotes the greater integer less than or equal to ns and '= ' denotes weak
convergence.
With tl-lese results in hand, we are ready to prove Proposition 4. Let returns Rt be
given by
Rt = t, (A.11)
where t satisfies assumptions (A1)-(A4) of Theorem 3, and recall that
aNW TCrN-w = E(St
21
-) + -Z(I
j=l
T
- I_ ) E (t- )(t-j 4)-
t=j+l
Let us define
1 
T 1
2 j12 - 7T (1 0)
j=1
T
(Et- )(c-j - j-).
t=j+l
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(A.9)
(A.10)
(A.12)
(A.13)
(A.14)
(A. 15)
Observe that
'T
1 (tA)2 = 2 _ P 
1 1
where
T
a2 = lim 2 e
t-oo E
1
The second term I2 can be written as
m T
= (m + -j) (Et - )(t-jj=o t=j+l - f) = J1 + J2 + J3,
m T
J1 = Z(m+l-j) E EtEt-j,j=0 t=j+l
m T
J2 = (m+1-i) E (E + Et-j)
j=O t=j+l
m T
J3 = E(m+l-j) Z 2.j=o t=j+l
One can show that
T-1 T-1
jI = t=S2-(m-1) E EtSt-
t=l t=l
T-(m+l)
t=l
StSt+m+1 + ST (mST- - E St . (A.22)
t=T-m
Applying the Functional Central Limit Theorem to (A.22) we have
2
, W(r)(W(r) - W(min(r + A, 1)))dr (- 2W2(1) + ,2) +or - 2T T- 2W2(1).T
(A.23)
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(A.16)
T(m + 1)
2
(A.17)
where
(A.18)
(A.19)
(A.20)
(A.21)
T
= E[2].
Similar, one can show that
J2 = ) ST - (m + - (STj - S). (A.24)
5=1
Applying the Functional Central Limit Theorem to (A.24) yields
2 m(m + 1) r2W2(1) - a2W(1) ( - r)(W(1 - r)- W(r))dr
(A.25)
The third term of (A.18) can be rewritten as
2 m(m + 1)(3T - m - 5)
~~~J3 = ~6 (A.26)
By the Functional Central Limit Theorem
J3T2 2W2 () (1 + m)m(3T - m - 5) (A.27)
6T3
Combining (A.23), (A.25) and (A.27) we have
12 => 2 (j W(r) [W(r)- W(min(r + A, 1))]dr -
A2
W() (A - r)(W( - r) - W(r))dr + a2W2(1)(1 - -) a2. (A.28)3
Summing (A.16) and (A.28) we finish the proof.
2.8.3 Proof of Proposition 5
Given the weak convergence of -aW to the functional f(W) in (87), Proposition 5 is
an almost trivial consequence of the following well-known result:
Theorem 4 Extended Continuous Mapping Theorem]46 Let h,, and h be measurable
mappinqs from D[O, 1] ---the space of all functions on [0, 1] that are right continu-
ous with left-hand lirlits-to itself and denote by E the set of x E D[O, 1] such that
46See Billingsley (1968) for a proof.
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hn(xn) - h(x) fails to hold for some sequence x, converging to x. If Wn(s) = W(s)
and E is of Wiener-measure zero, i.e. P(W E E) = 0, then hn(Wn) = h(W).
2.8.4 TASS Fund Category Definitions
The following is a list of category descriptions, taken directly from TASS documen-
tation, that define the criteria used by TASS in assigning funds in their database to
one of 17 possible categories:
Equity Hedge This directional strategy involves equity-oriented investing on both the long and
short sides of the market. The objective is not to be market neutral. Managers have the
ability to shift from value to growth, from small to medium to large capitalization stocks,
and from a net long position to a net short position. Managers may use futures and options
to hedge. The focus may be regional, such as long/short US or European equity, or sector
specific, such as long and short technology or healthcare stocks. Long/short equity funds tend
to build and hold portfolios that are substantially more concentrated than those of traditional
stock funds. US equity Hedge, European equity Hedge, Asian equity Hedge and Global equity
Hedge is the regional Focus.
Dedicated Short Seller Short biased managers take short positions in mostly equities and deriv-
atives. The short bias of a manager's portfolio must be constantly greater than zero to be
classified in this category.
Fixed Income Directional This directional strategy involves investing in Fixed Income markets
only on a directional basis.
Convertible Arbitrage This strategy is identified by hedge investing in the convertible securities
of a company. A typical investment is to be long the convertible bond and short the common
stock of the same company. Positions are designed to generate profits from the fixed income
security as well as the short sale of stock, while protecting principal from market moves.47
Event Driven This strategy is defined as 'special situations' investing designed to capture price
movement generated by a significant pending corporate event such as a merger, corporate re-
structuring, liquidation, bankruptcy or reorganization. There are three popular sub-categories
in event-driven strategies: risk (merger) arbitrage, distressed/high yield securities, and Reg-
ulation D.
Non Directional/Relative Value This investment strategy is designed to exploit equity and/or
fixed income market inefficiencies and usually involves being simultaneously long and short
matched market portfolios of the same size within a country. Market neutral portfolios are
designed to be either beta or currency neutral, or both.
47Note that the category closest to this definition ill the TASS database is "Convertible Fund
(Long Only)", which is related to but differenlt from convertil)le arbitrage-see footnote 44 for
details. TASS recently changed their style classifications, and now defines "Convertible Arbitrage"
as a distinct category.
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Global Macro Global macro managers carry long and short positions in any of the world's major
capital or derivative markets. These positions reflect their views on overall market direction as
influenced ]by major economic trends and or events. The portfolios of these funds can iclide
stocks. onds, currencies, and commodities in the form of cash or derivatives instrulenllts.
I\lost funds invest globally in both developed and emerging markets.
Global Opportunity Global macro managers carry long and short positions in any of the world's
major capital or derivative markets on an opportunistic basis. These positions reflect their
views on overall market direction as influenced by major economic trends and or events. The
portfolios of these funds can include stocks, bonds, currencies, and commodities in the form of
cash or derivatives instruments. Most funds invest globally in both developed and emerging
markets.
Natural Resources This trading strategy has a focus for the natural resources around the world.
Leveraged Currency This strategy invests in currency markets around the world.
Managed Futures This strategy invests in listed financial and commodity futures markets and
currency markets around the world. The managers are usually referred to as Commodity
Trading Advisors, or CTAs. Trading disciplines are generally systematic or discretionary.
Systematic traders tend to use price and market specific information (often technical) to
make trading decisions, while discretionary managers use a judgmental approach.
Emerging Markets This strategy involves equity or fixed income investing in emerging markets
around the world.
Property The main focus of the investments are property.
Fund of Funds A 'Multi Manager' fund will employ the services of two or more trading advisors
or Hedge Funds who will be allocated cash by the Trading Manager to trade on behalf of the
fund.
2.8.5 Supplementary Empirical Results
In Tables A.1-A.7, we provide corresponding empirical results to Tables 2.7--2.14 but
with Live and Graveyard funds separated so that the effects of survivorship bias can
be seen. Of course, since we still apply our five-year minimum returns history filter
to both groups, there is still some remaining survivorship bias. Tables A.1 and A.2
contain summary statistics for the two groups of funds, Tables A.3 and A.4 report
summary statistics for the maximum likelihood estimates of the smoothing mnodel
(21)--(23). Tables A.5 and A.6 report similar statistics for the regression model es-
timates (62) of the smoothing model, and Table A.7 contains smoothing-adjusted
Sharpe ratios for the two groups of funds. Finally, Table A.8 correspoltnds to the re-
gressions of Table 2.11 ibut with deelllellt variables Ho and estilnated blY mn.xillll
likelihood ldl(ler the alternl.ate constraint (75).
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Event Driven
Non-Directional/R.clative Value
Global Macro
Global Opportunity
Natural Resources
Pure Leveraged Currency
Pure Managed Futures
Pure Emerging Market
Pure Property
Fund of Funds
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USBASED
GF-GLB
GF-USA
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).063 - 0.175 -.0.120
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3.52) (0.73) (0.28)
).005 -0.053 0.032
3.1 1) (0.49) (0.64)
0.178 0.291 0.184
2.01) (1.50) (2.06)
0.203 -0.386 -0.196
3.04) (2.63) (2.92)
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1.95) ((0.53) (1.01)
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-0.051
(1.73)
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(1.70)
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908 908 891
15.7 11.4 16.9
Table A..8: Regressions of maximum likelihood estimated smoothing coefficient 00
and smoothing index on indicator variables for 908 hedge funds in the TASS Hedge
Fund Combined (Live and Graveyard) database with at least five years of returns
history luring the period from November 1977 to January 2001, where the maximum
likelihood estimator 5& is constrained to equal a, nonparalnetric estimator &,, of the
innovation standard deviation. Absolute values of t-statistics are given in parentheses.
The indlicator variables are OPEN (1 if the fund is open, 0 otherwise); the fund
categories (1 if the fund belongs to the category, 0 otherwise); USBASED (1 if the
filnd is based in the US, 0 otherwise): and(l geograpIhical focus categories (1 if the
geograpl:lical focus of the fund is in a given region, 0 otherwise, where the regions are
USA. Asia Pacific, Western Europe, Eastern EuroI)e. and(l Africa. respectively).
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1.212
(19.04)
-0.004
(0.07)
-0.281
(2.10)
-0.131
(0.54)
0.006
(0.05)
0.293
(1.49)
-0.375
(2.54)
-0.086
(0.62)
-0.247
(3.49)
-0.281
(3.73)
0.026
(0.22)
-0.59
(1.18)
-0.284
(0.97)
0.022
(0.20)
0.284
(3.87)
-0.311
(3.42)
-0.146
(0.29)
-0.199
(2.96)
-0.118
(2.73)
0.022
(0.58)
-0.078
(1.78)
-0.087
(1.92)
-0.104
(1.61)
0.079
(1.28)
-0.133
(1.51)
0.137
(1.12)
891
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Chapter 3
The Equity Risk Premium and the
Riskfree Rate in an Economy with
Borrowing Constraints (joint with
Leonid Kogan and Raman Uppal)
3.1 Introduction
A feature of standard representative agent models with constant relative risk aversion
(CRRA.) preferences is that the Sharpe ratio of stock returns and the risk-free rate are
linked to one another. This is a major limitation. For instance, attempts to resolve
the finding in \lehra and Prescott (1985) that the risk premium is too small and the
risk-free rate is too high in such a model relative to the data, run into the problem
that an increase in the Sharpe ratio of stock returns is associated with an increase in
the risk-free rate. known as the "interest rate puzzle" (Weil 1989).
Our objective in this article is to study analytically the effect of borrowing con-
straints on the link etweell the Sharpe ratio and the risk-free rate. We (lo this b)v
considering a nlodel that is a straightforward extension of the homogeneol.s agellt
econolmy of lelhra an(l Prescott where financial markets are effectively colllplete.
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The extension is to introduce a borrowing constraint in a general equilibrium ex-
change economy with two agents who have CRRA preferences, and to give the bor-
rowing constraint a meaningful role we assume that the two agents differ in their
risk aversion. We characterize exactly in closed form the equilibrium of this economy.
General-equilibrium economies with borrowing constraints are typically not amenable
to explicit analysis and are studied using numerical simulation methods.1 Our model
is extremely tractable and amenable to rigorous theoretical analysis.
Our main result is that, unlike in a representative agent model, in an economy
with borrowing constraints the Sharpe ratio of stock returns can be relatively high,
while the risk-free interest rate remains relatively low. In particular, we show that the
Sharpe ratio of stock returns in the constrained heterogeneous-agent economy is the
same as in the representative-agent economy populated only by the more risk averse
of the two agents, while the risk-free rate in the constrained heterogeneous-agent
economy may be even lower than in the representative-agent economy populated by
the less risk averse of the two agents. And, comparing the constrained heterogeneous-
agent economy to one where agents are heterogeneous but unconstrained, we find that
imposing a borrowing constraint increases the Sharpe ratio of stock returns and lowers
the risk-free interest rate. Moreover, we show that the unconstrained economy with
heterogeneous agents suffer from the same limitations as the representative-agent
economy with CRRA preferences, namely the tight link between the Sharpe ratio of
stock returns and the level of the risk-free rate (we establish this new analytical result
for the unconstrained economy), which is not the case in an economy with borrowing
constraints.
Borrowing constraints are an important feature of the real economy and as argued
b)y Constantinides (2002) it is important to consider these constraints when studying
the implications of asset pricing models. However, taking into account borrowing con-
straints is a challenging task since even in models without borrowing constraints but
with heterogeneous risk aversion (Dumas 1989, Wang 1996, Chan and Kogan 2002)
'A not-able exception is a model of Detemple and Murthy (1997), in which explicit results can be
obtained when all agents have logarithmnic preferences, but differ in their beliefs about the aggregate
elldowmenlt process.
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most of the asset-pricing results are obtained using numerical analysis.2 In models
with borrowing constraint, for instance Heaton and Lucas (1996) and Constantinides,
Donaldson and Mehra (2002), the analysis is undertaken using numerical methods,
while in Kogan and Uppal (2002) the analysis is undertaken using approximation
methods that apply in the neighborhood of log utility which then limits the range
of the risk aversion parameter for which the effect of borrowing constraints can be
analyzed. In contrast, we characterize exactly in closed form the equilibrium in an
economy with borrowing constraints.
There is another important difference between our model and the models of Heaton
and Lucas (1996) and Constantinides, Donaldson and Mehra (2002), which are the
two papers closest to our work. In both these models, the source of heterogene-
ity across agents is idiosyncratic endowment shocks and therefore the mechanism
through which the borrowing constraint works is different. In Heaton and Lucas, the
constraint on borrowing and a cost for trading stocks and bonds raises individual
consumption variability, and hence, lowers the risk-free rate of return due to the de-
mand for precautionary savings. Constantinides, Donaldson and Mehra model do not
have trading costs; instead, they consider an overlapping generations model. In their
model, the young would like to invest in equity by collateralizing future wages but
are prevented from doing so because of the constraint on borrowing. On the other
hand, for the middle-aged wage uncertainty has largely been resolved and so most of
variation in their consumption occur from variation in financial wealth; thus, stock
returns are highly correlated with consumption. Hence, this age cohort requires a
higher rate of return for holding equity. Thus, in their model "the deus ex machina
is the stage in the life cycle of the marginal investor."
In contrast to these two papers, in our model the source of heterogeneity is risk
aversion, and therefore no additional source of risk is introduced relative to the stan-
dard representative-agent framework considered in Mehra and Prescott (1985). More-
over. because we solve for the equilibriunl in closed-form, the economic forces driving
2Wa;nll can solve for only some of the quantities of the model in closed form but eveu this is
plossible only for particular combinationls of the numlber of agents and the degree of risk aversion for
each of these agents.
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the results in our paper are transparent.
Our work is also related to the paper by Basak and Cuoco (1998) who characterize
the equilibrium in a model where agents differ with respect to their risk aversion
and, instead of a constraint on borrowing, face a constraint on participating in the
stock market. In contrast to our model where all agents face the same constraint on
borrowing, in their setup the constraint is applied asymmetrically across agents; in
particular, they assume that it's the less risk averse agent who is excluded from the
stock market, which is counter to what one would expect.
The rest of the paper is arranged as follows. In Section 3.2, we describe an ex-
change economy with heterogeneous agents who face borrowing constraints. In Sec-
tion 3.3, we characterize analytically the equilibrium in this economy. In Section 3.4,
we consider the robustness of our results to more general forms of the borrowing con-
straint. We conclude in Section 3.5. Our main results are highlighted in propositions
and the proofs for all the propositions are collected in the appendix.
3.2 A model of an exchange economy with hetero-
geneous agents
In this section, we study a general-equilibrium exchange (endowment) economy with
multiple agents who differ in their level of risk aversion. Wang (1996) analyzes this
economy for the case where there are two agents who do not face any portfolio con-
straints.
3.2.1 The aggregate endowment process
The infinite-horizon exchange economy has an aggregate endowment, Dt, that evolves
according to
dD = Dt dt + a Dt dZt,
where [L and a are constant parameters. We assume that the growth rate of the
endowment is positive, p - 2/2 > 0. Without imuch loss of generality we also assume
16(
that D0 = 1.
3.2.2 Financial assets
We assume that there are two assets available for trading in the economy. The first
asset is a short-term risk-free bond, available in zero net supply, which pays the
interest rate rt that will be determined in equilibrium. The second asset is a stock
that is a claim on the aggregate endowment. The price of the stock is denoted by St.
The cumulative stock return process is given by
dSt + Dtdt
= lustdt + astdZt, (1)
t
with /-st and st to be determined in equilibrium.
3.2.3 Preferences
There are two competitive agents in the economy. The utility function of both agents
is time-separable and is given by
Eo [j e-Ptl (Ca-1) dt],
where p is the constant subjective time discount rate, and Ct is the flow of consump-
tion. The agent's relative risk aversion equals y, and for agents with unit risk aversion
(-y = 1), the utility function is logarithmic:
Eo e-Ptl In Clt dt]
We assume that the first agent has risk aversion greater than one, while the second
agent has unit risk aversion. Mlost of our results can be easily generalized to an
arbitrary conmbiiation of risk aversionl coefficients 3.
3See Appendix B.
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3.2.4 Individual endowments
We assume that both agents are initially endowed with shares of the stock. We will
let wa,0, a {1, }, denote the initial share of the aggregate endowment owned by
the agent with relative risk aversion equal to a.
3.2.5 The constraint on borrowing
We consider a leverage constraint that restricts the proportion of individual wealth
that can be invested in the risky asset. The base case of our model assumes that
borrowing is prohibited. We establish our analytical results under this assumption.
As an extension, we analyze numerically a more general case, when the proportion of
individual wealth invested in the risky asset is bounded from above, r < > 1.
3.2.6 The competitive equilibrium
The equilibrium in this economy is defined by the stock price process, Pt, the interest
rate process rt, and the portfolio and consumption policies, such that (i) given the
price processes for financial assets, the consumption and portfolio choices are optimal
for the agents, (ii) the goods market and the markets for the stock and the bond
clear.
3.3 The equilibrium and asset prices
In this section, we characterize an equilibrium in the economy described above. We
compare the equilibrium in this economy with homogeneous representative-agent
economies. We conclude by comparing the equilibrium in the economy with con-
straints to the one that is unconstrained.
3.3.1 Equilibrium in the economy with borrowing constraints
We look for an equilibrium in which the policy of the less risk averse agent is affected
by the borrowing constraint. while the more risk averse agent is effectively nconI-
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strained. Clearly, one could construct other equilibria by lowering the risk-free rate
relative to the values that we identify. The equilibrium we identify has an intuitive
appeal, since it can be also interpreted as approximating all economy in which a small
amount of borrowing is allowed. In such an economy, while portfolio holdings of both
agents would consist almost entirely of the risky asset, the more risk averse agent
would be unconstrained. Our numerical results in Section 3.4 frther illustrate this
point.
The following proposition characterizes equilibrium prices and allocations in the
constrained economy. To simplify notation, we let Rt = fJ rsds denote the cumulative
return on the risk-free asset and define Rt = Rt - (p + - ya 2)t. The short-term
interest rate can then be recovered from the process Rt by differentiation.
Proposition 1 Let p > max[(1 - y), + (2 1)2, 0]. There exists a competitive equi-
librium in which
(i) The consumption processes of the two agents are given by
CY,t = (1 -A) exp (R + (1 - ^/)( - 7a 2 /2)t) D, (2)
Cl,t = Aexp(Rt)Dt, (3)
where the constant A = Cl,o/Do E [0, 1] and the deterministic process Rt are
determined as a unique solution of the following system of equations:
(1- A)exp (Rt + (1 -y)(/- 2 /2)t) + A exp(Rt) = 1, (4)
A-p(1 - w,o) exp(-Rt - pt)dt = 0. (5)
(ii) The instantaneous Sharpe ratio of stock retur771s equals
'st - r (6)
(7St
163
(iii) The instantaneous volatility of stock returns equals
Ust = ; (7)
(iv) The risk-free interest rate process rt is deterministic and is given by
rt = dt + (p + y_2).dt
Proposition 1 states that in equilibrium the moments of asset returns are deter-
ministic. Moreover, the instantaneous Sharpe ratio and volatility of stock returns are
constant. The reason for why the moments of returns are not affected by shocks to the
aggregate endowment, which is the only source of uncertainty in this economy, is very
intuitive. Since the growth rate of the aggregate endowment process is independent
of its past history, the moments of asset returns may depend only on the distribution
of wealth in the economy. Because the agents cannot borrow, in equilibrium they
both invest all of their wealth in the stock, and therefore their wealth processes are
instantaneously perfectly correlated. Thus, the cross-sectional wealth distribution in
the economy evolves in a locally predictable manner. Moreover, since both agents
have CRRA preferences, their consumption policies (consumption rate as a fraction
of individual wealth) depend only on the contemporaneous investment opportunity
set in the economy, that is, on the wealth distribution. Thus, we conclude that the
instantaneously riskless rate of change of the wealth distribution in the economy must
be a function of the wealth distribution itself, implying that the latter evolves deter-
ministically over time, and hence all moments of asset returns are also deterministic
functions of time.
The fact that the cross-sectional wealth distribution evolves deterministically has
another important implication. The consumption policies of both agents (consump-
tion as a share of individual wealth) then nmust be deterministic as well, therefore
the volatility of consumption growth of each agent coincides with the volatility of the
growth rate of aggregate endowment. The standard CCAPMI relation then implies
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that the maximum Sharpe ratio is given by the product of the volatility of aggregate
endowment growth and the relative risk aversion coefficient of the effectively unconl-
strained agent, i.e., of the more risk averse agent. Because there is only one source of
risk in this economy, the aggregate stock returns are instantaneously perfectly corre-
lated with shocks to the aggregate endowment and therefore the Sharpe ratio of stock
returns coincides with the maximum achievable Sharpe ratio, thus the Sharpe ratio
of stock returns is effectively set by the more risk averse of the two agents.
3.3.2 Comparison with representative agent economies
Having characterized the competitive equilibrium, we are now in a position to identify
the impact of heterogeneity on the properties of asset returns. We compare our
heterogeneous economy to a representative agent economy populated by identical
agents with a relative risk aversion of y*. By the same logic as above, we look
for an equilibrium which is supposed to approximate an economy in which a small
amount of borrowing is allowed, that is, we are looking for an equilibrium in which
the representative agent is unconstrained. The solution to this problem is well-known.
The moments of asset returns in this economy are given by
s - r = y(1 + *) 2US = , , r p + Y* - a. (8)
US 2
Both the Sharpe ratio of stock returns and the risk-free rate depend on the same
preference parameter. This gives rise to the well-known interest rate puzzle (Weil
1989): in a representative agent model with CRRA preferences, realistic values of
the Sha:rpe ratio of stock returns are associated with unrealistically high levels of the
risk-free rate.
The economy with borrowing constraints has properties that are markedly dif-
ferent from those in the representative-agent economy. Comparing the results in
Proposition 1 with equation (8). we see that tile Sharpe ratio of stock returns in the
constrained heterogeneous-agent economy is the samle as in the representative-agelnt
economy populated only by the second. more risk averse, of the two agents, i.e. tle
economy with y/* = . At the same time, the risk-free rate in the constrained hetero-
geneous economy is lower than the corresponding value suggested by (8), which we
will henceforth denote by r(?*). The following proposition summarizes the properties
of the risk-free rate.
Proposition 2 The risk-free interest rate in the economy with the borrowing con-
straint is a monotonically decreasing function of time. At time 0, the initial value of
the interest rate is given by
ro = z[r(1) + (1 - y)U2] + (1 - z)r(y), (9)
where r(-y*) denotes the risk-free rate in a representative-agent economy with risk
aversion equal to -y*, as given in (8), and z = yA/[1 + (y - 1)A] E [0, 1], where A =
Cl,o0 Do is the time-zero consumption share of the log-utility agent (see Proposition 1).
The initial value of the interest rate is a convex combination of r(y) and r(1)+(1-y)a 2
and the weight, z, is a decreasing function of the wealth distribution w,o. In the long
run, as time approaches infinity,
(i) If/ 1 -ya2/2 > O, then r('y) > r(1) and limt_,oort = p+_-ya2 = r(1)+(1-y)U2;
(ii) If -ya2/2 < O, then r(y) < r(1) and limt oo rt = p+y/-(1 + -y)a2/2 = r(y);
(iii) If - ya2 /2 = 0, then rt = r(y) = r(1).
Case (i) of Proposition 2 is the one in which the "interest rate puzzle" can arise in
a representative agent economy: a relatively high Sharpe ratio in the economy with
'* = y is also associated with a relatively high risk-free interest rate, i.e. r(y) >
r(1). It is also the case that is relevant for empirical analysis, since most reasonable
parameter choices would satisfy the condition u - ya2/2 > 0, which says that the
risk-adjusted growth rate of the econonly is positive. The proposition shows that in
this case, in the heterogeneous econollly. the risk-free rate is always lower than in the
representative-agent econollly with risk aversion equal to y, i.e., rt < r(y). Moreover,
for sufficiently large values of t. or e(luivalently for an initial wealth distribution with
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enoughl wealth controlled by the log-agent, the risk-free rate in the heterogeneous
econonmy is even lower than in the log-agent economy, that is, rt < r(1). Thus, in
contrast to the representative agent economies, in our heterogeneous economy the
risk-free rate is almost entirely divorced from the Sharpe ratio of stock returns. In
fact, in an economy with only a small fraction of wealth controlled by the more
risk averse type of agents, the Sharpe ratio of stock returns is the same as in a
homogeneous economy with risk aversion of y, while the risk-free rate is even lower
than in a homogeneous economy with risk aversion of one.
The intuition underlying the result in Proposition 2 is the following. When most of
the wealth in the economy is controlled by the log investor, the level of expected stock
returns is close to that in a homogeneous economy with a log-utility representative
agent, that is, p + I-. This is because the consumption rate of the log-utility agent
is a constant fraction of his/her wealth, given by the time preference parameter p
(e.g., Merton, 1969). Market clearing requires that the wealth of the log agent is
approximately equal to the stock price, while his/her consumption approximately
equals the aggregate endowment, from which the result on the price level and expected
stock returns follows immediately. However, following Proposition 1, we argued that
it is quite intuitive why the Sharpe ratio of stock returns is determined by risk aversion
of the effectively unconstrained, more risk averse investor. Thus, the presence of the
borrowing constraint drives a wedge between the risk-free rate and the Sharpe ratio
of stock returns.
3.3.3 Comparison with an economy without borrowing con-
straints
To further isolate the effect of the borrowing constraint, we consider the benchmark
economy where agents are heterogeneous and there is no constraint on borrowing.
This is precisely the setting studied by Wang (1996). We assumel that the agent's
preferenlces in the unconstrained economy are identical to those in the constrained
economy. Unfortunately, the asset prices in the unconstrained economny cannot be
1G7
computed in closed form, which limits the scope of our analysis. Nevertheless, some
comparative results can be established.
Proposition 3 The instantaneous Sharpe ratio of stock returns in the unconstrained
economy falls between u and ya and hence is lower or equal to that in the economy
with borrowing constraints, regardless of the cross-sectional distribution of wealth in
each of the economies.
Proposition 3 establishes that imposing the borrowing constraint raises the Sharpe
ratio of stock returns. In the unconstrained economy, there is no well-defined marginal
investor, risk aversion of both agents affects the Sharpe ratio of stock returns. As
we argued above, imposing a borrowing constraint effectively makes the logarithmic
agent infra-marginal and the Sharpe ratio of stock returns is now set by the more risk
averse agents. Thus, it is not surprising that in the constrained economy the Sharpe
ratio is higher than in its unconstrained counterpart.
Intuitively, one could also conjecture that imposing the borrowing constraint low-
ers the risk-free interest rate. This is because imposing the constraint reduces the
demand for borrowing on behalf of the less risk averse investors, so for the bond mar-
ket to clear, the more risk averse investors should not be willing to lend, and therefore
the risk-free rate must fall. This argument is heuristic, since it ignores the general-
equilibrium effects that the borrowing constraint has on the dynamic properties of
stock returns and the risk-free rate. Nevertheless, this intuition is appealing and is
formalized in Proposition 4 below.
Because the wealth distribution in the unconstrained economy cannot be derived
explicitly, it is difficult to compare interest rates in the constrained and the uncon-
strained economies while controlling for the wealth distribution. In the following
proposition. we take a different approach, by assuming that the consumption distri-
bution i the two economies is identical and comparing the corresponding interest
rates. This is not a standard comparative statics experiment, since the consumption
distributioll in the two economies being same is not equivalent to the wealth distri-
butioll being the same. However, together with Proposition 3 this establishes the
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following important result. For an unconstrained economy with any wealth distrib-
ution one can always find a wealth distribution in a constrained economy with the
same preferences to simultaneously achieve a lower value of the risk-free rate and a
higher value of the Sharpe ratio of stock returns.
Proposition 4 Given the same cross-sectional distribution of consumption in the
constrained and the constrained economies, the risk-free interest rate in the con-
strained economy is lower than or equal to that in the unconstrained economy.
Propositions 3 and 4 show that, holding the agents' preferences fixed, imposing
a borrowing constraint increases the Sharpe ratio of stock returns and lowers the
risk-free interest rate. One could, however, argue that since the distribution of risk-
aversionl coefficients is not directly observable, one would often treat it as a free
parameter in calibration, and therefore an unconstrained economy could potentially
have properties similar to a constrained economy, albeit with a different choice of
risk aversion parameters. The following proposition demonstrates that this is the
case. In fact, an unconstrained heterogeneous economy exhibits a tradeoff between
the Sharpe ratio of stock returns and the risk-free rate that is very similar to the
one in representative-agent economies with CRRA preferences. In the latter case, the
Sharpe ratio of stock returns, denoted by SR(-y), and the risk-free rate are related by
r(-) = p + SR(y) - ' SR(y) 2
a 2
For realistic choices of model parameters, a high Sharpe ratio of returns implies a
relatively high risk-free rate. As the following proposition shows, the situation is not
very different in an unconstrained heterogeneous economy.
Proposition 5 Let SR" 'nC denote the instantaneous Sharpe ratio of stock returns in
arn unconstrained heterogeneous-agent economy. Then the risk-free interest rate and
the Sh.a7pe ratio of stock returns satisfy
run; > p + SR1 - (SR, ).  (10)
dr
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The inequality (10) does not explicitly depend on the preference parameter y or
the distribution of wealth in a heterogeneous economy, that is, it applies for any wealth
distribution within a particular economy and also across various economies, differing
in agents' risk aversion. Figure 3-1 below illustrates the implication of Proposition 5.
Note that, as the wealth distribution shifts from the log-utility agent to the more risk
averse agent (as w increases), both the interest rate and the Sharpe ratio rise in the
unconstrained economy. However, to achieve a high value of the Sharpe ratio, the
risk-free rate must be unrealistically high. On the other hand, a constrained economy
with the same parameter values can generate a high Sharpe ratio while the risk-free
rate remains relatively low.
Finally, we find that the borrowing constraint does not have an obvious systematic
effect on the volatility of stock returns. In the constrained economy, the instanta-
neous return volatility equals the volatility of the endowment process a, while in the
unconstrained economy it can be either higher or lower, depending on the choice of
model parameters.
3.4 Numerical analysis: More general borrowing
constraints
In this section, we analyze a more general case, when the proportion of individual
wealth invested in the risky asset is bounded from above, 7r < > 1. An explicit
solution in this case is not available and we have to resolve to numerical simulations.
Our objective is to illustrate that the explicit solution in the economy without bor-
rowing is qualitatively similar to the behavior of an economy with a relatively tight
restriction on leverage.
We consider an economy in which the moments of the aggregate endowment
growth are given by = 0.018 and a = 0.033 (these correspond to the uncondi-
tional moments of the century-long U.S. aggregate consumption series). We set the
subjective time discount rate to p = 0.02. We assume that the more risk averse agent
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in the economy has the relative risk aversion parameter -y = 10. We set = 1.05,
i.e.. the agents cannot borrow more than 5% of their individual wealth. We solve for
equilibrium prices and strategies using the same iterative procedure as in Kogan and
Uppal (2002).
Our results are shown in Figure 3-1. In the region where the borrowing constraint
is binding, which corresponds approximately to w, > 0.05, the Sharpe ratio of stock
returns is close to the value in the economy without borrowing, which is the same
as in the representative-agent economy with risk aversion of y. The risk-free rate
is monotonically increasing in wy, as in the economy analyzed above. Note that if
most of wealth in the economy is controlled by the less risk-averse, log-utility, agent,
the interest rate can be lower than in a representative-agent log-utility economy, as
predicted by our analytical solution above (the results of Proposition 2, obtained in
the limit of large values of time t are equivalent to the limit of the wealth distribution
w, approaching zero, since the wealth distribution in the economy without borrowing
is a deterministic monotone function of time and limt,,O w',t = 0).
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Figure 3-1: Effect of borrowing constraint on Sharpe ratio and risk-free rate
Panel (a) plots the instantaneous Sharpe ratio of stock returns in the constrained
economy (solid line) and in the unconstrained economy (dotted line) as a function
of the wealth distribution, w. Panel (b) gives the corresponding plots of the risk-
free interest rate. The following parameter values are used: / = 0.018, = 0.033,
p = 0.02. The more risk averse agent in the economy has = 10. The constraint
on borrowing is given by r < 1.05, i.e., the agents cannot borrow more than 5%
of their individual wealth. The dashed and dashed-dotted lines correspond to the
representative-agent economies with risk aversion of y = 1 and = 10 respectively.
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3.5 Conclusion
In this article, we study a general equilibrium exchange economy with multiple agents
who differ in their degree of risk aversion and face borrowing constraints. We show
that, unlike in a representative agent model, in an economy with borrowing constraints
the Sharpe ratio of stock returns can be relatively high, while the risk-free interest
rate re:nains relatively low. In particular, the Sharpe ratio of stock returns in the
constrained heterogeneous-agent economy is the same as in the representative-agent
econon:ty populated only by the more risk averse of the two agents, while the risk-free
rate in the constrained heterogeneous-agent economy may be even lower than in the
representative-agent economy populated by the less risk averse of the two agents.
And, comparing the constrained heterogeneous-agent economy to one where agents
are heterogeneous but unconstrained, we find that imposing a borrowing constraint
increases the Sharpe ratio of stock returns and lowers the risk-free interest rate.
Moreover, we show that the heterogeneous-agent unconstrained economies suffer from
the same limitations as the representative-agent economies with CRRA preferences,
namely the tight link between the Sharpe ratio of stock returns and the level of the
risk-free rate, which is not the case in economies with borrowing constraints.
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3.6 Appendix A: Proofs and technical results
Proof of Proposition 1
We first examine the decision problem of individual agents, subject to the market
prices given in parts (ii-iv) of the Proposition. We then show that markets clear as
long as the system of equations (4,5) has a solution. Finally, we prove that such a
solution exists and is unique.
Individual agents' consumption/portfolio choice
Since the first, more risk averse, agent is unconstrained in equilibrium, his problem
can be formulated in an equivalent static form (see Cox and Huang, 1989)
max Eo e-Pt dt (Adt[Jet l-yC.1-r· ·J(Al)
subject to the budget constraint
Eo [ eRt tCy,tdt] = wEo [ e-RttDtdt] = ,0oSo (A2)
where t is the density of the equivalent martingale measure (EMM density). Given
(ii) t takes the following form
t = e - 22 t - wt. (A3)
The optimal consumption of the first agent then satisfies
e-ptC-7 = Xle-Rtt (A4)
where Al is the Lagrange multiplier on his bu(lget constraint. Thus.
-I -P ' l'l (l h') /2 tI? p
C-y = 1 e -i e Dt. (A5)
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To solve the problem of the log-utility agent, we use the technique developed in
Cvitanic and Karatzas (1992) for portfolio optimization with constraints. Specifically.
we introduce a fictitious market in which the diffusion component of stock returns is
the same as in the original market, but the EMM density is now given by
et = e- 1 2t - w t (A6)
and the interest rate by
rt = rt - (1 - y) r2. (A7)
It is easy to check that the expected stock return in the fictitious market is the same
as in the original market. If it turns out that the optimal portfolio strategy for the
agent in the fictitious market satisfies the original constraints, this strategy would
also be optimal in the original market (see Cvitanic and Karatzas, 1992).
The log-utility agent's problem in fictitious market is
maxE [ e-Pt n Cl,tds , (A8)
subject to
F[j eR+()2ttCl,tdt = (1 - W,o)So. (A9)
The optimality condition takes form
e-PtC- = \ 2 e-Rt+(l-A) 2t (A10)
and therefore
Cl.t = 21 eRt e(-p-,+wy2)tDt' (All)
Market clearing conditions
Let us define
Rt = Rt - (p + - 'ya2)t. (A12)
Then, equations (A5) and (All) take form
_ I t +(1-7 )(-q2/2)t
C7,t = A
,
'e ' Dt, (A13)
Cl,t = A-leRtDt. (A14)
The market clearing condition in the consumption market is then given by
1 Rt+(l-')(l'-ea2,/2) t
A1 Ae ' + -let = 1, (A15)
which should hold for every t E [0, co). The condition (A15) at time t = 0 implies
that A 1 = 1 - A1 ' = C1,o/Do. Let us denote C1,olDo as A and express (A15) as
(1 A)xp (Rt + (1- y)(z - ?ya2/2)t) - (A16)(1 - A) expRRt + (1 - - + Aexp = 1. (A16)
Consider now the budget constraint of the log-utility agent:
(1 - W,O)SO = Eo [je- Rt+(1)attCl,tdt] = AJ e-Ptdt = (A17)
Since
So = E e-Rt tDtdt = e-Re(h-ya2 )tdt = e-R-Ptdt, (A18)
equation (A17) is equivalent to
A = p(l - w, 0) e-Rt-Ptdt. (A19)
As long as the budget constraint of the log-utility agent is satisfied, so is the budget
constraint of the non-log agent, which follows from equations (A13), (A16), and (A18).
Finally, note also that according to (A18), the ratio of the stock price to the aggregate
endowment is a deterministic function of time, and hence the instantaneous volatility
of stock returns equals . Similarly, the volatility of wealth of the log-utility agent
(computed sing the ENMM density t) is equal to a. Hence, the log-utility agent
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invests all of his/her wealth in the stock market, and therefore, the no-borrowing
constraint is satisfied. The same is true for the non-log agent. Thus, we conclude
that the equilibrium postulated in Proposition 1 exists as long as the system of two
equations (A16, A19) (equations (4) and (5) in Proposition 1) has a solution.
Existence and uniqueness of solution to equations (4) and (5)
Differentiating (4) with respect to A we have
(0 -- (1 - y)A exp(Rt) exp (Rt + (1 - Y)(I - 2/2)t(DA =t) exp -exp(Rt). (A20)
Consider two cases:
Case: , - ya2/2 > 0
Equation (4) implies that in this case Rt > 0. From equation (A20) then it follows
that aARt < 0. Let us define a mapping
I(A) = p(l - w,o ) e-R"-Ptdt. (A21)
Differentiating (A21) with respect to A we have
'(A) =-p(l - w,o) j ARte-Rt-Ptdt > 0. (A22)
From (4) we have
0 < I(0) = (1 - w,)p/[p - (1 - )(f/ - yU2/2)] < 1
0 < I(1) = (1 - ,0) < 1.
Therefore, ly the Brouwer Fixed-Point theorem, the system of equations (4), (5) has
a, solution. To show that the solution is unique, we compute the second derivative of
I(A):
I"(A) = (1 - way,) [(0ARt) 2 -- OAA9t]e-Rt-Ptdt. (A23)
.f
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Differentiating (A20) with respect to A we have
AARt (1 - (1 - )A exp(Rt~)) - (1 - y)OA Rt(1 + AOARt)exp(Rt) =
= ARt (exp (Rt + (1 - y)( - 2/2)t) -exp(Rt)) + (1 - )0ARt exp(Rt).
Therefore,
[(OAR)A,t -a AARt] (1 - (1 - )Aexp(Rt)) =
[I + (2 y - 1)AeRt] exp (t+(1-- )( -,' 2 /2)t) +exp(R) (- A exp(t))
JARt(7- 1) I -1(1 - )Aexp(/~t)
Since ARt < 0 and y > 1, we conclude that I"(A) < 0 and the uniqueness of the
solution follows.
Case: /1 - yo2/2 < 0
Equation (4) implies that in this case Rt < 0. From equation (A20) then it follows
that DARt > 0 and, therefore, I'(A) < 0. This implies that the equation I(A) = A
has a unique solution.
Proof of Proposition 2
Differentiating equation (4) with respect to t at t = 0 proves (9). To show that
z is a decreasing function of the w,0, it is enough to prove that A is a decreasing
function of w-,0 , since z is monotonically increasing in A. A = I(A, w,o) holds for
every w,0 E [0, 1]. Differentiating this equality in wv,0, we find that
[1 - AI(A, w,o)]d,,oA = d,,,oI < 0.
At the fixed point of the mapping I(A), it must be that aI(A, o) < 1, and hence
O,; ,A < O.
To establish the asymptotic properties of the risk-free rate, we examine (4) as t
approaches infinity.
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(i) Case pu-ya2/2 > 0: lillltox Rt = - In A. and therefore, limtoo rt = P+-'ya.
(ii) Case - -2/2 < 0: linlmto, Rt + (1 - -)(- -yaU2 /2)t = const, and therefore.
limt-oo rt = p + -Y? - ^(l1 + y)a2/2.
(iii) Case/ - a2 /2 = 0: Rt = O and rt = p + u - yo2.
Proof of Propositions 3-5
First, we establish some properties of the unconstrained economy. The equilibrium
allocation of consumption in such economy is Pareto-optimal and can be recovered
as a solution of the central planner's problem (see Wang, 1996)
max - + A In C1 (A24)C,+Cl=D 1 -
for a suitable choice of the utility weight A. Let u(D; A) denote the solution of (A24),
which c(an be interpreted as a utility function of the representative agent (social
planner). Using the optimality conditions, it is easy to show that (A24) implies
DDCy = D - (1 - y)C1 (A25)
(D (1 - y)C,C1)3 ' (A26)
and therefore,
1
ODui(D; A) = A- (A27)
and
DDu(D; ) = -A D - (1 - )C (A28)
According to the consumption CAPM. the instantaneous Sharpe ratio of stock returns
is given by
SRC = a--DODDu(Di; A) =E [_+ A_ (A29)SRc= I) O(DiIX) =(1 - A) +-A E [, (A29)
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where A = Cl,o/Do denotes the consumption share of the log-utility agent at time
zero, as in the constrained economy characterized in Proposition 1. This proves
Proposition 3.
The risk-free rate in the unconstrained economy can be computed using the derived
utility function of the representative agent. Specifically,
un _ oDt9DDU(Dt; A) 1 DtODDDU(Dt; A) 2
rt= - oDu(,Dt; A) u(; )- .- )o9D u (; ) 2 aDu(t; A)- (A30)
It then follows that
rnC =p + l+(-- )A
1 +Y -y(1-y)A 2
(1 + ( - )A) 2 
Now compare rnc to the interest rate in the constrained economy with the same
initial distribution of consumption, as given by Proposition 1. We find that
ron- ro = 2(1 A A)3 [( -1) 3 A 2 + A ( 3 + 2 _ 5y + 3) + 2 ( -1)].
It is easy to see that since A E [0, 1] and y > 1,
rounc -ro 0.
This proves Proposition 4. The result of Proposition 5 follows from (A29) and (A31).
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3.7 Appendix B: General case
In this section we consider a general case of two agents with CRRA utility functions.
UiL (c1 ) = Et LJ 1- ds and U2 (c2)= Et
[00 1-7_2 
ep(s-t) 2,s ds1 - 72
(B1)
Without loss of generality we assume that 'y1 > 'Y2. We prove the following analog of
Proposition 1:
Proposition 6 Let p > max[(1 - y)/ + 71(72-Y-)2,0]2 There exists a competitive
equilibrium in which
(i) The consumption processes of the two agents are given by
Ct=t + (-Y2-71)( + 1 - yl - 2)2/2)t]t, B
C2,t = A exp(Rt)Dt, (B3)
where the constant A = C1,o/Do E [0, 1] and the deterministic process Rt are
determined as a solution of the following system of equations:
(Rt + (2 - Y1)(' + (1 -71 - 2)a2/2)t) A exp = 1,
(B4)
A o
Jo
e- R - t dt = 0, (B5)
where
(B6)
(ii) The instantaneous Shalpe ratio of stock returns equals
(B7)/lt - rt
-' ISaO',s5t
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(1 - A) exp
_Y22-1 OCt d 1 u,,)i
e - Y2Rt btd -(I - ylo
0 = + ( - 1 - -Y2 a2/2).
(iii) The instantaneous volatility of stock returns equals
aSt = a;
(iv) The risk-free interest rate process rt is deterministic and is given by
(B8)
dRt
rt dt + (P + 72- ( + y22 - 1)/2)a2 ).dt
Proof. Following the same line of arguments as before we find that the first agent's
solution to the unconstrained problem with EMM density
(B9)t = e- 2l t -1aWt
1 t -P-Y1*+Y1(1+Y1)a2/2 t
C-l,t = 1 I e e 71 Dt. (B10)
where A1 is the Lagrange multiplier on his budget constraint. To solve the problem
of the less risk-averse second agent, we use the technique developed in Cvitanic and
Karatzas (1992) for portfolio optimization with constraints. Specifically, we introduce
a fictitious market in which the diffusion component of stock returns is the same as
in the original market, but the EMM density is now given by
t = e 2a (B11)
and the interest rate by
rt = rt - (2 - 71) a2 . (B12)
Thus, the second agent solves(c~., , 1 - 2
Lb:~[I' · "
(B13)
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is
subject to
Eo [ c e-Rt+(32-)e7 2 t C,.tdt] ( - w 1,,o)S o
As a result, his consumption is given by
1 R -P-h2 A+() +2(^2-1 )/2)cr2 t
C7Y2,t = A2 2 e e '2 Dt.
Market clearing conditions
Let us define
Rt = - (p + Y2,u - (1 + Y2(Y2 - 1)/2)c2)t.
The market clearing condition in the consumption market is then given by
(1-.A)exp (tRt + ( 2 -- yl)( + (1- ? - 7)a2/2)t)
^/1i
+Aexp (-) = 1,
72LVlr\y2j r
where, as before, A = Cl,o/Do = 2 Y2 = 1 - A1 1 = C1,o/Do.
budget constraint of the less risk-averse agent:
(1 - wvo)So = Eo
(B17)
Consider now the
= A Imeit "[-~ +( 2 e R 2= A f e_- e'2  -R ( 
(B18)
Since
So = Eo) [/ e-RttDtdt = e-Rt e(U-ya 2)tdt =
e-Rt-( P+(a2-l)(-72a2/2) )tdt
(B19)
equation (B18) is equivalent to
A e- e 2 Rt )2 =+ (1 - j .o
(1'
AJ e- Y2 Rt - t t ( - .
e-t-(P+(-2-1)(..-_2 2/2))tdt
'
o)
c
-R - t dt
Jn
183;
(B14)
(B15)
(B16)
(B20)
(B21)
e- Rt + -y2 --y ) a' tc C12,t d
As long as the budget constraint of the second agent is satisfied, so is the budget con-
straint of the first agent, which follows from equations (B17) and (B19). Finally, note
also that according to (B19), the ratio of the stock price to the aggregate endowment
is a deterministic function of time, and hence the instantaneous volatility of stock
returns equals a. Similarly, the volatility of wealth of the second agent (computed
using the EMM density St) is equal to a. Hence, the second agent invests all of his
wealth in the stock market, and therefore, the no-borrowing constraint is satisfied.
The same is true for the first agent. Thus, we conclude that the equilibrium postu-
lated in Proposition 1 exists as long as the system of two equations (B17, B21) has a
solution.
Existence of solution to equations (B17) and (B21)
Let us define a mapping
I(A) = A e- 2 R-tdt - (1 - w,o) e-RtkOtdt (B22)
From (B17) and (B22) we have
I(O) < 0 < I(1).
Therefore, the system of equations (B17), (B21) has a solution.
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