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We consider estimation of a location vector in the presence of known or 
unknown scale parameter in three dimensions. The technique of proof is Stein’s 
integration by parts and it is used to cover several cases (e.g., non-unimodal dis- 
tributions) for which previous results were known only in the cases of four and 
higher dimensions. Additionally, we give a necessary and sullicient condition on the 
shrinkage constant for improvement on the usual estimator for the spherical 
uniform distribution. 0 1992 Academrc Press, Inc. 
1. INTRODUCTION 
Consider the random vector X= (X,, X2, . . . . X,) having a spherically 
symmetric dsitribution about 8 = (0,, t&, . . . . 0,) and the problem of 
estimating 0 under quadratic loss L(6,0) = 116 - ell’. 
Since Brown’s [lo] paper proved the inadmissibility of X as an 
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estimator of 13 for p 2 3 many classes of improved estimators have followed 
(see [7] for a review). 
When finding estimators of 8 which dominate X for all spherically sym- 
metric distributions, many results exist for p>4 but for p= 3 they do not 
exist for the whole class of distributions, but only for certain spherically 
symmetric distributions (see [3, 63). Even for these spherically symmetric 
distributions the search for improved estimators presents more difficulty in 
the three-dimensional case. This difliuclty lies in the fact that the risk, when 
p = 3, does not behave the same way as it does for p 2 4 dimensions. 
In this paper we will use Stein’s [ 141 integration by parts technique to 
find estimators of t?, with respect to quadratic loss, for some special spheri- 
cally symmetric distributions which have not previously been considered. 
Specifically, we focus on the random vector X= [X, , X2, X,]’ with a 
density f(I/x-till’)=0 for llx-01[‘> R* and f(t)<M< co. These dis- 
tributions do not fall into Berger’s class of spherically symmetric distribu- 
tions. We find values of a for which the James-Stein estimator 6,(X) = 
(1 - a/X’X)X and the Baranchik estimator 6,,,(X) = (1 - ar(X’X)/X’X)X 
improve on X. 
For the special case of X having a three-dimensional uniform distribu- 
tion on the ball IIX- t9(1* < R2 we obtain a necessary and sufficient condi- 
tion for 6,(X) to dominate X when previously only sufficient conditions 
existed. 
We extend the sufficient condition for the uniform distribution to all 
spherically symmetric unimodal distributions and obtain a larger class 
of estimators for p = 3 than previously obtained by Brandwein and 
Strawderman [6]. 
We will say a random vector X having density f( I/x- 011’) has a 
controlled spherically symmetric unimodal distribution if and only if there 
exists a positive nonincreasing function g( IIx - 011”) and constant M> 0 
such that g(llx-8~~2)~f(I(x-~~~2)~Mg(llx-8~~2). Obviously, there are 
many controlled spherically symmetric unimodal distributions of interest 
and we find improved estimators for this class of distributions as well. 
Finally, we consider the problem of estimating t!3 when X has a density 
f( ljx - 8((*/0’), where cr is unknown, and lind, for p = 3, minimax 
estimators of 0 with respect to scaled quadratic loss L,(6, 0) = 116 - 811 */a*. 
Brandwein and Strawderman [7] consider the problem for p 2 4 and X 
spherically symmetric about 8. Bravo and MacGibbon [9 J consider this 
problem for spherically symmetric unimodal distributions and dimension 
p 24, but we present results for p = 3 and X having a spherically 
symmetric unimodal distribution about 8, as well as for distributions with 
compact support. 
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2. AN EXPRESSION FOR THE DIFFERENCE 
IN RISKS USING INTEGRATION BY PARTS 
Since Stein [14] used integration by parts for estimating the location 
parameter of the normal distribution, it was shown to apply to the general 
continuous exponential family in simultaneous estimation problems (see 
[16]). For certain spherically symmetric densities, Berger [3], Ralescu 
[12], and Bock [4] all used this technique for estimating location 
parameters. 
Here, we consider the random variable X= (X,, X,, . . . . X,), one observa- 
tion on a distribution which has a density f( [Ix - 811 *), (0 = (Or, t12, . . . . O,)‘), 
that is continuous a.e. with respect to the Lebesgue measure. When the loss 
is quadratic loss, 116 - 81/*, we will find an expression for the difference in 
risks between estimators of the form Stein [15] considered, 6,(X) = 
X+ ug(X) and the usual minimax estimator X, using the integration by 
parts technique. Since 
uwn 0) - uwn 0) = IIX- ei? - 116,w - eii* 
=h i gi(Xi)(ei-Xi)-a* IId-W2, 
1=1 
then the difference in risks 
4,(e) = -2~2 i EeC(Xi- 0,) gi(W] -a*& II g(X)I12. 
i=l 
(2.1) 
Therefore, since 
f(W =(~i-Qf(llx-~l12) 1 
whenever IIx - 811* is a positive point of continuity of f, integration by 
parts gives 
Combining expressions (2.1) and (2.2), we have 
We) = j { -WV g(x)) I,,- e,,2 f(t)df-a* IIdx)l12fW-~l12) dx. x 1 
(2.3) 
This expression leads to the following lemma for any spherically symmetric 
distribution. 
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LEMMA 2.1. Let the p x 1 random vector X have a spherically symmetric 
distribution about 8 with density f( IIx - 011’) with respect to Lebesgue 
measure. Then for p > 3, provided the divergence of g is nonpositive, the risk 
of the estimator 6,(X) = X+ ag(X) dominates (is less than or equal to, for 
all 0) the risk of S,(X) =X with respect to quadratic loss if and only if 
0 < a < inf, cr( e), where 
(2.4) 
Proof From expression (2.3) for the difference in risks 
R(6,, 0) - R(6,, e), it follows directly that Od,(e) > 0 if and only if for each 
8,O < a < C;,(e), where tf(e) is defined by (2.4). Therefore, O,0(f?) > 0 for all 
0 E RP, and thus the risk of 6,(X) dominates the risk of 6,(X) = X, if and 
only if 0 < a < inf, ,ge). Q.E.D. 
For the special case g(X) = - X/X’X, 6,(X) = (1 - a/X’X)X is the 
James-Stein estimator, and inf, t?(e), where 
tFteI =~(l/ll~II’)(~~-s,,~f(t) dt) dx 
~~~lll~l12~f~Il~-~ll’~ dx . 
(2.5) 
In the next sections, we will restrict our attention to dimension p = 3 
and consider the James-Stein estimator 6,(X) = (1 - a/X’X)X and the 
Baranchik-type estimator 6, ,(X) = (1 - ar( X’X)/X’X) X. 
Expression (2.5) will be used to obtain improved bounds not only for 
spherically symmetric unimodal distributions but for distributions with 
compact support and for non-unimodal bounded distributions. 
In a related paper, Brandwein, Ralescu, and Strawderman use 
Lemma 2.1 for improving further on X for some special spherically 
symmetric distributions. The results they obtain are better than those 
which already exist for p > 4. 
As pointed out by Brandwein [S, Theorem 4.11, we need only restrict 
our attention to one observation on a spherically symmetric distribution, 
since the multiple observation case will reduce to one observation. 
3. MINIMAX ESTIMATORS FOR DISTRIBUTIONS 
WITH COMPACT SUPPORT IN THREE DIMENSIONS 
Consider the estimator 6,(X) = X + ag(X) from Section 2, where 
g(X) = -X/XX. Then 
6,(X)= l-Cx x 
( > 
which is the James-Stein estimator. 
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In Brandwein [S], improved minimax estimators are found for p >4 
when X has a spherically symmetric distribution. These results depended 
on conditioning on the shell (11X- 8112 = R2). Unless the dimension is at 
least 4, if X-9(IIX-8112=R2), the James-Stein estimator will not 
improve on X, with respect to quadratic loss. However, for certain spheri- 
cally symmetric distributions Berger [3] and Brandwein and Strawderman 
[6] have found imporved estimators when p = 3. The cases under which 
improved estimators exist are: if X= (Xi, X2, X,)‘~~(/IX-Q[~) and 
(i) inf, q(t) = C > 0, where q(t) = fy f(s) dslf( t) (this is Berger’s condition), 
or (ii) f( 11x- Si12) is nondecreasing, i.e., X has a spherically symmetric 
unimodal distribution (Brandwein and Strawderman’s condition). 
For densities with compact support, f( IIx - 8(1’) = 0 for /Ix - 811 2 > R2 
and f(t) < M < co, Berger’s condition (i) is certainly violated. 
If we consider densities with compact support which are not unimodal, 
then a new condition will be needed to be satisfied by these densities, 
namely, 
inf I,R*f’t)dt=y>O 
XE (0.R2) R2-x ’ (3.2) 
From condition (3.2) and by finding improved estimators for the 
uniform distribution over the ball, /IX- Q/1’< R2, for p = 3, we can find 
minimax estimators for the densities with compact support. In the proof of 
the following theorem, we will not only find minimax estimators for the 
desities with compact support, but we will also find a larger class of 
James-Stein estimators, for p = 3, than Brandwein and Strawderman did 
for the uniform distribution on the ball, IIX- 0)12 < R2. 
THEOREM 3.1. Suppose the three-dimensinai random vector X has a 
density, f( [Ix- 0112), with compact support where f < M < CL), but f is not 
unimodal. Then, if condition (3.2) holds, the James Stein estimator, 6,(X), 
defined by (3.1) is better than X with respect to quadratic loss provided 
0 <a < (0.31)(y/M)R2. 
Proof. From Lemma 2.1 and expression (2.5), we know that for p = 3, 
6,(X) dominates X if and only if 0 <a <inf,(;((8), where c,*(S) is given by 
(2.5). For the James-Stein estimators and densities with compact support, 
(3.3) 
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By (3.2) and, since f < M < co, 
inf v( 0) 2 & itjf Sllx- ~,,~~~~~~/11~112~~~2- llx-Q12) dx 
e Sll.- e~~~~~~(1/IIxI12) dx 
= ; (R2 - sup F*(e)). 
0 
Clearly, we see that 
F*(e) = ‘llxj~~~~~~~(l;~~~;~~ dx. 
X 
Now, when X- S%!( HX- tI\\* d R2), t,*(e) = RZ - F*(e). Thus, to find a 
bound for a when X has a density with compact support now reduces to 
the problem of finding the inf, t*(e) when X- %!{ I/X- e/l2 6 R2}. Thus, if 
we show R* - sup, F*(8) = (1 -a*) R2 > 0.31R2, we will have completed 
the proof. We will now show inf, t,*(e) 2 (y/M)(0.31) R2. 
We can rewrite F*(e) as 
(3.4) 
From Lemma A.1 in the Appendix, we have 
F*(e)= R3/3 + R liw + (R* - ll~l12)(R2 + l~wmlm 
2R+2(R4-e4)1,(11e1)) 3 (3.5) 
where, for p = 3, 
1 
'R(Ilell)=4(lle~I)(R*+ 118112) 
Hence, (3.5) becomes 
2 
= R2dt), where t=ufO 1 R ” (3.6) 
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To find sup, F*(8), we will consider the following cases. 
Case 1. t=o, 1: 
F*(d) = $R2. 
Case 2. t> 1. From Lemma A.2 in the Appendix, p(t) G $; thus 
F*(B) < $R2. 
Clearly now, sup, F*(8) 2 $R2 and, since clearly by (3.4) F*(8) d R2, for 
the following remaining case we need only the smallest value of a*, 
$<a*< 1, where p(t)<a*. 
Case 3. 0 < t < 1. For this case, it is straightforward to show that 
p(t) < a* is equivalent to 
(1-P)(t’+(l-2a*)) 
2t 
log(+(2a*-;)-t2 (3.7) 
which is equivalent to d,*(t) < 0, where d,.(t) is defined in the Appendix 
by (A.2). 
Let a,*=sup,,,,,p(t)=least upper bound (a* 1 a*>p(t), $<a*< l}. 
Since p(t) < a* is equivalent to i,.(t) < 0 and, by Lemma A.3 in the 
Appendix, d,*(t) 60 if and only if A(a*) = q5,.(to(a*)) < 0 (&,(a*) and A.(a*) 
are defined in the Appendix by (A.1 ) and (A.3), respectively). Thus, we are 
searching for the least upper bound, a $, that satisfies I(a*)<O. Since by 
Lemma A.4, A(a*) is decreasing in a *, then if a$ is such that l(a$) = 0 and 
a* <a,*, 1(a*) > A(a,*) = 0. So the least upper bound, a,*, is the solution to 
A(a,*) = 0. 
Thus, if X- @{ 11X- Q2 Q R2}, 6,(X) is better than X if and only if 
O<a<b$R2=(1-a;)R’. 
To get an approximation for b,* = I- a$, we let a* =0.68 * t,(a*) = 
0.9360241 => l(O.68) = 0.7408298 > 0. Now let a* = 0.69, &,(a*) = 0.9505598 
and A(0.69) = - 1.7 < 0. Therefore, a$ E (0.68, 0.69) and so, F*(8) < 0.69R2 
and inf, [T(0) > (y/M)(0.31)R*, which completes the proof. 
Our results can be used to show robustness of James-Stein estimators. 
To illustrate this aspect, consider the class of ssds with compact support 
(contained in 11X-- @I2 < R’), 
% = (f:f< M and (3.2) holds with y = r(f) > y0 > 0). 
Assume that X= (X,, X2, X,) is sampled according to f E %, but f is 
unknown. A direct consequence of Theorem 3.1 is that there exists a, > 0 
such that for all UE (0, a,,], S,(X) donominates X, no matter which ssd in 
the class % is sampled. Indeed, it s&ices to take a0 = ((0.3l)ydM) R2. It 
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is noteworthy that the class % is sufficiently rich, since it clearly includes 
the class 
P,={f:O<mQf<M}. 
From the proof of Theorem 3.1, the following corollary for the special 
case X- a’( 11X-- @II2 6 R2} follows immediately. 
COROLLARY 3.1. Let the three-dimensional random vector X have 
a spherical uniform distribution on (I/X-8112<R2}. Zf 6,(X)= 
(1 - a/llXll’)X, then, with respect to quadratic loss 116 - 811*, the risk of 6, 
dominates the risk of a,, if and only if0 < a < b*R*, where b* = (1 -a*) and 
a* is the solution to the equation A(a*) = 0 (l(a*) is defined by (A.2)). 
Brandwein and Strawderman [6] showed that if X has a spherically 
symmetric unimodal distribution (i.e., density f is nonincreasing), then 
6, dominates X for p = 3 when 0 < a < (0.75)/&J llXl/ P2). This result 
followed from their analytic result for the spherical uniform distribution 
(XX- a’( J/X- 8112 G R*}) which found improved estimators for 0 <a 6 
(0.25)R’. However, in their paper they claim that a larger bound does exist 
and through numerical evaluations gave considerable support to the idea 
that 6,(X) is minimax for 0 < a < (0.32) R2. 
From the proof of Theorem 3.1, we see that when a = (0.32)R2, 6,(X) is 
not minimax as Brandwein and Strawderman [6] claimed it might be. 
4. MINIMAX ESTIMATORS FOR THE MEAN VECTOR OF A 
THREE-DIMENSIONAL SPHERICALLY SYMMETRIC UNIMODAL DISTRIBUTION 
AND FOR CERTAIN BOUNDED SPHERICALLY SYMMETRIC DISTRIBUTIONS 
If the p x 1 random vector X has a density f( [IX- 8112), with respect to 
Lebesgue measure, which is a nonincreasing function of 1(X- 811 2, then we 
say X has a spherically symmetric unimodal (ssu) distribution. Moreover, 
X has a ssu distribution if and only if 
where F(R) is a known cdf on (0, co). 
Since X 1 R-%(IIX-- 8112 < R2), it is easy to see from the work in 
Section 3 that 
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where a*R2 = sup, F*(8), where P*(B) is defined by (3.4). 
Expression (4.2) and Theorem 3.1 lead to the following general theorem 
for ssu distributions. 
THEOREM 4.1. If X has a three-dimensional SW distribution about 8, then 
with respect to quadratic loss, 6,(X) = (1 -a/llXl12)X is better than A’, 
provided 0 < a < 0.93/I&( l/ljXll’) = 0.31/E( l/R*). 
Proof From Lemma 2.1, we know for p = 3, 6,(X) is minimax if and 
only if O<a<inf, t?(e), where t,*(d) is defined by (2.5). From (4.2), we 
see that 
inf5jVW (1 -a*) 
-%(R2/llW12) E ~1,11x,,2~ . 
0 
(4.3) 
We know Lemma 6.2.3 in Brandwein and Strawderman [6] implies that 
E,(R2/llX112 I R) is nondecreasing in R and l/R2 is nonincreasing in R, 
therefore E,( l/llX(12) < E( 1/R2) Ee(R2/llXl12) which implies from (4.3), 
inf t,*(e) > (1 - a*)( l/E( l/R’)) > 0.31/E( 1/R2) = 0.93/Eo( l/jlXll 2). Q.E.D. 
We can now consider the Baranchik-type estimators which provide 
a larger class of minimax estimators of the mean vector of a three- 
dimensional ssu distribution. They are given by 
(4.4) 
In the following theorem, we will present sufficient conditions for 6,,(X) to 
be minimax. 
THEOREM 4.2. Zf X is a single observation on a three-dimensional 
distribution of the form (4.1) and 6,,(X) is defined by (4.4), then provided: 
(1) O~a~0.93/Eo(1/llX112), 
(2) r( 1/X/l*) is nondecreasing and 0 < r( .) < 1, 
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(3) r(JJXJ12)/11Xj12 is nonincreasing, and 
(4) E,( l/llXll 2, is finite, 
the risk of 6,,(X) dominates (is less than or equal to) the risk of X with 
respect to quadtatic loss, 116 - 811 2. 
Proof The proof follows directly from the proof and method of 
Theorems 2.3.1 and 3.3.1 in Brandwein and Strawderman [6] and the 
proof of Theorem 4.1. 
Clearly, if X is a single observation on a three-dimensional distribution 
of the form f( /Ix- 8112), where f is a density with compact support, for 
0 <a ,< 0.31(y/M)R2, 6,.,(X) is better than X provided conditions (2)-(4) 
of Theorem 4.2 hold. 
DEFINITION. We say that X has a controlled ssu density f( [Ix - 0~~') if 
there exists a pair (g( .)I, m > 0) such that for all t > 0, g(t) <f(t) 6 mg( t). 
Using the results of Theorem 4.2, it will be straightforward to show that 
for these spherically symmetric distributions, with a controlled density, the 
larger class of estimators, 6,,(X), is minimax. 
Before proceeding, it may be instructive to provide an example of a con- 
trolled ssu density. To this end, consider desities of the form f (11.x - 8() 2), 
where f is a nonmonotone function such that 
1 <f(t) exp{ath(t)) < C, c2 1, 
where h(t) is nondecreasing, h(t) +coast+a,anda>O.Itcanbeshown 
that for such an f Berger’s condition (i) of Section 3 is violated. Hence we 
have a general density f for which no previous result was available but 
which, according to the following Theorem 4.3, gives a wide class of 
minimax estimators. 
Many other examples could be given. However, for reasons of brevity we 
leave them implicit. 
THEOREM 4.3. Let X be a three-dimensional observation from a 
controlled ssu density f( 1(x- l?(l’). Let (g( .), m) be a pair controlling f 
Then, provided 
0.93 0.93 J g( llxll 2, dx 
o~a6~2Eo~~lll~l12~~~~ (M412)g(llxl12) dx 
and conditions (2)-(4) of Theorem 4.2 hold, the risk of 6,,(X) dominates the 
risk of X with respect to quadratic loss. 
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Proof. If 6,(X) = (1 - u/Xx)X, then 
yte) = ~tlIllxll’)(~;P-e,,zftf) 4 dx 
~(l/llxll’)f(llx-ell’)dx 
~ (l/m) j (Wl12)(~;p-~,,~ i!(t) dt) dx 1 
~U/llxll*) iNIx- Q*) dx 
= & 5;m 
where g’(t) = g(t)/c, where c = f g( jlxll’) dx < if( Ilxll’) dx = 1. Now, if 
1 0.93 0.93 1 dllxl12) dx 0.93 
%&(l/llY11*)= m j (~/11x11*) g(l1412) dx~~*E,(M~112) 
(it is clear that mc > 1). 
Once the result is established for the James-Stein estimator, from 
Theorem 4.2 it can be extented to 6,.,(X). Q.E.D. 
Remark. We wish to find the g and m that give us the best bound in 
the class of all (g( .), m) that control J: To find the best g, we must find 
sup, G/, where G, = ( g : g > 0, nondecreasing, and g d f }. Clearly, 
g, = supg G, exists and is nondecreasing and belongs to class G,. The best 
m is such that m =mg,, = sup,(f(f)/g,(t)). Thus, allowing in Theorem 4.3 
for f to be controlled by the pair (g,( .), m,) we obtain the best bound 
for a. 
5. MINIMAX ESTIMATORS FOR THE MEAN VECTOR OF 
CERTAIN THREE-DIMENSIONAL SPHERICALLY SYMMETRIC DISTRIBUTIONS 
WITH AN UNKNOWN SCALE 
Suppose the p x 1 random vector X has a density f( [Ix - 011 */o*), where 
0 is unknown, and consider the random variable V with density 
(l/a*)f,(u/a*), independent of X. In this section we will find minimax 
estimators of 0 which are better than X with respect to scaled quadratic 
loss 
~(6, e) = 116 - ell*p (5.1) 
for certain spherically symmetric distributions and p = 3. 
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Brandwein and Strawderman [7] consider this problem for all spheri- 
cally symmetric distributions and dimension p > 4. Bravo and MacGibbon 
[9] show that estimators of the form 
Ja,.(X)= 1+ X 
( > 
are minimax for X- ssu(6) and p > 4. 
In the following theorem, we find a bound on a for ssu distributions and 
p= 3. 
THEOREM 5.1. Suppose X=(X,, X*,X,) has a density f(Ilx-0112/a2) 
which is nonincreasing and o is unknown. Moreover, suppose the random 
variable Vhas a density ( l/a2) fy(v/~*) andXand Vare independent. Zf 6, “(X) 
is defined by (5.2), then with respect to scaled quadratic loss (5.1), 6, “(X) 
dominates Xprovided 0 <a < 0.93/E,,.= 1( l/llX/l 2)[E,= 1 V/E,= 1 V’]. 
Proof: It is straightforward to show, using the integration by parts 
technique of Lemma 2.1 and the fact that X and V are independent that 
6, V(X) dominates X if and only if 0 < a < inf, tJ,(0), where 
Note that 
(5.3) 
where <f*(8) is defined by (2.5). We showed in the proof of Theorem 4.1 
that inf t,*(e) 2 0.93/E,,.= 1 (l/llXll*), thus completing the proof. 
Clearly, for densities f( [Ix - 011 ‘lo’) with compact support, from expres- 
sion (5.3) and (3.3), 6,,(X) is better than X for 0 c a < (0.31)(y/M)R2. 
In Bravo and MacGibbon, they only consider “Berger-type” distribu- 
tions for p = 3. Clearly, we have a new result for rr unknown and p = 3 for 
spherically symmetric distributions not previously considered. 
Of course, we can extend these results to 6, y,,(X) = 
(1 -av,(llxllZ)/IIXI12)X and obtain a larger class of minimax estimators 
0f 8. 
Note that the results of Sections 3 and 4 can be extended to other loss 
functions. Specifically, for nondecreasing concave loss functions of 
quadratic loss, we can, not only improve on X in three dimensions, but for 
the ssu case, we would obtain a larger bound than Bock [4] did. 
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APPENDIX 
LEMMA A.l. fl#ze 3x 1 random vector X~~{(~X-O((2<R2) and 
47 
then 
F(e)=R3/3+R li~112+(R2- lMl’)(R2+ ~~e~,2-21R(~l~~~) 
2R + 2(R4 - vv) zR(llfa) ’ 
where 
1 (R+ iiaY 
zA1lell)= llell(zP+ lleI12)10g (R- 1lel1)2’ wii f R. 
Proof: It is clear by applying an orthogonal transformation we can 
assume 0 = (1/811,0,0). Change (X2, X3) to polar coordinates, x2 = r cos 8, 
x3 = r sin 0, then 
and 
We obtain the desired result by direct integration, a transformation of 
variables to y = ,/m, and Lemma 6.1.5 from Brandwein and 
Strawderman [6]. 
LEMMA A.2. Zf, for t > 1, 
p(t) = 
( (l-t”) ;+t2+- (l+ t)Z 4t log---T (1-t) > 
( 
2+u-t2) (1 + t)2 
2tlog- 
(1 - t)Z > 
then p(t) < 3. 
683/42/l-4 
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Proof: It is straightforward to show that 
p(t)<;+ (t2- 1) 
for t > 1. It is clear from this expression p(t)<; if 
1 + (( 1 - 3t2)/6t) log((t + 1 )/(t - 1)) < 0 or, equivalently, if $(t) = 
log((t+l)/(t-l))-6t/(3t2+1)80. $‘(t)= -8/(3t2-l)(t’-l)<O which 
shows that IC/(t) is decreasing on (1, co). Since lim, _ co $(t) = 0, this, 
together with the fact that t,b(t) is decreasing on (1, cc), implies t+b > 0, 
which is what we needed to show. 
LEMMA A.3. Let 
2(a* - 1/2)(a* - l/3) 
(A.1) 
(A.21 
for +<a*<1 andO<t<l; and 
Ata*) = @,*(Ma*)) 
2a*(5a* - 3) 
- 3(2a* - l)(l -a*) 
for $<a*<1 andO<t<l; then (for $<a*<1 andO<t<l) d,*(t)<0 if 
and only if A(a*) = $,.(~~(a*)) < 0. 
Proof Clearly, 4,.(t) < 0 is equivalent to, for 0 < t < 1, 
(1 -t2)(?+(1-2a*)) 
2t 
log(++(2a*-f)-f’. 
If 0 < t < Ji2a*-l, $ < a* < 1, t2 + (1 - 2a*) < 0, while (2a* - f) - t2 > 0, 
so clearly the inequality is satisfied. 
Suppose JGKi< t < 1 for a* E (3, 1 ), 
-$kz*(t)=4b*W= 8[t2 + (1 - 5a*/3) + 2(a* - 1/2)(a* - l/3)] (l-?)2+(1-2a*)]* . 
STEIN ESTIMATION IN THREE DIMENSIONS 
By setting q&(t) = 0, we obtain the stationary point 
t,(u*) = J2(a* - 1/2)(a* - 1/3)/J5a*/3-1 
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as defined by (3.1) and tJu*) E (J2a* - 1, 1). 
When TV (,/m, l), 4’,.(t) 80 for t < t,(a*) and qY,.(t) < 0 for 
t > t,(a*). So we see that d,.(r) is increasing for t < t,(a*) and decreasing 
for t > tJu*) and &,.(to(u*)) = 0, implying that b,.(t) is maximized when 
t = ?,(a*) and, therefore, d,.(t) Q 0 if and only if n(u*) = d,.(tJu*)) Q 0. 
Q.E.D. 
LEMMA A.4. Let &,(a*) be defined by (A.l), 4,.(t) be defined by (A.2), 
and A(a) = 4,*(to(u*)) be defined by (A.3). Then to(u*) is increasing in a*, 
4,.(t) is decreasing in a*, and l(u*) is decreasing in a* when a* E ($ 1). 
Proof For f < a* < 1, 
@a*) = 
6~*~ - .5u* + 1 
5a*-3 
which implies 
& t;(u*) = 30(u* - $)(u* - 3) > o 
(5u*-3) 
for these a*. So, for 3 < a* < 1, tO(u*) is increasing in a*. 
Now, (d/du*)~,.(t)=-8t/3(1-t2)[t2+(1-2u*)]2~OforO<t~1;s~ 
b,.(t) is decreasing in a*. Lastly, if $-c a: <a: < 1, then J-C 
[,,(a:) < &,(a:), since we now know t,Ju*) is increasing in a*. 
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