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I. INTRODUCTION
F UZZY measures were introduced by Sugeno in [25] and [26] in conjunction with his fuzzy integral. They can be found in the literature under alternative names. For example, they are also known by capacities [3] , [34] and monotonic games [1] .
Fuzzy measures have been used with fuzzy integrals in several applications [2] , [32] , [38] . They are used with the Sugeno and Choquet integrals. Most applications are in computer vision [35] , multicriteria decision making [12] , [36] , and subjective evaluation [9] . In these contexts, fuzzy integrals are used as aggregation operators [30] , [31] . That is, they are used to aggregate information from a set of information sources. Then, V. Torra is with the Institut d'Investigació en Intel·ligència Artificial, Consejo Superior de Investigaciones Científicas, Universitat Autònoma de Barcelona, 08193 Bellaterra, Catalonia, Spain (e-mail: vtorra@iiia.csic.es).
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the fuzzy integral of a function with respect to a fuzzy measure is understood as an aggregated value. The function f on a reference set X represents the set of values f (x) supplied by the information sources x in X. The Sugeno integral and the Choquet integral are two different ways to integrate/combine the information supplied by x in X.
Fuzzy measures are monotonic set functions that generalize probabilities replacing the additivity axiom by monotonicity. Fuzzy measures permit us to represent situations in which the information sources are not independent. That is, they permit us to express interactions between the information sources (e.g., interactions between criteria in multicriteria decision making and interactions between variables in computer vision applications). In addition, as they generalize probability measures, they permit us to represent situations not representable using probability measures. From the point of view of applications, fuzzy measures permit us to express, e.g., the importance or reliability of the sources.
The application of fuzzy measures is not easy because of the fact that they are set functions and, thus, require 2 |X | values. Because of this, several families of fuzzy measures have been developed, like the ones proposed by Sugeno in [26] : the Sugeno λ-measures. Other families include distorted probabilities, decomposable fuzzy measures, k-additive ones, and hierarchically decomposable fuzzy measures.
In this paper, we introduce fuzzy measures on multisets. Multisets (or bags) [8] , [13] , [37] are a generalization of sets in which multioccurrences of an element to a set are allowed. Operations on multisets have been defined, and further generalizations, e.g., fuzzy multisets, have been proposed [4] . Applications of multisets [23] can be found in mathematics and computer science [20] , as well as in other disciplines such as music [33] .
Our definition of fuzzy measures on multisets permits us to express the importance or reliability of multisets, in contrast with the importance or reliability of a set of elements in standard fuzzy measures. We also introduce a family of fuzzy measures based on a fuzzy integral and another based on the decomposition of natural numbers into prime numbers. These families of measures can be regarded as a generalization of distorted probabilities to multisets. In this paper, we prove the equivalence of these families of measures over proper sets.
The approach to use natural numbers and their factorization into prime numbers for data representation has been previously used for applications in data mining [19] .
The structure of this paper is as follows. In Section II, we review some concepts and definitions that are used later on in this paper. In Section III, we introduce the fuzzy measures on multisets, and we propose a construction for fuzzy measures on multisets. This section also introduces the nondecreasing function-based fuzzy measures. In Section IV, we show the equivalence of these fuzzy measures to distorted probabilities when applied to standard sets, and some examples. This paper finishes with some conclusions.
II. PRELIMINARIES
In this section, we review some results on fuzzy measures and fuzzy integrals which are needed in the rest of this paper. We start from the definition of fuzzy measure, and then review distorted probabilities, which are a well-known family of such measures.
In this study, we will use X to denote the universal set, and we will consider only finite sets X. X denotes a σ-algebra of X. In this paper, we suppose X = 2 X , but most results are also applicable for other σ-algebras.
Definition 1: Let X be a set. A function μ from 2 X to R is a fuzzy measure if it satisfies the following axioms.
We say that μ is a fuzzy measure on the measurable space (X, 2 X ). When a fuzzy measure μ is additive (i.e., μ(A ∪ B) = μ(A) + μ(B) when A ∩ B = ∅), then μ is a probability distribution. Thus, fuzzy measures are a generalization of probability measures. In order to distinguish fuzzy measures that only satisfy these two conditions from others that might satisfy other conditions as well, we call the former unconstrained fuzzy measures and the latter constrained fuzzy measures. Probabilities are an example of constrained fuzzy measures. Naturally, in this case the constraint is that μ(A ∪ B) = μ(A) + μ(B) for all A, B ⊆ X such that A ∩ B = ∅. Distorted probabilities, a type of fuzzy measures discussed later, are another example of constrained fuzzy measures. We review their definition as they are used later in this study.
Definition 2: Let μ be a fuzzy measure on (X, 2 X ). We say that μ is a distorted probability if it is represented by a probability distribution P on (X, 2 X ) and a function f which is nondecreasing with respect to a probability P , that is,
Distorted probabilities were first discussed in experimental psychology [6] , and have also been studied in the field of economics (see, e.g., [7] and [10] ) and in game theory [1] . In economics, they are used, e.g., to model risk-averse and risk-seeking behaviors. It is known that the number of fuzzy measures that are representable as distorted probabilities is low with respect to the total number of fuzzy measures. We studied this fact, and then, in order to find a way to represent all fuzzy measures in terms of probabilities and distortion functions, we introduced m-dimensional distorted probabilities [15] , [16] . In more technical terms, the latter construction was done in order to close the gap between unconstrained fuzzy measures and fuzzy measures that are representable as distorted probabilities.
Definition 3: Let μ be a fuzzy measure on (X, 2
X , we say that μ is a predistorted probability.
Proposition 4 [15, Prop. 14] : Suppose that a fuzzy measure μ is representable as a distorted probability by a function f and a probability P .
If f is strictly increasing with respect to P , then
X . In other words, distorted probabilities are predistorted probabilities.
If f is nondecreasing with respect to P , then μ(A) < μ(B)
III. EXTENSIONS TO MULTISETS
Informally, multisets correspond to sets in which elements can appear more than once. More formally, let X be a reference set, and let N be the set of natural numbers; then, following, e.g., Miyamoto in [13] , a multiset M on X is characterized in terms of a function count M : X → {0} ∪ N which assigns to each element in the reference set X the number of its occurrences in M .
Using the example in [28] , let us consider X = {a, b, c, d}
The function count permits us to define the union, the intersection, and the inclusion for pairs of multisets.
Definition 5: Let A and B be two multisets on X; then, the relation ⊆, and the operations of union and intersection are defined as follows.
1) A ⊆ B if and only if count
for all x in X. 2) A ∪ B is represented in terms of the count function that is defined as follows:
for all x in X. 3) A ∩ B is represented in terms of the count function that is defined as follows:
for all x in X. The inclusion ⊆ on multisets permits us to define the concept of submultiset, from the analogy of that of a subset of a set. That is, given a multiset M , A is a submultiset of M if A ⊆ M .
In analogy to the notation of the power set 2 X of the set X, we use N X to denote the set of multisets with reference set X. Following this analogy, any element A ∈ 2 X , which is a subset of X, is characterized by a function count A : X → {0, 1}, which takes the value count A (x) = 1 if x ∈ A and count A (x) = 0 if x ∈ A. Fixing a multiset M , the power set of M is the set of multisets M ∈ N X such that M ⊆ M . Hence, the power set of the multiset M is the set of parts of M . We use P(M ) to denote the power set of M . In [8] , the question whether the power set of a multiset is also a multiset was discussed. In this paper, we adopt the common approach to assume that the power set of a multiset is a proper set.
A. Fuzzy Measures for Multisets
In this section, we introduce a definition of fuzzy measures for multisets.
Definition 6: Let X be a reference set, and let M be a multiset on X such that M = ∅; then, the function μ from (M, P(M )) to [0, 1] is a fuzzy measure if the following holds.
1) μ(∅) = 0, and μ(M ) = 1.
Note that in this definition ⊆ is a relation on multisets. We now give an example. It is based on the example in [29] about the degree of satisfaction of a traveler when visiting three cities in Japan. The traveler wants to visit Nagano, Tsukuba, and Kyoto, which are represented by {Na, T su, Kyo}. Nagano can be visited at most one day, Tsukuba two days, and Kyoto also two days. The degree of satisfaction is represented by a fuzzy measure. Fuzzy measures capture easily the fact that the degree of satisfaction is monotonic: the larger the number of cities visited, the larger the satisfaction. Minimum satisfaction is achieved when no city is visited. Because of the traveler's constraints, maximum satisfaction is achived when Nagano is visited once, Tsukuba twice, and Kyoto also twice. The fuzzy measure permits the traveler to express that he/she prefers visiting Kyoto to Tsukuba; but that when a visit consists of one day in Tsukuba or one day in Nagano and another in Kyoto, then staying an extra day in Kyoto makes no difference in his/her satisfaction, while there is some extra satisfaction to stay an extra day in Tsukuba.
Aggregation operators [31] can be used to combine the degrees of satisfaction into a single value in a way which respects the relevance (or weight) of each city. Aggregation operators like the weighted mean or the weighted geometric mean permit that the different cities are weighted differently. Nevertheless, in order to be able to assign different weights also to different sets of subjects, it is necessary to use another type of aggregation operator, like fuzzy integrals. An example of a fuzzy integral is the Choquet integral. Using this type of aggregation operators, it is possible to assign a weight, for example, to the pair Kyoto and Tsukuba which may be different from the sum of the weights assigned to Kyoto and Tsukuba separately. This is useful, for example, when the traveler prefers much more just visiting in the same trip both Tsukuba and Kyoto than making only a business trip to Tsukuba or just a leisure trip to Kyoto. In situations like this, a simple weighted mean is biased, giving an unfair advantage when interactions are not considered. To assign weights to the sets of cities is to define a measure μ over the measure space (X, 2 X ), where X = {Na, T su, Kyo} is the set of cities. In the next example, we define a measure for the traveler to Japan.
Example 7: Consider the set X = {Na, T su, Kyo} and the multiset M = {Na, T su, T su, Kyo, Kyo}. Define a measure μ over (M, P(M )) as in Table I . Now we construct a multiset fuzzy measure that factors over the natural numbers. The definition is based on the g-integral which was introduced by Pap in [17] and [18] and the pseudoadditive integral which was introduced by Sugeno and Murofushi [14] , [27] . These integrals are based on a pseudoaddition ⊕ and a pseudomultiplication . 
is a strict pseudoaddition if it is commutative, nondecreasing, associative continuous, strictly increasing in (a, b) × (a, b) and has a zero element which is either a or b. A strict pseudoaddition can be represented by a generator g as
is a pseudomultiplication if it is commutative, nondecreasing, and associative, and has a unit element.
Definition 8: Let ⊕ be a strict pseudoaddition, let be a pseudomultiplication, let μ be a ⊕-decomposable fuzzy measure on (X, 2 X ), and let f : X → [0, ∞). Then, we define the pseudoadditive integral of f with respect to μ by
We now define a fuzzy measure on multisets. We will call these fuzzy measures nondecreasing function-based fuzzy measures.
Definition 9: Let X be a reference set, M be a multiset on X, and μ be a ⊕-decomposable fuzzy measure on
where m is the multiset function m :
The rationale of this definition comes from the fact that in fuzzy integrals, the integral of a set with respect to a fuzzy measure corresponds to the fuzzy measure of this set. The definition takes advantage of this property.
Note that in this definition X is a finite set. However, Definition 9 can easily be generalized to the infinite case. See, e.g., that [14] , [17] , [18] , and [27] include definitions of the integrals that are valid for infinite sets. Note also that the integral can be generalized to the case of a non ⊕-decomposable fuzzy measure.
Let us now consider a particular type of fuzzy measures for multisets that are defined previously. We will say that these measures are nondecreasing function-based fuzzy measures that factors over the prime numbers.
Definition 10: Inspired by Definition 9, define
where φ is an injective function from X to the prime numbers, and let h be a nondecreasing function from N to [0, 1] satisfying h(1) = 0 and h(n(M )) = 1. We define the prime number-based fuzzy measure
Proposition 11: The measures that are defined in Definition 10 are a particular case of the measures that are defined in Definition 9, with
Proof: We prove this proposition considering a particular and a particular fuzzy measure μ. These definitions will show that any fuzzy measure according to Definition 10 can be expressed as a fuzzy measure according to Definition 9.
Let φ be the injective function from X to the prime numbers in Definition 10, and let C be the constant:
Then, let us define the additive measure μ by μ({x}) := log φ(x) C for x ∈ X and μ(∅) = 0.
Let ⊕ = + (the standard addition) and = · (the standard product). Then, we have that m(A) in Definition 9 corresponds to
where n(A) = x∈X φ(x) count A (x) . Therefore, the following equation holds for any multiset A ⊆ M :
To finish the proof, we need that for any function h in Definition 10 we can find a function f for Definition 9 such that ν f (A) = ν φ,h (A).
Let us define f (x) := h(e C x ). Then, it is trivial to prove the aforementioned equality. In addition, as h(1) = 0 and h(n(M )) = 1, we have f (0) = 0 and f (m(M )) = 1.
Observe that because of the unique factorization of integers into prime factors, the function n in Definition 10 is injective. Indeed, if A = B, then there exists x ∈ X such that count A (x) = count B (x). Then, we have
Therefore, we have n(A) = n(B) so that n is injective. In addition, it is obvious from the definition of n(A) that n(∅) = 0 and that
Although Definitions 9 and 10 define families of fuzzy measures for multisets, not all fuzzy measures are of this form. That is, not all fuzzy measures according to Definition 6 are nondecreasing function-based fuzzy measures. The following example illustrates this fact.
Example 12: Let us consider the reference set X = {x 2 , x 3 , x 5 } and the following four multisets on X: 5 }, and a fuzzy measure ν on (X, 2 X ). Note that as the following inequalities are satisfied by these multisets:
Let us consider a few additional constraints for the fuzzy measure:
Note that this definition satisfies the constraints that are given previously on the monotonicity of the measure for M 1 , M 2 , M 3 , and M 4 .
Given all these definitions, there is no pair of ⊕-decomposable fuzzy measure μ on X and nondecreasing function f that permits us to represent ν. This is because
As 1 is the unit of , and the monotonicity of μ implies
we have m(M 4 ) < m(M 3 ), and therefore
However, as ν f (M 4 ) = 0.8 and ν f (M 3 ) = 0.6, we have a contradiction.
Because of this, there is no possible assignment to represent the fuzzy measure ν.
This example illustrates that not all fuzzy measures are representable in terms of the family given in Definition 9. Proposition 11 implies that not all measures are of the form of prime number-based fuzzy measures.
IV. ON THE RELATIONSHIP OF FUZZY MEASURES ON MULTISETS WITH STANDARD FUZZY MEASURES
The aforementioned example shows that not all fuzzy measures on multisets are representable in terms of a nondecreasing function h and the function φ. This property seems to suggest a relationship with a well-known family of fuzzy measures: distorted probabilities. As described in Section II, distorted probabilities are described in terms of a probability distribution and a distortion function. Apparently, there is some parallelism between f and the distortion function and between φ and the probability distribution.
In order to establish this relationship, we need to focus on the case in which M is a proper set, because this is the only case in which distorted probabilities are defined. The objective is to show that in this case, both constructions are equivalent. This will imply that our construction is also a generalization of distorted probabilities to multisets.
If count A (x) ∈ {0, 1} for all A and x in Definition 9, then we have the next lemma.
Lemma 13: Let ν be a fuzzy measure according to Definition 9 on a proper finite set (M, P(M )) = (X, 2 X ). Then, ν is a distorted probability on (X, 2 X ). Proof: Let us consider the fuzzy measure μ and the function f in Definition 9. Then, let us define γ(
Therefore, it is clear that ν can be represented as a distorted probability by γ and P .
Since a prime number-based fuzzy measure is a special case of the measures in Definition 9, we have the next corollaries.
Corollary 14: Let μ be a prime number-based fuzzy measure on a proper finite set (M, P(M )) = (X, 2 X ). Then, μ is a distorted probability on (X, 2 X ). Because of Proposition 4, which establishes that all distorted probabilities are predistorted ones, we also get the following two corollaries.
Corollary 15: Let μ be a fuzzy measure according to Definition 9 on a proper finite set (M, P(M )) = (X, 2 X ). Then, μ is a predistorted probability on (X, 2 X ). Corollary 16: Let μ be a prime number-based fuzzy measure on a proper finite set (M, P(M )) = (X, 2 X ). Then, μ is a predistorted probability on (X, 2 X ). Now, we study the converse condition of Lemma 13. That is, we prove that all distorted probabilities can also be represented by the fuzzy measure from Definition 9. To do so, we first consider the following lemma.
Lemma 17: Let μ be a distorted probability on a proper finite set (X, 2 X ). Then, μ is a prime number-based fuzzy measure on (X, 2 X ). The proof of this lemma can be found in the Appendix. Lemma 13, Lemma 17, and the fact that prime numberbased fuzzy measures are a particular case of the measures in Definition 9 prove the following theorem.
Theorem 18: Fuzzy measures according to Definition 9 on proper sets are equivalent to distorted probabilities.
Using Corollary 14 and Lemma 17, we instead get the following theorem.
Theorem 19: Prime number-based fuzzy measures on proper sets are equivalent to distorted probabilities.
Therefore, the fuzzy measures according to Definition 9 and the prime number-based fuzzy measures on multisets (see Definition 10) are both generalizations of distorted probabilities for multisets. Since the measures in Definition 10 are simpler than the measures in Definition 9, we recommend the former. Note that defining the measures on (X, 2 X ) using Definition 10 only requires the functions φ and h; that is, |X| prime numbers for φ and the function h. In contrast, when using Definition 9, 2 |X | parameters are required to define μ. In applications, both definitions might be appropriate, as representation is then selected according to easiness of use. For example, Definition 10 is more compact with respect to the number of parameters, while Definition 9 permits us to reuse a measure already existing for standard sets.
Note that Theorem 18 applies only when the fuzzy measure for multisets is defined in terms of an ⊕-decomposable fuzzy measure. Therefore, this result does not apply in general to nondecomposable measures.
Lemma 17 shows that all distorted probabilities can be represented by means of a nondecreasing function and an assignment to the prime numbers. Nevertheless, it is not possible to assign prime numbers in an arbitrary manner because in some cases assignments do not work. For example, with φ(x 1 ) = 2, φ(x 2 ) = 3, and φ(x 3 ) = 5, only measures with μ({x 1 
. The proof of the lemma defines intervals ι(x), where the prime numbers φ(x) for x ∈ X can be found. In other words, for each x ∈ X the lemma establishes the intervals so that φ(x) ∈ ι(x). This definition is based on two constants k and as follows [see (7) and (10) ( 1) while is established in the proof as any value such that for all A, B ∈ 2 X < min
The bounds for k are established in the next proposition. Proposition 20: Let μ be a distorted probability μ = f • P on X, let c(x) represent the number of elements in X with the same probability as x (i.e., c(x) = |{y : P ({x}) = P ({y})}|), let be a value satisfying (2), and let ι(x) be the intervals for x ∈ X according to (1); then, k should be chosen such that it is the maximum between 1) The computation of this interval requires the determination of suitable and an appropriate value for k. Let us first compute . This can be done using (2) as follows:
We will use for our computations = 0.00555555. Let us now consider the value for k. According to Proposition 20, and because in this example c(x) = 1 for all x, k should be chosen as the maximum between Finally, to define φ, we need to find a prime number in each of the intervals defined previously. We give next one of the possible φ using the intervals that are constructed so far: The last step is to define the function h. According to (4) in the proof of the lemma, we have that h = g • P • n −1 , where g is the distortion function g(x) = x 2 . Table II displays the function for all natural numbers relevant in this example. Recall that this subset of N is defined for all natural numbers that can be decomposed into the product of the prime numbers in the set
Then, given a natural number as, e.g., 6239 which is 6239 = 17 · 367 = φ(x 1 ) · φ(x 2 ), the computation of g(6239) requires first the computation of n −1 (6239) that corresponds to the set {x 1 , x 2 } because as stated before φ(x 1 ) = 17 and φ(x 2 ) = 367. Once the set {x 1 , x 2 } is determined, it is straightforward to compute g • P . We detail next the computation of the function h for this and a few other cases. we define the function h and the process to build a prime numberbased fuzzy measure from the distorted probability μ = g • p with p = (0.05, 0.1, 0.2, 0.3, 0.35), and g(x) = x 2 is complete. The function h is displayed in Table II. Note that in this construction, we need n −1 (1) , which is defined as n −1 (1) = ∅ so that P (n −1 (1)) = P (∅) = 0. To complete this example, Table III gives for all sets A ⊂ X the corresponding intervals ι. In addition, the second column includes the midpoint of the logarithms of these intervals, and 
in the third column, the probability of the corresponding set A. It can be observed that only the intervals with the same probabilities in the third column overlap, and in this case the midpoints coincide. This property is stated in the proof of Lemma 14.
Let us consider two other examples. In the first one, we have two elements with the same probability: one probability which is very small and two probabilities which are very close. In the second example, the selection of k uses the third bound of Proposition 20.
Example 22: Let μ be a fuzzy measure that is representable by the probability distribution p = (1/5, 1/5, 1/5 + 10 −10 , 2/5 − 10 −10 ) and the distortion function g(x) = x 2 . Then, we obtain a value for equal to = 1/60000000000, and the bound for k is 2.07944 × 10
10 . This value of k corresponds to the first bound ( 
This result permits us to obtain intervals ι(x) that are relatively smaller than the ones of Proposition 20.
To find the intervals ι(x), we rewrite (1) 
Then, we can apply the result in [5] . We put a ≥ 1 + 1/(25 ln 2 (e k (p(x)− ) )) so that the interval from (3) is contained in ι(x), giving us Fixing , we see that this inequality is true for all k large enough. The smallest k for which the inequality is true is the unique solution k 0 of the equation
It is not possible to give an explicit expression of k 0 in terms of . However, k 0 can be determined numerically. Figs. 1 and 2 show the set of values of k that are smaller than the bound k 0 for some representative intervals of p and . Fig. 2 is a zoom of Fig. 1 . The figure illustrates that in most cases it is not hard to find a value of k. This result gives intervals that are relatively smaller than the ones of Proposition 20. Nevertheless, it is only applicable if s ≥ 396738, which means that k has to be chosen large. However, choosing k large also increases the size of the interval. The utility of this result in applications has to be further studied.
We conclude this section with another result that establishes how to construct a fuzzy measure from a fuzzy measure for multisets, and a proposition that establishes that this construction leads to a distorted probability when the fuzzy measure for multisets is a prime number-based fuzzy measure. Proposition 25: Let M be a multiset with reference set X. A prime number-based fuzzy measure μ on the measurable space (M, P(M )) defines a fuzzy measurẽ
on the measurable space (X, 2 X ) through the projection
Proof: It is immediate to see thatμ(∅) = 0,μ(X) = 1 and that A ⊆ B impliesμ(A) ≤μ(B).
Proposition 26: Let M be a multiset with reference set X. Let μ be a prime number-based fuzzy measure on M , andμ be the projection of μ over the set X according to Proposition 25. Then,μ is a distorted probability.
Proof: As μ is a prime number-based fuzzy measure, according to Definition 10, it is represented in terms of two functions h and φ as μ = h • φ. Then, we define a new function ψ on the elements of X as follows:
This function permits us to expressμ on the singletons as
The second equality in this expression follows from the fact that h is nondecreasing and that
Then, for all A ⊂ X we have that
Now, we rewrite the latter expression using the logarithm in base 2 as follows:
Now, defining K = x∈X log 2 ψ(x i ), and with g(x) = h 2 K x andψ(x i ) = (log 2 ψ(x i ))/K, we have that the fuzzy measureμ(A) can be rewritten solely in terms of g andψ as
We have that 1)ψ(x) ≥ 0 for all x ∈ X and x∈Xψ (x) = 1 and that 2) g is nondecreasing. Therefore,μ is a distorted probability.
V. CONCLUSION
In this paper, we have introduced fuzzy measures for multisets, and described two different families of such measures. One is based on a fuzzy integral, and the other on a construction that is based on factors over natural numbers. We have called the former nondecreasing function-based fuzzy measures and the latter prime number-based fuzzy measures. Both families of measures can be related to distorted probabilities when they are used on a proper finite set. Indeed, the main theoretical result is the equivalence of these measures when restricted to the proper sets. The prime number-based fuzzy measure is based on an injective function from the elements into the set of prime numbers. This paper gives bounds about how to find these prime numbers for a given fuzzy measure.
These results permit us to extend any given distorted probability to multisets. We have also proven a proposition showing that the projection of a prime number-based fuzzy measure on a proper set is a distorted probability.
As future work, we plan to study the generalization of other families of measures to multisets as well as their application with fuzzy integrals.
APPENDIX PROOF OF LEMMA 17
Before the proof of Lemma 17, we state two results from number theory needed later.
Theorem 27: For every integer s > 1, there is (at least) a prime in the interval (s, 2s).
Theorem 27 was conjectured by Bertrand in 1845 and proved by Chebyshev in 1850. Theorem 28, which is a generalization of Bertrand's postulate, was proven by Erdös and Ramanujan, independently; see [24] .
Theorem 28: [21] For each k > 0, there is S k such that for all s > S k there are (at least) k primes in the interval (s, 2s).
We now focus on the proof of the lemma. We first state the lemma and then prove it.
Lemma 17: Let μ be a distorted probability on a proper finite set (X, 2 X ). Then, μ is a nondecreasing function-based fuzzy measure on (X, 2 X ).
Proof: Suppose that μ is a distorted probability on (X, 2 X ). Then, we have
is a discrete probability function, and g : [0, 1] → [0, 1] is a function which is nondecreasing with respect to P . We do not care about the behavior of g outside the image of P . We want to write μ = h • n where n : 2 X → N is a function which maps a subset A ⊆ 2 X to the natural number that factorizes into the prime factors assigned to the members of A by an injective function φ : X → P, where P denotes the set of primes of the natural numbers, and h : N → [0, 1] is a function which is nondecreasing over the image of n. Formally, the function n is defined by
X . Observe that because of the unique factorization in Z, the function n is injective. We, therefore, have a bijection
and we have the inverse function
We define
and we need to prove that we can find n such that h is nondecreasing over the image of n. That is, for a, b ∈ Im(n) ⊆ N, we want
However, since g is nondecreasing over the image of P , this is equivalent to
From this, we see that in order for (5) to hold, we must take P into account when we define n. The domain of n is 2 X , but n is induced by φ which is a function with X as domain. Therefore, we define n : 2 X → N in a way which depends on both the reference set X and the probability function of these elements P .
The image of the function n is determined by the image of the function φ, which is a set of prime numbers. It is not obvious how to define φ; indeed, not all natural numbers are primes, and there is no known formula to find the nth prime which do not "require either extremely accurate knowledge of some unknown constant, or effectively require knowledge of the primes ahead of time in order to use the formula" [22] .
However, there are results on the existence of primes in intervals, like, for example, Bertrand's postulate (see Theorem 27) and Theorem 28. We will define n in terms of intervals which surely contain at least the number of primes we need. Then, the prime φ(x) for x ∈ X can be chosen at random from the primes in the interval. Observe that if there are r distinct elements in X with equal probability, then we need to ensure the existence of at least r primes in the corresponding interval, since we want n to be injective over X (and by unique factorization also over 2 X ). Instead of the function n, we define a function ι from 2 X to the set of intervals of N so that
X . The function φ takes the same values on x ∈ X as does n on the singleton set {x} ∈ 2 X . We define φ(x) to be a random prime number in the interval ι(x). In general, we define the interval that is the image of A ∈ 2 X as the product of the intervals which are the images of the members of A:
This way, we ensure that the composite number representing A is indeed contained in the interval ι(A).
Since the primes are chosen at random from the interval, inequality (5) has to be valid for all members of an interval. In other words, the intervals should be found such that for a, b ∈ ι(2 X ) ⊆ N with associated intervals a ∈ I and b ∈ J, we have
where I < J means that all the members of I are smaller than or equal to all the members to J, and I ∼ J is interpreted such that either I ⊆ J or I ⊇ J. As mentioned before, the image of n is determined by the image of the reference set X and so is the image of ι. For simplicity, we choose the images of the elements of X such that they are all intervals of the same length. We saw that the image ι(A) is the product interval of the images of the elements of A. Since the length of this product interval depends on the cardinality of X, there may, therefore, be images of subsets of X with the same center but with different lengths. These intervals should be regarded as equal. However, overlapping intervals with distinct centers, or worse, intervals with I ∩ J = ∅ but neither I ⊆ J nor I ⊇ J, must be avoided since they would confuse the injectivity of the function n. Given the elements x ∈ X and their associated probabilities p, what we want are, therefore, intervals I(x, p) such that 1) they have empty intersection for elements of X with different probabilities; 2) elements of X with the same probability are assigned the same interval; 3) if there are c elements with the same probability, then the interval should have at least c primes which can be assigned at random to these elements; 4) everything makes sense also for the product intervals. We order the elements of X according to the size of their probability.
In order to satisfy conditions 1, 2, and 4, we could, for example, use intervals of the form
where is small enough to ensure that for all A, B ∈ 2 X , we have one of 1)
It is not hard to see that the existence of such is ensured whenever the image of the probability function P (X) is a finite set. When P (X) is an infinite countable set, we have that
can be arbitrarily small for A, B ∈ 2 X , making it impossible to define a constant small enough for our needs. Observe that defining the intervals this way, Implication (6) is satisfied; if
then, since P (A) is the midpoint of ι 1 (A) and P (B) is the midpoint of ι 1 (B), necessarily
then, since the midpoints P (A) and P (B) of these intervals are equal, we have indeed
We shall now see how small must be. The fact that probabilities are additive while primes are multiplicative suggests that rather then ι 1 we should use intervals of the form
After taking the logarithm, this permits us to add the intervals that represent the members of a set, instead of having to multiply them. Indeed, we have
To find we should study the ends of the intervals that represent the subsets A ⊆ X. At this point, we define n(U ) = 1 for all sets U ∈ 2 X with P (U ) = 0 (∅ included). Therefore, we do not need an interval to represent the empty set. We write
Suppose that P (A) < P (B). Then, should be defined such that the intervals It is clear that if we ensure that
Therefore, any such that for all A, B with P (A) = P (B)
is suitable. Therefore, we can use any such that
Suppose now that P (A) = P (B). Without loss of generality, we may suppose that |A| ≤ |B|. Then, should be defined such that the intervals 
and such that for all C ∈ 2 X with P (C) = P (A) = P (B), we have However, since P (A) = P (B) and |A| ≤ |B|, it is sufficient to take > 0 for inclusion (8) to be satisfied. If P (C) = P (A), then either P (C) < P (A) or P (A) < P (C), and we can apply previous arguments to see how small should be to ensure that intersection (9) is empty.
Condition 3 says that if there are c elements with the same probability as x ∈ X, then the interval ι(x) should have at least c primes, which later can be assigned at random to these elements. From Theorem 28, we know that for all c > 0, there exists an integer S c such that for all s ≥ S c , there are at least c primes in the interval (s, 2s). With the intention to fit one of these intervals 
instead of the intervals ι 2 . This way, we can ensure that the interval contains sufficiently many primes, at the same time as and a := a(P ({x}), , k) = e 2k .
We put a ≥ 2 so that the interval (s, 2s) from Theorem 28 is contained in ι(x), giving us
For any > 0, there is K such that inequality (12) is satisfied for all k ≥ K . In order for Theorem 28 to apply, we also need the inequality
for all x ∈ X, and where S c is a function which depends on the number c of primes we need in the interval. Therefore, the constant k should be chosen such that
for all x ∈ X.
PROOF OF PROPOSITION 20
Proposition 20: Let μ be a distorted probability μ = h • P on X, let c(x) represent the number of elements in X with the same probability as x (i.e., c(x) = |{y : P ({x}) = P ({y})}|), let be a value satisfying 
then k should be chosen such that it is the maximum between 1) where p i is the ith prime number. Proof: Let notations be as in the proof of Lemma 17. First, suppose that c(x) = 1 so that to represent x, we need an interval that contains (at least) one prime. Then, S 1 = 2, and Theorem 28 reduces to Bertrand's postulate (see Theorem 27) . In this case, we get
For any P ({x}) − > 0, there is K (P ({x})− ) such that inequality (15) is satisfied for all k ≥ K (P ({x})− ) . Bertrand's theorem, therefore, says that in order to ensure the existence of at least one prime in the interval, the constant k should be chosen such that k ≥ max ln 2 P ({x}) − , ln 2 2 .
In general, if we need c = c(x) primes in the interval in order to represent x, then there is a recent result in [11] giving S c ≤ p 3c where p 3c is the (3c)th prime number. This gives the bound e k (P ({x})− ) ≥ p 3c .
In other words
k ≥ ln p 3c P ({x}) − .
This implies with Theorem 28 that in order to ensure the existence of at least c primes in the intervals, the constant k should be chosen such that
for all x ∈ X, where p 3c is the (3c)th prime number. Therefore, the constant k should be such that
where c(x) is the number of elements in X with the same probability, that is c(x) = |{y : P ({x}) = P ({y})}| .
