Abstract. In this paper we study the Hyers-Ulam-Rassias stability of the functional equations related to a multiplicative derivation.
Introduction
In 1940, the stability problem of functional equations has originally been stated by S. M. Ulam [26] . As an answer to the problem of Ulam, D. H. Hyers has proved the stability of the linear functional equation [8] in 1941, which states that if δ > 0 and f : X → Y is mapping with X, Y Banach spaces, such that
for all x, y ∈ X, then there exists a unique additive mapping T : X → Y such that
for all x, y ∈ X. In such a case, the additive functional equation f (x + y) = f (x) + f (y) is said to have the Hyers-Ulam stability property on (X, Y ). This terminology is applied to all kinds of functional equations which have been studied by many authors (for instance, [9] - [11] , [17] - [23] ).
In 1978, Th. M. Rassias [17] succeeded in generalizing the Hyers' result by weakening the condition for the bound of the left side of the inequality (1.1). Due to the fact, the additive functional equation f (x + y) = f (x) + f (y) is said to have the Hyers-Ulam-Rassias stability property on (X, Y ). Since then, a number of results concerning the stability of different functional equations can be found in [3, 4, 5, 7, 9, 11, 14, 17] .
We now consider functional equations which define multiplicative derivations and multiplicative Jordan derivations in algebras:
It is immediate to observed that the real-valued function f (x) = x ln x is a solution of the functional equations (1.2) and (1.3).
During the 34-th International Symposium on Functional Equations, Gy. Maksa [1] posed the Hyers-Ulam stability problem for the functional equation (1.2) on the interval (0,1]. The first result concerning the superstability of this equation for functions between operator algebras was obtained by P.Šemrl [24] . On the other hand, Zs. Páles [16] remarked that the functional equation (1.2) for real-valued functions on [1, ∞) is stable in the sense of Hyers and Ulam. In 1997, C. Borelli [2] demonstrated the stability of the equation (1.2). In particular, J. Tabor gave an answer to the question of Maksa in [25] .
Here we introduce the next functional equation due to the functional equation (1.3):
where r is a nonzero real number, and consider the following functional equation motivated by the functional equation (1.2):
where r is a nonzero real number.
The purpose of this paper is to solve the functional equation ( 
So we get
for all x ∈ (0, ∞). Therefore G is a solution of the functional equation (1.3), as desired, and
The converse is obvious.
We here present the general solution of the functional equation (1.5). 
Proof. The arguments used in Theorem 2.1 carry over almost verbatim.
In particular, the previous two theorems hold for the case r < 0. Throughout this paper, R + denotes the set of all nonnegative real numbers and X a real Banach space with the norm | |. 
for all x ∈ [c, ∞).
Proof. Now put
Let us define functions e, ψ :
Then, by Theorem 2.3, there exists a unique solution g :
for all t ∈ [1, ∞). Since t = rx + 1, we have
Hence we can define a function h : [0, ∞) → X by h(x) = g(rx + 1), and so
The proof of the theorem is complete.
The following two corollaries are immediate consequences of Theorem 2.1. 
If the series
Proof. For x = y in (2.5), we have
Putting ϕ(x) = ∆(x, x) and applying Theorem 2.4, one obtains
satisfying (2.6). We claim that h satisfies h(x + y + rxy) = h(x) + h(y) + rxh(y) + ryh(x).
Note that
In the inequality (2.5), replace x by
2 n −1 r and consider the equality (2.7) to find that (2.8)
Now if we divide the inequality (2.8) by 2 n (rx + 1)
Taking the limit in the last inequality as n → ∞, we have
The proof of the corollary is complete. 
Proof. Setting ∆(x, y) = θ(x p +y q ) in the previous Corollary 2.5, we can obtain the desired result. 
for all x ∈ (0, 1]. 
for all x ∈ (−1/r, 0]. If the series
converges, then there exists a unique solution
Proof. As the proof of Theorem 2.4, if we set t = rx + 1 in (2.12), then we have
Define e, ψ : (0, 1] → X by 
where
Since e(t) = f ( t−1 r ) and t = rx + 1,
Now we can define
which completes the proof. Taking ϕ(x) = 2(ln(rx + 1)) 2 − 2rx(ln(rx + 1)) 2 in Theorem 2.8, we have the desired mapping h(x) = (rx + 1) ln(rx + 1) satisfying (1.4).
