The classic Yee Finite-Difference Time-Domain (FDTD) algorithm employs central differences to achieve second-order accuracy, i.e., if the spatial and temporal step sizes are reduced by a factor of , the phase error associated with propagation through the grid will be reduced by a factor of . The Yee algorithm is also second-order isotropic meaning the error as a function of the direction of propagation has a leading term which depends on the square of the discretization step sizes. An FDTD algorithm is presented here that has secondorder accuracy but fourth-order isotropy. This algorithm permits a temporal step size 50 percent larger than that of the three-dimensional Yee algorithm. Pressure-release resonators are used to demonstrate the behavior of the algorithm and to compare it with the Yee algorithm. It is demonstrated how the increased isotropy enables post-processing of the simulation spectra to correct much of the dispersion error. The algorithm can also be optimized at a specified frequency, substantially reducing numerical errors at that design frequency. Also considered are simulations of scattering from penetrable spheres ensonified by a pulsed plane wave. Each simulation yields results at multiple frequencies which are compared to the exact solution. In general excellent agreement is obtained.
Introduction
Finite-difference time-domain (FDTD) algorithms assume a discretization of the given problem space and use finite-differences to approximate the derivatives in the governing differential equations. Using these approximate equations, one can express future fields in terms of known past fields. A simulation is obtained by marching the fields forward in time. However, because of the approximations inherent in the FDTD equations, fields accumulate errors as they propagate. The amount of error is dependent on the direction of propagation and the frequency, i.e., the error is both anisotropic and dispersive.
The Yee FDTD algorithm is arguably the oldest, simplest, and most common FDTD technique (e.g., [1] [2] [3] [4] [5] [6] . It employs standard central-differences to approximate both the spatial and temporal derivatives of the governing equations. These central differences yield second-order accuracy in terms of propagation in a homogeneous grid. 7 Thus if the discretization is reduced by a factor of , the phase error will be reduced by a factor of . The Yee algorithm is also second-order in terms of isotropy, i.e., the error as a function of angle has a leading term that depends on the square of the discretization size. For "large" problems (or ones with large path lengths which include problems with relatively small geometries but multiple reflections), the error that accumulates as the field propagates over the entire domain may be unacceptable. Because of memory and other computer limitations, one often cannot simply increase the discretization to achieve an acceptable level of error. Instead, a different FDTD algorithm can be employed which has superior error characteristics. Several such algorithms have been proposed in the electromagnetics literature and a survey of many of the more promising ones can be found in ref. 8 .
Here the electromagnetic algorithm proposed by Forgy 9-11 is used to motivate the development of a new acoustic FDTD technique that is designed to improve the isotropy and stability limit relative to the Yee algorithm. In order to formalize the analysis of the algorithm, a finite-difference calculus is presented in Section 2. Using this calculus the algorithm is defined in Section 3 and the dispersion relation is obtained in Section 4. The new algorithm is shown to have second-order accuracy but fourth-order isotropy. Despite the fact that the algorithm has the same order of accuracy as the Yee algorithm, the new algorithm permits a larger temporal step and the resulting phase error is lower than that of the Yee algorithm. Additionally, because of the increased isotropy, it is possible to "tune" the coefficients of the algorithm in order to eliminate most algorithmic dispersion error at a specific design frequency, as will be discussed in Section 5. Another type of correction made possible by the increased isotropy is discussed in Section 6 where it is demonstrated that post-processing of homogeneous-domain spectra can correct much of the dispersion error over the entire spectrum. Section 7 demonstrates the behavior of the algorithm and the use of optimization by considering modes in resonators with Dirichlet boundaries. Finally, Section 8 presents simulations of planewave scattering from penetrable spheres. Results at multiple frequencies are compared to the exact solution.
Finite-Difference Calculus
In order to specify precisely a finite-difference algorithm, it is convenient to define the following discrete operators. We inherently assume a Cartesian grid of nodes at which samples of the fields are available. The shift operator acting on a field shifts the variable of by , where is the grid spacing in the direction. Thus, for example, . With this shift operator the central finite-differences are
For the present algorithm the following averaging operators are also needed
When finding the dispersion relation and the stability limit below, the effect of these operators on plane waves is required. Given a scalar plane wave, the difference operators acting on the wave yield The standard Yee divergence operator uses the six velocity components nearest to the pressure node being updated. Using the above notation this divergence becomes 0 (7) where is a vector plane wave.
The Constructed Divergence
The divergence operator presented here is made by a linear combination of the six nodes which are used in the Yee algorithm (two in each grid axis direction) and the 24 next nearest neighbors. Thus this divergence operator has 30 velocity nodes contributing to the calculation. The constructed algorithm divergence operator can be represented by 
where the 's are the combination weights ( 0 is the Yee weight), 0 is given in Eq. (5), and 1 is 1
One component of the 1 operator averages four nodes, then takes the finite difference of the average of the opposite face, for example The geometry implicit in Eq. (10) is shown in Fig. 1 . If 0 and 1 in Eq. (8), then the Yee divergence is obtained. Even though the constructed divergence operator uses more velocity nodes than the Yee divergence, the stencil of the constructed operator is compact. This means that the constructed divergence operator can be applied as close to the domain walls or corners as the Yee operator.
The compact nature of the Yee and constructed operators are illustrated in Fig. 2 which shows how these divergence operators, which use nodes to compute a node, can both be used equally close to the domain corners. In Fig. 2 the pressure node being updated is indicated by a filled circle. The neighboring velocity nodes used in the update equation are shown with filled arrowheads. The Yee algorithm is depicted in Fig. 2(a) while the proposed algorithm is shown in Fig. 2(b) . Later, resonators satisfying a Dirichlet (pressure-release) boundary condition will be considered. In that case one merely sets to zero the pressure nodes on the boundary (such as might correspond to the gray boundary indicated in the figure) . The velocity nodes tangential to the boundary are zero since they are only updated using pressures which are explicitly zero owing to the boundary condition. A Neumann (rigid) boundary can be realized by setting the normal component of velocity to zero at the boundary. This is depicted in Fig. 2(c) where the gray boundary has been shifted to correspond to the effective location of a rigid boundary. In this case the velocity nodes which are intersected by, or beyond, the boundary are explicitly set to zero but no other special considerations need be used to apply the proposed algorithm. One consequence of the spatial stencil for the proposed algorithm is that rigid objects must be at least one cell thick (whereas in the Yee algorithm a rigid sheet could be realized by setting to zero velocity nodes over a single plane). For inhomogeneous media, the proposed algorithm behaves the same as the Yee algorithm where coefficients are dictated by the density and sound speed which pertain at the node being updated.
Dispersion Relation and Stability Limit
The small-signal acoustic governing equations for velocity and pressure are (11) source (12) where is the velocity, is the pressure, and are the wave speed and density respectively, and source is an additive pressure source. The space and time derivative symbols are to be interpreted according to the context. They may refer to continuum operators or to discrete operations on the grid. For the second-order constructed algorithm only Eq. (12) 
Substituting the values of the operators from Eqs. (3) and (4) into Eq. (14) and simplifying, produces the dispersion relation for the algorithm where the is the cubic-cell grid size, and , , , are the wave number components in the , , and directions respectively. In Eq. (15) the 's and may be exact (i.e., continuum or theoretical) or numerical (grid), depending on context. For example, in the resonators considered in Section 7, the modes dictate that the wave numbers for a supported mode are exact, which are then used in Eq. (15) to find the actual numerical frequencies. Henceforth a tilde will be used to indicate numerical frequencies and wave numbers, so and indicate numerical values, and indicate exact (theoretical) values. The algorithm weights have not been specified. The 's are chosen to obtain fourth-order isotropy. Expanding the right hand side of the dispersion relation Eq. (15) 
Using and letting 1 be yields (18) Thus the operator is second-order accurate for the derivative, and fourth-order isotropic. The isotropy is fourth-order because the second-order error term is dependent on , without explicit dependence on , , or . The additional nodes used by the operator do not increase the order of accuracy of the derivative. With 1 set to , 0 immediately follows. To find the Courant stability limit the dispersion relation Eq. (15) 
where is the Courant number. The Courant stability limit can be found using complex frequency analysis 12, 13 where stability requires that be real for all real 's permitted by grid sampling. Thus, in Eq. (19) , the argument of the square-root must be positive, and the magnitude of the argument of the arcsine must be less than or equal to one. Typically the limiting case will occur when one or more of , , and are equal to . 
To illustrate the effect of the constructed operator on the FDTD algorithm Figs. 3 and 4 show the phase velocity error surfaces for the Yee and the present algorithm. Both figures are plots of at (i.e., 10 cells per wavelength), when using the respective Courant limits. The quantity is a measure of the phase error at a given wave number. The ideal surface has zero radius, the dispersion error in a given direction is proportional to the radial distance from the origin. The enhanced isotropy of the constructed algorithm is evident because the error surface is nearly spherical.
Although the proposed algorithm effectively uses different spatial nabla operators for the update of the pressure and velocity, it is worth noting the same dispersion relation is obtained whether ones solves for the velocity or the pressure. Hence both fields have the same level of accuracy. 
Run-Time Frequency Optimization
It is possible to "tune" this algorithm by adjusting the 0 and 1 coefficients to improve the run-time performance at a particular frequency. The method is based on the technique described by Forgy. 10 Optimization at a particular frequency involves setting the 0 and 1 coefficients to eliminate most of the error in the spatial derivative at the design frequency. Time optimization is performed by interpreting the simulation data time series as having a reduced time step , even though the simulation is still run at the found from the stability limit in Eq. (20) . To optimize the spatial derivative the dispersion error in two different directions are made equal by adjusting the 's. When 1 (i.e., the Yee algorithm) the worst case dispersion error is along the grid axis. When 1 the worst case dispersion error is along the major diagonals. Given a design wave number opt with corresponding design frequency opt opt , we equate the spatial dispersion along the grid axis
with the spatial dispersion along the major diagonal 
The optimization to this point ensures that the dispersion-shifted frequencies found via Eq. (19) are equal for propagation along the grid axes and major diagonal directions at the design wave number opt . These 's, i.e., Eq. (24), give a specific algorithm, the stability limit of which is given by Eq. (20) . Once the stability limit is found a time step for the algorithm can be chosen. Now the time optimization is performed by finding an effective temporal step using the dispersion relation Eq. (19) (where the frequency is the numeric frequency ) with parameters given in Eq. (24) along the grid axis direction, i.e., This effective temporal step is used in interpreting the time-series data from the simulation. This reinterpretation shifts the frequency of the optimized to the correct . The simulation is still run with the found above from stability considerations. The dispersion error surface for the optimized algorithm is shown in Fig. 5 . Although this error surface now appears anisotropic, one must note the small level of error. This surface essentially represents the deviations from a perfect sphere for the surface shown in Fig. 4 .
Post-Processing Frequency Correction
In addition to the run-time tuning of the algorithm above, isotropic algorithms in a homogeneous space permit the post-processing of the spectra from a simulation to correct the dispersion errors (shifted frequencies). The algorithm here is isotropic to fourth order, so frequency correction can be performed where the goal is essentially to eliminate the mean dispersion error at each frequency. The method uses the dispersion relation Eq. (15) to perform the correction, where one solves for given an observed frequency . The corrected frequency is then given by . (It should be noted that one can attempt to correct for the mean dispersion error in the Yee algorithm as was done by Nehrbass et al. 14 However, because of the second-order nature of the isotropy, this can only provide modest improvements as is discussed further in the next section.)
In solving Eq. (15) for , a direction of propagation must be assumed. In a truly isotropic algorithm, any choice of direction would be equivalent. In the present algorithm, the major diagonal direction is close to the direction of the average dispersion error, so it is used as the correction direction in the results presented in the following section. To restate the correction procedure, an observed frequency in a simulation spectra is used in the left of the dispersion relation Eq. (15) . Then, given a direction, the right-hand side is solved for the magnitude of the wavenumber, i.e.,
. For an arbitrary direction this would require that the equation be solved numerically (e.g., by the bisection algorithm). However when propagation is assumed along the grid diagonal of a uniform grid, such that and the spatial step is in all directions, an analytic expression can be obtained for : (27) Multiplying Eq. (27) by the sound speed gives the corrected frequency for which the phenomena observed at should be assumed to have occurred. Such a correction is demonstrated in the following section.
Depending on the direction and the frequency, the wavenumber obtained from Eq. (27) may be complex. 15 The correction process is terminated when is complex. This will happen when the argument of the innermost radical is negative and only occurs at the uppermost frequencies of the simulation. For example, using the Courant limit of , the inner-most radical is zero when . Since is equivalent to , where is the number of cells per wavelength, the radical is zero when the discretization is such that there are approximately 2.337 cells per wavelength of propagation, i.e., an extremely high frequency in terms of standard FDTD discretizations. For frequencies beyond this value (or discretization that are coarser than this value), will be complex and hence one cannot obtain a corrected frequency for .
FDTD Simulations: Resonators
To compare and contrast this algorithm with the Yee algorithm, pressure-release boundary (Dirichlet, ) cubic resonators are used. Thus no absorbing boundary is required to terminate the computational domain. The resonators are excited with an additive source in the center of the resonator and data is recorded at the same location. The resulting time series is Fourier transformed.
The resonant frequencies for a rectangular resonator are simple to find in the continuum. The symmetry and geometry of the resonator, in this case cubic with a centered source, dictates the modes that are excited. Once the 's of the continuum modes are found, the dispersion relation Eq. (19) can be used to predict precisely the numerical frequencies of the algorithm. The same procedure can be used with the Yee dispersion relation.
A cubic resonator with pressure-release boundary walls has resonant mode frequencies given by
where , , and are the mode indices, and is the size of the resonator along each axis. For the present geometry the mode indices must be odd. In terms of the wavenumber components (Eq. 28) can be written (29) That is, given the mode indices, the corresponding wavenumbers are given by (30)
The numerical frequencies that will exist in the FDTD simulation can be found 16 
Equation (31) gives the resonant frequency for a particular set of mode indices for an FDTD cubic resonator. Due to symmetry, modes with permutations of mode indices will be degenerate.
In the continuum, any resonator has an infinite number of modes. In a discrete space there will be a finite number due to the spatial sampling of the grid. The highest frequency that may be coupled into the grid, i.e., the grid Nyquist frequency, is . 17 In the continuum there are modes whose frequencies are below the grid Nyquist frequency, but that have wavenumber components that are beyond the grid's spatial sampling limit.
The cubic resonators are excited by a single additive pressure source centered in the domain. The source is a unit amplitude pulse of duration , giving a spectral null at the grid Nyquist frequency. The pressure field is sampled at the location of the source. This data is Fourier transformed (after being windowed with a raised-cosine transform which helps emphasize the peaks) to produce the mode spectral plots shown below. With this geometry the excited and detectable modes will have odd , , and mode indices. To maintain the source at the center of the domain, there must be an odd number of cells in each direction. Without loss of generality, unit cells are assigned a size of m. The simulations use the appropriate Courant limit and are run for 65536 time steps. For the sake of illustration, we model a fairly small resonator which is constructed from cells. Because the walls of the resonator are constructed from pressure nodes which are set to zero, the interior length is (the central source node has three additional non-zero pressure nodes to either side along an axis before encountering a wall). Larger resonators support more modes, but the fundamental behavior of the Yee and the proposed technique can be understood from the smaller resonator and this understanding translates to the larger structures. The speed of sound is assumed to be m/s. We consider frequencies from dc up to 600 Hz where the discretization is 2.5 cells per wavelength ( ). Figure 6 shows the magnitude of the FFT of the pressure versus frequency for the Yee algorithm. Also shown is the theoretical result which corresponds to an ideal discrete resonator that suffers no dispersion error. Each peak corresponds to one or more modes. For the theoretical (ideal) results the peaks are labeled with a triplet written horizontally which indicates the corresponding mode or modes. A label also implies the modes given by the permutations of the indices. So, for example, a label of also implies the and modes exist at the same frequency. The modes corresponding to the Yee peaks are written vertically. Note that some modes which should be degenerate, such as the and modes, are distinct in the Yee algorithm. This is a consequence of the anisotropy of the grid. The mode consists of a superposition of plane wave traveling along the grid diagonals. Such plane wave do not suffer dispersion errors in the Yee algorithm when it is run at the 3D Courant limit and hence the mode corresponds exactly to the theoretical result. However the mode (and its permutations) do not consist of plane waves propagating along the grid diagonals and hence do suffer grid dispersion with the result that this mode is closer to the mode than the mode. In addition to such mode splitting, there can be spurious degeneracies, or mode combining, such as occurs with the and modes. Further details concerning mode splitting and mode combining (as well as mode shuffling) can be found in ref. 16 . Figure 7 shows the magnitude of the FFT of the pressure versus frequency for the proposed isotropic FDTD algorithm together with the theoretic result. As before, the modes corresponding to the peaks for the theoretical data are written horizontally while they are written vertically for the FDTD results. Because of the improved isotropy of the algorithm, the effects of mode splitting and mode combining are much less pronounced than in the Yee algorithm. Note that the and modes are still split but the separation in spectral peaks is less than two Hertz (the separation is approximately 49 Hz for the Yee algorithm). Except in the case of the diagonal modes, the proposed technique typically produces peaks which are closer to the correct value. Figure 8 is the magnitude of the FFT of the pressure versus frequency for the proposed technique after the frequency has been corrected as described in the previous section. This correction essentially serves as a rescaling of the horizontal axis (although not a linear one). This rescaling cannot recombine modes which are distinct. Thus the and modes remain split, but they are mapped slightly closer to each other. Note that in the Yee algorithm, one could remove the mean dispersion error, but the large separation between the and modes would remain. As can be seen from ( 1 ) where the Courant number is and the resonator size is . The horizontal triplets are for the theory (ideal) peaks and the vertical ones for the iFDTD algorithm. The and modes are distinct in the iFDTD results but the separation is less than two Hertz and hence are labeled as a pair (the mode is the higher of the two).
FDTD Simulations: Scattering
To demonstrate that the proposed algorithm works for inhomogeneous problems scattering from penetrable spheres is considered in this section. No optimization or correction is employed. The test geometry is similar to that used in ref. 18 . The computational domain is cells and the sphere is modeled using eight cells along its radius. Fig. 9 shows a two-dimensional cross-section of the computational domain where the units are in cell numbers. A plane wave is incident in the direction. The wave is a Ricker wavelet with 20 cells per wavelength at its most energetic frequency. The incident field is introduced over a total-field/scattered-field boundary. [19] [20] [21] The grid is terminated with a perfectly-matched layer 3, 4, 22 (PML) which is not shown in Fig. 9 . The PML is eight cells thick and was formulated following the coordinate-stretching approach described by Chew and Weedon. 23 Spectral information is extracted using a discrete Fourier transform. 13 Results are compared to the exact solution over the near-field "evaluation line" which parallels the axis and is shown in Fig. 9 . Assuming unit-amplitude harmonic ensonification, the exact solution for the Fig. 7 after applying the post-processing correction described in Sec. 6. The horizontal triplets are for the theory (ideal) peaks and the vertical ones for the iFDTD algorithm. The and modes are still distinct in the iFDTD results since frequency correction cannot recombine modes (but it does serve to narrow the separation between modes which are spuriously split). scattered pressure is given by 24 (32) where and are the spherical Bessel and Neumann functions, respectively, is the Legendre polynomial, is the wavenumber in the background medium, is the distance from the origin to the observation point, is the angle between the direction and a ray to the observation point, and (33) where is the radius of the scatterer, , , and -a subscript indicates the background medium while indicates the scatterer. A prime is used to indicated differentiation with respect to the argument so that . The exact solution was calculated using Mathematica. Two separate spheres are ensonified by the pulsed source. In the first case the sound speed and the density of the scatterer are both twice that of the background medium, i.e., and . The simulation was performed for 512 time steps and three different frequencies corresponding roughly to those which would yield 10, 20, or 40 cells per wavelength were extracted from the measured temporal data. We have observed that when operated at their respective Courant limits both the Yee algorithm and the proposed technique may be unstable when modeling inhomogeneous media. A slight reduction of the Courant number produced stable results. Thus the Courant number employed for the following simulations was 99 percent of the limit. Figure 10 shows the magnitude of the pressure measured over the evaluation line for the three frequencies as well as the exact solutions. Because of the discrete nature of the simulation and the Courant number which was used, the measured frequencies do not correspond to integer values of cells per wavelength. The true number of cells per wavelength are given in the legend of the figure. Note that the agreement between the measured and exact results is generally good except at the shortest wavelength where the staircasing of the surface of the scatterer has a more pronounced impact on the scattered field. Figure 11 shows the scattered field when the sphere has a sound speed half that of the background medium while the density is constant everywhere, i.e., and . In this case it takes much longer for the energy to ring out of the sphere so the simulation was run for 16384 time steps (again, using a Courant number 99 percent of the limit). Frequencies were recorded which correspond roughly to 10 and 20 cells per wavelength in the scatterer (and thus twice that amount in the background medium). Again the agreement between the exact and calculated results are good with some discrepancies evident at the shorter wavelength.
In both simulations no optimization was done (i.e., the coefficients were held at and ). Velocity nodes that had one neighboring pressure node in the scatterer and the other in the background medium used a density which was the average of the densities at the two adjacent pressure nodes. (This is only pertinent to the first sphere since there is no change of density for the second.) 
Conclusions
The FDTD algorithm presented here is stable at 3/2 times the usual Yee Courant limit. In addition the operator is isotropic to fourth order. Isotropy improves the mode structure behavior over the frequencies which are typically of interest. Isotropic (or nearly isotropic) algorithms (in homogeneous regions) can be post-processed to reduce much of the dispersion error induced frequency shifting. The algorithm was shown to yield good results for canonical scattering problems.
