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1. INTRODUCTION 
E. Egervary and P. Turan [3] have introduced the interpolatory polynomial 
Mx,f) = f(l) + P,“(x) + f(- 1) + P,“(x) 
(1.1) 
Here 
1 = x, > xr > *** > x, > x,+1 = -1 U-2) 
are the simple zeros of (1 - x2) P,(x) and P,(x) is the Legendre polynomial of 
degree IZ. (By writing P,(x) rather than P,-2(x) in (1.1) we have made a slight 
change in the notation used in Ref. 3.) This process satisfies 
R&i , f) = f (4 for i = 0, l,..., Iz + I 
and 
R&Y& , f) = 0 for i = 1, 2,..., n 
and is the most economical stable interpolation process. Recently S. Karlin 
[4, Chap. lo] has given an extensive discussion of this and similar processes 
and their relevance to the theory of experimental design. 
THEOREM 1. (E. Egervary and P. Turan.) The sequence of interpolutory 
polynomials R&c, f) converges uniformly in [ -1, l] to f(x) u.s n + co 
whenever f(x) is continuous in -1 ,< x < 1. 
The aim of this paper is to determine the rate of convergence of R,(x, f) 
in terms of the arithmetic means of the sequence (w,(l/n)). Essential to our 
proof is an important lemma of R. Bojanic [2]. 
Let Q(t) be an increasing, subadditive, continuous function defined for 
non-negative values of t such that Q(0) = 0. Let C,(G) be the class of 
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continuous functions on [ -1, I] defined by f E CM(Q) if and only if w,(h) < 
MS(h) for all h > 0. Equivalently, f E C,(Q) if and only if 
If(x) -.ml d MQ(l x -Y I) (14 
for all x, y E [-1, 11. 
We shall prove the following. 
THEOREM 2. There exist constants cl and c2 (0 < cl < c2 < co) such 
that for n > 5, 
2. PRELIMINARIES 
It is well known that 
Q@t> < @ + 1) J-w> for all A 3 0, t 2 0, (2.1) 
(2.2) 
We shall also need the following results concerning Legendre polynomials. 
For -1 < x < 1 and IZ = 1, 2, 3 ,..., [3] 
f g$ ((, -;y;;(xk))2 = 1 - Pn2(x) =G A (2.3) 
k=l 
(1 - x2)1/4 I P,(x)1 < JZ ) 
and 
(1 - x2)(PIE’(x))2 < n2. 
Recalling the definition of the xk(s, we have (see Ref. 5) 
(2.4) 
(2.5) 
1 P,‘(xk)I - k-3/2n2, k = 1, 2 ,..., ; , 
[I (2.6) 
1 Pn’(xk)l - (n + 1 - k)-3/2 n2, k = [;] + l,..., II, (2.7) 
(1 - x2) > E; y;;: k = 1, 2,.. ., ; , [I (2.8) 
(1 _ xk2j > (n - k + W2 
(n + WI2 
k = [z] + l,..., n, cw 
(k - l/2)77 < e, < 
(n + WI (n $2) 
k=1,2 ,..., Iz, xlc: cos efi . (2.10) 
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3. ESTIMATES 
LEMMA 1. (R. Bojanic [2].) Let Q(t) be a modulus of continuity. Then, 
for m 2 s > 2, we have 
8n <-- m (3.1) 
LEMMA 2. Let -1 < x < +I and let xi be that zero of P,(x) which is 
nearest to x. Then we have 
(1 - x”) P,Z(x) 
(1 - X~2)(P,‘(Xk))” (x - xJ2 G + 
for k = j f r, 1 < r < II. (3.2) 
Proof. Let x = cos 8, xk = cos ek . By using the definition ofj and (2.10) 
it follows that 
1 tn + w2 
sin2 8 - ek ’ (r - l/q2 * 
2 
Since 
and 
sin e < sin e + sin 8, < 2 sin y , 
sin 0, < sin 8, + sin e < 2 sin y, 
we have, on using (2.8) 
sin e 1 sin e 
ccos e - cos e,y = 4 sin2 8 - 8, e+ekc 
2 
sin2 
2 
< (n + 1/2)2 1 
’ (r- 1/2)2iS& ’ (r -‘I;$ i/f! l/2) * (3.3) 
On using (2.4) and (2.6-2.9) we have 
(1 - x2)lj2 P,“(x) < 2 k 2k 
(1 - x~~)(P,‘(x~))~ ’ 7rn n2 7rn3 * 
Now on using (3.3) and the above result we have (3.2). 
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LEMMA 3. (J. Balazs and P. Turan.) For the relative extrema of P,Jx) 
in 0 < x < 1 we have the estimation (n = 4, 6, S,...) 
I Pn-l(~JI b &--Y v = 2, 3,..., n [I 2 
1 
a 1/8r(n - v) ’ 
V== [I ; + l,..., n - 1. 
Furthermore, a similar estimate holds for odd values of n. 
For the proof we refer to Lemma 2.1 and corresponding remarks at the end 
of page 202 in Ref. 1. In our case we need the above lemma for one particular 
value of & . Let 5 be the first positive zero of P,‘(x) in 0 < x < 1. Then 
from above it follows that 
1 
with c, = ---= . 
22/n 
(3.4) 
LEMMA 4. Let 6 be the jirst positive zero of P,‘(x) in (0, 1). Then, for 
n b 5, 
Pn(O 
(E - Xk) Pnl(Xk) 2 s2(1 6 - xk t> 
Proof. Let t = cos 7. Then for k < [n/2] - 1 it follows from (2.10) that 
1 6 - xk / < v - 61, < 7d2 - 0, 
Hence, by (2.2), (2.6), (2.10) and (3.5), 
(3.5) 
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Now by writing 
-k=r 
and using the properties of Q we have 
(j + 1)~ 
b21-ta/41 
A>/c, 1 
9 n 1 
J * '2 74 
(3.6) 
We now let m = n, s = [n/2] - [n/4] + 1 and apply Lemma 1 to (3.6) 
observing that (s/n) > (l/4). Hence, 
4. F?ROOF OF THEOREM 2. 
Let 
From (1.1) and (2.3) we have 
(4.1) 
I R&(x, f) - f(x)l 
< I 
(1 +x> 
2 If(l) -f(xl + (l ; x) If t-0 -ml 1 ~?aYx) 
+ i G ( pnyx$y xk) )” Ifcd -fWl 
k=l 
= s, + s, . (4.2) 
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We shall estimate each of the sums S, and S, separately. By (4.1), (2.1), (2.3), 
(2.4) and the monotonicity of Q 
s, < M [ (l ; x) Q(1 - x) + (l ; x, J-&l 
< ML? ; [n(l - x”) P,“(x) + P,2(x)] 
0 
<M(+)q;). 
Hence, 
-4 ~n”(x> I 
(4.3) 
Choose j such that 1 ,< j < II and 1 x - xj I < I x - xk I, k = 1,2 ,..., n. 
Now, sincefo C&L’), 
‘2 < M f = ( J, ,(x4;,‘“‘- Xk) )” @I xk - x I) 
ksl ’ - xk2 la k x 
(4.4) 
S, <M&MU, 
k=l 
where CFFl signifies that thejth term, Uj , has been omitted. 
Before estimating x2, , let us note that for k = j & r, r 3 1, 
&?(I xk - x I) = G(l cos 8, - cos 8 I) 
< s(l ek - e I). 
Thus, by (2.10), and for k = j i r 
Q(l Xk - x I) < c,Q ( 
(r + l/2)77 
1 n+1/2 * 
Hence by (3.2) and (4.5) and the property (2.1) of Q, 
(4.5) 
(4.6) 
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Let us choose m = 2n and s = n in Lemma 1 and apply it to (4.3). Then 
we obtain, 
&f$+!q 7r J-w) 
k=l n/m 
7 dt 
< +j-lz”.Q (T) dt 
Hence 
(4.7) 
We now turn to estimating Uj . By (2. lo), (2.3), and the monotonicity of 9, 
it follows that 
Since ( 0 - O5 1 < 2/n we have 
(4.8) 
Thus from (4.2), (4.3), (4.4), (4.6), and (4.9, the upper estimate in Theorem 2 
follows. 
To prove the lower estimate in Theorem 2, consider the function 
where 5 is as in Lemma 4. It is easily verified that g E C,(Q). 
Hence 
,EyMPn) II &(f) -0 z II Ug) - g II 
b I &a(g, 5) - Lal 
= &A& 0. 
The lower estimate in Theorem 2 now follows from Lemma 4. 
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