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Abstract
We give a mass formula for self-dual codes over Zp2 , where p is an odd prime. Using the mass formula, we classify such codes
of lengths up to n = 8 over the ring Z9, n = 7 over Z25 and n = 6 over Z49.
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1. Preliminaries
Early work on the classiﬁcation of self-dual codes over Z4 was done by Conway and Sloane [3], who classiﬁed the
codes up to length 9 without the aid of a mass formula. In [6], Gaborit found a mass formula, which gives the number
of inequivalent self-dual quaternary codes, allowing him, together with Fields et al. [5], to extend the classiﬁcation up
to length 15. Type II quaternary codes of length 16 were studied in [8].
In this paper, we build on the method of Gaborit to give a mass formula for self-dual codes over Zp2 , where p is an
odd prime. The organization of the paper is as follows: this section contains the necessary deﬁnitions. In Section 2 we
consider the ring Zp2 and characterize self-dual codes in this setting. The computation of the mass formula is given in
Section 3. Using the mass formula, we classify self-dual codes of lengths up to n= 8 over the ring Z9, n= 7 over Z25
and n = 6 over Z49. Classiﬁcation results as well as generator matrices of codes are given in the last section.
A code of length n over a ﬁnite ﬁeld Fq or a ring R is a subspace of Fnq or a R-submodule ofRn, respectively. Elements
of codes are called codewords. A code C of length n and dimension k over a ﬁnite ﬁeld is called an [n, k] code. Two
codewords x = (x1, . . . , xn) and y = (y1, . . . , yn) are orthogonal if their Euclidean inner product x · y =∑ixiyi is
zero. Associated to any [n, k] code is a k × n generator matrix G, whose rows form a basis for C and an (n − k) × n
parity-check matrix H, which is a matrix whose rows span the space orthogonal to C. A generator matrix for an [n, k]
code of the form [Ik A], where Ik is the k × k identity matrix and A is a k × (n − k) matrix, is said to be in standard
form. See [10] for the standard deﬁnitions on codes.
LetC be a code over a ring R. The dualC⊥ ofC consists of all vectors ofRn which are orthogonal to every codeword
in C. A code C is said to be self-dual (resp. self-orthogonal) if C = C⊥ (resp. C ⊆ C⊥). A self-orthogonal code is
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maximal if it is not contained in a larger self-orthogonal code of the same length. An excellent discussion of self-dual
codes is given in [15].
2. Codes over Zp2
Let p be a prime number. Two codes over the ring Zp2 are said to be equivalent if one can be obtained from the other
by permuting the coordinates and (if necessary) changing the signs of certain coordinates. Thus two codes C and C′
are equivalent if there is an n × n monomial matrix P such that C′ = CP = {cP : c ∈ C}, where P has exactly one
entry ±1 in every row and in every column and all other entries are zero. The automorphism group Aut(C) of a code
C of length n over Zp2 is the group of all sign-permutations that ﬁx C set-wise, i.e., all matrices P such that C= CP .
Codes which differ only by a permutation of coordinates are said to be permutation-equivalent.
Let En be the signed symmetric group of order |En| = 2nn!. The number of codes equivalent to a code C of
length n is
|En|
|Aut(C)| .
Let Np2(n) be the number of distinct self-dual codes over Zp2 of length n. The mass formula for such codes is given by
Np2(n) =
∑
C
|En|
|Aut(C)| , (1)
where the sum runs through all inequivalent self-dual codes C over Zp2 of length n. Mass formulas are useful for
ﬁnding all inequivalent self-dual codes of given length. Our goal now is to compute Np2(n).
The ring Zp2 is similar to the ring Fp +uFp, where u2 =0 (a related ring was studied in [1]).Any element of Zp2 can
be written as a + pb, with a and b in {0, 1, . . . , p − 1}. In Zp2 , p plays almost the same role as u. The main difference
lies in the addition in Zp2 . We deﬁne the map
g : Fnp −→ Rn
as the canonical injection componentwise into the real number n-tuples. If a1, a2, b1 and b2 are in {0, 1, . . . , p − 1},
we have
(a1 + pb1) + (a2 + pb2) = (a1 + a2)modp + p
[(
b1 + b2 +
⌊
g(a1) + g(a2)
p
⌋)
modp
]
.
To allow the shift from the addition in Fp to the addition in Zp2 , we deﬁne the map h : Fnp → Znp2 as the canonical
injection componentwise.We also deﬁne the operation⊕p on two vectors x=(x1, x2, . . . , xn) and y=(y1, y2, . . . , yn)
in Rn as
x
⊕
p
y :=
(⌊
x1 + y1
p
⌋
,
⌊
x2 + y2
p
⌋
, . . . ,
⌊
xn + yn
p
⌋)
.
One can verify that
h(x + y) = h(x) + h(y) − p
(
g(x)
⊕
p
g(y)
)
,
where the last term is viewed as an element of Zn
p2
Every code C over Zp2 is equivalent to a code with generator matrix in standard form [2,16]:
G =
[
Ik1 A B1 + pB2
0 pIk2 pC
]
,
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where A, C, B1 and B2 are matrices with entries from {0, 1, . . . , p − 1}. Associated with C are two codes over Zp,
namely the residue code
C1 = {x ∈ Fnp : ∃y ∈ Fnp such that x + py ∈ C}
and the torsion code
C2 = {y ∈ Fnp : py ∈ C}.
We see that C1 ⊆ C2 and if k2 = 0, then C1 = C2. Also, |C| = p2k1pk2 . For an explicit example, consider the code C
over Z9 with generator matrix[
1 1 4
0 3 6
]
.
Its residue code C1 is just modulo p reduction of C and has generator matrix
[1 1 1].
Computing for the torsion code, we obtain the code C2 with generator matrix[
1 1 1
0 1 2
]
.
We also deﬁne a map F by
F : C1 −→ Fnp/C2,
x 	−→ F(x) = {y ∈ Fnp : x + py ∈ C}.
Thus, C= {x + py : x ∈ C1, y ∈ F(x)}. The map F is not a homomorphism since we have
F(x + y) = F(x) + F(y) +
(
g(x)
⊕
p
g(y)
)
.
The map F is characterized by the image of a base of C1 and F characterizes the matrix B2. The set of codes over
Zp2 is in one-to-one correspondence with the set of triplets (C1,C2, F ).
Lemma 2.1. For any positive integer n, there exists a self-dual code over Zp2 of length n.
Proof. The matrix [p] generates a self-dual code of length 1. 
Again, in order to count self-dual codes over Zp2 , we need to ﬁnd conditions satisﬁed by the triplets (C1,C2, F ).
For the sake of completeness, we include the proof of the next lemma, whose argument follows that of Gaborit [6].
Lemma 2.2. Let C(C1,C2, F ) be a code over Zp2 . The two codes associated with C⊥ are C⊥2 and C⊥1 .
Proof. Let C⊥(C′1,C′2, F ′) be the dual code of C(C1,C2, F ). Let C be the code with generator matrix
H =
[−(B1 + pB2)
 − (p − 1)C
A
 (p − 1)C
 In−k1−k2
−pA
 pIk2 0
]
.
We immediately haveH ·G
=0. Hence,C ⊂ C⊥.We will show thatC=C⊥.Also, note that |C|=p2(n−k1−k2) ·pk2 .
We ﬁrst prove the following:
(1) C′2 ⊂ C⊥1 . Let z ∈ C′2, then pz ∈ C⊥, pz · (x + py) = 0, ∀x + py ∈ C. Now, for x ∈ C1, p(z · x) = 0 implies
z · x = 0 in Fnp, and so z ∈ C⊥1 .
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(2) C⊥1 ⊂ C′2. Let z ∈ C⊥1 . For x ∈ C1, z · x = 0 in Fnp. Now, for x + py ∈ C, then pz · (x + py) = p(z · x) = 0.
Hence, pz ∈ C⊥ and z ∈ C′2.
(3) C′1 ⊂ C⊥2 . Let x′ ∈ C′1. Then ∃y′ ∈ Fnp such that x′ + py′ ∈ C⊥. Now, ∀y ∈ C2, py ∈ C, we have (x′ + py′) ·
py = 0 = p(y · x′) and so y · x′ = 0 in Fnp, which implies that x′ ∈ C⊥2 .
(4) C′1 =C⊥2 . |C| |C⊥|= |C′1| · |C′2| |C⊥2 | · |C⊥1 | = |C| by (1) and (3). Therefore, |C′1| · |C′2| = |C⊥2 | · |C⊥1 | implies|C′1| = |C⊥2 | (C′2 = C⊥1 ). Hence, C′1 = C⊥2 .
Thus, a generator matrix of C⊥ is H which is the generator matrix of C. Hence, C= C⊥. 
3. Computation of the mass formula
For a self-dual code C, the previous result shows that C2 = C⊥1 , k2 = n − 2k1 and |C| = pn.
We now enlarge a basis {e1, e2, . . . , ek1} of C1 to a basis
{e1, e2, . . . , ek1 , ek1+1, . . . , en}
of Fnp and consider the associated dual basis {e∗1, e∗2, . . . , e∗k1 , e∗k1+1, . . . , e∗n} deﬁned by ei · e∗j = ij , the Kronecker
delta. Since C2 is generated by {e∗k1+1, . . . , e∗n}, we have
Fnp/C2  〈e∗1, e∗2, . . . , e∗k1〉,
where 〈e∗1, e∗2, . . . , e∗k1〉 is the subspace generated by the vectors {e∗1, e∗2, . . . , e∗k1}. Consider the map
f : C1 −→ 〈e∗1, e∗2, . . . , e∗k1〉,
which takes every x ∈ C1 to the unique representative of F(x) in 〈e∗1, e∗2, . . . , e∗k1〉. Since f (x + y) = f (x) + f (y) +
(g(x)
⊕
pg(y)), the map f is not a homomorphism. The map f is characterized by the image of a basis ofC1. The choice
of such map characterizes F, so we replace F by f.
Lemma 3.1. Let C(C1,C2, f ) be a code over Zp2 . Then C is self-dual if and only if the following conditions are
satisﬁed:
(i) C2 = C⊥1 , and
(ii) h(x) · h(x′) ≡ −p(h(f (x)) · h(x′) + h(x) · h(f (x′))) (modp2), for all x, x′ ∈ C1.
Proof. LetCbe self-dual.Theﬁrst condition follows fromLemma2.2. Let z and z′ be codewords inC, with z=x+pf (x)
and z′ = x′ + pf (x′), x, x′ ∈ C1. Now
z · z′ = (x + pf (x′)) · (x′ + pf (x′)) ≡ 0 (modp2)
⇔ h(x) · h(x′) + p(h(f (x)) · h(x′) + h(x) · h(f (x′))) ≡ 0 (modp2)
⇔ h(x) · h(x′) ≡ −p(h(f (x)) · h(x′) + h(x) · h(f (x′))) (modp2).
Conversely, if a code C satisﬁes the two conditions, then C ⊂ C⊥. From this we get |C| = |C1| · |C2| and |C⊥| =
|C⊥2 | · |C⊥1 | = |C1| · |C2| = |C|, since C2 = C⊥1 . Hence, |C| = |C⊥| and C ⊂ C⊥. This shows that C= C⊥.
Observe that by condition (i) of Lemma 3.1, C1 ⊆ C2 = C⊥1 . Therefore, C1 is self-orthogonal.
Let M(mij )1 i,jk1 be a matrix associated to f, where
f (ei) =
k1∑
j=1
mij e
∗
j .
Lemma 3.2. Let C be a code over Zp2 . Then C is self-dual if and only if ei · ej ≡ −p[mij + mji] (modp2), for all
i, j = 1, 2, . . . , k1.
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Proof. Let x, x′ ∈ C1, where
x =
∑
1 ik1
xiei and x′ =
∑
1 ik1
x′iei .
Also, for a, b ∈ C1,
h(a + b) = h(a) + h(b) − p
(
g(a)
⊕
p
g(b)
)
,
f (a + b) = f (a) + f (b) +
(
g(a)
⊕
p
g(b)
)
.
Let R correspond to the term g(a)
⊕
pg(b), i.e.
h(a + b) = h(a) + h(b) − pR,
f (a + b) = f (a) + f (b) + R.
We have
h(x) =
∑
1 ik1
xiei − pS,
f (x) =
∑
1 ik1
xif (ei) + S,
h(x′) =
∑
1 ik1
x′iei − pT ,
f (x′) =
∑
1 ik1
x′if (ei) + T ,
where S and T are analogous to R. Also,
h(f (x)) =
∑
1 ik1
xif (ei) + S − pU ,
h(f (x′)) =
∑
1 ik1
x′if (ei) + T − pV ,
where U and V are analogous to R.
Using Lemma 3.1, we have
h(x) · h(x′) =
(∑
i
xiei − pS
)
·
(∑
i
x′iei − pT
)
≡ − p
[(∑
i
xiei − pS
)(∑
i
x′if (ei) + T − pV
)
+
(∑
i
xif (ei) + S − pU
)(∑
i
x′iei − pT
)]
(modp2).
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This yields
∑
i
xiei ·
∑
i
x′iei − pT ·
∑
i
xiei − pS ·
∑
i
x′iei + p2ST
≡ −p
[(∑
i
xiei
)(∑
i
x′if (ei)
)
+ T
∑
i
xiei − pV
∑
i
xiei
− pS
∑
i
x′if (ei) − pST + p2SV +
(∑
i
xif (ei)
)(∑
i
x′iei
)
−pT
∑
i
xif (ei) + S
∑
i
x′iei − pST − pU
∑
i
x′iei + p2UT
]
(modp2)
⇒
(∑
i
xiei
)
·
(∑
i
x′iei
)
≡ −p
[(∑
i
xiei
)(∑
i
x′if (ei)
)
+
(∑
i
xif (ei)
)(∑
i
x′iei
)]
(modp2)
⇒
∑
1 i,jk1
xix
′
j eiej ≡ −p
⎡
⎣ ∑
1 i,jk1
xix
′
j (mij + mji)
⎤
⎦ (modp2).
And so ei · ej ≡ −p[mij + mji] (modp2), for all i, j = 1, 2 . . . , k1. 
We need to recall the following two theorems due to Pless, which will be used in the mass formula.
Theorem 3.3 (Pless [13]). Let v be the dimension of a maximal self-orthogonal code of length n over Fp, p an odd
prime. Then for n even, v= 12n whenever (−1)n/2 is a square in Fp and v= 12 (n−2) whenever (−1)n/2 is not a square
in Fp. In case n is odd, v = 12 (n − 1).
Theorem 3.4 (Pless [12,13]). Let p(n, k) be the number of self-orthogonal codes of length n and dimension k over
Fp, where p is an odd prime. Then:
1. If n is odd,
p(n, k) =
∏k−1
i=0 (p(n−1−2i) − 1)∏k
i=1(pi − 1)
(n = 2v + 1).
2. If n is even and (−1)n/2 is a square,
p(n, k) = (p
n−k − pn/2−k + pn/2 − 1)∏k−1i=1 (pn−2i − 1)∏k
i=1(pi − 1)
(n = 2v), k2.
3. If n is even and (−1)n/2 is not a square,
p(n, k) = (p
n−k + pn/2−k − pn/2 − 1)∏k−1i=1 (pn−2i − 1)∏k
i=1(pi − 1)
(n = 2v + 2), k2.
Whenever k = 0, we take p(n, 0) = 1 for all n. If n is even and k = 1, the value of p(n, k) can be computed for
individual cases.
We now state and prove the mass formula for self-dual codes over Zp2 for odd primes p.
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Theorem 3.5. Let p be an odd prime. If Np2(n) is the number of distinct self-dual codes over Zp2 of length n then
Np2(n) =
∑
0kn/2
p(n, k)p
k(k−1)/2
,
where p(n, k) is the number of distinct self-orthogonal codes over Fp of dimension k.
Proof. As a consequence of Lemmas 3.1 and 3.2, in order to count self-dual codes over Zp2 we only have to count
the number of self-orthogonal codes C1 over Fp of dimension k and the number of associated functions f which
satisfy the condition ei · ej ≡ −p[mij + mji] (modp2). A self-orthogonal code C1 determines the code C2 because
C2 =C⊥1 . If dimC1 = k, then associated to f is a k × k matrix (mij ). For 1 ik, there is only one possible value for
mii . Furthermore, the matrix entries below the diagonal determine the entries above since the value of mij ﬁxes mji
whenever i = j . The value of p(n, k) is given in Theorem 3.4. 
4. Classiﬁcation
In this section, we give a classiﬁcation of self-dual codes of lengths up to n = 8 over the ring Z9, n = 7 over Z25
and n = 6 over Z49. The method used here is similar to that used for quaternary codes in [5]. Our goal is to ﬁnd a
representative code for each equivalence classes of codes. For example, in Z9 we obtain a list of inequivalent self-dual
codes for a given length n, compute the sum of the number of codes equivalent to each code in the list and check it
against the formula (1) for N9(n).We continue searching for other codes, each inequivalent to our list, until the number
conforms with the mass formula, a veriﬁcation of the completeness of the list. We begin with the classiﬁcation for
self-dual codes over Z9. All computations for this paper were done with the computer algebra package MAGMA.
4.1. Building-up
Using Lemmas 3.1 and 3.2, a general way to construct self-dual codes over Z9 can be described.We ﬁrst get a ternary
self-orthogonal code C1 and compute C2 = C⊥1 . Let {e1, e2, . . . , ek} is a basis of C1. We then ﬁnd all possible k × k
matrices M such that ei · ej ≡ 6[mij + mji] (mod 9). Let G1 be a generator matrix of C1 and a k-set {e∗1, e∗2, . . . , e∗k }
denote the rows of a matrix S deduced from the basis of C1. The generator matrix of the new self-dual code over Z9 is
obtained by taking G1 + 3MS for the ﬁrst k rows and 3 times a complement of C1 in C2 for the last n − 2k rows.
For example, consider the self-orthogonal ternary code D8,3 (see Table 1) with generator matrix
G1 =
[1 0 0 1 1 1 2 1
0 1 0 1 0 0 0 2
0 0 1 0 0 1 1 0
]
.
We compute C2 = C⊥1 . A k-set {e∗1, e∗2, . . . , e∗k } associated with a matrix S is deduced from the basis of C1:
S =
[1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
]
.
We choose a matrix M among the 33 possible matrices:
M =
[0 1 1
1 2 0
1 0 1
]
.
A generator matrix of a new self-dual code C9,8,12 (see Table 2) is obtained by taking G1 + 3MS for the ﬁrst 3 rows
and 3 times a complement of C1 in C2 for the last 8 − 2 · 3 = 2 rows (or the 3 part). Thus we have⎡
⎢⎢⎢⎣
1 3 3 1 1 1 2 1
3 7 0 1 0 0 0 2
3 0 4 0 0 1 1 0
0 0 0 3 0 6 3 3
0 0 0 0 3 3 6 0
⎤
⎥⎥⎥⎦ .
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Table 1
Self-orthogonal ternary codes without zero column
Length n k Code C |Aut(C)|
3 1 C3 12
4 2 E4 48
6 1 D6,1 1440
2 C3 ⊕C3 288
7 2 D7,2 288
3 C3 ⊕ E4 576
8 2 D8,2 768
3 D8,3 288
4 E4 ⊕ E4 4608
Table 2
Self-dual codes of length 3n8 over Z9
n Code C |Aut(C)| dH(C) dL(C) n Code C |Aut(C)| dH(C) dL(C)
3 C9,3,1 48 1 3 C9,7,7 288 1 3
C9,3,2* 12 2 5 C9,7,8* 96 2 5
4 C9,4,1 384 1 3 C9,7,9* 24 2 5
C9,4,2 24 1 3 8 C9,8,1 10,321,920 1 3
C9,4,3* 16 3 5 C9,8,2 46,080 1 3
5 C9,5,1 3840 1 3 C9,8,3 2304 1 3
C9,5,2 96 1 3 C9,8,4 512 3 5
C9,5,3 32 1 3 C9,8,5 384 1 3
6 C9,6,1 46,080 1 3 C9,8,6 6144 1 3
C9,6,2 576 1 3 C9,8,7 11,520 1 3
C9,6,3 288 2 5 C9,8,8 1152 1 3
C9,6,4 128 1 3 C9,8,9 192 1 3
C9,6,5* 1440 2 6 C9,8,10 48 1 3
C9,6,6* 144 2 6 C9,8,11* 256 2 6
7 C9,7,1 645,120 1 3 C9,8,12* 32 2 5
C9,7,2 4608 1 3 C9,8,13* 16 2 6
C9,7,3 576 1 3 C9,8,14* 16 3 5
C9,7,4 768 1 3 C9,8,15* 32 3 7
C9,7,5 192 2 5 C9,8,16* 16 3 7
C9,7,6 2880 1 3
4.2. Residue codes
For each length n, we have a trivially decomposable self-dual code over Z9 with generator matrix 3In. These codes
are direct sums of n copies of the self-dual code A1 of length 1 and generator matrix [3]. Any code having A1 as direct
summand is said to be trivially decomposable. Note that it is easy to construct a decomposable self-dual code over Z9
of length n by considering direct sums of self-dual codes of length n − 1 or less. The challenge then is to build the
indecomposable ones. We begin with the following lemma, whose proof is similar to Lemma 6.1 in [4]:
Lemma 4.1. Let C be a self-dual code over Z9. If the residue code C1 of C contains a column identically equal to
zero in its generator matrix, then C is trivially decomposable.
Proof. We can assume without losing generality that the last column of the generator matrix of C1 is zero. Thus the
vectors (0, 0, . . . , 0, 1) and (0, 0, . . . , 0, 2) are in the dual of C1, and hence, (0, 0, . . . , 0, 3) and (0, 0, . . . , 0, 6) are in
C. Therefore C contains a code isomorphic to A1. 
Using this lemma,we only need to ﬁnd ternary codeswith no column identically equal to zero to construct nontrivially
decomposable codes.We begin by considering the classiﬁcation of self-orthogonal codes overF3, fromwhichwe extract
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the required codes. Maximal self-orthogonal [n, k] codes over F3 were classiﬁed for lengths 3n12 by Mallows
et al. [11]. Two ternary codes C and C′ of length n are equivalent if there is an n × n monomial matrix A, such that
C′ =CA = {xA : x ∈ C} and A has exactly one nonzero element from F3 in each row and column. The mass formula
for self-orthogonal ternary codes of length n is given by
k∑
l=1
3(n, l) =
∑
C∈O3(n)
2n · n!
|Aut(C)| ,
where O3(n) is the set of all inequivalent self-orthogonal ternary codes of length n, k is given in Theorem 3.3 and
|Aut(C)| is the number of monomial matrices A such that C = CA. For the case k = 1 where n is even, the value for
3(n, 1) is obtained by constructing the self-orthogonal codes of dimension 1 and counting them using the computer.
In Table 1, we give the list of self-orthogonal ternary codes for lengths n= 3–8 with no column identically equal to
zero. Some data and labels in this table are found in [11]. We also give a generator matrix of a representative code for
each class at the end of this paper.
4.3. Self-dual codes over Z9 of length 8
In this section, we give a classiﬁcation of self-dual codes of lengths 3n8 (see Table 2). Generator matrices of
some codes are given at the end of this paper. The codeA1 is a self-dual Z9 code of length 1 and the code with generator
matrix 3I2 is a self-dual Z9 code of length 2. We can easily check that there are no other codes for these lengths.
We also do some computations of distance. The Hamming weight wH(x) of a codeword x is the number of nonzero
components in x. The Hamming distance dH(x, y) between codewords x and y is the number of coordinates in which
they differ. It follows then that dH(x, y)=wH(x − y). The minimum Hamming distance dH(C) of a code C is deﬁned
as dH(C) := min{dH(x, y) : x, y ∈ C, x, y = 0, x = y}. The Lee weight wL(x) of a codeword x is
n∑
i=1
min{|xi |, |p2 − xi |}.
The Lee distance dL(x, y) between codewords x and y is wL(x − y). The minimum Lee distance dL(C) of C is the
smallest Lee weight among all nonzero codewords of C. In Table 2, indecomposable codes are indicated by ∗.
LetDp2(n) denote the set of all inequivalent self-dual codes over Zp2 of length n. Using the mass formula, we make
the following computations, conﬁrming that Table 2 gives a complete classiﬁcation.
N9(3) =
∑
0k1
3(3, k)3k(k−1)/2 = 1 + 4 =
∑
C∈D9(3)
23 · 3!
|Aut(C)| ,
N9(4) =
∑
0k2
3(4, k)3k(k−1)/2 = 1 + 16 + 8 · 3 =
∑
C∈D9(4)
24 · 4!
|Aut(C)| ,
N9(5) =
∑
0k2
3(5, k)3k(k−1)/2 = 1 + 40 + 40 · 3 =
∑
C∈D9(5)
25 · 5!
|Aut(C)| ,
N9(6) =
∑
0k2
3(6, k)3k(k−1)/2 = 1 + 112 + 280 · 3 =
∑
C∈D9(6)
26 · 6!
|Aut(C)| ,
N9(7) =
∑
0k3
3(7, k)3k(k−1)/2 = 1 + 364 + 3640 · 3 + 1120 · 33 =
∑
C∈D9(7)
27 · 7!
|Aut(C)| ,
N9(8) =
∑
0k4
3(8, k)3k(k−1)/2 = 1 + 1120 + 36400 · 3 + 44800 · 33 + 2240 · 36
=
∑
C∈D9(8)
28 · 8!
|Aut(C)| .
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Table 3
Self-orthogonal codes over F5 without zero column
Length n k Code C |Aut(C)|
2 1 C2 4
4 1 d4 16
2 C2 ⊕C2 32
5 1 k5 240
2 d5 40
6 1 G6,1 144
2 e6 24
d6 32
d4 ⊕C2 64
3 C2 ⊕C2 ⊕C2 384
F6 240
7 1 G7,1 1440
2 C2 ⊕ k5 960
G7,2a 40
G7,2b 16
G7,2c 48
3 C2 ⊕ d5 160
d7 48
Table 4
Self-orthogonal codes over F7 without zero column
Length n k Code C |Aut(C)|
3 1 C3 6
4 1 H4,1 12
2 C4 24
5 1 H5,1 24
2 C3(5) 12
6 1 H6,1 48
H6,2 240
2 2C3 72
C3(6) 12
E1(6 − 1) 8
E1(6 − 2) 16
E2(6) 24
4.4. Self-dual codes over Z25 and Z49
As we did for Z9, we now do the classiﬁcation for self-dual codes over Z25 and Z49 for small lengths. We begin with
the classiﬁcation for self-orthogonal codes over F5 and F7. Maximal self-orthogonal codes over F5 of lengths up to 12
were classiﬁed by Leon et al. [9] while those over F7 of lengths up to 9 were done by Pless and Tonchev [14]. Further
classiﬁcations can be found in [7]. Two codes C and C′ of length n over F5 or F7 are equivalent if there is an n × n
monomial matrix A such that C′ = CA = {xA : x ∈ C} and A has exactly one entry ±1 in each row and column and
all other entries are zero. The mass formula for self-orthogonal p-ary codes of length n is given by
k∑
l=1
p(n, l) =
∑
C∈Op(n)
2n · n!
|Aut(C)| ,
whereOp(n) is the set of all inequivalent self-orthogonal p-ary codes of length n, k is given in Theorem 3.3 and |Aut(C)|
is the number of monomial matrices A such that C= CA.
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Table 5
Self-dual codes of length 2n7 over Z25
n Code C |Aut(C)| dH(C) dL(C) n Code C |Aut(C)| dH(C) dL(C)
2 C25,2,1 8 1 5 7 C25,7,5 128 1 5
C25,2,2* 4 2 7 C25,7,6 64 1 5
3 C25,3,1 48 1 5 C25,7,7 960 2 7
C25,3,2 8 1 5 C25,7,8 32 2 7
4 C25,4,1 384 1 5 C25,7,9 768 1 5
C25,4,2 32 2 7 C25,7,10 384 1 5
C25,4,3 32 1 5 C25,7,11 1920 1 5
C25,4,4* 16 2 9 C25,7,12 64 1 5
C25,4,5* 8 2 9 C25,7,13 288 1 5
5 C25,5,1 3840 1 5 C25,7,14 48 1 5
C25,5,2 192 1 5 C25,7,15 24 1 5
C25,5,3 64 1 5 C25,7,16 24 1 5
C25,5,4 32 1 5 C25,7,17 32 1 5
C25,5,5 16 1 5 C25,7,18 64 1 5
C25,5,6* 240 2 10 C25,7,19 32 1 5
C25,5,7* 8 3 9 C25,7,20 32 1 5
6 C25,6,1 46,080 1 5 C25,7,21 16 1 5
C25,6,2 1536 1 5 C25,7,22 24 1 5
C25,6,3 256 1 5 C25,7,23 96 1 5
C25,6,4 384 2 7 C25,7,24 8 1 5
C25,6,5 128 1 5 C25,7,25 16 1 5
C25,6,6 64 1 5 C25,7,26 24 1 5
C25,6,7 480 1 5 C25,7,27 24 1 5
C25,6,8 16 1 5 C25,7,28 48 1 5
C25,6,9 64 2 7 C25,7,29* 1440 2 10
C25,6,10 32 2 7 C25,7,30* 8 2 11
C25,6,11* 144 2 10 C25,7,31* 4 2 9
C25,6,12* 24 2 11 C25,7,32* 16 2 10
C25,6,13* 12 2 9 C25,7,33* 24 2 10
C25,6,14* 12 2 11 C25,7,34* 24 2 9
C25,6,15* 16 2 9 C25,7,35* 48 2 9
C25,6,16* 32 2 9 C25,7,36* 240 2 10
C25,6,17* 16 2 10 C25,7,37* 8 2 11
C25,6,18* 16 2 10 C25,7,38* 2 2 9
C25,6,19* 8 4 11 C25,7,39* 8 2 11
C25,6,20* 12 4 11 C25,7,40* 2 3 9
C25,6,21* 48 4 11 C25,7,41* 4 3 9
C25,6,22* 4 4 9 C25,7,42* 2 3 11
C25,6,23* 8 2 11 C25,7,43* 2 3 9
C25,6,24* 12 2 9 C25,7,44* 6 3 11
C25,6,25* 12 2 11 C25,7,45* 8 3 11
C25,6,26* 24 4 9 C25,7,46* 6 3 9
7 C25,7,1 645,120 1 5 C25,7,47* 8 3 9
C25,7,2 15,360 1 5 C25,7,48* 4 3 11
C25,7,3 1536 1 5 C25,7,49* 48 3 11
C25,7,4 768 1 5
In Table 3, we give the list of self-orthogonal 5-ary codes for lengths n=2–7 and in Table 4 the list of self-orthogonal
7-ary codes for lengthsn=3–6,with no column identically equal to zero.Again, a residue codewith a column identically
equal to zero will give a trivially decomposable code. Some codes and labels in this table are listed in [9,14]. We also
give a generator matrix for a representative code for each equivalence class at the end of this paper.
The classiﬁcation of self-dual codes over Z25 and Z49 is given byTables 5 and 6, respectively.Again, indecomposable
codes are indicated by ∗.
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The following computations use the mass formula to conﬁrm that the classiﬁcation given by Tables 5 and 6 is
complete.
N25(2) =
∑
0k1
5(2, k)5k(k−1)/2 = 1 + 2 =
∑
C∈D25(2)
22 · 2!
|Aut(C)| ,
N25(3) =
∑
0k1
5(3, k)5k(k−1)/2 = 1 + 6 =
∑
C∈D25(3)
23 · 3!
|Aut(C)| ,
N25(4) =
∑
0k2
5(4, k)5k(k−1)/2 = 1 + 36 + 12 · 5 =
∑
C∈D25(4)
24 · 4!
|Aut(C)| ,
N25(5) =
∑
0k2
5(5, k)5k(k−1)/2 = 1 + 156 + 156 · 5 =
∑
C∈D25(5)
25 · 5!
|Aut(C)| ,
N25(6) =
∑
0k3
5(6, k)5k(k−1)/2 = 1 + 806 + 4836 · 5 + 312 · 53 =
∑
C∈D25(6)
26 · 6!
|Aut(C)| ,
N25(7) =
∑
0k3
5(7, k)5k(k−1)/2 = 1 + 3906 + 101556 · 5 + 19656 · 53 =
∑
C∈D25(7)
27 · 7!
|Aut(C)| ,
N49(3) =
∑
0k1
7(3, k)7k(k−1)/2 = 1 + 8 =
∑
C∈D49(3)
23 · 3!
|Aut(C)| ,
N49(4) =
∑
0k2
7(4, k)7k(k−1)/2 = 1 + 64 + 16 · 7 =
∑
C∈D49(4)
24 · 4!
|Aut(C)| ,
N49(5) =
∑
0k2
7(5, k)7k(k−1)/2 = 1 + 400 + 400 · 7 =
∑
C∈D49(5)
25 · 5!
|Aut(C)| ,
N49(6) =
∑
0k2
7(6, k)7k(k−1)/2 = 1 + 2752 + 17200 · 7 =
∑
C∈D49(6)
26 · 6!
|Aut(C)| .
Theorem 4.2 summarizes our results. Enclosed in parenthesis is the number of indecomposable codes.
Theorem 4.2. The number of inequivalent self-dual codes of lengths n8, n7 and n6 over Z9, Z25 and Z49,
respectively, is:
Length n Z9 Z25 Z49
n = 1 1(1) 1(1) 1(1)
n = 2 1 2(1) 1
n = 3 2(1) 2 2(1)
n = 4 3(1) 5(2) 6(4)
n = 5 3 7(2) 10(4)
n = 6 6(2) 26(16) 32(21)
n = 7 9(2) 49(21)
n = 8 16(6)
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Table 6
Self-dual codes of length 3n6 over Z49
n Code C |Aut(C)| dH(C) dL(C) n Code C |Aut(C)| dH(C) dL(C)
3 C49,3,1 48 1 7 6 C49,6,8 8 1 7
C49,3,2* 6 2 11 C49,6,9 8 1 7
4 C49,4,1 384 1 7 C49,6,10 24 1 7
C49,4,2 12 1 7 C49,6,11* 48 2 14
C49,4,3* 12 2 13 C49,6,12* 240 2 13
C49,4,4* 8 3 11 C49,6,13 72 2 11
C49,4,5* 24 3 13 C49,6,14* 12 2 15
C49,4,6* 8 3 13 C49,6,15* 4 2 13
5 C49,5,1 3840 1 7 C49,6,16* 4 2 11
C49,5,2 48 1 7 C49,6,17* 12 2 13
C49,5,3 24 1 7 C49,6,18* 4 2 15
C49,5,4 16 1 7 C49,6,19* 8 2 13
C49,5,5 48 1 7 C49,6,20* 4 2 15
C49,5,6 16 1 7 C49,6,21* 4 2 13
C49,5,7* 24 2 13 C49,6,22* 16 2 13
C49,5,8* 4 2 13 C49,6,23* 16 2 13
C49,5,9* 4 2 11 C49,6,24* 16 2 14
C49,5,10* 12 2 13 C49,6,25* 16 2 13
6 C49,6,1 46,080 1 7 C49,6,26* 16 2 13
C49,6,2 288 1 7 C49,6,27* 16 2 13
C49,6,3 96 1 7 C49,6,28* 16 2 13
C49,6,4 64 1 7 C49,6,29* 24 3 15
C49,6,5 192 1 7 C49,6,30* 12 3 13
C49,6,6 64 1 7 C49,6,31* 12 3 15
C49,6,7 48 1 7 C49,6,32* 12 3 15
The following are generator matrices of codes given in Table 1 (self-orthogonal ternary codes):
C3 = [1 1 1], E4 =
[1 0 2 2
0 1 2 1
]
, D6,1 = [1 1 1 1 1 1], D7,2 =
[1 0 1 1 1 1 1
0 1 1 1 1 1 2
]
,
D8,2 =
[1 0 1 0 1 2 2 2
0 1 1 1 0 1 2 1
]
, D8,3 =
⎡
⎣1 0 0 1 1 1 2 10 1 0 1 0 0 0 2
0 0 1 0 0 1 1 0
⎤
⎦
.
The following are generator matrices of indecomposable codes in the class of codes given in Table 2 (self-dual codes
over Z9):
C9,3,2 =
[1 1 4
0 3 6
]
, C9,4,3 =
[1 0 8 5
0 1 5 1
]
, C9,6,5 =
⎡
⎢⎢⎢⎢⎢⎣
1 1 1 1 1 2
0 3 0 0 0 3
0 0 3 0 0 3
0 0 0 3 0 3
0 0 0 0 3 3
⎤
⎥⎥⎥⎥⎥⎦ ,
C9,6,6 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 7
0 3 0 2 2 8
0 0 3 2 2 8
0 0 0 3 0 6
0 0 0 0 3 6
⎤
⎥⎥⎥⎥⎥⎥⎦
, C9,7,8 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 1 1 1 4 4
0 1 1 1 1 7 8
0 0 3 0 0 6 0
0 0 0 3 0 6 0
0 0 0 0 3 6 0
⎤
⎥⎥⎥⎥⎥⎦ ,
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C9,7,9 =
⎡
⎢⎢⎢⎢⎢⎣
1 1 1 0 1 5 4
0 3 0 0 2 4 5
0 0 3 0 2 4 5
0 0 0 1 0 2 2
0 0 0 0 3 6 3
⎤
⎥⎥⎥⎥⎥⎦ , C9,8,11 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 1 0 1 2 8 8
0 1 1 1 0 1 2 1
0 0 3 0 0 0 3 0
0 0 0 3 0 0 6 3
0 0 0 0 3 0 6 6
0 0 0 0 0 3 0 6
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C9,8,12 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1 4 2 7
0 1 0 1 0 0 0 5
0 0 1 0 0 4 1 0
0 0 0 3 0 6 3 3
0 0 0 0 3 3 6 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, C9,8,13 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 1 1 4 2 7
0 1 0 1 0 6 6 5
0 0 1 0 0 7 7 3
0 0 0 3 0 6 3 3
0 0 0 0 3 3 6 0
⎤
⎥⎥⎥⎥⎥⎦ ,
C9,8,14 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 2 2 0 1 5 1
0 1 2 1 0 2 7 2
0 0 3 6 0 2 1 2
0 0 0 0 1 2 0 7
0 0 0 0 0 3 6 3
⎤
⎥⎥⎥⎥⎥⎦ , C9,8,15 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 2 2 1 0 5 8
0 1 2 1 2 0 4 1
0 0 3 0 2 2 8 3
0 0 0 3 0 2 1 2
0 0 0 0 3 0 6 6
0 0 0 0 0 3 6 3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C9,8,16 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 2 2 1 0 2 2
0 1 2 1 2 0 4 1
0 0 3 0 0 1 5 1
0 0 0 3 1 1 4 6
0 0 0 0 3 0 6 6
0 0 0 0 0 3 6 3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The following are generator matrices of codes given in Table 3 (self-orthogonal codes over F5):
C2 = [1 2], d4 = [1 4 2 2], k5 = [1 1 1 1 1],
d5 =
[1 0 4 2 2
0 1 3 3 1
]
, G6,1 = [1 1 2 1 3 3], e6 =
[1 2 0 0 4 3
0 0 1 2 1 2
]
,
d6 =
[1 4 0 4 1 1
0 0 1 4 2 2
]
, F6 =
⎡
⎢⎣
1 0 0 2 1 2
0 1 0 4 3 2
0 0 1 2 3 4
⎤
⎥⎦ , G7,1 = [1 1 1 1 1 1 2],
G7,2a =
[1 0 1 4 2 2 3
0 1 1 1 4 0 4
]
, G7,2b =
[1 0 1 0 0 2 2
0 1 1 3 3 3 4
]
,
G7,2c =
[1 0 1 0 1 1 4
0 1 1 1 3 3 2
]
, d7 =
⎡
⎣1 0 0 2 0 1 20 1 0 3 4 0 2
0 0 1 4 2 2 0
⎤
⎦
.
The following are generator matrices of indecomposable codes in the class of codes given in Table 5 (self-dual codes
over Z25):
C25,2,2 = [1 7], C25,4,4 =
⎡
⎣1 4 2 20 5 0 15
0 0 5 20
⎤
⎦ , C25,4,5 =
⎡
⎣1 2 2 40 5 3 21
0 0 5 10
⎤
⎦ ,
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C25,5,6 =
⎡
⎢⎢⎢⎣
1 1 1 1 11
0 5 0 0 20
0 0 5 0 20
0 0 0 5 20
⎤
⎥⎥⎥⎦ , C25,5,7 =
⎡
⎣1 0 4 12 170 1 3 8 1
0 0 5 10 5
⎤
⎦ ,
C25,6,11 =
⎡
⎢⎢⎢⎢⎢⎣
1 1 2 1 3 3
0 5 0 0 0 15
0 0 5 0 0 5
0 0 0 5 0 15
0 0 0 0 5 20
⎤
⎥⎥⎥⎥⎥⎦ , C25,6,12 =
⎡
⎢⎢⎢⎣
1 2 0 5 4 23
0 5 0 20 0 5
0 0 1 7 1 7
0 0 0 0 5 10
⎤
⎥⎥⎥⎦ ,
C25,6,13 =
⎡
⎢⎢⎢⎣
1 2 0 10 4 23
0 5 0 20 0 5
0 0 1 2 1 12
0 0 0 0 5 10
⎤
⎥⎥⎥⎦ , C25,6,14 =
⎡
⎢⎢⎢⎣
1 2 0 15 4 23
0 5 0 20 0 5
0 0 1 22 1 17
0 0 0 0 5 10
⎤
⎥⎥⎥⎦ ,
C25,6,15 =
⎡
⎢⎢⎢⎣
1 4 0 14 1 6
0 5 0 15 0 20
0 0 1 19 2 22
0 0 0 0 5 20
⎤
⎥⎥⎥⎦ , C25,6,16 =
⎡
⎢⎢⎢⎣
1 4 0 4 1 21
0 5 0 15 0 20
0 0 1 24 2 12
0 0 0 0 5 20
⎤
⎥⎥⎥⎦ ,
C25,6,17 =
⎡
⎢⎢⎢⎣
1 4 0 24 1 16
0 5 0 15 0 20
0 0 1 14 2 7
0 0 0 0 5 20
⎤
⎥⎥⎥⎦ , C25,6,18 =
⎡
⎢⎢⎢⎢⎢⎣
1 4 2 2 0 20
0 5 0 0 2 14
0 0 5 0 1 7
0 0 0 5 1 7
0 0 0 0 5 10
⎤
⎥⎥⎥⎥⎥⎦ ,
C25,6,19 =
⎡
⎣1 0 0 22 1 170 1 0 19 18 17
0 0 1 2 18 14
⎤
⎦ , C25,6,20 =
⎡
⎣1 0 0 7 16 120 1 0 19 18 17
0 0 1 17 13 4
⎤
⎦ ,
C25,6,21 =
⎡
⎢⎣
1 0 0 17 6 7
0 1 0 19 18 17
0 0 1 7 8 19
⎤
⎥⎦ , C25,6,22 =
⎡
⎣1 0 0 2 21 20 1 0 4 8 12
0 0 1 2 13 24
⎤
⎦ ,
C25,6,23 =
⎡
⎢⎢⎢⎣
1 2 0 20 3 6
0 5 0 0 2 14
0 0 1 7 3 21
0 0 0 0 5 10
⎤
⎥⎥⎥⎦ , C25,6,24 =
⎡
⎢⎢⎢⎣
1 2 0 10 2 4
0 5 0 20 3 21
0 0 1 2 3 6
0 0 0 0 5 10
⎤
⎥⎥⎥⎦ ,
C25,6,25 =
⎡
⎢⎢⎢⎣
1 2 0 20 3 6
0 5 0 10 2 14
0 0 1 17 2 9
0 0 0 0 5 10
⎤
⎥⎥⎥⎦ , C25,6,26 =
⎡
⎣1 0 0 7 11 20 1 0 14 18 2
0 0 1 2 23 4
⎤
⎦ ,
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C25,7,29 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 12
0 5 0 0 0 0 10
0 0 5 0 0 0 10
0 0 0 5 0 0 10
0 0 0 0 5 0 10
0 0 0 0 0 5 10
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, C25,7,30 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 1 4 2 12 3
0 1 1 1 4 5 9
0 0 5 0 0 15 5
0 0 0 5 0 20 5
0 0 0 0 5 15 20
⎤
⎥⎥⎥⎥⎥⎦ ,
C25,7,31 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 1 0 0 17 22
0 1 1 3 3 8 4
0 0 5 0 0 20 15
0 0 0 5 0 15 10
0 0 0 0 5 15 10
⎤
⎥⎥⎥⎥⎥⎦ , C25,7,32 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 1 0 0 7 7
0 1 1 3 3 13 19
0 0 5 0 0 20 15
0 0 0 5 0 15 10
0 0 0 0 5 15 10
⎤
⎥⎥⎥⎥⎥⎦ ,
C25,7,33 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 1 5 1 1 14
0 1 1 21 3 3 17
0 0 5 10 0 0 5
0 0 0 0 5 0 5
0 0 0 0 0 5 5
⎤
⎥⎥⎥⎥⎥⎦ , C25,7,34 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 1 10 1 1 14
0 1 1 11 3 3 22
0 0 5 10 0 0 5
0 0 0 0 5 0 5
0 0 0 0 0 5 5
⎤
⎥⎥⎥⎥⎥⎦ ,
C25,7,35 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 1 0 1 1 14
0 1 1 6 3 3 12
0 0 5 10 0 0 5
0 0 0 0 5 0 5
0 0 0 0 0 5 5
⎤
⎥⎥⎥⎥⎥⎦ , C25,7,36 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 2 2 2 2 2 2
0 5 3 3 3 3 8
0 0 5 0 0 0 20
0 0 0 5 0 0 20
0 0 0 0 5 0 20
0 0 0 0 0 5 20
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
C25,7,37 =
⎡
⎢⎢⎢⎢⎢⎣
1 2 0 3 4 19 3
0 5 0 2 1 11 7
0 0 1 0 4 17 12
0 0 0 5 0 10 15
0 0 0 0 5 10 5
⎤
⎥⎥⎥⎥⎥⎦ , C25,7,38 =
⎡
⎢⎢⎢⎢⎢⎣
1 2 0 3 4 9 8
0 5 0 2 1 21 2
0 0 1 0 4 2 2
0 0 0 5 0 10 15
0 0 0 0 5 10 5
⎤
⎥⎥⎥⎥⎥⎦ ,
C25,7,39 =
⎡
⎢⎢⎢⎢⎢⎣
1 2 0 3 4 14 18
0 5 0 2 1 11 7
0 0 1 4 1 4 21
0 0 0 5 0 10 15
0 0 0 0 5 10 5
⎤
⎥⎥⎥⎥⎥⎦ , C25,7,40 =
⎡
⎢⎢⎢⎣
1 0 0 7 0 11 2
0 1 0 3 4 15 7
0 0 1 4 2 2 0
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ ,
C25,7,41 =
⎡
⎢⎢⎢⎣
1 0 0 7 0 11 2
0 1 0 23 4 10 2
0 0 1 14 2 7 0
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ , C25,7,42 =
⎡
⎢⎢⎢⎣
1 0 0 7 0 11 2
0 1 0 8 4 20 12
0 0 1 19 2 22 0
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ ,
C25,7,43 =
⎡
⎢⎢⎢⎣
1 0 0 2 0 6 22
0 1 0 3 4 15 7
0 0 1 19 2 22 15
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ , C25,7,44 =
⎡
⎢⎢⎢⎣
1 0 0 2 0 6 22
0 1 0 8 4 20 12
0 0 1 9 2 17 15
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ ,
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C25,7,45 =
⎡
⎢⎢⎢⎣
1 0 0 17 0 1 22
0 1 0 3 4 20 7
0 0 1 24 2 12 15
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ , C25,7,46 =
⎡
⎢⎢⎢⎣
1 0 0 12 0 1 2
0 1 0 8 4 5 12
0 0 1 4 2 2 0
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ ,
C25,7,47 =
⎡
⎢⎢⎢⎣
1 0 0 12 0 1 2
0 1 0 23 4 20 2
0 0 1 24 2 12 0
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ , C25,7,48 =
⎡
⎢⎢⎢⎣
1 0 0 7 0 21 22
0 1 0 3 4 0 7
0 0 1 4 2 2 15
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ ,
C25,7,49 =
⎡
⎢⎢⎢⎣
1 0 0 7 0 1 7
0 1 0 18 4 20 22
0 0 1 24 2 12 10
0 0 0 0 5 20 15
⎤
⎥⎥⎥⎦ .
The following are generator matrices of codes given in Table 4 (self-orthogonal codes over F7):
C3 = [1 2 3], H4,1 = [1 4 4 4], C4 =
[1 0 2 3
0 1 4 2
]
,
H5,1 = [1 3 1 6 4], C3(5) =
[1 0 2 6 6
0 1 4 4 4
]
, H6,1 = [1 5 5 1 3 3],
H6,2 = [1 2 5 5 5 2], 2C3 =
[1 2 3 0 0 0
0 0 0 1 2 3
]
, C3(6) =
[1 0 2 1 5 5
0 1 4 3 1 1
]
,
E1(6 − 1) =
[1 2 0 2 5 1
0 0 1 6 2 6
]
, E1(6 − 2) =
[1 0 5 1 2 5
0 1 5 0 6 1
]
,
E2(6) =
[1 0 1 5 5 2
0 1 5 5 2 1
]
.
The following are generator matrices of indecomposable codes in the class of codes given in Table 6 (self-dual codes
over Z49):
C49,3,2 =
[1 2 17
0 7 28
]
, C49,4,3 =
⎡
⎣1 4 4 40 7 0 42
0 0 7 42
⎤
⎦ , C49,4,4 =
[1 0 23 3
0 1 46 23
]
,
C49,4,5 =
[1 0 30 31
0 1 18 30
]
, C49,4,6 =
[1 0 9 45
0 1 4 9
]
, C49,5,7 =
⎡
⎢⎢⎢⎣
1 3 1 6 39
0 7 0 0 7
0 0 7 0 35
0 0 0 7 14
⎤
⎥⎥⎥⎦ ,
C49,5,8 =
⎡
⎣1 0 9 6 340 1 4 4 4
0 0 0 7 42
⎤
⎦ , C49,5,9 =
⎡
⎣1 0 16 6 480 1 25 4 32
0 0 0 7 42
⎤
⎦ , C49,5,10 =
⎡
⎣1 0 30 6 270 1 18 4 39
0 0 0 7 42
⎤
⎦ ,
C49,6,11 =
⎡
⎢⎢⎢⎢⎢⎣
1 5 5 1 3 24
0 7 0 0 0 21
0 0 7 0 0 21
0 0 0 7 0 14
0 0 0 0 7 42
⎤
⎥⎥⎥⎥⎥⎦ , C49,6,12 =
⎡
⎢⎢⎢⎢⎢⎣
1 2 5 5 5 30
0 7 0 0 0 42
0 0 7 0 0 7
0 0 0 7 0 7
0 0 0 0 7 7
⎤
⎥⎥⎥⎥⎥⎦ ,
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C49,6,14 =
⎡
⎢⎢⎢⎢⎢⎣
1 2 3 1 2 31
0 7 0 2 4 34
0 0 7 3 6 2
0 0 0 7 0 14
0 0 0 0 7 28
⎤
⎥⎥⎥⎥⎥⎦ , C49,6,15 =
⎡
⎢⎢⎢⎣
1 0 44 1 5 12
0 1 11 3 1 8
0 0 0 7 0 28
0 0 0 0 7 42
⎤
⎥⎥⎥⎦ ,
C49,6,16 =
⎡
⎢⎢⎢⎣
1 0 23 1 5 40
0 1 46 3 1 15
0 0 0 7 0 28
0 0 0 0 7 42
⎤
⎥⎥⎥⎦ , C49,6,17 =
⎡
⎢⎢⎢⎣
1 0 30 1 5 47
0 1 18 3 1 29
0 0 0 7 0 28
0 0 0 0 7 42
⎤
⎥⎥⎥⎦ ,
C49,6,18 =
⎡
⎢⎢⎢⎣
1 2 0 30 5 1
0 7 0 35 0 14
0 0 1 41 2 34
0 0 0 0 7 14
⎤
⎥⎥⎥⎦ , C49,7,19 =
⎡
⎢⎢⎢⎣
1 2 0 23 5 15
0 7 0 35 0 14
0 0 1 48 2 27
0 0 0 0 7 14
⎤
⎥⎥⎥⎦ ,
C49,7,20 =
⎡
⎢⎢⎢⎣
1 2 0 9 5 43
0 7 0 35 0 14
0 0 1 13 2 13
0 0 0 0 7 14
⎤
⎥⎥⎥⎦ , C49,7,21 =
⎡
⎢⎢⎢⎣
1 2 0 2 5 8
0 7 0 35 0 14
0 0 1 20 2 6
0 0 0 0 7 14
⎤
⎥⎥⎥⎦ ,
C49,7,22 =
⎡
⎢⎢⎢⎣
1 0 5 36 2 12
0 1 5 35 6 43
0 0 7 42 0 14
0 0 0 0 7 7
⎤
⎥⎥⎥⎦ , C49,7,23 =
⎡
⎢⎢⎢⎣
1 0 5 22 2 5
0 1 5 42 6 43
0 0 7 42 0 14
0 0 0 0 7 7
⎤
⎥⎥⎥⎦ ,
C49,7,24 =
⎡
⎢⎢⎢⎣
1 0 5 8 2 47
0 1 5 0 6 43
0 0 7 42 0 14
0 0 0 0 7 7
⎤
⎥⎥⎥⎦ , C49,7,25 =
⎡
⎢⎢⎢⎣
1 0 5 43 2 40
0 1 5 7 6 43
0 0 7 42 0 14
0 0 0 0 7 7
⎤
⎥⎥⎥⎦ ,
C49,7,26 =
⎡
⎢⎢⎢⎣
1 0 5 29 2 33
0 1 5 14 6 43
0 0 7 42 0 14
0 0 0 0 7 7
⎤
⎥⎥⎥⎦ , C49,7,27 =
⎡
⎢⎢⎢⎣
1 0 5 15 2 26
0 1 5 21 6 43
0 0 7 42 0 14
0 0 0 0 7 7
⎤
⎥⎥⎥⎦ ,
C49,7,28 =
⎡
⎢⎢⎢⎣
1 0 5 1 2 19
0 1 5 28 6 43
0 0 7 42 0 14
0 0 0 0 7 7
⎤
⎥⎥⎥⎦ , C49,7,29 =
⎡
⎢⎢⎢⎣
1 0 1 5 12 44
0 1 5 5 9 8
0 0 7 0 14 35
0 0 0 7 35 42
⎤
⎥⎥⎥⎦ ,
C49,7,30 =
⎡
⎢⎢⎢⎣
1 0 1 5 26 9
0 1 5 5 16 43
0 0 7 0 14 35
0 0 0 7 35 42
⎤
⎥⎥⎥⎦ , C49,7,31 =
⎡
⎢⎢⎢⎣
1 0 1 5 40 23
0 1 5 5 23 29
0 0 7 0 14 35
0 0 0 7 35 42
⎤
⎥⎥⎥⎦ ,
C49,7,32 =
⎡
⎢⎢⎢⎣
1 0 1 5 5 37
0 1 5 5 30 15
0 0 7 0 14 35
0 0 0 7 35 42
⎤
⎥⎥⎥⎦ .
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