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Введение 
Система управления роботом имеет иерархическую структуру. На нижнем, первом, уровне  
осуществляется управление непосредственно движением исполнительных механизмов робота. На втором 
уровне формируются сигналы управления. На этом уровне управление распределяется по всем 
исполнительным механизмам робота для осуществления требуемой элементарной операции. На третьем 
уровне осуществляется расчленение более крупной операции на элементарные операции и составляется 
последовательность их выполнений в соответствии с некоторым набором правил. Сигнал о 
необходимости выполнения каждой из элементарных операций поступает из третьего во второй уровень 
системы управления. Четвертый уровень управления реализуется в интеллектуальных роботах. Этот 
уровень необходим в тех случаях, когда заранее неизвестно, какую операцию нужно выполнить. Робот, 
исходя из окружающей ситуации, которая для него неизвестна и которая может изменяться, должен сам 
принять решение  какую операцию необходимо реализовать. Следовательно, четвертый уровень – это 
уровень выработки и принятий решения о необходимости выполнения той или иной операции в заранее 
неопределенных условиях. Принятое решение передается в третий уровень системы управления для 
реализации. В докладе рассматриваются роботы с четвертым уровнем управления. На этом уровне 
предлагается следующая процедура управления. Роботы строят математическую модель ситуации, в 
которой они находятся и на основе этой модели синтезируют уравнения управления для получения 
управляющей информации. Эта информация затем используется для оптимального преобразования ими 
исходной ситуации в нужную целевую ситуацию. 
Управление роботами включает следующие четыре стадии: обучение, запоминание программы, 
воспроизведение программы и отработку программы. Обучение робота осуществляет человек 
различными путями.  Полученная в процессе обучения информация запоминается роботом в виде 
программы в течение заданного времени. Воспроизведение программы осуществляется путем 
считывания информации из устройства памяти и передачи управляющих сигналов к исполнительным 
механизмам робота. В интеллектуальных роботах возможно изменение записанной в памяти робота 
информации в соответствии с конкретной ситуацией. Отработка программы заключается в выполнении 
роботом рабочих операций по сигналам, переданным его исполнительным механизмом при 
воспроизведении программы. 
Каждый уровень системы управления робота имеет обратные связи, по которым передается информация 
о состоянии и действии нижних уровней.  
Построение модели ситуации  
Автоматическое управление интеллектуальным роботом будем осуществлять на основе построенной им 
математической модели той ситуации, в которой он находится. Модель строится на основе данных, 
полученных роботом за определенный промежуток времени. Построенная модель позволяет правильно 
спрогнозировать последующие его действия для преобразования исходной ситуации в нужную целевую 
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ситуацию. Будем придерживаться определения ситуации, которое предложил В.П. Гладун в [1]. Ситуация 
рассматривается им как фрагмент среды. Среда определяется как тройка  AKV ,, , где  V  – 
множество объектов,   K – множество свойств, состояний и связей объектов из множества  V .  A  –  
множество действий, которые можно выполнять с элементами множеств V  и K . Под ситуацией 
понимается пара  ss KV , , где  sV  и  sK  – подмножества соответственно множеств V  и K .  
Будем считать, что ситуация состоит из конечного числа объектов, свойства, состояния и связи между 
которыми описываются множеством переменных. Выделим следующие виды переменных. Переменные, 
описывающие ситуацию, и значения которых могут изменяться при действиях робота с целью 
преобразовании им исходной ситуации в целевую ситуацию, будем называть ситуационными и 
обозначать – ),...,( 1 Qyy . Действия робота осуществляются под воздействием управляющих сигналов. 
Переменные, описывающие значения управляющих сигналов робота, называются управляющими – 
),...,( 1 Kuu . Пусть Qεε ..,1 , Nςζ ,...,1 — случайные возмущения, не зависящие от времени и 
воздействующие соответственно на ситуационные и управляющие переменные. Без потери общности 
предположим, что случайные возмущения, воздействующие на ситуационные и управляющие 
переменные, имеют нулевые средние: 0=iMε , Qi ,,1…= , 0=kMς , Kk ,,1…= . Пусть известна 
ковариационная матрица R  случайных ошибок Qεε ..,1 , Nςζ ,...,1 :  
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На диагонали этой матрицы стоят дисперсии возмущений. Для построения модели ситуации будем 
предполагать, что значения всех рассматриваемых переменных наблюдались роботом в моменты 
времени nt ,,1…= . Предположим, что в различные моменты времени возмущения между собой не 
коррелированны. С целью учета изменений, происходящих в ситуации при ее преобразовании роботом, 
модель будем строить в виде системы разностных уравнений, в левых частях которых стоят приращения 
ситуационных и управляющих переменных, а в правых – некоторые функции от ситуационных и 
управляющих переменных. 
В основу метода построения модели ситуации положен подход, позволяющий избежать большого 
перебора моделей, и основанный на следующем принципе: в модель данного порядка должны входить 
переменные, имеющие только значимые значения частного коэффициента корреляции соответственно с 
приращениями ситуационной или управляющей переменной, что значительно упрощает модель при 
сохранении ее корректности. Множество таких переменных получается с помощью аппарата бассейнов и 
имеет аналогию с эффективным множеством регрессоров  в регрессионном анализе [2]. Из исходного 
принципа вытекает следующая особенность предлагаемого метода: перебор моделей в пределах 
множества полиномиальных моделей одного и того же порядка не производится: оптимальная модель 
данного порядка находится с помощью построения бассейна, а перебор осуществляется среди 
оптимальных моделей разных порядков, что позволяет резко сократить общий перебор всех моделей. 
Принцип отбора переменных, попадающих в бассейн, имеет аналогию с принципом включения 
переменных в шаговом регрессионном методе [2]. Однако оба метода используют разные статистические 
критерии проверки значимости переменных, причем  применение шагового метода требует построения 
промежуточных моделей с использованием метода наименьших квадратов (МНК), который 
принципиально не применим в нашем случае, поскольку аргументы модели подвержены случайным 
возмущениям. Если использовать МНК, то получатся модели, не соответствующие истинным 
зависимостям между переменными.  
В результате случайных возмущений наблюдаются не истинные значения переменных, а значения, 
отличающиеся от них на некоторую случайную величину. Будем обозначать фактические значения 
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переменных, то есть такие, которые наблюдаются — с волной, а истинные значения переменных – со 
штрихом. Тогда  
KKKQQQ uuuuyyyy ςςεε +′=+′=+′=+′= ~,...,~,~,...,,~ 111111  (2) 
Задача состоит в построении по экспериментальным данным о наблюдаемых значениях переменных 
математической модели ситуации, которая бы учитывала искажающее воздействие случайных 
возмущений на эти переменные. Пусть связь между приращениями ситуационных и управляющих 
переменных и значениями всех переменных, описывающих ситуацию, функциональна и описывается 
системой уравнений: 
),,,,( 1111 KQ uuyyft
y ′′′′=Δ
′Δ …… , ……  ,   ),,,,( 11 KQQQ uuyyft
y ′′′′=Δ
′Δ ……  
),,,,( 1111 KQQ uuyyft
u ′′′′=Δ
′Δ
+ …… , ……  , ),,,,( 11 KQKQK uuyyft
u ′′′′=Δ
′Δ
+ ……  
(3) 
Чаще всего функции if , Qi ,,1…= , в (3) неизвестны. Поэтому ищется их аппроксимация с помощью 
каких-нибудь простых математических функций. Под моделью ситуации будем понимать систему 
соотношений 
),,,,( 1111 KQ uuyyFt
y ′′′′=Δ
′Δ …… , ……  ,     ),,,,( 11 KQQQ uuyyFt
y ′′′′=Δ
′Δ …… , 
),,,,( 1111 KQQ uuyyFt
u ′′′′=Δ
′Δ
+ …… , ……  , ),,,,( 11 KQKQK uuyyFt
u ′′′′=Δ
′Δ
+ …… , 
(4) 
где ),,,,( 11 KQi uuyyF ′′′′ ……  – аппроксимация неизвестной функции ),,,,( 11 KQi uuyyf ′′′′ …… , 
KQQQi ++= ,,1,,,1 …… .  
Ограничимся рассмотрением полиномиальных моделей. В полиномиальной модели k -го порядка 
функция ),,,,( 11 KQi uuyyF ′′′′ ……  представляет собой отрезок ряда Тейлора до производных 1+k -го 
порядка. Любую полиномиальную модель можно представить в виде линейной модели: 
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где kL  — равно числу всех членов аппроксимирующего отрезка ряда Тейлора, содержащих переменные, 
jz  обозначает переменную, либо произведение переменных, для j -го такого члена, а jib ,  — 
соответствующий коэффициент. Таким образом, изучение полиномиальных моделей сводится к изучению 
линейных моделей (5). В отличие от МГУА [3], в котором переменные модели находятся многорядной 
селекцией, или при малом их числе — полным перебором, множество переменных, входящих в модель 
(5) находится с помощью бассейнов. 
Бассейн для переменной iy′Δ  представляет собой набор таких переменных  из множества 
KQ uuyy ′′′′ …… ,,,, 11 , которые имеют значимую связь с переменной iy′Δ . Аналогичным образом 
определяется бассейн для переменной iu′Δ . Для измерения связи между переменными будем 
использовать частные коэффициенты корреляции, которые измеряют статистическую связь между 
переменными, «очищенную» от опосредованного влияния других переменных. Под значимостью этой 
связи будем понимать значимость (с вероятностью ошибки α ) значения частного коэффициента 
корреляции между ними [2]. Наилучшим множеством переменных для переменной iy′Δ  понимается набор 
таких переменных из множества KQ uuyy ′′′′ …… ,,,, 11 , которые обладают следующими свойствами: 
1) полнотой: все переменные, имеющие с заданной вероятностью ошибки значимую связь с переменной 
iy′Δ , входят в это множество; 2) отсутствием избыточности: переменные, имеющие с заданной 
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вероятностью ошибки незначимую связь с переменной iy′Δ , не входят в это множество. Аналогичным 
образом определяется наилучшее множество для переменной iu′Δ . Наилучшие множества для 
переменных iy′Δ  и iu′Δ  находятся путем построения бассейнов. Бассейном k -го порядка для 
переменной iy′Δ  назовем подмножество B  ситуационных и управляющих переменных, а также 
всевозможных их произведений (с числом сомножителей не более k ), включающее все переменные, 
которые имеют значимый (относительно множества B ) частный выборочный коэффициент корреляции с 
iy′Δ . Аналогичным образом определяется бассейн k -го порядка для переменной iu′Δ . 
Всегда существует бесконечное число функций, построенных по экспериментальным данным, которые 
можно взять в качестве модели для истинной зависимости между переменными. Поэтому возникает 
вопрос: как наилучшим образом использовать экспериментальные данные для получения в каком-то роде 
оптимальной модели и что под этим следует понимать. Оптимальной моделью для iy′Δ  назовем модель, 
построенную из переменных наилучшего множества, для которой сумма квадратов отклонений функции  
),,,,( 11 KQi uuyyF ′′′′ ……  от истинной функции ),,,,( 11 KQi uuyyf ′′′′ ……  минимальна по сравнению с 
другими моделями: 
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………… . (6) 
Будем считать, что коэффициенты при переменных в выражении ),,,,( 11 KQi uuyyF ′′′′ ……  формулы (6), 
не вошедшие в бассейн B , равны нулю. Аналогичным образом определяется оптимальная модель для 
переменной iu′Δ . Рассмотрим методику построения оптимальной линейной модели для переменной iy′Δ . 
Пусть в бассейн первого порядка для переменной iy′Δ  вошли следующие переменные: 
kwkll uuyy ′′′′ ,...,,,, 11 ν… , которые составляют наилучшее множество переменных. Представим 
оптимальную линейную модель для переменной iy′Δ  в виде: 
wkwikililii
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t
y
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++ νννν… , (7) 
Найдем выражения для коэффициентов этой модели, чтобы выполнялось условие оптимальности 
модели. Для определения коэффициентов wiii bbb +ν,1,0, ,...,,  в регрессионных методах используется 
метод наименьших квадратов для наблюдаемых переменных, при котором минимизируется следующая 
сумма квадратов:  
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В случае, когда входные переменные подвержены случайным ошибкам, применение этого метода 
приводит к ошибочным моделям по сравнению с истинными зависимостями между переменными.  
Поэтому коэффициенты модели (7) определяются не путем решения системы нормальных уравнений, 
которая получается в результате минимизации вышеуказанной суммы квадратов (8), а путем решения 
системы уравнений, которая получается в результате минимизации суммы квадратов (6): 
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Представим выражение в квадратных скобках (9) через наблюдаемые переменные и ошибки по 
формулам (2). Получим 
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−+++++− ++ )~...~~~( ,11,,11,0, kwwikililii ububybybb νννν…  
2
,11,,11, )}...( kwwikilili bbbb ςςεε νννν ++ ++++− …  
Так как коэффициенты wiii bbb +ν,1,0, ,...,,  доставляют минимум (6), то они удовлетворяют системе 
уравнений, получаемой из выражения (10) путем его дифференцирования по каждому из коэффициентов 
wiii bbb +ν,1,0, ,...,,  с последующим приравниванием производных к нулю. В полученной системе уравнений 
выборочные коэффициенты ковариаций ошибок заменим истинными коэффициентами ковариаций 
ошибок из матрицы (1), а выборочные средние заменим истинными средними, т.е. – нулями. В результате 
будем иметь следующую систему уравнений. Первое уравнение этой системы равно: 
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Второе уравнение системы имеет вид: 
……
……
…
+−+
+−+
+−+=Δ
Δ
∑
∑
∑∑
=
=
==
)},()(~)(~1{
)},()(~)(~1{
)},()](~[1{~
~
,1,
1
1,
2,1,2
1
12,
1,1,
1
2
11,0,1
1
ννν εε
εε
εε
lll
n
t
li
lll
n
t
li
ll
n
t
liil
n
t
i
rtyty
n
b
rtyty
n
b
rty
n
bby
t
y
 
)},()(~)(~1{ ,1,
1
1, wklkw
n
t
lwi rtutyn
b ςεν −+ ∑
=
+…  
(12) 
И, наконец, последнее уравнение равно: 
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Неизвестные коэффициенты wiii bbb ++μν,1,0, ,...,,  легко находится из (11)-(13) по правилу Крамера. 
Аналогичным образом строится оптимальная модель для переменной iu′Δ . 
В силу (5) методика построения оптимальных полилинейных моделей для переменных iy′Δ   и iu′Δ  
аналогична методике построения оптимальных линейных моделей, но уже с использованием бассейнов 
k -го порядка для переменных iy′Δ  и iu′Δ  с учетом не только ковариаций ошибок, но и их смешанных 
моментов более высокого порядка. Построив модель ситуации (7) на основе экспериментальных данных, 
полученных за первые n  тактов времени nt ,,1…= , можно на основе этой модели спрогнозировать 
значения ситуационных и управляющих переменных в следующий 1+n  такт времени. Обозначим 
найденные таким образом прогнозные значения ситуационных и управляющих переменных 
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соответственно через )1(,),1( ,,1 ++ nyny prognQprogn …  и )1(,),1( ,,1 ++ nunu prognKprogn … . Модель 
ситуации (7) назовем прогнозирующей. Получив прогнозные значения ситуационных и управляющих 
переменных в 1+n  такт времени, строится так называемая модель управления ситуацией. Ее 
построение аналогично предыдущей модели. Назначение этой модели найти оптимальные значения 
приращений управляющих переменных в 1+n  такт времени. В отличие от прогнозирующей модели в 
этой модели в качестве дополнительных переменных используются ситуационные и управляющие 
переменные для момента времени 1+= nt , а в качестве их значений при определении коэффициентов 
модели – прогнозные значения ситуационных и управляющих переменных в 1+n  такт времени, 
полученных из модели ситуации. В модели управления ситуацией будем  также  учитывать предысторию 
ситуации, то есть значения ситуационных и управляющих воздействий за последние два или несколько 
тактов времени. Обозначим предпоследние два момента времени 1−= nt , 2−= nt . Пусть 1=Δt . 
Модель управления ситуацией  – это система из K  уравнений, которые будем также называть 
уравнениями управления. l -ое уравнение этой системы имеет следующий вид 
+′++′+=′Δ )()()()( ,11,0, nybnybnbnu QQllll …  
++′+++′+−′++−′+
+−′++−′+−′++−′+
+−′++−′+′++′+
++++++
++++++
+++++
)1()1()2(...)2(
)2()2()1(...)1(
)1()1()(...)(
34,1133,33,1123,
23,1122,22,112,
2,11,,11,
nybnybnubnub
nybnybnubnub
nybnybnubnub
QKQlKQlKKQlKQl
QKQlKQlKKQlKQl
QKQlKQlKKQlQl
…
…
…
 
.,,1,),1(...)1( 44,1134, Klnubnub KKQlKQl …… =+′+++′+ +++  
(14) 
Для всех переменных, фигурирующих в левой части (14), находятся частные коэффициенты корреляции с 
переменной )(nui′Δ . После чего коэффициенты при переменных в левой части (14), имеющих 
незначимые частные коэффициенты корреляции с переменной )(nui′Δ , обнуляются. Далее находятся 
значения оставшихся коэффициентов системы (14) аналогично тому, как это было проделано для 
системы уравнений (7). Коэффициенты находятся из уравнений аналогичных (11), (12) и (13), в которых  
используются прогнозные значений ситуационных и управляющих переменных 
)1(,),1( ,,1 ++ nyny prognQprogn … , )1(,),1( ,,1 ++ nunu prognKprogn … в 1+n  такт времени. Определив 
коэффициенты уравнения (14), следующим шагом является нахождение оптимальных управляющих 
воздействий )1(),...,1(1 +′+′ nunu K  в 1+n -й такт времени. Задача облегчается тем, что уравнение (14) 
линейно относительно управляющих воздействий. Вследствие чего, управляющие воздействия за один 
такт времени имеют верхнюю и нижнюю границу по своей величине. Поэтому, используя полный перебор 
всевозможных максимальных и минимальных значений этих воздействий, можно выбрать требуемые 
управляющие воздействия )1(),...,1(1 +′+′ nunu K , которые обеспечивали максимальное приближение 
ситуационных переменных к требуемым их значениям. В момент времени 1+= nt  робот реализует эти 
воздействия, при этом ситуационные переменные принимают некоторые новые значения, поступающие 
на датчики робота. Таким образом, к моменту времени 2+= nt  имеются новые экспериментальные 
данные об ситуационных и управляющих переменных. На основе этих данных и, используя прежние 
данные за период времени nt ,,2…= , строятся новые модели: прогнозирующая модель и модель 
управления ситуацией, аналогично как это было проделано выше. Такая процедура повторяется со 
сдвигом на один такт до тех пор, пока робот не преобразует исходную ситуацию в требуемую ситуацию. 
Для построения более точной прогнозирующей модели можно использовать ситуационные и 
управляющие переменные за  последние два такта времени, каждая из которых выступает в роли 
самостоятельной переменной:  
+′++′+=′Δ )()()()( ,11,0, nybnybnbny QQiiii …   
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В отличие от уравнений управления в прогнозирующей модели не используются управляющие 
переменные для будущего момента времени. 
Выводы 
В докладе предложено на четвертом уровне системы управления интеллектуальными роботами строить 
прогнозирующую модель ситуации, в которой он находится, а также на ее основе синтезировать 
уравнения управления, или модель управления ситуацией. Модель ситуации строится роботом на основе 
данных, полученных им за некоторый промежуток времени наблюдения за ситуацией. Построенная 
модель ситуации позволяет правильно спрогнозировать изменение ситуационных переменных в 
последующий момент времени. Имея в своем распоряжении спрогнозированные значения ситуационных 
и управляющих переменных, робот синтезирует линейные уравнения управления. На основе этих 
уравнений путем полного перебора максимальных и минимальных возможных значений управляющих 
воздействий за один такт времени робот находит для очередного момента времени значения 
оптимальных управляющих сигналов для исполнительных механизмов. Оптимальность понимается в том 
смысле, что обеспечивается максимальное приближение ситуационных переменных к требуемым их 
значениям. В результате действий робота изменяются значения ситуационных переменных в 
последующий момент времени. Эти измененные значения ситуационных переменных используются для 
построения новой модели ситуации в очередной момент времени. Процедура повторяется со сдвигом на 
один такт, пока робот не преобразует исходную ситуацию в требуемую ситуацию. 
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