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vRE´SUME´
Les vide´os de concert constituent un exemple typique de documents tre`s populaires qui
sont mal indexe´s par une description textuelle. Une meilleure indexation passe par l’e´tude
du contenu visuel de ces vide´os. Or, les algorithmes a` la pointe en analyse d’images sont
encore trop peu robustes au contenu hostile des vide´os de concert. C’est pourquoi, nous nous
efforc¸ons ici d’identifier les aspects critiques qui limitent l’efficacite´ des algorithmes classiques
de reconnaissance d’objets et d’individus sur les images complexes. Nous proposons alors, le
cas e´che´ant, des pistes de solutions pour rendre ces techniques plus robustes au contenu des
vide´os de concert.
Detection d’instruments. Au chapitre un, nous mettons en lumie`re les facteurs limitant
en pratique les performances des me´thodes classiques de reconnaissance d’objets applique´es
aux vide´os de concert. Pour ce faire, nous re´visons l’ensemble du pipeline de de´tection d’objets
a` la lumie`re des contraintes impose´es par le contexte de l’analyse vide´o. Nous identifions et
de´crivons notamment les e´cueils suivants : la complexite´ algorithmique des me´thodes, la
mauvaise gestion de la multinomialite´ des contenus, et la fragilite´ des algorithmes face aux
images a` contenu riche (sce`nes complexes).
Complexite´ algorithmique des me´thodes. Le goulot d’e´tranglement du pipeline d’appren-
tissage en reconnaissance d’objets re´side sans conteste dans le calcul du vocabulaire visuel
utilise´ pour repre´senter les images sous la forme d’un histogramme de mots visuels. En effet,
l’heuristique des k-moyennes est applique´ a` l’ensemble des descripteurs locaux extraits des
images d’entrainement, soit un ensemble de tre`s grand cardinal et de grande dimension. Le
processus est lourd, et de plus, susceptible de converger vers des minimums locaux. Nous pro-
posons ici une me´thode de descente avec relance dynamique, qui permet d’e´viter un certain
nombre de configurations proble´matiques sans avoir a` re´initialiser comple`tement l’algorithme.
Notre me´thode constitue une bonne alternative aux algorithmes de recherche locale ou de
relance qui ont e´te´s propose´s pour pallier aux manquements de l’algorithme des k-moyennes.
Sce`nes complexes. L’apprentissage sur des bases de donne´es repre´sentatives de la variabi-
lite´ des images contenues dans les vide´os de concert est un incontournable pour l’obtention
d’un classificateur robuste sur un tel contenu. Ainsi, de manie`re pratique, est-il ne´cessaire
de disposer, dans la base de donne´es d’apprentissage, d’exemples d’instruments pre´sente´s
dans les meˆmes conditions que dans une vide´o de concert (occlusion par le musicien, varia-
tion de couleur et de forme). Une telle variabilite´ peut-eˆtre obtenue par collecte automatise´e
d’images sur le web. Malheureusement, ces images ne sont pas optimise´es pour l’apprentis-
sage. Elles consistent en des sce`nes complexes, incluant l’objet d’inte´reˆt. Or, l’apprentissage
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sur des images pre´sentant plusieurs objets dans un environnement complexe n’est pas une
taˆche triviale. Comme nous le montrons au chapitre 3.2, la pre´sence d’arrie`re-plan nuit aux
performances des algorithmes. Le recours a` une boˆıte englobante pour isoler l’objet sur les
images d’entraˆınement permet de re´soudre ce proble`me, mais suppose une intervention hu-
maine couˆteuse. Nous proposons donc une me´thode permettant d’estimer automatiquement
la position d’un objet donne´ sur des images d’entraˆınement.
Multiplicite´ des classes et multinomialite´. Enfin, la conception d’un algorithme adapte´ a`
la de´tection de plusieurs classes d’objets, e´ventuellement multinomiales, souffre d’un manque
d’automatisation. Usuellement, une machine a` vecteurs de support line´aire est apprise pour
chaque classe d’objets. Nous montrons au chapitre 3.3 que cette pratique courante pre´sente
plusieurs limitations. Nous proposons donc une me´thode a` l’intersection entre le SVM multi-
classe et les arbres de de´cision permettant de ge´rer un nombre important de classes e´ventuelle-
ment multinomiales. Nous montrons que, a` encodage e´gal, cette me´thode permet d’ame´liorer
le F1-score de 10% par rapport a` une me´thode d’apprentissage standard par SVMs.
Reconnaissance de visages. Dans le second chapitre de ce me´moire, nous e´valuons
l’e´tat de l’art des techniques de reconnaissance d’individus et leur applicabilite´ aux vide´os
de concert. Nous pre´sentons en particulier la me´thode d’apprentissage de me´trique pour la
comparaison dans l’espace des similarite´s en cosinus et proposons une ame´lioration. Nous
soulignons ensuite l’impact ne´gatif des grandes variations de la pose des individus et du
faible nombre d’images disponibles par personne pour l’apprentissage. Enfin, nous explorons
les techniques de classification a` grande e´chelle et les structures de donne´es adapte´es.
La repre´sentation des visages est diffe´rente de la repre´sentation des objets, du fait de leur
forme constante. Nous pre´sentons alors les me´thodes classiques d’apprentissage et introdui-
sons une me´thode de classification base´e sur les techniques a` la pointe en ve´rification, en
l’occurrence l’apprentissage de me´trique pour la similarite´ en cosinus - CSML. Nous mon-
trons alors que cette technique peut eˆtre ame´liore´e par une projection line´aire supple´mentaire
(LDE) de type Fisher-non parame´trique. L’accroissement de pre´cision observe´ est de l’ordre
de 8%.
La prise en compte de la pose en ve´rification (comparaison deux a` deux de visages) permet
d’ame´liorer conside´rablement les performances des algorithmes. L’ide´e consiste a` apprendre
une me´trique adapte´e pour la comparaison respective des paires de visages de face, de pro-
fil, et les paires face-profil. Nous montrons que ce re´sultat se ve´rifie aussi en classification.
Par ailleurs, le nombre d’images disponibles pour l’apprentissage par individu impacte aussi
fortement les performances des algorithmes de reconnaissance. Sur la base de donne´es La-
belled Faces in the Wild, nous mesurons l’impact du nombre d’instances disponibles pour
l’apprentissage sur les performances d’un algorithme de classification.
vii
Enfin, nous examinons le sce´nario de la classification rapide de visages a` grande e´chelle.
Nous prouvons la le´gitimite´ de la me´trique L2 apre`s projection dans un espace optimise´ pour
la similarite´ en cosinus. Nous e´tudions alors les performances des structures de donne´es hie´-
rarchiques pour la classification rapide sur ces bases de donne´es et montrons que la re´duction
de dimensionnalite´ est un incontournable pour l’utilisation efficace de ces structures.
Indexation de vide´os de concert. Enfin, nous proposons une strate´gie pratique pour
l’indexation des vide´os de concert. La me´thode propose´e est base´e sur une description de´taille´e
du contenu visuel et sur une me´thode innovatrice d’indexation des e´ve`nements musicaux.
L’analyse de vide´os en ge´ne´ral est un the`me complexe. Ici, la restriction aux vide´os de
concert simplifie l’e´tude puisque l’on sait a` quel type de contenu s’attendre. Nous proposons
donc de proce´der a` la mesure de plusieurs indicateurs pour e´valuer la qualite´ d’une vide´o :
pre´sence d’instruments et d’individus d’inte´reˆt, qualite´ de la prise de vue, et popularite´ du
groupe et de l’e´ve`nement.
Le recueil de valeurs de ces parame`tres consiste a` mettre en oeuvre les me´thodes de´ve-
loppe´es pour la de´tection d’instruments et de visages. Il s’agit aussi de proposer un moyen
fiable permettant d’estimer la qualite´ de la prise de vue. Nous introduisons donc une me´thode
base´e sur la mesure du flot optique moyen pour estimer les mouvements de came´ra. Enfin,
nous de´crivons une me´thodologie simple pour mesurer la popularite´ d’un groupe ou d’un
e´ve`nement musical.
Pour finir, fort de ces mesures, nous e´tudions le proble`me de l’indexation de vide´os de
concert, et proposons une me´thode pour la de´tection de vide´os inapproprie´es, a` savoir, les vi-
de´os ne repre´sentant pas un concert, les vide´os mal filme´es, ou encore les vide´os ne pre´sentant
pas le groupe de musiciens d’inte´reˆt.
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ABSTRACT
While concerts are a popular subject for the videos found online, they are often poorly
indexed relative to other types of media. This thesis aims at introducing a strategy to
improve concert video indexing using computer vision techniques from the image recognition
field. More specifically, we aim at exploring several key aspects of several state of the art
techniques that limit their ability to be properly applied to online concert videos.
Instrument detection. In the first chapter, we discuss several factors that bound the
performances of traditional object recognition techniques when applied to concert videos. To
do so, we go through a commonly used the state of the art object detection pipeline and
we identify aspects that are critical for concert video content analysis. More specifically, we
identify the following pitfalls : algorithms complexity, poor modeling of content variability,
sensitivity to background on complex scenes.
Algorithm complexity. One bottleneck of the learning pipeline in object recognition is
the visual vocabulary computation step. Typically, the k-means algorithm is applied to the
space of local descriptors extracted from training images, which is a large space populated
with dense high dimensional vectors. Hence, we study the complexity of this algorithm and
show that a key parameter is the number of centers, k, used for clustering, which also defines
the size of the visual vocabulary. We therefore also explore the appropriate size of a visual
vocabulary for image recognition algorithms. More specifically, we introduce a reasonable
criterion to choose the value of k, given a set of local descriptors. From a more practical
point of view, we implemented a heuristic to improve k-means and prevent local minima
to be reached too quickly. This algorithm appears to be competitive with state of the art
methods for fast k-means computation.
Background clutter. To obtain a robust classifier for images from concert videos, one
cannot rely on a small dataset showing objects under an ideal point of view, on centered
images without background. To cope with the large variation of shape and point of view of
instruments in concert videos, there is no choice but to learn using a representative dataset.
Such a dataset can be obtained by mining the web, as it has been done for the well-known
image-net database. Still, if representative of the variety of instruments within classes, images
from image-net are not provided with bounding boxes. To label images with the location of
the object of interest is a costly operation that we cannot consider at large scale. Thus, we
introduce an algorithm to estimate an object location within an image by cross-comparing
images from the training-set.
Creating efficient, high performance multiclass classifiers To conceive a detection algo-
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rithm dealing with several object classes, a standard practice consists of training one SVM
per object. We show that this strategy can be improved in several ways, in particular by
taking into account class multinomiality and by dealing with several classes at the same time.
Specifically, we show that the F-1 score can be improved by more than 10% in comparison
to standard one-vs-all SVMs.
Face recognition. In the second chapter, we review face recognition techniques. We
focus on Cosine Similarity Learning (CSML) and measure its efficiency when applied to the
face recognition problem on faces in the wild from the Labelled Faces in the Wild dataset.
We show that CSML can be further improved by Linear Discriminant Embedding. Then, we
underline the negative impact of pose variations and of the low number of training images per
people. At last, we review large scale classification techniques and appropriate datastructures.
Face representations differ from object because recognition involves exploring details of
the face, not an average shape. We introduce standard methods for face comparison and
measure the precision one can get by applying these to the classification problem. Specifically,
we experiment with the nearest neighbor classification algorithm on faces projected in the
CSML space, which is optimized to separate the different faces under cosine similarity. We
show that a further projection can improve the classification accuracy by more than 8%.
To explicitly take into account pose on pictures has proven to be a fruitful practise for
pairs of faces comparison. The idea consists in learning a specific metric for each pair of pose
(frontal-frontal, frontal-side, side-side). Here we show that this observation is also true for
the face classification problem. The number of training images per people is another factor
that has a major impact on the precision of classification algorithms. On the LFW dataset,
we measure the relation between the number of training images and the achieved accuracy.
We then discuss the image gathering process and its impact on learning strategies. At last,
we discuss the large scale face recognition scenario and we prove that the L2 metric can be
used for nearest neighbor search after CSML on normalized vectors.
Concert video indexing. Finally, we introduce a methodology for concert videos in-
dexing, based on a detailed description of a video visual content and an innovative event
indexing strategy.
Video analysis is a wide field of study. Here we focus on concert videos which simplifies
the process and allows us to provide a more detailed study. Indeed we know what kind
of content one might expect from a good concert video. We thus proceed to measure the
following parameters : objects and people of interest, camerawork quality, band popularity
and event size.
Features extraction. To gather these features for several videos can be done by using
previously developped methods for instruments and person recognition. We then develop
xan algorithm to measure the quality of camerawork. We thus introduce a technique based
on optical-flow and show that a relationship can be drawn between averaged optical flow
per frame and camera movement quality. We also introduce basic methods to evaluate the
popularity of a band and the popularity of a musical event.
We conclude by a statistical model that can predict the quality of a concert video using
the previously mentioned parameters.
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1CHAPITRE 1
INTRODUCTION
Si l’on sait aujourd’hui comment l’oeil perc¸oit le monde -ce qui rend possible la nume´-
risation du visuel- on ignore encore comment le cerveau l’interpre`te. La recherche pour la
compre´hension automatise´e des images s’inte´resse a` ce processus flou de construction de sens
a` partir de donne´es nume´riques primitives. A` la manie`re du cerveau traitant les simuli vi-
suels rec¸us par l’oeil, les algorithmes de reconnaissance d’image essaient de faire e´merger
une interpre´tation de haut niveau de la repre´sentation exhaustive, mais brute des images
nume´riques.
Tandis que le langage parle´ se construit a` partir d’un alphabet, de mots, de phrases,
de paragraphes, selon des re`gles e´tablies, l’image, elle, est de´pourvue de cette hie´rarchie
de standards qui facilitent la transmission de sens. De plus, si les frontie`res entre concepts
sont bien de´finies pour le langage, dans le domaine visuel, on observe une divergence entre les
unite´s cohe´rentes par le sens, ou la de´signation parle´e, et les unite´s cohe´rentes par l’aspect. Ces
caracte´ristiques du monde visuel expliquent sans doute le retard des me´thodes d’indexation
d’images et de vide´os en ligne sur les me´thodes d’indexation de textes.
Les vide´os en ligne, pourtant au coeur de l’e´conomie nume´rique, sont particulie`rement
mal indexe´es du fait de l’e´cart entre l’information visuelle et le texte associe´. Le recours a` des
techniques d’analyse d’image est une e´tape incontournable pour une meilleure gestion de ce
type de contenu. Malheureusement, sur des images issues de vide´os, la variabilite´ des formes
et points de vue, la diversite´ des expressions et des poses des individus, font que les me´thodes
a` la pointe en traitement d’images peinent encore a` re´aliser une analyse de pre´cision. Les
vide´os de concert, tre`s populaires, constituent un exemple de contenu multime´dia critique
pour les moteurs de recherche. Si des me´canismes re´troactifs permettent d’e´valuer l’inte´reˆt
des internautes, ils sont sujets aux singularite´s et ne sont efficaces qu’a` long terme. Aussi,
existe-t-il une demande pre´gnante, concre`te, pour un syste`me capable de de´crire avec pre´cision
le contenu de telles vide´os.
Dans le cadre de ce me´moire, nous e´tudions les facteurs limitant les performances des
algorithmes de reconnaissance d’objets et d’individus applique´s aux vide´os (chapitres 3 et
4). Nous proposons e´galement une me´thodologie efficace pour l’indexation par le contenu de
vide´os de concerts (chapitre 5), base´e sur les outils pre´sente´s aux chapitres pre´ce´dents.
2Figure 1.1 La trahison des images, Rene´e Magritte
1.1 De´finitions et concepts de base
1.1.1 Repre´sentation des images
Le nombre d’images utilise´es pour l’apprentissage (et donc la repre´sentativite´ des don-
ne´es d’entraˆınement) est un facteur critique pour la qualite´ des algorithmes de reconnaissance
d’objets et d’individus. Or, l’espace de stockage des donne´es est limite´ et la complexite´ des
algorithmes d’apprentissage de´pend fortement de la taille des objets a` manipuler. La repre´-
sentation des images est donc soumise a` deux enjeux contradictoires : la pre´servation de
l’information et le besoin de compacite´ en me´moire.
Descripteurs locaux
Une image en couleur de hauteur h et de largeur w peut eˆtre repre´sente´e par une ma-
trice 3D de dimension w ∗ h ∗ d. La troisie`me dimension correspond au nombre de vecteurs
constituant la base de repre´sentation des couleurs (d = 3 sauf exception). En reconnaissance
d’objets, on ne´glige souvent cette dimension car la couleur ne constitue pas un invariant
de la description d’une classe d’objets. On repre´sente donc une image par une matrice I de
dimension h ∗ w, en niveaux de gris.
Figure 1.2 Un objet n’est pas caracte´rise´ par sa couleur (Andy Warhol, Cows, 1971-76)
Meˆme sans la dimension de couleur, une repre´sentation exhaustive est lourde pour des
images de de´finition standard. De plus, une comparaison pixel a` pixel est tre`s sensible aux
3changements d’e´chelle, de couleur et de forme. Torralba, Fergus et Freeman proposent une
classification base´e sur la repre´sentation matricielle d’images de tre`s basse re´solution pour la
classification de sce`nes (Torralba et al., 2008a), mais leur approche reste exceptionnelle. Au-
jourd’hui, afin d’alle´ger la repre´sentation, on utilise ge´ne´ralement une approche base´e sur une
e´tude des gradients (Scale Invariant Feature Transform -SIFT, Speeded Up Robust Features
-SURF, Histograms of Oriented Gradients -HOG) ou la de´tection de formes caracte´ristiques
(lignes, angles saillants) via la convolution avec des noyaux spe´cifiques. Ces techniques per-
mettent de sous-e´chantillonner la matrice des images pour ne conserver que l’information
primordiale. Dans le cadre de ce me´moire, nous utilisons des descripteurs SIFTs pour la
reconnaissance d’objets (Chapitre 3) car ils sont reconnus comme de bons invariants aux ro-
tations, translations et variations d’e´chelle. Par ailleurs, ils constituent un standard en terme
de description d’images.
Le principe des descripteurs SIFTs a e´te´ introduit par Lowe a` la fin des anne´es quatre-
vingt-dix (Lowe, 1999). Il s’agit de de´crire localement les points cle´s d’une image par des
histogrammes de gradient. Ces histogrammes sont normalise´s ce qui rend la repre´sentation
invariante aux changements d’e´chelle tandis qu’un alignement sur le gradient dominant per-
met de rendre la repre´sentation invariante aux rotations.
Parmi les strate´gies de segmentation de l’image en un ensemble de points cle´s, on compte
notamment l’e´chantillonnage re´gulier, ale´atoire, la de´tection des invariants ou encore la de´-
tection de sche´mas de gradient caracte´ristiques. L’imple´mentation (Hess, 2010) utilise´e dans
le cadre de ce me´moire est base´e sur la de´tection de points correspondants aux extreˆma dans
une pyramide de diffe´rences de gaussiennes (Difference Of Gaussians -DOG). Une k-pyramide
de gaussiennes est obtenue en appliquant a` une image k convolutions avec des filtres gaussiens
de variance croissante en k (l’image devient donc de plus en plus floue). Une pyramide de
diffe´rences de gaussiennes re´sulte de la soustraction deux a` deux des e´tages conse´cutifs de la
pyramide obtenue.
Cette proce´dure de se´lection de points cle´s dans l’image s’accompagne usuellement d’un
filtrage destine´ a` e´liminer les points situe´s sur des motifs a` courbure trop faible (pseudolignes),
trop fre´quents d’image en image et peu informatifs quant au contenu.
Pour la reconnaissance de visages, nous utilisons une description plus dense appele´e Mo-
tif Binaires Locaux (Local Binary Patterns -LBPs). Comme les SIFTs, les LBPs sont des
descripteurs locaux des variations d’intensite´. Leur construction est diffe´rente de celles des
SIFTs cependant. Selon l’ide´e originale de Ojala et al. (Ojala et al., 1994), le voisinage im-
me´diat d’un pixel (feneˆtre 3x3) est de´crit par un nombre binaire. Chaque digit de ce nombre
correspond a` la diffe´rence d’intensite´ entre un pixel de la feneˆtre et celle de son voisin (1
si l’intensite´ du pixel est supe´rieure a` celle de son voisin, 0 sinon). Etant plus dense que la
4Figure 1.3 Pyramide de gaussiennes
representation par SIFTs, les LBPs sont plus adapte´es aux objets texture´s a` e´tudier dans le
de´tail, tels que les visages.
Mots visuels
La repre´sentation des images sous forme d’histogrammes de descripteurs locaux est une
strate´gie introduite par des chercheurs du Xerox en 2004 (Csurka et al., 2004). Dans leur
article, Csurka et al. intronisent la notion de mots visuels - ou bag of words, qui permet de
construire une description des images extreˆmement compacte. Aujourd’hui, cette repre´senta-
tion est tre`s largement utilise´e par la communaute´ scientifique et dans le monde industriel.
Figure 1.4 Principe de l’encodage par sacs de mots visuels
La quantification par sacs de mots visuels, consiste a` condenser une image sous la forme
d’un histogramme d’index, relatifs a` un corpus de mots visuels. Les mots visuels sont simple-
ment des descripteurs repre´sentatifs de la distribution des descripteurs locaux extraits sur les
images d’entraˆınement. Chaque descripteur d’une image se voit associer l’index de son voisin
dans ce lexique, ce qui conduit a` la formation d’un histogramme de mots visuels repre´sentant
5l’image. Ainsi, une image est represente´e par un vecteur de m-mots-visuels dimensions, plutot
que par n vecteurs de m′ dimensions (m′ = 128 pour les descripteurs SIFTs, n ≈ 2000).
1.1.2 Apprentissage
Des finalite´s de la reconnaissance d’images
En reconnaissance d’objets, on distingue la taˆche de reconnaissance d’une instance spe´-
cifique d’objet (l’auto cabosse´e de mon fre`re) de la taˆche de reconnaissance d’une classe
d’objets en ge´ne´ral (les autos). Dans le second cas de figure, il est ne´cessaire d’apprendre une
repre´sentation suffisamment ge´ne´ralisante pour re´sister aux variations d’aspect (mon auto est
moins cabosse´e que celle de mon fre`re, plus spacieuse, d’un joli rose - la couleur, les bosses,
la taille de l’auto doivent eˆtre exclues de la repre´sentation).
Figure 1.5 Divergeance concept-aspect dans le domaine du visuel (MOMA, design over time)
En reconnaissance de classes d’objets, on distingue les objets a` contours finis (auto, gui-
tare, arbre), les concepts plus vagues tels que les textures (eau, ciel, herbe, sable, bois), les
sce`nes (cirque, ville, campagne), ou meˆme les ide´es plus abstraites telles que les actions (jouer
de la guitare, manger, courir) ou les sentiments (heureux, apeure´). Les visages humains sont
traite´s a` part, comme c’est le cas dans le cerveau humain. Leur morphologie particulie`re
induit de la re´gularite´ dans les donne´es dont on peut tirer partie pour la comparaison des
images. Dans le cadre de ce me´moire, nous adressons essentiellement le the`me des objets a`
contours finis et des visages.
Algorithmes d’apprentissage et e´valuation des performances
Disposant d’une banque d’images encode´es, X = (I1, ..., In), assortie d’un e´tiquetage
C = y1, ..yc, le travail du chercheur en intelligence artificielle consiste a` apprendre une fonction
f capable de caracte´riser les concepts, ou classes, de C pre´sents sur les image de X.
6La classification restreinte consiste a` apprendre f telle que :
f(Ii ∈ X) ∈ {y1, ..yc}, (1.1)
La classification binaire consiste a` apprendre f telle que :
f(Ii ∈ X) ∈ ({0, 1}, .., {0, 1}c), (1.2)
L’e´valuation d’une proce´dure d’apprentissage est re´alise´e au moyen d’indicateurs mathe´-
matiques au nombre desquels figurent notamment la pre´cision et le rappel (precision, recall).
Suivant que l’on conside`re la taˆche de classification binaire ou restreinte, le mode de calcul
de ces indicateurs de performance varie.
Conside´rons un proble`me a` trois classes A,B,C. A` partir d’un jeu de test, on peut
construire une matrice de confusion associe´e au proble`me (Tableau 1.1). Le nombre d’exem-
plaires du jeu de tests appartenant a` la classe A, classe´s correctement, est note´ TPA (pour
True Positive A). De meˆme pour TPB et TPC . Le nombre d’exemplaires de A classe´s B est
lui note´ eab (e pour erreur de a vers b). De meˆme pour eac, eba, ebc et ainsi de suite.
En classification restreinte, pour ce proble`me, on a :
FPa = eba + eca, FNa = eab + eac (1.3)
Alors, la pre´cision (pre) et le rappel (rap) sont respectivement donne´s par :
precA =
TPA
TPA + FPA
, rapA =
TPA
TPA + FNA
(1.4)
Tableau 1.1 Matrice de confusion en classification
classe A B C
A TPA eAB eAC
B eBA TPB eBC
C eCA eCB TPC
En classification binaire :
TP = vrais positifs, soit les de´tections re´alise´es a` bon escient (True Positive).
FP = faux positifs, soient les de´tections positives a` mauvais escient (False Positive).
TN = vrais ne´gatifs, pas de de´tection et rien a` de´tecter (True Negative).
FN = faux ne´gatifs, pas de de´tection malgre´ la pre´sence de l’objet (False Negative).
De meˆme qu’en classification restreinte, on a alors :
7prec =
TP
TP + TN
et rap =
TP
TP + FN
(1.5)
Strate´gies d’apprentissage
E´tant donne´ (X,C), on peut envisager deux approches pour apprendre f capable de carac-
te´riser les classes C de X : l’approche discriminative ou l’approche ge´ne´rative. La premie`re
strate´gie, l’approche discriminative, consiste a` apprendre directement la distribution des e´ti-
quettes sachant les donne´es P (C|X) (on estimera par exemple l’e´quation d’une frontie`re
entre les classes). La re´gression logistique est un exemple de ce type de strate´gie. La seconde
approche, l’approche ge´ne´rative, consiste a` apprendre a` mode´liser chaque classe de C et a`
re´aliser la classification d’un exemplaire non e´tiquette´ en testant son ade´quation avec les
mode`les appris. En termes probabilistes, on apprend donc a` mode´liser les donne´es sachant
l’e´tiquette, ou classe, soit P (X|Y ). En utilisant la re`gle de Bayes, on peut alors estimer :
P (Y |X) = P (X|Y )P (Y )
P (X)
1. (1.6)
Une approche discriminative : les machines a` vecteurs de support
En vision par ordinateur, les me´thodes a` la pointe tant dans la sphe`re de la recherche que
dans le monde industriel utilisent massivement une me´thode discriminative appele´e machines
a` vecteurs de support (SVM).
Les machines a` vecteurs de support sont des classificateurs binaires, appartenant a` la
classe des se´parateurs. e´tant donne´ X = (x1, ..xn) vecteurs d’entraˆınement et Y = (y1, ..yn)
e´tiquettes, S un ensemble d’entrainement S = {(xi, yj)}, S est dit se´parable si ∃f telle que :
∀(xi, yj), f(xi, yj) > 0 ssi S(xi, yj) = 1, < 0 sinon. (1.7)
f est appele´ se´parateur. Si f est line´aire, on dit que les donne´es sont line´airement se´parables.
La particularite´ qui fait des SVMs des se´parateurs exceptionnels re´side dans le fait que les
SVMs sont des se´parateurs a` marge maximale. La marge d’un se´parateur γf est une grandeur
qualifiant la distance des exemples a` l’hyperplan du se´parateur. Pour un exemple donne´ x,
la marge de f en x, γf,x est la norme du vecteur orthogonal a` l’hyperplan de´fini par f passant
par x. On a alors :
γf = minx(γf,x). (1.8)
1. En pratique, le de´nominateur, P (X), n’a pas a` eˆtre calcule´ car : arg maxy(
P (X|Y )P (Y )
P (X) ) =
arg maxy(P (X|Y )P (Y )).
8La forme de f varie suivant que les donne´es sont ou non line´airement se´parables. Dans le
cas positif, f est de la forme :
f(x) = x′w + b, (1.9)
avec b l’origine de l’hyperplan et w une droite directrice de l’hyperplan se´parateur.
L’e´quation de l’hyperplan peut eˆtre obtenue en re´solvant un proble`me d’optimisation
suivant :
min
1
2
w.w′, sc ∀j, wxj + b >= 1. (1.10)
Ou en introduisant une pe´nalite´ lagrangienne :
min
1
2
w.w′ −
∑
j
αj((wxj + b)yj − 1). (1.11)
avec αj > 0∀j.
On a : w =
∑
i αiyi∗xi et b = yk−wxk, pour k quelconque avec αk > 0, d’ou` la formulation
duale :
LD =
∑
i
αi − 1
2
∑
i,j
αiαjyiyjxixj (1.12)
Dans le cas non line´aire, on utilise une projection φ dans un espace de dimension supe´-
rieure ou` les donne´es sont line´airement se´parables. La construction de l’hyperplan se´parateur
dans cet espace suit la meˆme me´thodologie que dans le cas line´aire, modulo une fonction
objectif le´ge`rement modifie´e :
LD =
∑
i
αi − 1
2
∑
i,j
αiαjyiyjk(xi, xj) (1.13)
En notant que le proble`me de calcul de l’hyperplan se´parateur a` marge marginale ne
fait appel qu’au produit scalaire des vecteurs et non explicitement aux vecteurs de l’espace,
on peut alors avoir recours a` l’astuce du noyau consistant a` ne pas calculer explicitement
φ(x), x ∈ X mais seulement k(x, y) = φ(x)φ(y), avec φ la projection dans un espace de plus
grande dimension.
L’inconve´nient des SVMs re´side dans leur caracte`re binaire. S’il existe plusieurs formula-
tions multiclasses de l’algorithme (Hsu et Lin, 2002), l’apprentissage reste base´ sur la com-
binaison de SVMs binaires de sorte que les calculs deviennent rapidement lourds lorsque le
nombre de classes augmente.
9Classificateur par le plus proche voisin
Dans le cadre de ce me´moire, nous nous inte´ressons a` un type particulier de classifica-
teur appele´ classificateur par le plus proche voisin. Ce classificateur pre´sente d’inte´ressantes
proprie´te´s en pre´sence d’un nombre e´leve´ d’instances d’apprentissage.
Sous sa forme e´le´mentaire, la classification par la recherche du plus proche voisin est
triviale et ne requiert pas d’apprentissage. On parle de me´thode non parame´trique. e´tant
donne´ x de label inconnu, x est classe´ comme appartenant a` la classe de son voisin dans
l’ensemble d’entraˆınement muni d’une distance approprie´e. La strate´gie de classification par
le plus proche voisin repose sur l’intuition suivante : si l’on posse`de suffisamment d’exemples
de chaque classe, c’est a` dire, si l’espace d’entraˆınement est suffisamment dense, le plus
proche voisin d’une instance inconnue constitue un bon classificateur. L’intuition est bonne,
puisque Bengio et Bottou montrent (Bottou et Bengio, 1995) que si le nombre d’exemples
tend vers l’infini, l’erreur the´orique est borne´e par le double de l’erreur de Bayes, qui est
l’erreur commise minimale e´tant donne´ l’ensemble d’apprentissages.
L’ensemble d’apprentissage n’atteignant jamais la perfection the´orique (classes qui se
chevauchent, mauvaise couverture de l’espace), le classificateur par le plus proche voisin est
susceptible de commettre des pre´dictions errone´es. Toutefois, des me´thodes d’apprentissage
(ge´ne´ratives ou discriminatives) savamment inte´gre´es au mode`le permettent de re´duire les
erreurs commises et de faire du classificateur par le plus proche voisin un classificateur com-
pe´titif avec l’e´tat de l’art. De plus lorsque les donne´es sont fortement multinomiales et donc
difficilement se´parables, le classificateur par le plus proche voisin prend en compte naturelle-
ment la topologie des donne´es, a` l’inverse des me´thodes parame´triques classiques.
Sous sa version approche´e, le classificateur par le plus proche voisin (Approximated Nea-
rest Neighbor), permet de tirer facilement partie d’ensembles d’entraˆınement de tre`s grande
taille. En effet, si la complexite´ d’une recherche exacte du plus proche voisin croˆıt line´aire-
ment avec n, le nombre d’instances d’apprentissage, des structures de donne´es hie´rarchiques
de type arbre a` couverture (cover-tree) ou arbres de me´triques (metric trees), permettent de
re´aliser une recherche en temps sous line´aire en controˆlant la pre´cision, la` ou les algorithmes
exacts e´chouent du fait de leur complexite´.
Ainsi, a` l’e´chelle du web, le classificateur par le plus proche voisin a-t-il sans doute un roˆle
cle´ a` jouer. Dans le cadre de ce me´moire, nous nous attachons a` montrer que cet algorithme
permet d’obtenir des re´sultats de l’ordre de l’e´tat de l’art en terme de pre´cision tout en offrant
des possibilite´s de mise a` l’e´chelle de´passant celles offertes par les autres classificateurs.
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1.1.3 Indexation d’images et de vide´os
Dans son sens le plus large, l’indexation consiste a` associer a` un document plusieurs
concepts cle´s. Ces concepts peuvent eˆtre des mots du langage courant, mais aussi, pour les
images, des notions plus abstraites ou plus proches de la se´mantique visuelle. En recherche
d’images et de vide´os en ligne, on distingue l’indexation par le texte et l’indexation par le
contenu. L’indexation par le contenu consiste a` de´crire une image ou une vide´o par l’analyse
des donne´es visuelles brutes, et non par le texte environnant le document. Meˆme si l’as-
sociation de me´ta-donne´es normalise´es aux documents multime´dias est en passe de devenir
syste´matique, pour des raisons de compacite´, les descriptions re´alise´es restent tre`s succinctes.
De plus, elles reposent sur la bonne foi de l’auteur du document. De surcroˆıt, la description
humaine d’une image est syste´matiquement subjective, interpre´tative, la` ou` l’indexation par
le contenu produit des e´le´ments d’information impartiaux et normalise´s. Pour re´aliser une
bonne indexation de documents visuels, il est donc ne´cessaire d’avoir recours a` des me´thodes
de compre´hension de l’image.
Figure 1.6 Le proble`me d’indexation de vide´os de concert, ne´cessite´ de l’analyse du contenu
(Source : YouTube).
1.2 E´le´ments de la proble´matique
La place croissante du support multime´dia en ligne (e-TV, YouTube) rend tre`s concret le
besoin d’un syste`me automatise´ capable d’analyser le contenu des vide´os du web. Les appli-
cations d’un tel syste`me s’e´tendent de l’indexation au controˆle du contenu (droits d’auteur,
pornographie), en passant par le placement de produits et le profilage utilisateur.
Malgre´ les progre`s conside´rables observe´s depuis une dizaine d’anne´es en analyse de
l’image 2, l’indexation de vide´os en ligne reste un proble`me ouvert en 2012. Le contenu de
2. La pre´cision obtenue sur la base de donne´es Caltech101 est passe´e d’environs 20% en 2000 a plus de
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vide´os constitue un de´fi pour la recherche du fait de plusieurs facteurs critiques, au nombre
desquels figurent notamment l’e´chelle des proble`mes, la diversite´ des formes au sein des
classes d’objets et de la pose au sein des classes de visages, ainsi que la richesse du contenu
des images.
Dans le cadre de ce me´moire, nous abordons ces trois notions, d’abord du point de vue
de la reconnaissance d’objets (chapitre 3), puis, dans un second temps, du point de vue de la
reconnaissance de visages (chapitre 4). Au travers de ces deux chapitres, nous discutons des
de´fis de la recherche face a` la re´alite´ des vide´os de concert, dans le sce´nario d’une application
pratique a` l’e´chelle du web. Nous proposons des pistes de solution pour une plus grande
robustesse a` ce type de contenu. Fort de ces me´thodes, nous discutons de la mise en place
d’un syste`me d’indexation et d’analyse de vide´os d’e´ve`nements musicaux (chapitre 5) base´
sur l’analyse et la compre´hension des images.
1.2.1 Techniques de reconnaissance d’objets adapte´es aux vide´os de concert
Premie`re branche de la recherche en traitement d’image aborde´e dans ce me´moire, la
reconnaissance d’objets est un the`me qui occupe les chercheurs depuis pre`s de quarante ans.
Aujourd’hui, les travaux semblent converger vers une me´thodologie globale en trois e´tapes, a`
savoir la description locale du contenu de l’image, l’encodage de l’information au moyen de
sacs de mots visuels, et l’apprentissage d’un classificateur (souvent une machine a` vecteur de
support).
Description locale des images et dimensionnalite´ de la repre´sentation
Si les me´thodes de description locale ge`rent haut la main les changements d’e´chelle, les
rotations et les occlusions, elles posent ne´anmoins le proble`me de la dimensionnalite´ de la
repre´sentation. Encode´e au moyen de descripteurs locaux, une image I est repre´sente´e par
un ensemble d’environ mille descripteurs de plus de cent dimensions, soit plus de cent-mille
coefficients re´els. La dimension importante de la repre´sentation a naturellement guide´ les
recherches vers des me´thodes de re´duction de la dimensionnalite´. Aujourd’hui, la strate´gie
de compression sous forme de sacs de mots visuels est admise comme un standard par la
communaute´ scientifique. Se pose alors la question de la taille du corpus de descripteurs de
re´fe´rence, qui conditionne la dimensionnalite´ de la repre´sentation des images. Fixe´e de fac¸on
empirique aux alentours de mille mots pour la plupart des applications industrielles et de
recherche, la taille du vocabulaire visuel est un the`me rarement aborde´ par les chercheurs sous
l’angle the´orique. En pratique, ce parame`tre est ajuste´ en fonction de la taille de la banque
70% en 2010
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de donne´es traite´e. Il conditionne directement l’efficacite´ des processus d’apprentissage et
d’analyse des images.
La taille du vocabulaire visuel agit comme un curseur sur le degre´ de spe´cialisation de la re-
pre´sentation. En effet, plus la taille est importante, plus les distinctions entre les descripteurs
du corpus de mots visuels sont subtiles et moins la repre´sentation est ge´ne´ralisante. Toutefois,
a` l’inverse de ce que sugge`re l’intuition, accroˆıtre le vocabulaire visuel ne permet pas ne´ces-
sairement d’obtenir une meilleure classification. Ainsi, une trop grande discrimination entre
les mots visuels dissimule les points communs entre les images d’apprentissage appartenant
a` la meˆme classe. En termes plus techniques, la qualite´ de la description de la distribution
des descripteurs par un corpus de mots visuels n’est pas ne´cessairement line´airement lie´e a
la taille du corpus.
Quel(s) crite`re(s) adopter pour choisir la dimensionnalite´ de la repre´sentation des images ?
Dans le cadre d’une banque d’images a` grande e´chelle, quels algorithmes permettent de
construire un vocabulaire visuel en un temps raisonnable ? Au prix de quelles approxima-
tions ? Ces questions sont aborde´es au paragraphe 3.1. du pre´sent document.
Encodage d’images a` contenu complexe
Bien que reconnue comme une technique incontournable en traitement d’image, la me´-
thode d’encodage par sacs de mots sous sa forme originelle, telle qu’introduite dans l’article
du Xerox de 2004, souffre de plusieurs manquements.
D’abord, la repre´sentation binaire des mots visuels a e´te´ remise en cause pour la drastique
perte d’information qu’elle engendre et les ambigu¨ıte´s qu’elle ge´ne`re. Si la perte d’information
inhe´rente a` la quantification peut eˆtre re´duite en augmentant conse´quemment la taille du
corpus visuel utilise´ pour l’encodage, cette strate´gie impacte fortement la complexite´ de la
proce´dure d’apprentissage via l’augmentation de la dimensionnalite´ de la repre´sentation des
images. Or, le but premier de la quantification sous forme de mots visuels est de re´duire
la dimensionnalite´ de la repre´sentation des donne´es. Il est donc le´gitime de se demander si
un vocabulaire de dimension moindre ne doit pas eˆtre pre´fe´re´, quitte a` avoir recours a` des
techniques d’encodage plus complexes que l’encodage binaire e´le´mentaire.
Ensuite, la repre´sentation par sacs de mots visuels est tre`s sensible a` la pre´sence d’arrie`re-
plan sur une image. Dans ce contexte, les descripteurs appartenant a` l’objet d’inte´reˆt sont
susceptibles d’eˆtre noye´s par les descripteurs de l’arrie`re-plan. Or, dans le sce´nario qui nous
inte´resse, les images d’entraˆınement sont imparfaites et l’arrie`re-plan occupe une place im-
portante. Si des me´thodes pour la soustraction d’arrie`re-plan existent, elles pre´sentent une
complexite´ non applicable dans le pre´sent contexte. Une alternative consiste alors a` pratiquer
un apprentissage par zone, mais ceci suppose d’avoir recours a` un processus lourd d’e´tiquetage
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manuel des images consistant a` localiser l’objet d’inte´reˆt sur une image complexe. Quelles
strate´gies d’encodage sont-elles envisageables a` grande e´chelle ? Comment se passer du pro-
cessus d’e´tiquetage manuel dans le sce´nario d’un apprentissage sur des images complexes ?
Cette proble´matique est traite´e au paragraphe 3.2.
Classification
L’e´tape de classification consiste a` apprendre une fonction capable d’associer les e´tiquettes
ade´quates a` une image inconnue. Sur de grandes bases de donne´es, il est ne´cessaire de porter
attention a` la complexite´ de la phase d’apprentissage comme de la phase de classification
a` proprement parler. La me´thode discriminative de classification par SVM a remporte´ de
brillants succe`s en reconnaissance d’objets depuis les anne´es 2000. Cependant, elle souffre de
l’accroissement du nombre de classes d’objets a` traiter. En effet, classifier une image inconnue
au moyen de SVMs revient a` tester un a` un les SVMs appris pour chacune des classes d’inte´reˆt.
La SVM multiclasse n’apporte qu’une re´ponse partielle a` cette proble´matique, puisqu’elle ne
consiste qu’a` apprendre les parame`tres permettant de trancher entre plusieurs SVMs binaires.
Par ailleurs, lorsque le nombre de classes augmente ou que les variations inter-classe se font
plus importantes, les noyaux line´aires des SVMs e´chouent a` se´parer correctement les donne´es.
Or, l’entrainement de SVMs a` noyaux non line´aires n’est pas envisageable a` grande e´chelle.
La classification par SVM est-elle adapte´e au type de proble`me que nous traitons ?
Pour les tre`s grands jeux de donne´es, le recours a` une structure arborescente devient rapi-
dement incontournable. Celles-ci sont naturellement associe´es a` la technique de classification
par la recherche approche´e du plus proche voisin. Cependant, la classification par le plus
proche voisin souffre d’impre´cision du fait de la finitude du nombre d’exemples d’appren-
tissage et du phe´nome`ne de granularite´ observe´ au niveau de la frontie`re entre les classes.
Quelles sont alors les performances de l’algorithme sur de grands jeux de donne´es ? Quelles
me´thodes permettent de renforcer le classificateur par le plus proche voisin ? Comment inte´-
grer les machines a` vecteurs de support a` un classificateur hie´rarchique ?. Ces questions sont
l’objet du chapitre 3.3.
1.2.2 Techniques de reconnaissance de visages adapte´es aux vide´os de concert
Le cerveau traite diffe´remment les objets en ge´ne´ral et les visages humains. Du point
de vue de la recherche en vision par ordinateur, la reconnaissance d’individus par l’analyse
des traits du visage diffe`re de la reconnaissance d’objet en ce qu’on essaie de construire
une repre´sentation capturant non pas les caracte´ristiques ge´ne´rales de l’objet visage, mais
les traits spe´cifiques d’un individu. Les me´thodes utilise´es pour re´pondre a` ce proble`me sont
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donc tre`s diffe´rentes. Toutefois, le domaine de reconnaissance de visage est soumis aux meˆmes
contraintes d’e´chelle (nombre de classes), et de variabilite´ inter-classe (variation dans la pose).
a` ces de´fis s’ajoute celui de la disponibilite´ des exemples d’apprentissage, du fait des limita-
tions dues a` la le´gislation sur la vie prive´e des personnes.
Mode´lisation du visage humain et strate´gies de classification
Le fait que l’on se spe´cialise dans l’e´tude d’un type d’objet particulier, le visage, dont
les caracte´ristiques morphologiques sont connues, permet de mettre en oeuvre des techniques
d’alignement et de mise a` l’e´chelle non envisageables pour les objets. Ainsi, en de´tectant des
points caracte´ristiques tels que les yeux, les coins du nez, la bouche, on peut proce´der a` la
comparaison de deux images sur une e´chelle commune. La pre´cision de ces ope´rations a un
impact conse´quent sur les performances du classificateur.
La re´duction de la dimensionnalite´ des images pour la comparaison de visages diffe`re
de celles des objets. En effet, pour les visages, il est pertinent d’utiliser une approche de
type Analyse en Composantes Principales(PCA) puisque les composantes importantes pour
la comparaison des individus sont grossie`rement constantes. Cette observation sugge`re le
recours a` la classification par la comparaison d’images, c’est a` dire, par la recherche d’une
image semblable au visage inconnu dans un jeu de donne´es d’entraˆınement. Depuis une dizaine
d’anne´es, les travaux sur l’apprentissage de distance pour la comparaison des visages ont mis
en e´vidence les bonnes performances de la similarite´ en cosinus. e´tant donne´ un jeu de paires
d’images repre´sentant un meˆme individu ou deux individus diffe´rents, il est aujourd’hui aise´
d’apprendre une fonction optimisant la se´paration dans l’espace des scores de similarite´s des
paires correctes et incorrectes. Ce processus est appele´ ve´rification. La pre´cision moyenne en
ve´rification atteint les 90% sur la base de donne´es Labeled Faces in the Wild.
Malheureusement, eˆtre capable de distinguer des paires d’individus identiques et des paires
d’individus diffe´rents n’implique pas d’eˆtre capable de reconnaˆıtre l’identite´ d’un inconnu
dans une vide´o. L’utilisation d’un ve´rificateur dans ce contexte implique de comparer le
visage inconnu a` une ple´torie de visages et est susceptible de retourner plusieurs identite´s.
Comment trancher ? Quelle strate´gie adopter pour pratiquer la classification de visages en
tirant partie des acquis de la ve´rification ? Dans quelles mesures les performances obtenues
en ve´rification sont-elles de´grade´es ? Nous traitons cette question au chapitre 4.1.
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Pallier a` la limitation du nombre d’exemples d’apprentissage et aux variations
de la pose
Re´cemment, il a e´te´ mis en e´vidence qu’une distinction selon la pose des individus contri-
buait a` ame´liorer l’apprentissage de distance en cosinus. Cette remarque est particulie`rement
pertinente dans le cadre de notre travail puisque les individus apparaissant dans des vide´os
de concert sont en mouvement constant. Ainsi, il est important de disposer d’un classifi-
cateur robuste pour les visages vus de face, mais aussi vus de profil. Or, si l’on comprend
que l’apprentissage d’une me´trique revient (grossie`rement) a` se´lectionner les pixels pertinents
pour la comparaison de deux individus, il est naturel de songer qu’une distinction selon la
pose serait profitable. De plus, du fait de la quantite´ limite´e d’images d’apprentissage dispo-
nibles, il est ne´cessaire de tirer profit de chaque exemplaire. Aussi, souhaite-t-on maximiser
la comparaison visage vue-de-profil et visage vue-de-face par exemple.
Un autre proce´de´ susceptible de renforcer les performances d’un classificateur consiste a`
rassembler un nombre suffisant d’images d’apprentissage en pratiquant l’apprentissage semi-
supervise´. e´tant donne´ un certain nombre d’images e´tiquete´es avec certitude, des exemplaires
supple´mentaires peuvent eˆtre collecte´s et filtre´s au moyen d’un ve´rificateur. Comment un
classificateur de visage a` grande e´chelle supporte-t-il le sce´nario ou` peu d’images d’entraˆıne-
ment sont disponibles pour chaque individu ? Dans quelle mesure un apprentissage spe´cifique
a` la pose renforce-t-il un classificateur ? Comment se procurer des images supple´mentaires ?
Des re´ponses a` ces questions sont apporte´es au paragraphe 4.2.
Similarite´s et me´triques pour la classification a` grande e´chelle
Les re´sultats obtenus en ve´rification pour le proble`me de reconnaissance de visage sug-
ge`rent le recours au classificateur par le plus proche voisin. Par exemple, on pourra proce´der a`
la recherche du plus proche voisin d’un visage inconnu dans une banque de visages e´tiquete´s,
assortie d’une ve´rification. La complexite´ de la recherche brute du plus proche voisin est en
O(n ∗ d), avec n le nombre de visages candidats a` la comparaison, et d la dimension de la
repre´sentation (environs deux-cents dimensions pour les visages). Aussi, est-il indispensable
d’avoir recours a` une structure arborescente de´die´e a` l’optimisation du proce´de´. On pourra
par exemple avoir recours aux kd-arbres (kd-trees), aux arbres a` couverture (cover trees),
ou aux arbres e´tendus (spill-trees (Liu et al., 2004c)). Lorsque la dimension des vecteurs est
importante, les deux dernie`res structures sont re´pute´es plus efficaces.
Se pose alors la question de la me´trique. Le processus d’apprentissage d’une similarite´
en cosinus (Cosine Similarity Metric Learning) a de´montre´ son efficacite´ sur de nombreux
jeux de donne´es. Malheureusement, la similarite´ en cosinus ne ve´rifie pas les axiomes de base
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d’une distance. Or, les structures de donne´es adapte´es a` la recherche rapide du plus proche
voisin exploitent massivement la proprie´te´ de l’ine´galite´ triangulaire. Dans quelle mesure les
structures hie´rarchiques permettent-elles d’acce´le´rer la classification ? Jusqu’a` quelle dimen-
sion ? Peut-on justifier l’usage de la distance euclidienne dans l’espace des comparaisons en
cosinus ? Ne peut-on ame´liorer l’optimisation re´alise´e par cet apprentissage ? Ces questions
sont l’objet du paragraphe 4.3.
1.2.3 E´tude de cas : e´valuation de la qualite´ des vide´os de concert en ligne
L’indexation de vide´os est un domaine de la recherche particulie`rement dynamique. Le
volume de contenu vide´o en ligne augmente rapidement et le besoin d’un syste`me d’indexation
automatise´ devient chaque jour plus pre´gnant. Les techniques utilise´es pour l’indexation
de´pendent largement de l’application. En effet, le mode d’archivage des vide´os ainsi que la
finalite´ de l’outil a` concevoir conditionnent les choix strate´giques.
Ici, nous nous attachons a` concevoir un syste`me permettant d’indexer et de de´crire le
contenu des vide´os de qualite´ repre´sentant un concert. Nous avons opte´ pour ce type de
vide´os, car elles sont particulie`rement populaires et tre`s mal indexe´es 3. De plus, elles sont
repre´sentatives d’un type de vide´o -les vide´os e´ve`nementielles- pour lesquelles le besoin d’un
syste`me automatise´ d’indexation est particulie`rement important.
Analyse de vide´o
L’analyse de vide´o en ge´ne´ral est un processus complexe, car le contenu est non restreint.
Le proble`me que nous posons ici est plus spe´cifique, car nous adressons uniquement les vide´os
de concert. Ainsi, peut-on profiter du fait que l’on sait sous quelle forme se pre´sente le
contenu recherche´ et pratiquer une analyse plus fine que celle re´alise´e pour indexer une vide´o
quelconque. La qualite´ des images, la qualite´ de la prise de vue et du son, le lieu, le groupe
musical et la date du concert impactent bien entendu la popularite´ d’une vide´o musicale. De
meˆme, la de´finition des images et le contenu a` proprement parler ont sans conteste un impact
sur la qualite´ perc¸ue d’une vide´o.Quels parame`tres est-il raisonnable d’essayer d’estimer ?
Quel est leur ordre d’importance ? Quelles sont les classes d’objets a` de´finir ? Nous abordons
ces questions au chapitre 5.1.
3. Re´sultat de la recherche ACDC+live+HD : http ://www.youtube.com/watch ?v=JV7I3Z–gDo, 8e`me
position
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Extraction de l’information
Traiter l’aspect e´ve`nementiel. En terme d’indexation de vide´os de concert, une pre-
mie`re question a` se poser consiste a` se demander s’il est possible de mesurer la popularite´
d’un groupe musical et d’un e´ve`nement. Wikipe´dia permet d’obtenir une liste de groupes
par genre musical. Fort de cette liste, il est possible d’obtenir une liste de concerts pour ces
artistes au moyen d’un bot minant les sites de vente de billets en ligne 4. De cette fac¸on,
un nombre conse´quent de dates et lieux de concerts peut eˆtre collecte´. Comment e´valuer
la popularite´ de ces e´ve`nements ? Comment e´valuer la popularite´ d’un groupe du musicien ?
Cette question est traite´e au paragraphe 5.2.
Filtrage de la qualite´. L’analyse de la qualite´ de la prise de vue peut eˆtre re´alise´e selon
plusieurs indicateurs. Ici, nous nous proposons d’utiliser la taille des visages de´tecte´s, comme
le sugge`re la litte´rature. Toutefois, cette indication semble insuffisante, car elle ne prend pas
en compte les mouvements de came´ra (phe´nome`nes de tremblements, mouvements brusques).
Comment mesurer la qualite´ des mouvements lors de la prise de vue ? Une re´ponse a` cette
proble´matique est apporte´e au paragraphe 5.2.
Analyse du contenu. Disposant de vide´os de concert, malgre´ le filtrage par la qualite´
de l’image et la nature de l’e´ve`nement, il est ne´cessaire de proce´der a` une analyse permettant
de de´terminer ce qu’il est re´ellement donne´ de voir. En effet, une vide´o de bonne qualite´,
associe´e par son titre a` un e´ve`nement populaire, peut ne´anmoins se re´ve´ler hors sujet. Aussi,
proposons-nous de de´tecter des instruments cle´s et des visages via les me´thodes robustes
de´veloppe´es aux chapitres pre´ce´dents. Quelle est l’efficacite´ de ces me´thodes ? Cette question
est e´galement traite´e au paragraphe 5.2.
e´valuation de la qualite´ d’une vide´o de concert
e´tant donne´ les parame`tres e´nume´re´s jusqu’ici, il reste a` de´terminer le poids de ces facteurs
sur la qualite´ d’une vide´o musicale. Nous proposons donc de pratiquer une analyse statistique
e´le´mentaire pour de´terminer la contribution respective de chacun de ces parame`tres sur la
popularite´ des vide´os en ligne. Pour ce faire, nous nous re´fe´rons aux indicateurs mesurant
les consultations de la vide´o et l’e´valuation de la vide´o via des votes binaires (bon, mauvais
contenu). Quels parame`tres impactent fondamentalement la popularite´ d’une vide´o musicale ?
Peut-on pre´dire la popularite´ d’une vide´o au moyen de ces caracte´ristiques ? Quel mode`le
statistique ou d’apprentissage permet-il d’estimer la popularite´ d’une vide´o de concert ? Nous
abordons ce questionnement au chapitre 5.3 de ce me´moire.
4. example : http ://www.stubhub.com, http ://www.songkick.com
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1.3 Objectifs de recherche
La proble´matique de´veloppe´e ci-avant nous ame`ne a` de´finir la de´marche de´crite ci-apre`s.
Obj1 : De´tection d’instruments. e´valuer les de´fis rencontre´s par les algorithmes
de reconnaissance d’objets a` l’e´preuve des vide´os de concert et proposer des
solutions adapte´es le cas e´che´ant.
Obj1.1 : Mettre en e´vidence un crite`re the´orique permettant de justifier le choix de la di-
mension de la repre´sentation des images et proposer une heuristique adapte´e a` la construction
de vocabulaires visuels sur des bases de donne´es de grande taille.
Obj1.2 : e´tudier les diffe´rentes strate´gies d’encodage au moyen d’un vocabulaire visuel et
mettre en e´vidence la proble´matique des images avec arrie`re-plan. Proposer des solutions au
proble`me d’achalandage d’histogramme duˆ a` la pre´sence d’arrie`re-plan complexe.
Obj1.3 : e´valuer les performances d’un classificateur par le plus proche voisin en pre´sence
d’un nombre suffisant d’instances et proposer, le cas e´che´ant, des solutions pour en ame´liorer
la robustesse.
Obj2 : Reconnaissance d’individus. e´valuer les de´fis rencontre´s par les algo-
rithmes de reconnaissance d’individus a` l’e´preuve des vide´os de concert et pro-
poser des solutions adapte´es le cas e´che´ant.
Obj2.1 : e´tudier les modes d’encodage et de comparaison des visages et proposer une
strate´gie de classification de visages tirant partie des strate´gies de ve´rification existantes.
Proposer le cas e´che´ant des pistes d’ame´lioration.
Obj2.2 : Proposer une strate´gie de classification tenant compte explicitement de la pose
des individus et discuter de la collecte automatise´e d’exemplaires supple´mentaires pour l’ap-
prentissage.
Obj2.3 : e´tudier le passage a` la tre`s grande e´chelle et les structures ou strate´gies adapte´es
a` la classification rapide par le plus proche voisin.
Obj3 : Concevoir un syste`me pour l’indexation et l’analyse de vide´o de concert
de qualite´.
Obj3.1 : e´tudier les me´thodes classiques de classification de contenu vide´o et identifier les
spe´cificite´s inhe´rentes a` l’analyse de vide´os de concert.
Obj3.2 : Proposer des me´thodes pour l’analyse du contenu des vide´os de concert, mesurant
respectivement la qualite´ de l’image, la popularite´ de l’e´ve`nement associe´ et la pre´sence
d’objets ou d’individus d’inte´reˆt.
Obj3.3 : Proposer une me´thode d’e´valuation de la qualite´ des vide´os de concert et ligne.
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1.4 Plan du me´moire
Le pre´sent me´moire s’articule en trois chapitres the´matiques et une revue de litte´rature.
Le chapitre 2 donne un apperc¸u global des articles ayant trait au the`me de la reconnaissance
d’images et de visages a` adapter au sce´nario des vide´os de concert. Le chapitre 3 re´pond
aux objectifs Obj1.* en e´tudiant les algorithmes de reconnaissance d’objets adapte´s a` la
de´tection d’instruments dans des vide´os musicales. Le chapitre 4 aborde ensuite les objectifs
Obj2.* concernant les visages. Enfin, le chapitre 5 traite les objectifs Obj3.* en propose une
me´thodologie pour l’e´valuation automatise´e de la qualite´ des vide´os de concert.
20
CHAPITRE 2
REVUE DE LITTE´RATURE
Comme nous l’avons souligne´ dans la proble´matique, la conception d’algorithmes robustes
pour l’analyse de vide´os de concerts suppose de relever trois de´fis, a` savoir l’e´chelle des
proble`mes, la richesse du contenu des images, et la variabilite´ interne des classes d’objets et
de visages.
2.1 Reconnaissance d’objets
Dans ce me´moire, nous prenons le parti d’entraˆıner un de´tecteur d’instruments en nous
re´fe´rant a` une base de donne´es d’images repre´sentative de la diversite´ des formes et points de
vue observe´s dans les vide´os de concert. En pratique, cela implique de travailler avec plus de
cinq-cents images par classe d’objets. Aussi, sommes-nous amene´s a` employer des me´thodes
adapte´es aux proble`mes a` grande e´chelle 1.
2.1.1 Approches parame´triques adapte´es a` la grande e´chelle
Au nombre des approches parame´triques applique´es a` la reconnaissance d’image a` grande
e´chelle, on compte notamment le boosting, les re´seaux de neurones, les machines a` vecteur de
support, et les foreˆts de de´cision randomise´e.
Boosting. Malgre´ sa simplicite´, le boosting a souvent e´te´ utilise´ pour la classification
d’images. Pour me´moire, cette technique d’apprentissage consiste a` construire un classifi-
cateur complexe constitue´ d’une se´rie de classificateurs e´le´mentaires (weak classifiers) qui,
judicieusement combine´s, constituent un classificateur robuste. Plus pre´cise´ment, e´tant donne´
un jeu d’exemplaires d’apprentissages X, un jeu de labels associe´s Y, et un jeu de poids W, il
s’agit d’apprendre ite´rativement un classificateur e´le´mentaire associe´ au triplet (X,Y,W). Les
poids sont initialement e´gaux et mis a` jour a` chaque ite´ration de sorte que les exemplaires mal
classifie´s a` l’ite´ration t sont plus lourds a` l’ite´ration t+1. La simplicite´ de la proce´dure d’ap-
prentissage fait de l’algorithme de boosting un bon candidat pour la classification a` grande
e´chelle. En 1999, Viola et al. utilisent cette strate´gie pour pratiquer la recherche d’images
dans une base de donne´es d’environs 3,000 images (Tieu et Viola, 1999). Plus tard, Torralba
1. En reconnaissance d’images, on parle de proble`me a` grande e´chelle passe´ le millier d’images. Ici, nous
travaillons avec 3500 images pour la base de donne´es d’instruments issue d’image-net, plus de 5000 images
pour PASCAL VOC
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et al. utilisent le boosting pour la recherche d’instances d’objets (Torralba et al., 2008b) sur
une base de donne´es a` tre`s grande e´chelle de l’ordre du million d’images.
Re´seaux de neurones. Dans le meˆme article de Torralba et al., le boosting est compare´
a` une strate´gie d’apprentissage base´e sur une Machine de Boltzman Restreinte (Restricted
Boltzman Machine). Les Machines de Boltzman Restreintes sont des re´seaux de neurones
sans connexion directe au sein d’une meˆme couche de neurones. L’apprentissage est re´alise´
par descente de gradient selon la de´rive´e de la fonction d’e´nergie du re´seau. L’apprentissage
d’une RBM est re´pute´ complexe, cependant, les RBMs ont re´cemment e´te´ applique´es avec
succe`s a` des bases de donne´es de grande dimension. En 2008, Torralba propose d’utiliser les
RBMs sur une base de donne´es de tre`s grande taille (Torralba et al., 2008b) via le recours
a` un encodage binaire extreˆmement compact (256 bits par image). Avec un encodage plus
standard, les RBMs sont e´galement applique´es a` la reconnaissance d’objet par Norouzi en
2009 (Norouzi et al., 2009). La me´thode propose´e par Norouzi et al. constitue l’e´tat de l’art
pour la reconnaissance de pie´tons sur la base de donne´es de´die´e de Caltech 2 (250,000 images).
Foreˆts randomise´es. a` l’inverse des structures de donne´es hie´rarchiques non parame´-
triques classiques, les arbres de de´cision proce`dent a` des choix informe´s (base´s sur l’e´tiquetage
des donne´es) pour construire des structures hie´rarchiques de de´cision. Plus spe´cifiquement,
la scission des noeuds est re´alise´e en conscience des e´tiquettes associe´es aux donne´es (Quel-
lec et al., 2010) via une heuristique bien choisie, de manie`re a` se´parer au mieux les classes
contenues dans un noeud. Les foreˆts de de´cision randomise´es ont e´te´ cre´e´es pour paˆlier au
proble`me de sur apprentissage observe´ avec les arbres de de´cision. Les arbres de de´cision e´tant
fortement base´s sur les donne´es d’apprentissage, ils sont en effet sujets a` ce type de compor-
tement. Depuis les anne´es 2000, les foreˆts de de´cision randomise´es (Random Decision Forest)
ont e´te´ massivement applique´es au proble`me de classification a` grande e´chelle (B. Frohlich
(2011), H. Fu (2012), Quellec et al. (2010), Criminisi et al. (2012)). En 2011, Frohlich utilise
une RDF sur la base de donne´es NUS-WIDE, qui comporte 261,000 images repre´sentant 81
concepts. Il utilise un processus de de´cision gaussien dans chaque feuille des arbres de la
foreˆt pour re´aliser la classification finale (B. Frohlich, 2011), et renforce ainsi la pre´cision du
classificateur construit. Plus re´cemment, Fu, Zhan, et Qiu ont propose´ un mode`le de RDF
pour l’annotation d’images a` grande e´chelle (H. Fu, 2012). La strate´gie pour la scission des
noeuds consiste a` re´duire la dimension des vecteurs au moyen d’une analyse par composantes
principales et a` ge´ne´rer plusieurs e´chantillons ale´atoires sur les donne´es re´duites pour choisir
la meilleure scission possible. La proce´dure propose´e constitue l’e´tat de l’art en 2012 sur la
base de donne´es Corel5k, qui comporte 5,000 images.
SVMs. Enfin, les machines a` vecteur de support constituent la technique de re´fe´rence en
2. http ://www.vision.caltech.edu/Image Datasets/CaltechPedestrians/
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classification d’images. a` grande e´chelle, les SVMs (line´aires) ont notamment e´te´ applique´s a`
image-net, et constituent depuis 2010, l’e´tat de l’art sur cette base de donne´es, avec un taux de
classifications correctes de 53%. Les performances de cette me´thode de´coulent de l’utilisation
d’un vocabulaire de grande taille, de plusieurs types de descripteurs, et d’un encodage par
pyramide spatiale. De meˆme, les SVMs constituent l’e´tat de l’art sur la base de donne´es
Pascal du VOC. La me´thode la plus performante recense´e sur cette base de donne´es est base´e
sur l’approche de quantification par sacs de mots visuels et le recours aux SVMs non line´aires
(Chen et al., 2010). Les auteurs de cette me´thode soulignent que les performances de leur
algorithme de´coulent de leur strate´gie particulie`re de construction de pyramide spatiale. En
2012, dans un tutoriel, Perronnin et al. dressent un panorama des me´thodes applique´es avec
succe`s au proble`me de classification a` grande e´chelle (Perronnin et al., 2012). Ils pre´conisent
les me´thodes base´es sur les SVMs line´aires, associe´es a` des vecteurs de grande dimension, et
entraˆıne´es au moyen d’une descente de gradient stochastique.
2.1.2 Approches non parame´triques adapte´es a` la grande e´chelle
Plus proche voisin. La principale me´thode non parame´trique applique´e a` la classifica-
tion d’images a` grande e´chelle est la classification par le plus proche voisin. Bien que cette
technique ait e´te´ longtemps conside´re´e comme une me´thode impre´cise, des voix se sont re´-
cemment e´leve´es pour souligner qu’elle ne requiert pas d’entraˆınement, souffre peu de sur
apprentissage, et permet de supporter les bases de donne´es a` tre`s grande e´chelle. En par-
ticulier, en 2008, Boiman et al. soutiennent que la quantification des images au moyen de
sacs de mots visuels nuit a` ce classificateur et que le retour a` une classification base´e sur les
descripteurs (SIFT) permet d’obtenir des re´sultats compe´titifs avec l’e´tat de l’art en utilisant
la recherche du plus proche voisin (Boiman et al., 2008). Dans l’article de Boiman et al., la
recherche approche´e du plus proche voisin est re´alisee au moyen d’un kd-arbre sur l’ensemble
X des descripteurs d’entraˆınement. Le re´sultat de la classification c d’une image I, correspond
alors au minimum de la distance cumule´e par classe de chacun des descripteurs de I a` leur
voisin dans X.
Les re´sultats e´nonce´s par Boiman et al. sont repris et conforte´s par Huynh et al. en 2010
(Jacobs et Huynh, 2010).
2.1.3 Approches hybrides
Dans leur article, Boiman et al. ne s’attardent pas sur la distance de´finie sur l’espace de
recherche. Or, il s’agit d’un facteur impactant profonde´ment les performances du classificateur
par le plus proche voisin. Le classificateur par le plus proche voisin est fre´quemment e´value´ sur
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des espaces me´triques munis d’une distance e´le´mentaire. Optimiser cette distance, localement
ou globalement oˆte certes son caracte`re non parame´trique a` la me´thode, mais permet d’affiner
conse´quemment la classification.
L’apprentissage d’une distance pour le classificateur par le plus proche voisin est un the`me
largement explore´ en traitement d’images. Le calcul de distance peut eˆtre global ou local,
re´alise´ dynamiquement lors de la classification ou calcule´ au pre´alable. Les me´thodes glo-
bales formulent fre´quemment le proble`me d’apprentissage de distance comme un proble`me
d’optimisation, consistant a` se´parer les paires d’instances similaires des paires d’instances
diffe´rentes. Si on note + l’ensemble des paires d’images d’une meˆme classe, − l’ensemble des
paires de classes diffe´rentes, une formulation e´le´mentaire du proble`me est alors :
minA
∑
(i,j)∈+
‖xi − xj‖A , sc, (2.1)
A > 0 et
∑
(i,j)∈− ‖xi − xj‖A > 1
Cette ide´e est a` l’origine d’approches telles que l’Analyse Discriminante Line´aire (Linear
Discriminant Analysis), et la Projection Line´aire Discriminante (Linear Discriminant Em-
beding). Ces techniques ont e´te´ massivement applique´es en reconnaissance de visages. En ce
qui concerne les objets, la pre´fe´rence est alle´e aux me´thodes locales, telles que la Pertinence
Locale des Composantes - LFR (Ho et al., 2008), l’apprentissage adaptatif de noyau (Dome-
niconi et al., 2002), l’apprentissage local par SVM et les versions locales de la LDA et de
la LDE (Local LDA et Local LDE Chen et al. (2005)). Chaque me´thode correspond a` une
variante du proble`me de classification e´nonce´ plus haut, applique´ localement. En 2006, Zhang
et al. utilisent l’apprentissage local sur la base de donne´es Caltech-101 et obtiennent l’e´tat
de l’art sur cette base de donne´es (Zhang et al., 2006).
Enfin, il reste a` mentionner les me´thodes d’analyse par composantes - NCA (Goldberger
et al., 2004), et d’analyse de pertinence des composantes -RCA (Tsang et al., 2005). La RCA
consiste a` apprendre une distance base´e sur la matrice de covariance locale des e´le´ments d’une
classe. La NCA quant a` elle maximise le score obtenu dans une configuration de validation
croise´e de type leave-one-out. En 2004, Goldberg et al. appliquent la NCA a` la base de
donne´es USPS (Goldberger et al., 2004), supplantant les approches par PCA et par LDA
pre´ce´demment applique´es sur cette base de donne´es.
2.1.4 Apprentissage par re´gion
L’apprentissage par re´gion consiste a` se´lectionner sur les images d’entraˆınement des zones
discriminantes pour la classification (Deng et al. (2009),Bangpeng et Li (2010)). Ce type
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de proce´dure est motive´ d’une part par le proble`me d’achalandage d’histogrammes, d’autre
part par la ne´cessite´ d’identifier des de´tails discriminants pour la classification (Yao et al.,
2011a) lorsque la frontie`re entre les classes est tre`s fine (lorsqu’il s’agit de distinguer une
guitare classique d’une guitare e´lectrique par exemple, on ne peut se contenter des cordes).
Ces deux proble´matiques ont re´cemment suscite´ un intereˆt particulier, car elles constituent
des jalons incontournables pour l’application des algorithmes de reconnaissance d’objets au
contenu multime´dia du web.
Le proble`me de l’arrie`re-plan est aborde´ par Yakhnenko et al., en 2011. Ils segmentent les
images d’entraˆınement selon une grille re´gulie`re et entrainent un classificateur discriminant
de type SVM sur un ensemble de ces re´gions e´tiquete´es arrie´re-plan ou objet d’inte´reˆt (Ya-
khnenko et al., 2011). Re´cemment Yao et al. ont utilise´ une approche consistant a` construire
une foreˆt randomise´e d’arbres de de´cision pour identifier les re´gions discriminantes pour la
classification fine entre classes d’objets semblables (Yao et al., 2011a). En 2011, cette me´thode
constitue l’e´tat de l’art sur la base de donne´es Caltech-UCSD-birds, qui contient des images
de 200 espe`ces d’oiseaux.
2.1.5 Bases de donne´es, ordres de grandeur
La base de donne´es Pascal du VOC posse`de 20 classes d’objets comptant de 150 a 1,400
images d’entraˆınement. L’e´tat de l’art en 2011 est de´tenu par Tsang et al. avec une me´thode
base´e sur l’apprentissage de SVMs non line´aires (Tsang et al., 2005) apre`s encodage sous forme
d’histogrammes. L’originalite´ de la me´thode re´side dans le mode particulier d’encodage des
descripteurs locaux au moyen d’un vocabulaire visuel de moyenne dimension. Sur la base de
donne´es image-net-10k, constitue´e de 10,000 classes d’objets issues d’image-net, la me´thode
la plus performante en 2011 repose sur l’entraˆınement de SVMs line´aires employe´es a` classifier
des images encode´es sous forme de vecteurs de Fisher. Plusieurs types de descripteurs sont
utilise´s pour la classification, recourant aux textures, aux couleurs, et aux gradients locaux
(SIFT).
Tableau 2.1 Bases de donne´es et re´sultats de re´fe´rence en classification
Base de donne´es e´tat de l’art Me´thode
Pascal-2011 56.5%-95% (AP) Chen et al. (2010)
imageNet-2010 53% (AP) linear-SVM-VQ-SPM
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2.2 Classification d’individus
2.2.1 Reconnaissance de visages de sujets non conditionne´s
Nature et disponibilite´ des images. La comparaison de visages est longtemps reste´e can-
tonne´e a` des portraits de sujets conditionne´s, c’est a` dire, des images centre´es sur des visages
posant de face, sans variations d’intensite´ majeures ou de jeux de lumie`re complexes. Afin
de construire un syste`me capable d’adresser la diversite´ des visages extraits de vide´os de
concert, il est ne´cessaire de sortir de ce cadre ide´aliste et de conside´rer la re´alite´ des visages
extraits de vide´os. La base de donne´es Labelled Faces in the Wild (LFW) a e´te´ conc¸ue pour
repre´senter le contenu du web. Ainsi, les photographies de LFW pre´sentent des visages sans
restriction sur la pose ou les conditions de lumie`re. Par ailleurs, le nombre d’images dispo-
nibles pour l’apprentissage d’un classificateur varie d’individu en individu, selon une courbe
en exponentielle de´croissante. La proble´matique de la disponibilite´ d’images d’entraˆınement
en reconnaissance de visages est notamment mentionne´e par Stone et al.(Stone et al., 2010).
Posant le proble`me de l’apprentissage d’un classificateur d’individus, ils soulignent que le
nombre de photographies moyen disponibles en ligne pour une personne est infe´rieur a` cinq
photographies.
Alignement. L’alignement est un incontournable en classification de visages. La proce´dure
consiste a` de´tecter des points cle´ sur les visages pour les aligner sur un axe commun de l’es-
pace en 3D. Les me´thodes base´es sur l’AAP (Active Appearance Model) sont tre`s largement
utilise´es dans la litte´rature (Valstar et al. (2010), Vukadinovic et Pantic (2005)) du fait de
leur grande pre´cision. Ces me´thodes pre´sentent cependant l’inconve´nient d’eˆtre tre`s lourdes
d’un point de vue computationnel (le temps de traitement est de l’ordre de la minute par
image). En 2011, Hasan et Pal pre´sentent un dispositif d’alignement capable de traiter les
images en quasi-temps re´el, base´e sur la de´tection et la mise en correspondance de re´gions
du visage (M. K. Hasan, 2011).
L’e´cart dans la pose des individus est sans conteste un facteur important nuisant a` la
comparaison des visages. Il est donc naturel d’avoir l’intuition d’une proce´dure distinguant
les cas selon la pose. La prise en compte de la pose des individus pour l’alignement a e´te´
notamment traite´e par Odobez et al. puis par Dong et al. En 2009. Odobez et al. proposent
une proce´dure capable de diffe´rencier 91 poses diffe´rentes du visage (Ricci et Odobez, 2009).
Dong et al. s’inte´ressent plus tard a 21 poses (Dong et al., 2010). En 2012, Hasan et al.
soulignent l’avantage d’une distinction selon 3 poses sur la proce´dure d’apprentissage (Hasan
et al., 2012) en reconnaissance de visages.
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2.2.2 Comparaison d’images
Sur la base de donne´es LFW, les performances des algorithmes sont compare´es selon leur
aptitude a` diffe´rentier les paires de visages identiques des paires de visages compose´es de
deux identite´s distinctes (on parle de ve´rification). Plusieurs sce´narios sont alors propose´s
pour l’e´valuation des algorithmes : (a) l’expe´rimentation est conduite sans donne´es externes,
avec les seules images fournies par LFW, (b) l’expe´rimentation a recours a` des donne´es
exte´rieures. Dans le cadre de ce me´moire, nous nous plac¸ons dans le premier cas de figure
(a). En 2009, Wolf et al. obtiennent un taux de ve´rifications correctes de 86% pour (a)
(Wolf et al., 2009a). Ils utilisent, apre`s une phase d’alignement, une description au moyen
de plusieurs descripteurs : LBP, TPLBP, FPLBP et SIFT. La classification est base´e sur
deux extensions de la technique d’analyse locale discriminante de Fisher (LDA), l’OSS (One
Shot Similarity measure) et la TSS (Two Shots Similarity measure). Dans le cadre du second
sce´nario (b), l’e´tat de l’art est repre´sente´ par Yin et al., dont la me´thode est base´e sur le
recours a` une base de visages externe permettant d’e´valuer les variations de l’apparence d’un
individu et d’affiner la pre´diction finale (Yin et al., 2011). Le score obtenu en ve´rification sous
cette configuration de´passe les 90%. La strate´gie d’apprentissage de similarite´ en cosinus
(Cosine Similarity Metric Learning) a prouve´ sa robustesse en terme de comparaison de
visages a` travers de nombreux articles de la litte´rature. Introduite par Nguyen et al. en 2010,
la me´thode consiste a` apprendre une mesure de similarite´ optimise´e pour la comparaison des
visages (Nguyen et Bai, 2010). L’avantage de cette me´thode est qu’elle s’accompagne d’une
re´duction importante de la dimensionnalite´, ce qui permet une classification rapide. Une revue
comple`te des re´sultats obtenus sur LFW est donne´e par Huang et al. (Huang et al., 2005).
2.2.3 Classification d’individus a` grande e´chelle
Le proble`me de la reconnaissance de visages est rarement formule´ en termes de classi-
fication (jusqu’a` pre´sent nous avons e´voque´ la taˆche de ve´rification). En 2011, Rim et Pal
proce`dent a` la classification des 50 identite´s correspondant aux individus posse´dant le plus
d’images dans LFW. Ils atteignent une pre´cision de 82% en ajoutant des donne´es bruite´es
issues de vide´os YouTube (Rim et Pal, 2011). En 2009, Guillomin et al. rapportent des re´sul-
tats concernant la classification de dix-sept sujets (Guillaumin et al., 2009). En 2011, Wolf
et al. s’inte´ressent a` un ensemble plus large de 610 individus. La classification est re´alise´e
au moyen d’une SVM multiclasse et la pre´cision atteinte est de l’ordre de 25%. En ajoutant
des donne´es additionnelles, ils atteignent un taux de 45% de pre´cision pour 100 sujets (Wolf
et al., 2011).
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2.2.4 Bases de donne´es, ordre de grandeur
Les re´sultats donne´s ci-apre`s sont a` prendre avec parcimonie. En effet, les performances
de´pendent tre`s largement du nombre de visages disponibles pour l’entraˆınement. Ainsi, Rim
et al. travaillent sur une base de donne´es dont chaque individu posse`de au moins 20 visages,
tandis que Wolf et al. utilisent beaucoup moins d’images d’entraˆınement, ce qui impacte bien
suˆr ne´gativement les performances.
Tableau 2.2 Bases de donne´es et re´sultats de re´fe´rence en reconnaissance de visages
Base de donnee Taˆche Nombre d’individus Etat de l’art Me´thode
LFW Verification - 90.5% AP Yin et al. (2011)
LFW Classification 50 82% prec. Rim et Pal (2011)
LFW Classification 100 24% prec. Wolf et al. (2011)
2.3 Recherche rapide du plus proche voisin
La recherche exacte et line´aire du plus proche voisin dans un espace X de cardinal n
et de dimension k peut eˆtre re´alise´e en O(n ∗ k) ope´rations e´le´mentaires. L’acce´le´ration de
la recherche du plus proche voisin via l’utilisation de structures de donne´es adapte´es est un
sujet de recherche qui occupe les chercheurs depuis des de´cennies. En 2004, Liu et al. dressent
un panorama des techniques de recherche approche´e du plus proche voisin applicables en
reconnaissance d’images (Liu et al., 2004a). Nous invitons le lecteur inte´resse´ a` consulter ce
document pour une revue exhaustive des techniques de recherche du plus proche voisin a`
grande e´chelle. Ici, nous pre´sentons trois structures de donne´es classiques pour la recherche
rapide du plus proche voisin dans un espace de grande dimension.
2.3.1 kd-arbres
Les kd-arbres sont des arbres binaires conc¸us pour la recherche rapide du plus proche
voisin dans un espace a` k dimensions, avec k > 1. Le principe de construction d’un kd-
arbre repose sur la partition successive de l’espace selon un hyperplan orthogonal a` l’une
des dimensions de l’espace dont l’e´quation est obtenue via une heuristique e´le´mentaire (point
me´diant). La complexite´ associe´e a` la construction de l’arbre est en O(n∗ log(n)), car chacun
des n points de X doit eˆtre place´ dans l’arbre selon une proce´dure en O(log(n)). La complexite´
de la proce´dure de recherche exacte du plus proche voisin de´pend, elle, de la distribution
des donne´es sous la distance de´finie sur X. En 1977, Lee et Wong (Lee et Wong, 1977)
montrent que la complexite´ au pire des cas de la recherche du plus proche voisin dans un
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kd-arbre e´quilibre´ est en O(kn1−
1
k ). On constate donc que la dimension a un impact majeur
sur la complexite´ de la proce´dure. Pour la recherche exacte du plus proche voisin, les kd-
arbres sont approprie´s pour les jeux de donne´es de petite dimension (k < 10). En 1999,
Maneewongvatana et Mount e´tudient la recherche approche´e du plus proche voisin dans les
kd-arbres (Maneewongvatana et Mount, 1999). Selon l’article, la complexite´ au pire des cas
pour une (1 + )-approximation du plus proche voisin est en O(log(n) + 1
k
). On note la`
encore l’impact ne´gatif de la dimension. Une analyse comple`te du comportement des kd-tree
est re´alise´e par A. W. Moore (Moore, 1991).
2.3.2 Arbres de me´triques
Les arbres me´triques (vp-arbres (Kunze et Weske (2010), Yianilos (1993)), M-arbres (Hou-
ten et al., 2005)) sont plus adapte´s aux espaces de grande dimension que les kd-arbres car
ils partitionnent l’espace en hypersphe`res centre´es sur un ou des points bien choisis, de sorte
qu’ils sont moins de´pendants de la dimension des vecteurs de l’espace.
Figure 2.1 Arbre me´trique (gauche) versus kd-arbre (droite)
L’e´valuation de la complexite´ the´orique de la recherche approche´e du plus proche voisin
dans un arbre me´trique est plus complexe que pour les kd-arbres et n’est pas aborde´e ici. En
pratique, ces arbres sont re´pute´s retrouver exactement le plus proche voisin d’une requeˆte plus
rapidement qu’un kd-arbre lorsque la dimension est e´leve´e. Ces structures sont, comme leur
nom l’indique, base´es sur la notion de me´trique en particulier sur l’hypothe`se que l’ine´galite´
triangulaire est ve´rifie´e par les e´le´ments de l’espace. Cette dernie`re proprie´te´ permet en effet
d’e´carter certaines branches de l’arbre lors de la recherche du plus proche voisin, et donc, de
minimiser le nombre de calculs de distance re´alise´s sur l’espace. Nous reviendrons sur cette
question au chapitre 4.3.
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Comme dans les kd-arbres, la recherche exacte du plus proche voisin dans un arbre me´-
trique repose sur un me´canisme de backtrack. Il s’agit de s’assurer que toutes les branches
pouvant potentiellement contenir le voisin de la requeˆte aient bien e´te´ explore´es. Les arbres
e´tendus (spill-trees) sont une variante des arbres me´triques permettant de minimiser le poids
de la proce´dure de backtrack. L’ide´e essentielle des spill-trees consiste a` rendre perme´able la
frontie`re entre les enfants d’un noeud. Ainsi, les points situe´s dans a une distance d < τ de
la frontie`re sont duplique´s dans les deux enfants du noeud. En proce´dant de la sorte, on peut
garantir une recherche approche´e du plus proche voisin dont l’erreur est borne´e et de´pend de
τ . Plus τ est e´leve´, plus le plus proche voisin retrouve´ dans la premie`re feuille est proche du
plus proche voisin exact. En pratique, τ doit eˆtre borne´ sous peine d’entrer dans un proces-
sus de construction infini. Les arbres e´tendus hybrides (Liu et al., 2004b) alternent entre des
ope´rateurs de scission perme´ables et imperme´ables, procurant un bon compromis pre´cision
complexite´ pour une recherche de´faitiste (dans la premie`re feuille trouve´e).
2.3.3 Arbres a` couverture ou cover-trees
L’arbre a` couverture, ou cover tree est une structure de donne´es hie´rarchique complexe
(Beygelzimer et al., 2006) conc¸ue pour les espaces de grande dimension dont la constante
d’expansion est limite´e. La complexite´ des ope´rations de routine pour un arbre a` couver-
ture de´pend des proprie´te´s de la me´trique de´finie sur l’espace. Ainsi, la construction est en
O(c6nlog(n)) et la recherche exacte du plus proche voisin, en O(c12log(n)), avec c la constante
d’expansion de la me´trique sur l’espace (Clarkson, 1997). c est de´finie comme le plus petit c
tel que :
∀p ∈ X, ∀r ≥ 0, |BX(p, 2r)| ≤ c|BX(p, r)| (2.2)
Le cover tree s’est expe´rimentalement re´ve´le´ propre a` acce´le´rer la recherche rapide du plus
proche voisin sur de nombreuses bases de donne´es d’images, dont IRIS et mnist.
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CHAPITRE 3
TECHNIQUES DE RECONNAISSANCE D’OBJETS ADAPTEES AUX
VIDEOS DE CONCERT
Aujourd’hui, la plupart des algorithmes de reconnaissance d’objets suivent une me´thodo-
logie en trois e´tapes : re´duction de la dimensionnalite´, encodage sous forme d’histogrammes
de mots visuels, et apprentissage d’un classificateur. Notre re´flexion s’articule donc naturel-
lement autour de ces trois jalons, que nous examinons en terme d’e´chelle, d’adaptation a` la
variabilite´ des contenus, et de prise en compte de l’arrie`re-plan des images. Ces trois aspects
conditionnent en effet la robustesse des me´thodes de reconnaissance d’objets applique´es aux
vide´os de concert, et plus largement, aux vide´os complexes. Dans une de´marche line´aire guide´e
par la me´thodologie standard en reconnaissance d’objet, nous examinons donc les me´thodes
a` la pointe envisageables dans le cadre du sce´nario qui nous inte´resse et proposons, le cas
e´che´ant, des pistes d’ame´lioration.
Re´duction de la dimensionnalite´. Dans la premie`re partie de ce chapitre, nous explorons
les strate´gies de re´duction de la dimensionnalite´ pour l’encodage des images. La constitu-
tion du vocabulaire visuel est une e´tape incontournable qui conditionne la dimension de la
repre´sentation des images en re´duisant l’ensemble des descripteurs locaux d’entraˆınement a`
un ensemble de re´fe´rence de petite taille. La complexite´ de ce processus de re´duction de´-
pendant du nombre de descripteurs d’entraˆınement, nous de´crivons des algorithmes rapides
pour la constitution d’un vocabulaire visuel a` grande e´chelle. Ce faisant, nous soulignons cer-
tains points cle´s du processus et proposons des pistes d’ame´lioration. D’un point de vue plus
the´orique, nous nous interrogeons : quelle est la taille approprie´e pour vocabulaire visuel en
classification d’objets ? Dans quelle mesure accroˆıtre la taille du vocabulaire visuel permet-il
d’ame´liorer la description d’une base de donne´es d’images ? Jusqu’a` quel point l’augmentation
de la dimensionnalite´ de la repre´sentation des images est-elle raisonnable ?
Encodage. Dans la seconde partie, nous e´tudions les me´thodes d’encodage des descrip-
teurs au moyen du vocabulaire visuel. Nous examinons les diffe´rentes strate´gies d’encodage
(binaire, relatif), et e´tudions leur complexite´. Dans un second temps, nous traitons le cas
critique des images avec arrie`re-plan (background clutter). Nous de´crivons les limites du pro-
cessus traditionnel d’encodage sous forme d’histogramme lorsque les images d’entraˆınement
consistent en des sce`nes complexes. Nous demandons alors : dans la mesure ou` le nombre
d’images sans arrie`re-plan est limite´ et incapable de repre´senter la variabilite´ intraclasse ne´-
cessaire a` l’apprentissage pour le contenu vide´o, comment tirer profit des images amateurs
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du Web pour l’entraˆınement des algorithmes ?
Classification. Enfin, dans la troisie`me partie, nous pre´sentons des me´thodes adapte´es a`
la classification a` grande e´chelle. Nous explorons en particulier les parame`tres cle´s qui condi-
tionnent les performances d’un classificateur par le plus proche voisin, que nous comparons
au standard des SVMs line´aires. Nous e´tudions les limites respectives de ces algorithmes et
proposons une me´thode originale en re´ponse aux questions suivantes : comment adapter les
SVMs a` des bases de donne´es multinomiales a` grande e´chelle ? Comment rendre plus robuste
un classificateur par le plus proche voisin sans pe´naliser outre mesure la complexite´ de la
phase d’entraˆınement et de classification ?
3.1 Re´duction de la dimensionnalite´
3.1.1 Position du proble`me
L’encodage sous forme de sacs de mots visuels implique de repre´senter la distribution des
s descripteurs SIFTs extraits sur les images d’entraˆınement par k << s vecteurs de meˆme
dimension qui sont repre´sentatifs de la distribution. Ces k vecteurs sont appele´s mots visuels.
Chaque descripteur SIFT extrait sur une image d’entraˆınement peut alors eˆtre indexe´ par
son voisin dans le corpus visuel constitue´. Dans le cadre de la me´thodologie standard en
reconnaissance d’objets, la proce´dure utilise´e pour le calcul de k vecteurs visuels est non
supervise´e.
Figure 3.1 Re´duction de la dimensionnalite´ a` l’aide de l’algorithme des k-moyennes (2D)
Formellement, e´tant donne´ un espace X = {x1, ...xn} constitue´ de n vecteurs (i.e. des-
cripteurs) de dimension d, k e´tant le nombre de clusters (i.e de mots visuels) a` constituer, il
s’agit d’identifier la position de k centres (cl1, .., clk) dans Rd qui minimisent la somme des
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erreurs de distorsion au carre´ (Residual Sum of Squared (RSS) errors) :
fRSS(cl1, ..clk) =
∑
j∈[1..k]
∑
xi∈Clj
‖xi − clj‖2 (3.1)
L’ensemble Clj correspond a` la cellule de Voronoi relative au centre clj, c’est a` dire a`
l’ensemble des vecteurs de X tel que leur plus proche voisin parmi les centres (cl1, .., clk) est
le centre clj.
La RSS est une fonction de k qui tend vers 0 quand k tend vers n (un point de X par
centre). La RSS ne permet donc d’optimiser une configuration de centres (cl1, ..., clk) que pour
k fixe´. Pour rendre l’optimisation inde´pendante de k, et ainsi, optimiser e´galement la taille
du vocabulaire, il est ne´cessaire d’ajouter a` la fonction objectif 3.1 un parame`tre pe´nalisant
la complexite´ du mode`le (soit le nombre de clusters k), par exemple :
f ′RSS = fRSS(cl1, ..clk) + λk. (3.2)
Le Crite`re d’Information d’Akaike (AIC) (e´quation (Drineas et al., 1974)), qui mesure
la cohe´rence d’un mode`le avec une distribution statistique, permet de formaliser cette ide´e.
Ainsi, selon l’AIC, le nombre optimal kopt de centres est donne´ par :
kopt = mink(−2L(k) + 2Q(k)). (3.3)
avec L(k) la log-probabilite´ maximale du mode`le a` k clusters, et Q(k) le nombre de
parame`tres inde´pendants du mode`le.
Applique´, a` l’algorithme des k-moyennes, l’AIC 3.3 est formule´ comme :
kopt = mink(RSS(cl1, ..clk) + 2dk), (3.4)
avec d la dimentionnalite´ des vecteurs de l’espace de recherche. Soit ici :
kopt = mink(RSS(cl1, ..clk) + 256k) (3.5)
En pratique, l’AIC repose sur des hypothe`ses fortes (inde´pendance) qui ne sont que par-
tiellement ve´rifie´es par une distribution de descripteurs SIFTs. Ce crite`re formel est donc peu
commode. Aussi, en pratique, k est-il de´termine´ empiriquement.
Par la suite et jusqu’a` nouvel ordre, la norme utilise´e est la norme euclidienne. Dans
ce contexte, pour k-fixe´, le proble`me de k-clustering optimal est NP-complet, meˆme avec
k = 2 (Drineas et al., 2004). Toutefois, des heuristiques permettent d’approximer l’optimum
en un temps raisonnable. La pratique la plus courante consiste a` utiliser l’heuristique des
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k-moyennes (explique´e plus bas) et a` pratiquer le clustering non supervise´ sur la distribution
des descripteurs locaux extraits des images d’entraˆınement. Cette strate´gie non supervise´e
constitue un bon compromis entre les strate´gies de quantification supervise´es (complexes), et
la strate´gie consistant a` choisir simplement une base d’encodage ale´atoire. Parmi les strate´gies
non supervise´es, l’algorithme des k-moyenne apparait comme l’un des meilleurs algorithmes
de re´duction de la dimensionnalite´ pour ce proble`me (Liu et al., 2004c).
Figure 3.2 Cellules de Voronoi (2D)
3.1.2 L’heuristique des k-moyennes
En matie`re de clustering non supervise´, l’algorithme des k-moyennes est sans conteste
l’heuristique la plus utilise´e. Elle vise a` minimiser la fonction objectif de´finie plus haut (e´qua-
tion 3.1). Nous rappelons ci-apre`s les grandes lignes de cet algorithme :
Initialisation initialisation de k centres (cl1, ..clk) dans X.
Mise a` jour tant que ∆(cl1, ...clk) > 0, assigner a` chaque centre les points de sa cellule
de Voronoi. Mettre a` jour la position de chaque centre comme le barycentre de sa cellule de
Voronoi courante.
La complexite´ de l’initialisation est en O(k ∗ d) : la position de chacun des k centres,
de dimension d, est choisie ale´atoirement. a` chaque ite´ration, la constitution des cellules de
Voronoi est l’e´tape plus couˆteuse : pour chaque vecteur x ∈ X, on cherche le centre voisin le
plus proche en O(d ∗ n ∗ k). La complexite´ de l’algorithme des k-moyennes sous sa forme la
plus e´le´mentaire est donc en O(d ∗ n ∗ k) par ite´ration.
Du point de vue the´orique, il est difficile d’anticiper le nombre d’ite´rations ne´cessaires
pour atteindre une position d’e´quilibre. Toutefois, Bengio et Bottou montrent que l’heuris-
tique des k-moyennes consiste exactement a` suivre le gradient de la RSS 3.1 (Bottou et
Bengio, 1995). Par conse´quent, les centres convergent rapidement vers une position d’e´qui-
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libre. Toutefois, cet e´quilibre local refle`te rarement la re´alite´ de la configuration optimale
globale. Aussi des approches ont-elles e´te´ introduites pour paˆlier au proble`me des minimums
locaux de l’algorithme des k-moyennes.
Figure 3.3 Exemple de minimum local dans le cadre de l’algorithme des k-moyennes
3.1.3 Me´thodes de´terministes versus approches randomise´es
Face a` l’insuffisance de l’heuristique des k-moyennes, des approches aussi diverses que les
heuristiques randomise´es, les algorithmes de´terministes approche´s, ou encore les re´seaux de
neurones ont e´te´ propose´s pour re´aliser le clustering d’un ensemble de donne´es.
Approches de´terministes. En 2000, J. Matousek introduit une proce´dure de discre´tisation
de l’espace permettant de rechercher la position optimale des centres dans un ensemble de
cardinal fini (Matousek, 2000). Les positions candidates sont obtenues en subdivisant l’espace
de manie`re a` construire des k-tuples de centres bien repartis (-re´partition) pour assurer une
limitation de l’erreur en . Une telle subdivision suivie d’une recherche exhaustive garantit une
(1+ )-approximation du sche´ma de clustering optimal. Malheureusement, cet ensemble croˆıt
en exponentiel de k, le nombre de centres. La me´thode est donc inapplicable pour k e´leve´.
Comme le souligne Matousek lui-meˆme, son e´tude re´sulte de motivations the´oriques plus
que pratiques (la complexite´ finale est en n ∗ log(n)k ∗ −2k2d, avec n le cardinal de l’espace
et d la dimension). Plus tard, Kanungo et al. parviennent a` exploiter l’ide´e de Matousek
pour dresser une liste raisonnable de centres candidats a` l’optimum, au prix d’une perte de
pre´cision (Kanungo et al., 2004). Ils montrent empiriquement que leur me´thode conduit a`
une ame´lioration des performances de l’algorithme des k-moyennes e´le´mentaire.
Heuristiques randomise´es. Les heuristiques randomise´es ne procurent pas de garantie
quant a` la pre´cision du re´sultat. Elles permettent ne´anmoins d’obtenir en un temps rai-
sonnable une configuration acceptable. En terme d’heuristique randomise´e a` ope´rateur de
recherche locale applique´ au proble`me des k-moyennes, on cite souvent la tentative recuit si-
mule´ de Shokri et al., qui obtiennent des re´sultats encourageants sur plusieurs jeux de donne´es
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(Selim et Alsultan, 1991). Toutefois, la proce´dure de discre´tisation de l’espace est bien trop
complexe pour les proble`mes de grande dimension. L’auteur propose en effet de discre´tiser
chaque dimension en s segments pour construire un ensemble discret de centres candidats.
Ce proce´de´ impose soit une perte de pre´cision conse´quente, soit un proble`me de complexite´
conside´rable. L’approche e´volutionniste de Painho et Bacao est e´galement limite´e aux petits
proble`mes (Painho et Bacao, 2000). De manie`re ge´ne´rale, pour des espaces de dimension e´le-
ve´e, l’espace de recherche des positions des centres est si vaste que les heuristiques a` ope´rateur
de recherche locale s’essouﬄent rapidement. En pratique, on renonce donc au calcul explicite
d’un voisinage. L’algorithme des k-moyennes de Lloyd correspondant a` une descente pure, on
se contente souvent de la re´pe´ter (descente avec relance) pour e´viter les minimums locaux.
Ici, nous proposons une me´thode d’identification de configurations critiques, permettant
d’ame´liorer la proce´dure de descente de l’algorithme des k-moyennes. En termes d’efficacite´,
notre me´thode de´passe signicativement la me´thode de Kanungo et al., sans porter pre´judice
a` la qualite´ du clustering.
3.1.4 Facteurs critiques
Initialisation des centres. Dans le cadre de l’algorithme des k-moyennes, l’initialisation de
la position des centres ne peut eˆtre re´alise´e ale´atoirement sous peine de ge´ne´rer des points
situe´s tre`s loin de la distribution des donne´es. On choisit donc en ge´ne´ral d’initialiser les
centres en utilisant des points existants, choisis ale´atoirement dans X. Toutefois, malgre´ cette
pre´caution, rien ne garantit que les centres soient re´gulie`rement distribue´s sur la distribution
a` estimer. Arthur et Vassilvitski proposent une proce´dure d’initialisation plus fine, qui permet
de paˆlier a` cet inconve´nient(Arthur et Vassilvitskii, 2006). Si D(x) est la plus petite distance
de x a l’un des centres deja choisis, on proce`de comme suit :
choisir cl1 = x ale´atoirement dans X.
pour i ∈ [1, k]
assignation : choisir cli = x
′, x’ choisi ale´atoirement dans X-x avec la probabilite´ D(x
′)2∑
x∈X−xD(x)2
On obtient alors une garantie sur le re´sultat (Arthur et Vassilvitskii, 2006) en O(log(k))
du clustering optimal. Sous cette forme, l’algorithme est commune´ment appele´ kmeans++.
Poids des clusters. Le poids relatif des clusters constitue un autre facteur critique que le
bon sens sugge`re de controˆler (bien que ceci puisse pe´naliser l’optimum dans des configurations
extreˆmes). Une configuration proble´matique patente dans le cadre des k-moyennes consiste
en effet en un centre accapare´ par quelques points situe´s loin du reste de la distribution.
Une heuristique raisonnable consiste donc a` encadrer le poids des clusters, pour garantir
une bonne re´partition des centres sur la distribution des donne´es. Si la RSS (e´quation 3.1)
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s’en trouve e´ventuellement pe´nalise´e, dans le contexte de la constitution d’un vocabulaire,
cette exception est peu geˆnante puisqu’on ne souhaite pas prendre en compte les descripteurs
SIFTs isole´s.
3.1.5 Notre imple´mentation
Volet non hie´rarchique
Initialisation. L’initialisation est re´alise´e selon la strate´gie propose´e par Arthur et Vas-
silvitskii Dans la mesure ou` nous choisissons k << d, la pression se´lective impose´e sur les
centres reste faible et l’accroˆıssement de la complexite´ du a` ce changement est ne´gligeable.
L’initialisation des centres reste en O(k ∗ d).
Mise a` jour des positions des centres. Comme dans l’algorithme des k-moyennes classiques,
a` chaque ite´ration, les centres se voient associer les points contenus dans leur cellule de
Voronoi. Suite a` la mise a` jour de la position des centres, on calcule alors le mouvement
cumule´ (∆m =
∑
j
∥∥clpreviousj − clnewj ∥∥), qui sert de crite`re d’arreˆt.
Re´e´quilibrage. Nous avons de´ja` e´voque´ le cas critique d’un cluster tre`s compact constitue´
de quelques centres. Trivialement, la pre´sence de petits clusters implique que les clusters
restants sont relativement lourds. Les petits clusters correspondent a` des de´tails de la distri-
bution, rendu trop pre´cise´ment au de´pend de la re´alite´ globale.
Une strate´gie na¨ıve pour pre´venir cette configuration consiste a` imposer une borne infe´-
rieure au poids des clusters :
∀j, w(Clj) < s (3.6)
Si les donne´es sont re´gulie`rement re´parties dans l’espace, ce type de limitation est sus-
ceptible d’ame´liorer les re´sultats obtenus par l’algorithme de Lloyd e´le´mentaire. Toutefois,
la distribution des descripteurs SIFTs extraits sur des images est rarement re´gulie`re. Au
contraire, on observe notamment des clusters tre`s denses, constitue´s des descripteurs tre`s
fre´quents (faible courbure, coins, textures re´currentes). Attribuer trop de centres a` de tels
descripteurs revient a` attribuer deux mots visuels diffe´rents a` des e´le´ments peu informatifs,
car trop fre´quents dans la distribution. La discrimination par le poids n’est donc pas une
heuristique satisfaisante.
On de´fini donc la RSS par e´le´ment :
r(Clj) =
fRSS(Clj)
w(Clj)
, (3.7)
avec w(Clj) le poids (nombre d’e´le´ments) du cluster Clj,
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Figure 3.4 Limites de la discrimination par le poids des clusters
A l’inverse du poids, la RSS par e´le´ment permet de distinguer les clusters selon leur
compacite´. Aussi, proposons nous de de´tecter les clusters critiques ve´rifiant :
r(Cli) > τ ∗minj(r(Clj)), j ∈ J , w(Clj) > s (3.8)
avec s << n. Le centre i est alors re´injecte´ dans le cluster j’ avec la probabilite´ P (r(Clj′)) :
P (r(Clj′)) =
(r(Clj′)− τp)2
(r(Cljmin)− r(Cljmax))2 (3.9)
On prendra par exemple : τp = 0.5 ∗ (r(Cljmin)− r(Cljmax)).
Volet hie´rarchique
Jusqu’a` pre´sent nous n’avons pas discute´ de la complexite´ de notre imple´mentation et de
son aptitude a` s’adapter aux grands jeux de donne´es. Le goulot d’e´tranglement dans la mise
en oeuvre de l’algorithme des k-moyennes correspond a` l’assignation de chacun des vecteurs
x de X a` son centre le plus proche (O(n ∗ k ∗ d)).
Re´cemment, de nombreux articles (Kanungo et al. (2004)), ont fait re´fe´rence a` l’utilisation
d’un kd-arbre pour le calcul du contenu des cellules de Voronoi de chaque centre. Ainsi,
l’algorithme de Kanungo et al. repose sur la construction d’un kd-arbre sur les points de X. a`
chaque ite´ration, la recherche du plus proche voisin de chaque point est re´alise´e en propageant
dans l’arbre une liste de centres candidats. Cet algorithme, dit de filtrage, permet d’acce´le´rer
sensiblement le calcul de l’e´tape la plus lourde de l’algorithme des k-moyennes.
Quitte a` utiliser une structure arborescente, nous pre´fe´rons utiliser, a` l’instar de Mikola-
jczyk et Nister (Mikolajczyk (2006), Nister et Stewenius (2006)), une approche hie´rarchique
de clustering. La proce´dure consiste a` construire un p-arbre en proce´dant a` une division
re´cursive des noeuds via l’algorithme des k-moyennes (avec p = k).
Quelle que soit l’heuristique utilise´e pour la scission des noeuds, du fait de l’imperfection
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ine´luctable du partitionnement de l’espace a` chaque noeud, le recours a` une structure hie´rar-
chique entraˆıne des impre´cisions importantes lors de la recherche du plus proche voisin (voire
paragraphe 2.3).
Deux strate´gies e´le´mentaires permettent de reme´dier a` cette situation : l’utilisation d’un
facteur de partitionnement plus e´leve´ ou le recours a` la notion d’appartenance floue pour les
points ambigus (approche fuzzy c-means, ou dans une optique plus structurelle, spill trees).
Ici, nous mettons en place une proce´dure de partitionnement a` p variable afin de minimiser
l’erreur commise lors des premie`res partitions, sans pe´naliser la complexite´ outre mesure.
Nous montrons, comme le soulignent Schindler et al., qu’en utilisant un facteur de parti-
tionnement suffisamment grand au de´part, on peut re´duire conside´rablement l’impre´cision
commise (G. Schindler, 2007).
Comme le soulignent Philbin et al., le processus hie´rarchique permet d’acce´le´rer forte-
ment la proce´dure horizontale (Philbin et al., 2007). La construction d’un arbre e´quilibre de
profondeur l, avec un facteur de partitionnement p, est en :
O(
∑
i∈1..l
n
pi
∗ d ∗ p ∗ pi) (3.10)
Or, si l’arbre est e´quilibre´, k e´tant le nombre de feuilles obtenues au terme du processus :
l = log(
k
p
). (3.11)
D’ou` :
∑
i∈1..l
n ∗ d ∗ p = log(k
p
) ∗ n ∗ d ∗ p. (3.12)
Finalement, la complexite´ de la proce´dure est en :
O(n ∗ d ∗ p ∗ log(k
p
)) << O(n ∗ k ∗ d) (3.13)
3.1.6 Re´sultats expe´rimentaux et discussion
Re´sultats expe´rimentaux
Nous avons de´ja` mentionne´ a` plusieurs reprises la librairie de Kanungo et al. (Kanungo
et al., 2004). 1Elle constitue notre base de comparaison expe´rimentale. Ci-apre`s, nous pre´sen-
tons les re´sultats obtenus. La qualite´ du clustering est mesure´e au moyen de la RSS (e´quation
3.7), qui mesure l’erreur commise par e´le´ment.
1. http ://www.cs.umd.edu/mount/Projects/KMeans/
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Tableau 3.1 Construction d’un vocabulaire visuel : proce´dure de recherche locale de Kanungo
et al. versus notre imple´mentation (RSSBFLAT), applique´e a` GoogleDB (184k descr., 128
dim)
Base de donne´e methode numClusters NbIterMax RSS par e´le´ment (.104) t(s)
GoogleDB RSSBFLAT 100 300 7.49 108
GoogleDB Kanungo et al. 100 300 7.43 4122
GoogleDB RSSBFLAT 500 300 6.36 123
GoogleDB Kanungo et al. 500 300 6.11 7187
GoogleDB RSSBFLAT 1000 300 2.98 582
GoogleDB Kanungo et al. 1000 300 5.62 18650
GoogleDB RSSBFLAT 2500 300 2.79 979
Tableau 3.2 Construction d’un vocabulaire visuel : YoutubeDB (889k*128)
Base de donne´e methode numClusters NbIterMax RSS par e´le´ment (∗104) t(s)
YoutubeDB RSSBFLAT 100 300 8.78 904
YoutubeDB Kanungo et al. 100 300 8.65 11200
YoutubeDB RSSBFLAT 500 300 1.58 1027
YoutubeDB Kanungo et al. 500 300 7.56 44750
YoutubeDB RSSBFLAT 1000 300 0.8 2567
YoutubeDB Kanungo et al. 1000 300 - > 8h
Tableau 3.3 Construction d’un vocabulaire visuel : PascalDB (1.9M*128)
Base de donne´e methode numClusters NbIterMax RSS par e´le´ment (.104) t(s)
PascalDB RSSBFLAT 100 300 18.2 7124
PascalDB RSSBFLAT 500 300 15.8 8318
PascalDB RSSBFLAT 1000 300 6.46 9456
PascalDB RSSBFLAT 5000 300 0.42 9242
Sur notre plus petite base de donne´es, GoogleDB (Tableau 3.1), l’algorithme de Kanungo
et al. obtient une RSS le´ge`rement infe´rieure, pour un temps d’exe´cution largement supe´rieur.
Cette tendance se ve´rifie sur la base de donne´es YouTubeDB (Tableau 3.2) pour 100 centres.
Cependant, a` 500 centres, notre algorithme de´passe celui de Kanungo et al. en pre´cision.
Enfin, sur la base de donne´es PascalDB (Tableau 3.3), le temps d’exe´cution de l’algorithme
de Kanungo et al. est trop e´leve´ pour eˆtre utilise´ en pratique, tandis que notre algorithme
procure un re´sultat raisonnable en moins de trois heures.
Nous abordons a` pre´sent l’e´valuation de notre proce´dure hie´rarchique. Au paragraphe
pre´ce´dent (3.1.5), nous avons souligne´ l’avantage d’un arbre a` facteur de partition p variable.
Le tableau 3.4 compare la RSS obtenue avec un facteur de partitionnement (p) fixe a` la RSS
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obtenue avec un p variable de´croissant. Nous montrons empiriquement que l’utilisation d’un
p dynamique de´croissant permet d’ame´liorer la pre´cision du sche´ma de clustering obtenu.
Tableau 3.4 Clustering hie´rarchique, influence d’un facteur de partitionnement dynamique,
GoogleDB (884k*128)
Base de donne´e p profondeur (l) pl RSS ∗(104) t(s)
GoogleDB 50 2 2500 0.69 1602
GoogleDB 100-25 2 2500 0.56 6810
GoogleDB 20 3 8000 0.38 1061
GoogleDB 100-80 3 8000 0.22 2658
Nous appliquons a` pre´sent, tableau 3.5, la strate´gie de clustering hie´rarchique aux bases
de donne´es YoutubeDB et PascalDB. Il est inte´ressant de noter que la position du point
d’inflexion de la courbe RSS par e´le´ment-nombre de clusters semble se situer entre 1000
et 10,000 descripteurs pour PascalDB comme pour GoogleDB, bien que le ratio n/|c| (n le
nombre de descripteurs, |c| nombre de classes), soit fondamentalement diffe´rent.
Tableau 3.5 Clustering hie´rarchique, vocabulaires hie´rarchiques, GoogleDB (884k*128)
Base de donne´e p l nbDescr % Nd RSS ∗(104) t(s)
GoogleDB 100-100 2 10000 7 - 4197
GoogleDB 100-75 2 7500 5 0.23 4011
GoogleDB 100-50 2 5000 2.5 0.56 2860
GoogleDB 100-25 2 2500 1 0.71 2571
PascalDB 100-50 2 5000 0.25 0.33 53589
PascalDB 200-50 2 10000 0.5 0.26 71782
PascalDB 200-100 2 20000 1 0.17 75535
PascalDB 200-200 2 40000 2 - 60958
PascalDB 100-50-20 3 100000 5 - 34987
Discussion et conclusion partielle
La construction d’un vocabulaire visuel est une e´tape cle´ de la proce´dure d’apprentissage
en traitement d’images. Elle constitue l’un des goulots d’e´tranglement du processus lors du
traitement de bases de donne´es a` grande e´chelle. De plus, les choix re´alise´s a` ce stade en terme
de dimensionnalite´ impactent les e´tapes suivantes, lors du choix d’une strate´gie d’encodage
et d’un algorithme de classification. En effet, opter pour un vocabulaire de tre`s grande taille
limite la complexite´ des algorithmes utilise´s par la suite. Aussi, est-il le´gitime de s’interroger
quant a` la taille approprie´e d’un vocabulaire visuel.
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Figure 3.5 RSS par e´le´ment (gauche : GoogleDB, droite : PascalDB)
Obj1.1.i : Mettre en e´vidence un crite`re the´orique permettant de justifier le
choix de l’e´chelle des vocabulaires visuels.
En ce qui concerne la taille du vocabulaire, nous avons montre´ empiriquement que la
diminution de la RSS par e´le´ment (e´quation 3.7) n’est pas line´aire en fonction de la taille
du vocabulaire. Il semble plutoˆt qu’a` partir d’un certain point, l’ajout de nouveaux centres
n’ame´liore pas beaucoup la description de la distribution. Pour choisir la taille du vocabulaire
visuel, on pourra opter pour le point d’inflexion de la courbe de la RSS par e´le´ment.
Obj1.1.ii : Proposer des solutions pour la construction de vocabulaires visuels
sur des bases de donne´es a` grande e´chelle.
Dans ce paragraphe, nous avons imple´mente´ une me´thode capable de re´aliser un k-
clustering non supervise´ de´passant les performances de la librairie de Kanungo et al. La
complexite´ de notre me´thode (RSSBFLAT) est en O(n ∗ k ∗ d). En pratique, cette me´thode
est applicable au proble`me de k-clustering pour k << n. Nous avons e´galement propose´ des
solutions pour le proble`me de k-clustering pour des k plus e´leve´s, reposant sur une proce´dure
hie´rarchique. La complexite´ de la proce´dure est alors en O(n ∗ d ∗ p ∗ log(k
p
)) << O(n ∗ k ∗ d)
pour k >> 100. Nous avons alors souligne´ l’avantage que l’on peut tirer de l’utilisation d’un
facteur de partitionnement dynamique de´croissant dans le cadre du clustering hie´rarchique.
3.2 Encodage des images
3.2.1 Panorama des me´thodes d’encodage des images au moyen d’un vocabu-
laire visuel
L’encodage d’une image sous forme d’un histogramme de mots visuels (les centres de´finis
plus haut) permet de re´duire la dimension de la repre´sentation d’une image, modulo une
importante perte d’information. L’e´tude mene´e en 3.1 souligne que l’accroissement de la
taille du vocabulaire visuel ne permet pas de re´duire la perte de pre´cision due a` l’encodage en
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histogrammes de mots visuels. Dans ce paragraphe, nous passons en revue diverses strate´gies
d’encodage des images au moyen d’un vocabulaire visuel. Nous examinons leur portabilite´
vers la grande e´chelle et leur impact sur la fide´lite´ de la repre´sentation des images.
L’encodage binaire constitue le standard en terme d’encodage d’image sous forme de
sacs de mots visuels. Il s’agit simplement d’associer chaque descripteur a` son plus proche
voisin dans le vocabulaire visuel. Un histogramme de la taille du vocabulaire est constitue´ en
comptant pour chaque mot visuel le nombre de descripteurs voisins contenus dans une image.
Cette proce´dure peut eˆtre re´alise´e en O(n ∗m ∗ d), avec n = ‖X‖ le nombre de descripteurs,
m la taille du vocabulaire visuel, et d la dimension des vecteurs de X. Cette repre´sentation
souffre de plusieurs manquements (Figure 3.6), ce qui a conduit les chercheurs a` e´laborer des
me´thodes plus fines d’encodage.
Figure 3.6 Ambiguite´ de l’approche d’encodage binaire par mots visuels [41]. Les points rouges
repre´sentent les mots visuels issus de la proce´dure de clustering. Le triangle jaune illustre un
descripteur bien encode´ par le vocabulaire. Le carre´ vert et le losange bleu repre´sentent deux
situations critiques ou` les descripteurs sont mal repre´sente´s.
Gemert, Veenman, Smeulders et Geusebroek comparent plusieurs strate´gies d’encodage
des descripteurs base´es sur la notion de soft-encoding (Figure 3.7, (van Gemert et al., 2010)).
Ils mettent notamment en e´vidence le cas critique des descripteurs peu probables (descripteurs
loins de tous les mots du vocabulaire visuel), et le cas critique des descripteurs ambigus
(descripteur a` mi-chemin entre deux mots du vocabulaire visuel). Afin de reme´dier a` ces
deux e´cueils de la repre´sentation binaire, ils proposent trois me´thodes base´es sur l’encodage
des descripteurs SIFTs au moyen de plusieurs mots visuels, en prenant en compte la distance
respective du descripteur a` chacun des e´le´ments du vocabulaire.
Dans la meˆme optique, l’approche des mots visuels flous(Bouachir et al. (2009)) est base´e
sur la fonction d’appartenance introduite dans le cadre des FuzzyC-Means par Bezdeck (Bez-
dek, 1981). Plutoˆt que de repre´senter un descripteur via une association binaire a` un mot du
corpus, on le mode´lise par son degre´ d’appartenance a` ses cellules de Voronoi voisines :
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Figure 3.7 Strate´gies d’encodage (van Gemert et al., 2010). De gauche a` droite et de haut en
bas l’encodage binaire, l’encodage de l’incertitude (codebook uncertainety), l’encodage de la
plausibilite´ (codebook plausibility), et l’encodage par noyau (kernel codebook)
hij =
1∑
m∈1,k(
‖xi−vj‖
‖xi−vm‖)
2
f−1
(3.14)
avec hij la composante associe´e au mot visuel j pour le descripteur xi, (v1, .., vk) e´tant les
k centres les plus proches de de xi dans le corpus visuel.
Dans une optique plus formelle, des strate´gies d’optimisation ont e´te´ mise en oeuvre
pour ame´liorer l’encodage des descripteurs SIFTs au moyen d’un vocabulaire visuel. Pour
comprendre ces approches, il s’agit de remarquer que la strate´gie d’encodage binaire des
descripteurs via un vocabulaire visuel peut eˆtre formule´e comme un proble`me d’optimisation
sous contraintes. Ainsi, si on note ci l’histogramme associe´ au descripteur xi, B la matrice
dont les colonnes repre´sentent les mots du vocabulaire, optimiser ci revient a` estimer
2 :
min
c
∑
‖xi −Bci‖2 s.c. ‖ci‖0 = 1et ‖ci‖1 = 1. (3.15)
Dans le cadre du LLC (Locally constrained Linear Coding (Wang et al., 2010)), le pro-
ble`me est alors relaxe´ en :
min
c
∑
‖xi −Bci‖2 + λ ‖di  ci‖2 s.c. 1′ci = 1, avec di = exp(dist(xi, B)
σ
) (3.16)
Cette formulation assouplit les contraintes sur l’assignation des descripteurs aux mots du
corpus, en autorisant l’utilisation de plusieurs mots pour maximiser la pre´cision de l’encodage
(composante ‖xi −Bci‖2). La distance du descripteur a` chaque mot utilise´ agit, elle, comme
2. pour faciliter la lecture, 1 est ici tantoˆt l’identite´ vectorielle tantot l’identite´ matricielle
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une pe´nalite´ sur la fonction objectif (composante λ ‖di  ci‖2). Ainsi formule´, le proble`me
peut eˆtre re´solu de fac¸on analytique :
(Ci + λ ∗ diag(d)) ∗ vi = 1 (3.17)
Avec :
ci =
vi
‖vi‖ , et Ci = (Bk − 1X
′
i)(Bk − 1X ′i)′, di = exp(
dist(xi, B)
σ
) (3.18)
La complexite´ de la proce´dure est alors en O(mi∈[2,3]) pour chaque descripteur, du fait
de l’inversion de (Ci + λ ∗ diag(d)), avec m est la taille du vocabulaire visuel (i = 3 avec
Gauss-Jordan, et de manie`re ge´ne´rale i > 2). Cette valeur est trop importante pour un usage
du proce´de´ a` grande e´chelle. Cependant, comme le sugge`rent Wang et al., on peut appliquer
une version alle´ge´e du LLC en ne conside´rant que les k mots voisins (Wang et al., 2010) :
min
C
∑
‖xi − ci ∗Bk‖2 avec, 1′ci = 1 (3.19)
Bk est la matrice de k colonnes constitue´e des k voisins de xi. La complexite´ est alors en
O(n ∗ k2) par descripteur, avec k << m.
L’alternative a ce type d’encodage compact consiste a` utiliser une repre´sentation appele´e
vecteur de Fisher, introduite par Perronnin et al. (2010). Pour un vecteur de Fisher, la
dimension de la repre´sentation des images est de l’ordre de plusieurs centaines de milliers de
dimensions. Dans ce dernier cas de figure, il est ne´cessaire d’avoir recours a` des techniques
avance´es de compression et d’indexation (LSH et variantes).
3.2.2 Encodage d’images avec arrie`re-plan
Position du proble`me
Si l’on souhaite obtenir un nombre conse´quent d’images d’entraˆınement de manie`re auto-
matise´e, il est ne´cessaire de tenir compte du fait que les images sont susceptibles de pre´senter
l’objet dans un contexte parasitaire. Or, la pre´sence d’arrie`re-plan nuit a` l’apprentissage
du fait du phe´nome`ne d’achalandage d’histogramme (background clutter). S’il est possible
d’obtenir des images sans arrie`re-plan (PNGs) en re´alisant un filtrage sur Google, celles-ci
viennent en nombre limite´. De plus, la robustesse d’une proce´dure d’apprentissage de´pend
fortement de la ressemblance des images d’entraˆınement aux images de test. En particulier, la
base de donne´e d’apprentissage doit eˆtre repre´sentative de la diversite´ intraclasse des objets
d’inte´reˆt. Par exemple, les exemplaires de la base de donne´es de´die´e a` la reconnaissance de
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guitares doit contenir des manches de guitare, des corps de guitare, et pre´senter les guitares
aux mains d’un musicien, les doigts occludant les cordes.
Figure 3.8 Choisir une bonne base de donne´es d’apprentissage (haut-gauche : image inconnue,
haut-droite : PNG, bas-gauche : image issue d’image-net, bas-droite : bon exemplaire pour
l’apprentissage)
Les techniques d’encodage de´crites en 3.2.1 sont toutes sensibles au phe´nome`ne d’acha-
landage d’histogramme. L’apprentissage d’un classificateur sur des images de type image-net
encode´es sous forme de mots visuel est pe´nalise´ par la pre´sence d’un ensemble parfois conse´-
quent de descripteurs n’appartenant pas a` l’objet d’inte´reˆt. De meˆme, au moment du test,
si l’objet occupe un espace tre`s re´duit sur l’image, il est peu probable qu’il soit de´tecte´.
Par ailleurs, lorsque la frontie`re entre deux classes est tre`s fine (ex : trompette, saxophone),
la diffe´rence entre les deux classes est susceptible de devenir ne´gligeable par rapport aux
phe´nome`nes parasitaires dus a` l’arrie`re-plan.
En de´tection d’objets (i.e lorsque la position de l’objet doit eˆtre de´tecte´e), les images
d’entraˆınement sont assorties d’une boˆıte englobant l’objet. Malheureusement, l’estimation
manuelle des boˆıtes englobantes est un processus couˆteux, non adapte´ aux bases de donne´es
a` grande e´chelle. Dans la suite de ce paragraphe, nous nous attachons a` concevoir une me´-
thode automatise´e d’estimation de boˆıtes englobantes, permettant de se´parer sur les images
d’entraˆınement les zones recouvrant l’objet et les zones contenant de l’arrie`re-plan.
Analyse d’images par re´gion
La premie`re intuition lorsqu’on recherche a` re´soudre le proble`me d’achalandage d’histo-
gramme consiste a` se tourner vers les me´thodes de segmentation. Re´cemment, des re´sultats
tre`s encourageants ont e´te´ obtenus dans ce domaine. Notamment, Bach et Ponce marient une
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approche de clustering discriminant (classification) et une approche de coupure normalise´e
(segmentation), pour segmenter des images a` partir d’un e´tiquetage faible (sans boˆıte englo-
bante) (Bach et Ponce, 2010). Leur me´thode tire partie des points communs des images d’une
meˆme classe pour guider la proce´dure traditionnelle de coupure normalise´e (normalized cut).
On parle de cosegmentation. Toutefois, le travail s’effectue au niveau des super pixels et la
complexite´ de la proce´dure est en O(s2), s e´tant le nombre de superpixels. En 2012, Xing
et Kim (Kim et Xing, 2012) soulignent que la segmentation donne lieu a` l’identification de
re´gions connexes, ce qui n’est pas approprie´ dans le cadre d’une proce´dure d’apprentissage
en classification.
Les techniques de de´tection d’objet ou de classification fine sont plus a` meˆme de re´pondre
au proble`me qui nous inte´resse ici. Ainsi, notre proce´dure se rapproche plus des travaux
de Kim et Torralba en 2006 (Kim et Torralba, 2006), de Yao et al. en 2011 (Yao et al.,
2011a) ou de Jia, Huan et Darrell en 2012 (Jia et al., 2012). L’ide´e directrice de ces tra-
vaux consiste a` apprendre les zones pertinentes pour la classification dans une image. Jia,
Huan et Darrell obtiennent l’e´tat de l’art sur la base de donne´es CIFAR-10 en 2012. Ils
expliquent que la technique d’encodage standard n’est pas adapte´e aux images naturelles
(natural images), c’est-a`-dire les images avec une quantite´ conside´rable d’arrie`re-plans. Ils
proposent alors d’apprendre conjointement les re´gions pertinentes d’une image et un classi-
ficateur line´aire d’objets. Ils soulignent e´galement que cette analyse fine permet d’utiliser un
vocabulaire plus restreint sans de´grader les performances. Plus pre´cise´ment, leur proce´dure
consiste a` segmenter l’image en un ensemble de re´gions R = (R1, .., RM) (ensembles de pixels)
et a` maximiser la probabilite´ du jeu de donne´es d’entrainement (X, Y ) (X les images, Y les
e´tiquettes associe´es) obtenue via un classificateur line´aire entraˆıne´ sur ces re´gions :
minc,R,θ
1
N
∑
n=1:N
L(f(xn, θ), yn) + λReg(θ) (3.20)
avec xni = op(A
ci
n,Ri
), y = f(x, θ), Acin,Ri l’activation du mot visuel ci dans la region Ri, op
un ope´rateur de lissage (moyenne) sur la re´gion pour l’image n. La formulation du proble`me
est e´le´gante, cependant, sous ses abords se´duisants (convexite´), la fonction objectif (e´quation
3.20) est impraticable a` grande e´chelle.
La de´marche propose´e par Torralba et al. est moins laborieuse. Elle consiste a` raffiner
ite´rativement la de´finition de la re´gion d’inte´reˆt pour chaque image. Ainsi, au de´but du
processus, toutes les images ont un score e´gal et constitue H, l’ensemble d’images de re´fe´rence.
Ensuite, a` chaque ite´ration i, les re´gions pre´sentant le plus de ressemblance avec Hi sont
se´lectionne´es et constituent le nouvel ensemble de re´fe´rence Hi+1. Au terme du processus,
des re´gions pertinentes pour la classification sont identifie´es sur chaque image. Les re´sultats
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obtenus sont de l’ordre de l’e´tat de l’art en 2006 en de´tection sur trois objets de la base de
donne´es.
Figure 3.9 Se´lection de zones discriminantes dans une image (Yao et al., 2011a)
Enfin, la de´marche de Yao et al. en 2011 consiste a` identifier les zones d’inte´reˆt dans
une image en ge´ne´rant un ensemble de re´gions d’inte´reˆt et en notant chaque re´gion par sa
similarite´ avec les autres re´gions de la meˆme classe d’image. La proce´dure pre´sente´e dans (Yao
et al., 2011a) est optimise´e pour la reconnaissance d’images pre´sentant des diffe´rences subtiles
(deux races d’oiseaux). La classification est re´alise´e au moyen de SVMs line´aires, combine´s
selon une fonction objectif visant a` en minimiser la corre´lation. La de´marche est motive´e par le
fait qu’un seul SVM est peu susceptible d’apprendre une frontie`re suffisamment pre´cise entre
des classes tre`s semblables, notamment en pre´sence de re´gions fortes relativement diffe´rentes
pour chaque classe (pour les oiseaux, le bec, les pattes).
Dans un autre article publie´ en 2011, Yao et al proposent de re´aliser la classification des
re´gions informatives au moyen d’une foreˆt randomise´e (Yao et al., 2011b) d’arbres de de´cision
discriminatifs. Un arbre de de´cision discriminatif diffe`re d’un arbre de de´cision classique par
le mode de la scission des noeuds. Dans un arbre classique, les noeuds sont se´pare´s selon une
heuristique (me´diane, information gain) faible. Dans un arbre de de´cision discriminatif, les
noeuds sont se´pare´s au moyen d’un classificateur fort (pour nous et Yao. et al., une SVM).
Nous reviendrons plus en de´tail sur cet article en section 3.3 concernant la classification.
3.2.3 Strategie propose´e
L’objet de la proce´dure de´crite ici est d’identifier sur une image d’entraˆınement annote´e
avec la classe cj ∈ C = (c1, ..., cNc) (annotation faible) quelles sont les zones informatives pour
la classification (zones contenant l’objet) et quelles sont les zones qui peuvent eˆtre ne´glige´es.
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En d’autres termes, nous essayons d’estimer automatiquement la boˆıte englobante d’un objet.
Figure 3.10 Subdivision de l’image
Subdivision de l’image. L’image est de´coupe´e selon plusieurs grilles re´gulie`res de pas de´-
croissant. Pour chaque cellule de ces grilles (ou re´gion), on construit un histogramme de mots
visuels selon la proce´dure d’encodage LLC de´crite plus haut (e´quation 3.19). Certaines de
ces re´gions contiennent l’objet ou une partie de l’objet d’inte´reˆt, certaines ne contiennent pas
l’objet. Par la suite, nous notons Hi = (hi1, ...hiRi) l’ensemble des Ri histogrammes associe´s
aux re´gions de l’image i. En pratique, la construction des histogrammes est optimise´e en cal-
culant d’abord les histogrammes associe´s aux re´gions de petite taille, dont les contributions
sont additionne´es pour former les histogrammes des re´gions plus vastes.
Identification des zones pertinentes d’une image. Notre strate´gie pour la se´lection de re´-
gions pertinentes consiste a` proce´der au clustering hie´rarchique des re´gions extraites sur les
images d’entrainement H = ∪i∈(hi1,...hiRi )Hi. La motivation de cette de´marche est de faire en
sorte que les re´gions visuellement similaires se regroupent en amas. Les re´gions informatives
pour une classe d’objets se trouvent alors dans des clusters purs (clusters compose´s en ma-
jorite´ d’une seule classe d’objet), tandis que les re´gions non signifiantes sont situe´es dans des
clusters disparates.
Nous formalisons a` pre´sent l’intuition expose´e plus haut. On note w1, ...wk les clusters
forme´s sur H. NH est le nombre total de re´gions, Nc le nombre de classes, |ci| le cardinal de
la classe ci et |wi| le cardinal du cluster i. Comment e´valuer la pertinence d’une re´gion d’une
image donne´e e´tant donne´ un arbre de clusters ?
Nous proposons ici d’utiliser la notion de gain d’information mutuelle. Expliquons pour-
quoi. e´tant donne´ un arbre de re´gions e´tiquete´es, il s’agit d’attribuer a` chaque re´gion un
indicateur de pertinence. Pour ce faire, nous nous proposons comme Yao et al d’utiliser la
ressemblance de cette re´gion aux images de la meˆme classe. En terme de clustering, cela
signifie que la re´gion appartient a` un cluster compose´ de nombreuses re´gions de sa classe (les
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Figure 3.11 Se´lection de zones discriminantes
manches de guitare, les cle´s d’accord, les cymbales). On peu donc se re´fe´rer a` la purete´ de la
feuille finale dans l’arbre des clusters :
purwjci =
‖wj ∩ ci‖
‖wj‖ (3.21)
Toutefois, cet indicateur est insuffisant, car, si l’on pousse la proce´dure de scission de
l’espace a` l’extreˆme, on obtient des feuilles e´ventuellement unitaires, dont la purete´ n’est pas
signifiante. Il s’agit donc de prendre e´galement en compte la repre´sentativite´ d’un cluster
vis-a`-vis d’une classe donne´e.
rwc =
‖w ∩ c‖
‖c‖ (3.22)
Le crite`re d’information mutuelle (e´quation 3.23) traduit l’intuition que l’on a de recourir
a` un compromis entre ces deux mesures :
IG(w, c) = P (c, w)log
(
P (c, w)
P (c)P (w)
)
=
‖w ∩ c‖
N
log
(
N‖w ∩ c‖
‖w‖‖c‖
)
, (3.23)
ou` :
‖w ∩ c‖
N
mesure la repre´sentativite´, (3.24)
et
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w ∩ c
w
mesure la purete´. (3.25)
Enfin,
c
N
repre´sente la probabilite´ de la classe c. (3.26)
Une re´gion hi se voit alors attribuer le score maximal parmi les clusters situe´s sur sa
trajectoire Thi de la racine de l’arbre de clusters vers la feuille que la re´gion occupe au terme
de la construction de l’arbre. Ainsi, on calculera dynamiquement le score sc(hi, c) (IG) associe´
a` la re´gion hi de la classe c comme :
sc(hi, c) = maxw(IG(w, c)), w ∈ Thi. (3.27)
Pour chaque image de la base de donne´es d’entraˆınement, il est alors possible d’estimer au-
tomatiquement une feneˆtre englobant l’objet. Par exemple, on choisira le rectangle englobant
les re´gions de score maximal de chaque image (e´quation 3.27).
Figure 3.12 Exemple de feneˆtre englobantes construites sur des images d’image-net.
Nous avons ainsi distingue´ les re´gions de chaque image qui contiennent l’objet d’inte´-
reˆt. En apprenant une SVM par classe associe´e a` cette feneˆtre englobante, on observe une
ame´lioration de 2% du F1-score par rapport a` une strate´gie de classification identique sans
estimation de la feneˆtre englobante. Ce re´sultat est positif, mais pas suffisant pour clamer une
ame´lioration significative. Le fait est que nous essayons de classer toutes les images (ou re´gions
d’images) de guitare au moyen d’un seul hyperplan. La diversite´ de ces re´gions (caracte`re
multinomial) est susceptible de nuire a` l’apprentissage. Nous pre´sentons au chapitre suivant
un classificateur plus robuste permettant de tirer un meilleur parti des re´gions discriminantes
51
identifie´es et de mieux supporter la multinomialite´ des classes d’objets.
3.2.4 Conclusion partielle et discussion
Dans ce paragraphe, nous avons de´crit les alternatives a` un encodage binaire des descrip-
teurs au moyen du vocabulaire visuel. Nous avons pose´ un regard critique sur la complexite´
des proce´de´s et mis en avant des me´thodes d’encodage plurivoques adapte´es a` la grande
e´chelle. Dans un second temps, nous avons introduit la proble´matique des bases de donne´es
d’apprentissage pour des classificateurs robustes face a` la diversite´ des contenus du Web.
Nous avons pre´sente´ une me´thode permettant d’estimer automatiquement la position de la
feneˆtre englobante sur une base de donne´es d’images d’entraˆınement.
Obj1.2.i : e´tudier les diffe´rentes strate´gies d’encodages au moyen d’un voca-
bulaire visuel de moyenne taille.
Nous avons pre´sente´ les critiques formule´es a` l’endroit de la me´thode d’encodage binaire.
Nous avons alors pre´sente´ les alternatives utilise´es dans la litte´rature et pointe´ des me´thodes
adapte´es a` la grande e´chelle le cas e´che´ant (LLC).
Obj1.2.ii : Traiter le proble`me de l’achalandage d’histogrammes du a` la pre´-
sence d’arrie`re-plan.
Nous avons introduit une me´thode base´e sur la construction d’un arbre de clusters per-
mettant d’estimer les zones d’une image e´tiquete´e qui contiennent des parties de l’objet
d’inte´reˆt.
3.3 Classification d’images
Il reste a` pre´sent a` e´tudier les me´thodes de classification adapte´es au sce´nario des vide´os
de concert et a` construire une me´thode capable de tirer partie d’images d’entraˆınement a`
contenu riche annote´ automatiquement via l’algorithme de´crit plus haut.
3.3.1 Position du proble`me
Approches parame´triques versus approches non parame´triques. En classification, les ap-
proches parame´triques consistent a` apprendre un mode`le a` partir d’un jeu de donne´es d’ap-
prentissage, permettant d’e´tiqueter des donne´es inconnues. Ces approches ne´cessitent donc
une phase d’apprentissage, en vue d’optimiser une fonction objectif de´pendant des para-
me`tres a` estimer. Les SVMs sont des approches parame´triques discriminantes tre`s populaires
en classification d’objets, du fait des performances obtenues sur plusieurs bases de donne´es
de re´fe´rence (Pascal du VOC ou image-net). En pratique, on a recours a` une repre´sentation
des images au moyen d’un vocabulaire de grande dimension et a` une SVM line´aire pour la
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classification. Lorsque le nombre d’images est tre`s e´leve´, l’apprentissage peut eˆtre facilement
paralle´lise´ de sorte que l’e´chelle n’est pas un de´fit majeur en terme d’apprentissage pour de
telles me´thodes.
L’alternative aux me´thodes parame´triques consiste a` utiliser une me´thode base´e sur le
principe de la classification par le plus proche voisin. L’avantage de ces me´thodes est qu’elles
ne ne´cessitent pas d’apprentissage. De plus, elles sont robustes a` l’augmentation du nombre
de classes d’objets. e´tant donne´ une image inconnue, la classification est re´alise´e en une e´tape
de recherche du plus proche voisin (plusieurs calculs de distance), tandis qu’une strate´gie
base´e sur les SVMs impose de tester l’image avec chaque classificateur appris (un par classe
d’objets).
Nous pre´sentons ici une rapide e´tude compare´e des performances des deux classificateurs
sur le proble`me qui nous concerne (la reconnaissance de sept instruments sur des images
difficiles). Le tableau 3.6 pre´sente les re´sultats obtenus respectivement par un jeu de sept
SVMs versus un classificateur par le plus proche voisin sur la base de donne´es GoogleDB
(sans arrie`re-plan), et le tableau 3.7 pre´sente les re´sultats obtenus sur ImagenetDB (images
complexes). La pre´cision obtenue au moyen des SVMs line´aires est supe´rieure pour les deux
bases de donne´es. Par ailleurs, la pre´cision et le rappel chutent pour les deux me´thodes
lorsque l’on passe de la base de donne´es GoogleDB a` la base de donne´es ImageNetDB, du
fait de l’augmentation de la variabilite´ intra-classe et de la complexification du contenu des
images (multiples objets, arrie`re-plan). En termes de temps d’apprentissage, les SVMs sont
plus lourdes a` entraˆıner, notamment du fait de la ne´cessite´ d’apprendre les parame`tres de
biais et de couˆt de la fonction objectif. La classification par le plus proche voisin, elle, ne
demande que le temps de construction de l’arbre de recherche (Tableau 3.8).
Tableau 3.6 Pre´cision-recall pour le proble`me de classification binaire- SVM (L1R-L2LOSS-
SVC) versus NN - Tain-350(GoogleDB)
SVM NN
pre´cision rappel pre´cision rappel
guitares 0.9 1.0 0.72 0.8
batterie 1.0 1.0 0.75 0.3
harpes 0.7 0.78 0.26 0.6
accorde´ons 1.0 0.87 1.0 0.6
saxophones 0.89 0.89 0.78 0.7
trompettes 0.8 0.89 0.67 0.4
pianos 0.85 0.6 0.72 0.8
moyenne 0.87 0.86 0.7 0.6
Facteurs critiques. L’e´tude pre´ce´dente met en e´vidence les avantages et les inconve´nients
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Tableau 3.7 Pre´cision-recall pour le proble`me de classification binaire- SVM (L1R-L2LOSS-
SVC) versus NN - Train-1400 (imageNetDB)
SVM NN
pre´cision rappel pre´cision rappel
guitares 0.3 0.3 0.23 0.22
batteries 0.38 0.4 0.19 0.18
harpes 0.43 0.35 0.3 0.3
accorde´ons 0.44 0.44 0.4 0.36
saxophones 0.35 0.3 0.26 0.34
trompettes 0.37 0.33 0.45 0.46
pianos 0.40 0.45 0.31 0.3
moyenne 0.40 0.45 0.31 0.3
Tableau 3.8 Performances des SVMs vs. NN
SVM NN
Base de donne´es t(s) train t(ms) test t(ms) train t(ms) test
googleDB >> 60 0.1 345 0.9
pascalDB >> 60 2.3 4890 3.4
imageNetDB >> 60 2.5 5980 3.9
des deux approches, par SVMs et par recherche du plus proche voisin. Quel que soit le degre´
d’optimisation, les SVMs souffrent lors de l’augmentation du nombre de classes d’objets
d’inte´reˆt car il est ne´cessaire d’apprendre un hyperplan se´parant chaque classe des autres.
En plus du proble`me du temps consacre´ a` l’apprentissage dans ce sce´nario, l’aptitude d’un
hyperplan a` se´parer une classe des autres diminue si le nombre de classes augmente. De plus,
ce type de se´paration line´aire ne ge`re pas les proble`mes multinomiaux.
Le classificateur par le plus proche voisin quant a` lui, souffre moins de l’augmentation
du nombre de classes. Cependant, du fait du phe´nome`ne de dentelure de la frontie`re entre
les classes, il s’ave`re moins robuste que les SVMs. Le classificateur par le plus proche voisin
est donc tre`s sensible aux points isole´s. Choisir k-voisins plutoˆt qu’un seul ne re´sout pas
le proble`me. Il s’agit en effet de prendre une de´cision e´tant donne´ les voisins retrouve´s, ce
qui n’est pas trivial. L’avantage des SVMs ici s’explique e´galement par le fait que les SVMs
apprennent un classificateur parame´trique tandis que le classificateur par le plus proche voisin
utilise une distance e´le´mentaire sans apprentissage des composantes importantes dans la
repre´sentation des images.
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Figure 3.13 SVM (gauche) versus classification par le plus proche voisin (droite).
3.3.2 Renforcer le classificateur par le plus proche voisin
Approches hybrides. Les approches hybrides visent a` combiner les deux philosophies pre´-
sente´es au paragraphe 3.3.1. L’ide´e consiste a` parame´trer le classificateur par le plus proche
voisin pour garantir une classification plus pre´cise. On obtient de la sorte un classificateur
robuste, adapte´ aux proble`mes a` grande e´chelle.
L’une des approches les plus illustratives de la motivation des approches hybrides est
sans doute la me´thode introduite par Zang et al. en 2006. (Zhang et al., 2006), qui consiste a`
apprendre un SVM dynamiquement a` partir des k-voisins retrouve´s pour une image inconnue.
La technique de Zang et al. consiste a` estimer une frontie`re locale en optimisant la fonction
objectif d’une SVM multiclasse non-line´aire 3.14. Elle vise a` corriger l’erreur du classificateur
due au phe´nome`ne de dentelure de la frontie`re de de´cision. La me´thode est se´duisante, mais
s’ave`re de´cevante en pratique, notamment a` cause de l’entrainement d’une SVM non line´aire
sur un nombre re´duit d’exemplaires (overfitting).
Figure 3.14 Repre´sentation sche´matique de la me´thode knnSVM (Zhang et al., 2006).
Dans la revue de litte´rature (2.1), nous avons de´ja` e´voque´ les approches d’apprentissage
de distance globales (LDA,LDE) et locales (LLDA,LLDE,LFR). Comme le soulignent Kim
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et Kittler (Kim et Kittler, 2005a), les me´thodes globales sont, de manie`re ge´ne´rale, tre`s mal
adapte´es a` la grande e´chelle et au caracte`re multinomial des donne´es. Les me´thodes d’ap-
prentissage local, quant a` elles sont fortement de´pendantes du voisinage retrouve´ pour une
image inconnue. La question est alors, pour des images complexes, le voisinage retourne´ par
un classificateur par le plus proche voisin est-il assez pertinent pour pratiquer l’apprentissage
local ?
Arbres informe´s. L’apprentissage line´aire global semble trop grossier tandis que l’appren-
tissage local agit trop tard, apre`s que des choix peu judicieux aient e´te´ re´alise´s au moyen de la
distance L2. En fait, il semble que sur des bases de donne´es complexes, la distance euclidienne
soit inefficace pour retrouver les voisins approprie´s pour la classification. Ceci nous ame`ne
a` conside´rer les me´thodes supervise´es de construction d’arbres de recherche, de type arbres
de de´cision, revues au paragraphe 2.1 et 3.2. Ici, nous adoptons une approche semblable a`
celle de Yao et al. (Yao et al., 2011b) en nous basant sur un arbre de de´cision discriminant.
Dans leur article, Yao et al. construisent des arbres de de´cision binaires, dont les noeuds sont
ite´rativement divise´s au moyen d’une SVM line´aire. Pour me´moire, les noeuds sont constitue´s
d’un ensemble de re´gions e´tiquete´es. L’entraˆınement d’une SVM ne´cessite un jeu d’exemples
bien choisis, qui conditionnent l’e´quation de l’hyperplan se´parateur obtenu. Dans (Yao et al.,
2011b), le jeu d’exemple est choisi en assignant a` chaque classe pre´sente dans le noeud une
e´tiquette binaire, de sorte que le proble`me d’apprentissage revient a` apprendre la frontie`re
entre deux ensembles de classes d’objets. La technique que nous de´crivons ici diffe`re de celle
de Yao et al. par le mode de scission des noeuds, ainsi que par un ensemble de me´canismes
subtils, qui permettent de maintenir la qualite´ des jeux de donne´es pour l’apprentissage des
SVMs lors de la descente dans l’arbre.
3.3.3 Approche propose´e : Cascade de SVMs pour la recherche du plus proche
voisin (SVM Cascade for Nearset-Neighbor search SVMCNN)
Motivations
Le travail de´crit en 3.3.2 nous ame`ne a` identifier trois facteurs cle´s limitant la pre´cision des
algorithmes sur les images issues de vide´os de concert. D’abord, la distance L2 ne procure pas
un voisinage assez pre´cis, ce qui empeˆche de se reposer sur des me´thodes d’apprentissage local.
Ensuite, le passage d’images centre´es sur l’objet a` des sce`nes complexes impacte fortement
la pre´cision des algorithmes. Enfin, les techniques d’apprentissage globales ne ge`rent pas la
multinomialite´. L’ide´e ici est de construire un classificateur adapte´ a` la grande e´chelle qui
soit robuste a` ces trois phe´nome`nes.
Au terme du travail de´crit au paragraphe 3.2, nous disposons d’un ensemble de re´gions
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encode´es sous forme d’histogrammes e´parpille´s. a` chaque re´gion est associe´ un score propor-
tionnel a` la pertinence de la re´gion pour repre´senter la classe associe´e a` l’image dont est issue
la re´gion en question. En fixant un seuil par image, on peut constituer un jeu de donne´es
d’exemplaires positifs et ne´gatifs par classe (figure 3.15). On dispose, par exemple, de re´gions
repre´sentatives de la classe saxophones, et de re´gions n’appartenant pas a` cette classe.
Figure 3.15 Base de donne´e obtenue au terme de 3.2.3. (recangle vert : sax positif, rectangle
rouge : non sax)
De´finitions
On note NI le nombre d’images d’entrainement, ci la classe de l’image i ∈ NI . Hi est
l’ensemble des Ri re´gions construites sur l’image i. Pour me´moire, les re´gions sont soit des
re´gions pertinentes au sens d’une classe donne´e, soit de l’arrie`re-plan.
De´finition 1 : La fonction e´valuant si la region hij contient l’objet d’inte´reˆt de classe ck
est de´finie par :
∀i ∈ NI ∀j ∈ Ri, b(hij, ck) = 1 si hij contient ck, 0 sinon. (3.28)
cette fonction re´sulte de l’apprentissage re´alise´ en 3.2.
De´finition 2 : On dit qu’une classe c ∈ C appartient a` un noeud Nd si elle est suffisament
repre´sente´e dans ce noeud. Ainsi, ∀c ∈ C, c appartient a` Nd si et seulement si :
rep(c,Nd) ≥  (3.29)
Avec :
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rep(c,Nd) =
|c ∩Nd|
|c| (3.30)
=
∑
i∈NI∩c (hij ∈ Nd) ∗ b(hij, ci)∑
i∈NI∩c b(hij, ci)
(3.31)
De´finition 3 : On dit que la classe dominante d’un noeud Nd est la classe c ve´rifiant :
c = maxc(pur(c,Nd)) (3.32)
Avec :
pur(c,Nd) =
|c ∩Nd|
|Nd| (3.33)
=
∑
i∈NI∩c (hij ∈ Nd) ∗ b(hij, ci)∑
i∈NI (hij ∈ Nd) ∗ b(hij, ci)
(3.34)
De´finition 4 : On dit qu’un noeud est pur si il contient une seule classe au sens de la
de´finition 1.
De´finition 5 : On dit qu’un noeud Nd est ambigu si au moins 50% des re´gions de Nd ne
contiennent pas la classe dominante de Nd.
Structure de l’arbre
L’arbre construit est un arbre binaire. a` chaque noeud Nd, les donne´es sont se´pare´es de
part et d’autre d’un hyperplan PNd, dont l’e´quation est estime´e au moyen d’une SVM line´aire,
entraˆıne´e sur deux ensembles bien choisis.
La division d’un noeud Nd a lieu si et seulement si le noeud Nd ve´rifie l’une des deux
conditions suivantes :
1. le noeud Nd contient au moins deux classes.
2. le noeud Nd contient une classe et est ambigu.
Si les deux conditions pre´ce´dentes sont viole´es, le noeud est une feuille. Si la feuille contient
au moins une classe c, on proce`de a` la se´paration des re´gions informatives au sens de c, des
re´gions ne contenant pas c. Si la feuille ne contient aucune classe, il s’agit d’une feuille
d’arrie`re-plan.
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Partition des noeuds
Dans chaque noeud Nd, une classe cp est choisie parmi les classes appartenant au noeud.
On choisi toujours la classe de repre´sentativite´ minimale qui appartient au noeud, et en cas
d’e´galite´, on tranche par un choix ale´atoire. La classe cp sert alors de pivot pour la partition
du noeud. Les e´chantillons positifs (hi,j ∈ Nd et b(hi,j, ci) = 1), de cette classe contenus dans
le noeud forment les exemplaires positifs {+} pour l’entraˆınement de la SVM line´aire associe´e
au noeud. Les exemplaires ne´gatifs sont choisis ale´atoirement dans l’ensemble Nd− {+} de
sorte a` e´galer en nombre les e´chantillons positifs. Le se´parateur a` marge maximale est calcule´
par descente de gradient pour se´parer optimalement {+} et {−}. Le contenu du noeud est
alors re´parti entre les deux enfants selon cet hyperplan (Fgure 3.16).
Comme l’illustre la figure 3.16, certaines classes sont susceptibles de couvrir la frontie`re
de se´paration. Ignorer ce phe´nome`ne reviendrait a` pe´naliser ces classes, pour lesquelles la
frontie`re calcule´e n’est pas optimale. Soit Nga et Ndr les noeuds gauche et droit issus du
noeud parent. On de´fini donc τ le taux de se´paration d’une classe c 6= cp, comme :
τc = min(
|c ∩Nga|
|c ∩Nga|+ |c ∩Ndr| ,
|c ∩Ndr|
|c ∩Nga|+ |c ∩Ndr|) (3.35)
Ici, nous distinguons deux cas de figure.
– τc <  : la classe c est majoritairement situe´e d’un coˆte´ de l’hyperplan. On duplique
donc les exemplaires envoye´s vers le noeud minoritaire dans le noeud majoritaire. Ceci
e´vite le phe´nome`ne d’essaimage des exemplaires.
– τ ≥  : dans ce cas de figure, on ne duplique pas les e´le´ments se´pare´s.
Figure 3.16 Construction de l’arbre SVMCNN
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De´sambiguation des feuilles et classification
De´sambiguation des feuilles. En re´pe´tant le processus de scission duplication pre´sente´ plus
haut, les noeuds s’e´purent au fur et a` mesure que l’on s’e´loigne de la racine et des feuilles
sont forme´es. Certaines ne contiennent que de l’arrie`re plan :
∀hij ∈ f, b(hij, ci) = 0 (3.36)
Les autres contiennent une seule classe dominante cd, qu’il s’agit d’apprendre a` se´parer
des autres e´le´ments pre´sents dans la feuille. Ces e´le´ments sont soit des re´gions pertinentes
d’autres classes (bruit), soit de l’arrie`re-plan. Quoi qu’il en soit, les e´le´ments qui parviennent
dans une feuille sont tre`s proches du contenu de la feuille et ne peuvent eˆtre distingue´s de ce
contenu par un classificateur line´aire simple tel que les SVMs. Aussi, avons-nous recours a`
un mode`le plus robuste qu’une SVM line´aire. Apre`s re´duction de la dimensionnalite´ via une
PCA, nous apprenons une mixture de k gaussie`nes diagonales, de sorte que la classification
d’une image inconnue q parvenant dans la feuille est donne´e par :
P (Cd) =
∑
k
P (q, k) =
∑
k
P (q|k)P (k) (3.37)
Re´sultats expe´rimentaux
La me´thode de´crite en 3.3.3 est applique´e au proble`me de classification binaire sur la
base de donne´es ImageNetDB. Par rapport a` une approche par SVMs simple, on obtient une
hausse de 14% de la pre´cision et de 8% du rappel, soit un gain de 10% du F1-score.
Tableau 3.9 F1-score pour notre me´thode (SVMCNN) et pour des SVMs line´aires (LSVM)
SVMCNN LSVM
classe pre´cision rappel F pre´cision rappel F
guitares 0.39 0.64 0.48 0.3 0.3 0.3
batteries 0.37 0.52 0.42 0.38 0.4 0.39
harpes 0.2 0.41 0.26 0.43 0.35 0.38
accorde´ons 0.46 0.6 0.52 0.44 0.44 0.44
saxophones 0.43 0.41 0.42 0.35 0.3 0.33
trompettes 0.8 0.4 0.6 0.37 0.33 0.35
pianos 1.0 0.15 0.26 0.4 0.45 0.43
moyenne 0.52 0.44 0.47 0.38 0.36 0.37
Les re´sultats obtenus ici sont difficiles a` comparer avec l’e´tat de l’art sur image-net (LS-
VRC) car la proce´dure d’e´valuation pour cette base de donne´es est particulie`re et ne repose
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pas sur une stricte e´valuation de la pre´cision ou du rappel. Les gagnants du challenge LSVRC
2011 (Perronnin et Sanchez, 2011) par exemple, calculent le score obtenu en comptabilisant le
nombre de fois que l’e´tiquette correcte figure dans les cinq premie`res pre´dictions. Ici, avec sept
classes, ce type d’e´valuation n’a pas de sens. Notons tout de meˆme la diffe´rence de strate´gie :
Perronin et al. utilisent des vecteurs de Fisher de 130K dimensions, tandis que la repre´sen-
tation que nous utilisons est plus compacte (1K dimensions). Dans notre cas, l’apprentissage
vient combler la perte d’information due a` la quantification, tandis que pour Perronin, c’est
au niveau de l’encodage que le travail est re´alise´.
3.3.4 Conclusion partielle et discussion
Dans ce paragraphe, nous avons compare´ les performances de deux classificateurs adapte´s
a` la grande e´chelle : les SVMs line´aires et le classificateur par le plus proche voisin. Nous
avons en lumie`re leurs points forts et leurs limites et avons propose´ une strate´gie alternative,
dont nous avons montre´ empiriquement qu’elle surpasse les re´sultats obtenus avec l’une et
l’autre me´thode.
Obj1.3.i : e´valuer les performances d’un classificateur par le plus proche voisin
en pre´sence d’un nombre suffisant d’instances. Au paragraphe 3.3.1, nous avons me-
sure´ les performances du classificateur par le plus proche voisin et souligne´ son impre´cision,
en de´pit du nombre d’instances disponibles pour l’apprentissage. Nous avons en particulier
explique´ le phe´nome`ne de dentelure de la frontie`re entre les classes en pre´sence d’un e´chan-
tillonnage fini. De plus, nous avons montre´ qu’un apprentissage local est insuffisant pour des
sce`nes riches encode´es avec un petit vocabulaire.
Obj1.3.ii : Proposer des solutions pour rendre plus robuste le classificateur
par le plus proche voisin. Nous avons alors propose´ une approche base´e sur un arbre de
de´cision ame´liore´, dont les noeuds sont des SVMs line´aires. Dans la partie 3.3.3, nous avons
montre´ empiriquement l’avantage, a` encodage e´gal, de l’usage de notre me´thode plutoˆt que
des SVMs line´aires e´le´mentaires.
3.4 Conclusion du chapitre
L’e´laboration d’un de´tecteur d’objets adapte´ au contenu des vide´os de concert suppose
de relever plusieurs de´fis, notamment la robustesse aux grandes e´chelles, la gestion de la
variabilite´ intra-classe et la capacite´ a` apprendre sur des images non ide´ales.
La dimension de la repre´sentation des images est un parame`tre critique pour le passage
a` la grande e´chelle. Pourtant, l’e´tat de l’art en reconnaissance d’objets tend a` utiliser des
vecteurs de dimension de plus en plus e´leve´e, quitte a` avoir recours a` des structures et
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techniques complexes pour leur manipulation. Ici, nous avons sugge´re´ qu’une repre´sentation
de moyenne dimension est suffisante pour le proble`me de classification si l’on a recours a` un
classificateur plus riche au moment de l’apprentissage.
La plupart des algorithmes de de´tection d’objets ne prennent que mal en compte la
multinomialite´ des donne´es : les SVMs line´aires la ge`rent tre`s mal et les mode`les en mixture -
d’exponentielle ou d’autre chose, sont de´pendants d’un parame`tre arbitraire. Le classificateur
pre´sente´ dans ce chapitre ge`re dynamiquement le proble`me de la multinomialite´.
Enfin, lorsque l’on sort des cas d’e´cole, la qualite´ de l’apprentissage de´pend fortement de la
repre´sentativite´ des donne´es d’apprentissage. Or, obtenir des donne´es en nombre suffisant et
varie´es n’est pas une de´marche aise´e. Ce type de pre´occupation est central pour la recherche
en traitement d’image a` l’e´chelle du Web. Aussi, avons-nous consacre´ nos efforts a` produire
un algorithme capable de simplifier la proce´dure d’e´tiquetage de donne´es en automatisant le
calcul des boˆıtes englobantes.
En somme, nous avons travaille´ a` rendre les algorithmes de re´fe´rence en reconnaissance
d’objets un peu plus applicables au contexte du Web et plus spe´cifiquement, aux vide´os de
concert. Dans le chapitre suivant, nous poursuivons le meˆme objectif, en nous plac¸ant du
point de vue de la recherche en traitement de visages.
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CHAPITRE 4
TECHNIQUES DE RECONNAISSANCE DE VISAGES ADAPTEES AUX
VIDEOS DE CONCERT
La finalite´ de l’apprentissage en reconnaissance de visage n’est plus, comme en reconnais-
sance d’objets, de reconnaˆıtre ce qui caracte´rise un groupe d’entite´s, mais ce qui caracte´rise
une entite´ spe´cifique, c’est-a`-dire une personne. Ceci suppose de mettre en jeu des techniques
d’apprentissage diffe´rentes. De plus, les contraintes associe´es a` l’apprentissage sont d’un autre
ordre que les contraintes identifie´es au chapitre pre´ce´dent. Ainsi, en classification de visages,
le de´fi n’est pas tant de traiter de sce`nes complexes, mais plutoˆt de ge´rer la variabilite´ des
poses et des expressions d’un individu. Il est e´galement ne´cessaire de prendre en compte le ca-
racte`re limite´ du nombre des instances d’apprentissage disponibles, du fait du cadre le´gislatif
se´ve`re encadrant les portraits humains.
En reconnaissance de visages, il s’agit de distinguer les visages selon l’identite´ des per-
sonnes. En pratique, la recherche se concentre sur l’apprentissage de fonctions permettant
de se´parer deux ensembles dans l’espace des distances entre les images : l’ensemble des dis-
tances entre deux images d’un meˆme individu, et l’ensemble des distances entre deux images
d’individus diffe´rents. On parle de ve´rification. Pour se´parer au mieux ces deux ensembles,
la pratique consiste a` projeter les images dans un espace approprie´, tel que dans cet espace
les deux ensembles sont bien se´pare´s. Aujourd’hui, les me´thodes de ve´rification obtiennent
d’excellents re´sultats sur des bases de donne´es refle´tant la re´alite´ des contenus du web. Ce-
pendant, le passage a` la classification et, dans un second temps, a` la grande e´chelle, ne´cessaire
pour l’application pratique aux vide´os de concert, restent deux de´fis ouverts en 2012.
Dans ce chapitre, nous pre´sentons dans un premier temps les me´thodes classiques d’enco-
dage et de comparaison des visages. Nous posons la question du passage de la ve´rification a`
la classification et proposons des pistes pour le renforcement des classificateurs e´le´mentaires.
Ensuite, nous examinons deux facteurs critiques qui limitent les performances des algorithmes
de classification, a` savoir les variations de pose et le nombre re´duit des exemplaires d’appren-
tissage par individu. Nous terminons en examinant le sce´nario de la classification a` grande
e´chelle et en proposant une me´thodologie adapte´e a` ce type de de´fi.
De la ve´rification a` la classification. Dans le contexte du web, les visages peuvent eˆtre
extraits d’images complexes via le classificateur en cascade de Viola et Jones (Viola et Jones,
2001). Il s’agit alors d’identifier les zones discriminantes des portraits qui permettent de dis-
tinguer les individus. Les changements dans la pose des sujets empeˆchent la comparaison
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directe, car les visages ne sont pas aligne´s. C’est pourquoi, on proce`de a` un travail d’aligne-
ment des visages. Suite a` cette e´tape cruciale de standardisation, il est commun d’apprendre
une fonction dite de ve´rification, destine´e a` identifier les paires d’individus identiques et les
paires d’individus diffe´rents. Cette technique est aujourd’hui hautement maˆıtrise´e. Cepen-
dant, disposer d’une fonction de ve´rification robuste n’implique en rien que la classification
des visages l’est tout autant. Quel est l’ordre de grandeur de la pre´cision d’un syste`me de clas-
sification d’individu sur des portraits re´alistes ? Peut-on ame´liorer ces performances ? Cette
question est aborde´e au paragraphe 4.1.
Variation de pose et du nombre d’exemplaires d’apprentissage. Comme nous l’avons men-
tionne´ plus haut, les variations de pose peuvent eˆtre ge´re´es via une proce´dure d’alignement
des visages. Cependant, ce proce´de´ reste imparfait. Nous proposons donc d’e´valuer l’apport
d’une proce´dure d’apprentissage prenant explicitement en compte la pose des visages. Dans
un second temps, nous discutons d’un autre facteur proble´matique qui impacte fortement les
performances des classificateurs, a` savoir le nombre d’exemplaires d’apprentissage disponibles.
Comment une strate´gie prenant en compte la pose des individus peut-elle aider a` distinguer
les visages ? Comment se procurer des visages supple´mentaires pour l’apprentissage et quel
est l’impact d’une telle strate´gie sur la me´thode de classification ?
Vers la tre`s grande e´chelle. Le nombre d’instances d’apprentissage conditionne la pre´cision
d’un classificateur. Or, lorsqu’on parle de visages, la disponibilite´ des ressources e´tiquete´es
devient proble´matique. S’il est possible d’utiliser des moteurs de recherche pour obtenir des
visages de personnalite´s, les exemplaires obtenus sont quelquefois errone´s. Quelles strate´gies
sont envisageables pour pratiquer la classification de visages a` tre`s grande e´chelle sans souffrir
du manque d’exemplaires d’apprentissage ? Nous abordons ce point dans la troisie`me partie
de ce chapitre.
Dans ce chapitre, nos expe´riences sont re´alise´es sur la base de donne´es Labelled Faces in
the Wild (LFW), que nous avons choisi pour son re´alisme en termes de variation dans la pose
et l’expression des sujets.
4.1 De la ve´rification a` la classification
4.1.1 Repre´sentation et comparaison des visages
De´tection de visages, alignement, et repre´sentation. L’algorithme de Viola et Jones (Viola
et Jones, 2001) permet de re´aliser des de´tections robustes sur les images a` contenu riche. Cet
algorithme a recours a` une se´rie de classificateurs en cascade (cascades de Haar), ce qui
rend la de´tection tre`s rapide. De plus, il pre´sente une robustesse tre`s respectable pour son
efficacite´, en particulier lorsqu’associe´ a` une ve´rification via un second de´tecteur (d’oeuil, nez,
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ou bouche), ce qui en fait un des standards en matie`re de de´tection de visages. Les visages
extraits par un tel de´tecteur pre´sentent une grande variabilite´ en terme de pose et d’e´chelle.
Aussi, proce`de t’on a` un travail de mise a` l’e´chelle et d’alignement sur un axe commun de
R2, R3. Ce travail d’alignement est rendu possible par la re´gularite´ de la morphologie des
visages, qui permet d’estimer facilement la matrice de similitude pour l’alignement.
Plus spe´cifiquement, on pratique la de´tection de points cle´s sur le visage (les yeux, le nez
et les coins de la bouche) et on estime la transformation permettant d’aligner ces points avec
les points correspondants sur une image de re´fe´rence. En 2D, le passage des coordonne´es
d’un point (x,y) dans le syste`me de coordonne´es propres a` l’image a` des coordonne´es dans le
re´fe´rentiel de re´fe´rence peut eˆtre estime´ par une similitude, soit :[
u
v
]
=
[
m1 −m2
m2 m1
][
x
y
]
+
[
tx
ty
]
(4.1)
L’apprentissage de la transformation pour l’alignement d’une image consiste donc a` esti-
mer les parame`tres (m1,m2, tx, ty). Si (x1, y1), (x2, y2), ..(xn, yn) sont n points cle´ de´tecte´s
sur l’image a` aligner, et (u1, v1), (u2, v2), ...(un, vn) les points correspondant sur le visage de
re´fe´rence, alors on peut e´crire le syste`me d’e´quations suivant :
x1 y1 1 0
y1 x1 0 1
x2 y2 1 0
y2 x2 0 1
... ... ... ...
xn yn 1 0
yn xn 0 1


m1
m2
tx
ty
 =

u1
v1
u2
v2
...
un

(4.2)
Sur la base de donne´es LFW, le meilleur aligneur est un aligneur commercial (Wolf et al.,
2009b), suivi de pre`s par l’aligneur de Hasan et al. (M. K. Hasan, 2011), que nous utilisons
dans ce me´moire. Une fois aligne´s, les visages sont de´crits au moyen de descripteurs SIFTs,
HOGs, ou LBPs, voire une combinaison des ces descripteurs. Dans le cadre de ce travail, nous
utilisons des visages encode´s par LBPs, fre´quement utilise´s sur LFW.
Comparaison des visages. Apre`s encodage par LBP, la repre´sentation d’un visage est un
vecteur de tre`s grande dimension (environs 7,000). L’analyse en composantes principales
(PCA) est une me´thode de re´duction de la dimensionnalite´ non supervise´e, qui, si applique´e
trop radicalement sur l’ensemble d’apprentissage, est susceptible d’e´liminer trop d’informa-
tion et de nuire a` l’entraˆınement. Aussi, lui pre´fe`re-t-on des me´thodes de re´duction de la
dimensionnalite´ plus informe´es.
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Figure 4.1 Alignement d’images par Hasan et al. (M. K. Hasan, 2011)
La technique de re´duction de la dimensionnalite´ supervise´e la plus ce´le`bre en traitement
de visages est sans conteste l’analyse discriminante line´aire de Fisher (Fisher-LDA Belhumeur
et al. (1997)). Dans sa version non kerne´lise´e, la technique de Fisher LDA consiste a` maximiser
le ratio de la variance inter-classe par la variance intra-classe :
f(w) =
w′Σbw
w′Σiw
(4.3)
avec Σb =
∑
c(νc − x¯)(νc − x¯)′ et Σi =
∑
c
∑
i∈c(νc − xi)(νc − xi)′.
On peut montrer que les vecteurs propres ge´ne´ralise´s associe´s a` l’e´quation Σbw = λΣiw
sont solution de l’e´quation 4.3. En effet, (Belhumeur et al., 1997), une des proprie´te´ de
l’e´quation 4.3 est que f(w) est invariante aux multiplication de w par un scalaire. Ainsi, on
peut choisir w tel que w′Σiw = 1.
L’e´quation 4.3 peut donc eˆtre reformule´e en :
f ′(w) = w′Σbw s.c w′Σiw = 1 (4.4)
Le lagrangien associe´ a` f ′ est alors :
L = −w′Σbw + λ(w′Σiw − 1) (4.5)
Sous les conditions de Karush Kuhn Tucker (KKT), la solution ve´rifie donc :
Σbw = λΣiw (4.6)
w est donc solution du proble`me aux vecteurs propres ge´ne´ralise´s de´fini par l’e´quation
4.6.
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Bien qu’il ait de´montre´ son succe`s sur de nombreux proble`mes, le mode`le de Fisher repose
sur l’hypothe`se forte que les classes ont des moyennes distinctes. De plus, la fonction objectif
est base´e sur des statistiques fortes concernant chaque classe d’individus. Or, dans le cadre
d’une application pratique a` grande e´chelle, le nombre d’exemplaires d’apprentissage est
souvent tre`s re´duit (≤ 5) de sorte que l’utilisation de parame`tres tels que la moyenne ou la
variance d’une classe peut eˆtre conteste´e.
Ce proble`me concerne en fait tous les mode`les d’apprentissage supervise´ base´s sur un
parame´trage par classe. C’est pourquoi, sur des bases de donne´es de de visages a` grande
e´chelle telle que LFW, on pre´fe`re avoir recours a` des mode`les visant a` optimiser la distance
entre les paires de visages similaires et les paires de visages diffe´rents, sans spe´cialisation
par identite´. La LDE (Chen et al., 2005) appartient a` cette classe de mode`les. Elle de´coule
directement du souci de supprimer la de´pendance de la fonction objectif de la LDA aux
classes d’individus. Ainsi, dans le cadre de la LDE, la fonction objectif est formule´e comme :
f(w) =
w′Aw
w′Bw
(4.7)
avec A =
∑
−(xi − xj)(xi − xj)′ et B =
∑
+(xi − xj)(xi − xj)′.
La fonction objectif de la LDE peut eˆtre vue comme un rapport de variances non para-
me´triques. Une fois de plus, on peut montrer que les vecteurs propres ge´ne´ralise´s associe´s a`
l’e´quation Aw = λBw sont solution de l’e´quation 4.12. La LDE peut eˆtre vue comme une
version de Fisher non parame´trique.
Dans la meˆme veine, la me´thode d’apprentissage de distance en cosinus (Cosine Similarity
Metric Learning, CSML) vise a` optimiser l’e´cart entre les paires de visages similaires et les
paires de visages diffe´rents dans l’espace des similarite´s :
CS(x,A, y) =
x′A′Ay
‖Ax‖‖Ay‖ (4.8)
Plus spe´cifiquement, la proce´dure CSML consiste a` apprendre la matrice A minimisant :
F (A) =
∑
+
CS(x,A, y)− α
∑
−
CS(x,A, y) + β ‖A− Ao‖ (4.9)
avec {+} un ensemble de paires d’images appartenant au meˆme individu, et {−} un
ensemble de paires d’images appartenant a` des individus diffe´rents. Le coefficient α est un
coefficient de normalisation du poids des ensembles {+} et {−}, β est la pe´nalite´ associe´e
a` la distorsion de A par rapport a` Ao, ou` Ao est initialise´e via une technique d’analyse en
composantes principales (Principal Components Analysis, PCA).
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N’Guyen et al. proposent d’optimiser F (A) par descente de gradient (Nguyen et Bai,
2010) :
∂F
∂A
=
∑
+
∂CS(x,A, y)
∂A
− α
∑
−
∂CS(x,A, y)
∂A
+ β
∂ ‖A− Ao‖
∂A
(4.10)
En termes de re´sultats, sur la base de donne´es LFW, la me´thode d’apprentissage par
CSML permet d’obtenir 85% de pre´dictions correctes en ve´rification (restricted settings
Nguyen et Bai (2010)), loin devant la Fisher LDA a` 70% (Turk et Pentland., 1991). a` notre
connaissance, la LDE n’a pas e´te´ teste´e sur la base de donne´es LFW. En revanche, elle a e´te´
notamment applique´e avec succe`s en classification (Kim et Kittler, 2005b), sous sa version
locale (LLDE), sur la base de donne´es CMU Pie, qui compte 68 sujets pre´sente´s dans des
conditions de pose et d’e´clairage varie´es.
4.1.2 De la ve´rification a` la classification
La taˆche de ve´rification consiste a` de´terminer si deux visages appartiennent au meˆme
individu (paire positive) ou a` deux individus distincts (paire ne´gative). La taˆche de classi-
fication, elle, consiste a` de´terminer l’identite´ d’un visage inconnu. Aujourd’hui, sur la base
de donne´es LFW, on rapporte des taux d’erreur en ve´rification infe´rieurs a` 10%. Malheureu-
sement, comme nous le verrons plus loin, disposer d’un syste`me performant de ve´rification
n’implique pas que l’on posse`de un classificateur robuste.
Dans le cadre de la CSML, la fonction de ve´rification consiste en une fonction boole´enne
comparant la similarite´ en cosinus a` un seuil optimise´ pour se´parer les paires d’images po-
sitives des paires d’images ne´gatives. Dote´s d’une telle fonction, on peut alors concevoir un
classificateur trivial, consistant a` comparer un visage inconnu a` des exemplaires de chaque
identite´ potentielle. La question que nous posons ici concerne la de´gradation de la pre´cision
lors du passage de la taˆche de ve´rification a` la taˆche de classification.
La classification de visages sur la base de donne´es LFW n’a e´te´ que rarement essaye´e,
sans doute du fait du nombre re´duit de sujets contenant plus de vingt images, seuil en dec¸a
duquel les techniques classiques d’apprentissage supervise´ s’effondrent. Rim et al. proposent
de proce´der a` la classification des cinquante individus de LFW les plus dote´s en images (Rim
et Pal, 2011). La classification est re´alise´e au moyen d’un classificateur a` marge maximale
innovant, permettant d’atteindre une pre´cision en classification de l’ordre de 80% pour les
cinquante sujets. Ce sous-ensemble repre´sente 1% environ des individus de la base de donne´es
LFW. La porte´e de la me´thode reste donc limite´e, car elle s’appuie sur le nombre important
d’instances d’apprentissage disponibles pour quelques membres de LFW. Or, un tel nombre
d’images d’apprentissage n’est pas repre´sentatif de la distribution des images par individus
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Figure 4.2 Exemple de paires de visages sur LFW
disponibles en ligne. Guillaumin et al. (Guillaumin et al., 2009) proposent une ame´lioration
de la me´thode de classification par LMNN (Large Margin Nearest Neighbor, Weinberger et al.
(2005)) applique´e a` la taˆche de ve´rification. Ils se proposent d’e´tendre le processus en clas-
sification, mais, la me´thode reque´rant un nombre suffisant d’instances par individus, ils se
cantonnent a` dix-sept sujets.
Plus proche de notre projet, le travail de Wolf et al. (Wolf et al., 2011) adresse le proble`me
de classification des 610 sujets posse´dant plus de 3 images dans LFW. La classification est
re´alise´e au moyen de SVMs multiclasses et le proble`me des individus posse´dant seulement
quelques images est re´solu via le recours a` des images supple´mentaires issues du web. Fort
de ces images additionnelles, Wolf et al. obtiennent 45% de pre´cision pour la classification de
610 individus. Cependant, sans ces images, sur LFW, la pre´cision n’est que de 30%.
Ici, nous nous restreignons aux 1680 personnes posse´dant au moins deux images dans
LFW. Nous se´parons alors les images disponibles en un ensemble d’entrainement X et un
ensemble de test Q. Pour ce faire, nous proce´dons a` la division ale´atoire du jeu d’images
disponibles pour chaque identite´ en deux sous-ensembles e´gaux (modulo la parite´). Nous
proce´dons alors a` la classification de chaque e´le´ment de Q par recherche de son plus proche
voisin dans X, au sens de la CS. Ainsi, une image inconnue q ∈ Q se voit attribuer l’identite´
Y (x), tel que x ve´rifie :
x = maxx∈X(CS(q, x)) (4.11)
Dans ce sce´nario, la pre´cision observe´e (Tableau 4.4) est tre`s infe´rieure aux re´sultats
obtenus en ve´rification sur la base de donne´es LFW avec la meˆme me´thode. On observe ici
l’e´cart entre le proble`me de classification et de ve´rification.
La perte de pre´cision lors du passage de la ve´rification a` la taˆche de classification n’est pas
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un re´sultat surprenant. En ve´rification, chaque visage n’est compare´ qu’a` un sous-ensemble
de l’ensemble d’apprentissage que nous avons utilise´ ici. En choisissant la classification tri-
viale par le plus proche voisin, nous tranchons de manie`re brute entre les images incertaines
associe´es a` un visage par la fonction de ve´rification, apprise sur un ensemble trop vaste pour
trancher proprement entre les images voisines. Cette observation sugge`re qu’on aurait tout a`
gagner a` pratiquer une identification locale, comme propose´ par Guillaumin. Cependant, le
nombre d’instances d’apprentissage disponibles pour chaque individu rend difficile l’appren-
tissage local supervise´.
Tableau 4.1 De la ve´rification a` la classification (CS + force brute)
Base de donne´es Nb identite´s |X| |Q| t(s) pre´cision
LFW 1680 4858 4308 21 0.32
Pour me´moire, Wolf obtient 45%, mais pour 610 sujets seulement. Nous conside´rons ici
1680 sujets.
4.1.3 Vers une meilleure se´paration des visages dans l’espace des distances
La fonction objectif (e´quation 4.9) propose´e par N’Guyen et al. (Nguyen et Bai, 2010)
vise a` se´parer l’ensemble des paires de visages semblables (+) de l’ensemble des paires de
visages diffe´rents (-) en optimisant l’e´cart des moyennes de deux ensembles dans l’espace des
distances. En d’autres termes, N’Guyen et al. minimisent la distance moyenne associe´e aux
paires de visages de l’ensemble (+) et maximisent la distance moyenne associe´e aux paires de
visages de l’ensemble (-). On peut alors se poser la question de la variance de ces ensembles.
En effet, si les moyennes s’e´loignent, mais que les variances augmentent, il n’est pas e´vident
que la se´paration des deux ensembles soit ame´liore´e par l’apprentissage de distances propose´
par N’Guyen et al.
Or, la notion de variance est justement au coeur de la technique de Fisher, et de manie`re
moins e´vidente, de la strate´gie de projection line´aire discriminante (LDE) (Chen et al., 2005).
Pour me´moire, la fonction objectif de la LDE propose´e par Chen et al. vise a` maximiser le
rapport A/B, avec :
A =
∑
−
(xi − xj)(xi − xj)′ et B =
∑
+
(xi − xj)(xi − xj)′. (4.12)
Il est donc raisonnable de songer que CSML et LDE sont des techniques comple´mentaires.
Nous proposons ici d’appliquer la LDE apre`s CSML. Une fois les vecteurs projete´s dans
l’espace de la similarite´ en cosinus (e´quation 4.8), nous construisons les matrices A et B
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(e´quation 4.12) sur l’ensemble d’images d’apprentissage utilise´ pour le CSML. Nous re´solvons
ensuite le proble`me aux vecteurs propres ge´ne´ralise´s solutions de l’e´quation 4.12, ce qui est
facile puisque B est syme´trique (en ge´ne´ral de´finie) positive. La solution au proble`me consiste
en les m vecteurs propres ge´ne´ralise´s associe´s aux m plus grandes valeurs propres solution du
proble`me (m la dimension de l’espace de projection).
En projetant a` nouveau les vecteurs au moyen de la matrice de projection obtenue, on
observe alors un gain en pre´cision de 6%. De plus, en pratiquant la re´gularisation des vecteurs
solution par la racine carre´e de la valeur propre associe´e, on observe un gain en pre´cision
supple´mentaire de 2% (Tableau 4.2).
x (7080 dim)
PCA→ xPCA (500 dim) CS→ xCS (200 dim) LDE→ xLDE (200 dim) (4.13)
Tableau 4.2 LDE after CSML
Base de donne´es dimension dimension reduite LDE pre´cision
LFW 200 200 non 0.32
LFW 200 200 oui 0.38
LFW 200 200 oui+regularisation 0.40
4.1.4 Autres facteurs critiques
Au-dela` de la fonction objectif, quels sont les facteurs qui pe´nalisent les performances
obtenues ? D’abord, on peut noter que le nombre d’instances disponibles pour l’apprentissage
a un impact important. En effet, si l’on observe la pre´cision obtenue par identite´, on note
une claire corre´lation entre la pre´cision et le nombre d’instances d’apprentissage (Figure 4.3).
On peut alors songer, comme Wolf et al (Wolf et al., 2011), que s’approprier des images
supple´mentaires sur le web dans le cadre d’une proce´dure d’apprentissage semi-supervise´
permettra d’ame´liorer la pre´cision des re´sultats.
Ensuite, si l’on observe la re´partition de la distance associe´e aux paires d’individus sous
la CS (Figure 4.4), on note que la se´paration semble meilleure pour les paires d’individus
(vue de face, vue de face) que pour les paires (vue de face, vue de profil). La figure 4.4
montre a` gauche la re´partition des distances associe´es aux paires d’images (face, face), a`
droite la re´partition des distances associe´es aux paires (face, profil). En vert, sont repre´sente´es
les paires d’individus identiques, en bleu, les paires d’individus diffe´rents. On constate que
pour les paires (profil, face), le chevauchement des histogrammes semble plus important.
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Figure 4.3 Influence du nombre d’instances d’apprentissage sur la pre´cision. Pre´cision cumule´e
calcule´e sur les individus trie´s par ordre de´croissant d’images disponibles
Cet observation motive une approche d’apprentissage spe´cifique pour chaque combinaison de
poses.
4.1.5 Discussion et conclusion partielle
Aujourd’hui, il existe des me´thodes robustes de de´tection de visages sur des images a`
contenu complexe, dont la robustesse s’explique notamment par la constance dans la mor-
phologie des visages. Le de´fi aujourd’hui consiste a` identifier les visages. Si les me´thodes de
ve´rification se voient gratifier d’excellents scores sur la base de donne´es LFW, le passage
trivial de la taˆche de ve´rification a` la taˆche de classification s’accompagne d’une perte de
pre´cision importante. Cette chute de la pre´cision provient sans doute du sous e´chantillonnage
(ne´cessaire) de l’espace des paires d’individus pour de l’apprentissage de fonctions de ve´rifi-
cation. Quoi qu’il en soit, si les re´sultats obtenus en ve´rification peuvent laisser penser que
la recherche en reconnaissance de visages est un domaine muˆr et sature´, il reste encore une
marge de progression importante pour la recherche en classification des individus.
Obj2.1.i : e´tudier les modes d’encodage et de comparaison des visages.
Dans ce paragraphe, nous avons de´crit les techniques e´le´mentaires d’extraction, d’ali-
gnement et de repre´sentation des visages. Nous avons e´galement pre´sente´ les strate´gies sur
lesquelles se basent les algorithmes de ve´rification constituant l’e´tat de l’art aujourd’hui.
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Figure 4.4 Influence de la pose des individus sur la pre´cision de la CS. A gauche des paires
(face,face), a` droite, des paires de (face,profil). Abscisse : 1-CS, Ordonne´e : nombre de paires
Obj2.1.ii : Proposer et e´valuer une strate´gie de classification de visages.
Dans un second temps, nous avons pratique´ une e´valuation de la perte de pre´cision lors
du passage de la taˆche de ve´rification a` la taˆche de classification. Nous avons explique´ ce
phe´nome`ne et souligne´ plusieurs pistes de progression pour la recherche en classification des
individus. En particulier, nous avons montre´ que le nombre d’instances disponibles pour
l’apprentissage a un impact conse´quent sur l’aptitude d’un classificateur a` reconnaˆıtre un
individu. Nous avons e´galement mis en e´vidence l’influence des variations de la pose des indi-
vidus sur l’efficacite´ de l’apprentissage CSML. Dans le prochain paragraphe, nous discutons
de la viabilite´ et de la mise en oeuvre de ces deux pistes d’ame´lioration.
4.2 Renforcer la classification
4.2.1 Prise en compte de la pose
L’alignement des visages ne supprime qu’en partie le biais duˆ a` la pose des individus sur
les images. Lorsque l’e´cart de pose est trop extreˆme (profil, vue de face), on peut se demander
s’il est meˆme le´gitime d’appliquer le proce´de´. Ici, nous discutons de la mise en oeuvre d’une
strate´gie prenant explicitement en compte la pose des individus pour la classification.
La pose, entre autres facteurs, a notamment e´te´ identifie´e comme une nuisance pour
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les algorithmes de comparaison de visages par Yin et al. (Yin et al., 2011), qui soulignent
notamment qu’un trop grand e´cart dans la pose est susceptible de dominer les diffe´rences
subtiles entres deux individus distincts photographie´s dans les meˆmes conditions. Dans (Yin
et al., 2011), ils ge`rent le proble`me de la pose via une me´thode base´e sur le recours a` de
donne´es externes a` LFW. Leur ide´e consiste a` ne re´aliser de ve´rification que pour des visages
photographie´s dans des conditions similaires de pose et d’illumination. Dans le cas ou` deux
visages (V1,V2) pre´sentent des conditions trop diffe´rentes d’illumination ou de pose, ils ont
recours a` une base de donne´es externe pour pre´dire un visage V3 associe´ a` V2, qui pre´sente
des conditions de prise de vue similaires a` celles de V1. La ve´rification est alors pratique´e
entre V1 et V3, plus propres a` eˆtre compare´s. Sur LFW, la pre´cision moyenne d’une telle
me´thode de´passe les 90% (unrestricted settings).
La strate´gie propose´e par Hasan et Pal (M. K. Hasan, 2011), a` la diffe´rence de celle de Yin,
prend en compte la pose de fao¸n plus explicite. Ainsi, Hasan et Pal distinguent chaque e´tape
de la proce´dure de traitement des visages selon la pose, de l’alignement a` la ve´rification. Plus
spe´cifiquement, ils pratiquent un apprentissage de la CS optimise´ pour chaque combinaison de
poses : (face,face), (face,profil), (profil,profil). Aucune donne´e externe a` LFW n’est requise. Ils
montrent (Hasan et al., 2012) que par ce proce´de´, le score de ve´rification peut eˆtre ame´liore´
d’environs 1.5% par rapport a` un apprentissage sans distinction sur la pose. La pre´cision
moyenne obtenue de´passe e´galement les 90% (restricted settings). Nous nous inte´ressons ici
a` l’inte´gration de cette strate´gie a` un sce´nario de classification.
Hasan et Pal proposent une me´thode capable de distinguer avec quasi certitude cinq types
de poses (Figure 4.5). Leur me´thode (M. K. Hasan, 2011) est entraˆıne´e sur des images de la
base de donne´es PUT 1 encode´es au moyen de descripteurs locaux (HOG). Le taux d’erreur
de leur algorithme d’estimation de pose est de l’ordre de 4.5%. Ici, nous ne retenons que trois
des cinq poses pre´sente´es en Figure 4.3. pour simplifier le proce´de´. Par la suite, nous notons
C = vue de font, R = profil gauche, L = profil droit.
La distinction selon la pose dans le cadre de la CSML consiste a` apprendre une me´trique
spe´cifique pour la comparaison de chaque configuration : (CC,CR,CL,RR,LL,RL). Dans le
cadre de ce travail, nous utilisons les visages de la base de donne´es LFW, aimablement
encode´s, aligne´s et annote´s de leur pose par K. Hasan. Nous utilisons e´galement les matrices
de projection apprises par K. Hasan par optimisation du la fonction objectif de N’Guyen et
al. (e´quation 4.10), pour chaque sous-ensemble de paires (CC,CR,CL,RR,LL,RL).
Dans le sce´nario d’une classification base´e sur la recherche du plus proche voisin au sens
de la CS, distinguer les cas selon la pose implique de rechercher non pas un mais trois voisins
pour classifier un visage inconnu. Si on note qP une requeˆte de pose P ∈ (C,L,R), rP une
1. https ://biometrics.cie.put.poznan.pl/
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Figure 4.5 Les 5 classes de poses de´finies par M. K. Hasan (2011)
image de l’ensemble d’entraˆınement, de pose P ∈ (C,L,R), on envisage les configurations
suivantes : (qC , rC), (qC , rL), (qC , rR), (qR, rC), (qR, rR), (qR, rL), (qL, rC), (qL, rR), et (qL, rL).
Par exemple, si la pose P de la requeˆte est une vue de face (P=C), on trouvera un voisin de
qC parmi les visages vus de face, un voisin de qC parmi les visages de profil droit, et un voisin
de qC parmi les visages de profil gauche. Pour la recherche de chaque voisin, on utilisera une
projection dans un espace adapte´ : une projection dans l’espace des comparaisons (C,C),
une projection dans l’espace des comparaisons (C,R) et une projection dans l’espace des
comparaisons (C,L).
La question est alors, comment trancher parmi les trois identite´s retrouve´es ? Pour re´-
soudre ce proble`me, nous proposons d’apprendre la distribution des distances entre visages
voisins pour chaque combinaison de poses. Par exemple, pour la configuration (C,R), nous
construisons a` partir de l’ensemble d’entraˆınement un ensemble de paires de visages (C,R),
voisins au sens de la CS dans l’espace optimise´ pour les paires (C,R). Nous sommes ainsi
capables d’estimer :
P (Y (qP )|CS(rP , qP )), p ∈ (C,L,R) (4.14)
A ce stade, il est de´sormais possible de trancher : l’identite´ retourne´e par le classificateur
est alors l’identite´ associe´e a` la pre´diction de probabilite´ maximale.
Une telle proce´dure permet de re´aliser un gain d’environs 1% sur la pre´cision du classi-
ficateur dans le sce´nario ou` aucun seuil n’est utilise´ pour refuser une pre´diction. En faisant
usage d’un seuil sur les P (CS(rP , qP )), on peut faire varier la pre´cision et le rappel obtenus
et construire une courbe pre´cision rappel pour le proble`me de classification de´crit plus haut.
La figure 4.6 pre´sente la courbe ROC obtenue pour la classification de 1680 individus sur
la base de donne´es LFW, avec et sans apprentissage spe´cialise´ par pose. On constate un
e´cart important entre la courbe bleue (sans prise en compte de la pose), et la courbe rouge
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Figure 4.6 Courbe ROC pour la classification de 1680 sujets (avec prise en compte de la pose :
rouge, sans pose : bleu)
(avec prise en compte explicite de la pose). Nous pouvons donc conclure que la distinction
de l’apprentissage par pose est be´ne´fique a` la classification.
4.2.2 Donne´es d’apprentissage
Nous avons souligne´ plus haut l’impact du nombre d’exemplaires disponibles pour l’ap-
prentissage sur la pre´cision de la classification. Une question qui se pose naturellement a` ce
stade est alors : pourquoi ne pas se procurer des exemplaires supple´mentaires d’apprentis-
sage ?
Ou ? Se procurer des portraits d’individus annote´s n’est pas une taˆche triviale. De`s que
l’on adresse la grande e´chelle, la disponibilite´ de portraits de qualite´ chute. Prenons par
exemple Agbani Darego. Top model ce´le`bre, le web regorge d’images de la jeune femme. En
revanche, Alexandra Rozovskaya (musicienne russe) est tre`s mal repre´sente´e en ligne et il est
difficile d’obtenir un portait d’Alexandra diffe´rent de celui de LFW.
L’exemple choisi ici est sans doute un peu extreˆme. Pour la plupart des individus de
LFW ne posse´dant qu’une image dans la base de donne´es, il est possible de trouver au moins
quatre images supple´mentaires via une recherche sur Google. Toutefois, un filtrage des visages
obtenu est incontournable si l’on souhaite preserver la fiabilite´ des donne´es d’apprentissage.
T. Berg et al. abordent le proble`me de la ve´rification de donne´es collecte´es automatique-
ment sur le web (Berg et al., 2004). Leur base de donne´es (Faces in the Wild) de visages
est constitue´e de plus de quarante-quatre mille visages de´tecte´s sur plus d’un demi million
d’images extraites d’articles d’actualite´ en ligne. Leur travail consiste a` exploiter le contenu
(texte) du descriptif de l’image pour identifier le contenu des photographies. Par exemple, il
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Figure 4.7 Disponibilite´ d’images supple´mentaires. En haut : Agbani Darego, en bas : Alexan-
dra Rozovskaya
Figure 4.8 La ne´cessite´ de proce´der a` un filtrage
s’agit, lorsque plusieurs visages sont pre´sents, d’assigner une identite´ a` chaque visage. Leur
me´thode est base´e sur une proce´dure complexe de clustering visant a` constituer des groupe-
ments d’images cohe´rents en terme d’aspect visuel, mais aussi d’e´tiquette associe´e. En fin de
compte, ils obtiennent un e´tiquetage dont la pre´cision est estime´e a` 77% (Gionis et al., 1999).
Ainsi, la recherche automatise´e d’exemplaires additionnels pour l’apprentissage est loin
d’eˆtre e´vidente. Les bases de donne´es sont contraintes de faire un compromis entre le nombre
d’instances disponibles et la pre´cision de l’e´tiquetage. LFW est constitue´e d’un sous-ensemble
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de FW, tel que l’e´tiquetage est plus beaucoup plus fiable. En choisissant cette base de donne´es,
nous prenons le parti de la pre´cision de l’e´tiquetage. Ajouter a` LFW des images externes
reviendrait a` de´faire le travail d’e´puration de FW re´alise´ par Huan et al. Ici, nous n’effectuons
pas cette expe´rience. Il serait tout de meˆme inte´ressant de tester la pre´cision d’un classificateur
sur des donne´es plus nombreuses et plus bruite´es de FW, en comparaison aux performances
obtenues sur LFW. Ce type d’expe´rience de´passe malheureusement la cadre de notre travail.
4.2.3 Discussion et conclusion partielle
La pose et le nombre d’exemplaires d’apprentissage sont deux facteurs impactant forte-
ment la pre´cision d’un classificateur de visages. Une prise en compte explicite de la pose
permet d’ame´liorer la pre´cision non seulement en ve´rification, mais aussi en classification. En
ce qui concerne le nombre d’instances d’apprentissage, il semble en revanche qu’on doive effec-
tuer un compromis entre la pre´cision de l’e´tiquetage et le nombre de visages disponibles par
individu. Ainsi, sans algorithme fort de ve´rification, acque´rir de nouveaux visages de manie`re
automatise´e est susceptible d’introduire du bruit dans la base de donne´es d’apprentissage, ce
qui provoquerait sans doute une perte de pre´cision.
Obj2.2.i : Proposer une strate´gie de classification tenant compte explicitement
de la pose des individus.
En nous appuyant sur le travail de notre colle`gue K. Hasan, nous avons propose´ une
strate´gie de classification permettant de distinguer les cas selon la pose des individus. Nous
avons montre´ qu’en utilisant une estimation de la distribution des distances entre paires
voisines, nous pouvions ame´liorer significativement la pre´cision et le rappel obtenus.
Obj2.2.ii : Discuter de la collecte automatise´e d’exemplaires supple´mentaires
pour l’apprentissage.
En ce qui concerne la collecte d’instance supple´mentaires pour l’apprentissage, il semble
qu’a` l’e´chelle d’LFW, un syste`me de ve´rification robuste soit ne´cessaire, ce qui de´passe le
cadre de notre me´moire.
4.3 Jeux d’e´chelles
4.3.1 Position du proble`me
Pour une vide´o de concert de 15min, le nombre de visages que l’on peut extraire au moyen
du de´tecteur de Viola et Jones est ge´ne´ralement de l’ordre du millier a` la dizaine de milliers.
Quant au nombre d’identite´s potentielles pour ces visages, elle de´pend de la strate´gie choisie.
Dans l’ide´al, on traitera de la meˆme manie`re tous les visages trouve´s, inde´pendamment du
groupe ou du genre musical. Sachant que sur Wikipe´dia, on recense plus de 5,000 groupes
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de rock and roll, que chaque groupe posse`de en moyenne quatre a` cinq membres, on peut
sans prendre trop de risques estimer qu’un syste`me de reconnaissance automatise´ de musicien
inter genres de´passerait en ampleur la base de donne´es LFW et ses 5749 personnalite´s. Cette
re´flexion soule`ve alors la question de la classification de visages a` tre`s grande e´chelle.
En analyse de contenu vide´o sur le web, l’efficacite´ de l’e´tape de classification est un
parame`tre crucial. Comme nous l’avons souligne´ au chapitre 2.3, il existe de nombreuses
structures de donne´es pour la recherche rapide du plus proche voisin a` grande e´chelle. Bien
qu’elles de´passent la recherche brute en terme d’efficacite´ the´orique, il est important de s’in-
terroger quant a` la le´gitimite´ de leur utilisation. En C++, la recherche par force brute du plus
proche voisin de 4300 vecteurs parmi 4800 vecteurs de 200 dimensions prend 21 secondes,
soit environs 4ms par requeˆte. a` partir de quelle e´chelle est-il ne´cessaire d’avoir recours a` une
structure de donne´es pour la recherche rapide du plus proche voisin ? Quelles structures sont
adapte´es au proble`me de classification de visages a` grande e´chelle ? Quels sont les parame`tres
qui conditionnent l’efficacite´ de ces structures ?
4.3.2 Structures de donne´es pour la tre`s grande e´chelle
Nous avons pre´sente´ au chapitre 2.3 plusieurs structures de donne´es permettant la re-
cherche rapide du plus proche voisin d’un vecteur x dans un espace me´trique X dote´ de la
distance D. notamment, nous avons mis en lumie`re deux structures de donne´es - l’arbre de
me´triques et l’arbre a` couverture, plus adapte´es que le kd-arbre a` la recherche rapide du plus
proche voisin dans un espace de grande dimension (d > 10).
M-arbre. L’arbre de me´triques (metric tree) est base´ sur le meˆme principe que le kd-arbre.
Il vise a` porter cette structure vers les espaces de dimension plus vaste, en ayant recours a` un
me´canisme de division de l’espace moins sensible a` la dimension des vecteurs. Notamment,
il vise a` minimiser le nombre de calculs de distance pratique´s au moment de la recherche.
L’arbre que nous utilisons ici est une variante du vp-arbre (Kunze et Weske (2010)). Comme
le vp-arbre, il s’agit d’un arbre binaire. Dans un vp-arbre, chaque noeud est divise´ en fonction
de la distance des e´le´ments du noeud a` un point de re´fe´rence (vantage point). L’inconve´nient
des vp-arbres est que rien ne garantit l’e´quilibre de la structure. Le M-arbre (Houten et al.,
2005), lui, se´pare les objets contenus dans un noeud en deux enfants de taille fixe, ce qui
garantit un certain e´quilibre.
Au moment de la recherche du plus proche voisin d’une requeˆte, le recours aux distances
pre´calcule´es lors de la construction de l’arbre permet d’acce´le´rer la proce´dure : dans chaque
noeud, la requeˆte est seulement compare´e aux centres de chaque enfant du noeud. L’utilisation
de l’ine´galite´ triangulaire permet alors d’e´liminer certaines branches de la recherche. Pour
une recherche par rayon, c’est a` dire de tous les e´le´ments situe´s autour de q a` un distance
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infe´rieure a` r(q), l’application de ce principe est tre`s simple. Supposons que l’on se trouve
dans le noeud R, posse´dant deux enfants R1, R2. r(R1) est le rayon de la sphe`re centre´e
en R1 de rayon r(R1), avec r(R1) la distance de R1 a` son enfant le plus e´loigne´. Alors,
si d(q, R1) > r(q) + r(R1), R1 et ses descendants peuvent eˆtre e´carte´s de la recherche. La
recherche des k-plus proche voisin est base´e sur le meˆme principe, modulo l’utilisation d’une
pile de recherche.
Arbres a` couverture. Un arbre a` couverture est base´ sur la notion de couverture hie´rar-
chique. Nous donnons ici la description de la structure telle que de´crite dans (Motwani, 1998).
e´tant donne´ un jeu de donne´es S, chaque noeud de l’arbre est associe´ a` un e´le´ment de S, tandis
que chaque e´le´ment de S est associe´ a` un ou plusieurs noeuds. Soit z la profondeur de l’arbre
T, i = z − j avec j la longueur du chemin de la racine jusqu’au niveau i, Ci l’ensemble des
points de S associe´s au noeuds du niveau i, et s un re´el positif. L’arbre a` couverture respecte
les re`gles suivantes :
1. Ci ⊂ Ci−1.
2. ∀p ∈ Ci−1, ∃q ∈ Ci tel que d(p, q) < si et le noeud a` la profondeur i associe´ a` q est un
parent du noeud associe´ a` p a` la profondeur i-1.
3. ∀(p, q) ∈ Ci, d(p, q) > si.
La recherche du plus proche voisin dans une telle structure est effectue´e comme suit :
1. Q∞ = C∞, la racine de T.
2. pour i de ∞ a` −∞ : Q = {children(q)|q ∈ Qi}, Qi−1 = {q ∈ Q|d(p, q) < d(p, q) + si}
3. retourner minq(d(p, q)|q ∈ Q−∞)
Une telle structure est base´e sur la constante d’expansion (Karger et Ruhl, 2002) de
l’espace de recherche (terme si). La constante d’expansion d’un espace me´trique (X,d) est
de´finie comme la plus petite valeur c > 1 telle que :
∀p ∈ X, ∀r ≥ 0, |BX(p, 2r)| ≤ c|BX(p, r)| (4.15)
Lorsque la distribution de X est uniforme sur m dimensions, c = 2m. L’arbre a` couverture
est donc adapte´ aux espaces me´triques dote´s d’une structure sous-jacente, telle que les donne´es
sont groupe´es en amas a` plusieurs e´chelles. Il n’est pas adapte´ aux distributions uniformes
(Figure 4.9).
La complexite´ the´orique des e´tapes de construction, recherche exacte et approche´e pour
l’arbre a` couverture a e´te´ e´tablie par (Motwani, 1998). En ce qui concerne le M-arbre, on
pourra consulter (Andoni et Indyk, 2008). Nous rapportons ces valeurs dans le tableau 4.3.
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Figure 4.9 Espace me´trique et constante d’expansion. a` gauche, un espace me´trique adapte´
a` l’arbre a` couverture (c = 3), a` droite, un espace me´trique mal adapte´ (c = 5)
Tableau 4.3 Complexite´ des ope´rations e´le´mentaires pour l’arbre a` couverture. ∆ est le ratio
d’aspect, c’est-a`-dire le rapport de la distance maximale sur |X| par la distance minimale sur
|X|
construction recherche exacte recherche approche´e
Arbre a` couverture O(c16nlog(n)) O(c12log(n)) O(log(∆)) + 1

O(1)
M-arbre O(nlog(n)) O(log(n)) sous conditions -
En pratique. Comme nous l’avons souligne´ plus haut, l’efficacite´ des structures de donne´es
arborescentes de´pend de la distribution des donne´es. Une distribution uniforme nuit a` ces
structures. Aussi, est-il ne´cessaire de les e´valuer sur des espaces me´triques approprie´s. Ici,
nous proposons une e´valuation sur une base de donne´es de visages, projete´es dans l’espace
X par CSML. La me´trique utilise´e est la norme euclidienne. La base de donne´e utilise´e
ici, Wikipe´diaDB, a e´te´ constitue´e par K. Hasan a` partir des images de personnalite´s sur
Wikipe´dia. Elle comporte 51378 visages, dont la description apre`s CSML est constitue´e de
vecteurs norme´s de 200 dimensions.
Tableau 4.4 Recherche exacte du plus proche voisin (200 dimensions, L2)
Base de donne´es me´thode dim |X| t(ms) construction t(ms) test (par requeˆte)
Wikipe´diaDB force-brute 200 51329 0 0.015
Wikipe´diaDB c-arbre 200 51329 407 0.023
Wikipe´diaDB m-arbre 200 51329 209 0.042
Dans un premier temps, nous comparons (Tableau 4.4) les performances des deux struc-
tures arborescentes a` la recherche par force brute. L’echec est cuisant. En fait, comme l’ex-
pliquent Liu et al. (Liu et al., 2004a), ce type de structure de donne´es peine a` traiter les
vecteurs de grande dimension d ≥ 100. En terme de recherche approche´e, ou dans le cas ou`
plus d’un voisin est requis, les structures hie´rarchiques permettent tout de meˆme d’acce´le´-
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rer la proce´dure de recherche line´aire. Mais la question est alors, dans un contexte ou` les
instances d’apprentissage sont rares, peut-on se permettre de pratiquer la classification par
un voisin approche´ ? Cette question inte´ressante de´passe malheureusement le cadre de notre
travail.
Ici, nous souhaitons retrouver le plus proche voisin exact dans un temps minimal. Face
a` l’obstacle de la dimensionnalite´ de la repre´sentation, deux strate´gies s’offrent a` nous. La
premie`re consiste a` avoir recours a` des techniques de hachage, qui, comme le soulignent Liu
et al., conduisent a` une perte importante de pre´cision (Andoni et Indyk, 2008). L’alternative
au hachage consiste a` proce´der a` la re´duction de la dimensionnalite´ des donne´es. Liu et al.
proposent d’avoir recours a` la technique de projection randomise´e des donne´es d’un espace
me´trique X vers un espace de dimension infe´rieure.
Contrairement a` ce que laisse entendre l’intuition, la projection randomise´e ne s’accom-
pagne pas ne´cessairement d’une perte de pre´cision majeure. L’ide´e consiste a` dire que le
nombre de projections augmentant, la probabilite´ cumule´e obtenue pour le vrai plus proche
voisin de´passe la probabilite´ des autres voisins. Le lemme de Johnson-Lindenstrauss (Johnson
et Lindenstrauss, 1984) garantit la pre´servation de l’information si les matrices de projection
sont bien construites.
De manie`re pratique, obtenir une fonction (matrice) de projection randomise´e ve´rifiant
les axiomes du the´ore`me de Johnson-Lindenstrauss n’est pas trivial. Toutefois, re´cemment,
Achlioptas a mis en e´vidence une matrice de projection M extreˆmement simple satisfaisant
ces axiomes :
Mi,j =

√
3, si r ≤ 1/6
0, si 1/6 < r < 2/6
−√3 si r ≥ 2/6
(4.16)
avec r un nombre re´el ale´atoire 2.
Ainsi, il est possible de re´duire conside´rablement la dimension des donne´es en garantis-
sant une perte de pre´cision limite´e. La question est, au prix de combien de projection ? Le
tableau 4.5 apporte une re´ponse a` cette question. Pour la base de donne´es LFW, on ob-
serve une convergence de l’erreur apre`s 350 projections et apre`s 400 pour la base de donne´es
LFW+Wiki. Ainsi, pour que la re´duction de dimensionnalite´ soit utile, il est ne´cessaire d’ob-
server un facteur d’acce´le´ration largement supe´rieur a` 400 par passage de 200 a` 20 dimensions.
2. En C++, la librairie boost procure des ge´ne´rateurs de nombre ale´atoires de qualite´ acceptable.
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Tableau 4.5 Strate´gie de re´duction de la dimensionnalite´
Base de donne´es dim dim red num proj. acc
LFW 200 200 0 0.32
LFW 200 20 150 0.11
LFW 200 20 300 0.29
LFW 200 20 350 0.30
LFW+Wiki 200 200 0 0.27
LFW+Wiki 200 20 350 0.21
LFW+Wiki 200 20 400 0.26
4.3.3 La question de la me´trique
Comme nous avons pu le constater lors de l’examen des structures de donne´es adapte´es
a` la grande e´chelle, la me´trique joue un roˆle central pour les ope´rations de recherche rapide
dans une structure arborescente. Or, si l’on revient au proble`me de classification de visages,
la CS n’est pas une me´trique, mais une similarite´. En particulier, elle ne ve´rifie pas l’ine´galite´
triangulaire. Un exemple simple suffit a` le montrer :
CS(x, y) =
xy′
‖x‖‖y‖ (4.17)
x = (1, 0), z = (0, 1), y = (1/
√
2, 1/
√
2) (4.18)
alors :
d(x, y) + d(y, z) = 2− 1, 58 < d(x, z) = 1 (4.19)
Dans l’e´valuation pre´ce´dente en 4.2.1, nous avons utilise´ la distance euclidienne. Or, il
n’est pas e´vident que cette distance soit valide pour travailler sur un espace optimise´ pour la
CS.
De manie`re ge´ne´rale, max(CS(v1, x ∈ X)) 6= min(L2(v1, x ∈ X)).
En effet, il suffit de conside´rer les vecteurs :
v1 = (1, 0), v2 = (0, 1), v3 = (
√
2,
√
2) (4.20)
pour constater que rechercher les plus proche voisin au sens de la CS est diffe´rent de
rechercher le plus proche voisin au sens de L2. Si v1 est la requeˆte et X = (v1, v2) notre
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espace de recherche, on a :
L2(v1, v2) =
√
(v1− v2)(v1− v2)′ =
√
(2) = 1.41 (4.21)
L2(v1, v3) =
√
(v1− v3)(v1− v3)′ =
√
2 + (1−
√
2)2 = 1.47 (4.22)
Par ailleurs :
CS(v1, v2) = v1 ∗ v2′ = 0 (4.23)
CS(v1, v3) = v1 ∗ v3′ = 1.41 (4.24)
Ainsi, sur cet exemple, max(CS(v1, x ∈ X)) 6= min(L2(v1, x ∈ X)). Par suite, on peut
affirmer la proprie´te´ 1. Lorsque l’on aborde le cas des vecteurs norme´s, on peut en revanche
montrer l’e´galite´.
Sur la sphe`re unite´, max(CS(v1, x ∈ X)) = min(L2(v1, x ∈ X)).
En effet :
∀(x, y) ∈ B(0, 1)2, L2(x, y) =
√
(x− y)(x− y)′ =
√
2(1− xy′) (4.25)
Or, g(u) =
√
2(1− u) est monotone de´croissante sur [0, 1]. D’apre`s les the´ore`mes sur
les compose´es de fonctions, g ◦ CS est donc croissante sur les intervalles de [0,1] ou` CS
est monotone de´croissante, et g ◦ CS est de´croissante sur les intervalles de [0,1] ou` CS est
monotone croissante. En d’autres termes, g adopte les variations inverses de la CS. Par suite,
max(CS(v1, x ∈ X)) = min(L2(v1, x ∈ X)) sur la boule unite´.
Ainsi, d’apre`s la proprie´te´ 2, il est le´gitime de pratiquer la classification par recherche du
plus proche voisin sous L2 dans un espace norme´ optimise´ pour la CS. Dans le cas inverse,
utiliser L2 en lieu et place de la CS n’est pas le´gitime.
4.3.4 Discussion et conclusion partielle
Analyser syste´matiquement le contexte d’une vide´o pour de´terminer quels individus sont
susceptibles de s’y trouver n’est pas une de´marche viable a` l’e´chelle du web. Un syste`me de
reconnaissance de visage oriente´ pour la reconnaissance de personne rescencera, dans l’ide´al,
un nombre important d’individus. Dans ce chapitre, nous avons essaye´ de mesurer l’ampleur
d’un tel syste`me, et de discuter des strate´gies de classification de visages adapte´es a` ce type
de sce´nario.
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Obj2.3.i : e´tudier les strate´gies de classification de visage a` tre`s grande e´chelle.
Comme le souligne Lowe dans (Muja et Lowe, 2009), la recherche rapide du plus proche
voisin dans un espace de grand cardinal et de tre`s grande dimension est un proble`me difficile.
La plupart des structures de donne´es conc¸ues pour les espaces de grand cardinal supportent
mal des vecteurs de dimension tre`s e´leve´e. Si la recherche du plus proche voisin approche´e
est tole´rable, on pourra avoir recours a` l’arbre a` couverture, ou, pour la recherche rapide
de k-voisins, a` un M-arbre. Pour des dimensions tre`s e´leve´es (d >> 100), il faudra avoir
recours a` une autre cate´gorie de me´thodes, base´es sur les techniques de hachage rapide.
Pour la recherche rapide du plus proche voisin exact dans un espace de d = 200 dimensions
(dimension d’un portait apre`s encodage par LBP + CSML), c’est la recherche par force brute
qui reste la me´thode la plus efficace.
4.4 Conclusion du chapitre
La classification de portraits d’individus non conditionne´s est un proble`me ouvert de
la recherche en traitement d’images. Les de´fis a` relever pour rendre les syste`mes existants
robustes et adapte´s au contenu des vide´os du web sont diffe´rents de ceux rencontre´s par les
objets. Notamment, le caracte`re limite´ des ressources pour l’apprentissage disponible pour
chaque individu impose de fortes contraintes quant au type de classificateur utilise´.
La taˆche de ve´rification visage a` visage obtient aujourd’hui d’excellents re´sultats, meˆme
dans le sce´nario de portraits re´alise´ sans contraintes sur la pose. Cependant, les re´sultats de
classification d’individus sont tre`s infe´ des attentes des acteurs e´conomiques du web. Dans ce
chapitre, nous avons identifie´ plusieurs facteurs pe´nalisant les performances des algorithmes de
reconnaissance de visage, en particulier la pose et la limitation des instances d’apprentissage.
Ensuite, nous avons propose´ une me´thodologie de classification prenant explicitement en
compte la pose des individus. Nous avons montre´ qu’une telle de´marche permettait d’ame´-
liorer la pre´cision d’un algorithme de classification e´le´mentaire, base´ sur la recherche du plus
proche voisin dans l’espace re´sultant de l’apprentissage de la similitude en cosinus. Nous avons
e´galement discute´ du proble`me des ressources limite´es d’apprentissage. A` ce sujet, il semble
que le recours a` plus d’individus doit s’accompagner d’un travail important de desambigua-
tion. Un classificateur base´ sur ce type de donne´es doit alors inte´grer la notion d’incertitude
de l’e´tiquetage.
En terme de classification, nous avons pose´ la question de l’e´chelle et des structures
adapte´es. Il semble que pour de grandes dimensions, l’usage de structures de donne´es de type
arbre a` couverture ou M-arbre ne soit le´gitime que dans le cas ou` l’on souhaite proce´der a`
une recherche approxime´e du plus proche voisin, ou bien a` la recherche de k-voisins. Meˆme
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dans ce cas de figure, les structures de donne´es restent sensibles a` la grande dimension des
vecteurs repre´sentant les visages. Pour un traitement effice a` tre`s grande e´chelle, on aura
recours a` une autre cate´gorie de techniques, base´es sur les fonctions probabilistes de hachage.
Le recours a` de telles me´thodes s’assortit bien suˆr d’une hausse de l’impre´cision. Tant que
cela` est possible, on aura donc recours a` la recherche brute pour le plus proche voisin exact,
ou aux structures de donne´es hie´rarchiques pour une recherche approche´e limite´e a` une erreur
en .
Le pas est donc encore grand a` franchir en termes de reconnaissance de visages pour
disposer d’un syste`me ope´rationnel pour le traitement de vide´os en ligne. Dans le prochain
chapitre, nous discutons de la place qu’occuperait un tel syste`me dans un algorithme d’analyse
de´taille´e du contenu de vide´os de concert.
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CHAPITRE 5
INDEXATION PAR LE CONTENU DE VIDEOS MUSICALES EN LIGNE
Dans les chapitres pre´ce´dents, nous avons donne´ un aperc¸u des techniques a` la pointe en
reconnaissance d’objets et d’individus, adapte´es au traitement de contenu vide´o. Ici, nous
nous adoptons un point de vue plus applicatif pour traiter un proble`me concret de l’industrie
du web. Les vide´os de concert constituent une part importante du contenu musical en ligne
et sont particulie`rement difficiles a` indexer du fait de leur qualite´ tre`s variable en de´pit des
indices textuels.
Par l’analyse du retour des usagers, il est possible, a` terme, d’identifier des vide´os de bonne
qualite´. Cependant, ce processus converge lentement et s’ave`re, nous le verrons, d’une fiabilite´
discutable. De plus, il ne garantit pas que toutes les vide´os de qualite´ seront identifie´es. Par
ailleurs, si l’analyse du son en comple´ment des me´tadonne´es textuelles apporte un indice
important concernant la qualite´ du contenu, il n’est pas difficile de concevoir les lacunes d’un
syste`me d’indexation limite´ au texte et a` l’audio (amalgame sur le groupe, mauvaise qualite´
de la prise de vue, vide´o hors contexte). Ici, nous proposons d’analyser l’apport d’un syste`me
d’analyse de l’image pour l’indexation de vide´os de concert.
5.1 Strate´gies d’indexation
5.1.1 Indexation de vide´os
L’indexation de vide´os est un the`me vaste, englobant des savoirs faire aussi divers que la
segmentation de vide´o, l’analyse de trame sonore, la reconnaissance de parole, la reconnais-
sance d’objets et de visages, l’analyse et la compre´hension de texte.
Figure 5.1 Parame`tres entrants en jeu dans l’analyse de document vide´o (Snoek et Worring,
2005)
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En 2005, Snoek et Worring (Snoek et Worring, 2005) dressent un panorama ge´ne´ral des
techniques d’analyse de vide´os. Dans une perspective unificatrice, ils proposent une me´thodo-
logie unifie´e pour l’analyse de documents multime´dias base´e sur la prise en compte conjointe
de l’audio, du texte et de l’image. En terme de donne´es visuelles, ils soulignent deux niveaux
d’analyse : le contenu (sujet, ce qui est filme´) et la re´alisation (comment le sujet est filme´).
Ils distinguent alors trois types de contenus : personnes, objets, et sce`nes. Les chapitres 3
et 4 de ce me´moire couvrent deux de ces aspects, identifie´s par Snoek et Worring comme
incontournables pour l’indexation de vide´os.
En 2010, dans une perspective plus pragmatique, Snoek et Smeulders (Me´diaMill 1) de´-
crivent les bonnes pratiques en analyse de contenu vide´o a` l’e´chelle du web (Snoek et Smeul-
ders, 2011). Il de´taillent le processus complet d’analyse du contenu, de l’extraction d’infor-
mation visuelle a` la fusion des concepts a` haut niveau pour la prise de de´cision finale. En
terme d’analyse d’images, ils soule`vent notamment la proble´matique des instances e´tiquete´es
disponibles pour l’apprentissage, que nous avons traite´e au chapitre 3. Plus loin, a` propos de
la de´tection d’objets, ils soulignent l’importance de la flexibilite´ et de l’aptitude a` ge´ne´raliser
des de´tecteurs d’objets (forets de de´cision versus svm 1-vs-all), question que nous avons traite´
au chapitre au meˆme chapitre.
Comment reconnaˆıtre une vide´o de concert de qualite´ ? En 2007 (Snoek et al., 2007),
Snoek et al se penchent sur le proble`me particulier de l’indexation de vide´os de concert. Ils se
basent sur une analyse du contenu visuel selon les deux points de vue e´voque´s dans l’article
de 2005(Snoek et Worring, 2005) : les concepts et le style. Ils soulignent notamment que dans
une vide´o de concert, a` l’inverse d’une vide´o de nouvelles ou d’un site-com, le nombre de
concepts d’inte´reˆt est borne´, ce qui facilite l’analyse du contenu. Par ailleurs, ils proposent
une analyse du style base´e essentiellement sur la distance de la came´ra a` la sce`ne, e´value´e
a` partir de la taille des visages de´tecte´s. Ici, nous proposons d’e´tudier nous aussi les points
de vue du style et des concepts, adjoignant a` l’analyse des objets d’inte´reˆt une technique
d’identification des visages, et a` l’e´tude du style une analyse base´e sur l’estimation rapide
du flot optique moyen. De plus, nous nous proposons d’inte´grer a` l’analyse une composante
base´e sur l’information textuelle et la nature de l’e´ve`nement repre´sente´.
5.1.2 Vide´o de concert
Les concepts. Dans (Snoek et al., 2007), les auteurs choisissent 12 concepts d’inte´reˆt
base´s sur les retours de producteurs de concerts. Les concepts retenus sont : audience (au-
dience), groupe (band), batteur (drummer), visage (face), guitare (guitarist), instruments
(instruments), clavier (keybord), personne (person), vue de dos (rear view), sce`ne (stage),
1. http ://www.science.uva.nl/research/mediamill/
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et table de mixage (turntable). Ici, nous pre´fe´rons penser en termes de champs lexicaux, et
nous concentrer sur un panel d’instruments diversifie´, de manie`re a` traiter une plus grande
varie´te´ de styles musicaux. Ainsi, nous choisissons les instruments les plus fre´quents dans le
synset image-net instruments de musique : pianos, guitares, batteries, harpes, trompettes,
saxophones et accorde´ons. Nous proce´dons e´galement a` la de´tection des visages. Au chapitre
3 de ce me´moire, nous nous sommes efforce´s de de´velopper un de´tecteur d’instruments ro-
buste, capable de supporter le contenu, qualifie´ de difficile par Snoek (Snoek et al., 2007),
des vide´os de concert. Au chapitre 4, nous avons propose´ une me´thodologie pour la de´tection
des visages et la reconnaissance d’individus. Nous les mettons en pratique dans ce chapitre.
Le style. La re´alisation d’une vide´o est un autre parame`tre important pour juger de la
qualite´ d’une vide´o de concert. Dans (Snoek et al., 2007), Snoek propose d’utiliser la taille
des visages de´tecte´s pour estimer la distance de la came´ra a` la sce`ne. Ici, nous proposons
de prendre en compte ce parame`tre, assorti d’une analyse des mouvements de came´ra par
analyse du flot optique. Ainsi, nous de´tectons les mouvements maladroits d’une personne
situe´e pre`s de la sce`ne.
Nous avons mentionne´ plus haut deux points de vue pour l’analyse du contenu de vide´os
de concert. Ici, nous traitons du style, ou de la manie`re dont est filme´e la vide´o. Comme
l’a mentionne´ Snoek, on peut utiliser la taille des visages de´tecte´s pour estimer la position
moyenne de la came´ra par rapport a` la sce`ne. Nous proposons d’ajouter a` cet examen une
e´tude des variations du flot optique moyen par image, illustratif des mouvements de came´ra.
Le flot optique correspond au vecteur de´placement de points caracte´ristiques d’une image.
Le flot optique moyen est donc le vecteur de´placement moyen des points cle´s d’une image.
Empiriquement 2, nous avons ve´rifie´ que ce vecteur permet de suivre les principaux mou-
vements de came´ra. Afin d’e´tablir la qualite´ d’une vide´o, nous proposons donc d’e´tudier le
vecteur acce´le´ration du flot optique moyen.
Fm =
dfm(t)
dt2
, fm(t) =
∑
i=1:N(x(t)− x(t− 1))
N
(5.1)
La nature de l’e´ve`nement. Pour la nature de l’e´ve`nement, nous utilisons les me´tadon-
ne´es textuelles associe´es a` la vide´o, dont nous extrayons des entite´s nomme´es bien choisies
(nom du groupe, lieu, anne´e). A partir de ces donne´es, nous nous proposons d’e´valuer la
popularite´ de l’e´ve`nement associe´ a` la vide´o.
Un e´ve`nement musical est caracte´rise´ par un groupe, un lieu, une date. Selon les vide´os,
une ou plusieurs de ces donne´es sont disponibles dans le titre du document. Dans l’ide´al,
nous aimerions disposer d’une base de donne´e capable d’e´valuer la popularite´ des notions
suivantes : (groupe), (groupe+lieu), (groupe+date), (groupe+lieu+date).
2. voir vide´o demoflow.avi
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Aujourd’hui, Wikipe´dia pre´sente un contenu standardise´, qu’il est facile d’exploiter. No-
tamment, une liste des groupes musicaux ce´le`bres peut eˆtre facilement obtenue en minant le
contenu du site. Ici, nous nous sommes restreint aux groupes de rock et avons collecte´ 5941
entre´es, de A Band of Orcs a` ZZ Top. Tous les groupes n’e´tant pas de meˆme porte´e, nous
nous proposons de proce´der a` un filtrage et de ne conserver que les groupes posse´dant au
moins deux images sur leur page Wikipe´dia.
Tableau 5.1 Nombre d’images par page Wikipe´dia
Nombre d’images >= 0 > 0 > 1 > 2 > 4 > 8 > 10
Nombre de groupes 5941 3915 1648 639 158 32 11
Les onze groupes posse´dant le plus d’images sont ACDC, Bomb the Bass, The Human
League, Fleetwood Mac, Kiss, Marylin Manson, Metallica, MotherHead, Nine Inch Nails,
The Rolling Stones et U2. Toutes conside´rations subjectives exclues, le filtrage propose´ ici
semble eˆtre raisonnable. Aussi, proposons-nous d’aller plus loin et d’e´valuer la popularite´
d’un groupe par le nombre d’images compte´es sur sa page Wikipe´dia.
Fort de la liste de groupe pre´ce´demment e´tabli, nous nous sommes alors pose´ la question
de la recherche d’e´veˆnement musicaux associe´s a` ces formations. Nous souhaitons en effet, eˆtre
en mesure d’anticiper les e´ve`nements populaires. Afin de recueillir les e´ve`nements associe´s
a` ces groupes, nous avons proce´de´ a` la fouille de la base de donne´es d’un site de tickets
de concerts en ligne (songkick). Le contenu normalise´ de ce genre de site (base de donne´es
transparente) rend aussi la fouille de donne´es automatise´e tre`s facile. Nous avons ainsi collecte´
64970 concerts, caracte´rise´s par un groupe, un lieu et une date. La` encore, nous nous sommes
propose´ d’e´valuer la popularite´ de chaque e´ve`nement. Pour ce faire, nous avons lance´ une
requeˆte sur Google compose´e du lieu et de la date de l’e´ve´nement, assorti du mot concert.
Nous avons alors proce´de´ au comptage de l’e´ve`nement E, pour les chacune des 100 premie`res
re´ponses, rep, retourne´es par le moteur de recherche :
E : rep ⊃ band + year + month + place
Notre hypothe`se consiste a` penser qu’un e´ve`nement populaire obtiendra un plus haut taux
de E parmi les cent premie`res re´ponses retourne´es. En prenant garde a` quelques cas critiques
(homonymes ville-groupe), on obtient des re´sultats raisonnables. Pour les 64,970 concerts
examine´s, le processus ne prend que quelques heures. A` titre indicatif, les cinq premiers
concerts obtenus sont : U2 a` Chicago en 2009, Metallica a` Sofia en 2011, U2 a` Dublin en
2010, Phish a` Denvers en 2011, et les Red Hot Chilli Peppers a` Londres en 2011 (pour des
donne´es collecte´es en 2011).
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5.2 Protocole expe´rimental et outils d’e´valuation
Pour dix groupes (ou artistes) de rock et de jazz, nous obtenons les vide´os haute de´finition
apparaissant aux premiers rangs dans l’index des vide´os retourne´es par le moteur de recherche
Google pour les mots cle´ groupe+live+HD. Les groupes retenus sont : ACDC, Diana Krall,
George Benson, Kiss, Metallica, Norah Jones, Red Hot Chilli Peppers, Sonny Rollins, U2,
Wynton Marsalis. Cet ensemble est choisi de sorte a` procurer une variabilite´ dans les styles
musicaux, le type de vide´o, et la popularite´ de l’artiste (ou groupe). Nous collectons e´gale-
ment les informations concernant le nombre de vues, le nombre de retours utilisateur positifs
(j’aime) et ne´gatifs (je n’aime pas). Le taux d’appre´ciation d’une vide´o est alors donne´ par :
ta =
j′aime
j′aime+ jen′aimepas
(5.2)
La figure 5.2 montre la distribution statistique des vues, j’aime et je n’aime pas. On
observe que la variance du nombre de vues est tre`s importante. Par ailleurs, le nombre de je
n’aime pas par vide´o est tre`s faible par rapport au nombre total de vues.
Figure 5.2 Re´partition du nombre de vues, j’aime, je n’aime pas pour les dix groupes consi-
de´re´s.
On constate e´galement qu’a` nombre e´gal de vues, les vide´os video3 et video4 3 sont de
qualite´ tre`s diffe´rente. De meˆme, pour U2, la vide´o video6 ne montre pas le groupe U2 mais
deux violoncellistes interpre´tant With or Without You, titre populaire ce qui explique le
nombre de vues. Les indicateurs de´coulant des retours des usagers sont donc a` prendre avec
3. les vide´os peuvent eˆtre visionne´es a` l’adresse http ://www.youtube.com/watch ?v=CodeDeLaVideo,
voir Annexe B
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Tableau 5.2 e´valuation des vide´os du groupe Red-Hot-Chilli-Peppers et U2 par les retours
usagers(extrait)
Vide´o Groupe J’aime Je n’aime pas Vues ta Quartile (vues)
video1 RedHCP 1763 10 575839 0.9944 4
video2 RedHCP 1704 31 334726 0.9821 4
video3 RedHCP 29 1 8316 0.9667 3
video4 RedHCP 58 1 8479 0.9831 3
video5 U2 74 0 17145 1 3
video6 U2 9021 72 1450974 0.9921 4
video7 U2 118 3 27567 0.9721 4
video8 U2 88 3 29831 0.9670 4
Tableau 5.3 e´valuation manuelle des vide´os du groupe Red-Hot-Chilli-Peppers et U2(extrait)
Vide´o Groupe Prise de vue Pertinence Commentaires
video1 RedHCP 4 4 Pro.
video2 RedHCP 4 4 Pro.
video3 RedHCP 2 1 Amateur loin de la sce`ne.
video4 RedHCP 3 4 Pro.
video5 U2 4 4 Pro
video6 U2 2 1 Hors sujet
video7 U2 4 4 Pro
video8 U2 3 4 Pro. Sombre.
parcimonie. En effet, ces indicateurs ne prennent pas en compte le cas d’une vide´o hors sujet
(pas le bon groupe), et diffe´rencient mal les vide´os selon la prise de vue. De plus, le nombre de
vues d’une vide´o de´pend fortement de la popularite´ de l’auteur, qui peut eˆtre un internaute
parraine´ par un internaute populaire, ou une compagnie commerciale, ainsi que du temps
depuis lequel la vide´o est en ligne.
L’e´valuation de notre de´marche n’est donc pas triviale. Nous proposons donc d’avoir
recours a` une e´valuation humaine de la pertinence de la vide´o et de la qualite´ de prise de
vue en comple´ment du taux d’appre´ciation ta. L’e´chelle d’e´valuation est en 4 points : 4 tre`s
bon, 3 bon, 2 mauvais, 1 tre`s mauvais, respectivement pour la pertinence (groupe souhaite´,
concert) et la prise de vue (bon point de vue, prise de vue stable). On de´fini alors l’e´valuation
globale d’une vide´o comme :
Eval = min(Pertinence, PriseDeV ue) (5.3)
Le paragraphe suivant concerne la pre´diction de cette valeur au moyen des indicateurs
pre´sente´s jusque ici.
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5.3 Indexation de vide´os par le contenu
Nous disposons des indicateurs suivants : groupe musical (G), popularite´ du groupe (PG),
flot-optique moyen (F), longueur de la vide´o (L), nombre de visages de´tecte´s (NV), nombre
d’instruments de´tecte´s (NO). Nous comptons e´galement le nombre de de´tections du leader
du groupe en particulier (NL).
Afin d’illustrer notre e´tude, nous pre´sentons ici une e´tude de 8 concerts. La table 5.4
re´capitule les re´sultats obtenus pour quatre concerts du groupe Red-Hot-Chilli-Peppers et de
U2.
Tableau 5.4 Donne´es re´colte´es pour les Red-Hot-Chilli-Peppers et U2 (extrait)
Vide´o G PG F L NV NO NL Eval
video1 RedHCPs 0.72 0.24 7980 183 15 102 4
video2 RedHCP 0.72 0.29 11400 230 43 134 4
video3 RedHCP 0.72 0.48 7620 1 23 10 1
video4 RedHCP 0.72 0.33 8220 54 28 25 3
video5 U2 1 0.31 9570 12 57 5 4
video6 U2 1 0.10 6152 77 7 4 1
video7 U2 1 0.31 10350 14 27 5 4
video8 U2 1 0.38 16590 0 27 0 3
Figure 5.3 Images repre´sentatives des vide´os de U2
Les figures 5.3 et 5.4 donnent un aperc¸u du contenu des vide´os e´tudie´es a` titre d’exemple
dans le tableau 5.4. On constate la pre´sence de deux vide´os critiques. La premie`re (Red-Hot,
video3, (c)) est filme´e depuis la foule. Elle est sombre, on ne voit que rarement la sce`ne
et l’auteur de la vide´o bouge fortement lorsque l’audience s’agite. Ceci se traduit par un
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Figure 5.4 Images repre´sentatives des vide´os des Red-Hot-Chilli-Peppers
flot optique (F) plus e´leve´ que la moyenne, un faible nombre de visages et d’instruments
de´tecte´s (NO,NV). La seconde (U2, video6, (b)) est une vide´o de bonne qualite´, mais qui
n’est pas une vide´o de U2. L’e´valuation de ce type de vide´o est moins aise´e. On de´tecte en
effet un flot optique raisonnable, plus bas que la moyenne, car la prise de vue est quasi fixe.
Le nombre de visages et d’instruments de´tecte´s est important. En revanche, le nombre de
visages positivement identifie´s comme Bono (NL), est plus faible que la moyenne. Enfin, deux
des vide´os sont sombres, ce qui se traduit par un faible nombre de visages et d’objets de´tecte´s.
Un autre cas critique qui n’est pas illustre´ ici est celui d’une vide´o statique (ou diaporama
amateur), qui se caracte´rise par un flot optique tre`s bas. Dans ce dernier cas de figure, le
nombre d’instruments et de visages est susceptible d’eˆtre extreˆmement e´leve´ ou nul, suivant
le contenu des images statiques.
Pre´diction de la prise de vue. Comme le laisse pre´sager notre exemple, l’acce´le´ration
cumule´e du flot optique moyen procure une bonne indication quant a` la qualite´ de la prise de
vue. La figure 5.5 indique la re´partition de l’e´valuation humaine de la prise de vue (ordonne´e)
par rapport au flot optique. On constate une accumulation des vide´os de bonne qualite´ autour
d’un flot optique a` 0.3, et une de´gradation de la qualite´ lorsque le flot optique devient tre`s
faible ou tre`s e´leve´. Cette re´partition sugge`re qu’un se´parateur line´aire est insuffisant dans cet
espace. Nous avons donc recours a` un SVM a` noyau quadratique. Le tableau 5.6 indique les
re´sultats obtenus au moyen de ce classificateur appris dans une configuration de leave-25-out,
c’est a` dire en laissant 20% des donne´es de coˆte´ a` des fin de test, en ite´rant de sorte a` tester
l’ensemble des donne´es. La pre´cision moyenne obtenue est de 74%. Si nous re´pe´tons a` pre´sent
l’expe´rience en ajoutant le nombre d’instruments et de visages de´tecte´s. On obtient un gain
en pre´cision de l’ordre de 2%.
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Figure 5.5 Le flot optique permet de pre´dire la qualite´ de la prise de vue
Tableau 5.5 Pre´diction de la prise de vue a` partir du flot optique (SVM (noyau quadratique),
leave 25-out)
test 1 2 3 4 5 moyenne
pre´cision 72 65 67 88 81 74
Tableau 5.6 Pre´diction de la prise de vue a` partir du flot optique (SVM (noyau quadratique),
leave 25-out)
test 1 2 3 4 5 moyenne
pre´cision 76 68 66 89 84 76.6
Pre´diction de pertinence. En ce qui concerne la pre´diction de la pertinence, il s’agit
d’identifier, parmi les vide´os de qualite´ quelles sont les vide´os qui repre´sentent vraiment un
membre du groupe de´sire´. L’e´tude est plus difficile car on n’a d’autre choix que de reconnaˆıtre
un ou des membres du groupe. Ici, nous avons opte´ pour le chanteur principal du groupe. Les
re´sultats sont en pratique assez peu concluants du fait du faible nombre de visages de´tecte´s
sur les vide´os qui sont propres a` l’alignement. Les visages sont en effet souvent de petite taille
ou soumis a` des jeux d’ombres trop important pour permettre la de´tection correcte des points
cle´s (nez, coins de yeux, bouche) qui permettent une mise a` l’e´chelle et un alignement sur
un axe commun. Pour les vide´os ou` des visages sont de´tecte´s (37), on note une corre´lation
positive (0.4) entre le rapport du nombre de visages de´tecte´s comme le chanteur principal
du groupe sur le nombre de visages total et la pertinence de la vide´o. Le faible taux de
visages de´tecte´s positif s’explique aussi sans doute par le taux d’e´chantillonnage que nous
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avons utilise´ (toutes les 10 images). Pour obtenir de bons candidats, sans doute faudrait-il
passer en revue toutes les images de la vide´o (multiplier le temps de traitement par 10), ce
qui n’est pas raisonnable avec l’imple´mentation d’openCV du de´tecteur de Viola et Jones.
Figure 5.6 Limites de l’analyse de visages dans une vide´o de concert
5.3.1 Bilan et conclusion
L’indexation automatise´e de vide´os demande la maˆıtrise de savoirs faire divers, qu’il s’agit
non seulement de maˆıtriser individuellement, mais aussi de combiner intelligemment. L’ana-
lyse de contenu vide´o repose sur l’analyse du texte, du contenu visuel, et e´ventuellement du
son. Ici, nous avons propose´ une strate´gie adapte´e au cas particulier des vide´os de concert,
base´e sur l’estimation de la popularite´ d’e´ve`nements, l’analyse de la qualite´ de la prise du
vue, et la de´tection de concepts cle´s et d’individus.
Obj3.1 : Proposer une me´thodologie pour la collecte et l’e´valuation automa-
tise´e de concerts populaires.
Dans ce chapitre, nous avons propose´ et mis en oeuvre une me´thodologie pour la collecte
et l’e´valuation d’e´ve`nements musicaux de qualite´. Nous nous sommes fortement appuye´s sur
la standardisation des contenus HTML des sites professionnels de grande ampleur, tels que
Wikipe´dia et Songkick. Pour l’e´valuation de la popularite´ d’un e´ve`nement, nous avons exploite´
la trace laisse´e par un e´ve`nement important dans la table d’index du moteur de recherche
Google.
Obj3.2 : Proposer une me´thode d’indexation et de description du contenu des
vide´os en ligne.
Dans un second temps, nous avons propose´ et mis en oeuvre une me´thodologie pour la
construction d’une trace du contenu visuel des vide´os. Nous avons dans un premier temps
propose´ une me´thode capable de de´tecter les prises de vue de mauvaise qualite´. Dans un
second temps, nous avons teste´ les savoirs faire e´voque´s aux chapitres 3 et 4 pour de´crire les
concepts et individus contenus dans des vide´os.
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Obj3.3 : Proposer une me´thode de pre´diction de la qualite´ des vide´os de
concert et ligne.
Au terme du cinquie`me chapitre, nous avons montre´ que l’e´tude du flot optique et du
nombre d’instruments et de visages de´tecte´s permet de pre´dire la qualite´ d’une vide´o de
concert. Cette analyse donne un outil fiable pour l’identification des contenus de type dia-
porama et des vide´os amateurs de mauvaise qualite´. Cependant, elle n’identifie pas toujours
les vide´os de bonne qualite´ ne repre´sentant pas le groupe souhaite´. Pour satisfaire cette der-
nie`re attente, il faudrait revoir la proce´dure d’alignement des visages, relaxer les conditions
de de´tection d’un visage propre a` l’alignement, ou e´ventuellement, traiter non pas le visage,
mais le haut du corps comme un objet, dote´ d’attributs caracte´ristiques.
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CHAPITRE 6
CONCLUSION
L’indexation de vide´os par le contenu est encore un de´fi pour la recherche en 2012. En
effet, nous avons vu qu’il est ne´cessaire de composer avec les arte´facts d’approximation,
d’incertitude, de bruit, et de multinomialite´, tant d’obstacles stimulants pour les chercheurs en
reconnaissance d’objets et de visages. Dans le cadre de ce me´moire, nous avons e´tudie´ en de´tail
les facteurs limitant l’applicabilite´ des algorithmes de reconnaissance d’objets et d’individus
au contenu vide´os du web, et plus spe´cifiquement, de concert. Nous avons alors propose´ des
pistes d’ame´lioration et avant de proce´der a` une mise en pratique pour l’identification de
vide´os mal indexe´es par le texte les avoisinant.
Ainsi, dans le troisie`me chapitre, nous avons explore´ le domaine de la reconnaissance
d’objets et son application aux images complexes. Nous avons alors souligne´ l’impact des
choix en terme de dimensionnalite´ de la repre´sentation des images et d’encodage sur les
possibilite´s offertes en termes de construction d’un classificateur. Plus spe´cifiquement, nous
avons montre´ que l’utilisation d’un vocabulaire de moyenne taille permet l’apprentissage
d’un classificateur plus complet sans perte de pre´cision majeure. Nous avons e´galement vu
que ce choix est supporte´ par l’analyse des variations de la somme re´siduelle des erreurs
au moment de la re´duction de la dimensionnalite´ par l’algorithme des k-moyennes. Dans ce
meˆme chapitre, nous avons mis en e´vidence la place centrale des donne´es d’apprentissage pour
l’apprentissage d’un classificateur robuste aux images complexes. Constatant l’inapplicabilite´
a` grande e´chelle d’une proce´dure d’e´tiquetage manuel par zone sur de telles images, nous
avons propose´ une me´thode d’e´tiquetage manuel des images. Enfin, nous avons propose´ un
classificateur permettant de tirer pleinement profit de cet apprentissage, adapte´ aux donne´es
multinomiales et bruite´es a` l’image des vide´os de concert en ligne.
Dans le quatrie`me chapitre, nous avons aborde´ les de´fis associe´s au traitement des visages
dans le cadre de l’analyse de contenu vide´o. Nous avons pre´sente´ une strate´gie originale alliant
deux techniques comple´mentaires d’apprentissage de distance (CSML et LDE) et montre´ que
leur association conduit a` un gain de pre´cision non ne´gligeable. Nous avons e´galement e´tudie´
deux facteurs critiques qui pe´nalisent les performances des algorithmes de classification. En
particulier, nous avons propose´ une strate´gie de classification prenant explicitement en compte
la pose des individus, dont nous avons montre´ qu’elle conduit a` une ame´lioration significative
des re´sultats obtenus. Enfin, nous avons discute´ de la question de la classification en termes
de performances et des structures adapte´es pour le passage a` des proble`mes a` tre`s grande
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e´chelle. Nous avons alors rencontre´ la proble´matique de la grande dimension de l’espace de
recherche lors de l’usage de structures hie´rarchiques et explore´ plusieurs pistes de solution,
en particulier la re´duction de dimensionnalite´ par projection ale´atoire.
Dans le cinquie`me chapitre, nous avons adopte´ un point de vue plus applique´ pour adresser
le proble`me de l’indexation de vide´os de concert. Nous avons constate´ que la combinaison
des informations concernant la prise de vue, la pre´sence d’objets cle´s, et la reconnaissance
de visages sont des outils indispensables pour une bonne indexation. Par ailleurs, nous avons
constate´ que notre syste`me de mesure du flot optique et de de´tection d’instruments permet
d’identifier des vide´os parasites qui ne sont pas filtre´es par une analyse du texte avoisinant
(amateur, hors sujet, diaporama). Pour finir, nous avons e´galement montre´ que l’identification
des visages de´tecte´s apporte a` l’analyse, bien qu’elle ne soit pas syste´matiquement praticable
du fait des conditions dans lesquelles sont pre´sente´s les visages des artistes.
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ANNEXE A
Bases de donne´es expe´rimentales
A.1 Reconnaˆıssance d’objets
Afin de mesurer empiriquement les performances de nos algorithmes nous utilisons trois
jeux de donne´es. Les deux premiers rassemblent plusieurs classes d’instruments musicaux.
Tableau A.1 Proprie´te´s des bases de donne´es utilise´es
Nom Nb. classes Nb. moyen d’images par classe Num SIFT
GoogleDB 7 103 250K
ImageNetDB 7 1374 9M
PascalDB 20 417 2M
La base de donne´es GoogleDB regroupe les cate´gories accorde´on, guitare, piano, saxo-
phone, trompette, harpe, et batterie. Elle est constitue´e d’images provenant d’une requeˆte
sur le moteur de recherche Google pour des images sans arrie`re plan (PNGs). La seconde base
de donne´es, ImageNetDB est constitue´e des meˆmes cate´gories et consiste en un sous-ensemble
du synset instruments de musique sur image-net. Enfin, la base de donne´es PascalDB cor-
respond a` la base de donne´es fournie par le PascalDB VOC de 2007 (toujours d’actualite´
aujourd’hui).
Figure A.1 Extrait de la base de donne´es ImageNetDB
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A.2 Reconnaˆıssance de visages
En ce qui concerne la reconnaˆıssance de visages, nous utilisons la base de donne´es de
re´fe´rence Labelled Faces in the Wild (LFW).
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ANNEXE B
Vide´os, re´fe´rence des exemples
Les vide´os peuvent eˆtre visionne´es en ligne : http :-slash-slash-www.youtube.com-slash-
watch ?v=CodeDeReference.
Tableau B.1 Correspondance nom des vide´o dans le texte et code de re´fe´rence sur Youtube
Nom Code sur Youtube
video1 98LlgYPVVz4
video2 G0rQyIIS15k
video3 gZWljZoD1SA
video4 HeEOW1Ak8zc
video5 42fo3jRWkto
video6 oNtali-cuYA
video7 pYNbbRA3TOI
video8 vqQW-ORqjik
