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Abstract The objective of this paper is to compare the
performance of a new proposed Measurement Assisted Partial
Re-sampling (MAPR) filter against the performance of the
Extended Kalman filter and the Mixture Monte Carlo Localizer
within the context of a navigation algorithm for a dynamic 6 DoF
system. In this paper, an autonomous underwater vehicle (AUV)
is used as the dynamic system. The performances of the above
three filters in resolving a navigation solution are assessed by
giving the AUV a sequence of trajectories that highlight the
sensitivities of the navigation algorithm to noise. This paper
demonstrates that the MAPR filter is capable of computing an
estimate that, like the EKF, takes into account the dynamics of
the system, but like all particle filters is also capable of estimating
non-Gaussian distributions.
Index Terms-Bayes Procedures, Kalman Filtering, Mobile
Robot Dynamics, Navigation, Recursive Estimation, Particle
Filters.
I. INTRODUCTION
T HIS paper presents an alternative algorithm for resolving
navigation solutions from noisy sensor measurements.
The proposed algorithm is evaluated together with other
existing methods using the same simulation environment and
their respective performances are compared on the basis of the
residual error in the generated navigation solution. The
simulation environment represents a virtual autonomous
underwater vehicle (AUV) environment where the kinematics
ofthe vehicle's motion is simulated. The virtual measurements
are generated from a reference model and are quantized and
corrupted by noise to simulate the measurements produced by
actual instruments. The set of sensors used in this model are
found in Table I.
The problem addressed in this paper is that of data fusion
(filtering). As with most inertial measurement unit (IMU)
based navigation algorithms, an inertial navigation system
(INS) algorithm [1] is used to integrate the linear acceleration
and rotational rate measurements to form an estimate of the
vehicle's state i.e. its position, velocity and attitude. Due to
incorrect initial conditions in the states, and noise in the IMU
combined with the integrative nature of the algorithm, the
error in the estimate will always increase. The purpose of the
filter is to correlate the state estimates from the INS algorithm
with the noisy measurements of the corresponding states from
the sensors. This correlation can remove the integrative error
in the INS algorithm and any instantaneous noise in the
Manuscript received March 26, 2007. The authors are with the Intelligent
Systems Research Group, School of Informatics & Engineering, Flinders
University, Adelaide, SA 5042 Australia (e-mail: andrew.lammas,
karl.sammut, fangpo.he 0flinders.edu.au). The first author acknowledges the
Australian Research Council for providing his Ph.D scholarship funding.
1-4244-0635-8/07/$20.00 ©2007 IEEE
measurements from the correlated estimate [2].
TABLE I
SENSORS SIMULATED To GENERATE AVAILABLE MEASUREMENTS
Part Vendor Description Data RMS error a
MMA7260Q Freescale accelerometer* axs ay' a .(M/S2)
CRS03-04 Silicon 3x 1 axis q r 0.1 (°/s)Sensing gyroscopes* PI
HMR3000 Honeywell digital compass ,, 0, xr 0.5 (0)
LEA-4T uBlox GPS xx, xy, x,, 5 (m)
WHN 300 Teledyne Doppler Velocity VX, vy, v, 0.01 (m/s)RD histr. Logger .0(ms
*the tri-axis accelerometer and the 3 single-axis gyroscopes are aligned
orthogonally to form an Inertial Measurement Unit (IMU).
Bayesian filtering may be employed to obtain an optimal
solution for the above navigation problem through a recursive
use of Bayes' rule. Bayes rule (1) states, in this particular
context, that a new distribution of the state A given the new
measurement B, defined as P(A IB), can be obtained by;
P(A B)= P(B A)P(A)
where P(A) is the previous distribution of A, P(BIA) is the
distribution of the new measurement projected from the
measurement space into the state space; and P(B) is the
distribution of the measurement occurring in the measurement
space. This distribution is usually uniform and thus becomes a
normalizing constant to ensure that the area ofP(AIB) is 1, i.e.,
that P(A IB) is a true probability density function.
Converting Bayes rule into a recursive notation and
allowing for the states to be dynamic, (2)-(5) are obtained [3].
Motion Model: A function (2) that relates the state of x at
time k-i to the state of x at time k based on known properties
of the system and the control noise vkl.
Xk = fk-I (Xk-I I Vk-I ) (2)
Measurement Model: A function (3) that relates the state ofx
at time k to the measurement at time k based on known
properties of the system, the measurements, and the
measurement noise wk.
Zk =hk(Xk Wk) (3)
Prediction Stage: The prediction stage (4) predicts the current
state based on the previous state and the motion model.
P(Xk Zk- ) = fP(xk Xk- )P(Xk-I1 Zk-l)dXk-1 (4)
where p(Xk Xk-1) is the distribution based on the motion
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model and the known statistics of vk 1.
Correction Stage: The correction stage (5) corrects the
prediction based on the measurement model.
p(xkZk)P(Zk IXk)P(Xk IZk-1)(5P(Xk Zk )= ( )(5)
where; p(Zk Zk- )= fP(Zk Xk)P(Xk Zk-l)dXk, and p(Zk Xk)
is the distribution based on the measurement model and the
known statistics of wk. This is referred to as the likelihood.
The corrected estimate is commonly referred to as the
posterior. For consistency it will be referred to as such in this
paper. This two-stage prediction - correction sequence is a
common structure for all Bayesian filtering approaches.
Unfortunately this algorithm is intractable. It requires that
the solution be evaluated at every point in the solution space,
which in a continuous space would mean an infinite number of
solutions. This is obviously infeasible and thus an
approximation of this optimal solution is required.
Approximations include the Extended Kalman filter (EKF)
[4], Markov Chain Methods which include Grid Based, K-D
Trees, and particle filters. In this paper, the EKF and the
particle filter are investigated in more detail.
A. Extended Kalman Filter
The EKF reduces the infinite number of parameters required
for the optimal solution to two by application of the
assumption that the posterior is Gaussian in nature. A
Gaussian distribution can be described at every point in the
solution space using two parameters:- mean and variance. In
the EKF these parameters are estimated using (6)-(9);
Prediction stage:
Xklk-1 =fk-I (Xk-ljk-l, Vk-1) (6)
Pklk-I Qk-l +Fk-lPk-lklFk-l (7)
Correction Stage:
Xkk Xklk-l + Kk (Zk HkXkk ) (8)
Pklk = Pklk-i -KkSkKk (9)
where:
Sk =HkPklk lHk +Rk,
Kk = Pklk-lHkSk1
X k k 1I: is an estimate of the mean at time k based on a
prediction from time k- 1,
Xklk: is an estimate of the mean at time k based on new
measurements at time k and x k k -1
Zk: is the measurement at time k,
Pkk- is the covariance of x kk -1
Pkk: is the covariance ofx klk I
Fk-l is the first order Taylor Series Expansion of
fk- 1(Vk-l1k-llVk-I
Hk: is the linear measurement model at time k,
Qk l is the covariance ofthe linearized motion model,
Rk: is the covariance ofthe linear measurement model, and
Kk: is the Kalman gain- i.e., the correction value applied in
the correction stage.
Given the linear Gaussian assumptions of the EKF, if the
system is linear, and the error in the system and the
measurements are Gaussian, then the EKF will provide an
optimal solution.
The EKF, however, has its drawbacks. In particular,
although the dynamics of the estimated states can be
nonlinear, due to Gaussian restrictions, any nonlinear effects
are not included in the variance estimate. The exclusion of the
nonlinearities will in turn adversely affect the estimation
quality. In addition, while the vehicle remains submerged and
out of contact of GPS or other externally supplied position
information, the error in the EKF position estimation will tend
to grow. This growth cannot be avoided by any estimation
scheme but the EKF is limited by the problem that once new
position information is available the EKF is incapable of re-
converging to provide a reliable estimate if the estimate error
is too large.
B. Particle Filters
The second class of Bayesian filter to be covered in this
paper is the particle filter. The particle filter uses a different
approach to the EKF to implement Bayesian filtering. The
particle filter does not make the same simplifying assumptions
as the EKF but instead makes an approximation of the
posterior. This is achieved by using a finite number of
particles that represent points in the solution space. Each
particle is assigned a weight and this weight represents the
solution of the posterior at the particle state. These particles
are propagated through the solution space according to the
dynamics of the posterior and the weight is modified based on
the support from the likelihood. In this situation the particles
represent a solution of the posterior. The advantage of this
approach is that the approximation of the state error
distribution can be arbitrary and can include features that
would otherwise be lost in a Gaussian approximation. Such
features could include multimodal distributions and the effect
ofthe nonlinear motion on the distribution [5].
Due to the finite number of particles within the particle
filter, the constituent particles need to be re-sampled on an
arbitrary or periodic basis to ensure that the particles are in a
part of the solution space that provides the most information
about the posterior. This re-sampling procedure has had much
research and the analysis of the performance of various re-
sampling algorithms is the focus of this paper. Some of the
representative re-sampling algorithms found in the literature
include; Sequential Importance Sampling (SIS); Sequential
Importance Re-sampling (SIR)[3]; Regularized; and Monte
Carlo Localization (MCL).
The MCL, or more precisely the Mixture MCL [6],[7], is
essentially an SIR algorithm with a certain percentage of the
re-sampling weight dedicated to the likelihood, i.e., a
percentage of the particles are re-sampled according to the
likelihood. Out of the possible particle filter re-sampling
algorithms, the Mixture MCL was chosen for comparison
because it incorporates information about the measurement,
i.e., likelihood to improve estimation performance.
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An alternative algorithm which also uses measurement
information to improve estimation is the proposed
Measurement Assisted Partial Re-sampling (MAPR) filter.
The MAPR filter is a new re-sampling algorithm to combat
the re-sampling problems associated with the above
algorithms. Re-sampling still occurs at every time step but the
MAPR only re-samples particles that are "fit" for re-sampling
and as such, at each iteration, there is minimal corruption of
the estimated distribution.
II. PROBLEM STATEMENT
The navigation solution of any vehicle can be represented in
the form of a nonlinear state estimation problem. Generally
this is expressed as (10):
y(t) = h(t, x(t), u(t))
In discrete time, (10) is rewritten in the form given in (11):
x[n + 1] = F(n, x[n], u[n])
y[n] = H(n, x[n], u[n]) (1 1)
where
x[n]: is the current state vector,
x[n+1] : is the next state vector,
y[n]: is the current measurement vector,
F(n,x[nj,u[n]) is the motion function - it relates the next
state vector to the current state and control vector, and
H(n,x[nj,u[n]) :is the measurement function - it relates
measurement vector to the state and control vector.
In this case the states that are to be estimated are the states
required for 6-DoF control of an AUV. Let
x:= [x y z VX vy vz 0 0 WI (12)
where:
x, y, z: are the 3 position states in the navigation frame,
vx, vy, vz are the 3 velocity states in the navigation frame,
y, 0, qi: are the 3 attitude states in the navigation frame.
Since only the kinematical elements of model are being
considered and there is no direct influence from the control
vector on the measurements, (12) can thus be simplified to;
x[n + 1] = F(x[n], u[n]) (14)
y[n] = H(n, x[n])
To reduce the number of states to be estimated, the IMU's
measurements were considered to be "virtual" control inputs.
Thus the control vector (14) can be defined as;
u:= [axACC ayACC azACC WxGYRO WyGYRO WzGYROY (14)
Using the remaining measurements, the measurement vector
(15) can be defined as;
Y * [XGPS YGPS ZGPS VXDVL VYDVL VZDVL )COMP OCOMP YFCOMP (1 5)
Due to the simplified measurement model, the nonlinearity in
measurement matrix, H, is not covered and the raw GPS range
and velocity measurements are resolved to GPS position and
velocity measurements that are used as in (15) so H is linear
(16).
y[n] = H(n, x[n]) = y[n] = Hx[n] (16)
and in this case
H := Igx9
The state transition function consists of a standard navigation
algorithm [1] that rotates the body accelerations and rotational
rates in the control input to the navigation frame then
integrates the result to obtain estimates ofx.
The problem is to cross correlate the navigation algorithm
estimates with the corresponding measurements such that the
resulting estimates do not contain biases due to the integration
of noisy control inputs and incorrect initial conditions, as well
as the instantaneous noise that is characteristic of any
measurement, particularly GPS measurements.
III. SIMULATION MODEL
The system under analysis in this paper is simulated in
Simulink, Matlab using a modified version of the 6-DoF
Motion Model provided with the Aerospace Blockset as the
reference model.
The reference signals of the body frame linear acceleration
and rotational rate are then sampled and corrupted by
Gaussian noise to simulate the operation of an IMU. The
sampling time and variance of the added noise is equivalent to
the sampling time and noise found in the 3-DoF accelerometer
and the 1-DoF gyroscopes. The same is done to simulate the
DVL, compass, and GPS measurements.
The simulated IMU data is connected to the control input of
the algorithm under test. The DVL, compass and GPS
measurements are combined to form the measurement vector
and connected to the measurement input ofthe algorithm.
The resulting state estimation of the algorithm under test is
differenced with the reference system output shown in Fig. 1 -
2 to determine the residuals of the estimate. This error forms
the principal data used in the analysis ofthe filters considered.
In the first simulation the vehicle pitch nears 900 at time 7
and 12 seconds. This highlights a problem encountered by
most navigation algorithms. When the pitch = ±900 the roll
and yaw are indeterminate due to the way that they are
defined. In this simulation as the pitch nears 900, the roll and
yaw do not become indeterminate but the algorithm does
become increasingly sensitive to noise in the roll and yaw
measurements. This will be a point of comparison in the
analysis of the three filters presented. Aside from the
discontinuity in the states caused by the pitch, the system is
essentially linear as the nonlinear part can be effectively
accounted for in a first-order Taylor Series expansion.
In the second simulation there is a significant amount of
manoeuvring while the AUV is underwater, i.e., without GPS.
GPS is only available at the beginning and end of the
simulation. The manoeuvring occurs with the AUV at a
constant depth of 50m. While the AUV is manoeuvring
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heavily the first order Taylor Series expansion as used in the
EKF is not as effective. This is because the derivatives of the
non-linear coefficients are significant and cannot be
approximated to be 0. Although a higher order Taylor Series
expansion can be used, as mentioned in the introduction the
nonlinear effects are not transferred completely to the
covariance estimate which degrades the overall estimate.
10-
8~0-
40-
20-
O 5 10 16 20 26 30
time (s)
Fig. 1. Reference Trajectory 1. This trajectory causes discontinuities in the
state estimates. Reference data is used to simulate measurements and then
differenced with estimated trajectories to determine residual error.
100
-100
-200
-300
-400-
Finish
Start-
x position (m)
Fig. 2. Reference Trajectory 2. This trajectory comprises periods where there
is significant maneuvering. One of these periods, highlighted above as a thick
line, and represents the period from 500 to 600 secs. This section will used for
analysis. Reference data is used to simulate measurements and then
differenced with estimated trajectories to determine residual error.
In the following simulations both particle filters use 100
particles and the MCL uses a likelihood weighting of 50O. 100
particles were used for two reasons. Firstly, a particle filter
with 100 particles is usually not sufficient to get a reliable
estimate of a state vector with 9 states. The aim of using 100
particles is to highlight the performance of the MAPR filter
with very small particle populations in comparison with other
particle filters and the EKF. When estimating 9 states most
particle filters need over 1000 particles to create a reliable
estimate, with some systems using almost 100,000 particles to
estimate 9 states. The Mixture MCL has been shown to work
with 100 particles [7] but in that example only 3 states were
estimated. Secondly 100 particles is a far more feasible
number in terms of a real time implementation of a 9 state
estimator. This is in contrast to the minimum 1000 particles
required for alternative implementations.
IV. RESULTS
The following results are for the EKF, the MCL, and the
MAPR filters simulated within the motion model as described
previously. The results consist of the estimated trajectories
produced from the three filters and the corresponding residual
errors of each trajectory relative to the reference trajectory.
Fig. 3 - 5 show the estimated trajectories obtained using the
MCL, EKF, and MAPR filters, respectively. The plots show
that the EKF and MAPR filter have similar responses which is
in contrast to the MCL filter despite the MAPR and MCL both
being particle filters. These figures highlight the difference
between the MCL and MAPR filter but are incapable of
highlighting the difference between the EKF and the MAPR.
Fig. 6 - 8 are more interesting in that they highlight the
residual errors. This allows more detailed observations of the
dynamic behaviour of the filters, in particular the EKF and
MAPR filter. As evident from Fig. 6, the MCL filter's error
has a discontinuous nature. Although the estimate is bounded,
the estimate at each time step may occur anywhere within the
bounds. This is due to the MCL filter sampling particles from
the likelihood as well as the posterior which has the
consequence that a fixed percentage of the particles are
sampled from a distribution based on the measurement. This
sampling scheme can cause problems when the measurement
noise is large forcing particles to be placed at a large distance
from the optimal position thus distorting the estimate. This is
mostly evident in the position estimate due to the large amount
of noise in these measurements. However, since all state
estimates are linked by the particles it also affects the other
states, even states that have less noisy measurements.
Fig. 7 shows the residual error ofthe EKF and reveals that this
error has minimal discontinuity thus maintaining an optimal
estimate of the dynamics of the system. The reduced error is
due to the Kalman filter's ability to find an optimal estimate
from the correlation of the measurements, control inputs, and
the system dynamics. This depends on the assumption
employed by the Kalman filter that the system is linear and
Gaussian. The system in the first simulation is only
moderately nonlinear and any nonlinearity can be accounted
for by the first order Taylor series expansion within the EKF.
This has the consequence that the EKF should be the optimal
solution for this system. The exception to this is the
discontinuities at 7 and 12 seconds which are caused by the
variability in the yaw and roll when the pitch is near + 900
4
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time (s)
Fig. 3. MCL Filter Estimated Trajectory based on simulated measurements.
time (s)
Fig. 6. MCL filter estimate residual error during discontinuities.
Kalman Filter Position Estimate Error
-o.
_ ~~~~-02-
30
time (s)
Fig. 4. Kalman Filter Estimated Trajectory based on simulated measurements.
time (s)
Fig. 7. EKF estimate residual error during discontinuities.
MAPR Filter Position Estimate
X E 01
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30 0
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O 5 0 1 6 20 26 30
time (s)
Fig. 5. MAPR Filter Estimated Trajectory based on simulated measurements.
, for example, when the vehicle is on its end. At this point the
EKF incurs a significant error in the estimate due to it not
being able to account for the discontinuity and its sensitivity to
the measurements at that attitude.
Fig. 8 shows the residual error for the MAPR filter and it is
clearly evident that this filter has a response closer to the EKF
O 5 10 16 20 26
time (s)
Fig. 8. MAPR filter estimate residual error during discontinuities.
than the MCL. This is due to not all the particles being re-
sampled at every time step and thus the dynamics of the
surviving particles influence the estimate.
The above figures (Fig. 9 - 10) highlight the EKF and
MAPR residual errors during a u-turn manoeuvre at t = 540
sec. As can be seen in Fig. 9 the EKF's x and y velocity
MCL Filter Position Estimate MCL Filter Position Estimate Erro
5
-. 1
02
60 0
24._~~~~~~~ ~2-
8~~~~~~~~~t
<alman Filter Position Estimate
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estimates are significantly affected by the manoeuvre.
Although the MAPR filter is also affect by the manoeuvre, the
effect is significantly less pronounced. The divergence in the
EKF is caused by the vehicle side-slipping when performing
the turn such that some of the vehicles forward motion v, is
turned into lateral motion vy. The EKF is incapable of
incorporating this motion at the rate required due to this
motion forcing the derivative of the non-linear components of
the system to be non-zero.
The estimate of the MAPR filter, for most of the trajectory,
is worse than that ofthe EKF but this is to be expected for two
reasons. The EKF should provide an optimal estimate for a
-l -l
530 540 550 560
time (s)
Kalman Filter Velocity Estimate
- 0
0r 0 r r
Fig. 9. EKF estimate residual error during AUV manoeuvring.
is evident in Fig. 8 where the error surrounding the
discontinuity is significantly less in magnitude than that of the
EKF in Fig. 7Fig. . These results show that MAPR filter has a
response equivalent to the EKF's in terms of maintaining the
dynamics ofthe estimate.
V. CONCLUSION
This paper shows that the proposed MAPR filter, out
performs the MCL filter for a given number particles, in terms
of the estimation tracking error i.e., after convergence. It also
shows that the MAPR is capable of maintaining the systems
dynamics within the estimation much like the EKF while
maintaining the benefit of particle filters such as nonlinear
motion, and nonlinear measurement errors.
This fusion of particle filter and EKF characteristics is of
great interest in autonomous vehicle navigation, especially
underwater vehicles, due to the particle filters' ability to
accurately track dynamic vehicle motion including nonlinear
measurements while being inherently capable of incorporating
map matching for navigation and SLAM for map generation.
Future work will include analysis of the filters in this paper
in a far more dynamic non-linear environment. This will
include non-linear measurements and a more complex coupled
highly non-linear navigation algorithm involving the kinetics
of the system i.e., forces due to Coriolis and nonlinear
dampening due to drag. In addition to and in conjunction with
the more complex model, parameter estimation will be
incorporated in the particle filter architecture to estimate the
parameters required to determine the dynamics ofthe AUV.
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Fig. 10. MAPR filter estimate residual error during AUV manoeuvring.
majority ofthe estimated trajectory while the particle filter can
only obtain a similar result using an infinite number of
particles. Since both particle filters in this simulation only use
100 particles it would be impossible to get as good an estimate
as the EKF in the area of the trajectory where the motion is
essentially linear. The exception to this occurs at the
discontinuities in the trajectory and where the second order
nonlinearities cannot be neglected i.e., under heavy
manoeuvring or nonlinear disturbance. At the discontinuous
points, the MAPR has the same sensitivity to the
measurements, which is unavoidable due to the properties of
the system. However, it is not restricted by the discontinuity as
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