On the goodness-of-fit test for multinomial distribution, Zografos et al. (1990) proposed the φ-divergence family of statistics, which includes the power divergence family of statistics as a special case. They showed that under null hypothesis, the members of the φ-divergence family of statistics all have an asymptotically equivalent chi-square distribution. Furthermore, Menéndez et al. (1997) derived an asymptotic expansion for the null distribution of the φ-divergence statistic. In this paper, we derive an approximation for the distribution of the φ-divergence statistic under local alternatives. The approximation is based on the continuous term of the asymptotic expansion for the distribution of the φ-divergence statistic. By using the approximation, we propose a new approximation for the power of the statistic. The results are generalizations of those derived by Taneichi et al. which discussed the power divergence statistic. We numerically investigate the accuracy of the approximation when two types of concrete φ-divergence statistics are applied. By the numerical investigation, we find that the present approximation performs better than the other approximations.
Introduction
A measure for the dissimilarity between distributions, which is called φ-divergence, was proposed independently by Csiszár (1967) and Ali and Silvey (1966) Zografos et al. (1990) introduced the φ-divergence family of statistics
Without loss of generality, we consider a twice continuously differentiable convex function φ(t) for t > 0, satisfying φ(1) = φ (1) = 0 and φ (1) = 1 (Pardo et al. (1999) ). So, the φ-divergence family of statistics is defined by
When we choose the following convex function φ P a as φ, φ-divergence measure becomes the power divergence measure (Read and Cressie (1988) ). Therefore, the φ-divergence family of statistics C φ includes the power divergence family of statistics proposed by Cressie and Read (Cressie and Read (1984) and Read and Cressie (1988) ) as C φ P a . It is well known that the family of the statistics C φ P a includes Pearson's X 2 statistic (a = 1), the loglikelihood ratio statistic (a = 0), the Freeman-Tukey statistic (a = −1/2), the modified loglikelihood ratio statistic (a = −1), the Neyman modified X 2 statistic (a = −2), and the statistic recommended by Cressie and Read (a = 2/3). The power divergence is used not only for a test statistic, but also for representation of the degree of departure from symmetry for square contingency tables (Tomizawa et al. (1998) ). On the other hand, Rukhin (1994) Then the statistic based on φ R a is defined as
wherep j = X j /n, (j = 1, . . . , k) . The family of the statistics C φ R a includes Pearson's X 2 statistic (a = 1) and the Neyman modified X 2 statistic (a = 0). Furthermore, Lin (1991) considered the family of divergences given by the following convex function
Then the statistic based on φ L a is defined as
where
includes the loglikelihood ratio statistic (a = 0) and the modified loglikelihood ratio statistic (a = 1) by considering continuity in a. The divergence measure D φ L a becomes J-divergence proposed by Burbea and Rao (1982) . Therefore, the statistic C φ L a coincides with the statistic J a 1 based on J-divergence studied by Sekiya (1990) . Taneichi (1993) derived the asymptotic distribution of the statistic C φ L 0.5 (or J 0.5 1 ) under a model containing unspecified parameters. Furthermore, Taneichi and Sato (1989) and Taneichi (1995) discussed the asymptotic distribution of the minimum J-divergence estimator. Zografos et al. (1990) showed that under the null hypothesis H 0 , all of the members of the φ-divergence family of the statistics C φ are asymptotically distributed according to the central chi-square distribution with k − 1 degrees of freedom. If we consider further asymptotic approximations for the distribution of C φ , it is necessary to refer to the following studies. By using the Euler-Mclaurin summation formula, Esséen (1945) derived the asymptotic expansion for the distribution function of the sum of i.i.d. lattice-valued random variables. By using the multidimensional version of the Euler-Mclaurin summation formula, Ranga Rao (1961) derived the asymptotic expansion for the probability that the normalized sum of i.i.d. lattice-valued random vectors is contained in a Borel set B.
(Details are shown in Bhattacharya and Ranga Rao (1976) .) Using Ranga Rao's expansion, Yarnold (1972) obtained a somewhat simple expansion when B is a convex set which includes a term for the number of lattice points inside the region of interest. Yarnold (1972) also applied it to the null distribution of Pearson's X 2 statistic and derived an asymptotic expansion for the null distribution of X 2 . In a similar fashion to X 2 , asymptotic expansions for the null distributions of the loglikelihood ratio statistic and the Freeman-Tukey statistic were obtained by Siotani and Fujikoshi (1984) , that of the power divergence statistic was obtained by Read (1984) , and that of C φ was obtained by Menéndez et al. (1997) . On the other hand, omitting the discontinuous term, Taneichi et al. derived a formal asymptotic expansion for the distribution of the power divergence statistic under local alternative hypotheses
In this paper, by generalizing the results of Taneichi et al., we consider an asymptotic approximation for the distribution of the φ-divergence statistic C φ under local alternatives H 1,n . As a special case, the local alternative hypotheses H 1,n coincide with the null hypothesis H 0 when c j = 0 (j = 1, . . . , k). So, in Section 2, the results of the asymptotic expansions for the null distributions of the multinomial goodness-of-fit test statistics are summarized. In Section 3, omitting the discontinuous term, we derive a formal asymptotic expansion for the distribution of C φ under local alternatives and propose a new approximation for the power of the statistic. In Section 4, accuracy of the approximation is numerically investigated when we apply the approximation to the statistic C φ R a given by (1.3) and the statistic C φ L a given by (1.4).
Asymptotic expansions for the distributions of the goodness-of-fit test statistics under H 0
In this section, we summarize the results of the asymptotic expansions for the null distributions of the multinomial goodness-of-fit test statistics. Throughout
x 1 , . . . , x r are non-negative integers and
We need the following lemma, which states a local Edgeworth expansion under H 0 given by (1.2).
By using Theorem 22.1 of Bhattacharya and Ranga Rao (1976) , this lemma was obtained by Siotani and Fujikoshi (1984) . Yarnold (1972) (Yarnold (1972) ). By using the notation of Siotani and Fujikoshi (1984) , the Yarnold's result is described as follows:
) is the real-valued periodic function with period one such that
and f 0 (·) and h j (·), (j = 1, 2) are given in Lemma 2.1. Furthermore, it holds that
The K 1 term can be regarded as the Edgeworth expansion for a continuous distribution. The K 2 term is a discontinuous term to account for the discontinuity in U U U U U U U U . Using Lemma 2.1 and Theorem 2.1 we can obtain an asymptotic expansion of the null distribution of C φ . Let
Since the set G φ η is a bounded extended convex set, we can write
Theorem 2.2. If φ is forth times differentiable and φ (4) (t) is continuous at t = 1, then K 1 and K 2 in the case of G = G φ η are evaluated as follows: 
The expansion (2.5) andK 2 given by (2.6) were derived in Menéndez et al. (1997) . However, the necessary conditions for Theorem 2.2 about the function φ were not shown in their paper. Although the calculus of K 3 in the case of G = G φ η is too complicated, we know by Theorem 2.1 that
The approximationK 2 does not look so complicated. However, it is very hard to calculate the value of K 2 when n and k are not small, because of the difficulty for counting N (η) in (2.6). So, the use of the approximation is not so practical, except when n and k are small. statistic under H 1,n In this section, we derive an approximation for the distribution of the φ-divergence statistic C φ under local alternatives (1.5). So, throughout this section
Y is a lattice random vector which takes values in the set L defined by (2.1). A local Edgeworth expansion under H 1,n is given in the following lemma. 
and Ω is defined in Lemma 2.1.
In a similar fashion to the proof of Theorem 22.1 of Bhattacharya and Ranga Rao (1976) 
where G φ η is defined by (2.4). By almost the same arguments as in Taneichi et al., which discussed the power divergence statistic, we find the following results. The discontinuous term for the distribution of C φ under H 1,n which corresponds to K 2 given in (2.3) in the null hypothesis case is expressed in a very complicated form. So, under H 1,n , it does not have a simple asymptotic approximation such asK 2 given by (2.6) in the null hypothesis case. Therefore, omitting the discontinuous term, we consider the following approximation for the distribution of
is the multivariate Edgeworth expansion for a continuous distribution.
Theorem 3.1. If φ is forth times differentiable and φ (4) (t) is continuous at t = 1, then J is evaluated as
S l m is defined in Lemma 3.1, r j and T l are defined in Theorem 2.2, and χ 2 r (δ) denotes a noncentral chi-square random variable with r degrees of freedom and noncentrality parameter δ = S 2 1 .
Proof. From the assumption that φ is forth times differentiable and φ (4) (t) is continuous at t = 1, we can expand φ(1 + y j / √ np j ) as
for large n and fixed y j . Therefore C φ (y y y y y y y y) can be expanded as Using the moment formulae for the multivariate normal variate, we obtain
Inverting (3.4) we obtain (3.1). We have completed the proof of Theorem 3.1.
In particular, we know from Theorem 3.1 that under H 1,n , C φ is asymptotically distributed according to the noncentral chi-square distribution with k − 1 degrees of freedom and noncentrality parameter δ. As a special case, the results 
for large n. When n is large, therefore, we can approximate the power of C φ against H 1,n as 
Applications and numerical investigations
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(i = 1, . . . , 500) by the AE approximation. The corresponding critical value of the true power is also used for the AE approximation. We investigate the performance of the approximation based on the following two indices. M 1 : The number of alternatives which satisfy
The number of alternatives which satisfy |P (i) − P E(i)| < 0.04. For the number of cells k = 4, 5, sample size n = 5k, 6k, 7k, 8k, 9k, 10k, noncentrality parameter δ = k, and significance level α = 0.05, we consider statistics R a and L a with a = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0. The values of the indices M 1 and M 2 for k = 4 and k = 5 of the R a statistic are listed in Table 1  and Table 2 , respectively. The values of the indices M 1 and M 2 for k = 4 and k = 5 of the L a statistic are listed in Table 3 and Table 4 , respectively. In the tables, we use different sets of 500 alternatives for each numerical value.
From Tables 1 and 2 , we find that the AE approximation satisfies M 1 > 280 and M 2 > 390 for almost all values of a when n ≥ 8k (except for a = 0.1, n = 9k). From Tables 3 and 4 , we also find that the AE approximation satisfies M 1 > 310 and M 2 > 410 for almost all value a when n ≥ 7k (except for a = 0.2, n = 8k and a = 0.3, n = 8k). On the whole, the AE approximation performs well on the L a and R a statistics except for special cases. We next compare the performance of the AE approximation with that of the other power approximations. Drost et al. (1989) proposed two power approximations A a and B a for the power divergence statistic C φ P a . The A a approximation is constructed from a linear combination of mutually independent noncentral chi-square random variables. The B a approximation is constructed from a linear expression of a single noncentral chi-square random variable which has the same moment as A a . Sekiya et al. (1999) proposed NT approximation, which is a normal approximation based on normalizing transformation of the power divergence statistic C φ P a . On the basis of A a and B a approximations, we construct approximations for φ-divergence family of statistics C φ and we call them A φ and and
Let γ 1 , . . . , γ r be the non-zero eigenvalues and
where E E E E E E E E denotes the k-dimensional unit matrix. And let
Then the A φ approximation is represented as
where D φ (·, ·) is given by (1.1). Let
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jl ,
lm ), Table 7 . M 1 for each approximation (n = 8k) of La statistic. Table 8 . M 2 for each approximation (n = 8k) of La statistic. we regard the A φ , the B φ , and the N φ approximations as approximations to the power of statistics against H 1,n . In order to compare the performance of the AE approximation with the A φ approximation, the B φ approximation, the N φ approximation, and the ordinary χ 2 approximation, i.e., 1 − Pr{χ 2 r (δ) < c φ 0 (α)}, we investigate the performance of the other approximations in a similar fashion to that of the AE approximation. Tables 5 and 6 illustrate the values of the indices M 1 and M 2 for each approximation of the R a statistic when n = 8k, respectively. Tables 7 and 8 illustrate the values of the indices M 1 and M 2 for each approximation of the L a statistic. In tables, we use different sets of 500 alternatives for each statistic.
From Tables 5-8 , we find that the AE approximation satisfies M 1 > 230 and M 2 > 340 for every statistics. On the other hand, all of the other approximations indicate very bad values (M 1 = 0 or M 2 < 180) for some statistics. Furthermore, from more extensive investigations of the accuracy of the approximations, we find that the performance of the AE approximation is very stable for every statistics, while the performance of the other approximations depend on the statistics used. Then we can conclude that the AE approximation totally performs better than the other approximations when n ≥ 8k both on the L a and the R a statistics.
Concluding remarks
In this paper, omitting the discontinuous term, we proposed an asymptotic approximation for the distribution of C φ under H 1,n . This approximation is a generalization of the approximation for the power divergence family of statistics given by Taneichi et al.. For the power divergence family of statistics, they investigated the performance of the proposed approximation, and compared it with the other approximations, numerically. They concluded that the error of the proposed approximation is not large on the whole. They also concluded that the proposed approximation performs better than the other approximations.
By the generalization, we can also derive the asymptotic approximations for the R a and the L a statistics. From the numerical investigations given in Section 4, for the R a and the L a statistics, we arrived at the similar conclusion of the power divergence family of statistics.
