Abstract. Given a partial action α of a connected groupoid G on an associative ring A we investigate under what conditions the partial skew groupoid ring A ⋆α G can be realized as a partial skew group ring. In such a case applications concerning to the separability, semisimplicity and Frobenius property of the ring extension A ⊂ A ⋆α G as well as to the artinianity of A ⋆α G are given.
Introduction
In this work we will consider partial actions of groupoids on rings. We are interested in studying the structure of the corresponding partial skew groupoids rings.
Partial groupoids actions on rings were introduced in [3] and they are a natural generalization of partial group actions. It is well known that every groupoid is a direct sum of its connected component. A partial action of a groupoid on a ring A is completely determined by the partial actions of its connected components on A. Thence, we can reduce the study of groupoid partial action on rings to the context of connected groupoids.
The structure of a connected groupoid is also well known. If G is a connected groupoid then G ≃ G 2 0 ×G(x), where G 2 0 is the coarse groupoid associated to the set G 0 of the objects of G and G(x) is the isotropy group of an object x of G.
For a partial action α of a connected groupoid G on a ring A we can construct the partial skew groupoid ring A ⋆ α G. If G 0 is finite and α is unital then A ⋆ α G is an associative and unital ring which is an extension of A.
The partial skew groupoid rings have an important role in the partial Galois theory for groupoids as it is explicit in Theorem 5.3 of [3] . They also are examples of Leavitt path algebras, which are important in the theory of C * -algebras (see Theorem 3.11 of [7] ). In the last years, algebraic properties to the extension A ⊂ A ⋆ α G have been studied. For example, the separability and semisimplicity properties of the extension A ⊂ A ⋆ α G were studied in [4] whereas in [11] the authors investigate chain conditions between A and A ⋆ α G.
Our purpose in this work is to study the following problem. Let G be a connected groupoid such that G 0 is finite and α a unital partial action of G on a ring A. Does the factorization G ≃ G 2 0 × G(x) induce a factorization of A ⋆ α G? Theorem 4.1 provides sufficient conditions for the answer to this question to be affirmative. Precisely, when α is a group-type partial action, we construct a groupoid action β of G 2 0 on A and a partial group action γ of G(x) on A ⋆ β G 2 0 and we prove that A ⋆ α G ≃ (A ⋆ β G 2 0 ) ⋆ γ G(x). We organize our work as follows. The background about groupoids is presented in Section 2. The topics of partial groupoid actions that will be used are in Section 3. In Section 4, we construct the actions β and γ which allow us to prove the factorization of A ⋆ α G mentioned in the previous paragraph. Applications of this result concerning to the separability, semisimplicity and Frobenius property of the extension A ⊂ A ⋆ α G as well as to the artinianity of A ⋆ α G are given in Section 5.
Conventions. Throughout this work, by ring we mean an associative and not necessarily unital ring. The center of a ring A will be denoted by C(A). We will denote the cardinality of a finite set X by |X|.
Groupoids
We recall that a groupoid is a small category in which every morphism is an isomorphism. The set of the objects of a groupoid G will be denoted by G 0 . If g : x → y is a morphism of G then s(g) = x and t(g) = y are called the source and the target of g respectively. We will identify any object x of G with its identity morphism, that is, x = id x . The isotropy group associated to an object x of G is the group
The composition of morphisms of a groupoid G will be denoted via concatenation. Hence, for g, h ∈ G, there exists gh if and only if t(h) = s(g). Notice that, if g ∈ G then s(g) = g −1 g and t(g) = gg −1 . Also, s(gh) = s(h) and t(gh) = t(g) for all g, h ∈ G with t(h) = s(g).
A groupoid G is said to be connected if for any x, y ∈ G 0 there exists a morphism g ∈ G such that s(g) = x and t(g) = y, that is, the morphism g connects the objects x and y. It is well-known that any groupoid is a disjoint union of connected subgroupoids. In order to justify this fact, we consider the following equivalence relation on G 0 : for any x, y ∈ G 0 , x ∼ y if and only if there exists g ∈ G such that s(g) = x and t(g) = y. Every equivalence class X ∈ G 0 /∼ determines a full connected subgroupoid G X of G. The set of objects of G X is X. The set G X (x, y) of morphisms of G X from x to y is equal to G(x, y), for all x, y ∈ X. By construction, G is the disjoint union of the subgroupoids G X , i. e.
(1)
For the convenience of the reader, we will prove a well-known result about the structure of connected groupoids. In order to do this, we need to introduce some extra notation. Let X be a nonempty set and X 2 = X × X. Then X 2 is a groupoid. The source and target maps of X 2 are, respectively, s(x, y) = x and t(x, y) = y, for all x, y ∈ X. The rule of composition is given by: (y, z)(x, y) = (x, z), for all x, y, z ∈ X. The groupoid X 2 is called the coarse groupoid associated to X. Proposition 2.1. Let G be a connected groupoid. Then G ≃ G 2 0 × G(x) as groupoids. Proof. Let x ∈ G 0 a fixed object of G. For each y ∈ G 0 , we choose a morphism τ y : x → y of G. We also choose τ x = x. Define ϕ :
where
It is straightforward to prove that ϕ in a groupoid morphism. Suppose that ϕ(g) is an identity of G 2 0 × G(x). Then, ϕ(g) = ((y, y), x) for some y ∈ G 0 . Hence, s(g) = t(g) = y and x = g x = τ −1 y gτ y which implies that g = τ y τ −1 y = x. This ensures that ϕ is injective. Given an element ((y, z), h) ∈ G 2 0 ×G(x), consider g = τ z hτ −1 y ∈ G. Notice that g x = h and whence ϕ(g) = ((y, z), h), that is, ϕ is surjective, so an isomorphism of groupoids.
Partial actions
In this section we recall the notion of partial actions of groupoids. Some properties related to partial actions, that will be used later, are presented. The definition of group-type partial groupoid actions, which has a central role for our purposes, will be introduced.
3.1. Partial groupoid action. We recall from [3] that a partial action of a groupoid G on a ring A is a pair α = (A g , α g ) g∈G such that
The condition (iv) means that α gh is an extension of α g α h . Since the domain of α g α h is α
The partial action α is said to be global if α g α h = α gh , for all g, h ∈ G such that t(h) = s(g). Also, α is called unital if each A g is a unital ring, i. e., there exists a central element 1 g of A such that A g = A1 g , for all g ∈ G.
Now we recall Lemma 1.1 of [3] which give us some useful properties of partial actions that will be used in what follows.
Lemma 3.1. Let α = (A g , α g ) g∈G be a partial action of a groupoid G on a ring A. Then:
) g∈G be a partial action of a groupoid G on a ring A. Notice that α induces by restriction a partial action α (x) = (A h , α h ) h∈G(x) of the isotropy group G(x) on the ring A x , for each x ∈ G 0 . Remark 3.3. Let G be a groupoid. Using the decomposition of G given in (1), it is straightforward to check that partial actions of G on a ring A induce by restriction partial actions of G X on A, for all X ∈ G 0 /∼. Conversely, partial actions of G on A are uniquely determined by partial actions of G X , X ∈ G 0 /∼, on A . Hence, we can reduce the study of partial groupoid actions to the connected case.
3.2.
Group-type partial groupoid action. Let G be a connected groupoid, x ∈ G 0 and S x = {h ∈ G : s(h) = x}. Consider the following equivalence relation on S x :
A transversal τ (x) = {τ y : y ∈ G 0 } for ∼ x such that τ x = x will be called a transversal for x. Hence, τ y : x → y is a chosen morphism of G, for each y ∈ G 0 and τ x = x. A partial action α = (A g , α g ) g∈G of a connected groupoid G on A will be called group-type if there exist x ∈ G 0 and a transversal τ (x) = {τ y : y ∈ G 0 } for x such that
Remark 3.4. (i) Notice that the notion of group-type partial action not depend on the choice of object x. Indeed, for another object z of G, considerτ y := τ y τ −1 z , for all y ∈ G 0 . Clearly,τ (z) = {τ y : y ∈ G 0 } is a transversal for z. From (2) follows that α τy α τ
(ii) We use the term "group-type partial actions" since by Theorem 4.4, proved in the next section for this kind of partial actions, the corresponding partial skew groupoid ring is indeed a partial skew group ring.
By Lemma 3.1 (i), any global groupoid action is group-type. The converse is not true as we can see in the next example.
Example 3.5. Let G = {g, h, l, m, l −1 , m −1 } be the groupoid with objects G 0 = {x, y} and the following composition rules
The diagram bellow illustrates the structure of G:
, where C denotes the complex number field, e i e j = δ i,j e i and e 1 + . . . + e 4 = 1. We define the following partial action α = A p , α p p∈G of G on A:
and
where a denotes the complex conjugate of a, for all a ∈ C. Notice that α is a grouptype (not global) partial action. Indeed, to see this it is enough to take the transversal τ (x) = {τ x = x, τ y = l} for x.
The partial skew groupoid ring
In this section, we will assume that G is a connected groupoid such that G 0 is finite, x ∈ G 0 is a fixed object of G and α = (A g , α g ) g∈G is a unital partial action of G on a ring A with A g = A1 g , where 1 g is a central idempotent of A, for all g ∈ G. We will also assume that α is group-type and τ (x) = {τ y : y ∈ G 0 } is a transversal for x such that (2) is satisfied.
The partial skew groupoid ring A ⋆ α G associated to α is the set of all formal sums g∈G a g δ g , where a g ∈ A g , with the usual addition and multiplication induced by the following rule
for all g, h ∈ G, a g ∈ A g and a h ∈ A h . The partial skew groupoid ring A ⋆ α G is an associative ring. Since by assumption G 0 is finite, A ⋆ α G is unital with identity 1 A⋆αG = y∈G 0 1 y δ y (see § 3 of [1] for more details).
As it was mentioned in the introduction section of [11] , the ring structure of A ⋆ α G only depends on the choice of the ideals A y , y ∈ G 0 . Hence, we can choose A to be any ring having the ideals as above described. In this sense, we will assume for the rest of this paper that
4.1. The main theorem. In this subsection we will prove that the factorization of G, given by Proposition 2.1, induces a factorization of A ⋆ α G. Particularly, we obtain that A ⋆ α G is a partial skew group ring. In order to prove this result we will use some lemmas that will be proved in the sequel.
, is a global action of G 2 0 on A.
Proof. For any identity e = (y, y) of G 2 0 we have that B e = A y and β e = α τy α τ −1 y is the identity map of A τy = A y . Also, if u = (y, z) and v = (r, y) are elements in G 2 0 then uv = (r, z) and
Thanks to Lemma 4.1 we can consider the skew groupoid ring C := A ⋆ β G 2 0 . In the sequel we will see that the group G(x) acts partially on C. Let z ∈ G 0 . Since α is group-type, it follows from (2) that A τ
is well-defined. Hence, we can set
Proof. Note that
Observe also that 1
is the identity element of C h , for all h ∈ G(x). Indeed, let u = (y, w) ∈ G 2 0 and a ∈ C t(u),h δ u = C w,h δ u . By (3), there exists a h ∈ A h such that a = α τw (a h )δ (y,w) and consequently a) ), for all a ∈ A h −1 . Clearly θ z,h is a bijection. Moreover, these maps induce the following bijective map
Proof. By definition, γ x is the identity map of C x = C. Note that γ h preserves the operation of multiplication. In fact, for all a, b ∈ A h −1 ,
On the other hand,
Hence, γ h is a ring isomorphism. It remains to show that γ satisfies the condition (v) given in § 3.1.
Firstly, note that
. Indeed, by definition, γ l −1 is additive and whence
where the last inclusion above holds because α (x) is a partial action of G(x) on A x as defined in Remark 3.2. Finally, let c = α
On the other hand, since
and consequently γ satisfies (v) of § 3.1.
By Lemma 4.3 we can consider the partial skew group ring (A ⋆ β G 2 0 ) ⋆ γ G(x) and thus present the main result of this section which give us a factorization of the ring A ⋆ α G.
Proof. Consider the map ϕ :
given by aδ g → aδ (s(g),t(g)) δ gx , where g x = τ −1 t(g) gτ s(g) . In order to prove that ϕ is a ring isomorphism we proceed by a series of steps.
Step 1: ϕ is well defined.
By Lemma 4.1, A g ⊆ A t(g) = B (s(g),t(g))
, for all g ∈ G. Hence, we only need to show that aδ (s(g),t(g)) ∈ C gx , for all a ∈ A g . Notice that
Since (3) and (4).
Step 2: ϕ is a ring homomorphism.
It is enough to prove that ϕ preserves the operation of multiplication. Let g, h ∈ G such that s(g) = t(h). It is easy to see that (gh)
for all a ∈ A g and b ∈ A h . On the other hand
As in Step 1, we have that
Hence,
Step 3: ϕ is injective.
Consider h ∈ G(x) and g, g ′ ∈ G such that g x = g ′ x = h. It is straightforward to check that (s(g), t(g)) = (s(g ′ ), t(g ′ )) if and only if g = g ′ . Therefore (5) holds if and only if a g = 0, for all g ∈ G. Thus v = 0.
Step 4: ϕ is surjective.
It is enough to check that given any element of the type α τz (a)δ (y,z) δ h , with h ∈ G(x) and a ∈ A h , there exists an element w ∈ A ⋆ α G such that ϕ(w) = α τz (a)δ (y,z) δ h . To do that observe that
Therefore, for g = τ z hτ −1 y we have t(g) = t(τ z ) = z, s(g) = s(τ −1 y ) = y and
where ( * ) is ensured by
and ( * * ) by
. Now, taking w = α τz (a)δ g we are done.
Remark 4.5. Since global actions are group-type actions, the factorization given in Theorem 4.4 holds for all unital global action α of G on A. In such a case, the partial group action γ of G(x) on A x is indeed a global action and consequently A ⋆ α G is a skew group ring.
Applications
The aim of this section is to present some applications of Theorem 4.4. In what follows, G is connected and G 0 is finite. The partial action α, the ring A and the transversal τ (x) are assumed as in the previous section. Also, β is the global action of G 2 0 on A given in Lemma 4.1 and γ is the partial action of G(x) on A ⋆ β G 2 0 given in Lemma 4.3. Note that ϕ : A → A⋆ α G, a → y∈G 0 (a1 y )δ y , is a monomorphism of rings and whence A⋆ α G is a ring extension of A. By Theorem 4.4,
Therefore, we will investigate some properties of the extension A ⊂ A ⋆ α G using the intermediate extensions and the results known for partial group actions. 5.1. Separability. In this subsection we will study the separability property to the ring extension A ⊂ A ⋆ α G. We recall that a unital ring extension R ⊂ S is called separable if the multiplication map m : S ⊗ R S → S is a splitting epimorphism of S-bimodules. This is equivalent to saying that there exists an element x ∈ S ⊗ R S such that sx = xs, for all s ∈ S, and m(x) = 1 S . Such a element x is usually called an idempotent of separability of S over R.
Throughout this subsection, we will assume that G is finite. As in [4] , consider the maps t y,z : A → A and t z : A → A given by
Particularly, if G is a group then G 0 = {x} and t x : A → A is the trace map for partial group actions as defined in Section 2 of [6] . Now, we recall Theorem 4.1 of [4] which will be useful for our purposes. In order to apply Theorem 4.4 to determine when the extension A ⊂ A⋆ α G is separable, we consider the separability problem for the extensions
is separable if and only if there exists
Proof. Let z ∈ G 0 and a ∈ A. Then
Consequently t z (a) = 1 z if and only if y∈G 0 α τ −1 y
(a1 y ) = 1 x and the result follows by Theorem 5.1.
Proof. Let a x ∈ C(A x ) and Λ = z∈G 0 α τz (a x )δ (z,z) . Given (y, w) ∈ G 2 0 and a w ∈ A w we have that
and Λ · a w δ (y,w) = α τw (a x )δ (w,w) · a w δ (y,w) = α τw (a x )a w δ (y,w) .
Since a x ∈ C(A x ) and α τw is an isomorphism it is clear that α τw (a x ) ∈ C(A w ). Thus,
Hence a (y,z) = 0 if y = z and whence Λ = z∈G 0 a (z,z) δ (z,z) . Moreover, for all y, w ∈ G 0 and a ∈ A w , Λ · aδ (y,w) = a (w,w) aδ (y,w) and aδ (y,w) · Λ = aα τw (α τ (a (y,y) )), for all y, w ∈ G 0 , a ∈ A w .
When a = 1 w we obtain that a (w,w) = α τw (α τ −1 y (a (y,y) )), for all y, w ∈ G 0 . Particularly, ,x) ). Thus a (x,x) b = ba (x,x) and consequently a (x,x) ∈ C(A x ).
) is separable if and only if the extension
Hence, there is Λ ∈ C(A ⋆ β G 2 0 ) such that t x (Λ) = 1 = z∈G 0 1 z δ (z,z) if and only if there is a x ∈ C(A x ) such that t x (a x ) = 1 x . it Then the result follows from Theorem 5.1 and Theorem 3.1 of [2] .
Theorem 5.5. The following statements hold:
is a separable extension and there exists a ∈ C(A) such that z∈G 0 α τ
Proof. (ii) From Theorem 4.4 and Proposition 2.5 of [8] 
and whence the result follows by Theorem 5.5 (1).
Example 5.7. Let G, A, α and τ (x) be as in Example 3.5. Consider
By Theorem 5.5 (1), the extension A ⊂ A ⋆ α G is separable. 
Proof. Using (i), we obtain from Theorem 3.1 of [2] that
Then, by Theorem 5.5 (i) the extension A ⊂ A ⋆ α G is separable and so the result follows by Proposition 5.8.
Frobenius extension.
In this subsection we will prove that A ⊂ A ⋆ α G is a Frobenius extension. We recall that a ring extension R ⊂ S is called Frobenius if there exist an element ∆ = n i=1 s i1 ⊗ s i2 ∈ S ⊗ R S and an R-bimodule map ε : S → R such that ∆s = s∆, for all s ∈ S, and n i=1 ε(s i1 )s i2 = n i=1 s i1 ε(s i2 ) = 1. More details on Frobenius extensions can be seen, for example, in [5] or [9] .
Firstly, we note that the natural inclusion A ⊂ A⋆ β G 2 0 , given by a → z∈G 0 (a1 z )δ (z,z) , induces the following (A, A)-bimodule structure on A ⋆ β G 2 0 : a · (a z δ (y,z) ) = aa z δ (y,z) , (a z δ (y,z) ) · a = a z β (y,z) (a1 y )δ (y,z) , for all (y, z) ∈ G 2 0 , a z ∈ A z and a ∈ A. Theorem 5.10. If G is finite then A ⊂ A ⋆ α G is a Frobenius extension.
Proof. Let ∆ = z∈G 0 1 z δ (z,z) ⊗ 1 z δ (z,z) ∈ (A ⋆ β G 2 0 ) ⊗ A (A ⋆ β G 2 0 ) and ε : A ⋆ β G 2 0 → A given by ε(a z δ (y,z) ) = a z , if y = z 0, otherwise. It is straightforward to check that ε is an (A, A)-bimodule map. Also, note that (a w δ (y,w) )∆ = a w δ (y,w) = ∆(a w δ (y,w) ), for all (y, w) ∈ G 2 0 and a w ∈ A w . Since 5.4. Artinianity. The artinian property for partial skew groupoids rings was studied in [11] . In our context, using Theorem 4.4, we obtain the following refinement of Theorem 1.3 of [11] . Proof. Assume that A⋆ α G is artinian. By Theorem 1.3 of [11] , A is artinian and A g = {0} for all but finitely many g ∈ G. Particularly, A h = {0} for all but finitely many h ∈ G(x).
For the converse, consider h ∈ G(x). By (3) and (4), C h = {0} if and only if there is z ∈ G 0 such that α τz (A h ) = {0}. Consequently, C h = {0}, for all but finitely many h ∈ G(x). Also, since G 2 0 is finite and A is artinian it follows from Theorem 1.3 of [11] that A ⋆ β G 2 0 is artinian. Using again the Theorem 1.3 of [11] , we conclude that (A ⋆ β G 2 0 ) ⋆ γ G(x) is artinian and the result follows by Theorem 4.4.
