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ON OPERATORS ON POLYNOMIALS PRESERVING
REAL-ROOTEDNESS AND THE NEGGERS-STANLEY
CONJECTURE
PETTER BRÄNDÉN
Abstrat. We rene a tehnique used in a paper by Shur on real-
rooted polynomials. This amounts to an extension of a theorem of
Wagner on Hadamard produts of Toeplitz matries. We also apply
our results to polynomials for whih the Neggers-Stanley Conjeture is
known to hold. More preisely, we settle interlaing properties for E-
polynomials of series-parallel posets and olumn-strit labelled Ferrers
posets.
1. Introdution
Several polynomials assoiated to ombinatorial strutures are known to
have real zeros. In most ases one an say more about the loation of the
zeros, than just that they are on the real axis. The mathing polynomial of a
graph is not only real-rooted, but it is known that the mathing polynomial
of the graph obtained by deleting a vertex of G interlaes that of G [4℄. The
same is true for the harateristi polynomial of graph (see e.g., [3℄). If A
is a nonnegative matrix and A′ is the matrix obtained by either deleting a
row or a olumn, then Nijenhuis [7℄ showed that the rook polynomial of A′
interlaes that of A.
The Neggers-Stanley Conjeture asserts that ertain polynomials assoi-
ated to posets, see Setion 3, have real zeros; see [1, 9, 13℄ for the state of
the art. For lasses of posets for whih the onjeture is known to hold we
will exhibit expliit interlaing relationships.
The rst part of this paper is onerned with operators on polynomials
whih preserve real-rootedness. The following lassial theorem is due to
Shur [10℄:
Theorem 1 (Shur). Let f = a0+a1x+ · · ·+anx
n
and g = b0+ b1x+ · · ·+
bmx
m
be polynomials in R[x]. Suppose that f and g have only real zeros and
that the zeros of g are all of the same sign. Then the polynomial
f ⊙ g :=
∑
k
k!akbkx
k,
has only real zeros. If a0b0 6= 0 then all the zeros of f ⊙ g are distint.
In this paper we will rene the tehnique used in Shur's proof of the
theorem to extend a theorem of Wagner [14, Theorem 0.3℄. The diamond
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produt of two polynomials f and g is the polynomial
f✸g =
∑
n≥0
f (n)(x)
n!
g(n)(x)
n!
xn(x+ 1)n.
Brenti [1℄ onjetured an equivalent form of Theorem 2 and Wagner proved
it in [14℄.
Theorem 2 (Wagner). If f, g ∈ R[x] have all their zeros in the interval
[−1, 0] then so does f✸g.
This theorem has important onsequenes in ombinatoris [13℄, and it
also has impliations to the theory of total positivity [14℄.
In the seond part of the paper we settle interlaing properties for E-
polynomials of series-parallel posets and olumn-strit labelled Ferrers posets.
We will impliitly use the fat that the zeros of a polynomial are ontinuous
funtions of the oeients of the polynomial. In partiular, the limit of
real-rooted polynomials will again be real-rooted. For a treatment of these
matters we refer the reader to [6℄.
2. Sturm sequenes and linear operators preserving
real-rootedness
Let f and g be real polynomials. We say that f and g alternate if f and
g are real-rooted and either of the following onditions hold:
(A) deg(g) = deg(f) = d and
α1 ≤ β1 ≤ α2 ≤ · · · ≤ βd−1 ≤ αd ≤ βd,
where α1 ≤ · · · ≤ αd and β1 ≤ · · · ≤ βd are the zeros of f and g
respetively
(B) deg(f) = deg(g) + 1 = d and
α1 ≤ β1 ≤ α2 ≤ · · · ≤ βd−1 ≤ αd
where α1 ≤ · · · ≤ αd and β1 ≤ · · · ≤ βd−1 are the zeros of f and g
respetively.
If all the inequalities above are strit then f and g are said to stritly al-
ternate. Moreover, if f and g are as in (B) then we say that g interlaes f ,
denoted g  f . In the strit ase we write g ≺ f . If the leading oeient
of f is positive we say that f is standard.
For z ∈ R let Tz : R[x] → R[x] be the translation operator dened by
Tz(f(x)) = f(x + z). For any linear operator φ : R[x] → R[x] we dene a
linear transform Lφ : R[x]→ R[x, z] by
Lφ(f) := φ(Tz(f))
=
∑
n
φ(f (n))(x)
zn
n!
(1)
=
∑
n
φ(xn)
n!
f (n)(z).
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Denition 3. Let φ : R[x]→ R[x] be a linear operator and let f ∈ R[x]. If
φ(f (n)) = 0 for all n ∈ N, we let dφ(f) = −∞. Otherwise let dφ(f) be the
smallest integer d suh that φ(f (n)) = 0 for all n > d.
The set A +(φ) is dened as follows: If dφ(f) = −∞, or dφ(f) = 0
and φ(f) is standard real- and simple-rooted, then f ∈ A +(φ). Moreover,
f ∈ A +(φ) if d = dφ(f) ≥ 1 and all of the following onditions are satised:
(i) φ(f (i)) is standard for all i and deg(φ(f (i−1))) = deg(φ(f (i))) + 1 for
1 ≤ i ≤ d,
(ii) φ(f) and φ(f ′) have no ommon real zero,
(iii) φ(f (d)) ≺ φ(f (d−1)),
(iv) for all ξ ∈ R the polynomial Lφ(f)(ξ, z) is real-rooted.
Let A −(φ) := {−f : f ∈ A +(φ)} and A (φ) := A −(φ) ∪A +(φ).
The following theorem is the basis for our analysis:
Theorem 4. Let φ : R[x] → R[x] be a linear operator. If f ∈ A (φ) then
φ(f) is real- and simple-rooted and if dφ(f) ≥ 1 we have
φ(f (d)) ≺ φ(f (d−1)) ≺ · · · ≺ φ(f ′) ≺ φ(f).
Before we give a proof of Theorem 4 we will need a ouple of lemmas. Note
that
∂
∂z
Lφ(f) = Lφ(f
′) so by Rolle's Theorem we know that Lφ(f
′) is real-
rooted (in z) if Lφ(f) is. By Theorem 4 it follows that A (φ) is losed under
dierentiation. A (generalised) Sturm sequene is a sequene f0, f1, . . . , fn
of standard polynomials suh that deg(fi) = i for 0 ≤ i ≤ n and
fi−1(θ)fi+1(θ) < 0, (2)
whenever fi(θ) = 0 and 1 ≤ i ≤ n − 1. If f is a standard polynomial with
real simple zeros, we know from Rolle's Theorem that the sequene {f (i)}i
is a Sturm sequene. The following lemma is folklore.
Lemma 5. Let f0, f1, . . . , fn be a sequene of standard polynomials with
deg(fi) = i for 0 ≤ i ≤ n. Then the following statements are equivalent:
(i) f0, f1, . . . , fn is a Sturm sequene,
(ii) f0 ≺ f1 ≺ · · · ≺ fn.
The next lemma is of interest for real-rooted polynomials enountered in
ombinatoris.
Lemma 6. Let amx
m + am+1x
m+1 + · · · + anx
n ∈ R[x] be real-rooted with
aman 6= 0. Then the sequene ai is stritly log-onave, i.e.,
a2i > ai−1ai+1, (m+ 1 ≤ i ≤ n− 1).
Proof. See Lemma 3 on page 337 of [5℄. 
Proof of Theorem 4. Let f ∈ A +(φ). Clearly we may assume that d =
dφ(f) > 1. We laim that for 1 ≤ n ≤ d− 1:
φ(f (n))(θ) = 0 =⇒ φ(f (n−1))(θ)φ(f (n+1))(θ) < 0. (3)
If 1 ≤ n ≤ d − 1 and φ(f (n))(θ) = 0, then by ondition (ii) and (iii) of
Denition 3 we have that there are integers 0 ≤ ℓ < n < k ≤ d with
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φ(f (ℓ))(θ)φ(f (k))(θ) 6= 0. By Lemma 6 and the real-rootedness of Lφ(f)(θ, z)
this veries (3).
If φ(f (d)) is a onstant then {φ(f (n))}n is a Sturm sequene. Otherwise
let g = φ(f (d)). Then, sine g′ ≺ g ≺ φ(f (d−1)), we have that (2) is satised
everywhere in the sequene {g(n)}n ∪ {φ(f
(n))}n. This proves the theorem
by Lemma 5. 
In order to make use of Theorem 4 we will need further results on real-
rootedness and interlaings of polynomials. There is a haraterisation of
alternating polynomials due to Obreshko and Dedieu. Obreshko proved
the ase of stritly alternating polynomials, see [8, Satz 5.2℄, and Dedieu [2℄
generalised it in the ase deg(f) = deg(g). But his proof also overs this
slightly more general theorem:
Theorem 7. Let f and g be real polynomials. Then f and g alternate
(stritly alternate) if and only if all polynomials in the spae
{αf + βg : α, β ∈ R}
are real-rooted (real- and simple-rooted).
A diret onsequene of Theorem 7 is the following theorem, whih the
author has not seen previously in the literature.
Theorem 8. If φ : R[x]→ R[x] is a linear operator preserving real-rootedness,
then φ(f) and φ(g) alternate if f and g alternate. Moreover, if φ preserves
real- and simple-rootedness then φ(f) and φ(g) stritly alternate if f and g
stritly alternate.
Proof. The theorem is an immediate onsequene of Theorem 7 sine the
onept of alternating zeros is translated into a linear ondition. 
Lemma 9. Let 0 6= h, f, g ∈ R[x] be standard and real-rooted. If h ≺ f and
h ≺ g, then h ≺ αf + βg for all α, β ≥ 0 not both equal to zero.
Note that Lemma 9 also holds (by ontinuity arguments) when all in-
stanes of ≺ are replaed by  in Lemma 9.
Proof. If θ is a zero of h then learly αf+βg has the same sign as f and g at θ.
Sine {h(i)}i∪{f} is a Sturm sequene by Lemma 5, so is {h
(i)}i∪{αf+βg}.
By Lemma 5 again the proof follows. 
We will need two lassial theorems on real-rootedness. The rst theorem
is essentially due to Hermite and Poulain and the seond is due to Laguerre.
Theorem 10 (Hermite, Poulain). Let f(x) = a0 + a1x+ · · · + anx
n
and g
be real-rooted. Then the polynomial
f(
d
dx
)g := a0g(x) + a1g
′(x) + · · ·+ ang
(n)(x)
is real-rooted. Moreover, if xN ∤ f and deg(g) ≥ N − 1 then any multiple
zero of f( d
dx
)g is a multiple zero of g.
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Proof. The ase N = 1 is the Hermite-Poulain theorem. A proof an be
found in any of the referenes [5, 8, 10℄. For the general result it will sue
to prove that if deg(g) 6= 0 then any multiple zero of g′ is a multiple zero of
g. Let
g = c0 + c1(x− θ) + · · · + cM (x− θ)
M ,
where cM 6= 0, M > 0 and (x − θ)
2|g′. Then c1 = c2 = 0 and M > 2. If
c0 = 0 we are done and if c0 6= 0 we have by Lemma 6 that 0 = c
2
1 > c0c2 = 0,
whih is a ontradition. 
Theorem 11 (Laguerre). If a0+ a1x+ a2x
2+ · · ·+ anx
n
is real-rooted then
so is
a0 + a1x+
a2
2!
x2 + · · ·+
an
n!
xn.
Proof. Claim (ii) an be derived from (i) when applied to xn, (see [1℄), or
from Theorem 1 as in [5, 10℄. 
We are now in a position to extend Theorem 2.
Theorem 12. Let h be [−1, 0]-rooted and let f be real-rooted.
(a) Then f✸h is real-rooted, and if g  f then
g✸h  f✸h.
(b) If h is (−1, 0)- and simple-rooted and f is simple-rooted then f✸h is
simple-rooted and
g✸h ≺ f✸h,
for all g ≺ f .
Proof. First we assume that deg(h) > 0 and that h is standard, (−1, 0)-
rooted and has simple zeros. Let φ : R[x] → R[x] be the linear operator
dened by φ(f) = f✸h.
We will show that f ∈ A +(φ) if f is standard real- and simple-rooted.
Clearly we may assume that deg(f) = d ≥ 1. Condition (i) of Deni-
tion 3 follows immediately from the denition of the diamond produt.
Now, f (d−1) = ax+ b, where a, b ∈ R and a > 0 so
φ(f (d)) = ah and
φ(f (d−1)) = (ax+ b)h+ ax(x+ 1)h′,
and sine h  (ax + b)h and h  x(x + 1)h′ we have by the disussion
following Lemma 9 that h  φ(f (d−1)). If θ is a ommon zero of h and
φ(f (d−1)), then θ(θ + 1)h′(θ) = 0, whih is impossible sine θ ∈ (−1, 0)
and h′(θ) 6= 0. Thus φ(f (d)) ≺ φ(f (d−1)), whih veries ondition (iii) of
Denition 3. Given ξ ∈ R we have
Lφ(f)(ξ, z) =
∑
n
h(n)(ξ)
n!n!
ξn(ξ + 1)n
dnf(ξ + z)
dzn
= Hξ(
d
dz
)f(ξ + z),
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where
Hξ(x) =
∑
n
h(n)(ξ)
n!n!
{ξ(ξ + 1)x}n.
By Theorem 11 Hξ is real-rooted, whih by Theorem 10 veries ondi-
tion (iv).
Suppose that ξ is a ommon zero of φ(f ′) and φ(f). From the denition
of the diamond produt it follows that ξ /∈ {0,−1}, so x2 ∤ Hξ(x). Sine ξ is
supposed to be a ommon zero of φ(f ′) and φ(f) we have, by (1), that 0 is a
multiple zero of Lφ(f)(ξ, z). It follows from Theorem 10 that 0 is a multiple
zero of f(z + ξ), that is, ξ is a multiple zero of f , ontrary to assumption
that f is simple-rooted. This veries ondition (ii), and we an onlude
that f ∈ A +(φ). Part (b) of the theorem now follows from Theorem 8.
If h is merely [−1, 0]-rooted and f is real-rooted then we an nd poly-
nomials hn and fn whose limits are h and f respetively, suh that hn and
fn are real- and simple-rooted and hn is (−1, 0)-rooted. Now, fn✸hn is real-
rooted by the above and, by ontinuity, so is f✸g. The proof now follows
from Theorem 8. 
There are many produts on polynomials for whih a similar proof ap-
plies. With minor hanges in the above proof, Theorem 12 also holds for the
produt
(f, g)→
∑
n≥0
f (n)(x)g(n)(x)
n!
xn(x+ 1)n.
3. Interlaing zeros and the Neggers-Stanley Conjeture
Let P be any nite poset of ardinality p. An injetive funtion ω : P → N
is alled a labelling of P and (P, ω) is a alled a labelled poset. A (P, ω)-
partition with largest part ≤ n is a map σ : P → [n] suh that
• σ is order reversing, that is, if x ≤ y then σ(x) ≥ σ(y),
• if x < y and ω(x) > ω(y) then σ(x) > σ(y).
The number of (P, ω)-partitions with largest part ≤ n is denoted Ω(P, ω, n)
and is easily seen to be a polynomial in n. Indeed, if we let ek(P, ω) be the
number of surjetive (P, ω)-partitions σ : P → [k], then by a simple ounting
argument we have:
Ω(P, ω, x) =
|P |∑
k=1
ek(P, ω)
(
x
k
)
. (4)
The polynomial Ω(P, ω, x) is alled the order polynomial of (P, ω). The E-
polynomial of (P, ω) is the polynomial
E(P, ω) =
p∑
k=1
ek(P, ω)x
k,
so E(P, ω) is the image of Ω(P, ω, x) under the invertible linear operator
E : R[x] → R[x] whih takes
(
x
k
)
to xk. The Neggers-Stanley Conjeture
asserts that the polynomial E(P, ω) is real-rooted for all hoies of P and ω.
The onjeture has been veried for series-parallel posets [13℄, olumn-strit
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labelled Ferrers posets [1℄ and for all labelled posets having at most seven
elements.
There are two operations on labelled posets under whih E-polynomials
behave well. The rst operation is the ordinal sum:
Let (P, ω) and (Q, ν) be two labelled posets. The ordinal sum, P ⊕ Q,
of P and Q is the poset with the disjoint union of P and Q as underlying
set and with partial order dened by x ≤ y if either x ≤P y, x ≤Q y, or
x ∈ P, y ∈ Q. For i = 0, 1 let ω ⊕i ν be any labellings of P ⊕Q suh that
• (ω⊕0ν)(x) < (ω⊕0ν)(y) if ω(x) < ω(y), ν(x) < ν(y) or x ∈ P, y ∈ Q.
• (ω⊕1ν)(x) < (ω⊕1ν)(y) if ω(x) < ω(y), ν(x) < ν(y) or x ∈ Q, y ∈ P .
The following result follows easily by ombinatorial reasoning:
Proposition 13. Let (P, ω) and (Q, ν) be as above. Then
E(P ⊕Q,ω ⊕1 ν) = E(P, ω)E(Q, ν)
and
xE(P ⊕Q,ω ⊕0 ν) = (x+ 1)E(P, ω)E(Q, ν),
if P and Q are nonempty.
Proof. See [1, 13℄. 
The disjoint union, P ⊔Q, of P and Q is the poset on the disjoint union
with x < y in P ⊔ Q if and only if x <P y or x <Q y. Let ω ⊔ ν be any
labelling of P ⊔Q suh that
(ω ⊔ ν)(x) < (ω ⊔ ν)(y),
if ω(x) < ω(y) or ν(x) < ν(y). It is immediate by onstrution that
Ω(P ⊔Q,ω ⊔ ν) = Ω(P, ω)Ω(Q, ν)
Here is where the diamond produt omes in. Wagner [13℄ showed that the
diamond produt satises
f✸g = E(E−1(f)E−1(g)), (5)
whih implies:
E(P ⊔Q,ω ⊔ ν) = E(P, ω)✸E(Q, ν), (6)
for all pairs of labelled posets (P, ω) and (Q, ν).
If P is nonempty and x ∈ P we let P \ x be the poset on P \ {x} with
the order inherited by P . If (P, ω) is labelled then P \ x is labelled with
the restrition of ω to P \ x. By a slight abuse of notation we will write
(P \ x, ω) for this labelled poset. A series-parallel labelled poset (S, µ) is
either the empty poset, a one element poset or
(a) (S, µ) = (P ⊕Q,ω ⊕0 ν),
(b) (S, µ) = (P ⊕Q,ω ⊕1 ν) or
() (S, µ) = (P ⊔Q,ω ⊔ ν)
where (P, ω) and (Q, ν) are series-parallel. Note that if (S, µ) is series-parallel
then so is (S \x, µ) for all x ∈ S. Let I denote the lass of all nite labelled
posets (S, µ) suh that E(S, µ) is real-rooted and
E(S \ x, µ)  E(S, µ),
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for all x ∈ S. Note that the empty poset and the singleton posets are mem-
bers of I whih by the following theorem gives that series-parallel posets
are in I .
Theorem 14. The lass I is losed under ordinal sum and disjoint union.
Proof. Suppose that (P, ω), (Q, ν) ∈ I .
(a): Let (S, µ) = (P ⊕Q,ω ⊕0 ν). Now, if y ∈ P we have
(S \ y, µ) = (P \ y ⊕Q,ω ⊕0 ν).
If |P | = 1 then by Proposition 13 we have E(S \ y, µ) = E(Q, ν) and
E(S, µ) = (x+ 1)E(Q, ν) so E(S \ y, µ)  E(S, µ). If |P | > 1 then
xE(S \ y, µ) = (x+ 1)E(P \ y, ω)E(Q, ν)
 (x+ 1)E(P, ω)E(Q, ν)
= xE(S, µ),
whih gives E(S \ y, µ)  E(S, µ). A similar argument applies to the ase
y ∈ Q.
(b): The ase (S, µ) = (P ⊕Q,ω ⊕0 ν) follows as in (a).
(): (S, µ) = (P ⊔Q,ω ⊔ ν). If y ∈ P we have by (6) and Theorem 12:
E(S \ y, µ) = E(P \ y ⊔Q,ω ⊔ ν)
= E(P \ y, ω)✸E(Q, ν)
 E(P, ω)✸E(Q, ν)
= E(S, µ).
This proves the theorem. 
In [11℄ Simion proved a speial ase of the following orollary. Namely the
ase when S is a disjoint union of hains and µ is order-preserving.
Corollary 15. If (S, µ) is series-parallel and x ∈ S then
E(S \ x, µ)  E(S, µ).
Next we will analyse interlaings of E-polynomials of Ferrers posets. For
undened terminology in what follows we refer the reader to [12, Chapter
7℄. Let λ = (λ1 ≥ λ2 ≥ · · · ≥ λℓ > 0) be a partition. The Ferrers poset Pλ
is the poset
Pλ = {(i, j) ∈ P× P : 1 ≤ i ≤ ℓ, 1 ≤ j ≤ λi},
ordered by the standard produt ordering. A labelling ω of Pλ is olumn strit
if ω(i, j) > ω(i + 1, j) and ω(i, j) < ω(i, j + 1) for all (i, j) ∈ Pλ. If ω is a
olumn strit labelling then any (Pλ, ω)-partition must neessarily be stritly
dereasing in the x-diretion and weakly dereasing in the y-diretion. It
follows that the (Pλ, ω)-partitions are in a one-to-one orrespondene with
with the reverse SSYT's of shape λ (see Figure 1). The number of reverse
SSYT's of shape λ with largest part ≤ n is by the ombinatorial denition
of the Shur funtion equal to sλ(1
n) whih by the hook-ontent formula [12,
Corollary 7.21.4℄ gives us.
Ω(Pλ, ω, z) =
∏
u∈Pλ
z + cλ(u)
hλ(u)
, (7)
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Figure 1. From left to right: A olumn-strit labelling ω
of Pλ with λ = (3, 2, 2, 1), a (Pλ, ω)-partition and the orre-
sponding reverse SSYT.
8
7 6 5
4 3 2 1
9
10 9 7
10 8 7 2
10 10 9
8 9
7 7
2
where for u = (x, y) ∈ Pλ
hλ(u) := |{(x, j) ∈ λ : j ≥ y}|+ |{(i, y) ∈ λ : i ≥ x}| − 1
and cλ(u) := y−x are the hook length respetively ontent at u. In [1℄ Brenti
showed that the E-polynomials of olumn strit labelled Ferrers posets are
real-rooted. In the next theorem we rene this result. If x < y in a poset P
and x < z < y for no z ∈ P we say that y overs x. If we remove an element
from Pλ the resulting poset will not neessarily be a Ferrers poset. But if
we remove a maximal element m from Pλ we will have Pλ \m = Pµ for a
partition µ overed by λ in the Young's lattie.
Theorem 16. Let (Pλ, ω) be labelled olumn strit. Then E(Pλ, ω) is real-
rooted. Moreover, if λ overs µ in the Young's lattie, then
E(Pµ, ω)  E(Pλ, ω).
Proof. The proof is by indution over n, where λ ⊢ n. It is trivially true for
n = 1. If λ ⊢ n + 1 and λ overs µ we have that Pλ = Pµ ∪ {m} for some
maximal element m ∈ Pλ. By denition cµ(u) = cλ(u) for all u ∈ Pµ, so by
(7) we have that for some C > 0:
Ω(Pλ, ω, x) = C(x+ cλ(m))Ω(Pµ, ω, x),
and by (5):
E(Pλ, ω) = C(x+ cλ(m))✸E(Pµ, ω).
Wagner [13℄ showed that all real zeros of E-polynomials are neessarily in
[−1, 0], so by indution we have that E(Pµ, ω) is [−1, 0]-rooted. By Theo-
rem 12 this sues to prove the theorem. 
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