Abstract. Erdős and Straus conjectured that for any positive integer n ≥ 2 the equation 
Introduction
In the theory of diophantine equations one often chooses the variables to be coprime. For many equations, for example x n +y n = z n , this is no loss of generality. For other equations, however, this may be a considerable loss of generality. In fact, if the variables are chosen coprime in pairs then one makes use of k instead of conceivably 2 k − 1 independent parameters only. The multiplicative structure amongst k integers can be expressed by means of 2 k − 1 parameters. One parameter corresponds to each of the 2 k − 1 nonempty subsets of the set of k integers.
If one deals with a diophantine equation in many variables which are highly composite and have many nontrivial common divisors, then one ought to start off from the most general starting point using all parameters.
In this paper we apply this idea to the diophantine equation
One of the outstanding problems in the theory of unit fractions is the famous Erdős-Straus conjecture on . Proofs of Vaughan's result can also be found in the books by Narkiewicz (see [Nar86] ) and Schwarz (see [Sch74] ). Our work can be understood as an "exponential generalization" of the work of Vaughan. We use 2 k−1 parameters, while Vaughan used 4 parameters for k = 3. Whereas this work concentrates on sums of a fixed number of unit fractions there has recently been considerable progress on questions involving an unlimited number of unit fractions. For this I would like to refer the reader to the work of E. Croot (see [Cro00] ) and G. Martin (see [Mar99] and [Mar00]). A. Schinzel wrote a recent survey on various aspects of unit fractions, (see [Scha] and [Sch00]).
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Notation
It turned out to be suitable to denote the parameters by their rôle. That is to say, a parameter that occurs in the i 1 -th, i 2 -th, . . . , i r -th fraction but not in the other fractions will be denoted as x i1i2...ir .
It is convenient to have a common name for certain products of parameters. The product of all parameters occurring in the i-th fraction is denoted by [i] . The product of all parameters that occur in the i 1 -th, i 2 -th, . . . , i r -th fraction will be called
Similarly, the product of all parameters that occur in the i 1 -th, i 2 -th, . . . , i r -th fraction, but not in the j 1 -th, j 2 -th, . . . , j s -th fraction will be denoted by
The product [1 ⊕ 2], for example, has different meanings for different k:
etc. While the length of the right hand side grows exponentially with k, the length of the left hand side is as compact for large k as it is for small k.
To denote individual parameters, it is more convenient to refer to them by their name x i1i2...ir . Nevertheless, it is important to keep in mind that any individual parameter x i1i2...ir can also be expressed as
where the i 1 , . . . , i r , i r+1 , i r+2 , . . . , i k are a permutation of {1, 2, . . . , k}.
We often need to specify those parameters that occur in the second fraction. For this purpose, we make the following convention: If x I is a parameter such that I is a subset of {1, 2, . . . , k}, with 2 ∈ I and |I| ≥ 2, then we say that I is an admissible index set or that x I is an admissible parameter. We introduce the abbreviation K := 2 k−1 . We also need a particular enumeration of the parameters x I . We denote the i-th parameter by y i . Any such parameter y i (for i = 1, . . . , K − 1) is identical to some x I for some admissible index set I. With each parameter y i we associate a suitable constant ϑ i , to be defined later.
Survey of the Proof
The structure of the proofs of Vaughan, Viola, Shen, and myself is the same. I will give a short survey of this proof, particularly in the case k = 4, and compare the new approach with previous work.
Step 1: Starting point. We explain the previous work in our new notation which makes it easier to compare the various results. For k = 3, Vaughan used the following starting point: is soluble. We see that we can solve the equation for certain residue classes. This means for all n in certain residue classes one can find a solution.
Step 2: Uniqueness of the residue classes. In order to apply an upper bound sieve we have to count the number of residue classes which can be treated as above. We must ensure that each sifted class is counted at most once. We shall show that suitable conditions on the size of the parameters and a square-free condition entails that two distinct factorizations of x 12 x 23 x 24 x 123 x 124 x 234 x 1234 lead to distinct residue classes such that each counted class is counted at most once.
Step 3: Counting the number of eliminable residue classes. It turns out that the number ω(q) of residue classes to be counted can be written as
is the divisor function counting the number of ways in which a number can be written as a product of 2 k−1 − 1 factors. We shall prove that (log x)
Step 4: The large sieve argument. A general large sieve device due to Vaughan immediately implies the theorem.
The Starting Point
Our starting point is as follows:
This implies that
The left hand side is divisible by 2 1 hence the right hand side must also be divisible by 2 1 . So, for some positive integer r:
We then divide by 2 1 and get
We re-substitute x 134...k = 2 1 r − 2 3 − . . . − 2 k , and obtain
Hence,
In particular, we can solve the equation (1.1) for all integers n in the residue class
Uniqueness of the Residue Classes
5.1. Introduction. In this section we shall show how to ensure that each eliminable residue class is counted not more than once. For this purpose we introduce certain restrictions on the parameters. On the one hand, these restrictions are sufficiently strong to ensure that each class we count is counted once. On the other hand, they are sufficiently weak to ensure that the number of counted classes is on average of the same order as the number of those classes for which the equation is generally soluble.
Following the ideas of Vaughan, Viola, and Shen, it seemed to be suitable to restrict the size of the parameters, to take some of the parameters to be squarefree, and to omit small primes q. Using combinatorial ideas that go beyond the work of Vaughan, Viola, and Shen, it turns out that these restrictions suffice to ensure the uniqueness of the residue classes: 
Suppose that the corresponding eliminable classes of these two factorizations are congruent modulo q
Then, for any pair (x I ,x I ) of corresponding parameters with an admissible index set I, pairwise identity holds: 
This means that the factorization of
Part 3. Using the size of the parameters and omitting small primes, we shall subsequently show that
Part 4. Given the identity of a pair of 'long' products of corresponding parameters (see part 3) our next step is to deduce the identity of suitable pairs of 'shorter subproducts', and finally for all pairs of admissible parameters x I =x I .
The details.
Since some of the details are somewhat involved we invite the reader first to work through the proof in the case k = 4. We give some details for this case in section 5.3. Parts 1-3 closely follow the arguments of Viola. In part 4 however, we need to split long products into short ones, a problem that did not occur in Viola's or Shen's presentation. Put ϑ i = 3 4 i . In particular, we find that
We also put an upper bound on the parameters
. It is important that we do not impose such an upper bound on the parameter y 1 = x 12 . We observe that
Part 2.

Lemma 5.2 (Compare [Vio73]). Suppose that we have two factorizations of
with the above restrictions on the parameters. Suppose that
We then have
Hence the asserted identity (5.2) must also hold. 
The lower bound:
Combining the lower and upper bound, yields Hence we find for sufficiently large q a contradiction for r = k and can inductively assume that the lemma has been proven for k, · · · , r+1. The same argument proves the lemma for any r ≥ 3.
Part 4.
It will be our aim now to split 'long' products like [1 ⊕ 2][2 r] into 'short' ones such that we finally get the identity of the single parameters x I =x I . In this part we also make use of a restriction on the multiplicative structure of [2]. We assume that
is square-free. In particular, we do not assume that x 12 is square-free.
We know that
Multiplying these equations leads to
Writing this equation in terms of the single parameters, in decreasing order of their exponents, leads to
Any divisor of the left hand side taken to the r-th (say) power must also be taken to the r-th power on the right hand side. By the uniqueness of the prime factorization and since 2 a], (a = 3, . . . , k) .
We now aim to prove that x I =x I , for any pair x I andx I of corresponding parameters with admissible index set I. Let J = {i 1 , i 2 , · · · , i r } ⊆ {3, 4, . . . , k}. We will show that x 12J =x 12J and x 2J =x 2J .
We can express the product x 12J x 2J as follows:
Then consider the product
The greatest exponent that occurs in this product is k − r − 2. 5.3. The case k = 4. In this section we give some further details for the case k = 4, so that the reader can more easily work through the last section. We take y 1 = x 12 , y 2 = x 123 , y 3 = x 1234 , y 4 = x 124 , y 5 = x 23 , y 6 = x 24 , y 7 = x 234 .
[2] = x 12 x 123 x 124 x 1234 x 23 x 24 x 234 and for example [2] 3 Note that
By the above considerations concerning the 'uniqueness of the residue class', we can eliminate the following number of residue classes modulo q: 
By partial summation this implies the following corollary:
Proof of the theorem.
The error term is
.
For the estimate of the error term note that
by the Brun-Titchmarsh theorem:
x log x and by lemma 6.3 below
by the Bombieri-Vinogradov theorem for an arbitrary constant A, x (log x) A for an arbitrary constant A.
Lemma 6.3 (This is lemma 4 of
6.2. An estimate on
n1...ns . Recall that in corollary 6.2 for establishing the lower bound of the main term, we have used
This follows immediately from the following theorem:
Then the following inequality holds:
The proof below was suggested to me by Roger Heath-Brown. It simplified my own proof considerably.
We put α min = min 1≤i≤s α i . Let p stand for a prime and let w be an integer parameter that may increase with x, whereas R is a fixed positive integer. Let r be an integer 0 < r ≤ R. Let also be 0 < α i < β i < 1, for i = 1, · · · , s.
Lemma 6.5. For x > 0 we have that
The easy proof of the following lemma is left to the reader. Lemma 6.6. Suppose that (w, R) = 1.
If p
2 |n 1 · · · n s , where p is a prime, then either for some n u we have that p 2 |n u or for some n u and n v (with u = v) we have that p|n u and p|n v . Thus it is enough to consider the case that p 2 divides a product of two of the parameters. Let denote that the sum is taken over the n u and n v satisfying the following conditions.
Lemma 6.7.
Proof of the lemma.
The lemma follows with
We now choose Q s sufficiently large such that C s p>Qs 1 p 2 < 1. The theorem follows immediately.
The Final Sieve Result
We will use Montgomery's version of the large sieve. 
Vaughan generally proved a lower bound estimate for L, when a lower bound for − ε, where ε > 0.
In the case of the Erdős-Straus conjecture with m = 4 we found that c 4,3 = 0.5645 is an admissible value, (see [Els96] ). This result holds for N > N m , where N m is, in principle, effective. An entirely effective but very weak upper bound was recently proven, (see [AB98] 
