Abstract : This study proposes a new approach for parameter estimation of random-phase varying multiple periodic signals. A phase-varying multiple signal is typically observed in digital communication signals wherein the phase of a signal is discretely varied due to modulation. Additionally, the study investigates the performance of the proposed method with respect to signals in which the phase varies continuously in addition to discrete phase varying. The proposed method enables blind and joint estimation of the period, the number of sources (NOS), and the fundamental waveform for each of the multiple signals. The performance of the method is verified by using a computer simulation.
Introduction
Recent advances in digital signal processing and its practical applications resulted in increasing research attention with respect to parameter estimation of periodic signals including the period, the number of sources (NOS), and the fundamental waveform [1] . The parameter estimation is applicable to fields such as healthcare [2] , [3] , DNA analysis [4] , and telecommunications [5] - [7] .
Motivations
The study focuses on parameter estimation for multiple periodic signals in which each signal corresponds to a chain of a random-phase varying fundamental waveform as depicted in Fig. 1 . It is assumed that Fig. 1 (a) shows a fundamental waveform in which the period corresponds to T . The periodic signal that is conventionally considered corresponds to (b), which is simply a chain of the fundamental waveform. However, this study focuses on a random-phase varying periodic signal that is similar to (c). These types of signals are observed in telecommunications. Evidently, the proposed method can also be applied to periodic signals such like (b). It should be noted that phase variation occurs randomly.
Specifically, [8] proposed a new approach for blind joint parameter estimation for multiple periodic phase-varying signals that overlap in time and frequency domains. The proposed method enables the concurrent estimation of the period of each signal, NOS, and the fundamental waveform of each signal. Additionally, it is robust relative to noise. The performance is verified by using computer simulations.
This paper applies the method proposed in [8] and, in addition, evaluates the performance of the method for signals whose phase varies continuously. The proposed method in this paper assumes that the signals are continuous. This situation occurs when a signal is affected by a Doppler shift due to the movement of the transmitter or the receiver. Alternatively, it also occurs due to imperfect frequency synchronization of a local oscillator at the receiver for the purpose of coherent detection. Continuous phase rotation distorts the signal waveform shown in Fig. 1 • Concurrent estimation of NOS, fundamental waveforms, and periods for each of multiple signals.
• Concurrent parameter estimation for random phasevarying signals that are distorted by continuous phase rotation.
As an application of the proposed method, it is possible to think about the parameter estimation for the signal in wireless communications. In such an application, the phase of the signal is randomly varied due to modulation. Furthermore, the phase is also continuously varied due to the Doppler effect induced by the movement of the receiver. However, it should be empha- Fig. 1 Image of the phase-varying periodic signal.
JCMSI 0001/18/1101-0081 c 2016 SICE sized that the proposed method is not limited to the application for wireless communications.
Extant Studies
Parameter estimation for periodic signals is a classic topic. Although there are several existing studies that explore this topic, previous studies do not focus on signals with continuous phase variation to the best of the authors' knowledge.
A method proposed in a previous study [1] estimated the period for multiple signals. However, signals simply repeat a fundamental waveform without any type of phase variation. A method proposed in a study by [2] involved measuring wrist pulses. Although this method precisely estimated the fundamental waveform, it was neither able to focus on phase-varying signals nor multiple signals. The extant study [3] extracted the fetal heart rate from an electrocardiogram (ECG) of a pregnant woman. In this situation, the observed ECG contains both the baby's heartbeats as well as the mother's, and thus the study proposed a new method to separate the two types of heartbeats. The proposed method could examine multiple signals. However, it did not consider a phase-varying signal as a target signal. The related study [4] compares several promising methods for the parameter estimation of periodic signals including those applicable to multiple signals. However, extant studies largely ignore phase-varying signals. A conventional study [5] considers a phase-varying signal involving an application to telecommunications. Previous studies examined direct-sequence spread spectrum communications and attempted to estimate the period of the spreading code, which is repeated with phase variation due to modulation. However, the method did not estimate the fundamental waveform. Furthermore, the method is not applicable in the case of multiple signals although it could deal with multiple signals if they are uncorrelated. The extant studies [6] and [7] also involved applications for telecommunications. Although these methods are applicable to phasevarying signals, they are not applicable in cases involving multiple signals. Moreover, they do not consider continuous phase variation. Additionally, it is necessary to extend the method proposed in [7] and modify the signal to obtain an effective method. Tables 1 and 2 list a comparison of the proposed method with extant studies. In the tables, the symbols and × denote whether or not the method indicated in the first row corresponds to the property of the target signal that is shown in the left-most column. The tables highlight the contributions of this study.
In the following sections, a generation model for the input signals is formulated in Section 2. Next, Section 3 explains a new scheme to cope with continuously-and discontinuously- Fig. 2 Image of the phase-varying periodic signal distorted by the continuous phase rotation. 
Signal Generation
Two periodic signals h 1 (t) and h 2 (t) are defined as follows:
where b 1 (t) and b 2 (t) denote the fundamental waveforms of two periodic signals with periods T 1 and T 2 , respectively. Note that b 1 (t) = 0 if t < 0 and t > T 1 while b 2 (t) = 0 if t < 0 and t > T 2 . Furthermore, N 1 and N 2 denote the number of periods included in h 1 (t) and h 2 (t), respectively. The random phases are expressed as φ 1 [n] and φ 2 [n]. It is assumed that the phases of h 1 (t) and h 2 (t) are continuously rotated. Thus, the resulting signals s 1 (t) and s 2 (t) are obtained as follows:
where f 1 and f 2 denote the frequencies of continuously-varying phases for s 1 (t) and s 2 (t), respectively. In (3) and (4), the terms e j2π f 1 t and e j2π f 2 t , respectively, denote the continuous phase rotations that were not considered in a previous study by [8] . These types of rotations are often observed by a Doppler effect when the position of the receiver is moving. In the previous study [8] , this was set as f 1 = f 2 = 0. It should be noted that it is not possible to directly observe s 1 (t) and s 2 (t) since a noisy signal containing s 1 (t) and s 2 (t) is obtained as follows:
where Δ 1 and Δ 2 denote unknown time offsets of s 1 (t) and s 2 (t), respectively. Furthermore, η (t) and P η correspond to the unit-power complex additive white Gaussian noise (AWGN) and its power, respectively. The signal x(t) is sampled with a sampling period T S as follows: 
It should be noted that the gain of the signal x (t) is controlled by an automatic gain control (AGC) prior to the sampling. The AGC is typically performed prior to the sampling such that the quantization error is reduced. Therefore, it is assumed that the average power of x [k] is normalized as 1.
The Proposed Method
This section provides an in-depth explanation of the proposed method. First, Section 3.1 provides an intuitive explanation of the principle of the proposed method. Second, Section 3.2 explains the configuration of the proposed method. Finally, the proposed scheme for the joint parameter estimation using the configuration is explained in Section 3.3.
An Intuitive Explanation
It is difficult to understand the principle of the proposed method from the formulations given below. Thus, this section intuitively explains the mechanism of the proposed method by using Fig. 3 . Assume that a sample sequence that is sampled eight times per a period is fed into an 8-port serial-to-parallel converter (SPC). This figure clearly indicates that the 8-port SPC outputs a periodically-repeated waveform that is termed as a fundamental waveform at each output timing g. It should be noted that the fundamental waveform could be inverted by the phase variation. Subsequently, the sum-product between the SPC outputs and weight coefficients is calculated to obtain y g . It is important to consider the following question: what are the optimal values of weight coefficients such that y g is constant? There are two possible solutions for this question. The first answer is trivial and involves setting all the weight coefficients at 0. The second answer (which is pertinent in this case) involves setting weight coefficients identical to the fundamental waveform to form a matched filter that maximizes the signal-to-noise power ratio (SNR) [9] . The constant modulus algorithm (CMA) processors [10] depicted in Fig. 8 shown later seek this type of weight coefficients. The estimation of the fundamental waveform is achieved by obtaining the aforementioned weight coefficients.
Subsequently, it is important to consider a situation in which the period of the input and the number of the output ports of the SPC are not identical. Figure 4 shows this situation. It is observed that the SPC outputs are not identical. Therefore, it is not possible to determine any weight coefficients to keep y g constant except for the trivial solution, in which all weight coefficients correspond to 0.
Figures 3 and 4 lead to considering the situation in which the two SPCs are configured as depicted in Fig. 5 . A nontrivial solution corresponds to a situation in which all the weight coefficients for the 7-port SPC outputs are 0 although those for the 8-port SPC are set as identical to the fundamental waveform. These types of weight coefficients can be obtained by the CMA processors. This mechanism enables the identification of the period of the signal by comparing the average amplitude of the weight coefficients for all the SPCs.
The main points of the proposed scheme were previously explained in Figs. 3-5. However, in these figures, it is assumed that the signal is fed into the SPC from the head of the fundamental waveform. However, in reality, the timing of the fundamental waveform is typically unknown with respect to the measurement. The following section explains the manner in which this problem is resolved.
The proposed method solves this problem by using two SPCs as depicted in Fig. 6 . The behavior of this part is explained in this figure. For example, in the SPC outputs, Block 2 at the left side at g = 0 moves to the right side at g = 1.
Based on the understanding of the behavior realized by the two SPCs, Fig. 7 explains the method used to solve the problem. The figure indicates a fundamental waveform that always remains at the same output ports relative to the two SPCs. This is realized by the two SPCs. It is now necessary to consider the mechanism described in Figs. 3-5 . A nontrivial solution to keep y g constant corresponds to the weight coefficients shown in Fig. 7, i. e., setting all the weight coefficients at 0 with the exception of those for the SPC outputs in which the fundamental waveform stays are set such that they are identical to the fundamental waveform.
By performing the seeking of the weight coefficients in parallel for many different number of output ports of the SPCs, we can identify the fundamental waveform and its period. After formulations in the following sections, computer simulations verify that the trivial answer of the coefficients, i.e., all 0, never happens. Figure 8 shows the configuration of the proposed method. It consists of M weight estimators controlled by the CMA processors [10] . Figure 9 illustrates the configuration of the m-th (m = 1, . . . , M) weight estimator.
Configuration of the Proposed Method
At first, the input signal x [k] is fed into the two (L + m − 1)- port SPCs. It should be noted that x [k] is fed directly into the SPC#2 while it is delayed with respect to (L + m − 1) samples prior to putting it into the SPC#1. The variable L corresponds to an arbitrary positive integer. For simplicity, it is assumed that L m denotes (L + m − 1). Thus, the g-th output of the m-th SPC is defined as follows:
where g = 0, 1, . . . , G − 1. The superscript T denotes the transpose of the vector. Hence, y m g in Fig. 9 is calculated as follows:
where w m g denotes the weight vector of size (2L m × 1) that is estimated by the CMA processor. The superscript H denotes the complex-conjugate transform. The estimation is performed recursively based on the CMA criteria [11] as follows:
where
y m g .
The variables μ and σ are constants for controlling the convergence of CMA. The initial weight vector w m [0] is set as follows:
where 0 1×(2L m −1) denotes a vector of size (1 × (2L m − 1) ) in which all entities at 0. In order to improve the performance of the NOS estimation mentioned below, the first entity of w m [1] is forced to 0 at g = 1.
Signal Detection and Joint Parameter Estimation Scheme
The detection of the periodic signal is realized by the following scheme by using the configuration shown above. The proposed joint parameter estimation scheme is also explained in this section. A numerical example is provided in Section 4.
1. Recursively estimate the weight vectors by iterating (9) for G times.
Calculate the following for
Subsequently, identify the maximum value among v 1 , . . . , v M and normalize v m by the maximum value as follows:v
where v max denotes the maximum value of v 1 , . . . , v M .
3. Identify high values amongv 1 , . . . ,v M by the following method. First, assume thatv denotes the mean ofv m for m = 1, 2, . . . , M, which is defined as follows:
Then, identifyv m that exceedsv + ψ in which ψ denotes an arbitrary number that is less than 1. As a result, assume thatm denotes the subscript ofv m wherevm ≥v + ψ. The number ofv m can be multiple or 0.
4. The number ofvm corresponds to the NOS. 
The period of each fundamental waveform is

Numerical Example
This section provides a numerical example to demonstrate the proposed method as well as to facilitate an understanding of the proposed method.
Generation of Periodic Signals
The signal x (t) that is defined by (5) that contains two periodic signals is generated through the following procedure. Although the proposed method is applicable to any periodic signals, this section involves generating a random sequence and putting it through a roll-off filter, which is explained as follows: 2. Perform the roll-off filtering for b as follows:
where f Roll−off (·) denotes the roll-off filter. As a result, the size of the filter outputs b F corresponds to (βL b × 1) where β denotes the oversampling rate. Here β is set to 4.
3. Set b 1 by using 100 entities from b F . Similarly, set b 2 by using 99 entities from b F . These operations are expressed as follows:
It should be noted that these two waveforms overlap on the frequency axis, and thus constitute a difficult situation for the proposed method to cope with. Evidently, the proposed method can be also applicable to the situation in which the two waveforms can be totally different.
Then, it is assumed that the AGC as previously mentioned corresponds to (6) , and this is followed by normalizing the power of b 1 and b 2 as follows: Figure 10 shows the waveforms of b 1 and b 2 . Obviously, the two waveforms are highly correlated.
4. Connect the signalb 1 N 1 -times by multiplying the random phase as follows:
where q 1 corresponds to a vector of size (N 1 × 1) that consists of random phases that are defined as follows:
Additionally, vec (·) denotes the vectorization function expressed as follows:
Similarly, this is followed by connecting the signalb 2 N 2 -times by multiplying the random phase as follows:
where q 2 denotes a vector of size (N 2 × 1) that consists of the random phases defined as follows: Finally, h 1 and h 2 are continuously phase-rotated as fol- lows: 5. The two signals s 1 (t) and s 2 (t) are combined with noise as follows:
where η [k] denotes the k-th sample of the unit-power complex AWGN while Δ 1 and Δ 2 denote the time shifts in which both are set to 40. In the numerical example, the power of s 1 (t) is set such that it is equal to that of s 2 (t). Furthermore, P η is set to realize 0 dB of SNR for both s 1 (t) and s 2 (t). Therefore, it is not possible to directly observe the waveform. Figure 14 shows an image of the waveform of x [k].
Joint Parameter Estimation
The joint parameter estimation, i.e., the period estimation, the NOS estimation, and the waveform estimation are performed concurrently with respect to the signal generated in Section 4.1. The following sections provide detailed explanations for each estimation.
Period and NOS estimations
Perform (9) 5000 times by setting G = 5000, μ = 1 × 10 −8 , These figures indicate that the waveform is precisely estimated for the two highly correlated signals.
Computational Complexity
The computational complexity of the proposed method is not low. Thus, performing a one-time calculation of (9) requires 2 (2L m ) + 3 times of complex multiplications at the SPC with 2L m outputs. Therefore, the total number of the complex multiplication in the entire system after G iterations is calculated as follows: Figure 18 shows the number of complex multiplications required in the proposed method Υ as a function of the number of iterations G. In the curve, L = 50 and M = 100 as given by the setting in the numerical example provided above. At G = 5000, the number of complex multiplications is 203515000.
Statistical Evaluation
In this section, the proposed method is statistically evaluated through the following procedure. It is not possible to express the weights derived by CMA in a closed form due to its nonlinearity, and thus it is difficult to mathematically analyze the performance of the proposed method [11] . Therefore, the performance is verified through computer simulations.
Procedures for Statistical Simulations
The procedures for the statistical simulation are as follows:
1. Set success counter = 0.
2. Generate a sample sequence of the signal x [k] that con-tains the periodic signals by the method explained in Section 4.1.
3. Conduct the detection of signals through the proposed method explained in Section 3.3 based on the configuration given in Section 3.2.
4. Perform the period estimation described in Section 4.2.1. As mentioned above, the period is identified by a figure similar to Fig. 15 . In the statistical evaluation, the following procedure is conducted with the aim of automatically detecting the peaks in Fig. 15 . 5. Perform the waveform estimation discussed in Section 4.2.2. Thus, the waveforms are determined.
6. The quality of the estimated fundamental waveform is evaluated through the signal-to-noise power ratio (SNR) dB that is calculated as follows:
where ρ 1 and ρ 2 denote the correlation coefficients that are defined as follows:
where · denotes the norm. These procedures are repeated 1000 times. Figure 19 shows the SNR of the estimated fundamental waveform relative to Pr (Γ 1 ≤ Abscissa) and Pr (Γ 2 ≤ Abscissa). The following equations are determined from the figure:
Simulation Results
Specifically, (36) reveals that the maximum SNRs of the estimated fundamental waveform correspond to Γ 1 = 28.4 dB and Γ 2 = 28.2 dB. Additionally, (37) indicates that the medians of Γ 1 and Γ 2 correspond to 24.5 and 24.1 dB, respectively. Finally, (38) shows that the minimum values of Γ 1 and Γ 2 correspond to 13.4 and 13.5 dB, respectively. Figure 20 shows the input SNR with respect to the probability of detection (PoD) that is defined as success counter/1000. It is observed that PoD exceeds 0.95 at the input SNR 0 dB. Additionally, it is also observed that the proposed method keeps PoD more than 0.9 in the range of the input SNR from −6 dB to 10 dB. It should be noted that this range depends on the settings of μ and σ. Figure 21 shows the input SNR relative to Γ 1 and Γ 2 , i.e., the average SNRs of the estimated fundamental waveform for the periods 100 and 99 as defined in (32) and (33), respectively. It is observed that Γ 1 and Γ 2 exceed 20 dB at −3 dB of the input SNR. This figure indicate that the proposed method is sufficiently robust with respect to the low SNR environment for the joint parameter estimation.
To examine the effect of different type of noise, Fig. 22 shows the input SNR relative to PoD under the noise that follows the uniform distribution. It is observed that PoD exceeds 0.95 at the input SNR 0 dB. Additionally, it is also observed that the proposed method keeps PoD more than 0.9 in the range of the input SNR from −6 dB to 6 dB. It should be noted that this range depends on the settings of μ and σ. Figure 23 shows the input SNR relative to Γ 1 and Γ 2 under the noise that follows the uniform distribution. It is observed that Γ 1 and Γ 2 exceed 20dB at −3 dB of the input SNR. It is shown that the proposed method is sufficiently robust with respect to the low SNR environment for the joint parameter estimation.
Conclusion
This study proposes a new approach for a joint parameter estimation of multiple phase-varying periodic signals that are contaminated by white Gaussian noise. This study is characterized by the following points: first, the proposed scheme is applicable to multiple periodic signals. Second, the proposed method estimates the periods of the multiple signals as well as the waveforms although the multiple signals overlap with respect to the time and frequency domains. Third, the proposed method achieves a joint parameter estimation even for highly correlated waveforms although they are randomly phase varying. The behavior of the proposed method is illustrated by numerical examples. Additionally, statistical evaluations clarified that the proposed method accomplishes parameter estimation for randomly generated highly correlated waveforms.
Future studies will include the application of the proposed method for the remote sensing of biomedical signals obtained by a Doppler radar.
