Previous work has shown that distance-similarity visualisation or 'spatialisation' can provide a potentially useful context in which to browse the results of a query search, enabling the user to adopt a simple local foraging or 'cluster growing' strategy to navigate through the retrieved document set. However, faithfully mapping feature-space models to visual space can be problematic owing to their inherent high dimensionality and non-linearity. Conventional linear approaches to dimension reduction tend to fail at this kind of task, sacrificing local structural in order to preserve a globally optimal mapping. In this paper the clustering performance of a recently proposed algorithm called isometric feature mapping (Isomap), which deals with non-linearity by transforming dissimilarities into geodesic distances, is compared to that of nonmetric multidimensional scaling (MDS). Various graph pruning methods, for geodesic distance estimation, are also compared. Results show that Isomap is significantly better at preserving local structural detail than MDS, suggesting it is better suited to cluster growing and other semantic navigation tasks. Moreover, it is shown that applying a minimum-cost graph pruning criterion can provide a parameter-free alternative to the traditional K-neighbour method, resulting in spatial clustering that is equivalent to or better than that achieved using an optimal-K criterion.
Introduction
Spatialisation is an approach that seeks to visualise the salient structure of a high-dimensional feature space as a map wherein inter-document distances correlate inversely with their similarity in input space. The distancesimilarity metaphor is desirable because it exploits our innate tendency to form a correspondence between perceived spatial proximity of objects and their conceptual similarity. 1, 2 This metaphor presents a particularly attractive solution to the problem of navigating or exploring a set of unfamiliar documents, for example a set of search results. The cluster hypothesis of information retrieval states that documents that are proximally located in feature space will tend to be relevant to the same queries. 3 This leads to the logical hypothesis that by visualising the feature space in two or three dimensions using multidimensional scaling (MDS) or some other method of dimension reduction, documents that are relevant to the query should self-organise into a single, discernable cluster. There have been several examples that demonstrate the feasibility of this concept using both discrete clustering 4, 5 and MDS. 6, 7 If mainstream search interfaces are to successfully exploit spatialisation methods, it is important to define algorithms that can consistently achieve visual structures that possess this property with little or no supervision. However, previous work has demonstrated that this is not a simple goal. Feature spaces generated using automatic text analyses tend to be high-dimensional and sparse in structure, which means large proportion of document pairs have little or no measurable similarity. Proximity distributions that are severely skewed in this way do not lend themselves well to automation using traditional linear methods. 8 In this paper, we explore the efficacy of a promising non-linear dimension reduction method called Isomap. 9 Isomap has been shown, in other domains, to render good cluster separation when the data are inherently non-linear or 'noisy' in structure. This is achieved by first transforming the inter-document proximities into geodesic distances before inputting the new matrix into a conventional MDS algorithm. Although simple to understand and efficient to implement, to date there has been surprisingly little evaluation of the algorithm as a document spatialisation method, despite calls for its evaluation. 10 Existing studies have only studied single document sets using qualitative inspection 11 and user-search performance 12 as the measures of structural fidelity. No known study has attempted to make an objective comparison of cluster integrity between nonlinear and linear spatialisation solutions across a range of different document sets.
The experiments reported here evaluate spatialisation performance across 16 distinct document sets. An adaptation of Voorhees' 13 nearest neighbours test is used to quantitatively evaluate topic clustering in visualisations created using MDS and a number of variations of the Isomap method. Results show that Isomap returns significant improvements in cluster separation, but that observation of this advantage depends on the homogeneity of the expected clusters (that is the relevance criterion used). A second contribution of this paper is to compare different methods of estimating geodesic distance from the original inter-document proximities. Classical Isomap is not parameter free, as geodesic distance is computed by traversing a K-nearest neighbour graph. The experiments first sought to determine the impact of selecting a minimal K-graph, which can be determined automatically, and an optimal K-graph which requires experimentation and prior knowledge of expected topic clusters. Two alternative pruning algorithms, namely minimum spanning tree (MST) and pathfinder network scaling (PF) 14 were also compared. It was found that although both algorithms provide viable alternatives to K-neighbours, strong results from MSTs are particularly interesting, suggesting a simple and reliable solution to the K-Isomap parameter problem.
The rest of the paper is arranged as follows. In the next section we explain the rationale for using the Isomap along and discuss related evidence which supports the use of MST and pathfinder as alternative graph pruning algorithms. Two key research questions are then defined. In the section Method, the methodology for the two experiments is described. The results of Experiments 1 and 2 are reported and discussed in the sections Experiment 1: Topic level clustering and Experiment 2: Aspect level clustering, respectively. The final section draws conclusions and discusses the implications for future work.
Spatialisation using geodesic distances
Spatialisation has been applied extensively by visualisation researchers to many problems that involve exploration of a high-dimensional data space. The distance-similarity metaphor is desirable because it exploits our innate tendency to form a correspondence between perceived spatial proximity of objects and their conceptual similarity. 1, 2 Spatialisation of document spaces became a popular research field during the 1990s. [15] [16] [17] Empirical studies conducted since then have indicated that users are able to effectively exploit distance-similarity structures during a variety of document 6, 12, 18, 19 and conceptual 20 search tasks. Spatialisations are suitable for a range of document browsing tasks, ranging from gaining an overview of a large collection 16, 17, 21, 22 to more directed, local navigation tasks like locating relevant items in a subset of query results. 6, 7 It is the latter task type that this paper focuses on.
The cluster hypothesis in information retrieval states that similar documents tend to be relevant to the same requests. 3 Hearst and Pederson's 4 seminal paper showed that the cluster hypothesis tends to hold particularly well for documents within a search results set. They found that a clustering algorithm was able to consistently group the majority of relevant items into a single cluster using pair-wise document proximities computed from feature (that is word term frequency) vectors. By focusing only on this optimal cluster, the user is able improve precision (and thus speed) of their search. More recent studies have also confirmed the repeatability 23 and usability 5 of this dynamic or query-specific clustering approach.
However, a clustering approach like Scatter/Gather 4 only partitions the list of retrieved documents into several smaller, albeit more homogeneous lists. Leuski 24 observed that this approach is not an optimal solution for two key reasons. First, no direct cues to inter-document similarity are provided within clusters. As even the best cluster will tend to contain a significant number of non-relevant items, cues to relative proximity are likely to be useful and will increase precision still further. Second, no cues to similarity are provided for documents in different clusters, hence the smaller proportion of relevant items that do not make it into the optimal cluster will be difficult to locate without resorting back to an exhaustive search strategy. Leuski 6, 24 suggested that a spatialisation of document proximities could provide all the benefits of discrete clustering (that is a single optimal cluster) while addressing these shortcomings. The Lighthouse project achieved a successful demonstration of this concept for a large sample of test queries. By searching unseen documents in order of their proximity to one or more known relevant items, users (both real and simulated) were able to locate other relevant items more quickly and efficiently than was possible using a traditional ranked list layout. This will be referred to as the cluster growing strategy.
Although the concept of the cluster growing strategy is intuitively appealing, its application in real-time interactive search systems is obstructed by the need to finetune the spatialisation to the specific characteristics of each new document set. Leuski 24 and others 25, 26 have found that achieving an acceptable layout is far more complex than directly inputting the proximity matrix into a conventional layout algorithm like MDS 27 or a spring-embedder (SE). 28 These algorithms seek a globally optimal solution which can often lead to visualisations that are rather amorphous in structure, making it difficult to identify clusters. 26 Moreover, this lack of structure is typically symptomatic of severe compromises made during the layout process. Nodes that should be close to one another become separated, whereas nodes that should be distal become near neighbours in output space. The first error reduces the continuity of the spatialisation, whereas the second reduces its trustworthiness. 29 Misplacements that reduce trustworthiness are particularly problematic for our task, given that the main goal is to improve the precision of document navigation.
Hornbaek and Froekjaer 18 , for instance, found that users of an MDS-derived spatialisation became confused when proximal documents appeared to have little in common. Worse still, sometimes users would wrongly assume that certain documents were closely related simply because they were nearby.
A principal reason why global approaches fail is that there is simply too much information (variance) in the proximity graph to represent within the confines of visual space. The intrinsic dimensionality of a document feature space is normally much higher than two or even three dimensions and so misplacements will occur simply because there are too few degrees of freedom available to map the information to output space accurately. The problem can be imagined if one tries to preserve the proximities between points on the surface of a cube within only one or two dimensions.
An obvious solution is to reduce the information that must be preserved by focusing primarily on preserving only local structural detail. Leuski, 24 following the example of Swan and Allan 25 achieved this by squaring all similarities that fell below some threshold, thus suppressing their value considerably (given similarities in the range of 0-1). A SE algorithm was used to create the layout rather than conventional MDS. SE treats documents as rings that are connected by springs. The strength of each spring is determined as a function of similarity between the two nodes it connects. Leuski 24 found that after an optimal threshold transformation documents coalesced into several tight clusters, with one of those clusters typically containing the majority of relevant items. Unfortunately, this approach is highly sensitive to the choice of threshold, which must be optimised manually for each query/document set. Set the threshold too low and the relevant cluster will scatter; too high and the cluster becomes polluted with non-relevant items. Swan and Allan 25 got around this by selecting the initial threshold arbitrarily, then allowing the user to adjust it interactively. However, this seems a clumsy approach which is likely to impair usability to a lesser or greater extent.
Another key issue with the above approach is that it sacrifices virtually all continuity for the sake of trustworthiness. Although trustworthiness might be the priority, the quest for a layout method that is reasonably parameter-tolerant requires an approach that pays at least some heed to continuity during the inevitable trade-off. In this respect, a more recent non-linear dimension reduction method known as Isomap 9 is particularly interesting.
Isomap is similar to the last approach in that it too places an emphasis on preserving the strongest similarities. It too adopts a threshold criterion to transform computed dissimilarities. However, rather than applying an arbitrary suppression function to the dissimilarities that fall above the threshold, they are pruned from the graph completely. A complete graph/matrix is then restored by re-computing all pair-wise dissimilarities as the length of the shortest path or geodesic distance through the pruned graph. A second difference is that the final layout is achieved using MDS, rather than a SE, which takes the matrix of geodesic distances as its input.
Re-computing non-local relationships as a series of short-hops through a connected neighbourhood graph ensures a degree of global continuity while maintaining an emphasis on local trustworthiness. Isomap is classified as a non-linear dimension reduction algorithm in that it assumes that the only reliable proximities that can be computed directly from the feature space are those between closely related objects. This is important, given what is known about the distribution of computed document proximities. Many document pairs will have few or even no features in common whereas a few closely related documents will tend to have many features in common. This leads to a strong skew in the distribution of similarities where the mode is close to or equal to zero and there is a long tail containing a small number of much higher similarities. 30 MDS algorithms struggle to find meaningful solutions with distributions like this. 8 However, after geodesic transformation MDS is able to produce meaningful visualisations of even the most challenging data sets. 9 In fact 29 go so far as to say that geodesic distance may be the only true metric of a high-dimensional feature space.
Despite calls for its evaluation 10 there have been surprisingly few attempts to evaluate the efficacy of Isomap for document spatialisation. 11, 12 Navarro and Lee 11 examined the ability of Isomap to partition multiple topics within a document set. They showed that Isomap produced spatialisations that were at least as good as MDS, with particular benefits becoming apparent under noisy data conditions. Navarro and Lee's 11 analysis was quite limited in that although they compared the effect of Isomap, and different pruning thresholds, on the global level of preserved variance, they did not quantitatively measure the extent to which each method partitioned the known clusters. This paper seeks to quantify the relative efficacy of Isomap over MDS for the purpose of clustering the intended topic within a query result set. To this end, this paper assumes Leuski's 6, 24 cluster growing strategy and applies a variation on Voorhees' 13 nearest-neighbour test (NNT) to evaluate the viability of this strategy within a given spatialisation.
Although Isomap theoretically provides a better balance between trustworthiness and continuity, it is important to remember that its performance is still highly dependent upon the specification of an optimal pruning threshold parameter. 9, 11 If a K-nearest neighbours criterion is adopted, then the minimal threshold is the lowest K that results in a connected graph. In this paper a minimal criterion, K min , which can be automatically determined, will be compared to an optimal K-threshold, K opt , which can only be determined experimentally.
Although K min can be established automatically, there is no guarantee that this threshold will be optimal or even close to optimal. 11 Also finding K min may still require substantial searching of the input graph. A second goal of the experiments reported here is, therefore, to investigate a promising alternative graph pruning method that may resolve the parameter problem for Isomap. Chaomei Chen 21,28 is a well known advocate of the use of a geodesic approach to pruning proximity graphs, called PF. 14 PF simplifies the graph by eliminating links that violate the metric condition of triangle inequality, that is if the path between two documents can be more efficiently represented as a walk through intermediate documents then the direct link is removed. PF requires two parameters, r and q. The r-parameter defines how shortest-path distances are calculated, specifying the exponent of the Minkowski distance metric that is r = 1 means that path length is simply the sum of intermediate link lengths, whereas r = 2 is the Euclidean distance. The q-parameter specifies the maximum path length for which the triangle inequality condition must be maintained, from a minimum of q = 2 to a maximum of q = N − 1.
Despite these two required parameters, it may not be necessary to view them as variables. There is a general consensus in the literature that the most informative spatialisations are produced when the triangle inequality is maintained across the whole of the graph (q = N − 1) and r = ∞. 28, 31 Setting r to infinity essentially means that the length of the direct link is compared only to the longest intermediate link. This configuration typically results in a MST, containing only N − 1 links or, when more than one unique MST exists, PF will find the union of these trees containing just a few more links. This means that even the sparsest PF graph is guaranteed to be connected, another advantage over the threshold pruning criterion.
These so-called minimum-cost PFs have been shown to produce highly legible and usable document spatialisations (Chen, 2004) 7,28,32 although SE algorithms 33 rather than MDS (that is Isomap) have always been used in the past to create these layouts. Although Kamada and Kawai's 33 algorithm works in a similar way to Isomap, considering optimal distance between unconnected nodes to be the geodesic distance, as far as the author knows, no study has yet explored the use of PF (or MST) as an alternative basis from which to estimate geodesic distance within the Isomap procedure.
Despite the fact that PF (q = N − 1) finds the set union of MSTs and that studies such as Chen and Morris 34 have concluded that the extra links lead to more informative spatial structures, it was considered important to also include MST as a condition in these experiments for two reasons. First, MST is simpler to implement and usually faster to compute than even the most efficient implementations of PF (q = N − 1). 31, 35 Second, when precise continuous variables are used (proximity values in these experiments were rendered to five decimal places) the ties that lead to alternative trees are unlikely to occur. When preparing the graphs for these experiments, none of the 16 data sets resulted in a PF (q = N − 1) that was different to its MST.
In this paper, therefore, the answers to the following two research questions are sought. First, how well does Isomap preserve the desired balance between trustworthiness and continuity, compared to MDS solutions using the original proximity graph as input? Second, can a minimum-cost geodesic pruning approach provide an acceptable solution to the parameter problem, that is produce solutions that are as good as or better than solutions generated from K opt nearest neighbour graphs? Two experiments were conducted in order to answer these questions. The sections Experiment 1: Topic level clustering and Experiment 2: Aspect level clustering present and discuss the results of these experiments. First, the methodology used in these experiments is described.
Method
The sections Experiment 1: Topic level clustering and Experiment 2: Aspect level clustering discuss the results from two consecutive experiments where the clustering performance of MDS and Isomap was compared. In both cases, different Isomap solutions were computed using a variety of techniques to derive geodesic distance measurements. Although the procedures used to generate the visualisations and conduct the analyses were broadly the same, the two experiments differed with respect to the underlying document sets, topics and the relevance criterion used. The subsection Data sets describes and contrasts the two data sets. Subsection Spatialisation procedure describes the methods used to generate the visualisations. Subsection Experimental design then describes how the quality of the resulting spatialisations was measured and analysed. Any methodological differences between the experiments are highlighted where appropriate.
Data sets
Each data set consisted of a group of document sets, each of which pertained to a single known topic. Topics and their associated documents and relevance data were all drawn from the Text Retrieval Conference (TREC) collection. Specifically topics were selected from the ad hoc and interactive tracks, spread evenly across three different conferences (TREC 6, 7 and 8) [36] [37] [38] in order to control for any potential biases in topic specification or relevance evaluation. All documents were retrieved from the Financial Times news article archive (1991-1994, 210158 articles). In each case relevance data provided post-hoc by the TREC topic assessors were used to determine cluster members. Topic relevance was determined using a pooling method in which the top-ranking documents retrieved and submitted by all competing information retrieval (IR) systems were pooled together and evaluated for relevance by an assessor. In the case of ad hoc topics, the relevance model is binary-documents are either relevant or not. For the interactive topics, a two-level model is applied, whereby documents are judged either relevant or not to the general topic then, in turn, relevant items are judged either relevant or not to one or more 'aspects' of the topic.
Ad hoc topics
The document pool for an ad hoc topic provides a good approximation of the average retrieval set as it is the setunion of all top-ranking documents retrieved by a variety of IR systems using the topic descriptions (queries). Naturally, not all documents in a topic pool are ultimately judged relevant by the assessor. Selected topics were matched, as far as possible for difficulty, with pooled precision levels all falling within the narrow range of 10.4-14.4 per cent. For each chosen topic pool, a random sample of N = 100 documents was repeatedly selected until precision equalled 12 per cent (12 documents). Hence these scenarios were low precision, of the kind that might be retrieved by a user with a relatively illdefined query definition. The topics were: T319 'New Fuel Sources'; T321 'Women in Parliaments'; T343 'Police Deaths'; T353 'Antarctica Exploration'; T354 'Journalist's Risks'; T372 'Native American Casino'; T390 'Orphan drugs'; T404 'Ireland, peace talks'; T416 'Three Gorges project'; T449 'Antibiotics Ineffectiveness'.
Interactive topics
The TREC interactive track (TREC 6, 7 and 8) was defined as an aspect-oriented retrieval task. Specifically users of competing IR systems were provided with a set of topics and required, in turn, to identify as many different relevant instances (aspects) of the specified topics as possible. In other words, users were not required to locate more than one relevant example of an identified aspect. However, once the results of multiple search sessions were pooled, a set of identified aspect descriptions was defined by the assessor and all pooled documents were assigned a relevance judgement for each aspect definition. As such many aspects are represented by several (and sometimes many) different documents, meaning that relevant documents can be classified as belonging to both the general topic cluster and, in most cases, one or more aspect clusters. This provides a useful two-level cluster hierarchy for evaluation purposes.
The method used here to retrieve the documents themselves was slightly different to that of the ad hoc topics. The TREC document pools represent the end result of interactive (iterative) searching, meaning that a relatively large proportion of items tend to be relevant to the topic in some way. For this experiment it was considered most interesting to see how well the spatialisation techniques could cluster aspects of a topic retrieved using a single, high-recall query, that is the aim was to create a document space that might be created, using an initial tentative query, where the user's aim is to explore a complex topic. Documents were therefore retrieved from the entire Financial Times archive using a simple (one or two) keyword match search. To maximise aspect recall no limit was placed on the size of retrieved subset that is all retrieved documents were included in the analyses.
Six topics were selected from the interactive track, taking two from each of three conferences (TREC 6, 7 and 8). The only selection requirement was a strong tendency for aspects to be represented (in the relevance data) by several, rather than just one or two documents. This step was taken to ensure that it was possible to compute nearest-neighbour scores (see subsection Experimental design) for as many relevant cases as possible. The selected topics and their properties are summarised in Table 1 . The size of the document sets varies widely from just N = 122 for T408i to N = 588 for T446i. The second column details the total number of topically relevant documents retrieved. Recall was above 70 per cent in all cases. The fourth column details the number of different aspects represented by documents that were retrieved. It can be seen that some document sets are more diverse (for example T352i) than others (for example T387i). The fifth column details the mean number of aspect relations for the relevant documents. A relatively high mean number of aspect relations relative to the ratio of relevant documents to aspects retrieved indicates a greater tendency for clusters to overlap (for example T408i), whereas a relatively low number indicates more distinct aspectual structure (for example T347i). 
Spatialisation procedure
The basis for all semantic models was a word termdocument vector space model, using the product of term frequency and inverse logarithm of document frequency to weight the importance of each term within each document. 39 The vocabulary of terms used to define a given vector space included only terms that were present in the 'retrieved' document subset, that is the vocabulary was query-specific. No stemming was done but stopwords and both frequent (df > N ×0.9) and unique (df=1) terms were removed from the vocabulary to improve discrimination. An inter-document similarity matrix was then computed using the cosine measure, which was then converted to a dissimilarity matrix using the function: dissimilarity =1−similarity. This 'original' semantic model will be referred to as the direct cosine dissimilarity (DCD) graph as all inter-document proximities represent the direct distances between documents within vector space, as opposed to geodesic distances which are computed by traversing the pruned neighbourhood graph. All the remaining semantic model conditions were derived from this matrix by first pruning links according a specified criterion (see below) and then computing inter-document geodesic distances using a shortest path algorithm.
Nearest neighbour graph pruning K-nearest neighbour graphs were computed by searching each column of the DCD matrix for the top-K lowest dissimilarity values. If a tie occurred, then the first case encountered was retained over later cases. A K min graph represents the lowest possible value of K that results in a connected graph. A K opt graph was determined by computing all graphs from K = 2.7. The optimal graph was determined as the one that resulted in the best spatialisation as defined by trustworthiness score (defined below in subsection Experimental design). Tables 2 and 3 detail the links retained in all graphs for the ad hoc and interactive data sets, respectively.
Geodesic graph pruning MST graphs were computed using Prim's 40 algorithm. The PF graphs were derived using the implementation of Schvaneveldt's 14 algorithm provided by the InfoVis Cyberinfrastructure (http://iv.slis.indiana.edu/). In line with common practice, infinity was used as the r parameter. However, although common practice also suggests the use of N − 1 for the q parameter to ensure the union of all MSTs 24 , it was found that all such graphs were identical to the MSTs derived using Prim's algorithm. Through experimentation, it was found that q = 6 was the highest setting that provided a small but consistent increase in preserved links over MST. Hence this was adopted as the minimal PF condition (PF6). To explore further the effect of manipulating the q parameter, it was decided to also compute graphs using q = 3 (PF3). The PF3 graphs tended to retain considerably more links than PF6 as can be seen in Table 2 .
Spatialisation
All neighbourhood and geodesic graphs were represented as N by N matrices. Geodesic distances were then computed using Floyd's shortest paths algorithm. 41 Spatial layout was achieved by inputting all matrices into PROXSCAL 42 as provided by SPSS v. 15 . Preliminary experiments showed significantly better results when non-metric MDS was used to scale the DCD graph. Proximity transformation model had no significant effect on the quality of Isomap spatialisations. Hence to match the MDS and Isomap conditions, non-metric MDS was chosen for all conditions. Other PROXSCAL settings were left on default, which meant a Simplex initial configuration with stress convergence and minimum stress set to 0.0001 and maximum iterations set to 100.
Experimental design
For the remainder of this paper, Isomap solutions based on graphs generated using a nearest-neighbour criterion will be collectively referred to as K-Isomap. Individually the conditions are referred to as Iso min (minimum threshold) and Iso opt (optimal threshold). Isomap solutions based on a graph generated using a geodesic criterion (that is MST or PF) are collectively referred to as G-Isomap. Individually the conditions are referred to as Iso MST and Iso PFq (where q refers to the shortest-path threshold specified). The control condition was the original dissimilarity graph, DCD. The experimental treatment conditions were the spatialisation methods applied to this graph: MDS, Iso min , Iso opt , Iso MST , Iso PF3 , Iso PF6 . Iso PF3 was not included in Experiment 2, owing to poor performance in the first experiment.
Dependent variables
Dependent measures were computed using an adaptation of the nearest-neighbours cluster hypothesis test (Voorhees, 1985) . 13 This test considers only the ordinal distribution of document similarities, making it a better measure of spatialisation quality for cluster growing and local navigation strategies than more quantitative alternatives like the cluster separation test. 43 A NNT score is computed for each relevant document by counting the proportion of the K most similar documents that are also relevant to the same query (topic or aspect). If one considers each relevant document as a potential exemplar or stimulus for cluster-growing, then it makes sense to transform the NNT into a precision or recall figure by either dividing the score by K for precision, or by the total number of known relevant documents for recall. For the experiments reported, NNT scores were computed at K = 5 and K = 20. 5 − NNT scores were translated into precision scores to give a measure of trustworthiness or the likelihood of finding other relevant items within the immediate neighbourhood of a relevant document. 20−NNT scores were translated into recall scores to provide a measure of continuity or the likely total amount of effort required to locate all relevant documents using a cluster growing strategy.
Analysis
Two main forms of analysis were conducted on the resulting table of NNT scores. First multiple pair-wise comparisons were made using a conservative Bonferroni correction to control for type 1 error. Second, correlation coefficients were computed using Pearson's r.
Computing both inferential and correlation statistics provides two different perspectives on the quality of the spatialisations. A relatively high mean trustworthiness score indicates a tendency for relevant documents to organise locally into more concentrated clusters, whereas a relatively low mean indicates a tendency for localities to be more polluted with unrelated items. Likewise, a relatively high mean continuity score indicates that the known clusters tend to be more cohesive, whereas a relatively low mean indicates a greater tendency to fragment.
Correlations, on the other hand, ignore differences in the means per se, looking instead at the extent to scores tend to co-vary, that is the extent to which documents that are central (or peripheral) to the cluster in one representation, remain so in another. Hence, they will tell us about the consistency with which individual relevant documents exhibit the same clustering tendencies or 'behaviour' from one representation to the next. For example, a deficit in mean continuity seen in a spatialisation compared to DCD shows some unwanted fragmentation has occurred. However, this might be a result of one or two documents, which were originally fairly central to the main cluster, becoming isolated in the output space. This would suppress the mean considerably. If, however, the general order of 'centrality' of individual documents has remained more or less the same then there will be a strong correlation in scores and we can conclude that the structural fidelity remains good. This approach is particularly important when comparing spatialisations to DCD, although inter-spatialisation correlations can also give us a good indication of differences that occur in the way that compromises are handled during the layout process.
In summary, if correlations with DCD are strong and there is no significant difference in scores or, conversely, correlations are weak and differences highly significant, then clear conclusions can be drawn. However, the results reported next show how discrepancies between the two outcomes can indicate a deficiency in the relevance criterion used to define the clusters and how selecting a more appropriate criterion can lead to far more insightful results.
Experiment 1: Topic level clustering
The ad hoc data sets represent a simulation of document retrieval for 10 different queries or topics. In each case, documents are either relevant or non-relevant with relevant documents forming 12 per cent of all documents. This gives us a sample size, N, of 120 (12 × 10) cases. The analysis is broken down into parts, addressing the two research questions in turn. Hence K-Isomaps are first compared to MDS and then the relative performance of the G-Isomap solutions is examined. Each part comprises both a comparison of mean trustworthiness and continuity scores, followed by an examination of correlation coefficients to assess degree of differences in structure and structural fidelity (against DCD). First, however, the distributions of computed dissimilarities for DCD, threshold (K opt ) and geodesic (MST) pruning are compared. Figure 1 shows the effect that geodesic transformation has on the distribution of proximities in the computed graphs. The expected skewed distribution can be seen in DCD. In fact the modal proximity score is 1.0 (that is no similarity). The geodesic graphs show quite different distributions. Although still slightly skewed, in the opposite direction (towards zero), overall these graphs are far more normal in their distributions suggesting an input space that is far more amenable to geometric projection. The pruning criterion has a noticeable effect though, with the MST graphs showing a distinctly smoother distribution compared to the 'spiky' multi-model distribution of K opt , although this may reflect, in part, the small variation in optimal K from one document set to the next.
Proximity distributions in graphs

K-Isomap versus MDS
The first stage of the analysis addresses question 1 by comparing the performance of the standard K-Isomap procedure against MDS. Figure 2 visualises the results, with conditions ordered by mean trustworthiness.
Iso opt provides the most trustworthy solutions overall and, along with MDS, is the only spatialisation method not to differ significantly different from DCD. However, although there is a noticeable difference in means between Iso opt and MDS, this difference falls just short of significance (P = 0.10). Iso min shows comparable trustworthiness to MDS, but is significantly worse than Iso opt (P < 0.05). Hence, it seems that K-Isomap can improve trustworthiness, but this is highly dependent on selection of an optimal threshold. In terms of continuity, MDS is clearly the better method, curiously achieving a slightly higher (but not significantly so) mean than DCD. Iso opt shows significantly (P < 0.05) poorer continuity than MDS, whereas Iso min is significantly poorer than both MDS and Iso opt . Table 4 summarises the coefficients computed between spatialisations and DCD, to measure structural fidelity, and between spatialisations to measure structural consistency. Although all coefficients are highly significant, they vary widely in magnitude. It is perhaps more meaningful to consider the level of shared variance (r 2 ) rather than the actual correlation coefficients. There is little difference in the fidelity of the two K-Isomap solutions when it comes to trustworthiness. Both preserve around 50 per cent of the original variance within the DCD graphs, whereas MDS only preserves around 16 per cent. MDS and the K-Isomap solutions share very little variance (∼ 10 per cent) suggesting the approaches represent local structural detail in very different ways. In terms of continuity, K-Isomap and MDS share about the same level of variance with DCD (∼ 40 per cent) but, again, share relatively little in common with each other (∼ 25 per cent). Iso opt shows some, albeit small advantage over Iso min , reinforcing the importance of selecting an optimal threshold for pruning. To summarise, it seems that K-Isomap can result in some improvements in mean trustworthiness over MDS, but the differences observed in this data are not statistically significant. Moreover, any benefit seems highly dependent upon selecting the optimal threshold. However, K-Isomap is generally better than MDS at preserving local structural fidelity, regardless of pruning threshold. In contrast, K-Isomap performs relatively poorly when it comes to continuity, with significantly lower means in all cases and more or less equivalent levels of structural fidelity. The implications of this discordant relationship between mean comparisons and correlations are discussed later in the Discussion section for Experiment 1. The next section presents the results of the analysis using the other pruning algorithms.
G-Isomap
The second stage of the analysis addresses question 2, by comparing the relative performance of the G-Isomap solutions. In particular it is important to determine whether the parameter free MST graphs provide an acceptable alternative basis for geodesic distance estimation to graphs pruned using K-nearest neighbour or PF (q < N−1) criteria.
Looking once again at Figure 2 , the first thing to notice is that the few extra links retained by PF6 do not result in any material advantage over MST on either measure. Moreover, reducing the q parameter further (PF3) seems only to hurt trustworthiness, although it has somewhat less impact on continuity. In terms of trustworthiness, all of the G-Isomap means were significantly lower than DCD but not significantly different to either MDS or Iso min . More interestingly, although means were a little lower in all cases, only Iso PF3 was significantly poorer than Iso opt .
Hence, for the sample studied here, an MST or PF6 pruning criterion is certainly as good as a minimum K threshold and, more importantly, not consistently worse than an optimal K criterion.
The advantages of the geodesic pruning criteria become more apparent when continuity is considered, with Iso MST and Iso PF6 showing virtually identical means to Iso opt and significantly better means than Iso min . Clearly a focus on preserving shortest paths through the original proximities allows for a better trade-off between trustworthiness and continuity despite the more severe degree of pruning. In fact Iso PF6 is the only Isomap method to show no significant difference to DCD, although it could not match the strong performance of MDS, in this respect, being significantly lower.
Turning again to the correlations in Table 4 , it is clear that G-Isomap results in some compromises in structural fidelity for both trustworthiness and continuity. At K = 5, the fidelity of both Iso MST and Iso PF6 is much better than MDS, but somewhat poorer than K-Isomap. At K = 20, the G-Isomap solutions are somewhat poorer than all other spatialisations. Once again, it can be seen that adopting a less severe geodesic pruning criterion (Iso PF3 ) not only reduces mean scores but also hurts fidelity, especially locally (K = 5).
It was noted earlier that the K-Isomap solutions shared very little variance with MDS, particularly when it comes to trustworthiness. The local structures of G-Isomap spatialisations seem even more distinct to those of MDS, with Iso MST and Iso PF6 sharing only ∼ 7 per cent of variance in trustworthiness and Iso PF3 sharing almost no variance (less than 2 per cent). Moreover, the local structures of G-Isomaps are also somewhat distinct from both K-Isomaps. Shared variances are within the range 24-45 per cent, with Iso PF6 being most similar and Iso PF3 being least similar. For continuity, a different picture emerges, with G-Isomap solutions sharing around 50 per cent of the variance with Iso opt spatialisations. acceptable level of continuity. Using TREC ad hoc topic relevance as the cluster definition, the analysis presented so far suggests that if an optimised K-nearest neighbour criterion is specified, the Isomap method results in solutions that are slightly, but not quite significantly, more trustworthy than those produced using MDS. All other pruning methods resulted in no significant difference. Moreover, all Isomap methods, including Iso opt resulted in big penalties in terms of continuity relative to MDS.
Discussion
In isolation these results might suggest that geodesic transformation results in no obvious advantage. However, correlations show that all Isomap methods show much better local structural fidelity than MDS, which sacrifices around 84 per cent of the original variance in DCD scores. Coupled with the poor mean continuity results and similar (K-Isomap) to low (G-Isomap) continuity correlation results, it seems that in the effort to preserve the most local relationships, Isomap has a tendency to disperse the topic cluster. It is possible to see a dispersion effect when the Isomap and MDS spatialisations are compared visually. Figure 3 clearly shows an example of this with the T390 document set. The Iso min and Iso MST solutions clearly present the relevant documents (solid black nodes) as one large main cluster and either one or two smaller clusters, whereas the same documents in the MDS solution form more of a single, loose cluster. The question is whether this dispersion is semantically meaningful.
Muresan and Harper 30 observed that it is wrong to assume that documents relevant to the same topic should always form a single, homogeneous cluster. In other words, although it may be right to always assume that similar documents are relevant to the same topic, the reverse of this assumption, that all relevant documents are similar, cannot be assumed. This means there may be more than one relevant cluster each reflecting a different aspect or sub-topic of the overall topic. To account for this Muresan and Harper 30 revised the cluster hypothesis to the form of the aspectual cluster hypothesis:
Similar documents tend to be relevant to the same requests, but documents relevant to the same requests are not necessarily similar. They tend to be dissimilar if they cover different aspects of the same complex topic. (p. 896) They demonstrated this phenomenon using the TREC interactive topics, where document relevance is categorised according to both topic and, more specifically, known aspects of the topic within the collection. Their analysis showed that most of the strong similarities seen in the tail of the distribution did indeed encode aspect level relationships. Although ad hoc topics have been used here, there is no reason to assume that these topics do not comprise multiple aspects. Indeed it is true that many ad hoc topics were recycled to be used within the interactive track. In fact, even casual perusal of the documents used in this experiment quickly revealed strong evidence of aspectual diversity. For instance, in T390 ('Orphan Drugs') there is a clear distinction between eight of the documents, which focus on drugs to treat HIV and AIDS, and the other four which are primarily concerned with the emergence of the biotechnology industry and do not discuss AIDS or HIV at all. The AIDS documents correspond neatly with the larger main cluster seen in the Isomap solutions ( Figure 3) .
It was hypothesised that the relevance criterion adopted in this experiment was too coarse and may have obscured the value of Isomap because the ad hoc topics might indeed be composed of a number of distinct aspects. This could feasibly account for the disparity in results between difference tests and correlations. To test this hypothesis, a second experiment was run, this time using TREC interactive topics. It was hypothesised that Isomap would show a much clearer advantage over MDS when aspect level relevance is used as the clustering criterion. The results are presented and discussed in the next section.
Question 2 asked whether a minimum-cost geodesic pruning criterion could provide the basis for geodesic distance estimation without the need to specify an optimal parameter. The results presented here indicate that an MST or set union of all MSTs (PF, q = N − 1) can form the basis of Isomap solutions that are just as trustworthy and continuous as those where geodesic distances are computed from an optimised nearest-neighbour graph. In fact the data suggest that there is little reason to deviate from the minimum-cost criterion, with only very small advantages in trustworthiness and continuity observable for PF when the geodesic criterion is relaxed sufficiently to allow a small number of extra links into the graph (PF6). In contrast, a more severe reduction of the q parameter (q = 3) actually hurts the quality of the spatialisation quite measurably. This observation is broadly consistent with the existing consensus that PF is optimal when q = N − 1. 28 Hence, in Experiment 2 only MST and PF6 were included as G-Isomap conditions.
Experiment 2: Aspect level clustering
This experiment followed a similar procedure to the first, but sought to resolve the ambiguities evident in the results of Experiment 1 by adopting a more specific definition of relevance. Muresan and Harper's 30 evidence suggests that evaluating the clustering performance using topic relevance as the criterion might have led to contradictory results because aspectual diversity inherent to the topics was resulting in more than one natural cluster. Visual inspections of the T390 spatialisations demonstrated that Isomap was better at distinguishing between two quite distinct aspects of the topic. To test this hypothesis more rigorously, this experiment uses a different data set based on the TREC interactive topics, which allows us to focus on aspect level relevance as the criterion for clustering.
The method used here is broadly the same as for Experiment 1. The main difference was in the method used to compose the document sets. All semantic modelling, graph pruning and spatialisation procedures were the same, except for the PF3 pruning condition which was excluded on the basis of its poor performance with the ad hoc data sets.
As in Experiment 1, results are presented in two parts. The first focuses on the comparison between K-Isomap and MDS. The second part introduces and compares the G-Isomaps with all other spatialisations. In both parts, a comparison of mean trustworthiness and continuity scores is presented first followed by an examination of correlation coefficients.
K-Isomap vs MDS
Aspect level cluster analysis reveals quite a different set of trends to the topic level analysis. Figure 4 shows conditions ordered by mean trustworthiness. Inevitably, all spatialisations suffer a significant loss of trustworthiness and continuity in comparison to the original high-dimensional DCD graph. However, K-Isomap consistently performs significantly better than MDS in terms of both trustworthiness and, more notably, continuity. Although there is a slight advantage associated with experimentally selecting the optimal threshold, these differences are not significant. This contrasts sharply with the previous results, where Iso opt performed significantly better than Iso min . One explanation is that for this experiment, optimal K was higher than minimal K for a much smaller proportion of topics than was the case with the ad hoc sets (33 per cent vs 60 per cent). Whether this represents a sampling bias or a general tendency for K to be less critical to Isomap for more specific clustering criterion is unclear. Table 5 shows the correlations at the aspect relevance level. MDS shares relatively little variance with DCD, even when it comes to continuity. This contrasts sharply with the results in Experiment 1. The advantage of Isomap over MDS, however, is reinforced further, with structural fidelity being much higher than MDS for both trustworthiness and continuity scores. Relatively low correlations between the K-Isomaps and MDS emphasise substantial structural differences, particularly at K = 20.
As seen with the mean comparisons, the benefit of selecting an optimal threshold is less clear than was the case in Experiment 1. Correlation coefficients are similar on both measures, with Iso min actually providing slightly better fidelity than Iso opt at K = 5. Moreover, the variance shared between Iso min and Iso opt is quite high for trustworthiness (60 per cent) and very high when it comes to continuity (91 per cent). This suggests little overall advantage in fine-tuning the threshold. 
G-Isomap
Despite their much lower link counts the performance of the MST and PF6 algorithms is generally impressive. Both methods result in better solutions than MDS (P < 0.001) and either equivalent or better spatialisations than both K-Isomaps. As with K-Isomap, the improvement in continuity means are particularly impressive, given the large differences seen in Experiment 1. It seems that there is a reduction in the trustworthiness-continuity trade-off for all Isomap methods as the definition of relevance becomes more specific. Iso MST returns the best performance overall, particularly in terms of preserving continuity, where it is significantly better than Iso min and nearly significantly better (P = 0.07) than Iso opt . This is an important result, given question 2. Iso PF6 returns a respectable performance, but shows poor trustworthiness relative to Iso MST (P < 0.001) and, to a lesser extent, the K-Isomaps (not significant). Continuity scores are somewhat poorer than Iso MST (P = 0.08) but slightly (not significant) better than the K-Isomaps. Turning to structural fidelity, Table 5 shows that both G-Isomaps are on a par with K-Isomap in terms of trustworthiness, with all correlations in the region of 0.6 (36 per cent shared variance). Structural fidelity of both Iso MST and Iso PF6 at K = 20 is considerably higher, with both sharing ∼ 64 per cent of variance with DCD, compared to K-Isomap solutions which only shared ∼ 43 per cent. The variance shared with MDS is similar for both G-Isomaps, being quite low (∼ 24 per cent) for trustworthiness and very low (∼ 10 per cent) for continuity, indicating once again large structural differences between Isomap and MDS. However, the variance shared between G-Isomaps and the K-Isomaps is also relatively low.
Discussion
The results of Experiment 1 were somewhat ambiguous. On the one hand, correlations of trustworthiness suggested better local structural fidelity in the Isomap spatialisations, compared to MDS, yet no significant differences in trustworthiness were observed. Moreover, Isomap was shown to be generally poor at preserving continuity. This and visual inspections of the spatialisations suggested that Isomap was causing relevant documents to disperse into more than one cluster. A potential explanation was offered in the form of the aspectual cluster hypothesis 30 which predicts that there may be more than one relevant cluster because documents can discuss quite distinct aspects of the same topic. It was hypothesised that by dispersing the topic, Isomap was in fact preserving and emphasising these aspectual associations and differences.
The results of this second experiment seem to confirm this logical hypothesis. Regardless of the pruning algorithm used, Isomap results in significantly better trustworthiness and continuity than non-metric MDS. In particular, the increase in continuity scores suggests that Isomap is effectively partitioning the different aspects of the topic. This is a significant observation given poor results in a previous attempt to partition aspects using discrete clustering. 5 Moreover, Leuski 24 commented on the potential for spatialisation to convey the structure of a complex topic using the results of the 'Samual Adams' query, which included documents about both Adams the man and the brand of beer. Although a visualisation showed how such aspect clusters might be conveyed spatially, no algorithmic method of achieving such partitioning was described. Hence, these results have far reaching implications when it comes to developing spatialisation-supported interfaces for exploratory searching. Although MDS may have some advantage when it comes to clustering general themes within a document space, Isomap is clearly superior when it comes to preserving the local structures that are needed to support local semantic navigation and exploration.
The advantage can be seen by visually inspecting a sample of the spatial solutions. In the T347 document set, the topic separates into relatively distinct (nonoverlapping) aspects (see Table 1 ). Figure 5 shows how these aspects are rendered using MDS, Iso opt and Iso MST . Aspect 10 (green nodes) is completely distinct. Aspects 7 (red nodes) and 19 (blue nodes) overlap slightly, with one shared document (highlighted in purple). As with the ad hoc topic, T390 (Figure 3 ), although MDS seems to separate the general topic (all coloured and dark grey nodes) quite well from non-relevant items (light grey nodes), aspects are not well clustered. Isomap, on the other hand, renders the aspects with greater coherence. What is also evident is how the stricter pruning criterion of MST emphasises aspects 10 and 19 while but causes one of the aspect 7 documents to break away into a separate region along with several other topical documents pertaining to other aspects. Iso opt , on the other hand, manages to keep aspect 7 intact but clusters the other aspects less coherently. T408 ( Figure 6 ) is a more complex, overlapping topic (that is documents often relate to more than one aspect). Two aspects (2 and 7) are highlighted in red and yellow, respectively. Documents that are relevant to both aspects are highlighted in orange. In this case, the qualitative distinction between MDS and Isomap is less clear. Documents specific to aspect 2 (red nodes) arguably cluster better in MDS than Iso opt , with Iso MST falling somewhere in between. Aspect 7 seems problematic for all algorithms, being distributed quite widely within MDS and Iso opt . The spatial distribution is just as wide in Iso MST , but the treelike structure provides natural pathways that link many of the aspect 7 documents together, suggesting benefits for semantic navigation. The overlapping documents (orange nodes) are more interesting. Isomap separates these nodes into two clusters. Again this separation is more exaggerated in Iso MST but the 'pathway' structure should pay dividends in terms of supporting user navigation and mental model building. 7 Taking the qualitative and quantitative analyses together, it seems that pruning the proximity graph using the MST algorithm is just as effective if not more so than adopting a K-nearest neighbour criterion, even if K is optimised experimentally. Although differences in trustworthiness are small, the biggest benefits appear to be in improved continuity (overall cohesion) of the aspect clusters. The parameter free nature of MST and its algorithmic simplicity make it ideal for real-time applications. Moreover, the minimal edge counts of MSTs translate into very legible and navigable spatialisations. 7 Although not experienced during these experiments, there is always the risk of proximity graphs comprising more than one unique MST. However, this possibility can be addressed by substituting MST with more recent optimisations of Pathfinder 31 that are able to find the set union of MSTs (that is PF where q = N − 1) with comparable time/space complexity.
MDS
The Pathfinder algorithm potentially offered a further advantage over MST in that it is possible to vary, using the q parameter, the link distance up to which the algorithm searches for shortest paths. The results of these experiments show that there is no consistent benefit associated with manipulating q, even to a level that retains just a few extra links. This should be seen as a positive result, given that to achieve any associated benefits would have meant simply replacing the original K.NN parameter problem with a new one.
Final conclusions and future work
In this paper, the problem of computing spatialisations, that are sufficiently trustworthy and continuous to support a local foraging or 'cluster growing' strategy 6 within a search results set, has been examined. Specifically, the Isomap technique has been compared to MDS, using five different graph pruning methods to generate the required geodesic distances.
The results show that Isomap is particularly effective when it comes to conveying the aspectual structure within a set of search results. This is likely to be particularly useful for exploratory search tasks where the user wishes to browse the results of a high-recall query. Following Leuski's 24 interaction model, the user might first browse the top-ranked results to identify examples or 'instances' of different aspects of relevance. These instances would then be highlighted within the spatialisation, allowing the user to explore each aspect further by 'growing clusters' from their locations.
Isomap clearly has an important application in the development of spatialisation supported information retrieval systems. However, the role that other non-linear dimension reduction algorithms 44, 29 might play remains an open ground for future evaluation studies. Nevertheless, recent evidence suggests that Isomap provides a relatively desirable balance between trustworthiness and continuity, compared to other non-linear techniques. 45 There is strong evidence in the results presented here that the parameter problem that has always been intrinsic to Isomap 9 can be effectively addressed, for document visualisation at least, by a minimum-cost geodesic approach to graph pruning. Our data show that this criterion is particularly effective when the task requires the discrimination of relatively specific features (that is aspects as opposed to more general topics). However, the results from Experiment 1 show that the MST algorithm can provide acceptable solutions even for more coarsely defined topics, without the need for either an automatic or manual search for a connected and/or optimal graph. Future work evaluating the use of minimum-cost graph pruning in other domains, like bioinformatics, seems very worthwhile in this respect.
Clearly it is important to verify the validity of these approaches further by means of formal user studies. These should examine differences not only between MDS and Isomap per se, but also between different graph pruning techniques, as studied here. A recent study by Butavicius and Lee 12 showed no advantage to users when Isomap was used over MDS. However, it is important to note that only one small document set was studied and proximities were derived using human judgements, rather than from feature vectors. Hence, the 'curse of dimensionality' issues that cause the dramatic skew which tends to occur in the distribution of computed dissimilarities may not have applied in this case. Elsewhere, Cribbin and Chen 7 have demonstrated that users searched more effectively when spatialisations were created from graphs pruned using MST and PF. However this study used an SE algorithm, rather than MDS, to layout the pruned graphs and did not include K.NN graphs as comparisons.
A final point to make is that the positive results shown by the Isomap technique have highlighted a further avenue of research which might lead to significant reductions in the computational cost of spatialisation. Currently, to compute any document spatialisation it is necessary to first compute proximity values for all document pairs in high-dimensional space. The complexity of this procedure is of the order O(N ∧ 2M) where N equals the number of documents and M equals the number of features (or terms) defining the semantic model. As the Isomap approach only requires a connected graph of neighbourhood proximities it would be desirable to find an algorithm that avoids an exhaustive search in M-dimensional space. To this end, a heuristic solution to the problem of constructing a nearest-neighbours graph of inter-document proximities has already been developed and testing is underway to evaluate the efficacy of this approach.
