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ABSTRACT
Traditional brain imaging modalities, for example, MRI, CT scan, X-ray, etc. can provide
precise and high-resolution images of the brain for diagnosing lesions, tumors or clots inside the
brain. However, these modalities require bulky and expensive test setups accessible only at
specialized diagnostic centers, and hence may not be suitable or affordable to many patients.
Furthermore, the inherent health risks limit the usability of these modalities for frequent
monitoring. Microwave imaging is deemed a promising alternative due to its being cost-effective,
portable, non-ionizing, non-intrusive. Therefore, this work aims to design an effective microwave
head imaging system for the detection of blood clots inside the brain. Two miniaturized antipodal
Vivaldi antenna designs are proposed which can provide wideband operation covering the low
microwave frequency range (within 1 - 6 GHz) while having electrically small dimensions,
directional radiation pattern with reasonable gain, and without requiring immersion in any
matching/ coupling liquid. A head imaging system is presented which utilizes a quarter-head
scanning approach, to reconstruct four images of the brain by scanning four quarters of the head,
using the designed antipodal wideband Vivaldi antenna. A numerical brain model, with and
without the presence of blood clot, is simulated using the proposed head-imaging system. At each
quarter, the antenna is placed at nine different positions for scanning. The reflected signal at each
position is processed and using confocal microwave imaging technique four images of the brain
are reconstructed. A comparison is made among the four images in terms of their intensities, for
the detection and approximate location of the blood clot inside the brain. The presence of higher
intensity regions in any specific quarter of the head demonstrates the presence of a clot and its
location and validates the feasibility of the proposed head imaging system using the low frequency
wideband Vivaldi antenna.
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CHAPTER 1:
1.1

INTRODUCTION
Introduction

Though the human brain constitutes only 2% of the body weight, it requires almost 20%
of total oxygen consumption in the body [1, 2]. It requires glucose and other nutrients to perform
the brain functionality and produce energy for coordination and control of all the other body parts.
Brain cells consume this oxygen and nutrients through the blood circulation into the brain.
However, blood circulation in the brain may get hindered due to the presence of blood clots, which
can deprive portion of the brain from sufficient nutrients. This, in turn, can create infarcts [3] which
can result in brain cell damage or dysfunctionality of brain parts.
Blood clots inside the brain can be formed due to high blood pressure, old age, stroke,
traumatic brain injury (TBI), or as a side effect of certain disease, medication, or treatment [4].
Certain cases such as- stroke, TBI etc. can be fatal, and may require immediate diagnosis within a
few hours from the onset of symptom or injury. Sometimes, symptoms may appear hours after the
injury, even having harmful impacts due to lacking proper medication or treatment at the
appropriate time. Thus, failure to diagnose on-time can lead to long-term damage to the brain and
other functionality of the body such as- paralysis, coma or even death. Again, in certain cases,
smaller blood clots can gradually grow up over time to a malignant condition, and hence repeated
and regular monitoring becomes essential. Regular screening is also required for monitoring the
growth or diminution of the clot as a response to any medication or treatment applied on stroke or
TBI patients.
Therefore, the fatality and necessities of the medical conditions created due to blood clots
urge for an effective brain imaging modality, which can be used for prompt detection and/ or
1

prolonged monitoring of blood clots. In this context, the brain imaging modality needs to beportable, being able to perform on-site detection or monitoring, fast and simple for providing
prompt results, harmless for ensuring safety in multiple and repeated use, inexpensive, and
affordable to everyone.
Research is being carried out to find a solution for the requirements of a brain imaging
modality to ensure the timely and efficient diagnosis of a brain lesion [5]. Several neuroimaging
modalities are currently available in the medical practice [3, 5], or in the literature, that can surpass
each other in efficiency from different perspectives. However, there are still needs and challenges
for finding an ultimate solution with the desired performance and efficacy in terms of providing
appropriate diagnosis and monitoring of the brain. Hence, this dissertation aims at investigating
brain imaging modality incorporating ‘microwave imaging’ for a probable application in the
detection of blood clots inside the brain.

1.2

Motivation

Conventional head imaging modalities include- Magnetic Resonance Imaging (MRI),
Computed Tomography (CT) scan or X-ray etc. These modalities can be used for precise detection
of brain lesions such as a blood clot, tumor, fracture etc. However, in X-rays or CT scan ionizing
radiation is used, and hence repeated exposure may not be safe and can lead to the risk of cancer
[6]. In MRI ionizing radiation is not used, but due to the use of strong magnets, MRI cannot be
performed on patients having metallic implants. Again, these imaging modalities require bulky
and expensive setups which are accessible only at designated diagnostic centers and might not be
available and affordable to many patients, and not suitable for on-site prompt detection or bedside

2

monitoring. Transcranial Ultrasound Imaging uses the concept of Doppler effect to examine blood
flow characteristics, alteration, or absence of blood flow etc. The application of this modality is
however limited as only a limited portion of the head can be insonated by the ultrasound [5, 7].
Some other brain imaging modalities include Positron Emission Tomography (PET) [8] and Single
Photon Emission Computed Tomography (SPECT) [9], which are good for brain physiology
monitoring, but are not as popular as MRI or CT scan for stroke detection. These procedures
involve injection of radioactive isotope into the patient’s blood to monitor blood flow. These are
expensive and can cause allergic reaction to the injected isotope. In Electrical Impedance
Tomography (EIT) [10], low frequency current is passed through the subject and an image is
reconstructed that contains information related to the electrical impedance of the internal medium.
In Magnetic Induction Tomography (MIT) [11], an external magnetic field is applied to produce
eddy currents in the imaging object, and the magnetic field produced by these eddy currents is
detected, which is a measure of the amount of perturbation in the magnetic field created by the
object of interest. This information is used to reconstruct an image containing information relating
to the internal conductivity distribution of the object. Both EIT and MIT modalities can provide
non-invasive and inexpensive means for imaging; however, they offer very low spatial resolution
[10, 12-15]. Furthermore, tomography-based approaches require the solution of inverse problem,
which is ill-posed and under-determined, producing large artifact in the image for a small error in
measurement; and hence, require sophisticated computation for regularization methods [16].
On the contrary, Microwave Imaging (MWI) [5, 17, 18] can be considered as a promising
alternative modality. It is non-invasive and can be deemed harmless, since the radiation in the
microwave frequency range is non-ionizing in nature. Furthermore, the microwave imaging
systems can be made with a portable lightweight setup using inexpensive test equipment.
3

Therefore, it can be made easily available and affordable to everyone, and can be used for prompt
screening, bedside monitoring, or multiple repeated and frequent examining. However, though
microwave imaging may not provide very fine resolution as X-ray or MRI, it can generate strong
indication of anomaly/ malignancy within the subject.

1.3

Contributions of the Dissertation

In this work, two antipodal Vivaldi antennas are proposed, for probable application in
a data acquisition system for microwave imaging of head. The antennas can provide wideband
operation in the low microwave frequency range (~ 1 – 6 GHz) without the need of being immersed
in any matching/ coupling liquid, while having miniaturized dimensions and directional radiation
pattern. There are inherent challenges associated with the ‘size vs operating frequencies’ and ‘gain/
radiation pattern vs bandwidth’ trade-offs, while designing miniaturized antennas with wide
bandwidth and directional radiation pattern. As electrically small antennas tend to resonate at
higher frequencies, it is difficult to obtain low frequency operation with miniaturized antennas.
Again, producing directional radiation pattern for a wide band of frequencies is hard to achieve.
Therefore, several miniaturization techniques are adopted to mitigate these challenges by
compromising between the trade-offs. Furthermore, extensive parametric analysis is performed to
investigate the effects of different antenna design parameters on the bandwidth and radiation
pattern of the antennas. The performances of the antennas are analyzed based on several key
properties including – reflection coefficient, input impedance, surface current density, gain,
radiation pattern etc. to verify the applicability of the antennas for the intended application of
microwave imaging of head.

4

Furthermore, a microwave head imaging system is presented based on a quarter head
scanning approach. The imaging region (i.e., a plane of the head) is divided into four quarters and
scanned from nine different positions in front of each quarter using the proposed antennas. The
reflected signals are processed to reconstruct an image of that quarter. Thus, four separate images
are obtained by scanning through four quarters. Finally, a comparison is made among the peak
intensities obtained in the four images, where the observation of a higher intensity in a specific
quarter could indicate the probable presence and approximate localization of an anomaly in that
quarter.
The feasibility of the proposed antennas and the microwave head imaging system is verified
for probable application in microwave imaging of head for the detection of blood clots inside the
brain. The image reconstruction is performed using a numerical head model containing blood clots
using delay-and-sum beamforming method [19]. Both antennas are utilized separately for imaging
different cases of size, position, and number of clots inside the head model, and with different
ranges of operating frequencies. Finally, the four images obtained from scanning through four
quarters are analyzed for each case and the viability of the results are discussed in terms of
detectability and approximate localization of the clots.

1.4

Organization of the Dissertation

The dissertation is organized as follows- Chapter 2 includes a general description of Vivaldi
antennas and different types of Vivaldi antennas, the principles of designing these antennas,
requirements, and the associated challenges of designing these antennas for the intended
application of microwave imaging, along with the techniques of miniaturing these antennas as
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required by the intended application. Chapter 3 introduces the two proposed miniaturized
antipodal Vivaldi antenna designs along with the performance analysis in terms of reflection
coefficient, input impedance, gain and radiation pattern. The effect of variation of several antenna
design parameters on the performance are investigated in this chapter. Furthermore, the fabrication
and measurement results are reported for both antennas. Finally, the performances of both antennas
are compared with several state-of-the-art Vivaldi antenna designs used in microwave imaging,
for feasibility analysis of the proposed antennas. Chapter 4 explains the concept of microwave
imaging and discusses for different types of microwave imaging techniques. A brief history of
microwave head imaging systems is presented and the requirements of establishing an efficient
microwave head imaging system are described. The microwave imaging process is described in
this chapter from both data acquisition and data processing perspectives. Chapter 5 presents a
microwave head imaging system using a quarter head based scanning approach. The system setup
is validated as per the requirements and safety consideration in terms of Specific Absorption Rate
(SAR) in human tissues. Finally, the imaging is done using the presented microwave head imaging
system with both proposed antennas, by incorporating a numerical frequency non-dispersive head
model with the presence of blood clots. The steps involved in the imaging process are explained
in detail and the imaging results are shown for different case studies. For imaging with the first
proposed antenna, cases with different size, position, and number of blood clots inside the head
model is investigated, and the imaging results for each case are analyzed. For imaging with the
second proposed antenna, two different range of frequencies are incorporated for imaging a head
model with the presence of one clot, and the imaging results are analyzed for each frequency range.
Finally, the feasibility and efficiency of the microwave head imaging system along with the
proposed antennas are discussed. Chapter 6 provides a conclusion for the dissertation by
6

summarizing the work related to both antenna design and imaging. Finally, the scope of extension
and analysis for future research in the fields of microwave imaging and associated antenna design
for this application are discussed.
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CHAPTER 2:

2.1

VIVALDI ANTENNA

Introduction

Antennas can be classified into two broad categories depending on the operating principle
[20]: standing wave/ resonant antennas and travelling wave/ non-resonant antennas. In a resonant
antenna, a standing wave is produced within the antenna structure due to wave reflection from
open end of the antenna, whereas, in a travelling wave antenna, the wave travels in one direction
through the antenna structure. There are, in general, two types of travelling wave antennas: surface
wave antennas and leaky wave antennas. “An antenna which radiates power flow from
discontinuities in the structure that interrupt a bound wave on the antenna surface” is defined as a
surface wave antenna [20]. Surface wave antennas are generally slow wave structures where the
phase velocity of the wave is equal to or less than the speed of light, and radiate in the end-fire or
near-end-fire direction. A leaky wave antenna is defined as “an antenna that couples power in
small increments per unit length, either continuously or discretely from a travelling wave structure
to free-space” [20]. Leaky wave antennas are generally fast wave structures where the phase
velocity of the wave is greater than the speed of light.
Vivaldi antennas belong to the class of surface wave antennas. P. J. Gibson first introduced
the Vivaldi antenna in 1979, named ‘The Vivaldi Aerial’ [21], where a tapered slot is etched on a
dielectric substrate which can produce end-fire radiation over a wide bandwidth from a surface
wave [22]. In a Vivaldi antenna, the wave remains attached to the transmission line in the small
gap of the slotline [23], while radiation occurs through the widening of the slot [21, 22]. This
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travelling wave antenna can be scaled to provide very wide frequency bandwidth, where different
parts of the antenna radiate at different frequencies [24].

2.2

Types of Vivaldi Antennas

Vivaldi antennas can be classified into three types depending on the physical structure of the
antenna: 1) Co-planar Vivaldi, 2) Antipodal Vivaldi, 3) Balanced Antipodal Vivaldi antenna.
Below, each type is introduced with a description of the feeding mechanism for each structure,
followed by an analysis of the pros and cons of the different types.

2.2.1

Co-planar Vivaldi Antenna

In a co-planar Vivaldi antenna, an exponentially tapered slot is etched on one side of a
dielectric substrate, as shown in Figure 2.1. Thus, two radiating planes are created, each on either
side of the slotline, which can be considered to be short circuited at the space where the narrow
end of the slot terminates. A microstrip line is usually etched on the other side of the dielectric in
order to feed the antenna through the narrow side of the slot, by using a microstrip-to-slotline
transition [22]. This microstrip line runs across the slotline and ends up to a fan shaped pattern to
produce a wideband short circuit. The narrow end of the slot is often terminated using a circular
opening to provide better matching over a wide frequency range, as it produces a wideband open
circuit [22].
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Figure 2.1 Co-planar Vivaldi Antenna

2.2.2

Antipodal Vivaldi Antenna

As first introduced by Ehud Gazit in 1988 [24], in an antipodal Vivaldi antenna structure, the
two radiators are etched on opposite sides of the dielectric substrate. Thus it is not a slot antenna
because of the separation of the two radiating planes by the substrate, but it belongs to the Vivaldi
antenna category because of the similarities in shape and performance [22]. Figure 2.2
demonstrates the structure of the antipodal Vivaldi antenna. A tapered microstrip-to-double sided
slotline pattern is designed for feeding the antenna [24]. This can be fed directly through the
microstrip line extended at the end of the top layer (Layer 1). The bottom layer (Layer 2) is
protruded and expanded using a tapered profile to form the ground plane for the microstrip feed
[22], as shown in Figure 2.2.
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Figure 2.2 Antipodal Vivaldi Antenna

2.2.3

Balanced Antipodal Vivaldi Antenna

First introduced by Langley, et. al. in the 1990s [25, 26], in a Balanced Antipodal Vivaldi
Antenna structure, an additional radiating layer is added on the top layer of the antipodal
structure by cloning the bottom layer. Thus, the balanced antipodal structure consists of three
copper layers which can be fed through a stripline by connecting the center conductor to the
mid-layer (Layer 2) and the ground pins to the top and bottom layers (Layer 1 and 3), as shown
in Figure 2.3.
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Figure 2.3 Balanced Antipodal Vivaldi Antenna

2.3

Pros and Cons Analysis

Vivaldi antenna design can be easily scaled for operation in any frequency. Theoretically
Vivaldi antennas can provide wideband operation with high directivity and almost equal E-plane
and H-plane beamwidths [22, 24]. The coplanar structure is easier to fabricate than the antipodal
or the balanced antipodal structure because both radiating planes are printed on the same side of
the substrate. However, it requires more rigorous process for the design of the balun and the
feedline to ensure intended wideband performance. Using antipodal or balanced antipodal
structure may reduce the complexity of the feed design, however, it is expensive to fabricate on
both sides of the substrate. The cost and complexity of the printed circuit board fabrication
increases with increasing number of layers in the design. Due to the separation between the two
radiating planes in antipodal structure, cross-polarization level may increase [22]. Adding an
additional layer in the balanced antipodal design can mitigate this issue by reducing the crosspolarization level.
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2.4

Principles of Designing Vivaldi Antenna

As originally proposed by Gibson [21], the final width of the slot should be greater than λ/2,
where λ is the wavelength at the lowest operating frequency. An estimate of the antenna width
could be obtained from𝑊 = 2𝑓

𝑐
𝑚𝑖𝑛 √𝜖𝑒𝑓𝑓

(2.1)

where, 𝑓𝑚𝑖𝑛 is the lowest frequency of operation, 𝜖𝑒𝑓𝑓 is the relative dielectric constant of the
substrate material, c is the wave propagation speed in free space. On the other hand, some works
have suggested that, the depth of the taper should not be less than one wavelength at the lowest
frequency of operation [27].
The high frequency range of operation depends upon the feeding structure. For co-planar
structure, the design of the circular opening at the narrow end of the slot, along with the fan design
on the feedline is crucial for appropriate wide frequency band of operation [22, 24]. For antipodal
and balanced antipodal structures, the microstrip-to-slotline transition region should be designed
carefully to attain the required wideband operation [24].
The thickness of the substrate influences the phase velocity of wave throughout the
substrate, and hence, it is an important design parameter for the antenna design. The substrate
thickness also has influence on the generation of cross-polarization levels [22]. Larger substrate
thicknesses cause more wave-slowing, which can be helpful in making the antenna resonate at
lower frequencies with smaller dimensions. However, it can produce side-lobes by breaking the
main beam [22]. An analysis for the effect of substrate thickness on the radiation pattern is also
presented in [28], which suggests that substrate thickness should be less than 0.03λ0 at the center
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frequency of desired frequency band, in order to avoid the excitation of unwanted modes which
can distort radiation pattern and create cross-polarization. In [22], an optimum range for substrate
thickness is specified to be between 0.005λ to 0.03λ.
Gibson mentioned that the gain of the antenna is proportional to the overall length and the
flare rate of the antenna [21]. Besides, [28] suggested that, the length of the tapered edge should
be kept small to prevent phase reversal along the length, which can create an off-axis radiation.
This can be done by reducing the rate of the tapered profile. However, reducing the flare rate
reduces the width of the aperture, which in turn can increase the lower operating frequency.
Therefore, there is a trade-off between gain and bandwidth while considering the tapered rate
design.

2.5

Antenna Design for Applications in Microwave Imaging of the Head

The intended application of microwave imaging of the head involves a system that
transmits microwave energy from an antenna toward the region of interest and receives the
backscattered signal from the region for any given frequency. The signals received by this process
are made to undergo numerous pre- and post-processing steps to reconstruct an image of the region
of interest. The system setup and signal processing mechanisms mandate certain stringent
requirements on the structural and functional design of the antenna for proper reconstruction of
the image. However, complying with these requirements needs a compromise for the trade-offs
between two or more design criteria, which makes the antenna design very challenging. The
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requirements and associated challenges for designing an appropriate antenna for use in microwave
imaging of head are described below.

2.5.1

Requirements

The downsides of the traditional head imaging modalities include the bulky and expensive
setups which are available only at designated diagnostic centers. Microwave imaging can be
designed as an alternate imaging modality that can offer a lightweight and inexpensive setup.
Therefore, the antenna used for transmitting and receiving microwave signals needs to have small
dimensions so that it can be accommodated easily in portable setups. A miniaturized antenna can
also help increase the number of antennas where an array of antennas is to be used in a small space.
Brain tissue is constituted with high permittivity material which causes large attenuation
of microwave signals. Therefore, microwave frequencies at lower frequency band are necessary
to ensure sufficient penetration of signal into the head. However, low frequencies result in very
low image resolution. To ensure higher resolution of the reconstructed image higher frequencies
are needed. Therefore, a wide frequency range entailing lower frequency band is required for
optimizing both penetration depth and image resolution. This requires the antenna to be wideband
covering lower microwave frequency band.
The backscattered signal received by the antenna contains the information (amplitude,
phase or time delay) from the imaging region which may contain lesion within the normal head
tissue. In order to detect the lesion from the surrounding head tissue, the backscattered signal
reflected from the lesion should be distinguishable from the clutter coming from the surrounding
heterogeneous tissues. Therefore, the antenna should have a directional radiation pattern that
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focuses on a narrow region in the imaging space, to minimize the backscattered signal from the
surrounding tissues.
Antenna size can be made compact by immersing the antenna into a matching/ coupling
liquid. In other words, antennas tend to resonate (S11 < -10 dB) at lower frequencies when
immersed into a matching liquid with higher permittivity than free space. Several antenna designs
have been proposed which can provide low frequency operation when immersed in a matching/
coupling liquid [29-31]. Many other imaging systems have been presented in the literature which
require the antenna to be immersed in a coupling medium [32-36]. However, there are some
inherent drawbacks of using matching liquid [37]. Firstly, it is not always possible to find suitable
matching liquid, as the dielectric properties of the brain tissue may vary from patient-to-patient.
Secondly, signal attenuation into the matching liquid may degrade the backscatter signal intensity,
making the detection process more difficult. Therefore, it is beneficial for the imaging system to
work effectively, if the antenna can resonate at lower frequencies with a compact size and without
the presence of any matching liquid/ coupling medium.
There is no stringent requirement for the gain of the antenna, as it can be compensated by
any post-processing algorithm using any computational program. Below the requirements of
antenna design for microwave imaging of head is summarized in the Table 2.1.
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Table 2.1 Requirements of Antenna Design for Microwave Imaging of Head
Performance Parameter

Requirement

Size

Compact

Bandwidth (S11 < -10 dB)

Wideband, low frequency range (~ 1 – 6 GHz)

Radiation Pattern

Directional

Gain

No stringent requirement

Matching liquid/ Coupling medium

Not preferred

2.5.2

Challenges

The lightweight and portable setup requirements necessitate miniaturized antenna design.
As the antenna dimension decreases, the resonant frequency increases, i.e., smaller antennas
resonate at higher frequency and vice versa. As per the principles mentioned in section 2.4, for
operating in the desired frequency band (i.e., ~ 1 – 6 GHz), the length and width of the antenna
design needs to be very large. Therefore, designing miniaturized antenna while maintaining low
operating frequency range imposes significant challenges to the antenna design.
As mentioned in section 2.4, utilizing higher substrate thickness can slow the wave which
can be helpful for antenna size reduction, but it can break the main-lobe of radiation creating higher
sidelobe level [22]. Again, higher substrate thickness can excite higher order modes in the
substrate, creating high level of cross-polarization [23]. Also, larger substrate thickness can
increase dielectric loss, and cause energy storage in the electric field [38]. Whereas, using high
dielectric constant material may reduce the radiation efficiency [39].
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It is often difficult to design antenna having directional radiation pattern over a wide range
of frequencies, as unwanted scattering due to phase reversal or phase alteration may create pattern
distortion [28], specially at higher frequency range of operation. Therefore, miniaturization of the
antenna should be done meticulously so that the directional radiation pattern is obtained over a
wide frequency range.
The elimination of matching liquid introduces the air-skull boundary reflections which
require special signal pre-processing steps to be completely removed. Again, without the matching
liquid, the medium between the antenna and the imaging region is the air. This can make the
antenna design requirements more stringent if an array of antennas is used, as the mutual coupling
between two antennas is high because of the low loss of the air medium [37].

2.6

Techniques for Miniaturizing Vivaldi Antennas

The challenges associated with the miniaturization of Vivaldi antenna, while keeping
desired bandwidth and radiation properties, trigger extensive research for devising techniques to
minimize the trade-offs between different performance parameters. In this pathway, diverse
literature [22, 38-46] and experimental efforts can be found investigating different techniques for
Vivaldi antenna miniaturization and performance improvement [28, 32, 47, 48]. In this section,
some of the miniaturization techniques for Vivaldi antennas are discussed.
As mentioned in section 2.4, an approach for reducing the size of the Vivaldi is to slow the
propagating wave through the structure to make it look electrically larger [38, 42]. This can be
achieved by using a higher dielectric constant material as the substrate [22]. This increases the
electrical length of the structure by reducing the effective wavelength inside the dielectric, which
18

results in slower phase velocity of the wave through the structure. The larger a dielectric constant
is used, the more wave slowing occurs, making lower resonating frequencies of the antenna [40,
43]. However, attention must be paid to the radiation efficiency, directivity, cross-polarization
level, dielectric loss etc. while designing substrate thickness for the antenna, as larger substrate
thickness may adversely affect these performance parameters, as mentioned in section 2.5.
Reactive loading of the structure introduces time delay, i.e., phase shift to the travelling
wave, which increases the wave propagation constant and consequently slows the wave [38, 42].
Surface corrugations [22, 40] can be used to control the radiation pattern for reducing side-lobe
level and cross-polarization [27, 41, 49]. The corrugations can change the direction of electric
fields along the edges of the substrate [46]. This can resolve unwanted radiation [28] from the
edges and prevent degradation in radiation pattern due to the miniaturization of the antenna [46],
provided the length of the corrugations are designed carefully. It is analyzed in [50] that,
transversely or longitudinally corrugated surfaces can act as artificially soft1 and hard2
electromagnetic surfaces, respectively, which can be used to reduce orthogonal polarization along
a soft surface or to enhance tangential radiation from a hard surface [50, 51]. The length of the
corrugations required to make a soft or hard electromagnetic surface for a plane reflector is derived
[50] to be equal to

𝜆
4

(for transversely corrugated surface) or

λ
4√𝜖𝑟 −𝑠𝑖𝑛2 𝛼

(for longitudinally

corrugated surface), respectively, where λ is the wavelength, 𝜖𝑟 is the relative dielectric constant
of the substrate and α is the angle of incidence of electromagnetic wave.

1

Definition of soft electromagnetic surface: the transverse field components are zero; i.e., tangential component, E t =
0 and normal component, En = 0
2
Definition of hard electromagnetic surface: derivatives of the transverse field components with respect to the normal
𝜕𝐸
𝜕𝐸
to the surface are zero; i.e., 𝑡 = 0 𝑎𝑛𝑑 𝑛 = 0
𝜕𝑛

𝜕𝑛
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Many techniques are also proposed for improving the radiation characteristics of Vivaldi
antenna, which can be investigated to compensate for the impact of miniaturization on the radiation
pattern. Several works include a dielectric director [32, 47, 52-56] at the aperture of the Vivaldi
antenna for obtaining more focused beam from the antenna. These directors are suggested to be
made of either the same material as the substrate or with higher or lower permittivity material,
which helps in the radiation mechanism to provide greater directivity. In [57], a dielectric rod-like
protrusion was placed at the aperture to work as a second travelling wave antenna to improve gain.
In [58], a fractal structure was incorporated to maintain compact size of the antenna. Some works
used dielectric slabs [59-61] on both sides of the antenna to overcome beam tilting, improve crosspolarization [62] etc. The use of backplane or reflector to enhance forward radiation is utilized
in [63]. The use of metamaterials [48, 64-66] at the aperture of the Vivaldi antenna is found to
have good effect on the improvement of radiation characteristics, increasing bandwidth and gain,
and overall, reduction of antenna dimension [62]. Designing a parasitic patch [28, 63, 67-69] on
the aperture has shown to provide stronger beam toward the end-fire direction. Some works have
used curved ends or curved termination [24, 63, 70] to reduce diffraction from the sharp edge of
the antenna and improve end-fire radiation. Extensive research is being carried out, rendering
efforts to bring forth various compact Vivaldi antenna designs with improvement in performance
parameters such as – gain, bandwidth, directivity etc.

2.7

Conclusion

In this chapter, the discussion on Vivaldi antenna is presented along with the various types
and an analysis of the pros-cons of each type. The principles of designing Vivaldi antennas and
the effect of different design parameters on the performance of the antenna are discussed. Next the
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requirements of antenna design for the intended application of microwave imaging of head are
illustrated with the rationale for each requirement. It is noticed that there are challenges associated
with the design of the antenna due to having several conflicting performance traits of the antenna.
The challenges for designing miniaturized antenna to meet the requirements are discussed. Finally,
several techniques for obtaining the desired performance while minimizing the antenna dimensions
are mentioned from the literature.
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CHAPTER 3:

PROPOSED ANTIPODAL VIVALDI ANTENNA DESIGN
3.1

Introduction

As per the requirements of antenna design for the intended application for microwave
imaging of the head as mentioned in section 2.5.1, the antenna needs to operate over a wide
frequency range covering low microwave frequencies, while being electrically small. Due to the
ability of offering wideband operation, ease of design, and flexibility of scaling to operate in
different frequency ranges, the antipodal Vivaldi antenna is chosen for this work. Different
miniaturization techniques are incorporated to obtain the desired performance for the intended
application. In view of the inherent drawbacks of matching liquid as mentioned in section 2.5.2,
the aim of this work is to eliminate the use of matching liquid, while maintaining miniaturized
dimension and wideband operation within the frequency range of approximately 1 – 6 GHz. In this
context, two designs of wideband antipodal Vivaldi antenna are proposed in this chapter, along
with an analysis of the performance in terms of bandwidth, gain and radiation pattern.

3.2

Antenna Design 1

For designing the antenna as per the principles mentioned in section 2.4, the length and
width of the antenna needs to be very large. Several Vivaldi antenna miniaturization techniques,
as mentioned in section 2.6, are exploited for attaining a compact design of the proposed antenna.
These include•

Use of high dielectric constant for the substrate [22],

•

Feed transition region design [71],
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•

Addition of corrugation [40, 46],

•

Addition of a feed slot [27],

•

Addition of superstrates/ covers [30, 32].

Consequently, a miniaturized antenna with overall dimension of 30.2 × 44.4 × 5.76 mm3
is achieved which offers wideband operation entailing low microwave frequencies within the
intended frequency range (~ 1 – 6 GHz), while no matching liquid is incorporated in the antenna
design. Below the design procedure of the proposed antipodal Vivaldi antenna 1 is described for
each stage of the design evolution.

3.2.1

Design Evolution

3.2.1.1 1st Stage: Conventional Antipodal Vivaldi Structure

Initially, a conventional antipodal Vivaldi antenna structure was designed on a Rogers RT/
duroid 6010 LM substrate having thickness of 0.64 mm and relative permittivity, ϵr = 10.2. The
length of the antenna is arbitrarily aimed to be kept at 3 cm, while designing the width for attaining
the best compromise between size and bandwidth. It is observed that, increasing the width reduces
the lower operating frequency of the antenna. As shown in Figure 3.1, the overall length, width of
this design are L = 30.2 mm and W = 44.4 mm, respectively.
Tapered profile design: The edges of the tapered slot region are denoted as inner edge
(xi) as shown in Figure 3.1, which follow the following exponential profile [71]𝑥𝑖 = ± 0.5𝑤𝑓 ± 0.5𝑤1 [𝑒𝑥𝑝(𝑘𝑠 𝑦) − 1]
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(3.1𝑎)

ln (
𝑘𝑠 =

𝑤𝑓 + 𝑝 + 𝑤1
)
𝑤1
𝐿1

(3.1𝑏)

Here, w1 = 1.73mm, wf = 0.5 mm, L1 = 24 mm, p = 18 mm, resulting in the exponential rate of, ks
= 102.45. Likewise, exponentially tapered transition is made on the edges denoted as outer edge
(xo), as shown in Figure 3.1, which follow the following exponential profile [71]𝑥𝑜 = ± 0.5𝑤𝑓 ± 0.5𝑤2 [𝑒𝑥𝑝(𝑘𝑤 𝑦 𝑠𝑓 ) − 1]

ln (
𝑘𝑤 =

𝑊 − 𝑤𝑓 + 𝑤2
)
𝑤2
𝐿2

(3.2𝑎)

(3.2𝑏)

Here, w2 = 0.18mm, wf = 0.5 mm, sf = 1, L2 = 2.2 mm, W = 44.4 mm, resulting in the exponential
rate of, kw = 2500.

Figure 3.1 1st stage design: Conventional antipodal Vivaldi structure with parameters: L = 30.2 mm, W = 44.4
mm, L1 = 24 mm, L2 = 2.2 mm, p = 18 mm, wf = 0.5 mm, m = 4 mm
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Feed transition design: A microstrip line feeding structure is designed for this antenna,
with width, wf = 0.5 mm. The width is designed depending on the thickness, characteristic
impedance and dielectric constant of the substrate using the following formula [23]8𝑒 𝐴
𝑊
𝑑

=

,

2𝐴
{𝑒2 −2

[𝐵 − 1 − ln(2𝐵 − 1) +
𝜋

𝜖𝑟 −1
2𝜖𝑟

{ln(𝐵 − 1) + 0.39 −

𝑊

0.61

𝑑
𝑊

𝜖𝑟

𝑑

}],

<2
≥2

(3.3a)

where,
𝑍

𝜖𝑟 +1

𝐴 = 600 √

2

𝜖 −1

+ 𝜖𝑟 +1 (0.23 +
𝑟

377𝜋

𝐵 = 2𝑍

0 √ 𝜖𝑟

0.11
𝜖𝑟

)

(3.3b)

(3.3c)

Here, 𝑑 = thickness of the substrate, 𝑍0 = characteristic impedance (50 Ω), 𝜖𝑟 = dielectric constant
of the substrate.
The microstrip line gradually tapers to form the inner and outer edges of the top layer of
the antipodal Vivaldi structure. The flare of the bottom layer is extended for a length of L2 = 2.2
mm, using the same exponentially tapered profile as that of the outer edge (xo), to form the ground
plane. The ground plane extends for a length of m = 4 mm, after the tapered transition having
length of L2 = 2.2 mm. The value of ‘m’ is designed using parametric analysis for optimizing
matching performance (S11 < -10 dB). Both L2 (i.e., taper rate, kw) and m have critical impact on
the bandwidth of antenna.
Performance analysis:
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The antenna analysis is done over 1 – 6 GHz by simulations using ANSOFT HFSS
software. The antenna is excited using a wave-port. A radiation boundary is placed at λ/2 distance
from the radiating planes, where λ is the wavelength at the lowest frequency of simulation (i.e.,
1GHz). Perfect electrical boundaries are set at the radiating planes of the antenna.
Figure 3.2 shows the reflection coefficient (S11) of the antipodal Vivaldi antenna structure
designed at the 1st stage of design evolution. It can be seen that, S11 < -10dB is achieved after ~
3.5 GHz with this design.

Figure 3.2 Reflection coefficient (S11) of the designed antipodal Vivaldi antenna structure at the 1 st stage of
design evolution.

3.2.1.2 2nd Stage: Addition of Corrugation and Feed Slot

Addition of Corrugation: In the next step, surface corrugations are added on both the top
and bottom flares of the antipodal Vivaldi antenna structure of the 1st stage, in order to reduce the
operating frequency of the antenna [40, 46, 72] while keeping the same dimensions of W = 44.4
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mm and L = 30.2 mm. The resulting structure is shown in Figure 3.3, where symmetrical
corrugations with 15 slots are made, with equal width, a = 0.5 mm and equal spacing, d = 0.5 mm.
The length (i.e., depth) of the corrugations vary linearly with a rate of 1/τ with τ = 0.94, while the
smallest slot with length, h1 = 6 mm is near the wider end of tapered slot, and the longest slot with
length, h2 = 14.27 mm is near the narrower end of the tapered slot. The dimensions of a, d, h1, and
τ (as reported in Figure 3.3) are obtained based on the parametric analysis on the final design of
the proposed antenna 1. The parametric analysis provides the optimized values of these parameters,
that gives the best possible bandwidth within the target frequency range (1 – 6 GHz), while keeping
the values of all the other parameters unchanged.

Figure 3.3 Addition of corrugations on the antipodal Vivaldi antenna structure obtained after 1st stage,
parameters: L = 30.2 mm, W = 44.4 mm, L1 = 24 mm, L2 = 2.2 mm, p = 18 mm, wf = 0.5 mm, m = 4 mm, h1 =
6 mm, h2 = 14.27 mm, a = d = 0.5 mm.

Addition of Feed slot: A slot, ‘S’ is inserted near the feed region, on the inner edge of
both the top and bottom flares of the antenna, as shown in Figure 3.4a. The enlarged view of the
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feed region with the slot is shown in Figure 3.4b. The width of the slot is ws = 0.5 mm, and it is
located at a distance of Ls = 7.2 mm away from the port. The purpose of inserting the slot is to
provide better match [27], i.e., to reduce the S11 of the antenna within the operating frequency
band. The slot also has crucial impact on the bandwidth of the antenna, especially in the high
frequency end of the frequency range of operation.

Figure 3.4 (a) 2nd stage design: Insertion of feed slot ‘S’, parameters: L = 30.2 mm, W = 44.4 mm, L1 = 24 mm,
L2 = 2.2 mm, p = 18 mm, wf = 0.5 mm, m = 4 mm, h1 = 6 mm, h2 = 14.27 mm, a = d = 0.5 mm, (b) enlarged
view of the feed region with the slot, parameters: ws = 0.5 mm, Ls = 7.2 mm. © 2021 IEEE [73]

Performance analysis:
Figure 3.5 shows the reflection coefficient (S11) of the antenna design obtained after 2nd
stage of design evolution. S11 of the design, before and after inserting the slot ‘S’ near the feed
region, are demonstrated in Figure 3.5, where it is observed that, addition of the feed slot ‘S’
improves the matching performance of the antenna by lowering the S11, especially at higher
frequencies. This results in increase of bandwidth at the high frequency end of the operating
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frequency band. Here, the antenna shows resonance (S11 < -10dB) below 3.5 GHz, however, the
S11 fluctuates at some of these frequencies due to poor matching.

Figure 3.5 Reflection coefficient (S11) of the corrugated antipodal Vivaldi antenna structure obtained after the
2nd stage of design evolution, with and without the feed slot ‘S’.

3.2.1.3 3rd Stage: Addition of Superstrate/ Cover

Further investigations are made to reduce the S 11 of the 2nd stage design at the low
frequencies. In this context, two superstrates/ covers are added on both the top and bottom layers
of the antenna structure [30, 32, 74], which helps to attain better matching. Figure 3.6 shows the
proposed antipodal Vivaldi antenna design obtained after 3rd stage of design evolution. The same
material (RT/ duroid 6010 LM, ϵr = 10.2) as in the substrate is used for the superstrates. The
thickness of each superstrate layer is 4 times the substrate thickness. The width of each superstrate
is half of the substrate width; therefore, the superstrates are placed only on the radiating planes/
copper layers of both sides. A parametric study is performed to design the width and thickness of
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each superstrate layer for getting the optimized bandwidth and matching performance within the
desired frequency range.

Figure 3.6 3rd stage design (Proposed Design 1): Addition of superstrate/ cover on both sides of the antenna
design after 2nd stage evolution, parameters: substrate thickness, h = 0.64 mm, thickness of each superstrate,
4h = 2.56 mm, width of each superstrate, W/2 = 22.2 mm (the parameters of the antenna are as mentioned in
Figure 3.4). © 2021 IEEE [73]

Performance analysis:
The reflection coefficient of the proposed antipodal Vivaldi antenna obtained after 3rd stage
of design evolution is shown in Figure 3.7. Here it is observed that, the S11 of the antenna after
addition of superstrates improves than that of the 2nd stage design for frequencies below 3.5 GHz.
Here, an S11 ≤ -10 dB is obtained from ~ 2.65 – 4.2 GHz with a bandwidth of 1.55 GHz, except
for a few frequency points near ~2.86 GHz, where it shows S11 < -8 dB. Furthermore, it is observed
that, the bandwidth of the antenna is reduced from that of the 2nd stage design at the high frequency
end of the operating frequencies. This might be because the presence of high permittivity
superstrates induces surface wave and excites higher order modes at higher frequencies.
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Figure 3.7 Reflection coefficient (S11) of the proposed antenna design 1 obtained after the 3rd stage of design
evolution.

3.2.2

Performance Analysis

A detailed performance analysis is done over 1 – 6 GHz at each design evolution stage
using ANSOFT HFSS software. The reflection coefficient, S11 for the antenna designs obtained at
different stages of evolution had been demonstrated in section 3.2.1. In this section, the
performance of the antenna at each evolution stage is analyzed and compared in terms of input
impedance, surface current, and radiation pattern.

3.2.2.1 Input Impedance

The real and imaginary parts of the input impedance of the antenna design obtained after
each stage of design evolution are shown and compared in Figure 3.8. It can be seen that, the
addition of corrugations at stage 2 increases the resistance (real part) of the input impedance as
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compared to the stage 1 design after 3 GHz, making it closer to 50Ω, which provides improvement
in matching (S11 < -10dB). The addition of feed-slot ‘S’ at stage 2 causes a drop in reactance
(imaginary part) of the input impedance as compared to not having feed-slot after 4 GHz, making
it closer to 0. This provides better matching (S11 < -10dB) and extends the bandwidth of the antenna
design of stage 2 after 4 GHz. Finally, the addition of superstrate/ cover reduces the resistance
(real part) and increases the reactance (imaginary part) of the antenna design after 2.5 GHz, which
aids in achieving better matching (S11 < -10dB) and lower operating frequency. Both the resistive
and reactive components of the input impedance deviate from the desired matching performance
(real part = 50Ω, imaginary part = 0Ω) after ~ 4.1 GHz.
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Figure 3.8 Input impedance (Z11) of the antenna design 1 obtained after each stage of evolution.

The input impedance of the stage 3 design (proposed design) is further investigated to find
a possible explanation for the ripple-like response of the reflection coefficient (S11), within the
frequency ~ 2.65 – 4.2 GHz. Several other electrically small wideband antennas can also be found
in the literature which show similar ripple-like behavior of the reflection coefficient [27, 40, 75].
This can be explained in terms of the series and parallel resonance phenomena [76] inside the
antenna structure.
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It is known from the operating characteristics of a dipole antenna that the first resonance
of a printed half-wave dipole is a series-type resonance and that of a full-wave dipole is a paralleltype resonance [76]. It can be inferred from this fact that, the effective antenna dimensions
influence the type of resonance occurring inside the antenna structure. In case of the proposed
antenna, the effective dimension of the antenna varies at different frequencies resulting in creation
of alternating series- and parallel-type resonances throughout the bandwidth of operation. Seriestype resonances occur when the summation of the reactance gets nullified providing zero in the
imaginary part and minima in the real part (i.e., minimum impedance). On the other hand, paralleltype resonances occur when the summation of the susceptance gets nullified providing zero in the
imaginary part and maxima in the real part (i.e., minimum admittance) [77].
In Figure 3.9, the zero-crossings of the imaginary part of the input impedance of the
proposed design are marked with vertical bars denoted by ‘series resonance’ where they
correspond to the minima of the real part, and by ‘parallel resonance’ where they correspond to
the maxima of the real part. Hence, the input impedance of the proposed antenna demonstrates the
alternating series- and parallel-type resonances throughout the bandwidth of operation. The
antenna to resonate at the frequencies corresponding to the zero imaginary parts, and the alteration
between series- and parallel-type resonances gives rise to the ripple-like performance of the
reflection coefficient (S11) as seen in Figure 3.7.
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Figure 3.9 Input impedance (Z11) of the antenna design 1 obtained for the stage 3 design

3.2.2.2 Surface Current

The surface current distributions on the top and bottom layers of the antenna design
obtained after each stage of evolution, at 3 GHz, 3.5 GHz and 4 GHz, are shown in Figure 3.10.
For the design of Stage 1, it can be seen that, since the design does not resonate (S11 < -10 dB)
below 3.5 GHz, the surface current is very low at 3 GHz. However, the surface current increases
at 3.5 GHz and 4 GHz, especially along the tapered slot edge. For the design at stage 2, the surface
current is significantly larger in magnitude at each of these three frequencies than that of the stage
1 design. It is noticeable that, after the addition of corrugation, the surface current spreads much
throughout the flayers in stage 2 design than that of the stage 1 design. However, at 3 GHz, there
is a noticeable difference in the magnitude of the surface currents on the top and bottom layers of

35

the stage 2 design, which can distort the end-fire radiation pattern at this frequency, whereas this
difference is not very pronounced at 3.5 GHz and 4 GHz. The reason for this asymmetry in surface
current at 3 GHz can be inferred by observing the reflection coefficient plot of the stage 2 design,
as shown in Figure 3.5, where the matching performance of the antenna is not good at 3 GHz (S11
close to -10 dB), whereas the antenna resonates quite well at 3.5 GHz and 4 GHz (S11 < -10dB).
For the design of stage 3 (proposed design), the surface current distribution is enhanced compared
to that of the stage 2 design at all three frequencies. This demonstrates that the addition of
superstrate/ cover helps to enhance the surface current on the antenna. Also, since the antenna
resonates (S11 < -10 dB) at these frequencies, the surface current distributions are almost
symmetrical on top and bottom layers. This can aid in producing end-fire radiation patterns at all
these frequencies for this design.
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Figure 3.10 Surface current distribution of the antenna design 1 obtained after each stage of evolution at (a) 3
GHz, (b) 3.5 GHz, (c) 4 GHz.

3.2.2.3 Radiation Pattern

The radiation patterns of the antenna designs are analyzed by observing the gain of the
antennas at different direction in both E-plane (XY-plane) and H-plane (YZ-plane). Figure 3.11
shows the E- and H-plane far-field gain pattern of the antenna design obtained after each evolution
stage at 3 GHz, 3.5 GHz, and 4 GHz. Figure 3.12 shows the Front-to-Back Ratio (FBR) of the
antenna designs for 2.8 – 4.1 GHz.
In the E-plane, the antenna radiates at the end-fire direction at almost all frequencies for
each design. However, the antenna design of stage 1 produces back-lobe with almost equal strength
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as the main-lobe at 3 GHz, thus making the radiation pattern similar to that of a dipole antenna.
Though, the back-lobe is reduced at 3.5 GHz and 4 GHz, it contains significant gain compared to
the main-lobe, resulting in very low FBR at these frequencies. The antenna design of stage 2 also
demonstrates similar radiation pattern and FBR at 3 GHz as that of the stage 1 design. However,
compared to that of the stage 1 design, the design obtained at stage 2 produces smaller back-lobe
and has larger gain in the end-fire direction at 3.5 GHz and 4 GHz, and hence, provides larger FBR
at these frequencies. However, the antenna design of stage 3 (proposed design) has lower backlobe level than that of the stage 1 and stage 2 designs at 3 GHz and 3.5 GHz, which causes higher
FBR at these frequencies. Also, at 4 GHz, the stage 3 design shows a slight asymmetry which
causes a beam tilting of ~ 30º toward the bottom layer of the antenna, possibly due to the presence
of a slight larger magnitude of surface current near the flare-end of the bottom layer, as shown in
Figure 3.10c (bottom). The stage 2 design offers larger gain toward the end-fire direction that that
of the stage 3 design at 4 GHz.
In the H-plane, all three designs offer lower gain toward the backward direction than that
toward the end-fire direction, as shown in Figure 3.11 (bottom). However, the antenna design of
stage 1 shows large backward gain than the other designs at 3 GHz, 3.5 GHz, and 4 GHz. The
antenna design of stage 2 shows almost equal backward gain as the stage 1 design at 3 GHz;
however, it is reduced at 3.5 GHz and 4 GHz. The antenna design of stage 3 offers low backward
gain at all three frequencies, which aids in achieving large FBR at these frequencies, as shown in
Figure 3.12. However, the stage 2 design offers a larger end-fire gain than that of the stage 3 design
at 4 GHz.
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Figure 3.11 E-plane (XY) and H-plane (YZ) radiation pattern (Gain pattern) of the antenna design 1 obtained
after each stage of evolution at (a) 3 GHz, (b) 3.5 GHz, (c) 4 GHz.

Figure 3.12 Front-to-Back Ratio (FBR) of the antenna design 1 obtained after each stage of evolution.
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3.2.3

Effect of Feed Transition Length

As mentioned in section 3.2.1.1, the feed transition is designed using the exponential
profile of equation (3.2a), where the rate of the exponential taper is given by ‘kw’ which can be
changed by varying the length ‘L2’. Figure 3.13 shows how the variation of feed transition length
(L2) changes the taper rate (kw) of the outer edge of the antenna.

Figure 3.13 Effect of varying feed transition length, L2 on the taper rate (kw) of the outer edge of the
proposed antenna design 1

Figure 3.14 shows the effect of varying the feed transition length (L2) on the reflection
coefficient. It is observed that, increasing L2 provides better matching at higher frequencies, i.e.,
frequencies after 3.5 GHz to 5 GHz. However, for L2 = 6.875 mm, when the uniform ground plane
extension length (m, as shown in Figure 3.4) is truncated, the matching performance is degraded
at lower frequencies. Figure 3.15 shows the effect of varying the feed transition length (L2) on the
peak realized gain of the proposed antenna design 1. It is observed that, increasing L2 provides
larger gain at higher frequencies, i.e., frequencies after 3.5 GHz to 5 GHz. However, for L2 =
6.875 mm, when the ground plane extension (m) region is truncated, the gain is reduced at lower
frequencies than that with the other variations of L2.
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Figure 3.14 Effect of varying feed transition length, L2 on the reflection coefficient

Figure 3.15 Effect of varying feed transition length, L2 on the peak realized gain.

3.2.4

Effect of the Width of the Tapered Slot

Figure 3.16 shows the effect of varying the width (p) of the tapered slot on the reflection
coefficient of the antenna. A slight degradation of matching performance at the lower frequency
end (~ 2.8 – 3 GHz), and slight improvement of the matching performance at the higher frequency
end (~ 4.8 – 5.2 GHz) of the operating frequency range is observed as larger values for ‘p’ are
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incorporated. The radiation pattern of the antenna is also analyzed; however no significant
difference is observed due to the change of ‘p’.

Figure 3.16 Effect of varying tapered slot final width, p on the reflection coefficient

3.2.5 Effect of Superstrate/ Cover
Figure 3.17 shows the reflection coefficient of the antenna design using a half width and
full width of the superstrate/ cover. Here, ‘half width’ refers to the superstrate used in proposed
antenna design 1 introduced in section 3.2.1.3, whereas ‘full width’ refers to the variation of this
design where the superstrate width is equal to the width of the substrate. It can be seen that, using
full width superstrate/ cover helps the antenna resonate at lower frequencies compared to the half
width superstrate. However, the bandwidth is reduced, and the matching performance is degraded
when full width superstrate is used.
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Figure 3.17 Effect of varying the width of the superstrate/ cover on the reflection coefficient.

Figure 3.18 shows the effect of varying the thickness of the superstrate. Here it is seen that,
as the thickness of the superstrate is reduced, the higher operating frequency of the antenna is
increased. However, this comes at the cost of degradation of the matching performance at the lower
frequency range of operation (~ 2.8 – 3.2 GHz).

Figure 3.18 Effect of varying the thickness of the superstrate/ cover on the reflection coefficient.
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3.2.6

Far-field Characterization

3.2.6.1 E-plane Radiation Pattern

Figure 3.19 and Figure 3.20 show the co-polarized and cross-polarized components of the
far-field gain of the proposed antenna design 1, respectively, for different frequencies within the
operating frequency band (2.8 GHz – 4.1 GHz) for the E-plane (XY-plane). From Figure 3.19, it
is observed that, the antenna produces main beam toward end-fire (φ = 90º) direction, for all
frequencies, except at 4.1 GHz, where the co-polarized peak gain is observed at ~ 120º. From
Figure 3.20, it is observed that, the cross-polarized components have peak gain of less than -15 dB
at all frequencies, indicating good cross-polarization rejection for the E-plane.

Figure 3.19 E-plane (XY-plane) co-polarized radiation pattern of the proposed antenna design 1
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Figure 3.20 E-plane (XY-plane) cross-polarized radiation pattern of the proposed antenna design 1

3.2.6.2 H-plane Radiation Pattern

Figure 3.21 and Figure 3.22 show the co-polarized and cross-polarized components of the
far-field gain, respectively, at the H-plane (YZ-plane) for different frequencies within the
operating frequency band (2.8 GHz – 4.1 GHz). From Figure 3.21, it is observed that, the antenna
produces main beam toward end-fire (θ = 90º) direction, for all frequencies. However, the peak
gain of the main beam of the antenna drops to 0 dB at 4.1 GHz, which dictates poor radiation at
this frequency. From Figure 3.22, it is observed that, the cross-polarized components have peak
gain of less than ~ -14 dB at all frequencies, indicating good cross-polarization rejection for the
H-plane.
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Figure 3.21 H-plane (YZ-plane) co-polarized radiation pattern of the proposed antenna design 1

Figure 3.22 H-plane (YZ-plane) cross-polarized radiation pattern of the proposed antenna design 1

3.2.6.3 Gain

The peak realized gain of the proposed antenna design 1 is shown in Figure 3.23 for the
operating frequency band of 2.8 GHz – 4.1 GHz. Within this frequency range, the maximum and
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minimum achievable peak realized gain is found to be ~ 5.8 dB and ~ 2.8 dB, respectively,
resulting in an average of ~ 4.3 dB.

Figure 3.23 Peak realized gain of the proposed antenna design 1.

3.2.7

Summary

Table 3.1 summarizes the performance of the proposed antenna design 1 in terms of size,
bandwidth, radiation pattern, gain and requirement of matching liquid.
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Table 3.1 Summary of the performance of the proposed antenna design 1
Performance Parameter

Requirement
30.2 mm × 44.4 mm × 5.76 mm

Size
( 0.26λ × 0.39λ × 0.051λ* )

*

Bandwidth (S11 < -10 dB)

2.65 – 4.2 GHz

Radiation Pattern

Directional

Average Gain

~ 4.3 dB

Matching liquid/ Coupling medium

Not required

λ = wavelength calculated at the lowest frequency, i.e., 2.65 GHz for free space

3.2.8

Antenna Fabrication and Measurement

A prototype antenna is fabricated for design validation using chemical etching method.
Rogers RT/duroid 6010.2LM laminate having dielectric constant 10.2 and thickness 0.025 inch
(0.64 mm) with 0.5 oz/sqft copper cladding is used as the substrate. Top and bottom layers of the
antipodal antenna structure are aligned by drawing holes into the substrate. An SMA connector is
soldered on the feed line of the antenna for excitation. Finally, Rogers RO 3010 laminate having
dielectric constant 10.2 and thickness 0.1 inch (unclad) is used as the cover/ superstrates. Figure
3.24 shows the fabricated antenna for the antenna design 1 of Figure 3.6.
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Figure 3.24 Fabricated prototype for antenna design 1- (a, b) before attaching cover/ superstrate: (a) top
layer, (b) bottom layer, (c, d) after attaching cover/ superstrate: (c) top layer, (d) bottom layer

The prototype antenna is tested for validation with the simulation results. The reflection
coefficient of the antenna is measured using N5230A PNA-L, and the far field radiation
characteristics are measured inside an anechoic chamber. The measurement results are compared
with the simulation results for validation.
A number of anomalies have been observed in the fabricated prototype such as- breaking of
the thin lines of the corrugations during chemical etching process, vertical and horizontal shift
between the top and bottom layers due to misalignment, airgap introduced in between the substrate
and superstrates etc. The broken lines in the corrugations are repaired by using soldering iron, as
can be seen in Figure 3.24a. The relative shift between the top and bottom layers is incorporated
into the simulation model of the antenna as 0.5 mm offset along the length (L) and 1 mm offset
along the width (W) of the antenna. For mimicking the issues associated with the cover/
superstrates, modifications are made in the simulation model as well. A uniform airgap of
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thickness 0.2 mm is introduced between the substrate and superstrate in the simulation model;
however, the actual airgap constitution in the prototype antenna is not supposed to be of uniform
thickness. Horizontal shift of the cover/ superstrates is also incorporated in the design as inferred
from the prototype. Additionally, two rectangular portions of size 5 mm × 5 mm are cut from the
corners of both the top and bottom cover/ superstrates near the feed line, since similar cut is made
on the prototype to accommodate the SMA connector, as can be seen from Figure 3.24(c, d).
Figure 3.25 demonstrates the reflection coefficient of the fabricated prototype of the antenna
design before and after the cover/ superstrates are attached. The measured reflection coefficients
are compared with that obtained from simulation after addressing the issues mentioned above. The
measurement results show decent agreement with the simulation results except for a shift in
resonant frequency of almost 0.5 GHz at low frequencies near 2 GHz and at high frequencies near
5 GHz. This might be because not all the anomalies in fabricated prototype could be perceived.
Also, the offset between top and bottom layers and the airgap between the substrate and cover/
superstrate could not be inferred to the precise extent.
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Figure 3.25 Comparison of reflection coefficient of the fabricated prototype of antenna design 1 with the
simulation results- (a) before attaching cover/ superstrate, (b) after attaching cover/ superstrate

The far-field radiation pattern of the prototype antenna is measured inside an anechoic
chamber. Figure 3.26 shows the E-plane and H-plane co- and cross-polarized radiation patterns of
the antenna from both measurement results and simulation results at 3.2 GHz, 3.6 GHz and 4 GHz.
It is observed that, the cross-polarization levels obtained from both measurement and simulation
results are less than -15 dB at these frequencies. The measured co-polarized radiation pattern
matches quite closely to that obtained from the simulation toward the end-fire direction. The
measured co-polarized radiation pattern show difference from the simulated pattern toward the
backward direction. However, the level of the field strength is less than -5 dB at all these
frequencies toward the backward direction, hence the mismatch in the backward radiation does
not bear a significant impact on the performance of the antenna.
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Figure 3.26 Comparison of the far-field radiation pattern of the fabricated prototype of antenna design 1
with the simulation results

The measurement of the gain of the prototype antenna is conducted using absolute gain
measurement technique inside the anechoic chamber using three antenna system with two standard
Horn antennas along with the prototype antenna under test and the PNA. Figure 3.27 shows the
measured gain of the fabricated prototype of antenna design 1 in the end-fire direction with that
obtained from the simulation results. The measured gain shows decent agreement with the
simulation results from almost 3 – 5 GHz. However, the measured gain is lower than the simulation
results outside of this frequency range.
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Figure 3.27 Comparison of the end-fire Gain of the fabricated prototype of antenna design 1 with the
simulation results

3.3

Antenna Design 2

A second design variation of the miniaturized antenna is proposed in this section, which
offers wideband operation entailing lower frequencies within the intended frequency range (~ 1 –
6 GHz). Again, no matching/ coupling liquid is used, however the size of the resulting antenna is
larger to obtain low frequency operation. Below the design features and the performance of this
antenna are described in detail.

3.3.1

Design Features

Figure 3.28 shows the antenna design 2 with overall dimensions of 30.32 × 60 × 5.76 mm3.
Rogers RT/ duroid 6010 LM, having thickness, h = 0.64 mm and relative permittivity, ϵr = 10.2,
is used as the substrate material for the antenna. The width of the antenna is designed based on
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parametric analysis for reducing lower frequency of the operating band. The key design features
of this antenna are described below.

Figure 3.28 (a) Proposed antenna design 2: parameters- L = 30.32 mm, W = 60 mm, L1 = 24 mm, L2 = 2.32
mm, m = 4 mm, p = 18 mm, G = 1 mm, h1 = 20 mm, wf = 0.5 mm, a = d = 0.5 mm, (b) enlarged view of the
feed region, parameters: ws = 0.5 mm, Ls = 7.32 mm, (c) isometric view of the antenna with superstrate/
cover: parameters- substrate thickness, h = 0.64 mm, thickness of each superstrate, 4h = 2.56 mm, width of
each superstrate, W/2 = 30 mm.
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Taper profile:
The tapered slot of the antenna, denoted as ‘inner edge (xi)’ in Figure 3.28a, is designed
using the same exponential profiles of equation (3.1a), with the parameters set as- w1 = 1.73mm,
wf = 0.5 mm, L1 = 24 mm, p = 18 mm, resulting in the exponential rate of, ks = 102.45.
Likewise, exponentially tapered transition is made on the edges denoted as outer edge (xo),
as shown in Figure 3.28a, which follow the same exponential profiles of equation (3.2a), with the
parameters set as- w2 = 0.18mm, wf = 0.5 mm, sf = 1, L2 = 2.32 mm, W = 60 mm, resulting in
the exponential rate of, kw = 2500. The value of L2 has been increased than that in section 3.2.1.1,
to compensate for the use of larger width, W so that the exponential rate, kw remains the same as
that of the proposed antenna design 1. This resulted in the slight increase in the overall length, L
of the antenna than that of the proposed antenna design 1.
Feed transition region:
A similar microstrip-to-slotline transition region is designed to feed the antenna using a
microstrip line, as described in section 3.2.1.1. The microstrip line width, wf is designed using
equation (3.3a), which incorporates the thickness and relative permittivity of the substrate. The
bottom layer is extended for a length of L2 = 2.32 mm using similar taper profile of outer edge
(xo), followed by a uniform extension for a length of m = 4 mm.
Corrugation:
Symmetrical corrugations are made on both the top and bottom layers of the antenna. The
length (h1), width (a), and separation (d) of the slots in the corrugations are designed to be 20 mm,
0.5 mm and 0.5 mm, respectively, while there are 15 uniform slots in the corrugation of each layer.
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The use of a uniform corrugation profile is different from the previous antenna design 1, where
gradually increasing lengths were used for the slots in corrugations. The dimensions of the
corrugations are designed by performing parametric analysis to attain the optimized bandwidth
and matching performance (S11 < -10dB) for the antenna.
Feed Slot:
A slot ‘S’ is introduced similar to that in the antenna design 1, having width, ws = 0.5 mm
at a distance of Ls = 7.32 mm from the port of the antenna, as shown in Figure 3.28b.
Superstrate/ cover:
As shown in Figure 3.28c, superstrate/ cover is added on each of the top and bottom layers,
similar to that in the antenna design 1, having length, width and height equal to L, W/2 and 4h,
respectively; where L is the length, W is the width and h is the thickness of the substrate. The
superstrates/ covers have the same properties as the substrate.

3.3.2

Performance Analysis

The antenna design 2 is simulated using ANSOFT HFSS software for 1 – 6 GHz. The
antenna is excited using a wave-port. A radiation boundary is placed at λ/2 distance from the
radiating planes, where λ is the wavelength at the lowest frequency of simulation (i.e., 1GHz). A
perfect electrical boundary is set to the radiating planes of the antenna. The performance of the
antenna is analyzed in terms of reflection coefficient, input impedance, gain, and radiation pattern
and given below.

56

3.3.2.1 Reflection Coefficient

Figure 3.29 shows the reflection coefficient of the proposed antenna design 2, with and
without the corrugation, feed-slot ‘S’ and superstrate/ cover. The performance of the antenna
follows similar trend as that of the antenna design 1 as explained in section 3.2.1. Here, it can be
seen that, the antenna resonates after ~ 2.8 GHz before the addition of corrugation, feed-slot and
superstrate. However, after the addition of corrugation, the matching performance is improved at
lower frequencies at around 2 GHz. Addition of feed-slot ‘S’ further improves the matching at
higher frequencies. After the addition of superstrate/ cover (proposed design 2), significantly
good matching (S11 < -10 dB) is obtained after ~ 1.8 GHz. Therefore, the proposed antenna design
2 resonates (S11 < -10 dB) for ~ 1.8 – 5.3 GHz, entailing a bandwidth of ~ 3.5 GHz. However, the
matching performance degrades for frequencies ~ 3.6 – 4.6 GHz within this bandwidth, where the
S11 is very close to or slightly above -10 dB.

Figure 3.29 Effect of corrugation, feed-slot and superstrate/ cover on the reflection coefficient (S11) of the
proposed antenna design 2.
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3.3.2.2 Input impedance
Figure 3.30 shows the real and imaginary parts of the input impedance of the proposed
antenna design 2. An observation to this plot reveals that, the zero crossings of the imaginary part
correspond to the minima or maxima of the real parts, where the antenna shows series or parallel
resonances, respectively. For the frequency range of 2 – 3 GHz, the input impedance remains very
close to 50Ω (i.e., real part ≈ 50Ω, imaginary part ≈ 0Ω). Hence, the antenna shows good matching
(S11 < -10dB) in this frequency range. However, for the frequency range of ~ 3.5 – 4.5 GHz, the
input impedance shows large deviation from 50Ω, resulting in poor matching performance (S11 ≈
-10 dB) within this frequency range.

Figure 3.30 Input impedance of the proposed antenna design 2

3.3.3

Effect of Antenna Dimensions Scaling

Figure 3.31 shows the reflection coefficient of the antenna design 2 for different values of
width, W. The corrugation length, h1 is changed with the change of W, to keep the gap between
the final tapered slot edge and the corrugation edge (shown as ‘G’ in Figure 3.28a) constant at 1
mm. The length L2 is changed to keep the exponential taper rate of the feed transition region, kw
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and the feed extension length, m constant at kw = 2500 and m = 4mm. This changes the overall
length of the antenna slightly. The width, length and corrugation lengths are shown in Table 3.2,
along with the lowest frequency of operation obtained for each variation. The values of the other
parameters are kept the same as mentioned in section 3.3.1 and Figure 3.28. It is observed that, the
lowest operating frequency of the antenna is reduced with an increase of the antenna width.
Table 3.2 List of width, length, and corrugation length used for analyzing the effect of scaling, along with
lowest operating frequency obtained for dimension variation of the antenna design 2
W (mm)

L (mm)

h1 (mm)

Lowest operating frequency
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30.2

12

~ 2.5 GHz

50

30.24

15

~ 2.25 GHz
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30.28

17

~ 2.15 GHz

60

30.32

20

~ 1.8 GHz

Figure 3.31 Effect of varying antenna dimensions on the reflection coefficient (S 11)
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3.3.4

Effect of Type of Corrugations

As mentioned in section 3.3.1, the antenna design 2 incorporates uniform length for the
corrugations, while antenna design 1 incorporates gradually increasing lengths for the
corrugations. In order to investigate the effect of the type of corrugations, the width of the antenna
design 2 is reduced to 44 mm to bring equivalence with the antenna design 1 in all dimensions.
However, the only difference is the use of uniform corrugation lengths in design 2, other than the
non-uniform/ gradually increasing corrugation lengths as in design 1. From the S11 plots for these
two antenna designs, as shown in Figure 3.32, it can be observed that the design with non-uniform
corrugations attains better matching at several frequencies in the operating band, than the design
with uniform corrugations.

Figure 3.32 Effect of corrugation profile: Comparison of the reflection coefficients of the proposed design 1
and proposed design 2 scaled to similar dimensions as of proposed design 1
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3.3.5

Far-field Characterization

3.3.5.1 E-Plane Radiation Pattern

Figure 3.33 and Figure 3.34 show the E-plane (XY-plane) co-polarized and cross-polarized
components of the far-field gain of the proposed antenna design 2, respectively, within the
frequency band 1.8 GHz – 4.6 GHz. From Figure 3.33, it is observed that, the main beam is directed
toward end-fire (φ = 90º) or close directions (φ = 100º - 110º), for frequencies up to 4.6 GHz. For
frequencies above 4.6 GHz, the co-polarized back-lobe level becomes very high, having almost
equal peak gain as that of the main lobe (not shown in the Figure). From Figure 3.34, it is observed
that, the cross-polarized components have peak gain of less than -15 dB at frequencies up to 4
GHz, indicating good cross-polarization rejection for the E-plane. The peak gain in the crosspolarized component is equal to or higher than -15 dB for frequencies after 4 GHz.

Figure 3.33 E-plane (XY-plane) co-polarized radiation pattern of the proposed antenna design 2
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Figure 3.34 E-plane (XY-plane) cross-polarized radiation pattern of the proposed antenna design 2

3.3.5.2 H-Plane Radiation Pattern

Figure 3.35 and Figure 3.36 show the H-plane (YZ-plane) co-polarized and cross-polarized
components of the far-field gain of the proposed antenna design 2, respectively, within the
frequency band 1.8 GHz – 4.6 GHz. From Figure 3.35, it is observed that, the main beam is directed
toward end-fire (θ = 90º) direction, for frequencies up to 4.6 GHz. For frequencies above 4.6 GHz,
the peak gain at the co-polarized main lobe drops to almost 0 dB or less (not shown in the Figure).
From Figure 3.36, it is observed that, the cross-polarized components have peak gain of less than
-15 dB at frequencies up to 4 GHz, indicating good cross-polarization rejection for the H-plane.
The peak gain in the cross-polarized component is equal to or higher than -15 dB for frequencies
after 4 GHz.

62

Figure 3.35 H-plane (YZ-plane) co-polarized radiation pattern of the proposed antenna design 2

Figure 3.36 H-plane (YZ-plane) cross-polarized radiation pattern of the proposed antenna design 2
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3.3.5.3 Gain

The peak realized gain of the antenna design 2 is shown in Figure 3.37 for 1 – 6 GHz.
Within the operating frequency range of ~ 1.8 – 5.3 GHz, the maximum and minimum achievable
peak realized gain is found to be ~ 5.6 dB and ~ 1.5 dB, respectively, resulting in an average gain
of ~ 3.55 dB.

Figure 3.37 Peak Realized Gain of the proposed antenna design 2.

3.3.6

Summary

Table 3.3 summarizes the performance of the proposed antenna design 2 in terms of size,
bandwidth, radiation pattern, gain and requirement of matching liquid.
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Table 3.3 Summary of the performance of the proposed antenna design 2
Performance Parameter

Requirement
30.32 mm × 60 mm × 5.76 mm

Size
( 0.18λ × 0.36λ × 0.035λ* )

*

Bandwidth (S11 < -10 dB)

1.8 – 5.3 GHz

Radiation Pattern

Directional up to 4.6 GHz

Average Gain

~ 3.55 dB

Matching liquid/ Coupling medium

Not required

λ = wavelength calculated at the lowest frequency, i.e., 1.8 GHz for free space

3.3.7

Antenna Fabrication and Measurement

A prototype antenna is fabricated for design validation using chemical etching method.
Rogers RT/duroid 6010.2LM laminate having dielectric constant 10.2 and thickness 0.025 inch
(0.64 mm) with 0.5 oz/sqft copper cladding is used as the substrate. Top and bottom layers of the
antipodal antenna structure are aligned by drawing holes into the substrate. An SMA connector is
soldered on the feed line of the antenna for excitation. Finally, Rogers RO 3010 laminate having
dielectric constant 10.2 and thickness 0.1 inch (unclad) is used as the cover/ superstrates. Figure
3.38 shows the fabricated antenna for the antenna design 2 of Figure 3.28.
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Figure 3.38 Fabricated prototype for antenna design 2- (a, b) before attaching cover/ superstrate: (a) top
layer, (b) bottom layer, (c, d) after attaching cover/ superstrate: (c) top layer, (d) bottom layer

The prototype antenna is tested for validation with the simulation results. The reflection
coefficient of the antenna is measured using N5230A PNA-L, and the far field radiation
characteristics are measured inside an anechoic chamber. The measurement results are compared
with the simulation results for validation.
The antenna design 2 is fabricated on the same board as the antenna design 1. Therefore,
similar anomalies have been observed in the fabricated prototype such as- vertical and horizontal
shift between the top and bottom layers due to misalignment, airgap introduced in between the
substrate and superstrates etc. Similar adjustments are made on the simulation for the antenna
design 2 to mimic the fabricated prototype as close as possible. The relative shift between the top
and bottom layers is incorporated into the simulation model of the antenna as 0.5 mm offset along
the length (L) and 1 mm offset along the width (W) of the antenna. For mimicking the issues
associated with the cover/ superstrates, modifications are made in the simulation model as well. A
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uniform airgap of thickness 0.1 mm is introduced between the substrate and superstrate in the
simulation model; however, the actual airgap constitution in the prototype antenna is not supposed
to be of uniform thickness. Horizontal shift of the cover/ superstrates is also incorporated in the
design as inferred from the prototype. Additionally, two rectangular portions of size 5 mm × 5 mm
are cut from the corners of both the top and bottom cover/ superstrates near the feed line, since
similar cut is made on the prototype to accommodate the SMA connector, as can be seen from
Figure 3.38(c, d).
Figure 3.39 demonstrates the reflection coefficient of the fabricated prototype of the antenna
design before and after the cover/ superstrates are attached. The measured reflection coefficients
are compared with that obtained from simulation after addressing the issues mentioned above. The
measurement results show decent agreement with the simulation results except for a shift in
resonant frequency of almost 0.5 GHz at near 5 GHz. This might be because not all the anomalies
in fabricated prototype could be perceived. Also, the offset between top and bottom layers and the
airgap between the substrate and cover/ superstrate could not be inferred to the precise extent.
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Figure 3.39 Comparison of reflection coefficient of the fabricated prototype of antenna design 2 with the
simulation results- (a) before attaching cover/ superstrate, (b) after attaching cover/ superstrate

The far-field radiation pattern of the prototype antenna is measured inside an anechoic
chamber. Figure 3.40 shows the E-plane and H-plane co- and cross-polarized radiation patterns of
the antenna from both measurement results and simulation results at 2.4 GHz, 2.8 GHz, 3.2 GHz,
3.6 GHz and 4 GHz. It is observed that, the cross-polarization levels obtained from both
measurement and simulation results are less than -15 dB at these frequencies. The measured copolarized radiation pattern matches quite closely to that obtained from the simulation toward the
end-fire direction, except only for the E-plane at 4 GHz where the co-polarized radiation toward
end-fire direction deviates from the simulation result. The measured co-polarized radiation pattern
show difference from the simulated pattern toward the backward direction. However, the level of
the field strength is less than -5 dB at all these frequencies toward the backward direction, hence
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the mismatch in the backward radiation does not bear a significant impact on the performance of
the antenna.

Figure 3.40 Comparison of the far-field radiation pattern of the fabricated prototype of antenna design 2 with
the simulation results

The measurement of the gain of the prototype antenna is conducted using absolute gain
measurement technique inside the anechoic chamber using three antenna system with two standard
Horn antennas along with the prototype antenna under test and the PNA. Figure 3.41 shows the
measured gain of the fabricated prototype of antenna design 2 in the end-fire direction with that
obtained from the simulation results. The measured gain shows decent agreement with the
simulation results from almost 2 – 4.5 GHz. However, the measured gain deviates from the
simulation results outside of this frequency range.
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Figure 3.41 Comparison of the end-fire Gain of the fabricated prototype of antenna design 2 with the
simulation results

3.4

Comparison

Table 3.4 presents a comparison of the dimension and operating frequency of the proposed
antenna designs with several other state-of-the-art Vivaldi antenna designs. It is observed from the
Table that Vivaldi antenna designs that resonate at low frequencies (~ 1 – 3 GHz), require large
dimensions. However, several designs have been proposed with reduced dimensions, when a
matching liquid is utilized. One design is found to the best of the author’s knowledge, which shows
low frequency operation with small dimension of the antenna, without reporting the presence of
any matching liquid [27].
Table 3.4 Comparison of the proposed antenna designs with state-of-the-art Vivaldi antenna designs.
Matching
Type of
Ref. - Year

Operating Frequency
Substrate (ϵr)

Dimension (mm3)

Vivaldi

Liquid?
(GHz)

[78] – 2011

Coplanar

FR4 (4.3)

74×42×1.6

5 – 10

No

[79] – 2017

Antipodal

FR4 (4.3)

100×100×1

1–5

No
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Matching
Type of
Ref. - Year

Operating Frequency
Substrate (ϵr)

Dimension (mm3)

Vivaldi

Liquid?
(GHz)

Arlon AD
[80] – 2013

BAVA

94×64×9.14

0.5 – 12

Yes

329.25×153×1.6

0.1 – 1.4

Yes

50×60×1.524

2.06 – 2.61

No

36.3×59.81×0.64

4.87 – 11

No

75×90

1.6 – 15

No

22×40

2.7 – 11

Yes

25×30

1.8 – 10.8

No

(3.234)
[81] – 2013

Antipodal

FR4 (4.3)
Rogers

[82] – 2019

Antipodal

RO4350B
(3.84)
Rogers RO3206

[58] – 2017

Antipodal
(6.15)

[83] – 2018

Antipodal

[29] – 2011

Antipodal

FR4 (4.3)
Rogers RT6010
(10.2)
Rogers RT6010

[27] - 2009

Antipodal
(10.2)

Less than 1 – greater

Rogers RT6010
[30] – 2011

Antipodal

24×24
(10.2)

Yes
than 4

Rogers 3010
[84] – 2014

Antipodal

45×24×1.28

0.6 – 5

Yes

(10.2)
Less than 1 – greater

Rogers RT3010
[85] – 2013

Antipodal

94×110×1.28
(10.2)

No
than 4

Rogers RO3010
[86] – 2012

Antipodal

95×120×1.28

1.1 – 4

No

(10.2)
6.25 – 6.61
[87] - 2019

Coplanar

FR4 (4.3)

30×30×0.8

(in front of Head
model)
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No

Matching
Type of
Ref. - Year

Operating Frequency
Substrate (ϵr)

Dimension (mm3)

Vivaldi

Liquid?
(GHz)

Rogers
[56] - 2021

Antipodal

RT/duroid 6010

60×60×1.905

0.5 – 5

Yes

30.2×44.4×5.76

2.65 – 4.2 GHz

No

30.32×60×5.76

1.8 – 5.3 GHz

No

(10.2)
Rogers
Proposed
Antipodal

RT/duroid 6010

Design 1
(10.2)
Rogers
Proposed
Antipodal

RT/duroid 6010

Design 2
(10.2)

3.5

Conclusion

In this chapter, two miniaturized antipodal Vivaldi antenna designs are proposed for
application in microwave imaging of head. Several design requirements have been taken under
consideration for the antenna designs to be suitable for the intended application. The principles of
designing Vivaldi antennas have been studied and size, bandwidth, and radiation pattern trade-offs
are optimized by incorporating several miniaturization techniques. The proposed antenna design 1
has a dimension of 30.2 × 44.4 × 5.76 mm3, which shows S11 < -10 dB for the frequency range of
~ 2.65 – 4.2 GHz, entailing a bandwidth of ~ 1.55 GHz. The antenna offers end-fire radiation
throughout the entire bandwidth having an average gain of ~ 4.3 dB. The proposed antenna design
2 has a dimension of 30.32 × 60 × 5.76 mm3, which shows S11 < -10 dB for the frequency range
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of ~ 1.8 – 5.3 GHz, entailing a bandwidth of ~ 3.5 GHz. The antenna offers end-fire radiation up
to 4.6 GHz, while having an average gain of ~ 3.55 dB. Both of the proposed antenna designs do
not require any matching/ coupling liquid to aid in achieving low frequency operation. The
performance of the antenna designs is analyzed in terms of reflection coefficient, input impedance,
gain, and radiation pattern. The effects of several critical design parameters, such as- feed
transition length, tapered slot final width, superstrate width and thickness are analyzed for design
1. The effects of antenna dimension scaling and corrugation profile are analyzed for design 2.
Finally, a comparison is presented with both of the proposed antenna designs to several other stateof-the-art Vivaldi antenna designs in terms of size and operating frequency range. It is
demonstrated that both of the proposed antenna designs ensure wideband performance extending
to low frequencies with miniaturized dimensions, while maintaining end-fire radiation. Thus, the
proposed antenna designs can be deemed suitable for the intended application.
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CHAPTER 4:

MICROWAVE IMAGING

4.1

Introduction

Microwave imaging is a non-ionizing and non-invasive technique for monitoring or
detecting hidden or embedded objects within a structure using electromagnetic (EM) waves within
the microwave region (i.e., ~ 300MHz – 300GHz) [88]. The various applications of microwave
imaging involve non-destructive processes at different contexts including security check-in for
detection of concealed weapon, medical diagnostics for detection of malignant tissues within the
body, through-the-wall imaging, structural monitoring etc. [89-92]. In a given subject, different
constituents exhibit different dielectric characteristics at different frequencies, which can be
translated into a thermal contrast within the subject, amplitude variation, phase shift or time delay
of propagating wave at microwave frequencies etc. Microwave signals travel with different
velocities in different dielectric mediums and part of the signal gets reflected from the boundary
between two mediums. These properties can be exploited for detection of anomaly or malignancy
within the subject by microwave imaging technique. Other frequency bands of electromagnetic
spectrum could also exploit the contrast in dielectric properties of different mediums. However,
the lower frequency bands are required for good penetration depth into the subject, whereas the
higher frequencies provide good image resolution. Microwave frequencies can provide good
compromise between the trade-offs relating to the resolution and penetration depth [93].
Furthermore, microwave frequencies offer non-ionizing radiation, which can be deemed viable
from the safety perspectives as well.
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In this chapter, the types, requirements, and challenges of microwave imaging techniques
along with the steps involved in the process are described in detail.

4.2

Types of Microwave Imaging Techniques

Microwave imaging techniques can be classified into three types- Passive, Hybrid and
Active.
Passive Microwave Imaging: In passive microwave imaging technique, microwave
energy is utilized to increase the temperature of the subject area. The temperature of regions with
different dielectric properties increase at different rates, which could be imaged using the
microwave radiometric imaging method [94]. The temperature profile of the subject is studied and
regions with evident temperature contrasts are noted- the high temperature regions indicate
presence of an anomaly [95].
Hybrid Microwave Imaging: In the hybrid microwave imaging technique, acoustic waves
are incorporated along with microwaves for detection of a malignancy. Under microwave
radiation, malignant tissues such as tumors absorb more energy and expand more than normal
tissue. This produces pressure waves which can be detected using ultrasound transducers and thus
allowing the presence of the anomaly to be detected [96].
Active Microwave Imaging: In active microwave imaging technique, the scattering
phenomena of microwave signals from the boundary of two different medium is exploited for
detection of malignancy inside a subject. This technique is based on the principle that while
travelling through a heterogeneous medium, as the electromagnetic wave reaches the boundary of
two different regions, only a portion of the signal continues to travel in the forward direction, while
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rest of the signal gets reflected due to the mismatch of intrinsic impedances of the two mediums
[23]. Larger difference in dielectric properties between the two regions produces stronger
reflection, and vice versa. Therefore, presence of unusually large energy of the backscattered
signal than the clutter (that could be generated from the usual heterogeneity of the structure), can
indicate the presence of an anomaly. Furthermore, the backscattered signals can be processed for
localization of the anomaly in the temporal and spatial domain [19].
Active microwave imaging technique can be divided into two different categories:
Quantitative and Qualitative. Quantitative microwave imaging technique is known as
tomography [5, 36, 97, 98], where the backscattered signals are utilized to reconstruct an image of
the dielectric constant/ conductivity distribution over the spatial domain, using inverse scattering
method [99]. Qualitative microwave imaging technique is also familiar as radar-based imaging
[19, 30, 35, 93, 100, 101], which aims at the detection of the presence of a strong scatterer inside
the subject. In this method, the backscattered signals are processed to translate the location of the
backscatter into temporal and spatial domain localization of the anomaly [19].

4.3

Microwave Brain Imaging- Historical Overview

Active microwave imaging for brain has started gaining researchers’ focus not too long
ago. Lawrence Livermore National Lab demonstrated the first prototype microwave hematoma
detector on 2000 [102]. Dr. Persson’s group from Chalmers University of Technology introduced
an array of antenna for brain monitoring on 2008 [103], and proposed a helmet-like structure
equipped with antenna array [17, 104, 105]. Further modifications and improvements to this
structure were made which resulted in the prototype head imaging systems- Strokefinder R10 and
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Strokefinder MD100, developed for TBI (Traumatic Brain Injury) diagnosis by Medfield
Diagnostics AB, a spin-off company in Göteborg, Sweden [105].
Prof. Semenov’s group from Keele University published tomography based image
reconstruction on 2008 [106]. Prof. Semenov, in collaboration with Prof. Pichot and colleagues
from Universite Cote d’Azur in France, founded the company EMTensor GmbH at Vienna, Austria
in 2012, where prototype head-imaging systems [107-110] have been developed based on Prof.
Semenovs earlier works on tomography at Keele University.
Extensive research on radar-based brain imaging has been remarked by Dr. Abbosh’s group
at University of Queensland, Australia. Their works entail antenna design and prototype
development [29, 30, 86], numerical modeling of head permittivity [100, 111], imaging system
design [100, 112-115], processing and imaging algorithm development [85, 116, 117] etc.
Differential microwave brain imaging for continued monitoring of brain stroke condition
has been investigated by researchers from Spain and Italy [118, 119]. Group of researchers from
Turkey including Dr. Çayören and Prof. Akduman published works on continuous monitoring of
brain using Contrast Source Inversion (CSI) method [120], and reported a series of experiments
dictating both quantitative (CSI, TSVD) and qualitative (LSM, FM) approaches for differential
microwave brain imaging [121].
Concentration is also being paid toward the development of multi-modal imaging platform
involving Microwave Imaging along with MRI (Microwave Resonance Imaging) [122]. MRI is a
well-established standard imaging modality with the capability of providing detailed information
of brain geometry, which can be utilized as the basis for Microwave Imaging [123] by providing
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priori information of electrical property distribution, enabling rapid and continued monitoring of
brain health.
Research on the microwave brain imaging regime is ongoing and involves designing and
prototyping of suitable antenna, modeling, and imaging system design, along with development of
improved algorithms for imaging. However, this research has not matured yet and requires
extensive experimental and subject-oriented pilot testing for clinical approval.

4.4

Requirements for Microwave Imaging of the Head

The requirements for designing a microwave imaging system related to the level of
radiation power, frequency range of operation, and antenna design constraints are described in this
section.

4.4.1

Radiation Power

There are guidelines on safe exposure limits for non-ionizing radiation by ICNIRP [124].
IEEE also defines Standard for Safety Levels with Respect to Human Exposure to Electric,
Magnetic, and Electromagnetic Fields, 0 Hz to 300 GHz (IEEE Std C95.1) [125]. As per this
standard, the electromagnetic field exposure should be kept below the reference levels/ Maximum
Permissible Level (MPE) to ensure safety of human tissue.
The dosimetric reference levels (DRL) of SAR for local and whole-body exposure in both
unrestricted/ uncontrolled environment (locations where people, e.g. general public, do not have
control or knowledge of the level of the exposure [126]) and restricted/ controlled environment
(locations where people, e.g. employee or patient, are cognizant of potential exposure levels above
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the MPEs for the uncontrolled environment, but below the MPEs for the controlled environment
[126]) as per the IEEE Std C95.1 are provided in Table 4.1 [125].
Table 4.1 DRLs (100 kHz to 6 GHz) [125]

Conditions

Whole-body exposure
Local exposure (head and torso)2

Persons in unrestricted

Persons permitted in restricted

environments

environments

SAR (W/Kg)1

SAR (W/Kg)1

0.08

0.4

2

10

1

SAR is averaged over 30 min for whole-body exposure and 6 min for local exposure.

2

Averaged over any 10g of tissue (defined as a tissue volume in the shape of a cube)

The local exposure reference levels (ERL) for people in restricted/ controlled environments
as per the IEEE Std C95.1 are shown in Table 4.2 [125].
Table 4.2 Local Exposure ERLs for persons permitted in restricted environments (100 kHz to 6 GHz) [125]
Electric field

Magnetic field

strength

strength

(E)1,2,3,4 (V/m)

(H)1,2,3,4 (A/m)

0.1 to 1.0

4119

1.0 to 30

Power density (S)1,2,3,4 (W/m2)

Frequency range
(MHz)

SE

SH

36.4/fM

45000

500000/fM2

4119/fM

36.4/fM

45000/fM2

500000/fM2

30 to 100

137.3

36.4/fM

50

500000/fM2

100 to 400

47.3 × fM0.232

0.125 × fM0.232

5.93 × fM0.463

400 to 2000

-

-

5.93 × fM0.463

2000 to 6000

-

-

200
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NOTE 1 – Below 6 GHz, portable devices are typically tested for DRL compliance.
NOTE 2 – SE and SH are plane-wave-equivalent power density values, based on electric and magnetic field strength respectively,
and are commonly used as a convenient comparison with ERLs at higher frequencies.
1

Determined in air at the location of the body surface.

2

Spatial and temporal peaks averaged over 6 min.

3

fM is the frequency in MHz.

4

The E, H, and S values are rms values unperturbed by the presence of the body.

4.4.2

Frequency Band

Appropriate reconstruction of image that maximize the detectability of anomaly/
malignancy in the imaging region, i.e., head depends on the choice of frequency band used for
imaging. To ensure successful detection, two facts are of primary importance- penetration depth
and resolution [127]. Penetration depth of the incident signal into the head should be large enough
so that the backscattered signal can carry out significant information from deeper regions of the
head. Resolution of the reconstructed image should be high enough to provide good distinction
between small regions within the head interior.
Both of these facts can be affected depending on the frequency range used for the imaging.
Low frequency signals provide larger penetration depth than high frequency signals; however, they
have wider period in the time domain which can overlap responses from closely spaced regions,
thus reducing the resolution of the image. On the other hand, high frequency signals provide higher
resolution of the reconstructed image than low frequency signals, due to having narrower period
in the time domain; however, the penetration depth is lower at higher frequencies. Hence, the
choice of frequency band should be such that a good compromise is achieved between these
contradictory requirements of penetration depth and spatial resolution.
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Very low frequencies (10 kHz to 1 MHz) are convenient for electrical impedance tomography
[128], whereas, very high frequencies (optical frequencies) are suitable for near infrared
tomography [129]. Generally for microwave imaging, the frequency range of 1 – 10 GHz is
considered to provide rational compromise between the penetration depth and spatial resolution
[93]. Particularly for brain imaging, different frequency ranges offer different impact due to the
structure and electrical properties of different constituent regions of the brain. For 1.5 – 2.5 GHz,
there is a noticeable difference among the dielectric constants of the skin, fat layer, skull and CSF;
which creates strong reflections in this frequency range [127]. At high frequencies, the penetration
depth is very low, especially for the grey and white matters due to having high dielectric constants.
While, frequencies below 600 MHz offer very low spatial resolution, and hence may not be
suitable for detecting small anomalies [127]. Therefore, the frequency range of 0.6 – 1.5 GHz can
be deemed to be a convenient frequency band for microwave imaging of head [127]. However,
frequencies outside of this range, even if not considered to be the most convenient case, may also
be utilized for this purpose, to compromise between the design constraints and reconstructed image
quality [85, 100, 130].

4.4.3

Antenna

The antenna used for transmitting incident signal and receiving backscattered signal from
the head has to be designed following some specific requirements, related to the physical
dimension, bandwidth, radiation pattern etc. The antenna needs to have miniaturized geometry
with wideband operation in the low frequency range. Furthermore, the antenna should provide
directional radiation pattern with reasonable gain. The rationale for each of these requirements are
illustrated in section 2.5.1, hence these are not repeated here.
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4.5

Imaging System Design

The basic components of a microwave head imaging system include: the subject (i.e., head)
or phantom or numerical model of the head, data acquisition system (antenna), measurement
system, and a data processing system. Here, each of these components is discussed in detail.

4.5.1

Modeling

Cole-Cole model: The phantom used for experiment, or the numerical model used for
simulation should mimic the electrical properties and geometry of the head. The dispersion and
absorption properties of head tissues can be represented using single-pole Cole-Cole model [131]

𝜀 ∗ (𝜔) − 𝜀∞ =

(𝜀0 − 𝜀∞ )
1 + (𝑗𝜔𝜏)1−𝛼

(4.1)

Here, 𝜀 ∗ (𝜔) is the frequency-dependent complex dielectric constant, 𝜀0 and 𝜀∞ are the dielectric
constants at 𝜔 = 0 𝑎𝑛𝑑 ∞, respectively, 𝜔 is the angular frequency, and 𝜏 is the relaxation time.
The parameter 𝛼 is an experimentally determined correction factor and can take the values between
0 and 1. When 𝛼 = 0, equation (4.1) reduces to the Debye model.
Debye model: The two pole Debye model can be expressed as [132]2

𝜎
∆𝜀𝑘
𝜎0
𝜀 ∗ (𝜔) = 𝜀 ′ − 𝑗𝜀 ′′ = 𝜀 ′ − 𝑗
= 𝜀∞ + ∑
+
𝜔𝜀0
1 + 𝑗𝜔𝜏𝑘 𝑗𝜔𝜀0

(4.2)

𝑘=1

Here, 𝜀 ′ and 𝜀 ′′ are the real and imaginary parts of the complex dielectric constant, 𝜀 ∗ ; 𝜀0 is the
permittivity of free space; ∆𝜀𝑘 and 𝜏𝑘 are the strengths and relaxation times for Debye dispersion
for k = 1 and 2; 𝜎0 and 𝜎 are the electric conductivities at dc and 𝜔, respectively.
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Due to the complexity of separation of real and imaginary parts of the complex dielectric
constant in the Cole-Cole model, the simpler Debye model can be utilized for head modeling.

4.5.2

Data Acquisition System

For real time acquisition of backscattered signal data from the imaging domain, i.e., head,
an antenna can be utilized as the data acquisition unit for transmitting and receiving signals. The
antenna can be arranged around the head for data acquisition in two different approaches: 1) monostatic approach and 2) multi-static approach.
In mono-static approach, only one antenna is used to transmit signal that causes the
incidence of waveform at microwave frequencies into the imaging space, and the same antenna is
used to receive the backscattered signal from the imaging space [133]. Figure 4.1 illustrates the
system setup for mono-static approach. Here, one antenna is placed near the head model, which
rotates around the head in a path shown by the dotted line. A control unit can control the rotation
of the antenna to the positions from where the scan is to be done. An appropriate measurement
unit, such as- voltage network analyzer (VNA), can be connected to the antenna port for measuring
the backward reflection data from the antenna. Thus, in mono-static approach, for N positions of
the antenna around the head, N number of reflected signals (e.g., S11) can be accumulated. This
data can be processed by a data processing unit, such as a computer, for generating an image of
the imaging region.
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Figure 4.1 Microwave imaging system setup using mono-static approach.

In multi-static approach, an array of antennas can be placed around the head, where one
antenna transmits signal into the imaging region, and all the antennas are used to receive the
scattered signal [134-136]. Figure 4.2 illustrates the system setup for multi-static approach. Here,
an array of antenna is placed around the head model, where each antenna takes turn to act as the
transmitter at a time, while all the antennas are used as the receiver every time. A switching control
unit can activate an antenna as the transmitter and terminate all the other antennas with passive
ports to work as the receivers. This control unit can sequentially change the activation of different
antennas as the transmitter, thus enabling the multi-static mode of operation. An appropriate
measurement unit, such as- voltage network analyzer (VNA), can be connected to the control unit
output for obtaining the data from different antennas which is selected by the switching control
unit. Thus, in multi-static approach, for an array of N antennas around the head, N2 number of
signals can be accumulated, which include N number of reflected signal data (e.g., S11) and N(N1) number of transmitted signal data (e.g., S21). This data can be processed by a data processing
unit, such as a computer, for generating an image of the imaging region.
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Figure 4.2 Microwave imaging system setup using multi-static approach.

4.5.3

Measurement System

Backscattered data from the imaging domain can be obtained by measuring either the backward
scattering signal (S11), or the forward transmission data (S21) or both [95]. The measurement of
the scattered signal can be done either in time domain or in frequency domain.
Frequency-domain measurements can usually be done using voltage network analyzers
(VNA). The advantages of frequency-domain measurements over time-domain measurements are
as follows
-

simpler experimental setup,

-

no need of separate pulse generation or recording unit [134],

-

error correction by using known standards [137],

-

better signal-to-noise ratio (SNR) [138],

-

no jitter and zero-level drift [137, 138]
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-

ability to simulate the reflection or transmission response due to different types of incident
waveforms [138] etc.

Time-domain measurements can be done using time-domain reflectometers [138]. Voltage
network analyzers (VNA) usually have time-domain reflectometry (TDR) option available, with
step-frequency pulse synthesis capability [139]. The advantages of time-domain measurements
over frequency-domain measurements are as follows-

reduced signal processing [138],

-

higher scan speed [134],

-

cost-effective [134] etc.

4.5.4

Data Processing

The measured data needs to go through the following processing steps for obtaining the
image of the head: 1) Artifact removal, and 2) Image reconstruction.

4.5.4.1 Artifact Removal
The measured backscattered signal is composed of the background reflection from the
surroundings, antenna reverberation and mutual coupling (for array of antennas in multi-static
approach), reflection from the head boundary (including air-skin reflections, multi-reflections
from the skin-skull-CSF multilayered structure of the head boundary), clutter from the head
interior due to the heterogeneous head tissues and the reflection from any malignancy/ anomaly
(if present). Here, the reflection from the malignant tissues is the signal of interest (SOI), while all
the other constituents are considered as artifacts. Among the artifacts, the antenna mutual
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coupling or reverberations can be removed by subtracting reflected signal obtained from the
same system with antenna only, i.e., without the presence of the subject (e.g., head) [18, 19, 135].
The background reflections and clutter are ubiquitous, and can be removed by using the average
subtraction method [19, 140], which subtracts the average of the reflected signals from all the
channels (i.e., antennas) from each channel’s data; or difference subtraction method [72, 141],
which subtracts the adjacent channel’s reflection from each channel’s data; or a priori data
subtraction method [142-144], which subtracts reflected signal obtained from priori information
by using an anomaly-free model of the subject (e.g. head) etc. The reflection from the head
boundary is the largest artifact arising from the subject (e.g., head), which prevails during the
initial portion of time and is orders of magnitude larger than the clutter or reflections from the
anomaly (i.e., signal of interest), therefore it can obfuscate the signal of interest, if not removed
properly. The background and clutter removal methods partly remove the head boundary
reflection, assuming the distance of each antenna from the head boundary is the same, and the head
boundary is uniform and symmetrical. However, these methods may not be able to fully eliminate
the head boundary reflections, since it is much larger in magnitude, or may be impractical when
the anomaly is close to the surface (shallow targets), or when the head reflections prevail for a
longer time overlapping the signal of interest. Therefore, many methods have been reported in the
literature for removal of air-skin (i.e., air-head) reflection including- time gating [101, 145], where
the initial portion of the reflected signal is removed using a time window; Weiner filtering [101],
where each channel’s skin reflection is calculated as a filtered combination of all the other
channels’ reflections; entropy based windowing [146], where a measure of similarity among
reflections from different channels is defined as ‘entropy’ and portion of reflected signal having
higher entropy than a threshold, i.e., high similarity, is removed; hybrid method [147], which
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combines the concepts of entropy based windowing along with the Weiner filtering; singular value
decomposition (SVD) [148, 149], where singular values of the reflected signals or the eigenvalues
of the signal covariance matrix are calculated and the reflected signals are reconstructed after
removing the eigenvalues corresponding to the highly correlated part of the signals; spatial filtering
[150, 151], where the reflected signals are transformed to spatial frequency domain and clutter is
removed by removing spatial zero- and low-frequency components etc.

4.5.4.2 Image Reconstruction
The processed signals are utilized to generate a reconstructed image of the region of interest
(e.g., head) using image reconstruction algorithms. Extensive research can be found in the
literature investigating various approach for image reconstruction in both time-domain and
frequency-domain. The algorithms can be classified as data-independent or data-dependent
methods.
Data-independent imaging algorithms: Among the data-independent imaging
algorithms, one popular approach is the confocal microwave imaging (CMI) algorithm [19], where
the artifact free time-domain signals are at first compensated for radial spreading and then
synthetically focused using delay-and-sum (DAS) method by alignment (by time shifting) and
coherent summation of the reflected signals. Many variants of this approach have been proposed
for improving the image quality, such as delay-multiply-and-sum (DMAS) method [143], in which
the time shifted signals are multiplied in pairs and their products are summed for synthetic
focusing; Improved-delay-and-sum (IDAS) method [152], in which a quality factor is introduced
as a heuristic weighting factor to multiply the compensated signals with greater weight if they have
similar energy; Modified-weighted-delay-and-sum (MWDAS) method [144], in which the
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instantaneous average of the time-shifted signals is used as the weighting factor to enhance the
target response and suppress clutter.
More sophisticated algorithms for weight vector calculation are also found in the literature.
In Space-Time Beamforming (MIST) [101], the weighted combination of the time-shifted signals
is calculated and the weights are estimated with the aim of passing signals from each candidate
location with unity gain and linear phase shift, for compensation of frequency-dependent
propagation dispersion and fine alignment of the time-shifted signals. In Robust Artifact Resistant
algorithm (RAR) [142], correlations between adjacent pairs of time-shifted signals are estimated
and the weight vector is calculated by summing the major correlation coefficients. In FilteredDelay-and-Sum (FDAS) algorithm [135, 153], the distance-dependent dispersion and attenuation
effects are compensated by using both dispersive and non-dispersive models of the subject (i.e.,
breast) and using the two sets of reflected signals obtained from these two models to calculate a
distance-dependent FIR filter.
DAS method is also applied for frequency-domain processing of the reflected signals, such
as- Phase confocal method (PCM) [154], in which only the phase information is used while the
amplitude information is discarded while generating the reconstructed image by shifting the phases
of the reflected signals at each frequency to compensate the propagation effect and using the
variance among the compensated phases, based on the fact that, signals reflected from the target
position should have smaller phase variance after the phases of received signals at all the channels
are shifted to the corresponding point of origin/ excitation; Phase-shift-and-sum (PSAS) method
[155], in which both amplitude and phase information are incorporated for compensation and
reconstruction of image from the frequency-domain data of the reflected signals. Space-Time
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Beamforming (MIST) method is also applied in the frequency-domain [156], where the frequencydomain weight vectors can be calculated without matrix inversion, which is required for timedomain weight vector estimation [101].
Data-dependent imaging algorithms: Among the data-dependent imaging algorithms,
Robust Capon beamforming (RCB), Multi-static Adaptive Microwave Imaging (MAMI),
Generalized Likelihood Ratio Test (GLRT) etc. are some promising algorithms. Robust Capon
Beamforming method [157] is extended based on Standard Capon Beamformer (SCB) [158],
where a weight vector is data-adaptively calculated to minimize array output power (i.e., power of
reflected signals) provided the target signal (SOI) remains undistorted. However, SCB fails to
provide good interference rejection when the array steering vector, i.e., the power of SOI is
unknown. RCB aims at overcoming this limit of SCB to precisely determine the SOI power with
imprecise knowledge of array steering vector, by defining a covariance fitting problem under an
ellipsoidal uncertainty set, which determines the largest possible SOI power that can be a part of
the signal covariance matrix. Multi-static Adaptive Microwave Imaging (MAMI) algorithm [136]
extends the RCB approach for multi-static case in two stages. In the first stage, the RCB algorithm
is used to estimate backscattered signals from a candidate location at all the channels (i.e., antenna
positions). In the second stage, the RCB algorithm is used again to estimate a single backscattered
waveform for that candidate location from all the backscattered signals obtained in the first stage.
In Generalized Likelihood Ratio Test (GLRT) algorithm [159], two hypotheses are formulated for
accepting or rejecting the likelihood of the presence of anomaly (tumor) at a candidate position,
and the detection is accomplished if the ‘likelihood ratio’ between the estimates of some
parameters (amplitude scaling factor and power levels of SOI) in the two hypotheses are above a
certain threshold.
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4.6

Challenges in Microwave Imaging of Head

The major challenges associated with the microwave imaging of head are twofold: 1)
challenges in antenna design; and 2) challenges in imaging. These can be deemed as two mutually
exclusive fields for extensive research, having cumulative impact on the design of an effective
imaging modality. In this section the challenges in these two areas are discussed.

4.6.1

Challenges in Antenna Design

The challenges in the design of a suitable antenna for microwave imaging purposes depend
mostly on the region of interest (i.e., head, breast, bone, lungs etc.), the application, such as the
type of target (tumor, blood, water etc.), penetration depth (deep-seated or shallow etc.), data
acquisition system (i.e., mono-static or multi-static,), system requirement (i.e., portability) etc.
The region of interest imposes stringent requirements on the frequency bandwidth of the
antenna. In the context of head imaging, due to having high permittivity of head tissues, the
penetration depth of microwave signals in the head is very small. Hence, the antenna needs to
resonate at lower band of microwave frequencies, as well as provide a wide bandwidth to ensure
good resolution of the image. For portable setups or multi-static modality, the antenna size requires
to be small, so that it can be accommodated in a small compartment, or an array can be constructed
with larger number of antennas. These factors impose some intricate challenges for antenna design.
These challenges are discussed in detail in section 2.5.2.
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4.6.2

Challenges in Imaging

Some of the challenges associated with the microwave head imaging process are described
below:
Challenges related to brain structure:
-

Due to the multilayer structure of the head boundary containing skin, skull, cerebrospinal fluid
(CSF), the air-head reflections may prevail for a long duration in the early time content of the
backscattered signal. This may require much complex artifact removal algorithm in case of
detecting shallow objects which lie close to the head boundary, as it may get completely
overlapped by the air-head reflections.

-

The heterogeneity of brain is more complex than the other parts of the body (e.g., breast, bone,
lungs) due to having several different tissue types, e.g.- grey matter, white matter etc. This
heterogeneous structure causes substantial amount of clutter arising from inside the head which
may make the detection of anomaly more challenging.

-

The dielectric properties of brain tissues are very high, e.g., relative permittivity of grey matter
and white matter are ~ 47 and 35, respectively at 3.6 GHz. This results in very high attenuation
of microwave signals inside the brain, which causes difficulty in detection of deep-seated
anomaly.

-

Detection of blood clot inside head is more challenging because of the fact that, the contrast of
the relative permittivities of grey matter (~ 47 at 3.6 GHz) and white matter (~ 35 at 3.6 GHz)
with that of blood (~ 56 at 3.6 GHz) is not much pronounced. The ratio of the relative
permittivity of grey matter and blood is about 1:1.2 and that of white matter and blood is about
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1:1.6. Due to this small ratio, significant reflection may not arise from the blood clot inside the
head.
Challenges related to system setup:
-

Due to the associated mechanical rotation in monostatic approach, precise rotation of the
antenna might not be ensured. This can infuse error in the distance, attenuation, phase-shift or
time-delay calculations.

-

In the multi-static approach, the switching matrix may lead to additional degradation of signalto-noise ratio. Furthermore, mutual coupling between adjacent antennas in the antenna array
can increase interference in the reflected signal [160]. Large number of antennas should be
used in the array for better resolution of the image [100]. However, having large number of
antennas increases the system size of the portable setup and may require complicated hardware
and switching mechanism.

-

Precise positioning of the head may not be ensured throughout the experimentation time, due
to subject movement.

-

The high attenuation of microwave signal inside brain tissues can cause the signal strength of
the reflected signal from the target fall below the noise floor of the measurement instrument
(e.g., VNA). Therefore, very high precision and high dynamic range characterizations are
required for the employed instrument for measurement.

-

In time domain measurement systems, failure to generate precise excitation signal, or jitter or
zero level drift may cause erroneous measurement.

-

For longer measurement time, the calibration of the measurement instrument may not remain
constant, requiring to re-calibrate or resulting in erroneous measurement.
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-

The background noise level arising from the surrounding needs to be small enough so as not
to obfuscate the original signal of interest.

4.7

Conclusion

In this chapter, the fundamental concepts related to microwave imaging of head is presented.
Different types of microwave imaging techniques are explained, and the historical overview of
microwave imaging of head is presented for the two types of active microwave imaging techniques
– tomography and radar-based imaging. Next the requirements for designing system for head
imaging are described, followed by the description of each component of a complete microwave
imaging system design including- modeling, data acquisition system, measurement system, data
processing etc. Finally, some of the challenges associated with microwave imaging of head, related
to head structure and system setup, are mentioned.
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CHAPTER 5:
MICROWAVE HEAD IMAGING SYSTEM FOR
DETECTION OF BLOOD CLOTS INSIDE THE BRAIN
5.1

Introduction

In this chapter, a microwave head imaging system is presented based on a quarter head
scanning approach. The proposed antennas are utilized to scan a non-dispersive head model, with
and without the presence of blood clot regions, using this head imaging system. The reflected
signals obtained are processed to reconstruct images of the head, for detection of the presence and
approximate location of the blood clots inside the brain. The following sections describe the
detailed head managing system and imaging algorithm incorporated in the detection process.

5.2

Microwave Head Imaging System

A head imaging system based on focusing on a quarter portion of the head is presented in this
section. For the purpose of imaging, the imaging region is divided into four quarters Q1, Q2, Q3
and Q4 as shown in Figure 5.1a. For complete scanning of the head, the antenna is placed in front
of each quarter at nine consecutive positions, with 10º angular separation. Hence, the positions of
the antenna in front of each quarter are shown in Figure 5.1(b-e), with the following angular
locations - quarter 1 (Q1): from 0˚ to 80˚, quarter 2 (Q2): from 90˚ to 170˚, quarter 3 (Q3): from
180˚ to 260˚, quarter 4 (Q4): from 270˚ to 350˚.
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Figure 5.1 Quarter head scanning based imaging system: (a) Division of the imaging region into four
quarters, and placement of 9 antennas in front of (b) Quarter 1, (c) Quarter 2, (d) Quarter 3, (e) Quarter 4.

The reflected signals accumulated by scanning from all the nine positions in a monostatic
approach are used to reconstruct an image of the head cross-section at each quarter, one at a time.
Therefore, four separate images are obtained, where each image focuses on the respective quarter
of the head that is scanned. Figure 5.2 shows the focusing region in each of the four reconstructed
images obtained by scanning through each quarter.

Figure 5.2 Focusing region on each of the four separate reconstructed images of the head, obtained by
scanning through each quarter.

The detection of the presence of any anomaly, i.e., blood clot, tumor etc., within the head
region is performed by comparative analysis among the four reconstructed images of the head in
terms of signal intensity. If a strong scatterer, e.g., blood clot, is present in a quarter of the head,
then the reconstructed image which focuses on that quarter should exhibit a higher intensity
compared to the images focusing on the other quarters. Hence, based on the comparative analysis
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of the four images, probable presence and approximate location of an anomaly could be suspected
in that quarter.

5.3

System Setup

To validate the effectiveness of the head imaging system presented in section 5.2, along with
the feasibility of the proposed antennas presented in sections 3.2 and 3.3 for the intended
application of detection of blood clots inside the brain, a frequency non-dispersive numerical head
model, with and without the presence of blood clot regions, is incorporated. The antenna is utilized
for transmission of electromagnetic waves through the head model and for the reception of
backscattered signals from the head using the quarter-head based scanning system by monostatic
approach. The system is simulated using ANSOFT HFSS software and the scattering parameter
(S11) is recorded at each frequency within the selected range of operation.
Figure 5.3 shows the system setup for accumulation of backscattered signal from a head
model by using the proposed antenna 1. The distance of the antenna from the head boundary is set
to keep the head in the far-field of the antenna for the entire frequency range of scanning. In HFSS,
the antenna is excited using a wave-port. A radiation boundary is set which terminates at the port
as the antenna does not create significant radiation in the backward direction; whereas, the distance
of the radiation boundary from the antenna in the other two non-endfire directions is set to be
slightly greater than λ/4, and that in the end-fire direction is set to be greater than λ to accommodate
the head model (λ is the wavelength at the lowest frequency in the range of operation).
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Figure 5.3 System setup for accumulation of backscattered signal from a head model by using the proposed
antenna

5.3.1

Modeling of Head Tissues

A 3D numerical model is employed for the head in the simulation system, as shown in Figure
5.3. The head is considered to be a sphere with radius 8cm. For minimizing simulation time, a
volumetric cross-section of the head with thickness 4cm is investigated instead of the entire head.
The head is modeled as a homogeneous region with effective relative permittivity, ɛr = 40,
dielectric loss tangent, tanδ = 0.27653, bulk conductivity = 2.228 S/m and mass density = 1042.67
kg/m3. The blood clot (anomaly) is modeled as a coagulated blood region with ɛr = 56.353,
dielectric loss tangent, tanδ = 0.32575, bulk conductivity = 3.6764 S/m and density = 1080 kg/m3
(the average density of human blood is ~ 1060 kg/m3, the density of the blood clot is assumed to
be greater than average for modeling coagulated blood). The values for all the dielectric constants
and conductivities are assumed to be constant over the operating frequency range and are
calculated using the 4 pole dispersive Cole-Cole model [131, 161] at 3.6 GHz. Here, the ratio of
dielectric constants of head to blood clot is 1:1.4 and that of the bulk conductivities is 1:1.65.
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5.3.2

Excitation Power

In the United States and Canada, the Federal Communications Commission (FCC) has
adopted the SAR limit to be 1.6 W/kg averaged over a volume of 1 gram of tissue [162]. In Europe,
the council of European Union (EU) has adopted the SAR limit to be 2 W/kg averaged over a
volume of 10 grams of tissue [163]. In order to validate the level of exposure on the head model
due to the radiation from the proposed antennas under the system setup of section 5.3, the SAR
values in the head model are plotted at frequencies from 2.85 GHz to 3.25 GHz using ANSOFT
HFSS software. The antenna excitation power is kept at 1W for the simulations. Lower level of
excitation power could be used in practical setup to ensure safe exposure as per the FCC or EU
limits.
Table 5.1 shows the plots of both 1g and 10g averaged SAR values on the head model for
the imaging system setup using the proposed antenna 1 with 1W excitation power. It can be seen
that, the maximum value of the SAR on the head tissues remains less than 2 W/Kg for 10g averaged
SAR at the different frequencies. However, for 1g averaged SAR, the maximum value of the SAR
is above 1.6 W/Kg for all these frequencies. Hence, lower excitation power needs to be used for
reducing the SAR. It is observed that, the SAR value varies with a linearly proportional relation to
the excitation power. Hence, the maximum permissible excitation power is estimated for each
frequency as shown in Table 5.2. It is seen that, the lowest value for maximum permissible
excitation power, estimated for maintaining the safe level of 1g averaged SAR, is 0.61W at 3.15
GHz. Therefore, the proposed antenna 1 should be excited with less than or equal to 0.61W or
~27dBm for ensuring safe exposure at these frequencies. Typical maximum power output rating
of state-of-the-art VNA or PNA is much less than this level (e.g. 10 dBm for N5230A PNA-L)
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[164, 165]. Therefore, assuming the antenna is not driven by any amplifier connected at the port
of the VNA, safe level of radiation could be ensured due to the lower excitation power provided
by the VNA.
Table 5.1 1g and 10g Averaged SAR on the head model in the system setup with proposed antenna 1
Frequency

1g Averaged SAR

10g Averaged SAR

2.85 GHz

2.95 GHz

3.05 GHz
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Frequency

1g Averaged SAR

10g Averaged SAR

3.15 GHz

3.25 GHz

Table 5.2 Maximum permissible excitation power to the proposed antenna 1 for maintaining safe radiation
exposure level in the head
Maximum permissible excitation power (W)
Frequency (GHz)
(for 1g averaged SAR)

(for 10g averaged SAR)

2.85

0.97

2.05

2.95

0.65

1.37

3.05

0.96

2.02

3.15

0.61

1.29

3.25

0.92

1.94
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Similarly, for the proposed antenna 2, Table 5.3 shows the plots of both 1g and 10g averaged
SAR values on the head model for the imaging system setup with 1W excitation power. It can be
seen that, the maximum value of the SAR on the head tissues remains less than 1.6 W/Kg for 1g
averaged SAR, and less than 2 W/Kg for 10g averaged SAR at the different frequencies. Again,
noting that the SAR value varies linearly with the excitation power, the maximum permissible
excitation power is estimated for each frequency as shown in Table 5.4. It is seen that, the lowest
value for maximum permissible excitation power for maintaining the safe level of 1g averaged
SAR is 1.54W at 2.85 GHz. Therefore, the proposed antenna 2 in the system setup of section 5.3
should be excited with less than or equal to 1.54W or ~32dBm for ensuring safe exposure at these
frequencies. Typical maximum power output rating of state-of-the-art VNA or PNA is much less
than this level (e.g. 10 dBm for N5230A PNA-L) [164, 165]. Therefore, assuming the antenna is
not driven by any amplifier connected at the port of the VNA, safe level of radiation could be
ensured due to the lower excitation power provided by the VNA.

Table 5.3 1g and 10g Averaged SAR on the head model in the system setup with proposed antenna 2
Frequency

1g Averaged SAR

10g Averaged SAR

2.85 GHz
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Frequency

1g Averaged SAR

10g Averaged SAR

2.95 GHz

3.05 GHz

3.15 GHz

3.25 GHz
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Table 5.4 Maximum permissible excitation power to the proposed antenna 2 for maintaining safe radiation
exposure level in the head
Maximum permissible excitation power (W)
Frequency (GHz)
(for 1g averaged SAR)

(for 10g averaged SAR)

2.85

1.54

3.53

2.95

1.57

3.63

3.05

1.68

3.89

3.15

1.84

4.23

3.25

1.9

4.39

Other factors limiting the excitation power to the antenna include dielectric breakdown in
the substrate material under high electric field, melting of antenna copper layers due to excessive
heat dissipation at high power level etc. However, typical VNA excitation power does not face
these risk factors, and also driving the antenna with high power amplifier is not usual for such
application of microwave imaging. Hence, the safe excitation limit in terms of these factors is not
investigated in this work.

5.4

Image Reconstruction

The steps involved in the image reconstruction process is delineated in Figure 5.4 starting
from the data acquisition to image formation.
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Figure 5.4 Steps for Image Reconstruction

The antenna is excited at one frequency at a time over a range of frequencies and the
backscattered signal at each frequency is recorded using monostatic approach in the frequency
domain in terms of reflection coefficient, S11. These frequency domain signals are converted to
time domain by inverse Fourier transform.
As explained in section 4.5.4, the reflected signals contain large air-skull reflection, clutter,
and noise along with the target response from the anomaly or blood clot inside the head. Therefore,
the reflected signals are pre-processed for removing these artifacts to retrieve the target response
from the reflected signals. These pre-processed reflected signals are then used for reconstruction
of image of the head plane.
For the purpose of image formation, the imaging plane, i.e., a plane in the head is divided
into a grid of 20×20 cells. Next, the distance between the center of each grid cell and the antenna
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position is estimated, and the corresponding round-trip travel time of the EM wave from the
antenna to that grid cell is calculated. The pre-processed reflected signal from each antenna
position is shifted in time by this amount of round-trip travel time. This time shift is applied to the
reflected signals of all antenna positions, in order to align the reflections arriving from that grid
cell to all antenna positions. The time aligned signals are then compensated for path loss. Next, a
time window is applied to truncate only the portion of the reflected signal that arises due to the
reflection from that specific grid cell. Finally, the windowed signals are added coherently, and the
maximum magnitude of the summation signal is assigned as the intensity for that grid cell in the
reconstructed image.
This methodology is based on the delay-and-sum beamforming algorithm [19] which works
with the assumption that, an anomaly is located at the concerned grid cell. Therefore, if the true
location of an anomaly is in that grid cell, then high magnitude of reflection should be present at
the corresponding time, as estimated from the round-trip travel time. Hence, the summation of
time aligned reflected signals would result in large magnitude for that grid cell. On the other hand,
if the true location of an anomaly is not in that grid cell, then high magnitude of reflection would
not be present at the corresponding time estimated based on the travel time for that grid cell. Hence
the summation signal would not produce large magnitude for that grid cell, dictating invalid
assumption.
This process is repeated for all the grid cells in the entire imaging plane, and the intensity of
each grid cell is calculated. Thus, an image of the imaging plane is formed by plotting the intensity
values for all grid cells on the plane. In the following section, the detailed imaging process is
described for imaging using both of the proposed antennas.
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5.5

Imaging with the Proposed Antenna 1

5.5.1

System Setup and Data Acquisition

For scanning, the system setup as shown in Figure 5.3 is used by placing the antenna at a
distance of 4.5 cm from the head boundary. This distance is calculated based on the distance of
far-field of the proposed antenna 1 at 3.5 GHz. As, the far-field distance for a given antenna is
inversely proportional to the wavelength, i.e., proportional to frequency; far-field distance of an
antenna increases with the increasing frequency. Therefore, keeping the head at the far-field of the
antenna for 3.5 GHz ensures the far-field exposition for the lower frequencies.
For imaging with the proposed antenna 1, the frequency range from 2.85 GHz to 3.25 GHz
is utilized. The head is scanned at 0.1 GHz frequency interval within this frequency range, entailing
5 frequency points. The antenna is excited at one frequency at a time and the reflection coefficient,
S11 is recorded at the 5 frequencies. At each of the four quarters, this process is repeated in
monostatic approach by moving the antenna at nine different positions in front of the head.

5.5.2

Data Processing and Image Reconstruction

The accumulated reflected signals are processed for reconstruction of image of the head. Figure
5.5 shows the block diagram of the signal processing steps involved in the imaging algorithm. The
reflected signals are recorded in terms of S11 in the frequency domain. These signals are converted
to time domain by performing inverse fast Fourier transform (IFFT) with time interval of 10ps.
𝑦(𝑡) = 𝐹 −1 [𝑆11 (𝑓)]
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(5.1)

Figure 5.5 Block diagram of the signal processing steps for Image reconstruction

The time domain reflected signals, y(t) are processed for intensity calculation for the image.
The signal processing steps are described below:
a) Artifact Removal:
The reflected signals contain the target signal from the anomaly (i.e., blood clot) along with
other artifacts arising from the background reflections from the surrounding environment, air-skull
reflections, and clutter from inside the brain tissue. To remove these artifacts, the head model is
scanned with and without the presence of the blood clot. Then the reflected signal obtained from
the head model without the blood clot is subtracted from that with the blood clot. Hence, the artifact
removed reflected signal, yi(t) at the ith antenna position in front of the head can be expressed as𝑦𝑖 (𝑡) = 𝑦𝑖𝑤𝑖𝑡ℎ𝑏𝑙𝑜𝑜𝑑 (𝑡)– 𝑦𝑤𝑖𝑡ℎ𝑜𝑢𝑡𝑏𝑙𝑜𝑜𝑑 (𝑡)
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(5.2)

here, ywithoutblood(t) represents the reflected signal obtained from the head model without the
blood clot, yi_withblood(t) represents the reflected signal obtained at the ith antenna position from the
head model with the presence of the blood clot.
This process is expected to remove most of the common artifacts at all antenna positions
containing background reflections, air-skull reflection, and clutter. However, the air-skull
reflections are orders of magnitude larger than the target response and clutter. Hence this process
cannot completely eliminate the air-skull reflections, which prevail at the early time content of the
reflected signal. Therefore, a time gating is applied to truncate signals prior to 1.2 ns to remove
any residual air-skull reflections from the artifact removed reflected signal. Here, 1.2 ns duration
is calculated based on the longest round-trip travel time of skull reflections to the antenna, which
arises from the tangential distance of the head boundary to the ith antenna position as shown in
Figure 5.6. Since the head model is assumed to be symmetrical and the antenna is placed at equal
distance from the head for all positions, the time gate duration is considered to be constant for all
antenna positions in front of the head.

Figure 5.6 Tangential distance of head boundary from the antenna
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Furthermore, since only a quarter portion of the head is focused for each reconstructed
image, the reflected signal after 3.5 ns is truncated in order to remove farther clutter coming from
distant positions from the head interior.
b) Grid Size and Time Step Estimation:
The imaging plane is divided into a grid of 20×20 cells, each cell having a dimension of
8mm × 8mm. A recommended criterion is to keep the grid size less than one-tenth of the
wavelength at the corresponding medium [166], to ensure adequate sampling of the waveform.
However, in this work the grid size is larger than this criterion, because the minimum blood clot
dimension investigated in this work is 1cm, and hence a grid size much smaller than 1 cm is not
essential for detecting the clot. Again, as the frequency range of interest is limited to 0.5 GHz, the
reflected signals have wide time domain response. Therefore, finer grid can enhance ambiguity in
the reconstructed image by overlapping responses from adjacent grid cells. Hence, considering the
frequency range of interest and the minimum target size under investigation, the grid size is
selected by relaxing the one-tenth wavelength recommendation.
As an EM wave propagates, the wave velocity changes with frequency. However, in the
numerical simulation, the wave velocity changes with the change of direction of wave travel within
the grid and the grid discretization as well. This non-physical behavior of varying the simulated
wave velocity with the variation of grid discretization, i.e., variation of grid size, Δx is
demonstrated in [167]. This non-ideal dispersion can be reduced to ideal dispersion relation if a
fine enough grid is utilized, where Δx approaches zero. However, [167] showed that, this nonideal dispersion can be reduced to the ideal case, also by setting a limit to the ‘Courant Stability
Factor, S’ which relates the grid size (Δx) and time step (Δt) using the equation S = c Δt/ Δx, where
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c is the wave velocity in free-space. For wave propagating in two-dimensional grid, this limit is
set to S < 1/√2, which results in Δt < 18.9 ps for a grid size of Δx = 8mm. Hence, the time step for
reflected signal in the inverse Fourier transform is selected to be 10 ps which satisfies this criterion
for avoiding numerical dispersion.
c) Time Delay Estimation and Alignment:
The round-trip travel time for the signal from the antenna to a grid position inside the
imaging plane is calculated based on the distance traveled by the wave and the speed of EM wave
in the corresponding medium. The path for signal travelling is found to be determined using
different approaches in the literature. One approach [100] utilized the path corresponding to the
shortest time, i.e. shortest electrical path according to the Fermat’s principle; another approach
[155] considered the signal travelling path as the path which satisfies the Snell’s law of refraction.
[155] explained it as a modern interpretation of Fermat’s principle and showed that this
corresponds to the path that requires the least variation of travel time with respect to the variation
of travel distance. As per this approach, the signal is shown to travel through multiple paths to
reach a target location in the grid, as multiple paths may satisfy the Snell’s law criteria.
In this work, the signal travel time is calculated using the shortest time approach, where
the signal is assumed to travel through the shortest electrical path. In Figure 5.7 two possible signal
travel paths from antenna to a grid position inside the imaging plane are shown, where one path is
the line-of-sight path corresponding to the shortest path, and the other path is the path
corresponding to the shortest electrical path or shortest travel time. The signal travel distance inside
the imaging region, i.e., head region, is reduced in the shortest electrical path. As the signal

111

propagates slower inside the head than in air, this minimizes the travel time due to reduced path
inside the head.

Figure 5.7 Different signal travel paths from antenna to a grid point

Based on this path assumption, the round-trip travel time of signal from the antenna to the
grid position (x, y) inside the imaging plane is calculated using the following equation1

𝑡𝑖 = 2 [𝜏𝑎𝑛𝑡 + 𝑐 (𝐷𝑎 + 𝐷ℎ √𝜖𝑒𝑓𝑓 )]

(5.3)

Where, 𝑡𝑖 is the round-trip travel time of the signal from the ith antenna position to the grid
point (x, y), c is the speed of light in the free space, 𝜖𝑒𝑓𝑓 is the effective relative permittivity of the
imaging region (i.e., head), 𝐷𝑎 and 𝐷ℎ are the distances traveled in the air and inside the head,
respectively. 𝜏𝑎𝑛𝑡 is the antenna travel time, which is calculated using the formula 𝐿√𝜖𝑟 /𝑐, where
L is the length of the antenna and 𝜖𝑟 is the dielectric constant of the substrate.
Given, the round-trip travel time ti, the artifact removed reflected signal at the ith antenna
position is shifted in time by Δti = ti – tp , where tp = round-trip travel time at the antenna position
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closest to that segment; i.e. tp = min(t1, t2, … , t9). Hence, the time shifted, or time aligned reflected
signals can be expressed as
𝑦𝑖(𝑥,𝑦) (𝑡) = 𝑦𝑖 (𝑡 − ∆𝑡𝑖 )

(5.4)

d) Path Loss Compensation:
As the signal travels through the air and imaging region (i.e., head), the signal strength
decays due to losses incurred from radial spreading and attenuation in lossy tissues [19]. Signal
attenuation in the lossy tissue is neglected in this work because, if compensated, it enhances clutter
in the reconstructed image [19]. Losses due to radial spreading are compensated with an
approximation. For the general electromagnetic wave propagation phenomena, the signal strength
is assumed to be reduced by 1/r2 in the near field and by 1/r in the far field, where r is the total
distance traveled by the signal, i.e., Da + Dh as shown in Figure 5.7. Compensation factors for the
round-trip path loss are incorporated for both 1/r2 and 1/r losses separately by multiplying the
signal strength by the factor of r4 and r2, respectively, and the effect on the reconstructed images
is investigated. It is observed that each of these compensation factors lead to almost similar
decision regarding the localization of the anomaly, however the factor r4 produces less ambiguity
in the images by making the difference between actual anomaly and clutter more pronounced.
Therefore, for the sake of simplicity, the radial spreading loss is approximately considered to be
1/r2 for the entire path of traveling. Hence, the round-trip path loss is compensated by multiplying
the signal with r4. Thus, the compensated signal can be expressed as
𝑦’𝑖(𝑥,𝑦) (𝑡) = 𝑦𝑖(𝑥,𝑦) (𝑡). 𝑟𝑖(𝑥,𝑦) 4
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(5.5)

here, yi(x, y)(t) is the time shifted reflected signal at the ith antenna position, ri(x, y) is the signal travel
distance between the ith antenna position and the grid point located at (x, y).
e) Windowing:
The compensated reflected signal is passed through two window functions. The first
window function truncates the portion of the signal that contains the reflections from the grid point
of interest, i.e., (x, y). The length of the window is tw = 0.35 ns, which is equal to the round-trip
travel time between two adjacent grid points. The second window is set to eliminate any signal
that travels more than 12 cm to reach the grid point (x, y) from the ith antenna position. The scope
of this window is set to eliminate any signal that travels beyond a quarter portion of the head, and
signals that have their shortest-time distance very skewed from the line-of-sight distance (shortest
path) between the antenna and the grid point.
Therefore, the window function can be expressed as
ℎ(𝑡) = 𝑤1 (𝑡) . 𝑤2 (𝑡)

(5.6)

where,

1,
𝑤1 (𝑡) = {
0,
𝑤2 (𝑡) = {

1,
0,

𝑡𝑤
𝑡𝑤
< 𝑡 < 𝑡𝑝 +
2
2
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

; ℎ𝑒𝑟𝑒 𝑡𝑤 = 𝑤𝑖𝑛𝑑𝑜𝑤 𝑙𝑒𝑛𝑔𝑡ℎ = 0.35 𝑛𝑠

𝑖𝑓 𝐷𝑎 + 𝐷ℎ < 𝑠𝑐𝑜𝑝𝑒
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

; ℎ𝑒𝑟𝑒 𝑠𝑐𝑜𝑝𝑒 = 12𝑐𝑚

𝑓𝑜𝑟 𝑡𝑝 –
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f) Image Formation:
The windowed signals are added to obtain the coherent summation of the reflections from the
grid point of interest. Finally, the intensity I of the grid point (x, y) is estimated as the maximum
magnitude of the summation signal, i.e.,
9

𝐼(𝑥,𝑦) = 𝑚𝑎𝑥 |∑ 𝑦 ′ 𝑖(𝑥,𝑦) (𝑡)ℎ(𝑡)|

(5.7)

𝑖=1

Thus, the intensities of all the grid points on the imaging plane are calculated, and the
reconstructed image of the plane is obtained by plotting the intensity values as a two-dimensional
color image.

5.5.3

Imaging Results

Figure 5.8 shows the reconstructed images obtained by scanning through each of the four
quarters with the proposed antenna 1. Image Q1 is the reconstructed image obtained by scanning
through 9 antenna positions in front of quarter 1 (Q1). Hence the focusing region is quarter 1 in
this image. Similarly, Image Q2, Image Q3 and Image Q4 are obtained by scanning through Q1,
Q2 and Q3 respectively. Several cases of head model with different blood clot size, number and
locations are investigated.
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Figure 5.8 Reconstructed images using proposed antenna 1 for the case of – (a) one clot in Q1, (b) one clot in
Q2, (c) one clot in Q3, (d) two clots in Q1, (e) three clots in Q1. (Imaging with 5 frequency points from 2.85 GHz
– 3.25 GHz)

Figure 5.8(a) shows the imaging results for the case when a blood clot of size 2 cm × 1 cm
× 4 cm is placed at 3 cm inside the head from the head boundary within quarter 1 (Q1) with an
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angular distance of 30º from quarter 4 (Q4). The normalized peak intensity3 obtained in the image
of each quarter is shown in the corresponding table, where it can be seen that, the maximum peak
intensity is obtained at Image Q1, which contains the clot. However, from Image Q1, it can be
seen that, the location of the peak intensity is not at the correct place of the actual blood clot
location. Therefore, the localization of the clot is approximate in this case, as only the quarter with
the anomaly could be detected, and not the exact location of the anomaly.
Figure 5.8(b) shows the imaging results for the case when a blood clot of size 2 cm × 1 cm
× 4 cm is placed at 3 cm inside the head from the head boundary within quarter 2 (Q2) with an
angular distance of 15º from quarter 1 (Q1). The normalized peak intensity obtained in the image
of each quarter is shown in the corresponding table, where it can be seen that, the maximum peak
intensity is obtained at Image Q2. From Image Q2, it can be seen that, the location of the peak
intensity is very close to the correct place of the actual blood clot location. However, very high
peak intensity is observed at Image Q1. This is reasonable since the blood clot is located very close
to quarter 1.
Figure 5.8(c) shows the imaging results for the case when a blood clot of size 2 cm × 1 cm
× 4 cm is placed at 3 cm inside the head from the head boundary within quarter 3 (Q3) with an
angular distance of 30º from quarter 2 (Q2). The normalized peak intensity obtained in the image
of each quarter is shown in the corresponding table, where it can be seen that, the maximum peak
intensity is obtained at Image Q3. From Image Q3, it can be seen that, the location of the peak
intensity is very close to the correct place of the actual blood clot location. However, very high
peak intensity is observed at Image Q1 and Image Q4. High intensity at Image Q4 could be

3

Normalized Peak Intensity at Qi = P Qi / max(P Q1, P Q2, P Q3, P Q4); where, P Qi = Peak Intensity at Qi
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expected as the clot is located at an adjacent quarter, however, a high peak intensity at Image Q1
is not to be expected. Therefore, the imaging results cannot be deemed reliable in this case.
Next, two blood clots of size 1 cm × 1 cm × 2 cm each, are placed at 3 cm inside the head
from the head boundary within quarter 1 (Q1) with angular distances of 15º from quarter 2 (Q2)
and quarter 4 (Q4), and the imaging results are shown in Figure 5.8(d). The normalized peak
intensity obtained in the image of each quarter is shown in the corresponding table, where it can
be seen that, the maximum peak intensity is obtained at Image Q1. From Image Q1, it can be seen
that, the location of the peak intensity is very close to the clot near Q2, but not close to the clot
near Q4. Therefore, the localization of the clots is approximate in this case, as the anomalous
quarter could be detected, but the exact location of both clots could not be detected.
For the case when three blood clots of size 1 cm × 1 cm × 2 cm each, are placed at 3 cm
inside the head from the head boundary within quarter 1 (Q1) with angular distances of 30º
between two adjacent clots and the clots at two sides are at angular distances of 15º from quarter
2 (Q2) and quarter 4 (Q4), the imaging results are shown in Figure 5.8(e). The normalized peak
intensity obtained in the image of each quarter is shown in the corresponding table, where it can
be seen that, the peak intensity at Image Q1 is very low. This can be due to the internal reflections
among the clots as the three clots are located very close to each other. On the other hand, the
maximum peak intensity is obtained at Image Q4, and very high peak intensity is obtained at Image
Q2. This can be reasonable since the blood clots are located very close to quarter 2 and quarter 4.
Therefore, the imaging results could be considered approximate in this case.
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5.6

Imaging with the Proposed Antenna 2

5.6.1

System Setup and Data Acquisition

The same system setup as shown in Figure 5.3 is used while placing the antenna at a
distance of 8.5 cm from the head boundary. This distance is calculated based on the distance of
far-field of the proposed antenna 2 at 3.5 GHz. As, the far-field distance increases with the
increasing frequency, keeping the head at the far-field of the antenna for 3.5 GHz ensures the farfield exposition for lower frequencies.
For imaging with the proposed antenna 2, the same frequency range as in section 5.5.1 is
utilized, which covers frequencies from 2.85 GHz to 3.25 GHz. The head is scanned at 0.1 GHz
frequency interval within this frequency range, entailing 5 frequency points. The antenna is excited
at one frequency at a time and the reflection coefficient, S11 is recorded at the 5 frequency points.
This process is repeated by moving the antenna at 9 different positions in front of the head for each
quarter, using monostatic approach.

5.6.2

Data Processing and Image Reconstruction

The process of data processing and image reconstruction is identical to that described in
section 5.5.2. Also, for the artifact removal, the process is the same as in section 5.5.2 (a), with
time gating applied to truncate signals prior to 1.9 ns. Furthermore, since only a quarter portion of
the head is focused on each reconstructed image, reflected signal after 4 ns is truncated in order to
remove farther clutter coming from distant positions from the head interior.
Similar grid size and time step estimation criteria as mentioned in section 5.5.2 (b) are
followed. The time delay estimation and path loss compensation are done using the similar
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approach mentioned in the sections 5.5.2 (c) and 5.5.2 (d). The length of the first window is kept
to the same as that in section 5.5.2 (e), while the scope for the second window is set to 15 cm. The
same imaging process as described earlier in section 5.5.2 (f) is used to reconstruct the images of
the four quarters of the head.

5.6.3

Imaging Results

Figure 5.9(a) shows the reconstructed images obtained using 5 frequencies and scanning
through all four quarters. A blood clot of size 2 cm × 1 cm × 4 cm is placed at 3 cm inside the head
from the head boundary within quarter 1 (Q1) with an angular distance of 30º from quarter 4 (Q4).
It is seen that, the maximum normalized peak intensity value is obtained at quarter 2, which means
the imaging results are not detecting the actual clot location when using 5 frequency points for the
frequency range of 2.85 GHz to 3.25 GHz with 0.1 GHz frequency step. Therefore, the frequency
range was increased from 2.35 GHz to 3.25 GHz with 0.1 GHz frequency step, entailing 10
frequency points. The same imaging steps are followed for this range of frequencies. Figure 5.9(b)
shows the reconstructed images obtained using 10 frequencies by scanning through all four
quarters. Here, the maximum normalized peak intensity is obtained at Q1, which supports the
actual location of the clot. However, the localization of the clot is not at the exact position of the
clot. This can be because of using sparse frequency samples for the imaging.
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Figure 5.9 Reconstructed images using proposed antenna 2 for the case of one clot in Q1 – (a) imaging with 5
frequency points from 2.85 GHz – 3.25 GHz, (b) imaging with 10 frequency points from 2.35 GHz – 3.25 GHz

5.7

Conclusion

In this chapter, a microwave head imaging system has been presented based on a quarter
head scanning approach. In this system, the imaging plane, i.e., the head region is divided into four
quarters, and the head is scanned from 9 positions in front of each quarter using each of the two
proposed antennas. The reflected signals obtained by scanning through each quarter are processed
to reconstruct an image of the head focusing on that quarter. Thus, four images are obtained by
scanning through the corresponding quarters. Finally, a comparison is made among the peak
intensities obtained in the four images, and the detection and approximate localization of an
anomaly (e.g., blood clots) is done by observing the location of maximum peak intensity among
the four images.
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Reconstructed images are shown for different cases of the position, size, and number of the
clots. For imaging with the proposed antenna 1, it is observed that the presence of the clot located
in a given quarter was detected in the image, but the location was not exact. This could be due to
using limited frequency range and a sparse set of frequency points for imaging. Furthermore, there
are some approximations made in the imaging algorithm, including the grid size, travel time, path
loss, and window length estimation etc. which may lead to the approximate localizations in the
imaging results.
When using the proposed antenna 2, with a single clot in a given quarter, the imaging results
detected the presence of the clot with the use of a wider frequency band.
Based on the observations of the imaging results, it can be said that the microwave head
imaging system along with the proposed antennas could be deemed feasible for detection and
approximate localization of blood clots inside brain. Modifications can be made in the
approximations made in the imaging process and use of more step frequency points entailing a
wider frequency range could be incorporated for achieving better localization of the anomalies.
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CHAPTER 6:

CONCLUSION AND FUTURE WORK

6.1

Conclusion

Microwave imaging has gained substantial attention of researchers over the past few
decades as an effective alternative to conventional medical imaging modalities such as- MRI, CT
scan etc. The promising prospects of offering non-invasive, non-ionizing testing capabilities with
cost-effective, simple, and portable test setup enlighten the possibility of utilizing microwave
imaging modality to overcome the shortcomings associated with the conventional modalities.
Hence, extensive research is being carried out to both invent and investigate tools and
methodologies required for establishing viable microwave imaging systems. This work focuses on
the microwave imaging of human head for the purpose of detecting blood clots inside the brain.
The requirements and challenges associated with microwave head imaging modalities for this
application have been analyzed and the possible solutions have been investigated.
Two pivotal elements in the process of microwave imaging are- data acquisition and data
processing. Two miniaturized wideband antipodal Vivaldi antennas have been proposed in this
work for the data acquisition, and a microwave head imaging system has been presented based on
a quarter head scanning approach utilizing the proposed antennas. Furthermore, the viability of the
proposed antennas and the imaging system has been investigated through the use of a numerical
head model for the detection of blood clots inside the model. The data processing steps have been
explained which involve the data accumulated from the head model using the proposed antennas
and incorporate the processes of removing artifacts, time alignment, and path loss compensation.
Finally, images are reconstructed for the head model with the presence of blood clots to depict the
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feasibility of the antennas and the imaging system for the detection and approximate localization
of the clots inside the brain.
The significant findings regarding the requirements and challenges associated with the
microwave imaging of head, along with the key performance characterizations of the proposed
antennas and the presented imaging system are briefly summarized below.
The main part of the data acquisition system of a microwave imaging platform is the
antenna, using which the electromagnetic waves are transmitted toward the imaging region and
the backscattered signals are received. There are several requirements associated with the design
of antenna for the purposes specific to imaging of head. These include small size, low frequency
and wide band operation, directional radiation pattern etc. However, numerous challenges are
encountered while designing antenna following these criteria due to the trade-off between different
design requirements. For example, low frequency operation is not usually obtained from small size
of antennas, directional radiational pattern is difficult to achieve for wide band operation etc. Some
literatures have demonstrated the use of matching/ coupling liquid for immersing the antenna to
reduce large scatterings originating from air-head boundary. However, there are inherent
drawbacks associated with the use of matching liquid. These trade-off and drawbacks complicate
the antenna design process for the intended application of microwave imaging of head.
In this work, two antipodal Vivaldi antennas have been proposed that meet the abovementioned requirements. Additionally, the aim of this work has also been to eliminate the need for
matching liquid to eschew the associated drawbacks. The first antenna has an overall length and
width of 30.2 mm and 44.4 mm, respectively. The thickness of the substrate is 0.64 mm, and the
relative permittivity is 10.2. Several miniaturization techniques have been incorporated for
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reducing the size of the antenna, including use of high dielectric constant material as the substrate,
use of surface corrugations, and the insertion of a slot near the feed region. Additionally, two
superstrates have been added on top of both copper layers of the antenna having the same length
as that of the substrate, while their width being half and thickness being four times of that of the
substrate. The antenna resonates (S11 < -10dB) from ~ 2.65 – 4.2 GHz entailing a bandwidth of
~1.55 GHz and peak realized gain varies between ~ 2.8 – 5.8 dB. The co- and cross-polarized
radiation pattern of the antenna have been shown in both E- and H-plane, while the direction of
peak radiation has been obtained toward the end-fire direction for different frequencies within the
bandwidth. Furthermore, several design parameters of the antenna have been varied to investigate
their effect on the performance of the antenna, these include the feed transition length, length of
the tapered slot, width and thickness of the superstrates.
The second antenna has an overall length and width of 30.32 mm and 60 mm, respectively.
The thickness of the substrate is 0.64 mm, and the relative permittivity is 10.2. Similar
miniaturization techniques as that in the first antenna have been applied for reducing the size of
the antenna. Two superstrates have been added on top of both copper layers which have similar
dimensions as used in the first proposed antenna. The second proposed antenna is designed with
increased width, to reduce the lower frequency of operation, and hence to increase the bandwidth.
The second proposed antenna resonates (S11 < -10dB) from ~ 1.8 – 5.3 GHz entailing a bandwidth
of ~3.5 GHz and peak realized gain varying between ~ 1.5 – 5.6 dB. The co- and cross-polarized
radiation pattern of the antenna have been shown in both E- and H-plane, while the direction of
peak radiation has been obtained toward the end-fire direction for different frequencies within the
bandwidth. The dimensions of the antenna have been varied and it is observed that increasing the
width of the antenna increases the bandwidth toward the lower frequency end of operation.
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Apart from the dimensions, the only difference between the second antenna from the first
antenna is the type of corrugation used. In the first proposed antenna, a gradual increase in the
length has been adopted for the slots in the corrugation, whereas, in the second proposed antenna
equal lengths have been used for the slots in the corrugation. To observe the effect of the type of
corrugation, each of these corrugation types have been incorporated on an antenna with dimension
of ~ 30.2×44 mm2, and better matching performance has been obtained when there is a gradual
increase in the lengths of corrugation.
A microwave head imaging system has been presented using a quarter head imaging
approach. In this system, the entire imaging plane, i.e., a plane in the head is divided into four
quarter regions and the head is scanned using the proposed antenna from nine different positions
in front of each quarter using monostatic approach. The reflected signals accumulated from all
nine positions are processed for reconstructing an image of the head focusing on that quarter. This
process is repeated for all four quarters and hence, four images are reconstructed focusing on the
corresponding quarters. Finally, a comparison is made among the peak intensities obtained in all
four images, and the detection and approximate localization of anomaly, i.e., blood clot, is done
based on the location of the maximum peak intensity among the four images.
Both of the proposed antennas have been utilized to reconstruct images of a numerical head
model including blood clots using the presented microwave head imaging system. The head model
is placed at the far-field of the antennas for the operating frequencies of interest. The reflected
signals are recorded in terms of reflection coefficient in the frequency domain at each frequency
within a bandwidth of 0.5 GHz entailing 5 frequency points. The frequency domain data are
converted to the time domain for processing. The imaging plane is divided into a grid and the
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intensity in each grid point is calculated. At first the artifacts are removed from the reflected
signals. Then the signals are time shifted to align the reflections arising from a grid point inside
the imaging plane. Path loss compensation is applied on the signals to account for the signal
strength decay along the travelling path. A portion of the signals are truncated to extract the
contribution from only the grid point of interest. Finally, the signals are summed, and the maximum
magnitude of the summation is considered as the intensity for that grid point. Thus, the intensities
at all grid points are calculated and a contour plot of the intensities is considered as the
reconstructed image for the imaging plane.
For imaging with the first proposed antenna, cases with different size, position and number
of blood clots have been investigated. It has been observed that, for head model with one clot, the
possible anomalous quarter could be suspected for most of the cases. However, the localization of
clot has been approximate, as the exact location of the clot could not be detected. This might be
due to using a limited frequency band and a sparse set of frequency points in the imaging process.
For the head model with multiple clots, the anomalous quarter, or an adjacent quarter could be
detected, when the clots are far apart. However, when the clots are close, then the imaging results
have failed to detect the possible location of anomaly. This might be because, multiple internal
reflections among the clots can misguide the system as the actual travelling path of the signal
becomes unknown.
For imaging with the second proposed antenna, different frequency bandwidths have been
investigated for imaging of a head model with one clot. It has been observed that, when a frequency
band of 0.5 GHz entailing 5 frequency points is incorporated, the location of the clot could not be
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detected. However, when a frequency band of 1 GHz entailing 10 frequency points is incorporated,
the approximate location of the clot could be detected.
Due to being larger in dimensions, the distance of the second antenna from the head model
is increased from that for the first antenna, to maintain far-field exposition on the head model.
Therefore, it has been inferred that, due to the increased distance from the head, the reflected
signals in the second antenna undergo more spreading loss, and noise along the path of wave
travelling. Hence, the same bandwidth of 0.5 GHz could not produce as good approximation in the
imaging results for the second antenna, as that for the first antenna. However, as the second antenna
resonates for a wider bandwidth, it has been possible to enhance the bandwidth of the second
antenna in the lower frequency end for obtaining more frequency points in the imaging, which
cannot be obtainable for the first antenna. Bandwidth extension is possible in the higher frequency
end of operation for both antennas, as they resonate at frequencies higher than the highest
frequency incorporated in the imaging in this work (i.e., 3.25 GHz). However, signals with higher
frequencies decay faster inside the head, and hence, if compensated can cause more clutter in the
reconstructed image. Though, higher frequencies can increase the resolution of the image; the
minimum blood clot dimension investigated in this work is limited to 1cm, and hence much finer
resolution is redundant for the application of this work.

6.2

Future Work

The work in this dissertation has multiple scopes for extension from both the antenna
design and imaging perspectives. The antenna design can be improved to obtain wider bandwidth
and better gain. Investigations can be made to achieve wideband performance with smaller
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dimension. In this regard, various antenna design parameters can be analyzed for improving the
gain and bandwidth. Critical parameters include- the taper profile, corrugation, feed design,
superstrate etc., which can be modified for achieving desired enhancements in gain and bandwidth.
Furthermore, new features can be added, such as- use of curved termination, inclusion of patch in
the tapered slot region, use of different materials and shapes of superstrate, variation of corrugation
profile, variation of taper profile, use of metamaterial etc., for further miniaturization of the
antenna dimensions.
The microwave imaging system can be modified for investigating different scanning
approaches, such as- near field scanning by keeping the head model in the near field of the
antennas, multilevel scanning by varying both horizontal and vertical positions of the antenna with
respect to the head model while scanning, reducing angular separation between two adjacent
antenna positions or increasing number of antenna positions, incorporating wider bandwidth of
frequencies and increasing the number of frequency points for reflected signal accumulation etc..
The imaging results can be improved by incorporating sophisticated artifact removal algorithms,
path loss compensation, and beamforming techniques. Furthermore, more variations of different
cases of blood clots size, position and number can be investigated for defining the range and
resolution of the antennas for the microwave head imaging application.
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Requirements to be followed for reusing IEEE copyrighted materials in a thesis/ dissertation: [168]
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