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Abstract
The research presented in this thesis is aimed to understanding
the changes and the simulation of precipitation in Europe. A cor-
rect representation of simulated (trends in) European precipitation
is important to have confidence in projections of future changes
therein. These projections are relevant for different hydrological
applications. Among others, simulated changes of summer drying
are often accompanied by an enhanced increase in air temperatures
[Zampieri et al., 2009]. This can be expected to have large impacts
on society and ecosystems, affecting, for example, water resources,
agriculture and fire risk [Rowell , 2009]. Projections of changes in
extreme precipitation are critical for estimates of future discharge
extremes of large river basins, and changes in frequency of major
flooding events [e.g. Kew et al., 2010].
The subjects that are studied in this thesis are divided in three
parts: (1) evaluation of 20th century European precipitation trends;
(2) effect of general circulation model (GCM) spatial resolution on
simulated western European winter precipitation in the current cli-
mate; and (3) effect of GCM spatial resolution on simulated future
summer drying in central and southern Europe.
In the first part of the thesis (chapters 2 and 3) an investi-
gation of (extreme) precipitation trends in multi-model ensembles
including both global and regional climate models is performed.
The results show that these models fail to reproduce the observed
trends over (parts of) the past century. In many regions the model
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spread does not cover the trend in the observations: the models sig-
nificantly underestimate the observed trend. A misrepresentation
of large scale atmospheric circulation changes in climate models is
found to be responsible for the underestimation of winter precip-
itation trends in Europe over the past century. Additionally, the
underestimation of trends in winter precipitation extremes in the
Rhine basin is directly related to this as well. In summer a misrep-
resentation of sea surface temperature (SST) trends is responsible
for the underestimation of summer precipitation trends along the
coastal regions of western Europe.
The second part (chapter 4) investigates the effect of GCM
spatial resolution on modeled precipitation over Europe using an
atmosphere-only GCM at two resolutions (EC-Earth, ∼25 km and
∼112 km horizontal resolution). The results show that the high
resolution model gives a more accurate representation of northern
and central European winter precipitation. The medium resolution
model has a larger positive bias in precipitation in most of the north-
ern half of Europe. Storm tracks are better simulated in the high
resolution model, providing for a more accurate horizontal moisture
transport and precipitation. A decomposition of the precipitation
difference between the medium- and high resolution model in a part
related and a part unrelated to a difference in the distribution of
vertical atmospheric velocity confirms that the reduced precipita-
tion in the high resolution model is likely the result of a reduced
moisture transport at this resolution: the precipitation difference in
this area in unrelated to a difference in the distribution of vertical
atmospheric velocity. In areas with orography the change in vertical
velocity distribution is more important.
Using the same atmosphere-only model, the third part (chapter
5) of this thesis investigates the influence of GCM spatial resolution
on the simulated future summer drying of central Europe. High
resolution models have a more realistic representation of circula-
tion in the current climate and could provide more confidence on
future projections of circulation forced drying. The results show
that the high resolution model is characterized by a stronger drying
in spring and summer, mainly forced by circulation changes. The
initial spring drying intensifies the summer drying by a positive soil
moisture feedback. The results are confirmed by finding analogs of
the difference between the high and medium-resolution model cir-
culation in the natural variability in another ensemble of climate
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model simulations. In current climate, these show the same pre-
cipitation difference pattern resulting from the summer circulation
difference. In future climate the spring circulation plays a key role
as well. It is concluded that the reduction of circulation biases due
to increased resolution gives higher confidence in the strong drying
trend projected for central Europe by the high-resolution version of
the model.

Samenvatting
Klimaatsimulaties van het huidige, en toekomstige klimaat wor-
den gemaakt met behulp van klimaatmodellen. Het onderzoek in
voorliggend proefschrift heeft als oogmerk om een beter begrip te
verkrijgen van neerslag en neerslagtrends in deze simulaties. Om
vertrouwen te krijgen in de klimaatprojecties voor de toekomst met
dezelfde klimaatmodellen, is het van essentieel belang dat (1) de
waargenomen trends in kilmaatsimulaties op de juiste wijze gere-
produceerd worden; en (2) deze trends goed begrepen worden. Pro-
jecties van toekomstige neerslagtrends worden gebruikt in verschil-
lende hydrologische toepassingen. Een droger klimaat in de zomer
gaat vaak samen met een sterkere opwarming. Het is dan ook de
verwachting dat dit grote gevolgen zal hebben voor de maatschap-
pij en verschillende ecosystemen, met invloed op bijvoorbeeld wa-
tervoorraden, landbouw en brandrisico. Projecties van trends in
extreme neerslag zijn bijvoorbeeld relevant voor projecties van riv-
ierafvoer en veranderingen in frequentie van overstromingen.
De onderwerpen die worden bestudeerd in dit proefschrift, zijn
verdeeld in drie delen: (1) evaluatie van trends in Europese neerslag
in de vorige eeuw; (2) effect van de ruimtelijke resolutie van een mon-
diaal klimaatmodel (GCM) op gesimuleerde West-Europese winter
neerslag in het huidige klimaat; en (3) effect van de ruimtelijke reso-
lutie van een mondiaal klimaatmodel op gesimuleerde, toekomstige
uitdroging in Midden- en Zuid-Europa.
Het eerste gedeelte van dit proefschrift (hoofdstukken 2 en 3)
evalueert de trends in (extreme) neerslag door gebruik te maken
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van ensembles bestaande uit mondiale en regionale klimaatmod-
ellen. Uit deze evaluatie blijkt dat modellen de neerslagtrends voor
grote delen van Europa structureel onderschatten: de waargenomen
trends in winterneerslag zijn vaak groter dan de gesimuleerde trends
in de modellen. Oorzaak van deze onderschatting is een misrep-
resentatie van de trends in grootschalige atmosferische circulatie.
Tevens blijkt de onderschatting van de trends van grootschalige at-
mosferische circulatie ook verantwoordelijk te zijn voor het onder-
schatten van trends in extreme winterneerslag in het stroomgebied
van de Rijn. In de zomer speelt de onderschatting van trends in
oppervlakte zeewatertemeraturen een belangrijke rol in het onder-
schatten van de toename in neerslag langs de Europese westkust in
de afgelopen eeuw.
Het tweede gedeelte van dit proefschift (hoofdstuk 4) bestudeert
het effect van de ruimtelijke resolutie van een mondiaal klimaat-
model op de gesimuleerde neerslag in Europa. Hierbij is gebruik
gemaakt van een ongekoppeld atmosfeermodel (AGCM), gedraaid
op twee modelresoluties (EC-Earth, ∼25 km and ∼112 km horizon-
tale resolutie). De resultaten tonen aan dat het hoge resolutiemodel
de winterneerslag in Noord-, en Centraal-Europa beter represen-
teert. Synoptische systemen worden beter gesimuleerd in het hoge
resolutiemodel, wat zorgt voor een betere representatie van hori-
zontaal vochttransport en neerslag. Een decompositie van het neer-
slagverschil tussen de twee modelresoluties (in een gedeelte gerela-
teerd, en een gedeelte ongerelateerd aan het verschil in distributie
van verticale atmosferische snelheid), bevestigt dat de neerslagre-
ductie in het hoge resolutiemodel waarschijnlijk het resultaat is van
een afname van horizontaal vochttransport: het neerslag verschil is
niet gerelateerd aan het verschil in distributie van verticale atmos-
ferische snelheid. In gebieden met orografie blijkt het verschil in
distributie van verticale atmosferische snelheid wel relevant.
Door gebruik te maken van hetzelfde atmosfeermodel, onder-
zoekt het derde gedeelte van dit proefschrift (hoofdstuk 5) het ef-
fect van ruimtelijke resolutie van een mondiaal klimaatmodel op het
droger worden van het toekomstige klimaat van Centraal-Europe
in klimaatsimulaties. Hoge resolutiemodellen hebben een betere
representatie van atmosferische circulatie in het huidige klimaat.
Deze modellen zouden daardoor meer vertrouwen kunnen geven
in circulatie geforceerde uitdroging in klimaatprojecties voor de
toekomst. De resultaten laten zien dat het hoge resolutiemodel
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gekarakteriseerd wordt door een grotere uitdroging in het voorjaar
en in de zomer, voornamelijk geforceerd door veranderingen in at-
mosferische circulatie. De initie¨le uitdroging in het voorjaar ver-
sterkt de uitdroging in de zomer middels een positieve feedback van
bodemvocht. Deze resultaten worden bevestigd middels analogen
van het verschil in atmosferische circulatie tussen de twee model-
resoluties in de natuurlijke variabiliteit van een ander klimaatmod-
elensemble. Dit laat in het huidige klimaat hetzelfde neerslagver-
schil zien, resulterend uit het circulatieverschil in de zomer. In het
toekomstig klimaat speelt het circulatieverschil in het voorjaar ook
een belangrijke rol. Er wordt geconcludeerd dat de afname van de
systematische fout in atmosferische circulatie door de toename in
resolutie meer vertrouwen geeft in het sterkere uitdrogingssignaal in
de projectie voor Centraal-Europa in het hoge resolutie model.
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CHAPTER 1
Introduction
1.1 Climate change
1.1.1 Historical changes
The Earth’s climate has changed throughout history. The last
430,000 year, which have been reconstructed, are characterized by
100,000 year cycles of glacial advance and retreat. The start of the
Holocene around 7000 years ago, the latest of these interglacial pe-
riods, marked the start of the modern climate era - and of human
civilization [IPCC , 2007, chapter 6]. Most of these climate changes
are attributed to changes in orbital forcing, very small variations
in incoming solar radiation due to variations in Earth’s orbital pa-
rameters as well as changes in its axial tilt. Variations on shorter
timescales are attributable to e.g. changes in solar solar forcing, vol-
canic eruptions, and internal variability of the climate system itself
[IPCC , 2013, chapter 5].
In recent times, human influence started to play a more and
more important role in determining the Earth’s climate. Human
activity has caused a variety of changes in the composition of the at-
mosphere and the land surface (forcing agents). Greenhouse gases,
as well as atmospheric aerosols, increased since the start of the in-
dustrial era, some of which are entirely of anthropogenic origin.
Human activity has also caused changes in land cover and surface
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albedo [IPCC , 2013, chapter 8]. Forcing agents change the Earth’s
radiation balance, of which the part that is caused by human activ-
ity is called anthropogenic forcing. The largest contributor to an-
thropogenic forcing is the increase in atmospheric concentration of
carbon dioxide since 1750. Anthropogenic forcing has led to an up-
take of energy by the climate system, resulting in changes in Earth’s
climate: a widespread change is detected in temperature observa-
tions of the surface, free atmosphere and ocean. Consistent changes
in other parts of the climate system strengthens the evidence that
greenhouse gas forcing is the dominant cause of warming during the
past several decades [IPCC , 2007, chapter 9].
The water-holding capacity of the atmosphere in a warmer cli-
mate increases according to the Clausius-Clapeyron (C-C) relation-
ship. The C-C relationship dictates an increase in water-holding
capacity of 7% for each 1oC increase in temperature. Changes in
humidity are evident in observations. Over oceans, the increases are
consistent with C-C expectations, with a constant relative humid-
ity, while increases are somewhat lower over land, especially where
water availability is limited [Trenberth et al., 2011]. The increase
in humidity has also an effect on precipitation, although also other
factors, such as changes in large scale atmospheric circulation, play
a role. Over the second half of the past century, significant drying
(due to changes in precipitation, evaporation or both) has occurred
in many parts of Africa, especially in the Sahel and eastern Africa,
eastern Asia, eastern Australia, the Mediterranean and partly in
northeastern Brazil. Wetting trends are found in eastern North
America, parts of South America, and Scandinavia [Greve et al.,
2014].
1.1.2 Projections
Projections of future climate change have a broad range of possible
outcomes. In the first place because they depend on uncertain fu-
ture emissions of greenhouse gases and aerosols, secondly because
of our incomplete understanding of the climate system and imper-
fect models used to make these projections. Nevertheless, major
advances have been made in science over the years, resulting in
increased confidence in recent reports from the Intergovernmental
Panel on Climate Change (IPCC) that assesses the advances in sci-
ence. Some of the projected changes affecting the climate in Europe
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are summarized as follows in the latest IPCC report [IPCC , 2013,
projections with at least 90% probability1]:
• Global mean temperatures will continue to rise over the 21st
century if greenhouse gas emissions continue unabated. The
temperature change will not be regionally uniform.
• Mean sea level pressure is projected to decrease in high lati-
tudes and increase in the mid-latitudes as global temperatures
rise.
• Global mean precipitation will increase with increased global
mean temperatures. Changes in average precipitation will ex-
hibit substantial spatial variation.
• Arctic sea ice cover is expected to continue shrinking and thin-
ning year-round in the course of the 21st century and Northern
Hemisphere snow cover will reduce in spring and summer as
global mean surface temperatures rise.
• The ocean will warm and the Atlantic Meridional Overturning
Circulation (AMOC) will weaken over the 21st century.
Some general features of the water cycle are projected to change
in response to a warming climate: ice and snow will melt more
rapidly, the atmosphere will hold more water vapor, and surface
water evaporation will increase. In response, precipitation is ex-
pected to change as well. Projected changes simulate in general an
increase in precipitation in parts of the tropics and high latitudes,
whereas large areas of the subtropics could have decreases. These
changes are governed by changes in atmospheric water vapor and
changes in atmospheric circulation [IPCC , 2013, chapter 12].
1.2 Understanding the climate system
1.2.1 History of climate modeling
1.2.1.1 Conceptual models
The first person to argue the existence of a greenhouse effect and
human influence on the climate was Joseph Fourier (1768–1830).
In the early 1800s, Fourier [Fourier , 1827, a reprint of his 1824
1likelihood of occurrence, IPCC AR5 uses the term ’very likely’
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article] hypothesized that by retaining heat, the atmosphere keeps
the Earth’s surface temperature far higher than it would otherwise
be. Fourier also described the principle of radiative equilibrium,
which states that the Earth maintains a balance between the energy
it receives from the sun and the energy it re-radiates into space.
In 1859 John Tyndall (1820–1893) had successfully set up an ex-
periment to prove the ideas introduced by Fourier. Tyndall demon-
strated that a group of polyatomic gases – a group later collectively
named greenhouse gases – possessed distinct and differential radia-
tive properties with regard to infrared radiation. His work suggested
the possibility that by altering concentrations of these gases in the
atmosphere, human activities could alter the temperature regula-
tion of the planet [Hulme, 2009].
1.2.1.2 Energy balance models
Early mathematical models approached the climate problem by cal-
culating the radiation balance between incoming solar energy and
outgoing long wave radiation. At the end of the 19th century, Svante
Arrhenius (1959–1927) developed a energy balance model (EBM),
the first of its kind, to estimate how much the heat retained by
carbon dioxide (CO2) and water vapor contributes to Earth’s sur-
face temperature [Arrhenius , 1896]. He calculated that a doubling
of atmospheric CO2 would raise the global average temperature by
5-6 degrees Celsius [Edwards, 2011].
Energy balance models estimate the global radiative tempera-
ture from an analysis of the energy budget of the Earth, incorporat-
ing factors such as solar radiation, albedo, absorption and thermal
radiation. In their simplest form, they do not include any explicit
spatial dimension (zero-dimensional, Earth is a point mass). En-
ergy balance models can be extended in one dimension (latitudinal
dependency), or two dimension (account for both latitudinal and
longitudinal energy flows) [Goosse et al., 2014]. A second type of
mathematical climate model, the radiative convective model, fo-
cuses on vertical transfers of energy in the atmosphere. A third
type is the two-dimensional statistical-dynamical model, employed
primarily to study the circulatory cells [Edwards, 2011].
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1.2.1.3 Numerical weather prediction & radiative convec-
tive models
In the beginning of the 20th century, soon after the first generation
of mathematical models (Arrhenius, 1896) that tried to describe the
Earth’s climate, major advances were made in atmospheric physics
[Edwards, 2010]. Soon after, in 1904, Vilhelm Bjerknes (1862–1951)
presented the first description of the necessary physics for modeling
the atmosphere [Trenberth, 1992]. Bjerknes argued that numerical
weather forecasting should be considered an initial value problem
and could be solved by integrating the governing equations, what
are now known as the primitive equations of motion and state, in
time [Bjerknes, 1954, an English translation of his 1904 article].
He identified seven independent equations available to compute the
change in the state: the three components of the equation of motion
(Newton’s Second Law); the equation of continuity expressing con-
servation of mass; the equation of state that ties together pressure,
temperature, and density; an equations on conservation of energy
(first law of thermodynamics); and the second law of thermodynam-
ics [Grønøs, 2013]. Bjerknes made an error in including the second
law of thermodynamics in his set of equations (he should instead
have specified a continuity equation for water substance) [Lynch,
2014], an error that was later corrected by Richardson. However,
numerical techniques capable of approximate solutions to Bjerknes’
equations did not yet exist.
In 1922, Lewis Fry Richardson (1881–1953) developed the first
numerical weather prediction system based on simplified versions
of Bjerknes’s equations [Richardson, 1922]. Richardson’s idea was
to divide an area into grid cells, each with its own measured set of
parameters, such as air pressure and temperature, for a given hour.
He would then use the grid to find finite difference solutions to the
differential equations [Weart , 2010]. Due to the huge amount of
calculations involved Richardson did not imagine it as a weather
forecast technique. His own attempt to calculate the weather for an
eight-hour period took him six weeks and ended in failure [Edwards,
2000].
Useful mathematical methods for minimizing numerical insta-
bilities in massively iterative calculations emerged only after the
introduction of digital computers in the 1940s. After World War II,
weather prediction was one of the first major applications of digital
computers [Edwards, 2011]. Richardson’s equations were used as a
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starting point to develop the first weather forecast. In 1950 the first
two-dimensional weather simulation was completed, covering North
America with 270 points about 700 km apart. The time step was 3
hours [Weart , 2010]. Although results were far from perfect, they
justified further work [Edwards, 2000].
The early forecast models were all regional or continental in scale
[Edwards, 2000]. By 1955 Norman Phillips (born 1923) had com-
pleted a two-layer, hemispheric, quasi-geostrophic computer model
of the general circulation. Despite the primitive nature, Phillip’s
model is now often regarded as the first working general circula-
tion model (GCM) [Edwards, 2011]. Scientists concerned with ex-
tending numerical prediction schemes to encompass hemispheric or
global domains were also studying the radiative and thermal equi-
librium of the Earth-atmosphere system. It was these studies that
resulted in the design of radiative-convective (RC) models, the first
one of which was published in 1961 by Syukuro Manabe (born 1931)
[McGuffie, K. and Henderson-Sellers, A., 2014]. RC models are
one-dimensional models that model the temperature profile of the
atmosphere by considering radiative and convective energy trans-
port up through the atmosphere.
The development of the NWP models discussed in this section,
continued in two directions. On the one hand into present day-
state-of-the-art weather models, which are capable of predicting the
weather for up to a week or more in advance. On the other hand
into general circulation models (GCMs). These are discussed in the
next section.
1.2.2 General circulation models
GCMs were developed from the NWP models discussed in the pre-
vious section. Both models share the same equations of motion,
but the purpose is to numerically simulate changes in climate as a
result of slow changes in some boundary conditions (such as solar
constant) or physical parameters (such as greenhouse gas concentra-
tion) [Abbaspour et al., 2009]. NWP models are used to predict the
weather up to 2 weeks in the future, whereas GCMs run much longer
to derive information about the statistics of the climate. Current
generation GCMs, also named Earth System Models, have typically
more components compared to NWPmodels, as they try to simulate
all aspects of the Earth system.
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One of the pioneers in GCM development is Manabe. Manabe
had joined Geophysical Fluid Dynamics Laboratory (GFDL) Gen-
eral Circulation Modeling Program in 1959 to work on GCM de-
velopment. By 1965, Smagorinsky (GFDL director), Manabe, and
their collaborators had completed a nine-level, hemispheric primi-
tive equation GCM [Edwards, 2010]. In 1969, Kirk Bryan at GFDL
developed the ocean model that has become the basis for most ocean
GCMs [McGuffie, K. and Henderson-Sellers, A., 2014]. The group
at GFDL was also among the first to perform carbon-dioxide dou-
bling experiments with GCMs [Manabe, 1970, 1971], to couple at-
mospheric GCMs with ocean models [Manabe and Bryan, 1969], and
to perform very long runs of GCMs under carbon-dioxide doubling
[Manabe and Stouffer , 1994].
In general terms, a climate model (here referred to as a general
circulation model) is a mathematical representation of the climate
system based on the physical, chemical and biological properties
of its components, their interactions and feedback processes, and
accounting for all or some of its known processes (IPCC, defini-
tion). The mathematical system that describes the climate system
is so complex that it can only be solved numerically, requiring large
amounts of computer time. As computing power increases, longer
simulations with a higher resolution become affordable, providing
more regional details than the previous generation of models [Goosse
et al., 2014].
The climate system includes many small scale processes such
as turbulence in the atmospheric and oceanic boundary layers, the
interaction of the circulation with small scale topography features,
thunderstorms, cloud microphysics, etc. Due to the limited resolu-
tions of even the highest resolution climate models, many of these
processes are not resolved adequately by the model grid and must
therefore be parameterized [IPCC , 2007, chapter 8]. Furthermore,
many processes are not sufficiently known to be explicitly modeled
and are therefore also parameterized in climate models. Because
these parameterizations reproduce only the first order effects and
are usually not valid for all possible conditions, they are often a large
source of considerable uncertainty in models [Goosse et al., 2014].
Even if parameterized unresolved scales only describe a small frac-
tion of the total variance of the system, neglecting their variability
can, in some circumstances, lead to gross errors in the climatol-
ogy of the dominant scales [Palmer , 2001]. Palmer [2001] suggests
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that some of the remaining errors in weather and climate prediction
models may have their origin in the neglect of subgrid-scale variabil-
ity, and that such variability should be parameterized by non-local
dynamically based stochastic parameterization schemes.
Many climate models have been developed by independent re-
search institutes to perform climate projections. However, many
parameterizations are shared among climate models. As a results
to the total number of independent models is far less than the total
number of models. Climate models are used to simulate and under-
stand the climate change response to changes in concentrations of
greenhouse gases and aerosols. In addition, climate models are of-
ten used to to perform sensitivity experiments. These experiments
provide insight in the role of a single process or element on the
system.
1.2.3 Regional downscaling
The typical horizontal resolution (defined as horizontal grid spac-
ing) for current GCMs is roughly 1 to 2 degrees for the atmospheric
component and around 1 degree for the ocean [IPCC , 2013, chap-
ter 9]. Results from GCMs are the primary source of information
for assessments of the future impacts of climate change. For some
types of impact assessment (e.g. risk of drought and flooding on
large catchments) the output of a coarse resolution GCM may be
sufficient, but in many cases information on a much finer spatial
scale is needed (e.g. if the climate model output is used to drive a
hydrological model), implying the need to “downscale” the GCM
output [Murphy , 1999].
In addition to prevailing large-scale conditions, local climate is
influenced by regional aspects, such as local orography, land-sea con-
trast, and small-scale atmospheric features such as convective cells,
which are often not well represented in coarse resolution GCMs
[Feser et al., 2011]. Any viable downscaling technique must take
these regional forcings into account [Murphy , 1999]. Different ap-
proaches to perform downscaling of coarse resolution GCM output:
statistical and dynamical.
Statistical downscaling uses statistical relationships between ob-
served small- and large-scale variables to derive climate at the re-
gional scale from global climate model results [Feser et al., 2011].
The assumption underlying the statistical approach is that there is
a statistical link between a set of large-scale “predictor” variables
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(e.g. temperature, humidity, wind, geopotential height) and a local-
scale “predictand” [Eden and Widmann, 2013].
Dynamical downscaling can be described as embedding a high
resolution regional climate model (RCM) within a coarse resolution
GCM (see figure 1.1). The common approach employs a continuous
integration of RCMs where GCM data are used to provide initial
conditions (ICs), lateral boundary conditions (LBCs), sea surface
temperatures (SSTs), and initial land surface conditions. It is well
known that GCMs are not perfect and all simulations suffer from
biases to some extent. The downscaled RCM simulation is strongly
influenced by the skill of the driving GCM. The dynamical down-
scaling approach brings GCM biases into RCMs through the LBCs
of the RCM and degrades the downscaled simulation [Xu and Yang ,
2012]. In practice, the RCMs add useful information to the GCM
output due to more their more detailed coastlines and mountains,
and due to their better representation of convective precipitation.
Figure 1.1: Schematic of dynamical downscaling
1.3 Evaluation of climate model output
1.3.1 Uncertainties in climate projections
A wide range of studies have shown the impact of new radiative forc-
ing conditions on the climate, affecting many variables [Hegerl and
Zwiers, 2011]. Studies on climate change are typically done using
climate models. Climate model based simulations produce a wide
range of possible climate change projections [Cox and Stephenson,
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2007], partly because uncertainties in constructing and applying
climate models are manifold [Tebaldi and Knutti , 2007], and partly
because of uncertain future forcing. Therefore, a thorough assess-
ment of climate models is needed to judge the value of simulated
climate scenarios and their uncertainties. Ra¨isa¨nen [2007] divides
the question on the reliability of climate change simulations into
two parts: (i) how well do models agree with each other, and (ii)
does the variation between model results give a good estimate of
uncertainty?
Different classifications of uncertainties in climate projections
are used in the literature. Cox and Stephenson [2007] group the
uncertainties into initial condition uncertainty, emission scenario
uncertainty and process/parameter uncertainty. A slightly different
classification is used in for example Hawkins and Sutton [2009, 2011]
and Murphy et al. [2009], where the uncertainties are grouped into
model uncertainty, scenario uncertainty and internal or natural cli-
mate variability. Internal variability is the natural unforced fluctu-
ation of the climate. Scenario uncertainty is caused by the missing
information about future emissions. Model uncertainty stems from
our incomplete understanding of Earth System processes and their
imperfect representation, or parameterization, in models [Murphy
et al., 2009].
The relative importance of the three types of uncertainty, model
uncertainty, scenario uncertainty and internal variability, varies with
parameter, region, forecast lead time and with spatial and tempo-
ral averaging scale [Hawkins and Sutton, 2009]. Using the model
spread as representation for model uncertainty, and thus neglect-
ing epistemological uncertainty (ignorance), the dominant sources
of uncertainty up to a few decades ahead are model uncertainty
and internal variability. For lead times longer than a few decades
the dominant sources of uncertainty are scenario uncertainty and
model uncertainty. The importance of internal variability in general
increases at smaller spatial scales and shorter time scales [Hawkins
and Sutton, 2009].
The focus in this thesis is mainly on the performance of cli-
mate models in performing long-term climate change projections.
Therefore, the relevant types of uncertainty are therefore model un-
certainty and scenario uncertainty. Written from a climate model
perspective, this thesis considers the model uncertainty.
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Information on climate and future climate change is used in deci-
sion making and climate adaptation. Uncertainty in climate projec-
tions plays an important role in, for example, the chosen adaptation
strategy and its design. What the best adaptation strategy is, is
very context dependent and depends for example on the types of
uncertainty that dominate, the time horizons that need to be taken
into account, the robustness of the strategy to a range of climate
change scenarios and the flexibility of the chosen adaptation strat-
egy.
1.3.2 Validation of climate models
Validation of climate models is, for several reasons, a challenging
task [Ra¨isa¨nen, 2007]. There are many aspects of climate mod-
els that should be compared to the real world. Examples include,
among others, (changes in) the mean state of the climate and ex-
tremes, and processes like monsoons, blockings, etc. In addition,
climate models should realistically represent observed trends and
natural variability. This comparison is further complicated by lack
of and errors in observations. Another problem is that climate mod-
els are, to a certain extent, tuned to reproduce the current state of
the climate.
Because of the many difficulties in comparing model results to
the real world, ranking models based on performance is not an easy
task. A model may outperform other models for certain climate pa-
rameters, but not for others. Combining models generally increases
the skill, reliability and consistency of model forecasts [Tebaldi and
Knutti , 2007], indicating that part of the errors are random [Knutti ,
2008]. Controversial results exist regarding the best way to com-
bine model results [Tebaldi and Knutti , 2007], but naive averaging
is unlikely the best option [Knutti , 2008].
Several studies have focused on the ranking and weighing of
models within an ensemble to come to a best possible prediction
of future climate change. One such method is the Reliability En-
semble Average (REA) method by Giorgi and Mearns [2002]. The
REA method uses two reliability criteria to weigh the quality of
individual models within an ensemble. The first criteria is based on
the ability of each model to reproduce elements of present-day cli-
mate (model performance criterion). The second criterion is based
on the convergence of the model simulations of elements of the fu-
ture climate (convergence criterion). Greater convergence implies
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higher reliability of robust signals that are little sensitive to the
differences among models. Although the REA method was intro-
duced by Giorgi and Mearns [2002] as a reasonable quantification
of heuristic criteria, there exists a formal statistical model that can
justify the REA method as the optimal procedure [Tebaldi et al.,
2005]. Nevertheless, one could argue that outliers are in fact very
relevant and provide valuable information on the size of uncertain-
ties. That is, unless it can be shown that they are caused by a
misrepresentation of a physical process.
Because climate models are, to a certain extent, tuned to re-
produce the current state of the climate, outliers in simulations
of future climate are not necessarily the ones that perform worse
in simulations of present-day climate [Giorgi and Mearns, 2002].
Understanding what makes the projections of two models agree or
disagree, evaluating models on key processes, developing metrics
that demonstrably relate to projections, and searching for emerging
constraints in the system on the basis of observations may be ways
forward [Knutti et al., 2010]. In emerging constraints, relationships
are derived between currently observable quantities and the GCM
response to changes in forcing [Caldwell et al., 2014; Xie et al.,
2014]. With this technique, statistical relationships between future
and historical model runs in multi-model ensembles are exploited
to make more constrained projections [Bracegirdle and Stephenson,
2013].
Various techniques exist to quantify uncertainties of different
origin. Model uncertainty is handled by analyzing multi-model en-
sembles, perturbed parameter experiments or stochastic parame-
terizations. Natural variability, due to the chaotic nature of the
atmosphere and low-frequency variability in climate, is handled by
analyzing large ensembles of one model. Scenario uncertainty is
dealt with by analyzing a range of emission scenarios of greenhouse
gasses and aerosols. Initial condition uncertainty is of interest when
addressing near-future (decadal) predictions, starting from observed
initial states. Regional and local downscaling uncertainty involves
the use of regional climate modeling archives and high resolution
(several km) non-hydrostatic models. There are other sources of
uncertainty that may be relevant when applying the model data to
the real world, e.g., calibration uncertainty [Ho et al., 2011].
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1.4 Representation of precipitation in climate
models
Precipitation is one of the most important climate variables. The
largest impact of future climate changes on the society will likely
come from changes in precipitation patterns and variability. Precip-
itation changes affect, among others, water resources, agriculture,
fire risk and flooding. However, it is still a big challenge for climate
models to realistically simulate the (changes in) regional patterns,
temporal variations, and correct combination of frequency and in-
tensity of precipitation. The difficulty arises from the complexity of
the precipitation processes in the atmosphere that include cloud mi-
crophysics, cumulus convection, planetary boundary layer processes,
large-scale circulations, and many others. Errors in simulated pre-
cipitation fields often indicate deficiencies in the representation of
these physical processes in the model. It is therefore important to
analyze precipitation for model evaluation and development [Dai ,
2006].
Figure 1.2 shows the ensemble mean bias of the Coupled Model
Intercomparison Project Phase 5 (CMIP5) climate model ensemble
with respect to observed precipitation from the Global Precipita-
tion Climatology Centre [GPCC v6, Becker et al., 2013] dataset
for boreal winter (a) and summer (b). CMIP5 models simulate on
average too much precipitation (wet bias) in much of the northern
hemisphere, both in summer and winter. Wet biases are also found
in Australia (winter), southern half of Africa (winter) and the west-
ern coast of South America (both seasons). Dry biases are found in
the central part of South America (both seasons) and India (sum-
mer). Note that these biases are only valid under the assumption
that the GPCC dataset provides a correct representation of actual
precipitation over the past century.
In addition to biases in mean precipitation, previous studies
have shown a tendency for climate model ensembles to underesti-
mate precipitation trends as well [Wentz et al., 2007; Zhang et al.,
2007; Bhend and von Storch, 2008]. Over Europe, local weather
variations are to a large extent determined by changes in circulation
[Osborn et al., 1999; Turnpenny et al., 2002; van Oldenborgh and van
Ulden, 2003; van Ulden and van Oldenborgh, 2006], but also changes
in sea surface temperature (SST) are known to be responsible for
precipitation variations on different spatial scales [Rowell , 2003; van
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(a) boreal winter
(b) boreal summer
Figure 1.2: CMIP5 mean precipitation bias [mm/day] with
respect to GPCC observations for the period 1901-2010 for
(a) boreal winter (October–March) and (b) summer (April–
September). Areas with p>10% are masked (Figure obtained
from the KNMI Climate Explorer, climexp.knmi.nl).
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Ulden and van Oldenborgh, 2006; Kjellstro¨m and Ruosteenoja, 2007;
Lenderink et al., 2009]. Modeled trends in atmospheric circulation
[Osborn, 2004; van Oldenborgh et al., 2009a] and SST [van Old-
enborgh et al., 2009a; Ashfaq et al., 2010] contain large biases and
could be responsible for the underestimation of precipitation trends.
1.5 Research questions & thesis outline
Many climate models have been developed by independent research
institutes. Although all of these models are developed to describe
the climate system, all of these models respond (slightly) different
to a common forcing. Partly because of internal variability in the
climate system, but foremost because of different implementations
of physical processes and parameterizations thereof. By combining
model output from different models, independent errors are aver-
aged out, while errors common to all or multiple models remain.
Further progress in the quality of climate change projections re-
quires the identification and understanding of these common errors:
i.e., a thorough climate model assessment is needed. In this the-
sis an assessment is performed for one parameter and one region:
European precipitation.
A correct representation of simulated (trends in) European pre-
cipitation is important to have confidence in projections of future
changes therein. These projections are relevant for different hydro-
logical applications. Among others, simulated changes of summer
drying are often accompanied by an enhanced increase in air tem-
peratures [Zampieri et al., 2009], and can be expected to have large
impacts on society and ecosystems, affecting, for example,water
resources, agriculture and fire risk [Rowell , 2009]. Projections of
changes in extreme precipitation are critical for estimates of future
discharge extremes of large river basins and changes in frequency of
major flooding events [e.g. Kew et al., 2010].
These considerations lead to the following research questions,
which will be addressed in this thesis:
• Evaluation of 20th century European precipitation
trends (chapters 2 & 3)
In chapter 2 an evaluation of European summer and winter
precipitation trends over the past century is performed. Chap-
ter 3 discusses the performance of climate models in simulat-
ing trends in extreme winter precipitation over the Rhine river
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basin. In these chapters the following research questions are
answered:
Q1 Can the current generation climate models realistically
represent observed trends over the past century?
Q2 What are the underlying physical mechanisms responsi-
ble for biases in simulated trends?
• Effect of GCM spatial resolution on simulated western
European winter precipitation in the current climate
(chapter 4)
Chapter 4 investigates the effect of GCM spatial resolution
on simulated western European winter precipitation in the
current climate. The following research question is answered
in this chapter:
Q3 Do climate models have sufficient spatial resolution to
accurately represent synoptic systems that are associated
with European winter precipitation?
• Effect of GCM spatial resolution on simulated future
summer drying in central and southern Europe (chap-
ter 5)
Chapter 5 investigates the influence of GCM spatial resolu-
tion on simulations of future central European summer dry-
ing. The following research questions are answered in this
chapter:
Q4 Does the increased AGCM spatial resolution change the
future climate change projected circulation forced sum-
mer drying over central and southern European?
Q5 Is there a link between resolution dependent projected
future spring circulation change, drying of the soil in
spring, and soil moisture feedback in summer?
Finally, a synthesis of the research is provided in chapter 6. Main
conclusions from the previous chapters and answers to the research
questions are provided. Chapter 6 ends with an outlook.
CHAPTER 2
Evaluation of European precipitation trends1
Chapter Abstract
Clear precipitation trends have been observed in Europe over the
past century. In winter, precipitation has increased in north-western
Europe. In summer, there has been an increase along many coasts in
the same area. Over the second half of the past century precipitation
also decreased in southern Europe in winter.
An investigation of precipitation trends in two multi-model en-
sembles including both global and regional climate models shows
that these models fail to reproduce the observed trends. In many
regions the model spread does not cover the trend in the observa-
tions.
In contrast, regional climate model (RCM) experiments with
observed boundary conditions reproduce the observed precipitation
trends much better. The observed trends are largely compatible
with the range of uncertainties spanned by the ensemble, indicat-
ing that the boundary conditions of RCMs are responsible for large
parts of the trend biases. We find that the main factor in setting
the trend in winter is atmospheric circulation, for summer sea sur-
face temperature (SST) is important in setting precipitation trends
1This chapter is a slightly modified version of: van Haren, R., G. J. van
Oldenborgh, G. Lenderink, M. Collins, and W. Hazeleger, SST and circulation
trend biases cause an underestimation of European precipitation trends, Climate
Dynamics, 40, 120, doi:10.1007/s00382-012-1401-5, 2013.
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along the North Sea and Atlantic coasts. The causes of the large
trends in atmospheric circulation and summer SST are not known.
For SST there may be a connection with the well-known ocean cir-
culation biases in low-resolution ocean models. A quantitative un-
derstanding of the causes of these trends is needed so that climate
model based projections of future climate can be corrected for these
precipitation trend biases.
2.1 Introduction
A wide range of studies have shown that increases in atmospheric
CO2 concentrations and other greenhouse gasses influence the cli-
mate, affecting many variables [Hegerl and Zwiers , 2011]. Projec-
tions of future climate based on these studies are uncertain [e.g.
De´que´ et al., 2007; Ra¨isa¨nen, 2007; Hawkins and Sutton, 2009;
Knutti et al., 2009]. To have confidence in future climate projec-
tions, a correct representation of trends in the past is necessary
(but not sufficient). In this paper we consider the uncertainty in
one variable and one region: European precipitation trends.
Simulations of present and future climate are typically done us-
ing climate models. Climate models are a mathematical represen-
tation of the climate system and should in principle give a physics-
based response to increased CO2 concentrations and changes in
other forcings. However, projections also depend on uncertain pa-
rameterizations of unresolved processes that are used in climate
models, uncertainty about land use and the magnitude of forcings
due to aerosol and black carbon emissions. Part of this uncertainty
is described by the spread of multi-model and perturbed physics en-
sembles. In this paper we investigate whether the ensemble spread
indeed covers the observed precipitation trends in Europe.
Previous studies have shown a tendency for climate model en-
sembles to underestimate precipitation trends [Wentz et al., 2007;
Zhang et al., 2007; Bhend and von Storch, 2008]. Over Europe, local
weather variations are to a large extent determined by changes in
circulation [Osborn et al., 1999; Turnpenny et al., 2002; van Olden-
borgh and van Ulden, 2003; van Ulden and van Oldenborgh, 2006],
but also changes in sea surface temperature (SST) are known to
be responsible for precipitation variations on different spatial scales
[Rowell , 2003; van Ulden and van Oldenborgh, 2006; Kjellstro¨m and
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Ruosteenoja, 2007; Lenderink et al., 2009]. Modeled trends in at-
mospheric circulation [Osborn, 2004; van Oldenborgh et al., 2009a]
and SST [van Oldenborgh et al., 2009a; Ashfaq et al., 2010] con-
tain large biases and could be responsible for the underestimation
of precipitation trends.
We evaluate modeled precipitation trends in a few different cli-
mate model ensembles. First we compare observed precipitation
trends with trends from the CMIP3 ensemble of climate model ex-
periments [Meehl et al., 2007], an ensemble composed of Global
Circulation Models (GCMs). Searching for causes of the difference
in trends, we discuss trend differences between the CMIP3 ensem-
ble and an ensemble of regional climate models (RCMs). RCMs
are a dynamical downscaling tool and provide more details on local
conditions such as surface conditions, topography, coastlines and
soil moisture that could affect modeled precipitation. RCMs are
constrained by the lateral boundaries, and it is therefore relatively
straightforward to prescribe circulation. For GCMs this is much
more difficult [van der Schrier and Barkmeijer , 2007]. Also SST is
commonly prescribed in RCM simulations. We use this property to
compare the RCM results with the results of a similar set of RCMs
forced by prescribed quasi-observed circulation and SST. This al-
lows for a separation between errors in lateral boundary conditions
and internal model errors [Hudson and Jones, 2002]. Trend biases
that exist in both RCM ensembles are ascribed to model errors,
whereas trend biases only found in the GCM driven RCM ensemble
are ascribed to errors in the boundary conditions, large scale atmo-
spheric circulation and SST. Finally, we try to separate these two
factors using a statistical analysis.
2.2 Data and preprocessing
2.2.1 Trend definition
We use the common definition of a trend in this paper, regression
against time. Previous studies have shown that the magnitude of
regional climate changes increases quasi-linearly with changes in the
global mean temperature [Ra¨isa¨nen, 2007; Alexander and Arblaster ,
2009], a definition adopted in e.g. van Oldenborgh et al. [2009a].
Although the latter definition may physically be better justified,
it did not significantly increase the signal-to-noise ratio, nor did it
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affect any of the conclusions. We therefore adopted the former, more
common, approach in this paper. As a result the trend is highly
dependent on the chosen time interval: because global warming
has not been linear with time, the trends over the last century are
smaller than over the last 50 years.
We consider precipitation trends separately for the summer (April
– September) and winter (October – March) half year. This in-
creases the signal to noise ratio compared to a three monthly def-
inition of the summer and winter period. In order to compare wet
and dry regions in a single figure, we use relative precipitation trends
in this paper. The relative precipitation trend is related to the ab-
solute precipitation trend by
P ′(x, y) =
P ′abs(x, y)
P (x, y)
(2.1)
where P′abs(x, y) is the absolute precipitation trend and P(x, y) is the
mean seasonal (summer/winter) precipitation over the period that
the trend is computed. Relative precipitation trends are further
referred to as precipitation trends, or just trends.
2.2.2 Observations
We use four observational datasets in this study to evaluate the
model results. First the low (2.5o) resolution gridded precipitation
dataset of the Global Precipitation Climatology Centre [Schneider
et al., 2010, GPCC v5 (1901 – 2009)] is used for comparison with the
results derived from a large multi-model GCM ensemble. Later the
state-of-the-art gridded high (0.5o) resolution precipitation fields of
the European ENSEMBLES project [Haylock et al., 2008, E-OBS
v5.0 (1951 - 2011)] is used to verify the results derived from RCM
ensembles. We also used the precipitation dataset from the Cli-
mate Research Unit [Mitchell and Jones , 2005, CRU TS3.10 (1901
- 2009)], as well as the high resolution GPCC v5 dataset (0.5o), to
verify the quality of the observational datasets.
It is well known that observations are affected by many sources of
error. Errors stem from sources of uncertainty in the observational
data and their analysis, from measurement, recording and represen-
tativity errors to data quality, homogeneity and interpolation errors
[Haylock et al., 2008]. Haylock et al. [2008] claim that the typical
interpolation error is much larger than the expected magnitude of
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other sources of uncertainty. To investigate the uncertainty we com-
pare the three observational sets as well as the ERA-40 re-analysis.
This is done for the common time period where all datasets and
model results have data (1961 – 2000, figure 2.1). We also show the
absolute summer and winter precipitation trends in figure 2.2.
The summer precipitation trend found for the ERA-40 dataset
differs largely from the trends found for the observational datasets.
Largest deviations are mainly found for central Europe, but also
for other European regions in the summer half year. The relatively
small amount of wind-induced undercatch (difference between the
actual amount of precipitation and the amount measured by a pre-
cipitation gauge) during the summer and the high number of mea-
surement stations in this area make it likely that the observational
datasets give a better representation of the actual trend. We will
therefore not consider the ERA-40 precipitation trends any further
in this paper.
As a measure of uncertainty we compute for each grid point the
standard deviation between the trend fields of the different obser-
vational datasets (panels (e,j) of figure 2.1) according to
σ =
√√√√ 1
N
N∑
i=1
(
P ′ (x, y)i − µ
)2
,
with µ =
1
N
N∑
i=1
P ′(x, y)i
(2.2)
in which P′ (x, y)i are the relative precipitation trends as given by
panels (b–d) and (g–i) of figure 1 and N is the number of observa-
tional datasets. Note that this samples only part of the uncertainty
as the datasets are based on a subset of the same station data.
Inhomogeneities in the underlying station data propagate into all
observational datasets. Inhomogeneities could be caused by e.g. a
drop in ratio of snow to liquid rainfall [Hundecha and Ba´rdossy ,
2005] or changes in measuring arrangements.
We find considerable differences between the observational datasets
over Greece, Finland, the former Soviet Union and the Iberian
peninsula (both seasons) and France and the Scandinavian penin-
sula (winter half year). Differences on smaller spatial scales are
found in many other areas. We will only consider model ensemble
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trend biases larger than the difference between the different obser-
vational datasets.
2.2.3 Model ensembles
We use three multi-model ensembles in this study: one composed of
GCMs and two composed of RCMs. The GCM composed ensemble
used is the Coupled Model Intercomparison Project phase 3 [Meehl
et al., 2007, CMIP3] multi-model ensemble from the World Climate
Research Programme (WCRP). The CMIP3 dataset consists of 23
models (left column of figure 2.3) at varying spatial resolution, typ-
ically in the order of 200 km. For the period before 2000 we use
the climate of the 20th century runs (20c3m). For the period after
2000 we use the SRES A1b scenario runs, but it should be noted
that the other SRES emission scenarios are almost identical for the
short period after 2000 that is used in this study.
For the ensembles composed of RCMs we use those provided
by Research Theme 2b (RT2b) and Research Theme 3 (RT3) from
the European ENSEMBLES project [van der Linden and Mitchell ,
2009], interpolated on a regular 0.5o longitude-latitude grid. The
main difference between the two RCM ensembles is the forcing at
the boundaries; the regional models are fed at their boundaries with
fields containing temperature, humidity, horizontal winds and sur-
face pressure. The fields are commonly provided each 6 hours from
the GCMs (RT2b) or ERA-40 (RT3), and are linearly interpolated
in time. The boundary relaxation zone in the regional models is
typically 8-16 grid points wide, and relaxation is done with a short
time scale (in the order of the typical time step of the model) at the
outer relaxation zone and a longer time scale at the inner relaxation
zone. The exact way this is done varies between the models. SSTs
are prescribed from the GCMs or ERA-40.
An overview of the models used in this analysis from the RT2b
ensemble is given in the right column of figure 2.3. Most model
data used in the two ensembles is available at a 25 km spatial reso-
lution. Exceptions are the MIROC3.2hires forced RACMO (KNMI)
model in the RT2b ensemble and the CLM (GKSS) model in the
RT3 ensemble that are only available at a 50 km resolution. Mod-
els that were excluded in this analysis were either not available for
the complete 1951-2009 time period or for the complete European
domain. The models used from the RT3 ensemble are mostly the
same as those used from the RT2b ensemble. However, we re-added
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Figure 2.1: Comparison of ERA-40 and observed precipitation
trends over 1961-2000, defined as the regression against time.
Relative trends in (a) ERA-40, (b) GPCC, (c) E-OBS, and (d)
CRU summer precipitation [%/Century]; (e) Standard deviation
between GPCC, CRU and E-OBS trends summer (f–j) Same but
for winter precipitation.
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Figure 2.2: E-OBS absolute precipitation trend [mm/day/Cen-
tury] over 1961–2000 for the summer (a) and winter half years
(b).
the CLM (GKSS) model that we removed from the RT2b ensem-
ble because it was not available for the complete time period. We
also excluded the PROMES (UCLM) model from the RT3 ensem-
ble because the spatial noise in the computed trend was found to
be unrealistic.
2.3 GCM/RCM trends vs observations
2.3.1 GCM simulations
Precipitation trends for the GCM and GCM forced RCM multi-
model ensembles are computed as regression against time. In order
to be least affected by natural variability we used the largest com-
mon period for the model ensembles and the observations, yielding
1901 - 2009 for the GCM ensemble and the GPCC precipitation
data, and 1951 - 2009 for the GCM forced RCM ensemble and the
E-OBS precipitation data. The results for the GCM forced RCM
ensemble are also shown for the shorter 1961 - 2000 period, the
common period shared with the ERA-40 forced RCM ensemble.
The comparison between each multi-model ensemble and the ob-
servational data is twofold. First the trend of the ensemble mean
is compared to the trend in the observational data. Next we ver-
ify if the observational trends fall within the bandwidth of natural
variability combined with model uncertainty as parameterized by
the spread of the multi-model ensemble. This is indicated by the
fraction of the model ensemble members with a trend larger than
the observed one.
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Figure 2.3: Overview of GCMs and GCM forced RCMs used
in the analysis.
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Figure 2.4 shows the results for the GCM ensemble and the
GPCC observational dataset. Whereas the observations show clear
positive trends in northern Europe (both seasons) and part of west-
ern Europe (both seasons), these are much smaller in the GCM
ensemble. Panels (d,i) of figure 2.4 show that the model spread in
these areas does not cover the observations. Similar results are ob-
tained when using the CRU observational dataset at a resolution of
2.5o.
As an aggregated statistic we computed the Talagrand diagram
or rank histogram over the land area of Europe and show them in
panels (e,j) of figure 2.4. At every grid point the N ensemble mem-
bers are ranked from lowest to highest, representing N+1 possible
bins in which the observations could fall (including the extremes).
For every grid point the bin in which the observed trend falls is
identified and recorded and the histogram is built up over all area-
weighted grid points. For a reliable ensemble the histogram would
be flat. If the model ensemble has a trend bias, a larger part of
the area lies at one end of the ensemble spread, i.e., that end of
the histogram will curve up. Because of large uncertainties in the
observations in especially Greece and Finland (panels (e,j) of figure
2.1) we only considered the area west of these two countries (west of
20o longitude). Different observational estimates are used to com-
pute the histograms to give some indication of uncertainties in the
observations. In figure 2.4 the blue and red lines curve up at the
low fractions indicating a bias towards less wetting and more drying
trends in the models compared to the observations.
The next question is whether the bias is significant, i.e., whether
it is unlikely to be a fluctuation in the distribution of model spread
and natural variability. The strong correlation between neighbor-
ing grid points is a major issue when conducting significance tests.
We therefore take the correlation as represented in the RCMs into
account when constructing the significance intervals for each bin
in the Talagrand diagrams. All bins have a common scale by de-
sign; between 0 and 1. To compute significance intervals around the
flat line we compute the same histogram considering each model in
turn to be the ‘truth’ [Annan and Hargreaves, 2010]. The confi-
dence interval, depicted as the gray bars in panels (e,j) of figure 2.4,
is constructed as the distance between 0 (the minimum) and the
second highest ranked member for each bin. This gives, under the
assumption that the members are equally distributed over the N+1
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inter-point intervals of the empirical distribution function (includ-
ing the two beyond the minimum and maximum sample values), a
confidence interval of around 90% (1-sided test).
We find that the bias in reproducing wetting trends is signifi-
cant at the 90% confidence level, both in the summer and winter
half years. The bias in reproducing drying trends in the winter is
not significant. From this we conclude that the problem appears to
be a bias in the trends and not in the width of the ensemble: the
low and high ranks are not symmetric but the trend in the obser-
vations is systematically larger than the trend in the models. This
shows that the trend in the observations does not fall within the
bandwidth of natural variability combined with model uncertainty
as parameterized by the spread of the multi-model ensemble.
2.3.2 RCM simulations
To investigate whether the observed trend biases are due to the
coarse resolution of GCMs, we considered a large multi-model RCM
ensemble forced by boundary conditions derived from GCM simula-
tions (RCM/GCM). Figure 2.5 shows the results for the RCM/GCM
ensemble for the period 1951-2009. Figure 2.6 shows the same
but for the period 1961-2000. The available time periods for the
RCM/GCM ensemble are considerably shorter compared to the
GCM ensemble. As a result the observed trends, and trend mis-
matches with the model ensemble, are harder to detect against the
background of natural variability. Nevertheless, the modeled trends
again show large biases.
For the considered time periods the observations show in the
winter half year wetting trends in northern Europe and drying
trends in southern Europe. Wetting trends are also observed in part
of western Europe (winter half year) and northern Europe (summer
half year). With the exception of slightly positive trends in parts
of northern Europe (both seasons) and a small negative trend in
southern Europe for the 1961-2000 period only, the GCM forced
RCM ensemble fails to reproduce any of these. In fact, when con-
sidered over the same time period, the GCM ensemble shows, with
the exception of details, mainly in coastal and mountainous regions,
similar seasonal average trends as the GCM forced RCM ensemble
(not shown).
The difference between the observed trends and modeled trends
is significant in most of these areas. This is visualized in panels (d,h)
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Figure 2.4: Comparison of observed and GCM precipitation
trends over 1901-2009, defined as the regression against time.
(a) Relative trends in observed (GPCC) summer precipitation
[%/Century]. (b) Mean relative trends of summer precipitation
of the GCM ensemble [%/Century] (c) Bias of the GCM ensemble
trend compared to the observed trend [%/Century] (d) Fraction
of the GCM ensemble with trend larger than the observed one
[-]. (e) Talagrand diagram (f–j) Same for winter precipitation.
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Figure 2.5: Comparison of observed and GCM forced RCM
precipitation trends over 1951-2009, defined as the regression
against time. (a) Relative trends in observed (E-OBS) summer
precipitation [%/Century]. (b) Mean relative trends of summer
precipitation of the GCM forced RCM ensemble [%/Century]
(c) Bias of the GCM forced RCM ensemble trend compared to
the observed trend [%/Century] (d) Fraction of the GCM forced
RCM ensemble with trend larger than the observed one [-]. (e)
Talagrand diagram (f–j) Same for winter precipitation.
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Figure 2.6: Comparison of observed and GCM forced RCM
precipitation trends over 1961-2000, defined as the regression
against time. (a) Relative trends in observed (E-OBS) summer
precipitation [%/Century]. (b) Mean relative trends of summer
precipitation of the GCM forced RCM ensemble [%/Century]
(c) Bias of the GCM forced RCM ensemble trend compared to
the observed trend [%/Century] (d) Fraction of the GCM forced
RCM ensemble with trend larger than the observed one [-]. (e)
Talagrand diagram (f–j) Same for winter precipitation.
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Figure 2.7: Inter-annual standard deviation over 1901-2009
(detrended). (a) Observations (GPCC) summer half year [mm/-
day] (b) GCM ensemble summer half year [mm/day] (c-d) Same
for winter half year.
of figures 2.5 and 2.6, where we show the fraction of the GCM forced
RCM ensemble with a trend larger than the observed one. Note that
for the GPCC observational dataset a similar spatial trend pattern
is found, but often with a somewhat smaller magnitude. This is even
more so for the CRU observational dataset. Especially the amount
of low fractions in and around Finland differs greatly between the
different observational datasets. The high fractions in southern Eu-
rope are more robust and are largely shared among the different
observational datasets. Panels (e,j) show Talagrand diagrams for
the different seasons for the area west of 20o longitude, where the
approximately 90% confidence interval is indicated by the gray bars.
The rank histogram curls up at the low fractions in the winter half
year for all observational datasets. In the summer half year they
show that the models severely underestimate the observed increase
in summer precipitation. This is despite the increased natural vari-
ability due to the shorter timespan considered for the GCM forced
RCM ensemble.
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Figure 2.8: Inter-annual standard deviation over 1951-2009
(detrended). (a) Observations (E-OBS) summer half year [mm/-
day] (b) GCM forced RCM ensemble summer half year [mm/day]
(c-d) Same for winter half year.
One possible reason for the low reliability of the models would
be that they underestimate the natural variability of precipitation
and therefore the uncertainty in the trend. We estimated the natu-
ral variability from the same simulations as the fluctuations around
the linear trend. As the autocorrelation from year to year is very
small in Europe (except in southeastern Spain in winter and north-
ern Iceland all year), and AMO teleconnections to precipitation in
Europe negligible [van Oldenborgh et al., 2009b, Fig. 3d], these 60
years should give a good estimate of the fluctuations. We find that
the GCMs indeed underestimate the natural variability in the pre-
cipitation trends (figure 2.7), but the RCMs rather overestimate the
natural variability (figure 2.8). Note that the mean precipitation in
the RCMs is, for most regions, larger than observed (not shown),
slightly affecting the modeled relative precipitation trends. As a
result the relative standard deviation with respect to the trend in
the RCMs is smaller than in the observations. Nevertheless, we
find that for absolute trends the modeled trends still fall outside
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the model spread for most regions and the overall conclusions are
not affected by this.
It is unlikely that the trend biases are largely caused by either
the coarse resolution of GCMs or natural variability. Because high
resolution RCMs in itself are no solution for the trend biases, the
remaining possibilities are that they are caused by RCM boundary
conditions, large scale circulation and SST, or by local model errors
present in both the RCMs and GCMs.
2.4 RCM simulations forced by re-analysis
data
To investigate the cause of the observed trend biases in large multi-
model GCM and RCM ensembles we compare the results of re-
gional climate models with boundary conditions derived from GCMs
(RT2b) with the results of a similar set of RCMs forced by quasi-
observed boundary conditions (RT3). This separates the errors
caused by incorrect boundary conditions from internal model er-
rors in the RCMs [Hudson and Jones, 2002].
Figure 2.9 shows the results for the ERA-40 forced RCM en-
semble and the E-OBS observational dataset. In general terms, the
ERA-40 forced RCM ensemble reproduces much better the observed
precipitation trends in both seasons than the GCM forced RCM en-
semble. Wetting trends in much of northern Europe (both seasons)
and in western and southwestern Europe (summer half year), as well
as drying trends in southeastern (summer half year) and southern
(winter half year) Europe are mostly reproduced. The Talagrand
diagrams in panels (e,j) of figure 2.9, calculated for the area west
of 20o longitude, indicate that in the summer half year the ERA-40
forced ensemble often overestimates the observed trend. In the win-
ter half year the relative large amount of low ranks is observed for
some observational datasets is largely from the Alpine region and
other mountainous regions, where also the observations are uncer-
tain.
The boundary conditions are prescribed in the ERA-40 forced
RCM ensemble and are the same among the different models. There-
fore, the model uncertainty in this ensemble is smaller compared to
the GCM forced RCM ensemble, often resulting in a smaller spread
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Figure 2.9: Comparison of observed and ERA-40 forced RCM
precipitation trends over 1961-2000, defined as the regression
against time. (a) Relative trends in observed (E-OBS) summer
precipitation [%/Century]. (b) Mean relative trends of summer
precipitation of the ERA-40 forced RCM ensemble [%/Century]
(c) Bias of the ERA-40 forced RCM ensemble trend compared
to the observed trend [%/Century] (d) Fraction of the ERA-40
forced RCM ensemble with trend larger than the observed one
[-]. (e) Talagrand diagram (f–j) Same for winter precipitation.
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between the different models in the ensemble. However, the Tala-
grand diagram in the winter half year is flatter than in figure 2.6
despite the smaller spread of the ensemble.
2.5 Simulated trends of regional climate
change
Observational errors may be an important factor determining the
magnitude of the observed trend on small spatial scales. Here, we
will therefore look at the regional trends when aggregated over in-
termediate large areas. The discrepancies between modeled and
observed precipitation trends are illustrated by the histograms of
figure 2.11 and 2.12 for respectively the summer and winter half
year. These show the position of the observations within the model
spread for the PRUDENCE regions (see figure 2.10, after Chris-
tensen and Christensen [2007]). The mean trend is calculated as
the trend of the average precipitation within the selected region.
For illustration purposes we only consider a few specific regions and
periods in the remainder of this section.
Figure 2.10: PRUDENCE regions, after Christensen and
Christensen [2007]. (1) British Isles; (2) Iberia Peninsula; (3)
France; (4) Mid-Europe; (5) Scandinavia; (6) Alps; (7) Mediter-
ranean; (8) Eastern Europe.
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To illustrate that trend biases in the RCM boundary conditions
do not affect modeled precipitation trends in all regions equally, we
show in panels (g,o) of figure 2.12 the mean relative precipitation
trend for the Mid-European region for the winter half year. The
means of the precipitation trends of the GCM forced and ERA-
40 forced RCM ensembles are similar but the spread of the model
ensemble is reduced due to the prescribed boundary conditions.
Therefore, the influence of SST and atmospheric circulation trend
errors on the mean precipitation trend of the ensemble in the winter
half year for this region is small. Common model errors in climate
models could be an explanation for the trend bias in this region, but
the large spread between the different observational datasets make
it difficult to determine if there indeed is a discrepancy between
modeled and observed trends.
Next we show two regions where the ERA-40 forced RCM ensem-
ble performs better compared to the GCM forced RCM ensemble.
In panels (d,l) of figure 2.11 the mean relative precipitation trend
for the France region is shown for the summer half year. Whereas
the mean of the GCM forced RCM ensemble shows a large negative
trend bias, the mean of the ERA-40 forced RCM ensemble shows
a (smaller) positive trend bias. In Panels (e,m) of figure 2.12 the
mean relative precipitation trend for the Iberian Peninsula in the
winter half year is shown. Whereas the ensemble spread does not
cover the observations for the GCM forced RCM ensemble, it does
for the ERA-40 forced RCM ensemble.
Finally we show with the British Isles for the summer half year
(panels (b,j) of figure 2.11) a region where the trend in the obser-
vations falls within the GCM forced RCM ensemble, but is smaller
than the trend in the ERA-40 forced RCM ensemble. The trend
bias in local processes is hidden in the larger spread of the GCM
forced RCM ensemble and can have in an opposite trend bias in
the GCMs. By effectively reducing the spread of the ensemble by
prescribing SST and large-scale circulation, this trend bias has be-
come visible in panel (j) of figure 2.11, where the observed trend is
not compatible with the ensemble spread. The better performance
of the GCM forced RCM ensemble (in panel (b) of figure 2.11 the
observed trend falls within the much wider ensemble of trends) is
therefore caused by the larger spread and compensating errors in
the RCMs.
It appears that prescribing realistic atmospheric flow conditions
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and realistic SST improves our ability to model observed trends
in precipitation. Therefore, we hypothesize that the mismatch be-
tween the observations and the GCM simulations and the GCM
driven RCM simulations is to a large extent due to a misrepresen-
tation of SST and atmospheric circulation. In the next section we
will investigate this further.
2.6 Influence of atmospheric circulation and
sea surface temperature
Changes in SST and atmospheric circulation influence regional and
local precipitation through convergence, evaporation and transport
of moisture. Hence, in this section we investigate the influence of
both large-scale circulation and SST trend biases on the precipi-
tation trend biases in the GCM forced RCM ensemble. Changes
in trend biases between the GCM forced RCM ensemble and the
ERA-40 forced RCM ensemble are found in many regions. Dry
trend biases in coastal regions of the North Atlantic and the North
Sea are often replaced by smaller wet trend biases when realistic
boundary conditions are applied. In north and south Europe the
large underestimation of the trend in winter precipitation is much
reduced. In Central Europe the lack of changes between the two
ensembles indicate that the trends do not strongly depend on SST
and circulation trend biases.
In the winter half year (most noticeably in January – March)
there has been a shift towards a more westerly circulation over
Europe north of the Alps (figure 2.13). This change is underrep-
resented in climate models [Osborn, 2004; van Oldenborgh et al.,
2009a]. Westerlies carry moist air from the Atlantic Ocean to the
continent [van Ulden and van Oldenborgh, 2006], and thereby influ-
ence the amount of precipitation. To investigate the effects of trends
in the atmospheric circulation, monthly mean precipitation anoma-
lies are approximated by a simple model that isolates the linear ef-
fect of circulation anomalies [van Ulden and van Oldenborgh, 2006;
van Oldenborgh et al., 2009a]. These effects include the influence of
mean geostrophic wind anomalies G′west(x, y, t), G
′
south(x, y, t) and
vorticity anomalies G′vorticity(x, y, t). The other terms are the time
t, and the remaining noise η(x, y, t):
P ′(x, y, t) = P ′circ(x, y, t) + P
′
noncirc(x, y, t) (2.3)
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Figure 2.11: Distribution of mean relative precipitation trend
per region over 1961-2000 for the summer half year [%/Century].
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Figure 2.12: Distribution of mean relative precipitation trend
per region over 1961-2000 for the winter half year [%/Century].
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P ′circ(x, y, t) = BWG
′
west(x, y, t) +BSG
′
south(x, y, t)
+BVG
′
vorticity(x, y, t)
(2.4)
P ′noncirc(x, y, t) = At+ η(x, y, t) (2.5)
The geostrophic wind anomalies G′west(x, y, t), G
′
south(x, y, t) and
vorticity anomalies G′vorticity(x, y, t) are computed from the monthly
ERA-40 reanalysis sea-level pressure data and the coefficients BW ,
BS , BV and A are fitted over 1961-2000 for each calendar month.
Atmospheric circulation induced precipitation changes show up
as trends in P ′circ. Panels (a,d) of figure 2.14 show the circulation
induced precipitation trend estimated by the regression model for
respectively the summer and winter half year. Panels (b,e) show
the circulation independent trend and panels (c,f) the total precip-
itation trend.
Figure 2.13: Sea-level pressure trend (p < 10%) [hPa/Cen-
tury]. (a) ERA-40 for 1961-2000 in the summer half year (b)
Trenberth for 1901-2009 in the summer half year (c–d) Same but
for winter.
Most of the trend in summer precipitation is, within the linear
approximation of a statistical decomposition, independent of circu-
lation (figure 2.14b). Trends are mostly observed along the coast of
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Figure 2.14: Precipitation trends ERA-40 forced RCM ensem-
ble (1961-2000). (a) Circulation dependent in the summer half
year [%/Century] (b) Circulation independent in the summer half
year [%/Century] (c) Total in the summer half year [%/Century]
(d–f) Same but for winter precipitation.
the North Atlantic Ocean, the North Sea and the Baltic Sea. Be-
cause most of the trends are observed in coastal areas and are not
in the GCM forced RCM ensemble, this points to a large influence
of SST trend biases in the summer half year in these regions.
The oceans and seas around Europe are major sources of precip-
itation above Europe. Differences in SST changes affect the precip-
itation over Europe [Rowell , 2003; van Ulden and van Oldenborgh,
2006; Kjellstro¨m and Ruosteenoja, 2007; Lenderink et al., 2009].
The modeled SST trends contain indeed biases: the GCM forced
42 Chapter 2 Evaluation of European precipitation trends
RCM ensemble underestimates the SST trends (figure 2.15) along
the Atlantic coast and other coastal areas (if represented at all).
This leads to a lower evaporation trend (not shown) and a reduced
trend in coastal precipitation, even in the high-resolution RCMs.
Possible explanations for the wrong SST trends in the models are
a lack of resolution in the ocean component of the climate mod-
els, which causes a misrepresentation of the North Atlantic Current
in the models [van Oldenborgh et al., 2009a; Ashfaq et al., 2010]
and problems resolving smaller, shallow seas like the North Sea
[Lenderink et al., 2009].
For most regions, a large part of the precipitation trend in the
winter half year is explained by the circulation dependent part of
the model (figure 2.14d). An increase in westerly circulation (fig-
ure 2.13) has resulted in an increase in precipitation in the north-
ern part of Europe, and a decrease in the southern part of Eu-
rope [Rummukainen et al., 2004]. Between 1960 - 2000 this may
be partly related to a non-significant positive trend in the NAO
[Bhend and von Storch, 2008], but for the other considered time
periods no positive NAO trend is observed. The trend is due to a
different pattern, a pressure difference between the Mediterranean
and Scandinavia rather than Iceland and the Azores [van Olden-
borgh et al., 2009a]. The continental pressure dipole has a significant
trend over all considered time periods and explains more of the vari-
ance of precipitation over most of Europe (the Ukraine is the only
clear exception). In central and northern Europe and in Italy, the
Mediterranean-Scandinavia pressure difference explains more vari-
ance of precipitation than the NAO, making it more suitable for
analysis of precipitation trends as well (figure 2.16). Therefore, cir-
culation trend biases are, under the same assumption of linearity,
responsible for a large part of the underestimation of precipitation
trends in northern and southern Europe in the winter half year.
Note that this analysis assumes that the effects of SST and large-
scale circulation trends on the precipitation trends add linearly to
the total trends. Non-linear effects are not represented and may
affect the conclusions.
2.7 Conclusions
A combination of GCMs and RCMs is often used to construct sce-
narios of future climate conditions. Here, the modeled precipitation
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Figure 2.15: Observed and modeled trends in SST over 1961-
2000 [K/Century]. (a) Observed HadISST summer half year
(b) RCM/GCM ensemble summer half year (c) Bias of the
RCM/GCM ensemble compared to the observed trend (d-f) same
but for winter half year.
trends and uncertainties over (parts of) the last century are com-
pared to observations for a large multi-model ensemble composed
of GCMs, an ensemble of RCMs forced at its boundaries by re-
sults derived from GCMs and a RCM ensemble forced by realistic,
quasi-observed, boundary conditions. Such trends are relevant in,
for instance, hydrological applications. A correct representation of
the trend in the past is a necessary (but not sufficient) condition
for confidence in future projections.
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Figure 2.16: Correlations of the NAO (a) and Mediterranean-
Scandinavia pressure dipole (b) with local winter precipitation
in Europe over 1951-2009 (p < 10%). (c) Difference in absolute
correlation.
We find that modeled precipitation in GCM and GCM forced
RCM ensembles contain large trend biases that fall often outside
the spread of the ensemble members. A multi-model RCM ensem-
ble forced by realistic, quasi-observed boundary conditions repro-
duces the observed trend much better and is largely compatible with
the range of uncertainties spanned by the members of the ERA-40
forced RCM ensemble. We conclude that the boundary conditions
of RCMs are responsible for large parts of the trend biases found
in GCM and RCM ensembles, but are not able to explain all trend
biases. The underestimation of precipitation trends in GCM forced
RCM ensembles in the summer half year is mainly limited to the
coastal regions and is, within the linear approximation of a sta-
tistical decomposition, largely caused by SST trend biases in the
boundary conditions. The underestimation of precipitation trends
in the winter half year that are observed in both northern and south-
ern Europe are, under the same assumption of linearity, for a large
part caused by circulation trend biases as present in the GCMs [van
Oldenborgh et al., 2009a]. This is not due to a positive trend in the
NAO [Bhend and von Storch, 2008], but due to a pressure difference
between the Mediterranean and Scandinavia [van Oldenborgh et al.,
2009a]. Remaining trend biases are likely caused by a combination
of model errors in the RCMs, including land cover schemes, and
errors in the observations.
To conclude, modeled atmospheric circulation and SST trends
over the past century are significantly different from the observed
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ones. These mismatches are responsible for a large part of the mis-
representation of precipitation trends in climate models. The causes
of the large trends in atmospheric circulation and summer SST are
not known. For SST there may be a connection with the well-known
ocean circulation biases in low-resolution ocean models. Because it
is not clear (yet) whether the trend biases in SST and large scale cir-
culation are due to greenhouse warming, their importance for future
climate projections need to be determined. Therefore, a quantita-
tive understanding of the causes of these trends is needed so that
climate model based projections of future climate can be corrected
for these trend biases.
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CHAPTER 3
Evaluation of modeled changes in extreme
precipitation in Europe and the Rhine basin1
Chapter Abstract
In this study, we investigate the change in multi-day precipitation
extremes in late winter in Europe using observations and climate
models. The objectives of the analysis are to determine if climate
models can accurately reproduce observed trends and, if not, to find
causes of the difference in trends.
Similar to earlier finding for mean precipitation trends and de-
spite a lower signal to noise ratio, climate models fail to reproduce
the increase in extremes in much of northern Europe: the model
simulations do not cover the observed trend in large parts of this
area. A dipole in the sea level pressure trend over continental Eu-
rope causes positive trends in extremes in northern Europe and
negative trends in the Iberian Peninsula. Climate models have a
much weaker pressure trend dipole and as a result a much weaker
(extreme) precipitation response.
The inability of climate models to correctly simulate observed
changes in atmospheric circulation is also primarily responsible for
1This chapter is a slightly modified version of: van Haren, R., G. J. van
Oldenborgh, G. Lenderink, and W. Hazeleger, Evaluation of modeled changes
in extreme precipitation in Europe and the Rhine basin, Environmental Research
Letters, 8 (1), 014,053, doi:10.1088/1748-9326/8/1/014053, 2013.
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the underestimation of trends in the Rhine basin. When adjusting
for the circulation trend mismatch, the observed trend is well within
the spread of the climate model simulations. Therefore, it is impor-
tant that we improve our understanding of circulation changes, in
particular related to the cause of the apparent mismatch between
observed and modeled circulation trends over the past century.
3.1 Introduction
Estimates of future changes in extremes of multi-day precipitation
sums are critical for estimates of future discharge extremes of large
river basins and changes in frequency of major flooding events [Kew
et al., 2010]. A correct representation of past changes is an impor-
tant (but not sufficient) condition to have confidence in projections
for the future.
High discharge rates for the Rhine in the Netherlands usually
occur in (late) winter [Rijkswaterstaat Waterdienst , 2012]. Evapo-
ration rates in winter are low and soils are often saturated and some-
times frozen. Rainfall has the potential to melt large amounts of
snow by bringing large amounts of thermal energy to the snowpack,
increasing runoff [Disse and Engel , 2001]. Over the past century
the average [Disse and Engel , 2001] and extreme [Wang et al., 2005]
discharge of the Rhine in winter increased. Model results project
a further increase for the current century [e.g. Hurkmans et al.,
2010; Lenderink et al., 2007; Kew et al., 2010; te Linde et al., 2010],
mainly caused by an increase in precipitation [van Pelt et al., 2012]
and a shift of the snowmelt season from spring to winter [Barnett
et al., 2005].
The climate in Europe depends strongly on the atmospheric cir-
culation. Western circulation brings moist air from the Atlantic
to the continent [van Ulden and van Oldenborgh, 2006], leading to
increasing precipitation over the continent. In an earlier paper we
concluded that a misrepresentation of circulation changes in cli-
mate models is responsible for the underestimation of increase in
winter precipitation in northwest Europe over the past century in
climate models [van Haren et al., 2013a]. Recent research finds
that higher quantiles of daily precipitation correlate well with mean
precipitation [Benestad et al., 2012] and that the increase in mean
winter extreme precipitation in Europe is similar across a range of
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multi-day sums [Kew et al., 2010]. The inability of climate mod-
els to capture the observed trend in atmospheric circulation could,
through transport of moisture, also influence trends in extreme pre-
cipitation: particular circulation types may be more favorable for
extreme precipitation events to occur.
In this paper we investigate whether the spread of climate mod-
els (which includes natural variability) covers the observed increase
in extreme precipitation in Europe and the Rhine basin in late win-
ter. We evaluate modeled trends in extreme precipitation, and try
to find causes for the difference in trends. We only consider the
uncertainty in trends of extreme precipitation. Estimates of trends
in river discharge requires the coupling with a hydrological model of
the catchment area and hydraulic models of the river and its main
branches [e.g. Lenderink et al., 2007], which is outside the scope of
this study.
3.2 Data & methods
3.2.1 Study area
We study the extreme precipitation in Europe and the Rhine area
(indicated by the area in figure 3.1a). The Rhine is the longest river
in western Europe, originating in the Swiss Alps. From Switzerland
it flows through the principality of Liechtenstein, Austria, Germany
and France before it enters the Netherlands near Lobith, on the
Dutch-German border. The main flow reaches the sea near Rotter-
dam, the Netherlands. The drainage area of the Rhine is approxi-
mately 185000 km2.
Natural variability plays an important role in determining trends
of extreme events. To give an impression of the magnitude of the
inter-annual variability, we show in figure 3.1b the observed and
modeled time-series (with accompanying trend estimates) of annual
maxima January-March (JFM) 10-day running precipitation sums
averaged over the Rhine basin. The modeled series is only shown for
one climate model (EC-EARTH, 1 member). Strong inter-annual
variability is found for both observed and modeled time-series, al-
though with a larger (absolute) magnitude for the observed series.
In late winter precipitation in Europe is mainly caused by frontal
systems from the Atlantic. The mean precipitation decreases from
the coast and is highest on the west side of mountain ranges. The
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latitude where most rain falls is determined by the zonal pressure
difference, with a blocking high over northern Europe causing dry
weather there and more rain in southern Europe. Conversely, a
stronger westerly flow brings more rain to northern Europe and less
to the Mediterranean area.
(a) (b)
Figure 3.1: (a) Location and area of the Rhine basin within Eu-
rope. The light blue area indications the actual catchment area.
The dark blue line represents the grid box approximation used in
this study. (b) Time-series (with accompanying trend estimates)
of JFM annual-maxima 10-day precipitation sums averaged over
the Rhine basin [mm].
3.2.2 Analysis period
Trends are computed from the annual maximum series of the 10-day
running precipitation sums (RX10day) for the northern hemisphere
late winter (JFM) 1950-2012 period. Extreme 10-day precipitation
sums are an important statistic for extreme peak flows for the Rhine
river in the Netherlands [e.g. Shabalova et al., 2003]. The choice for
the late winter period is dictated by past discharge extremes of the
river Rhine. More than 75% of winter annual discharge extremes
[Rijkswaterstaat Waterdienst , 2012] at the Lobith station (near the
Dutch–German border) since 1950 occurred in the second half of
the winter (JFM), despite slightly more (multi-day) extreme pre-
cipitation events in the river basin occurring in the first half of the
winter.
The JFM period happens to coincide with the season of strongest
observed and simulated trends in atmospheric circulation in this
region. The late European winter has seen a change in circulation
regime over the past century, related to an eastward extension of
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the belt of zonal winds [Haarsma et al., 2013a; Ulbrich et al., 2008],
that is outside the range of natural variability of model results [e.g.
van Oldenborgh et al., 2009a; van Haren et al., 2013a].
3.2.3 Datasets
We use daily precipitation data in this study. The multi-model
ensemble used in this study is obtained from the Coupled Model
Intercomparison Project Phase 5 [CMIP5, Taylor et al., 2011].
The CMIP5 dataset consists of models at varying horizontal grid
spacing, typically in the order of one hundred to a few hundreds of
kilometers. For the period before 2005 we use the historic runs. For
the period after 2005 we use the RCP4.5 experiment runs. We limit
ourselves to use only historical runs that have a RCP4.5 extension.
To not bias the results to models with more members available, we
use only the first available member per model. The FGOALS-g2
model is omitted from this analysis due to inconsistencies between
the daily and monthly precipitation fields. This brings the total
number of models used in this study to 21 (EC-EARTH, HadGEM2-
CC, HadGEM2-ES, CCSM4, GFDL-ESM2G, GISS-E2-R, MIROC-
ESM-CHEM, NorESM1-M, BCC-CSM1-1, CNRM-CM5, GFDL-
ESM2M, IPSL-CM5A-LR, MIROC5, MPI-ESM-LR, CSIRO-Mk3-
6-0, CanESM2, IPSL-CM5A-MR, MIROC-ESM, MRI-CGCM3, IN-
MCM4, ACCESS1-0). Different RCP scenarios are available, but
for the short period after 2005 these are almost identical. All mod-
els are bilinearly interpolated on a regular 1.5 degree grid before
analysis, resulting in 13 grid points for the Rhine area.
To evaluate the model results we use the state-of-the-art grid-
ded high resolution (0.5o) precipitation fields of the European EN-
SEMBLES project version 7.0 [E-OBS, Haylock et al., 2008]. The
observations are averaged to the same regular 1.5 degree grid when
compared directly with the model results.
For validation of our results we also use the high resolution (25 to
50 km resolution) multi-model ensemble of regional climate models
(RCMs) provided by Research Theme 2b of the European ENSEM-
BLES project [RT2b, van der Linden and Mitchell , 2009]. The
RCMs are forced at their lateral boundaries by results from global
climate models (GCMs) from the Coupled Model Intercomparison
Project Phase 3 [CMIP3, Meehl et al., 2007]. There are no large
differences between the results of CMIP3 and CMIP5 models over
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Europe. The RCM ensemble consists of a total of 18 RCM/GCM
combinations.
3.3 Methodology
3.3.1 Effect of circulation change
To investigate if the change in mean circulation characteristics af-
fects the change in precipitation extremes, we fit a simple statistical
model that isolates the linear effect of mean circulation anomalies
[van Ulden and van Oldenborgh, 2006; van Oldenborgh et al., 2009a;
van Haren et al., 2013a] to the anomalies of the annual maxima se-
ries of RX10day, P′(x, y, t). This is done for each dataset separately.
These effects include the influence of mean geostrophic wind anoma-
lies Ug(x, y, t), Vg(x, y, t) and vorticity anomalies G
′
vorticity(x, y, t)
and the remaining noise η(x, y, t). The longitude and latitude of
the grid box is indicated by (x, y), t indicates the time.
P′(x, y, t) = P′circ(x, y, t) + P
′
residual(x, y, t) (3.1)
P′circ(x, y, t) = BW(x, y)Ug(x, y, t) + BS(x, y)Vg(x, y, t)+
BV(x, y)G
′
vorticity(x, y, t)
(3.2)
P′residual(x, y, t) = A(x, y)t + η(x, y, t) (3.3)
The geostrophic wind anomalies and vorticity anomalies are
computed from the monthly NCEP/NCAR Reanalysis sea-level pres-
sure (SLP) dataset [NCEP/NCAR, Kistler et al., 2001] when con-
sidering observed precipitation anomalies, but other SLP datasets
(Twentieth Century Reanalysis [20C, Compo et al., 2011], Tren-
berth Northern Hemisphere SLP [Trenberth and Paolino, 1980])
give similar results. Model SLP output is used in combination
with modeled precipitation anomalies. The coefficients BW(x, y),
BS(x, y), BV(x, y) and A(x, y) are fitted over 1950-2012 for each 3
month winter period.
3.3.2 Trend definition
Our approach is to fit a non-stationary generalized extreme value
(GEV) distribution to the annual maxima series of RX10day, as well
as separately to the derived circulation and residual components.
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The GEV distribution is described as [e.g. Katz et al., 2002]
F(x;µ, σ, γ) =


exp{−[1 + γ(x− µ)/σ]−1/γ},
for {1 + γ(x− µ)/σ > 0, γ 6= 0}
exp{−exp[−(x− µ)/σ]}, for γ = 0
(3.4)
where µ, σ > 0, and γ are the location, scale and shape parame-
ters, respectively. We adopted the homoscedastic model (constant
variance) where the location parameter is described by
µ(t) = µ0 + µ1t (3.5)
here µ1 is a trend in the location parameter, and t is a covariate
linear in time from 1950-2012. Whenever we refer to a trend in
precipitation extremes in later sections we refer to the trend as
estimated by the µ1 parameter. The scale and shape parameters
are constant in the homoscedastic model. Experiments allowing
for a time-varying scale parameter produced similar trends in the
location parameter.
The parameters are estimated by the maximum likelihood method
because of its ability to estimate time-dependent covariates as rec-
ommended by Katz et al. [2002] and Kharin and Zwiers [2005].
3.3.3 Rank histograms
As an aggregated statistic for the performance of our model ensem-
ble we compute rank histograms. A rank histogram is created by
tallying the rank of the observation relative to values from the en-
semble sorted from lowest to highest. If there are N ensemble mem-
bers, there are N+1 ranks, including the two outer edges, the ob-
servation could fall. A reliable ensemble produces a flat histogram.
If the model ensemble has a trend bias, a larger part of the area lies
at one end of the ensemble and that edge of the histogram curves
up.
To investigate whether there is a significant deviation from a
reliable ensemble, i.e., whether it is unlikely to be a fluctuation in
the distribution of model spread and natural variability, the strong
correlation between neighboring grid points needs to be taken into
account. We do this by including the correlation as represented by
the models in the ensemble when constructing significance intervals.
The significance intervals are constructed by considering each model
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in turn to be the ‘truth’ [Annan and Hargreaves, 2010] and com-
puting its rank histogram with respect to the other models. The
90% confidence interval is then given by the distance between the
second lowest and the second highest ranked member for each bin
(using a 1-sided test to only account for trend biases and assuming
the outcomes of all members are equally likely).
3.4 Modeled versus observed trends
Precipitation extremes in late winter have increased in the north-
ern half of Europe in the last 60 years. In figure 3.2 we show the
observed (panel a) and modeled (panel b) trend in 10-day annual
maxima (RX10day) for late winter between 1950–2012. Externally
forced changes should appear in the mean trend of the model en-
semble (figure 3.2b). If no trend is found here, the observed trend
is either caused by natural variability or climate models fail to (cor-
rectly) represent processes that are important for precipitation. The
figures show that the average modeled trend in northern Europe is
much weaker than the observed trend. The trend bias in the models
is significant in northern Europe: figure 3.2c shows that for a lot of
grid points in this area the observed trend is larger than in any of
the models (dark red color). A summary of this panel is given by
the rank histogram in figure 3.2d (because of larger uncertainties
in the observations in eastern Europe these are calculated over the
area west of 20oE), which shows that the underestimation of positive
trends is significant at the 90% confidence interval: i.e. climate mod-
els likely underestimate natural variability or have common errors
in processes that are important for precipitation. Another explana-
tion could be that the quality of the observations is not good enough
or the station network density is not high enough to compute re-
liable trends [Haylock et al., 2008; Hofstra et al., 2010]. However,
the decorrelation scale of winter precipitation is larger than the
inter-station distance in most of Europe (except in the far North).
The relatively low horizontal grid spacing (1.5o) used when eval-
uating model results further reduces the influence of interpolation
and station network density on the trends. A dedicated study to
(extreme) precipitation trends in the Netherlands produces similar
trends with a homogenized dataset [Buishand et al., 2012], giving
more confidence in the quality of the observations themselves.
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The underestimation of the trend in extreme precipitation could
originate from a number of possible causes: 1. The coarse resolu-
tion of global climate models may not be enough to describe extreme
precipitation events, or may not provide enough detail on local con-
ditions such as topography and coastlines that could affect modeled
precipitation; 2. Climate models underestimate natural variability
of extreme precipitation; 3. Underestimation in change of mean cir-
culation characteristics.; 4. Model errors (unrelated to atmospheric
circulation) present in both GCMs and RCMs; 5. Observational
errors. We investigate the contribution of points 1–3 to the under-
estimation of trends in extreme precipitation. The contributions of
points 4 and 5 are part of the remaining error budget.
To investigate if the trend bias is caused by the coarse resolu-
tion of GCMs we performed the same analysis with a multi-model
ensemble of RCMs. We used the ensemble provided by Research
Theme 2b of the European ENSEMBLES project, RT2b. The RCM
ensemble has, with exception of details, similar trend biases as the
ensemble composed of GCMs (not shown).
A second reason for the low reliability of climate models could
be an underestimation of natural variability of extreme precipita-
tion in climate models. Year-to-year natural variability is indeed
underestimated in GCMs (standard error of the trend estimate for
the models is smaller than for the observations), but this is not the
case for RCMs (not shown). It is therefore unlikely that the trend
bias is caused by an underestimation of natural variability on short
timescales in the models. Underestimation of natural variability on
multi-decadal or longer time scales could still be possible.
As discussed in section 3.3.1, particular circulation types may
be more favorable for extreme precipitation events to occur. Using
the statistical model defined by equations 3.1–3.3 we estimate atmo-
spheric circulation induced precipitation changes. The observed/-
modeled circulation dependent trend, within the linear approxima-
tion of equations 3.1–3.3, is given in figures 3.2e and 3.2f. The
residual part of the trend that is not linearly dependent on circula-
tion changes is given in panels i and j.
Seasonal mean circulation changes (figure 3.3a, the pattern is
consistent over NCEP/NCAR, 20C and Trenberth) cause an in-
crease in observed extreme precipitation in parts of central and
northern Europe, as well as a decrease in much of southern Eu-
rope. The CMIP5 models also show a north-south dipole in the
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pressure trends over continental Europe, although on average much
weaker and more southeasterly displaced (and a trend to lower pres-
sures over Greenland). Although, this pressure change also causes a
(slightly displaced) north-south precipitation response, the response
is too weak to show up in figure 3.2e. Figure 3.2g (with a summary
in 3.2h) shows the fraction of the CMIP5 models with a circula-
tion dependent trend larger than the observed circulation depen-
dent trend. The observed circulation dependent trend caused by
a change in geostrophic winds is larger than in any of the models
for large parts of northern (increase in precipitation) and southern
(decrease in precipitation) Europe. For northern Europe this shows
up in an underestimation of the total trend by the models. The
circulation dependent decrease in southern Europe is (partly) can-
celed out by an increase due to other factors. Inconsistencies in the
underlying data provides low confidence in the results in the Balkan
area. We did not find obvious problems in the Iberian Peninsula so
we would have to assume that the (partial) cancellation is real in
this area.
A possible explanation for the residual trend in the far north
and in eastern Europe is a strong temperature increase in these
regions. When the temperature increases, so does the water-holding
capacity of the atmosphere, which in turn favors stronger rainfall
events [IPCC , 2007]. An alternative explanation is that decreasing
sea ice extent results in more open water, increasing evaporation.
3.5 Trend in the Rhine basin
We consider the trend in extreme 10-day precipitation over the
Rhine basin (figure 3.1a). These trends are important for flood
risk management in the Netherlands.
Figure 3.4a shows the observed and modeled trends in JFM
RX10day as averaged over the Rhine basin area. The trend is cal-
culated as the trend of the area average. The observed trend lies
on the outer edge of the spread of modeled trends. We verified the
results in an ensemble of regional climate models forced by global
models (European ENSEMBLES RT2b), producing similar results
(not shown).
A large part of the trend in this region is, within the linear
approximation of a statistical decomposition, caused by a change
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(a) (e) (i)
(b) (f) (j)
(c) (g) (k)
(d) (h) (l)
Figure 3.2: Comparison of observed and GCM RX10day pre-
cipitation trends of January–March for 1950-2012. (a) Relative
trend in observed precipitation [%/century]. (b) Mean relative
trend in the CMIP5 ensemble [%/century]. (c) Fraction of the
CMIP5 ensemble with a trend larger than the observed one [-,
non-linear scale]. (d) Rank histogram. (e-h) Same but for circu-
lation dependent precipitation. (i-l) Residuals.
in circulation (figure 3.2). In a similar manner as before, we esti-
mate the atmospheric circulation induced precipitation changes for
the whole basin, where the averaged change in geostrophic wind
anomalies over the basin area is used. We find that a large part
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NCEP/NCAR CMIP5 frac CMIP5 > NCEP/NCAR
(a) (b) (c)
Figure 3.3: Observed (a) and modeled (b) trend in mean JFM
sea-level pressure (1950-2012) [hPa/century]. (c) Fraction of
models with a trend larger than observed [-, non-linear scale].
of the observed trend is linearly related to changes in mean atmo-
spheric circulation. For the models the effect of circulation is much
smaller. Adjusting for the circulation trend mismatch by only con-
sidering the residual component, the observed trend is well within
the climate model ensemble (figure 3.4b).
(a) (b)
Figure 3.4: Observed modeled area average JFM RX10day
trend for the Rhine basin (1950-2012). Total (a) and residual
(b) trend for the Rhine basin. Observed trend is indicated by
the blue line, models by the yellow bars.
3.6 Conclusions
Climate model based projections of future precipitation extremes
are often used in projections of future river discharge extremes.
Here, the trends in extreme precipitation in Europe and the Rhine
river basin over the last 60 years are compared with observed trends.
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A correct representation of past changes is an important (but not
sufficient) condition to have confidence in projections for the future.
We find that climate models underestimate the trend in extreme
precipitation in the northern half of Europe: the trend bias is sig-
nificant in this area. Using a statistical decomposition we split the
trend in a part that is linearly related to circulation change, and
a residual part that is not linearly related to circulation change.
Circulation changes have caused an increase in observed extreme
precipitation in parts of mid and northern Europe, as well as a de-
crease over the Iberian Peninsula. Climate models underestimate
the change in circulation over the past century and as a result have
a much smaller (extreme) precipitation response.
Climate models are not capable of reproducing the observed
trend in extremes for the Rhine basin. The underestimation is,
within the linear approximation of a statistical decomposition and
statistical uncertainties, caused by an underestimation of the change
in mean circulation. The ensemble covers the observed trend when
only the part of the trend not linearly related to mean circula-
tion change is considered: the residual biases not linearly related to
mean circulation changes are relatively small. Therefore, it is im-
portant that we improve our understanding of circulation changes,
in particular related to the cause of the apparent mismatch be-
tween observed and modeled circulation trends over the past cen-
tury [Haarsma et al., 2013a].
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CHAPTER 4
Resolution dependence of European winter
precipitation in an atmospheric general circulation
model1
Chapter Abstract
In this study, we investigate the effect of GCM spatial resolution
on modeled winter precipitation over Europe. The objectives of
the analysis are to determine whether climate models have suffi-
cient spatial resolution to have an accurate representation of the
storm tracks that affect precipitation. We investigate if there is a
significant statistical difference in modeled precipitation between a
medium resolution (∼112 km horizontal resolution) and a high res-
olution (∼25 km horizontal resolution) version of a state-of-the-art
AGCM (EC-Earth), if either model resolution gives a better repre-
sentation of precipitation in the current climate, and what processes
are responsible for the differences in modeled precipitation.
We find that the high resolution model gives a more accurate
representation of northern and central European winter precipita-
tion. The medium resolution model has a larger positive bias in
precipitation in most of the northern half of Europe. Storm tracks
1This chapter is a slightly modified version of: van Haren, R., R. Haarsma,
G.J. van Oldenborgh, and W. Hazeleger, Resolution dependence of European
precipitation in a state-of-the-art atmospheric general circulation model, under
review, 2014.
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are better simulated in the high resolution model, providing for a
more accurate horizontal moisture transport and moisture conver-
gence.
Using a decomposition of the precipitation difference between
the medium- and high resolution model in a part related and a part
unrelated to a difference in the distribution of vertical atmospheric
velocity, we find that the smaller precipitation bias in central and
northern Europe is largely unrelated to a difference in vertical ve-
locity distribution. The smaller precipitation amount in these areas
is in agreement with less moisture transport over this area in the
high resolution model. We found that in areas with orography the
change in vertical velocity distribution is more important.
4.1 Introduction
General circulation models (GCMs) attempt to simulate the Earth’s
climate. Often these models are used to isolate the drivers of climate
change in response to natural and/or anthropogenic forcings. While
some features are well represented in GCMs (e.g. global tempera-
ture), other aspects remain uncertain [Flato et al., 2013]. One of
these aspects is (regional) precipitation in Europe [van Haren et al.,
2013a, b]. A correct representation of precipitation in climate mod-
els is, among others, relevant for hydrological applications, such as
flood risk management, navigation and energy production.
It remains to be seen whether the current generation of GCMs
have sufficient spatial resolution to resolve the physical processes
affecting climate [Pope and Stratton, 2002]. However, running high-
resolution models is often expensive in terms of computing and data
storage. Demory et al. [2013] found that an increase in horizontal
resolution (N48 – N96 – N144 – N216 – N230 – N512) lead to a
decrease in precipitation over the ocean and an increase over land
in two atmospheric general circulation models (AGCMs) of the UK
Met Office Hadley Centre. This changes the partitioning of moisture
fluxes that contribute to precipitation over land from local to more
non-local moisture sources with increasing resolution. Hack et al.
[2006] found a robust systematic improvement in the large-scale dy-
namical circulation of the atmospheric component of the Commu-
nity Climate System Model (CCSM, AGCM) by increasing the hor-
izontal resolution (T42 – T85). Berckmans et al. [2013] found that
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an increased horizontal resolution (N96 – N216) improved the accu-
racy of European blocking frequencies in the AGCMs studied. Sev-
eral studies showed an improvement in storm track performance in
higher resolution Coupled Model Intercomparison Project Phase 5
(CMIP5, coupled) GCMs [Zappa et al., 2013; Colle et al., 2013]. The
storm track over the North Atlantic heavily influences the weather
in Europe. Jung et al. [2012] found that increasing horizontal res-
olution from T159 to T511 in an AGCM improved the frequency
of occurrence of Euro-Atlantic blocking, and the representation of
extratropical cyclones in large parts of the Northern Hemisphere
extratropics. Further increasing resolution to T1279 and T2047
yielded relatively small further changes. Champion et al. [2011]
found an increase in ascending atmospheric motion, accompanied by
an increase in precipitation extremes, within Northern Hemisphere
extratropical cyclones, by increasing the resolution of the ECHAM5
global climate model (AGCM) from T213 to T319. Willison et al.
[2013] found an enhanced positive feedback between cyclone inten-
sification and latent heat release in the North Atlantic storm track
at higher resolution (20 km, AGCM), resulting in a systematic in-
crease in eddy intensity and a stronger storm track relative to the
coarser simulations (120 km). The need for improved circulation
statistics for regional downscaling over Europe was emphasized by
van Haren et al. [2013a, b, coupled model study]. Regional climate
models are often largely dependent on the storm tracks in the driv-
ing GCM because of their relatively small spatial domain. Biases
in precipitation over Europe could be attributed for a large part to
biases in the circulation in global climate models.
Previous studies have focused on one of the following points: (1)
changes in the representation of the storm track or large-scale circu-
lation with resolution [Jung et al., 2012;Willison et al., 2013; Zappa
et al., 2013; Colle et al., 2013; Hack et al., 2006]; (2) changes of pre-
cipitation within the stormtrack with resolution [Champion et al.,
2011]; (3) changes in blocking frequency with resolution [Berckmans
et al., 2013; Jung et al., 2012]; (4) circulation dependence of precip-
itation [not resolution dependent, van Haren et al., 2013a, b]; (5)
effect of resolution on global average land/ocean precipitation parti-
tioning [Demory et al., 2013]. For different regions the impact of any
of these, caused by a change in model resolution is different. Here
we combine the results of these studies in an analysis of regional
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precipitation over Europe. The objectives of the analysis are to de-
termine whether climate models have sufficient spatial resolution to
have an accurate representation of storm tracks affecting precipita-
tion over Europe. We investigate if there is a significant statistical
difference in modeled precipitation between a medium resolution
and a high resolution ensemble of a state-of-the-art global AGCM,
if either of the model resolutions gives a better representation of
precipitation in the actual climate system, and what processes are
responsible for the differences in modeled precipitation. AGCMs
simplify the climate system by constraining it by observed bound-
ary conditions (sea surface temperatures and sea ice cover) that:
(1) make their results more comparable to observations and reanal-
yses; (2) allow for a better comparison between models; (3) make
it easier to isolate atmospheric processes responsible for affecting
the hydrological cycle in climate models with various resolutions
[Demory et al., 2013].
This paper is outlined as follows. In section 4.2 we define our
study area, introduce the datasets used in this study and discuss the
methodology. In section 4.3 we calculate the difference in precipita-
tion and moisture convergence between the two model resolutions.
In search for causes of the differences in modeled precipitation, we
investigate differences in moisture transport and stormtracks in sec-
tion 4.4. In section 4.5 we discuss the distribution of daily precipita-
tion over our study area and try to link differences with differences
in strength/frequency of atmospheric disturbances. Finally, some
conclusions are drawn in section 4.6.
4.2 Data & methods
4.2.1 Data
The model data is from EC-Earth version 2.3, a state-of-the-art
GCM developed by a consortium of European research institutions.
The atmospheric component of the model is derived from the weather
forecast model (Integrated Forecast System (IFS) cycle 31r1) of the
European Centre for Medium-Range Weather Forecasts [Hazeleger
et al., 2010, ECMWF]. EC-Earth differs from the weather fore-
cast model by a small number of changes in the physics parame-
terizations, applied to optimize the model for climate simulations
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[Hazeleger et al., 2012]: An improved description of the entrain-
ment of environmental air in deep convecting plumes from IFS cycle
32r3 was used. Also the imhomogeneity scaling factor for shortwave
cloud optical thickness has been reduced from 0.7 to 0.57 and an im-
proved mass conservation correction scheme has been applied (the
scheme from IFS cycle 33R2). The land surface component in IFS
cycle 31r1 (TESSEL) was replaced by H-TESSEL, which uses an
improved representation of hydrology, as in more recent cycles of
IFS.
The experiment [Haarsma et al., 2013b] consists of two sets of
5-year 6-member ensemble simulations from 2002-2006, resulting in
30 years of data for each set. The sets differ both in horizontal and
vertical resolution. The model resolution of the medium resolution
ensemble is T159L62 (∼112 km horizontal resolution, 62 vertical
levels). The high-resolution ensemble is at T799L91 (∼25 km hor-
izontal resolution, 91 vertical levels). The parameterizations pack-
ages of the high and medium resolution model runs are the same.
Observed greenhouse gases and aerosol concentrations were used in
the simulations. Also observed sea surface temperatures (SSTs) and
sea-ice coverage were prescribed. The daily SSTs and sea ice data
were taken from the daily optimum interpolation (OI) sea surface
temperature (SST) analysis [Reynolds et al., 2002] at 0.25 degree
resolution and interpolated on the model grid. A 10 year spin-up
run at medium resolution (T159) was made, followed by a 9 month
(from January to October) spin-up run at the desired resolution.
The 6 member ensemble was made by taking the atmospheric state
of one of the first 6 days of October as initial state for each member.
Thereafter, the model was run for another 3 months until 1 January
before the data were used for the analysis. After this spin-up the
spread in the atmospheric states was sufficient to treat the 6 runs as
independent members. This computational very expensive experi-
ment was done for multiple research questions. One of those was
the impact of climate change on teleconnection responses to specific
tropical SST patterns [Haarsma et al., 2013b]. This motivated the
larger ensemble approach of shorter runs. The research questions
discussed in this paper could also be studied with a fewer longer
runs.
The model data is verified against ERA-Interim [Dee et al.,
2011], a global atmospheric reanalysis produced by the ECMWF,
extending back to 1979. We used the period 1982–2011 for the
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ERA-Interim data. ERA-Interim has a T255L60 resolution (∼80
km horizontal resolution, 60 vertical levels). Reanalysis data pro-
vide a multivariate, spatially homogeneous, and coherent record of
the global atmospheric circulation. This reanalysis uses a single
data assimilation system and is therefore not affected by changes
in method. A sufficiently realistic model is able to extrapolate in-
formation from locally observed parameters to unobserved parame-
ters at nearby locations, and it can also propagate this information
forward in time. ERA-Interim uses a four-dimensional data assim-
ilation system which allow the analyzed fields to evolve smoothly
in time instead of with jumps at times of analyses, and this has a
major advantage of largely eliminating the spinup problem of the
hydrological cycle [Trenberth et al., 2011]. In this way it is possi-
ble, for example, to obtain meaningful precipitation estimates from
a reanalysis of temperature, humidity and wind observations [Dee
et al., 2011]. The forecast parameters (precipitation and evapora-
tion) were calculated from averaging the accumulated values from
the beginning of the forecast, initialized at 12 hours from 00 and 12
UTC, over the range of 12 hours.
Because precipitation in ERA-Interim is in fact calculated us-
ing short-range model forecast, a second evaluation of the sim-
ulated precipitation is performed using the state-of-the-art grid-
ded high resolution (0.5o horizontal resolution) daily precipitation
fields of the European ENSEMBLES project version 9.0 [Haylock
et al., 2008, E-OBS]. The dataset is based on meteorological sta-
tion measurements and is designed to provide the best estimate of
grid box averages to enable direct comparison with climate mod-
els. The same period is selected as for the ERA-Interim data
(1982–2011). Figure 4.1 compares daily average November–April
(NDJFMA) winter precipitation for ERA-Interim, E-OBS and two
additional observational datasets: Climatic Research Unit (CRU)
Time-Series (TS) 3.22 [ Jones, P.D. and Harris, I., 2014] and the
dataset from the Global Precipitation Climatology Centre (GPCC)
version 6 [Becker et al., 2013]. All four datasets agree well over most
of the European area for this period (figure 4.1e, exceptions are ar-
eas with orography), providing confidence in the representation of
precipitation in ERA-Interim and E-OBS.
For storage limitations, the data was first averaged to daily
means where applicable. To allow a fair comparison the data was
then regridded on the T159 resolution of the medium resolution
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(a) ERAI (b) E-OBS
(c) CRU (d) GPCC (e) Standard deviation
Figure 4.1: Comparison precipitation datasets for average win-
ter (NDJFMA) precipitation for 1982–2011 [mm/day]. (a) ERA-
Interim; (b) E-OBS; (c) CRU; (d) GPCC; (e) Standard deviation
between panels (a–d).
ensemble. Regridding was done by means of second order conser-
vative remapping [Jones et al., 1999]. In conservative remapping,
the flux on the new (destination) grid results in the same energy or
water exchange as the flux on the old (source) grid. Second order
conservative remapping is more accurate compared to first order
conservative remapping, at the expense of computational demands.
Note that we use a 30-year continuous period for the reanalysis and
observations to verify the two sets of 5-year 6-member ensemble sim-
ulations. While this makes the influence of natural variability on
the estimated quantities much better comparable, some differences
between model results and observations may be due to different
decadal variability due to different SSTs.
4.2.2 Study area
We focus in this study on European winter precipitation. In earlier
studies we found that for this area and season, circulation driven
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precipitation trends are not well represented in climate models [van
Haren et al., 2013a, b]. Increased spatial resolution in climate mod-
els may give a more accurate circulation and the associated precip-
itation. We discuss some results in more detail for a smaller area
which is outlined in figure 4.2. This area consists of the Netherlands,
Belgium, Luxembourg, Germany and part of France. It covers two
major river basins (Meuse and Rhine) and no strong orography.
Winter precipitation in this area is relevant for hydrological ap-
plications such as flood risk management, navigation and energy
production. When we refer to the study area in later parts of this
paper, we refer to this smaller area.
Figure 4.2: Outline of the study area.
4.2.3 Methods
4.2.3.1 Moisture convergence
Moisture convergence follows from the conservation of water vapor
in the atmosphere [e.g. Banacos and Schultz , 2005]. Under the as-
sumption that condensed water immediately precipitates out, mois-
ture convergence is equal to the difference between evaporation (e)
and precipitation (p),
∂q
∂t︸︷︷︸
local rate of
change of q
+ ∇ · (qV)︸ ︷︷ ︸
-horizontal moisture
flux convergence
+
∂
∂p
(qw)︸ ︷︷ ︸
-vertical moisture
flux convergence
= e− p︸ ︷︷ ︸
sources and sinks
(4.1)
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where the vector V represent the horizontal wind components. Ver-
tical integration between the surface and the top of the atmosphere
yields
P− E = −1
g
∫ ps
0
∂q
∂t
dp− 1
g
∫ ps
0
∇ · (qV) dp (4.2)
where g is the gravitational constant, and P and E are precipitation
and evaporation, which follow from vertically integrating precipita-
tion (p) and evaporation (e), respectively. The subscript s refers to
surface quantities. Equation 4.2 can be simplified as [Seager and
Henderson, 2013]
P− E = −1
g
∇ ·
∫ ps
0
Vq dp︸ ︷︷ ︸
moisture convergence
− 1
g
∂
∂t
∫ ps
0
q dp︸ ︷︷ ︸
atmospheric water storage
(4.3)
The 30-year averaged NDJFMA moisture convergence is related to
P and E via
〈P− E〉 =
〈
−1
g
∇ ·
∫ ps
0
Vq dp
〉
−
〈
1
g
∂
∂t
∫ ps
0
q dp
〉
(4.4)
where the angles 〈〉 indicate a seasonal average and the overline
indicates a 30-year average. We find that the last term on the right
hand side of equation 4.4 is small compared to the other terms
(O[10−4]) and is ignored. The difference in moisture convergence
between medium- and high resolution model is finally written as
∆〈P− E〉 = ∆
〈
−1
g
∇ ·
∫ ps
0
Vq dp
〉
(4.5)
While the (approximate) equality in equation 4.5 may be techni-
cally true, in reality this may not be the case due to [Zahn and
Allan, 2013]: (1) Numerical issues, (2) the use of instantaneous
velocity and humidity fields, whereas P and E are fluxes and non-
instantaneous, and (3) limited vertical resolution of saved output
fields (only atmospheric data at 850/700/500/300/200 hPa was saved)
. Moreover, for reanalysis the moisture budget is generally not
closed, which effectively adds another term to equation 4.5 [Tren-
berth et al., 2011]. Because quantitative agreement may not be pos-
sible for these reasons, we will only look for qualitative agreement
between the left and right side of equation 4.5.
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Note that the integrations in the above equation, and further
integrations in this study, are discretized before they are calculated.
4.2.3.2 Integrated vapor transport
Integrated vapor transport (IVT) is defined as
IVT =
√(
g−1
∫ 200
850
qu dp
)2
+
(
g−1
∫ 200
850
qv dp
)2
(4.6)
with g the gravitational constant, q the specific humidity, p the
atmospheric pressure, and u and v are the horizontal wind speed
components. The integration takes place between 850 and 200 hPa
(the lowest and highest vertical output level available).
4.2.3.3 Precipitation decomposition
The precipitation difference between the two models is decomposed
using the ascending motion of the atmosphere into three different
parts: a vertical velocity component, a non-vertical velocity compo-
nent, and a co-variation term. The vertical velocity term indicates
the precipitation response due to differences in strength/frequency
of dynamic disturbances (change in distribution of w500). The non-
vertical velocity term indicates the difference in precipitation for a
given w500, which includes every influence that is not captured by
changes of w500 (e.g. horizontal moisture transport). The last term
in the equation arises from the correlation of the two effects. The
decomposition is given by [Bony et al., 2004]
δP =
∫
∞
−∞
pwδPrwdw︸ ︷︷ ︸
non−vertical velocity
+
∫
∞
−∞
Prwδpwdw︸ ︷︷ ︸
vertical velocity
+
∫
∞
−∞
δpwδPrwdw︸ ︷︷ ︸
co−variation
(4.7)
where pw is the probability distribution of w500 from the medium
resolution model, Prw the precipitation for each w500 bin from the
medium resolution model, and δ indicates the difference between
the high and medium resolution model (T799-T159) for the accom-
panying term. The integration takes place over the whole range of
vertical motions.
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4.3 Comparison T159 and T799
4.3.1 Precipitation difference medium- and high res-
olution runs
The monthly averaged daily precipitation for our study area is
shown in figure 4.3a for the two model ensembles, as well as ERA-
Interim and E-OBS. We quantify the robustness of our results by
bootstrapping [Efron and Tibshirani , 1993, bias-corrected acceler-
ated (BCa) method] the 30 years of data, assuming all years are
independent. The error band in the figure represents the 95% con-
fidence interval. The months May – October show in general better
agreement between both the ensembles and ERA-Interim. During
most of the winter months the average monthly precipitation in the
ensembles deviates significantly from the quasi-observed reanalysis
amounts. Although both model ensembles significantly overesti-
mate the amount of winter precipitation compared to ERA-Interim,
the bias in the high resolution model is much smaller. The differ-
ence in November – April (NDJFMA) winter precipitation between
the medium and high resolution model is approximately 20%. E-
OBS observed precipitation data agrees well with the quasi-observed
ERA-Interim data, confirming the overestimation of the modeled
precipitation. Similar results were obtained for daily extreme pre-
cipitation (figure 4.3b, 2 year return value estimated by fitting a
generalized extreme value (GEV) distribution), although the signal
is much more noisy.
4.3.2 P-E and moisture convergence
In order to explore the physical processes that can cause these differ-
ences we consider the average NDJFMA winter precipitation and
evaporation in Europe in figure 4.4. The amount of winter pre-
cipitation is less in the high resolution model in much of northern
Europe (exceptions are areas with orographic precipitation), with
differences as large as 0.5 mm/day found in France, Netherlands,
Belgium, Luxembourg, Germany, Czech and Poland (roughly equal
to our smaller study area). Larger amounts of winter precipitation
in the higher resolution model is found in in southern Europe, where
also differences as large as 0.5 mm/day are found for much of Por-
tugal, Spain and Italy. Areas with orographic precipitation have
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(a) Average daily precipitation in the study area.
(b) 2 year return value maximum daily precipitation in the study area.
Figure 4.3: Average precipitation in the study area (a) and 2
year return value of maximum daily precipitation in the study
area (b).
in general more precipitation (> 1 mm/day) in the high resolution
model.
Over land we find only small differences in average NDJFMA
evaporation between the two model resolutions. The most note-
worthy difference is found in our study area, with less evaporation
(0.2 mm/day) in the high resolution model. This could be related
to the decrease in precipitation in the same area as described in
the previous paragraph. In most of continental Europe, the differ-
ence in precipitation (figure 4.4c) is larger than the difference in
evaporation between the two model resolutions (figure 4.4f).
In order to include the effect of circulation in our analysis of the
differences we study the moisture convergence (see section 4.2.3.1).
Calculations of the right hand side of equation 4.5 resulted in very
noisy patterns, likely related to numerical issues and the limited
number of vertical model output levels available. Alternatively, this
term may also be computed as a line integral around a boundary
using Gauss’s theorem [e.g. Zahn and Allan, 2011]. Moisture con-
vergence found from applying Gauss’s theorem to our study area is
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(a) T159 precip (b) T799 precip (c) T799 - T159 precip
(d) T159 evap (e) T799 evap (f) T799 - T159 evap
Figure 4.4: Average NDJFMA precipitation (a–b) and evap-
oration (d–e) for the medium- and high resolution model and
the differences between the model resolutions (c,f) [mm day−1].
Differences with p>0.05 (estimated with a two-sided t-test) have
been masked.
given in figure 4.5b. The left hand side of the equation 4.5 is given
by figure 4.5a. Both methods agree qualitatively that higher res-
olution model has less moisture convergence in the winter months
for our smaller study area.
Figure 4.6 considers the moisture convergence as estimated from
the left hand side of equation 4.5 for the larger European area.
Panel 4.6c shows lower moisture convergence in much of the north-
ern half of Europe in the high resolution model compared to the
medium resolution model. Exceptions are areas with high orogra-
phy in Scotland and Norway, where the high resolution model has
higher and steeper mountains. In the southern half of Europe there
is an increase in moisture convergence, between the medium to the
high resolution model. Comparing figure 4.6c with the difference in
average precipitation (figure 4.4c) and evaporation (figure 4.4f) in
the two model resolutions in figure 4.4, we conclude that, over land,
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(a) P–E
(b) Gauss’s theorem
Figure 4.5: Moisture convergence for our study area
[mm day−1] computed using P–E (a) and Gauss’s theorem (b).
precipitation is the dominant term in the left hand side of equation
4.5. Therefore, the results suggest that the difference in precipi-
tation over Europe between the two models, that is, the dipole in
figure 4.4c, is at least partly related to the convergence and ad-
vection of moisture. A comparison of the moisture convergence of
the two models with ERA-Interim (figure 4.6a–b), shows a more
accurate representation of moisture convergence in most of the cen-
tral and northern part of continental Europe in the high resolution
model. There is no clear improvement in the southern part of Eu-
rope, in fact, in highland areas the agreement with ERA-Interim
is in general worse for the high resolution model. In other areas
the magnitude of the bias is roughly the same, although the sign
changes in some areas. The worse agreement in highland areas is
likely related to the orography in ERA-Interim, which is more com-
parable with the orography in the medium resolution model than
it is with the orography in the high resolution model. Figure 4.7
indeed shows that the precipitation bias in these areas is not larger
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in the high resolution model when compared to actual observations
(E-OBS).
(a) ERAI - T159 (b) ERAI - T799 (c) T799 - T159
Figure 4.6: Difference average NDJFMA moisture convergence
[mm day−1]. Differences with p>0.05 (estimated with a two-
sided t-test) have been masked.
(a) E-OBS - T159 (b) E-OBS - T799
Figure 4.7: Average NDJFMA precipitation difference with E-
OBS [mm day−1]. Differences with p>0.05 (estimated with a
two-sided t-test) have been masked.
4.4 Circulation
4.4.1 Moisture transport
In order to better understand the difference in moisture conver-
gence between the medium- and high resolution model, we consider
the individual quantities from the moisture convergence definition
in figure 4.8: specific humidity in the left column, wind speed in
the middle, and integrated water vapor transport (IVT, see section
4.2.3.2) at the right hand side of the figure.
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q850 V850 IVT
(a) T159 (b) T159 (c) T159
(d) T799 (e) T799 (f) T799
(g) ERA-I (h) ERA-I (i) ERA-I
(j) T799 - T159 (k) T799 - T159 (l) T799 - T159
(m) ERAI - T159 (n) ERAI - T159 (o) ERAI - T159
(p) ERAI - T799 (q) ERAI - T799 (r) ERAI - T799
Figure 4.8: Left column: specific humidity at 850hPa
[kg kg−1]. Middle column: wind speed at 850hPa [m s−1]. Right
column: integrated water vapor transport [kg m−1 s−1]. Differ-
ences with p>0.05 (estimated with a two-sided t-test) have been
masked.
Circulation 77
Specific humidity at 850 hPa is in the high resolution model
on average lower in the northern half of continental Europe and
higher in the southern half of continental Europe, compared to the
medium resolution model (figure 4.8j). A similar difference pattern
is found at 700 hPa, but, as moisture decreases with height, with
somewhat lower values (not shown). Upon closer inspection of the
vertical profile of the atmospheric moisture content in the models,
we find that the difference in atmospheric moisture content between
the high and medium resolution model in our study area is in the
order of 5% (not shown), about 4 times smaller than the difference
in average precipitation. This suggest that circulation differences
play a large role.
The middle column of figure 4.8 shows that the average wind
speed of the low level flow is too large in the medium resolution
model compared to reanalysis data. The high resolution model is
much closer to the reanalysis data. The combined effect of specific
humidity and wind speed is less transport of moisture (IVT, right
column figure 4.8) from the ocean to the western part of Europe
at higher resolution. Figure 4.6 suggests that the extra moisture
transported into our study area in the medium resolution model
(partly) converges and rains out, thereby increasing precipitation.
This is confirmed by considering only the zonal component of the
moisture transport.
4.4.2 Storm track
The results shown in figure 4.8 suggest that the main differences
are found over the Atlantic. This is the storm track region where
extratropical cyclones form [Blackmon, 1976]. These storm track re-
gions are associated with increased precipitation and winds and are
subject to extreme weather events [e.g. Graff and LaCasce, 2012].
The weather in Europe is heavily influenced by the storm track over
the North Atlantic: Hawcroft et al. [2012] estimate that over 70%
of total winter precipitation in large parts of Europe is associated
with the passage of an extratropical cyclone, and Pfahl and Wernli
[2012] found a high percentage of precipitation extremes within the
storm track region to be directly related to cyclones.
We calculate the storm track as the seasonal variance of 2-8 days
bandpass filtered geopotential height at 500 hPa (Z500) [Blackmon,
1976], which is shown in figure 4.9. Note that the storm track def-
inition does not discriminate between cyclones, anticyclones and
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variability not related to geopotential minima. The storm track in
the medium resolution model appears to be too zonal, which is a
common problem in coarse resolution GCMs [Chang et al., 2012;
Zappa et al., 2013]. The location of the storm track in the high
resolution model is more realistic: fewer and/or less intense storms
pass over central Europe. For our study area, the mean area aver-
aged absolute bias of the storm track as shown in figure 4.9 improves
with respect to ERA-Interim from 12.3 m4s−4 in the medium reso-
lution model (figure 4.9e) to 9.8 m4s−4 in the high resolution model
(figure 4.9f). In areas north and south of our study area in general
larger improvements are found for the high resolution model.
(a) T159 (b) T799 (c) ERAI
(d) T799 - T159 (e) ERAI - T159 (f) ERAI - T799
Figure 4.9: Storm track calculated as the variance of 2-8 days
bandpass filtered Z500 [m4s−4].
The better representation of the storm track seems to be in
agreement with Zappa et al. [2013]; Colle et al. [2013], who found
that the performance of GCMs in representing North Atlantic cy-
clones was strongly dependent on model resolution: CMIP5 mod-
els performed better than CMIP3 models and higher resolution
CMIP5 models performed better than lower resolution CMIP5 mod-
els. They found that higher resolution models had a more realistic
representation of the North Atlantic storm track in terms of loca-
tion, track density and intensity. The resolution used here for our
high resolution model is not found in CMIP5. In fact, our medium
resolution model is included in CMIP5 and is one of the highest
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resolution models. Colle et al. [2013] showed that our medium res-
olution model was the best performing CMIP5 model in simulating
western Atlantic extratropical cyclones in both track density and in-
tensity, and Zappa et al. [2013] ranks it among the best performing
CMIP5 models in simulating the storm track position, tilt, their
number and their intensity. Figure 4.9 shows that increasing the
resolution even further still improves the modeled storm track.
4.5 Precipitation decomposition
The results of the previous sections suggest that the high resolution
model provides more accurate horizontal moisture transport and
moisture convergence, caused partly by a lower humidity but mainly
by a more realistic representation of the North Atlantic storm track.
To look in more detail to the area-averaged precipitation in our
study area, we consider the precipitation distribution in both models
as well as ERA-Interim in figure 4.10. We find that both models
underestimate the number of ’dry’ days [0–1 mm]: 12% for the
medium resolution model, 5% for the high resolution model. Both
models overestimate the frequency of area averaged precipitation
across the range of intensities larger than 2 mm/day. Similar to
the frequency of ’dry’ days, the bias with respect to ERA-Interim
is smaller for the high resolution model.
Figure 4.10: Probability distribution of daily NDJFMA pre-
cipitation averaged over the study area.
To understand these differences we consider the change in the
strength and/or frequency of dynamic disturbances, and the associ-
ated change in precipitation, averaged over the study area, in figure
4.11. Similar to Emori and Brown [2005] we use daily mean 500 hPa
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vertical velocity (w500) as a proxy of the strength of dynamic dis-
turbance. The change in distribution of w500 between the medium
and high resolution model is shown on the left hand side of figure
4.11. Note that positive values of w500 represent upward motion
here, unlike the usual definition of pressure velocity (ω500 scaled by
−1). The figure shows an increase in extremes of w500 (both pos-
itive and negative), and a decrease of days with moderate vertical
velocities when increasing the resolution from T159 to T799. The
widening of the distribution is a general effect of the increase in
horizontal resolution in the model and is also found in other areas
of Europe (not shown).
Figure 4.11: Probability distribution of w500 (left) and precip-
itation per w500 bin (right) averaged over the study area. Top:
T159; Middle: T799; Bottom: T799-T159. The error bars are
standard errors. On the left hand side of the figure these are rep-
resented by the standard error of Poisson counting (
√
n/k), the
error bars on the right hands side are calculated assuming a nor-
mal distribution within each bin (σ/
√
n) (n:number of elements
in a bin; k:total number of elements).
The increase in frequency of days with subsidence in the high
resolution model is in agreement with the increase in number of dry
days as was shown in figure 4.10. An increase in days with extreme
precipitation associated with the increase in strong positive upward
motion of the atmosphere is however not found. The latter is related
to a decrease in precipitation in the high resolution model for the
same upward motion (lower right panel of figure 4.11). Reduced
horizontal moisture transport likely reduces the amount of available
moisture to precipitate.
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In order to confirm this, we decompose the precipitation dif-
ference between the two models using the ascending motion of the
atmosphere into three different parts: a vertical velocity compo-
nent, a non-vertical velocity component, and a co-variation term
(see section 4.2.3.3). The distributions of the individual quantities
are shown in figure 4.11 for the study area.
Figure 4.12 shows the spatial distribution of the three compo-
nents in the precipitation decomposition. The non-vertical velocity
component is responsible for much of the lower precipitation in the
high resolution model in central and northern Europe, indicating
that it is caused by less moisture available to precipitate . The de-
crease in precipitation in these areas is in agreement with reduced
moisture transport over this area in the high resolution model (fig-
ure 4.8l).
The vertical velocity component is mainly positive along areas
with high orography. Orography is much more pronounced in the
high resolution model, resulting in increased precipitation and a
change in w500 distribution. Increased storm track activity in the
high resolution model (figure 4.9d) could also be a factor in the posi-
tive vertical velocity component in southern Spain and Scandinavia,
where the difference in moisture transport between the two model
resolutions is relatively small (figure 4.8l). The covariation term is
small everywhere, i.e. there is low correlation between the change
in precipitation due to changes in vertical velocity distribution and
the change in precipitation unrelated to changes in vertical velocity
distribution.
4.6 Conclusions
In this study we investigated if there is a significant statistical dif-
ference in modeled precipitation between a medium resolution and
a high resolution state-of-the-art AGCM model, and if either of the
model resolutions gives a better representation of precipitation in
the actual climate system. The same AGCM was used for both
model resolutions.
We found that the high resolution model gives a more accurate
representation of northern and central European winter precipita-
tion than the medium resolution model, both in the mean-state and
in the extremes. The medium resolution model has a larger pos-
itive bias in precipitation in most of the northern half of Europe.
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(a) total (b) vertical velocity
(c) non-vertical velocity (d) covariation
Figure 4.12: Decomposition of precipitation difference between
the medium- and high-resolution model according to the method
by [Bony et al., 2004] [%]. Negative values indicate less precipi-
tation in the high-resolution model.
In the southern half of Europe the magnitude of the precipitation
bias is approximately the same, but the sign of the bias changes
at some locations. We found a large difference in moisture trans-
port and moisture convergence between the two model resolutions.
In agreement with recent studies using multi-model ensembles we
found that the performance of the model in representing the North
Atlantic storm track was strongly dependent on model resolution:
the high resolution model gives a more realistic representation.
A closer inspection of precipitation in the coastal region of mid-
Europe reveals a higher frequency of dry days in the high resolution
model, closer to the observed frequency. We found that this is
related to a thickening of the tail in the downward motion regime
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(subsidence) of the w500 distribution in the high resolution model.
A thickening of the tail in the upward motion regime is not found to
increase precipitation extremes. The latter is related to a decrease
in precipitation for the same upward motion in the high resolution
model.
Using a decomposition of the precipitation difference between
the medium- and high resolution model in a part related (verti-
cal velocity component) and unrelated (non-vertical velocity com-
ponent) to a difference in the distribution of w500, we found that
the non-vertical velocity component is responsible for much of the
smaller precipitation bias in central and northern Europe. The de-
cease in precipitation in these areas is in agreement with reduced
moisture transport over this area in the high resolution model. The
difference in w500 distribution is only a minor factor in the difference
in total precipitation over large parts of central and northern Eu-
rope. We found that the vertical velocity component is much more
important along areas with high orography. Orography is much
more profound in the high resolution model, resulting in increased
precipitation and a change in w500 distribution.
These results are relevant for climate studies that assess present
and future precipitation changes. In order to get climate informa-
tion on the fine spatial scale that is required by decision makers,
statistical downscaling or dynamical downscaling is often applied.
Dynamical downscaling is done by embedding a high resolution re-
gional climate model within a coarse resolution global model, allow-
ing for a better representation of orographic and coastal effects, as
well as more resolved model physics. Regional climate models how-
ever, are often largely dependent on the storm tracks in the driving
GCM because of their relatively small spatial domain. Our find-
ings show, assuming that sufficient temporal and vertical resolution
data is saved to do a detailed moisture budget analysis, that our
high resolution AGCM has a better representation of the North At-
lantic storm track and therefore precipitation. This may be valid for
other GCMs as well, showing the necessity to analyze other GCMs
that may become available in the future with such high horizontal
resolutions.
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CHAPTER 5
Circulation dependent future central European
summer drying1
Chapter Abstract
Climate model based projections suggest a drying of the central
European summer climate towards the end of the century. In this
study we investigate the influence of the spatial resolution of an
atmosphere-only climate model (EC-Earth) on the simulated sum-
mer drying in this area. High resolution models have a more real-
istic representation of circulation in the current climate and could
provide more confidence on future projections of circulation forced
drying.
We find that the high resolution model is characterized by a
stronger drying in spring and summer, mainly forced by circulation
changes. The initial spring drying intensifies the summer drying by
a positive soil moisture feedback.
The results are confirmed by finding analogs of the difference be-
tween the high and medium-resolution model circulation in the nat-
ural variability in another ensemble of climate model simulations.
In the current climate, these show the same precipitation difference
pattern resulting from the summer circulation difference. In the
1This chapter is a slightly modified version of: van Haren, R., R. Haarsma,
H. de Vries, G.J. van Oldenborgh, and W. Hazeleger, Circulation dependent
future central European summer drying, under review, 2014.
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future climate the spring circulation also plays a key role. We con-
clude that the reduction of circulation biases due to increased reso-
lution gives higher confidence in the strong drying trend projected
for central Europe by the high-resolution version of the model.
5.1 Introduction
Summers are projected to become drier in central Europe due to an-
thropogenically forced climate change [Polade et al., 2014]. This is
accompanied by an enhanced increase in air temperatures [Zampieri
et al., 2009].
The mechanisms involved in future precipitation change can be
divided in thermodynamic and dynamic mechanisms [Polade et al.,
2014]. Thermodynamic mechanisms include the consequences of the
increase in atmospheric water vapor concentration and transport in
a warmer climate. Dynamic mechanisms are related to changes in
the atmospheric circulation: the descending Hadley cell branch and
subtropical dry zones expand poleward and midlatitude westerlies
adjust to a reduced equator-to-pole temperature gradient [Polade
et al., 2014] and other changes [e.g., Blade´ et al., 2012]. If a model
is biased in its circulation characteristics, this has an impact on
the quality of other simulated variables such as temperature and
precipitation, not only in the mean state but also in the changes
due to the radiative forcing [van Ulden et al., 2007].
General circulation models (GCMs) often do not have the spatial
resolution required to have an accurate representation of synoptic
systems affecting precipitation [e.g., van Haren et al., 2013a, b]. Dif-
ferent studies have shown that aspects of the simulated circulation
improve with increasing spatial resolution [e.g. Demory et al., 2013;
Hack et al., 2006; Berckmans et al., 2013; Zappa et al., 2013; Colle
et al., 2013; Jung et al., 2012; Champion et al., 2011;Willison et al.,
2013; van Haren et al., 2014]. The need for improved circulation
statistics for regional downscaling over Europe was emphasized by
van Haren et al. [2013a, b]. Because of their small spatial domain,
regional climate models strongly depend on the synoptic systems
provided by the driving GCM: they can refine their features but
not change the large-scale circulation.
Numerous studies have studied the simulated future European
summer climate in climate models. Most of these studies focus on
local feedbacks [e.g. Seneviratne et al., 2013; Teuling et al., 2013;
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Mueller and Seneviratne, 2014; Vidale et al., 2007; Zampieri et al.,
2009; Haarsma et al., 2009], but some studies have shown that large
scale circulation is also a relevant driver [e.g., Rowell and Jones ,
2006; Blade´ et al., 2012]. In this study we investigate the influence
of GCM spatial resolution on simulations of future central European
summer drying, checking the hypothesis that increased resolution
leads to a more realistic circulation and hence circulation-induced
changes in precipitation. We then use analogs to determine to what
extent the circulation changes affect the projected drying trend. If
they are indeed a major factor and the high-resolution model is
more realistic, this would increase our confidence in projections of
summer drying in central Europe.
5.2 Data & study area
5.2.1 Data
The model used in this study is EC-Earth version 2.3 [Hazeleger
et al., 2012]. The atmospheric component of the model is derived
from the weather forecast model (IFS cycle 31r1) of the European
Centre for Medium-Range Weather Forecasts (ECMWF). The ex-
periment consists of two 6-member ensembles of 5-year simulations
members for both the current period (2002–2006) and the future pe-
riod [2094–2098, RCP4.5 scenario, Moss et al., 2010]. We used the
data from the experiments done by Haarsma et al. [2013b]. The en-
sembles differ both in horizontal and vertical resolution. The high
resolution model is at a T799L91 resolution (∼25 km horizontal
resolution, 91 vertical levels), the medium resolution model is at a
T159L62 resolution (∼112 km horizontal resolution, 62 vertical lev-
els). Sea surface temperatures (SSTs) and sea-ice are prescribed for
both the current and future period. For the current period these are
from the Optimum Interpolation (OI) SST analysis [Reynolds et al.,
2002]. For the future period SSTs are computed by adding the en-
semble mean SST change as simulated by the ECHAM5/MPI-OM
model used in the ESSENCE project [Sterl et al., 2008]. Future
sea-ice coverage was computed by using a linear regression using
the present SST and sea-ice cover fields [Haarsma et al., 2013b].
For additional analysis to interpret the results we used data
from an 8-member ensemble of coupled EC-Earth simulations in the
RCP8.5 scenario. The coupled model is at a T159L62 resolution.
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(a) Spring (b) Summer
Figure 5.1: Mean precipitation in the current climate in the
high resolution model (T799) for (a) late spring (April–June),
and (b) late summer (July–September). The study area is out-
lined in black.
We used the period 1982–2011 to represent the current period, and
2070–2099 to represent the future period.
Precipitation is verified against ERA-Interim [Dee et al., 2011], a
global atmospheric reanalysis produced by the ECMWF, extending
back to 1979. ERA-Interim has a T255L60 resolution (∼80 km
horizontal resolution, 60 vertical levels). An additional evaluation
of the simulated precipitation is performed using the precipitation
fields of the European ENSEMBLES project version 9.0 [Haylock
et al., 2008, E-OBS, 0.5o horizontal resolution]. The dataset is based
on meteorological station measurements and is designed to provide
the best estimate of grid box averages to enable direct comparison
with climate models. For both reanalysis and observations we used
1982–2011 to represent the current period.
All data was first regridded to the T159 grid of the medium res-
olution ensemble by means of second order conservative remapping
[Jones et al., 1999].
5.2.2 Study area
We focus in this study on the climate change signal in central Eu-
ropean summer precipitation between the beginning and the end of
the 21st century (figure 5.1). This area is wet in the current cli-
mate but is projected to show strong drying under climate change.
Because preconditioning plays an important role we investigate both
the season with most pronounced drying, late summer (July–September)
and the preceding three months, late spring (April–June). For sim-
plicity we refer to those periods as summer and spring.
Analysis and results 89
5.3 Analysis and results
5.3.1 Mean climate and climate change signal in the
study area
The seasonal cycle of modeled and observed precipitation averaged
over the study area are shown in figure 5.2a for the current climate.
In general, the model has a similar representation of the annual
cycle at both resolutions, but significant differences occur for indi-
vidual months. Considering the spring and summer seasons, the
high resolution model simulates significantly less precipitation in
May, and significantly more precipitation in August. Compared to
ERA-Interim and E-OBS there is a very significant overestimation
(∼20%) of average precipitation throughout most of the year, with
the exception of late summer, July–September.
Panels 5.2b–d show the climate change signal for both the medium
and high resolution model for precipitation, surface sensible heat
flux and evaporation. Compared to the medium resolution model,
the high resolution model simulates a slightly larger reduction of
precipitation in spring (April–June, significant in the months April
and June). In addition, the model simulates a much larger signifi-
cant increase in evaporation in this period, resulting in drier soils at
the beginning of summer. The much larger precipitation decrease
in the high resolution model in summer (July–September, ∼ −0.8
mm/day for the high resolution model versus ∼ −0.5 mm/day for
the medium resolution model) is accompanied by a decrease in evap-
oration and an increase in surface sensible heat flux, indicating drier
soils. The high sensible heat flux produces a deeper, warmer and
drier atmospheric boundary layer that tends to inhibit cloud forma-
tion. This positive land-atmosphere feedback intensifies the drying
[e.g., Alexander , 2011; Seneviratne et al., 2013; Teuling et al., 2013;
Mueller and Seneviratne, 2014].
Although the area-averaged precipitation in the current climate
is similar in the high and medium resolution model (figure 5.2a),
the models do differ in their circulation. The high resolution model
has a more accurate representation of the atmospheric circulation in
the current climate compared to ERA-Interim (figure 5.2e–h). The
more accurate baseline provides more confidence in the simulated
circulation response at this model resolution.
In order to better understand the larger drying due to anthro-
pogenically forced climate change in the central European region in
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(a) Precipitation [mm/day] (b) Precipitation change [mm/day]
(c) Surface sensible heat flux change [kW m−2 s] (d) Evaporation change [mm/day]
(e) Z500 bias AMJ
T159 − ERAI [m2s−2]
(f) Z500 bias AMJ
T799 − ERAI [m2s−2]
(g) Z500 bias JAS
T159 − ERAI [m2s−2]
(h) Z500 bias JAS
T799 − ERAI [m2s−2]
Figure 5.2: Annual cycle of precipitation averaged over the
study area (a). Climate change signals (difference between 2070–
2099 and 1982–2011) of precipitation (b), surface sensible heat
flux (c), and evaporation (d). Confidence intervals (90%) are
computed by bootstrapping [Efron and Tibshirani , 1993, bias-
corrected accelerated (BCa) method] the 30 years of data, assum-
ing all years are independent. (e–h) Difference in geopotential
at 500 hPa (Z500) in the present climate between the EC-Earth
simulations and ERA-interim. Differences with p>0.1 (estimated
with a two-sided t-test) have been made lighter.
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the high resolution model, we consider the differences in the climate
change signal, for both spring and summer, in more detail in the
next sections.
5.3.2 Dynamical driving mechanisms in spring
Figure 5.3 shows the climate change signal ∆high for the high res-
olution model (figure 5.3a–e), as well as the difference in climate
change signal between the high and medium resolution versions of
the model ∆∆ = ∆high −∆medium for precipitation and related vari-
ables for the European region (panels 5.3f–j). The climate change
signal in the geopotential at 500 hPa (Z500) is dominated by an
increase over the Mediterranean area with an extension towards
the British Isles, with the sea-level pressure (SLP) mainly show-
ing the latter (figure 5.3b). The northern extension is absent in
the medium-resolution model (figure 5.3g). It causes drying over
the British Isles and central Europe north of the Alps due to in-
creasing subsidence, decreasing convection and increasing surface
solar radiation (figure 5.3e,j). This in turn results in an increase in
evaporation and specific humidity (figure 5.3c–d,h–i).
(a) ∆Precipitation (b) ∆Z500, ∆SLP (c) ∆Evaporation (d) ∆Spec. humidity (e) ∆Solar radiation
(f) ∆∆Precipitation (g) ∆∆Z500, ∆∆SLP (h) ∆∆Evaporation (i) ∆∆Spec. humidity (j) ∆∆Solar radiation
Figure 5.3: Top row: spring (April–June) climate change signal
in the high resolution model for (a) precipitation [mm/day]; (b)
geopotential at 500 hPa (shading, [m2s−2]) and mean sea level
pressure (contour, [Pa]); (c) evaporation [mm/day]; (d) specific
humidity [g/kg]; (e) net surface solar radiation [W m−2]. Bot-
tom row: (f–j) same but for the difference in climate change sig-
nal between the high and low resolution model ∆high −∆medium.
Differences with p>0.1 (estimated with a two-sided t-test) have
been made lighter.
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However, this does not explain the differences in precipitation
in the southern part of our study area. The main change there
is a larger decrease in precipitation in the high-resolution model
on the south side of mountain ranges (figure 5.3f). This is due
to a change in flow across these mountains, associated with the
higher pressure over the British Isles, and higher mountains in
the high-resolution version of the model. To estimate the relative
contributions of these terms we computed the dependence of the
precipitation P on the components (G) of the geostrophic wind
(u = −(1/fcρ)d SLP/dy, v = −(1/fcρ)d SLP/dx and vorticity (ω)).
The average dependence dP/dG times the difference in geostrophic
wind change, ∆∆G shows how much of the difference in precipi-
tation change is due to the different circulation patterns between
the high and medium resolution versions of the model. Conversely,
the difference ∆dP/dG times the average change in mean flow ∆G
shows the effect of the different orography. Both terms turn out
to contribute about equally to the lower precipitation on the south
side of the mountains (not shown).
The increased pressure over the British Isles and the higher
mountains therefore cause less rain and more solar radiation and
hence increased evaporation in central Europe in the high-resolution
model, resulting in drier soils at the start of summer.
5.3.3 Climate change signal in July–September
The climate change signal for the high resolution model, as well as
the difference in summer climate change signal between the high
and medium resolution model, are shown in figure 5.4. Panel a
shows the strong summer drying signal in central Europe. This is
accompanied with a developing heat low over the Mediterranean
[Haarsma et al., 2009] and a pressure dipole between the British
Isles and Greenland, the positive phase of the summer NAO [Blade´
et al., 2012]. Evaporation is projected to become lower in the future
over the land areas of central and southern Europe due to drier soils
and the increased pressure and lower relative humidity cause a large
increase in solar radiation at the surface.
The high resolution model shows a much larger decrease in pre-
cipitation in central and southern Europe (figure 5.4a,f). The differ-
ence in climate change signal in geopotential at 500 hPa and mean
sea level pressure is a high pressure area over central and southern
Europe and a low pressure area over northern Europe (figure 5.4b,g).
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(a) ∆Precipitation (b) ∆Z500, ∆SLP (c) ∆Evaporation (d) ∆Spec. humidity (e) ∆Solar radiation
(f) ∆∆Precipitation (g) ∆∆Z500, ∆∆SLP (h) ∆∆Evaporation (i) ∆∆Spec. humidity (j) ∆∆Solar radiation
Figure 5.4: Climate change (2100–now) signal summer (July–
September) for the high resolution model for (a) precipitation
[mm/day]; (b) geopotential at 500 hPa (shading, [m2s−2]) and
mean sea level pressure (contour, [Pa]); (c) evaporation [mm/-
day]; (d) specific humidity [g/kg]; (e) surface solar radiation
[W m−2]. (f–j) same but for the difference in climate change sig-
nal between the high and low resolution model ∆T799−∆T159.
Differences with p>0.1 (estimated with a two-sided t-test) have
been made lighter.
This results in an increase in zonal vapor transport mainly in the
northern half of central Europe and a decrease over the Mediter-
ranean. Furthermore, the areas of high pressure are associated with
an increase in subsidence, thereby decreasing convection and in-
creasing surface solar radiation (figure 5.4e,j). Drier soils in the
high resolution model limit the rate of evaporation (figure 5.4c,h),
thereby reducing specific humidity (figure 5.4d,i) and local recy-
cling of moisture. Sensible heat flux and temperature increase (not
shown).
5.3.4 Analogs in natural variability
In the previous sections we argued qualitatively that the circulation
difference in the climate change signal between the high and medium
resolution model (figures 5.3b and 5.4b) is an important driver for
the stronger future summer drying in central and southern Europe
in the high resolution model. In order to test this hypothesis, we
extract analogs of this pressure difference (at mean sea level) in
the natural variability of a coupled model (figure 5.5). We assume
that the difference in circulation response also shows up as natural
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variability in the coupled model. This enables us to isolate the effect
of circulation on precipitation differences. If these are similar to
the modeled differences between the two resolutions, the circulation
changes are a major driver.
(a) present summer (b) present spring & summer
(c) future summer (d) future spring & summer
Figure 5.5: Analogs in natural variability of the circulation
driven climate change signal [mm/day]. (a) Analogs based on
MSL pattern summer (fig 5.4g) in the current climate; (b)
Analogs based on MSL pattern in summer (fig 5.4g) and spring
(fig 5.3g); (c–d) Same but for the future climate.
To replicate the climate change signal, we make random combi-
nations in the available 240 years of model data (e.g. [member 4,
year 20] with [member 7, year 2]), both for the current climate and
the future climate. For each climate, this results in a total of 57360
possible combinations. Pressure differences are computed for each
of these combinations. To find analogs of the difference in pres-
sure climate change signal between the high and model resolution
model (contours in figures 5.3g and 5.4g), we compare this pattern
to the extracted pressure differences in the coupled model. The
best matching patterns are found by minimizing the area-weighted
Euclidean distances between the (anomalized) pressure fields.
The effect of the difference in summer circulation change (5.4g)
is computed from the closest matching 5000 combinations to this
pattern. The additional effect of a drier spring caused by the dif-
ference in spring circulation change (5.3g) is computed from the
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closest 500 matching combinations to this pattern in the pool of
5000 matching summer patterns.
Compared to the average summer precipitation in the coupled
model, the analogs based only on summer circulation result in a de-
crease in precipitation over central Europe and the Mediterranean
area, and an increase north of it (figures 5.5a,b). This precipi-
tation response is in agreement with the difference in precipitation
change between the high and medium resolution model (figure 5.4a).
The analogs based on both spring and summer circulation (figures
5.5c,d) yield a similar pattern, but is intensified (from -0.16 to -0.22
mm/day) in the future climate (area-averaged difference between
figures 5.5c and 5.5d for our study area is significant at p<0.05,
estimated with a two-sided t-test). The results confirm that cir-
culation differences in the high-resolution model compared to the
medium resolution model in both spring and summer are important
drivers for the stronger summer drying in central and southern Eu-
rope. We note that the improvement in summer circulation could
also help seasonal predictions in this area.
5.4 Conclusion
Future drying over mid-latitude continents is often assessed using
climate model simulations. Here we investigate the influence of
AGCM resolution on the simulated summer drying over the central
European region by comparing the results of a medium (T159) and
a high resolution version of the same AGCM (T799). The simu-
lated circulation in the current climate in the high resolution model
is more realistic, providing more confidence in the simulated circu-
lation change at this model resolution.
We find that the high resolution model simulates a larger drying
in spring, resulting in drier soils at the beginning of summer. The
larger spring drying in the high resolution model is caused by two
factors. The projected circulation change over the European area
differs and the mountains in central Europe are resolved better.
The initial drying in spring is intensified in summer by a pos-
itive soil moisture feedback and a dipole structure in the pressure
difference in climate change pattern between the high and medium
resolution model. The dipole structure is one of high pressure over
central and southern Europe, and low pressure over northern Eu-
rope, causing a decrease of moisture transport over southern Europe
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and an increase in subsidence over central and southern Europe,
thereby reducing precipitation in this area.
The hypothesis that the circulation difference in the climate
change signal between the medium and the high resolution model is
an important driver for the difference in projected change in precip-
itation has been tested by finding analogs in the natural variability
of a coupled model. The results confirm that circulation differences
in both spring and summer are important drivers for the larger
summer drying in central and southern Europe in the high resolu-
tion model. Preconditioning in spring yields a stronger drying in
summer. These results show that the improvements in the global
circulation that are the result of increased resolution have a large
influence on the local climate change projections in central Europe.
Due to the smaller bias in the current climate we have more con-
fidence in the strong drying trend of the high-resolution version of
the model.
CHAPTER 6
Synthesis
6.1 Overview of the research presented in
this thesis
The research presented in this thesis was aimed at understanding
the changes and the simulation of precipitation in Europe. In the in-
troduction this was divided in three parts. The division is repeated
in this section, after which in the following section the results for
each of the parts are discussed. The subjects that were studied are:
• Evaluation of 20th century European precipitation
trends
In chapter 2 an evaluation of European summer and win-
ter precipitation trends over the past century was performed.
Chapter 3 discussed the performance of climate models in sim-
ulating trends in extreme winter precipitation over the Rhine
river basin.
• Effect of GCM spatial resolution on simulated western
European winter precipitation in the current climate
Chapter 4 investigated the effect of GCM spatial resolution
on simulated western European winter precipitation in the
current climate.
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• Effect of GCM spatial resolution on simulated future
summer drying in central and southern Europe
Chapter 5 investigated the influence of GCM spatial resolution
on simulations of future central European summer drying.
6.2 Evaluation of 20th century European pre-
cipitation trends
6.2.1 Research questions
In chapters 2 and 3 an evaluation of 20th century European precip-
itation trends was performed. In these chapters the following two
research questions were addressed:
Q1 Can the current generation climate models realistically repre-
sent observed trends over the past century?
Q2 What are the underlying physical mechanisms responsible for
biases in simulated trends?
6.2.2 Results & answers research questions
Clear precipitation trends have been observed in Europe over the
past century. In winter, precipitation has increased in north-western
Europe (∼ 10− 20% over the past century). In summer, there has
been an increase along many coasts in the same area (∼ 5− 10%
over the past century). Over the second half of the past century
precipitation also decreased in southern Europe in winter (chapter
2). Since 1950, the trend in winter extreme precipitation shows a
similar north-south structure as the trend in mean winter precip-
itation: increase in the northern half of Europe and a decrease in
the southern half of Europe (chapter 3).
Key result 1 An investigation of trends in (extreme) pre-
cipitation in multi-model ensembles including both global and
regional climate models shows that these models fail to repro-
duce the observed trends over (parts of) the past century: •
Climate models are found to significantly underestimate the
observed trend to increased winter precipitation in northern
Europe and parts of western Europe; • In addition, climate
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models also underestimate the winter drying trends in south-
ern Europe in the second half of the past century; • In sum-
mer, climate models were found to underestimate wetting
trends along coastal regions of western Europe.
In chapter 2 the precipitation trends over the past century in
two large multi-model ensembles, including both global and regional
models, were compared to observed trends in precipitation. It was
investigated whether the spread of the model ensemble (which in-
cludes natural variability and model uncertainty) covers the ob-
served trend.
The results in chapter 2 show that a multi-model GCM ensem-
ble significantly underestimates the trend to increased precipitation
over the past century (1901–2009) in northern Europe and parts
of western Europe, both in winter and in summer. In these re-
gions, the trend in the observations does not fall within the spread
of the multi-model ensemble. As an aggregated statistic a Tala-
grand diagram or rank histogram was computed over the land area
of Europe, confirming that the bias in reproducing wetting trends
is significant. The same analysis was repeated for two shorter pe-
riods (1951 –2009 and 1960–2000) in the second half of the past
century using a multi-model GCM forced RCM (RCM/GCM) en-
semble. These time periods are considerably shorter compared to
the period used for the GCM evaluation because the RCM/GCM
data was only available for the period after 1950. As a result the
observed trends, and trend mismatches with a model ensemble, are
harder to detect against the background of natural variability. Nev-
ertheless, the RCM/GCM ensemble showed large significant biases
in producing wetting trends in northern Europe and drying trends
in southern Europe in winter in the second half of the past century.
The underestimation of precipitation trends in the RCM/GCM en-
semble in summer was found to be mainly limited to coastal regions
of western Europe.
In chapter 3 a similar comparison was made, but for the trend
in 10-day annual maxima (RX10day) for late winter over the last
60 years. The results found were in agreement with the results
found for mean winter precipitation trends, despite the lower signal
to noise ratio for the extremes. Climate models fail to reproduce
the increase in extremes in much of northern Europe: the model
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simulations do not cover the observed trend in large parts of this
area.
Key result 2 Amisrepresentation of large scale atmospheric
circulation changes in climate models is responsible for the
underestimation of winter precipitation trends in Europe over
the past century. In summer a misrepresentation of SST
trends is found to be responsible for the underestimation of
summer precipitation trends along the coastal regions of west-
ern Europe.
One possible reason for the low reliability of the models would be
that they underestimate the natural variability of precipitation and
therefore uncertainty in the trend. The results in chapter 2 show
that natural variability is indeed underestimated in GCMs, but is
overestimated in RCM/GCMs. It is therefore unlikely that the un-
derestimation of precipitation trends is largely caused by a misrepre-
sentation of natural variability in the models. Other possible causes
for the trend biases are that they are caused by RCM boundary con-
ditions, large scale atmospheric circulation and stratification, and
sea surface temperatures (SSTs), or local model errors present in
both RCMs and GCMs.
Changes in SST and large scale atmospheric circulation influence
regional and local precipitation through convergence, evaporation
and transport of moisture. To investigate the influence of these
boundary conditions a comparison was made between the results of
the RCM/GCM ensemble and the results of a multi-model ERA-40
forced RCM (RCM/ERA40) ensemble with more realistic boundary
conditions. The RCM/ERA40 ensemble was found to reproduce the
observed precipitation trends much better. The observed trends
were found to be largely compatible with the range of uncertainties
spanned by the ensemble, indicating that the boundary conditions
of RCMs are responsible for large parts of the trend biases.
To investigate the effects of trends in the atmospheric circula-
tion a statistical model that isolates the linear effect of circulation
anomalies was adopted from van Ulden and van Oldenborgh [2006];
van Oldenborgh et al. [2009a]. The underestimation of precipita-
tion trends in GCM forced RCM ensembles in the summer half
year is mainly limited to the coastal regions and is, within the lin-
ear approximation of a statistical decomposition, largely caused by
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SST trend biases in the boundary conditions. The underestimation
of precipitation trends in the winter half year that were found in
both northern and southern Europe are, under the same assump-
tion of linearity, for a large part caused by circulation trend biases
as present in the GCMs.
Key result 3 The inability of climate models to correctly
simulate observed changes in atmospheric circulation is pri-
marily responsible for the underestimation of trends in winter
precipitation extremes in the Rhine basin.
Particular circulation types may be more favorable for extreme pre-
cipitation events to occur. To investigate if the change in mean
circulation affects the change in precipitation extremes, a slightly
adapted version of the statistical model was implemented in chap-
ter 3. The results showed that the underestimation is, within the
linear approximation of a statistical decomposition and statistical
uncertainties, caused by an underestimation of the change in mean
circulation.
6.2.3 Discussion
In this section additional discussion is provided for some of the
choices made in the analysis and the results presented.
Trend definition. Precipitation trends were computed using the
common definition of a trend in the analysis presented here,
linear regression of precipitation against time. Previous stud-
ies have shown that the magnitude of regional climate changes
increases quasi-linearly with changes in the global mean tem-
perature [Ra¨isa¨nen, 2007; Alexander and Arblaster , 2009], a
definition adopted in e.g. van Oldenborgh et al. [2009a]. Al-
though the latter definition may physically be better justified,
it did not significantly increase the signal-to-noise ratio, nor
did it affect any of the conclusions. The former, more com-
mon, approach was therefore adopted in this analysis.
Analysis period. The length of the time period used in different
parts of the analysis was restricted by the length of the avail-
able data sets. A shorter length of the analysis period makes
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it harder to detect trend mismatches between the observa-
tions and model ensemble against the background of natu-
ral variability. Nevertheless, modeled atmospheric circulation
and SST trends over the past century were found to be sig-
nificantly different from the observed ones, even on shorter
time scales. For SST there may be a connection with the
well-known ocean circulation biases in low-resolution ocean
models, for atmospheric circulation there may be connection
with the resolution of the atmospheric component of climate
models as well (chapters 4 and 5).
Another possibility is that the trend mismatches are caused
by an underestimation of natural variability. Although it
was shown that climate models do not underestimate natu-
ral variability on short timescales, underestimation of natural
variability on multi-decadal or longer timescales could still be
possible. Because it is not clear (yet) whether the trend bi-
ases in SST and large scale circulation are due to greenhouse
warming, their importance for future climate projections need
to be determined. Therefore, a quantitative understanding of
the causes of these trends is needed so that climate model
based projections of future climate can be corrected for these
trend biases.
Observations. It is well known that observations are affected by
many sources of error. Errors stem from sources of uncertainty
in the observational data and their analysis, from measure-
ment, recording and representativity errors to data quality,
homogeneity and interpolation errors [Haylock et al., 2008].
Haylock et al. [2008] claim that the typical interpolation error
is much larger than the expected magnitude of other sources
of uncertainty. Considerable trend differences between the ob-
servational datasets over Greece, Finland, the former Soviet
Union and the Iberian peninsula (both seasons) and France
and the Scandinavian peninsula (winter half year) were found,
making it difficult to evaluate the model results in some in-
stances. Differences on smaller spatial scales were found in
many other areas. For these regions the trend mismatches
were only considered significant if the model trend biases were
larger than the difference between the different observational
datasets.
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Models. The multi-model ensembles used in the analysis con-
sist of a limited number of independent models [Masson and
Knutti , 2011; Knutti et al., 2013]. In the first place because
these ensembles are ensembles of opportunity, depending on
funding, computational resources and interest of individual
research organizations. Additionally, parameterizations, and
in case of RCMs also boundary conditions, are shared among
different GCMs. As a result these models are not completely
independent. Another aspect of the same problem is that the
models are not designed to span the full range of behavior or
uncertainty that is known to exist [Tebaldi and Knutti , 2007].
Therefore, the range spanned by multi-model ensembles is to
some extent arbitrary.
An alternative approach consists of exploring modeling uncer-
tainties systematically within a single GCM, referred to as the
perturbed physics ensemble (PPE) method [e.g.Murphy et al.,
2004; Stainforth et al., 2005; Collins et al., 2006;Murphy et al.,
2007]. In the PPE approach a single model structure is used
and perturbations are introduced to the physical parameteri-
zation schemes in the model [Collins et al., 2006]. This allows
to determine which parameters are the main drivers of uncer-
tainty across the ensemble. A disadvantage of this approach
is that the estimated uncertainty depends on the underlying
model and may be too narrow [IPCC , 2013, chapter 9].
A third approach is to study model uncertainty is using stochas-
tic parameterizations. Palmer [2001] suggests that some of
the remaining errors in weather and climate prediction models
may have their origin in the neglect of subgrid-scale variability,
and that such variability should be parameterized by non-local
dynamically based stochastic parametrization schemes. An
ensemble generated by repeating a stochastic forecast gives
an indication of the uncertainty in the forecast due to the
parametrization process.
Statistical model. RCMs are constrained by lateral boundaries,
and it is therefore relatively straightforward to prescribe large
scale atmospheric circulation. Also SSTs are commonly pre-
scribed in RCM simulations. This property is used to compare
the results of GCM forced RCM ensemble with the results of
a similar set of RCMs forced by quasi-observed (reanalysis)
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boundary conditions. This allows for a separation between
errors in lateral boundary conditions and internal model er-
rors [Hudson and Jones, 2002]. Trend biases that exist in
both RCM ensembles are ascribed to model errors, whereas
trend biases only found in the GCM driven RCM ensemble
are ascribed to errors in the boundary conditions. The RCM
ensemble forced by reanalysis data was found to have a much
more realistic precipitation trend.
A statistical model was used to extract the effect of changes
in large scale atmospheric circulation on the trends in precipi-
tation in the reanalysis forced RCM ensemble. The statistical
model assumes that this effect is linear. Any non-linear ef-
fects circulation changes might have on precipitation is there-
fore neglected and could bias the results. The remaining part
of the trend differences between the two RCM ensembles is,
within the linear approximation of a statistical decomposition,
caused by changes in other boundary conditions. For summer,
large SST trend biases are likely responsible for the under-
estimation of summer precipitation trends along the coastal
region of western Europe. Changes in other boundary condi-
tions, such as stratification or humidity, may also be respon-
sible for setting precipitation trends. Additionally, the effect
of circulation trend biases and SST trend biases are likely not
independent. To extract the exact individual (independent)
contributions of all boundary conditions would require set-
ting up a new experiment, which was beyond the scope of this
analysis.
6.3 Effect of GCM spatial resolution on sim-
ulated western European winter precip-
itation in current climate
6.3.1 Research question
In chapter 4 the effect of GCM spatial resolution on simulated west-
ern European winter precipitation in current climate was analyzed
using an AGCM at two model resolutions. In this chapter the fol-
lowing research question was answered:
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Q3 Do climate models have sufficient spatial resolution to accu-
rately represent synoptic systems that are associated with Eu-
ropean winter precipitation?
6.3.2 Results & answer research question
Key result 4 The high resolution model gives a more ac-
curate representation of northern and central European win-
ter precipitation than the medium resolution model, both in
the mean state and in the extremes. The medium resolution
model has a larger positive bias in precipitation in most of
the northern half of Europe.
In chapter 4 the effect of spatial resolution on modeled pre-
cipitation over Europe was investigated using one AGCM at the
same two model resolutions as in the previous chapter. The results
showed that the high resolution model gives a more accurate rep-
resentation of northern and central European winter precipitation
than the medium resolution model, both in the mean state and in
the extremes. The medium resolution model has a larger positive
bias in precipitation in most of the northern half of Europe. In the
southern half of Europe the magnitude of the precipitation bias is
approximately the same, but the sign of the bias changes at some
locations
A closer inspection of precipitation in the coastal region of mid-
Europe revealed a higher frequency of dry days in the high resolution
model, closer to the observed frequency. It was found that this is
related to a thickening of the tail in the downward motion regime
(subsidence) of the w500 distribution in the high resolution model. A
thickening of the tail in the upward motion regime was not found to
increase precipitation extremes. The latter is caused by a decrease
in precipitation for the same upward motion in the high resolution
model.
Key result 5 Large scale circulation is better simulated in
the high resolution model, providing for a more accurate hor-
izontal moisture transport and precipitation.
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A comparison of the moisture convergence of the two models with
ERA-Interim, showed a more accurate representation of moisture
convergence in most of the central and northern part of continental
Europe in the high resolution model. No clear improvement in
the representation of moisture convergence in the southern part of
Europe was found. In order to better understand the difference
in moisture convergence between the medium- and high resolution
model, the moisture transport was considered. The results showed
that there is less transport of moisture from the ocean to the western
part of Europe at higher resolution.
The main differences in atmospheric moisture transport were
found over the Atlantic. This is the storm track region where extra-
tropical cyclones form [Blackmon, 1976]. These storm track regions
are associated with increased precipitation and winds and are sub-
ject to extreme weather events [e.g. Graff and LaCasce, 2012]. In
agreement with several other studies [e.g. Jung et al., 2012;Willison
et al., 2013; Zappa et al., 2013; Colle et al., 2013], the performance of
the model in representing the North Atlantic storm track was found
to be strongly dependent on model resolution: the high resolution
model has a more realistic representation.
Key result 6 The smaller precipitation bias in central and
northern Europe is largely unrelated to a difference in vertical
velocity distribution.
The increase in frequency of days with subsidence in the high
resolution model was found to be related to the increase in number
of dry days as expected. An increase in days with extreme precipita-
tion associated with the increase in strong positive upward motion
of the atmosphere was however not found. The latter is related
to a decrease in precipitation in the high resolution model for the
same upward motion. Reduced horizontal moisture transport likely
reduces the amount of available moisture to precipitate.
In order to confirm this, the precipitation difference between
the two models was decomposed using the ascending motion of the
atmosphere into three different parts: a vertical velocity component,
a non-vertical velocity component, and a co-variation term. The
non-vertical velocity component was found to be responsible for
much of the lower precipitation in the high resolution model in
central and northern Europe. The decrease in precipitation in these
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areas is in agreement with reduced moisture transport over this area
in the high resolution model.
The vertical velocity component was found to be mainly pos-
itive along areas with high orography. Orography is much more
pronounced in the high resolution model, resulting in increased
precipitation and a change in w500 distribution. Increased storm
track activity in the high resolution model could also be a factor
in the positive vertical velocity component in southern Spain and
Scandinavia, where the difference in moisture transport between the
two model resolutions is relatively small. The covariation term was
found to be small everywhere.
6.3.3 Discussion
In this section additional discussion is provided for some of the
choices made in the analysis and the results presented.
Uncoupled. AGCMs simplify the climate system by constraining
it by observed boundary conditions (sea surface temperatures
and sea ice cover) that: (1) make their results more com-
parable to observations and reanalysis compared to coupled
models with ocean and sea ice modules; (2) allow for a bet-
ter comparison between models; (3) make it easier to isolate
atmospheric processes responsible for affecting the hydrologi-
cal cycle in climate models with various resolutions [Demory
et al., 2013]. Nevertheless, the use of an uncoupled model
model also introduces additional problems: the amplitude of
the atmospheric variability is considerably reduced and the
air-sea heat fluxes are of the reverse sign to those observed
[Bretherton and Battisti , 2000].
Single model. Running high-resolution models is expensive in terms
of computing cost and data storage, and is therefore often not
possible on climatic time scales. The results presented are
valid for a single AGCM (EC-Earth), but may be valid for
other GCMs as well, showing the necessity to analyze other
GCMs that may become available in the future with such high
horizontal resolutions.
Saved output levels. Output levels were saved only at 5 vertical
levels (850/700/500/300/200hPa). An important part of the
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lower atmosphere is therefore absent. Most moisture trans-
port takes place in the lower part of the atmosphere. By omit-
ting the lower part of the atmosphere, an important part of
this moisture transport is missed and accurate budgets could
therefore not be calculated. Nevertheless, the results were
found to be consistent and of the same order of magnitude
with moisture convergence calculated from precipitation and
evaporation, providing confidence that the sign and spatial
structure of the difference in moisture transport between the
high and medium resolution model results are correct.
Natural variability. A 30-year continuous period for the observa-
tions was used to verify two sets of 5-year 6-member ensemble
simulations. This makes the influence of natural variability on
the estimated quantities much better comparable, compared
to using a short 5-year overlapping period to verify the model
ensemble simulations. Differences between model results and
observations may be due to different characteristics of decadal
variability due to different SSTs, and due to the chaotic nature
of the atmosphere in the climate system. A test using only the
five overlapping years for the observations yields, despite the
added influence of natural variability, a similar precipitation
bias over western Europe (not shown).
6.4 Effect of GCM spatial resolution on sim-
ulated future summer drying in central
and southern Europe
6.4.1 Research question
In chapter 5 the effect of GCM spatial resolution on simulated fu-
ture drying in central and southern Europe was analyzed using an
AGCM at two model resolutions. In this chapter the following re-
search question was answered:
Q4 Does the increased AGCM spatial resolution change the future
climate change projected circulation forced summer drying
over central and southern European?
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Q5 Is there a link between resolution dependent projected future
spring circulation change, drying of the soil in spring, and soil
moisture feedback in summer?
6.4.2 Results & answer research questions
Key result 7 Although the area-averaged precipitation in
the current climate is similar in the high and medium reso-
lution model, the models do differ in their circulation. The
high resolution model has a more accurate representation of
the atmospheric circulation in the current climate compared
to ERA-Interim. The more accurate baseline, as a result
of a better representation of physics in the high resolution
model, provides more confidence in the simulated circulation
response at this model resolution.
In chapter 5 the effect of GCM spatial resolution on simulated fu-
ture summer drying in central and southern Europe was analyzed
using an AGCM at the same two model resolutions as in the pre-
vious chapter. The results showed that the model has, in general,
a similar representation of the seasonal cycle at both resolutions,
but significant differences occur for individual months. Considering
the spring and summer seasons, the high resolution model simulates
significantly less precipitation in May, and significantly more pre-
cipitation in August. Compared to ERA-Interim and E-OBS there
is a very significant overestimation (∼20%) of average precipitation
throughout most of the year, with the exception of late summer,
July–September.
Although the area-averaged precipitation in the current climate
is similar in the high and medium resolution model, the models do
differ in their circulation. The high resolution model has a more ac-
curate representation of the atmospheric circulation in the current
climate compared to ERA-Interim. The more accurate baseline,
as a result of a better representation of physics in the high resolu-
tion model, provides more confidence in the simulated circulation
response at this model resolution.
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Key result 8 The high resolution model is characterized by
a stronger (partly) large scale circulation forced future drying
in spring, resulting in drier soils at the beginning of summer.
In an already drier future climate, the initial drying in spring
is intensified in summer by a positive soil moisture feedback
and differences in the pressure climate change pattern be-
tween the high and medium resolution model.
The results in chapter 5 showed that the high resolution model
simulates a larger drying in spring, resulting in drier soils at the be-
ginning of summer. The larger spring drying in the high resolution
model is caused by two factors. The projected circulation change
over the European area differs and the mountains in central Europe
are resolved better.
In an already drier future climate, the initial drying in spring is
intensified in summer by a positive soil moisture feedback in the fu-
ture climate, and differences in the pressure climate change pattern
between the high and medium resolution model. The difference in
pressure climate change pattern is one of high pressure over central
and southern Europe, and low pressure over northern Europe. This
causes a decrease of moisture transport over southern Europe and
an increase in subsidence over central and southern Europe, thereby
reducing precipitation in this area.
The hypothesis that the circulation difference in the climate
change signal between the medium and the high resolution model
is an important driver for the difference in projected change in pre-
cipitation was tested by finding analogs in the natural variability of
a coupled model. The results confirmed the hypothesis.
6.4.3 Discussion
Because the model experiments used to answer the research ques-
tions in this section are the same as the experiments used in the
previous section, the discussion provided in section 6.2.2.3 is valid
here as well. Additionally, the unavailability of saved model output
for soil moisture is discussed here.
Soil moisture. A limitation of the study performed in chapter 5
is that the model output for soil moisture was not saved. A
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larger drying of the soil in the high resolution model was de-
tected by comparing the difference in climate change signals
of evaporation and surface sensible heat flux between the two
model resolutions. It was however not possible to quantify the
drying and study the effect of soil drying in more detail.
6.5 Outlook
The research presented in this thesis was aimed to understanding
the changes and the simulation of precipitation in Europe. A cor-
rect representation of simulated (trends in) European precipitation
is important to have confidence in projections of future changes
therein. These projections are relevant for different hydrological
applications. Among others, simulated changes of summer drying
are often accompanied by an enhanced increase in air temperatures
[Zampieri et al., 2009]. This can be expected to have large impacts
on society and ecosystems, affecting, for example, water resources,
agriculture and fire risk [Rowell , 2009]. Projections of changes in
extreme precipitation are critical for estimates of future discharge
extremes of large river basins, and changes in frequency of major
flooding events [e.g. Kew et al., 2010].
The analysis performed in this thesis showed that circulation
driven winter precipitation climatology and trends over Europe are
in general not well represented in the current generation of climate
models. This holds for the seasonal mean (chapter 2) and for ex-
treme events (chapter 3). Circulation (trends) often showed large
biases, as well as the associated precipitation (trends). A high res-
olution AGCM (EC-Earth) was found to improve the representa-
tion of circulation driven winter precipitation in the current climate
(chapter 4). For summer, SST trend biases are likely an important
cause for the underestimation of the trend to increased precipitation
along the coastal region of western Europe (chapter 2). The cause
of the large trends in observed atmospheric circulation and summer
SST relative to the modeled trends is not known. For SST there
may be a connection with the well-known ocean circulation biases in
low-resolution ocean models, for atmospheric circulation there may
be connection with the resolution of the atmospheric component of
climate models as well (chapters 4 and 5).
These results have implications for projections of future climate
change and climate adaptation. Because it is not clear (yet) whether
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the trend biases in SST and large scale circulation are due to green-
house warming, or due to an underestimation of natural variability
on multi-decadal or longer timescales, their importance for future
climate projections needs to be determined. Therefore, a quantita-
tive understanding of the causes of these trends is needed so that
climate model based projections of future climate can be corrected
for these trend biases.
For future research, additional work should be focused on ex-
panding the work done in the latter part of the thesis, where the
effect of climate model resolution on the representation of precipita-
tion was analyzed. In the first place the analysis should be extended
to other models to see if other models have a similar behavior com-
pared to EC-Earth. An ensemble of high resolution models, such
as the proposed HighResMIP for CMIP6, could be compared to for
instance CMIP5 results to extract the effect of resolution on cir-
culation driven precipitation (trends). In addition, an analysis of
20th century precipitation trends should be performed using an en-
semble of high resolution models, similar to the analysis performed
in the first part of the thesis. Do high resolutions models objec-
tively perform better when considering observed trends and should
we therefore have more confidence in them for future projections?
Depending on the time-frame that such a high-resolution multi-
model ensemble could be realized, the EC-Earth ensemble used in
the second part of the analysis could be extended to validate the
results in a larger ensemble. If such an extension would take place
it is important that the variables that are relevant for circulation-
driven precipitation are saved for more output levels lower in the
atmosphere, so that a more accurate analysis can be performed.
To conclude, climate models have become an important tool to
study the Earth’s climate system over the past few decades. Indus-
try and society increasingly rely on the outcome of these studies:
information on climate and future climate change is used in decision
making and climate adaptation. Uncertainty in climate projections
plays an important role in, for example, the chosen adaptation strat-
egy and its design. What the best adaptation strategy is, is very
context dependent and depends for example on the types of un-
certainty that dominate, the time horizons that need to be taken
into account, the robustness of the strategy to a range of climate
change scenarios, and the flexibility of the chosen adaptation strat-
egy. In order for decision makers to be able to choose the right
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adaptation strategy, the uncertainty in climate change projections
should be studied in great detail. Understanding what makes the
projections of two models agree or disagree, evaluating models on
key processes, developing metrics that demonstrably relate to pro-
jections, and searching for emerging constraints in the system on the
basis of observations may be ways forward [Knutti et al., 2010]. In
emerging constraints, relationships are derived between currently
observable quantities and the GCM response to changes in forc-
ing [Caldwell et al., 2014; Xie et al., 2014]. With this technique,
statistical relationships between future and historical model runs
in multi-model ensembles are exploited to make more constrained
projections [Bracegirdle and Stephenson, 2013].

Dankwoord
Het dankwoord is misschien wel het hoofdstuk van je proefschrift dat
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nemen dat fijn is om te lezen. Moet het dan echt vol staan met al
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gebaseerd is. Camiel, bedankt voor het leiden van de discussiegroep
over model development. PhD’s en postdocs, bedankt voor de dis-
cussies over statistiek en het samen doorploegen van het literaire
werk van ‘Storch en Zwiers’. Daarnaast wil ik al mijn collega’s op
het KNMI bedanken. Ik vond het een gezellige tijd, en waar nodig
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