The knowledge of the climate of a region is a primordial task in that it allows predictions of climatic parameters in the future. In this study, monthly maximum and minimum air temperature (T air,min , T air,max ), relative humidity (RH), and sunshine duration (SD) were modelled by multiple linear regression (MLR), and multilayer perceptron methods (MLP). For the four climatic parameters, the internal and external validations of MLP-ANN model showed high R 2 and Q 2 values in the range 0.81-0.98. The agreement between calculated and experimental values confirmed the ability of ANN-based equation to predict these parameters quickly and at lower cost.
Introduction
The knowledge of the climate of a region and its climatic conditions is a primordial task that allows predictions of climatic parameters in the future. Thus, more than fifty climatic parameters 1 are vital to sustainable climate observations. Some of these parameters include sunshine duration, humidity, wind speed, atmospheric pressure, air and water temperature, precipitation, etc. Air temperature, sunshine duration, and relative humidity are among the most important and influential climatic parameters. For example, knowledge of the change in the air temperature is of utmost importance in agriculture because extreme changes in the air temperature can damage plants and animals. 2 Air temperature is also involved in the evapotranspiration process inherent in the management of water resources. Moreover, knowledge of sunshine duration on the Earth's surface is of major importance not only from the climatological point of view but also for agrometeorological or biological purposes, engineering, architecture of the heat gains of buildings, as well as for other applied environmental science studies. 3 Humidity, in turn, plays a very important role in the formation of various weather phenomena, such as rain, floods, and thunderstorms. Aside from its influence on crop quality, humidity also plays a vital role in the drying process of certain agricultural products such as tobacco. 4 Moreover, estimation of relative humidity has an important role in preventing and extinguishing forest fires. 5 Unfortunately, the measurement of these climatic parameters most often requires the existence of a network of meteorological stations and very high-performance measuring equipment. However, this is not the case for many countries because of the costs, maintenance, and calibration requirements of the measuring equipment. 6 To overcome this imponderability, the development of alternative methods for predicting climate parameters is a widely explored area of research. This path is imposed for several reasons: economic considerations and reduction of time constraints. Artificial intelligence techniques, such as Artificial Neural Networks (ANN), Genetic Algorithms (GA), and Fuzzy Theory are alternative methods increasingly used in meteorological events. 7 During the last two decades, several authors have developed ANN models for predicting climatic factors in many countries. In a previous study, Jang et al. 8 proposed a model using multilayer feed-forward (MLF) neural networks to estimate air temperatures in Southern Québec (Canada). Levenberg-Marquardt back-propagation (LM-BP) was used to train the networks. In a work conducted by Chronopoulos et al., 9 artificial neural network (ANN) models were developed to estimate air temperature values in the south of Greece. ANN model was found to have better performance than the MLR model. Bilgili and Sahin 10 used an artificial neural network that was applied to predict the longterm monthly temperature and rainfall based on the use of the meteorological data measured by the Turkish State Meteorological Service between the years 1975 and 2006.
Recently, in a study developed by Kisi and Shiri, 11 the capabilities of Adaptive Neuro-Fuzzy Inference System (ANFIS) and Artificial Neural Networks (ANNs) were evaluated in predicting long-term monthly air temperature values at 30 weather stations of Iran. Other ANN models for forecasting air temperature have been developed in Morocco, 7 Turkey, 12 Japan, 13 Saudi Arabia, 14 Spain, 15 and Iran. 16 In addition, the ANN technique has been used to predict global solar radiation and relative humidity. [17] [18] [19] Prediction of Climatic Parameters from Physicochemical Parameters using Artificial Neural Networks: Case Study of Ain Defla (Algeria)
As data on climatic factors are desirable for many areas of research and applications in various fields, the objective of this study is to predict the maximum and minimum air temperature, sunshine duration, and relative humidity using ten physicochemical parameters of the water of Ghrib dam. The present work is the first study in Algeria where a multiple linear regression (MLR) and artificial neural networks ANN approach is proposed for the estimation of the four climatic factors mentioned previously. Data collected in 2003-2015 were used for the training and test phase, while the data of 2016 were used to test the predictive power of the MLP-ANN model. The performance and robustness of MLR and ANN models have been interpreted based on some statistical criteria.
Materials and methods

Study area and climatic data
The study was carried out in a region of Ain Defla, located 150 km west of the capital Algiers ( Fig. 1 ). This vast stretch of fertile land is used for agricultural purposes. The study area is located at a longitude of 02° 33'14.00"E, at latitude of 36° 07'52.90"N, and over 500 m elevation.
The observed monthly independent variables were obtained from the National Agency of Hydraulic Resources (NAHR). They were measured between the years of 2003 and 2016. The database contained four dependant variables obtained from National Office of Meteorology of Algeria (minimum air temperature (T air,min ⁄ °C), maximum air temperature (T air , max ⁄ °C), relative humidity (RH ⁄ %), and sunshine duration (SD ⁄ h) in addition to twelve independent variables: year (Y), month (M), water temperature (T water ), oxygen saturation (O 2sat ) chemical oxygen demand (COD), pH, electrical con-ductivity (EC), ammonium ion (NH 4 + ), nitrate ion (NO 3 − ), turbidity (Turb), organic matter (OM), and dry residue (DR) chosen as explanatory variables (or independent variables). The minimum and maximum values of the selected input parameters (independent variables) and output parameters (dependent variables) are presented in Table 1 .
Model development
The purpose of this study is to build models, which are statistically robust both internally as well as externally. The data set was divided into training and test sets. The training set was dedicated to develop the models, while the test set, which included data that had not been used for the development of the models, was left for testing the optimality and the generalization ability of the developed models. 20 For models development, two statistical meth- Fig. 1 -Geographical location of study area ods were used: (1) multiple linear regression (MLR), and (2) artificial neural network (ANN).
Multiple linear regressions (MLR)
When the number of influencing variables is small, and when they are not collinear and have a comprehensible effect on the behaviour of the system or the observed dependent size, the MLR-models can describe quite well the complex nonlinear processes. 21 MLRs consist of a quantitative relationship between a group of independent variables (X) and a dependent variable Y, as shown in Eq. (1):
where Y is the dependent climatic variable; X k represents independent climatic variables; A k represents the coefficients of those variables, and A 0 is the intercept of the equation. The quality of the model was determined by examining the regression statistical parameters (see validation section). MLR calculations were performed using XLSTAT 2018 software.
Artificial neural network (ANN)
Artificial neural networks (ANNs) are biologically inspired intelligent techniques. Various models of neural networks are available, each with its specific properties and benefits for particular applications. One of the most successful and most popular is the multilayered perceptron artificial neural networks (MLP-ANN). 20 MLP-ANN structure consists of one input layer (it corresponds to the twelve independent climatic variables), one intermediate or hidden layer, and output layer corresponding to the four dependent climatic variables ( Fig. 2 ). Each layer can have a number of neurons, which are connected linearly by weights to the neurons in the neighbouring layers. In this study, MLP-ANN calculations were performed by the STATISTICA software (STATISTICA 10.0, Tulsa, StatSoft Inc., OK, USA).
Validation of models
Recent studies 20, 23 have indicated that validation is an important and necessary step to test the performance and robustness of models. There are several validation approaches, including internal validation and external validation. Furthermore, external validation is a significant and necessary validation method used to determine both the generalizability and the true predictive ability of the models. The most important statistical parameters used in our study to check the performance of the model are the root mean square error (RMSE), the determination coefficient (R 2 ), the cross validated correlation coefficient (Q 2 ), and the r m 2 metrics ( ) values for the training and test set. For large deviations between the predicted and observed response values, satisfactory Q 2 values may be obtained if the molecules exhibit a considerably broad range of response data. However, the r m 2 metrics prevent this error and reflect model predictability in a better way. 24 The equations of these statistical parameters are available in the literature. 23 3 Results and discussion
VIF and correlation analysis
In any multiple linear regression analysis, there must be ensured that there is no multicollinearity between the used independent variables (input variables). The variance inflation factor (VIF) is used to check this multicollinearity. If VIF falls into the range of 1-5, the variables are not correlated with each other and the related model is acceptable. 22 In addition, the value of the correlation coefficient of each pair of independent variables gives us information on their degree of independence. The value of the VIF and the correlation coefficients were calculated by XLSTAT software. As may be seen from Table 2 , all the variables have VIF values of <2.994, indicating that the obtained model has statistical significance. In addition, as indicated by Table  S2a to S2d (in supplementary files), the higher value of the correlation coefficient of each pair of independent variables were equal to 0.682, which means that the variables were independent. 
Results of MLR models
The MLR models obtained for the prediction of T air,min , T air,max , RH, and SD are represented by the following equations (2 to 5) with the reported statistical parameters: 
According to the MLR models, the predicted minimum air temperature, maximum air temperature, relative humidity, and sunshine duration are listed in Table S1 (Supplementary file). As may be seen in Table S1 , the predicted values for T air,min , T air,max , RH, and SD are satisfactory. The large F ratio (31.137; 45.222; 24.400, and 23.065) indicates that equations (2 to 5) are sufficient to predict the four dependent variables.
Results of MLP-ANN models
To obtain an optimal architecture of the network, one must proceed essentially with an optimization of the elements of the network. In addition, the database distribution, the activation functions (for hidden neurons and output neurons), the number of neurons in the hidden layer, and the learning algorithms were optimized after several trials. The optimal performance of the model was evaluated in terms of RMSE. 25 The monthly values between the years 2003 and 2015 of climatic data and physicochemical parameters of Ghrib dam water (Y, M, T water , O 2sat , COD, pH, EC, NH 4 + , NO 3 − , Turb, OM, and DR) were used to train and test the network. A total of 156 data samples were used. The results of the optimization of the MLP-ANN model are presented in Table S3 in the supplementary file. The predictive results of the MLP-ANN models obtained are presented in Table S1 (see Supplementary file). Fig. 3 shows the regression line of the model equation, i.e., predicted against experimental values of T air,min , T air,max , RH, and SD for the training and validation set highlighted by different symbols. Fig. 3 indicates that experimental values are in good agreement with predicted values of T air,min , T air,max , RH, and SD. Furthermore, the main performance parameters of the MLP-ANN models are presented in Table 3 . As shown in Table 3 , all the values of the statistical parameters [R 2 , Q 2 LOO (LOO: Leave-one-out) and RMSE] of the training set are acceptable. For the test set, the criteria of statistical acceptability are satisfactory, which proves that these models have a good predictive power. Therefore, these results reveal that the MLP-ANN model not only performed well in model development, but also had an excellent prediction.
According to the recommendation of Tropsha et al. 26 and Golbraikh et al., 27 if the difference between R 2 and Q 2 LOO does not exceed 0.3, there is no overfitting in the model. In the present work, these two parameters have identical values (0.94), indicating no overfitting in the MLP-ANN models. In addition, PRESS is a good estimate of the real prediction error of the model. 28 To be a reasonable QSAR model, PRESS/SSY should be smaller than 0.4, and a value of this ratio smaller than 0.1 indicates an excellent model. As part of this study, the PRESS/SSY ratio for T air,min , T air,max , RH, and SD was 0.062, 0.059, 0.145, and 0.114 , respectively, proving that the developed model predicted better than chance.
Moreover, Fig. 4 illustrates the comparison between the observed and estimated four monthly mean climatic parameters (T air,min , T air,max , RH, and SD) using the two MLP-ANN models. It was found that both neural network models reproduced the four climatic parameters very well over several years.
To compare both the performance and the quality of prediction of the two models used in this work (MLR and MLP- Fig. 4 -Comparison between the observed and estimated monthly mean climatic parameters (T air, min , T air, max , RH, and SD) using the two MLP-ANN models ANN), a statistical comparison of the two models is given in Table 4 . The correlation coefficients with values > 0.68 indicated that the predicted values were acceptable. However, the prediction determined by the MLP-ANN model was considerably better than those given by the MLR model. Therefore, a substantial improvement of the statistical parameters for the MLP-ANN model can be noted. Thus, it can be concluded that the MLP-ANN model has better predictive power than the MLR model. This means that the model obtained with an MLP-ANN allows to a large extent the establishment of a nonlinear relationship between output variables (T air,min , T air,max , RH, and SD) and the input variables (Y, M, T water , O 2 sat , COD, pH, EC, NH 4 + , NO 3 − , Turb, OM, and DR). 
Application of artificial neural network-based equation
Two architectures of the MLP-ANN network were obtained. For T air,min and T air,max , the network has twelve inputs (x i ,i = 1 to 12), one output (Z = T air,min or Z = T air,max ), and four neurons in the hidden layer. The two transfer functions used in this study are hyperbolic tangent and logistic function. Their mathematical definitions are given in Eqs.
and (7):
( ) 
Each of these twelve neurons in input layer receives one input (X i ,i = 1 to 12)) and broadcasts such signal to each one of the hidden layer's neurons. Each hidden neuron computes its transfer function and sends its result (Y j ,j = 1 to 4) to the output layer's neuron, which finally produces the response of the network (Z). The output signal of each hidden neuron (Y j ) is calculated as: ∑  ∑  ∑   12  12   ,  ,  12  1  1  ,  12  12  1 ,
while the output of the network is given by:
For RH and SD, the network has twelve inputs (x i ,i = 1 to 12), one output (Z = RH or Z = SD) and seven neurons in the hidden layer. The two transfer functions used in this study are hyperbolic tangent and identity function. The output signal of each hidden neuron (Y j ) is calculated as: 12 
In Eqs. (9 and 11), w i,j are the weights of the connections between the input and hidden neurons, X i are the input variables, and b j is the bias on hidden neuron j. Similarly, w 1,j represents the weights of the connections between the hidden and the output neuron, and b 1 is the bias on the output neuron.
The contribution of the input variables on the output was determined by a sensitivity analysis using the "Weight" method and thus for each neural network (NN1and NN2). This method, proposed by Garson 29 then taken by Goh, 30 provides a quantification of the relative importance of the inputs on the output of neural network. The contribution results are shown in Fig. 5 . For NN1, the most important variables that may influence air temperature (T air,min and T air,max ) are year and month with a contribution of 47 %. For NN2, the month has the largest contribution of 19 %, and the other inputs have a close importance on the outputs (relative humidity and sunshine duration).
The two MLP-ANN models were tested to predict the climatic parameters (T air,min , T air,max , RH, and SD) during the year 2016. This prediction was made using the mathematical formulas (Eqs. 9 and 11). With these formulas, the four climatic parameters were calculated and carried out for comparison with experimental values ( Table S4 in Supplementary file). The results are shown in Fig. 6 . It has been found that the monthly-predicted values of these climatic parameters are close to the measured values.
Conclusion
In this study, two statistical approaches (MLR and MLP-ANN) were developed based on twelve independent vari-ables (year, month, water temperature, oxygen saturation, chemical oxygen demand, pH, electrical conductivity, ammonium ion, nitrate ion, turbidity, organic matter, and dry residue) to predict successively the maximum and minimum air temperature, the relative humidity, and sunshine duration in the area of Ain Defla of Algeria. The models were trained, and tested using a sample of 156 data of climatic and physicochemical parameters of Ghrib dam water (Ain Defla), measured monthly over a period of 13 were used to test the predictive power of the MLP-ANN model. The variation inflation factor (VIF) and correlation analysis showed the rightness of the choice of the twelve variables. The predicted values obtained with the MLR and MLP-ANN models were compared to each other and with the experimental data. However, this comparison showed a higher predictive capability of the MLP-ANN. The built MLP-ANN model was subjected to internal and external validation. It showed good R 2 and Q 2 LOO values for the training set, good values of R 2 and Q 2 pred for the test set. In addition, the robustness and predictive power of the model were verified by . Moreover, the estimation of the 4 parameters (T air,min , T air,max , RH, and SD) based on the developed mathematical equation using the weights of the network gave very good results when applied to the year 2016. Thus, compared to the methods used by the meteorological services for the estimation of the maximum and minimum air temperature, relative humidity and sunshine duration, it is obvious that the MLP-ANN model is faster and cheaper. Therefore, this model has great economic benefits for a developing country like Algeria. Table S4 -Observed values of maximum and minimum air temperature, relative humidity and sunshine duration, and those calculated by Eqs. (9 and 11) for year 2016
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