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Abstract
Real-time algorithms for automatically recognizing surgical phases are needed to develop systems that can provide assistance to
surgeons, enable better management of operating room (OR) resources and consequently improve safety within the OR. State-of-
the-art surgical phase recognition algorithms using laparoscopic videos are based on fully supervised training, completely dependent
on manually annotated data. Creation of manual annotations is very expensive as it requires expert knowledge and is highly time-
consuming, especially considering the numerous types of existing surgeries and the vast amount of laparoscopic videos available.
As a result, scaling up fully supervised surgical phase recognition algorithms to different surgery types is a difficult endeavor. In this
work, we present a semi-supervised approach based on self-supervised pre-training - i.e., supervised pre-training where the labels
are inherently present in the data - which is less reliant on annotated data. Hence, our proposed approach is more easily scalable
to different kinds of surgeries. An additional benefit of self-supervised pre-training is that all available laparoscopic videos can
be utilized, ensuring no data remains unexploited. In this work, we propose a new self-supervised pre-training approach designed
to predict the remaining surgery duration (RSD) from laparoscopic videos, where the labels are automatically extracted from the
time-stamps of the video. The RSD prediction task is used to pre-train a convolutional neural network (CNN) and long short-term
memory (LSTM) network in an end-to-end manner. Additionally, we present EndoN2N, an end-to-end trained CNN-LSTM model
for surgical phase recognition, which is optimized on complete video sequences using an approximate backpropagation through
time. We provide an apples-to-apples comparison with the two-step training approach where the CNN and LSTM are trained
separately (EndoLSTM). We evaluate surgical phase recognition performance on a dataset of 120 Cholecystectomy laparoscopic
videos (Cholec120) and present the first systematic study of self-supervised pre-training approaches to understand the amount of
annotations required for surgical phase recognition. The results show that with our self-supervised pre-training approach, similar
or even slightly better surgical phase recognition performance can be obtained with 20 percent fewer manually annotated videos
and that with 50 percent fewer annotated videos the difference in performance remains within 5 percent. Interestingly, the RSD
pre-training approach leads to performance improvement even when all the training data is manually annotated and outperforms the
single pre-training approach for surgical phase recognition presently published in the literature. It was also observed that end-to-end
training of CNN-LSTM networks boosts surgical phase recognition performance.
Keywords: laparoscopic surgery, surgical phase recognition, self-supervised pre-training, deep learning, end-to-end CNN-LSTM
training, cholecystectomy.
1. Introduction
Surgical phase recognition is an important step for analyz-
ing and optimizing surgical workflow and has been an im-
portant area of research within the computer-assisted interven-
tions (CAI) community. Real-time surgical phase recognition
technology is essential for developing context-aware systems,
which can be used to provide automatic notifications regarding
the progress of surgeries and can also be used for alerting the
surgeon in the case of an inconsistency in the surgical workflow.
Additionally, context-aware systems are important for human-
∗Corresponding author at: ICube, c/o IRCAD, 1 Place de l’Hoˆpital, 67000
Strasbourg, France.
Email addresses: g.yengera@gmail.com (Gaurav Yengera),
npadoy@unistra.fr (Nicolas Padoy)
machine interaction within the OR and find applications in sur-
gical education.
The rise of laparoscopic surgery, in addition to improving the
quality of surgery for the patient in terms of recovery, safety
and cost, provides a rich source of information in the form of
videos. Our approach relies purely on these videos for auto-
matically extracting surgical phase information in real-time and
does not utilize other sources of information such as tool usage
signals, RFID data or data from other specialized instruments
since these are not ubiquitous in laparoscopic procedures.
State-of-the-art surgical phase recognition algorithms using
laparoscopic videos have achieved good levels of performance
with accuracies greater than 80 percent (Twinanda, 2017).
However, these algorithms are based on fully supervised learn-
ing, which limits their potential impact on the development of
context-aware systems, since there is a dearth of manually an-
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notated data. Creating manual annotations is an expensive pro-
cess in terms of time and personnel. Even though there are a
few large datasets of manually annotated data, they are avail-
able for only a few types of surgeries and cover just a small
fraction of the total laparoscopic videos available. For actual
clinical deployment there is a clear need for algorithms which
are less reliant on manually annotated data in order to scale up
surgical phase recognition to different types of surgeries and to
be able to use all available data to obtain optimal performance.
An unsupervised algorithm would be the ideal solution, how-
ever, no purely unsupervised method for training neural net-
works to effectively recognize surgical phases solely from the
frames of laparoscopic videos is known at present. As a result,
some degree of supervised learning is necessary. In this regard,
we propose an effective semi-supervised algorithm for tackling
the problem.
Previous work on self-supervised pre-training (Doersch and
Zisserman, 2017) has demonstrated that neural networks can
learn a representation of certain inherent characteristics of data
by first being trained to perform an auxiliary task for which la-
bels are generated automatically. We propose to pre-train con-
volutional neural networks (CNN) and long short-term mem-
ory (LSTM) networks on the self-supervised task of predicting
remaining surgery duration (RSD) from laparoscopic videos
(Twinanda et al., 2018). We hypothesize that the progression
of time in a surgical procedure is closely related to the phases
of the surgery and that the variations in surgical phases often
correspond to variations in the duration of surgeries. Hence, a
model pre-trained to predict RSD could more easily adapt to
surgical phase recognition and generalize better to variations in
surgical phases. Additionally, the use of self-supervised learn-
ing makes it feasible to pre-train the network on a large num-
ber of laparoscopic videos. This could enable the network to
generalize better to surgeries involving differences in patient
characteristics, surgeon skill levels and surgeon styles. In this
work, we modify the architecture and training approach used
in Twinanda et al. (2018) for RSD prediction in order to make
it more suitable for pre-training CNN-LSTM networks for sur-
gical phase recognition. Our results show that the pre-training
improves performance on the subsequent supervised surgical
phase recognition task. Consequently, similar levels of perfor-
mance could be obtained with less annotated data.
Despite its importance, very few publications have addressed
the topic of semi-supervised surgical phase recognition. Bo-
denstedt et al. (2017), the only prior work that we know of to
address this problem, presented a method to pre-train CNNs
by predicting the correct temporal order of randomly sampled
pairs of frames from laparoscopic videos. The idea is to enable
the model to understand the temporal progression of laparo-
scopic workflow, quite similar to the goal of RSD pre-training.
While this method does improve performance, its limitations
are that it does not utilize complete video sequences to learn
about surgical workflow and only the CNN is pre-trained. With
the proposed RSD prediction task, the network is pre-trained on
complete laparoscopic video sequences. Furthermore, LSTMs,
which are responsible for learning temporal features, are pre-
trained alongside CNNs. We believe this to be a more effective
approach for learning about the temporal workflow of surgical
procedures. The experimental results validate the advantages of
our proposed RSD pre-training approach. In this work, we also
present the first detailed analysis of the effect of self-supervised
pre-training on surgical phase recognition performance when
different amounts of annotated laparoscopic videos are avail-
able.
It has become a popular choice to combine recurrent neu-
ral networks (RNNs) with CNNs for surgical phase recognition
(Jin et al., 2016; Bodenstedt et al., 2017; Twinanda, 2017). Jin
et al. (2016) and Bodenstedt et al. (2017) trained CNN-RNN
models in an end-to-end manner, which enables better corre-
lation between spatial features extracted by the CNN and the
temporal knowledge acquired by the RNN. However, due to the
high space complexity of such an approach, the RNN is not un-
rolled over complete video sequences and is optimized on video
segments. Twinanda (2017) optimize their model, which we re-
fer to as EndoLSTM, over complete video sequences, which is
ideal for capturing long range relationships within the surgi-
cal procedure, but achieve this by training the CNN and RNN
separately in a two-step process. The aforementioned publi-
cations have not provided an apples-to-apples comparison be-
tween the two methods of training CNN-RNN networks, which
we look to address. We propose a model (EndoN2N), which op-
timizes a CNN-RNN network in an end-to-end manner on com-
plete video sequences using an approximate backpropagation
through time (BPTT) and compare it to the EndoLSTM model
based on the same architecture. Understanding the best method
of training surgical phase recognition models is important for
obtaining optimal performance. This helps when scaling up
surgical phase recognition to different types of surgeries, since
a better optimized model will require less annotated data to ob-
tain the required levels of performance. We observe that end-
to-end training leads to superior performance and better gener-
alization within the different surgical phases.
The innovation presented in this paper can be summarized
as follows: (1) introduction of RSD prediction as a self-
supervised pre-training task, which outperforms the previ-
ous self-supervised pre-training approach proposed for surgi-
cal phase recognition, (2) self-supervised pre-training of CNN-
LSTM networks in an end-to-end manner on long duration sur-
gical videos, (3) the first systematic study of semi-supervised
surgical phase recognition performance with variation in the
amount of annotated data and (4) apples-to-apples compari-
son between an end-to-end CNN-LSTM training approach (En-
doN2N) and the two step optimization used in the EndoLSTM
model. We also present additional experiments to better un-
derstand the characteristics of the proposed RSD pre-training
model and examine the potential of our models for actual clini-
cal application.
2. Related Work
2.1. Self-Supervised Learning
Unsupervised representation learning has been an active area
of research within the context of deep learning. Initial work on
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the topic focused on methods for initializing deep neural net-
works with weights close to a good local optimum, since no
method was known at the time to effectively train randomly ini-
tialized deep networks. One of the most popular approaches
was to learn compact representations which could be used for
reconstruction of the input data (Hinton and Salakhutdinov,
2006; Bengio et al., 2006). Hinton and Salakhutdinov (2006)
demonstrated a method for initializing the weights of a deep au-
toencoder through unsupervised training of stacked single-layer
restricted Boltzmann machines (RBMs). Bengio et al. (2006)
showed that deep neural networks can be initialized with mean-
ingful weights by training each layer as an individual autoen-
coder. Both these works highlighted the performance improve-
ment obtained from unsupervised pre-training for subsequent
supervised learning tasks.
The availability of large datasets containing millions of la-
beled high-resolution images made it possible to effectively
train deep CNNs for vision tasks without relying on any form
of pre-training. Krizhevsky et al. (2012) trained a randomly
initialized deep CNN on the ImageNet dataset for image recog-
nition, which considerably outperformed previous state-of-the-
art machine learning approaches. Since then, for several com-
puter vision applications (Girshick et al., 2014; Donahue et al.,
2017), pre-training CNNs using supervised learning on large
datasets, such as ImageNet, has become the norm as it tends
to outperform unsupervised pre-training approaches. However,
large datasets of annotated data are not available in all domains
and are difficult to generate. Hence, unsupervised represen-
tation learning is still a very attractive option, especially if it
can match the performance of purely supervised pre-training
approaches.
Self-supervised learning has been recently introduced as an
alternate method for unsupervised pre-training. The goal is to
learn underlying relationships in real-world data by utilizing in-
herent labels. Several approaches were presented to capture vi-
sual information from static images which would be beneficial
for subsequent supervised learning tasks such as image clas-
sification and object detection. Doersch et al. (2015) built a
siamese network to predict the relative position between ran-
domly sampled pairs of image patches in order to learn spatial
context within images. Noroozi and Favaro (2016) extended the
method to arrange multiple randomly shuffled image patches in
the correct order, essentially making the network solve a jigsaw
puzzle. Zhang et al. (2016) and Larsson et al. (2016) proposed
to pre-train CNNs by making them predict the original color of
images which have been converted to grayscale. Dosovitskiy
et al. (2014) created surrogate classes corresponding to single
images and extended the classes by applying several transfor-
mation to the images. They then pre-trained CNNs by learning
to differentiate between different surrogate classes while being
invariant to the transformations applied. However, the afore-
mentioned self-supervised pre-training approaches are not ideal
for a task such as surgical phase recognition, where it is benefi-
cial to utilize video data rather than static images, as it possesses
temporal information in addition to visual information.
Several works have explored self-supervised representation
learning using video data. Mobahi et al. (2009) presented a
method to learn temporal coherence in videos by enforcing that
the features extracted using a CNN from consecutive images be
similar. Agrawal et al. (2015) utilize egomotion as a supervi-
sory signal for self-supervised pre-training. Wang and Gupta
(2015) proposed to learn video representations by tracking im-
age patches through a video. Misra et al. (2016), Fernando
et al. (2017), Lee et al. (2017), and Bodenstedt et al. (2017) all
aimed to learn representations that capture the temporal struc-
ture of video data. Misra et al. (2016) pre-trained CNNs by
predicting if a set of frames are in the correct temporal order
and they formulated the task as a binary classification prob-
lem. Fernando et al. (2017) sampled subsequences, containing
both correct and incorrect temporal sequences, from videos and
trained a network to distinguish the subsequences that have an
incorrect temporal order. Lee et al. (2017) trained a network
to sort a sequence of randomly shuffled image frames into the
correct temporal sequence. The method proposed by Bodenst-
edt et al. (2017) involved predicting the correct order of a pair
of frames, which have been randomly sampled from a laparo-
scopic video, and is very similar to the approach of Misra et al.
(2016). All of these approaches focus on pre-training CNNs.
CNN-LSTM networks are often utilized for applications related
to action recognition, where the LSTM is the critical compo-
nent for learning temporal structure within video data. Hence,
we claim that it is not always optimal to merely pre-train the
CNN. We believe that pre-training both the CNN and LSTM
networks would be ideal for learning representations that cap-
ture correlations between the spatial and temporal structure of
video data.
For pre-training LSTM networks, future prediction in videos
has been proposed as a self-supervised learning task (Srivastava
et al., 2015; Lotter et al., 2017). It was argued that a learned
representation which could be used to predict future frames of a
video, would gather knowledge about temporal and spatial vari-
ations. Srivastava et al. (2015) train an LSTM encoder-decoder
network to simultaneously predict future frames and recon-
struct a video sequence. This pre-training approach was shown
to improve performance on activity recognition tasks. Lotter
et al. (2017) present a network for video prediction, comprising
of CNNs and Convolutional LSTM networks (Shi et al., 2015),
inspired by neuroscience research on ’predictive coding’. The
network was trained in an end-to-end manner and was shown to
be more effective in predicting the future frames of a video as
compared to an LSTM encoder-decoder network, but the poten-
tial for utilizing this approach as a pre-training step for action
recognition was not explored. Despite future prediction ap-
proaches being viable for pre-training CNN-LSTM networks,
they have only been validated on short video sequences. Our
proposed method aims to obtain long-range spatio-temporal
knowledge by utilizing complete laparoscopic videos, which
are of long durations.
2.2. Surgical Phase Recognition
Previous surgical phase recognition approaches have usu-
ally relied on either visual data (Twinanda et al., 2017; Blum
et al., 2010), tool usage signals (Padoy et al., 2012; Forestier
et al., 2013) or surgical action triplets (Forestier et al., 2015;
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Figure 1: Cholecystectomy surgical phases with mean (± std) duration in seconds within the Cholec120 dataset.
Katic´ et al., 2014). Among these, visual information is the
only source of data that is ubiquitous in all laparoscopic sur-
gical procedures, whereas tool usage and triplet information
are obtained either through specialized equipment or manual
provision. Since the focus of this work is on the development
of real-time surgical phase recognition approaches suitable for
widespread deployment in ORs, we propose models which rely
purely on visual data, though they could be extended to utilize
other data too. In this section, only the previous works which
also utilize visual data are discussed.
Various statistical models have been utilized for modeling the
temporal structure of surgical videos. Hidden Markov Models
(HMMs) were used in Padoy et al. (2008), Lalys et al. (2012)
and Cade`ne et al. (2016). Dergachyova et al. (2016) imple-
mented a Hidden semi-Markov Model. Twinanda et al. (2017)
utilized hierarchical HMMs; and Conditional Random Fields
have also been a popular choice (Quellec et al., 2014; Charrie`re
et al., 2017; Lea et al., 2015). Some works have also utilized
Dynamic Time Warping (Blum et al., 2010; Lalys et al., 2013),
which is not applicable for real-time surgical phase prediction
though, as the algorithm requires information from the entire
video and is also not well suited for complex non-sequential
workflows.
Padoy et al. (2008) and Dergachyova et al. (2016) combined
tool usage signals and visual cues from laparoscopic images
for real-time surgical phase recognition, however widespread
application of surgical phase recognition algorithms relying on
tool usage signals seems to be a difficult task. Several works
proposed effective approaches for surgical phase recognition in
cataract surgeries (Lalys et al., 2012; Quellec et al., 2014, 2015;
Charrie`re et al., 2017). These approaches relied on handcrafted
features though and it was shown in Twinanda et al. (2017)
that automatically extracting features using a CNN significantly
outperformed commonly utilized handcrafted features. The ap-
proach proposed by Cade`ne et al. (2016) is to provide a HMM
with features extracted using a deep CNN. However, the use of
a RNN, such as the LSTM, for temporal sequence learning is
shown to perform better than HMMs (Twinanda, 2017).
Approaches that combine CNNs with RNNs have been pre-
sented in Twinanda (2017), Jin et al. (2016) and Bodenstedt
et al. (2017). The EndoLSTM model presented in Twinanda
(2017) utilized a two-step approach of training a CNN and a
LSTM independently for surgical phase recognition. The CNN
was used to extract features specific to the surgical phases from
the frames of laparoscopic videos, which were then provided
to the LSTM during training. The LSTM was optimized on
complete video sequences. However, theoretically, end-to-end
training is ideal for combining the complementary spatial and
temporal knowledge captured by the CNN and RNN networks
respectively (Hajj et al., 2017).
Practically, end-to-end training of a CNN-RNN network on
complete laparoscopic video sequences is not feasible due to
the high space complexity of the approach. Previous works
have presented end-to-end training approaches optimized on
video subsequences. Jin et al. (2016) performed end-to-end op-
timization of a CNN-LSTM network over a set of 3 frames sam-
pled at regular intervals from a laparoscopic video. This was
the best performing model at the M2CAI 2016 surgical work-
flow challenge1, outperforming the EndoLSTM model. How-
ever, it is not evident if the performance improvement is due
to the alternate training approach or the utilization of a deeper
CNN. Bodenstedt et al. (2017) incorporated a gated recurrent
unit (GRU) (Cho et al., 2014) and trained a CNN-GRU network
in an end-to-end manner on laparoscopic video subsequences.
They copy the GRU’s hidden state between consecutive subse-
quences belonging to the same video sequence. However, this
model was unable to match the performance of EndoLSTM on
the EndoVis15Workflow2 dataset and the authors attributed this
to the large cholecystectomy specific surgical dataset used to
train EndoLSTM. Essentially, no previous publication has pro-
vided an apples-to-apples comparison between an end-to-end
optimization approach and the two-step optimization approach
of Twinanda (2017).
3. Methodology
In this paper, surgical phase recognition approaches for
cholecystectomy surgeries are discussed. It is to be noted
though that the proposed approaches are generalizable to other
surgery types as well. We divide cholecystectomy surgical pro-
cedures into 7 distinct surgical phases, depicted in Figure 1,
similar to Twinanda et al. (2017). We classify each time step
1http://camma.u-strasbg.fr/m2cai2016/index.php/workflow-challenge-
results/
2http://endovissub-workflow.grand-challenge.org/
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(a) CNN Fine-Tuning Architecture (b) CNN-LSTM Architecture
Figure 2: EndoN2N model for surgical phase recognition. The initial CNN fine-tuning network is depicted in (a) and (b) depicts the CNN-LSTM network which is
trained in an end-to-end manner, where the layers within the dotted line are initialized by the CNN fine-tuning step.
of a laparoscopic video as one of the 7 surgical phases, hence
formulating the surgical phase recognition task as a multi-class
classification problem.
This section will first discuss the CNN-LSTM architecture of
the proposed EndoN2N model. This will be followed by a de-
tailed presentation of our end-to-end training approach to con-
trast it with existing CNN-LSTM training approaches. Then,
the proposed RSD pre-training will be presented. The moti-
vation for using this pre-training task along with the proposed
RSD prediction model and the corresponding surgical phase
recognition model will be discussed. Finally, we will briefly
describe the temporal context pre-training approach of Boden-
stedt et al. (2017), which we use as a comparison baseline for
our pre-training approach, since it is the only self-supervised
pre-training approach previously validated for surgical phase
recognition.
(a) Rolled graph (b) Unrolled graph
Figure 3: Computation graph for end-to-end training of a CNN-LSTM network.
It and Pt are the input frame and network prediction at the tth time-step of a se-
quence, respectively. (a) shows the rolled CNN-LSTM network. (b) depicts
the unrolled computational graph, with the blue lines illustrating the backprop-
agation of the loss through the CNN-LSTM network for a sequence of length
T .
3.1. EndoN2N
The EndoN2N model, depicted in Figure 2b, combines a
CNN with a LSTM. The model is adaptable to any CNN ar-
chitecture and RNN variant. We utilize the LSTM as our re-
current network due to its robustness to the vanishing gradi-
ent problem (Hochreiter and Schmidhuber, 1997; Bengio et al.,
1994). Our experiments are performed using the CaffeNet (Jia
et al., 2014) CNN architecture, which is a slight modification
of the AlexNet (Krizhevsky et al., 2012) architecture. Although
we observed in our preliminary experiments that a deeper CNN
architecture improves performance, we utilize CaffeNet, a rel-
atively shallow architecture, for two reasons: (1) our aim is
to provide an apples-to-apples comparison between the end-to-
end training approach of the proposed EndoN2N model and the
two-step training approach of EndoLSTM. This only requires a
common CNN architecture to be used in both models and is not
dependent on any specific architecture. Additionally, the ad-
vantages of the proposed RSD pre-training approach can also
be demonstrated using any CNN architecture. (2) end-to-end
CNN-LSTM training is computationally intensive. The use of
a relatively shallow CNN makes it possible to perform an ex-
tensive experimental evaluation in order to clearly demonstrate
the advantages of our proposed semi-supervised approach.
As the CNN-LSTM network is trained in an end-to-end man-
ner, we have named the model EndoN2N. Before the end-to-end
training step, the CNN is first separately fine-tuned for surgical
phase recognition, depicted in Figure 2a, in order to initialize
the CNN-LSTM network with informative features correspond-
ing to the surgical phases. In our experiments, we observe that
the CNN-LSTM training converges to a poor local optima un-
less the CNN is first independently fine-tuned for surgical phase
recognition. The CNN fine-tuning is accomplished by replac-
ing the final fully connected layer of the CaffeNet architecture
with a fully connected layer, fc′phase as shown in Figure 2a, of
size equal to the number of surgical phases. In our case, there
are 7 output neurons. All the fine-tuned layers of the CNN, ex-
cept fc′phase, are then appended to an LSTM which in turn is
followed by a new fully connected layer, fcphase, also contain-
ing as many output neurons as the number of surgical phases
(Figure 2b). The softmax function is applied at the end of both
fc′phase and fcphase layers to obtain a probability distribution over
the different surgical phases.
Since surgical phase recognition is formulated as a multi-
class classification problem, we compute the classification loss
using the multinomial logistic function defined as:
L = −1
T
T∑
t=1
M∑
p=1
ytp log(σ(z
t)p), (1)
where T is the total number of frames in a laparoscopic video,
M refers to the number of distinct surgical phases, ytp ∈ {0, 1} is
the ground truth for phase p and zt is the vector of activations of
fcphase at the tth time step of the surgery and σ(·)p is the softmax
function computing the predicted probability of phase p.
3.1.1. Training Approach
Here we present a detailed explanation of our end-to-end
training approach for optimizing CNN-LSTM networks on long
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(a) Progress Regression Architecture (b) RSD and Progress Multi-Task Network
(c) Updated EndoN2N Model
Figure 4: Proposed RSD pre-training model. CNN architecture for progress regression is shown in (a). CNN-LSTM network designed for multi-task RSD and
progress regression, incorporating elapsed time and predicted progress as additional LSTM features, is depicted in (b). (c) is the updated EndoN2N CNN-LSTM
network for compatibility with the RSD pre-training model. The layers within the dotted lines are fine-tuned after having been initialized on the training task
mentioned within the brackets. The layers outside the dotted lines are randomly initialized.
duration video sequences. The aim is to contrast our approach
with the training approach employed in EndoLSTM and existing
approaches for end-to-end training of CNN-LSTM networks on
laparoscopic video subsequences. Since the following discus-
sion focuses on the approximation in the BPTT algorithm, a
generic description of the layer-wise gradient computation is
presented. While the discussion is based on the basic stochastic
gradient descent algorithm for simplicity, any other optimiza-
tion algorithm can also be used.
As illustrated in Figure 3, end-to-end training of a CNN-
LSTM network requires the loss to be backpropagated through
both the LSTM and CNN. Additionally, the BPTT algorithm
requires the loss to be backpropagated from the last time step
of a sequence, t = T , to the very first time step, t = 1. If we
denote the CNN weights as Wcnn and the weights belonging to
the LSTM as Wlstm, the gradients of the loss functionL, with re-
spect to the network weights at a time instant t can be expressed
as:
∂L
∂Wlstm
t
= f
(
Pt,
∂L
∂Wlstm
t+1)
, (2)
∂L
∂Wcnn
t
= g
(
∂L
∂Wlstm
t)
, (3)
where f and g are generic functions used to express the compu-
tation of gradients for different layers of the LSTM and CNN
and Pt is the network prediction at the tth time step as illustrated
in Figure 3. The boundary condition of the BPTT algorithm at
the end of the sequence is:
∂L
∂Wlstm
T+1
= 0. (4)
The stochastic gradient descent weight update when utilizing
(a)
(b)
Figure 5: Illustration of the BPTT algorithm. Red arrow denotes a forward pass
and a green arrow denotes a backward pass. (a) depicts the standard algorithm
and (b) illustrates our approximation.
a mini-batch of one video sequence of length T is given by:
Wτ+1 = Wτ − η
T∑
t=1
∂L
∂Wτ
t
, (5)
where Wτ are the learned CNN-LSTM weights at the end of τ
training iterations. The weights are updated using the gradients
computed for the entire video sequence, as shown in Figure 5a.
The recursive structure of Equation (2) implies that to calcu-
late the gradient of the loss function with respect to the network
weights, W, at the first time step of the sequence, we require
the gradients from the final time step. For this to be possible,
the entire unrolled computational graph of the CNN-LSTM net-
work, Figure 3b, needs to be stored in memory. Due to the long
duration of cholecystectomy surgeries and the large number of
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CNN parameters, end-to-end training of a CNN-LSTM network
on complete laparoscopic video sequences has a high space
complexity. Since no efficient method for storing the complete
unrolled graph of the CNN-LSTM network during training is
known, we utilize an approximation of the BPTT algorithm.
In our approach, we restructure the loss shown in Equation
(1) as:
L = −1
`
∑`
k=1
`
T
kT∑`
t= (k−1)T` +1
M∑
p=1
ytp log(σ(z
t)p). (6)
In Equation (6) we divide the complete laparoscopic video
into ` consecutive subsequences. ` is appropriately selected
such that the available computational resources are sufficient
for storing the unrolled CNN-LSTM graph for T/` time-steps.
The loss is backpropagated for every subsequence and the gra-
dients are accumulated independently over the ` different sub-
sequences before updating the weights.
In this method, at the boundaries between consecutive subse-
quences, the LSTM cell states and hidden states are forward
propagated, while the BPTT algorithm is truncated as illus-
trated in Figure 5b. This implies an approximation in Equation
(2) at the subsequence boundaries as:
∂L
∂Wlstm
kT
`
= f (P kT
`
, 0), ∀k = 1, 2, ..., ` (7)
Since the gradient of the loss with respect to the weights of
the CNN, Equation (3), are dependent on the loss gradient with
respect to the LSTM weights, these are being approximated as
well. The stochastic gradient descent weight update step is now
computed as:
Wτ+1 = Wτ − η
∑`
k=1
kT∑`
t= (k−1)T` +1
∂L
∂Wτ
t
. (8)
3.2. EndoLSTM
The architecture adopted for the EndoLSTM model in our
experiments is exactly the same as that of the EndoN2N model,
Figure 2. This is essential to be able to provide an accurate
comparison between the two models. Similar to the EndoN2N
model, the CNN is first fine-tuned for surgical phase recogni-
tion to provide the LSTM with informative features. The differ-
ence between the two models lies in the backpropagation of the
gradients through the CNN-LSTM network. In the EndoLSTM
model, only the weights of the LSTM are updated using the
BPTT algorithm, while the weights of the CNN remain fixed,
as depicted in Figure 6. Since the LSTM does not contain a
large number of parameters like a CNN, it is feasible to store
in memory the computational graph of the unrolled LSTM net-
work over complete cholecystectomy video sequences. Hence,
we do not need to approximate the BPTT algorithm.
Figure 6: Computation graph for two-step optimization of a CNN-LSTM net-
work. It and Pt are the input frame and network prediction at the tth time-step
of a sequence, respectively. Ft is the extracted CNN features corresponding
to It . The rolled graph is shown on the left. The unrolled LSTM network is
depicted on the right.
3.3. Remaining Surgery Duration Pre-training
A key contribution of this work is the self-supervised pre-
training of CNN-LSTM networks on the RSD prediction task.
We hypothesize that accurate prediction of the time remaining
in a surgery requires a good understanding of the surgical work-
flow. It is likely that a network that has been trained to accu-
rately predict RSD would have indirectly gained knowledge re-
lated to the different surgical phases that occur, the duration of
each phase and the variations in these surgical phases, since it
would correspond to variations in remaining surgery duration.
This could make it easier for the network to later be adapted
for surgical phase recognition, thereby requiring less manually
annotated data and making it easier to scale up surgical phase
recognition to many types of surgeries.
The RSD prediction task is formulated as a supervised re-
gression task, where the network is provided with labels for
the remaining surgery duration. Since for a given laparoscopic
video the remaining surgery duration at a time instant is sim-
ply the remaining time in that video, the labels are available
without the need for any manual annotation. As the labels are
obtained for free, RSD prediction is a self-supervised learning
task. This makes it feasible to utilize a large number of la-
paroscopic videos to train a network for RSD prediction, ensur-
ing that potentially valuable information from even unlabeled
videos is exploited. For example, the network could acquire
knowledge related to variable patient conditions and surgeon
styles, thereby making it generalize better.
3.3.1. RSD Prediction Model
The CNN-LSTM network for RSD prediction is shown in
Figure 4b. The model is similar to the RSDNet model presented
in Twinanda et al. (2018), but for two key changes: (1) elapsed
time and predicted progress are taken as additional input fea-
tures into the LSTM and (2) the CNN-LSTM network is trained
in an end-to-end manner. Although the original RSDNet model
uses a two-step optimization, similar to the EndoLSTM model,
end-to-end training is the most natural choice for pre-training a
CNN-LSTM network. End-to-end training enables the optimal
correlation between the features learned by the CNN and by the
LSTM.
We adopt the approach proposed by Twinanda et al. (2018)
to learn a RSD prediction model without any manual annota-
tion, which is contrary to previous approaches (Aksamentov
et al., 2017). This involves first the fine-tuning of the CNN for
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progress estimation, as depicted in Figure 4a, which is the task
of predicting the percentage of the surgery that has been com-
pleted at a given time instant. Progress estimation is also for-
mulated as a self-supervised regression task. The CNN-LSTM
model is then trained for the multi-task objective of RSD pre-
diction and progress prediction. Twinanda et al. (2018) showed
that training for this multi-task objective was better than train-
ing for RSD alone.
End-to-end training of a CNN-LSTM network on laparo-
scopic video sequences for RSD prediction is performed with
the same approach used in EndoN2N (Section 3.1.1). We re-
structure the loss function as:
L = −1
T
T∑
t=1
[
ytrsdΩ(z
t
rsd) + y
t
progΩ(ρ(z
t
prog))
]
,
=
−1
`
∑`
k=1
`
T
kT∑`
t= (k−1)T` +1
[
ytrsdΩ(z
t
rsd) + y
t
progΩ(ρ(z
t
prog))
]
,
(9)
where yirsd and y
i
prog are the ground truths for RSD and progress,
zirsd and z
i
prog are the activations of the fully connected layers
fcrsd and fcprog for the tth frame of the laparoscopic video. ρ(·)
is the sigmoid function, and Ω is the smooth L1 loss (Girshick,
2015) defined as:
Ω(x) =
0.5x2, if |x|< 1|x|−0.5, otherwise. (10)
3.3.2. Updated Surgical Phase Recognition Model
In Twinanda et al. (2018), it was argued that knowledge of the
elapsed time (tel) and progress (prog) was beneficial for RSD
prediction, since they possess a fundamental relation with RSD
(trsd), as shown below:
trsd = T − tel = telprog − tel, (11)
where T is the total duration of the surgery. The RSDNet model
simply concatenated elapsed time along with the output of the
LSTM and incorporated progress only as an additional output to
be predicted. We incorporate elapsed time as well as estimated
progress, fc′prog, as input features to the LSTM itself as shown
in Figure 4b. We believe the LSTM is then capable of learning
more complex relationships in between the elapsed time and the
model’s perception of surgery progress and RSD.
The goal of utilizing these additional features in our CNN-
LSTM model is to make RSD prediction a more effective pre-
training approach for surgical phase recognition. The EndoN2N
model, however, needs to be modified in order to be compati-
ble with the proposed RSD pre-training model. The updated
EndoN2N model architecture, which includes these additional
features as inputs to the LSTM, is shown in Figure 4c. We
later present an ablation study to demonstrate the advantages of
proposed RSD pre-training model and the updated EndoN2N
architecture.
Figure 7: TempCon pre-training model.
3.4. Temporal Context Pre-training
The TempCon pre-training approach of Bodenstedt et al.
(2017), which we use as a baseline for comparison, aims to
learn the temporal order of laparoscopic workflow by training a
Siamese network to predict the relative order of two randomly
sampled frames of a laparoscopic video. The specific model
used in our experiments is derived from the architecture of
Misra et al. (2016), which is designed for a similar task of pre-
dicting the correct temporal order of randomly sample frames,
since we observed it to perform better than the architecture of
Bodenstedt et al. (2017) in our preliminary experiments (74 per-
cent vs 72 percent accuracy on the temporal context prediction
task). Additionally, such an architecture ensures that all the lay-
ers of the CaffeNet CNN used in the subsequent surgical phase
recognition task will be pre-trained.
This approach is designed for pre-training CNNs only. A
two-stream Siamese network is created by replicating layers
conv1 to fc7 of the CaffeNet architecture, as shown in Figure
7. Two randomly sampled frames from a laparoscopic video
are provided as inputs to the network. Weights are shared in
between the two-streams. The final layers of the Siamese net-
work are concatenated and are followed by a fully connected
layer comprising of two neurons which provides the classifica-
tion output. Each neuron respectively corresponds to one of the
input frames. The output of the network is either 0 or 1 depend-
ing on whether frame 1 or frame 2 is predicted as occurring first
in the surgical sequence.
4. Experimental Setup
The experiments are carried out on Cholec120, a dataset of
120 cholecystectomy laparoscopic videos. The surgical proce-
dures contained in the dataset were performed by 33 surgeons at
the University Hospital of Strasbourg. The videos are recorded
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Model Task HyperparametersOptimizer Iterations α Step-Size γ Batch-Size λ
EndoN2N
CNN Fine-tuning Phase SGD 50k 10−3 20k 0.1 50 5·10−4
CNN-LSTM training Phase Adam 8k 10−4 2k 0.25 500 ×12 5·10−4
EndoLSTM
CNN fine-tuning Phase SGD 50k 10−3 20k 0.1 50 5·10−4
LSTM training Phase SGD 30k 10−3 10k 0.1 6000 5·10−4
RSD Prediction CNN fine-tuning Progress SGD 50k 10
−3 15k 0.1 64 5·10−4
CNN-LSTM training RSD - Progress SGD 8k 10−3 2k 0.5 500 ×12 10−3
Temporal Context prediction Relative Order SGD 50k 5·10−4 n/a n/a 160 5·10−4
Table 1: Training hyperparameters for each individual model, including their different training steps and their respective training task.
at 25 fps and have an average duration of 38.1 mins (±16.0
mins). In total, the dataset accumulates over 75 hours of record-
ings. All 120 videos have been annotated at a frame rate of 1 fps
with surgical phase labels corresponding to the 7 phases shown
in Figure 1.
We have designed experiments for two specific goals: (1) to
evaluate the improvement in performance obtained by the En-
doN2N model over EndoLSTM and (2) to demonstrate the bene-
fits of the proposed self-supervised RSD pre-training approach
in reducing the reliance of supervised surgical phase recogni-
tion algorithms on annotated data. The division of data for the
experiments and the evaluation metrics are described below.
4.1. EndoN2N Evaluation
Surgical phase recognition performance is evaluated on the
Cholec120 dataset using a 4-fold cross-validation setup. Each
fold is divided into 80 training, 10 validation and 30 test videos.
60 randomly sampled training videos (75 percent) are used to
first fine-tune the CNN individually for surgical phase recogni-
tion. All 80 videos are then used to train the combined CNN-
LSTM network of the EndoN2N model. In the case of the
EndoLSTM model, the LSTM is independently trained on the
80 training videos by utilizing features extracted from the fine-
tuned CNN. All 10 validation videos are used during CNN fine-
tuning as well as CNN-LSTM or just LSTM training in case
of EndoN2N or EndoLSTM, respectively. The final EndoN2N
model weights selected for testing correspond to the best per-
forming model on the validation set. The validation videos
are also used to perform the hyperparameter search discussed
in Section 5. Both models are evaluated on all 30 of the test
videos. The final results presented are the averages over the
four folds.
4.2. RSD Pre-training Evaluation
The EndoN2N model is utilized to evaluate the advantages
of the proposed RSD pre-training approach in reducing the
amount of annotated data required for successful surgical phase
recognition. We perform a comparison between the follow-
ing three pre-training approaches: (1) RSD pre-training, (2)
TempCon pre-training and (3) no self-supervised pre-training.
The experiments are conducted using the same 4-fold cross-
validation setup. For each fold, all 80 training videos are used
for pre-training the network, without relying on the available
annotations. The EndoN2N model is then fine-tuned for sur-
gical phase recognition using 10, 20, 25, 40, 50, 80 and 100
percent of the labeled training videos from each fold, i.e., 8,
16, 20, 32, 40, 64 and 80 videos respectively. The 80 train-
ing videos of each fold are divided into four quartiles based on
the surgery durations and the supervised fine-tuning subsets are
created by sampling an equal number of videos from each quar-
tile. 4 different subsets of 8, 16, 20, 32 and 40 videos along with
2 different subsets of 64 videos are sampled from each fold. The
average performance over these different subsets is evaluated in
order to ensure that the model is not biased by the particular
videos selected. 75 percent of the total fine-tuning videos are
randomly sampled in each case for the initial CNN fine-tuning
step. The evaluation is again performed on the 30 test videos
of each fold, and the final results are the averages over all four
folds.
4.3. Evaluation Metrics
To provide a quantitative measure of the performance of the
proposed surgical phase recognition models, we utilize the met-
rics of accuracy, precision and recall as defined in Padoy et al.
(2012). Accuracy is defined as the percentage of correct sur-
gical phase predictions within a laparoscopic video. Precision
is defined as the ratio between correct predictions and the total
number of predictions, while recall is the ratio between cor-
rect predictions and the total number of instances in the ground
truth. In every laparoscopic video, precision and recall are com-
puted for each individual phase and the average values are re-
ported as well.
To compare the performance of the various models utilizing
self-supervised pre-training, we use the F1-score metric, which
is the harmonic mean of the average precision and recall values,
since it provides a balanced measure of the combined precision
and recall metrics. The use of a single score allows us to con-
cisely quantify the performance of different models and eases
comparisons.
5. Model Training
All the experiments are performed using the Caffe library (Jia
et al., 2014). In order to obtain an effective training setup for
the EndoN2N and RSD pre-training models, a hyperparameter
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Model Accuracy Average Precision Average Recall F1-Score
EndoN2N 86.7±9.3 81.4±23.0 80.9±22.1 81.1±7.5
EndoLSTM 83.0±10.8 77.5±24.0 77.2±24.2 77.3±8.0
Table 2: Surgical phase recognition performance in terms of accuracy, average precision, average recall and F1-score (percentages) evaluated on the complete
Cholec120 dataset. Results have been calculated using 4-fold cross validation.
Precision P1 P2 P3 P4 P5 P6 P7
EndoN2N 84.5±25.0 91.5±11.2 76.3±22.9 90.2±13.9 79.4±18.6 72.3±32.9 75.4±28.1
EndoLSTM 77.5±28.3 90.8±11.5 64.4±28.1 83.8±18.7 76.6±20.2 74.9±29.1 74.5±26.6
Recall P1 P2 P3 P4 P5 P6 P7
EndoN2N 84.5±24.0 93.7±11.4 70.6±26.0 90.2±14.3 77.8±19.1 71.1±29.3 78.8±24.8
EndoLSTM 71.4±28.5 87.8±18.6 63.2±29.6 90.6±18.1 78.2±18.4 73.6±28.5 75.6±24.0
Table 3: Surgical phase recognition performance for each individual phase in terms of precision and recall metrics, evaluated on the complete Cholec120 dataset
using 4-fold cross validation.
search was performed over the optimizer as well as several pa-
rameter values such as the learning rate (α), size of LSTM hid-
den state vectors, learning rate decay factor (γ), learning rate
decay step-size and regularization factor (λ). Table 1 details the
hyperparameters for the different models discussed in this pa-
per. It is to be noted that all layers with random initializations
are set a 10 times higher learning rate than pre-trained layers
and that weights of the fc′prog layer of the RSD-Progress multi-
task network (Figure 4b) are not updated.
The stochastic gradient descent (SGD) optimizer is utilized
with a momentum of 0.9 and the Adam optimizer is imple-
mented with the parameters proposed in Kingma and Ba (2015).
While utilizing the Adam optimizer was beneficial for the En-
doN2N model, we did not find it effective for EndoLSTM.
5.1. EndoN2N Weight Initialization
In the experiment comparing the EndoN2N and the EndoL-
STM models, the network weights are initialized from the open-
source CaffeNet model, which has been pre-trained on the Ima-
geNet dataset. No self-supervised pre-training is utilized. This
initializes the CNN layers with pre-trained weights, while the
LSTM is randomly initialized. We refer to this as the vanilla
EndoN2N model.
For the self-supervised pre-training experiments, the En-
doN2N model is pre-trained on either the RSD prediction or
TempCon prediction task. Transferring weights from a model
trained for RSD prediction enables both the CNN and LSTM to
be initialized with pre-trained weights. However, in the case of
TempCon pre-training, only the CNN weights are pre-trained
while the LSTM weights are once again randomly initialized.
5.2. End-to-End CNN-LSTM Training
The batch size used in a single forward pass corresponds
to subsequences of 500 consecutive frames. We trained our
models on NVidia GeForce GTX TitanX and NVidia GeForce
GTX 1080 GPUs, with 12 GB and 11GB of RAM respectively,
which is sufficient for storing the complete unrolled CNN-
LSTM graph for 500 time-steps. Since the longest video com-
prises of 5987 frames when sampled at 1 fps, all videos are
padded with blank images to make them equal to 6000 frames.
During training the loss is accumulated for 12 forward passes
before performing a weight update. The padded images are ig-
nored from the loss computation. Hence, one complete iteration
corresponds to an effective batch size of one video. Addition-
ally, the total iterations during end-to-end CNN-LSTM training
always correspond to 100 epochs. The iterations and step-size
are scaled proportionally when different amounts of videos are
used for training as discussed in Section 4.2.
5.3. RSD Pre-training
The CNN is first trained for progress estimation after initial-
izing the weights from the CaffeNet model pre-trained on the
ImageNet dataset. Unlike in the phase recognition pipeline,
data from all training videos are used for fine-tuning the
CNN with self-supervision since this leads to optimal semi-
supervised surgical phase recognition performance.
As discussed in Twinanda et al. (2018), the naturally high
range of RSD target values for cholecystectomy surgeries
(longest surgery in Cholec120 being 100 minutes) would need
to be normalized in order to be able to regress the target values,
while using a sufficiently large regularization parameter to pre-
vent overfitting. We use the same normalization factor that was
used by Twinanda et al. (2018) on the Cholec120 dataset, i.e.,
snorm = 5.
5.4. TempCon Pre-training
The CNN weights are first initialized on the ImageNet
dataset similar to the RSD pre-training network. Unlike our
proposed RSD pre-training, which utilizes complete video se-
quences, TempCon pre-training requires pairs of frames to be
sampled from the videos. From each of the 80 training videos,
50k pairs of frames are sampled. The model is trained for two
full epochs over all the sampled pairs of frames.
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Figure 8: Comparison of surgical phase recognition performance of the EndoN2N model initialized using (1) only ImageNet pre-training without any self-supervised
pre-training (vanilla EndoN2N), (2) the proposed RSD pre-training or (3) temporal context pre-training. The effect of variation in the number of annotated training
videos on surgical phase recognition performance in terms of (a) accuracy and (b) F1-score is illustrated.
6. Results
6.1. EndoN2N Evaluation
Table 2 shows a comparison between the accuracy as well
as average precision and recall across all surgical phases ob-
tained by the EndoN2N and EndoLSTM models on the com-
plete Cholec120 dataset with the 4-fold cross-validation setup.
EndoN2N outperforms EndoLSTM in each of the metrics.
A comparison between the recognition performance of En-
doN2N and EndoLSTM for each of the individual surgical
phases is shown in Table 3. As expected from the results of
Table 2, EndoN2N performs better in most of the phases in
terms of both precision and recall. The 3rd phase, the clipping
and cutting phase, is the most crucial phase of cholecystectomy
surgeries. It is also a short duration phase and occurs in be-
tween two of the longest duration phases, making it difficult for
a surgical phase recognition algorithm to recognize. EndoN2N
is seen to be considerably better at recognizing this phase. It
can also be seen that even in the few cases that EndoLSTM out-
performs EndoN2N, the difference is not significant in any of
the metrics.
6.2. RSD Pre-training Evaluation
The graphs depicted in Figure 8 illustrate the variation in sur-
gical phase recognition performance with different amounts of
annotated training data. The proposed RSD pre-training ap-
proach (shown in red) leads to superior performance for all
sets of training data in terms of both accuracy and F1-score.
TempCon pre-training is only effective when the ratio of the
quantity of annotated training videos to pre-training videos is
small. When the number of annotated videos increases, the pre-
training approach starts to become detrimental, which is a com-
mon trend in semi-supervised learning (Paine et al., 2014). On
the other hand, the proposed RSD pre-training improves per-
formance even when the training data is fully annotated, further
highlighting the superiority of the approach.
To highlight the effectiveness of the proposed RSD pre-
training approach in reducing the reliance of surgical phase
recognition models on annotated laparoscopic videos, we show
in Figure 9 the relative performance of the RSD pre-trained En-
doN2N model, trained using less annotated videos, as compared
to the same model without any self-supervised pre-training, but
trained on more annotated videos. We notice that similar lev-
els of performance can be achieved with less annotated data by
adopting our proposed pre-training approach. Figures 9a and
9b, which are derived from Figure 8, show the difference in per-
formance when (a) 20% and (b) 50% fewer annotated training
videos are utilized respectively. The pre-training is still per-
formed using 80 videos. In Figure 9a, the RSD pre-trained
model using less labeled videos performs better in general when
the number of pre-training videos is higher than the number of
annotated videos. This is of particular significance for actual
clinical application, where there is a vast amount of data, but
only a small fraction of it can be annotated. In Figure 9b we see
that the accuracy drops further as the number of labeled videos
increases. This is expected since pre-training is more effective
when the ratio of the amount of pre-training data to annotated
data is high. Yet, the difference in accuracy is still always un-
der 5%, even though only half the number of annotated videos
are used after the pre-training. The difference in F1-score also
remains within a similar range, where the largest difference ob-
served is 5.1%.
7. Discussion
7.1. Ablation Study
An ablation study is presented to understand the benefits
of utilizing elapsed time and estimated progress as additional
features in the RSD pre-training model. Figure 10 illustrates
the improvement in surgical phase recognition performance of
the EndoN2N model when it is pre-trained with our proposed
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Figure 9: Relative performance of the RSD pre-trained EndoN2N model with
respect to the vanilla EndoN2N model, derived from Figure 8. The RSD pre-
trained model is supervised using either (a) 20% or (b) 50% fewer annotated
videos than the vanilla EndoN2N model. The pair of numbers on the horizontal
axis represents the number of annotated training videos used by the RSD pre-
trained model/vanilla EndoN2N model, respectively.
RSD prediction model as compared to the RSDNet model of
Twinanda et al. (2018). The study is performed on the first
fold of the Cholec120 dataset. All 80 training videos are used
for self-supervised pre-training while either 20, 40 or 80 anno-
tated training videos are used to fine-tune EndoN2N for sur-
gical phase recognition. The smaller subsets of 20 and 40
videos have been sampled from the 80 training videos using
the method described in section 4.2. It is to be noted that the
vanilla EndoN2N architecture, Figure 2b, is pre-trained when
using RSDNet, while the updated model architecture, Figure
4c, is required when using our proposed RSD pre-training ap-
proach.
It can clearly be seen that our proposed RSD pre-training
approach leads to superior surgical phase recognition perfor-
mance in terms of both accuracy and F1-Score. It is also note-
worthy that when the EndoN2N model is trained on all 80 anno-
tated videos using the RSDNet model for pre-training (86.9%
accuracy and 80.4% F1-score), it performs worse than the En-
doN2N model without any self-supervised pre-training (88.2%
accuracy and 81.9% F1-score). However, this is not the case
with our proposed RSD pre-training model, which leads to an
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Figure 10: Comparison between the surgical phase recognition performance of
EndoN2N when pre-trained using either our proposed RSD prediction architec-
ture or the RSDNet architecture of Twinanda et al. (2018).
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Figure 11: Graph illustrating the effect of the amount of pre-training videos
utilized on surgical phase recognition performance.
improvement in performance (89.6% accuracy and 83.4% F1-
score) even when all annotated training data is used.
7.2. Amount of Pre-Training Data
Here, we design an experiment to study the effect of the
amount of pre-training data available on our RSD pre-training
approach. We first divide the 80 training videos of each fold
into four quarters. 20 videos are used to fine-tune the network
for surgical phase recognition. Increasing amounts of the re-
maining training videos, i.e., 20, 40 and 60 training videos,
are used for RSD pre-training. Figure 11 shows the results of
the RSD pre-trained EndoN2N model with different amounts
of pre-training videos. The results shown are the averages over
the four folds. As we would intuitively expect, the accuracy and
F1-score increase with greater amounts of pre-training data.
7.3. Phase Boundary Detection
We perform an additional experiment to study how well the
surgical phase recognition model is able to locate phase bound-
aries within a laparoscopic procedure. We measure this using
the temporal distance, which is the absolute time difference in
seconds between the actual phase boundary in the ground truth
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Figure 12: Graphs depicting the variation in quality of phase boundary predictions when different amounts of annotated training videos are used, with or without
the proposed RSD pre-training. (a) shows the temporal distance between the actual phase boundaries in the ground truth and the phase boundaries predicted by the
RSD pre-trained and vanilla EndoN2N models. The temporal distance is calculated with respect to both the first predicted and closest predicted phase boundaries.
(b) shows the percentage of noise in the predictions.
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Figure 13: Visualization of ground truth (above) and RSD pre-trained EndoN2N
predictions (below) for one video of Cholec120. The 7 color coded phase labels
are displayed at the bottom. An instance of noise and temporal distance (TD)
has been highlighted. (Best seen in color.)
and the corresponding predicted phase boundary. For compari-
son, the temporal distance is measured with respect to both the
first prediction and to the closest prediction. On the one hand,
the first prediction of a phase boundary is important during ac-
tual clinical application. For example, an automatic notification
system will alert the required hospital staff at the first instance
a new phase is detected. On the other hand, high accuracy of
the closest predicted phase boundary enables good initial anno-
tations to be generated that can be of assistance to manual an-
notators. This can facilitate the creation of annotated data and
be further beneficial for scaling up surgical phase recognition
algorithms.
Another metric we compute is the noise. Certain incorrect
phase intervals are predicted by the model which do not appear
in the ground truth, as shown in Figure 13. Noise is computed
as the percentage of total time steps of a laparoscopic video
which belong to the incorrect phase intervals. Higher noise is
detrimental both in clinical applications and when aiming to
create a good set of initial annotations.
The calculations presented in Figure 12 are obtained after the
predictions of EndoN2N are filtered using a 5 second window
to remove any short-term noise or spikes. A 5 second delay in
prediction is deemed acceptable for practical real-time applica-
tions. The results presented are the averages over all four folds
of cholec120.
It can be seen from the graphs in Figure 12 that using as lit-
tle as 40 annotated training videos along with RSD pre-training
leads to a performance similar to the vanilla EndoN2N model
trained on all 80 annotated videos. The proposed RSD pre-
training is particularly effective in improving the accuracy of
the first predicted phase boundaries and reducing false predic-
tions which contribute to noise, making it beneficial for clinical
applications. The reduction in prediction noise is also benefi-
cial for creating good initial annotations. Though the closest
phase boundaries are generally more accurately predicted by
the vanilla EndoN2N model, the difference is very small (less
than 5 seconds on average). It should be noted that the tempo-
ral distance is computed with respect to the phase boundaries
in the ground truth, which are very strict. For practical applica-
tions, a slight error is acceptable since the phase transitions are
actually more gradual. The use of a bi-directional LSTM based
model could further improve predictions for creating initial an-
notations, although such a model can not be used in real-time
applications.
8. Conclusion
A new self-supervised pre-training approach based on RSD
prediction has been presented and shown to be particularly ef-
fective in reducing the amount of annotated data required for
successful surgical phase recognition. This makes our ap-
proach beneficial for scaling up surgical phase recognition al-
gorithms to different types of surgeries. Surgical phase recog-
nition performance when using only half the amount of anno-
tated data generally remains within 5% if the proposed RSD
pre-training is utilized. Additionally, when a sufficiently large
amount of pre-training data is utilized, surgical phase recogni-
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tion performance can even be slightly improved despite rely-
ing on 20% less annotated data. This is especially significant
for real-world clinical applications, where despite a scarcity of
annotated data, which is time-consuming and difficult to gen-
erate, there exists an abundance of unlabeled data. The use of
self-supervised pre-training ensures that no data remains un-
exploited. The proposed RSD pre-training approach also out-
performs the temporal context pre-training approach, the single
self-supervised pre-training approach previously implemented
for surgical phase recognition. Further, it is interesting to note
that the proposed RSD pre-training approach leads to improve-
ment in performance even when all the training data is anno-
tated.
This work also presents an apples-to-apples comparison be-
tween the end-to-end optimization and the two-step optimiza-
tion of surgical phase recognition models based on CNN-LSTM
networks. The results show that the proposed end-to-end opti-
mization approach leads to better performance. Additional ex-
periments were presented, which provide a greater insight into
the proposed RSD pre-training model as well as the effective-
ness of our models for both deployment in ORs and generation
of initial surgical phase annotations.
We hope this paper serves as a motivation for other works
to address the important problem of developing surgical phase
recognition approaches, which are less reliant on annotated
data. In future work, the effectiveness of other semi-supervised
approaches, such as the application of generative adversarial
networks or the use of synthetic data, for example, can be ex-
plored. Additional CNN-LSTM pre-training approaches based
on self-supervised learning can also prove to be effective. We
would also like to carry out the proposed RSD pre-training us-
ing a much larger number of laparoscopic videos than the 80
used in this work, to study the benefit in performance that can
be obtained.
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