Abstract-Distributed storage that leverages cellular deviceto-device (D2D) underlay has attracted rising research interest due to its potential to offload cellular traffic, improve spectral efficiency and energy efficiency, and reduce transmission delay. This paper investigates the overall transmission cost minimization problem based on a content encoding strategy to download a new content item or repair a lost content item in D2D-based distributed storage systems while guaranteeing users' quality of service. In addition to the optimization of the coding parameters, the cost minimization problem also considers the distribution of content items, the selection of content helpers for each content requester, and the spectrum reuse for establishing D2D links in between. Formulating a hypergraph-based three-dimensional matching problem among content helpers, requesters, and cellular user resources, we present a local search based algorithm with low complexity for optimization. Numerical results demonstrate the performance and the effectiveness of our proposed approach.
traffic can be attributed to duplicated downloads of a small fraction of popular content items. In light of the rapid growth as well as the general under-utilization of storage capacity in mobile devices, distributed storage based schemes have been introduced to reduce wireless capacity bottlenecks by caching popular content items in mobile users [4] [5] [6] . By enabling direct content sharing between mobile users without routing through base stations (BSs), distributed storage systems can achieve higher energy efficiency and lower content delivery delay.
Generally, content sharing among mobile users in distributed storage systems may be ad hoc [6] , [7] . Recently, device-to-device (D2D) communications have emerged as a potential candidate to facilitate the distributed storage system to offload traffics from BSs [8] [9] [10] . Accordingly, scalability and limit of caching in terms of D2D direct communications and multihop communications have been discussed [6] , [11] . Operating on cellular spectrum, D2D links can provide better user experiences when properly coordinated. D2D links in the underlay mode, through careful interference management, can achieve significantly improved spectral efficiency and system throughput, among other advantages [12] .
Practically, cellular linked storage nodes are individually unreliable, and the contact durations of D2D links may not be long enough to afford full content delivery. To improve content-caching reliability and efficiency, erasure coding can offer redundancy by splitting and encoding full content items into small pieces [13] . For instance, maximum distance separable (MDS) codes can achieve optimality in terms of the redundancy-reliability tradeoff [14] . In addition, when considering performance metrics such as storage efficiency and repair bandwidth, there exist two special coding schemes: minimum storage regenerating (MSR) codes and minimum bandwidth regenerating (MBR) codes [15] . The MSR codes can require the minimum storage at storage nodes while the MBR codes consume the least repair bandwidth among all regenerating codes.
Motivated by above reasons, this work investigates the wireless distributed storage systems based on D2D links by using (n, k, d) codes, and minimizes the transmission cost for content download process. Different content requesters (CRs) may require multiple content helpers (CHs) for distributed content download. Particularly, content download process for each CR requires connections to k CHs to recover desired content items by establishing k eligible D2D links with the CHs. Notice that, once the content sharing via D2D links fails, the CRs have to retrieve their desired content items from the associated BS instead, which typically requires higher energy and spectrum resources. In addition, since we assume that one CH can serve for multiple CRs demanding different content items, but two or more CRs requiring the same content item cannot connect to the same CH simultaneously. Thus the matching between CRs and CHs is a many-to-many problem. However, for a given content item r , the matching between a CR and CHs is a one-to-many problem, and can be solved by using an F-matching algorithm [16] , which can be further transformed into one-to-one matching problem [4] . Thus, a four-dimensional matching problem can be formulated by considering the distribution of content items in CHs, the pairing between CHs and CRs, and the reuse of the resources of cellular user equipments (CUEs) for content sharing links.
For simplicity and practicality, the distribution of content items among storage nodes is assumed to be completed in advance. The content distribution may also be updated and adjusted to improve the system performance, forming a natural closed-loop feedback system of the wireless distributed storage via D2D links. However, for simplicity, we only analyze and optimize the radio transmission cost for content download, therefore the fundamental optimization problem is transformed and reduced to a three-dimensional NP-hard matching problem [17] . To the best of the authors' knowledge, three-dimensional matching problems have not been widely studied in content sharing scenarios, though related problems in graph theory have utilized the concept of hypergraph [18] and solutions for k-set packing problems 1 [19] , [20] .
Basically, for a given k ≥ 3, the k-dimensional matching problem is NP-hard and applicable to the k-set packing problems [21] . There exist algorithms proposed to numerically solve these problems, such as parallel implementation of Hopcroft-Karp [22] , SPARQL query optimization [23] , and iterative Hungarian matching (IHM) algorithm [24] . One of the most widely used algorithms for the k-set packing problem is local search (LS) algorithm, which is an anytime algorithm, 2 and it has been proved to be successful in the search of approximation algorithms for weighted matching problems with the objective to maximize the sum weights [25] . Unlike a greedy algorithm which can solve a k-dimensional matching problem with an approximation ratio 3 of k [29] , the LS algorithm can generally obtain a better approximation ratio, which has been expanded and improved in several works including [25] , [28] . Arkin and Hassin [25] showed that an LS algorithm yields an approximation ratio of k − 1 + ε (ε > 0 denotes an arbitrarily small constant) and showed this bound to be tight. Chandra and Halldórsson [29] presented an approximation ratio of (2k +2+ε)/3, by combining the greedy 1 k-set packing problem: Given a set of elements U and a collection C of subsets over U, each subset has cardinality k, one needs to find the maximum collection of mutually disjoint subsets. 2 An anytime algorithm can return a valid solution even if it is interrupted at any time before it ends. 3 For an optimization problem, denote by OPT its optimal objective value. If an algorithm guarantees to return solution with a performance no worse than OPT/ρ, then the algorithm is an ρ-approximation algorithm and has an approximation ratio of ρ.
algorithm to find an initial solution and local search techniques to improve the solution. Currently the best polynomial time approximation algorithm for weighted k-set packing can be found in [28] , which provides an approximation guarantee of (k + ε)/2. However, it is not easy to adopt it into the weightbased maximum independent set problem [19] . Therefore, the LS algorithm used in this work shall be designed based on [19] , where the weighted k-set packing problem can be solved in polynomial time with an approximation ratio of
Recall that, in a wireless distributed storage system, different CRs may require different content items. Since different CRs can find different numbers of CHs for content download according to the quality of physical communication links, it would be more practical and efficient to assume that different content items can be divided into different numbers of pieces. Unlike most existing works that slice all content items into fixed k fragments [4] , [13] , [30] , in our work here, we optimize k for each content item to ensure that the corresponding CRs can find sufficient number of CHs for D2D content sharing, borrowing the concept of MBR [31] , [32] . When more than one choices of k can satisfy the condition, the larger one shall be used to achieve better storage efficiency and lower energy consumption.
The main contributions of this paper are three-folds: 1) A four-dimensional matching problem based on erasure coding for wireless distributed storage is formulated under cellular D2D spectrum underlay. The problem minimizes the transmission cost by considering the distribution of cached content items and physical quality of D2D links. For simplicity, the four-dimensional matching problem is reduced to a three-dimensional matching problem in which we assume the content distribution can be solved in advance. For the three-dimensional matching among CRs, CHs, and CUE resources for D2D links, the activation of D2D links between CRs and CHs is a many-to-many-matching problem, while the matching between activated D2D links and CUE resources is one-to-one. To reduce complexity, we propose a solution to transform the many-to-many based three-dimensional matching into a one-to-one based three-dimensional matching problem. 2) For the NP-hard, one-to-one based three-dimensional matching problem, our approach considers a feasible region based on transmit power for CUEs and D2D nodes, as well as channel gains for the physical links involved. We propose an LS based scheme to numerically solve the three-dimensional matching at low complexity for content sharing in distributed storage and spectrum sharing through cellular D2D underlay. 3) Based on the failure rate at CRs when retrieving content items from neighboring CHs, content distribution among CHs can be updated for better performance. This contribution presents a new concept of closed loop feedback for content redistribution in wireless distributed storage. Dynamic content redistribution makes it possible to achieve a higher success probability and to improve the robustness of distributed content storage.
The remainder of this paper is organized as follows: In Section II, the scenario for content download over distributed storage system is described and corresponding notation is defined. In Section III, the problem to minimize the overall transmission cost for content download is described that considers erasure coding. The problem is further transformed into a simpler problem to facilitate solutions of low complexity. Given a priori distribution of content items among the storage nodes, Section IV transforms the original problem into a threedimensional problem for optimization. The three-dimensional matching problem is analyzed in Section V by utilizing the concept of hypergraph, and an LS based solution is presented as well. Theoretical complexity analysis and numerical results for our proposed solution are given in Section VI, to demonstrate the performance against some benchmarks. The conclusions are presented in Section VII.
II. PRELIMINARIES AND ASSUMPTIONS

A. Scenario Description
We investigate user content sharing in a D2D based distributed storage system by focusing on a single cell without loss of generality. Within each cell, M mobile nodes are randomly located. Generally, users can use either D2D mode or cellular mode. When working in cellular mode, different CUEs are assigned orthogonal spectrum resources, and unit bandwidth is allocated for each CUE. When working in the D2D mode, mobile users can serve as CHs to cache (store) popular content items, or act as CRs requesting desired content items from adjacent CHs via D2D links. For spectral efficiency, cellular D2D underlay is investigated here in which uplink cellular resources are reused by D2D links by effectively mitigating co-channel interference.
Let U = {u 1 , ..., u m , ..., u M } and R = {1, ..., r, ..., R} denote, respectively, the set of M mobile users and set of R items to be accessed by mobile users. Practically, mobile devices have limited caching capacity and can only store the popular content items. Thus, distributed storage systems consisting of mobile devices would be more efficient if some desired or popular content items were cached with priority. The selection of the cached content items is beyond the scope of this work. Therefore, for analytical simplicity, it is assumed that some top-ranked (popular multimedia) content items are already cached in the mobile users, and only requests for such items are investigated in this work. Assume all mobile users work in Time Division Duplex (TDD), such that each node must first meet its own need. In other words, when a CH needs a content item, downloading this content item has priority over serving others. Both the request process and the serving process take place sequentially.
For reliability and efficiency, content items are encoded using (n, k, d) coding schemes in this paper. With (n, k, d) codes, each content item is partitioned into k pieces, encoded and stored in n CHs, with each CH storing α bits. The content download process requires connections to no fewer than k CHs, each of which transmits α bits to the CR. When a CH becomes invalid, a new node can be selected to replace the invalid one and repair the lost data by connecting to d existing CHs, each of which transmits β bits to the new CH. The process of content download and content repair is depicted in Fig. 1 . When a CR or a new CH fails to find enough CHs for content sharing or repairing, it has to retrieve the content items from a serving BS.
Generally, for each different content item r encoded using an (n r , k r , d r ) code, the parameters n r , k r , d r vary for different r . For simplicity, we assume that all the content items are encoded and stored in N CHs, i.e., n r = N, r = 1, . . . , R. However, the number of necessary CHs required for content download and repair can be different. Generally, the values of k r and d r can be determined based on the size of the content items and the physical conditions of corresponding CRs.
To assess the quality of physical links, channel state information (CSI) is required. Generally, it is impractical and costly to acquire instantaneous CSI due to the frequent information update. Consequently, this work considers only statistical CSI of all involved channel links. Let g i, j , g c,B , and g B, j , respectively, denote the signal channels from user u i to u j , from user u c to the BS, and from the BS to u j . Similarly, denote by h i,B and h c, j the interference links from u i to the BS and from u c to u j . Under our assumption that these wireless channels follow Rayleigh fading, their channel power gains are exponentially distributed. The mean values of g i, j , g c,B , g B, j , h i,B , and h c, j are denoted by γ i, j , γ c,B , γ B, j , β i,B , and β c, j , respectively. Furthermore, let σ 2 N be the power of the background additive white Gaussian noise (AWGN) on all channels.
Without loss of generality, the number of CHs for each content item in connection is assumed to be at least k r during download, and d r during repair, respectively. In other words, the download (and repair) process is executed fast enough such that none of the serving nodes would disconnect from the requesting nodes or power off before completing the content sharing.
Based on the scenarios and assumptions discussed above, content sharing among the mobile users can be categorized into three cases: 1) A CR desires to download a certain content item. In this case, the original item can be recovered from any k of the n CHs storing the requested content item. 2) A CH, already having one fragment of a content item, wants the entire content item. Since k distinct fragments of the coded content items are sufficient to recover the original item based on the encoding redundancy, the CH can obtain the content item by connecting to at least k − 1 CHs. 3) When one of the n CHs becomes invalid, a new CH needs to be selected to repair the lost coded fragment from d existing CHs. Generally, for these different cases, the number of necessary CHs for content sharing can vary, and the transmitted packet lengths in each D2D link may also vary. However, both the physical and mathematical models are essentially the same. Hence, without loss of generality, this paper shall only focus on the general content download process described in the first case.
B. Notation
To facilitate analysis, we define necessary notation and symbols below and summarize the key notation in Table I. 1)
is a three-dimensional caching array of all the R content items, with the (l, i, r )-th entry being x r l,i ∈ {0, 1}. Recall that CRs do not have their desired content items, and that mobile users cannot work in both D2D mode and cellular mode concurrently. Therefore, a CR can neither receive content items from itself nor reuse its own cellular spectrum for D2D communication. 
III. PROBLEM FORMULATION
In this section, we focus on the cost minimization problem of content download in a distributed storage system. Notice that content download from the BS is assumed to cost more than downloading via D2D links in this paper. Therefore, to achieve a low overall transmission cost, the success rate for finding enough eligible CHs should be fulfilled, i.e., the number of CRs obtaining content items from CHs via D2D links should be guaranteed.
A. General Objective Formulation
Let r j and D j,r , respectively, denote the number of CHs assigned for CR u j that desires content item r , and the cost of CR u j obtaining content item r via D2D links. Based on the notation defined in Section II-B, we have
where S r j is the j -th row of S r M×N , whereas "•" refers to the Hadamard product of two matrices.
Let I r j be an index indicating whether user u j can successfully find enough CHs to receive r . Let (t) be the unit step function:
Then letting x denote the largest integer below x, we have
When a CR fails to get desired content items via D2D communications (i.e. I r j = 0), it will seek help from the BS. Let BS j,r be the transmission cost for u j to download content item r from the BS. Therefore, in this work, the problem of minimizing the overall transmission cost of content download can be formulated by considering: 1) the distribution of content items; 2) the optimization of the content coding parameters; 3) the selection of content sharing partners; and 4) the selection of shared spectrum. Additionally, according to the definition of transmission cost to be given in Section III-C, D j,r is a function of the respective transmit powers of the CHs and CUEs, while B S j,r is a function of the transmit power of the BS. Since the transmit power of the BS is usually treated as a constant, the objective of minimizing the overall transmission cost of content download is a function of the transmit powers of the CHs and CUEs. Letting p=[P h i , P c ] denote the 1 × 2-vector of transmit powers of CH u i and CUE u c , we can formulate the objective function as
where P max h and P max c , respectively, represent transmit power limits of CHs and CUEs, η C c and η D j , respectively, denote the achievable signal-to-interference-and-noise ratio (SINR) of CUE u c and requester u j , η C min and η D min , respectively, correspond to the minimum required SINRs for CUEs and D2D links. Constraint (3b) indicates that each CH stores at most one fragment of an item and each fragment is stored in only one node. Constraint (3c) ensures a one-to-one matching between D2D links and cellular spectrums. Constraint (3d) limits that, one CH can simultaneously serve multiple CRs requesting different content items, but two or more CRs requesting a given content item r cannot be simultaneously served by the same CH. In addition, a CR must connect to at least k r CHs holding the desired content item r to ensure successful D2D content retrieval. Constraint (3e) and constraint (3f) demonstrate the SINR and power constraints for both CUEs and D2D users. According to (3), the cost minimization problem considers the matching among cached content items, CHs, CRs, and CUEs, which is a four-dimensional matching problem.
Basically, there exist scenarios that allow multiple D2D users to reuse the same CUE's spectrum. This case is a direct generalization by first considering a one-to-one matching before iteratively pairing the remaining D2D links with SINR constraint. The matching of the remaining D2D links can be tackled iteratively by forming "virtual CUE links" that view each physical CUE link with its associated D2D underlay link as a "virtual CUE". However, the more representative case should consider the one-to-one matching between D2D links and CUEs in this work, thus the problem mentioned above reverts back to a one-to-one matching problem between virtual CUEs and D2D links. Conversely, the optimization problem formulated in (3) assuming one-to-one matching between D2D links and CUEs can also be extended to more general cases. Particularly, if multiple CUEs' spectrum resources can be reused by one D2D link, our problem formulation is also applicable by regarding the D2D link as several virtual D2D links, likewise.
B. Link Candidacy Based on QoS Requirements
According to (3), whether a CR can obtain the desired content items is determined by the feasibility of connecting to at least k r matched CHs nearby (i.e., N l=1 s r j,l ≥ k r ). Basically, one CR can be matched to at least k r CHs only when it can find enough connectable (eligible) CHs nearby. Therefore, it is crucial to identify whether a transmission link is eligible or not. Generally, mobile users require that data delivery should be accomplished within the maximum tolerable transmission delay, denoted by δ max . When the transmission time exceeds δ max , an outage would occur. Furthermore, let q out max denote the maximum allowable outage probability of transmission links. Therefore, we can judge whether a link is eligible based on the following lemma. 
To show equivalence, we express the achievable data rate R c i, j for link from user u i to u j while reusing the spectrum of u c as
Notice that a link is deemed eligible only when its outage probability is no larger than q out max . Denote by q out i, j,c,r the outage probability of CR u j obtaining a coded fragment of content item r from CH u i by reusing CUE u c 's spectrum. Recall that we can only get statistical CSI of all the channel links. Thus, taking the outage probability constraints, SINR requirements, and power constraints for users into account, we can have
Since for Rayleigh fading channels, g i, j , g c,B , h i,B , and h c, j are independent exponentially distributed with means γ i, j , γ c,B , β i,B , and β c, j , respectively, we can use the Jensen's inequality to rewrite the SINR requirements in (6b)-(6c) to get relatively more strict constraints with lower complexity, which can be expressed as:
Moreover, the detailed expression for the outage probability in (6a) can be derived as
Substituting (8) into (6a), and combining (7), we have power constraints
Substituting (9d) into (9a), we can arrive at
Similarly, we can rewrite (9b) by combining (9c) as
As a result, we consider 3 distinct cases 1) Case I :
Considering the maximum power constraints, we can have
Moreover, combining (9b) and (9d) can transform (9c) into from which we have
Similarly, according to (14) , only when γ c,
Therefore, we have
Combining (10), (12) , and (15) leads to the conclusion of Lemma 1. Fig. 2 illustrates an example that all the constraints in Lemma 1 are satisfied and feasible power region exists. The power region is depicted based on (9) . Assume the coordinates of the intersection point A is (P 
Under all the constraints (3b)-(3f) of P 1 , the new constraint (16c) of P 2 will reduce the feasible set and lead to lower optimization complexity.
C. Transmission Cost Derivation
To minimize the overall transmission cost in item sharing, CRs should be matched with appropriate CHs based on the cost of different communication links. Since practically the network BS can only acquire statistical CSI of active links to make such decisions, the mean transmission cost should be considered. Basically, the transmission cost is proportional to energy consumption and spectrum resource usage for content sharing and can be expressed as P · T · B, where P, T , and B correspond to transmit power, transmission time duration, and link bandwidth, respectively. Generally, T can be expressed in terms of the data block occupancy relative to the physical resource block (PRB) duration of the available spectrum. Therefore, when user u j requests for content item r , individual mean cost for data transmission from CH u i reusing CUE u c 's spectrum, and the cost for downloading from the BS, can be written as
where B corresponds to the communication bandwidth, Z r is the total size of the content item r , and P B S is the transmit power of the BS. Recall that, for simplicity, the P B S can usually be treated as a constant. However, it is difficult to find the closed form of the mean transmission cost (17a). Instead, we can relax our problem according to the following lemma. 
Similarly, denote by¯ BS j,r the lower bound on BS j,r , thus the transmission cost for u j to acquire content item r from the BS can be derived as
D. Tightness of the Lower Bound
Adopting the result of Theorem 1.2 in [34] , for convex function
Concerning the transmission cost and the corresponding lower bound, we can set t = 
An example of the gap between mean cost and the Jensen lower bound is depicted in Fig. 3(a) , where Fig. 3 . Here "UBG" and "NMG" represent "upper bound of the gap" and "numerical maximum gap", respectively. Taking the case of P h i = 100 mW and Fig. 3(b) shows a numerical example of the gap between the original function of transmission cost from BS to CR u j and its lower bound. Taking the case when P B S = 300 mW and α r = 3 bits for example, for a given region of η B S ∈ [10, 1000], the upper bound of the gap equals 150.2071 × 10 −3 J . However, the true gap in the figure peaks at 24.2942 × 10 −3 J , which is also much smaller than the theoretical gap. Once again, this example shows our Jensen lower bound to be tight.
From our analysis and numerical results, we observe that in both applications of Jensen's inequality, the obtained lower bounds for costs c j,r i,c and BS j,r are quite tight. Given the small gap between the original D2D transmission cost and its lower bound. Therefore, we can relax and transform our cost minimization problem into optimizing the lower bound on the original transmission cost.
Denote byC 
. From Lemma 2 and the analysis of the tightness of the lower bound, we can relax the problem P 2 in (16) into
s.t. Constraints (16b) and (16c).
Notice that the gap of the objective functions between P 2 in (16a) and the reformulated problem P 3 in (23a) is upper bounded by 
IV. MATCHING ANALYSIS AND PROBLEM TRANSFORMATION
Targeting on the objective function in (23), the optimization of our objective considers the optimization of the coding parameters (k r ) and the four-dimensional matching among cached content items, CHs, CRs, and CUEs. However, for simplicity, in this section, we will discuss the content distribution and the optimization of k r for every content item r first, leaving three-dimensional matching problem among CHs, CRs, and CUEs. However, the three-dimensional matching problem includes a many-to-many matching between CRs and CHs and a one-to-one matching between CR-CH links and CUEs, which is hard to solve. Thus, we further transform the original problem into a one-one-one three-dimensional matching problem by extending virtual CRs and CHs.
A. Selection of Content Helpers
To optimize the problem (23), one must determine the optimum selection of three related three-dimensional arrays X, S, and M and vector k. This full-scale optimization is a fourdimensional matching among content items, CHs, CRs, and CUEs and is NP-hard. Generally, the CHs are assumed to have high physical and social centrality, such that they can serve more requesters with satisfactory wireless links. Therefore, it is reasonable and preferable to solve content distribution in advance based on physical and social centrality rather than distribute content items based on certain content requests. To simplify, we can determine the selection of CHs for content caching in advance, thereby reducing our optimization into a three-dimensional matching problem.
Since all the content items can be encoded and stored in N CHs, for analytical simplicity, we can select N nodes from all M users to act as CHs and store all necessary (popular multimedia) content items. Intuitively, mobile users with better physical conditions and higher connectivity (centrality) in the networks should have a higher probability to serve for more requesters. In this paper, centrality of user nodes can be defined based on the average distance from other user nodes [35] .
Definition 1: Centrality of a mobile user u j is defined as
where d i, j indicates the physical distance between users u i and u j (u i , u j ∈ U). Note that d i,i = 0 for all i . Based on the above definition, we should decide matrix X N×M×R by selecting N CHs with the shortest average distance from the other nodes (i.e., the smallest O j ).
B. Determination of k
Referring to the expression for outage probability in (8) , whether a link is eligible is greatly affected by α r (the size of transmitted data fragments). Further, α r is affected by content item size and its coding parameters. In this subsection, we focus on determining the coding parameter, k r , to guarantee that more CRs can obtain desired content items via D2D links.
Practically, content item size varies, and the content requesting users may experience various channel conditions to CHs. Therefore, it would not work well unless the number of CHs necessary for content download, k r , is determined in consideration of specific content size and user channel conditions.
In this paper, we would like to determine an appropriate value of k r such that all CRs requesting content item r can find at least k r qualified CR-CH links. Intuitively, the value of k r is dominated mainly by the physical condition of the worst-case CR, i.e., CR u j that only can find the fewest potential CHs. For a specific content item r , define k wc r as the number of qualified CHs the worst-case CR can find. In addition, we denote by H r j the set of CHs that have stored a coded fragment of content item r and can be accessed by CR u j requesting content item r , i.e., Therefore, we can determine the value of k r based on the following heuristic principle.
For a given content item r , k r can be determined as
In this principle, u j ∈U a j,r is the number of CRs requesting content item r , and u j ∈U,a j,r =1 H r j is the total number of CHs that can be accessed by all the CRs with a number of u j ∈U a j,r . The decision principle of k r is based on the following observations: 1) When k wc r · u j ∈U a j,r ≤ u j ∈U,a j,r =1 H r j , it is possible that all the CRs can be assigned k wc r CHs. In this case, we can set k r = k wc r . 2) When k wc r · u j ∈U a j,r > u j ∈U,a j,r =1 H r j , which indicates a generally good physical condition for all CRs including the worst-case CR. This equality will hold and D2D based content download for some CRs is doomed to fail if we set k r = k wc r . In this situation, we set k r = u j ∈U,a j,r =1 H r j u j ∈U a j,r to ensure that each CR has a high probability of connecting to k r CHs. Note that any positive integer below k r of (26) can allow enough qualified CHs for every CR. However, k r given in (26) is picked to achieve more gain in terms of energy saving. A larger k r means a smaller coded fragment size cached in each node. When all parameters are fixed, a larger k r indicates a shorter transmission time, leading to a lower energy consumption for mobile devices [36] . Detailed determination of k r can be found in Algorithm 1.
C. Matching Problem Transformation for Extending Virtual CRs and CHs
Based on the problem reduction in Subsections IV-A and IV-B, the four-dimensional matching problem is now reduced to a three-dimensional problem of optimizing M M×M×M , S M×N×R , and p. In our system, one CR demanding content item r requires to connect to at least k r CHs to guarantee D2D content download. In addition, we have assumed that one CH can transmit data packets to several CRs requesting different content items. Therefore, the matching between CRs and CHs is a many-to-many matching problem. However, it is hard to solve when we consider the spectrum sharing [37] between CUEs and activated D2D links between CRs and CHs. Thus transforming the many-to-many problem into a bipartite based one-to-one problem can significantly simplify the solution, as shown in Fig. 4 .
Practically, different CRs may need different content items, and have potential links with different CHs by reusing the spectral resources of different CUEs according to their own QoS requirements. This can be represented by a graph as shown in the left top part of Fig. 4 . For notational simplicity, we can denote by U 1 the set of CRs, denote by U 2 the set of CHs and denote by U 3 the set of CUEs, where
Now, the matching problem transformation can be detailedly described as follows.
1) Extension of Virtual CHs:
For the convenience of subsequent description, we first rearrange the CRs based on their desired content items, as shown in the left bottom part in Fig. 4 . For multiple CRs requiring the same content item, one CH can connect to at most one of them, however, one CH can simultaneously serve for two or more CRs demanding different content items. Therefore, for each requested content item r , we can assume there exists a dedicated virtual set of CHs, denoted by U r 2 , where U r 2 = U 2 . Thus, there are at most R copies of the set of CHs in total, and CHs in U r 2 can only be accessed by CRs requesting content item r , as shown in the middle part of the right side in Fig. 4 . By doing so, we can ensure that every CH is covered at most once when matching CHs for CRs. After the extension of virtual CHs, the new set of CHs can be denoted by U 2 , and |U 2 | = R r=1 ε( j ∈U 1 a j,r ) .
2) Extension of Virtual CRs:
Basically, a successful D2D content download requires that a CR demanding content item r should be matched to at least k r CHs. In other words, when CR u j is assigned k r (k r ≥ k r ) eligible CHs, it can always acquire its requested content items. However, in this case, k r − k r CHs are redundant and their resources are not fully utilized. Therefore, we can release the resources of the redundant CHs to other CRs, guaranteeing that more CRs can find enough CHs while the performance of CR u j will not be harmed. In our matching optimization process, we aim to find exactly k r CHs for CRs to avoid wasting of resources. After the extension of CHs described in Section IV-C.1, the matching between CR and CHs is a one-to-many matching problem, which can be characterized by an F-matching. For each CR demanding content item r , we can add k r − 1 virtual CRs, each of which has the same connecting edges with the original one, as shown in the top part of the right side in Fig. 4 . As such, the original many-to-many matching problem between CRs and CHs has been expanded into a one-to-one matching problem. The expanded set of CRs can be denoted by U 1 , and
a j,r k r . Notice that the spectrum of one CUE can be reused by at most one CH-CR link, thus, in the finally expanded graph in the right part of Fig. 4 , the set of CUEs, denoted by U 3 , is not expanded, i.e., U 3 = U 3 . Up to now, the original threedimensional matching problem has been transformed into a three-dimensional one-one-one matching among CRs, CHs, and CUEs, which will be detailedly optimized in Section V.
V. HYPERGRAPH CONSTRUCTION AND PROBLEM OPTIMIZATION
In this section, we tackle the three-dimensional matching among CRs, CHs, and CUEs based on the hypergraph theory. Although the three-dimensional optimization problem is still NP-hard, already there exist approximation algorithms to solve such type of matching problems [19] , [25] .
A. Hypergraph Construction
To begin, some notation and definition about a hypergraph are given as follows [18] , [25] .
Definition 2 (Hypergraph): A hypergraph 4 H can be denoted by H = (V , E), where V is the set of vertices and E is the set of hyperedges. A hyperedge e ∈ E is a nonempty subset of the vertices. Two hyperedges are adjacent (neighbors) if they contain at least one common vertex. In a weighted hypergraph, every hyperedge e ∈ E has a weight w(e).
Definition 3 (k-Partite Hypergraph):
. . , V k such that every hyperedge contains exactly one vertex from every vertex subset. The hypergraph matching problem on a k-partite graph is also called the k-dimensional matching problem.
In our extended graph, the sets of CRs, CHs, and CUEs are U 1 , U 2 , and U 3 , respectively. According to the above definitions, our extended graph containing CRs, CHs, and CUEs is a three-partite hypergraph. Denote by H = (V , E) the hypergraph used in our system, we can have V = U 1 ∪ U 2 ∪ U 3 , and every hyperedge in the hypergraph contains exactly one CR, one CH, and one CUE, as shown in Fig. 5 . Therefore, our overall cost minimization problem can be modeled as a three-partite hypergraph matching problem.
Notice that a hyperedge e i, j,c connecting CR u j , CH u i , and CUE u c can exist only when y j i,c = 1, where u j ∈ U 1 , u i ∈ U 2 , and u c ∈ U 3 . Without loss of generality, we can transform our cost minimization problem into a maximum weighted hypergraph matching problem by defining the weight of hyperedges as the negative of the transmission cost, i.e., w(e i, j,c ) = −c j,r i,c . Thus, the hypergraph matching aims at finding a subset of the hyperedges G ⊆ E such that the sum of weight of hyperedges in G is the maximum and the hyperedges in G are mutually disjoint, i.e., different hyperedges in G have no common vertices.
B. Hypergraph Based LS for Three-Dimensional Matching
Recall that our cost minimization problem is reformulated as a three-dimensional maximum weighted hypergraph matching problem, by defining the negative of the transmission cost as the weight of the hyperedges. In particular, the LS algorithm will be used in this paper referring to [19] and [25] . The LS algorithm is heuristic, where 1) an initial solution is first calculated, 2) the neighborhood of a solution identified, and 3) the solution is updated if any neighborhood can achieve a better performance. To facilitate understanding of the LS algorithm, we will first introduce the concept of d-claw [19] , [25] .
Definition 4 (d-Claw):
For a given hypergraph H = (V , E), the conflict graph of H is the graph H C where every hyperedge in E is represented by a vertex. In the conflict graph, a d-claw C d is defined as a subgraph of H C . C d consists of a set T C d including d independent nodes, called talons, and one center node that is connected to all the talons.
Based on Definition 4, with a given center node e 1 , finding a d-claw can be accomplished by finding d mutually independent neighbors of e 1 . Take for example, in a k-partite hypergraph H , it is impossible for a hyperedge to find k + 1 mutually no-adjacent neighbors, thus a d-claw can be found only when d ≤ k. In other words, any vertex in the conflict graph H C cannot find a k + 1-claw and H C is k + 1-claw free.
With all the background knowledge given above, we can apply the LS algorithm to solve the three-dimensional Algorithm 2 Maximum Weighted Three-Dimensional Matching Based on Local Search [19] , [25] G: initial matching achieved by greedy algorithm. B i : the set of all the neighbors of G(i).
the sum of the squared weight of hyperedges in G. begin
Step 1): Use the greedy algorithm to find the initial matching G.
Step 2): Sort elements in G by ascending order according to the edge weight by optimizing p. Set i = 1.
Step 3): Find B i and sort the elements in B i by descending order according to edge weight.
Set G(i) as the center hyperedge of the claw.
Step 2), else
and go to
Step 3). end end maximum weighted hypergraph matching problem. First, an initial matching (denoted by G) is found by using the greedy algorithm: (a) Find the hyperedge with the maximum weight; (b) remove the hyperedge and all other intersected hyperedges; (c) repeat until all hyperedges are removed. Then, the LS techniques are used to search for d-claw to improve the overall performance. Generally, with a given center vertex, denoted by e c , if there exists a d-claw (containing talons e 1 , e 1 , . . . , e d ) to improve the overall performance, it indicates that the system can perform better if we add e 1 , e 1 , . . . , e d to the matching result and remove all the hyperedges intersecting with them. Applying the greedy algorithm, we have the following lemma:
Lemma 3: For a given k-dimensional maximum weighted matching problem, if the initial matching (denoted by G) is obtained by using the greedy algorithm, it is impossible to find a 1-claw to improve the overall performance.
Proof: Assume that there exists one such 1-claw whose center vertex is in G and the talon (denoted by e 1 ) is not in G. Then the performance would be improved if we add e 1 into G and remove all its neighbors from G. This can be possible only when the weight of e 1 is larger than the sum of the weight of all the neighbors of e 1 in G. In this case, e 1 should have been selected when applying the greedy algorithm, and e 1 should have been existed in G, which is a contradiction.
Therefore, leveraging the LS algorithm on our transmission cost minimization problem, the optimization process of the three-dimensional hypergraph matching problem can be summarized as shown in Algorithm 2. Step 1: Optimization of X N×M×R . Select N CHs based on users' centrality (25).
Algorithm 3 Overall Transmission Cost Minimization
Step 2: Initialization. for r ∈ R do set k r = N − 1; for u j ∈ U and a j,r = 1 do Initialize M M×M×M by assigning the CUE with maximum h c, j , which represents the worst case of spectrum sharing situations; Optimize the corresponding p to minimize the transmission cost expressed in (3a). end end
Step 3: Determination of k referring to Algorithm 1.
Step 4: Maximum weighted three-dimensional matching referring to Algorithm 2 . end
C. Cost Minimization Process
Recall that our objective function of transmission cost minimization in (3) contains the optimization of X N×M×R , M M×M×M , S M×N×R , k, and p. It is difficult and almost impossible to find a centralized optimization algorithm to achieve the optimal solution of all the parameters simultaneously. Thus, based on the above analysis, we decompose the original optimization problem into the following steps: 1) Optimization of X N×M×R : Select N CHs based on users' centrality referring to (25) . 2) Initialization: For every requester u j requiring content item r , assign the worst cellular spectrum causing the strongest interference. Then, the corresponding transmit power can be initialized to minimize transmission cost based on the current matching of CRs, CHs, and CUEs. 3) Determination of k: For each content item r , determine the value of k r such that all the CRs demanding r can find at least k r qualified CR-CH links. 4) Joint optimization of M M×M×M , S M×N×R , and p: Once X N×M×R and k are determined, we can determine whether a hyperedge connecting CR, CH, and CUE is eligible by referring to Section III-B. Calculate the hyperedge weight according to (18) and (19) in Section III-C. Thus, the corresponding three-partite hypergraph can be constructed. Then, LS algorithm can simultaneously optimize M M×M×M , S M×N×R , and p.
For clarity, the details of the transmission cost minimization algorithm after problem transformation are summarized in Algorithm 3.
D. Complexity Analysis
In this subsection, we analyze the computational complexity of our proposed cost minimization scheme in Algorithm 3. Recall that the set of CRs, CHs, and CUEs are denoted by U 1 , U 2 , and U 3 , respectively, and |U 1 | + |U 2 | + |U 3 | = M. In addition, the expanded one-one-one matching hypergraph has a size of |U 1 | × |U 2 | × |U 3 |. For notational simplicity, we denote L = max{|U 1 |, |U 2 |, |U 3 |}, V = |U 1 | + |U 2 | + |U 3 |.
Let N e denote the maximum number of neighbors a hyperedge in the expanded hypergraph can find, thus N e = |U 1 ||U 2 | + |U 1 ||U 3 | + |U 2 ||U 3 | − (|U 1 | + |U 2 | + |U 3 |). In the following, we will analyze the computational complexity of each step.
1)
Step 1: Optimization of X N×M×R requires all the mobile users to calculate its distance with all other users, at the complexity of O(M 2 ).
2)
Step 2: The procedure of initialization requires all CRs to check physical CSI among themselves and all active CUEs to choose the worst one. The complexity is O(|U 1 ||U 3 |).
3)
Step 3: The determination of k in
Step 3 means that all the CRs have to check its physical link with every CH by reusing the spectral resource of every potential CUE. Therefore, this step exhibits a complexity of O(|U 1 ||U 2 ||U 3 |).
4) Step 4:
The process for obtaining maximum weighted three-dimensional matching based on LS algorithm is presented in Step 4. We have shown that it is not possible to find a 1-claw to have a better system performance in Lemma 3. Thus, the process of finding a 1-claw can be ignored here.
We now analyze the algorithm complexity in Step 4 referring to Algorithm 2:
In Step 1), the greedy algorithm used to find the initial matching has a complexity of O(|U 1 ||U 2 ||U 3 |). Since there can exist at most L elements in the initial matching G, the complexity of the sorting of
Moreover, the number of neighbors that any hyperedge in the expanded hypergraph can find is at most N e . Thus the complexity of the sorting of B i in Step 3) is O(N e log N e ).
In Step 4), the iteration numbers needed for the searching of 2-claws and 3-claws are at most N e 2 = ) ). However, it should be noticed that, if other methods are exploited in searching for d-claw, the computational time may be different. In addition, since B i has been sorted in a descending order, the elements in the later part of the sequence are less likely to improve the performance. Therefore, we can search for the d-claw in the first N e (0 ≤ ≤ 1) elements in B i to shorten iteration time. Correspondingly, for different , the computational complexities are polynomial in N e . Thus, without loss of generality, we can define the complexity as O( p(N e )) with different p(.) functions.
Thus, for one iteration from Step 2) to Step 4), the runtime of LS algorithm is polynomial in N e , which can be expressed as O ( p(N e ) ). Notice that, in [19] , after finding an initial solution G using greedy algorithm, the authors rescaled the weight function and found solutions to improve w (G). By doing so, each iteration of the updated solution can increase w (G) by at least 1 and the number of iterations can be reduced. However, there is a possibility that a good solution may be discarded if it can improve performance but the increase of w (G) is less than 1. Therefore, in this paper, to achieve a better performance, we do not use the floor function of the weights as a metric for solution updating. Therefore, the number of iterations from
Step 2) to Step 4) may be less predictable. In summary, we can say that the LS algorithm with j iterations has the complexity of O(max (|U 1 ||U 2 ||U 3 |, j p(N e )) ).
To summarize, the complexity of LS algorithm in Step 4 with j iterations has a complexity of O(max(|U 1 ||U 2 ||U 3 |, j p(N e ))) for some fixed polynomial p(.) functions.
VI. PERFORMANCE ANALYSIS
A. Simulation Setup
Our simulation setup considers the coverage of a single cell of radius 500 m. We deploy 22 mobile devices randomly within the cell. In the test scenario, we let there be 10 CHs, 10 CUEs and 2 CRs. Throughout our tests, the transmit power constraints are set to P max h = 100 mW, P max c = 200 mW, and the transmit power of the BS is set to P B S = 300 mW. Assume the maximum tolerable transmission delay to be δ max = 3 s, and the maximum allowable outage probability to be q out max = 1/2. Furthermore, the noise power is set to σ 2 N = −96 dBm and the path-loss exponent factor is set to 4. Generally, different coding schemes can be used in the distributed storage system, e.g., MDS, MSR, and MBR. Particularly, considering the rapid growth of storage capacity and the rising shortage of the wireless spectrum resources, the MBR codes are used in this work for the sake of bandwidthsaving. When a CH becomes invalid, the repair operation can be performed by functional repair or exact repair. In these two repair schemes, the data size stored in each CH is different, and the required repair bandwidth also varies. The storage-bandwidth tradeoff of functional repair can be expressed as [31] . In particular, the achievable cut-set lower bounds on the storage-bandwidth tradeoff for functional repair can also be applicable for exact repair [15] , [32] , when d = n − 1. Thus, for analytical simplicity, the exact MBR codes are adopted in our simulation. Therefore, the size of data fragments of content item r cached in each CH is α r = 2(n−1)Z r 2nk−k 2 −k . To the authors' best knowledge, there exist no other similar works solving the problems of four-dimensional matching among content files, CRs, CHs, and CUEs for content sharing as studied in this work. Thus, for comparison, several known matching algorithms are adopted into our scenario in terms of three-dimensional matching. Particularly, two typical solutions, i.e., the IHM algorithm [24] and the hierarchical bipartite matching (HBM) algorithm [4] , [8] , will be adopted as the benchmark schemes. In the following simulation results, "LS", "HBM", and "IHM" are used to represent the cases where the LS algorithm, the HBM algorithm, or the IHM algorithm is used to optimize the three-dimensional matching problem, respectively.
Specifically, the IHM algorithm projects the threedimensional matching problem into the iterative twodimensional matching problems. For each two-dimensional matching, the Hungarian algorithm with a complexity of O(L 3 ), e.g., the Kuhn Munkres (KM) algorithm, is used to find the optimal matching. Therefore, the IHM with j iterations has the complexity of O( j · 3L 3 ) [24] . Similarly, the HBM algorithm decomposes the three-dimensional matching into two layers of bipartite matching. Thus the HBM algorithm with j iterations has a complexity of O( j · 2L 3 ).
B. Numerical Results
Typically, the overall transmission cost for the caching based storage systems, includes both the cost of the first-time content download for the CHs, and the cost of content download for CRs. To better illustrate the effectiveness of the caching based storage systems, the overall transmission cost for content download is compared with the case where all the CRs obtain their desired content items via BS dissemination. As shown in Fig. 6 , when the number of content requests is relatively small, the caching based systems are more costly since the cost for initial content distribution dominates the overall transmission cost. However, the benefits coming from the caching based system will be more significant and remarkable when it comes to large scale networks. With increasing number of requests, the caching based systems consume less transmission cost since the D2D content download is generally less costly than downloading from the BS. Focusing on the caching based storage systems, the case using the LS algorithm achieves the best performance and the case using the IHM algorithm ranks second, while the HBM case is the most costly one. Based on the numerical results, the caching based storage systems can provide users with their desired files with relatively low transmission cost for the scenarios with extensive content requests. Furthermore, Fig. 6 also provides the lower bounds of the transmission cost (based on the application of Jensen inequality in Section III.B) for content download via BS dissemination (i.e., the curve labeled as "BS dissemination, LB") and caching based storage system with LS (i.e., the curve labeled as "caching based, LS-LB"). Once again, these results demonstrate that the lower bounds are tight, and very close to the true cost for minimization.
In the following examples, only caching based storage systems are investigated, for which the modest cost for initial content distribution to the CHs is neglected to emphasize the difference among the candidate matching solutions. Fig. 7 illustrates the impact of on the achievable performance and complexity of the algorithms, where is the proportion of the elements in B i that are covered when searching for d-claw for performance improvement in the LS algorithm. Intuitively, with a larger , the performance of the IHM and HBM algorithms keeps unchanged, but the cost of the case using LS algorithm declines and the corresponding iteration times of the LS case increases. As shown in Fig. 7(b) , when is small, few elements are covered when searching for d-claw for performance improvement, thus the iteration times of the LS case can be less than the IHM and HBM cases. However, transmission cost consumption is unsatisfactory because it is likely that the optimal solution is not covered, as can be seen from Fig. 7(a) . With a relatively large , more elements are included, which contributes to a better performance in terms of cost consumption but simultaneously a higher computational complexity. According to Fig. 7 , we can set = 0.4 to achieve a good performance with an acceptable complexity. Fig. 8 demonstrates the performance and complexity tradeoff of different algorithms for different numbers of CUEs. Apparently, for an increasing number of CUEs, the overall transmission cost declines and the convergence time grows for all the LS, HBM, and IHM cases. With a fixed number of CRs and CHs, more CUEs provide a higher probability of better spectrum sharing, thereby leading to a lower cost as shown in Fig. 8(a) . Meanwhile, a larger number of user nodes naturally means a higher iteration times. Notice that our proposed scheme using the LS algorithm consumes the least transmission cost with an acceptable complexity increase. In addition, the case using the IHM algorithm can obtain a suboptimal performance, and the HBM case consumes the most energy with the lowest iteration times. In addition, a D2D based distributed storage system makes the topology more flexible and enables computing offloading for challenging computation tasks, and the computation for the LS algorithm can be executed in the data control center with greater computing ability. Therefore, the corresponding computation time (i.e., duration) of our proposed LS based solution is inclined to be modest, although the iteration times given in Fig. 8 appears to be substantial. Further, Moore's law would dictate that computation cost will continue to drop in favor of trading off for better capacity performance.
In Fig. 9 , in addition to our proposed scheme with optimized k r for each content item r , the performance of another case with fixed k r for all r is also discussed for comparison. Furthermore, the impact of the number of CRs is also discussed. As can be seen from both Fig. 9(a) and Fig. 9(b) , cost consumption increases with a larger η C min . When η C min increases, CUEs have higher QoS requirements and may refuse to share their spectrums to ensure their own transmission quality. Therefore, the number of accessible cellular spectrums reduces, leading to a lower success probability of D2D communication, further a higher overall transmission cost. In addition, our scheme with optimized k r always outperforms the case with fixed k r for all content items, because we can adjust the value of k r to guarantee that more CRs can get desired content items via D2D based content sharing. By comparing Fig. 9(a) and Fig. 9(b) , we can find that more transmission cost is needed when the number of CRs ascends. Meanwhile, the gap between the case with fixed k r and our scheme with optimized k r is enlarged. When the number of CHs and CUEs keeps unchanged, if k r is fixed, the increasing number of CRs indicates that there always exist some CRs that can not find enough CHs for content sharing. However, the case with optimized k r can always try to guarantee the number of CRs that can get access to enough CHs, further leading to a slower rise in transmission cost. Apparently, the case using the LS algorithm consumes the least transmission cost, the IHM algorithm ranks second and the HBM algorithm achieves the worst performance. The impact of the value of q out max and δ max on the achievable performance is depicted in Fig. 10 . Intuitively, with the increasing of q out max , lower transmission cost is consumed, since a larger q out max indicates a looser outage probability constraint. In addition, a larger δ max represents a looser delivery delay constraint, thus it is more likely that data transmission can be accomplished during δ max . Therefore, the increasing of q out max and δ max can both lead to a higher probability that a CR can find enough qualified CHs, thus more CRs can get content items via D2D links, further resulting in a lower transmission cost. Again, the LS algorithm performs the best and the HBM algorithm consumes the most transmission cost.
VII. CONCLUSIONS
This paper have investigated the transmission cost minimization problem while guaranteeing users' QoS requirements in D2D based distributed storage systems. Exploiting a coding scheme, we have optimized the coding parameter k r and the set of CHs for each interested content item such that all the CRs can find enough eligible CH-CR links for D2D content sharing. The optimization of the requisite coding parameter and the content distribution has been executed based on mobile users' physical conditions and their preset QoS requirements. In addition, the three-dimensional matching among CRs, CHs, and CUEs have been solved by leveraging a local search algorithm based on the concept of hypergraph. Numerical results have shown the effectiveness of our proposed scheme.
