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Recent advances in computer technology allowed for extensive 
research and development in the area of speech signal processing [1][10]. 
One area that has been quite popular is speech recognition [2]. Most 
of the algorithms used in speech recognition deal with only a limited 
vocabulary of about 250 words. These algorithms require extensive com-
puter storage and time consuming computation, especially when recogni-
tion must be speaker independent. A specialized area of speech recog-
nition is digit recognition, which is the main topic of this thesis. 
It is clear that the recognition of digits requires the recognition of 
only 10 words for each language. The limited vocabulary of the spoken 
digits and the limited number of phonemes it uses, gives hope that an 
efficient algorithm may be found enabling man to communicate easily with 
machine. However, the great majority of situations with which we iden-
tify the concept of recognition will be found to involve ultimate human 
perception [11][16]. In fact, the element of human perception [19] is 
difficult to dissassociate, in our thinking, from the concept of recog-
nition. The problem is essentially one of understanding the human 
anatomy of speech production [19] , and acoustics [34][39] in order to 
find a simple yet more reliable, and adaptive model which aid in the 
development of a robust phonetic algorithm for recognizing an uttered 
digit of any presently known language. 
1 
This thesis presents several new approaches to digit recognition 
schemes and emphasizes some newly defined and normalized parameters 
based on area functions. These parameters are used in automatic 
2 
phoneme segmentation and feature detection of digits spoken in American 
English and Arabic. Algorithms for segmenting speech sounds into vowel, 
vowel-like and non-vowel segments are discussed. In addition, parameters 
used for identifying vowels and detecting nasal segments, turbulence 
noise segments, dip-classification, etc. are described. Furthermore, 
an algorithm, based on the correlation coefficients of the RMS energy 
together with the back-to-total cavity area ratio, is introduced. 
Review of the Literature on 
Speech Recognition 
This section deals with some of the earlier work on speech recog-
nition, and, in particular, digit recognition. With the widespread 
application and recent growth in the use of digital computers, there 
has been an increasing need for man to be able to communicate with 
machines in a manner more naturally suited to humans. The realization 
of this need has motivated a great deal of research in automatic recog-
nition of speech by computer (1](10]. Although only a moderate degree 
of success has been obtained in solving the problems associated with 
machine recognition of continuous speech consisting of a series of 
spoken digits, a greater degree of success has been obtained in recog-
nition of isolated digits. • 
Research in the mechanical recognition of spoken connected digits 
not only furnished the foundation for significant advances in pattern 
recognition and artificial intelligence, but also gave a better 
3 
understanding and deeper insight of what a speech recognition system 
consists of till now, what will be the new system in the future, 
what makes speech recognition a difficult problem, and what aspect and 
prospects of this problem remain unsolved. The aim of this research 
is to find a better, more economical and viable automatic speech and 
digit recognition system. 
Automatic recognition of speech is that process by which a machine 
attempts to identify correctly certain speech sounds produced by either 
a human vocal mechanism or some process simvlating the output from the 
human vocal mechanism. Ideally, a speech recognizer should not be con-
strained by either limited vocabulary size, vocal differences between 
the individual speakers providing the stimu~us to the machine, or any 
I 
special conditions imposed upon the manner fn which speech may be put 
into the machine [2] [3]. Some special input conditions would include, 
for example, isolation of words by delibrate and artificial intervals 
of silence or other than normal signal-to-noise conditions. With suit-
able constraints on vocabulary size, number of talkers and input con-
ditions, several recognition devices have been built and tested with 
rather encouraging results [2] [s] [31 ]. 
One of the common constraints on an algorithm is the vocabulary 
size [5], which requires a forced choice from a group of recognizable 
words. Word recognition is suitable for certain applications (for 
example, voice dialing of a telephone or programming a computer where 
only a limited number of commands is required). However, it also has 
certain limitations. One inherent limitation in word recognition is 
the trade-off which exists between the size of the acceptable vocabu-
lary and the time required for recognition. This trade-off is a 
4 
result of the fact that word recognition generally involves matching 
some pattern of a spoken word with a stored library of patterns of 
recognizable words [~]. As the library of acceptable words is increased 
the storage limit on the machine must likewise increase. The effective 
storage limit of the machine may be increased by the use of external 
storage devices, such as disks, tapes, etc. However, the time required 
to compare a new word to each of the library words may become so large 
as to make the method impractical [2]. 
It is common knowledge that the same word spoken by the same per-
son will have some pattern differences. These pattern differences 
may make it difficult for recognition. Obviously, speaker independent 
speech recognition is even more difficult since the design of any suc-
cessful recognition algorithm demands a quarttitative knowledge of the 
words to be recognized in terms of certain features that may be useful. 
Therefore, a large amount of data is required from different speakers. 
Digit Recognition 
In recent years, several schemes for digit recognition have been 
described [l] [3J[4J [12-15]. Most of these have used decision trees 
based upon empirically derived rules or parameter measurements such as 
zero crossings, log energy, LPC coefficients, and LPC error. Also, 
the use of normalized error and pole frequency, followed by phoneme 
classification of the beginning and ending of the digit has not ful-
filled the requirements for an efficient and accurate digit recogni-
tion system. 
Digit recognition systems or algorithms can be developed using 
techniques adopted for general speech recognition, such as word and 
5 
pattern matching with minor modifications. However it is more practi-
cal, efficient and accurate, to adopt a new digit algorithm scheme 
especially at the final recognition stage. One of the advantages is 
that digit algorithm requires a much smaller vocabulary than one de-
signed for arbitrary word or phoneme recognition. This may lead to 
the development of a speaker independent digit recognizer. A speaker-
adaptive system that can use comparatively simple pattern-matching 
algorithms to recognize the input digit is simpler and more accurate 
than any other known system. 
For small vocabulary systems, such as digit recognizers.with a 
large number of potential users, it is not feasible to store training 
data for every possible user. Also, most systems cannot train them-
selves on new speakers very rapidly. Thus, the turn-around time of 
new users is often a major factor limiting the use of speaker dependent 
systems. Consequently it is worthwhile to build up a speaker indepen-
dent recognition system. In addition, the variation with time of a 
speaker's voice characteristics may necessitate frequent updating of 
his reference patterns. Finally, the design of a speaker dependent 
digit-recognition algorithm is dependent on the uniqueness of each 
talker's characteristics; whereas, the design of a speaker indepen-
dent digit-recognition algorithm requires identification of a set of 
characteristics based on the uniqueness of the phonemic word features 
obtained from a large number of speakers of different dialect, accent 
and nationality. The scheme proposed here is dependent upon some 
newly defined parameters for quantifying such COlllillOn characteristics. 
Also the uniqueness of these patterns and its special features will 
contribute to an understanding of the acoustic attributes of speech 
that reliably distinguish the various sounds. 
Segmentation 
Speech sounds are usually represented by a finite number of dis-
tinguishable mutually exclusive, linguistic elements called phonemes. 
This raises the possibility of segmentation of the acoustical conti-
nuum of speech or digit sounds into discrete parts which can then be 
associated with specific phonemes. 
A discrete representation of the time domain requires a segmenta-
tion of the continuous speech or connected-digit waveform into some 
sort of units or "segments". Using a rectangular window, which is 
described in Chapter III, the spoken digit or digits data can be 
segmented into n frames. Customarily, each frame consists of 256 data 
points, which has a duration of 32 ms [1][7] corresponding to an 8 KHz 
sampling rate. However, it has been found during this research that 
a frame of 64 data points gives a more reliable and accurate value for 
our purpose. In addition, using 128 data points per frame of duration 
16 ms maintain almost the same accuracy and is more efficient, because 
it reduces the computational time. 
The most often used definition of the term "segmentation" is 
phoneme segmentation, in which a given continuous speech sentence is 
phoneme segmented. The number of frames per segment varies according 
to the duration of the uttered phoneme. 
6 
7 
Connected digit, two or more digits uttered successively at normal 
speech rate, are characterized by a near-continuous (transition) motion 
of the vocal apparatus from sound to sound. This motion involves con-
tinuous changes in the vocal~tract configuration and its modes of exci-
tation. The set of such transitions is wider and more varied in normal 
vocabulary than in the limited vocabulary of the ten integers. 
Humans are able to perform the function of segmentation in a natural 
way, although, depending on their culture, they may segment phoneme dif-
ferently. One individual might segment a certain word into four distinct 
phonemes, whereas another would insist that there are only three phonemes. 
This is because some phonemes are indistinguishable variants of the same 
phoneme depending on their position in a given word or digit. Thus, it 
is unfair to expect a machine to segment a continuous speech or connected 
digit waveform into discrete segments so that for every segment there is 
one and only one phoneme. However, for a general phoneme-digit recogni-
tion system, it is desirable to have a procedure which first segments the 
connected digits into isolated digits, using end point detection used 
by Rabiner [ 9] [12 J. 
Speech Input Rate and Pauses 
All automatic speech or digit recognition systems can be considered 
as belonging to one or two categories: systems designed for the analy-
sis of continuous (connected) speech and those for analysis of isolated 
(discrete) speech. The two systems have many features in common, which 
tend to obscure some of the differences. However, isolated speech sys-
tems are defined as those systems that require a short pause before 
and after utterances that are to be recognized as entities [11][23-27]. 
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The minimum duration of a pause that separates independent utter-
ances is on the order of 100 ms [10]. Anything shorter than 100 ms can 
be confused with the closure of stop constants in the midst of con-
tinuous speech that can produce stop gaps approaching 100 ms in dura-
tion. In actuality, a stop gap can exceed a 100 ms duration [2][3][10]. 
For example, the word "seven" can be spoken with a relatively long 
silence interval "se-". For a trained speaker, however, a 100 ms 
minimum separation between digits is a reasonable compromise value. 
The speaking rate that can be achieved with isolated speech recog-
nition systems is naturally much less than for connected speech. Speak-
ing rates over 300 words per minute can be achieved quite easily for 
short intervals of connected speech. The upper bound for an isolated 
word speaking rate has been measured informally for trained speakers 
reading digits in random order [6] [7] [47]. A rate of 120-125 digits/ 
min. was achieved with the best speakers. Each of the digits was 
classified correctly by a machine capable of recognizing isolated utter-
ances. Measuring these rates is not possible without some objective 
measure that the words are not connected. The human ear is a fairly 
good judge of whether a brief pause actually exists between rapidly 
spoken words [5] [19 J [3 7 J. The speech recognition system may have 
difficulty locating brief pauses. 
Average speaking rates between 30 and 70 isolated words (or 
phrases) have been achieved in factory environments by individuals 
using voice input systems during their entire 8-hour working day [6]. 
These average rates will include peak rates close to 120 words/min. 
and lower than average rates during light workload requirements. 
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Another important factor concerns the duration of the utterances to be 
classified. A limited vocabulary system could be hypothesized in which 
each of the utterances in the limited vocabulary was of considerable 
duration. However, the previously used limited vocabulary system ac-
cepts isolated words as short phrases 2-4 sec. in duration [6]. 
Human Factors 
Clearly, many factors must be considered in order to choose a 
suitable, well-defined set of parameters for digit recognition. These 
parameters must allow for pre-emphasis before they are computed. Con-
sequently, the acoustic and segmental aspects of speech have to be con-
sidered too, and so doing, the importance of "transitional patterns" 
of speech might be discovered. Furthermore, despite individual dif-
ferences in voice quality or speech acoustics and sex differences on 
speech frequency, the same speech sounds can be recognized. Moreover, 
humans have the ability to perceive speech in the presence or absence 
of noise and among competing messages which result in loss of informa-
tion [11][37]. Given the same information, machines engineered to 
recognize digits have limited capabilities as compared to human lis-
teners. Surely other factors must be considered, such as accent, 
educational background, dialects, pronunciation, colds, any upper res-
piratory and hearing abnormalities. 
Last but not least, contextual clues permit the listener to anti-
cipate what might be or might have been said. When combined with prior 
knowledge about situations or various conversational subjects, one may 
be able to follow conversations with less than complete perception 
of all the acoustic information transmitted. Whereas in a digit 
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recognition system, the perceptual ability of humans depend not only 
on the quality of the system to transmit the uttered digits but on the 
position of the digit with a set of uttered connected digits. 
Obviously, knowledge of the spoken languages used is fundamental 
to speech perception more than digit perception. Speech code must be 
comprehended or its sound patterns, in order to understand the digit 
order and expand the possibility of compressed digit transmission and 
recognition algorithm. 
Linear Prediction Analysis 
The linear prediction method has become important in the area of 
speech analysis and synthesis because it gives considerable insight 
into modeling speech production processes [1]. Also it has been shown 
previously that the linear prediction digital filter represents a non-
uniform acoustic tube model of the vocal tract [11]. The computational 
aspects of linear prediction analysis and spectral modeling will be 
discussed in Chapter III. This research is intended to use newly 
defined parameters based on linear prediction analysis and RMS peak 
ratio. The new parameters are related to the ratio of front, central 
and back cavity volume to total cavity volume. The new parameters 
will be used to develop a pattern recognition scheme for each digit. 
Previous Systems 
One of the first works on the automatic recognition of spoken 
digits is based on a circuit analyser and quantizer, followed by a 
pattern matching network [12]. The circuitry is designed such that 
the frequency band is divided into two bands, upper and lower, with 
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the separating frequency of 900 Hz. Note that the first two formants 
are generally separated by this. The frequency of the maximum syllable 
rate energy within each band is determined using zero crossing. The 
plots of formants f 2 versus f 1 for the digits O, 1, to 9 are stored 
as reference patterns and the pattern of the input digit is compared 
statistically with the data in store. Unfortunately the statistical 
analysis is time consuming. Furthermore, the variability of formants 
creates problems in regard to the pattern matching. In this early 
system, accuracy range of 97 to 99 percent may be obtained if the same 
speaker repeats uttering a random series of digits, with 350 ms pauses 
between digits. The accuracy may fall to 50 percent when different 
speakers utter a series of random digits. 
In the second method, computer simulations are used to compute 
the power spectra at 10 ms intervals, and segment the words into vowels 
and consonants [13]. Vowels are classified into one of 11 categories by 
a multivariate statistical decision, while an emperically derived deci-
sion tree is used to classify consonants into one of three categories. 
A simulated filter bank is used to transform the waveform of the spoken 
digits into their power spectrum. Each of the 40 filter banks have a 
half-power bandwidth of 200 Hz. The convolution interval of the time 
function and the filter response is evaluated to find the power 
output filter. The ratio of the power output per filter to the total 
power is computed. A threshold level is adjusted for each band. Then 
a recognition procedure based on the power band ratio for vowel-
consonant, voiced-unvoiced fricative, etc. is developed. This system 
has disadvantages that the speaker has to be trained, must speak 
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clearly and has to pause between digits. Important features are 
lost due to the use of multiple band-pass filters. Also, large varia-
tions in pronunciation cause difficulties in preliminary and final 
recognition. 
The third digit recognition system is based on simple segmentation 
rules according to articulatory features [14]. The digits are segmented 
according to manner of articulation. Formants f 1 and f 2 are automati-
cally located and evaluated for vowel-like segments. Each spoken digit 
is represented by a sequence of segments and the values of the first 
and second formants at the 1st, 2nd, 3rd, 4th and 5th section of the 
segment is computed. Also, the maximum value of the first formant 
within that segment is found. An algorithm based on reference patterns 
is used to match the input digit against the stored established pat~ 
terns. Error ratio varies from 1.2 percent to 5 percent if the system 
is trained, and 20 percent and more if the system is untrained. 
The fourth recognition system shown in Figure 1 was implemented by 
Rabiner and Sambur [1][2] for an isolated speaker independent digit 
recognition system. The system uses end-point detection, four para-
meter measurements, segmentation of the utterance into intervals, a 
preliminary decision tree, and a final class decision digit recogni-
tion scheme. End-point detection is based on the algorithm developed 
by the same authors [1] [9] [12] and uses self normalized measures of 
the energy and zero-crossing rate (ZCR) of the speech waveform. The 
four parameters that are of interest are the rate of zero crossings, 
the energy, and two pole frequencies obtained from LPC analysis and 
















FINAL I RECOGNIZED 
DECISION DIGIT ... 
Figure 1. The Over-All Isolated Digit Recognition System Block Diagram 
After Sambur and Rabiner [4] ..... (,...) 
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where the frame has 256 data points with a sampling rate of 8 KHz. One 
of the problems with this method is the location of the word boundaries 
and the dependence of the zero-crossing rate. 
The fifth recognition scheme is a modification of the last method 
[1][4]. A digit segmentation algorithm for continuous digits is added, 
then a recognition procedure is developed. The accuracy of recognition 
depends on the preciseness of locating digit boundaries and phoneme 
segmentation. However, this scheme is less accurate than the one 
developed previously for isolated digits. 
There are other digit recognition systems considered in terms of 
English, French and other languages. However, the systems given above 
are the most prominent at the present time. 
Thesis Outline 
Chapter II deals with anatomy of speech production, and discusses 
vocal pitch and loudness, articulations, classification of sounds, 
vowels and consonants. Formant frequencies and its importance in spec-
trum analysis is discussed briefly. Effect of intensity of sound and 
noise, frequency and segmental analysis and coarticulation are explained 
according to their importance to phonemic digit segmentation and recog-
nition. 
Chapter III deals with linear prediction analysis (LPA) and its 
application to the digit recognition scheme. Newly defined parameters 
are introduced based on area functions derived from LPA. Identification 
of boundary locations of connected digits using dip-classification is 
explained, along with phonemic segmentation based on acoustic-phonetic 
analysis system. 
Chapter IV discusses digit recognition scheme for English. The 
importance of primary segmentation, primary recognition, and final 
recognition is emphasized. Acoustic-phonetic segmentation and digit 
recognition flow chart is explained. 
Chapter V deals with the Arabic digit phonemes and its relevence 
to proposed scheme. A comparison table of Arabic and English phonemes 
is introduced. The modified Arabic digit recognition procedure based 
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on the decision tree is verified. The final digit recognition algorithm, 
recognition results, accuracy and the correlation matrix are given. 
Finally, Chapter VI includes conclusions, suggestions for further 




Acoustical speech waveform results in an acoustic pressure wave 
which originates from voluntary physiological movements of the human 
speech mechanism structures as shown in Figure 2. Speech is usually 
characterized as language that is spoken and heard, and the term is 
referred to the sounds made by the human voc~l apparatus. The genera-
tion of sounds of any kind is dependent on the movements in this appa-
ratus. This chapter describes the anatomy and physiology of speech 
production, its key components as related to the phonetic English and 
Arabic digits. 
The speech waveform is generated due to the variation of pressure 
above and below the vocal folds. Air is expelled from the lungs into 
the trachea and then between the vocal folds. The position of the 
vocal folds across the breath stream allows them to act as a valve to 
control air flow. Air from the lungs builds up pressure below the 
vocal folds during glottis closure, i.e. during exhalation or expira-
tion. The vocal folds will be forced open as soon as a sufficient 
pressure level is reached. The subglottal air pressure will drop 







Figure 2. X-Ray Tracing of the Speech Mechanism of a 
Normal Speaker, Showing the Palate at Rest 
17 
18 
then, the vocal folds return to their closed position due to their 
tension and elasticity. The passage of air through a partially closed 
glottis causes negative pressure, or suction, which contributes to 
the complete closure of the vocal folds. This phenomenon is known 
as the Bernoulli effect [18][19]. The subglottal air pressure will 
rebuild until it has sufficient force to overcome the forces due to 
the vocal folds tension and elasticity, and the cycle is repeated. 
During the generation of voiced sounds the air flowing upward from the 
lungs causes the vocal folds to open and close at a rate dependent 
upon the air pressure in the trachea and the physiological adjustment 
of the vocal folds. This adjustment includes changes in the length, 
thickness, mucus, and elasticity of the voca~ folds. The greater the 
tension, the higher the perceived pitch of the voice. 
The opening between the vocal folds is defined as the glottis. 
The subglottal air pressure and the time variations in glottal area 
determine the volume velocity of glottal air flow expelled into the 
vocal tract. When the movement of the glottis for a complete cycle 
is repeated about 125 times per second, a tone is generated that 
has the fundamental frequency of the average adult male voice. The 
rate at which the glottis opens and closes can be approximately 
measured acoustically as the inverse of the time interval between 
observed pitch periods of the acoustic wave. The acoustic energy 
input to the vocal tract can be determined from the glottal volume 
velocity wave. 
Voice Production 
When the vocal cords are relaxed, the air flow is unrestricted 
through the glottis. When the vocal cords are tensed, their spacing 
is restricted and the flow of air causes the vocal cords to vibrate 
in such a way as to modulate the flow of air from the lungs. When 
the air flow is modulated in this way, the pressure variation of the 
flow of air into the vocal tract is quasi-periodic and the sound so 
produced is defined as a voiced sound. 
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After passing through the larynx, the acoustic pressure and ve-
locity variations of the air are modified by the vocal tract and nasal 
cavity. The vocal tract is an acoustical tube of non-uniform cross-
section, which has its beginning at the vocal cords and ends at the 
lips [18-20]. The nasal cavity has its beginning at the velum and 
termination at the nasal meatus. Within the vocal tract and nasal 
cavity, the pressure and velocity variations of the air are modified 
by changing the position of the lips, teeth, jaw, tongue, velum and 
others. These organs are usually referred as the articulators shown 
in Figure 3. In the production of speech, the articulators are often 
placed in such a way as to produce a constriction within the vocal tract. 
This constriction may be made to occur anywhere from the vocal cords 
(for /h/, as in /wahid/ for one in Arabic) to the lips (for /f/, as 
in five) [19] [20]. If the constriction is sufficiently narrow, tur-
bulence results, and the vocal tract is said to be frictionally 
excited and the sound so produced is defined as a fricative. Friction 
















Figure 3. A Schematic View of the Articulators and 
Places of Articulation Showing the 
Partioning Assumed for Classifying the 
Place and Degree of Constriction of the 
Vocal Tract During Production of Vowel 
Sounds 
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the presence of voicing. When friction and voicing are both present, 
the sound produced is called a voiced fricative. When friction is 
present and the vocal cords are relaxed, the sound produced is called 
an unvoiced fricative. When the vocal cords are used and when there 
is no friction in the vocal tract, the sound produced is called a 
voiced non-fricative. 
As pointed out earlier, the vocal tract is a non-uniform acousti-
cal tube which is time varying in shape. The major anatomical factors 
causing this time varying change are the articulators. These articula~ 
tors cause the cross-sectional area of the lip opening to vary over a 
range of 0 cm2 with the lips closed to about 20 cm2 with the jaw and 
lips open [10] [22] [24 J. X-ray data show that the cross-sectional area 
I 
of the vocal tract is controlled primarily by the position and shape 
of the tongue, as shown in Figures 3-5 [18][24]. The tongue usually 
forms a constriction or region of minimum cross-sectional area, during 
the articulation of vowels. The cross-sectional area can vary from 
2 2 0.3 cm to 10 cm at the lips, with a variation of the restriction 
radius from d = .4 cm to 1.2 cm. The distance from the glottis to the 
0 
restriction at which the smallest radius is measured varies from 
d 5 cm to 12 cm, whereas the vocal tract average length is 17 cm, 
0 
from the glottis to the lips. In general, x-ray results show that 
during the articulation of vowels, the dimensions of the vocal tract 
along the length of the tongue are controlled primarily by the position 
of the tongue constriction and by the degree of tongue constriction. 
Whereas in the region beyond about 15 cm from the glottis, the mandible 
and the lips determine the cross-sectional area. 
TONGUE AND LIP POSITIONS 
FOR THE VOWELS 
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(c) X-RAY TRACING OF VOWEL I: I eri/ 
Figure 5. (Continued) 
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The above discussion is for non-nasal sounds. For nasal sounds, 
the velum closes the vocal tract from the nasal cavity during the pro-
duction of these sounds. The nasal sounds /n/ (wAn/ and /naln/ in 
English digits, for example, /m/ (6amanyah, for eight in Arabic) and 
/n/, (/nG/ English and Arabic digits do not have this sound) uses the 
nasal tract. 
Vocal Pitch and Loudness 
Vocal-fold tension is increased by contraction of the vocal-fold 
muscle. Releasing more puffs of air in a given period of time increases 
the frequency and pitch of the tone produced. In other words, the pitch 
of the human voice changes in accordance with changes in the mass, 
tension, and length of the vocal folds. Adult male's voices have lower 
I 
pitch than female's voices because the male larynx is larger and has 
longer folds than the female larynx [18][19]. 
Adjustment of subglottal air pressure changes the intensity of the 
voice; that is, the greater the subglottal air pressure, the more 
intense the voice. Pitch is primarily a function of the laryngeal sys-
tern. Loudness is related to intensity, which is primarily a function 
of the respiratory system. However, these two systems do not work 
independently of each other, and to maintain good voice control, the 
speaker must use the larynx and the air stream in a skillful balance. 
This coordination requires the participation of all the articulator 
and many components of the nervous system [23] ~5]. 
Figure 6 is a schematic representation of changes in glottal area 
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.Figure 6. Schematic Representation of Changes 




vocal folds, and the steepness of the slope of any segment of the curve 
represents the velocity with which the vocal folds move [22]. 
Articulation 
X-ray observations of the upper respiratory system show that the 
larynx opens into a passageway called the pharynx, which in turn opens 
into two nasal and vocal tracts. The walls of the pharynx, the soft 
palate (i.e. the velum), tongue, mandible, and lips are somewhat free 
to move. Their movements change the configuration of the pharyngeal 
and oral airways or tubes. These structures shown by Figures 3 and 4 
are referenced before as articulators because they are involved in 
the production of speech sounds [22][24]. The soft palate is a muscular 
continuation of the hard palate. It is very 'mobile and can move 
rapidly to close or open the pharyngeal air passage between the oral 
and nasal cavities. Movement of the pharyngeal walls toward the 
palate often contributes to the closure of the nasal cavity. The velum 
is opened during the production of the nasal consonants /m/,/n/ and 
/n/ (i.e., nG). The velum is open during the production of these three 
consonants sounds, allowing sound from the larynx to be modified by 
the nasal cavities as well as by other articulators. 
The front teeth contribute to articulation. This can be approxi-
mated by the movements and positions of the tongue and the lips. The 
facial muscles allow the lips to have the proper shape for the produc-
tion of both vowels and consonants. The lips supplement the tongue 
fairly well in shaping the vocal tract for the production of vowel and 
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consonant sounds. The lip sounds are among the first speech sounds that 
a baby acquires, and these sounds can be found in all oral languages. 
Classification of Speech Sounds 
It is appropriate to introduce the sounds of speech in terms of 
the articulators and movements that produce them. The concept of 
phonemes in continuous speech and connected digit utterances can now 
be easily appreciated. Therefore sounds belonging to different pho-
nemes is classified according to the movements and positions of the 
articulators that produce them [1][6][11][24] [26]. 
It is convenient to divide sounds into vowels, dipthongs, semi-
vowels, and consonants for spoken digits as shown in Figures 7-10 for 
digits spoken in English and Arabic, resp~ct~vely. Tables I-IV present 
I 
the classification of phonemes for digits spoken in English and Arabic 
according to the tongue positions and classification of vowel sounds 
using international phonetic alphabet. 
Consonants 
Consonants are differentiated by place of constriction, manner of 
constriction, or the presence or absence of voicing or laryngeal tone. 
Unvoiced consonants are produced due to the flow of air through the 
constriction between maximum tongue hump and the palate, while the 
vocal folds are not vibrating. Any two consonants will differ from 
each other in terms of one or more of these three features. Place of 
articulation encompasses the structures from the front to the back of 
the mouth, and two articulators are necessary to establish a place of 
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tRabiner considered /::>/ as mid-vowel, whereas Flanagan considered /::i/ as back-vowel. 























a: Jong vowel 
a: short vowel 
h: strongly aspirated h, giving the sound of 






kh: like ch in the Scotti.sh word loch, or in the German word acht, but more 
emphasized from the throat 
s: an s, produced more from the throat setting a larger part of the tongue 
against the palate; the s in sword or saucP. approaches this sound 







b t Fricatives 













~ /i»anid/ i /i6n~n/ 
~ /sltt'Oh/ 1 __,-/tlSpoh/ 







h t /\<.hfllnS oh/ -/shbP'Oh/ a 
' 3 /eat~eoh/ 
4 I a-rbapoh/ 
5 /\<.hf\1tlS oh/ 
-





- I eamB.u1oh/ 
9 /tlSPob.f v.,,.el• used in Digit• 0 





















VOWELS USED IN DIGITS SPOKEN IN AMERICAN ENGLISH, ACCORDING TO THE 
DEGREE OF CONSTRICTION AND TONGUE HUMP POSITION 
Tongue Hump Position 
Front Central 












/u/ : /tu/ 
/of : /ziro/ 




SEQUENCE OF SOUND CLASSES OF DIGITS SPOKEN IN AMERICAN ENGLISH 
Digit Phonemes Sequences of Sound Classes 
0 /zlro/ Voiced fNLC FV VLC 
1 /wAn/ VLC MV VLC 
2 /tu/ Unvoiced SNLC FV BV 
3 /ari/ Unvoiced fNLC VLC FV 
4 I f':Jr I Unvoiced fNLC BV MV 
5 /falv/ Unvoiced fNLC MV FV 
6 /slks/ Unvoiced fNLC FV Unvoiced SNLC 
7 /sevc.n/ Unvoiced fNLC FV Voiced fNLC 
8 /eit/ FV Unvoiced sNLC 
9 /nain/ VLC MV FV 
Voiced, fNLC: voiced fricative noise-like consonant 
Unvoiced, fNLC: unvoiced fricative noise-like consonant 
Unvoiced, sNLC: unvoiced stop noise-like consonant 
VLC: vowel-like consonant 
FV: front vowel 
MV: middle vowel 



















VOWELS USED IN DIGITS SPOKEN IN ARABIC, ACCORDING TO THE DEGREE 
OF CONSTRICTION AND TONGUE HUMP POSITION 
Tongue Hump Position 
Front Central 
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/tisp Clh/, '9' 
Back 
/a/ : /arbap()h/,'4' 
1 wahid/ , , 1' 
/ienan/, 1 2 1 
ia.1 = ~ ,.. 
I 6aY.ae 'Oh/, '3' 
I eaniany Clh/' I 8 I w 
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TABLE IV 
SEQUENCE OF SOUND CLA,SSES OF DIGITS SPOKEN IN ARABIC 
Digits _!'.honemes Sequences of Sound Classes 
0 /sefr/ Voiced sNLC FV Unvoiced fNLC VLC 
1 /wahid/ VLC Long BV Unvoiced fNLC FV 
2 /i8n~n/ FV Unvoiced fNLC VLC Long BV 
3 /eaUi83h/ Unvoiced fNLC MV VLC Long BV 
4 /arball'oh/ MV VLC Voiced sNLC MV 
5 /khAmsoh/ Unvoiced fNLC MV VLC Unvoiced fNLC 
6 /sIES._3h/ Unvoiced fNLC FV Unvoiced sNLC MV 
7 /sAbf)'dh/ Unvoiced fNLC MV Voiced sNLC Voiced fNLC 
8 /9amany3h/ Unvoiced fNLC MV VLC Long BV 
9 /tisp Clh/ Unvoiced sNLC FV Unvoiced fNLC Voiced fNLC 
Voiced, sNLC: voiced stop noise-like consonant 
Voiced, fNLC: voiced fricative noise-like consonant 
Unvoiced, sNLC: unvoiced stop noise-like consonant 
Unvoiced, fNLC: unvoiced fricative noise-like consonant 
VLC: vowel-like consonant (semi-vowels), Liquids and Glides 
FV: front vowel 
MV: middle vowel 
BV: back vowel 






















lips (/p, b, m/) as in /arbapah/ (four in Arabic) and /6am~nyah/ (eight 
in Arabic). Constrictions produced by lips and teeth results in the 
production of sounds /f, v/, as in four, five, and seven. During the 
production of a stop sound, articulators momentarily occlude, .or stop,. 
the oral air passage. Air pressure is built behind the occlusion and 
releasing this results in a stop sound, such as /ti as in two, and /d/ 
as in /wahid/ (one in Arabic). The affricates are much like the stops, 
except that the pulse of air is sustained a bit longer as in /t/ and 
/dz/ [24][25]. Fricatives are caused by the approximation of two arti-
culators, thus directing exhaled air through a narrow opening, causing a 
relatively continuous stream of noise. The nasals are sounds that are 
made by lowering the velum, thus directing the sound stream through the 
nose rather than the mouth. The semi-vowel glides /w, r, j/, as in 
/wAn/, /f~r/ and /wahid/ are made with more constriction than vowels, 
but not enough to cause turbulent air flow. The third type of conso-
nant however is differentiated by the presence or absence of voice, 
since some consonants are voiceless and some are voiced. The onset of 
vocal-fold vibration occurs earlier in voiced than in voiceless con-
sonants. That is, vocal-fold vibration is present during portion of 
the consonants that are perceived as voiceless [18-20]. On studying 
the phonemes that are used only in spoken digits, the terms vowel-like 
and non-vowel-like is applied, 
Vowels 
Classification of vowels require a different analysis from that 
used for consonants. All vowels are voiced. Although lip configuration 
is important, differences among vowels are determined primarily by the 
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position of the tongue tiI>, tongue edges, and tongue body. Denes and 
Pinson [21] classify vowels in terms of the position of the highest 
part of the tongue body. For example, they state that when the tongue 
body is positioned as high and as far forward as possible without 
causing turbulence when the lips are spread and when voicing is pro-
duced, the vowel /I/, (as in /siks/ results. 
Vowels are classified as front, center, and back and as high, 
middle, and low relative to the position of the tongue body in the 
oral cavity as shown in Figures 3 and 4 and Tables I and III. The 
approximate positions of American English vowels relative to one another 
can be clearly indicated. Whereas, dipthong sounds are produced when-
ever a shift in tongue location from that associated with one vowel to 
I 
I 
that of another vowel results (as in /elt/ aqd /nain/). 
Speech Acoustics 
An understanding of certain principles of acoustics must be 
acquired in order to comprehend the production and transmission of 
speech. Speech is an acoustical phenomenon, and it is a special case 
of sound production [34]. Although vibration is not sound unless it is 
heard, but for convenience, it is feasible to accept simply that sound 
--·-
occurs as a result of vibration , as shown in Figure 11. 
A source of energy is needed to set a vibrator in motion, for 
sound generation. Exhalation of air from the lungs may be considered 
to be the source of energy, and the vocal folds to be the vibrator, 
for the production of speech. The air in the cavities of the throat 













Figure 11. Distribution of Volume Velocity at the 
Frequencies of Each of the First Four 
Resonances of an Ideal Neutral Articu-
lation in Which the Vocal Tract Simu-




vibrations or speech sounds. It is feasible to assume that the vibra-
tion of the vocal folds causes a series of compression waves or pressure 
changes in the surrounding air. Since reception and perception of 
speech by the ear depends on air conduction, special attention must be 
given to the mode of sound transmission in air. 
Sound Propagation 
Sound waves in air are described as longitudinal waves, because 
the molecular movement in air is horizontal, or parrallel to the 
driving force. Sound waves travel as a result of the patterns of 
molecular displacement in the same direction as the applied force, and 
the intensity fade away as the distance from the source increases. 
The density of the material which is defined ks "the number of molecules 
per unit volume", determines the velocity at which sound may be propa-
gated. It is well known that sound travels faster in denser materials. 
For example, sound travels faster through steel (about 15,000 feet/ 
second) than through air (about 1100 feet/second). 
The theory of speech as wave motion and how speech waves are 
produced and heard is usually included and covered by the acoustic 
of speech, which is the field of study, that inspired researchers of 
various specialties during the last decades. Speech sounds defined 
from their production within the vocal tract have been till now, the 
most interesting and popular field of research for classical phonetics, 
well known as articulatory phonetics. The speech wave, which is defined 
by the sound pressure variations at a point in front of the speaker 
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has not only been of great concern to speech research of communica-
tion engineers, but also of more concern to speech pathology research-
ers. Complete specifications of the speech wave can be obtained with 
the aid of modern sound recording and analysis techniques. 
Resonance 
The vibration of the vocal folds produce only a complex buzzing 
sound in isolation. However, in normal speech production, the vocal 
folds cause variation of pressure. which resonate the vocal tract. 
The quality of voiced sounds produced by the vocal tract resonance, 
is quite different. from that which would result from vocal-fold vibra-
tion alone. Hence, it is clear to state the fact that the spectrum 
of an acoustic signal is influenced considerably by the acoustic 
environment in which the signal is produced and propagated ( 35][39]. 
By examining the concept of resonance, it can be depicted that 
all objects or volumes of air in open and closed tubes and cavities 
vibrate more readily at certain frequencies than at others. That is, 
the cavity will act as a selective filter, passing some frequencies 
and rejecting other frequencies. In other words, all objects 
or volumes of air in open or closed tubes, and cavities, have certain 
natural frequencies of vibration and thus are more responsive to those 
frequencies. Consequently, when sound with a complex spectrum are 
produced, the frequencies in that complex waves inherent resonances 
frequencies, with greater amplitude if these frequencies are the natu-
ral frequencies of a given object or volume of air. This is due to 
the fact that an object will resonate in sympathy of the vibrating 
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source. Thus, when sounds with a complex spectrum are produced, the 
cavity resonates more freely and resonance frequencies with greater am-
plitude are generated if these frequencies are the natural frequencies 
of a given object, cavity or volume of air. 
In the acoustics of speech, the concept of resonance is of great 
importance and of particular significance. The vocal-fold vibration 
contains a fundamental frequency with certain harmonics or overtones, 
since the vibration of the vocal folds is quasi-periodic. The vocal 
tract will respond to certain frequencies generated by the vocal folds 
and reject the others since the cavities of the vocal tract act as a 
resonator with certain natural frequencies. The vocal tract may assume 
different resonant frequencies, because, the cavities of the vocal 
tract are modified continuously during the production of speech. 
Formant Frequencies 
The resonances of the vocal tract are usually called formants, 
and the frequencies to which they respond more are known as the formant 
frequencies. The spectrum of vowel sounds have very apparent formant 
frequencies, and are revealed as resonance peaks, that is, the peaks 
of maximum energy or amplitude at given frequencies. Different 
formant frequencies also occur since the configuration of the vocal 
tract must be changed to produce different speech sounds. The funda-
mental frequency and resultant harmonics are produced by the vibration 
of the vocal folds. The resultant resonant frequencies are not the 
same as the harmonics produced by the vocal folds unless by coincidence 
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because the formant frequencies are produced from the changes in the 
time-varying vocal tract [13]. Figure 12 depicts a periodic signal gen-
erated by the vocal folds and the resultant harmonic spectrum, which re-
flects the fundamental frequency of the vocal-fold vibration and the 
respective harmonics. Also the vocal-tract configuration and the reson-
ant or formant frequencies that occur as a result of vocal-tract reson-
ance due to the vocal-fold output are clearly indicated iri Figure 12. 
As mentioned earlier, vowels are characterized by quasi-periodic 
signals and formant frequencies. Consonants are characterized by 
random signals which may or may not include periodic information as a 
result of voicing. The voiceless consonant contains only aperiodic 
vibration, which results from air turbulence produced by changing and 
constricting the size of the orifice of the rnputh and friction or inter-
ference in air flow by the articulators such as the tongue, teeth, and 
lips. Voiced consonants include the quasi-periodic vibration of the 
vocal folds and aperiodic vibration depicted in voiceless consonants. 
Acoustic Characteristics and Perception 
The two speech parameters that are widely used in speech analysis 
are intensity and frequency. The effects of intensity is first con-
sidered since intensity changes are the least complicated subject to 
study. Speech must be sufficiently loud or intense to be clearly 
understood. Among the various speech sounds of English, the intensity 
range is 680 to 1, or 28 dB, from the weakest to the strongest speech 
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at one meter from the lips of the speaker is about 62 dB. Speech 
signal might reach a sound-pressure level of about 85 dB, if a person 
talks as loudly as possible, while the softest speech is about 45 dB 
[16][ 21] . 
Vocal-folds vibration supply the internal energy to drive the 
vowel sounds. The fundamental frequency of the vocal folds is about 
125 Hz for males and 250 Hz for females which is an octave higher. 
The primary energy in vowel sounds is of low frequency, since vowel 
sounds are quasi-periodic signals composed of the fundamental and 
related harmonics of the vocal-fold vibration. Also, most of the 
energy or power of speech are known to be carried (acquired) by 
vowels and in addition have longer duration than consonants. In fact 
60 percent of the energy or power of spoken speech utterance is con-
tained in the frequency range below 500 Hz, which contribute only 
5 percent to intelligibility. Also, 60 percent of the intelligibility 
is contributed by the frequencies above 1000 Hz with only 5 percent of 
power. Thus most of the power is carried by the vowels, or low-
frequency sounds, while the consonants, or higher-frequency speech 
sounds, which carry lower power, are much more important for speech 
intelligibility [21]. 
Effects of Noise 
The intelligibility of speech in quiet listening environment is 
not generally a difficult task. Frequently speech is perceived in the 
presence of noise, in real-life situations. However, noise does not 
always interfere seriously in understanding speech unless the noise 
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and the speech occur in the same frequency range. When this situation 
occurs, the relationship between the signal-to-noise is important. 
Speech intelligibility, however, is not affected provided that speech 
is 100 times more intense than the noise [43]. Speech intelligibility 
for digits might be reduced by 50 percent if speech and noise are of 
equal intensities [16]~ Speech can be perceived and.understood even 
when it is of lower intensity than noise if the speech and the noise 
come from two different directions. 
Frequency and Intelligibility 
Frequency content is obviously important for speech intelligibility. 
Experiments in which filters are used, depicted important findings, such 
as the intelligibility of speech for one-sylilable words is slightly re-
duced when frequencies above 1600 Hz are eliminated. But intelligibility 
is reduced by 25 percent when filtering is extended to 800 Hz. Whereas 
intelligibility is not significantly affected when frequencies below 
1600 Hz are eliminated. In general, the intelligibility of speech is 
reduced further by about 25 percent when all frequencies below 3200 Hz 
are filtered out [ 6] [8] [9] [50]. 
Segmental Analysis 
The perception of vowels depends on the respective formant fre-
quencies of the sound which is revealed by a segmental analysis of 
vowel sounds. Men, women, and children all use about the same vocal-
tract configurations to produce the same vowel sounds, even though 
different individuals have varying sizes of vocal mechanism and vocal 
tracts. The relationship among formant frequencies is about the 
same even though the formant frequencies may be higher or lower for 
different people. 
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Consonant sounds are produced by the constriction of the vocal 
tract and many are classified as either fricatives (i.e. "s" in /slks/ 
or plosive or stops (i.e. "t" as in /tu/)! Spectral or frequency 
differences make it possible to distinguish among fricative sounds. 
This can be seen from the phoneme in the digit /slks/, i.e. "s" which 
has little energy below 4000 KHz, with a resonance peak between 4000 
and 7000 Hz [20]. When the turbulent air stream is stopped by closure 
of the vocal tract and then released, stops or plosives are produced. 
The initial plosive "t" in the digit /tu/ is more forcefully exploded 
than the final plosive "t" in the digit /elt/. Similarly, initial 
plosive is forcefully exploded in Arabic digits as in /eaiaeah/ and 
/w~hid/. Thus plosives occurring in the initial position of a digit, 
are exploded more strongly than those occurring at the final position 
of a digit. Spectral differences are very essential to distinguish 
plosives among one another and from consonants, such as the voiced 
plosive "b" in the Arabic digit /arbapah/, which has most energy between 
500 and 1500 Hz. In contrast, "t" and "d" have a higher spectrum, with 
energy up to about 400 KHz. Classification of plosives, however, can 
be influenced significantly by its use in a spoken digit. Phoneme 
recognition is possible by segmenting speech and using the above analy-
sis. 
Methods of segmentation of isolated words into phonemic units have 
typically utilized information pertaining to rapid changes in the 
energy concentration in the frequency spectrum of the speech waveform 
[7][47][48]. The task of performing segmentation, i.e. a subdivision 
of the uttered word into discrete consecutive phoneme sections, is a 
very important basic step towards machine phonemic recognition. In 
previous research, primary segmentation is used to group together 
similar acoustic adjacent minimal segments [52]. If the difference 
between corresponding parameters is less than a minimum, then two 
parameters should be considered as identical. Transitional segments 
where the acoustic characteristics vary with time considerably, is 
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very difficult to locate, therefore secondary segmentation procedure is 
used to correct possible errors of the primary segmentation. This 
technique involves much computational work, hence it is not efficient. 
Several segmentation techniques have been developed for continu-
ous speech, apart from modifying the segmen~ation techniques used for 
isolated words, to perform segmentation of connected digits. This 
leads to the problem of words or digit boundary locations. 
The problem of accurately locating the end points of an utterance 
is actually a specific case of the more general problem of labeling 
an int.erval of a signal as silence, unvoiced, or voiced. If one had 
a perfect technique for this three-level decision, the end point-
location problem would be trivially solved. However, such an ideal 
algorithm does not exist as yet. Therefore, partial solutions to this 
more specific problem of isolating speech from a noisy background have 
been examined. 
Coarticulation 
The recognition of specific sounds, or phonemes, might be influ-
enced in connected rather than in isolated digits. Speech, however, 
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has been considered to be composed of a sequence of distinctive, separ-
ate sounds; by analogy, "beads on a string". This is essentially the 
case in analysis of sounds in isolated digits, but actually is not the 
case in an analysis of connected digits or continuing speech. Coarti-
culation is a term given whenever there is an interaction of associated 
sounds. Due to the configuration of the vocal tract for any given 
sound being influenced by the shape required for the previous sound and 
respiratory movement for production of a following sound, and because 
the vocal tract is continuously in transition in the production of 
connected digits or continuous speech, coarticulation occurs [10]. 
Vowels 
The position for a vowel sound can be assumed essentially to mean 
shaping the resonators in such a way as to produce the desired acous-
tic effect. It is clear that the vowel sounds are continuants. In 
other word, the speech mechanism assumes the position for the vowel and 
holds it with relatively little movement for a measurable fraction of 
a second while the sound is produced. Although the periods of time 
involved are small, continuants are characterized by these brief per-
iods of holding. By contrast, the glide sounds are produced while the 
mechanism is in movement and their identifying characteristics are the 
result of this movement. In general, a pure vowel is defined as one 
in which the mechanism is held relatively stable in contrast to the 
glides in which the movement is the essence of the sound [39](50]. 
Noting that the term continuants is applied or referred to vowels, 
fricative consonants and nasals, while stops refers to plosive con-
sonants and glides to inter vowel. 
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It is the function of the articulatory mechanism to break up and 
modify the laryngeal tone and to create new sounds within the mechanism 
itself. In fact, the speech mechanism as a whole not only articulates, 
i.e. join together, but also separates and molds the sounds delivered 
to it by the vibrator and resonator mechanisms. In addition it creates 
new sounds within itself by utilizing the energy supplied by the power 
mechanism in such a way as to produce within the oral cavity frictional 
noises that are independent of the laryngeal tone. Because of this, 
the articulatory mechanism assumes considerable importance to speech 
researchers. 
Speech mechanisms can be divided into four units, distinct func-
tionally but overlapping structurally. Thesr units are: the power 
I 
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mechanism, the vibratory mechanism, the resonator mechanism, and the 
articulatory mechanism. These various functions and structures are 
coordinated through the activity of the voluntary nervous system. This 
coordination is made possible by (our types of activity ca~~ieq on by 
the nervous system: (1) motor activity that provides the stimuli that 
causes muscles to contract; (2) sensory reporting that gives informa-
tion as to how the movements were produced; (3) auditory monitoring 
that makes possible the setting up of, and conformance to, speech 
standards; and (4) the associative function that ties up the auditory 
symbol with its meaning and with the motor pattern necessary to pro-
duce it. 
CH.1\}"TER ru 
CONCEPT AND COMPUTATIONAL TOOLS 
Introduction 
Due to the complex nature of speech process, it is suitable to 
have a parametric representation of the acoustic waveform which can be 
used to extract certain desired speech characteristics. Such para-
meters, used to describe the. acoustic waveform over a specified time 
interval, might include Fourier coefficients;, RMS energy, rate of zero 
crossing or the locations and values of predominant spectral peaks. The 
Fourier analysis is the most generally used technique for obtaining 
quantitative information about the speech waveform. Speech is, in 
general, non-stationary, and can be considered as stationary on a short-
time basis. The short-time analysis is discussed in a later section. 
The segmented speech needs to be described by a set of well-defined 
parameters, so these can be used in a speech recognition scheme. These 
parameters must be simple, yet convey qualitative and quantitative 
information and characteristics of speech signals. 
Due to the fact that linear prediction model and the acoustical 
tube model are equivalent, the reflection coefficients can be obtained 
from the area functions, and visa versa [17][41]. Figure 13 shows 
that the vocal tract is considered as a set of interconnected sections 
of equal length and varying cross-sectional areas. The linear prediction 
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Figure 13. Concatenation of (N=l4) Lossless 
Tubes of Equal Length 
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analysis model, to be discussed in the next section, is used because 
it is related to the acoustical tube model. The LPA not only filters 
out all voiced speech and formants, giving out the pitch period and 
random noise, but also allows for extraction of some useful parameters 
needed in the speech algorithm such as area functions. The estimation 
of theequivalent area function from the reflection coefficients pro-
vide for computing either part or the total equivalent area of the vocal 
tract cavity. 
A mathematical discussion of LPA, autocorrelation method, window-
ing and pre-emphasis is presented. Parameters in terms of the vocal 
tract cavity ratios are defined, based on the facts obtained from x-ray 
pictures, that three cavities are observed. The ideal way to compute 
I 
i 
the RMS energy of the speech waveform is stated. Algorithms used for 
smoothing the RMS energy is discussed briefly with the aid of a block 
diagram. Parameters used for dip-classification algorithm are clearly 
defined. Finally, short-time analysis is briefly introduced. Also, 
window method is utilized for segmentation scheme and an overlap method 
is used in the end-point detection algorithm, for detecting digit 
boundaries accurately. 
Linear Prediction Analysis 
Linear prediction analysis applies to a class of problems in speech 
analysis and synthesis in which the present sample is predicted by a 
linear combination of past samples. The solution is obtained by solving 
a set of linear simultaneous equations based upon the least-square error 
criterion of optimality. From the solution, an all-pole digital filter 
can be derived, which has a discrete frequency response that closely 
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matches the smoothed spectral characteristics of the analyzed signal 
[29][44][63]. The significant advantage is that accurate spectral 
representation is obtained with only a few parameters over a 10 to 32 
msec. signal. 
An important form of linear prediction has been developed which 
is referred to as the autocorrelation method [31]. The autocorrelation 
method is very popular in speech processing, as it allows for a simple 
implementation when compared to the covariance method [l). Furthermore, 
the parameters derived from an acoustic tube model can be related to a 
set of parameters in the autocorrelation method. Therefore, the auto-. 
correlation method is used in this thesis. A brief review of the auto-
correlation method is given below. 
The Autocorrelation Method 
Let S(m) be the speech signal and S (m) be the windowed speech signal. 
n 
That is, 
S (m) = S(m+n)w(m) (1) 
n 
where w(m) is a window (for example, a Hamming window) of length N. It 
is clear that Sn(m) is non-zero only for 0 < m < N-1. Let the predicted 
signal S (m) is expressed by 
n 
A 
S (m) == 
n 
where ak's are some constants that are to be determined and p is the 











e {m) = S (m) - S (m). 
n n n 
(4) 
The coefficients ak ·are obtained by minimizing En in (3) •. This mini-




where R {k) corresponds to the kth autocorrelation coefficient and is 
n 
given by 





S (m) S (m+k) • 
n n 
It is well known that if (5) is expressed in a matrix form, the 
coefficient matrix is a synnnetric Toeplitz. There are several effi-
cient algorithms (Levinson's, Durbins's and Trench's algorithms) [l] 
available to solve (5). 
The Durbin's algorithm (27) is considered to be most efficient 
(6) 
and the ak's in (5) can be computed using this method. This method is 
used in this thesis. For completeness, the algorithm is given below 
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Equations (7)-(11) are solved recursively for i = 1, ••• , p and the 
solution for (5) is given by 
a = a ~p) , 1 _< j _< p j J 
Transfer Function Relation 
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(12) 
The Z-transform or the error sequence e (m), E(Z), can be expressed 
n 
in terms of the Z-transform or the windowed speech signal S (m), S(Z), 
n 
by 
E(Z) = [1-F(Z)] S(Z) (13) 
where 
F(Z) = - (14) 
The block diagram representation of Equation (15) is shown in Figure 14. 
Vocal Tract Division 
In a later section some new parameters are defined based upon 
fourteen section representation of the vocal tract [8], as shown in 
Figure 15. In a recent paper, the vocal tract has been considered in 
terms of two major sections, called the front and back sections as 
shown by the dotted lines in Figure 15 [8]. X-ray analysis shows that 
the vocal tract is actually divided into three cavities [18], namely 
front, central and back, as shown by the solid lines in Figure 15. 
Reflection Coefficients 
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coefficients can be defined. These are 
Ai 
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where Ai corresponds to the area of crosssection of the ith section. 








A -~A i- 1-k p+l p 
l<i<p-1 
Since k. in (15) is of interest, and k. is a function of a ratio of 1 1 
(16) 
(17) 
area function, it can be assumed that ~p+l 
erality. 
1 without losing any gen-
The area's Ai's are functions of the reflection coefficient as 
shown in (17) . The reflection coefficients are related to the a. (i) in 
]_ 
the Durbin's algorithm. This is shown in Equation (9). The transfer 
function of a lossless tube model consisting of p sections has the 
same form as the transfer function derived from the linear prediction 
analysis. The reflection coefficients r.'s obtained from the acoustic 
1 
tube model are related to k.'s by the equation 
1 





i l+ri i+l 
(19) 
Parameters in Terms of Vocal Tract 
Cavity Ratios 
Several parameters are defined below for future use in the digit 
recognition scheme. The front-to-total cavity ratio (FTR) is defined 
in terms of A.' 1 the area of cross section of the ith section, by 
p-10 I p FTR I: Ai I: A. (20) i=l i=l 1. 
where p corresponds to the total number of seictions (14 here) in the 
vocal tract. Note that A1 , A2, A3, and A4 corresponds to the areas 
of cross-section in the front of the vocal tract (see Figure 15). 
p 
Also, I: A. corresponds to the total sum of the areas of cross-sec-
i=l 1 







The back-to-total cavity ratio (BTR) is defined by 
p 
BTR = I: 
p-3 
A. E A • /
p 
J. i=l i 
The front-to-back cavity ratio (FBR) is defined by C81. 
(21) 
(22) 
FBR = max (-\' • • • ' A4) /max (As, • • • ' AP) (23) 
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Finally, the signed front-to-back cavity ratio (SFBR) is defined by 
SFBR = Sgn(k1) • FBR (24) 
where sgn(k1 ) corresponds to the sign of the first reflection coeffi-
cient. 
The digit recognition uses several other parameters. Before 
thes-e can be defined, short-time analysis in terms of energy is 
discussed below. 
Short-Time Energy 
The amplitude of the speech signal varies appreciably with time, 
and there is a significant difference between the amplitudes of voiced 
! 
' segments and unvoiced segments. It is conveniient to apply the short-
time energy of the speech signal to extract the variations in ampli-







where w(n) is a window function and x(n) corresponds to the speech 
signal. Equation (25) can be written as 
where 
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Equation (28) implies that the signal x (n) is filtered by a linear filter 
with impulse response h(n). 
In this thesis the energy is computed using a rectangular window. 
w(n) = 1 O<n<N-1 (28) 
0 otherwise 







x (m) (29) 
This implies that, the short-time energy at sample n is simply the sum 
of squares of the N samples n-N+l through n. 
It is appropriate to point out that oth~r windows, such as Hamming 
window, have been used in short-time analysis. For the particular 
application, retangular window is used for simplicity. For linear pre-
diction analysis, Hamming window is used. For future use, the Ham-
ming window function is given below. 
h(n) = 0.54 - .46 cos (2nn/(N-l)), 0 < n < N - 1 (30) 
= O, otherwise. 
In the following the pre-emphasis aspects are discussed. 
Pre-emphasis 
For the purpose of distinguishing voiced and unvoiced speech seg-
ments, the speech signal is passed through a system that emphasizes the 
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frequency rangethat is desired. For example, low frequency emphasis 
can be used if the voiced segment is of concern. Similarly, the high 
frequency emphasis can be used if the unvoiced sound is of concern. 
The low and high-frequency pre-emphasis implementations are described 
by Figures 16 (a and b), respectively. 
The low and high frequency pre-emphasized signals can respectively 
be given by 
x~(n) = x(n) - µ·xi(n-1) 
xh(n) = x(n) - µ·x(n-1) 
where µ is usually referred to as the pre-emphasis factor. 
(31) 
(32) 
Pre-emphasis values ofµ= -0.5, -.7 and -1.0 have been used, and 
I 
it has been found that µ= -1 gives decent re~ults and, therefore, µ = -1.0 
is used in this thesis. 
RMS Analysis in Speech Processing 
As mentioned before, the short-time energy reflects the amplitude 
variations of the speech signal. In fact, significant variations of 
energy is noticed during production of speech sounds especially vowels, 
semi-vowels, and voiced consonants. Useful phonetic features can be 
extracted from the speech signal by using the short time energy 









where NPS corresponds to the number of data points. In speech process-
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Note that (34) is strictly not root mean squared value, but it gives the 
energy per frame, which is a measure of RMS. 
In order to extract qualitative useful phonetic features from the 
RMS energy, smoothing is applied. Smoothing out the undesirable ripples 
in the RMS energy effectively discriminates voiced segments from 
unvoiced segments. In order to distinguish significantly between vowels 
and voiced consonants and detect voiced and unvoiced segments, the RMS 
speech energy of the utterances must be quantized. Quantization 
aspects are discussed in a later section •. 
Double Smoothing Algorithms 
In speech processing applications, measurements and processing 
errors can occur in the data. The data, therefore, will exhibit 
single- or double- point sharp discontinuities of short duration. 
The data could also have sharp, isolated discontinuities of very 
short duration due to imperfect analysis procedures. In order to 
eliminate all the undesirable roughness and discontinuities in the 
uttered speech, a suitable and appropriate smoothing algorithm must be 
utilized. A practical smoothing algorithm has been proposed for 
speech processing [32], which is a combination of median smoothing 
and linear filtering. Median smoothing preserves signal discontinuities 
if the signal has no other discontinuity within (N/2) samples. 
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The basic concept of a linear smoother is the separation of the 
signals based on their approximately non-overlapping frequency content, 
For non-linear smoothers it is more appropriate to consider separating 
signals based on whether they can be considered smooth or rough (noise-
like). 
Thus a signal x(n) can be considered as x(n) = S[x(n)] + R[x{n)] 
[l] where S (x) is the smooth part of the signal x and R(x) is the 
rough part of the signal x. A non-linearity which is capable of 
separating S[x(n)] from R[x(n)] is the running median ·of x(n). The 
output of the running median smoother, Hr,[x(n)], is simply the median 
of the L numbers, x(n), •.• , x(n - L +I). Running medians of length L 
have desirable properties for a good smoother, [32]. 
An ideal compromise is to use a smoothin~ algorithm based on a 
combination of running medians and linear smoothings. The running 
medians provide some smoothing, and the linear smoother can be of a low 
order system. A 3-point Hanning filter with an impulse response 
h(n) = 1/4 
= 1/2 
= 1/4 
n = 0 
= 1 
2 (35) 
is usually adequate, so that delays can be exactly compensated, due to 
the symmetry of the linear filter. 
Linear smoothers are usually used in speech digital signal 
processing because they obey a superposition principle and they are 
time or shift invariant. Figure 17shows two examples of data sequences 
which are to be smoothed. For case I, a slowly varying waveform has 
been corrupted by a high frequency noise component. For this case a 
(a) 
(b) 
Figure 17. Two Examples of !Noisy Signals 
to be Smoothed 
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l~near smoother (or low-pass filter) is entirely adequate for filtering 
out the noise. In case 2, there is noise-like component superimposed 
on the signal, and the signal displays noticeable sharp discontinuities. 
The discontinuities here contain much high-frequency energy, and are 
indistinguishable from the noisy component, as far as their spectral 
content is concerned. A linear smoother shown in Figure 18 would 
therefore smear out sharp changes in the data as well as filter out the 
noise, For cases like the data shown in Figure 17b, a nonlinear 
smoother is desired, which is capable of preserving sharp discontin-
uities and filtering out the superimposed noise. The algorithm 
based on 3-point running medians is illustrated in Figure 18. The 
input x(n) exhibits sharp discontinuities at 1n = 6 and n = 11. The 
output y(n) is defined as the 3~point-median of x(n - 1), x(n), and 
x(n + 1), i.e. middle value when these three inputs are ordered in 
value. If a median greater than 9 is used, the discontinuity would 
be smoothed out and y(n) would be flat. 
An important property of median smoothers is their ability to 
follow low-order polynomial trends in the data as seen in Figure 19. It 
is seen in the figure that a 3-point-median follows low polynomial 
trends, whereas a 7-point-median has smoothed out the quartic polyno-
mial considerably. 
As mentioned before, median smoothing preserves sharp discontinu-
ities in the data, but it fails to provide sufficient smoothing of the 
undesirable noise-like component. An ideal solution is a smoothing 
algorithm based on a combination of running median and a linear 
smoother as shown in Figure 20. The output y(n) of the simple smoother 
X(n) ..... ---11 3 POINT MEDIAN 1------• y(n) 
••••• 
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Figure 20. Simple Smoothing Algorithm 
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in Figure 20 is a smoothed version of x(n), say S[x(n)]. If this 
simple smoother is not adequate to fulfill the requirements, a double 
smoothing algorithm can be used as shown in Figure 21. 
since y(n) ~ S[x(n)] 
then z(n) = x{ri) - y(n) ~ R[x(n)] 
Smoothing of z(n) yields a correction term, which is added back to 
y(n) to give w(n), the second approximation to S[x(n)]. Hence w(n) 
satisfies the relation 
()_) (n) ~ s[x(n) J + s~[x(n) ]] 
If Z (n) = R[x (n)], i.e. the smoother is :ideal, then V (n) , the 
I 
1 
output of the second smoother, would be identically zero, and the 
second-order correction would be unnecessary. 
In order to implement the system shown in Figure 21, one must 
account for the delays in each path of the smoother and should be 




each linear smoother has a delay proportional to the number of coeffi-
cients in the finite impulse response (FIR) filter. 
For the proposed digit recognition algorithm to be discussed in a 
later chapter, the non-linear smoother shown in Figure 22 is used with 
a 3-point-median smoother in the front portion and a 5-point-median 
smoother in the later portion. Different sizes on median smoothers 
are found to give good results, as discussed below. 
For example, 5-point-median has a delay of 2 samples, and a 3-
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the first smoother is 3 samples. The remaining important requirement 
is to implement the system of Figures 20 and 21 so that it provides an 
algorithm for handling the end points of the data. The effects of 
several versions of the smoothing algorithm on a speech intensity 
contour is in Figure 23. The effect of the additional smoothing ob-
tained using higher order medians is clearly seen. Furhter, the dif-
ferences between using median smoothing alone and the combination 
with linear smoothing are significant. 
Zero Crossings 
The zero-crossing rate is used in the proposed algorithm, and the 
end point detection algorithm. A brief review of ZCR is discussed 
below. The rate at which zero crossings occur is a simple measure of 
the frequency content of the signal. For example, a sine wave 
signal of frequency F , sampled at a rate F , has F /F samples per 
0 s s 0 
cycle of the sine wave. The long-time average rate of zero crossings 
is Z = 2F /F samples, because each cycle has two crossings. But 
0 s 
since speech signals are broadband signals then, rough estimates 
of spectral properties can be obtained using a representation based on 
the short time average magnitude difference function zero crossing 








sgn[x(n)] = 1 
= -1 
x(n) > 0 
x(n) < 0 
w(n) 1/2N 0 < n < N - 1 
= O, otherwise 
(39) 
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Figure 24. Effects of Several Versions of the 
Smoothing Algorithm on a Speech 
Intensity Contour 
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The computation of Z given in (39) appears to be complex. All 
n 
that is required is to check samples in pairs to determine where the 
zero crossings occur, and then the average is computed over N 
consecutive samples. Since a rectangular window of finite length 
is used, the delay can be exactly compensated. Equation (39) can be 






2N E lsgt{x(m)] - sgn(x(m - OJI (40) 
m=n-N+l 
which can be computed recursively by using 
z 
n -{z - . n - 1 + 1 2N I sgn[ x:(n)/] -
I 
- I sgn[ x (n-N)] - sgn(x (n - N 
Equation (41) is used in the proposed algorithm. 
Cross-Correlation Function 
sgn[ x(n-1) JI 
- 1) i 1} (41) 
The uniqueness of the parameters used for spoken digits is of 
importance in the proposed recognition scheme. The BTR, CTR, and RMS 
values per digit are compared respectively, using the statistical cross-
correlation method discussed below (36]. 
When a set of independent variables are related to or are depen-
dent upon each other, multicollinearity is said to exist among the vari-
ables. In the following, the correlation for digits i and j, are con-
sidered, where 0 .::. i , j .::. 9. Furthermore, let t be the frame number 
and let there be n frames. For a frame t, xti and xtj represent the 
RMS value for digit i and j respectively. The same analysis can be 
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used for the parameters BTR and CTR. Also, features of several sets of 
digits can be obtained and stored. 
The correlation coefficients are denoted by the symbol R 
xti ,xtj 
and is given by 
where n = max (number of frames for digit i, number of frames for 
digit j), and where the mean for digit i is: 








Note that the parameters will be padded by zero for the digit that has 
fewer number of frames. 
If n = minimum (number of frames for digit i, number of frames for 
digit j) in (43), then the padding will not be necessary. The results 
will not be as good for other cases of n. These aspects will be 
discussed in the next chapter. 
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It can be shown that R is always between -1 and 1. A value 
xti ,xtj 
of R 
xti'xtj close to 1 indicates that the independent variables xti and 
Ktj are highly related or correlated. In other words a value of 
R close to 1 denotes that xti and xtJ• have similar patterns; 
xti'xtj 
that is, ·their first derivatives are almost the same in RMS, BTR, or 
CTR. Similarly, a value of R 
xti'xtj 
close to -1 indicates that x . 
. ti 
and x . have opposite patterns; that 
t] is, their first derivatives are 
reversely related. A value of R close to 0 indicates that x . 
xti'xtj ti 
and xtj are not correlated; that is, the independent variables xti and 
x . have no similarity in their RMS, BTR or CTR patterns. 
t] 
Window Applications 
Speech is a continuously time varying p11ocess as mentioned before. 
There must be a finite number of points that be used at any time, 
which requires segmentation. Since speech signals are stationary on a 
short-time basis, it is appropriate to consider Equation (25), which 
can be redefined as 
N-1 
E(n) = L: 
m=O 
2 [w(m)x(n-m)] (45) 
where w(m) is a weighting sequence or window which selects a segment of 
x(n), and N is the number of samples in the window. For the simple 
case of w(m) = 1, E(n) is the sum of the squares of the N most recent 
values of x(n). 
It is to be expected that the function E(n) would display the time 
varying amplitude properties of the speech signal. Equation (45) 
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requires careful interpretation. First there is a choice of a 
window. 
The effect of the window on the time dependent energy representa-
tion is explained by the properties of the rectangular window given by 
(28), and the Hamming window by (30). The rectangular window described 
by (29) , corresponds to applying equal weight to samples in the inter-
val (n-N+l) to n. It has been found [l], that the bandwidth of 
Hamming window is about twice the bandwidth of a rectangular window 
for the same window length, The Hamming window ijas lower side lobes 
than the comparable rectangular window. 
It has already been discussed previously that the LPA using auto~ 
correlation method computes the short-time autocorrelation function 
R (O), ••• , R (p) where R (k) is given by Equ4ition (6) and pis the 
n n n 
order of the filter with the limit 0 ~ k ~ p. If LPA is applied for 
m data points where 0 2_ m 2_ N - 1 - k, then N becomes greater than 
m + 1 + k which indicates that for m points, LPA window be applied 
for m + 1 + k points in order to avoid taper effect. For example, 
128 points LPA with 14th order needs about 150 points windowing. 
Also the sketch of Figure 24 given below, justifies the applica-
tion of the autocorrelation method every 128 points, with a 150 points 
Hamming window. In other words, the window length N should be greater 
than the number of data points plus the order of the filter, for 
example N > m + 1 + p and N > 128 + 1 + 14 > 143. 
Parameters in Dip-Classification 
For segmentation and end point detection, the dip-classification 





LPA USES 128 POINTS , 
N-1-K 
Rn (K) = I Sn (m) Sn (m+K) 
m=O 
I \.:_ 22 > P 
Where Rn (K) Corresponds to the Kth Autocorrelation 
Coefficients . 
Figure 24. Hannning Window 
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of the parameters used in the proposed algorithm are discussed below. 
The RMS energy is first smoothed and then normalized to maximum level of 
100, to emphasize weakly pronounced voiced sounds. A plot of RMS 
energy versus time is obtained for given uttered digits as $hown in 
Figure 25. 
Let + vi represent the first positive, vj denote the 1st negative 
peak, or + dip, and Vi+l be the second positive peak, etc. It can be 
seen that there is always a minimum or dip between successive peaks. 
Let V. be the RMS dip value and 
J 
- + Let R = Vj/Vi 1 
- + 
R2 = Vj/Vi+l 
Where 
R 








Then the functions used for the segmentation algorithm were obtained 
as follows [8 J. 
(51) 
(52) 
The coefficients a1 , a 2 , a3 , and a4 are computed from the design sam-







:R,MS }?lot Used for the Defi-
ni.tions. of the Extrema v't' 
Vj and Their Ratios, R1, 1 
R2 and R . min 
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from a set of measurements of x1 and x2• Then, 
z1 = o.63 x1 + o.77 x2 (53) 
z2 = o.87 x1 + o.50 x2 (54) 
A plot of the two parameters log10 Vj versus log10 Rmin can be 
obtained in order to determine the values of two linearly discriminant 
functions, which are used to minimize the misclassifications of vowels 
and voiced consonants, as shown below. 
z1 = 0.63 x1 + 0.11 x2 - 1.03 (LDFl) (55) 
0. 83 (LDF12) (56) 
Two other important functions are SLl and SL2, referred to as 
the slicing functions, which are used to determine the level of the 
dip, by intersecting the slope at that point, as shown below. 
(57) 
(58)-
The values of the constants c1 and c2 are the means of the 




Then SLl = V. + 0.3 (V+ - V-) 
J i j (61) 
SL2 - + = Vj + 0.17 (V i+l 
The two constants (-1.03) and (-0.83) in (55) and (56) are the 
(62) 
values of the two linear discriminant functions LDFl and LDF2 respec-
tively as shown in Figure 26 [8]. The LDFl is defined by taking the 
vowels as one class and the sonorants (nasals, liquids, and semi-vowels) 
as the other class. The LDF2 is defined by taking the vowels as one 
class and the obstruents (all the consonants except the sonorants) as 
the other class. 
The constants (or threshold) of the LDFl of -1.03 was determined 
for the design samples so as to minimize the misclassification of 
i 
vowels as sonorants and to eliminate the mi~classification of sonorants 
as vowels [8]. Likewise, the constant of the LDF2 of -0.86 was deter-
mined so as to minimize the misclassification of obstruents as vowels 
and to eliminate the misclassification of vowels as obstruents. 
The type of dips n1 , n2 , n3 shown in Figure 27, are classified by 
the sign of z1 and z2 given by Equations (55) and (56) and the slicing 
functions SLl and 812, given by (61) and (62). The identification for 
vowel and non-vowel procedure will be discussed in the next paragraph. 
Dip-Classification 
For segmentation and digit boundary detection, the dip-classifi-
cation of the smoothed RMS contour is utilized. As a first step, the 
RMS dips and peaks are extracted from the smoothed RMS function and 




















Figure 26. Plot of Log10 1\nin vs Log10v~ for Estimating the 
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Figure 27. Schematic Diagram Showing the 
Types of Dips, D1, Dz and D3, 
RMS, and BTR, Vowel, Non-




1.0 or if the SFBR value is larger than a threshold of 4.0 around the 
peak, that peak and the following dip are not considered, since loga-
rithmic RMS peak values less than 1.0 rarely occur for vowels, and 
the two functions z1 and z2 are not computed. Accordingly .if the 
important constraint is met, i.e. if log10v: is greater than 1.0 and 
the SFBR value is smaller than a threshold of 4.0, then the functions 
z1 and z2 are computed. Hence whenever a dip is detected as a signi-
ficant dip, that dip is classified into one of the three types of dips, 
dip 1 (D1), dip 2 (D2), or dip 3 (D3) according to the sign of z1 and 
zz. Therefore the dip is an element of dip 1 (Dl) if both z1 and zz < 0. 
The dip is an element of dip 2 (D2) if z1 ~ o and z2 > 0. Finally 
the dip is an element of dip 3 (D3) if both z1 and z2 are greater than 




Figure 27 illustrates the three types of dips, D1 , D2 and n3• Dip 1 
indicates non-vowel-like dip, dip 2 is an ambiguous dip, and dip 3 
indicates a vowel-like dip. 
A vowel, vowel-like and non-vowel decision is made from the 
RMS energy dips as shown in Figure 27(a). Another decision of vowel 
and non-vowel only is based on the BTR plot threshold, as shown 
in Figure 27(b), A final "OR" decision is obtained based on the 
decision obtained from the RMS and BTR contour, as shown in Figure 27(c). 
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Scaling and Normalization 
The parameters of digit signal segments can be more robust artd 
less variable by normalization or scaling techniques. Applying nor-
malization techniques requires certain rules to represent a digit 
signal sound faithfully. Improved signal representation through appro-
priate scaling may speed up the overall recognition process. These 
techniques include, energy, amplitude and time normalization. 
Amplitude Normalization 
A practical form of amplitude normalization is achieved by linearly 
quantizing the RMS energy into 100 levels, assigning 100 to the 
maximum value within each utterance. 
Maximum of Frames Normalization 
The aim of this method is to align the time of occurence of the 
unknown digit utterance events to see how they match. In order to 
find best similarities between the unknown pattern and the referenced 
pattern, the maximum number of frames of a given set of digits is used. 
Digits having lower number of frames are padded with zero. 
Scaling (Energy Normalization) 
Scaling is a form of energy normalization in which each point of 
the incoming data is multiplied by a factor to fix the mean. This 
factor is derived from the inverse of the mean of the signal as shown 
below. 
Let M denote the mean value of the signal, then the new value 
a 
of the signal is given by 
New value (signal level) (constant) M 
M 
a 
= sum of square values 
no. of points 
a 
This technique tends to increase the peak value considerably whenever 
wrong end point detection results in a greater number of points than 
the number of points within the correct digit boundaries. Therefore, 
amplitude normalization is adopted. 
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CHAPTER IV 
ACOUSTIC PHONEMIC DIGIT RECOGNITION SCHEME 
FOR DIGITS SPOKEN IN AMERICAN 
ENGLISH 
Introduction 
Phonemic digit recognition is one of the steps towards simplifying 
communications between man and machine. It is the process'whereby an 
operator can use spoken digit commands that can be recognized by a 
phonemic digit recognitiop system. Generally man's communication with 
machines has been structured according to the operational requirements 
of the machine. Learning the "language" of the machine and manipula-
tion of special dials or keys in the proper sequence and format is 
required to communicate with machines. Any deviation from this unnatu-
ral machine language can produce errors which are not easily detect-
able because of the complexities of the rules for proper communication 
between man and machine. 
The main objective is to develop a phonemic digit recognition 
system which makes it simple for humans to "talk" directly to a 
machine, without any intermediate keying or handwritten steps. The 
operator would provide instructions in his natural language, using 
digit commands to control mechanical systems such as entering and 
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leaving restricted areas, postal zip codes, banking, inventory, etc. 
If connected digit is to be recognized, a suitable method of segmen-
tation into recognizable units is required. Since phonemic digit 
recognition is the goal of this study, a highly accurate method of 
segmentation, using acoustical and phonetic feature parameters is 
required. The machine should be able to correlate and recognize the 
discrete acoustical waveform by segmenting the waveform into a sequence 
of elements so that the spoken phonemes can be localized and the end 
points are detected and located. In the following, a brief discussion 
on the segmentation is given. 
Segmentation 
Methods for segmentation of isolated anq connected digits into 
phonemic units have typically utilized information pertaining to rapid 
changes in the energy contour of the given utterance. Rapid changes 
in speech parameters, such as energy and pole frequency derived from 
two-pole LPA model is used for detecting voiced segments, because these 
parameters have high value for vowels and develop a dip for vowel-like 
consonants. Since the ZCR rate and the normalized error show high 
values for unvoiced phonemes, and low values for voiced phonemes, they 
are utilized together to detect unvoiced segments. The ZCR rate and 
the energy signal are used for end point detection of the spoken digit. 
In fact the problem of accurately locating the beginning and end of an 
utterance is actually a special case of the more general problem of 
labeling an interval of a signal as silence, unvoiced, or voiced. If 
there is a perfect technique for this three level decision, the end 
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point-location problem would be solved. However, such an ideal algo-
rithm does not exist yet. Therefore, it is very important to develop 
an appropriate algorithm for end-point detection of connected digits 
spoken in any environment. Consequently, it is considered worthwhile 
to consider dip-classification algorithm for locating digit boundaries. 
The dip-classification scheme was discussed in the previous chapter. 
Recognition Scheme 
Most digit recognition systems, known up till now, lack the usage 
of the natural phonetic features of the spoken digit. As discussed in 
Chapter I, some recognition procedures are based on finding the spec-
trum energy for both vowels and voiced consonants. The application of 
more than one band· pass filter in the above mentioned system causes 
permanent loss of useful phonetic and acoustic features and some 
useful information relating to the transition regions and formant 
peak locations. The above system is not efficient as the computational 
requirements are severe. Rabiner and Sambur [4][12] improved the . 
efficiency of this system by using silence, voiced and unvoiced seg-
ment detection based on energy and pole frequency, ZCR and normalized 
error measurements. But this scheme lacks the accuracy of detecting 
digit boundaries and has the disadvantage of training the system. In 
addition the system must know the number of spoken digits in order to 
estimate the number of boundaries to be located. Also, the speaker 
must be trained, and the best uttered digit is used for the recogni-
tion scheme. Furthermore, a 2-pole LPA model can't extract the nor-
malized error that eliminates the higher order formants, and a model 
is needed to account for £2 , £3 , £4 , etc. Another disadvantage is the 
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artificial introduction of silence at the beginning and end of the 
connected digits, which limits the usefulness of the system in cases 
where the machine cannot locate digit boundaries, due to the miscalcu-
lation of the ZCR threshold. Hence misclassification and wrong recog-
nition may result. 
In order to solve some of the previous mentioned digit recognition 
system problems, and minimize the computational time, a suitable 
method of segmenting the spoken digits into recognizable phonetic units 
based on area functions and RMS energy contour is utilized. Since the 
RMS energy depends on the amplitude of the signa,l, an appropriate scaling 
or normalization is needed prior to parameter measurements. Scaling 
I 
and normalization is discussed in Chapter II• 
Digit Recognition Flow Chart 
The digit recognition scheme for digits. in English is shown in Fig-
ure 28. The analog data is first low-pass filtered with a cut-off fre-
quency of 4 KHz and sampled at 8000 Hz/sec. The first step in the digit 
recognition scheme is the end-point detection [9][12]. Following the 
flow chart, one can see that two different ideas are used. The first 
one is based on the RMS energy peak ratio and threshold to detect the 
uttered digit. The second one depends on the BTR and SFBR parameters 
derived from area function of the vocal tract, via LPA. Before imple-
menting the first idea, the incoming digit signal is segmented into 
128 points per frame using a rectangular window, because it is feasi-
ble to assume that the vocal tract shape will remain unchanged within 
this short frame or segment. 
DIGITIZED.,, END POINT 
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From Figure 28, it can be seen that there are three main parts 
in the overall scheme of digit recognition. These are measurements, 
phonetic feature detection and, finally, the digit recognition itself. 
In the first part corresponding to the first idea, the RMS energy, 
smoothed RMS energy and quantized RMS energy are computed per frame. 
With a frame length of 128 points, rectangular window is used here for 
frame segmentation. Two sets of representative smoothed and quantized 
RMS plots for digits zero through nine in English are given in Figures 
29-48 respectively. From these plots, the two largest peaks are obtained 
and are given in Tables V and VI for ten digits. Also, peak-to-peak 
ratios of two largest peaks are computed. It is assumed that this ratio 
is always less than one. From Table V, it can be seen that for digits 
four, six and eight, there is only one peak and therefore, the ratios 
are not given. However, from Table VI, there are two peaks for the 
digits four, indicating an inconsistency. 
The range for the threshold values for the largest peak (P1 ,P2 in 
Tables V and VI) and the ratio for the two largest peaks have been 
established from previous measurements. These ranges are given in 
Tables V and VI. First, the measured ratio is compared with the estab-
lished range. If it does not match with any given range, it will 
compare with the largest peak range. If it cannot match this range 
either, then the first idea based on RMS did not work. From the 
measurements, it has been found that RMS method gives the actual digit 
about half the time. The other half of the time, it indicates that 
no decision can be made using RMS plots. This completes the first 
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SMOOTHED RMS ENERGY PEAKS AND RATIOS FOR DIGITS SPOKEN IN 
AMERICAN ENGLISH FOR FIXED MEAN AND VARYING PEAKS 
pl p2 
15.05 12.33 




















SMOOTHED AND QUANTIZED RMS ENERGY PEAKS AND THEIR RATIOS FOR 
DIGITS SPOKEN IN AMERICAN ENGLISH 
Digit pl p2 Ratio 
/ziro/ 100 91 0.91 
/wAn/ 100 72 o. 72 
/tu/ 100 97 0.97 
/Sri/ 48 100 0.48 
/f:>r/ 100 63 0.63 
/faIV/ 96 100 0.96 
/siks/ 100 




Following the block diagram in Figure 28, the second path after · 
end-point detection is through Hamming window. As discussed in Chapter 
III, the window length is taken as 150 points. From the windowed data, 
a 14th order LPA model is computed. From this model, the BTR, CTR, 
FTR, SFBR, smoothed BTR, smoothed CTR, and smoothed FTR are computed 
for each frame. These plots are given in Figures 49-58. Plots of 
smoothed BTR, smoothed CTR, and smoothed FTR was obtained, in order to 
determine which parameter would give the best phonemic feature, to 
separate vowels from consonants. A threshold level is set to distin-
guish between vowel, vowel-like, and non-vowel segments. Using the 
plots in Figures 49-58, it can be seen that all these parameters 
have some useful phonetic and acoustical features. In addition, the 
BTR and CTR indicate better acoustical configuration than the FTR. 
Furthermore, the BTR is found to give moderately better results than 
the CTR. However, some modification of the CTR range is required prior 
to future applications. 
The parameters derived are used in the phonetic feature detection 
stage. For phoneme segmentation and other classifications, the RMS 
dip-classification algorithm is used, which was discussed in Chapter 
III. The algorithm detects three types of dips or valleys in the 
smoothed RMS energy contour according to the signs of the functions 
z1 and z2 as a vowel, vowel-like, and non-vowel. Based upon the 
discussion in Chapter III, the vowel, vowel-like and non-vowel 
decision is made for the entire RMS energy contour. Also the vowel, 
vowel-like and non-vowel decision is made using the smoothed BTR con-
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Figure 49. 
(a) FTR 
C F f ~ A 'M E 
Smoothed and Quantized Feature Parameters for Digit 
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Figure 50. 
(a) FTR 
o r f'" R A -. F. 
Smoothed and Quantized Feature Parameters for Digit 
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Figure 51. 
(a) FTR 
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Smoothed and Quantized Feature Parameters for Digit 




















Oe 7U.Jt>l::.t fJ2 



































































o.lOOOE•Cl Oe5fllOOF..+Ol Ottl060Et02' o.1~40EHJ? o.::'0?0£'+02 o.2500f"+07 
(b) CTR 
N U • 0 F F O A. P-4 

























U• 1:10.lOEhl.2: . 
• 
• 

















































o.&~UOt+Ul ·····························································•••t•••·······························~o o.aoooE•Ol o.s100E+ot o.1obOF+o2 o.1s~of+o1 n.?02or+o2 o.?soo~+~2 
(c) BTR 
~ c • o r r f; A M F 





























































































u.1000E•CI o.b400E•OI o.1180E•02 o.17:'0E•02 o.2<f:OF•02 o.?.80ot:•02 
~ c • 
Figure 52. 
(a) FTR 
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Smoothed and Quantized feqture Parameters for Digit 


















0• 9Ul 0t+02 
U• tJU~ot.+02 
o.1u.101:•u2 
0 •b"40E t02 
U• 505UE+02 































































• 0 • 
o.1uuoE•o1 •••••••••••••••••••••••••••t•••••••••••••••••••••••••••••••••••••••••• ••••••••••••••••••••~••o••••••• 
o.1000E•Ol o.t400Eto& o.tlft0Et02 o.t721')E+O? o.?2f-Of~02 o.2BOOF_•02 
(b) CTR 
.. c • 0 F F R A M ( 






Oe 9'-H Ol:.:.•02 
• 
• 




K Oe 70.JOl;:.+U2 f. 
0 
u 













































o.1a~OE•OI ········•••Q••······~··································································~,············ o.1oooe+o1 o.E•ooetot o.1teOF+02' 0.17;-or.•02 n .. 2?5oF•02· o.:>noor:tol 
(c) BTR 
N n • 0 F f' R A M £ 





















































































• u.1uuoE~o1 ••••••••••••••••••••••••••••••••••••••••••••••••••o••••••••••••••••~•••••••••••••••••••••••••••*t•••~ 
OelOOOEtOl C.S•OOE•Ot O."ifOCOF.+01 Oel420E•02 O.lP·60ft0? o~?..JOOE•02 
"' ( . 
Figure 53. 
(a) FTR 
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Smoothed and Quantized Feature Parameters for Digit 
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Figure 54. 
(a) FTR 
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Smoothed and Quantized Feature Parameters for Digit 
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Figure 55. Smoothed and Quantized Feature Parameters for Digit 
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schemes. In addition, the BTR is used to separate nasals from vowel 
segments, and the SFBR is used to separate turbulence noise segments 
from back vowel segments. The classification of each segment is stored 
for further usage. 
The third stage in Figure 28 corresponds to the actual digit 
recognition. The discussion on peak ratios was presented earlier. 
A summary of the beginning, middle and ending sound classification 
of digits spoken in American English is tabulated (Table VII). This 
Table is derived from Table II. The uniqueness aspects of the 
classifications are used in the final decision. The decision algorithm 
is based upon using Table VII and sound classification at the 
beginning and the end region of a particular digit. If a decision 
I 
cannot be made, then the middle region is referred for identification. 
For example, the digits zero, six, and eight have unique classifica-
tion for beginning and ending sounds. These three digits are decided 
on the beginning and ending sound. It is interesting to point out that 
the digit seven classified as having two front vowels in the middle 
region. The digits one and nine have the same sound patterns for end 
regions. However, the middle region is different. In a similar manner, 
the sound classification of the remaining digits can be discussed. 
Figure 59 shows the flow chart for the digit recognition as 
based upon the uniqueness aspects of Table VII. The beginning 
region is tested first for "VL" indication to separate zero and one 
and nine from the remaining digits. If the beginning sound is vowel-
like, then the middle region is tested. A middle vowel to front 
vowel indication is made to distinguish between one and nine. Middle 
151 
TABLE VII 
SEQUENCE OF SOUND CLASS REGIONS OF DIGITS SPOKEN IN AMERICAN ENGLISH 
RMS and BTR Decision 
Digit 
Beginning Middle End 
/ziro/ VL FV/BV V. 
/wf\p./ VL MV VL 
/tu/ NV FV v 
I eri/ NV VL v 
I f:>r I NV BV/MV VL 
/faiv/ NV MV/FV VL 
/siks/ NV FV NV 
/sevEn/ NV FV/FV VL 
/eit/ v NV 




























Figure 59. Decision Tree for Digit !dentif;ication Scheme 




vowel to front vowel indicated that digit nine is spoken. A front 
vowel indicates that digit one was spoken. For the other digits, the 
beginning region is tested for non-vowel "NV" segments. The remaining 
flow chart can be identified in a similar manner. 
The above algorithm was tested for seven speakers both male and fe-
male. The accuracy rate was about 75 percent. Some of the speakers were 
international students. The results were much better for Americans and 
are accurate to about 95 percent, especially when the spoken digits were 
intact. By this method the digits two and four have the major problem 
in recognition. The reason for this is that both of these digits have 
only one essential vowel in the center region giving almost similar 
energy contour for most speakers. The digit four has a back vowel in 
the center region followed by mid-vowel in the end region since 
the semivowel /r/ is not pronounced distinctly by the Americans and is 
stressed by internationals. If both paths in Figure 28 give the same 
digit result, then the recognition is completed. If the two paths 
give different results, or that no decision has been made, then the 
following procedure is used. 
Pattern Recognition Scheme 
The final step in the recognition scheme is based on the cross-
correlation coefficients in Equation (43) in Chapter III. The corre-
lation of digits i and j are considered for the digits zero through 
nine. For the seven speakers, correlation tables are constructed. 
Some are given in Tables VIII - XI. Since the seven sets of digits 














RMS ENERGY CORRELATION TABLE FOR DIGITS SPOKEN IN AMERICAN ENGLISH 
(MAXIMUM NUMBER OF FRAMES USED) 
NUMIJER : 4 
!=._,S CCf:RELATIC" 
ONE TWO TKlEE Fouq FI VE. SIX SEVEN EIGHT 
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- o. l10 o. 622 On 147 0.212 <ln?4Q 0.062 0~239 1 ... 000 


















_ _, 0095 









RMS ENERGY CORRELATION TABLE FOR DIGITS IN AMERICAN ENGLISH 
(MAXIMUM NUMBER OF FRAMES USED) 
NIJ;'4 i3ER : 5 
!<MS CCRRELl\TI Cl\ 
UNE TWO THREE FO•JR F Ille SIX SE llE N EIGHT 
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TABLE X 
BTR CORRELATION TABLE FOR DIGITS SPOKEN IN AMERICAN ENGLISH 
(MAXIMUM NUMBER OF FRAMES USED) 
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ET F (ff;l'IELATICI\ 
1110 Tl-''l!-E Fcui: FI 11 r SIX SEVEN EIGHT 
0 0 1)2 7 Co I 57 - c. 3 33 - o. 125 -0.347 -o.oo:> -Ooll9 
-0. 63 <; -o. 29'! -Oo724 0.48'> C.l43 -0.239 -C.405 
1.ooc Co C45 Oo423 Ool9E -c 0465 -o 0524 Oo320 
Oe045 lo 0 00 -Ce 123 - o. "49 -Co224 - c. 43 7 -o. 53? 
o. 42 :J -o. l 2 3 1.000 Oo641l 0 .244 -0.1=-~ o. l Q9 
0 • I<; t -Co24<; Co f 4 E l. 000 o.360 0.001; 0 o J'J I 
-0.465 -0.224 Oo244 Oo360 loO 00 Oo429 0 0 IE 5 
-0.!:24 - o. 43 7 -Col 3R Oo01J6 0 0429 I ,OOO OoOO :J 
o.:.i20 -0.~..:2 Oo I 99 o. ~!: t Co If 5 0.001 Io 00 0 















;, t: I 
LEku 
l • Ou U 
-Ue'+UO 
-v. 54 7 
-cl. 003 
J.318 
-u. Uo 7 
u. o:. 2 
-JolJt.2 
u.1~a 
-u • 24 I 
TABLE XI 
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correlation data gives in some way, the general pattern for the corre-
lation of the spoken digits. Tables VIII - XI indicate that, some 
digits are heavily correlated. 
In the following, pattern matching is used to classify the digits 
that have not been recognized by the procedure discussed earlier. 
Recognition of these spoken digits is achieved by cross-correlating the 
pattern of the unknown spoken digit with the stored test patterns of 
the digits zero through nine, as shown by Figures 60 and 61. The 
standard patterns used are that of the RMS and BTR parameters. The 
digit which has the highest correlation is selected. This system 
utilizes no linguistic information, but uses procedures of acoustic char-
acteristics impeded in the RMS energy and BTR parameter derived from the 
equivalent area function. This completes the digit recognition scheme. 
The above method was applied for sample digits and the results 
were very good as shown by Tables XII and XIII. However, more sample 
digits have to be tested before the recognition rate can be given. 
Figures 60 and 61 can be used for further research for testing 
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Figure 61. Future RMS and BTR Correla-
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TABLE XII 
RMS ENERGY CORRELATION TABLE FOR TWO SETS OF DIGITS SPOKEN IN AMERICAN 
ENGLISH BY TWO DIFFERENT SPEAKERS 
i:;~·s ([f;~ELATl1:1' 
Ul•L. 11<0 rt-nt:c r r.Lo r; F (\,I' s"' SFVF.N F IGHl 
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ACOUSTIC PHONEMIC DIGIT RECOGNITION SCHEME FOR 
DIGITS SPOKEN IN ARABIC 
Introduction 
In the last chapter, the phonemic digit recognition was discussed 
based upon acoustic patterns of phonemes. Obviously, a similar approach 
can be used in recognizing digits in other languages. The only differ-
ence is that the phonemes for a given digit in two languages will 
generally be different. Also, some of the phonemes used in some lan-
guages may not be in other languages. For example, the glottal phoneme 
in Arabic is not in English. In this chapter, the ideas in Chapter IV 
are extended for digits spoken in Arabic and is shown that the phonemic 
Arabic digit recognition can be accomplished in the general frame 
work of speech processing. 
Arabic Phonemes 
There are about 57 phonemes in Arabic Language, but only 24 phonemes 
are used in the digits 0 to 9 in Arabic. Table XIV shows the Arabic 
alphabet and its equivalent translation into American English [70]. Also 
Figure 9 and Table IV classify the phonemes used in digits spoken in 
Arabic. There are ten vowels, three of which are short vowels and 
three can be long vowels, where it is really pronounced long as in 
/eai~eah/ (three), i.e. the phoneme /a/ is a long vowel. The short 
163 
.TABLE XIV 
TRANSLITERATION OF ARABIC WORDS AND NAMES 
I j Consonantal l a .lit ........................ t 
$ I sound J .l:i ........................ ~ 
I Long vowel • a ( ....................... . ' Un\·e..Wd &Po"t.ropb•) 
y .................. - .... b c ........................ s 
.:) ........................ t w f 
0 ........................ tll J 
u 
........................ q 
IE: ........................ J 
'C ........................ h J 
., ..................... . k 
I 
t ........................ kh (' ························ m 
.J ........................ d l!l ························ n 
" ........................ ~ • "' ........................ h 
J ........................ r ' consonant 
j ........................ z ' long vowel• 
.._,. ........................ s ' diphthong 
.j ........................ sh \} consonant 
..J' ........................ s '2 long vowel • 
..} ........................ dh 1..5 diphthong 
Short vowels : ...!... lfat~ra( a 
-, (kasra) 







vowels are /a/, /i/, and /u/. For example /a/ as in /wahid/, (one). 
A A 
The long vowels are /a/, ·/u/, and /i/, as shown by Figure 9 &nd 11. 
Dipthongs do not appear in Arabic digits. 
There are nine basic sounds which fundamentally differ from any 
sound in American English. These are /h/, /kh/, /s/, /dh/, /t/, /Z/, 
- . - . . 
/p/ or /A/, /g/, and /q/. Since these phonemes are very difficult to 
. . . 
be produced by a non-Arabic speaking person, a brief description of 
the articulatory problems will be given below for interest. 
The Emphatics 
This group of Arabic sounds share some common features: 1) they 
are all produced with the back of the tongue raised towards the back 
roof of the mouth; 2) all of them have non-emphatic counterparts, from 
which they should be clearly distinguished; and 3) in producing echo, 
these sounds produce more echo and 'thickness of voice' than their 
counterparts. 
Both vowel and consonant productions may involve the simultaneous 
activity of many articulators. For vowels, the tongue, velum, lips, 
and larynx are all in operation. It is difficult to say that one arti-
culator's movements is more important than another's. In languages 
other than American English, the lips and tongue may form simultaneous 
vocal-tract stoppages [ 19121]. Multiple articulation is important in 
Arabic. 
Velarized Phonemes [67] 
The Arabic /s/ is a velarized alveolar /s/. It is alveolar, which 
means that it is produced not at the teeth, like the /s/ as in 'seen', 
166 
but further back in the mouth. It is velarized, which means that the 
back part of the tongue is made tense, with some raising up toward the 
soft palate or velum, as illustrated by Figure 62, gi~ing the 
Isl sound .a velar effect. Thus the phoneme Isl is quite different 
from the phoneme Isl. 
The Arabic phoneme ldhl or ldl pronounced as 'daad', has no 
. 
American English equivalent. It is a velarized voiced alveolar · 
stop. From another view point, it is like the phoneme ldl, with the 
addition of velarization [67]. It should be pointed out that one side 
of the tongue gets closer to the side of the mouth that touching the 
molars. 
The phoneme ltl, pronounced as 'taa' is the emphatic counterpart 
of the phoneme ltl. The consonant ltl is a voiceless alveolar stop. 
It differs from the plain American English ltl, which is often aspi-
rated (i.e., it is produced with a slight puff of breath); while ltl 
is not aspirated [69]. 
The phoneme l~I pronounced as 'thaa' is a velarized voiced inter-
dental fricative; it is like the American phoneme l~I as in that, with 
the addition of velarization (the tensing up of the base of the tongue). 
Throat and Back-of-Mouth Sounds 
The phoneme IPI, i.e. /A/ pronounced as 'Aayn' is not generally 
used in the English Language. It is a voiced pharyngeal fricative. 
The 'Aayn' is similar to the sound one produces sometimes to express 
feeling of being strangled. This sound is produced deep in the throat 
contracting the muscles in there and forcing the air through, like 
[s] } AS SPOKEN BY A 













Figure 62. Tongue Position for the Emphatic-




'arbap3h' in Arabic for digit four. It is important to distinguish 
this sound from 'Haa' as it causes some echo in the mouth, which could 
be clearly noticed if one closes one's ears when producing the sound 
'Aayn '. 
The phoneme /!iJ_/, pronounced as 'gayn' is very close in pronuncia-
tion to standard French 'r'. It is like the noise one makes when 
gargling without water. It is a voiced velar fricative. This sound 
should be distinguished from American English 'g' for which the air 
stream is completely interrupted in the area of the back roof of the 
mouth. 
The phoneme /5J../, pronounced as 'qaaf' is produced in the area 
deeper and more to the back than k. It has a very clear echo in the 
mouth, as distinct from k or g in American English. The closest 
sound in English is heard in pronunciation of words like 'caught', but 
it is still deeper. 
The phoneme /h/ like /wahid/ for Arabic digit one; it is a voice-
less pharyngeal fricative. It is produced with the base of the tongue 
near the back of the pharynx (throat) and the pharynx walls strongly 
constricted. There is no contact whatsoever between the base of the 
tongue and the velum. 
The phoneme /hk/ is a voiceless velar fricative. It is produced 
by narrowing the passageway between the back of the tongue and the 
velum, so creating friction as the air passes through; the vocal cords 
are at rest. The digit (five) in Arabic is /khAma3h/has the phoneme 
/kh/ which is sometimes written in the form /x/ which has nothing to 
do with the American English sound x. The phoneme transcribed as /kh/ 
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sound is produced with a continuous stream of air, as opposed to k which 
has an interrupted stream of air in pronunciation. It is closer to 
German ch in 'nacht', Scotch 'ch' in 'loch' and Latin American pronun-
ciation of 'j' in 'mejor'. 
Minor Differences 
The phoneme /r/, pronounced as 'raa' should be distinguished from 
its counterpart in American English. In Arabic, it is produced by the 
tip of the tongue rapidly touching the alveolar ridge (or the area just 
over the gums of the upper front teeth). Occasionally, we hear a very 
similar sound in the pronunciation of the t and d in American English 
'latter' and 'ladder'. It is also similar to British English r in 'very' 
and Spanish r too. The tip of the tongue is !not curled when pronounc-
ing the phoneme /r/ as in /~efr/. 
The phoneme/£/, pronounced 'laam' as in digit /8ata8ah/ in Arabic, 
meaning three, has a unique case in Arabic. Usually it is like in 
western languages in general and American English /£/ in words like 
'leaf', 'lip', but not 'lot' or 'low' • 
There is an important difference between the Arabic sound /£/ and 
the American English /£/. Most speakers of American English pronounce 
the phoneme /t/ with back of the tongue raised somewhat toward the 
velum, resulting in a velarized/£/. This velarized quality of the 
English /t/ is especially noticeable at the end of the word. For 
example as in feel or bell. The Arabic /t/ has a non-velarized or 
clear sound. The clear It/ results when the back of the tongue is 
relaxed and not raised. 
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The Arabic phoneme /s/ corresponds to the American English Isl as 
in 'see'. The Arabic Isl is dental pronounced with the tongue tip at 
the upper teeth as in the Arabic spoken digit lkhAms3hl, i.e. five, other 
examples are shown in Table III and IV. It is interesting to point 
out that.the American English Isl is alveolar, pronounced slightly 
behind the teeth, giving slightly lower-pitched Isl. 
The Arabic phoneme lhl as in lea~~eahl, is like the American English 
lhl as in 'hat' and 'heat'; it is a voiceless glottal fricative. It is 
generally considered as whisper. The Arabic lhl differs from the Ameri-
can English lhl in the following ways: 1) it is pronounced with more 
force than in the English lhl; 2) it can be pronounced at the end of 
a syllable word; 3) also it can be held twice as long. 
The Arabic phoneme lel, as in lea~aeahl, digit three in Arabic, 
is like the American phoneme lel, as in digit leril in American English. 
The only difference is that the phoneme lel is followed by a front 
vowel in digit leril spoken in English, while it is followed by a back 
vowel in the same digit spoken in Arabic. Similarly the phonemes lfl, 
lwl, ldl, lnl, lml, lbl and lyl have no noticeable differences when 
used only in digits spoken in Arabic. 
Finally an important feature in Arabic phonology is that of germi-
nation, which means that the consonant is doubled in pronunciation as 
in the digit /si~3hl, i.e. six. Furthermore, the feature impeded in 
the spoken digit depends considerably on the degree of constriction 
and tongue hump position, as shown by Table IV and discussed in 
detail in Chapter II. In addition a simple comparison spoken by 
American English and Arabic is shown in Table XV. 
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TABLE XV 
COMPARISON BETWEEN BEGINNING AND END OF ENGLISH AND ARABIC DIGITS 
Digit Start End Digit Start End 
/ziro/ Voiced f B.V /serf/ UV.f Semi Vowel 
/wAn/ Semi Vowel Nasal /w~hid/ Semi Vowel Voiced Stop 
/tu/ UV.f FV-BV /ien~n/ F.V Nasal 
/8ri/ UV.f F.V /ea1aeah/ UV.f M.V* 
I£::> r I UV.f Semi Vowel /arbapa; M.V M.V* 
/falv/ UV.f Voiced f /xAms3h/ Fricative M.V* 
/siks/ UV.f UV.f /sltt3h/ UV.f M.V* 
/sevrn/ UV.f Nasal /sAbp3h/ UV.f M.V* 
felt/ Dip thong UV. Stop /8amanyah/ UV.f M.V* 
/naln/ Nasal Nasal /tisp3h/ UV. Stop M.V* 
* These mid-vowels (M.V) are followed by a whisper phoneme /h/ as 
shown in Table IV. 
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Segmentation 
The segmentation scheme, used previously in Chapter IV, is utilized 
for locating the boundaries of digits spoken in Arabic, because it is 
based on silence, voiced and .unvoiced decisions. In addition, the end-
point detection scheme discussed earlier is based on the assumption · 
that all digits spoken in American English have no silence intervals 
among them, with the exception of digits zero and seven. However, the 
segmentation algorithm will account for the number of boundaries in 
digits spoken in Arabic provided that the number of spoken digits are 
known. In addition the number of phonemes for each digit must be 
known. This is because seven of the digits spoken in Arabic have si-
lence interval in the middle region and the rest have voiced interval 
in the middle region. Table IV illustrates the sequence of sound 
classes for the digits spoken in Arabic. The middle region dips, for 
the digits that have silence region, can be seen from the smoothered 
RMS energy plot. Successful segmentation is achieved provided that 
the ZCR and energy threshold for silence, unvoiced and voiced segments 
was properly set. This method of segmentation is discussed in detail 
in Chapters III and IV. 
Digit Recognition Flow Chart 
Once the digit boundaries are located, the RMS energy per frame 
is computed for the spoken digit as discussed earlier and shown by the 
flow chart of Figure 28. The difference between English and Arabic 
digit recognition is that the digit phoneme tree is different. The 
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RMS energy is smoothed and then quantized to a maximum level of 100, 
which essentially normalizes the data. Following the flow chart, the 
smoothed quantized RMS peaks are computed and stored for the uttered 
digit. RMS plots are shown in Figures 63-83.. For each uttered digit 
the ratio of the largest two peaks is calculated, so that it is always 
less than unity. As a first step towards phonemic digit recognition, 
the computed values for the peak ratios for each uttered digit, zero 
through nine is then stored. A threshold .level is adjusted according 
to an empirical value. Tables XVI and XVII give the range for the 
largest two peaks and the value of their ratio. The computed ratio 
is first compared to the emperically established threshold. If the 
peak ratio of the unknown spoken digit does not match the established 
range, then the first idea based on RMS energy does not work. It has 
been found from measurements, based on five sets of data, that the 
actual digit is recognized more than half the time. The other part 
of the time it indicates that no digit is identified. It can be con-
cluded that the peak ratio value is speaker dependent. This completes 
the first digit recognition idea. 
Preceding in the second path of the flow chart in Figure 28, the 
signal is Hamming windowed, where the window length is assumed to be 
150 points. Fourteenth order LPA model is computed using 128 points 
per frame. As before, the parameters signed FBR, the smoothed BTR, 
CTR, and FTR are computed. Plots are then obtained for these parameters, 
as shown by Figures 84-93. The RMS dip-classification is applied in 
the phonetic feature detection section followed by the two vowel, vowel-
like and non-vowel decisions, which are based on the RMS and BTR contours. 
An 'OR' decision is finally made using the above two classification 
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Figure 78. 
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Smoothed and Quantized RMS Energy Contour for 
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Smoothed and Quantized ID-1S Energy Contour for 
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Smoothed and Quantized R..~S Energy Contour for 
Digit Seven, i.e. /sAbp~h/ Spoken in Arabic, 

















1JeloJUU1.:.tUJ ••t•t•t .. ••tt•tttt•t.ftt•1ttt1tt++tttt•"t••t+ttt••tt•tttfttt:t+t++•t*tt•ttttt+t••ttttt••t•t•+•t•titt+-t.t+tt 





o ... a~OEH>2 
lolle .JI) 7UE: + 02 
l>e.C.l)t,10E+02 























• 0 0 ~ 







0 0 0 
0 
0 







.JellJUUt.•Ul o••o•••··································-······•ot••····'··· •t••••••t·••••••c-~ •*··········~ 1"+•.(..tt••O*•O 
u.toooF.+CI o.7AO\lJ::+OI O.l•fOF-+02 o.21,,.or:+02 o.?f~OE•02 o.3SiJOritl2 
h tJ • 
Figure 82. 
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Digit Nine, i.e. /tlspah/ Spoken in Arabic, 




SMOOTHED RMS ENERGY PEAKS AND THEIR RATIO'S FOR DIGITS SPOKEN 
IN ARABIC WITH VARYING AMPLITUDE AND FIXED MEAN 
Digit pl p2 Ratio 
/sefr/ 11.35 8.64 0.76 
/Wahid/ 12.39 
/ien~n/ 23.11 
/eai.3.eah/ 27.38 100.67 0.27 
/arbapah/ 1.52 9.48 0.16 
/khAmsah/ 46.98 15.97 0.34 
/sltt()h/ 34.85 32.41 0.93 
/sAbPClh/ 5.1 8.07 0.63 
/6am~nyClh/ 5.54 16.97 14.27 0.84 

















SMOOTHED AND QUANTIZED RMS ENERGY PEAK RATIO'S 
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Figure 84. 
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Smoothed and Quantized Feature Parameter for Digit 
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Figure 85. 
(a) FTR 
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Figure 86. 
(a) FTR 
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Figure 87. 
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Figure 88. Smoothed and Quantized Feature Parameter for Digit 






























o. ru .Jot +u2 
















































u.IOOOE+Cl o.6.0'JE+OI o.tlAOF+02 o.17?0E+02 •l.?.?~Oft02 o • .lfHHlf'+02: 
(b) CTR 
. ( . 0 ~ F A A Jill F 
Figure 88. (Continued) 















I• ~..to.1.JLt•JJ ........ •••·•••+t\-••••••••+-\' ........ , •••• ¥ ... ••t , ... , ............ t•O•q+••t+t••-t••••+• t•t•••••ttt+••ttttt•1 t•••••••+t 
u. -...J t Jt:. t ul 
0 
. 
.j e.JJ..!oJL t'J~ 
• 
J• IU.J.JC.'t"~~ 
. a 0 
• 
• 





































































• ~.~"~U~t~l t•t•••••••••••••••••t•~•••••t•+ft•••••••••••••••••••••••••t•t•••••••••t•t••••••ttt•••••t•O••••••••••t 
\.i.iOUOCtCI c.t4COE•Oa o. l l f0Et02 0.1 720E•02: 0.-22t:OE t04· o. 2'600F +02 
(c) BTR 
h ( • C F F Fi A M E 
~ 


























































• u.1J~Ot+Jl o•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
UelOOOE+Cl Oe5t00Et0l O.l0'-0F.f02 Oel411110E•02 Cel\4C[tC2 0.2400f-+O< 
(a) FTR 
N C o 0 ~ F J< /1. '4 r 
Figure 89. Smoothed and Quantized Feature Parameter for Digit 
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Figure 91. Smoothed and Quantized Feature Parameter for Digit 
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Figure 93. 
(a) FTR 
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schemes. Furthermore, the SFBR parameter and the BTR parameter are 
used to separate turbulence noise segments from back vowel segments 
227 
and nasals segments from vowel segments respectively. The classifica-
tion of each segment is stored, so .that it can be utilized in the third 
stage, for actual digit recognition. 
The second path in Figure 28 is implemented as before. Table 
XVIII gives a summary of the beginning, middle, and ending sound classi-
fication of digits spoken in Arabic. This table is derived from Table 
IV. The decision algorithm is based upon the uniqueness aspects 
of the classifications of a particular digit. This is illustrated by 
Table XVIII. For example, the digits zero, one, two and four have 
unique classification for beginning and ending sounds. These four 
digits are therefore decided on the beginning and ending sounds. · The 
digits seven and eight can be separated from the remaining digits 
using the non-vowel uniqueness aspects in the middle region. The 
remaining digits thru, five, six and seven have the same uniqueness 
aspects at front and end region, but the middle region is different. 
The flow chart in Figure 94 gives this procedure for recognizing 
the digits spoken in Arabic. 
The above algorithm was tested for five male speakers whose 
native tongue is Arabic. The accuracy rate was about 70 percent. The 
speakers have different accents, which accounts for the inconsistency 
of the peak ratios among different speakers. The results were much 
better when the spoken digits were intact, and the accuracy ratio was 
about 95 percent. By this method, the digits six and nine have the major 
problem. The reason is due to the fact that different speakers tend 
to stress different phonemes in the spoken digit. This fact affects 
228 
TABLE XVIII 
SEQUENCE OF SOUND CLASS REGIONS OF DIGITS SPOKEN IN ARABIC 
RMS and BTR Decision 
Digit 
Beginning Middle End 
/sefr/ NV FV/NV VL 
/wahid/ VL BV/FV NV 
A 
/i8nan/ FV VL/BV VL 
A 
/ea2aeah/ NV VL/BV/NV MV 
/arbapah/ MV VL/MV MV 
/khAmsah/ NV MV/VL/NV MV 
/sittah/ NV FV/NV MV 
/sAbpah/ NV MV/VL MV 
A 
/8amanyah/ NV ~/BV MV 





Figure 94. Decision Tree for Digit Identification 
for Arabic Language 
229 
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the value range of FV-MV indication for different speakers. It is 
interesting to point out that if the spoken Arabic digit has a long vowel 
followed by a consonant (VVC) then that vowel is always stressed. It is 
pronounced louder than the other vowels; otherwise the first vowel of 
the digit is stressed. This can be seen from Table IV, which shows 
digit nine, /tispah/, have VCCV, where as digit six have either VccV 
or VCV, depending on how the /t/ is stressed. In addition, these 
two digits have almost similar characteristics in all the three regions. 
In fact the digit six,/sittah~ indicates that it has VCCV in the cen-
ter because there is double /t/, i.e. the duration of the /t/ is doubled. 
Even though the second recognition idea is more reliable, the recogni-
tion result is based on the two paths for robustness. If the two paths 
give different results, or that no decision has been made, the pattern 
recognition procedure will be used. This is discussed next. 
Pattern Recognition Scheme 
In order to ascertain that the recognition scheme is robust, the 
cross-correlation coefficients are used in a pattern recognition 
scheme. The correlation coefficients is computed for the spoken 
digit using Equation (43). The flow chart of Figure 60 shows that a 
standard RMS and BTR pattern of the digits zero to nine are first 
selected using emperical rule, then stored. The RMS pattern corre-
lation coefficients of the unknown digit is computed with maximum 
number of frames, then compared with the standard pattern. The 
correlation coefficient threshold is chosen emperically. If no 
recognition results, then the unknown digit is correlated with the 
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patterns of the remaining digit. The digit which has the highest 
correlation is selected. The same procedure is followed using the BTR 
pattern. The BTR pattern of the spoken digit is matched by the cross-
correlation process. The RMS energy and BTR correlations for digits 
spoken in Arabic are shown in Tables XIX-XXIV. The cross-correlation 
process involves selecting the best match by locating the reference 
pattern which gives the greatest correlation coefficients with the 
pattern to be recognized. This system utilizes no linguistic informa-
tion, but procedures of acoustic characteristics impeded in the RMS 
energy and the BTR parameter as discussed in the previous chapter. 
The above scheme was applied for sample digits. The results, 
as shown in Tables XXV and XXVI, were good. However, before the 
recognition rate can be given, more digit patterns have to be listed. 
The computer programs are given in detailed form in Appendix B. This 
completes the discussion on the digit recognition scheme for digits 
spoken in Arabic. 
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BTR CORRELATION TABLE FOR DIGITS SPOKEN IN ARABIC 
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RMS ENERGY CROSS-CORRELATION TABLE FOR TWO SETS OF DIGITS 
SPOKEN IN ARABIC BY TWO DIFFERENT SPEAKERS 
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SUMMARY AND SUGGESTION FOR FURTHER STUDY 
Summary 
In this thesis a Robust Phonetic Digit Recognition System for 
digits spoken in American English and Arabic has been developed. A 
three-stage recognition scheme has been developed based on the RMS 
energy, the equivalent area functions and pattern analysis. The first 
stage uses rectangular window for segmenting the spoken digit into 
128 data points per frame. The RMS energy is computed per frame, 
followed by a smoothing routine, to remove any undesirable ripples 
without loosing any useful features. The smoothed RMS energy is then 
quantized to a maximum level of 100. This form of normalization made 
the RMS peaks to be more consistent with different speakers uttering 
the same digit than using a fixed mean and varying amplitudes. The 
later type of data scaling is avoided, because the amplitude value 
depends considerably on the number of data points which depends on the 
end point detection algorithm. The largest two peaks are computed from 
the smoothed RMS energy and their ratio is computed, which is assumed 
to be less than unity. An emperical threshold value is established 
from seven different speakers for American English digits and five 
different speakers for Arabic pigits. 
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In the second stage, the data is first Hamming windowed, then a 
first order low-frequency pre-emphasis is used with a gain of (-1.0). 
A 14th order linear prediction analysis model is applied to the win-
<lowed. signal. Useful measures are extracted. from the smoothed and 
quantized RMS energy functions·for effectively distinguishing vowel 
intervals from non-vowel intervals. The vowel, vowel-like and non-
vowel intervals detection is based on the RMS dip-classification. In 
addition, the parameters FTR, CTR, and BTR are computed from the equiva-
lent vocal-tract area via LPA. These parameters have some useful mea-
sures, acoustical and phonemic features. However, the BTR is not 
only found to be reliable, but sufficient for distinguishing vowel, 
and non-vowel intervals than the CTR. An 'OR' decision control is 
used based on the RMS dip-classification and BTR parameters for 
correctly identifying vowel, vowel-like, and non-vowel segments. Two 
different digit recognition trees are then used, based on vowel, 
vowel-like and non-vowel decision scheme for each language. 
In the first stage, the digit recognition rate is about 60 per-
cent (55 percent) for digits spoken in American English (Arabic), 
whereas in the second stage the digit recognition rate is about 75 per-
cent (70 percent) for digits spoken in American English (Arabic). 
However, a digit recognition rate of 95 percent is obtained with Ameri-
can English, speaking in a sound proof chamber. The low recognition 
accuracy for digits spoken in both languages is due to that all 
the speakers have different accents. In addition most international 
speakers tend to stress a vowel or a consonant with a spoken digit. 
Another important reason is that some of the spoken digits are not 
intact. A lower recognition rate is obtained for digits spoken in 
242 
Arabic, because some Arabic digits have silence interval in the middle 
region of spoken digits. Wrong boundary detection resulted whenever 
the digit is not intact. 
In the final stage, the digit recognition algorithm, based on the 
correlation coefficients of the RMS and BTR parameters, is used if no 
digit is identified by both procedures. A 97 percent recognition rate 
is obtained for digits spoken in both languages. The number of 
speakers used in this research is rather limited, indicating that 
the recognition scheme cannot be completely classified as speaker 
independent. The cross-correlation scheme improved the recognition 
rate accuracy considerably. In addition, it furnished a better 
understanding of the feature uniqueness among the digits. For example, 
it has been found that the digit seven is not heavily correlated 
with the same digit in another set. This is because international 
speakers tend to either emphasize the semi-vowel /v/ or mis-pronounce 
this vowel. 
Similar recognition rate is achieved for digits spoken in Arabic. 
The RMS and BTR patterns are used so that, the spoken digit will always 
be identified, either by the BTR or by both parameters. 
Suggestions for Further Research 
Some extensions to the present research are proposed below. 
The parameters derived from the equivalent area functions dis-
cussed in Chapter III need to be further studied. That is parameter 
normalization, where no prior knowledge about the input speakers is 
required, needs to be further investigated. Especially the vocal-tract 
243 
length and area functions .may be first estimated from the acoustic 
speech waveform, and then the area function is normalized to an acoustic 
tube of the same shape having a certain reference length • 
. The two dimensional plots of BTR versus CTR may give a unique 
pattern for a given spoken digit after parameter normalization. Fur-
therrnore, three dimensional plots of BTR, CTR and FTR may give additional 
insight into the phonemic features of spoken words. Definite pattern 
uniqueness for the digits zero to nine may result after parameter normali-
zation and boundary limit modification. An overlap limit for the front, 
central and back cavity may modify these parameters to be very effective 
for discriminating between front, middle, and back parameters. 
In this study, spectrum analysis is avoided, in order to have an 
efficient recognition system. However, studying consonant features 
using selective Linear Prediction Analysis may improve detection of 
nasals, voiced fricatives and plosives. But normalization of the fre-
quency scale is of major importance. This may lead to speaker verifi-
cation system. Additional research in terms of the radius r at the 
0 
constriction and its distance from the glottis may allow new results 
in word recognition. 
This research has opened up a new area in speech and speaker 
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Figure 96. Plots of CTR vs BTR for Digit One N 
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It would, of course, be more desirable to develop a digit recog-
nition system for digits spoken by randomly selected untrained speakers 
rather than for a trained speaker or group of trained speakers. In 
persuit of this objective, seven speakers were selected, two American 
males, two American females and three international males. Each person 
spoke the digits zero through nine in American English. Also several 
combinations of three connected digits were spoken by the seven speak-
ers. In addition, three sets of digits zero through nine were spoken 
in a sound proof chamber. Comparably, five Arabic speaking people 
were randomly selected and they spoke the digits zero through nine in 
Arabic. 
The analog-to-digital conversion system used to prepare the 
data for computer processing is shown in Figure 105. A low-pass 
second order filter with a gain of 2 and 4 KHz cut-off frequency is 
used as shown in Figure 106. An 8 KHz sampling frequency is used. 
Furthermore, a 10 bit quantizer is used with an analog signal range 
of + 10.24 volt. Therefore 20 mV/Bit resolution was obtained. 
The speakers were instructed to depress a button as they began 
their speech. This caused a pulse to be entered on tape. The data 
entry procedure is not begun until this, triggering pulse, is detected 
in order to activate the system. Following detection of the trigger-
ing pulse, the voice data entry computer routine is activated, but 
the A/D conversion does not begin until the speech energy exceeds 
a preset threshold level. When this level is exceeded, the voice 
•• TRIGGERING 
SIGNAL 
•• SPEECH DATA 
~:' ...__..... AID FILE 
LOW-PASS 
FILTER 




20 mV /BIT RESOLUTION 
8 KHz SAMPLING RA TE 













Pin [!) and [fil input for offset voltage (Null Circuit) 









This subroutine computes the RMS energy using 128 data points per 
frame. The details are explained in Chapter III. A flow chart is 
given in Figure 107. 
Subroutine FBTR 
In this routine the area functions from the reflection coeffi-
cients are computed. The BTR, CTR and FTR and SFBR are then estimated 
as discussed in Chapter III. A flow chart is given in Figure 108. 
Subroutine Smooth 
This routine performs 3 and 5 point median smoothing of a 
discretized input signal. A 3-point Hanning window smoother is used 
in conjunction with the median smoothers. A detailed discussion is 
given in Chapter III. 
Subrou1;ine Quantz 
This routine performs the linear quantization of the data in an 
array. The resulting values are in the range 1-100 as explained in 
Ch&pter TV. 
Subroutine FDIP 
The maxima and the minima in the RMS energy contours are located 
and then passed to the dip-classification routine. A flow chart is 
given in Figure 109. 
NPF = 128 
Function: t-tnd RMS energy 
128 data point per frame 
I= I +1 
J = J +1 
JJ = (I-1) * NPF+J 
SUM = SUM + S(JJ) 
NO 
NO 
SUM RMS(l): NW 
Figure 107. Subroutine FRMS 
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Function: Find the BTR and SFBR from the 
reflection coefficients 
FIND AREA FUNCTIONS FROM THE 
REFLECTION COEFFICIENTS 
M 
BTR = L 
i =M-P 
Figure 108. Subroutine FBTR 
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Function: Find the maximums and minimums 
in the RMS energy 
{ 1 : increasing IUP = 0: decreasing 
r = r +1 
IUP = 1 
I : 2, J = 1, K = 1 
NO 
MIN(J) = R(I) 
IUP = 1 
I =I +1 





NMAX = K-1 
NMIN =J-1 
Figure 109. Subroutine FDIP 
MAX(K) = R(l) 
IUP = 0 
I= I +1 




It finds the statistical distribution of v:-v~ and v:+1-v~, 1 J 1 J 
which will be used later to determine the slicing functions SL2 and 
SL2, as explained in Chapter III. 
Subroutine Class 
This routine classifies and identifies the three types of dips 
according to the slicing functions and the sign of z1 , z2 , and z3 as 
discussed in Chapter III. A flow chart is given in Figure 110. 
Subroutine DWIND 
This subroutine windows the data prior to low-frequency pre-
emphasis. It uses a 150 point Hamming window. 
Subroutine Auto [17] 
This routine is for implementing the autocorrelation method of 
linear prediction, and uses 128 points. 
Subroutine DIGIT 
This routine recognizes the spoken digit using decisions based 
on phoneme sequence as discussed in Chapters II, IV, and V. 
Subroutine Spect 
This routine finds the ratio of the energy in the high frequency 
to that in the low frequency. 
DIP CLASSIFICATION 
Z1, Z2, 
NFRAME, MAX, MIN, RMS, 




IA AND rs 
TO ZERO ._ ___.. 
-{
This could be done in the main 
program with a DA TA statement 
if the routine is used once 
I = 1 
I> NMIN 
I= I +1 
Il =MAX CD. JJ:MINCI) 
KK = MAXCI+1) 
R 1 "" RMS(JJ)/RMS(II) 
R2 = RMS(JJ)/RMS(KK) 
RMIN = AMIN(R 1, R2) 
RETURN 
X 1 = ALOG(RMS(ll) ), X2 = ALOG(RMIN) 
Z1 = .63 * X1+.77 * X2-1.03 
Z2 = .87 * X 1 +.50 * X2-.86 
SL 1 = RMS(JJ) +CDS 1 * (RMS(Il)-RMS(JJ)) 
iSL2 = RMS(JJ)+CSD2 * (RMS(KK)-RMS(JJ)) 
Figure 110. Subroutine Class 
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DIP CLASSIFICATION 
IB =JJ, IF =JJ 
IB= IB-1 YES 
IS(JJ)=3 IS(JJ):4 
IF:IF +1 
WRITE re. IF, z1.14 ______ Y.;..E-.S~-< 
Z2, SL 1, SL2 
Figure 110. (Continued) 
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Subroutine UGETIO 
This routine plots the RMS energy, BTR, CTR, FTR and the decision 
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OIME~SlUN til40Qoll 
INIEGEI< IMA ... 4l5lf>llolTlllE!l44lolCtHIR(IOI 
R tAL HANIOEI A I 
OAIA 1C.HA~ll l/lHO/oRANGE/4•0.0/ 
CALL J ... EllJ(loNINoNOUll 
Rt.AO ("llN.IUOll CITITLElllolst,1441 
1001 FU><MAT (7~1111 
:> U 2 I I = 1 , NF l'<A NE 
Bl!oll = A~~AY(il 
Xl 11 = FLOAT(l.I 
I NC =1 
MM= I 
I Y : NFHAME 




























»IMENSION RMS(l I oMAXCIOGl.MIN(lOOI 




OU I~:> 141\' "I , I 0 0 
MA.(I MAAI 
14 I .... ( MAA I 
(NH + 11 








17 C.Ol~T ll•UE 
IOU.( 2 ll GO TO 99 
IOU If (l.JI-' of::~o 11 GO TO 19 
IF IH"I:;( 11 oGc • RMS( 1+111 GO TO Ill 
Mi r..(J I :j 
l u.->=I 
.J=J+I 
I~ GU TO «O 




























































SUUROUTINE FCSO(NMAX.N"'INtRMS ... AXtMINtCSDl.CSD~I 
Jl>IEN51UN .;'4SllltMAlllll tMIN(lt 
S.VM =O oO 
i:>U 2 4 4 I : I , NMA X 
LL=MAX I I I 
Nt.=MI NI I I 
SUM=SVM•(HMSCLLl-R"'S(NNll 
2'+~ <.UNl INVE 
CSI.> I =SU"4/FL OAT( NNAXI 
SUM=o.o 
NMA=NMAX-1 
DU 25 I= I oNMA 
LL&MAX 11 +l I 
NN:MI N( I I 
SUM=SU>l+(RMSlLLl-RMSINNll 














SUURuUTI N: CLASS( lo!FRAME ... AX,l'IN,RlllStCSCI .cso2. 1.-.1s ,NMIN1SFBRI 
Jl'IEl\SIUN MAXtl J eMINll I ,!IMS(l It IAl38.\l, JSC384J 
Li IM<.NSIJN ;,FBMI 1J 
.>O 22 I =I tNFRAME 
IA( 11=0 
ISi I •=v 
.:;2 CLNTINUc 
DU 2~ l=loNMIN 
11 =MA XI I I 
JJ =MIN( I I 
KK=Ml\X( I+ I I 
RI =f.1'4S( JJl/RMS( 11 I 
R2ai!M.>I JJ ll'RN.>(KK l 
I'< MI N =A Ml NI ( " l • R .i! I 
IYJ IFIALU.-IF.MSlllH oLTo loO oORo SF80.(JJl,GT,llo!ll GI:' TO 2.\ 

























































































































IF I l I .LE• o.o eANO. Z2 .LI:• o. 0 I Ge tC 91 
01" <! 
IF <ZI •LL• a. o 1.." A Pl.De Z2 .GT• o.o I GC TC 92 
01" 3 
IF 'll • u.1. o.o •ANO. Z2 eGT • o. 0 I GO TO 93 
ISIJJl = 4 
GW 10 y9 
ISIJJI = I 
til.J TO Y3 
JS I JJ I = Z 
GIJ lU <,;;, 
ISIJJ) = 3 
G(J 10 9Y 
IF (~'4SllBl •LT• SL! oANO. IB oGTo ll GO TO 101 
GU T 0 I OZ 
lt:I = I B -
GO I U .Y5 
IF 4 '< '4 S( If l •LT o SL 2 • MtO. IF •LT• I' FAA "E I G C T 0 I 0 3 
GO TU IU4 
H· = IF • I 
GO ru IO<! 
DO 105 II<. • IS • IF 
IF llSIJJI eEl.I.• II IA(IKI • 2 
If 'IS(JJI .ea. z I '"'II( I .. 
IF (IS<JJI eElole 31 l•CIKl • 0 
CUNT JNUE 
WldlE(o,10001 IB.&F,ZI ,22,SLloSL2 
FORM .. T(' 18= •,&JOI' 
I' IF= 'ollJ/ 
2 ' L. 1 = 1 • JPt; I 4e 6/ 
J' l.~= '•I PC:l4eb/ 
.. I 5L 1 = • • • ""E J •• 6/ 




SUi.!AUvllNE. i>WINUF (Y,,._olHAM,l'REoXPRE) 
0 I MENS Ii.JN YI U 






A~RAY CUNTAINll'G THESJGNAL TC BE USFD 
NUMOC:R CF POI" TS 
ALPHABET IC 'Y • DA 'N' TO CONTROL WINDOW \.SE 
PkEEMPHASIS F•CTOR (-1.LEePRE•LEoll 
~~cVIUUS SIGNAL POINT FCR P~CFER PAEEWPHASIS 
IF PRE > 0 , HIGH FRECUENCY PREEMPHASJS JS USED 
IF PRl < u • l..OW FREOUEl\CY PREEMPHASIS IS USED 
IF IHA'4"' 'Y '• A HAMA!ll'G WINDOW 15,USEO 
IF IHAM 'N '•NU WlhDCW IS USED 













































































NMl >;: J-1 
DATA 1CHY'10/ 
HA•~( I I = •"'- - o4o•CCS( ll-1 l•CC1NSft 
PI = J. l 4 l :>92t>b 
LUNST = .!•1-'l/N 
If I IHA'lo•~~.JCHYI GO TO !50 
Hll>~ F~EOUENCY PFEE~PHASIS ANO ~AV~ING WINDOW 
IF (Pf<LoLToOol l>O TO 30 
El = XPh:: 
DO 2 I) I= I, N 
A : ~ (I l 
Y:ll "'(A-P~E•8l•HA'4(11 
i.!v El : A 
1.>U 10 100 
3v B = o. 
DU 40 (:cl•N 
A= Ylll - PkE.•B 
Y(ll = 4*HA'4(ll 
00 tl = A 
.;u TO 100 
C Hl~H FHE.QuENCY PAEE•PHASIS ANO NC mlNOOWING 
L 
(. 
5u If CPtH:.oL ToOol l>IJ TO 80 
tl = XPKfo 
jU 7 0 I= I, N 
A= Y(ll 
Y :1 l : A - PAE•B 
70 3 = A 
GU TC 100 






c:iU t3 :c Oe 
OU 90 l=ltN 
A = YI 11 - PRE•B 
YI I l "' 0. 
>Iv U = A 
100 Rt:TUFoN 
C.NJ 
l>IMENSIUN XIII , Y(~l21 , RCCll 
OIMENS.luN 41211 o 81211 o <>(?II 
Pl = .lol'<l!:> ... 2b53 
I = 2•• IP 
)0 I 0 J: l t I 
Iii Y(.Jl = -'• 
NP = to. • I 
L>U 20 J: N", l 
CALL rrT 1x.v.1P1 
L = Ki! - Kl 
LP = L + I 
OU ;jO J=l,LP 



















































































...... J • Kl 
x I JI ~ ( .JK. 1 •x < JK 1 + v t .JK I •v I JI< I 
MP M •· I 
RL XILPJ 
l>U 50 J=loMP 
RIJt = Ji;( 11 + RL. 
RL = -f<L 
LIC = L - l 
0040 K.=ltLM 
Af<" = (Pl•K•IJ-111' L 
Rt.JI = 2o*XIK+ll•COSIARGI + R(JI 
1<4 JI : II• 5* .RC J I ' L 
AL~A = RO I 
IF '"'' l loN~.o. DI RCC 11=-RC21 ,R( l I 
Alll=l• 
A(2l = RC.II l 
ALPHA = Ac."HA - R<.I I l•RC( 1 l*ALPHA 
UO 90 MINC:2oN 
Mt' : MINC - l 
DO fU J:&,ICINC 
JI:! NlNC - J + 




'4F " MF + I 
s = o. 
OU 70 JP=1 o14F 
NIP c 14F-JP+2 
S = S > Rt'41Pl•A(JPI 
lf (AC..µ~A.NE.o.ot AC(Mt•-SIALPHA 
DU eo JP=.?oMF 
A I JP I = A (.JP I + AC (MF I• E l JP- I I 
· ACMF+ 11 = _.C(NF l 
ALPH" = ALPHA - Re.IMF l*AC(NF >•ALPHA 
CON UNUE 
IF (XIJloNl:.oOeOI PPlll<T *•'POWER .SPECTS:U• '•X 
l<E JUJ;t< 
ENL> 
SUt.IROUllN~ FFl rx.v.LI 
DIMEl\"lON X(ll , VIII 
l<AOI X - 2FF T 
NP " 2••L 
LMX : "''' 
SCL = bo2B318s~eJtNP 
l>Ci 20 L.0=1 t L 
LI.. LMX 
LM1' = L"')('Z 
A~\,) = 0• 
00 10 LN=l•L•'4X 
C. COSIARGI 
S = SI r..( A RJ I 
AR;,, • A~ G + SC.L 
00 10 Ll=Ll)(oNP,LIX 
J l ,. L l - 1-. I X • L"4 
J2 " JI + LMX 
Tl XIJll - XIJ21 
T2 z ¥1Jll - 'r(JZI 
)((JI I : lo.(JI I + X(J2 I 












































































><(J2) s l.•11•12 




NV.? N~' 2 
NP.~ I ; NP 
-
DU SU l•l,NPMl 
If· { l. v.r.:.. J' GU 10 30 
Tl XI J) 
12 YUi 
x' J. XI II 
V.i J) VI I l 
XI I I I l 
YI I l 12 
JO ,.._ • N Y2 
"i) l F I K • (;(; • J l t.U 10 50 
J = .J - K 
" = l<.12 
<:iU TC 40 
~O J = .J • K 
RE I Ukr; 
ENU 
SUBRUUllNt. FBTR(RCoMolP.IQ,ANSl.ANS?I 
lJI MEl>SI (.JN AREAl20) ,RC It I 
Al<t.A(M+ll~l•U 
DC 10 .J•l tM 
l : M- J~ I 
AF.tA( I l .. ' 1. +MC( TI I •ARE• ( H 11 /(I .-i:;cu II 




SU1"' 1 =Uo 
MP=M- IP 
DO 11 l=MP.M 
SUMl:su~l+AREA(() 
11 CONT INU1' 
l)U l<'. l•I ,.._ 
SUM=:iUM• AREAl l l 
l.:' CONT INUIC 




TEMPI = ARE•(l) 
!JUl3J:l,IU 
IF IARt. .. l 11 .c;r. TE .. Pll TElllPl:AREA( 11 




1.>0 I• l=l•IM 
.J=lf-IR 
IF(A~E:A( .JI e<>l• TENP2J TEMP2=Alll:AIJI 
14 C(JJH INU( 




































































IFIPC(IJ •"-~• i)•I GO TO 19 
SGN•~Llll/A~S(RCllll 
GU TO l'iu 
00007Z60 
























































TH1:> ~UUTlN!:'. PEl'FOF'MS 3- AND 5-PCINT 11£01"1\ SMOOTHING CF A 00007410 
Ul5CRLTll~U INPUT SIGNAL• A 3-POlNT H•N~ING WINDOW SMCCTHE" 00007420 
I~ U5~U IN LLNJUl\CllOI\ ~ITH T~E ~EDIAI\ S~OCTHERS. 
4f<C.UMEtHS -
X - A~RAY CONTAINll\G SIG~•L REP~ESFNTATION 
NYAL - NUMBER CF VALUES STOF<ED I I\ X 
Y - SMCCT~ED -RRAY 
UIMcNSIUN XINYALl.YCNYALl.ZME0(51.Z(A021oW(A001 
INJE-.ER PUS 
PC.>ffOJ<M THE .3-POJNT MlOIAN S"IOOlHJNG 
y; NVALI =XI NYALl 
Ylil=X(ll 
l'AX:NllAL-1 
OU lOU;J J:2."IAX 
XI •X( J-11 
.><.~ =x: J > 
X.l=X(J+ll 
FINO THE t'IEOIAN OF THE VALUES A~CLT XIJI 
l F ; XI o L I• X2 I G C T fJ 20 0 
lf(X3oLE.X21 GO TO 230 
lfl X3oGE,lfl I GO TO 240 
GU 10 220 
IFIX3oLEo>IJ GO TO 240 
IF(X3oGEo>21 GO lO 230 
X3 IS THE t'IEOIAI\ 
YCJl•X3 
Gr TC 1000 
X2 IS THE MEDIAN 
Y: JI •X<' 
GO TO 1000 
XI IS THE lo!EDIAN 
































00 00 77'10 





















































P1:.RFU~'4 lHE 3-t'OINT ~ANNING SMOOTHING 
Y2=Y (II 
Y 3=Y2 










PERcUR~ A 5-PUINT MEDIAN SMOOTHl~G ON lHE X-Y DIFFERENCE 
z;NVAL•21=ZINVAL+ll 
llll=llll 
DU .i.300 J=2oMAX 
K=J+I 
l'41:.IH ll&Z(K-21 
ZMl:.oJ( 21=ll(,-l I 
l MU)( 3 I : Z I K I 
l"lcO( 4 )cl(K +I I 
<.>IEDI 5 lzZ(K+2 I 
v.J .3200 L= lo 3 
M=L+ I 
POS=I.. 
DC 3150 NzM,5 
IFCZMEO(POSl.GT.ZlllEDINI I POS•N 
IF(POs.eo.1..1 GO 10 3200 
C:uNT INvE 
TEMP=ZMEOCL I 
ZMEC (LI =ZMEOCPOS l 
Z MEO CPUS I =TE l'P 
o;( JI =ZMEOI 31 
<.ONf j N,l E 
W( 1 J s.U 2.1 










































































































Pt:h>"(,,f.iM A .3-POINT 1.U•NNING SMOOT .. l"G O" TH;: DIFFERENC£ SIGN.OL 00008!590 
OOC08600 
•2=ol( 11 OOOOE61 0 
wJ=w2 00008620 









lHlS ~UUTINE PeRFOR~S A QUANTIZATION OF T~E VALUES 
IN .. N ARHAYe 
I - 1'11:1 • 
AH;;UH:NTS 
l .. E ~ESULTING VALUES ARE IN T~E RANGE 
~ - AHRAY TO BE OUANTIZeD 
r - QUANTIZED ARRAY 
lOIA X - 1.AAGE S l X 
X14lN - SMALLeST X 
DI Mt; N" I ON X ( N VAL I • YI NV AL I 
XMAX:X( I I 
Xl41N=XMAX 
00 :.:;ouo J=Z.N\IAL 
Ji' IXMAXoLT.x (Jll XMAX=X(J) 
If- l XMIN.GT. X( JI I XMIN=KI JI 
CONJ IN.JI:. 
XJIFF=XMA~-XMIN 
Ou :.100 .J=I ,NVAL 
Y I J I= I• +A INT ( I X (J I-XIII IN I/XO If F •QQ .+ In E- ~I 
CONTI NUC:: 









































































































... ,..~l =-..>. 
UU l I =I o 8 
i<'4:.t=f<MSl+llll I 
R"452=0o 
DU ~ 1=49o5b 
RMS2=Xl I l+FffS2 
HL"1= RM.>c /RMS l 
f<E TUH N 
END 
5UD~UUllN~ DlGIT(EYoBTRoS14TEI 
lHIS HOUTINE EY4LUATES Tl-<E SEOVENCE OF Pt<JNEMES IN 
A ::iPUK::;N .HGl J IN ORDER TO DETERllll\.E WHICH DIGIT WAS 
SPO<ENo THE CECISICN PROCESS IS T4BLE D•'HVEN. IT WILL 
IULNTIFY 4 Dl~IT CNLY IF AN EXACT Fl-<ONEME SEOVENCE 
IS ~lll~N. 4N ADDITIONAL TEST IS REOVll'ED TC r)JFFERENTl.lTE 
~ETWE~~ THE DIGITS 5 AND 9o 
PAHAMl:.I ERS --
tell - CUNl41NS THE SEOVEf<CE CiF FHCl\EMES II - FV, 2 - llV, 
J - BYo 4 - Vlo 5 - NVLo E - UNDEFINEO, 
7 - ENO OF SEOUENCEI 
Bl~ - USED TO DISTINGUISH BET-EEN 5 Al\.0 9 
STATE - THE NO.DES OF THE DECISION TPEE: THE FINAL 
VALUE IS IN THE RANGE 0 - 9 IF A DIGIT WAS 
RECOGNIZED OR IT IS to, INDICATl .. G THAT THE 
DIGIT WAS UNRECOGNIZABLE• 
INTE~E~ EVoDMATRXoSlARToSTATEoPTR 
D I ;.1::; N ;; I .JN t Id 71 , 0 MA T RX ( l 3 , 6 I , 8 TR II I 
DAIA STARl/13/oLP/6/, OMATRll/ 






wk II 1:.1-Po 10 Jl (OMllTR)l(J,K lo>;= lo 61 oJ= lo I.JI 
F Gt<MA r: ////I 11 )(•I!: I I 0 I I 
P IR= I 





'71• t-U"MAT (11)1' o lt>o!>llo 16o5X,El5o7 I 
L 
IF(STATt..LT.ll GG TC 200 
Plt<=PTR•I 


















































































GlJ ro l 01) 
STAIE=-,;f.0.1£ 
Ui:SJ iN<~OJlSH 13t;f,;f"EN 5 AND 9 
11 v = t B T'l I I I +13 TR I 2 I+ B lR I 31 I / Je 
tFL~v.ur • • 151 ST AT E:9 
PETJRN 
f_,,,.l.J 
surn;: CUT. ,.,...1· PLl-:T~r.. ( r..F i:h,..F=:'' Ar~ JlY' IT 1 TLE > 
JtMr:Nc;1:1M A 1~4AY( I ),fTlfLr( 1) 
lll Mf'~Sf('N ~:<>001 
1) I "4E"-Sl1''1 /1( ~00 • t I 
l~JlF(E:.1 J-"'1\1;4( ~l~ 11 1 TCH>\1-:: I tJI 
~f'.\L l'H"<t>F(•J 
PA Tl\ l(HAF'( t )/ tHQ/ ,hAMGt:/1i..- C. )/ 
CALL UfJC1'T'l~t,r.It\,"(UTl 
,)(·, ;i 1 (=I , NFRAP't=" 
H ( I , l l = .\1Jt~ I\ Y ( I t 















000 l 0040 
Q;)l~·.10~"':)0 
OU 0-0 ')l1 _t1) 









"I CC:"' l I NU!= 
uooooc. ~o 
0!10() 1)9 O.r) 
Otl 0\1 Os;r;I) 
00 00 l)<;f'} 
I ~·C= l 
I Y = NFi~AAAi: 
If'." I: I 
oo no,, .... , 70 
001100~.n1 
00 VO O·IGO 
1J !) !J1J I 0 on 
O•lf•:J I 010 
')0 l\) 10 2'1 
Cll.LL U!:'.!"ll_ T (X ,t·l, I y '~~r ..:\·-4r, ~·.1, p-1c.1 rt TLF .~Ai'tGt:. l(H/\k, l(lPT ' ..... Al.4. f l.f:) 0000 10-10 
0000 I 040 
WETJ~N 
f'"ND 
0 I) 0•) I 0 50 
0'1:1010-:0 
289 
() I '-1t.::: f\ SI t.l"'J ( )( ! ~ 5 0 I') 0 J • ~ ( .. ~ -~ 0 (l l f • :; l ( ~ l 2) • t-~ AM ( 51 2 J • P <: ( ;'') t 
[)(l'F~31CH 111TLIO(l~~l,JT(Tl.f:(144loKTITLFll44l 
i > 1 ME " s 11 '~ "~ n " v < 1 o , 4 o 1 , R ~ k "Y c 1 'l • 4 o J 
Ol"•E"l<;l•l" Ffq('lOOl,(f">(400lof'F':4ol)l,w'JPK(4C'll.<l1-IT(4001 
~EAC(S,105) ITtlLC,JTITLi;=,Kfl'!"LE 





rC~WAT (//,10X,'3f<.fN0 flf:t)ff; 1>qF:-~M-'HAStc; :GAIN 
r.JP~ = 1.•r 
·c; (_ l\t [<:- .. •.);> 
PJ-:c:~1.1 ·._1 ::,n~ 
r:cN:.:T::l-lf /75. 0 
IHJ c I -:: I , l J 0 
HA'-' ( I ) :: o S 4 - •-+ u * C ( 5 t ( t - l 1 *'( C I\~;- T ) 
Cl,N 1 !NUF 
IOICT=-1 
Lgc.. ,, • .,.i.JC.AI) THP: l"-i:J•.JT •)ATA•••••" 
Iv I 
I FL:::? 
l ~TA f; l-:: I 
'-'EAO( l~Lol\JI 
t Ch'·' AT ( ~~ I f; I 
IOllT=IDIGT~I 
r.PITE(6,IO?I liJIGT,J~TrF 
•• r· r,. 2 • • ) • ) 
FChMAT(IQX,'OIGIT -- •,1.:..,10~,'NUMJEh. CF PO(NlC:',l!:d 
l=!~.ACCIFL,104) ( IX(1<),t<:1,1s1r.;J:'J 
10.+ ~(""AT (?Cti1 
1 f) IF ~ { f •;TCP - t ST /JQ. T '" I 
NF =l'l(F /NI><; 
1 F ( NF *Nft 5 • N t • I 0 f F ) Nr :: Nf + 1 
N 0 1 111 ~ 1'.r- * f'J P 5 + I '; T A k T 
!K=l~l(Jt>>I 
r> n ~ t::: 1 K , ,..., __ ., r ._. 
I X( I I =O 
J: I I 
DrJ t !=1314r.T,NOIM 
J "'! J4- l 
<- C 1' I ! ~,11.Jr 
r..P.-. ~ t 'l0 
r:="'? = t ;· l 
<;( J l:f""LO•l( IX( 111• 'Cl\I r-: 
DO ": I -=I , \\,f 
0 0 ~ J =I , N· 1 \Iii 
I",: J t ( t - 1 ) •ND ) 
';((.l:r.(I(} 
((jf'lllthJC' 
"I =I 'I 
I.:> I:-~ 
>:I" 'l 
K2: l ;'>r 
(/I.LL n~vIN11r(Sl.NFw,l(},,.:~:,,..1·:.r::,,_..AY) 
f)fl l () t ~·~ l' l ~ -~ 
S 1 : l ri.' J ~ <; t ~ I ~•I I 
l ·J ( r J ~; 1 I t."Jf 




















') ') UO O? 00 
O'lOOO<'IO 
OUOOO??O 




















JO O'.'l04. J1) 
000<)<11'40 
00001) ·, 50 
Oil•) l) ill\. 1''-0 
ooorJ~'" 7,! 
,)!)();) ()."1 ~'J 
00()() J4'-IJ 
\)Ooo o•_-;; oo 
(')oJ00 0") I 1J 
JO <1•' 'J.->?0 
'J'JO,)U.':. 2 0 
0000 lJ~ ,!,(} 
no uo 0:.3~- o 
!)0 f'lf)O':; l:.0 
llUOO\l~7'l 
oc {)0 (}L.) ~o 
290 
( •\ L L ~=-. L ~.) : ~.·11 s , ·-; 1 , tJ 1 , , ,., 1 , 1o... 1 • K;: , ''LPHI\, ·n 
{'A.IL A~IJ((\fCS.,SI ,,...t ,A,fLr 1 ~1',_~,cl 
(/I.LL Ft1lR(:~C.ll'i. 1 4 1 ((}.,!\t;~,J,\ro.r:,•.,Aft..l'j,1J 
ITi;(fl=MSl 
CT"'( II =AW,? 
r1 r:) ' t J :-: A. 1'1 ~ J 
rr"-11NUF 
(.ALL S''(:Ullt(Flrl ,.c1;J1 ,f".i.:J 
(ALL OrJl\NT!_ { wnrK .11r.t1,Nr. 'A'IJ\ x, "'~ [".! t 
C,ALL l=UJTLf;(f\r.c,.,T,IT[fLFl 
( J\ LL '..,, :v.r; (; TH ( c T f, ' .• '- r. " • N r ) 
c A LL \')\ I fl," T 7 : 'N ('. J: K • c MT • ~ f= • " :A I\ '{ I )( \i4 f "' ) 
CALL ~Lr1T~RtNF,O~f,JTITL~) 
C 1\L!_ :_.:;.trpJTH{BfD,~~i"'1< 1 NF J 
LALL (. 1J/\f\Tl {"#Oh"K .~MT, Nf1 "<''"'-" • XM f~') 
C.f\LL PL(Jlf:~~(t-.,F,Qlw1 ,~!I lLE} 
A ; - Av ( I f) I G r • I • I I = r L r' rr 'ff I 
DC 7,J l=I ,,..,F 
/J ,f\R;:i:\Y(fl.>J 1iT ... 1.I•tl:c·.tf(IJ 
ff( ICJGl l'fLT .. '":) c;r Tfl 1 
•RI TF( J. t:. 1}J At-..f..AY 
t .) u F of... Pi! hr t ·' nc= 1 ? , .\ ) 
j l f'O 
[~I) 
s 1Jr: i: r.ur 1 NF= 
DI "lt:N'>lllN 
r1•..1r-NstnM 
"';.:: ~h' 1 .. t 
1'U TC t ~, X , ;.A l , A, ,\Lr: HA, r; C ) 
x (I ) 1A ( 1 ) , H( ( l) 
l( 21)' q ;'1) 
00 100 K~ It''>' 
~ (K )"OoO 
1\1<:~-KH 
f'O 100 Mr:(,IJK 
~;.;K:"O .. K-1 
1 J v r. cf( > =h '1< 1 .. _ .. c ~" 1 • < t"' ~ v. > 
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