An observer-based adaptive iterative learning control using a filtered fuzzy neural network is proposed for repetitive tracking control of robotic systems. A state tracking error observer is introduced to design the iterative learning controller using only the measurement of joint position. We first derive an observation error model based on the state tracking error observer. Then, by introducing some auxiliary signals, the iterative learning controller is proposed based on the use of an averaging filter. The main control force consists of a filtered fuzzy neural network used to approximate for unknown system nonlinearity, a robust learning term used to compensate for uncertainty, and a stabilization term used to guarantee the boundedness of internal signals. The adaptive laws combining time domain and iteration domain adaptation are presented to ensure the convergence of learning error. We show that all the adjustable parameters as well as internal signals remain bounded for all iterations. The norm of output tracking error will asymptotically converge to a tunable residual set as iteration goes to infinity.
Introduction
Due to the repeatability of operation for robotic systems, it is suitable to perform the control task by using the technique of iterative learning control (ILC) for a repetitive tracking control problem. ILC is basically a non-model-based learning approach which is very effective in dealing with repetitive control tasks [1] [2] [3] [4] [5] . Initially, PID-type ILC algorithms which required a certain a priori knowledge of robot dynamics were developed for robot manipulators based on the contraction mapping theory [6] [7] [8] [9] . In D-type, PD-type, or PID-type ILC, the acceleration errors of joint variables are required to construct the learning controller. However, the acceleration measurement is unfortunately not realizable in practice and becomes the major disadvantage of D-type ILC. On the other hand, P-type ILC uses only the velocity errors of joint variables for the design of updated learning function. Although the requirement of acceleration measurement is removed, more strict conditions on the robot manipulators are needed for technical analysis. In general, it is hard to apply the traditional PID-type ILC for repetitive tracking control of robot manipulator using only joint position measurement.
Recently, adaptive iterative learning control (AILC) has been widely studied in the research field of the ILC. One of the most attractive advantages of AILC scheme is the capability to deal with the issues of large initial resetting error, large input disturbance, and iteration-varying desired trajectory. In the past decade, the AILC schemes have been utilized for repeated tracking control of robotic systems [10] [11] [12] [13] [14] , or a class of nonlinear systems [15, 16] . In order to relax the restrict Lipschitz condition on the plant's nonlinearity, the Lyapunovlike approach instead of contraction mapping theory is applied in AILC to analyze the stability and convergence. If the system nonlinearties are unknown, the fuzzy systems or neural networks were often introduced to approximate the nonliearties and provide the basis functions for the design of AILC [17] [18] [19] . However, both PID-type ILCs and AILCs require at least the joint velocities to develop the AILC algorithms. If only the measurement of joint positions is available, an observer is one of the possible choice to design the AILC.
Advances in Mechanical Engineering
In [20] , an observer-based ILC for a time-varying nonlinear system was proposed to overcome the unmeasurable states. Although an observer-based ILC system can guarantee that the tracking error will converge to zero, the initial resetting errors at each iteration were not considered. In [21] , an observer-based ILC scheme was proposed for a class of nonlinear systems with unknown parametric uncertainties. The Lyapunov-Krasovskii-like composite energy function was applied to analyze the closed-loop stability and learning performance. Nevertheless, the plant nonlinearities must be linearly parameterizable. In [22] , a framework for ILC by using an observer to estimate the controlled variable was presented. However, it was necessary to assume that the ILC input converges to a bounded signal. In [23] , the observerbased ILC with evolutionary programming algorithm was proposed for MIMO nonlinear systems. The evolutionary programming was applied to search for the optimal and feasible learning gain to speed up the convergence of the ILC and the tracking error will converge to zero via successive learning. But the AILC was developed for MIMO nonlinear plants with nonlinearities satisfying Lipschitz continuous condition. In [24] , an observer-based AILC was developed for a class of nonlinear systems with unknown timevarying parameters and unknown time-varying delays. The linear matrix inequality (LMI) approach was used to design the nonlinear state observer. By constructing a LyapunovKrasovskii-like composite energy function, the boundedness of the internal signals and the convergence of tracking error can be proved. However, it was assumed that the plant nonlinearities satisfy Lipschitz continuous condition and the unknown system parameters must be linear with respect to some known nonlinear vector-valued functions. In [25] , a velocity-observer-based ILC for trajectory tracking of rigid robot manipulators with external disturbances without using the velocity measurement was proposed. However, the inertia matrix of the robotic systems needed to satisfy Lipschitz continuous condition and the initial resetting errors at each iteration were assumed to be zero. Besides, the disturbances were assumed to be repetitive and the velocities were assumed to be bounded.
In order to relax the condition of measurement for joint velocity and without the requirement of Lipschitz condition on the robot unknown nonlinearity and the zero initial resetting errors at each iteration, a new observer-based adaptive iterative learning controller using a new filtered fuzzy neural network (filtered-FNN) is proposed for repetitive tracing control of robotic systems in this paper. A state tracking error observer is firstly presented to deal with the problem that only joint positions are available. Based on this observer, a state tracking error model including a filtered-FNN approximation term can be derived by using an interesting -domain transfer function technique which is usually utilized in the area of traditional model reference adaptive control [26] . An averaging filter is then proposed to solve the implementation problem of the controller. Under the derived error model, a fuzzy neural learning component is designed to approximate the unknown nonlinearities by a filtered-FNN using state estimation vector as the network input, a robust learning component is constructed to compensate for the uncertainties from approximation error and state estimation error, and a stabilization component is used to guarantee the boundedness of internal signals. The main features of this iterative learning controller and its contributions relative to the related works are summarized as follows.
(1) Compared with most of the works using adaptive iterative learning control for robotic systems or nonlinear systems, this paper can design a realizable adaptive iterative learning controller using only joint position measurement. In other words, it is not necessary to measure the states for the controller design.
(2) A new design approach is introduced to derive the error model so that a filtered-FNN can be applied for compensation of the unknown system nonlinearities. The filtered-FNN can be treated as a dynamic version of traditional FNN which plays an important role in this proposed adaptive iterative learning controller.
(3) Compared with the fuzzy system or neural-networkbased adaptive iterative learning controller using state measurement [17] [18] [19] , the stability analysis becomes more difficult since the boundedness of output tracking error cannot guarantee the boundedness of input signal. A new analysis to prove the regularity of internal signals is successfully derived in this paper so that we ensure the boundedness of all the adjustable parameters and internal signals during the learning process. Furthermore, we guarantee that the norm of output tracking error will asymptotically converge to a tunable residual set which depends on the design parameters if iteration number is large enough.
This paper is organized as follows. In Section 2, a problem formulation is given. The error model between system output and desired output is derived in Section 3. Based on the derived error model, the filtered-FNN-based AILC using observer design is presented in Section 4. Analysis of closedloop stability and learning performance will be studied extensively in Section 5. Finally, a conclusion is made in Section 6. The detailed description of the proposed filtered FNN is given in the Appendix.
In the subsequent discussions, the following notations will be used.
(1) | ⋅ | denotes the absolute value of a scalar or the Euclidean or any other consistent norm of a vector or matrix.
(2) [0, ] denotes the set of Lebesgue measurable (or piecewise continuous) real-valued (vector) functions with
norm of the argument function or vector [26] . 
Problem Formulation
In this paper, we consider an uncertain robotic system with rigid bodies which can perform a given task repeatedly over a finite time interval [0, ] as follows:
where ∈ + denotes the index of iteration number and 
where 1 , 2 > 0 and × is an × identity matrix. Since the inverse of inertia matrix exists for all joint variables, the dynamic formulation of the robotic system can be written as follows:
and choose the output variable as ( ) = ( ) ∈ R ×1 , state variable as
, then we havė
or equivalently in the following state-space form:
where
Here, 0 < ( ( )) ≤ −1 1 × . In this paper, we assume that only joint position ( ) = ( ) is measurable for controller design. Let the signals ( ),̇( ),̈( ) ∈ R ×1 be, respectively, the desired generalized joint position, joint velocity, and joint acceleration vectors; the desired state trajectory can be defined as
⊤ . Now, given a specified desired output trajectory ( ), ∈ [0, ] and an initial desired output (0) ̸ = (0) for all ≥ 1, the control objective for the robotic systems executing a repeatable task is to force the output ( ) to follow ( ) as close as possible.
Derivations of Error Model and Controller

Derive the Error Model. Define an output tracking error as ( ) = ( ) − ( ) and state tracking errors as
It is assumed that the initial output tracking error vector at each iteration is not necessarily zero, small, and fixed but satisfies | (0)| = for a known positive constants since the joint position vector ( ) is measurable. Let the state tracking error vector be defined as
Then we can derivë( ) as follows:
× is a feedback gain matrix such that the characteristic polynomial of = − ⊤ is Hurwitz. Therefore, the tracking error dynamics will satisfẏ
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Note that the state tracking error vector ( ) in the tracking error dynamics (10) is not assumed to be available for measurement. Hence, it is necessary to construct a state
for estimation of the state vector. In order to construct a state estimation vector, we first define an output tracking error estimation vector aŝ( ) = ( ) −̂( ). Then the state tracking error estimation vector can be defined aŝ
The state tracking error observer is designed aṡ
Hurwitz. Define an output observation error vector as̃( ) = ( ) −̂( ). Then the state observation error vector can be defined as
By using (10) and (12), we have the following observation error dynamics:
Note that
Based on the universal approximation theorem, we know that the nonlinear function ℎ( ( )) can be approximated by a traditional FNN [19] ( )
×1 is the basis function vector with being the number of rule nodes and ( ) ∈ R × is the weight matrix of the output layer. According to the universal approximation theorem, there will exist an optimal weight matrix * such that ℎ( ( )) = * ⊤ (3) ( ( )) + ( ( )), where ( ( )) is the approximation error satisfying | ( ( ))| ≤ * in a certain compact set. This implies that (14) can be rewritten aṡ(
is the lumped uncertainty term which includes the difference between FNN networks with input using state ( ) and estimated statê( ) and the network approximation error. It is easily proven that the lumped uncertainty term satisfies | ( )| ≤ * . However, it is noted that the value of the unknown constant * might be large.
To see how to design the iterative learning controller ( ) to achieve the control objective, we now adopt the mixed use of a time signal and a Laplace transfer function to obtain the explicit expression of̃( ) in (15) in time domain with a filtered version as follows:
where ( ) = ⊤ ( − )
⊤ is chosen such that ( ) = (1/ℓ( ) ( )) × with ℓ( ) = + and ( ) being any Hurwitz polynomial of order 1. Then (16) can be rewritten as̃(
Construct Some Useful Signals.
According to the filtered version of output tracking error model (17), we define an augmented signal with filtered version as
where V ( ) is an auxiliary input to be designed later. Then, design an auxiliary error signal as
The initial condition (0) will satisfy | (0)| = |̃(0) − (0)| = |̃(0)| = | (0)| ≡ . Substituting (17) and (18) into (19), we can find that
It is noted that we apply the Laplace operation to derive the tracking error model (20) for technical analysis later as that used in the traditional model reference adaptive control [26] . The equivalent time-domain state space representation of (20) iṡ(
In order to overcome the uncertainty from initial output tracking error, a dead-zone signal ( ) is introduced as follows:
and ( ) is the width of boundary layer. Note that ( ) is designed to decrease along time axis with the initial condition chosen as (0) = for th iteration and 0 < − ≤ ( ) ≤ , ∀ ∈ [0, ], ≥ 1. According to (22) , it is easy to show that (0) = 0, ∀ ≥ 1. Now let us differentiate (1/2) ( ) ⊤ ( ) as follows:
where sgn( ( )) = [sgn( ,1 ( )), . . . , sgn( , ( ))] ⊤ is the typical signum function vector. In the following, we will show that the uncertainty term ( ) in (17) can be bounded in a linearly parameterized form if the following normalization signal ( ) [27] is utilized
where 1 , 2 > 0 and 1 < * 1 . Here * 1 is the least positive constant such that 1/ ( − * 1 ) is a stable system. In practical, 1 can be chosen as small as possible. Note that 1 − ( ( )) and ( ) are bounded and 1/ ( ) is a strictly proper stable transfer function. Hence, according to the definition of ( ) and by using Lemma 3.1 in [27] , we can prove that
for some positive constants 
Here ( ) ⊤ (4) (̂( )) is a filtered-FNN (see Appendix) used as an approximator to compensate for ℎ( ( )), sat( ( )/ ( )) ( ) ⊤ ( ) is a robust learning term used to overcome the uncertainties due to function approximation error and the error induced by using state estimation, and ( ) ( ) ⊤ ( ) is a stabilization term used to guarantee the boundedness of all the closed-loop signals. In this controller, ( ) is the weight matrix of the filtered-FNN and ( ) is control parameter vector which are used to compensate for the unknown * and * , respectively. Furthermore, ( ) = ( + 1) 2 with > 0 being a small constant. In the literature, 1/ ( ) is referred to as an averaging filter, which is obviously a low-pass filter whose bandwidth can be arbitrarily enlarged as approaches 0. If we define the parameter error as̃( ) = ( ) − * and̃( ) = ( ) − * and substitute (28) into (24), we have the following error dynamics for technical analysis later:
A set of stable adaptive laws is necessary to tune the control parameters. The adaptive laws combining time domain and iteration domain adaptation without knowledge of known bounds on optimal parameters or dead zone mechanism are proposed as follows:
Analysis of Stability and Convergence
To prove the stability and convergence of the proposed learning system, we first give the following three lemmas. (18) , (19) , (22), (25), (27) , and (28) with adaptation laws (30) and (31), then one guarantees that
Lemma 1. Consider the robotic system (2) performing a repetitive control task. If one applies the observer-based adaptive filtered-FNN iterative learning controller
Proof. Choose a Lyapunov-like positive function as
and compute its derivative with respect to time along (29) , (30), and (31); then we havė
Since − 1 ( ) + 1 −1 ( ) = − 1̃( ) + 1̃− 1 ( ) and
can be simplified by using (30) and (31) aṡ
where we use the property of tr{̃( )
are bounded for all ∈ [0, ] so that if = 1, (34) can be rewritten aṡ
Note that the initial value 1 (0) is bounded since 1 (0) = 0,
Together with the result of (35), it readily implies
Since the filtered basis function vector (4) (̂( )) is bounded for all ≥ 1, we conclude that 1 ( ) (by (22)) ∈ ∞ [0, ].
Lemma 2. Consider the problem setup in Lemma 1. The proposed observer-based adaptive filtered-FNN iterative learning controller guarantees that ( ),̃( ), and̃( ) are bounded, for all ≥ 1 as well as lim
Proof. Define a positive function ( ) as
Using the technique of integration by parts, we have
The difference between ( ) and −1 ( ) can be derived by the facts of̃(0) =̃− 1 ( ) and̃(0) =̃− 1 ( ) as follows:
Integrating both sides of (29) from 0 to gives
where we use the property of (1/2) (0) ⊤ (0) = 0.
Substituting (39) into (38), it yields
Since 1 ( ) is bounded by Lemma 1 and ( ) is positive and monotonically decreasing, we conclude by the result of (40) that ( ) is bounded for all ≥ 1 and will converge as approaches infinity to some limit value ( ) which is independent of . The boundedness of ( ) also ensures the boundedness of̃( ) and̃( ) for all ≥ 1. On the other hand, (40) also implies
It follows that ( ) ⊤ ( ) are bounded for all ≥ 1.
Using the boundedness of̃( ) and̃( ) (or equivalently the boundedness of̃(0) and̃(0) for all ≥ 1 as shown in Lemma 2, boundedness of all internal signals for all ≥ 1 is now established in the following Lemma.
Lemma 3. Consider the problem setup in Lemma 1. The proposed observer-based adaptive filtered-FNN iterative learning controller ensures that all the internal signals are bounded; that is, ( ), ( ),̃, ( ),̂(
Proof. Integrating (34) from 0 to , we have However, the boundedness of ( ), ( ),̃( ),̃( ), ( ), anḋ( ) cannot guarantee the boundedness of ( ) (or equivalently ( )) and input ( ). In order to show the boundedness of ( ) for all ∈ [0, ], we first note
But the boundedness of
only ensures that ( ) is bounded everywhere except on a set of measure zero. Now we adopt some techniques given in chapter 2 of [26] . Firstly, rewrite ( ) in (27) as follows:
Since ( ), (4) 
for some 1 , 2 > 0 by lemma 2.6 (output is bounded by truncated ∞ norm of input for a stable linear system) in [26] . Now we construct an extended dynamic equation by using (15) and (25) as follows:
Let ( ) be the state vector of the extended dynamic equation (47). Taking norms on (47) will yielḋ
for some 3 , 4 > 0. This implies that ( ) is regular [26] so that ( ) and hence,̃( ), ( ) can grow at most exponentially fast and no finite time escape during a finite time interval [0, ]. This condition guarantees a certain degree of smoothness of signal ( ). Therefore, we show that ( ) is a certain degree of smooth signal. Together with the result of ∫ 0 ( ) ( ) (27) (13)). This completes the proof.
Based on Lemmas 1, 2, and 3, we now state the main result in the following theorem. 
for all ≥ 1. These facts imply that ( ) ⊤ ( ) is uniformly continuous over [0, ] for all ≥ 1. On the other hand, ( ) ⊤ ( ) satisfies lim → ∞ ∫ 0 ( ) ⊤ ( ) = 0 due to the result of Lemma 2. We can now conclude, by using similar argument for Barbalat's lemma (e.g., Lemma 3.2.6 in [28] ), that lim → ∞ ( ) ⊤ ( ) = 0 for all ∈ [0, ].
(T2) According to the definition of ( ) in (22), we can derive the bound of
for all ∈ [0, ].
(T3) Substituting (27) into (18), we can find that ( ) actually satisfies
Since V ( ) is bounded and the
for some 5 > 0. Taking norms on (50), we find that
As iteration goes to infinity,
(T4) Consider the following tracking error estimation dynamics as → ∞,
The solution of (54) in time domain is given bŷ
Taking norms on (55), it yieldŝ
for some positive constant 7 = 6 | ‖ |.
(T5) Finally, we investigate the tracking performance in the final iteration when (T1), (T2), (T3), and (T4) of this theorem are achieved. Sincẽ( ) = ( ) −̂( ), we have
for ∈ [0, ]. This completes the proof.
Remark 5.
In Theorem 4, we show that the output learning error ( ) will converge to a residual set as the number of iterations approaches infinity. In general, the size of the residual set can be tuned by two design parameters. The first one is the decay rate of the boundary layer ( ) = − which will be chosen as large as possible. The second one is the filter parameter of the averaging filter 1/ ( ) = 1/( + 1) 2 which will be chosen as small as possible. To guarantee a satisfied learning performance, we will usually choose a larger and smaller . Furthermore, if there is no initial output error, that is, = 0, the output learning error will converge to a residual set whose level of magnitude depends on only.
Simulation Example
In this section, a computer simulation is conducted to demonstrate the learning effect of the proposed observer based adaptive filtered-FNN iterative learning controller. Here we consider a two-link planar robotic system [29] with the dynamic equation of 
2 + 2 , and ℎ = 2 1 2 sin( 2 ( )). Here , , , and represent mass, inertia, length of link , and the distance from the previous joint to the center of mass of link , respectively.
In this simulation, we set 1 = 10kg, 2 = 5kg, (S1) Specify the observer and feedback gain vectors 
Conclusion
An observer-based adaptive filtered-FNN iterative learning controller for repeated tracking control of uncertain robotic systems is proposed in this paper. A tracking error observer is designed to estimate the unknown joint variables since only joint positions are assumed to be measurable. An error observation dynamic based on the tracking error observer is derived for the design of the iterative learning controller. The main control force is designed by using a technique of averaging filter and some auxiliary signals. In this main control force, a fuzzy neural learning component based on a filtered-FNN is used to approximate the unknown nonlinear function, a robust learning component is designed to compensate for the other uncertainties, and a stabilization term is applied to guarantee the boundedness of internal signals. The adaptive laws combining time domain and iteration domain adaptation for the network parameters and control parameters are proposed to ensure the stability and convergence of the learning system. A Lyapunov-like analysis has been developed to solve both boundedness of internal signals inside the closed-loop system and asymptotic convergence of learning error. It is shown that the output tracking error asymptotically converges to a tunable residual set whose level of magnitude can be tuned by design parameters as the iteration number increases. (Layer 5) and rule layer (Layer 3). In other words, the basis function in filtered-FNN is defined as the output of the basis function vector in traditional FNN through a stable filter. The layered operation of the filtered-FNN is briefly described. It is noted that dependency on the iteration index and time index will be omitted unless emphasis on the temporal or iterative relationship is required. The layered operation of the filtered-FNN is briefly described below.
Layer 1 (input layer).
Each node in this layer represents an input linguistic variable, which only transmits input value to the next layer directly. For the th input node, = 1, . . . , 2 ,
net
(1) = ;
(1) = (1) (net (1) ) = net (1) , (A.1)
where represents the external input signal to the th input node of Layer 1.
Layer 2 (premise layer).
Each node in this layer represents a membership function. In this layer, the Gaussian membership function is adopted as a membership function such that the ℓth term node of the th input linguistic variable, = 1, . . . , 2 , ℓ = 1, . . . , , will be represented as net (2) ℓ = −( 
ℓ is the ℓth input to the output node and the link weight ℓ is the action strength of the th output associated with the ℓth rule node.
The overall representation from external input in Layer 1 to the th output (5) in Layer 5 is then given by 
1 , . . . , (5) ] ⊤ ∈ R ×1 and = [ 1 , . . . , 2 ] ⊤ ∈ R 2 ×1 , respectively. From the representation (A.6), a multiinput multi-output filtered-FNN can be further described in a matrix form as follows: where ∈ R × is the weight matrix of output layer and (4) ( ) ∈ R ×1 is the filtered basis function vector with being the number of rule nodes.
