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Abstract— Urban intersections put high demands on fully
automated vehicles, in particular, if occlusion occurs. In order
to resolve such and support vehicles in unclear situations,
a popular approach is the utilization of additional informa-
tion from infrastructure-based sensing systems. However, a
widespread use of such systems is circumvented by their
complexity and thus, high costs. Within this paper, a generic
interface is proposed, which enables a huge variety of sensors
to be connected. The sensors are only required to measure
very few features of the objects, if multiple distributed sensors
with different viewing directions are available. Furthermore, a
Labeled Multi-Bernoulli (LMB) filter is presented, which can
not only handle such measurements, but also infers missing
object information about the objects’ extents. The approach
is evaluated on simulations and demonstrated on a real-world
infrastructure setup.
I. INTRODUCTION
Suppose a fully automated vehicle heading towards an
urban, occluded and busy T-junction or intersection without
having right of way. The vehicle’s goal is to merge into the
major road in a maximally safe and economic manner, hence
it must be aware of the static and dynamic environment.
However, this may be infeasible due to situation-dependent
adverse mounting positions of the vehicle’s sensors, or
occlusion by static environment, such as buildings, signs or
plants, or dynamic objects, e.g. other vehicles. This weakness
is stressed out even more in complex urban environments,
which put even higher requirements on intelligent vehicles.
To overcome the disadvantages of such ego-centered percep-
tion, infrastructure-based cooperative surveillance systems
can be utilized, which benefit from exposed sensing positions
and knowledge of the local area.
Recent advances in mobile radio technology cleared the
way for a widespread use of such systems, based on dis-
tributed but radio-link connected sensors (and vehicles) in
the public transportation system. A number of other projects,
such as Ko-PER [1], DRIVE C2X [2] or simTD [3] have
addressed similar problems assuming different levels of
automation, however, none of them explored a centralized
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Fig. 1. T-junction in Ulm-Lehr with a fully automated vehicle without
right of way (red vehicle) and heavy occlusion due to a building.
Multi-access Edge Computing (MEC)-based approach. The
idea of a MEC server [4], which is located close to the site,
is part of the 5th Generation (5G) radio network standard
and allows for communication with ultra low latency. This
puts the basis of the projects MEC-View [5] and ICT4CART
[6]. Within both projects, one aim is to enable connected
and intelligent vehicles to perform advanced and economic
maneuvers, such as accurately targeting a gap between
vehicles with right of way in advance, without the need
of a full stop at the stop line [7]. The problem is made
even more complicated, since an unsignalized T-junction is
considered, where vehicles without right of way suffer from
heavy environment occlusion due to a large building, as
shown in Fig. 1. A busy street in Ulm-Lehr was chosen as
real test site to demonstrate the mentioned use-case. The
chosen T-junction qualifies perfectly due to the occlusion
by close buildings. It is equipped with several monocular
cameras and lidars, which are connected to the MEC server
to surveil the intersection.
Within the scope of this work, the problem of environment
modeling is tackled under the ambition of developing a
centralized, infrastructure-based system, which follows the
guidelines of being cheap and easy to install, adaptive to
all kinds of sensors and arbitrarily structured urban environ-
ments, scalable, and reliable. Moreover, due to the generality
against the sensor type, the problem of infering information
about objects from incomplete measurements is covered.
Therefore, resulting requirements on the system are:
i) Various different off-the-shelf sensors have to be usable,
to keep installation and operating costs low. Since such
sensors may show very limited measurement perfor-
mance and may especially follow different measuring
principles [8], the interfaces must be very flexible, which
the fusion and tracking algorithm has to cope with.
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ii) As the execution of driving maneuvers based on external
data is a safety-critical task, high demands on the
precision, reliability and the delay of the data are made.
Thus, the system must deliver reliable and continuous
tracks with the best available information and minimal
latency.
In conclusion to this, the key idea of this work comprises
two parts, which follow from the principle limitations of real
sensors. On the one hand, a generic interface is designed,
which allows the transmission of incomplete measurements
from sensors to the MEC server, i.e. all measured quantities,
as for example the extent or the speed of an object, are
optional, except the position of the object. On the other
hand, a multi-sensor multi-object filter is developed, which
is not only capable of inferring the motion state of dynamic
objects from the observation over time, as is done countless
times by using a Kalman filter, but also capable of inferring
the (optionally) missing information about the extent of the
objects from measurements of multiple distributed sensors.
Inference of this data is possible if sensors detect objects
from different aspect angles and their position measurements
refer to different points on the edge of an object. Within this
work, the vertices of an object are used for this and called
object reference points.
A. Related Work
While the evolving mobile network standard 5G is not
fully standardized and publicly available, infrastructure-
based systems often utilize the ITS-G5 standard, enabling
wireless ad-hoc networks between independent nodes with-
out central control. As in [9], [10], [11], the fusion and
tracking mostly follows a mesh-like structure. Within these
publications, sensor nodes with an own processing unit run
the sensing, detection, multi-object association, fusion and
tracking locally and then distribute this information to their
neighbor nodes or a central node [12]. These approaches
lead to a simple interface and yet enable the utilization of
highly sophisticated and sensor-specific tracking algorithms
that allow the consideration of different sensor-specific char-
acteristics. One example that specializes on radar and lidar
is the Random Finite Set (RFS)-based extended multi-object
target tracking approach of [13].
The fusion of the resulting temporally filtered tracks from
different sensors with unknown inter-sensor correlation is
often done via Generalized Covariance Intersection (GCI)
[14], an elaborately investigated method [15], [16]. However,
GCI solves the fusion problem only sub-optimally, since the
calculation of the inter-sensor correlation between tracks is
intractable. Moreover, the computationally expensive task of
measurement-to-track and track-to-track association has to
be calculated multiple times during local tracking and track-
to-track fusion.
Since the transmission of raw data is, albeit the availabil-
ity of large network bandwidths, still infeasible and often
even impossible, [17] proposes a feature level approach.
Advantageously, a central and therefore optimal fusion and
tracking strategy can be followed [18], and the twofold
execution of the computationally expensive measurement-
to-track and track-to-track association within the sensors’
processing units and the fusion unit can be avoided. The
tracking is mostly done utilizing the multi-object extension
of the Bayes filter [19], which models the multi-object
states by an RFS. Different filters have been developed, at
which Multi-Hypothesis Tracking (MHT) [20], Cardinalized
Probability Hypothesis Density (CPHD) [21] and LMB [22]
filters have become a quasi standard.
B. Contributions
Based on the requirements due to the chosen system
structure, the rather unusual approach of a centralized fusion
and tracking is treated within this work. A generic and
flexible communication interface is proposed that utilizes an
extended version of the feature level approach to respect
the limited sensor capabilities. It allows to measure only
a subset of the state space. Moreover, the proposed multi-
sensor multi-object LMB filter allows for the inference of
these unmeasured information by utilization of several object
measurements with different aspect angles.
The paper is structured as follows: The structural aspects
and details about the considered interface are given in Section
III. Afterwards, details about the centralized multi-sensor
multi-object fusion and tracking, utilizing a LMB filter, are
given in Section IV. The publication is completed by a
both simulative and practical evaluation in Section V and
a conclusion in Section VI.
II. NOTATION
Within this work, individual objects are modeled as Gaus-
sian distributions N (x; xˆ, P ) under the assumption of a
flat world, where probability densities are denoted by p(x).
Object detections, i.e. the measurements from the sensors,
and tracks, i.e. objects that have been observed over a
certain time by a filter, are distinguished. While an object
of the former type may possibly be incomplete, i.e. only
a subset of its features, as described in the following,
is measured, tracks are always complete. Both types are
described by a rectangular shaped object model, which is
defined by the features o = [x, P , ζ, r, `, t, t′, k]T . Here,
x = [xζ , yζ , ϕ, v, w, l, h]
T describes the motion state of the
object and P its uncertainty in form of the corresponding
covariance matrix. The positions xζ and yζ are measured
in relation to a specific object reference point ζ ∈ A,
with A = {FL,FR,BL,BR} being the set of defined object
reference points. Hence, sensors have to relate the position of
an object to one of the vertices of the rectangular model, i.e.
the front left or right or the back left or right. In exception
to that, the position of tracks is related to the center of
the rectangle. The orientation angle ϕ and the object speed
v = [vx, vy]
T always refer to the rectangle’s center, too.
Furthermore, w, l and h denote the width, length and height
of the object, ` is a unique label and k is a time step index.
Respectively, r = p(∃x) denotes the probability of existence
of the object, t ∈ T is its class, where T is the set of defined
classes, and t′ is the probability of the object being of the
given type t. For the sake of simplicity, T is, within this work,
restricted to the classes car and unknown, but is arbitrarily
extensible.
Furthermore, within this work the notation introduced by
[23] is used in the context of LMB filters.
III. SYSTEM ARCHITECTURE
In order to communicate an environment model and
measurements, common interfaces are required. This section
gives an overview about the structural aspects of the system
and, afterwards, defines the environment model and the
communication interface, which both reflect the requirements
of generality and flexibility.
A. Structural Aspects
Cornerstone of the proposed system is a MEC server,
which is located at the edge of the local mobile network and
offers very low communication delays. Furthermore, the sys-
tem consists of distributed sensors with associated processing
units, vehicles that receive the data, and a multi-sensor multi-
object tracking unit (LMB filter) that is implemented on the
MEC server. All components can be seen in Fig. 2, where
arrows indicate communication flow. Dashed arrows indicate
a wireless connection and vertical dashed lines represent the
used interfaces.
The principle flow of data is unilateral. Therefore, time-
synchronized sensors (e.g. via Global Positioning System,
GPS) transmit measurements to the MEC server, which is,
within this work, denoted as uplink. These measurements
are collected, sorted into cycles of fixed time Tcycle, and
then used to calculate an updated model of the environment
every cycle. Finally, this model is transmitted to the vehicles,
which is denoted as downlink. An inverse communication is
not foreseen (ignoring technical communication, needed for
control of connections).
The environment model of the system is confined to active
and passive traffic participants, denoted as (dynamic) objects,
and locally restricted. Hence, within a global context, the
system has a cellular character with local zones, covered by
independent systems that may communicate with each other,
e.g. to pass over tracks using track-to-track fusion strategies.
However, this is beyond the scope of this work and handled
by aforementioned articles.
B. Feature-level Interface
The proposed feature-level interface defines the messages,
which are communicated in the up- and downlink. In prin-
Sensors Processing LMB-Filter Vehicle
Infrastructure Sensors MEC-Server Receiver
generic
object list
interface
track list
interface
Fig. 2. System overview with three parts, the distributed infrastructure
sensors with associated processing units, MEC-Server, hosting the multi-
sensor multi-object tracking unit (LMB filter) and the receiver side, e.g.
automated vehicles.
ciple, these consist of two parts. First, a header, containing
the timestamp (which is valid for the whole message) and a
sensor ID, is sent, and, second, an informational part, which
consists of lists of object detections (uplink) or tracks (down-
link). Hereby, these messages follow the form [header,O],
where O = o1, ..., on is a list of object detections or tracks.
Furthermore, the definition of the interface differs a little
between up- and downlink, since the two main requirements
of allowing for maximal flexibility and enabling the inference
of unmeasured state variables have to be respected. Based on
the former, the interface has to support the simple connection
of a wide range of sensors to the system. In order to
achieve this, the description of a measurement in the uplink
comprises of mostly optional features, i.e. only the position
of an object has to measured, which supports a huge range of
sensors. Contrary to object measurements, tracks are always
described by the complete feature set. The demand for unique
labels is relaxed in the uplink.
However, the second requirement cuts this flexibility
slightly. It raises some soft constraints on the sensor setup
and illumination, which are described in detail in the fol-
lowing subsection. Furthermore, regarding the interface in
the uplink, position measurements must refer to any of the
allowed object reference points, since the key idea of this
work is to infer knowledge about the extent of an object due
to measurements of different object sections from different,
in the best case opposite, directions.
While this interface design has the drawback that, due to
the missing feedback channel, some sensor-specific track-
ing schemes are impossible, state-of-the-art object detectors
often create object proposals anyway [24]. Moreover, the
proposed interface allows for the use of various sensors from
low-cost to high end, thus facilitates a widespread use of the
system in a huge variety of venues.
In order to process measurements of the sensors, these
are required to register and deregister at the MEC server.
Therefore, messages are available that contain the sensor’s
global position, type, orientation and a so-called covered
area. The covered area is defined by a polygonal line P with
the edge points p1, ..., pm ∈ R2, which are transmitted. The
covered area defines the field of view of a sensor.
C. Sensor Setup and Illumination
There are only little requirements on the sensors. First,
these must measure at least the positions x and y of objects,
other features are optional, while each extra feature improves
the robustness of the tracking. Second, the sensor must be
aware of its global position, the common time base and its
covered area.
However, the inference of unmeasured information makes
more demands on the sensor setup. An area is sufficiently
covered by sensors only if, in sum of the sensors’ measure-
ments, all features of the objects are measured or inferable.
This, for example, would be the case if a single sensor
measures the whole feature list with sufficient precision.
However, taking into account that typical sensors measure
only subsets of the feature vector [8], the requirements are
relaxed, such that the total feature vector must be inferable
by observations of the sensors altogether. This rather weak
requirement leads to a set of rules that must be met:
i) All areas should at least be covered by two sensors to
sufficiently resolve occlusions and increase reliability
due to redundancy.
ii) If sensors measure only a little number of object fea-
tures, the number of independent sensors covering a
certain area increases. Moreover, sensors must measure
features at different object reference points and therefore
most commonly need to be distributed in such way that
an object is observed from different (in the best case
opposite) aspect angles.
Note that there is one more constraints about the sensors’
capabilities. Although sensors are allowed to measure subsets
of the full feature vector, the birth of objects requires the
knowledge of all features and is therefore only possible if
i) a sensor measures the full feature vector x, or
ii) a sensor measures the type of an object with high
certainty. The state vector of the born object is then
complemented with default values of the measured type.
Consequently, all areas of the system must be observed by
at least one sensor which satisfies either i) or ii).
IV. GENERIC CENTRALIZED MULTI-SENSOR
MULTI-OBJECT FUSION AND TRACKING
The Finite Set Statistics (FISST) [19] provides a prob-
abilistic framework to multi-sensor multi-object tracking
applications. It extends the standard Bayes filter to the multi-
object case utilizing RFS to model the multi-object densities
of objects. The posterior multi-object density is
pi(X|Z) = g(Z|X)pi(X)∫
g(Z|X)pi(X)δX , (1)
where g(Z|X) is the likelihood of the measurement Z given
the multi-object state X , where X and Z are sets. Since there
is no closed-form solution for (1), the approximative LMB
filter [22] is used, which combines computational efficiency
with enhanced performance in dense multi-object situations
and inherent track labeling and suits the needs of the scenario
perfectly and is real-time capable even in large environments.
Following [23], the use of subscript time indices is ne-
glected in order to increase readability, but, to avoid ambi-
guities, the index k|k − 1 of predicted values is abbreviated
using + as subscript.
The single-object posterior state distribution is given by
p(θ)(x, `|Z) = p+(x, `) · ψZ(x, `; θ)
η
(θ)
Z (`)
, (2)
where η(θ)Z (l) is a normalization factor and
ψZ(x, `; θ) =
pD(x, `) · g(zθ(`)|x, `)
κ(zθ(`))
(3)
denotes the generalized measurement likelihood for the as-
sociation θ, which associates a measurement z with a certain
state x. Furthermore, p+(x, `) is the predicted single-object
state distribution, pD(x, `) the state dependent detection
probability, and κ(zθ(`)) the clutter intensity. Additionally,
g(zθ(`)|x, `) = N (zθ(`);h(x) · x,R) (4)
denotes the likelihood of a measurement zθ(`) given the
object x, where h(x) ∈ Rd×n is the measurement matrix
and R ∈ Rd×d the measurement covariance matrix.
In order to process - possibly incomplete - measurements
from various sensors with different fields of view, three main
adaptions have been made to the standard LMB filter.
First, the different fields of view of the sensors are tackled
by the detection probability pD(x). It is modeled state
dependent and reflects if an object is within or outside of
a sensor’s covered area. Therefore, pD(x) is defined by
pD(x) =

λD if d(x) < −r ,
1− λD if d(x) > r ,
− 0.5+λDr d(x)− 0.5 otherwise .
(5)
Thus, the detection probability is λD if the object is within
the covered area and 1−λD if not. The relaxation parameter
r defines a zone between both areas, where the detection
probability decreases linearly from λD within to 1 − λD
outside the covered area. Thereby, d(x) denotes the signed
minimal spatial distance between the polygonal line P and
the object x:
d(x) =W(x,P) ·min(||x,P||) (6)
with
W(x,P) =
{
1 if x is outside P ,
−1 if x is inside P . (7)
Second, the number of clutter measurements is modeled as
being Poisson distributed with λC , and the clutter measure-
ments are distributed uniformly within the observable subset
F ⊂ Rd in the d-dimensional measurement space, with
(hyper-)volume vol(F). Accordingly, the clutter intensity
κ(zC) is defined by
κ(zC) = λC · c(z) =
{
λC
vol(F) if z ∈ F ,
0 if z /∈ F . (8)
Note that the observable subset introduces new parameters,
e.g. minimal and maximal length or width of an object, which
are modeled class dependent. However, these parameters
have a simple technical meaning and are easier to choose
than the intensity directly, which is an abstract parameter in
the measurement space and dependent on the dimension d.
Third, since sensors are allowed to measure subsets of the
state space, the LMB filter must be able to infer the missing
information. Here, especially the inference of the extent is
of interest, since the quantities calculated by differentiation
of the position are inferred by the Kalman filter anyway. The
proposed approach bases on the idea that sensors refer the
measurement of an object’s position to the object reference
point ζ, which is seen the best by the sensor. If objects are
detected from at least two different sensors with different
object reference points, the corresponding extent can be
inferred, since the information about the objects extent is
encoded implicitly within both measurements.
Therefore, the measurement matrix h(x) ∈ Rd×n must
specify the transformation of an object’s position from the
center of the rectangular model, to which the position in the
state space refers, to the respective object reference point ζ.
Here, without loss of generality, the state vector x is defined
as x = [x, y, . . . , w, l, h]T ∈ Rn, i.e. the object’s position is
located at the state vector’s beginning and the object’s extent
at the end, and arbitrary elements in between. h(x) is state
dependent and non-linear.
In order to construct the measurement matrix, h˜(x) ∈
Rn×n is defined first. Later, if d < n, i.e. a sensor measures
a subset of the full state space only, the respective rows of
h˜ are to be deleted to obtain h.
Since the measurement space and the state space only
differ slightly, h˜ is very similar to the identity matrix I , and
is defined as
h˜(x) =
[
I ∆(x)
0 I
]
. (9)
Furthermore, ∆(x) ∈ R2×(n−2) is responsible for the men-
tioned transformation of an object’s position from the gravity
center to the reference point ζ. It is defined as
∆(x) =
[
0 f(ζ) 0
]
, (10)
with
f(ζ) =
1
2
·
[− sin (ϕ) cos (ϕ)
cos (ϕ) sin (ϕ)
]
◦
[
δ γ
δ γ
]
∈ R2×2, (11)
where ◦ denotes the element-wise multiplication and
δ =
{
1 if ζ = BL,FL ,
−1 if ζ = BR,FR , γ =
{
1 if ζ = FL,FR ,
−1 if ζ = BL,BR .
(12)
Note that position and structure of ∆(x) depend on the
arrangement of the state vector x.
Since the transmission of a certain reference point ζ is
not mandatory within the proposed system, the LMB filter
must estimate the most probable reference points. Based on
the viewing angle of a sensor on an object, the three closest
corner points are chosen and handled in the innovation step
of the LMB filter. The one having the smallest Mahalanobis
Distance [25] between predicted measurement zˆ+ and mea-
surement z is then fed to the LMB update.
Note that the use of a non-linear extension of the standard
Kalman filter is required, since h(x) is non-linear. Within
this work, the Unscented Kalman Filter (UKF) [26] is used,
but using other non-linear extensions to the Kalman filter
would also be possible. Further, arbitrary process models are
allowed in the prediction, as long as the estimation of all
features of the state x is possible.
V. EVALUATION
In order to measure the performance of the whole system,
its components have been evaluated individually on the basis
of simulated data first. Following that, a proof of concept
demonstration at the test site is presented.
A. Simulation
The performance of the tracking has been investigated by
a simulated scenario with three distributed sensors and three
vehicles. The scenario follows the situation of a T-junction,
where two vehicles pass each other in opposite driving
directions on the major road. A third vehicle merges into
the major road right in front of one of the vehicles. In order
to make associations in the tracking algorithm ambiguous,
the distances between the vehicles are extremely small. The
ground truth positions can be seen in Fig. ??, where the
triangles mark the start of the vehicles’ trajectories and the
squares their end positions. All objects move following a
Constant Turn Rate and Acceleration (CTRA) model. The
estimated path of a single run is drawn in red.
Three distributed sensors are simulated, one in the upper
(A) and one in the lower (B) left corner as well as one in
the lower right (C) corner, as can also be seen in Fig. ??.
The vehicles are within the covered area of all sensors the
whole time. The simulation was repeated twice with varying
measured feature vectors. Within scenario 1, all sensors
measure z = [x, y]T . In scenario 2, all sensors additionally
measure either the objects’ width or length, i.e. (A) and
(C) measure the width, (B) the length. In both scenarios,
the particular covariance matrix R = diag(σx, σy, σw/l) is
transmitted, too. Its elements fulfill σ = σx = 2σy = 2σw/l
and express the standard deviation in longitudinal and lateral
direction in sensor coordinates as well as of the extent.
The measurements are created by adding zero-mean white
Gaussian noise to the ground truth, whereat the standard
deviation corresponds to the values in R. A single measure-
ment is removed by the chance 1/pD with pD = 0.95, and
uniformly distributed clutter measurements are added with
rate λC = 0.1. The state vector in the LMB filter is described
by x = [x, y, ϕ, ϕ˙, v, v˙, w, l]T , and a CTRA process model
is used in the LMB filter.
Each simulation run was repeated three times, where the
standard deviation of the additive white noise was increased
from σ = 0.5 to 1.5. Thus, six constellations are taken into
account, which all have been repeated in 100 Monte Carlo
trials. The estimation result was evaluated with the Optimal
Sub-pattern Assignment metric for track (OSPAT) [27] with
OSPAT order p = 1 and cut-off c = 300, where only the
position is incorporated. The results of scenario 1 and 2 are
given in Fig. 4 and 5 respectively.
The results clearly show that the intended inference of
information due to distributed sensors is possible. Moreover,
it can be seen that the measurement of additional features
increases the performance of the tracking regarding the
reliability and stability against noise.
In the beginning of the OSPAT curves from k ≈ 3 to
10, a shoulder-shaped region can be seen, where the OSPAT
error remains almost constant. Furthermore, at k ≈ 25, an
increment of the OSPAT error can be seen. While the former
error results from inaccurate track birth due to noise and
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Fig. 3. Single simulation run of scenario 1 with three objects observed by three distributed sensors and R = [1, 0.5, 0.5]T .
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Fig. 4. OSPAT errors over 100 Monte Carlo runs for varying measurement
noise from σ = 0.5 to σ = 1.5 and three sensors with measured feature
vector z = [x, y]T . OSPAT order p = 1 and cut-off c = 300.
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Fig. 5. OSPAT errors over 100 Monte Carlo runs and varying measurement
noise from σ = 0.5 to σ = 1.5 and three sensors with measured feature
vector z(A),(B) = [x, y, w]
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Fig. 6. Single simulation of scenario 1 with three objects observed by
three distributed sensors and R = [1, 0.5, 0.5]T
indicates that the birth of tracks is crucial to the tracking,
the second error arises after the vehicles pass each other and
results from ambiguous measurement-to-track associations.
However, both reveal that erroneous system states live on for
a certain time until being corrected or released. This can be
explained by noisy measurements, which lead to a ’wrong’
reference point estimation in the LMB filter, and therefore
wrong estimation of the object’s extent. If noise is strong or
the measurement space is reduced, this situation occurs more
often.
Thus, the limits of inference can be seen here, too. While
the inference is possible with little noise, it meets its limits
when standard deviation of the additional noise reaches half
the smallest extent.
A more detailed look on one single run in Fig. 6 shows the
progression of the estimated length of the objects in the case
of correct measurement-to-track association. As can be seen,
the inference is possible, but large jitter due to measurement
noise is present. It shows that the inference of information is
not smooth and is mainly driven by the measurement noise.
The Mean Squared Error (MSE) of the estimated object
length in this example is within the order of magnitude of
the measurement noise.
In order to tackle the problems in the case of heavy noise,
further work should investigate the effect of using additional
knowledge, for example a maximal yaw rate or a maximal
length to width ratio of objects, within the measurement
update.
B. Real Data
While the simulation shows that the inference of infor-
mation from incomplete measurements is possible if all
requirements are met, the practical example shall show that
it is possible in reality, too. Therefore, the installation at
the test site in Ulm-Lehr was used to create a proof-of-
concept demonstration of the system. Related to the use case
of resolving the occlusion, a scenario was created with a
vehicle on the major road with the right of way heading
towards an occluded T-junction. Three monocular cameras
and two simple lidars that only emit 16 static beams are
used [7]. The lidars are positioned at the particular end of
the street and are directed towards each other. Both together
cover most of the range, except the very left, where only one
camera detects objects. The other cameras are distributed in
the left and center part of the street and oriented in the driving
direction of the vehicle.
Fig. 7. Proof-of-concept demonstration of the environment modeling at a
real test site in Ulm-Lehr. The track of a single vehicle is shown in cyan,
the poles of the sensors are marked by white circles and blue cones, which
indicate their field of view. c© Aerial photography: City of Ulm
As can be seen in Fig. 7, the goal of following the vehicle’s
position could be solved. When the vehicle enter the system’s
observed area, the estimated position shows a tendency to the
lane center, which is corrected after the vehicle is seen by
multiple sensors.
Thus, a continuous track estimation between multiple
sensor field of views is shown, where two different sensor
types are used. Moreover, the sensors did measure only small
subsets of the measurement space with different uncertainty.
As the cameras delivered relatively precise lateral informa-
tion but vague longitudinal information, the lidars behaved
oppositionally. In the end, both sensor types complemented
each other very well. However, since no ground truth is
available, a more detailed examination is not possible, but it
could be shown that the system is working on a real example.
VI. CONCLUSIONS
This paper introduced an interface for centralized feature-
level based infrastructure systems for dynamic object de-
tection. It is novel in its flexibility, since it allows to use
sensors with different sensing capabilities far below the
actual requirements of the state space. Such incomplete
measurements can be processed by an adequately adapted
LMB filter. It uses the implicit information about the extent
of objects from measurements of distributed sensors, if
these measurements are related to different object reference
points. The performance of the system has been shown in
simulations and on a real world demonstration.
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