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Abstract We introduce the notion of a crossed product of an al-
gebra by a coalgebra C, which generalises the notion of a crossed
product by a bialgebra well-studied in the theory of Hopf algebras.
The result of such a crossed product is an algebra which is also a
right C-comodule. We find the necessary and sufficient conditions
for two coalgebra crossed products be equivalent. We show that the
two-dimensional quantum Euclidean group is a coalgebra crossed
product. The paper is completed with an appendix describing the
dualisation of construction of coalgebra crossed products.
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1 Introduction
The notion of a crossed product by a bialgebra was first introduced in the
context of cohomology of algebras over a bialgebra [17]. It was then gen-
eralised and throughly studied in the relation to the Hopf-Galois theory of
non-commutative rings and invariant theory of algebraic groups [8] [7] [1] [2].
With the emergence of quantum groups the theory of Hopf-Galois extensions
and crossed products by Hopf algebras became interesting also from geometric
point of view (cf. [15] and references therein). Hopf-Galois extensions are now
understood as quantum group principal bundles [5] [13] and a certain kind of a
crossed product, known as a cleft extension, corresponds to a trivial quantum
group principal bundle. In search for a suitable quantum group gauge theory
on quantum homogeneous spaces we have recently proposed [6] a generalisa-
tion of quantum group principal bundles in which the structure quantum group
is replaced by a coalgebra (a special case of such a generalisation was already
present in [16], see in particular Lemma 1.3). We also introduced the notion of
a trivial coalgebra principal bundle. As a vector space, the total space of such
a bundle is isomorphic to a tensor product of a base manifold algebra and a
structure coalgebra. It is therefore natural to expect that as an algebra the
total space is a certain kind of a cleft extension of an algebra by a coalgebra.
This leads naturally to the notion of a crossed product by a coalgebra. In this
paper we give definition and study some properties of such crossed products.
Throughout the paper, all vector spaces are over a field k of generic char-
acteristic. If not stated otherwise, by an algebra we mean a unital associative
algebra over k. The unit in an algebra is denoted by 1 and the product by
the juxtaposition of elements. We also use µ to denote the product as a map.
In a coalgebra C, ∆ denotes the coproduct and ǫ : C → k denotes the counit.
We use the Sweedler notation to denote the coproduct in C, ∆c = c(1)⊗ c(2)
(summation understood), for any c ∈ C. By convolution product we mean a
product ∗ in a space of linear maps C → P , where P is an algebra, given by
f ∗ g(c) = f(c(1))g(c(2)). A map C → P is said to be convolution invertible if
it is invertible with respect to this product.
2 Crossed Products by a Coalgebra
We begin by describing conditions which allow one to built an algebra structure
on a tensor product of an algebra and a vector space.
Proposition 2.1 Let M be an algebra, V be a vector space and e ∈ V . The
vector space M ⊗V is an algebra with unit 1⊗ e, and the product such that
∀x, y ∈M ∀v ∈ V (x⊗ e)(y⊗ v) = xy⊗ v, (1)
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if and only if there exist linear maps σˆ : V ⊗V → M ⊗V , ρˆ : V ⊗M →
M ⊗V which satisfy the following conditions:
(a) ∀x ∈M ∀v ∈ V ρˆ(e, x) = x⊗ e, ρˆ(v, 1) = 1⊗ v,
(b) ρˆ ◦ (idV ⊗µ) = (µ⊗ idV ) ◦ (idM ⊗ ρˆ) ◦ (ρˆ⊗ idM),
(c) ∀v ∈ V σˆ(e, v) = σˆ(v, e) = 1⊗ v,
(d) (µ⊗ idV )◦(idM ⊗ σˆ)◦(ρˆ⊗ idV )◦(idV ⊗ σˆ)=(µ⊗ idV )◦(idM ⊗ σˆ)◦(σˆ⊗ idV ),
(e) (µ⊗ idV )◦(idM ⊗ σˆ)◦(ρˆ⊗ idV )◦(idV ⊗ ρˆ)=(µ⊗ idV )◦(idM ⊗ ρˆ)◦(σˆ⊗ idM),
where µ denotes product in M . The product µM ⊗V in M ⊗V explicitly reads
µM ⊗V = (µ
2⊗ idV ) ◦ (id
2
M ⊗ σˆ) ◦ (idM ⊗ ρˆ⊗ idV ). (2)
Proof. Let σˆ : V ⊗V → M ⊗V , ρˆ : V ⊗M → M ⊗V be the linear maps
that satisfy (a)-(e). We will show that the map µM ⊗V given by (2) defines an
algebra structure on M ⊗V . To prove that µM ⊗V is associative we compute
µM ⊗V ◦ (idM ⊗ idV ⊗µM ⊗V )
= (µ2⊗ idV ) ◦ (id
2
M ⊗ σˆ) ◦ (idM ⊗ ρˆ⊗ idV ) ◦ (idM ⊗ idV ⊗µ
2⊗ idV ) ◦
◦(idM ⊗ idV ⊗ id
2
M ⊗ σˆ) ◦ (idM ⊗ idV ⊗ idM ⊗ ρˆ⊗ idV )
(b)
= (µ2⊗ idV ) ◦ (id
2
M ⊗ σˆ) ◦ (idM ⊗µ
2⊗ id2V ) ◦ (id
3
M ⊗ ρˆ⊗ idV ) ◦
◦(id2M ⊗ ρˆ⊗ idM ⊗ idV ) ◦ (idM ⊗ ρˆ⊗ id
2
M ⊗ idV ) ◦ (idM ⊗ idV ⊗ id
2
M ⊗ σˆ) ◦
◦(idM ⊗ idV ⊗ idM ⊗ ρˆ⊗ idV )
= (µ4⊗ idV ) ◦ (id
4
M ⊗ σˆ) ◦ (id
3
M ⊗ ρˆ⊗ idV ) ◦ (id
3
M ⊗ idV ⊗ σˆ) ◦
◦(id2M ⊗ ρˆ⊗ id
2
V ) ◦ (id
2
M ⊗ idV ⊗ ρˆ⊗ idV ) ◦ (idM ⊗ ρˆ⊗ idV ⊗ idM ⊗ idV )
(d)
= (µ4⊗ idV ) ◦ (id
4
M ⊗ σˆ) ◦ (id
3
M ⊗ σˆ⊗ idV ) ◦ (id
2
M ⊗ ρˆ⊗ id
2
V ) ◦
◦(id2M ⊗ idV ⊗ ρˆ⊗ idV ) ◦ (idM ⊗ ρˆ⊗ idV ⊗ idM ⊗ idV )
(e)
= (µ4⊗ idV ) ◦ (id
4
M ⊗ σˆ) ◦ (id
3
M ⊗ ρˆ⊗ idV ) ◦ (id
2
M ⊗ σˆ⊗ idM ⊗ idV ) ◦
◦(idM ⊗ ρˆ⊗ idV ⊗ idM ⊗ idV )
= (µ2⊗ idV ) ◦ (id
2
M ⊗ σˆ) ◦ (idM ⊗ ρˆ⊗ idV ) ◦ (µ
2⊗ idV ⊗ idM ⊗ idV ) ◦
◦(id2M ⊗ σˆ⊗ idM ⊗ idV ) ◦ (idM ⊗ ρˆ⊗ idV ⊗ idM ⊗ idV )
= µM ⊗V ◦ (µM ⊗V ⊗ idM ⊗ idV ).
To show that 1⊗ e is a unit in M ⊗V we take any x ∈ M and v ∈ V and
compute
µM ⊗V (1⊗ e, x⊗ v) = (µ
2⊗ idV ) ◦ (id
2
M ⊗ σˆ) ◦ (1⊗ ρˆ(e, x)⊗ v)
(a)
= (µ⊗ idV )(x⊗ σˆ(e, v))
(c)
= x⊗ v.
Similarly one proves that µM ⊗V (x⊗ v, 1⊗ e) = x⊗ v. Therefore µM ⊗V gives
an associative algebra structure on M ⊗ V with unit 1⊗ e. To verify that
3
property (1) holds we take any x, y ∈M and v ∈ V and compute
µM ⊗V (x⊗ e, y⊗ v) = (µ
2⊗ idV ) ◦ (id
2
M ⊗ σˆ) ◦ (x⊗ ρˆ(e, y)⊗ v)
(a)
= (µ2⊗ idV )(x⊗ y⊗ σˆ(e, v))
(c)
= xy⊗ v.
Conversely assume thatM ⊗V is an associative algebra with unit 1⊗ e and
that (1) holds. Define maps σˆ : V ⊗V →M ⊗V and ρˆ : V ⊗M →M ⊗V by
ρˆ(v, x) = (1⊗ v)(x⊗ e), σˆ(v, w) = (1⊗ v)(1⊗w).
Condition (1) implies that
(x⊗ v)(y⊗ e) = xρˆ(v, y), (x⊗ v)(1⊗w) = xσˆ(v, w), (3)
and relations (3) imply that the product in M ⊗V has the form (2).
It remains to check that the maps ρˆ and σˆ satisfy conditions (a)-(e). Take
any x ∈M , v ∈ V . Then
ρˆ(v, 1) = (1⊗ v)(1⊗ e) = 1⊗ v, ρˆ(e, x) = (1⊗ e)(x⊗ e) = x⊗ e,
σˆ(v, e) = (1⊗ v)(1⊗ e) = 1⊗ v = (1⊗ e)(1⊗ v) = σˆ(e, v).
Therefore (a) and (c) hold. To check (b) take any x, y ∈ M and v ∈ V and
compute
ρˆ(v, xy) = (1⊗ v)(xy⊗ e)
(1)
= (1⊗ v)(x⊗ e)(y⊗ e) = ρˆ(v, x)(y⊗ e)
(3)
= (µ⊗ idV ) ◦ (idM ⊗ ρˆ) ◦ (ρˆ⊗ idM)(v⊗x⊗ y).
To prove (d) take any x ∈M , v, w ∈ V and compute
(1⊗ v)[(1⊗w)(x⊗ e)] = (1⊗ v)ρˆ(w, x)
= (µ2⊗ idV ) ◦ (id
2
M ⊗ σˆ) ◦ (idM ⊗ ρˆ⊗ idV )(1⊗ v⊗ ρˆ(w, x))
= (µ⊗ idV ) ◦ (idM ⊗ σˆ) ◦ (ρˆ⊗ idV ) ◦ (idV ⊗ ρˆ)(v⊗w⊗x).
On the other hand the associativity of product in M ⊗V implies that the
above must be equal to
[(1⊗ v)(1⊗w)](x⊗ e) = σˆ(v, w)(x⊗ e)
(3)
= (µ⊗ idV ) ◦ (idM ⊗ σˆ) ◦ (σˆ⊗ idV )(v⊗w⊗x),
Thus (e) holds. Finally one verifies (d) considering
(1⊗ v)[(1⊗w)(1⊗u)] = [(1⊗ v)(1⊗w)](1⊗u),
for any u, v, w ∈ V . ⊔⊓
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This paper is concerned with a special case of the construction described
in Proposition 2.1 in which V = C is a coalgebra equipped additionally with
an entwining structure [6]. We say that a coalgebra C and an algebra P are
entwined if there is a map ψ : C ⊗ P → P ⊗ C such that
ψ ◦ (idC ⊗µ) = (µ⊗ idC) ◦ ψ23 ◦ ψ12, ψ(c⊗ 1) = 1⊗ c, ∀c ∈ C (4)
(idP ⊗∆) ◦ ψ = ψ12 ◦ ψ23 ◦ (∆⊗ idP ), (idP ⊗ ǫ) ◦ ψ = ǫ⊗ idP , (5)
where µ denotes multiplication in P , and ψ12 = ψ⊗ idP and ψ23 = idP ⊗ψ.
We denote the action of ψ on c⊗u ∈ C⊗P by ψ(c⊗u) = uα⊗ c
α (summation
understood).
Furthermore we assume that there is a group-like e ∈ C, i.e. ∆e = e⊗ e,
ǫ(e) = 1 and a map ψC : C ⊗C → C ⊗C such that for any c ∈ C
(id⊗∆) ◦ ψC = ψC12 ◦ ψ
C
23 ◦ (∆⊗ id), (6)
(id⊗ ǫ) ◦ ψC = ǫ⊗ id, ψC(e⊗ c) = ∆c, (7)
where ψC12 = ψ
C ⊗ idC and ψ23 = idC ⊗ψ
C . We denote the action of ψC on
b⊗ c by ψ(b⊗ c) = cA⊗ b
A (summation understood).
With these assumptions P is a right C-comodule with a coaction ∆Ru =
ψ(e⊗u). Moreover the fixed point subspace M = P coCe = {x ∈ P |∆Rx =
x⊗ e} is a subalgebra of P . We call (P,C, ψ, e, ψC) the entwining data. A
number of examples of entwining data may be found in [6]. The main object
of studies of this paper is contained in the following:
Proposition 2.2 Let (P,C, ψ, e, ψC) be entwining data and let M = P coCe .
Assume that there are linear maps σ : C ⊗C → M and ρ : C ⊗P → P such
that for all x, y ∈M , c ∈ C:
(i) ρ(e, x) = x, ρ(c, 1) = ǫ(c);
(ii) ρ(c(1), xα)⊗ c(2)
α ∈M ⊗C;
(iii) ρ(c(1), (xy)α)⊗ c(2)
α = ρ(c(1), xα)ρ(c(2)
α
(1), yβ)⊗ c(2)
α
(2)
β;
(iv) σ(e, c) = ǫ(c), σ(c(1), eA)⊗ c(2)
A = 1⊗ c.
Define a linear map M ⊗C ⊗M ⊗C → M ⊗C, denoted by juxtaposition,
by
(x⊗ b)(y⊗ c) = xρ(b(1), yα)σ(b(2)
α
(1), cA)⊗ b(2)
α
(2)
A. (8)
Then for any x ∈ M and c ∈ C (1⊗ e)(x⊗ c) = (x⊗ c)(1⊗ e) = x⊗ c. The
vector space M ⊗C is an associative algebra with product (8) if and only if
ρ(a(1), σ(b(1), cA)α)σ(a(2)
α
(1), b(2)
A
B
)⊗ a(2)
α
(2)
B
= σ(a(1), bA)σ(a(2)
A
(1), cB)⊗ a(2)
A
(2)
B (9)
and
ρ(a(1), ρ(b(1), xα)β)σ(a(2)
β
(1), b(2)
α
A
)⊗ a(2)
β
(2)
A
= σ(a(1), bA)ρ(a(2)
A
(1), xα)⊗ a(2)
A
(2)
α, (10)
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for any a, b, c ∈ C and x ∈M . This algebra is denoted byM×ρ,σC and called a
crossed product by a coalgebra C. The pair (ρ, σ) is called the crossed product
data for the entwining data (P,C, ψ, e, ψC).
Proof.This proposition can be viewed as a corollary of Proposition 2.1. Namely
given maps ρ satisfying (ii) and σ one can define maps σˆ : C ⊗C → M ⊗C
and ρˆ : C ⊗M →M ⊗C by
ρˆ(x, c) = ρ(c(1), xα)⊗ c(2)
α, σˆ(b, c) = σ(b(1), cA)⊗ b(2)
A.
Conditions (i), (iii) and (iv) are precisely conditions (a)-(c) of Proposition 2.1,
and the map (8) is exactly as in (2). Furthermore conditions (9) and (10)
written in terms of ρˆ and σˆ are exactly the same as conditions (d) and (e) of
Proposition 2.1. By applying Proposition 2.1 to the present case the assertion
follows. ⊔⊓
Remark 2.3 Note that while there is a one-to-one correspondence between
maps σ and σˆ, different choices of ρ and may lead to the same maps ρˆ, and
thus to the same crossed products. Therefore we will say that the crossed
product data (ρ1, σ) and (ρ2, σ) are equivalent if ρˆ1 = ρˆ2.
Before we specify to two special cases of crossed product algebras we note
that when ψ(C ⊗M) ⊂M ⊗C the condition (iii) above is equivalent to
ρ(c, xy) = ρ(c(1), xα)ρ(c(2)
α, y).
Example 2.4 Let C be a bialgebra C = H and P be a right H-comodule
algebra. Take e = 1, and the maps ψ and ψC
ψ(h⊗u) = u(0¯)⊗hu(1¯), ψC(h⊗ g) = g(1)⊗hg(2),
where ∆Ru = u
(0¯)⊗u(1¯) (summation understood). M is the fixed point sub-
algebra of a right H-comodule algebra P , and ψ restricted to M ⊗C becomes
the twist map, ψ(h⊗x) = x⊗ h. At this point both ψ and P become redun-
dant in the setting of Proposition 2.2. Conditions (i)-(iii) state that ρ is a weak
normalised action of H on M , while condition (iv) specifies the normalisation
of σ, σ(1, c) = σ(c, 1) = ǫ(c). Finally (9) states that σ is a 2-cocycle, and
(10) becomes equivalent to a twisted module condition of [8] [1]. Therefore
M×ρ,σH is a bialgebra crossed product.
Example 2.5 Let C be a braided bialgebra B and P be a right braided B-
comodule algebra both living in the same braided category, and e = 1 (for the
review on braided bialgebras see e.g. [10]). Then the maps ψ and ψC are
ψ(b⊗ u) = Ψ(b⊗u(0¯))u(1¯), ψC(b⊗ c) = Ψ(b⊗ c(1))c(2),
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where Ψ denotes the braiding and ∆Ru = u
(0¯)⊗u(1¯). In this case ψ restricted
to B⊗M coincides with Ψ. Conditions (i)-(iii) state now that ρ is a normalised
braided weak action of B on M , while conditions (iv) fix the normalisation of
σ as in Example 2.4. Finally, using the diagrammatic technique introduced
in [9], in which Ψ = , products are denoted by , and coproducts by ,
conditions (9) and (10) come out respectively:
 
=
 σ
 
 ρ
 σ  
 σ
B B  B B B B
M B M  B
 σ 
,
 
=
 
 ρ
 σ  
B B B B
M B M  B
 σ 
M M
 ρ
ρ
Thus we obtain the generalisation of braided crossed products introduced in
[11] to the case of non-trivial σ.
Therefore the notion of a crossed product by a coalgebra in Proposition 2.2
generalises both the notion of a crossed product by a bialgebra and by a
braided bialgebra. The crossed product algebra M×ρ,σC is a left M-module
with the natural action x⊗ y⊗ c 7→ xy⊗ c. It is also a right C-comodule with
a coaction ∆R : x⊗ c 7→ x⊗ c(1)⊗ c(2). Contrary to the bialgebra crossed
products M×ρ,σC need not be a right C-comodule algebra even if C is a
bialgebra. Instead, we have the following
Lemma 2.6 Let M×ρ,σC be a crossed product as in Proposition 2.2 and let
∆R : M×ρ,σC → M×ρ,σC ⊗C be a natural right coaction, ∆R : x⊗ c →
x⊗ c(1)⊗ c(2). Then
∆R((x⊗ b)(y⊗ c)) = (x⊗ b(1))(yα⊗ cA)⊗ b(2)
αA,
for any x, y ∈ M and b, c ∈ C, where the product on the right hand side is
given by (8) even if yα 6∈M .
Proof. We compute
(x⊗ b(1)) (yα⊗ cA)⊗ b(2)
αA = xρ(b(1), yαβ)σ(b(2)
β
(1), cAB)⊗ b(2)
β
(2)
B ⊗ b(3)
αA
(5)
= xρ(b(1), yα)σ(b(2)
α
(1), cA)⊗ b(2)
α
(2)
A
(1)⊗ b(2)
α
(2)
A
(2)
= ∆R((x⊗ b)(y⊗ c)). ✷
Now we give an example of a crossed product by a coalgebra coming from
the theory of coalgebra bundles [6].
Example 2.7 Let P , C, ψ, e, ψC and M be as in Proposition 2.2. Further-
more assume that there exists a convolution invertible map Φ : C → P such
that Φ(e) = 1 and
ψ ◦ (idC ⊗ Φ) = (Φ⊗ idC) ◦ ψ
C . (11)
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Define maps ρ : C ⊗P → P and σ : C ⊗C → P by
ρ(c, u) = Φ(c(1))uαΦ
−1(c(2)
α), σ(b, c) = Φ(b(1))Φ(cA)Φ
−1(b(2)
A). (12)
Then there is a crossed product algebra M×ρ,σC. Explicitly the product in
M×ρ,σC reads
(x⊗ b)(y⊗ c) = xΦ(b(1))yαΦ(cA)Φ
−1(b(2)
αA
(1))⊗ b(2)
αA
(2). (13)
The algebra M×ρ,σC is isomorphic to P . It is called a cleft extension of M
by C and is denoted by M×ΦC.
Proof. We first show that the output of the map σ (12) is indeed in M . We
compute
∆Rσ(b, c)
(4)
= Φ(b(1))αΦ(cA)βΦ
−1(b(2)
A)γ ⊗ e
αβγ
(11)
= Φ(b(1))Φ(cAB)Φ
−1(b(3)
A)γ ⊗ b(2)
Bγ
(6)
= Φ(b(1))Φ(cA)Φ
−1(b(2)
A
(2))γ ⊗ b(2)
A
(1)
γ
= Φ(b(1))Φ(cA)Φ
−1(b(2)
A)⊗ e.
To derive the last equality we used the following property of Φ−1,
Φ−1(c)⊗ e = Φ−1(c(2))α⊗ c(1)
α, (14)
which is easily obtained from (11). Therefore σ maps C ⊗C toM as required.
Next we check that ρ and σ satisfy (i)-(iv) in Proposition 2.2. The condition
(i) is obvious. For (ii) we take any c ∈ C and x ∈M and compute
∆R(ρ(c(1), xα))⊗ c(2)
α = ψ(e,Φ(c(1))xαβΦ
−1(c(2)
β))⊗ c(3)
α
(5)
= ψ(e,Φ(c(1))xαΦ
−1(c(2)
α
(1)))⊗ c(2)
α
(2)
(4)
= Φ(c(1))βxαγΦ
−1(c(2)
α
(1))δ⊗ e
βγδ ⊗ c(2)
α
(2)
(11)
= Φ(c(1))xαγΦ
−1(c(3)
α
(1))δ⊗ c(2)
γδ⊗ c(3)
α
(2)
(5)
= Φ(c(1))xαΦ
−1(c(2)
α
(2))δ⊗ c(2)
α
(1)
δ ⊗ c(2)
α
(3)
(14)
= Φ(c(1))xαβΦ
−1(c(2)
β)⊗ e⊗ c(3)
α.
To check condition (iii) we take any c ∈ C, x, y ∈M and compute
ρ(c(1), xα)ρ(c(2)
α
(1), yβ)⊗ c(2)
α
(2)
β
= Φ(c(1))xαβΦ
−1(c(2)
β)Φ(c(3)
α
(1))yγδΦ
−1(c(3)
α
(2)
δ)⊗ c(3)
α
(3)
γ
(5)
= Φ(c(1))xαΦ
−1(c(2)
α
(1))Φ(c(2)
α
(2))yγΦ
−1(c(2)
α
(3)
γ
(1))⊗ c(2)
α
(3)
γ
(2)
= Φ(c(1))xαyγΦ
−1(c(2)
αγ
(1))⊗ c(2)
αγ
(2)
(4)
= Φ(c(1))(xy)αΦ
−1(c(2)
α
(1))⊗ c(2)
α
(2)
(5)
= Φ(c(1))(xy)αβΦ
−1(c(2)
β)⊗ c(3)
α
= ρ(c(1), (xy)α)⊗ c(2)
α.
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The first part of condition (iv) is obvious. For the second one we have
σ(c(1), eA)⊗ c(2)
A = Φ(c(1))Φ(eAB)Φ
−1(c(2)
B)⊗ c(3)
A
(6)
= Φ(c(1))Φ(eA)Φ
−1(c(2)
A
(1))⊗ c(2)
A
(2)
(11)
= Φ(c(1))Φ(e)αΦ
−1(c(2)
α
(1))⊗ c(2)
α
(2)
= Φ(c(1))Φ
−1(c(2))⊗ c(3)
= 1⊗ c.
Therefore ρ and σ satisfy conditions (i)-(iv). To prove the remaining part of
the example we use the observation made in [6] that M ⊗C is isomorphic to
P as a vector space with the isomorphism Θ : x⊗ c → xΦ(c) the inverse of
which is Θ−1(u) = uαΦ
−1(eα(1))⊗ e
α
(2). It suffices to show that Θ is an algebra
isomorphism. We have
Θ((x⊗ b)(y⊗ c)) = xΦ(b(1))yαΦ(cA)Φ
−1(b(2)
αA
(1))Φ(b(2)
αA
(2))
= xΦ(b(1))yαΦ(cA)ǫ(b(2)
αA)
(5,7)
= xΦ(b)yΦ(c) = Θ(x⊗ b)Θ(y⊗ c).
Therefore M×ΦC is isomorphic to P as an algebra and since P is associative,
so is M×ΦC. ⊔⊓
Since P and C are entwined by ψ, and P is isomorphic to M×ΦC as an
algebra, one would expect that the cleft extension M×ΦC and C are entwined
by ψ˜ = (Θ−1⊗ idC) ◦ ψ ◦ (idC ⊗Θ). This is not always the case, however.
Instead we have
Lemma 2.8 M×ΦC and C are entwined by ψ˜ if and only if ψ
C(c⊗ e) = e⊗ c,
for any c ∈ C.
Proof. Assume first that the hypothesis of the lemma is satisfied. Then first of
conditions (4) is satisfied by ψ˜ since Θ is an algebra map. Explicitly, we have
ψ˜ ◦ (idC ⊗µ) = (Θ
−1⊗ idC) ◦ ψ ◦ (idC ⊗Θ) ◦ (idC ⊗µ)
= (Θ−1⊗ idC) ◦ ψ ◦ (idC ⊗µ) ◦ (idC ⊗Θ⊗Θ)
= (Θ−1⊗ idC) ◦ (µ⊗ idC) ◦ ψ23 ◦ ψ12 ◦ (idC ⊗Θ⊗Θ)
= (µ⊗ idC) ◦ (Θ
−1⊗Θ−1⊗ idC) ◦ ψ23 ◦ ψ12 ◦ (idC ⊗Θ⊗Θ)
= (µ⊗ idC) ◦ ψ˜23 ◦ ψ˜12.
Here we used µ to denote the products in P and in M×ΦC. To prove the
second of conditions (4) we first notice, that ψ˜ can be explicitly written as
ψ˜(b⊗x⊗ c) = xαβΦ(cAB)Φ
−1(eβB(1))⊗ e
βB
(2)⊗ b
αA
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for any b, c ∈ C and x ∈ M . In particular
ψ˜(b⊗ 1⊗ e) = 1αβΦ(cAB)Φ
−1(eβB(1))⊗ e
βB
(2)⊗ b
αA
= Φ(eA(1))Φ
−1(eA(2))⊗ eA(3)⊗ b
A = 1⊗ eA⊗ b
A = 1⊗ e⊗ b,
where we used the hypothesis to derive the last equality. The verification of
conditions (5) is easy.
Conversely, if we assume that ψ˜ entwines M×ΦC with C then the second
of conditions (4) will imply
1⊗ e⊗ c = 1αβΦ(cAB)Φ
−1(eβB(1))⊗ e
βB
(2)⊗ c
αA
= Φ(eA(1))Φ
−1(eA(2))⊗ eA(3)⊗ c
A = 1⊗ eA⊗ c
A,
and thus the assertion follows. ⊔⊓
3 Equivalent Crossed Products
Proposition 3.1 Let M×ρ,σC be a crossed product algebra as in Proposi-
tion 2.2 associated to the entwining data (P,C, ψ, e, ψC), M = P coCe . Let
γ : C →M be a convolution invertible map such that γ(e) = 1 and
ψC23 ◦ψ12 ◦ (idC ⊗ γ⊗ idC)◦ (idC ⊗∆) = (γ⊗ idC ⊗ idC)◦ (∆⊗ idC)◦ψ
C . (15)
Define the maps ργ : C ⊗P → P and σγ : C ⊗C →M by
ργ(c, u) = γ(c(1))ρ(c(2), uα)γ
−1(c(3)
α), (16)
σγ(b, c) = γ(b(1))ρ(b(2), γ(cA(1))α)σ(b(3)
α, cA(2))γ
−1(b(4)
A). (17)
Then (ργ , σγ) are the crossed product data and M×ργ ,σγC is isomorphic to
M×ρ,σC as an algebra.
Proof. Clearly the output of σγ is in M by condition (ii) for ρ. We now check
that ργ and σγ satisfy conditions (i)-(iv) of Proposition 2.2. Property (i) is
immediate. Also, using (5) and the property (ii) of ρ we immediately obtain
the property (ii) of ργ . To verify (iii) we take any c ∈ C, x, y ∈M and compute
ργ(c(1), (xy)α)⊗ c(2)
α = γ(c(1))ρ(c(2), (xy)αβ)γ
−1(c(3)
β)⊗ c(4)
α
(5)
= γ(c(1))ρ(c(2), (xy)α)γ
−1(c(3)
α
(1))⊗ c(3)
α
(2)
= γ(c(1))ρ(c(2), xα)ρ(c(3)
α
(1), yβ)γ
−1(c(3)
α
(2)
β
(1))⊗ c(3)
α
(2)
β
(2)
= γ(c(1))ρ(c(2), xα)γ
−1(c(3)
α
(1))γ(c(3)
α
(2))ρ(c(3)
α
(3), yβ)
×γ−1(c(3)
α
(4)
β
(1))⊗ c(3)
α
(4)
β
(2)
(5)
= γ(c(1))ρ(c(2), xαδ)γ
−1(c(3)
δ)γ(c(4)
α
(1))ρ(c(4)
α
(2), yβ)γ
−1(c(4)
α
(3)
β
(1))
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⊗c(4)
α
(3)
β
(2)
= ργ(c(1), xα)γ(c(2)
α
(1))ρ(c(2)
α
(2), yβ)γ
−1(c(2)
α
(3)
β
(1))⊗ c(2)
α
(3)
β
(2)
(5)
= ργ(c(1), xα)γ(c(2)
α
(1))ρ(c(2)
α
(2), yβγ)γ
−1(c(2)
α
(3)
γ)⊗ c(2)
α
(4)
β
= ργ(c(1), xα)ρ
γ(c(2)
α
(1), yβ)⊗ c(2)
α
(2)
β .
In the third equality we used the fact that ρ has the property (iii).
To verify (iv) we take any c ∈ C and compute
σγ(e, c) = γ(e)ρ(e, γ(cA(1))α)σ(e
α, cA(2))γ
−1(eA)
= ρ(e, γ(cA(1)))σ(e, cA(2))γ
−1(eA) = γ(cA)γ
−1(eA) = ǫ(c).
Furthermore
σγ(c(1), eA)⊗ c(2)
A = γ(c(1))ρ(c(2), γ(eAB(1))α)σ(c(3)
α, eAB(2))γ
−1(c(4)
B)⊗ c(5)
A
(5)
= γ(c(1))ρ(c(2), γ(eA(1))α)σ(c(3)
α, eA(2))γ
−1(c(4)
A
(1))⊗
⊗ c(4)
A
(2)
(15)
= γ(c(1))ρ(c(2), γ(e)βα)σ(c(3)
α, eA)γ
−1(c(4)
βA
(1))⊗ c(4)
βA
(2)
(4)
= γ(c(1))ρ(c(2), 1)σ(c(3), eA)γ
−1(c(4)
A
(1))⊗ c(4)
A
(2)
= γ(c(1))γ
−1(c(2))⊗ c(3) = 1⊗ c.
Therefore ργ and σγ satisfy condition (i)-(iv) of Proposition 2.2. Therefore we
can define a map µ : M ⊗C ⊗M ⊗C → M ⊗C by (8) with ρ replaced by ργ
and σ replaced by σγ. We consider a linear map Θ : M ⊗C → M×ρ,σC given
by
Θ(x⊗ c) = xγ(c(1))⊗ c(2). (18)
It is clearly an isomorphism of vector spaces. We will show that for all
x, y ∈ M , b, c ∈ C, Θ(µ(x⊗ b⊗ y⊗ c)) = Θ(x⊗ b)Θ(y⊗ c). To do so we
first compute the map µ
µ(x⊗ b⊗ y⊗ c)
= xγ(b(1))ρ(b(2), yαβ)γ
−1(b(3)
β)γ(b(4)
α
(1))ρ(b(4)
α
(2), γ(cAB(1))δ)×
×σ(b(4)
α
(3)
δ, cAB(2))γ
−1(b(4)
α
(4)
B)⊗ b(4)
α
(5)
A
(5)
= xγ(b(1))ρ(b(2), yα)ρ(b(3)
α
(1), γ(cA(1))δ)σ(b(3)
α
(2)
δ, cA(2))γ
−1(b(3)
α
(3)
A
(1))
⊗ b(3)
α
(3)
A
(2)
(15)
= xγ(b(1))ρ(b(2), yα)ρ(b(3)
α
(1), γ(c(1))βδ)σ(b(3)
α
(2)
δ, c(2)A)γ
−1(b(3)
α
(3)
βA
(1))
⊗ b(3)
α
(3)
βA
(2)
(5)
= xγ(b(1))ρ(b(2), yα)ρ(b(3)
α
(1), γ(c(1))β)σ(b(3)
α
(2)
β
(1), c(2)A)
×γ−1(b(3)
α
(2)
β
(2)
A
(1))⊗ b(3)
α
(2)
β
(2)
A
(2)
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(iii)
= xγ(b(1))ρ(b(2), (yγ(c(1)))α)σ(b(3)
α
(1), c(2)A)γ
−1(b(3)
α
(2)
A
(1))
⊗ b(3)
α
(2)
A
(2).
Thus
Θ(µ(x⊗ b⊗ y⊗ c)) = xγ(b(1))ρ(b(2), (yγ(c(1)))α)σ(b(3)
α
(1), c(2)A)⊗ b(3)
α
(2)
A
= Θ(x⊗ b)Θ(y⊗ c).
Therefore M ⊗C is a unital associative algebra with product µ and unit 1⊗ e.
This algebra is a crossed product M×ργ ,σγC and it is isomorphic to M×ρ,σC
with isomorphism Θ. ⊔⊓
Definition 3.2 We say that the crossed product data (ρ, σ) and (ρ′, σ′) corre-
sponding to the entwining data (P,C, ψ, e, ψC) are gauge equivalent if there ex-
ists a convolution invertible map γ : C →M satisfying conditions of Proposi-
tion 3.1 such that (ρ′, σ′) are equivalent to (ργ, σγ) (in the sense of Remark 2.3).
Convolution invertible maps γ : C → M satisfying (15) were considered in
[6] in the context of trivial coalgebra ψ-principal bundles. They were termed
gauge transformations, since they induce a change of trivialisation in a trivial
ψ-principal bundle or cleft extension of Example 2.7. Hence the terminology
for the crossed product data. It was also shown in [6] that the set of all gauge
transformations forms a group with respect to convolution product.
From another point of view Proposition 3.1 generalises the notion of equiv-
alence of bialgebra crossed products of [7] to the case of coalgebra crossed
products. Precisely, we say that the crossed products M×ρ,σC and M×ρ′,σ′C,
corresponding to the same entwining data (P,C, ψ, e, ψC) are equivalent if there
exists an algebra and a leftM-module isomorphism Θ : M×ρ′,σ′C → M×ρ,σC,
such that
ψC23 ◦ ψ12 ◦ (idC ⊗ Θ˜) = (Θ˜⊗ idC) ◦ ψ
C , (19)
where Θ˜(c) = Θ(1⊗ c). Notice, that in particular (19) implies that Θ is a
right C-comodule isomorphism, i.e. ∆R ◦Θ = (Θ⊗ idC) ◦∆R, where ∆R is as
in Lemma 2.6.
Proposition 3.3 Crossed products M×ρ,σC and M×ρ′,σ′C, corresponding to
the same entwining data (P,C, ψ, e, ψC) are equivalent if and only if the crossed
product data (ρ, σ) and (ρ′, σ′) are gauge equivalent.
Proof. If (ρ, σ) and (ρ′, σ′) are gauge equivalent then the map Θ (18) is an al-
gebra and a left M-module isomorphism. Furthermore Θ˜(c) = γ(c(1))⊗ c(2) =
(γ⊗ idC) ◦∆. Using (15) we then immediately obtain (19).
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Conversely, if Θ : M×ρ′,σ′C →M×ρ,σC is an algebra and a left M-module
isomorphism such that (19) holds then we define the map γ : C → M by
γ = (idM ⊗ ǫ)◦ Θ˜. Using (19) and the properties of the coaction ∆R we obtain
LHS = ψC23 ◦ ψ12 ◦ (idC ⊗ γ⊗ idC) ◦ (idC ⊗∆)
= ψC23 ◦ ψ12 ◦ (idC ⊗ idM ⊗ ǫ⊗ idC) ◦ (idC ⊗ Θ˜⊗ idC) ◦ (idC ⊗∆)
= ψC23 ◦ ψ12 ◦ (idC ⊗ idM ⊗ ǫ⊗ idC) ◦ (idC ⊗∆R) ◦ (idC ⊗ Θ˜)
= ψC23 ◦ ψ12 ◦ (idC ⊗ Θ˜) = (Θ˜⊗ idC) ◦ ψ
C .
On the other hand
RHS = (γ⊗ idC ⊗ idC) ◦ (∆⊗ idC) ◦ ψ
C
= (idM ⊗ ǫ⊗ idC ⊗ idC) ◦ (Θ˜⊗ idC ⊗ idC) ◦ (∆⊗ idC) ◦ ψ
C
= (idM ⊗ ǫ⊗ idC ⊗ idC) ◦ (∆R⊗ idC) ◦ (Θ˜⊗ idC) ◦ ψ
C
= (Θ˜⊗ idC) ◦ ψ
C .
Therefore (15) holds. Clearly, γ is convolution invertible and γ(e) = 1. More-
over Θ(x⊗ c) = xγ(c(1))⊗ c(2). Since Θ is an algebra map the following ex-
pressions
Θ(1⊗ b)Θ(x⊗ c) = γ(b(1))ρ(b(2), (xγ(c(1)))α)σ(b(3)
α
(1), c(2)A)⊗ b(3)
α
(2)
A,
Θ((1⊗ b)(x⊗ c)) = ρ′(b(1), xα)σ
′(b(2)
α
(1), cA)γ(b(2)
α
(2)
A
(1))⊗ b(2)
α
(2)
A
(2)
are equal to each other. Applying idM ⊗∆ and idM ⊗ γ
−1⊗ idC we thus deduce
that
ρ′(b(1), xα)σ
′(b(2)
α
(1), cA)⊗ b(2)
α
(2)
A (20)
= γ(b(1))ρ(b(2), (xγ(c(1)))α)σ(b(3)
α
(1), c(2)A)γ
−1(b(3)
α
(2)
A
(1))⊗ b(3)
α
(2)
A
(2).
Setting c = e in (20) and using property (iv) of σ and σ′ we obtain that ρ′ is
equivalent to ργ , and setting x = 1 in (20) we obtain (17). Therefore (ρ, σ)
and (ρ′, σ′) are gauge equivalent. ⊔⊓
Because any σ satisfying condition (9) may be viewed as a generalisation
of a cocycle, the results of Proposition 3.1 and Proposition 3.3 lead to the
non Abelian cohomology theory generalising that of [12, Section 6.3]. To
define a coboundary, however, one would need to assume the existence of a
trivial cocycle σtriv(b, c) = ǫ(b)ǫ(c). This imposes additional conditions on the
entwining data.
Lemma 3.4 The sufficient and necessary conditions for the existence of the
trivial cocycle σtriv in the entwining data (P,C, ψ, e, ψ
C), with any map ρ sat-
isfying (i)-(iii) in Proposition 2.2 are
ǫ(eA)c
A = c, ǫ(cA)ǫ(b
A
B)a
B = ǫ(bA)ǫ(cB)a
AB, (21)
for any a, b, c ∈ C
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Proof. In an elementary way one finds that first of conditions (21) ensures
second of the properties (iv) of σtriv, while the second part of (21) is needed
for the cocycle property (9) of σtriv. ⊔⊓
If the conditions of Lemma 3.4 are satisfied one defines a coboundary as a
cocycle gauge equivalent to the trivial one, i.e.
σ(b, c) = γ(b(1))ρ(b(2), γ(cA))γ
−1(b(3)
A).
For example, conditions of Lemma 3.4 are satisfied for braided bialgebra
crossed products of Example 2.5, therefore the coboundary can be defined
and the corresponding cohomology theory developed in this case.
4 Eq(2) as a Crossed Product
In this section we give an explicit example of a crossed product algebra as
defined in Proposition 2.2, namely, we show that the two-dimensional quantum
Euclidean group Eq(2) is a cleft extension as in Example 2.7, Eq(2) = Xq×ΦC,
where Xq is the quantum hyperboloid [14] and C is spanned by group-like
elements cp, p ∈ Z (other examples of crossed products can be found in [4]).
The algebra P = Eq(2) is generated by the elements v, v
−1, n, n subject to the
relations [18] [19]
vn = q2nv, vn = q2nv, nn = q2nn vv−1 = v−1v = 1,
where q ∈ k∗. One can define a Hopf algebra structure on Eq(2), but this is
not important in our construction. Instead we define the entwining structure
ψ : C ⊗P → P ⊗C by
ψ(cp⊗ v) = v⊗ cp+1, ψ(cp⊗n) = n⊗ cp + µq
2pv⊗ cp − µq
2pv⊗ cp+1,
ψ(cp⊗ v
−1) = v−1⊗ cp−1, ψ(cp⊗n) = n⊗ cp+νq
2pv−1⊗ cp−νq
2pv−1⊗ cp−1,
where µ, ν ∈ k∗ or µ = ν = 0. One extends ψ to the whole of P requiring that
(4) be satisfied. To prove that such an extension is well-defined one needs to
show that
ψ(cp⊗(vn− q
2nv)) = ψ(cp⊗(vn− q
2nv)) = 0
ψ(cp⊗(nn− q
2nn)) = ψ(cp⊗(vv
−1 − 1)) = ψ(cp⊗(v
−1v − 1)) = 0.
This can be done by elementary computations. It is also clear that (5) holds.
Therefore ψ defines the entwining structure for P and C. Next we choose
e = cs and define the right coaction of C on P by ∆R(u) = ψ(cs⊗u). When
µ = ν = 0, P becomes a right C-comodule algebra provided C is equipped
with the algebra structure of k[c, c−1] by cp = cp+s, and therefore we do not
discuss this case any further. Following [3] one easily finds that the fixed point
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subalgebra M of P is generated by z = v+ µ−1q−2sn and z = v−1+ ν−1q−2sn.
The generators z, z satisfy the relation zz = q2zz + (1− q2), and therefore M
is isomorphic to the quantum hyperboloid Xq.
To complete the entwining data we define ψC : C ⊗C → C ⊗C by
ψC(cp⊗ cr) = cr⊗ cp+r−s.
It clearly satisfies conditions (6,7).
Proposition 4.1 Let Φ : C → Eq(2) be a linear map given by Φ(cp) = v
p−s.
Then Φ is convolution invertible and it satisfies (11). Therefore Eq(2) =
Xq×ΦC with a trivial cocycle σ(cp, cr) = 1 and the map ρ : C ⊗Eq(2)→ Eq(2),
ρ(cp, v
±1) = 1,
ρ(cp, n) = q
2p(q−2sn+ µ(v − 1)), ρ(cp, n) = q
2p(q−2sn+ ν(v−1 − 1)).
Proof. Clearly Φ is convolution invertible and Φ−1(cp) = v
−p+s. Also, Φ(e) =
Φ(cs) = 1. To check that Φ satisfies (11) we compute
ψ(cp⊗Φ(cr)) = ψ(cp⊗ v
r−s) = vr−s⊗ cp+r−s
= Φ(cr)⊗ cp+r−s = (Φ⊗ idC) ◦ ψ
C(cp⊗ cr).
By Example 2.7 Eq(2) = Xq×ρ,σC, with ρ and σ as specified. ⊔⊓
Although one can easily define a Hopf algebra structure on C (e.g. C could
be a group algebra of any group G such that #G = #Z) one equally easily
finds that Eq(2) is never a right C-comodule algebra except when (µ, ν) =
(0, 0). Furthermore, because ψ(C ⊗Xq) is not a subset of Xq ⊗C there is no
braiding making Eq(2) a braided C-comodule algebra. Therefore the notion
of a coalgebra crossed product developed in this paper is truly needed for
description of Eq(2).
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Appendix. Dual Crossed Products
In [6] it was observed that the definition of the entwining structure P , C, ψ
(eqs. (4-5)) possess the following self-duality property. If one interchanges P
with C, µ with ∆, the unit map λ 7→ λ.1 with ǫ and reverses the order of
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composition of maps then the set of conditions (4-5) remains unchanged. One
can use this self-duality property to dualise the notion of a crossed product
algebra and thus obtain the dual crossed product coalgebra. In this section
we present the result of such a dualisation.
We begin with an algebra P and a coalgebra C entwined by ψ. Assume
that there is an algebra character κ : P → k. As shown in [6], the map
(κ⊗ id) ◦ ψ is a right action of P on C. Moreover the linear space Jκ =
span{cακ(uα) − cκ(u)|c ∈ C, u ∈ P} is a coideal. Hence M = C/Jκ is a
coalgebra. Finally we assume that there is a linear map ψP : P ⊗P → P ⊗P
such that for any u ∈ P
ψP ◦ (id⊗µ) = (µ⊗ id) ◦ ψP23 ◦ ψ
P
12, (22)
ψP (u⊗ 1) = 1⊗u, (κ⊗ id) ◦ ψP = µ. (23)
Notice that (22)-(23) come from conditions (6)-(7) by the dualisation proce-
dure explained above with the map k → C, λ 7→ λe replaced by κ. We denote
ψP (u⊗ v) = vA⊗u
A (summation understood). We say that (C, P, ψ, κ, ψP )
are dual entwining data. Dualising Proposition 2.2 we thus obtain
Proposition A.1 Let (C, P, ψ, κ, ψP) be dual entwining data, M = C/Jκ with
a canonical surjection π : C →M , and let ρ¯ : C → P ⊗C and σ¯ : M → P ⊗P
be linear maps. We will denote the action of these maps by ρ¯(c) = c<1>⊗ c<2>
and σ¯(m) = m(1)⊗m(2) (summation understood). Assume that for all j ∈ Jκ,
m ∈M , u ∈ P and c ∈ C we have:
(i’) κ(c<1>)π(c<2>) = π(c), c<1>ǫ(c<2>) = ǫ(c);
(ii’) j<1>uα⊗ j
<2>α ∈ P ⊗ Jκ;
(iii’)
c<1>uα⊗ π(c
<2>α
(1))⊗ π(c
<2>α
(2))
= c(1)
<1>(c(2)
<1>uα)β ⊗ π(c(1)
<2>β)⊗ π(c(2)
<2>α);
(iv’) κ(m(1))m(2) = ǫ(m), m(1)uAκ(m
(2)A) = ǫ(m)u.
Then the vector space M ⊗P is a coalgebra with a coproduct
∆(m⊗ u) = π(c(1))⊗ c(2)
<1>
(
π((3))
(1)uA
)
α
⊗ π(c(2)
<2>α)⊗ π(c(3))
(2)A, (24)
where c ∈ π−1(m), and a counit ǫ⊗κ if and only if for any u ∈ P and c ∈ C,
m = π(c)
c(1)
<1>(π(c(2))
(1)uA)α⊗ π(c(1)
<2>α)(1)π(c(2))
<2>A
B
⊗ π(c(1)
<2>α)(2)
B
= m(1)
(1)(m(2)
(1)uA)B ⊗m(1)
(2)B ⊗m(2)
(2)A, (25)
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and
c(1)
<1>(π(c(2))
(1)uA)α⊗ c(1)
<2>α<1>π(c(2))
(2)A
β
⊗ π(c(1)
<2>α<2>β)
= π(c(1))
(1)(c(2)
<1>uα)A⊗ π(c(1))
(2)A⊗ c(2)
<2>α. (26)
We denote the resulting coalgebra byM×ρ¯,σ¯P and call it a dual crossed product
coalgebra. We call (ρ¯, σ¯) the dual crossed product data
Proposition A.1 follows from the dual version of Proposition 2.1. The latter
can be proven by dualising the proof of Proposition 2.1 and is stated as follows
Proposition A.2 Let C be an algebra, V be a vector space and κ ∈ V ∗. The
vector space C ⊗V is a coalgebra with counit ǫ⊗κ, and the coproduct ∆C ⊗V
such that
∆⊗ idV = (idC ⊗κ⊗ idC ⊗ idV ) ◦∆C ⊗V
if and only if there exist linear maps σˆ : C ⊗V → V ⊗V , ρˆ : C ⊗V → V ⊗C
which satisfy the following conditions:
(a) (κ⊗ idC) ◦ ρˆ = idC ⊗κ, (idV ⊗ ǫ) ◦ ρˆ = ǫ⊗ idV ,
(b) (idV ⊗∆) ◦ ρˆ = (ρˆ⊗ idC) ◦ (idC ⊗ ρˆ) ◦ (∆⊗ idV ),
(c) (idV ⊗κ) ◦ σˆ = (κ⊗ idV ) ◦ σˆ = ǫ⊗ idV ,
(d) (idV ⊗ σˆ)◦(ρˆ⊗ idV )◦(idC ⊗ σˆ)◦(∆⊗ idV )=(σˆ⊗ idV )◦(idC ⊗ σˆ)◦(∆⊗ idV ),
(e) (idV ⊗ ρˆ)◦(ρˆ⊗ idV )◦(idC ⊗ σˆ)◦(∆⊗ idV ) = (σˆ⊗ idC)◦(idC ⊗ ρˆ)◦(∆⊗ idV ),
The coproduct ∆C ⊗V in C ⊗ V explicitly reads
∆C ⊗V = (idC ⊗ ρˆ⊗ idV ) ◦ (id
2
C ⊗ σˆ) ◦ (∆
2⊗ idV ).
In the case of the dual crossed product the maps ρˆ : M ⊗P → P ⊗M and
σˆ :M ⊗P → P ⊗P are given by
ρˆ(m, u) = c<1>uα⊗ π(c
<2>α), σˆ(m, u) = m(1)uA⊗m
(2)A,
for any m ∈M , u ∈ P and c ∈ π−1(m). Note that the map ρˆ and consequently
∆ (24) are well-defined by condition (ii’) and that the surjection π dualises
the natural inclusion M →֒ P consequently omitted in Sections 2 and 3.
Similarly as for the crossed product data we say that dual crossed product
data (ρ¯1, σ¯) and (ρ¯2, σ¯) are equivalent to each other if ρˆ1 = ρˆ2.
We now give an example of a dual crossed product coalgebra which is
obtained by the dualisation of Example 2.7.
Example A.3 Let (C, P, ψ, κ, ψP ) be dual entwining data, M = C/Jκ with a
canonical surjection π : C →M , and let Φ : C → P be a convolution invertible
map such that κ ◦ Φ = ǫ and
(idP ⊗Φ) ◦ ψ = ψ
P ◦ (Φ⊗ idP ). (27)
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Define the maps ρ¯ : C → P ⊗C and σ¯ : M → P ⊗P by
ρ¯(c) = Φ(c(1))Φ
−1(c(3))α⊗ c(2)
α, σ¯(m) = Φ(b(1))Φ
−1(b(3))A⊗Φ(b(2))
A,
(28)
where b ∈ π−1(m). Then there is a dual crossed product coalgebra M×ρ¯,σ¯P .
The coproduct in M×ρ¯,σ¯P reads explicitly
∆(m⊗u) = π(c(1))⊗Φ(c(2))(Φ
−1(c(5))u)Aα⊗ π(c(3)
α)⊗Φ(c(4))
A, (29)
where c ∈ π−1(m), and M×ρ¯,σ¯P ∼= C as coalgebras.
Proof. This example is a dualisation of Example 2.7 and hence it can be proved
following the same steps as in the proof of Example 2.7. Therefore we do not
repeat the full proof in here. We only show that the map σ¯ is well defined and
we write the explicit form of a coalgebra isomorphism M×ρ¯,σ¯P ∼= C. To prove
the former we denote the function on the right hand side of definition (29) of
σ¯ by σ˜ and compute
σ˜(κ(uα)c
α)
(5)
= κ(uαβγ)Φ(c(1)
γ)Φ−1(c(3)
α)A⊗Φ(c(2)
β)A
(27)
= κ(uαβB)Φ(c(1))
BΦ−1(c(3)
α)A⊗Φ(c(2)
β)A
(23)
= Φ(c(1))uαβΦ
−1(c(3)
α)A⊗Φ(c(2)
β)A
(27)
= Φ(c(1))uαBΦ
−1(c(3)
α)A⊗Φ(c(2))
BA
(22)
= Φ(c(1))(uαΦ
−1(c(3)
α))A⊗Φ(c(2))
A
= κ(u)Φ(c(1))Φ
−1(c(3))⊗Φ(c(2))
= σ˜(κ(u)c).
To derive the penultimate equality we used the following property of Φ−1,
Φ−1(c)κ(u) = uαΦ
−1(cα), (30)
which can be easily derived from (27) or alternatively obtained from (14) by
dualisation. Therefore Jκ ⊂ ker σ˜ and the map σ¯ is well-defined.
The coalgebra isomorphism Θ : C → M×ρ¯,σ¯P and its inverse are given by
Θ(c) = π(c(1))⊗Φ(c(2)), Θ
−1(π(c)⊗u) = κ((Φ−1(c(2))u)α)c(1)
α (31)
To see that the map Θ−1 is well-defined we denote the right hand side of
definition (31) of Θ−1 by θ and compute
θ(κ(vγ)c
γ ⊗u)
(5)
= κ
(
vγβ
(
Φ−1
(
c(2)
γ
)
u
)
α
)
c(1)
βα
(4)
= κ
((
vβΦ
−1
(
c(2)
β
)
u
)
α
)
c(1)
α
(30)
= κ(v)κ
((
Φ−1(c(2))u
)
α
)
c(1)
α
= θ(κ(v)c⊗u).
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Therefore Jκ ⊂ ker θ and Θ
−1 is well-defined as stated. The proof that Θ
is a comodule map and that Θ−1 is its inverse can be obtained by careful
dualisation of the corresponding parts of the proof of Example 2.7 and hence
we do not write it here. ⊔⊓
A dual crossed product M×ρ¯,σ¯P is a left M-comodule with the coaction
∆L(m⊗u) = m(1)⊗m(2)⊗u. MoreoverM×
ρ¯,σ¯P is a right P -module with the
action m⊗u⊗ v 7→ m⊗uv. We say that dual crossed products M×ρ¯,σ¯P and
M×ρ¯
′,σ¯′P corresponding to dual entwining data (C, P, ψ, κ, ψP ) are equivalent
if there exists a coalgebra and a leftM-comodule isomorphism Θ : M×ρ¯,σ¯P →
M×ρ¯
′,σ¯′P such that
ψP ◦ (Θ˜⊗ idP ) = (idP ⊗ Θ˜) ◦ ψ12 ◦ ψ
P
23,
where Θ˜ = (ǫ⊗ idP ) ◦Θ. By dualising Propositions 3.1 and 3.3 we obtain the
following
Proposition A.4 Let (C, P, ψ, κ, ψP) be dual entwining data, M = C/Jκ with
a canonical surjection π : C → M , and let (ρ¯, σ¯), (ρ¯′, σ¯′) be dual crossed
product data. Then the following statements are equivalent:
(1) Crossed products M×ρ¯,σ¯P and M×ρ¯
′,σ¯′P are equivalent.
(2) There exists a convolution invertible map γ : M → P , with the proper-
ties κ ◦ γ = ǫ and
ψP ◦ (µ⊗ idP ) ◦ (γ⊗ idP ⊗ idP ) = (idP ⊗µ) ◦ (idP ⊗ γ⊗ idP ) ◦ ψ12 ◦ ψ
P
23,
such that (ρ¯′, σ¯′) are equivalent to
ρ¯γ(c) = γ(π(c(1)))c(2)
<1>γ−1(π(c(3)))α⊗ c(2)
<2>α,
and
σ¯γ(π(c))
= γ(π(c(1)))c(2)
<1>π(c(3))
(1)
αγ
−1(π(c(4)))A⊗(γ(π(c(2)
<2>α))π(c(3))
(2))A,
where ρ¯(c) = c<1>⊗ c<2> and ρ¯(m) = m(1)⊗m(2).
As before also this proposition can be proved by following the steps of
proofs of Propositions 3.1 and 3.3, therefore we skip the proof again. We only
remark that the map σ¯γ is well defined by condition (ii’).
In this way we were able to extend all the results of Sections 2 and 3 to
the case of dual crossed products.
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