Introduction
This supplementary material describes the simulation study in more detail, gives the simulation results, and gives the mathematical details of the linear discriminant analysis approximation when training and validation samples come from different distributions.
Simulations
Simulation scenarios were chosen to study how the validation error rate depends on the strength and number of informative features (and hence the optimal error rate of the pattern), the number of non-informative features, the patient sample size, and the feature selection threshold. In general the estimated error rates should be interpreted as optimistic because the analysis uses appropriate models for the data; for real data one does not know a priori what feature selection and classification methods are appropriate.
In the paper, scenarios are defined by (∆, M U ), where ∆ is the vector of mean differences for the truly informative features, and M U is the number of truly uninformative dimensions. The standard deviation is 1 for all dimensions. To choose simple and interpretable scenarios for simulation, we consider that all elements of ∆ are equal, with value ∆ µ . Thus, a set of informative features is defined by (M I , ∆ µ ), where M I is the number of truly informative features. Also we assume equal sample sizes, n 1 = n 2 = N . (The approximations are not limited to cases with equal mean differences or equal sample sizes.) For assumed values of (M I , ∆ µ ), the optimal (i.e. Bayes) error rate is:
where Φ is the CDF of the unit Normal distribution.
Scenarios representing a range of optimal error rates (0.05, 0.10, 0.20) and a range of few-strong (M I = 3)
vs. many-weak (M I = 12, 46) biomarkers are summarized in Table 1 . The ∆ µ values from inverting (1) allow some comparisons for nearly constant mean-differences because case pairs (A, F) and (B, G) have similar ∆ µ values with different M I and optimal error rates. For each (M I , ∆ µ ) scenario, a range of values for N and M U were chosen to reflect realistic typical patient sample sizes and feature-space sizes based on genomics microarray and serum proteomics mass spectrometry data and to illustrate their roles in each case. For all cases N of 20, 50, and 100 was used.
For all cases, both simulation-approximation methods as well as full simulations were run. For the full simulations, 200 data sets were generated for each scenario, with features selected by univariate t-tests and linear discriminant classifiers estimated. For the different p-value cutoffs, P c (described below), the same set of 200 data sets was used. For each estimated classifier, the expected generalization error rate was (1000, 3000, 5000) calculated and averaged over the two groups. With real discovery data, prior to an independent validation study, estimation of expected validation error is a challenging problem and is often done by cross-validation, but that is not the focus here. For the simulation-approximation methods, the Monte Carlo approach was taken for selected features, with m = 200. The MCMC approach for mean and variance of a feature given that it is selected was used with sample size 500 (for null features) or 1000 (for informative features). Since informative features have the same true mean difference, a single MCMC run could be used for all of them.
In a real study with a finite validation sample, the pattern discovery power would depend on both the generalization error rate of the pattern and the size of the validation sample. As a graphical indication of pattern discovery power, the figures show the validation error rates (i.e. error rates estimated from an independent validation sample) that would be judged statistically significant at 10% and 5% statistical significance levels if the validation sample sizes are 10 patients per class. Generalization error rates below these lines would lead to high pattern discovery power, and vice-versa. However, calculation of pattern discovery power would also need to incorporate binomial sampling variability of a validation study, which is not represented in our results.
Range of feature selection thresholds
The most complicated parameter choice was P c , which controls the number of features allowed into the pattern; it would be difficult to derive an optimal P c even for a "best-case" scenario. As described in the paper, a range of P c values was used for each case of (M I , ∆ µ , N , M U ). The range was chosen using heuristic considerations to encompass the value of P c that minimizes the expected validation error. The lower bound P L of P c was set to the value at which the probability of zero true discoveries equaled 30%.
This was determined by simulating the distribution of P-values for given (∆ µ , N ) and estimating P L such
, where P ∆ is a p-value from a feature with mean difference ∆ µ .
The upper bound P U of P c was determined as the minimum of two possible heuristic bounds. The first, P
U , is the P c level at which the probability of including all informative features equaled 80%, on the rationale that after including most or all informative features, error rates will only get worse as false features are added. This was estimated by simulation as the value such that Prob(P ∆ ≤ P (1) U ) = 0.8
(1/M I ) . In some scenarios this value was so high that it allowed many uninformative features into the pattern relative to the number of patients. The second upper bound P
U was calculated as the P c such that the expected number of uninformative features is N/2 − M I , i.e. the expected total number of features if all truly informative features are included should not exceed N/2. This was defined by P (2)
. Ten values of P c ranging from P L to P H were used for each set of other parameters.
Simulation Results
Results are presented graphically for each scenario (Figures 1-7 ). In the sub-figure arrays, rows are for patient sample size, N , and columns are for number of truly uninformative dimensions, M I . Each sub-figure shows boxplots of the generalization errors (left vertical axis) of estimated patterns from 200 full simulations for each of 10 feature selection thresholds, P c (horizontal axis). Boxplots follow standard format, with the box indicating the quartiles (25th and 75th percentiles) and median, the dashed whiskers extending up to 1.5 times the interquartile range from the quartiles, and dots for more extreme points. Solid black line shows mean generalization error rate. Simulation-approximation expected generalization error is shown for the Normal score approximation (red solid line) and delta approximation (blue solid line). Horizontal black dotted lines show generalization error levels for which an independent validation would yield 10% (upper) or 5%(lower) statistical significance for rejecting the null hypothesis that the pattern is no better than a 50%-50% coin-toss, assuming validation sample size of 10 patients per group. Purple and green dotted lines show mean number (right vertical axis) of truly informative (purple) and truly uninformative (green) features in estimated patterns as a function of feature selection threshold.
For very low values of P c , the simulation-approximation and full simulation appear to give different results in some cases, but this is largely an artifact of using P c ≈ 0. For the full simulation with very small P c , the implementation forced at least one feature to be selected; if no feature passed the univariate signficance test, then the feature with the lowest P-value was selected. For the simulation-approximation, if no feature was selected for a Monte Carlo feature space, an error rate of 0.50 was (somewhat unrealistically) assigned to that Monte Carlo replicate, leading to higher estimated generalization error than in the full simulations.
Linear Discriminant Analysis Approximations
For the simulation-approximation calculations, one needs some of the means, variances, and covariances related to the linear discriminant analysis. Following the notation of the main paper, the linear discriminant parameter estimates (Θ) includeâ = 0.5(μ F 1 +μ F 2 ) andŵ =Σ −1 F∆ F . For the delta approximation, one needs the mean and variance of each parameter, the covariances between them, and the second derivatives of the conditional generalization errors. For the Normal score approximation, one needs the mean and variance of the discriminant scores themselves.
The distribution ofâ follows directly from multivariate Normal distribution theory:â ∼ N (0, (
The distribution ofŵ is more difficult to derive, and one can begin with the distributions ofΣ
The estimated covariance matrixΣ F is described by the Wishart distribution as follows: dfΣ F follows a Wishart distribution with expected value df Σ F , where df = n 1 + n 2 − 2 are the degrees of freedom. Its expected inverse is Siskind (1972) gave the second moments for an inverse Wishart. LetΣ F ij be elements of the inverse ofΣ F and Σ F , respectively. Then
Since we have the first two moments of bothΣ −1 F and∆ F , we can give the covariance between elements of w. Let Σ F i and Σ −1 F i be the i th columns of Σ F and Σ −1 F , respectively. Let × be element-wise multiplication of matrices. Then
2 . Every term in the brackets is a p-by-p matrix, and the summation is over all the matrix elements, indexed by the js subscript. The above results give the covariances between linear discriminant parameters needed for the delta approximation, and (3) is also used for the Normal score approximation (below).
It should be noted that when there are many selected features, (3) requires many calculations. However, the symmetry of Cov(ŵ i ,ŵ r ) can be used to greatly reduce the number of times (3) must be evaluated.
For example, when all informative features have the same true distribution, then we need only the variance of a w dimension for uninformative and informative features and covariance between w dimensions for any two uninformative features, any two informative features, and any pair of uninformative and informative features.
To obtain the second derivatives needed for the delta approximation, we first note that the discriminant score givenΘ is Normally distributed,
, where u 1 = +1, u 2 = −1, with corresponding estimatesσ d = (ŵ Σ Gŵ ) 0.5 and
, where Φ is the unit Normal cumulative density function. We will use φ and φ as the first and second derivatives of Φ, respectively.
The derivatives needed for the delta approximation can be separated into derivatives with respect toâ andŵ, since covariances between these are 0. Define ∇ a and ∇ 2 a to be the gradient and Hessian operators, respectively, with respect to a. Then
Here the notation is defined so that derivatives are with respect toâ andŵ, evaluated at a and w (or the corresponding values of D and σ d ).
Define ∇ w and ∇ 2 w to be gradient and Hessian operators, respectively, with respect to w. Then
where
For the Normal score approximation, the mean and variance of the discrimant score is given by:
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