An expression is derived for the total energy of a system of interacting atoms based on an ansatz for the total electron density of the system as a superposition of atom densities taken from calculations for the atoms embedded in a homogeneous electron gas. This leads to an expression for the interaction energy in terms of the embedding energy of the atoms in a homogeneous electron gas, and corrections accounting, for instance, for the d-d hybridization in the transition metals. The density of the homogeneous electron gas is chosen as the average of the density from the surrounding atoms. Due to the variational property of the total-energy functional, the errors in the interaction energy are second order in the deviation of the ansatz density from the true ground-state value. The applicability of the approach is illustrated by calculations of the cohesive properties of some simple metals and all the 3d transition metals. The interaction energy can be expressed in a form simple enough to allow calculations for low-symmetry systems and is very well suited for simulations of time-dependent and finite-temperature problems. Preliminary results for the phonon-dispersion relations and the surface energies and relaxations for Al are used to illustrate the versatility of the approach. The division of the total energy into a density-dependent part, an electrostatic "pairpotential" part, and a hybridization part provides a very simple way of understanding a number of these phenomena.
I. INTRODUCTION
The calculation of the total energy for a system of interacting atoms is basically limited by the size or symmetry of the system. Increasing computing power and improvements in the numerical methods have given rise to an enormous increase in the number of first principles calculations available. Still one is limited to systems or unit cells up to about 50 atoms. If the aim is to describe extended defects this is still rather limited, and the present methods are far from fast enough to enable the study of the dynamics of more complex low-symmetry systems. Another limitation of many first-principles calculations is that the amount of physical insight that they provide by themselves is limited. In order to identify the important parameters in the problem and the concepts that allow understanding of different systems for which calculations have not been performed it is necessary to work with simpler models. ' In the present paper we suggest a different approach to the calculation of the total energy of a complicated system. We use the variational property of the total-energy functional E[n] explicitly to construct a simplified energy function. The resulting expression for the total energy is not much more involved to evaluate than a pair potential. It is therefore well suited for large low-symmetry where E, ;(n; ) is a measure of the embedding energy of atom i in a homogeneous electron gas of density n; given by the average of the density An& from the neighboring atoms over the region occupied by atom i: n;= g (bn, );. (1.2) This point of view naturally leads to the concept of a universal energy function E, ;(n) describing (to a first approximation) the bonding of atom i in various situations. systems or for molecular dynamics simulations of finitetemperature and time-dependent problems. Furthermore, the approach gives a very powerful physical picture of the bonding in a condensed, metallic system, which is readily transferrable from one situation to another.
The basic idea is very simple: The total energy of any given atom in a system is determined by the effect of the surrounding atoms. As a starting point we can include this by considering the atom embedded in a homogeneous electron gas set up by the electron density from the surrounding atoms. This means that the total binding energy of a system of X atoms is given, to a first approximation, by N bE", = gE, ;(n;), 35 7423 1987 We also show that the phonon spectra and the surface energies and relaxations for Al can be calculated in this way.
Apart from illustrating the applicability of the approach, a transparent physical picture of metallic cohesion emerges.
The main emphasis of the paper will be placed on a detailed derivation of the total-energy function based on density functional theory. We therefore start in Sec. II with a discussion of the variational properties of the total energy from a point of view slightly different from that conventionally used, but very useful in what follows. In Sec. III we discuss the reference system used: An atom embedded in a homogeneous electron gas (the effective medium). The derivation of the effective-medium theory for a perfect solid then follows in Sec. IV. In Sec. V we discuss the special features to be considered when the atom shows a narrow resonance in the density of states when it is embedded in the homogeneous electron gas. The low-symmetry situations where the system is not on a perfect lattice are the subject of Sec. VI. Having all of the formalism at hand we then show the results of the applications to a number of high-and low-symmetry systems, and discuss the physical picture that follows in Sec. VII. Finally, in ', drdr' (2.3) (p is the sum of the electron density n and the nuclear charge; omission of the nuclear self-interaction is understood) and the exchange-correlation energy for which we use the local density approximation E",[n] = f f", (n (r) }dr= f n (r)e",{n (r) )dr. Due to the variational property we immediately get n (r)=n+bn"' (r), (3.1) u(r)=u", (n)+bu"' (r), (3.2) where the atom-induced change in the potential bv"' ( [n+bn, bv] 
and the kinetic energy can be written T [n, v] = f t(r, [n, v] ), where t( r, [n, u] ) =e(r, [u] ) -n (r)u(r),
The variational property can be expressed as (3.8) b Ez(n, [bn] )=bEz (n)+O((bn -bn"' ) ). (3.9) The embedding energy functional b,Ez(n, [b,n] Let us now turn to the question of how to choose the densities An; . As discussed in the Introduction the effective-medium theory is based on the assumption that the self-consistency problem involving the screening is at least partly dealt with when embedding the atom in a homogeneous gas of the appropriate density. It is therefore natural to take the ansatz b, n; =6 n;"' (n; ). There is actually a self-consistency problem involved in this ansatz itself: The induced densities An; are determined as functions of the background densities n; that again are obtained by averaging the tails of the induced densities. In Sec. VII we shall discuss how to deal with this selfconsistency problem in practice. Because of the modification 6;~An; we made in At; the nv part of the kinetic energy At; is canceled by the same part of At; and we are left with only the difference he; -Ae; in Eq. (4.16).
In the atomic-sphere approximation the Madelung energy should be neglected (being of second order in n; -b, n; in a;) and the succeeding term vanishes.
To summarize: The expression Eq. (4. 16) for the binding energy has been obtained under the assumption that the density can be represented as a superposition of atominduced densities in a homogeneous electron gas. For each atom the density of the associated homogeneous gas is chosen to equal the average over the WS cell of the tails coming from the other atoms. The further assumptions that the sum over the density tails and Hartree potential tails sticking into a cell are nearly constant over the cell lead to the possibility of "freezing" the potential in each cell as the one in the corresponding homogeneous gas.
Due to the variational properties Eq. (3.9) and Eq. (4.6), errors in the densities and potentials do only contribute to the energy in second and higher order.
V. THE ONE-ELECTRON ENERGY PARAMETERS
As indicated by the force theorem" a total-energy change may under certain circumstances be reduced to only the change in the sum over the one-electron energy parameters. Consider as an example the total-energy change due to a structural change of a solid from, say, a bcc to an fcc lattice in the atomic-sphere approximation.
If we assume that the density and potential in an atomic cell in the two structures are almost identical, we can freeze them in changing from one structure to the other and the structural energy change may then be calculated solely from the change in the one-electron energy parameter spectrum. ' The effective-medium result, Eq. (4.16), can be regarded as a generalization of the force theorem. Here an atom with a frozen induced density and potential is moved from the reference host, the homogeneous electron gas, to the system under investigation.
It is seen from Eq.
H = e;n; + g E'knk+ To calculate the total binding energy of a system of atoms from the expression (4.16) we must for each atom (i) estimate the difference between the atominduced change in the one-electron energy sum (projected onto the atomic sphere) Ae; in the studied system and the analogous quantity Ae; associated with the embedding of atom i in a homogeneous electron gas of the appropriate density. We will show that for simple metals the oneelectron energy difference Ae; -Ae; can be neglected, whereas for transition metals and other systems with two or more atoms showing sharp resonances in the oneelectron spectrum when embedded in a homogeneous electron gas, Ae; -Ae; will give an important contribution to the total energy. We shall be basing the discussion on the resonant level model or the U=O Anderson model. ' The arguments are therefore mainly qualitative. We will, however, discuss one limit where the results can be used quantitatively towards the end of this section. (For a discussion of the quantitative applicability of the resonant level model see Anderson and McMillan, ' Penn, In order to get Ae; and Ae; we must consider the local density of states b.n;(e) and b, n;(e) induced by atom i when embedded in an empty cell (a vacancy) in the system studied and in the reference system, respectively. Consider first an atom i embedded in a homogeneous electron gas. The resonant level Hamiltonian is
Instead of the local induced density of states An;(e) we shall be considering the projected density of states n;(e)= --Im(i~G(e)~i ) = --ImG;(e).
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Here G is the Green's function of the system. Since n;(e) is also a local density of states it will closely resemble hn; (e) In. particular, the difference n; (e) n-; (e) is expected to be very close to b, n; (e) b-, n; (e)
The atom projected Green's ' It is shown schematically in Fig. 1 . The two local densities of states in the figure contain the same number of electrons when integrated to the Fermi level. The main difference is that in the vacancy some of the low-lying states have been shifted down. Extending these arguments to Imq;(e) and Imq;(e) it is clear that n;(e) and n;(e) will not be identical. In particular, if n;(e) has a bound state just below the bottom of the band it will be broadened in the vacancy because Imq;(e) does not vanish in this energy region. It is, however, clear from Eq. (5.6) that in comparing the first moments (up to the Fermi energy) of n; (e) and n;(e) these differences will be small, in particular The result that the interatomic matrix element q, j is given by an intra-atomic property (M or b, ) has been discussed in detail previously by Pettifor, ' by Heine, ' and by
Moriarty.
(5.12) with s; being the radius of the atomic sphere a;. Furthermore,~i ) =P;~(r)Y~(r) and it is used that the potential inside the atomic sphere a; is assumed spherically symmetric.
In terms of V;I(k) the half width of the resonance is from Eq. (5.7) A. An atom in a homogeneous electron gas
This term would vanish in the atomic-sphere approximation.
Define an overlap function O(r) to be n-1 if r lies in n spheres (n=0, 1,2 proved to work very efficiently. Moreover, in order to avoid large total energies corresponding to the free atom and the same atom in the electron gas to be subtracted, the frozen core approximation has been used for the 3d transition metals.
In Fig. 2 the embedding energies E,(n) are shown for the simple metals Li, Na, and Al and in Fig. 3 '' for Al. Again it should be kept in mind that errors in the density only enter the total energy to second order. Moruzzi, Janak, and Williams, then the agreement for the cohesive energies becomes considerably better. This is also illustrated in Fig. 7 . The remaining disagreement in Fig. 7 is to a large extent due to the fact that our bandwidths 8' are generally found to be larger than the self-consistently determined ones by 5 -10 %. The results shown in Fig. 7 are for the nonmagnetic solutions. There are magnetic solutions with lower energy for the transition metals in the middle of the series. These will be discussed in a later publication.
The presence of the d-d interaction changes the picture of the cohesion somewhat from the simple metal case.
The d-d interaction is always attractive tending to contract the system relative to what would be found if only the E, term was included. This is illustrated in Fig. 8 . To consider situations where the translational symmetry of the solid is destroyed, the atomic-sphere correction AE~q' of Eq. (6.6) must be included. Before treating examples of such low-symmetry systems we therefore first discuss the evaluation of this term in some detailT he first integral in Eq. (6.6) is dominated by the electrostatic part. This is illustrated in Fig. 9 , where Tpg is compared to t+ f", at a distance of 3 bohr from one to four Al atoms. A local (Thomas-Fermi) expression for t is used here. Since the 0 integral in Eq. (6.6) basically involves differences between (t+ , 'pP+ f", ) at diff-erent sites, it is dominated by the electrostatic term which has the largest gradient in Fig. 9 . This is a general phenomenon: t and f", vary approximately as n~3 and n~, respectively, whereas -, 'pP For a given pair of densities Ap; and Ap& the first term on the right-hand side is a pair potential. The rest of the terms are small compared to the first. The first two of these are of the type tail out minus tail in entering AE f while the last is first order in the small quantity Ap; -n;. In calculating the small energy AE&s we shall be including these terms only to the extent that they can be represented by a pair potential. This means that we can The density argument in E, (n;) then becomes n; = 126 n oexp( -gs; ) = noexp[ -g(s; -so ) ), (7.18 nearest neighbors contribute to n; we have V;J(r, J ) = -[a;b.nj "(r;~)+ajb.n. ; "(r J. )], where bn; "(r j ) is the average density for a perfect fcc crystal made up of i-type densities, that is, the average is over a sphere of a radius sf"related to the interatomic distance r,J. by r;j --(16m'/3)' 2 ' s f -Ps f". The atomic sphere correction is then b E",=g[E,(n;)+a;(n; -n;")], (7.21) E,(n) = -3.28+ l. 12(n /0. 007 -1) -0.35( n /0. 007 -1), (7.22) (in units of eV) and the value of a; =1280 eV bohr, the Al potential, is completely specified. ', no --0.007 bohr, and so --3.0 bohr.
Assuming an exponential form for bn (r, s, o ) [Eq. (7.16)] is not so well obeyed. Using an exponential form is equivalent to a smearing out of the tail of b, n (r) (cf. Fig.   4 ) so that the Friedel oscillations disappear. As discussed in Secs. IV and VII A above this is not unreasonable. It does, however, mean that g&, g2, and g3 cannot be determined uniquely from b, n (r) in the homogeneous electron gas. In the present, preliminary applications of the theory we make a very simple choice of the g parameters. We make use of the observation that the form of the freeatom density is a reasonable smeared out representation of the tail density.
We therefore take g3 --0 and g2 --1.27 bohr ' ""' (7.23) where no is the equilibrium density.
In the following we shall be using the expressions above derived on the basis of the exponential form Eq. ' ' Consider a solid where the ions in a half-space B are translated a distance 6a relative to the ions in half-space
The aim is to calculate the force between regions 3 and B or equivalently the first-order change in the total energy due to the translation by 6a. Imagine that the density and the potential in the undistorted solid have been calculated self-consistently.
Because of the variational property (2. 15) it is sufficient to use a density and a potential in the distorted solid that is correct to zeroth order in 5a to get a correct first-order change in the total energy.
One possible choice for the density and potential in the distorted solid is to take them equal to what they are in the undistorted solid. The change in the total energy is then given by the electrostatic energy change involved in moving the bare nuclei to their distorted positions in the fixed electronic cloud. This is just the result of the Hellmann-Feynman theorem.
Another choice for the density and potential in the distorted solid is to use the same density and potential as in the undistorted solid but this time shifted rigidly together with the nuclei. In this way a "gap region" C opens up between regions A and B and the potential and the density can be taken to continue smoothly over this region.
Due to the "freezing" of the density and potential in the regions 2 and B the Un term in the change in the kinetic energy vanishes for these regions and we are left with 5E"=5EA'~+ f np~+ii, (A2) where E&' z is the change in the electrostatic interaction between the regions 3 and B and P"+ii is the Hartree potential from the charge in regions 3 and B.
The change in the exchange correlation energy is 5E", = f f", (n)= f ne",(n), (A3) and the total energy change is therefore given by the force theorem 5E=5 ge +5E~z+ f n[4w+s+e", (n) -v].
(A4)
The last term may be included in the single-particle energy sum by changing the potential in region C to (A5) that is by giving the potential a discontinuity of the size e",(n) -v",(n).
APPENDIX B
In this appendix we consider the electrostatic terms used in Secs. IV, VI, and VII. The starting point is the electrostatic energy E" defined by The last two terms in this expression may for an arbitrary set of numbers n; be rewritten (B5)
and (B7)
Collecting the terms, we get the following expression for the electrostatic energy:
E"=E' g-a; n; P i P -i -f f (1980) .
