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Abstract
We consider polynomial optimization problems formulated in the
framework of tropical algebra, where the objective function to mini-
mize and constraints are given by tropical analogues of Puiseux poly-
nomials defined on linearly ordered, algebraically complete (radicable)
idempotent semifield (i.e., semiring with idempotent addition and in-
vertible multiplication). To solve the problems, we apply a technique
that introduces a parameter to represent the minimum of the objective
function, and then reduces the problem to a system of parametrized
inequalities. The existence conditions for solutions of the system are
used to evaluate the minimum, and the corresponding solutions of the
system are taken as a complete solution of the polynomial optimiza-
tion problem. With this technique, we derive a complete solution of
the problems in one variable in a direct analytical form, and show how
the solution can be obtained in the case of polynomials in more than
one variables. Computational complexity of the solution is estimated,
and applications of the results to solve real-world problems are briefly
discussed.
Key-Words: tropical algebra, idempotent semifield, tropical Puiseux
polynomial, polynomial optimization problem.
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1 Introduction
We considered constrained optimization problems, in which the objective
function and constraints are given by polynomials, defined on tropical (idem-
potent) semifields (i.e., semirings with idempotent addition and invertible
multiplication). A tropical polynomial in a variable x can be defined as a
formal analogue of a polynomial in conventional algebra f(x) = a1x
p1+· · ·+
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pn , where addition and multiplication (and hence exponentiation) are in-
terpreted in the sense of a tropical semifield, and the exponents p1, . . . , pn
may be negative integer, rational or even real numbers.
Tropical polynomials have been studied in a range of research contexts,
from minimax optimization problems in operations research to tropical alge-
braic geometry. Specifically, polynomials in one variable over the max-plus
semifield, which has addition defined as taking maximum and multiplication
as arithmetic addition, with nonnegative integer exponents, were examined
in [4, 2, 1, 3, 5]. Among the problems, which have been considered, are
factorization of polynomials, solution of polynomial equations and of poly-
nomial optimization problems.
In the framework of tropical (algebraic) geometry, tropical polynomials
arise as both valuable instrument and important object of analysis, and are
normally defined over the min-plus semifield with integer exponents (tropical
Laurent polynomials), rational exponents (tropical Puiseux polynomials),
and real exponents (generalized tropical Puiseux polynomials) [7, 12, 11, 6].
In this paper, we are concerned with tropical polynomials in the gen-
eral setting of an arbitrary linearly ordered idempotent semifield, which has
rational exponents well defined and extendable to real exponents. The poly-
nomial functions under study are allowed to have real exponents, and thus
can be considered as generalized tropical Puiseux polynomials.
We formulate optimization problems to minimize a tropical polynomial
with or without constraints in the form of tropical polynomial inequali-
ties. These problems arise, in particular, in applications that involve solving
minimax approximation problems, including minimax single-facility location
problems [10, 8, 9].
To solve the optimization problems, we apply a technique that introduces
a parameter to represent the minimum of the objective function, and then
reduces the problem to a system of parametrized inequalities. The existence
conditions for solutions of the system are used to evaluate the minimum, and
the corresponding solutions of the system are taken as a complete solution
of the polynomial optimization problem. With this technique, we derive a
complete solution of the problems in one variable in a direct analytical form,
and show how the solution can be obtained in the case of polynomials in
more than one indeterminates. We estimate computational complexity of
the solution, and discuss possible lines of future investigation.
The paper is organized as follows. In Section 2, we present an overview
of the basic definitions and notation, which underlie the results obtained in
the next sections. Section 3 is focused on the solution of the polynomial
optimization problems in one variables. We extend the results obtained to
handle problems with two variables in Section 4, and draw some conclusions
in Section 5.
2
2 Generalized Tropical Polynomials
In this section, we outline the basic definitions, properties and notation to
be used in the formulation and solution of tropical polynomial optimization
problems in the subsequent sections.
2.1 Idempotent Semifield
Let X be a nonempty set, which is equipped with addition ⊕ and multipli-
cation ⊗ , and has distinct elements zero 0 and one 1 such that (X,0,⊕)
is an idempotent commutative monoid, (X \ {0},1,⊗) is an Abelian group,
and multiplication distributes over addition. Under this conditions, the alge-
braic system (X,0,1,⊕,⊗) is usually referred to as an idempotent (tropical)
semifield.
Idempotent addition induces a partial order on X by the rule: x ≤ y if
and only x ⊕ y = y for any x, y ∈ X . We assume that this partial order is
extended to a linear order in the semifield.
The power notation with integer exponents indicates iterated multipli-
cation: 0n = 0 , x0 = 1 , xn = xn−1x and x−n = (x−1)n , where x−1 is the
inverse of x , for all x 6= 0 and natural n . We assume that the equation
xn = a has a unique solution x for each a ∈ X and natural n , and thus the
semifield is radicable, which allows rational exponents. Moreover, the ratio-
nal powers are assumed extended (by some appropriate limiting process) to
real exponents.
With respect to the order induced by idempotent addition, both addition
and multiplication are monotone: the inequality x ≤ y yields x⊕ z ≤ y⊕ z
and xz ≤ yz (here and henceforth, the multiplication sign ⊗ is omitted
for compactness). Furthermore, addition possesses the extremal property
(majority law) in the form of the inequalities x ≤ x ⊕ y and y ≤ x ⊕ y .
The inequality x ⊕ y ≤ z is equivalent to the pair of inequalities x ≤ z
and y ≤ z . Finally, exponentiation is monotone in the sense that, for any
x, y 6= 0 , the inequality x ≤ y results in xr ≥ yr if r < 0, and xr ≤ yr if
r ≥ 0.
Examples of the semifield under consideration include semifields
Rmax,+ = (R ∪ {−∞},−∞, 0,max,+),
Rmin,+ = (R ∪ {+∞},+∞, 0,min,+),
Rmax,× = (R+ ∪ {0}, 0, 1,max,×),
Rmin,× = (R+ ∪ {+∞},+∞, 1,min,×),
where R is the set of all real, and R+ = {x > 0| x ∈ R}.
The semifield Rmax,+ (max-plus semifield) has the operations ⊕ = max
and ⊗ = + and the neutral elements 0 = −∞ and 1 = 0. For each x ∈ R ,
the inverse x−1 corresponds to −x in the conventional algebra; the power
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xy coincides with the arithmetic product xy , and thus is defined for all
x, y ∈ R . The order induced by idempotent addition is consistent with the
natural linear order on R .
In the semifield Rmin,× , the operations are ⊕ = min and ⊗ = × , and the
neutral elements are 0 = +∞ and 1 = 1. The inversion and exponentiation
have the standard interpretation, whereas the order agreed with the addition
is opposite to the linear order on R .
2.2 Tropical Polynomials
A (generalized) tropical Puiseux polynomial in one variable over X is defined
for all x 6= 0 and a natural number n as follows:
f(x) =
n⊕
i=1
aix
pi , ai 6= 0, pi ∈ R, p1 < · · · < pn.
In the context of the max-plus semifield Rmax,+ , the polynomial is writ-
ten in terms of the usual operations as
f(x) = max
1≤i≤n
(ai + pix), ai, pi ∈ R,
which specifies a piecewise-linear convex function of x ∈ R .
To simplify further formulae, we exploit an equivalent representation
using negative indices. With two natural numbers m and n serving to
specify the range of indices, the polynomial is given by
f(x) =
n⊕
i=−m
aix
pi , (1)
where the exponents satisfy the conditions:
p−m < · · · < p−1 < 0, p0 = 0, 0 < p1 < · · · < pn.
Tropical Puiseux polynomials in more than one indeterminates are in-
troduced in the same way. Specifically, the polynomial in two variables is of
the form
f(x, y) =
n⊕
i=−m
l⊕
j=−k
aijx
piyqj , (2)
where the exponents satisfy the conditions:
p−m < · · · < p−1 < 0, p0 = 0, 0 < p1 < · · · < pn;
q−k < · · · < q−1 < 0, q0 = 0, 0 < q1 < · · · < ql.
In terms of Rmax,+ , we have a convex function, which has the conven-
tional representation
f(x, y) = max
−m≤i≤n
max
−k≤j≤l
(aij + pix+ qjy), aij , pi, qj ∈ R.
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2.3 Polynomial Optimization Problems
We are concerned with optimization problems in the tropical algebra set-
ting with the objective function and constraints are given by generalized
Puiseux polynomials over a tropical semifield. As an example, consider the
constrained problem
min
x>0
n⊕
i=−m
aix
pi ;
s.t.
l⊕
i=−k
bix
qi ≤ c.
The optimization problem is formulated as a minimization problem,
where the conventional interpretation of the optimization objective is de-
pendent on the particular semifield. If the problem is given in terms of the
max-plus semifield Rmax,+ , it is a minimization problem in the ordinary
sense as well.
Suppose that this problem is considered in the framework of min-semifield
Rmin,× . Then, the problem corresponds to an ordinary maximization prob-
lem since the objective min is treated in the sense of the order induced by
idempotent addition.
Note that the polynomial optimization problems, when formulated in the
sense of Rmax,+ , can be represented as linear programs and solved by ap-
propriate computational algorithms of linear programming. This approach,
however, cannot guarantee a direct solution in an explicit form. In the next
sections, we use a tropical algebraic technique to derive a complete analyti-
cal solution of the problems in a general setting of an arbitrary idempotent
semifield.
3 Solution of Optimization Problems for Polyno-
mials in One Variable
We start with a complete, direct solution of an unconstrained polynomial
optimization problem, which demonstrates the key elements of the algebraic
technique used. Then, the solution is further extended to handle problems
with polynomial constraints.
3.1 Unconstrained Problem
Given a tropical Puiseux polynomial (1), consider the problem to find nonzero
x ∈ X that attains
min
x>0
f(x). (3)
A complete solution of this unconstrained problem is given by the next
result.
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Proposition 1. The minimum in problem (3) is equal to
µ = a0 ⊕
−1⊕
i=−m
n⊕
j=1
a
pj
pj−pi
i a
−
pi
pj−pi
j , (4)
and all solutions are given by the condition
−1⊕
i=−m
µ1/pia
−1/pi
i ≤ x ≤
(
n⊕
i=1
µ−1/pia
1/pi
i
)−1
. (5)
Proof. To solve problem (3), we introduce an additional parameter θ to
serve as an auxiliary variable in the equivalent problem
min
x>0
θ;
s.t. f(x) ≤ θ.
The problem now reduces to solving for x and θ the inequality
f(x) =
n⊕
i=−m
aix
pi ≤ θ.
The inequality is equivalent to the system of inequalities
aix
pi ≤ θ, i = −m, . . . , n, i 6= 0;
a0 ≤ θ.
Taking into account the sign of exponents pi , we solve the first inequal-
ities for x to obtain
x ≥ θ1/pia
−1/pi
i , i = −m, . . . ,−1;
x ≤ θ1/pia
−1/pi
i , i = 1, . . . , n.
We aggregate the results to represent the inequalities in a compact form
of the double inequality
−1⊕
i=−m
θ1/pia
−1/pi
i ≤ x ≤
(
n⊕
i=1
θ−1/pia
1/pi
i
)−1
, (6)
where the right-hand side is derived from the second set of inequalities by
taking the inverse of both sides, combining the obtained inequalities into
one, and then taking the inverse once again.
The double inequality determines a nonempty set if and only if the fol-
lowing condition holds:
−1⊕
i=−m
θ1/pia
−1/pi
i
n⊕
j=1
θ−1/pja
1/pj
j ≤ 1,
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which is equivalent to the system of inequalities
θ(pj−pi)/pipja
−1/pi
i a
1/pj
j ≤ 1, i = −m, . . . ,−1; j = 1, . . . , n.
Solving the inequalities in the system for θ yields
θ ≥ a
pj/(pj−pi)
i a
−pi/(pj−pi)
j , i = −m, . . . ,−1; j = 1, . . . , n.
After combining these inequalities and adding the inequality θ ≥ a0 , we
have the lower bound for θ in the form
θ ≥ a0 ⊕
−1⊕
i=−m
n⊕
j=1
a
pj
pj−pi
i a
−
pi
pj−pi
j .
We denote by µ the minimum of θ , and set this minimum equal to the
lower bound to obtain (4). Finally, replacing θ by µ in the double inequality
at (6) gives (5).
Note that the above solution procedure does not need the monomials in
a polynomial to be ordered according to their exponents, while partitioning
between the distinct negative, zero and positive exponents remains essential
for the solution.
The most computationally intensive part of the solution is the evaluation
of the minimum µ , which requires O(mn) operations. As a result, the
computational complexity of the entire solution is at most a square of the
length of the polynomial f(x).
3.2 Constrained Problem
Suppose f, g1, . . . , gt are tropical Puiseux polynomials over X in the form
of (1), and c1, . . . , ct are nonzero constants in X . Consider a polynomial
optimization problem, formulated in the tropical algebra setting as follows:
min
x>0
f(x);
s.t. gi(x) ≤ ci, i = 1, . . . , t.
Note that, without any loss of generality, we can consider that there is
only one inequality constraint in the problem. It is not difficult to see that
the system of inequality constraints gi(x) ≤ ci , where i = 1, . . . , t , can easily
reduce to one equivalent inequality. Indeed, rewriting these inequalities as
c−1i gi(x) ≤ 1 , and combining the results yield g(x) = c
−1
1 g1(x) ⊕ · · · ⊕
c−1t gt(x) ≤ 1 .
Now, we suppose that, given tropical Puiseux polynomials
f(x) =
n⊕
i=−m
aix
pi , g(x) =
l⊕
i=−k
bix
qi ,
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we need to find nonzero x that solves the problem
min
x>0
f(x);
s.t. g(x) ≤ c.
(7)
Lemma 2. Let the following condition hold:
c ≥ b0 ⊕
−1⊕
i=−k
l⊕
j=1
b
qj
qj−qi
i b
−
qi
qj−qi
j . (8)
Then, the minimum in problem (7) is equal to
µ = a0 ⊕
−1⊕
i=−m
n⊕
j=1
a
pj
pj−pi
i a
−
pi
pj−pi
j
⊕
−1⊕
i=−m
l⊕
j=1
aib
−pi/qj
j c
pi/qj ⊕
n⊕
i=1
−1⊕
j=−k
aib
−pi/qj
j c
pi/qj , (9)
and all solutions are given by the condition
−1⊕
i=−m
µ1/pia
−1/pi
i ⊕
−1⊕
j=−k
c1/qjb
−1/qj
j
≤ x ≤

 n⊕
i=1
µ−1/pia
1/pi
i ⊕
l⊕
j=1
c−1/qjb
1/qj
j


−1
. (10)
Proof. First, we replace (7) by the equivalent problem
min
x>0
θ;
s.t. f(x) ≤ θ, g(x) ≤ c,
and examine the system of inequalities
f(x) =
n⊕
i=−m
aix
pi ≤ θ, g(x) =
l⊕
j=−k
bjx
qj ≤ c.
We split the inequalities into the system
aix
pi ≤ θ, i = −m, . . . , n, i 6= 0;
bjx
qj ≤ c, j = −k, . . . , l, j 6= 0;
a0 ≤ θ, b0 ≤ c.
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Solving the inequalities in x yields the results:
x ≥ θ1/pia
−1/pi
i , i = −m, . . . ,−1;
x ≤ θ1/pia
−1/pi
i , i = 1, . . . , n;
x ≥ c1/qjb
−1/qj
j , j = −k, . . . ,−1;
x ≤ c1/qjb
−1/qj
j , j = 1, . . . , l.
Next, we aggregate the results into the double inequality
−1⊕
i=−m
θ1/pia
−1/pi
i ⊕
−1⊕
j=−k
c1/qjb
−1/qj
j
≤ x ≤

 n⊕
i=1
θ−1/pia
1/pi
i ⊕
l⊕
j=1
c−1/qjb
1/qj
j


−1
, (11)
which has solutions provided that the following inequality is valid:

 −1⊕
i=−m
θ1/pia
−1/pi
i ⊕
−1⊕
j=−k
c1/qjb
−1/qj
j


⊗

 n⊕
i=1
θ−1/pia
1/pi
i ⊕
l⊕
j=1
c−1/qjb
1/qj
j

 ≤ 1.
After multiplying the brackets and rearranging the terms, we arrive at
the equivalent system of inequalities
−1⊕
i=−m
n⊕
j=1
θ(pj−pi)/pipja
−1/pi
i a
1/pj
j ≤ 1,
−1⊕
i=−m
l⊕
j=1
θ1/pia
−1/pi
i b
1/qj
j c
−1/qj ≤ 1,
n⊕
i=1
−1⊕
j=−k
θ−1/pia
1/pi
i b
−1/qj
j c
1/qj ≤ 1,
−1⊕
i=−k
l⊕
j=1
b
−1/qi
i b
1/qj
j c
(qj−qi)/qiqj ≤ 1.
(12)
By solving the first three inequalities for θ in the same way as above,
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we obtain
θ ≥
−1⊕
i=−m
n⊕
j=1
a
pj
pj−pi
i a
−
pi
pj−pi
j ,
θ ≥
−1⊕
i=−m
l⊕
j=1
aib
−pi/qj
j c
pi/qj ,
θ ≥
n⊕
i=1
−1⊕
j=−k
aib
−pi/qj
j c
pi/qj .
Combining the obtained inequalities for θ , including the inequality θ ≥
a0 obtained before, yields
θ ≥ a0 ⊕
−1⊕
i=−m
n⊕
j=1
a
pj
pj−pi
i a
−
pi
pj−pi
j
⊕
−1⊕
i=−m
l⊕
j=1
aib
−pi/qj
j c
pi/qj ⊕
n⊕
i=1
−1⊕
j=−k
aib
−pi/qj
j c
pi/qj .
We rewrite this inequality as equality and replace θ by µ to get (9).
Substitution of µ for θ in (11) gives (10).
The solution of the last inequality in the system at (12) for c is given
by the inequality
c ≥
−1⊕
i=−k
l⊕
j=1
b
qj
qj−qi
i b
−
qi
qj−qi
j .
This inequality, combined with the inequality c ≥ b0 , produces the con-
dition at (8), which implies the existence of solutions of the polynomial
inequality constraint in the problem.
4 Solving Problems in Two Variables
In this section, we examine a problem with two variables without constraints,
which allows to simplify further formulae, but follows the same procedure
as in the constrained case.
Given a tropical polynomial f(x, y) in the form of (2), we consider the
optimization problem
min
x,y>0
f(x, y). (13)
Similarly as before, we replace the problem by that in the form
min θ;
s.t. f(x, y) ≤ θ.
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Then, we solve for one of the variables, say y , the inequality
f(x, y) =
n⊕
i=−m
l⊕
j=−k
aijx
piyqj ≤ θ,
which we represent as the system of inequalities
n⊕
i=−m
−1⊕
j=−k
aijx
piyqj ≤ θ,
n⊕
i=−m
l⊕
j=1
aijx
piyqj ≤ θ,
n⊕
i=−m
ai0x
pi ≤ θ.
(14)
Solving the first two inequalities of (14) for y leads to the following
double inequality:
n⊕
i=−m
−1⊕
j=−k
θ1/qja
−1/qj
ij x
−pi/qj ≤ y ≤

 n⊕
i=−m
l⊕
j=1
θ−1/qja
1/qj
ij x
pi/qj


−1
. (15)
This inequality defines a nonempty set for y if and only if
n⊕
i=−m
−1⊕
j=−k
θ1/qja
−1/qj
ij x
−pi/qj
n⊕
r=−m
l⊕
s=1
θ−1/qsa1/qsrs x
pr/qs ≤ 1.
Similarly as before, we solve this inequality for θ to obtain
θ ≥
n⊕
i=−m
−1⊕
j=−k
n⊕
r=−m
l⊕
s=1
a
qs
qs−qj
ij a
−
qj
qs−qj
rs x
piqs−prqj
qs−qj .
By adding the third inequality at (14), we derive a lower bound for θ ,
given in terms of the variable x by the inequality
θ ≥
n⊕
i=−m
ai0x
pi ⊕
n⊕
i=−m
−1⊕
j=−k
n⊕
r=−m
l⊕
s=1
a
qs
qs−qj
ij a
−
qj
qs−qj
rs x
piqs−prqj
qs−qj .
We now examine the left-hand side of the inequality, which presents a
tropical sum of monomials of the form axp . We rearrange the monomials
by partitioning between groups with negative, zero and positive exponents,
and hence form a tropical Puiseux polynomial, which we denote by h(x).
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As a result, the problem in two variables reduces to the polynomial
optimization problem in one variable:
min
x>0
h(x).
By applying Proposition 1, one can obtain the minimum µ of the poly-
nomial h(x) and the solutions, given by a double inequality x1 ≤ x ≤ x2 .
This inequality together with (15), where µ substitutes for θ provides a
complete solution of problem (13).
Note that the solution scheme described presents a variant of proce-
dure of successive elimination of variables. It is not difficult to see that
this scheme can be further extended to solve both unconstrained and con-
strained polynomial optimization problems with many variables. However,
with increasing number of variables, the complexity of the analytical solu-
tion drastically increases, which invites the development and application of
appropriate software tools of numerical and symbolic computations.
5 Conclusion
We have considered polynomial optimization problems, which involve gen-
eralized Puiseux polynomials in the tropical algebra setting to define the
objective function and constraints in the problem. We have proposed a so-
lution technique that offers solutions for both unconstrained and constrained
optimization problems with one variable. The solutions are given in a di-
rect analytical form, ready for immediate computations with low polynomial
complexity. We have extended the solution technique to an unconstrained
problem with two variables as a computational procedure, which is based on
successive elimination of variables, and can be applied to handle problems
with many variables.
The future research can include the derivation of solutions for polynomial
problems with more general constraints, and the development of algorithms
and software tools of solving problems with arbitrary number of variables.
References
[1] F. L. Baccelli, G. Cohen, G. J. Olsder, and J.-P. Quadrat. Synchroniza-
tion and Linearity. Wiley Series in Probability and Statistics. Wiley,
Chichester, 1993.
[2] R. A. Cuninghame-Green. Using fields for semiring computations. In
R. E. Burkard, R. A. Cuninghame-Green, and U. Zimmermann, ed-
itors, Algebraic and Combinatorial Methods in Operations Research,
volume 95 of North-Holland Mathematics Studies, pages 55–73. North-
Holland, 1984. doi:10.1016/S0304-0208(08)72953-0.
12
[3] R. A. Cuninghame-Green. Maxpolynomial equations. Fuzzy Sets and
Systems, 75(2):179–187, 1995. doi:10.1016/0165-0114(95)00012-A.
[4] R. A. Cuninghame-Green and P. F. J. Meijer. An algebra for piecewise-
linear minimax problems. Discrete Appl. Math., 2(4):267–294, 1980.
doi:10.1016/0166-218X(80)90025-6.
[5] M. Gondran and M. Minoux. Graphs, Dioids and Semirings, volume 41
of Operations Research/ Computer Science Interfaces. Springer, New
York, 2008. doi:10.1007/978-0-387-75450-5.
[6] D. Grigoriev. Tropical newton-puiseux polynomials. In V. P.
Gerdt, W. Koepf, W. M. Seiler, and E. V. Vorozhtsov, editors,
Computer Algebra in Scientific Computing, volume 11077 of Lecture
Notes in Computer Science, pages 177–186, Cham, 2018. Springer.
doi:10.1007/978-3-319-99639-4_12.
[7] I. Itenberg, G. Mikhalkin, and E. Shustin. Tropical Algebraic Geometry,
volume 35 of Oberwolfach Seminars. Birkha¨user, Basel, 2007.
[8] N. Krivulin. Using tropical optimization to solve constrained mini-
max single-facility location problems with rectilinear distance. Comput.
Manag. Sci., 14(4):493–518, 2017. doi:10.1007/s10287-017-0289-2.
[9] N. Krivulin. Algebraic solution of weighted minimax single-facility
constrained location problems. In J. Desharnais, W. Guttmann, and
S. Joosten, editors, Relational and Algebraic Methods in Computer Sci-
ence, volume 11194 of Lecture Notes in Computer Science, pages 317–
332, Cham, 2018. Springer. doi:10.1007/978-3-030-02149-8_19.
[10] N. K. Krivulin and P. V. Plotnikov. Using tropical optimization
to solve minimax location problems with a rectilinear metric on
the line. Vestnik St. Petersburg Univ. Math., 49(4):340–349, 2016.
doi:10.3103/S1063454115040081.
[11] D. Maclagan and B. Sturmfels. Introduction to Tropical Geometry,
volume 161 of Graduate Studies in Mathematics. AMS, Providence,
RI, 2015.
[12] T. Markwig. A field of generalised puiseux series for tropical geometry.
Rend. Sem. Mat. Univ. Politec. Torino, 68(1):79–82, 2010.
13
