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Abstract
We consider the stochastic matching problem. An edge-weighted general (i.e., not necessarily bipar-
tite) graph G(V,E) is given in the input, where each edge in E is realized independently with probability
p; the realization is initially unknown, however, we are able to query the edges to determine whether
they are realized. The goal is to query only a small number of edges to find a realized matching that is
sufficiently close to the maximum matching among all realized edges. This problem has received a consid-
erable attention during the past decade due to its numerous real-world applications in kidney-exchange,
matchmaking services, online labor markets, and advertisements.
Our main result is an adaptive algorithm that for any arbitrarily small  > 0, finds a (1 − )-
approximation in expectation, by querying onlyO(1) edges per vertex. We further show that our approach
leads to a (1/2 − )-approximate non-adaptive algorithm that also queries only O(1) edges per vertex.
Prior to our work, no nontrivial approximation was known for weighted graphs using a constant per-vertex
budget. The state-of-the-art adaptive (resp. non-adaptive) algorithm of Maehara and Yamaguchi [SODA
2018] achieves a (1−)-approximation (resp. (1/2−)-approximation) by querying up to O(w logn) edges
per vertex where w denotes the maximum integer edge-weight. Our result is a substantial improvement
over this bound and has an appealing message: No matter what the structure of the input graph is, one
can get arbitrarily close to the optimum solution by querying only a constant number of edges per vertex.
To obtain our results, we introduce novel properties of a generalization of augmenting paths to
weighted matchings that may be of independent interest.
∗A preliminary version of this paper appeared at EC 2018.
†Portions of this work were completed while the author was an intern at Upwork.
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1 Introduction
We consider the stochastic weighted matching problem where the goal is to find a maximum weighted match-
ing under uncertainty assumption about the input graph. More precisely, the input contains a general (i.e.,
not necessarily bipartite) weighted graph G = (V,E) and a constant probability p > 0. We are unsure about
the edges of G that exist in the actual realization, however, the assumption is that each edge of G is realized
independently with probability p. An algorithm is able to query an edge in G to determine whether it exists
in the actual realization. The goal is to find a sufficiently large weighted matching in the realized graph by
querying only a small number of the edges. An adaptive algorithm in this setting can have multiple rounds
of adaptivity where the queries conducted in each round of adaptivity may depend on the results of the
previous rounds. A non-adaptive algorithm, on the other hand, has only one round of adaptivity. That
is, a non-adaptive algorithm should pick a degree bounded subgraph H of G whose expected matching is
sufficiently close to that of G.
Ignoring the constraint on the number of queries, a trivial solution is to query all the edges of G and
report the maximum weighted matching among the realized edges. However, for many applications of the
stochastic matching problem (which we elaborate on in the next section), querying an edge is time consuming.
We are, therefore, interested in the tradeoff between the fraction of the omniscient optimum solution that
we achieve and the number of edges that are queried.
Our main contribution is an adaptive algorithm, that for any arbitrarily small constant  > 0, finds in
expectation, a (1 − )-approximation of the maximum weighted matching in the realized graph, by making
only a constant (dependant only on  and p) number of per-vertex queries, in a constant number of rounds.
We also show that it is possible to obtain a (1/2−)-approximation via a non-adaptive algorithm. This result,
apart from its theoretical importance, has an appealing practical message: No matter what the structure of
the input graph is, one can get arbitrarily close to the optimum solution by querying only a constant number
of edges per vertex.1
It is worth mentioning that the dependence on both  and p is crucial for any algorithm that achieves a
(1 − )-approximation. Consider the simple example of a star graph where one vertex v is connected to all
other vertices by edges of weight 1. The expected weight of the omniscient maximum matching is 1 − o(1)
since the matching size would be 1 if at least one of the edges are realized. To ensure that with probability
at least 1−  one of the queried edges is realized, one needs to query at least Ω(log (1/)/p) edges of v.2
Stochastic matching settings have been studied extensively in the past decade after the initial paper of
[11]. Motivated mainly by its application in kidney exchange, this natural variant of stochastic matching
problem was initially introduced in [9] and has received significant attention ever since [9, 5, 6, 18]. In
the literature, most algorithms work only for unweighted graphs [9, 5, 6] where the goal is to approximate
maximum cardinality matching. The only exception is the very recent paper of Maehara and Yamaguchi [18]
that achieves a (1−)-approximation via an adaptive algorithm for general (resp. bipartite) weighted graphs
with O(w log n/p) (resp. O(w/p)) queries per vertex where w denotes the maximum edge weight assuming
that all edge weights are positive integers. They also show that a (1/2− )-approximation is achievable via a
non-adaptive algorithm using the same number of queries per vertex. Our result is a substantial improvement
over this bound as it has no dependence on the structural properties of the input graph such as n or w.
Our techniques are based on a novel set of definitions and lemmas for weighted augmenting components
that generalize augmenting paths to weighted graphs. Despite being useful objects when the goal is to find a
1We note that our algorithms works even if the realization probability of the edges are different as long as they are all
bounded away from 0 by a constant. In such cases, it suffices to define p to be the minimum realization probability among all
the edges.
2Note that although the matching size here is either 0 or 1, a (1− )-approximation is well defined because we are comparing
the expected size of the realized matching to that of the original graph. Another closely related example is a complete graph
for which one can show existence of a perfect matching w.h.p. and follow the same approach to prove the same lower bound
for every vertex (e.g., see [5]).
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large cardinality matching, augmenting paths have rarely been useful for weighted graphs in different settings
of the matching problem. These properties may be of independent interest for generalizing augmenting path
based techniques to weighted graphs.3
1.1 Applications
Kidney exchange. One of the main applications of the stochastic matching problem is in kidney exchange,
which includes two types of participants: an organ donor and an organ receiver. The donor is a healthy living
individual willing to donate one of his/her two kidneys to the organ receiver (patient), without much of life
threatening side effects. Usually, the donor is among family and friends. However, the kidney of a donor
might not be a compatible match for the patient due to physiological reasons including the incompatible
blood type, tissue-type, etc. The goal in kidney exchange is to provide a platform to swap kidneys between
pairs of organ donors and patients in order to find a match.
Usually the donors’ and the patients’ medical records (e.g. blood type) are available as an early indicator
of the compatibility. The basic information is not conclusive, therefore, extra medical laboratory tests such
as antibody screening is required to better estimate the odds of a successful transplant. The extra medical
tests are time consuming and costly; specially for the patients who have been long waiting for the transplant
or are in critical life condition.
Kidney exchange can be seen as a matching problem where each incompatible donor-patient pair is a
vertex and there exists an edge between two vertices when the two kidneys can be swapped between pairs.
A maximum matching of the donor-patients graph finds the maximum number of the donor-patient pairs
who can swap kidneys. For many reasons, such as geographic proximity, wait time, age, etc. [14], the design
committee may introduce weights on the edges. This means, depending on the matching policy and the edge
weights, maximizing the matching cardinality is not necessarily the best solution.
The stochastic matching problem, here, helps in reducing the number of costly and time consuming extra
medical tests which should be performed to find the compatibility of the donor-patient pairs. The algorithm
selects (i.e., queries) only a small set of donor-patient pairs for extra medical lab-tests so that in expectation,
a sufficiently large matching exists within the selected pairs that pass the test in the realized graph.
There has been a plethora of studies on kidney exchange, particularly on stochastic settings [2, 3, 4, 7,
13, 15, 16, 19, 20]. We refer interested readers to the paper of [9] for a more detailed discussion.
Online labour markets. Traditional full-time employment has continuously given way to flexible contract
work. This has resulted in a growth of demand for the services of the companies such as Upwork, Guru,
Freelancer and Fiverr that facilitate working relationships between freelancers and employers. The parties in
such markets have often more options than they can consider and interview with. In the stochastic matching
context, job descriptions and the freelancers can be represented by vertices in a bipartite graph where an
edge between a freelancer and a job posting would represent whether the freelancer is a good fit for the
job. While initial job descriptions by an employer rule out some of the edges, there is no way of having
a full knowledge about the actual graph beforehand. Here, querying an edge maps to the pair having an
interview, and therefore, the stochastic matching procedure helps in minimizing the number of interviews
while achieving a near optimal solution. Edge weights, in this context, help in maximizing, say, the social
welfare or other objective functions.
By analogy, stochastic matching also contributes to other matching services, such as online dating services.
3There is also a notion of “augmenting paths” for flow algorithms. Here we only refer to augmenting path based techniques
that are used in matching algorithms.
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1.2 The Model
In the stochastic setting, for input graph G = (V,E), the edges in E, independently from each other, are
realized w.p. p.4 For a subset E′ of E, we define E′p to be a random variable corresponding to different
realizations of E′ where each edge in E′ is realized independently w.p. p.
In the stochastic matching problem, a graph G = (V,E) with a non-negative weight we for each edge
e ∈ E as well as the realization probability p are given the input. A realization E of E that is drawn from
Ep is initially fixed but is unknown to us. Our goal is to find a weighted matching of E that is close to
M(E), where M(.) denotes the maximum weighted matching of its input edge set.5 An algorithm is allowed
to query the edges in E to determine whether they are in E or not.
An adaptive algorithm proceeds in separate rounds. At each round i, based on the results of the
queries thus far, the algorithm queries a new subset of the edges Qi in parallel. The goal is to maxi-
mize E[M(∪Ri=1Q′i)], where Q′i denotes the edges in Qi that exist in E , and guarantee that it is close to
opt := E[M(E)]. These expectations are taken over the randomness of the realization E . The total number
of rounds that an adaptive algorithm takes is called its degree of adaptivity. A non-adaptive algorithm on
the other hand has only one round of adaptivity.
We hope to have algorithms in which the number of per-vertex queries and the degree of adaptivity are
both independent of the structure of the input graph such as the edge weights or n.
1.3 Related Work
Directly related to the model that we consider in this work are [9, 5, 6, 18], with the only difference that
(except for [18]) their results only hold for unweighted graphs. More specifically, Blum et al. [9] give an
adaptive algorithm that achieves a (1− )-approximation by querying log(2/)
p2/
per-vertex edges, in the same
number of rounds. Assadi et al. [5] improve this result to get rid of the exponential dependence on 1/.
In particular, they show that it is possible to achieve the same approximation factor by querying only
O(log(1/p)/p) edges, with a very similar algorithm. Very recently, Maehara and Yamaguchi [18], among
some other related problems, considered the stochastic weighted matching problem. They provided a (1−)-
approximation via an adaptive algorithm for general (resp. bipartite) weighted graphs with O(w · log n/p)
(resp. O(w/p)) queries per vertex where w is the maximum edge weight assuming that all edge weights are
positive integers. See Section 2.1 for a comparison of our techniques to the techniques used in these papers.
For non-adaptive algorithms, all of the papers above also obtain a (1/2 − )-approximation via a non-
adaptive algorithm. The state-of-the-art non-adaptive algorithm for unweighted graphs is the algorithm of
Assadi et al. [6], which achieves a slightly better than half approximation for unweighted graphs.
Stochastic matching has received a lot of attention in the last decade due to its numerous applications.
A very well-studied setting is the query-commit model that was first introduced by Chen et al. [11]. In
the query-commit model, a queried realized edge has to be included in the final matching [1, 8, 11, 12, 17].
Another related setting is that of [10]. In this setting, the algorithm is allowed to query at most two incident
edges of each vertex and the goal is to find the optimal subset of edges to query.
2 Our Results and Techniques
Our main result is the following theorem which is formally given in Section 3 as Theorem 3.
4Throughout the paper, we use w.p. to abbreviate “with probability”.
5We may slightly abuse the notation and use M(.) to both refer to a maximum weighted matching and its weight.
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Theorem 1 (Informal). For any given  > 0, there exists a poly-time adaptive algorithm to achieve a
(1− )-approximation of the stochastic weighted matching problem by querying only O( 1
p4/
) edges per vertex
in O( 1
p4/
) rounds of adaptivity.
We further show that one can obtain a (0.5 − )-approximation via a non-adaptive algorithm with the
same number of per-vertex queries.
Theorem 2 (Informal). For any given  > 0, there exists a poly-time non-adaptive algorithm to achieve
a (0.5 − )-approximation of the stochastic weighted matching problem by querying only O( 1
p4/
) edges per
vertex.
Here we focus on the adaptive algorithm and explain the main technical ingredients used in proving
Theorem 1. In brief, our algorithm is as follows: take the maximum weighted matching in G, query its edges,
and remove from G the queried edges that are known to be unrealized. Repeat this for R (a parameter to be
determined later) rounds; then report the maximum weighted matching among the realized queried edges.
Inspired by the analysis of [9] for the unweighted variant of the problem, we first provide a proof sketch
to show that this algorithm achieves a (1 − )-approximation for R = O(1), if all the edge weights are the
same (which is equivalent to the case of unweighted graphs). We then focus on challenges in generalizing
this approach to the general weighted case and describe the intuitions on how we overcome them.
The idea is to maintain a realized matching and iteratively augment it at each round until its size becomes
as large as (1 − )opt. Let us denote by Or the maximum realized matching among the queried edges by
round r. Note that if |Or−1| < (1 − )opt, the next matching that we pick (which is definitely of size at
least opt) augments Or−1 by many vertex disjoint augmenting paths of size at most O(1/). Any of these
augmenting paths increases the matching size only if all of its edges are realized. However, since the length of
each of the augmenting paths is at most O(1/), the probability that all of the edges of any of the augmenting
path is realized is at least pO(1/). Hence roughly after 1/pO(1/) rounds, we achieve a (1− )-approximation
in expectation.
This proof contains two canonical parts: (i) there are many vertex disjoint augmenting paths; (ii) each of
them has a relatively small length. Roughly speaking, these claims are correct since in unweighted graphs,
each augmenting path increases the size of a matching by at most one edge. In fact, for weighted graphs,
one may give an example that refutes both of these assumptions at the same time.
This difference, is perhaps, one of the main reasons that in the literature of the matching problem,
augmenting paths have extensively been considered for the unweighted graphs, where in contrast, they have
rarely been useful when the graph under consideration is weighted. In this work, we propose a novel direction
to generalize augmenting paths to weighted graphs that may be of independent interest.
Consider two weighted matchings ML and MH of the same graph with w(ML) < (1− )w(MH). Further
consider the graph MH∆ML := (MH ∪ML)− (MH ∩ML) which is a set of connected components that are
either paths or cycles since the degree of each vertex in it is at most 2. We call each of these connected com-
ponents an alternating component. Moreover, we call each alternating component an augmenting component
if the total weight of edges of MH in it is more than that of ML.
For any alternating component C in MH∆ML, we denote by ∆C the amount of weight that is added to the
base matching ML after we swap the edges of ML in C with that of MH (we call this process augmenting C).
Thus, we have
∑
C∈MH∆ML ∆C = w(MH)−w(ML). We refer to ∆C as the value of alternating component
C. Hence, an augmenting component is an alternating component with a positive value. We further define
the augmenting edges of C, denoted by QC , to be the set of edges in C that are in MH . Moreover, we define
the normalized length of C, denoted by LC , to be w(QC)/∆C where w(QC) denotes the total weight of the
edges in QC .
In the stochastic matching context, ML will correspond to our maintained realized matching and MH
will correspond to the matching that we pick in the next iteration of the algorithm. The main theorem of
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this paper is obtained by coupling the following two lemmas:
1. Querying the edges of an augmenting component C, increases the expected weight of the maximum
realized matching by at least Ω(pO(LC)∆C) in expectation. (See Lemma 5 for the formal statement.)
2. There is always a set S of high impact (i.e.,
∑
C∈S ∆C is sufficiently large) vertex-disjoint augmenting
components of small normalized length. (See Lemma 6 for the formal statement.)
Intuition behind (1). Fix an augmenting component C. Denote the actual length (i.e., the number of
edges) of C by k. If k ≤ O(LC) the proof of the first lemma is trivial. Indeed, all the edges of C are realized
with probability pk and if they are all realized, C, after augmentation, adds ∆C to the weight of the realized
matching that we maintain. Hence in expectation pk∆C (≥ pO(LC)∆C) is added to the weight of our realized
matching as desired. Roughly speaking, for the case when k is much larger than LC , we cannot afford the
probability by which the whole augmenting component is realized. Instead, we decompose the component
into a set of vertex disjoint sub-components by removing some of its non-queried edges. This results in having
smaller components that have a higher chance of being completely realized. We then argue that the amount
of weight that these smaller components add to the matching is larger than Ω(pO(LC)∆C) even considering
the weight of the removed edges.
Intuition behind (2). The proof of this lemma is mainly based on the assumption that w(ML) <
(1− )w(MH). If the normalized length LC = w(QC)/∆C of an augmenting component C is large, then its
augmenting edges QC should have a large total weight while its value ∆C should be relatively small. This
implies, intuitively, that a large portion of the edges in the heavier matching MH are wasted without aug-
menting the base matching ML by a large enough weight. Nonetheless, since we have w(ML) < (1−)w(MH),
we can argue that this cannot happen for an arbitrarily large portion (based on their weights) of augmenting
components.
2.1 Comparison of Techniques with Prior Works
The most relevant paper to our work, in terms of the techniques that are used, is that of [9] which only
considers the unweighted version of the problem and the challenges in generalizing their analysis to the
weighted case were discussed above. In summary, to achieve our results, we focus on properties of weighted
augmenting paths. An important step is to relax the requirement that every edge in an augmenting path
should be realized for it to be useful. We then show that it is possible to get -close to the optimum weighted
matching by constant per-vertex queries.
Assadi et al. [5], improve the result of [9] by achieving the same approximation factor while querying
only O(log(1/p)/p) edges per vertex. Their ideas are mainly based on the intuition that even if parts
of augmenting paths are realized, one can “patch” them together to create new augmenting paths and use
Tutte-Berg to formalize this. Unfortunately, no equivalent generalization of Tutte-Berg formula is known for
weighted graphs and thus our techniques are inherently different. However, our analysis is also based on the
fact that parts of the edges in an augmenting path may be enough to obtain a better weighted matching.
Maehara and Yamaguchi [18] gave the only known approximation on weighted graphs prior to our work.
They show that it is possible to get a (1 − )-approximation for general (resp. bipartite) weighted graphs
with O(w log n) (resp. O(w)) queries per vertex where w denotes the maximum edge weight assuming that
all edge weights are positive integers. Their results are based on a general integer programming framework.
More specifically, they formulate the stochastic matching problem by an integer program and use LP relax-
ations of maximum weighted matching on bipartite and general graphs to obtain their approximations. The
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dependence of the number of per-vertex queries on the edge weights’ range (w) is intrinsically part of their
framework, hence both of their approximations for bipartite and general graphs depend on w.
As an interesting side note, apart from minor differences, the descriptions of the algorithms proposed for
the stochastic matching problem in the literature are all simple and similar, and the differences only appear
in the analysis [9, 5, 6, 18].
3 (1− )-Approximation via an Adaptive Algorithm
In this section we give an adaptive algorithm that returns a matching of the realized graph whose expected
weight is a (1− )-approximation of the optimum solution for any arbitrarily small constant . The number
of per-vertex queries, as well as the degree of adaptivity of our algorithm is O(1) (it only depends on  and
p — and not properties of the input graph such as n or the edge weights).
The algorithm, formally given as Algorithm 1, is simple: In each round, among the edges that are either
not queried yet or are queried and realized, it finds a maximum weighted matching and queries its edges.
Finally after a sufficiently large (but constant) number of rounds, it reports the maximum weighted matching
among the realized edges that had been queried.
Algorithm 1 Adaptive algorithm for weighted stochastic matching: (1− )-approximation.
Input: Input graph G = (V,E).
Parameter: R.
1: E∗ ← E
2: for r = 1, . . . , R do
3: Find a maximum weighted matching Mr in (V,E
∗).
4: Query the edges in Mr and remove its non-realized edges from E
∗.
5: end for
6: return a maximum weighted matching among realized edges in ∪Rr=1Mr.
Note that R is an upper bound on the per vertex queries and the degree of adaptivity of Algorithm 1.
The main focus of this section is to show that for a constant R, the weight of the matching that Algorithm 1
returns is in expectation a (1−)-approximation of the omniscient optimum. Theorem 3, which is the formal
restatement of Theorem 1, captures this.
Theorem 3. For any graph G = (V,E), and any arbitrarily small constant  > 0, Algorithm 1 returns a
matching whose expected weight is at least (1− )opt for R = O( 1
p4/
).
We start by a set of definitions for weighted matchings in Section 3.1 and then proceed to prove Theorem 3
in Section 3.2
3.1 Tools for Analyzing Weighted Matchings
Consider two weighted matchings ML and MH and assume that the total weight of matching MH is larger
than that of ML, i.e., w(ML) < w(MH) where for any E
′ ⊆ E, we use w(E′) :=∑e∈E′ we to denote the total
weight of edges in E′. Our goal in this section is to define a set of tools, among which, the most important
is the notion of augmenting components which generalizes augmenting paths to weighted graphs.
Let us denote by A∆B := (A∪B)− (A∩B) the symmetric difference of two sets A and B. Consider the
graph D := ML∆MH of edges that appear in exactly one of ML and MH . Since the degree of each vertex
in D is at most 2 (due to the fact that both M1 and M2 are matchings), D is a collection of vertex disjoint
paths and cycles. We start by defining alternating components.
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Definition 1 (Alternating components). We call any connected component of ML∆MH an alternating
component. For an alternating component C, we define BC := C ∩ML to be its edges in ML and define
QC := C ∩MH to be its edges in MH . We refer to BC as the base edges of component C and refer to QC
as the augmenting edges of C.
Note that alternating components in weighted graphs can be either cycles or paths, hence we refer to
them as components instead of paths which is more common for cardinality matching in unweighted graphs.
Next, we define a set of properties of these alternating components (see Figure 1).
Definition 2. For any alternating component C:
• We define the value ∆C of C to be w(QC)− w(BC).
• We define the normalized length LC of C to be w(QC)/∆C .
Observe that by definition, the value of an alternating component may even be negative. We use the term
augmenting components to refer to any alternating component C with ∆C > 0. Furthermore, we also use the
term augmenting a component C to denote the process of updating the matching ML to be ML\BC ∪ QC
which clearly is a valid matching since all components are vertex disjoint.
9 7 4 3 2
1
34
C1
LC1=7/4
∆C1=7-3=4
LC2=15/5
∆C2=15-10=5
w(QC1)=7 w(QC2)=9+4+2=15
C2
2
Figure 1: Two augmenting components and their properties. The wavy (black) edges are the edges in MH .
The solid (red) edges are the edges in ML.
3.2 Analysis
Let MTr (resp. M
F
r ) denote the edges in Mr that are realized (resp., are not realized). Furthermore, denote
by Or := M(∪ri=1MTr ) the maximum realized matching found by round r (i.e., OR is what Algorithm 1
outputs). Let us denote by opt the weight of the omniscient optimum maximum weight matching. Our goal
is to show that for any round r−1 with w(Or−1) < (1− )opt, the matching Mr picked in the next round of
Algorithm 1 augments Or−1 by a constant fraction of opt and use this to show that it takes only a constant
number of rounds to obtain a (1− )-approximation. We start by the following standard observation.
Observation 4. For any r ≥ 1, we have w(Mr) ≥ opt.
Proof. Matching Mr is the maximum weighted matching over a set of edges that is a super set of the edges
in the realization, hence w(Mr) is larger than the weight of opt which is the maximum weighted matching
over the realized edges.
Consider the two matchings Mr and Or−1 and define Ur to be the set of augmenting6 components in
Mr∆Or−1. We couple the following two lemmas to prove Theorem 3.
6It is important that Ur is the set of augmenting components in Mr∆Or−1, and not all of its alternating components.
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Lemma 5. Querying the edges of each augmenting component C in Ur increases the expected matching size
by at least p2LC∆C/2.
Lemma 6. If w(Or−1) < (1− )w(Mr), then
∑
C∈Ur:LC<2/ ∆C ≥ 2w(Mr).
We first show how with these two lemmas we can prove Theorem 3.
Proof of Theorem 3. By Observation 4, we know that for any round r, we have w(Mr) ≥ opt. Suppose we
have not obtained a (1− )-approximation by round r − 1, then we have
w(Or−1) ≤ (1− )opt ≤ (1− )w(Mr).
Let S be the set of augmenting components in Ur with normalized length at most 2/. The inequality above
satisfies the condition of Lemma 6, thus, we have∑
C∈S
∆C ≥ 
2
w(Mr) ≥ 
2
opt. (1)
By Lemma 5, querying the edges of each of the augmenting components in Ur increases the expected matching
size by at least p2LC∆C/2. Therefore,
E[w(Or)− w(Or−1)] ≥ 1
2
∑
C∈Ur
p2LC∆C
≥ 1
2
∑
C∈S
p2LC∆C Since for any C ∈ Ur, ∆C > 0 and S ⊆ Ur.
≥ 1
2
∑
C∈S
p4/∆C Since for any C ∈ S, LC ≤ 2/.
≥ p
4/
2
∑
C∈S
∆C
≥ p
4/
4
opt By (1).
This means that until we reach a (1−)-approximation, we add, in expectation, a value of at least Ω(p4/opt)
to our maximum weighted realized matching in each round. Therefore, in expectation, it takes at most
O( 1
p4/
) rounds to obtain a (1− )-approximation.
3.2.1 Proof of Lemma 5
Proof of Lemma 5. Observe that the base edges of C which are its edges that are in Or−1 are already known
to be realized by definition of Or−1. However, the augmenting edges of C which are the edges that are
from matching Mr might not have been queried before and thus might appear to be unrealized after being
queried. The challenge, thus, is to show that in expectation the portion of augmenting edges of C that will
be realized augment Or−1 by a total weight of at least p2LC∆C/2.
Denote by k the number of edges of C that are from Mr. Since each of these edges are realized with
probability at least p independently from other edges, with probability at least pk all of them are realized and
if they are all realized they augment the base matching Or−1 by at least ∆C . Hence they add, in expectation,
a total weight of at least pk∆C . If p
k∆C ≥ p2LC∆C/2 we are done. However this might not be the case
when LC is much smaller than k. To handle this, we show that even if small portions of C are realized, they
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augment the base matching by a large enough value and argue that the expected augmentation value is at
least p2LC∆C/2.
Definition 3. Depending on the structure of component C, label its edges in the following way:
1. If C is a path starting with an edge of Mr, denote its edges by (q1, b1, q2, b2, . . .) that is in the order
that the edges appear in the path.
2. if C is a path starting with an edge of Or−1, denote its edges by (b0, q1, b1, q2, b2, . . .) that is in the order
that the edges appear in the path.
3. if C is a cycle, denote its edges by (q1, b1, q2, b2, . . .) that is in the order that the edges appear in the
cycle, starting from an arbitrary augmenting edge of C.
Suppose for ease of exposition that α := 2LC is an integer. For any integer i ∈ [α], define Di to be the
following set of edges of Mr in C:
Di := {qi, qi+α, qi+2α, qi+3α, . . .}.
Claim 7. There exists some integer i ∈ [α] for which w(Di) ≤ w(QC)/α.
Proof. It is easy to confirm by definition that for any i, j ∈ [α] with i 6= j, we have Di ∩Dj = ∅ and that
∪i∈[α]Di = w(∪i{qi}) = w(QC). That is, the edges of QC are partitioned by Di’s into α disjoint subsets.
Thus, the average total weight of Di for i ∈ [α] is w(QC)/α, meaning that there should be some i ∈ [α] with
w(Di) no more than this average value.
Now take an arbitrary i ∈ [α] for which w(Di) ≤ w(QC)/α and “delete” all the edges of Di from C.
This procedure decomposes our augmenting component C into a set F = {C1, C2, . . . , Ct} of smaller vertex
disjoint connected components that we call sub-components. While each of these sub-components has the
good property that it has a higher chance of being completely realized compared to the much longer original
component C, we also need to take into account the loss of value resulted by deleting the edges of Di from
Mr. Nonetheless, we argue that if we sum up the expected augmentation value of each of these vertex
disjoint sub-components, the total expected value is as large as our desired value of p2LC∆C/2.
One can confirm by the labeling procedure defined in Definition 3 that after removal of the edges in Di,
each sub-component Cj ∈ F has at most α edges of QC . Therefore, for any sub-component Cj , all the edges
in Cj ∩Mr will be realized with probability at least pα = p2LC .
Denote by ∆Cj := (Cj ∩Mr)− (Cj ∩Or−1) the value of sub-component Cj . By observation above, each
sub-component Cj augments its base matching by a total weight of at least p
2LC∆Cj in expectation. Hence
the total augmentation value of all sub-components is, in expectation, at least∑
Cj∈F
p2LC∆Cj = p
2LC
∑
Cj∈F
∆Cj . (2)
It only suffices to show that
∑
Cj∈F ∆Cj is sufficiently large for our purpose. To see this, observe that∑
Cj∈F ∆Cj is essentially equal to the total value ∆C of augmenting component C minus the weight of the
edges of Di since we removed them. However, since w(Di) ≤ w(QC)/2LC by Claim 7, we have∑
Cj∈F
∆Cj ≥ ∆C −
w(QC)
2LC
≥ ∆C − w(QC)
2w(QC)/∆C
By definition LC = w(QC)/∆C .
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≥ ∆C − ∆C
2
≥ ∆C
2
. (3)
Combining (2) and (3) we obtain our desired property that the total augmentation value of all sub-
components is, in expectation at least p2LC∆C/2, concluding the proof of Lemma 5.
3.3 Proof of Lemma 6
Proof of Lemma 6. By Definition 2, the values of all augmenting components in Ur add up to at least
w(Mr)− w(Or−1), i.e., ∑
C∈Ur
∆C ≥ w(Mr)− w(Or−1).
Separating the augmenting components based on their normalized length, we get∑
C∈Ur:LC≥2/
∆C +
∑
C∈Ur:LC<2/
∆C ≥ w(Mr)− w(Or−1)
∑
C∈Ur:LC<2/
∆C ≥ w(Mr)− w(Or−1)−
∑
C∈Ur:LC≥2/
∆C . (4)
Next, we show that the total values of augmenting components with normalized length at least 2/ is small.
Since by Definition 2, LC = w(QC)/∆C , we have∑
C∈Ur:LC≥2/
∆C =
∑
C∈Ur:LC≥2/
w(QC)
LC
.
On the other hand, since the normalized length of each component in the summation above is at least 2/,
we have ∑
C∈Ur:LC≥2/
w(QC)
LC
≤
∑
C∈Ur:LC≥2/
w(QC)
2/
≤ 
2
∑
C∈Ur:LC≥2/
w(QC) ≤ 
2
w(Mr),
which combined with the equation above implies∑
C∈Ur:LC≥2/
∆C ≤ 
2
w(Mr). (5)
Combining (5) and (4), we get∑
C∈Ur:LC<2/
∆C ≥ w(Mr)− w(Or−1)− 
2
w(Mr)
= (1− 
2
)w(Mr)− w(Or−1)
≥ (1− 
2
)w(Mr)− (1− )w(Mr) Since w(Or−1) ≤ (1− )w(Mr).
=

2
w(Mr),
which is the desired lower bound.
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4 (0.5− )-Approximation via a Non-adaptive Algorithm
In this section, we give a non-adaptive algorithm to obtain a (1/2 − )-approximation of the omniscient
optimum. A non-adaptive algorithm should return a degree bounded (bounded by a constant) subset H of
the original graph’s edge set E with the goal to make M[H] as close as possible to M[E] where we use M[E′]
to denote the expected weight of the maximum weighted matching of an edge set E′ given that each of its
edges is realized independently with probability p.
To illustrate why it is not trivial to give a constant approximation, note that the realization probability
p could be any arbitrarily small constant. As such, to achieve a constant approximation, we need to pick a
subset of edges that augment each other well. For instance, by only picking the maximum weighted matching
M of the input graph G as our subgraph H, the expected matching weight would only be p · w(M) which
might be much smaller than the omniscient optimum, especially if p is small.
Our algorithm, which is formally given as Algorithm 2, is as follows: pick a maximum weighted matching,
add it to the solution and remove its edges. We repeat this for R = O( 1
p4/
) steps and prove it achieves a
(1/2− )-approximation.
Algorithm 2 Non-adaptive algorithm for weighted stochastic matching: (1/2− )-approximation.
Input: Input graph G = (V,E).
Parameter: R.
1: E∗ ← E
2: for r = 1, . . . , R do
3: Find a maximum weighted matching Mr in (V,E
∗).
4: E∗ ← E∗ −Mr
5: end for
6: Query the edges in ∪Rr=1Mr and return the maximum realized matching in it.
We refer to the iterations of the for loop in Algorithm 2 as “rounds” here. However, we emphasize that
this is different from the adaptivity rounds of Algorithm 1 since here we only query once at the end of
algorithm in contrast to Algorithm 1 that queries the picked edges at each round.
Theorem 8. For any graph G = (V,E), and any arbitrarily small constant  > 0, Algorithm 2 returns a
matching whose expected weight is at least (1/2− )M[E] for R = O( 1
p4/
).
Proof. The proof is similar to the proof of the adaptive algorithm with some minor differences that we
cover here. The main difference that indeed causes the approximation factor to be 1/2 −  instead of 1 − 
is that the weight of matching Mr that we pick at round r might be smaller than that of the omniscient
optimum. However, denoting by Hr := ∪ri=1Mr our subgraph by round r, we shows that until we obtain a
(1/2 − )-approximation, the weight of the next matching that we pick is at least 1/2M[E]. We start with
the following auxiliary observation.
Observation 9. For any partitioning of the edge set E into two subsets E1 and E2 with E1 ∪ E2 = E, we
have w(M(E1)) + w(M(E2)) ≥ w(M(E)).
Proof. Let µ be the maximum weighted matching of E, and define µ1 = µ ∩ E1 and µ2 = µ ∩ E2. Observe
that µ1 and µ2 are both valid matchings of E1 and E2 respectively, which implies w(M(E1)) ≥ w(µ1) and
w(M(E2)) ≥ w(µ2). Also note that w(µ1) + w(µ2) ≥ w(µ) since E1 ∪ E2 = E. Combining these two
observations, we get
w(M(E1)) + w(M(E2)) ≥ w(µ1) + w(µ2) ≥ w(µ) = w(M(E)),
completing the proof.
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Lemma 10. For any round r of Algorithm 2, if M[Hr−1] <M[E]/2, then w(Mr) ≥M[E]/2.
Proof. Let us, for any r, denote by Nr the edges in E\Hr. By this definition, we have Nr ∪ Hr = E.
This further implies that for any subset E′ of E, we have (Nr ∩E′) ∪ (Hr ∩E′) = E′. Combining this with
Observation 9, we get that for any realization Gp = (V,Ep) of G, we have w(M(Hr∩Ep))+w(M(Nr∩Ep)) ≥
w(M(Ep)). Thus, we have
EEp
[
w(M(Hr ∩ Ep)) + w(M(Nr ∩ Ep))
]
≥ EEp
[
w(M(Ep))
]
EEp
[
w(M(Hr ∩ Ep))
]
+ EEp
[
w(M(Nr ∩ Ep))
]
≥ EEp
[
w(M(Ep))
]
M[Hr] +M[Nr] ≥M[E].
Now, having M[Hr−1] <M[E]/2 implies that M[Nr−1] ≥M[E]/2 meaning that there is at least one matching
of weight at least M[E]/2 in Nr−1. Since all the edges in Nr−1 can be chosen in the matching Mr picked in
the next round, we have w(Mr) ≥ w(M(Nr−1)) ≥M[E]/2 as desired.
Our goal is to show that if M[Hr−1] < (1/2− )M[E] then M[Hr]−M[Hr−1] is larger than Ω(p4/M[E])
which implies that afterO( 1
p4/
) rounds we obtain a (1/2−)-approximation. To do so, similar to the adaptive
case, we maintain the maximum realized weighted matching Or obtained by round r of Algorithm 2 and
show that if Or−1 is smaller than (1/2−)M[E], the next matching Mr augments Or−1 by at least p4/M[E]
in expectation.
Recall that the argument in proving Theorem 3 was based on the fact (Observation 4) that the matching
that we pick in each round has weight at least opt, and argued that querying its edges increases the weight of
our maintained realized matching by a large factor in expectation. For the non-adaptive algorithm, however,
the matching that we pick in each round might not be this large since we remove the previously picked edges
from the graph. Instead, we know by Lemma 10, that until we obtain a (1/2− )-approximation, its weight
w(Mr) is at least M[E]/2. Therefore, we can adapt7 Lemmas 5 and 6 to argue that we iteratively improve
the weight of our maintained matching to obtain a (1/2 − )-approximation in only O( 1
p4/
) iterations of
Algorithm 2.
5 Open Problems & Future Directions
An interesting future direction is to improve the approximation factor of our non-adaptive algorithm for
weighted matchings. It was shown by Assadi et al. [6] that it is possible to obtain a slightly better than half
approximation for the unweighted case, however, their analysis does not carry over to weighted graphs since
it is highly tailored for cardinality matchings.
Another open question is how close we can get to the known lower bound of Ω(log(1/)/p) on the
number of per-vertex queries to achieve a (1 − )-approximation adaptive algorithm. For the unweighted
case, an algorithm with linear dependence on both  and p is known [5]. Although the techniques there
were generalized to the weighted case by Maehara and Yamaguchi [18], the per-vertex queries — despite not
having an exponential dependence on  and p — depends on structural properties of the graph such as the
number of vertices or the edge-weights which we showed are not necessary.
7We emphasize that it is crucial that the proofs of these two lemmas do not depend at all on the adaptivity of Algorithm 1.
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