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Abstract
An explicit homotopy is constructed between the identity matrix and an arbitrary real matrix
with positive determinant. The construction requires no eigenvalue information and yields a
smooth parameterization for which the matrix determinant remains positive and varies as
a monotonic or unimodal function of the parameter. The key idea of the construction is that a
simple formula smoothly transforms any product of two Householder reflections to the identity.
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1. Introduction
A question of importance in many areas concerns the existence and representation
of continuous one-parameter deformations, or homotopies, among various members
of a class. Homotopies are frequently used to derive properties of a given object of
interest by deforming it into a related object for which the desired properties are better
understood. The present work describes a simple, explicit construction of a homotopy
between the n × n identity matrix and an arbitrary n × n real matrix with positive
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determinant, such that the determinant of the image matrix remains positive for all
values of the parameter. In particular, the homotopy defines a path along which the
image matrix is never singular.
The existence of homotopies is well-known, but explicit constructions are often
only piecewise-smooth [1, Ex. 4.17] or require prior knowledge of the eigenvalues
of the given matrix [2]. By contrast, the construction presented here yields a C∞
(analytic, in fact) parameterization for which the matrix determinant is monotonic or
unimodal (i.e., has at most one local maximum). Moreover, no eigenvalue information
is needed beyond that obtainable in closed form for a few specially structured matri-
ces. Such a construction has potential application in calculating various quantities
of practical or theoretical interest, including eigenvalues [3–5], singular values, or
matrix norms. An explicit representation of such homotopies might also be of interest
in degree-theoretic arguments [6–8] and related computations.
The present paper describes several such constructions, each beginning from a
different factorization of the given matrix. The key tool in the construction is a simple
formula for a homotopy from any product of two Householder reflections to the
identity matrix. The basic ideas concerning the use of Householder reflections are
outlined in Section 2, along with other special considerations. The constructions for
the general case are described in Section 3 and some additional comments are given
in Section 4. We refer the reader to [1,9] for definitions and standard properties of the
various matrices and matrix factorizations.
2. Preliminaries and special cases
Let A denote a real n × n matrix with positive determinant. The goal of this paper
is to construct a mapping H : R → Rn×n with the following properties:
H1. H(0) = In, H(1) = A.
H2. The entries of H(t) are continuous rational functions of t .
H3. det H(t) is positive for every t ∈ [0, 1].
H4. t → det H(t) is unimodal on [0,1].
Moreover, the construction should not require specific knowledge of the eigen-
values of A. In this section, we provide the basic tools used for constructing such a
homotopy.
We first present a homotopy applicable to a special class of matrices; this provides
the foundation for most of the subsequent constructions. Recall that a Householder
reflection is a matrix of the form In − 2wwT, where w is a unit vector in Rn. Note
that such a matrix is symmetric and orthogonal with determinant −1; in particular, it
is its own inverse. Now consider a matrix A expressible as a product
A = (In − 2uuT)(In − 2vvT)
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of two Householder reflections. Notice that A = In if and only if u and v are linearly
dependent. When u and v are linearly independent, we define a homotopy by
H(t) := (In − 2uuT)(In − 2wtwTt ), (1)
where
wt := (1 − t)u + tv‖(1 − t)u + tv‖ .
Clearly, w0 = u and w1 = v. It is easily seen that ‖wt‖ = 1 for all t and that the
entries in wtwTt are rational functions whose denominators are never zero. Hence H
satisfies properties H1–H4. In fact, H4 is considerably strengthened: the determinant
of the image matrix H is a constant function.
Each of the general constructions described in the next section begin with a standard
matrix factorization. Besides Householder reflections, these factorizations involve
some combination of elementary permutation matrices, elementary sign-reversal (that
is, column or row negation) matrices, rotation matrices, and triangular matrices. The
first three of these four types can be expressed in terms of Householder reflections,
as we now show. First, an elementary permutation matrix, given by swapping rows







where e(k)n is the kth coordinate vector in Rn. Second, an elementary sign-reversal
matrix, given by negating the ith diagonal entry of the identity matrix, can be expressed
as
In − 2e(i)[e(i)]T. (3)




with c2 + s2 = 1 can be written as a product (In − 2uuT)(In − 2vvT) by taking








The general constructions in the next section replace these three types of matrices
with their Householder counterparts.
The remaining matrix class that we need to handle consists of the triangular matri-
ces, in which case the homotopy can be given a very natural form.
Proposition 1. If A is a triangular matrix with positive diagonal entries, then the
mapping
H : t → In + t (A − In)
satisfies conditions H1–H4.
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It is clear that properties H1 and H2 hold under the hypotheses of Proposition 1.
By noting that the function
t → ln det H(t) =
∑
i
ln[1 + t (aii − 1)]
is strictly concave on [0, 1], we see that the function t → det H(t) is unimodal on
[0, 1] and never falls below the value min{1, det A}. Thus properties H3 and H4 also
hold. Note that if A is unit triangular, then det H(t) is actually constant.
The simplicity of the affine homotopy described in Proposition 1 is the main reason
we settle for unimodality in property H4, as opposed to insisting on monotonicity. The
affine homotopy does yield a monotonic determinant for 2 × 2 triangular matrices,
but this is not true in higher dimensions. For example, the 3 × 3 diagonal matrix
A = diag(5/3, 5/3, 1/3) yields







which attains its unique maximum at t = 1/2.
On the other hand, it is not difficult to obtain monotonicity of the determinant by
a non-affine homotopy of a triangular matrix A with positive diagonal entries. For
instance, one could define
H(t) = Dt + t (A − D),
where A = D + (A − D) splits A into its diagonal part D and its strict upper (or
lower) triangular part A − D. For this representation we have det H(t) = (det D)t ,
which is monotonic; however, this homotopy fails to satisfy condition H2 because
exponential functions are used instead of rational functions. By treating triangular
factors in this manner, all of our constructions can be easily adapted to the situa-
tion where we replace “rational” by “analytic” in condition H2 and “unimodal” by
“monotonic” in condition H4.
We conclude this section by stating the mechanism used to combine the homotopies
described so far into a single homotopy based on a matrix factorization.
Proposition 2. Consider A = A1 · · ·Ak, where each factor Ai has positive determi-
nant. Suppose that for all i, there exists a mapping Hi satisfying conditions analogous
to those in H1–H3 for the corresponding matrix Ai. Then the mapping H defined by
the matrix product
t → H(t) := H1(t) · · ·Hk(t)
satisfies conditions H1–H3 for A. Moreover, if the function t → det Hj(t) is uni-
modal for some j and the functions t → det Hi(t) are constant for all i /= j, then
t → det H(t) is also unimodal.
As an example, Propositions 1 and 2 can be combined to obtain a straightforward
construction of a homotopy satisfying H1–H4 for any matrix expressible by an LU
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decomposition A = LU in which U is an upper triangular matrix with positive diag-
onal entries and L is a unit lower triangular matrix. In this setting, we can simply
define
H(t) := [In + t (L − In)][In + t (U − In)].
In particular, this covers the case in which A is positive definite. If A is symmetric
and positive definite, then a similar construction can be obtained from the Cholesky
decomposition A = LLT, where L is a lower triangular matrix with positive diago-
nal entries and the superscript T denotes the matrix transpose. In this last case, the
determinant of
H(t) = [In + t (L − In)][In + t (LT − In)]
is the square of the determinant of In + t (L − In), and so det H(t) again varies
unimodally.
The results of the next section use a similar analysis to handle the general case by
combining the triangular case with homotopies for products of Householder reflec-
tions.
3. Homotopies in the general case
Consider a real n × n matrix A with positive determinant. In this section we con-
struct several different homotopies between A and In, each starting from a differ-
ent matrix factorization of A. The specific factorizations we consider are the QR
factorization, the permuted LU factorization, and the Hessenberg factorization.
We begin with the QR factorization, in which A is factored as A = QR for some
orthogonal matrix Q and upper triangular matrix R with all non-zero diagonal entries.
This factorization can, in principle, be obtained by Gram–Schmidt orthogonalization.
In practice, however, it is usually computed by multiplying A on the left by a finite
sequence of Householder reflections or Givens rotations. Because a Givens rotation
corresponds to a copy of the identity matrix In in which a single 2 × 2 principal
submatrix is replaced by a rotation matrix, it can be factored into a product of two
Householder reflections according to the same device as in Eq. (4). Consequently, we
may assume that Q is given as a product Q = Q1 · · ·Qk of Householder reflections.
Next define a diagonal matrix S = diag (sign(r11), . . . , sign(rnn)) and take R˜ = SR,
so that R˜ is upper triangular with all positive diagonal entries. Now factor S into a
product S = S1 · · · Sk of an elementary sign-reversal matrices; each Si is expressible
by formula (3) as a Householder reflection. The matrix A can therefore be written as
A = Q1 · · ·QkS1 · · · SmR˜,
where the leftmost k + m factors are Householder reflections of determinant −1.
Because det A = det R˜, we see that k + m must be even. Hence, the Householder
reflections can be paired up consecutively, with each product pair given a homotopy
to In as in Eq. (1). Combining these homotopies with an appropriate homotopy for
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the upper triangular matrix R˜, we obtain the desired homotopy for A by means of
Proposition 2.
Next we consider the permuted LU factorization, with the matrix A factored
as PA = LU , where P is a permutation matrix, L is unit lower triangular, and U
is upper triangular with all non-zero diagonal entries. Such a factorization can be
obtained using Gaussian elimination with partial pivoting (that is, row swaps without
column swaps). If complete pivoting is used, so that both row and column swaps are
allowed, then the resulting decomposition takes the form
PAQ = LU, (5)
where Q is a permutation matrix. We can cover both partial and complete pivoting
by taking Q = In in Eq. (5) to represent the former. To reformulate Eq. (5) for the
application of Proposition 2, we first use P , Q, and U to define diagonal matrices S
and  having only ±1 on their diagonals and satisfying
S = diag(sign u11, . . . , sign unn),
det S = det P,
det = det Q.
As an example, one could take S = diag(s1, . . . , sn) with
si :=
{−sign u11, if i = 1 and det Q = −1,
sign uii, otherwise,
thereby obtaining  = diag(σ1, . . . , σn) for
σi :=
{−1 if i = 1 and det Q = −1,
+1 otherwise.
Any such choice of S and  allows A to be expressed in the form
A = P TS(L˜U˜)QT,
where L˜ := RLR is unit lower triangular and U˜ := SUT is upper triangular with all
positive diagonal entries. Observe that det P TS = detQT = det L˜ = 1, whereas
det U˜ = det A.
The diagonal matrices S and can be factored into products S = S1 · · · Sk and =
1 · · ·m of elementary sign-reversal matrices. At the same time, the permutation
matrices P and Q can be factored into products P T = P1 · · ·Pp and QT = Q1 · · ·Qq
of elementary permutation matrices; these correspond to representing a permutation
on n letters as a finite sequence of transpositions, and can be readily identified when
obtaining the original factorization (5) of A. Because det P TS = 1, the number p + k
of factors on the right-hand side of
P TS = P1 · · ·PpS1 · · · Sk
must be even, so the factors can be paired up consecutively. The same can be said for
the m + q factors in
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QT = 1 · · ·mQ1 · · ·Qq.
Each such product pair consist of two Householder reflections, and thereby admits
a homotopy to In. Proposition 1 yields homotopies for L˜ and U˜ , so we can apply
Proposition 2 to the full product
A = (P1P2) · · · (Sk−1Sk)L˜U˜(12) · · · (Qq−1Qq)
to obtain the desired homotopy for A.
We end this section by observing that a homotopy satisfying properties H1–H4
can also be constructed from the Hessenberg decomposition A = QUhQT, where Q
is an orthogonal matrix and Uh is an upper Hessenberg matrix. However, because
QQT = In and det Uh = det A, there is no need to provide homotopies for Q and
QT: only a permuted LU factorization of Uh is required, along with a construction
like that given above.
4. Summary and further comments
We have presented several explicit homotopies from an arbitrary real matrix A
with positive determinant to the identity matrix. Each construction leads to a C∞
parameterization for which the determinant of the image matrix is a unimodal (or
monotonic) and positive function of the parameter. Furthermore, each homotopy can
be constructed without prior knowledge of the eigenvalues of A. The key device is a
simple homotopy from a product of two Householder reflections to the identity.
The constructions presented here start from popular matrix factorizations with
known computational efficiency and numerical reliability. Calculating a matrix any-
where along the path of each homotopy requires only simple modifications of the
information provided by the original factorization. The presentation is aimed at han-
dling several cases with a few basic tools that can be implemented fairly easily.
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