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 6 
Abstract 7 
Hydraulic fracturing creates a complex fracture geom try in heterogeneous formations which 8 
are frequently simulated using Finite Element based fracture propagation modelling tools. 9 
Representing this geometry in Finite Difference based multiphase flow simulators poses 10 
some challenges. In this study, a Fracture Upscaling Method (FUM) is developed to represent 11 
complex fracture systems generated by the finite elem nt method. It is demonstrated that this 12 
method can capture complex fracture geometries even when using coarse grids. This 13 
upscaling method can be used as a coupling tool between the output of any discrete fracture 14 
model and any finite difference-based reservoir simulator. FUM is tested against a field case 15 
and simulation results show a reasonable match with120 days of production data. This 16 
method is then used to investigate the impact that natural fractures have on production from 17 
shale gas wells. The results show that the effect of orientation, spacing and length of natural 18 
fractures, on propagating hydraulic fractures can reduce the recovery factor by 30%. 19 
Furthermore, the ability of FUM to combine highly complex fracture networks with realistic 20 
multiple layer models with complex distributions of reservoir properties is demonstrated.  21 
Keywords: Hydraulic fracturing, Fracture patterns, Upscaling, Finite difference simulations, 22 
Discrete fracture models 23 
1. Introduction 24 
The development of horizontal drilling and hydraulic fracturing process have unlocked large 25 










which produces 11 million barrels of oil per day of which over 7 million barrels are from 27 
shale  (EIA, 2019). Similarly, shale gas production is ow 50 billion cubic feet per day in the 28 
US, which is over 50% of its total gas production (EIA, 2018). Shale gas also represents 62% 29 
of total proven gas reserves in the US (U.S. Departmen  of Energy, 2018), and it has the 30 
potential to reduce global CO2 emissions to half by replacing coal electricity generation with 31 
gas (Liang et al., 2012, Burnham et al., 2012).  32 
Recovery from tight reservoirs is still very low with oil recovery typically being 5-10% of 33 
original oil in place (OOIP) and gas recovery is typically up to 35%, although this decreases 34 
with geological complexity (Godec et al., 2013, Egbo a, Mohanty & Balhoff, 2017). Coupled 35 
with the high cost of fracturing process, there is a need to increase the recovery from 36 
hydraulically fractured formations. The success of stimulation relies on connecting large 37 
volumes of the reservoir with the well. Through a better understanding and ability to model 38 
the process, it is hoped that well placement and design can be optimised so that this recovery 39 
is maximised. 40 
Shale permeability is in the range of 70 to 500 nanod rcies (Fisher et al, 2004). Through the 41 
injection of a mixture of water and proppants at high pressures, hydraulic fractures are 42 
created to connect the formation to the well. Classic l rock/fracture mechanics suggests that 43 
hydraulic fractures will open in the least energy configuration, i.e., fractures propagate 44 
perpendicular to the least in-situ principal stress. Wells are therefore drilled parallel to the 45 
least principal stress so that fractures propagate deep into the target formation away from the 46 
well and ensure maximum productivity. Microseismic events suggest that more complex 47 
fracture networks are produced which are not conformable with classical mechanics (Daniels 48 
et al., 2007). The complexity has been explained by two main mechanisms; heterogeneity of 49 
the formation (e.g., existence of different facies and natural fractures) and stress shadow 50 










weakness, such as natural fractures, resulting in complex fracture networks with lots of 52 
branches. Previous studies on the effect of reservoir pr perties on fracture propagation have 53 
shown that high differential stresses decrease fracture length and increase the complexity of 54 
fracture geometry (Wu & Olson, 2015, Liu et al., 2018). In addition to this a phenomenon 55 
referred to as the stress shadow has been shown to be able to rotate the direction of 56 
propagation of fractures up to 90° so that they may intersect other fractures from previous 57 
stages (Roussel & Sharma, 2011).  58 
Finite Element Modelling captures the propagation of fractures by representing the fractures 59 
using discrete elements (Kresse et al., 2012, Kresse t al., 2013). This is the most successful 60 
approach to analyse the complex interactions between propagating hydraulic fractures in 61 
heterogeneous formations. These simulations are often dynamic; allowing for the effect of 62 
fluid leak off and proppant transport to be incorporated.  63 
Once the hydraulic fracture patterns are created considering geomechanics of the subsurface 64 
environment, then modelling oil and gas production from hydraulically fractured reservoirs 65 
can be conducted using several different methods. In most of the multiphase flow calculations 66 
(e.g., reservoir simulators), the hydraulic fractures are often represented as simple 67 
discontinuities, and hence in these calculations complex fracture geometries are not captured. 68 
Therefore, in conventional simulators the fracture is often treated as a linear set of cells with 69 
high permeability (Moreno et al., 2014). An excessive simplification of fracture geometry can 70 
seriously impact the accuracy of these models. Complex hydraulic fracture networks can be 71 
modelled using the Stimulated Reservoir Volume (SRV) method (Ren et al., 2018). The 72 
mechanically failed region is described as a zone of nhanced permeability instead of a 73 
discrete object, taking into account complex interactions such as shear fracturing (Nassir et 74 
al., 2010, Nassir et al., 2014). The SRV method can easily model fluid production as each cell 75 










geometry of fractures. Semi-implicit models have also been developed to calculate 77 
production from complex fracture networks by representing the network as combination of 78 
fracture units (Luo et al., 2019). This can capture th  complexity of fracture networks but 79 
assumes petrophysical properties such as reservoir permeability are constant across the 80 
reservoir. 81 
Embedded discrete fracture models (EDFM) also called discrete fracture models (DFM) use a 82 
multiple porosity approach to include cells containing conductive planes (Moinfar et al., 83 
2014). In this type of modelling, cells are divided into multiple regions allowing for complex 84 
transfer between matrix, organic material and fractures to occur. Discrete fracture modelling 85 
has also been used to determine hydrological behaviour of fractured rocks on a smaller scale 86 
(Lei et al., 2017). This method has also been coupled with other techniques such as moving 87 
tip clustering and linear regression clustering to capture even more complex branches of 88 
microcracks (Wan et al., 2020). Therefore, DFMs capture the complexity of fracture 89 
networks but are computationally expensive and requi  the development of unique stand-90 
alone software. 91 
Furthermore, accurate representation of fracture network and its upscaling model are 92 
necessary to predict the performance of enhanced gas or oil recovery processes in 93 
hydraulically fractured reservoir. In previous studies it was shown that the size and shape of 94 
the matrix and fracture are important to design an optimised recovery process from fractured 95 
rocks, therefore simplifying the hydraulic fractures with a simple set of high permeability 96 
cells in reservoir simulations may cause inaccuracies in the production (Sharifi Haddad et al. 97 
2012, Sharifi Haddad et al. 2013, Sharifi Haddad et al. 2017, Sherratt et al. 2018).  Existing 98 
software can capture many of these complex phenomena but are unable to incorporate DFMs 99 










To summarise, Finite Element Methods excel at capturing fracture propagation but utilising 101 
this complex fracture geometry in flow simulators is a challenge. In the past, this has either 102 
been approached by reducing the complexity or with the development of specialist software, 103 
but is there a simpler approach?  104 
In this study we propose a fracture upscaling method t at uses the output of geomechanics 105 
simulators (based on Finite Element Methods) to create complex fracture networks to be used 106 
in connection with finite difference numerical simulators. This approach is referred to as the 107 
fracture upscaling model (FUM). By utilising FUM, through a fracture upscaling method, 108 
production from complex hydraulic fracture networks can be computed using a conventional 109 
reservoir simulator. A simplified approach for modelling fractures in computational grids has 110 
been used to represent non-planar fractures, where t  fracture properties such as aperture 111 
and height were assumed to be constant along the fracture (Sakhaee-Pour & Wheeler, 2016). 112 
We introduce an extended method for the upscaling of fractures by incorporating the complex 113 
output of fracture propagation models. Furthermore, to be able to apply the model to real 114 
scenarios we considered variation of fracture properties in our model, hence, in FUM a 115 
distribution of fracture properties can be incorporated. 116 
Past studies have investigated the impact of reservoir properties and stimulation parameters 117 
on the propagation of fractures into the formation using FEM approaches (Kresse et al., 2012, 118 
Kresse et al., 2013). In this study, by using FUM, we determine how production from such 119 
hydraulically fractured reservoirs is impacted by these properties considering the resulted 120 
hydraulic fractures propagation. This should help to identify scenarios that are favourable and 121 
those which can be easily excluded.  122 
FUM still results in some simplification of fracture geometry in comparison with DFM. But it 123 










coupling DFMs with commonly used Finite-Difference based reservoir simulators FUM also 125 
provides an opportunity to conduct complex multiphase flow simulations for enhanced 126 
recovery processes in hydraulically fractured tight formations. However, fine grids are 127 
required to ensure the simplification is limited which can increase computational time and 128 
expense. 129 
2. Methodology 130 
This study presents a method of upscaling discrete f acture networks to a finite difference-131 
based computational grid so that multiphase flow in hydraulically fractured reservoirs can be 132 
modelled using a conventional reservoir simulator. In the developed FUM algorithm, a 133 
geological model is the first input that is used by a discrete fracture network (DFN) 134 
simulation software. The same geological model is also used to create a finite-difference 135 
based computational grid. Depending on the complexity of the geological structure of the 136 
formation, highly complex 3D grids may be created. However, in this study, for simplicity of 137 
the demonstration of FUM, we combine complex 3D fracture propagation results with a 138 
simple single layer thick reservoir grid. FUM is developed in C++ to combine and upscale 139 
the discrete fracture network with a dual-permeability finite difference-based reservoir grid. 140 











Figure 1 – Flow diagram of the upscaling method developed in this study 143 
Before production is modelled, the hydraulic fracture network is generated by a commercially 144 
available unconventional fracture modelling software which is able to capture the complexity 145 
of interactions with natural fractures and stress shadow effects (Kresse et al., 2013). The 146 
fracture propagation is modelled using a volumetric approach to determine pressure 147 
distribution within the fracture network and failure criteria are evaluated to determine if and 148 
how the fracture propagates. Many parameters can affect the propagation of fractures 149 
including the principal stresses, Young’s modulus and intrinsic matrix permeability. The 150 
resulting fracture networks have both complex geometry and complex distribution of 151 
properties such as aperture which must be considered when calculating the ability of the 152 
fracture network to conduct flow at each point in the network. The developed fractures need 153 
to be coupled with multiphase flow solvers. FUM is developed as a framework which can be 154 
applied to any discrete fracture network to be upscaled and used to simulate production in 155 
any finite-difference based multiphase flow simulator.  156 
DFNs describe the fracture network as thousands of surfaces which are also referred to as 157 
patches. Patches are usually triangular as all vertices of a triangle always lie on a common 158 










each vertex on each surface. The common plane that all three corner points lie on, specify the 160 
orientation of the fracture, and the edges of the surface define the boundaries of the fracture. 161 
A conventional reservoir simulator represents the rese voir as a set of individual cells and 162 
each cell is assigned the average properties of the volume it represents. In this study FUM is 163 
only applied to simple cuboidal cells but could be expanded to incorporate more complex 164 
grid geometries.   165 
To determine the effect that the hydraulic fracture has on a cell, the intersection of each 166 
fracture with that cell must be found as shown in Figure 2 (a). This shows eight individual 167 
patches that all correspond to a single fracture suface and are all contained within a single 168 
cell. This is a computationally expensive process as e ch triangular patch must be compared 169 
with each computational cell to determine if there is any intersection. If there is an 170 
intersection i.e. the patch is only partially contai ed within the cell, then that part of the 171 
triangular element contained within the cell must be found. A cell may also contain many 172 
patches, or parts of patches, that all correspond t the same fracture plane. With highly 173 
complex fracture systems a single cell may also contain fracture patches corresponding to 174 
multiple fracture planes as shown in Figure 2 (b).  175 
 176 
Figure 2 – An example of a) how triangular fracture patches defining a single fracture plane 177 
are contained within a single cell, b) a single cell ontaining multiple fracture patches 178 
corresponding to two different fractures and c) theresulting contained fractures within a cell 179 
To determine the combined effect that the patches have on the ability of a cell containing 180 










integrated network of flow passages as shown in Figure 2 (c). This is achieved by analysing 182 
the fractures and splitting the branched network into joined sections as a pre-processor step. 183 
Only patches that belong to the same joined section are fitted together into larger surfaces. In 184 
the example shown in Figure 2 (c), there are two fracture surfaces, each defined by a set of 185 
points that lie on the faces of the cell. The averag  properties of each surface, which represent 186 
a portion of the fracture, can be derived from the riangular patches they are constructed 187 
from. The average property of each triangle is interpolated from the values at the vertices. 188 
When calculating the average of the merged surface, the properties can be averaged using the 189 
area of each patch as the weighting.  The directionality of each merged surface can also be 190 
calculated using the average normal of the triangular patches which is also averaged by area. 191 
The cells that contain fracture surfaces are considered to be part of the pseudo-fracture 192 
system (fracture cells) as shown in Figure 2 represented in red, and the properties of these 193 
cells need to be modified to account for the presence of the fractures they contain. There are 194 
three types of flow that this model must capture: matrix-to-matrix (MM), matrix-to-fracture 195 
(MF) and fracture-to-fracture (FF). FUM must represent the fracture-to-fracture and matrix-196 
to-fracture flow by changing the properties of the ps udo-fracture system cells. 197 
 198 
Figure 2 – A 2D schematic of fracture-grid interaction and the resulting pseudo-fracture 199 
system shown in red. 200 
Figure 3 (a) shows a simple fracture surface, made of triangular patches, located within the 201 










considered part of the pseudo-fracture system and will be altered to reflect the presence of the 203 
fracture. This is represented by the solid cells in Figure 3 (b). The pseudo-fracture cells are 204 
shown as a wireframe in Figure 3 (c) with the contained fracture surface shown to be 205 
contained within these cells.  206 
 207 
Figure 3 – Examples of the FUM process: a) shows the fracture plane located inside the grid 208 
shown as a wireframe, b) shows the pseudo-fracture system as cells contained within the grid 209 
shown as a wireframe & c) Shows the fracture surface within the pseudo-fracture system 210 
shown as a wireframe  211 
The ability of each contained surface within every cell to conduct flow can be determined 212 
from the properties of the fracture. In this study we assumed the fracture consists of two 213 
semi-infinite parallel plates and the flow is laminar with no complexity of dispersion (Sharifi 214 
Haddad et al., 2015) as shown in Figure 4. The one dimensional (e.g., x-direction) single 215 
phase volumetric flow rate in the fracture,  is given by:  216 
  	










where  is the fracture aperture,  is the phase viscosity,  is the fracture height and    218 
is the pressure gradient applied to the fluid in the fracture. 219 
 220 
Figure 4 – Schematic of the parallel plate assumption for flow within a fracture with flow 221 
velocity, u, varying across the cross section of the fracture. 222 
Considering a fractured porous medium using a dual permeability approach the volumetric 223 
flow rate is the sum of the matrix and fracture flow. 224 
               (2) 225 
The 1-D volumetric flow rate in the fracture porosity,  through a cell is given by, 226 
  
             (3) 227 
Where  is the cell fracture permeability and A is the cross sectional area of the cell being 228 
considered. FUM represents the effect of the fractue by calculating the appropriate cell 229 
fracture permeability,  so that the fracture-fracture transfer is representative of the 230 
contained discrete fractures.  231 
Considering a cell containing a single fracture parallel to the direction of flow being 232 
considered the following expression can be made by quating Equations (1) and (3): 233 

    

	
             (4) 234 










  	            (5) 236 
This assumes that the fracture behaves as a channel whereas factors such as the presence of 237 
proppants, which partially occupy the volume of thefracture, and fracture surface roughness 238 
have a significant impact on flow inside hydraulic fractures. A modified cubic flow equation 239 
has been developed to account for fracture roughness (Witherspoon et al., 1980). This 240 
approach has been used to calculate fracture permeability in previous fracture propagation 241 
studies (Nassir et al., 2014, Zhou et al., 2019). In this study a coefficient of   2 × 10! 242 
will be used to account for the permeability reduction due to proppant as this has a larger 243 
effect (Yu et al., 2017). As a result, the permeability is given by: 244 
   "	             (6) 245 
where the cross-sectional fracture area,    refers to the cross section of the fracture on 246 
the cell faces in the direction being considered.  247 
To expand this concept to a 3D system, a permeability tensor can be constructed using the 248 
average plane normal vector, #$%, and the unit vectors in Cartesian coordinates &', &(, &) as:  249 






67          (7) 250 
Where the area of the intersection between the fracture and the plane of the cell faces are 251 
given by , 8, and :. When a fracture passes through two neighbouring sides of a cell 252 
then the permeability needs to be enhanced in at leas two directions. If this occurs and the 253 
fracture is nearly perpendicular to one of the grid axes, the result would be a permeability 254 










system being poorly connected. To resolve this, when t  fracture crosses two neighbouring 256 
cell faces the apparent permeability is assumed to be the same in all directions normal to the 257 
cell faces that the fracture crosses. The magnitude of the apparent permeability is considered 258 
to be the largest of the components. This is only applied when a fracture passes through two 259 
neighbouring cell faces. 260 
Equation (7) gives the apparent permeability of a cell containing a single fracture. However, 261 
one cell may contain several fractures. Similar to previous studies, the effects of multiple 262 
fractures contained by a cell can be summed (Nassir et al., 2014, Sakhaee-Pour & Wheeler, 263 
2016):  264 
*%  ∑ *%<=<>           (8) 265 
The matrix-to-fracture mass transfer for phase j, ?@, is calculated using the equation:  266 
?@  AB CDED
D (@ − @)        (9) 267 
Where V is the grid block volume, A is the shape factor, G@ is the relative permeability of 268 
phase j,  H@ is the phase density, @ is the phase viscosity, @ is the phase pressure in the 269 
matrix and @ is the phase pressure in the fracture. Dual-permeability simulators consider the 270 
cell to contain sets of fractures that are parallel to the grid axes to calculate matrix-fracture 271 
mass transfer. The shape factor is calculated using the Gilman-Kazemi formula: 272 
A  IJ2K2"  J3K3"  J4K4" L        (10) 273 
Where  , 8, : are the matrix permeabilities and N, N8, N: are the fracture spacings, in 274 
the x-, y- and z-direction. Therefore, to calculate th  matrix-to-fracture mass transfer the 275 
fracture spacing is also required. At this point, the complex fractures have been upscaled and 276 










conductivity of the complex fracture network contaied within each cell as calculated by 278 
Equation (8). FUM also evaluates the fractures contained by each cell to determine if this is 279 
most similar to a single fracture plane with a normal in just one direction such as the x-280 
direction as shown in Figure 6 (a) where N  ∆, if the fracture is normal to the y- or z-281 
direction then N8  ∆P and N:  ∆Q, respectively. If the cell contains fractures that ve 282 
significantly different normal vectors and orientations then FUM determines if this is best 283 
represented by two orthogonal fracture planes, Figure 6 (b) or by three orthogonal fracture 284 
planes, Figure 6 (c). In this study only vertical fractures are considered. From the discrete 285 
fracture input data, FUM also calculates how many fractures cross the cell in each direction, 286 
e.g. normal fractures to the x-direction RS, and when there are multiple planes in the same 287 
direction the spacing is divided by this number so that  N  ∆ RS .  288 
 289 
Figure 5 – Fracture spacing assumption in FUM for calculating shape factor for matrix-290 
fracture transfer with fracture(s) normal to the a) x-direction, b) x- and y-direction, or c) x-, 291 
y- and z- direction 292 
3. Results and Discussion 293 
The method developed in this study (FUM), represents a  opportunity to model production 294 
from complex hydraulic fracture networks in finite difference-based multiphase flow 295 
simulators. Firstly, the upscaling process can be demonstrated using simple fracture segments 296 
and simple sensitivity tests to show the behaviour of the system with different grid sizes and 297 










field data, and the details are presented. The effect of natural fractures and the resulting 299 
complex fracture networks are also studied. Finally, a test case is presented to demonstrate 300 
the full complexity that FUM can incorporate and highl ght the novelty of this method.  301 
In this study, it is assumed that natural fractures are planes of weakness that are cemented. 302 
They only affect the geomechanical properties of the system and do not contribute to the 303 
hydrodynamic properties of the formation unless reactiv ted by the hydraulic fractures. 304 
The relative permeabilities of the fracture and the matrix are shown in Figure 6 (Daigle et al, 305 
2015). Water saturation in the matrix cells containing the fracture network are increased to 306 
represent the water leak-off volume during the hydraulic fracturing resulting in a reduced gas 307 
relative permeability around the fractures. The initial water saturation of the fracture is 308 
assumed to be 1. 309 
 310 
Figure 6 – Relative permeability curves for the matrix and fracture  (Daigle et al., 2015) 311 
There are other phenomena that must be considered wh n modelling gas production from 312 
shale reservoir. The matrix and fracture permeabilities are pressure dependant and calculated 313 
using the equations below, 314 
*T  *TUVWJ(JXJ)        (11) 315 










Where *TU and *%U are the initial matrix and fracture permeabilities before production begins, 317 
< and < are the initial matrix and fracture pressures before production begins. Y and Y 318 
are the matrix and fracture permeability modulus, re pectively. The values used in this study 319 
for these parameters are provided in Table 1 (Zhang & Emami Meybodi, 2020). 320 
An extended Langmuir adsorption isotherm is used to take into consideration the desorption 321 
of hydrocarbons from the organic material of the shale (Arri et al., 1992, Hall et al., 1994). 322 
The number of moles of component i adsorbed per kg of rock is calculated as, 323 
<  X,JZ2[X\[X           (13) 324 
Where <,] is the maximum number of adsorbed moles of component i per kg of rock, ̂ < 325 
is the Langmuir isotherm parameter. This is fit against field data from Yu et al. 2017 using 326 
the values of <,] and ̂ < in Table 1. Although it has been shown that BET isotherms can 327 
capture this process more accurately, this was not available in the reservoir simulator used 328 
here. A Klinknberg correction, G is made for slip flow at low pressures and detailed n 329 
Table 1 (Letham & Bustin, 2015) For flow in the fractures the non-Darcy effect is considered 330 
using the Forchheimer correction to Darcy’s law (Forchheimer, 1901). The beta correction is 331 
calculated as below,  332 
_  `a(Ca)bcd          (14) 333 
The parameters e and R1e are detailed in Table 1 and Ge is the gas relative permeability 334 
















Table 1 – Production simulation reservoir parameters 342 
Property Value 
Y (f) 4.35 × 10k Y (f) 4.35 × 10! lmn,]  (opN/r) 0.23  ^lmn (f) 2.9 × 10n G (f) 500 e (o) 4.76 × 10v  R1e (-) 1.021 
Initial water saturation of fracture (-) 1.0 
Shale density (r. ow) 1992  
Fracture porosity (-) 0.001 
3.1 Simple Fracture Segments 343 
Simple test cases can be constructed with a geometry of 100×100×25 m and shown in Figure 344 
7. The well is considered to be located horizontally ong x-direction (at y = 0) and the 345 
hydraulic fracture originates from the points x = 50 m, y = 0 m. The hydraulic fracture is 346 
vertical and fully intersects the grid in the vertical direction, i.e. the fracture has the same 347 
height as the cell thickness. For these simple cases  single layer thick reservoir is considered 348 
(i.e., 2D systems). The fractures have a constant aperture of 1 mm.  349 
Figure 7 shows the resulting cell permeabilities in the x- and y-direction of the simple test 350 
fracture segments with a 4×4×25 m cell size. The planar fracture in test case 1 has the 351 
simplest geometry in which the fracture cells only contain an altered permeability component 352 
in the y-direction. Test case 2 contains fracture segments in different directions but these are 353 
still perpendicular to the grid axes. Whereas, the fracture segments of test cases 3 and 4 result 354 










The FUM process can generate different pseudo-fracture networks if the spatial location of 356 
the grid changes with respect to the fractures. This can also result in symmetrical fractures 357 
being upscaled to unsymmetrical pseudo-fractures.  358 
 359 
Figure 7 – Application of FUM in several simple fracture segments (Tests 1-4): column a is 360 
an output fracture pattern from FEM simulators with constant aperture of 1mm (input to 361 
FUM), columns b and c are representing permeabilities in x- and y-direction for the fractures 362 











Figure 8 – Pressure distribution in matrix blocks after 10 months of production for two 365 
different test cases: column a is fracture pattern output from FEM simulators with constant 366 
aperture of 1mm, and columns b and c are pressure distributions in models with different 367 
grid sizes 368 
The upscaled finite-difference grids produced by FUM were exported to CMG-GEM to 369 
model gas production using a matrix permeability of 0.001 mD, a porosity of 0.12 and other 370 
simulation parameters as Table 1. A bottom hole pressure (BHP) schedule decreasing from 371 
29,150 kPa to 3,447 kPa is used. The pressure profiles f test cases 1 and 4 after 10 months of 372 
production is shown in Figure 8 for two cell sizes. This shows the ability of FUM to represent 373 
the fractures with some complexity even with coarse grids. Figure 9 also shows cumulative 374 
production obtained using different grids. In these test cases, the effect of coarsening the grid 375 
has limited impact on cumulative production. When more complex fracture networks and 376 
multiple fractures are considered, the coarseness is expected to present more challenges due 377 











Figure 9 – Cumulative production from simple fracture test cases with different cell sizes 380 
 381 
The effect of fracture aperture on cumulative production is also shown in Figure 10. In this 382 
case same properties as the previous case (except fracture aperture) were used in a model 383 
with 1×1×25 m cells. Fracture aperture controls the ability of the fracture to conduct flow and 384 
therefore a larger fracture aperture results in higher recovery. The pressure distribution in 385 
matrix blocks during production with different fracture apertures is shown in Figure 11. This 386 
shows that when the fracture aperture is large the pressure difference along the matrix parallel 387 
to the length of the fracture is nearly zero. As the fracture aperture becomes smaller the 388 
pressure difference gets larger until there is no pressure change along the length of the 389 











Figure 10 – Cumulative production for test case 1 with different fracture apertures.  392 
 393 
Figure 11 – Pressure distribution in matrix blocks after 300 days with different fracture 394 
apertures. Cell size 1×1×25m. 395 
3.2 FUM Comparison with the Field Data      396 
The FUM is tested against field data to compare the accuracy of the model prediction. The 397 
field description, fracture stimulation and production parameters from a single shale gas well 398 
have been detailed in a previous study (Yu et al., 2017). An unconventional fracture model 399 
(Petrel Kinetix, Schlumberger 2019) is used to generate a discrete fracture network using the 400 
parameters as detailed in Table 2. The output of the unconventional fracture model (FEM) is 401 
used in our model (FUM) to generate an upscaled finite-difference based computational grid 402 










production. The grid could be exported to any conventional multiphase flow reservoir 404 
simulator, and this approach could be used with the output of any discrete fracture 405 
propagation model. 406 
The horizontal well is approximately 850 m in length and completed with 11 fracturing 407 
stages. Each stage is spaced 47 m apart and completed with 4 perforation clusters, of 16 408 
perforations each, spaced 16 m apart. The total volume of injected slickwater is 14,308 m3 at 409 
a rate of 9.5 m3/min, along with 2.18 million kg of sand proppant.  410 
Table 1 – Reservoir properties  411 
Property Value 
Permeability (ox) 0.0008 
Porosity (-) 0.12 
Maximum Horizontal Stress (f) 51,200 
Minimum Horizontal Stress (f) 48,263 
Initial Reservoir Pressure (f) 31,026 
Initial Water Saturation (-) 0.10 
Poisson Ratio (-) 0.23 
Young’s Modulus (f) 2.06 × 10z  
Reservoir Temperature (℃) 55 
Shale Gas Composition CH4 
  412 
There is some information required for the unconventional fracture model that was not 413 
available for this field case, therefore typical field values for them are assumed. The 414 
production tubing is assumed to have an inside diameter of 146 mm. It is assumed that the 415 
formation is normally pressurized, therefore, the depth can be interpreted from the reservoir 416 
pressure as 3,160 m. Assuming an overburden density of 2,700 kg/m3, the overburden stress 417 
is approximately 67,000 kPa. The unconventional fracture model requires a detailed pump 418 
schedule including the slickwater properties, proppant size and proppant concentration. 419 










of different proppant sizes are also usually used. As this data has not been supplied a generic 421 
pump schedule is used with a constant injection rate. Following a pad stage with no proppant, 422 
80/100 mesh sand is injected ramping up from 30 to 300 kg/m3, and then 40/70 mesh sand 423 
ramped up from 60 to 350 kg/m3. The total volumes of sand and slickwater match those 424 
reported from the case study.  425 
The previous study used the thickness of the reservoir as a fitting parameter and reported this 426 
to be 85 feet (25 m). Therefore, in this study, the fracture maximum height and reservoir 427 
thickness are assumed to be 25 m. An intrinsic leak-off coefficient is used to match the 428 
fracture geometry with the previous study as flow back volumes are also not reported. A good 429 
match is found with a value of 6, but this is not unique and requires calculating before 430 
executing any project. 431 
The gas production rate is shown in Figure 12, which shows a reasonable match with field 432 
data from the first 120 days of production. A model with 1,150×600×1 active grid cells each 433 
with a dimension of 1×1×25 m. The production rate pr dicted by the model shows a peak for 434 
the first 10-15 days. However, the reasonable match fter 20 days should give confidence in 435 
the model and the overestimation over the first fewdays will have little effect over years of 436 
production modelling. This overestimation (early peak) might be due to a more complex 437 
water distribution in the matrix blocks around the fractures following stimulation. This results 438 
in a reduction of relative permeability around the hydraulic fractures reducing the ability of 439 
gas to flow into the fractures and causing the lower production rate observed in comparison 440 
to the simulation. Other physical effects such as rock and fluid compressibility, and changes 441 
in fracture aperture during early production may also contribute towards the difference 442 
between the field data and predicted by FUM. To validate these results, further field data or 443 











Figure 12 – A comparison of simulated production rates with the field data 446 
 447 
 448 
Figure 13 – Pressure profiles of the reservoir (matrix blocks) after a) 300 days and b) 2,000 449 
days. Cell size 1×1×25m. 450 
The pressure profile in the formation during recovery is shown in Figure 13. Although the 451 
fracture geometry is simple, it is more complex than the previous study which only 452 
considered the stress shadow effect in each stage and ignored the interaction between 453 
different stages. The hydraulic fracture geometry is summarised and compared with Yu et al., 454 
2017 in Figure 14. This shows the fracture lengths are similar, but there are differences. In 455 
addition to this, all subsequent stages are heavily impacted by the stress shadow of the 456 










previous stage is prevented from propagating very deeply into the reservoir and fractures 458 
further away tend to propagate more deeply. On the o r hand, Yu et al. only calculated the 459 
fracture geometry for the first stage and then repeated this for all subsequent fracture stages. 460 
Therefore, the input fracture models in all of our simulations are produced by Kinetix. In this 461 
work, we do not study the propagation of the fractures as the main focus here is the 462 
incorporation of fracture networks in finite difference simulators to determine the impact on 463 
gas recovery. 464 
 465 
 466 
Figure 14 – Half lengths of fractures in the first stage of this study compared with Yu et al., 467 
2017 468 
Once the fracture patterns are produced by Kinetix for a hydraulic fracturing operation, and 469 
they are inputted to the FUM, then this upscaling simulator calculates the fracture 470 
conductivity at each spatial point along the fracture from the aperture at that point. As a 471 
result, the pressure depletion changes along the fractures. In this study, fracture conductivity 472 
in the vertical direction is averaged because the fracture planes are upscaled into a single 473 
layer thickness grid. However, this can be incorporated in the FUM for 3D models, as this 474 
could have a big impact because proppants settle due to gravity and fracture aperture tends to 475 
be greatest at the bottom of the fracture. This can be considered as an advantage of current 476 










Figure 15 shows the cumulative production of the field case using different grid sizes. The 478 
effect of cell size on cumulative production is very limited for cell sizes up to 8×8×25 m. The 479 
difference in the upscaled permeabilities is also sh wn in Figure 16 for grids with 4×4×25 m 480 
cells compared to 1×1×25 m cells. Coarse grids are likely to reduce accuracy because they 481 
begin to oversimplify the complex fracture geometry, especially when this method is used for 482 
more complex fracture networks. Therefore, larger cll sizes were not tested and for the 483 
remainder of this study a cell size of 2×2×25 m is used.  484 
 485 
 486 












Figure 16 – Stage 1 of the field case a) exported fracture aperture, and upscaled fracture 490 
permeabilities in the y-direction for b) 1×1×25 m cells &c) 4×4×25 m cells 491 
3.3 Complex Fracture Networks 492 
Natural fractures and other planes of weakness in the reservoir have been shown to 493 
significantly affect the propagation of hydraulic fractures often resulting in highly complex 494 
fracture networks (Wu & Olson, 2015, Dahi-Taleghani & Olson, 2013, Dahi-Taleghani & 495 
Olson, 2011). The resulting complex fracture networks may affect the hydrocarbon 496 
production from such reservoirs. One of the applications of this study is to use the developed 497 
method, FUM, to quantify the effect natural fractures have on propagation of hydraulic 498 
fractures and consequently on gas production. These r ults can be used to estimate the 499 
uncertainty if the existing natural fracture networks are poorly defined before hydraulic 500 
fracturing takes place and could also help determine the possible success of a project, through 501 
optimising well placements and fracking stages. 502 
Synthetic natural fracture networks are introduced to the scenario in which the FUM was 503 
tested against field data. A single set of fractures is defined by the fracture length (L), fracture 504 










which is perpendicular to the well trajectory, as shown in the Figure 17. The natural fractures 506 
are only specified with a 2D geometry and assumed to have a height that fully penetrates the 507 
formations being hydraulically fractured. The fractures are distributed by assigning the mean 508 
and standard deviation of the length, spacing and angle.  509 
 510 
Figure 17 – Schematic of a single natural fracture set distribution relative to the well 511 
trajectory 512 
As discussed earlier, the hydraulic fractures will open in the configuration which requires the 513 
least amount of energy. During hydraulic fracturing this means that fractures open 514 
perpendicular to the least principal stress. The fracture strength of a material is the ability of a 515 
rock to resist failure. However, the fracture strength of a natural fracture is less than the 516 
virgin formation and therefore it may require less pressure to propagate a hydraulic fracture 517 
along a pre-existing plane of weakness, such as a natural fracture, even though a component 518 
of the maximum horizontal stress is opposing it. In this study, the fracture strength of natural 519 
fractures is assumed to be approximately 75% that of he shale to represent partially 520 
cemented fractures. 521 
In a previous study by Yu, Hu et al. (Yu et al., 2017) for which the reservoir properties were 522 
used for this study, the reported maximum and minimum horizontal stresses are very similar. 523 
Therefore, hydraulic fractures are likely to propagate easily along the natural fracture 524 










behaviour of natural fractures and differential stre s needs to be combined to find the fracture 526 
propagation mode. If there is a larger differential stress, it is more likely that the fracture will 527 
propagate perpendicular to the least principal stres  and the natural fractures will have less 528 
impact.  529 
Synthetic fracture network realisations are not uniq e. Therefore, multiple simulations are 530 
run using different realisations of each fracture distribution and averaged to increase the 531 
reliability of results. These sensitivity analyses and the corresponding fracture networks are 532 
not validated against any field data as the aim is to understand the effect of each parameter on 533 
production forecasts. 534 
The reservoir properties used in simulations are detailed in Tables 1 & 2 with 172,500 cells 535 
each with a size of 2×2×25m in x-, y- and z-direction (575×300×1). All CMG-GEM 536 
simulations were performed on a desktop computer with an i5 quad-core processor (3.2 GHz) 537 
and 8 GB of RAM. Each simulation required approximately 1-4 hours to run 2000 days of 538 
production. Highly complex fracture networks require higher CPU time and smaller time 539 
steps to reach convergence. The FUM code only runs on a single core and the upscaling time 540 
depends on the polygon count of the fracture network which increases with size and 541 
complexity. In our study, the fracture upscaling was performed using the same machine 542 
detailed above, in under one hour.  543 
3.3.1 Natural Fracture Orientation 544 
Natural fractures in the formation could have been formed at any time during the millions of 545 
years since the sediment was deposited. During the geological history of the formation the 546 
tectonic stress state could have been very different to the present-day, meaning fractures 547 
could be present in almost any orientation. The orintation of natural fractures may affect the 548 










generated using synthetic natural fracture networks with θ = 0° and θ = 90° is shown in 550 
Figure 18, which clearly shows the increase in complexity by changing the orientation of 551 
natural fractures. With a small angle between natural fractures and maximum horizontal 552 
stress, hydraulic fractures propagate deeper into the formation than when the natural fractures 553 
are perpendicular to the maximum principal stress. For each case three natural fracture 554 
realisations were generated and run through the full FUM workflow, generating three 555 
different production profiles which can be averaged. The unconventional fracture model also 556 
captures proppant transport, and the proppant distribution is also different in these cases, but 557 
this is not investigated further in this study. 558 
 559 
Figure 18 – Areal view of hydraulic fracture networks when a) θ=0° and b) θ=90° for 560 
L=10m, S=10m and FS=800 (The well trajectory is shown as the blue dotted line) 561 
These fracture networks are upscaled by using the FUM, to model gas production and the 562 










natural factures have an average length of 10 m and an average spacing of 10 m. However, a 564 
small deviation is applied to the distribution to increase the complexity. This clearly shows 565 
that cumulative gas production is higher when the fracture angle is smaller. Cumulative 566 
production is shown to have been changed by up to 19% just because of fracture orientation. 567 
The presence of natural fractures with a larger angle with the maximum horizontal stress 568 
orientation leads to hydraulic fractures that do not penetrate deeply into the formation. As a 569 
result, gas is only produced from a smaller stimulated region around the well, and cumulative 570 
recovery is reduced.  571 
 572 
 573 
Figure 19 – Cumulative production with natural fracture networks with different orientations 574 
relative to the well trajectory with L=10m, S=10m. 575 
The pressure profile in the formation after 300 days is shown in Figure 20 where the natural 576 
fractures are at an angle of 0° or 90° with the dirct on of maximum horizontal stress. This 577 
clearly demonstrates that the simple and deep-penetrating fractures are able to recover gas 578 
from larger stimulated volume in the formation, resulting in higher recovery. There are some 579 










by the dark blue regions. However, some parts of the system are less well-connected due to 581 
the small fracture aperture. As a result, the pressur  is still reduced but not as much as in 582 
other regions, shown by the green regions. 583 
 584 
 585 
Figure 20 – Pressure profiles of the reservoir (matrix blocks) after 300 days of production 586 
when a) θ=0° and b) θ=90° and S=10m, L=10m. Cell size 2×2×25m. 587 
The cumulative production can also be expressed as a percentage reduction from the case 588 
with no natural fractures, as shown in Figure 21. Each curve represents the average 589 
production from multiple realisations at a different time. Cumulative gas production is 590 
minimum with an orientation of 80°, and it is reduced by almost 17% compared to base case 591 
with no natural fractures, while cumulative gas production is maximum for the case with 592 
natural fractures at 0°-10°, which shows a 2% increase in recovery compared to the base case 593 
after 2,000 days. At angles between 50° and 90° the production reduces by 12-17%. 594 
Cumulative production is not the lowest at 90° which can be explained by the fact that the 595 
hydraulic fractures are more likely to cross the natural fractures rather than propagating along 596 
them, resulting in simpler fracture geometries that penetrate slightly deeper into the 597 
formation. 598 
Based on these results, it is suggested that an optimal gas production is achieved when the 599 










angles result in a poorer recovery. The greatest change in gas production occurs at natural 601 
fracture angles between 20° and 60°, and it is suggested that if the natural fractures occur 602 
within this range the natural fracture distributions should be set up more carefully to 603 
minimise the uncertainty. 604 
 605 
 606 
Figure 21- Percentage change in cumulative production when S=10m and L=10m in 607 
comparison with the case without natural fractures 608 
It should be noted that in these test cases the maximum and minimum horizontal stresses are 609 
very similar. When there is a larger differential stre s the impact of the orientation of natural 610 
fractures will most likely be different.  611 
3.3.2 Natural Fracture Length 612 
Complexity of the fracture network increases when the hydraulic fracture meets a natural 613 
fracture and propagates along it. A longer natural fracture results in a larger deviation from 614 
the path the hydraulic fracture would have taken. Therefore, shorter fractures result in simpler 615 










This shows that a shorter fracture length results in a slightly increased recovery but once the 617 
length is greater than 10 m there seems to be very little impact on recovery, and therefore 618 
fracture length is unlikely to cause much uncertainty i  predicting production.  619 
 620 
Figure 22 – Cumulative production with varying natural fracture length when θ=45°, S=10m 621 
 622 
3.3.3 Natural Fracture Spacing 623 
Natural fracture spacing affects the density of fractures and if there is high density of natural 624 
fractures, there will be a higher chance of interaction between them and propagating 625 
hydraulic fractures, which leads to even more complex hydraulic fracture networks. The 626 
effect of natural fracture spacing on gas production fr m the hydraulically fractured well is 627 
shown in Figure 23. This clearly shows a trend of decreasing cumulative gas production with 628 
decreasing fracture spacing. As seen previously, by increasing the interaction of natural 629 
fractures and hydraulic fractures, the hydraulic fractures penetrate less into the formation, 630 
which can explain the reduction in gas production shown in Figure 23. This is supported by 631 










hydraulic fractures when S=5m (high natural fracture density) and S=20m (low natural 633 
fracture density). 634 
 635 




Figure 24 - Pressure profiles of the reservoir (matrix blocks) after 300 days of production 640 
when a) S=5m and b) S=20m and θ=45° and L=10m. Cell size 2×2×25m. 641 
The cumulative gas production is also expressed as a percentage reduction compared to the 642 
case with no natural fracture in Figure 25. This shows that when S=20m there is 643 










reduction. For S=10 m and S=5m, respectively 10% and 27% reductions are observed. This 645 
suggests that correctly defining the fracture spacing is critical to accurately model gas 646 
production from hydraulically fractured reservoirs. 647 
 648 
Figure 25- Percentage change in cumulative production compared to the case with no 649 
natural fracture present 650 
3.3.4 In-Situ Stresses 651 
When horizontal in-situ stresses are relatively isotropic, natural fractures and pre-existing 652 
planes of weakness have high potential to initiate nd propagate hydraulic fractures. 653 
However, when the differential stress is high the least energy configuration may still be 654 
orientated along the maximum principal stress instead of along pre-existing planes of 655 
weakness. Therefore, the propagation of hydraulic fra tures will be heavily influenced by in-656 
situ stresses. The FUM can be applied to shale reservoirs with any range of differential 657 
stresses. Hence, to investigate the effect of large diff rential stresses on the gas production 658 
from hydraulically fractured reservoirs (in the presence of natural fractures), we increased the 659 
maximum stress while keeping the minimum stress at 48,263 kPa. In these cases, a synthetic 660 










The effect of increasing the maximum horizontal stre s on cumulative gas production is 662 
shown in Figure 26. Hydraulic fractures propagating along a natural fracture experience a 663 
component of the maximum horizontal stress, and therefore a larger maximum horizontal 664 
stress increases the force opposing the opening of fractures. This increased opposition to 665 
hydraulic fracture propagation results in fracture networks that penetrate less deeply into the 666 




Figure 26 – Cumulative production with different maximum horizontal stresses with a 671 
minimum horizontal stress of 48,263 kPa 672 
In contrast, the effect of decreasing the minimum horizontal stress is shown in Figure 27 in 673 
which a constant maximum stress of 51,200 kPa is used. A decreased minimum horizontal 674 
stress makes it easier for fractures to propagate into the formation resulting in fractures that 675 
reach a larger volume of the formation. As the mass of proppant used is unchanged, proppant 676 
concentration remains very low in parts of this extended fracture network. The fractures 677 










is so small that they do not contribute towards an increase in permeability. Figure 27 shows 679 
that gas production changed slightly by the minimum horizontal stress. 680 
 681 
Figure 27 – Cumulative production with different minimum horizontal stresses with a 682 
maximum horizontal stress of 57,711 kPa 683 
The pressure profiles are shown in Figure 28, demonstrate that when the differential stress is 684 













Figure 28 – Pressure profiles of the reservoir (matrix blocks) after 300 days of production 689 
following stimulation of naturally fractured formation with different horizontal stress 690 
regimes. a) minimum stress = 28,958 kPa, b) minimum stress = 48,263 kPa both with a 691 
maximum stress = 51,711 kPa. c) maximum stress = 51,711 kPa and d) maximum stress = 692 
72,395 kPa both with minimum stress = 48,263 kPa. Cell size 2×2×25m 693 
Therefore, large differential stresses can either increase or decrease the complexity of fracture 694 
networks. In this study, increased maximum stress dcreased complexity but also limited the 695 
ability of hydraulic fractures to propagate into the formation, leading to a reduced gas 696 
recovery. Whereas decreased minimum stress had limited impact.  697 
There are other factors that have not been investigated in this study and may be investigated 698 
in the future. If the fracture toughness is very low, which is a characteristic of poorly 699 










propagate along these natural fractures. This means that regardless of the orientation of the 701 
natural fractures the hydraulic fractures are likely to propagate along them. Also, natural 702 
fractures may contribute to the total flow from the reservoir which can affect the ultimate 703 
recovery factor. Therefore, to predict the production using hydraulic fractures in a naturally 704 
fractured shale/tight reservoir, properties of natur l fractures and reservoir geomechanics 705 
should be coupled. 706 
3.4 3D Complex Model 707 
This study has demonstrated the ability of FUM to represent simple fracture segments, real 708 
field cases and complex fracture networks formed by the interaction between hydraulic 709 
fractures and natural fractures in a finite differenc  grid. However, this has only been 710 
demonstrated using single layer grids. Although thefracture is considered using a 3D 711 
geometry, some aspects of this complexity are lost during the upscaling process, and the full 712 
complexity FUM can handle is not demonstrated. FUM can also be used with more complex 713 
multi-layered 3D grids which allow the upscaled grid to capture more of the complex 714 
geometry. A complex, multi-layered fracture distribution is shown in Figure 29 and the 715 
complex single fracture stage is shown in Figure 30. This shows the ability to incorporate a 716 
more complex distribution of in-situ reservoir properties, such as permeability, which is more 717 
typical of a real formation and can be easily loaded into the FUM from an exported static 718 
model. Using a multi-layer model, the dip of fractures can also be captured by the FUM. 719 












Figure 29 – a) Unstimulated reservoir permeability distribution to test a highly complex, 724 
heterogeneous reservoir with FUM. b) Well trajectory is shown as the blue line, and grey 725 
spheres represent perforation clusters 726 
A well is located parallel to the x-direction at y = 0 m and z = -2,725 m of the model. There 727 
are 4 perforation clusters along the well, highlighted in Figure 29 (b), resulting in four 728 
fractures branching out from the well into complex fracture segments. Figure 30 (a) shows 729 
the fracture surfaces of the reservoir which are produced by an unconventional fracture 730 
modelling software (FEM) above the finite differenc grid, clipped to -2,725 m and below to 731 
expose the top half of the pseudo-fracture system. This complex geometry is captured by the 732 
pseudo-fracture network (cells which contain the fracture network) shown in Figure 30 (b). 733 
Because a multi layered grid is used, this image show  the 3D ability of the pseudo-fracture 734 
system to represent the DFN which was not demonstrated previously. Finally, the pseudo-735 
fracture system with upscaled permeability is shown in Figure 31. This presents the ability of 736 










simulators. Complex variations of reservoir properties such as Young’s Modulus may have a 738 




Figure 30 - a) Fracture surfaces exported from DFN simulation b) Pseudo-fracture network 743 
showing the contained fracture permeability created by FUM. Displayed above the finite-744 












Figure 31 – Pseudo-fracture network created by FUM in a cut-out section of the finite 748 
difference simulation grid. The properties of the ps udo-fracture network are not shown. 749 
4. Conclusions 750 
A fracture upscaling method (FUM) for representing complex fracture networks in a 751 
conventional discrete computational grid is presented. The complex hydraulic fracture 752 
networks produced by a finite element approach are represented in multiphase flow 753 
simulators by using pseudo-fractures. The output models from the FUM are used to estimate 754 
production estimations from hydraulically fractured reservoirs using conventional simulators. 755 
The key outcomes of the FUM and its application on different cases are as follows: 756 
• Using simple fracture segments, FUM can most capture hydraulic fractures with a 757 
range of grid cell sizes. 758 
• The upscaling method is used to investigate the effects that natural fractures can have 759 
on gas production, in particular the effect of natur l fracture angle, length and 760 










• The angle between natural fractures and maximum in-situ stress strongly controls the 762 
fracture propagation and subsequently there is approximately a 20% difference in 763 
cumulative production with all configurations. Recovery is poorest when the angle is 764 
80°. 765 
• Small fracture spacing leads to more complex fracture networks that do not deeply 766 
penetrate the formations resulting in poor recovery. 767 
• Fracture length has a relatively limited effect on gas recovery, but small lengths lead 768 
to simpler fracture networks that penetrate deeper resulting in a higher recovery. 769 
• When there is a large difference between the horizontal principal stresses there is 770 
higher resistance on fractures propagating along natural fractures. As a result, fracture 771 
networks are less complex, and the impact on production is reduced. 772 
• FUM is demonstrated to capture more realistic distribu ions of reservoir properties in 773 
addition to complex 3D fracture geometry. 774 
• To fully understand the impact of natural fractures on gas production in hydraulically 775 
fractured reservoirs, their properties and reservoir geomechanics need to be coupled, 776 
to investigate whether they may have positive or negative effect on production. 777 
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• A Fracture Upscaling Model (FUM) presented to model complex fracture geometries  
• FUM translates the output of any DFM for using by any FD-based reservoir simulator 
• Natural fractures introduce complex fracking patterns that can be captured by FUM 
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