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Abstract: Reactive transport plays an important role in various subsurface applications, includ-
ing carbon dioxide sequestration, nuclear waste storage, biogeochemistry and the simulation of
hydro–thermal reservoirs. The model couples a set of partial differential equations, describing the
transport of chemical species, to nonlinear algebraic or differential equations, describing the chemical
reactions. Solution methods for the resulting large nonlinear system can be either fully coupled or
can iterate between transport and chemistry. This paper extends previous work by the authors where
an approach based on the Newton–Krylov method applied to a reduced system has been developed.
The main feature of the approach is to solve the nonlinear system in a fully coupled manner while
keeping transport and chemistry modules separate. Here we extend the method in two directions.
First, we take into account mineral precipitation and dissolution reactions by using an interior point
Newton method, so as to avoid the usual combinatorial approach. Second, we study two-dimensional
heterogeneous geometries. We show how the method can make use of an existing transport solver,
used as a black box. We detail the methods and algorithms for the individual modules, and for the
coupling step. We show the performance of the method on synthetic examples.
Keywords: reactive transport; finite volume methods; Newton–Krylov methods; porous media flow
and transport
1. Introduction
Reactive transport plays an important role in various subsurface applications [1–3]
including carbon dioxide sequestration, nuclear waste storage bio-geochemistry and the
simulation of hydro-thermal reservoirs.
The numerical simulation of reactive transport has been the topic of numerous work.
The survey by Yeh and Tripathi [4] has been very influential in establishing a mathematical
formalism for setting up models, and also for establishing the “operator splitting” approach
(see below) as a standard. More recent surveys, detailing several widely used computer
codes and their applications, can be found in the book [1] and the survey article [2].
Methods for coupling transport and chemistry fall into two broad categories:
• Sequential Iterative Approach (SIA), where transport and chemistry are solved alter-
natively and one iterates to convergence [5–10].
• Globally Implicit Approach (GIA), where one solves the fully coupled system in one
shot [11–14].
Recently, methods that solve coupled problem without direct substitution, thus main-
taining a separation between transport and chemistry, have been introduced [15–21].
In previous work [22,23], the authors introduced a method for the simulation of
reactive transport that falls in the latter category. The method is a globally coupled
approach, where transport and chemistry are solved together, but where the transport and
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chemistry modules are kept separate at the software level. At each time step, the large
nonlinear system of algebraic equations representing the coupling of all chemical species at
all mesh points is solved by a Newton–Krylov method [24]. The Newton–Krylov method
has recently been used for closely related applications to reactive transport, see [25–27].
In these works, the method is applied to a system where the mass action laws are subsituted
into the mass balance transport equations, while in our work we solve a fixed point system
using solution operators for transport and chemistry. In the Newton–Krylov approach
the linearized system at each Newton iteration is solved by an iterative method (usually
GMRES), so that the full Jacobian matrix does not have to be formed. All that is required is
a procedure to multiply the Jacobian matrix by a given vector, and this is where the specific
structure of the coupled problem is exploited. It was also shown in [23] that a suitable
non-linear preconditioning made the method both more robust and more efficient, as the
number of both linear and nonlinear iterations became independent of the mesh size.
The purpose of the present paper is to extend the approach to a larger set of models.
Specifically, we target two different extensions:
Mineral species: We extend the capabilities of the equilibrium chemical solver to handle
mineral precipitation and dissolution;
2D geometries: All the examples in [22,23] were one-dimensional. Here we show 2D
examples.
Mineral precipitation and dissolution reactions lead to non-smooth problems, where
it is not known a priori which species are dissolved. The corresponding equilibrium
problem can be formulated in an elegant, and mathematically consistent, formulation
as a complementarity problem, as for example in [28–30]. However, instead of using a
Newton–min method as in those references, we solve the non-linear system by an interior
point method [31] or [32], adapted to nonlinear equations as in [33,34]. The approach is
validated by computing the potential-pH precipitiation diagram for iron.
The chemical module is coupled to a transport module based on the recently devel-
oped ComPASS code [35]. ComPASS targets multiphase, multicomponent geothermal
systems. The discretization uses a fully implicit time integration combined with the Vertex
Approximate Gradient (VAG) finite volume scheme [36], which is adapted to polyhedral
meshes and anisotropic heterogeneous media. The extension of the coupling method to 2D
is non-trivial as the cost of the transport step now becomes significant.
The code is validated on two examples:
• The potential pH diagram for iron is used to validate the interior point
Newton method;
• A 2D variant of the ion exchange system used in Example 11 of the PhreeqC docu-
mentation [37]. This test case involves 8 chemical species undergoing 3 ion-exchange
reactions, in a simple 2D geometry.
• The so-called SHPCO2 benchmark that involves 11 chemical species, distributed
among 3 phases, and undergoing 4 reactions. One species is a mineral, and one
is a gas.
The results show that the proposed approach does handle the large class of models,
bu that further work is still required to ascertain its efficiency on large scale examples. This
topic is currently being pursued.
An outline of the paper is as follows: Section 2 presents the model and its hypotheses.
Section 3 shows how to obtain a reduced coupled problem, and discusses solution methods
at the semi-discrete level. In Section 4, we present the numerical methods used for solving
the chemical and transport sub-problems. Section 5 discusses the numerical examples.
2. Physical Model and Mathematical Formulation
2.1. The Model
We consider a set of species subject to transport by advection and diffusion and to
chemical reactions in a porous medium occupying a domain Ω ⊂ Rd (d = 1, 2, 3). The
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chemical phenomena involve both homogeneous and heterogeneous reactions. Homoge-
neous reactions, in the aqueous phase, include water dissociation, acid–base reactions and
redox reactions, whereas heterogeneous reactions occur between the aqueous and solid
phases, and include surface complexation, ion exchange and precipitation and dissolution
of minerals (see [38] for details on the modeling of specific chemical phenomena). Ac-
cordingly, we assume there are Na aqueous (mobile) species (Xaj )j=1,...,Na in the aqueous
phase undergoing Nr homogeneous reactions, Ns solid (immobile) species (Xsj )j=1,...,Ns
in the solid phase undergoing Nr surface sorption reactions or ion exchange reactions,
and Npprecipitation – dissolution reactions with the additional assumption that each min-
eral reaction involves only aqueous species and only one mineral species, denoted by
(Xpj )j=1,...,Np
In this work, we only consider equilibrium reactions, which means that the chemical
phenomena occur on a much faster scale than transport phenomena, see [39]. This assump-
tion is justified for aqueous phase and ion-exchange reactions, but may be questionable for
reactions involving minerals that could also be modeled as kinetic reactions, with specific
rate laws [13,40].


















i  0 i = 1, . . . Np precipitation – dissolution reactions,







, where S =
Saa 0 0Ssa Sss 0
Spa 0 −I
 (1)
denotes the stoichiometric matrix, with the sub-matrices Saa ∈ RNr×Na , Ssa ∈ RNr×Na ,
Sss ∈ RNr×Ns and Spa ∈ RNp×Na . We assume that both the global stoichiometric matrix S
and the “aqueous” stoichiometric matrix Saa are of full rank.
Since the heterogeneous reactions in the examples used in Section 5 have either all
surface reactions or all mineral reactions, we illustrate the above concepts with an example
from [41] that has both kinds of reactions. The chemical reactions are as follows, the first
two reactions are homogeneous, the third one is a surface reaction and the fourth one is a
mineral reaction:
R1 H+ + OH– −−→←−− H2O
R2 CO 2 –3 + H
+ −−→←−− HCO –3
R3 X2Ca + 2Na
+ −−→←−− 2XNa + Ca +2




The aqueous species are Xa =
(
H+, OH−, CO 2−3 , Na





sorbed species are Xs = (X2Ca, XNa)
T and the mineral species is Xp = (CaCO3)




1 1 0 0 0 −1 0













0 0 1 0 1 0 0
)
.
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Each reaction gives rise to a mass action law, linking the activities of the species.
For simplicity, we ignore the activity correction, so that the activities of aqueous and
sorption species are equal to their concentrations (if water is included as a species, as in
example Section 5.3, its activity is taken equal to 1), while the activity of mineral species
is by convention equal to 1. We denote by cj (resp. sj, pj) the concentration of species Xaj
(resp. Xsj , X
p
j ). It will be convenient to write the mass action law in logarithmic form: given
a vector c with positive entries we denote by log c the vector with entries log cj.













where Ka ∈ RNr , Ks ∈ RNr are the equilibrium constants for their respective reactions.
For reactions involving minerals, we define the (logarithmic form of) the solubility
product, with Kp ∈ RNp denoting again the equilibrium constant
Π = log Kp − Spa log c. (3)
Mineral reactions can only be written if the mineral is present, and the mass action
law must then be written as the following alternative:
(Π = 0 and p ≥ 0) or (Π ≥ 0 and p = 0). (4)
Next, we write the mass conservation for each species, considering both transport by
advection, diffusion and chemical reaction terms:
φ∂tc + Lc = STaara + STsars + STparp,
ρs(1− φ)∂ts = STssrs,
ρs(1− φ)∂t p = − rp.
in Ω× [0, Tf ] (5)
where L denotes the advection–diffusion operator:
L(c) = ∇ · (qc− D∇c),
φ is the porosity (fraction of void in a Representative Elementary Volume available for
the flow), q is the Darcy velocity (we assume here permanent flow, so that q is consid-
ered as known), D is a diffusion–dispersion coefficient and ρs is the density of the rock
matrix. The vectors ra ∈ RNr , rs ∈ RNr and rp ∈ RNp contain the (unknown) reaction
rates. We assume that the diffusion coefficient is independent of the species. This is a
strong restriction on the model, but one that is commonly assumed to hold [4,16,22,41].
To complete the model, we add boundary conditions, with a partition of the boundary
∂Ω = ΓD ∪ ΓN , ΓD ∩ ΓN = ∅. For simplicity we only consider either given concentration,
or zero diffusive flux boundaries:
Dirichlet boundary: c = cD on ΓD × [0, Tf ],
Neumann boundary: ∇c · n = 0 on ΓN × [0, Tf ], where n is the outgoing normal to Ω
along ΓN .
Finally, an initial condition
c(x, 0) = c0(x) in Ω
is given.
Since we assume that all reactions are at equilibrium the reaction rates are unknown,
but they can be eliminated. The process is by now well known, and will not be repeated
here. We adapt the construction given in [23], to take into account the extra structure due
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to the presence of mineral species. See [28] for a related derivation, and [16,17] for a more
general framework. This approach, originating from [41], makes use of a kernel matrix U
such that UST = 0, i.e. such that the columns of UT form a basis for the null-space of S.





) Uaa ∈ R(Na−Nr)×Na , Uas ∈ R(Na−Nr)×Ns , Upa ∈ R(Na−Nr)×Np
Uss ∈ R(Ns−Nr)×Ns
(6)
For the example system given above, one finds that the kernel matrices are given by
Uaa =

1 0 0 0 0 1 1
0 1 0 0 0 1 0
0 0 1 0 0 0 1
0 0 0 1 0 0 0





















2.2. Elimination of the Reaction and Coupled Problem
With this kernel matrix, we can eliminate the reaction terms in Equation (5). We
start by defining the total analytic concentration for the mobile and immobile species
respectively (these are the same as various total quantities defined in the classical survey











We denote by Nc = Na − Nr and Nc = Ns − Nr the respective dimensions of T and
T. We also define the total mobile and immobile concentrations for the species in the
aqueous phase
C = Uaa c, C = Uas s + Uap p, (8)
so that the total concentrations are given by
T = C + C = Uaa c + Uas s + Uap p. (9)
We now multiply system (5) on the left by U. Because of our assumption that D is the
same for all chemical species, multiplication by U commutes with the differential operator,
and the system can be rewritten as
φ∂tC + ρs(1− φ)∂tC + LC = 0,
ρs(1− φ)∂tT = 0.
(10)
3. The Coupled Problem
The coupled system consists of the (Na−Nr)+ (Ns−Nr) conservation Partial Diffren-
tial Equations (PDEs) and Ordinary Differential Equations (ODEs) (10), together with the
Nr + Nr + Np mass action laws (2), the relations connecting concentration and totals (8)
and the second line of (7), for the Na + Ns + Np concentrations and 2(Na − Nr) + Ns − Nr
totals. Note that the ODEs for T are decoupled from the rest of the system.
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3.1. Reduction of the Coupled Problem
It is possible to solve directly the coupled system for the concentrations of the species.
This is what the Direct Substitution Approach (DSA) does. Actually this is usually done
after a further reduction of the chemical system, by introducing primary and secondary
species such that each mass action law expresses the formation of one secondary species
from the primary species. One substitutes the mass action laws (2) and (4) into the mass
conservation PDEs (10), obtaining a large system of nonlinear equations for the primary
species (see [25] or [42] for representative examples of this approach).
We prefer, however, to separate the local chemical equations from the PDEs. In order to
do this, it will be useful to eliminate the concentrations of the individual species, and keep
only the totals as main unknowns. Towards this goal, we notice that given the totals
T ∈ Nc, T ∈ NC, we can solve the “local chemical equilibrium problem” made up of the
mass action laws (2) and (4) together with the definition of the totals (7). Knowing the
species concentrations c, s and p, we can compute C ∈ Nc, C ∈ NC through Equation (8).
Because T is constant, it is convenient to remove it from the system, and we define the





The end result is that the coupled problem given by Equations (2), (4), (7), (8) and (10)
is equivalent to the following system involving only the totals C and C:
φ∂tC + ρs(1− φ)∂tC + LC = 0,
C−ΨC(C + C) = 0.
(12)
Remark 1. Note that one can equivalently add T as an unkwon with the added equation
T = C + C.
As we recall below, this is how the SIA method is defined, but it turns out to be more efficient
to work directly with the smaller system (12) (see [23] for a comparison of the various formulations
of the coupled problem).
Before we can fully specify how to solve the reduced system (12), we need to make
precise the numerical methods used for solving the transport equations and the local
chemical system.
3.2. Semi-Discrete System in Time
We first keep space continuous, and describe our approach on a semi-discrete sys-
tem. We introduce a discretization of the time interval [0, Tf ] into Nt intervals [tn, tn+1],
n = 0, . . . , Nt − 1, with t0 = 0 and tNt = Tf , and we denote ∆tn = tn+1 − tn. We take the







+ LCn+1 = 0,
Cn+1 −ΨC(Cn+1 + Cn+1) = 0.
(13)
In analogy with chemical solution operator ΨC defined in (11) we now introduce the
transport solution operator as follows: given an initial concentration cn at time tn and a





+ Lcn+1 = f n+1. (14)
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Cn+1 = ΨC(Cn+1 + Cn+1).
(15)
Among the various mathematically equivalent formulations, it was shown in [23] that
eliminating Cn+1 leads to an efficient formulation. The resulting problem involves only the












This is a fixed point problem for Cn+1. We recall two ways by which this problem can
be solved:
Fixed point A fixed point iteration for solving (16) is known in the reactive transport litera-
ture as the Sequential Iterative Approach (SIA, see [4,43–45] among many references).
At each time step n, one iterates between transport and chemistry. More precisely,
for each iteration k, one computes














One can easily show that this is equivalent with the more standard description of SIA
involving three unknowns (Cn+1, Tn+1 and Cn+1).
Newton–Krylov As was shown in previous work by the authors [22,23], the coupled
system (15) can also be solved by a Newton–Krylov method, leading to a more
efficient algorithm.
Recall that at each step of the “pure” form of Newton’s method for solving
F(Cn+1) = 0, one should compute the Jacobian matrix J = F′(C(n+1,k)), solve the
linear system
J δC = −F(C(n+1,k)), (18)
usually by Gaussian elimination, and then set C(n+1.k+1) = C(n+1,k) + δC. In practice,
one should use some form of globalization procedure in order to ensure convergence
from an arbitrary starting point. If a line search is used, the last step should be
replaced by C(n+1,k+1) = C(n+1,k) + λδC, where λ is determined by the line search
procedure [46].
In our context, however, solving the linearized system (18) exactly, or even computing
the J matrix, is not possible as both ΨC and ΨT are implicitly defined functions. It was
shown in our previous work (see [22,23]) that this difficulty could be circumvented
by resorting to the Newton–Krylov method (see [24,25,46], to which our work is
closely related). The Newton–Krylov method is a variant of Newton’s method where
the linear system (18) is solved by an iterative method (of Krylov type), for instance
GMRES [47]. The advantage of this choice is that the Jacobian matrix J is no longer
required. Instead one needs a procedure to compute the product Jv for any given
vector v.
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In the next section, we complete the description of the method by giving details on
the space discretization, and we give additional implementation details on the solution of
the coupled problem.
4. Numerical Methods for Transport Furthermore, Chemistry
4.1. Solution of the Chemical Equilibrium Problem by an Interior Point Method
In this section, we show how to solve the local equilibrium problem. We recall that,
given T ∈ RNC and T ∈ RNC , we need to compute c ∈ RNa , s ∈ RNs and p ∈ RNp , such
that Equations (2), (4) and (7) hold. Once the concentrations have been computed a simple
post-processing as in Equations (8) gives the chemical operator ΨC.
In this section, in order to simplify the notation, we will not distinguish between
aqueous and sorbed species. Alternatively, this is the same as assuming that all immobile
species are mineral species. Additionally, we assume that the aqueous part of stoichiometric






Note that under the assumption that Saa is of full rank, this is always possible (see [41],
or [23,48] for more general reductions). This means that the aqueous concentrations have
been split between primary species cp and secondary species cs, so that each reaction
produces one secondary species, the mass action laws take the form
log cs = S̃aa log cp + log Ka,
and the mass conservation Equation (7) become
T = cp + S̃Taac
s + STpa p.
We restate the problem to be solved with this new notation. As mentioned previously,
we take as unknowns not the aqueous concentrations themselves but their logarithms.
This has the obvious advantage that the concentrations will always be positive, and also
reduces the ill-conditioning of the non-linear system (see [22,49,50]). We denote by ξ p (resp.
ξs) the vector such that ξ
p




i = log c
s
i ), and we will write ξ
p = log cp or
cp = exp(ξ p).
The problem to be solved for local chemical equilibrium is:
Given T ∈ RNc , find ξ p ∈ RNc , p ∈ RNp such that:
exp ξ p + S̃Taa exp(ξ
s) + STpa p− T = 0, with ξs = S̃aaξ p − log Ka, (19)
(log Kp − Spaξ = 0 and p ≥ 0) or (log Kp − Spaξ ≥ 0 and p = 0). (20)
Equation (19) combines the mass action law and the conservation of mass.
Equation (20) takes the form of a complementarity condition [51,52] and expresses the fact
that either the mineral is under-saturated and its concentration is zero, or the mineral is
present and the solubility product equals 1. The classical method to take minerals into
account involves a systematic search across possible states (the procedure is detailed in [53],
and is used by most reactive transport codes [37,54] for example).
More recently, methods based on a more consistent mathematical approach have been
used with success: the semi-smooth Newton’s method in [28,29]) and an interior point
method that originates from inequality constrained optimization in [33,55]. See also [32]
for an overview of solution methods for both equilibrium and kinetic reaction modeling.
In this work we follow [33], who adapted to the case of nonlinear equations with
inequality constraints an interior point method originally proposed in [31].
To formulate the algorithm, we rewrite (19)–(20) by introducing a slack variable
z ∈ RNp (and we denote the system in the first line of (19) by Fe(ξ p, p) = 0):
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Fe(ξ p, p) = 0
Spaξ p + log Kp + z = 0
p · z = 0
, with p ≥ 0, z ≥ 0, (21)
where the inequalities are to be understood component-wise.
The idea of the interior point method in [31,33] is to relax the last equation of (21) by
introducing a parameter µ that will be driven to 0 by the algorithm and to apply Newton’s
method to the relaxed system Fc(X) = 0 with unknowns X = (ξ p, p, z) ∈ RNa+2Np :
Fe(ξ p, p) = 0
Spaξ p + log Kp + z = 0
PZe− µe = 0
, with p ≥ 0, z ≥ 0. (22)
We have used a notational device that is standard in the optimization literature: we
let P = diag p, Z = diag z, and we also let e = (1, . . . , 1)T ∈ RNp .
A detailed description of the algorithm, together with a convergence proof, can be
found in the given references. We just note a few important implementation details.
Computing the Newton step Each Newton iteration requires the solution of a
linear system
Jcs = −Fc(X),
where the Jacobian of system (22) is given by:
Jc =
I + S̃TaaYS̃aa STpa 0Spa 0 I
0 Z P
,
where Y = diag exp(ξS), and I is an identity matrix of the appropriate size. These
systems can become severely ill-conditioned (see [49]) so that Gaussian elimination
may give inaccurate solutions. We monitor the condition number of the Jacobian and
if it is larger than 1015, so that the solution may have no correct digit, we perform a
singular value decomposition and compute a least squares solution.
Damping After the Newton step has been computed, we apply two steps of damping:
the first one reduces the step to ensure that the iterates for p and z remain positive,
and the second one is a line search that makes sure the size of the residual is reduced
along the Newton direction.
4.2. The VAG Scheme
The Vertex Approximate Gradient (VAG) scheme has been introduced in [36,56,57]. Its
purpose is to provide a consistent dicretization method for anisotropic diffusion schemes
on general (polyhedral) meshes, at a reasonable cost. We only give a brief presentation
here, referring to the above references for full details. In particular, we only describe the
scheme in 2D where important simplification arise.
Let T be a mesh of Ω made up of (open, convex) disjoint polygonal cells K such that
∪K∈T K = Ω. For all K ∈ T , let xK ∈ K be a point such that K is star-shaped wih respect
to xK. We denote the set of vertices of the mesh by V , for each K ∈ T by VK the set of its
vertices, and for each v ∈ V by TK the set of elements containing v as a vertex.
The discrete unknowns of the VAG scheme are values at the vertices of the mesh and
at the center of each element. Following [56], we define a discrete space as
WT = {(cs)s∈V , (cK)K∈T , cs = 0 for s ∈ ΓD},
and we denote by NT its dimension (the sum of the number of vertices and the number of
cells, up to the vertices located on the Dirichlet part of the boundary).
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Given a cell K ∈ T , we consider the triangular submesh where, for each edge σ ∈ EK
a triangle is formed by joining the center of the cell to each of the two vertices at the ends





Figure 1. Triangular submesh for a cell K.
We can now define a discrete gradient for each discrete unknown cT ∈ W, as the
gradient of the P1 finite element function on the submesh defined above. This gradient is a
constant vector on each triangular sub-cell. For future reference, we denote by ηs, s ∈ V
(resp. ηK, K ∈ T ) the basis functions of the P1 space associated to the vertices (resp. the
cell centers).
The VAG scheme is defined by a variational formulation on the discrete space WT
using the gradient defined above. The gradient leads to the definition of fluxes from a cell
K ∈ T to any of its vertices v ∈ VK. The diffusion fluxes are defined as
FdK,v(c
n+1









where the transmissivities Tvv
′
K can be computed locally on element K. Their values are
given in [56,57].
One also needs advection fluxes, defined as
FaK,v(c
n+1





where FdK,v(pT ) is the flux computed as in (23) with the pressure from the flow step, and cK,v
is the upwind concentration defined as (cf [56])
cK,v =
{
cK if FdK,v(pT ) ≥ 0,
cv if FdK,v(pT ) < 0.
(25)














v′ ) + ∑
v∈VK














FK,v(pT )cn+1K,v = fv, ∀v ∈ V
(26)
where φK is the average porosity on cell K, fK =
∫
K f (x)ηK(x) dx and fv =
∫
Ω f (x)ηs(x) dx.






+ AVcn+1T = f
n+1
T . (27)
One notes that the first equation in (26) is local to each element. The cell unkowns
can thus be eliminated locally, so that the resulting system involves only the values of the
concentration at the vertices. However, in a time dependent problem, the cell unknowns
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must be recomputed at each time step. This will be important in the coupling with the local
chemical problem in Section 4.3.
With a slight abuse of notation, we denote again by ΨT the discrete version of the
transport operator defined in (14), so that (27) is equivalent to cn+1T = ΨT(c
n
T , fT ).
In the examples reported in Section 5, we have used ComPASS [35,58] as a black box for
the transport solver. ComPASS is an open source platform for the simulation of multiphase
compositional flow on generic unstructured meshes, targeting hydrothermal systems.
4.3. The Discrete Coupled Problem
We now put the two previous sections and Section 3.2 together. The framework for
doing this is provided by previous work by the authors [23]. The main issue is to realize
that we are solving a problem that couples all concentrations at all degrees of freedom
(DOFs), both vertices and cell centers, but that transport only couples spatial DOFs while
chemistry is local to each DOF. The method proposed in [22,23] attempts to decouple
transport and chemistry, without sacrificing the numerical efficiency afforded by Newton’s
method on the coupled problem.
The unknowns of the discrete problems are vectors in X = R(Nc+Np)×NT , and we
denote them by the same letter as their continuous counterpart, written in bold face. For a
vector C ∈ X , we follow [22] and denote by
• C:,j the column vector of concentrations of all chemical species at the DOF j.
• Ci,: the row vector of concentrations of species i at all DOFs.
We now extend the transport and chemical operators to operate on vectors in X .
ΨC : X 7→ X
T→ ΨC(T),
and




ΨC(T):,j = ψC(T:,j), for j = 1, . . . , NT ,
ΨT(C, f)i,: = ψT(Ci,:, fi,:), for i = 1, . . . , Nc + Np.
(29)
We also note that ΨT can be made explicit, in matrix form, by making use of the
Kronecker product [59]. As first explained in [21] the action of the transport operator
Cn+1 = ΨT(Cn, fn+1)




+ (AV ⊗ I)Cn+1 = fn+1.
Of course the Kronecker product is just a notational device, the full matrix AV ⊗ I is
never actually formed. Rather, the implementation of the transport operator is done with a
loop over all species, in which one time step of a transport problem is solved (see [23] for
details). Similarly, the chemical solution operator ΨC can be evaluated independently for
each degree of freedom of the mesh.
We noted in Section 3.2 that the implementation of the Newton–Krylov method
required the solution of a linear system with the jacobian of the function F defined in (16).
We emphasize that this function is defined implicitly through the evaluation of both
solution operators ΨC and ΨT . Alternatively, evaluating F requires the solution of
1. One step of a transport problem for each chemical species;
2. One chemical equilibrium problem for each vertex and each cell.
As explained above, computing the Jacobian matrix is impractical, as it requires the
inverse of the two solution operators. However, GMRES does not need the Jacobian
matrix itslef, but only its action on a vector. The product Jv is interpreted as a directional
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deritvative. We have shown in [23] how to compute this matrix vector product from the
Jacobians of the transport operator (in our case, this is a linear operator) and and the
chemical equilibrium operator (where the local Jacobian is needed as part of an inner
Newton loop).
In this work, we have resorted to a Jacobian free version of the Newton–Krylov
method (see [24] or [25–27]), where the required matrix by vector product is approximated
bya finite difference quotient. For a small value of δ (see [46] for guidelines on how to
choose δ), there holds:
Jv = F′(C(n+1,k))v ≈ F(C
(n+1,k) + δv)− F(C(n+1,k))
δ
.
The consequence is that the overall method can be implemented as soon as one can
evaluate the transport and chemistry operators. Not only is this a mininal requirement, it is
also what is needed to implement the more common Standard Iterative Approach recalled
in (17). The tradeoff between both methods is an expected reduction in the number of
iterations versus an increase in function evaluations for solving the linear systems at each
Newton step (but notice that the Newton–Krylov methods are a special case of Inexact
Newton methods, so that the linear system can be solved with an accuracy that depends
on the progress of the outer Newton loop).
5. Numerical Results
5.1. Validation Example for the Interior Point Method: The Iron Precipitation Diagram
As a validation for the Newton–interior point method for computing chemical equi-
librium in the presence of precipitation, we chose to recompute the pE–pH diagram for
iron, also known as a Eh–pH or Pourbaix diagram ([60], p. 73).
The precise set of species used and the value of the equilibrium constants can be
found in the PhD. thesis by Carrayrou [61]. It comprises nine aqueous species and four
solid species.
For each pair of values of the pH (between 0 and 14) and the pE (between −14 and
20), a chemical equilibrium is solved by the method detailed in Section 4.1. We first report
on the number of iterations needed for the method to converge. On the left, Figure 2 shows
a map of the number of iterations for each pE–pH pair, and on the right a histogram of the
total number of iterations. Both images show that the method usually converges in less
than 30 iterations (the average is 31.6 and the median is 19), but that it failed to converge in
a significant number of cases, and we see from the left image that these cases correspond to
the upper-right corner of the diagram, that is too large values of both pE and pH.
Figure 2. Number of iterations for the iron precipitation example. (Left) map as a function of pH and pE, (Right) histogram
of iteration number.
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The diagram itself is shown on Figure 3. We see again in the upper right corner,
and also on the rightmost band, that the Newton–IP method had difficulties with this range
of values. However, the general shape of the computed diagram is in qualitative agreement
with the expected behavior.
Figure 3. pH–pE diagram (Pourbaix diagram) for iron. In each region, the dominant species is shown.
5.2. 2D Test Case: Example 11 of PhreeQC
5.2.1. Description of the Test Case
The following example simulates an advective transport in the presence of a cation
exchanger. This example is adopted as a test case to validate our method in the two-
dimensional case. Its 1D version represents the well known example 11 of PHREEQC
documentation [37]. The example describes an experiment in a column whose chemical
composition contains a cation exchanger.
Initially, the column contains a sodium-potassium-nitrate solution in equilibrium with
the exchanger. The column is flushed along its left side with three pore volumes of a
calcium chloride solution. Calcium, potassium, and sodium react to equilibrium with the
exchanger at all times.
The flow and transport parameters used in this example are presented in Table 1,
with some additional parameters to represent a 2D geometry. The initial and injected
concentrations are listed in Table 2. The cation exchanger capacity is 1.1 mmol/L.
The chemical reactions for this example can be written as
Na+ + X− −−→←−− NaX
K+ + X− −−→←−− KX
1
2
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Table 1. Physical parameters.
Parameter Value
Darcy Velocity (m/s) 2.78× 10−6
Diffusion coeff (m2/s) 5.56× 10−9
Domain dimensions (m) 0.1 × 0.015
Mesh size (m) 0.002 × 0.0015
Time duration (day) 1
Table 2. Initial and injected aqueous concentrations (mmol).
Comp. Cinit Cinflow
Ca2+ 0 0.6× 10−3
Cl– 0 1.2× 10−3
K+ 2× 10−4 0
Na+ 1× 10−3 0
KX, NaX, and CaX2 are the complexes formed with the rock, while X indicates the ion
exchange site with a charge −1. The chemical description (mass action and conservation
laws) can be represented in the Morel tableau in Table 3:
Table 3. Moreal tableau for Phreeqc example.
Ca2+ Na+ Cl− K+ X log K
CaX2 1 0 0 0 2 3.4576
NaX 0 1 0 0 1 0
KX 0 0 0 1 1 0.7
Total TCa TNa TCl TK W
where TCa, TNa, TCl, TK are the total aqueous concentrations and W is the total fixed
concentrations (in this example W is a constant equal to 1.1× 10−3).
The domain is a rectangle that initially contains a solution of potassium and sodium,
with CaCl2 injected on all or part of the left boundary (the other boundary conditions are
zero diffusive flux). We assume that the flow undergoes a uniform horizontal velocity.
We consider two different configurations depending on where CaCl2 is injected on
the left boundary of the domain:
1D configuration: The injection is made on the entire left boundary of the domain, which
leads to a solution that depends only on x. This allows for a quick check of the method;
2D configuration: The injection is made only on a part of the left boundary of the domain,
which gives rise to a genuinely two-dimensional solution.
5.2.2. Numerical Results
1D Configuration
In this case, CaCl is injected along the full left boundary, so that the concentration
depend only on x. This allows for a comparison with the reference solution from the
PhreeqC documentation [37].
Figure 4 shows the concentrations along a horizontal line at t = 6 h.
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Figure 4. Total aqueous concentrations for y = 0.0075, at t = 6 h.
Then, we plot on Figure 5 the elution curves (concentrations at the end of the column
as a function of pore volume), so as to compare with the reference solution (cf. page 241
of the PhreeqC documentation [37]). We recall that chloride is a tracer that does not react
chemically, and is only subject to transport. Its concentration is given by the well known
analytical solution of Ogata and Banks [62].
Figure 5. Evolution of concentrations at the end of the column.
The results show a good agreement with those in [37].
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2D Configuration
In this second case, to show real 2D effects, we inject the solution of CaCl2 on only a
part of the left boundary. We consider the same values of the concentrations at the limits,
and the same initial conditions as those of the 1D configuration.
Figure 6 shows the aqueous concentration of Ca2+, Na+, Cl– , and K+, obtained at time
t = 6 h, while Figure 7 shows the aqueous concentration as a function of x along the middle
of the domain.
Figure 6. Total aqueous concentrations at t = 6 h.
Figure 7. Total aqueous concentrations for y = 0.0075 m, at t = 6 h.
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The results are consistent with physical understanding. Here also chloride remains a
perfect tracer whose solution curve can be compared with an analytical solution [63]. The
numerical chloride results show a good agreement with this analytical solution. The be-
havior of the other species is similar to the 1D case, with the addition of diffusion along the
vertical direction.
5.2.3. Performance of the Elimination Method
In this section we compare the methods discussed in Section 4 for solving the coupled
system: the Sequential Iterative Approach and the global approach using Newton–Krylov
method (NKM in what follows), that is the nonlinear elimination strategy described in
Sections 3.1 and 4.3. Our main criterion will be the number of iterations required by
each method.
We apply the global and the splitting approaches to the 2D test case described in the
previous section using several spatial resolutions (ranging from 80 to 2000 grid cells), see
Figure 8.
Figure 8. Number of iterations per time-step for the first 20 time-steps for the various solution methods.
Figure 8 shows the number of iterations required by each method per time-step for
the first 20 time steps, as the mesh resolution is refined. The shape of the curves shows
that the both methods have difficulty in converging for the first two time steps, but from
the third time step (from time = 0.3 h), and for a given mesh resolution, the convergence
becomes stable for almost the same number of iterations during the simulation.
Now if we compare the two methods, SIA requires at each time step more iterations
than the NKM method (the nonlinear elimination strategy). This number of iterations
increases with the mesh resolution for the SIA method while it remains stable and small
for the NKM method.
The NKM method requires only two nonlinear iterations on average at each time step
for different mesh resolution. Figure 9 shows the results for a typical time step (at t = 0.5
h). As predicted, the elimination method gives a convergence independent of the mesh size
also in this 2D case (we had shown in [23] that this was the case for the 1D configuration).
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Figure 9. Number of Iterations as a function of the mesh size for the various solution methods at
t = 0.5 h.
Remark 2. Here, we do not compare the CPU time, nor the number of evaluation of the objective
function. Certainly the NKM method whose Jacobian* vector product is approximated by finite
differences at each linear iteration requires a larger number of function evaluations. The number
of evaluation of the function will be proportional to the number of the non-linear iterations for the
NKM method times the number of GMRES iterations. We are currently investigating the use of an
exact Jacobian times vector product, as this should drastically reduce the CPU time for a simulation.
5.3. SHPCO2 Benchmark
5.3.1. Description of the Test Case
The aim of this study is to test the capabilities of the equilibrium chemical solver
to handle mineral precipitation and dissolution as well as taking into account chemical
reactions in a spatially heterogeneous medium. The test case has been described in [64],
and results can be found in [65]. The model is a simplified scenario for CO2 injection
assuming the gas remain immobile, so that a one-phase flow model can be used and
gaseous carbon dioxide CO2(g) is considered as a fixed species.
The reservoir model is heterogeneous, with low permeability barriers designed to
create a complex flow pattern At the same time, two injectors at different locations induce a
complex mixing: one is upstream directly in contact with the bubble of CO2 and the second
one is downstream of the CO2 bubble. At time t = 0, supercritical CO2(g) is injected in a
specific zone and is in equilibrium with the concentrations of other chemical species.
Geometry and Physical Data
In this test we consider a two dimensional rectangular domain. A detailed geometry
of the domain is shown in Figure 10. The aquifer is divided into five zones, the three green
rectangle zones are low permeability barriers, the orange disc zone is the injection zone of
gaseous CO2 and has the same properties as the remaining bulk zone (in white).
The flow in the porous medium is computed by solving a single phase flow for the
Darcy velocity where the boundary conditions are 110 bars in injector 1, 105 bars in injector
2 and 110 bars in producer as labeled in Figure 10. The other boundary conditions are no
flow, an impermeable Neumann boundary conditions.
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Figure 10. Geometry of domain for the SHPCO2 Benchmark.
Figure 11. Pressure and velocity for the SHPCO2 model.
The values of the flow parameters are given in Table 4. Figure 11 shows the pressure
and the velocity fields, and one can see clearly the effect of the low permeability barriers.
Table 4. Flow parameters.
Constants Bulk Barriers
Permeability K [m2/Pas] 10−10 10−12
Diffusion coefficient D [m/s2] 10−9 10−9
Porosity φ 0.2 0.2
Chemical System
The chemical system in this test consists of eight components:
• Five liquid primary components: water (H2O), hydrogen ion (H
+), carbon dioxide
dissolved in water (CO2(l)), calcium ion (Ca
2+), chlorine (Cl– );
• Two secondary liquid components: hydroxide ion (OH– ), hydrogen carbonate (HCO –3 );
• One fixed precipitated component: calcite (CaCO3);
• One gas component: gaseous carbon dioxide (CO2(g)).
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In this test, we make the assumption that the gas phase is immobile and therefore
gaseous carbon dioxide CO2(g) can be considered like a fixed precipitated component,
and because pressure variations are small throughout the domain, the partial pressure can
be incorporated in the equilibrium constant for CO2 dissolution.
Among the components of the system there are four chemical reactions:
• Two aqueous equilibrium reactions:
OH− −−→←−− H2O−H+
HCO −3 −−→←−− H2O−H
+ + CO2(l)
• Two precipitation–dissolution reactions (taken here to be at equilibrium):
CO2(g) −−→←−− CO2(l)
CaCO3 −−→←−− H2O− 2 H+ + CO2(l) + Ca2+
Chlorine Cl– does not participate in chemical reactions and is used as tracer. Chemical
description of the test can be represented in the Morel tableau in Table 5. The values of
equilibrium constants log K are given under the condition that we use moles as units for
concentration of components.
Table 5. Morel table for SHPCO2 system
H2O H+ CO2(l) Ca2+ Cl− log K
OH– 1 −1 0 0 0 −13.2354
HCO –3 1 −1 1 0 0 −6.22
CO2(g) 0 0 1 0 0 −0.2226
CaCO3 1 −2 1 1 0 −7.7454
Total TH2O TH+ TCO2(l) TCa2+ TCl−
Initial State
For the transport problem, initially in the domain we have two zones with different
initial values of total concentrations. The first zone is the circular area containing gaseous
CO2 (in orange on Figure 10). In the rest of the domain, concentration of CO2(g) is initially
equal to zero. The initial concentrations of liquid primary components are given in Table 6
Table 6. Initial total concentrations for the SHPCO2 Benchmark.







For this preliminary study, we have ran the simulations over the relatively short
period of 1900 years. For the results reported below, we could not obtain convergence of
the Newton–Krylov method. Because they appear to be qualitatively reasonable, we have
nevertheless decided to include them. More investigations are underway to improve the
behavior of the NKM method in the presence of minerals, and to ascertain those results.
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One particular direction we are currently following is to improve the computation of the
Jacobian matrix by vector product, by exploiting the known block structure of the matrix.
Evolution of Concentrations
Figure 12 shows the initial condition, while Figures 13–15 show snapshots of the con-
centrations of several species (gaseous CO2, calcite, H+ and CL– ) at 302 years, 1352 years
and 1852 years respectively (for a mesh with 95× 60 grid cells).
The gas bubble disappears as CO2(g) dissolves into water. Here it appears that the
dissolution time is somewhat less than 2000 years. At the same time, calcite precipitates,
though the effect is quite small, and the medium becomes more acidic. Indeed, one can see
that the concentration of H+ behaves somewhat differently than that of the tracer.
Variable time steps are used, as described in Table 7. The time steps are chosen so as
to have a small time step at the initialization when strong variations happen and to let the
time step increase when the solution varies more slowly.
The results can be compared with those reported by [65]. It appears that the dissolution
of the gas is faster on our simulations. On the other hand, the evolution of H+ happens on
a similar scale as that in [65]. This is also the case for Cl– , as it is a tracer, and thus only
subject to transport.
Table 7. Values for variable time step simulation.






Figure 12. Concentrations of the gas CO2(g), the calcite CaCO3, H
+ and the tracer Cl– at t = 0 year.
Water 2021, 13, 370 22 of 26
Figure 13. Concentrations of the gas CO2(g), the calcite CaCO3, H
+ and the tracer Cl– at t = 302 year.
Figure 14. Concentrations of the gas CO2(g), the calcite CaCO3, H
+ and the tracer Cl– at t = 1352 year.
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Figure 15. Concentrations of the gas CO2(g), the calcite CaCO3, H
+ and the tracer Cl– at t = 1852 year.
Comparison of the Dissolution CO2(g) on Two Different Meshes
We investigate the effect of the mesh refinement on the results. We present
on Figures 16 to 17 the CO2 concentrations obtained with two different meshes (a coarse
mesh with 38× 24 cells and a fine mesh with 95× 60 cells) at two different times.
Figure 16. CO2(g), at t = 302 y (left image: coarse mesh, right image: fine mesh).
Figure 17. CO2(g), at t = 800 y (left image: coarse mesh, right image: fine mesh).
One can see the expected better resolution of the bubble (less numerical diffusion),
but also that the speed of dissolution of the bubble changes as the mesh is refined. This is
Water 2021, 13, 370 24 of 26
one possible explanation for the apparent shorter dissolution times that we observed as
compared to [65].
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