This paper describes surface evolution formulated in terms of a Hamilton-Jacobi equation and a solution algorithm based on a three-dimensional front tracking algorithm. Our method achieves sharp resolution in the evolution of surface edges and corners.
Introduction
The miniaturization of semiconductor chips requires a decrease in the size of features, such as interconnects in trenches and vias. Accordingly, the need for more precise simulation and modeling techniques has increased. In this paper, we present a three-dimensional front tracking scheme for solution of ion etching and deposition problems.
Approaches which have been used to study the three-dimensional simulation of semiconductor manufacturing include ray-string algorithms 13, 14] , level set methods 15, 16] , and line-of-sight models 9]. The Hamilton-Jacobi formulation for curve evolution was introduced to the context of semiconductor manufacturing by Ross 12] . Front tracking was used by Hamaguchi et al 6] to solve Hamilton-Jacobi equations. This method gives physically admissible solutions with sharply de ned cusps and corners, even with relatively coarse grids. The algorithm uses, within its propagation step, Riemann solvers based on proven admissibility criteria. Hamaguchi and Rossnagel 7] used this algorithm to study ion etching and deposition in two dimensions, where curves, as cross-sections of the surface, are the evolving objects. They considered various ux characteristics, such as multiple deposition sources and redeposition of etched material. Numerical experiments of this code were compared to physical experiments, proving e ective in describing metal deposition.
The main purpose of this paper is to extend the front tracking algorithm to three dimensions, for the solution of the Hamilton-Jacobi equation. Extension of front tracking to three dimensions for compressible gas dynamics was reported earlier 3]. The consideration of surfaces in three dimensions introduces new geometric complexities and requires new mathematical techniques. In particular, the solution behavior at corners is of current physical interest. This inherently three-dimensional solution feature is a motivating factor in the extension of three-dimensional front tracking methods to this problem. The propagation of corners leads to two-dimensional Riemann problems. Explicit and mathematically rigorous constructions for the solution of many two-dimensional Riemann problems have been given 2, 4, 5] and provide the basis for the front tracking algorithms proposed here. These explicit solution methods also provide a validation check on the front tracking solutions.
A major di culty experienced with surface propagation algorithms is the delooping, or solution recovery from the occurrence of a self-intersecting and not well-de ned surface during the propagation step. We avoid delooping through combined methods of remeshing the surface (to avoid small triangles, for example) and a time step control, so that the surface tangential motion of surface points is limited by a CFL condition. Further control of the delooping problem will result as part of the evolution of the front tracking algorithm to remove self-intersections from propagated fronts, in forth coming work.
We compare the results of our three-dimensional algorithm to the two-dimensional simulations of Hamaguchi and Rossnagel 6, 7] for experimental validation.
Nonlocal e ects are of special importance in the evolution process. The evolution of the surface at any given point can be greatly in uenced by the global shape of the surface. We consider several such factors in this paper. First, a portion of the surface can be shaded from the source so that it receives few or no incoming particles. Next, incoming particles do not necessarily stick on impact and can be redeposited elsewhere upon the substrate. A similar e ect is the resputtering of material, whereby incoming particles impact with such velocity that they dislodge material from the surface to be redeposited elsewhere.
Voids in the substrate are formed in the presence of di use material ux (i.e. a ux of particles with an angular distribution), such as a di use initial source or di use rebounding or resputtering of material 7] . Under such conditions, areas of the surface with high visibility to the source and to the rest of the surface will grow at a faster rate than areas which are more shaded. This di erential growth is seen when the cusps on the top of a trench grow faster than the less visible trench walls. The top of the trench closes o before the rest of the trench is lled, leading to a void, and resulting in poor quality interconnects. This process of void formation due to di use deposition and resputtering is demonstrated by our numerical experiments (see Fig. 4 ). To our knowledge, the presentations 15, 16] of the level set method have not discussed pinch-o phenomena for the experiments presented here.
Three-dimensional e ects come into play at the corners of nite-length trenches. Multiple types of two-dimensional Riemann problems must be solved. We also consider these problems numerically in the present study.
The Conservation Di erential-Integral Equation for
Surface Motion
The Hamilton-Jacobi Di erential Equation
The front tracked in etching and deposition processes is the interface between the solid material and the ambient gas or vacuum. We assume this interface to be piecewise smooth. We allow sharp edges and corners in the geometric model. During its evolution these interface features may bifurcate, round o , or evolve into more complicated features. Evolution can also lead to self-intersections of the interface, which are undesirable in actual applications.
Physical modeling prescribes the normal velocity, or material ux, C(X), at any smooth point X in the evolving interface. We assume a standard orientation on the interface, pointing from the material into the gas or ambient space. Negative values for the material ux C(X) thus indicate etching, while positive values indicate deposition. We assume that surface ow and surface di usion e ects are very small, and these quantities are thus neglected.
In the simplest models the material ux depends only on the physical deposition or etching source and the surface orientation with respect to the source; its explicit dependencies are thus given by a function C(X; N), where N denotes the unit normal at the point X. In order to take source visibility and rescattering into account we will allow C to depend on the visibility of the point with respect to the source and its visibility with respect to the remainder of the surface. In the latter case, C depends on the position, local orientation, and global surface shape.
The simplest ux function C is independent of orientation, and occurs in isotropic etching and chemical vapor deposition. In another model, particles come in from a single direction and stick when they hit the surface. C then also has a simple form, proportional to cos( ), where denotes the angle between the incoming direction and the normal at the landing point in the surface. However, for many ion and etching processes, even when the surface is at, C has a signi cantly more complicated orientation dependence, primarily because of the crystalline structure of the surface. In experimental situations, C is usually measured as a function of the angle of the surface normal with respect to the the source. Fig. 1 shows such an etch rate for Al based on experimental data used in 7] . We use this function for validation experiments in a later section in this paper.
A mathematical description of the evolution process is obtained when the interface at time t is represented as the level set of a function (X; t) = 0. The interface evolution is then described in the form of a Hamilton-Jacobi equation 12], t (X; t) + H(X; ; r (X)) = 0;
H(X; ; r (X)) = C(X; ;
The second argument in the function H expresses its dependence on the global shape of the surface, including visibility e ects. The third argument expresses its dependence on local surface orientation e ects at the point X. In typical applications, H(X; ; N) is continuous with respect to position X, shape (in the topology of Lipschitz functions), and surface normal N. Hamilton-Jacobi equations can have many di erent weak solutions for the same initial condition. Crandall and Lions 1, 10] , in their study of Hamilton-Jacobi equations, determined that for very general initial conditions there exists exactly one solution which satis es a viscosity condition. The viscosity condition, stated in this context, asserts that the solution can be regarded as a limit of vanishing surface di usion. Therefore, even though surface di usion is not explicitly modeled it plays a key role in the selection of the otherwise nonunique solution.
In this paper we adhere to the following convention: the ux function C is de ned for unit normal vectors only, and the Hamiltonian H is de ned for arbitrary normal vectors by scaling the value for C by the length of the vector. This convection will allow us to move freely from the ux formulation to the Hamiltonian formulation. While the ux functions C have direct physical meaning, the Hamiltonian H is very convenient for stating admissibility conditions described later.
The Integral Equation
The incorporation of nonlocal e ects, such as source visibility, redeposition and resputtering, requires a scattering model. We formulate such a model for smooth regions in the interface and later generalize it to edges and corners.
We assume that the ux C at a point X decomposes into two parts:
C(X) = C sr (X) + C r (X):
Here C sr (X) represents the material ux per unit area at X which comes directly from the source, while C r represents the material ux due to redeposition. Material which fails to stick on rst contact with the surface will be scattered and may deposit on a second or later bounce. In principle, C sr can be computed directly from experimental data or analytic forms, and the global surface shape enters only to determine if the point X is visible with respect to the source. The component C r involves global surface shape in a more fundamental manner and requires a scattering model. In principle, C r is determined by the ejection of material along the surface. Ejection arises from the fact that only a fraction of the incoming material sticks while the remainder rebounds, and also because incoming material ejects material already present at the surface. We assume that ejected matter scatters di usely, i.e., according to a cosine distribution described below. View factors, well studied in the 4. Vf(X) is continuous at points where the interface is smooth.
We thus assume that the redeposited ux C r is of the form C r (X) = (VC e )(X). C e (Y ) denotes the ejected material ux from a point Y on the surface. (VC e )(X) then denotes the material deposited at X which it receives as ejected material from the rest of the surface. Given our de nition, C e must be non-negative to be physically signi cant.
C(X) = C sr (X) + VC e (X):
The literature contains many models of this form, and we mention a particular class involving sticking probabilities. The sticking probability S is a phenomenological parameter: particles stick with probability S. The assumption that those particles which do not stick scatter di usely and stick when they hit again leads to the following model. Denote by C t (X) the total amount of material ux originating from the source and landing at the point X. Then C sr (X) = S C t (X) and C e (X) = (1 ? S) C t (X). Therefore, in terms of C t , Model 1 C(X) = S C t (X) + (1 ? S) VC t (X);
An enhancement of this model is to allow arbitrarily many rebounds before sticking is guaranteed, which leads to a consistency relation between C and C t :
Model 2 C(X) = S C t (X) + (1 ? S)VC(X);
This model is equivalent to (I ? (1 ? S)V)C = SC t : (6) This equation can then be solved directly or iteratively for C.
Since edges and corners have zero measure in the interface, they do not contribute to the integral involved in the view factor operator. However, the de nition of the view factor operator V must be extended so that we can evaluate V sensibly for points on edges and corners, where normals are not uniquely de ned. (8) In this formulation we assume that the interface is smooth at the point Y , so that N(Y ) is uniquely de ned as a function of Y and does not need to be introduced as an additional argument of K.
De ne the view factor operator for arbitrary points X in the interface and arbitrary choice of the normal vector N as follows:
We will suppress the explicit N dependence when the interface is smooth near X and the normal therefore uniquely de ned.
Admissibility
The geometric model we use to describe an interface consists of a collection of smooth surfaces, joined along smooth edges, with edges joining at isolated corners. We make an additional assumption: no more than two smooth surfaces meet at a single edge.
The basic idea in front tracking is to determine the propagated interface after time t by propagating corners to new corners, edges to new edges and surfaces to new surfaces. There is, however, an important consideration: sharp features (edges and corners) can disappear or bifurcate into a complicated two-dimensional object; thus, a stability test is required. Such a test, establishing whether or not a sharp feature is preserved, has been established for Hamilton-Jacobi equations 1, 4, 10] and is known as the admissibility condition, or Oleinik condition, generalized in 4] to Riemann problems of dimensions d > 1. The determination of the (short time) evolution of such a feature is called a Riemann problem. The remainder of this section describes these in more detail.
De nition 1 An edge is convex y at a point if the in nitesimal part on the side of the gas (or ambient space) is convex. An edge is concave if the in nitesimal part on the side of the gas is concave.
As an example, the edges of a solid cube are concave. Near points interior to an edge, the in nitesimal model of the interface consists of two hyperplanes, which intersect in a line tangent to the edge. The edge will be either concave or convex unless the two half-spaces belong to the same plane, the interface thus being di erentiable at the point in question. This classi cation is exhaustive.
Let X be a point on an edge, and denote by N 0 and N 1 the normals of the two half- 
for all a i 0. Inadmissibility of the edge at the point X implies that the edge will bifurcate into a combination of edges and smooth surfaces (shocks and rarefaction waves). There is a well-known geometric construction describing this bifurcation, which involves a convex or concave hull of the Hamiltonian function H, see for instance 4, 11] . In the simulations presented here, this geometric construction is used to maintain the admissibility of the edge in the case of bifurcation to one shock and one rarefaction wave. More complex cases, such as bifurcation to multiple shocks, do not arise dynamically in the presented simulations.
At a corner, the in nitesimal model consists of three or more planar regions all intersecting at the corner, and pairwise intersecting along lines tangent to the edges running into the corner. In order to simplify the discussion of admissibility, we assume that corners have exactly three edges. See 4] for a general analysis in the PDE case (no integral equation), including a higher-dimensional generalization of the Oleinik admissibility condition.
y A subset of R N is said to be convex if for any two of its points, the subset also contains the line segment connecting these. A real valued function de ned on a convex subset of R N is said to be convex if the region above its graph is convex, while it is said to be concave if the region below its graph is convex.
De nition 2 A corner X is convex if the side of the gas (or ambient space) is in nitesimally convex at X. A corner is concave if the side of the solid material is in nitesimally convex at X.
As an example, the corners of a solid cube are concave. Corners which are neither convex nor concave are common, such as the top corners of a square hole.
Convexity (respectively, concavity) of a corner requires that all edges running into the corner are convex (respectively, concave). Denote by N 0 , N 1 and N 2 the unit normal vectors of the three smooth regions intersecting at the corner. When the corner is convex or concave,
we de ne N(X) as the set of vectors of the form a 0 N 0 + a 1 N 1 + a 2 N 2 , for a i 0. As before, when the corner is convex, any N 2 N(X) points into the side of the gas or ambient space, while if the corner is concave the opposite ?N of such a vector points into the solid material.
For a general corner X on the intersection of arbitrarily many surfaces, a more sophisti- 
for all a i 0.
If a corner is inadmissible, it will bifurcate into a combination of admissible corners, edges and smooth surface components, as discussed in 4]. For experiments where the Hamiltonian depends solely on the given source ux, these conditions are easily veri ed. We now discuss how the view factor terms a ect the admissibility of a point on an edge or a corner. We seek to relate the admissibility with respect to H to the admissibility with respect to H sr . Note that the normal is not well-de ned for X on an edge or corner, so that our notion of \visible to each other" does not apply. However, for X on an edge or corner which is convex, We can summarize the earlier results in the following theorem, which will be used later on in the proof of Theorem 2.
Theorem 1 Let X be a point on a convex or concave edge, or a convex or concave corner of at most three edges in the interface. Consider the function:
: N(X) ! R; (N) = VC e (X) = C(X; N) ? C sr (X; N):
If C e is non-negative, is the restriction of a non-negative convex function, while if C e is non-positive, is the restriction of a non-positive concave function. If X is on a convex edge or a convex corner, then is the restriction of a linear function to N. Proof: By Proposition 1, = VC e (X) is convex in N and is non-negative for nonnegative C e . Let C e be non-positive. Then, by Proposition 1, V(?C e ) is non-negative. Also, V(?C e ) = ?VC e , implying ?VC e is non-negative, and VC e is non-positive. Also by Proposition 1, V(?C e ) = ?VC e is convex as a function of N. Thus VC e is concave in N.
This proves the rst point. The second point follows directly from Proposition 2.
The global Hamiltonians H are determined through the ux coe cients, as in Section 2.1. H is the sum of a component H sr , determined by the source alone (including visibility to the source), and a part H r which is determined by particle resputtering. While H sr can be regarded as being known a priori, H r is changing dynamically. We therefore need a constructive method for the veri cation of admissibility conditions.
Note that the admissibility conditions formulated in (10)? (13) As noted above, the admissibility conditions (10) and (12) Remark: We note that such admissibility equivalence does not exist for concave edges and corners. At concave edges and corners, H e 0 implies by Theorem 1 that the function VH e will be a convex function. Thus, as H = VH e + H sr , admissibility with respect to H according to (11) and (13) 
The Propagation Algorithm
For every time step, a new interface is determined by propagating corners to new corners, edges to new edges, and surfaces to new surfaces. For each of these structures, the mesh points are propagated to points in the new interface according to the material ux.
Surface Propagation
Surfaces in the interface represent the smooth regions of the substrate. These surfaces are triangulated to provide a discrete mesh. Thus, surfaces are comprised of vertices in the triangulation which are neither on corners nor on edges. Surfaces are triangulated in such a way that where two surfaces intersect in a common edge, the triangles of each surface match across the edge, sharing common mesh points on the edge.
The rst step in the algorithm is the determination of the material ux function C for smooth regions of the interface. Here we must solve an integral equation based on the evolving surface. We accomplish this by triangulating the surface and using the triangles as a nite element basis for the model equations. For every vertex X in the interior of a surface, we must calculate C(X). Given a triangle T in the triangulated surface, our physical model allows us to de ne directly the total triangle ux function C t (T ). This is determined as in (3) or (4) by the source ux C sr and the ejected ux C e , or the redeposited ux C r , for each triangle T. Once these values are calculated, the total ux per unit area at X is computed by a weighted average of the uxes of the triangles containing X as a vertex: if 4(X) is the set of triangles that contain X as a vertex, then
is the total ux at X per unit area. The algorithm then determines C(X) by solving equation (6) . Notice that if S is su ciently close to 1, the Neumann series of the operator I ?(1?S)V converges very fast to its inverse. Our algorithm uses this series when appropriate, or a more general inversion scheme when the sticking probability S is small. We note that C e , the ejected material ux, can be expensive to compute, as is the case for Model 2 with small sticking probability. Since the ejected ux C e of triangles has global e ects utilized in the propagation of edges and corners, we store these data for use in the remainder of the propagation step.
Once the material ux C(X) is known for a surface point X, the normal velocity at X is determined. The tangential velocity, however, remains undetermined. Since we desire an unbiased propagation algorithm, we only propagate in the normal direction. We point out that propagation according to the \method of characteristics," natural for HamiltonJacobi equations, is also a reasonable alternative. X therefore propagates to the point X ? C(X) N t, where N is the unit normal at X. The normal at X is computed similarly to the ux at X: the normal of every triangle is computed, and the normal at X is de ned as the average of the normals of each triangle having X as a vertex, weighted by area.
Edge Propagation
Edges lie on the intersection of two surfaces. Thus, the surface normal has a jump discontinuity along an edge. We next consider the propagation of a point X which is interior to an edge, that is, not a corner.
For an admissible edge point X, its propagation is given through its velocity V (X), which is determined by consistency on each side of the edge: V (X) N 0 = C(X; N 0 ); (15) V (X) N 1 = C(X; N 1 ):
These equations are a form of a Rankine-Hugoniot condition 4], and uniquely determine the velocity V (X) except for its component tangential to the edge. Again, we perform normal propagation and choose V (X) to be perpendicular to the edge, so that V (X) is uniquely determined and X propagates to X + V (X) t.
We test the propagated edge to verify that it satis es the admissibility condition given by (10) or (11) for convex or concave edges, respectively. An edge is sometimes propagated to a new edge that is inadmissible, resulting in a bifurcation into edges and smooth regions. In these simulations, the only bifurcation dynamically arising is a bifurcation into an admissible edge and connected smooth region (one shock and one rarefaction wave). In the case of convex (respectively, concave) edges, the convex (respectively, concave) hull of the Hamiltonian function H determines the location of the admissible edge 4, 11] . The smooth region is treated as part of the surface connected to the edge.
Corner Propagation
Let X be a three-faceted corner in the interface, and denote the three surface normals at X by N 0 , N 1 and N 2 . If the corner X is admissible, which is the case for all simulations presented here, we need to determine its propagation velocity V (X). This velocity V (X) is again determined by consistency with respect to the surfaces in the interface that intersect at X. V (X) N i = C(X; N i ); i = 0; 1; 2: This system of equations determines V (X) uniquely, and X propagates to X + V (X) t.
We test the propagated corner to verify that it satis es the admissibility condition given by (12) or (13) for convex or concave corners, respectively. In the simulations presented here, bifurcations of the corners do not dynamically arise.
Self-intersections Avoided
As the front is propagated through successive time steps, complications can arise in the triangulation representing the interface. If the distance that points propagate within a time step is too large relative to the interface mesh size, arti cial self-intersections of the interface can occur between neighboring points. To prevent this, the maximum time step allowable is dependent on the size of the interface mesh. Thus, small mesh sizes create an obstacle to long-term numerical results.
However, as the front is propagated, we must expect that some points will move toward each other. Thus, some triangles and their edges will decrease in size. Left unaddressed, the time step allowable will approach zero. We avoid this incapacitation by occasionally retriangulating the interface, merging small triangles into other elements of the interface. By removing elements of insigni cant detail, we can maintain uniformly large time steps for our computation. Similarly, as points tend to move apart in surfaces and curves, triangles become increasingly large. To avoid loss of signi cant detail, triangles must be subdivided. Details on retriangulation of the interface can be found in 2, 3, 5] .
During surface evolution, disparate points of the surface may intersect each other. A common example is the closing of the top of a trench. In front tracking, intersection routines check for such occurrences. An example is provided by the nal step of the simulation shown in Fig. 4 . When such intersections are detected, intersection removal routines are used to restore a physical interface.
Intersection removal proceeds through two steps. The rst step is to insert the intersections (as objects of dimension 1) into the self-intersecting surface. Thus, each self-intersecting surface or intersecting pair of surfaces in R 3 will have curves installed along the intersections, and will then be broken up into a union of non-intersecting surfaces. All the interface triangles and intersection curves must be properly installed in the interface data structure. This results into an interface with no self-intersections but an inconsistent embedding in R The second step in intersection removal is to identify certain components as non-physical. The minimal algorithm, in terms of physical complexity, is to remove surfaces bounding the non-physical components. Depending on the physical context, new surfaces and components may also be introduced in their place.
These delooping procedures, which are beyond the scope of the present paper, have been developed as part of the general three-dimensional front tracking algorithm to accurately resolve self-intersections in three-dimensional geometric interfaces 3], and will be discussed in subsequent papers. See the discussion in 5] for the same issues in the two-dimensional front tracking code, for which delooping is a well developed and robust algorithm. Ref. 5] speci cally details the steps which allowed construction of a robust algorithm in two dimensions.
Validation and Experiments
In this section we present three validation studies, each a comparison with independent twodimensional computations, which themselves have been validated by comparison to experiment. Three-dimensional experimental data of use for validation are virtually non-existent. Our three-dimensional simulations, in the case of pure di erential equations (no integral terms), can be validated by comparison to the explicit analytic solutions from our study 4] of Riemann solutions. We omit such results here, but show a nontrivial three-dimensional simulation with integral terms included.
Ion etching
Our rst experiment concerns ion etching and was considered in 6] where a two-dimensional front tracking scheme was used. The source is a unidirectional ion bombardment with the etch rate solely dependent on the local surface orientation. We de ne to be the angle 
Ionized metal sputter deposition
A later study 7] considered a more complex process of ion magnetron sputter deposition containing two species. In this process, the deposition material is sputtered from a metal target, after which the metal particles enter a plasma chamber. Within the plasma, some of the particles are ionized. We de ne the neutral:ion ratio to be : . The ionized particles are accelerated toward the substrate by a magnetic eld. This study assumes that the ionized particles have a unidirectional distribution with direction vector z, oriented from the substrate toward the source. We also need to consider the visibility of the source to the point X on the surface: let (X) = 1 if the source is visible to X along the direction z, and 0 otherwise. The ux term for the metal ions is thus (X)(N(X) z) + . However, the incoming ions can reach energy levels large enough to dislodge material from the substrate upon impact. This material will be redeposited elsewhere on the surface. If the etch rate is Y( ), with de ned as in Section 4.1, then the ux due to this resputtering is (? (X)Y( )+ V (X)Y( )). Finally, we assume the neutral particles to have a cosine distribution. We obtain the neutral ux at a point X on the surface by integrating over the portion of the source target visible to X, so that the neutral ux is Here we assume that resputtered material rebounds only once (thus, we use Model 1 of Section 2.2).
To approximate the e ects of a nite overhead source, the range through which a surface point can receive sputtered particles, known as the collimation angle, was restricted in 7] to 52 degrees from the source direction. We follow this procedure in our example.
In our second validation experiment the neutral:ion ux ratio is 1:1 while resputtering is ignored, i.e., the yield Y = 0. The aspect ratio for the trench is 2. The results of this study are shown in Fig. 2(b) . The results agree with those of 7]. Our third validation example simulates a magnetron ion sputtering process into a rectangular trench. In this study, we again have the presence of a neutral ux. In addition, we have a nontrivial yield. The etching yield of the incoming Al metal ux is a rotationally symmetric nonconvex function shown in Fig. 1 . The aspect ratio is 2.25, and the neutralto-ion ux ration is 1:1. A time sequence of the cross-section of this study is shown in Fig.  2(c) . The results agree with those of 7] .
The high sputtering yield in this experiment leads to large amounts of material redeposited elsewhere on the surface. In the presence of the di use ux of redeposited material, plus the complementary presence of the di use neutral ux, visibility becomes highly significant in determining the evolution of the surface. Points that are highly visible receive more material, resulting in the rapid growth at the top of the trench. A void is eventually formed when the surfaces intersect.
Figs. 3 and 4 display three-dimensional images depicting the surface evolution under the conditions of this third experiment. In particular, Fig. 4 shows the interface at the moment of self-intersection, when the top of the trench is sealed o , ensuring the presence of a void. A speci cally three-dimensional aspect of this computation is that pinch o occurs rst at the trench center. Other three-dimensional aspects are found in the details of the solution geometry near the trench corners. 
