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Abstract
The work presented in this thesis concerns the study of complex nanoﬂuids. The interaction
of particles in dispersions under the inﬂuence of electric and magnetic ﬁelds has been studied.
The main focus has been the investigation of the behavior of carbon particle dispersions.
A novel type of carbon material, namely carbon cone (CC) material, has been charac-
terized using atomic force microscope, scanning tunneling microscope and scanning electron
microscope. The CC material is a mixed powder consisting of carbon particles with the
shape of disks and cones and a small amount of amorphous carbon particles. The length or
diameter of the particles vary between 0.5-5 μm with thickness varying between 10-50 nm.
The results conﬁrm the cone angles as predicted by theory. The various microscopy images
show that the surfaces of the particles seem corrugated. It should be noted that it is the
mixed particle powder which it is referred to when it is written ”carbon cone particles” or
”CC particles”.
The dispersion of CC particles in silicon oil was studied under the inﬂuence of an electric
ﬁeld. The particles were found to align in an ac electric ﬁeld and structure formation was
observed at very low electric ﬁelds. The growth rate was found to vary exponentially with
the electric ﬁeld. The structure formations were permanent(under zero shear rate), not
dissolving when the electric ﬁeld was turned oﬀ. This was attributed to the strong Van der
Waals forces associated with carbon particles.
Electrorheological measurements were carried out for dispersions with varying CC particle
concentrations. All samples showed a Bingham ﬂuid behavior with a ﬁnite yield stress. The
yield stress was found to depend only weakly on the electric ﬁeld. The results showed
that the ER eﬃciency as measured by the relative increase in viscosity compared to the
zero ﬁeld viscosity, increases with decreasing concentration with a maximum factor of ∼10
for the dispersion with lowest particle concentration. This is relatively low compared to
commercial ER ﬂuids and was attributed to the high conductivity of the particles and to
the low relaxation frequency as determined by impedance measurements. The structure
formations could be used to produce one dimensional conductive paths in composites.
Carbon cones were also dispersed in ferroﬂuid to observe their behavior in a magnetic
ﬁeld. A small increase in the viscosity was obtained for CC in a ferroﬂuid and this was
attributed to purely hydrodynamic forces. No evidence of CC particle alignment was found.
The interaction of non-magnetic spherical particles (magnetic holes) in a ferroﬂuid was
studied and used to develop a microrheological method for measuring the local viscosity of
the ferroﬂuid itself. By using two magnetic holes which oscillate in a rotating magnetic ﬁeld,
xi
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the apparent viscosity of the ferroﬂuid was determined. The advantage of this method is the
small sample volume needed.
Chapter 1
Introduction
This work focuses on the study of rheological behavior of complex ﬂuids, including elec-
trorheological (ER) ﬂuids and magnetorheological (MR) ﬂuids including ferroﬂuids (FF).
The main part concerns the use of a novel form of carbon, namely carbon cone (CC) mate-
rial, as the solid phase in ER ﬂuids. The CC material consists mainly of conical and disk
shaped carbon particles. The particles have been mixed with silicon oil and studied under an
applied electric ﬁeld. The main purpose was to investigate the possibility of creating ordered
structures formed under inﬂuence of an electric ﬁeld. The resulting micro structures could
be used as conductive paths in composites.
The second part concerns the investigation of CC particle behavior and interaction in a
ferroﬂuid under an applied magnetic ﬁeld and the development of a microrheological method
employing the particle interaction of two oscillating magnetic holes for measuring the local
viscosity of a ferroﬂuid.
Four scientiﬁc papers and one technical report are included in this thesis.
P1 gives an overview over the experimental work done on the CC material. The candidate
has contributed with AFM/SEM characterization of the particles and the experimental work
concerning the behavior of CC dispersions under an electric ﬁeld. The candidate took part
in the revision of the article.
P2 describes the chain formation of CC particles in silicon oil under an applied electric
ﬁeld. The growth rate vs electric ﬁeld is described and a mechanism proposed. The candidate
contributed with the complete experimental work and data analysis and wrote the ﬁrst and
edited versions of the article.
P3 is an electrorheological study of the system described in P2, but with samples of
higher particle concentrations. The candidate contributed with all the experimental work
except the magnetorheological measurements. The candidate carried out the data analysis of
the ER measurements and wrote the ﬁrst version of the article and edited versions together
with the co-authors.
P4 concerns the interaction of two magnetic holes in a ferroﬂuid and how this interac-
tion may be used to measure the local viscosity of the ferroﬂuid itself. The candidate has
contributed to the article by carrying out the experimental work and analysis and writing
the ﬁrst version of the article and the edited versions together with the co-authors.
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Technical report (TR): Characterization of the carbon material used was an important
part of the work. This lead to intensive study and use of AFM/STM technique. The report
gives a summary of the techniques and the results and is intended for internal use at the
Institute for Energy Technology. It is therefor written in a more ”popular” style.
Chapter 2
Complex ﬂuids
Fluids that exhibit mechanical properties in between that of regular liquids and solids are
often referred to as complex ﬂuids. They may seem to be rather solid, but eventually begin
to ﬂow. Examples of complex ﬂuids include mayonnaise, cheese, chocolate, blood, shampoo
and tooth paste. Some complex ﬂuids change character upon modest deformations or when
an external force is applied. Fluids that respond to external electric or magnetic ﬁelds are
called electrorheological (ER) ﬂuids and magnetorheological (MR) ﬂuids respectively. Both
these kinds of ﬂuids contain particles which interact due to an electric or magnetic moment,
causing the dipole moment to align with the applied ﬁeld. Neighboring particles will interact
causing chain formation. This structure formation results in an apparent increase in viscosity
due to the increased shear stress necessary to break the structures to cause the ﬂuid to ﬂow.
The possibility of tuning the viscosity by controlling an external ﬁeld, makes these kinds of
ﬂuids interesting for many applications ranging from automotive clutches to prosthetic knee
dampers [1]. Another kind of complex magnetic ﬂuid is the ferroﬂuid (FF) which consists of
nanosized permanent magnetic particles in a organic or water based liquid. In a magnetic
ﬁeld the magnetic moments of the particles align with the ﬁeld causing a net magnetization
of the ﬂuid. Due to the small sizes of the particles thermal motion hinders structure buildup
at low magnetic ﬁelds hence no change in viscosity is observed. At high ﬁelds the apparent
viscosity may increase substantially.
Research on complex ﬂuids focuses on many aspects including the development of new
materials suitable for electro or magnetorheological applications, understanding the inter-
action mechanisms of particle-particle and particle-ﬂuid under an applied ﬁeld and on the
stability of these ﬂuids. All of these aspects are important when considering an application.
This work is an experimental study concerning various nanoparticle dispersions and their
behavior in an external ﬁeld. The properties of a unique carbon powder consisting of conical
and disk shaped particles and their electrorheological and magnetorheological eﬀects in dis-
persions are studied. Also the interactions of non-magnetic spherical particles in a ferroﬂuid
is investigated and used as a microrheological method to measure the local viscosity of the
ferroﬂuid.
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Figure 2.1: ER/MR ﬂuid at zero ﬁeld (left) and under an applied ﬁeld (right).
2.1 Rheology
Rheology is the study of the deformation and ﬂow of matter under the inﬂuence of an applied
stress. Shear stress τ , is the force that a ﬂowing liquid exerts on a surface, per unit area, in
the direction parallel to the ﬂow. The shear rate γ˙, is the velocity gradient perpendicular to
the direction of shear. For Newtonian ﬂuids the relation between the shear stress and the
shear rate is linear and is given by
τ = ηγ˙, (2.1)
where η is the viscosity. However most ﬂuids do not show such behavior, meaning that η is
a function of the shear rate, η = η(γ˙), often called the shear viscosity. Such ﬂuids are called
Non-Newtonian ﬂuids. Fluids where the viscosity decreases with increasing shear rate are
called shear-thinning ﬂuids. Fluids with the opposite behavior are called shear-thickening.
Suspensions and emulsions are typically Non-Newtonian ﬂuids.
Figure 2.2 shows the diﬀerence in shear response for Newtonian, shear-thinning, shear-
thickening and Bingham ﬂuids.
The viscosity of a ﬂuid is also strongly temperature dependent. For Newtonian ﬂuids the
viscosity decreases for increasing temperature, approximately according to the relation
η = A exp(
−B
T
), (2.2)
where A and B are ﬂuid dependent constants and T is the temperature. In general, the
greater the viscosity, the stronger is the temperature dependence.
Bingham ﬂuids are Non-Newtonian ﬂuids characterized by a yield stress, τy. As opposed
to Newtonian ﬂuids they can transmit a shear stress without a velocity gradient. A Bingham
ﬂuid begins to ﬂow only when the shear stress is larger than the yield stress. Hence the ﬂuid
behaves as a solid below the yield stress and as a liquid above. The relation between shear
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Figure 2.2: General ﬂow chart of various kinds of ﬂuid behaviors. The dynamic yield stress
τy is characteristic for Bingham ﬂuids and is found at the intersect with the y-axis.
stress and shear rate for a Bingham ﬂuid is given by
τ = τy + ηplγ˙, (2.3)
where ηpl is the plastic viscosity. It should be noted that in equation 2.3 the yield stress τy
is the dynamic yield stress which is an extrapolated value from the plateau region in a plot
(in log-scale) of shear stress vs. shear rate. The static yield stress is deﬁned as the minimum
shear stress required to induce continuous shear ﬂow in an initially static sample. The two
values are usually not equal [2].
2.1.1 Suspensions
For suspensions composed of ideal hard spheres the shear viscosity η may be predicted using
the formula
η = ηs(1 + 2.5Φ), (2.4)
where ηs is the viscosity of the solvent and Φ is the particle volume fraction. This formulae is
valid only for low volume fractions (Φ ≤ 0.03) as it assumes no particle-particle interaction.
In the case of two neighboring spheres they will experience hydrodynamic interactions which
leads to a contribution to η proportional to Φ2. A more general empirical equation for the
viscosity of suspensions of particles of any shape is the Krieger-Dougherty equation given by
[3]
η = ηs(1− Φ
Φm
)−[η]Φm , (2.5)
where [η] is the intrinsic viscosity deﬁned by
[η] = lim
Φ→0
η − ηs
Φηs
, (2.6)
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which depend on particle shape. For spheres [η] = 2.5. In equation (2.5) Φm is the maximum-
packing volume fraction, which for hard spheres is Φm ≈ 0.63 − 0.64 [4]. As a general
observation [η] increases with particles aspect ratio, and Φm decreases. Hence the product
[η]Φm usually remains in the range 1.4− 3.
2.2 Electrorheological ﬂuids
2.2.1 Introduction
Winslow discovered the electrorheological (ER) eﬀect in 1939 by chance. He observed that
particles suspended in oils formed chain like structures when exposed to an electric ﬁeld,
and that the chains dissolved when the electric ﬁeld was turned oﬀ again. His ﬁndings were
patented in 1947 [5] and he published his observations in 1949 [6]. Due to his thorough
description of the ER eﬀect it is often named the Winslow eﬀect.
ER ﬂuids consist of an insulating ﬂuid with a dispersed phase which may be liquid or
solid. Solid phases used include silicate ceramics, conductive organics and polymers. Also
carbonaceous particles as the dispersed phase have been studied, including cokes, carbon
blacks, and fullerene type materials [7, 8, 9, 2, 10, 11]. The particles usually have sizes
ranging from 0.1 to 100 μm. Volume fractions between 0.05 and 0.5 are common. When
an electric ﬁeld of 50-5000 V/mm is applied the particles interact with each other due to
induced dipole moments. Depending on the angle between the direction of the ﬁeld and
the line connecting two neighboring particles the force will either be attractive or repulsive.
The attractive forces cause the particles to form chain-like structures. The increased order
of the suspension leads to an increase in the apparent viscosity which may be as high as
100000 times the viscosity at zero ﬁeld, and the change may take place on the order of
milliseconds. The rapid change from liquid to solid behavior makes ER ﬂuids suitable for
various applications. Certain properties are desirable for application purposes [12]; a) the
ER ﬂuid must show a high yield strength at a high electric ﬁeld, b) low current density, c)
strong ER eﬀect in a wide temperature range, d) short response time and e) high stability.
Current applications of ER ﬂuids include clutches, brakes, damping devices, hydraulic vales
and shock absorbers. In the following sections the ER mechanism, parameters inﬂuencing
the ER eﬀect and the characterization of ER ﬂuids will be discussed.
2.2.2 Electrorheological Mechanisms
The physical mechanisms responsible for the ER eﬀect are complex and still under dispute.
There have traditionally been two main models that try to explain the ER mechanism,
the polarization model and the conduction model. In addition there are other proposed
mechanisms that may only partly explain the observed eﬀects. These include explanation
by electrophoresis due to net charge, overlap of electric double layers, and the water bridge
mechanism.
The polarization mechanism [13, 14] explains the ER eﬀect by a ﬁeld induced polarization
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of the particles relative to the ﬂuid. The main parameter is the permittivity mismatch βperm
between the diﬀerent phases given by
βperm =
εp − εs
εp + 2εs
, (2.7)
where εp and εs are the permittivities of the particles and solvent respectively. The polar-
ization of the particles may be electronic, atomic, dipolar or due to interfacial charges, and
the particle may be described as a dipole aligned with the electric ﬁeld. Neighboring dipoles
are attracted to each other when aligned with the ﬁeld, resulting in a chain structure which
leads to an increase in the apparent viscosity.
In the conduction model as proposed by Foulc and Atten [15] the important parameter
is the conductivity mismatch Γ between the particles and the solvent given by;
Γ =
Σp
Σs
, (2.8)
where Σp and Σs is the conductivity of the particle and the solvent respectively. A voltage
drop occurs in the region between to neighboring particles producing a strong electric ﬁeld.
The conduction model lead to a linear variation of the force on the electric ﬁeld at high ﬁelds
(> 1kV/mm). A parabolic dependency of the force is found at low ﬁelds (< 1kV/mm).
The cause of the ER eﬀect has also been explained by electrophoresis. Electrophoresis
occurs when particles have a net surface charge. The charged particles will migrate to the
electrode of opposite charge. This may result in a back and forth motion as many particles
may change their charge upon contact with the electrode. The motion creates a secondary
ﬂow which increases energy dissipation leading to an increase in the apparent viscosity.
Klass and Martinek [16] explained the ER eﬀect by the polarization of the double layer.
A charged particle in a ﬂuid will be surrounded by counter ions to balance its charge. This
creates an electric double layer. This layer will be distorted under an electric ﬁeld and interact
with neighboring layers causing increased electrostatic repulsion which in turne increases the
viscosity.
Water may create bridges between particles which may cause an increase in viscosity
because of the work needed to overcome the surface tension of water in breaking the water
bridges. This eﬀect may partly explain some ER results, but cannot be the main mechanism
as there also exist anhydrous ER ﬂuids.
Recently a new model based on the eﬀective dielectric constant formulation has success-
fully predicted yield stress, shear modulus and the real and imaginary parts of the dielectric
constant of various systems [17]. The model relates the ER yield stress to the electrostatic
energy of the system. This model may also describe the observed giant electrorheological
eﬀect (GER) as observed by Wen et al. [18] which is explained by surface saturation polar-
ization. Hence more surface area would enhance the ER eﬀect, which explains the strong
eﬀect seen with the nanosized particles.
In many cases the simple polarization model may explain many of the observed eﬀects
hence in the following section it is discussed in more detail.
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Figure 2.3: Explanation of symbols, vectors and unit vectors used in the polarization model.
Polarization model
Using the point-dipole approximation and assuming that εp/εs is near unity the electric
dipole moment u of an isolated sphere in a ﬁeld E is given by
u = βa3E, (2.9)
where β is given as in equation 2.7 and a is the particle radius. At dc ﬁelds or slow ac ﬁeld
β is determined by the conductivities rather than by the permittivities of the particles and
medium [8].
The interaction potential between two particles i and j is given as
Wi,j = −4πε0εsu
2
s3ij
(3 cos2 θij − 1), (2.10)
where sij is the magnitude of the separation between the particle, ε0 is the permittivity of
space and θij is the angle between the ﬁeld and the line joining the two particles as shown
in ﬁgure 2.3. The force on particle i produced by particle j is then given by
Fdipoleij =
12πε0εsu
2
s4ij
[(3 cos2 θij − 1)er + sin 2θijeθ], (2.11)
where er is a unit vector parallel to the line joining the centers of the two spheres and eθ is
a unit vector perpendicular to er.
The hydrodynamic forces may be approximated using Stokes’ drag given by
Fviscousi = −6πηsav, (2.12)
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Energy Scale
Thermal kbT
London-van der Waals A/12δ
Electrostatic 4πε0εsΨ
2a
Polarization πε0εsa
3(βE)2
Viscous 6πηsa
3v
Table 2.1: Forces acting in an electrorheological suspension and their scaling.
where v is the velocity of the particle.
A steric repulsive force Fsterici =
∑
j =i Fstericij must also be included since the Stokes’ drag
approximation does not include lubrication forces produced when particles approach each
other.
Brownian forces may be included when the particle sizes are below a certain value. In
the present study the majority of the particles were too large for Brownian forces to be
signiﬁcant. By assuming the Hamakar constant to be A = 5kbT and δ=10 nm (δ=minimum
particle-particle distance), we get the ratio between Brownian and van der Waals (vdw)
forces to be Brownian/vdw≈ 10−2. This shows that vdw forces are dominant over thermal
forces in our system. Table 2.1 gives an overview over the characteristic inter-particle inter-
action energies in an ER suspension. Ψ is the surface potential.
2.2.3 Parameters inﬂuencing the electrorheological eﬀect
Parameters which inﬂuence the ER eﬀect are the dielectric properties and the conductivities
of the ﬂuid and particles, the viscosity of the ﬂuid, the electric ﬁeld (value and frequency),
volume fraction of the particles, shape, size and surface charge of the particles. The inﬂuence
of the dielectric properties on the ER eﬀect has been studied by Ikazaki et al. [19] among
others. They conclude that the ER eﬀect increases with increasing Δε where
Δε = εbrf − εarf , (2.13)
is the diﬀerence between the values of the dielectric constant at frequencies below (subscript
brf ) and above (subscript arf ) the relaxation frequency of the ER ﬂuid. The relaxation
frequency of a good ER ﬂuid is usually in the range 100 − 105 Hz and is seen as a local
maxima in the dielectric loss curve. Many studies concern the inﬂuence of particle shape on
ER ﬂuids [20, 9, 21]. Qi et al. [20] studied spheres and rods and found that in general the
larger the particle that are used the stronger the ER eﬀect. They also found that the shear
stress for the spherical particles where much higher than that of the rod-based ER ﬂuids.
They explained this result as a result of entanglement of the rods, which led to less alignment.
This is opposite to the ﬁndings by Wen et al. [18] where the giant electrorheological eﬀect
is observed using nanosized particles. Mustafa et al. [9] found that oblate graphite particles
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Figure 2.4: Carbon cone/disk chains formed at 58 V/mm, f=50 Hz.
in glycerol show higher apparent viscosity than in the case of nearly spherical particles.
This was reversed when the particles were dispersed in water, proving that the viscosity
of the dispersing ﬂuid may inﬂuence the resulting ER eﬀect. Lengalova et al. [21] studied
particles of various materials with shapes of ﬂakes, granules, globules and fragments all mixed
with silicon oil. They found that at low shear rates, the viscosity of the ﬂake particle ER
ﬂuids showed higher apparent viscosity than expected, which only could be explained from
increased hydrodynamic interactions due to the asymmetry of the particles.
2.2.4 Characterization
There are several ways that the ER eﬀect is studied and characterized. The most common is
to carry out rheological measurements at zero ﬁeld and at various electric ﬁelds, measuring
the shear stress vs shear rate. The typical behavior of an electrorheological ﬂuid under
the inﬂuence of an external electric ﬁeld is characterized by the Bingham ﬂuid model. The
constitutive equation for a Bingham ﬂuid is
τ(γ˙, E0) = τy(E0) + ηplγ˙, (2.14)
for τ > τy, where E0 is the applied electric ﬁeld. The plastic viscosity ηpl will in general
decrease with increasing shear rate, approaching the zero ﬁeld viscosity for high shear rates.
This shear-thinning behavior can be explained by chains or columns in the ER suspension
which are gradually broken down by the increasing shearing.
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Figure 2.5: Increase in current with time for CC particles in silicon oil for samples with
concentrations 2, 3 and 5 wt%. Electric ﬁeld 58 V/mm and f=50 Hz .
The yield stress τy is found theoretically and experimentally to follow the relation
τ(E0) ∝ ΦΔEα0 , (2.15)
where Φ is the volume fraction of particles. The polarization model [13, 14] predicts that
Δ = 1 and α = 2. For low and moderate ﬁeld strengths α ≈ 2 has been observed. For high
ﬁelds, the magnitude of α decreases somewhat [1]. The conduction model predicts 1 < α < 2
[15].
A typical value for the yield stress of commercial ER ﬂuids is 1kPa at high ﬁeld strengths.
However in 2003 a new ER ﬂuid with a yield stress of 130 kPa was made by researchers in
China [18].
For application purposes the response time of the ER ﬂuid is an important parameter.
Some papers report on the visual observation of chain formation [18, 22] making it possible
to study the chain growth rate. A dilute drop of the ER ﬂuid is placed in a gap between two
electrodes under a microscope and a video recording captures the process of chain formation.
The structure formation may also induce a conductive path through the insulating ﬂuid.
Hence a measure of the amount of ordered structure is given by the increase in conductivity
vs time [23]. An example of increase in conductivity measured by the increase in current
through the cell in samples of carbon cone particles in silicon oil, is shown in ﬁgure 2.5.
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2.3 Magnetic ﬂuids
In the literature the term magnetic ﬂuids is many times used to describe both magnetorhe-
ological ﬂuids(MR) and ferroﬂuids (FF). It must be noted that these two kinds of ﬂuids are
not equal and they show diﬀerent behavior in a magnetic ﬁeld. The next sections discusses
the characteristics of MR ﬂuids and ferroﬂuids and how they diﬀer.
2.3.1 Magnetorheological ﬂuids
MR ﬂuids consist of 1-10 μm sized magnetically polarizable particles (typically carbonyl
iron (CI)) in a carrier liquid. The liquid is usually a synthetic hydrocarbon liquid. Under an
applied magnetic ﬁeld the particles magnetize and align with the ﬁeld. The particles interact
with each other through dipole-dipole interactions leading to the formation of chains. The
increased structural order causes an enormous change in the viscosity, on a timescale of
milliseconds. When the ﬁeld is removed, the original suspension and properties are restored.
This mechanism was initially reported by Rabinow [24].
As for ER ﬂuids, a magnetic polarization model may be used to describe the interaction
causing the MR eﬀect. Two magnetically polarized particles (i, j ) with dipole moment σ
have an interaction energy given by
Wi,j = − σ
2
4πμ0s3ij
(3 cos2 θij − 1), (2.16)
where σ = 4
3
πa3μ0χpH, μ0 = 4π·10−7N/A−2, χp is the magnetic susceptibility of the particles
and H is the magnetic ﬁeld.
Characterization of MR ﬂuids is similar to that of ER ﬂuids and it has been determined
by Ginder et al. [25] that the yield stress scales with H3/2 and not as H2 due to the magnetic
saturation. As discussed previously the yield stress of ER ﬂuids scales with E2 in most cases.
Applications using MR ﬂuids include automotive clutch, brakes for exercise equipments,
polishing ﬂuids, seat dampers, prosthetic knee dampers, actuator systems and shock ab-
sorbers [1]. The main problem of MR applications is the cost of the carbonyl iron particles.
Also in some applications the problem of particle sedimentation is crucial. This is not a prob-
lem for applications where the ﬂuid is regularly shaken, but for applications like earthquake
dampers where the ﬂuid may be at rest for years. Recent production of new kind of MR
ﬂuid consisting of multiwalled nanotube [26] and single wall nanotube added carbonyl-iron
suspension have been reported by Li et al. [27]. They found that the addition of SWNT
reduced the sedimentation of CI without altering the MR properties. Another problem for
application purposes is related to the oxidation of iron. If the particles are oxidized the
magnetizability disappears.
2.3.2 Ferroﬂuids
The development of ferroﬂuids was a result of the necessity of NASA to have a moving
liquid fuel in the gravity-free environment in space. In the 1960’s NASA sponsored research
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Figure 2.6: Nanosized particles with surfactant layer. Not drawn to scale.
which led to the development of ferroﬂuids. A ferroﬂuid consists of nanoscale ferromagnetic
particles (typically magnetite particles) suspended in a liquid carrier, usually an organic
solvent or water. A schematic ﬁgure of a ferroﬂuid is shown in ﬁgure 2.6. Other types
of ferroﬂuids include metal in metal colloidal systems and paramagnetic salt solutions. In
a conventional FF consisting of particles in a host liquid, the particles are coated with a
suitable surfactant in order to prevent aggregation. The size of the particles are typically
10 nm, with the layer of surfactant being 2-3 nm thick. Each particle contains a single
permanent ferromagnetic domain. The volume fraction of particles is typically around 7%,
which, including the surfactant layer gives a hydrodynamic volume fraction of about 23%
[28]. Ferroﬂuids diﬀer from MR ﬂuids in two ways; the magnetic ﬁeld within each particle is
permanent, and the particles are much smaller than particles used in MR ﬂuids. Due to the
small sizes of the particles Brownian motion disrupts the formation of chains keeping the
viscosity unchanged at low ﬁelds, unlike MR ﬂuids which become strongly viscous even under
a low magnetic ﬁeld. However, the nanoparticles experience strong forces in a magnetic ﬁeld
gradient and act as liquid magnets that are drawn into and held in place by a magnetic ﬁeld.
Magnetic properties
The behavior of the ferroﬂuid depends mainly on the magnetic properties of the dispersed
nanoparticles. In the absence of a magnetic ﬁeld the particles rotate randomly due to
Brownian forces. In a magnetic ﬁeld H the magnetic moments σ of the particles will try to
align with the ﬁeld. This leads to a net magnetization M of the liquid. The magnetization
of the liquid depends on the concentration of the magnetic particles, the temperature and
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Figure 2.7: The magnetic moment of a magnetic hole or non-magnetic particle, pointing in
opposite direction of the applied magnetic ﬁeld.
on the saturation magnetization, Ms of the liquid. The magnetization of the ﬂuid may be
described by the Langevin law given by
M = Ms(coth ζ − 1
α
), (2.17)
where
ζ =
μ0σH
kBT
, (2.18)
and Ms = ΦM0, Φ is the volume fraction of particles, M0 is the spontaneous magnetization,
T is the temperature and kB is Boltzmann’s constant [28].
The apparent viscosity of the ferroﬂuid is increased when the ﬂuid is subjected to a shear
ﬂow under a strong magnetic ﬁeld. If the ﬂow is extensional, there is no viscosity increase.
Since the force exerted by a magnetic ﬁeld gradient on a magnetized system is proportional
to its magnetization, ferroﬂuids experience strong magnetic forces even in weak magnetic
ﬁelds due to their high initial susceptibility. In a homogeneous ﬁeld no net force will act
on the ﬂuid, but if there is a magnetic ﬁeld gradient the particles will be attracted to the
region with the highest ﬂux. This makes it possible to position and direct a ferroﬂuid with
great accuracy. These properties have lead to applications of ferroﬂuids including seals and
viscous dampers. In loud speakers ferroﬂuid is used to transfer heat from the coils. Material
recycling also uses ferroﬂuids by taking advantage of the fact that the apparent density may
change depending on the magnetic ﬁeld strength. This is used to cause objects to sink or
ﬂoat, hence separation is achieved [29].
Magnetic holes in a ferroﬂuid
Magnetic holes have in this work been used in a microrheological method for determining
the local viscosity of a ferroﬂuid. In the following a brief description of the theory used is
given. For more details see P4.
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When non-magnetic particles are immersed in a ferroﬂuid in an external magnetic ﬁeld,
they act as if they attain a magnetic moment σ of equal magnitude to but with opposite
direction of that of the displaced volume of ferroﬂuid
σ = −V χ¯H , (2.19)
where V = πa3/6 is the volume of a sphere of radius a and χ¯ is the eﬀective magnetic
susceptibility of the system. By using a rotating magnetic ﬁeld magnetic holes will rotate
or oscillate depending on the plane of rotation of the ﬁeld. The interaction between two
equal magnetic holes in an oscillating ﬁeld may be described using the approximation of a
dipole-dipole interaction given by
U0 =
μf
4π
σ2
(
1− 3 cos2 θ
s3
)
, (2.20)
where μf = μ0(1 + χf ) is the magnetic permeability of the surrounding medium, s is the
separation distance between the dipoles and θ is the angle between the separation vector
and the direction of the ﬁeld.
In the experiment described in P4 the magnetic holes are in a conﬁned geometry making
it necessary to use the method of image dipoles in order to account for boundary eﬀects.
The magnetic holes and ﬂuid are placed between two glass slides separated by a distance
h. If we assume that the particle oscillate parallel to the direction of the horizontal ﬁeld
component we can set s = x. It is then convenient to introduce a dimensionless parameter
y = x/h.
The strength of the potential given in equation (2.20) will oscillate with frequency 2ω
between the two extremes, and can be rewritten as (for details see P4)
U(y, t) =
1
2
(Umax + Umin) +
1
2
(Umax − Umin), cos(2ωt). (2.21)
where Umin and Umin are the minimum and maximum values of the magnetic potential. The
resulting force on one particle may then be described by the amplitude of the oscillating
magnetic force given by
Famp =
1
4h
(
dUmin
dy
− dUmax
dy
)
. (2.22)
This magnetic force must be balanced by the hydrodynamic drag force given by
Fvisc = −6πηaav, (2.23)
were v is the velocity of the sphere in the x direction. Equation (2.23) is only true for isolated
particles, hence in the present case a disturbance ﬁeld produced by the second particle will
inﬂuence the drag on the ﬁrst particle. Hence, a correction factor is needed.
A sinecurve may be ﬁtted to the experimental data which depicts the oscillation of the
separation distance between the spheres. The ﬁt is given by y(t) = y0 + yampsin(2ωt), where
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yamp is the measured oscillation amplitude. The viscous force acting on each of the spheres,
Eqn. (2.23), may then be rewritten as
Fvisc = 3πaηah
yamp
2
2ω, cos(2ωt), (2.24)
where v has been substituted by dy/dt. Equating the amplitudes of the magnetic and the
viscous force, the apparent viscosity can be found as
ηa =
(
dUmin
dy
− dUmax
dy
)
12πah2ωyamp
. (2.25)
The bulk liquid viscosity η0 can thus be obtained from the apparent viscosity ηa by correcting
for the disturbance ﬁeld and conﬁned geometry [30].
Chapter 3
Carbon materials
Carbon is an abundant nonmetallic, tetravalent element. It has diﬀerent allotropic forms, the
most known being diamond and graphite. Figure 3.1 shows some of the carbon allotropes.
The very diﬀerent properties of diamond and graphite is due to the atomic arrangement of
the carbon atoms. In diamond the atoms have a tetragonal arrangement which gives the
diamond its hardness. While in graphite the carbon atoms form an hexagonal network in
separate layers which are loosely bound making it possible to write with a graphite pencil.
The two allotropes buckyballs and nanotubes have been, and currently are, the focus of
intensive research due to their very unique structures. The buckyballs were discovered in
1985 [32] and the nanotubes in 1991 [33]. In 1994 [34] a new allotrope of carbon with the
form of a cones was discovered. All of these structures are composed of carbon atoms, only
varying in the atomic arrangement of the atoms.
In the following the CC material which includes carbon cones and disks will be described
in more detail together with carbon nanotubes.
3.1 Carbon cone material
Carbon with a conical form exist in many diﬀerent forms [35, 34, 36, 37]. In this work
carbon cone particles found in the CC material refers to hollow conical structures consisting
of multiple layers of graphene sheets. This type of cones where discovered in 1994 [34] in
small quantities, and i 1995 in industrial quantities in the so-called Kværner Carbon Black &
Hydrogen Process [38]. The cones represent perfect conical structures and consist of curved
graphene sheets formed as hollow cones with a closed tip.
Due to pure topological constraints there exist ﬁve discrete cone angles. If sectors of mul-
tiples of 60◦ are removed from a planar graphene sheet, and the free bonds are reconnected,
conical structures are formed. The number of sections removed, m, is equal to the discli-
nation number. The disclination creates a necessity of incorporating pentagons in the tip,
in order for the structure to be closed. The number of pentagons incorporated correspond
to the disclination number. Hence cones with 1-5 pentagons incorporated give cones with
apex angles of 112.9◦, 83.6◦, 60◦, 38◦, and 19.2◦, respectively. m = 0 gives planar disks, or
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equivalently apex angle of 180◦, and m = 6 gives half spheres found at the end of closed nan-
otubes. SEM images of the carbon cones with m = 0− 5 is shown in ﬁgure 3.2. In ﬁgure 3.3
the distribution of the occurrence of the cone angles, as determined from SEM observations
is shown. It should be noted that the distribution of the occurrence of speciﬁc cone angles
varies between diﬀerent production batches. Unfortunately the production parameters for
the various batches are not known. The cones are typically 0.5- 1 μm long, but also cones
with a length of 3 μm have been observed. The wall thickness is around 10-50 nm. The
diameter of the disks are in general between 1 and 5 μm, but disks with a diameter of 10
μm has also been observed. The thickness is similar to that of the cones.
Element analysis done by energy dispersive spectroscopy (EDS) shows the possible pres-
ence of Al, Si and S atoms. The values of Al and Si are both within the uncertainty of
the instrument but contamination of S is a fact. However the purity of the sample is above
99%. Because of their perfect shape, theory predicts that the cones are likely to have unique
properties which could be useful in various applications like sensors, ﬁeld emission probes,
AFM/STM tips and as hydrogen storage material [39].
Figure 3.1: Some allotropes of carbon: a) diamond; b) graphite; c) lonsdaleite; d-f) fullerenes
(C60, C540, C70); g) amorphous carbon; h) carbon nanotube i) cones. Adapted from [31].
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Figure 3.2: SEM images of carbon disk m = 0, and carbon cones with m = 1− 5 pentagons,
from left to right, top to bottom.
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Figure 3.3: Distribution of the occurrence of the 5 types of cones.
Element weight % Atom %
C 99.16 99.68
Al 0.05 0.02
Si 0.10 0.04
S 0.68 0.26
Total 100.00 100.00
Table 3.1: Elemental analysis of the carbon cones particles.
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Figure 3.4: Example of two carbon rings with added carbon atoms on the edges. Both rings
leads to a dislocation m = 2, before pentagons are incorporated. Adapted from [44].
Production of carbon cones
The cones used in this work were produced in the Kværner Carbon black & Hydrogen process
[40]. This process consist in the pyrolysis of hydrocarbons in an carbon arc. The reactor
pressure is at about 2-3 bar. The eﬀective plasma temperature is estimated to be a least
2000◦C. The products from the process are carbon cones, disks, amorphous carbon and
minute amount of tubes [38]. The relative amounts of the diﬀerent carbon shapes are 70 %
disks, 20 % cones and 10% amorphous carbon and tubes [41].
The nucleation of the carbon cones is still a puzzle. There exist three models which try
to explain how the curved graphite structures may form; the pentagon-road model, the ring-
stacking model and a model based on Gibbs free energy. The pentagon-road model assumes
that initially a planar graphite sheet is formed. Due to the energy of the dangling bonds
at the edges of the sheet the structure will fold up and incorporate pentagons in order to
eliminate the bonds. A problem with this model is the explanation of the initial formation
of the planar sheets. In addition, total energy calculations by Fan et al. [42] suggest that
pentagons are incorporated into the structures at a very early stage. Hence, it gets diﬃcult
to justify the initial planar sheet.
The ring-stacking model as proposed by Wakabayashi and Achiba [43] focuses on the
selective assembly of monocyclic carbon rings. The formation is driven by entropy changes.
Treacy and Kilian [44] describe a model based on Gibbs free energy. They suggest the
starting point of the cones to be carbon rings with n carbon atoms (Cn-rings)(ﬁgure 3.4).
As additional carbon atoms are attached to the ring, the structure stiﬀens giving rice to a
disclination. The pentagons are incorporated after the nucleation of this disclination. The
large ﬂexibility of the rings gives many pathways of forming a cone, which increases the
entropy. This proves that the formation of cones with higher enthalpy of formation still may
be favorable due to the resulting decrease in Gibbs free energy. The fact that the sample
consist of mostly disks may be explained by having a low concentration of C-rings in an
abundant supply of graphitic carbon building units (C and C2). Graphite will form by self
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Figure 3.5: AFM topography image of multiwall nanotubes.
assembly of small carbon units. Addition of C and C2 to the Cn-rings give rise to the conical
structures when n < 30.
3.2 Carbon nanotubes
Carbon nanotubes (CNT) were discovered in 1991 by Iijima [33]. The tubes consist of a
rolled up sheet of graphene. There are two main types of carbon nanotubes; single wall
nanotubes (SWNT) and multiwall carbon nanotubes (MWNT). Their diameter may vary
from only a few nanometer to about 50 nm for MWNT and their length is usually a couple
of micrometers but may be grown to, what seems like, inﬁnitely long [?].
The tubes are light, ﬂexible, thermally stabile, and chemically inert. The SWNT’s may
be either metallic or semi-conducting depending on the ”twist” (helicity) of the tube. Like
graphite the nanotubes are also composed entirely of sp2-bonds. This bonding gives the
nanotubes a unique strength. The pi orbital electrons delocalized across the hexagonal
atomic sheets of carbon contribute the graphite’s conductivity. Some properties of SWNTs
MWNTs are given in table 3.2.
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Property SWNT MWNT
Diameter 1.2-1.4 nm 10-50 nm
Tensile strength 30 GPa 63 GPa
Elastic modulus 1 TPa 1 TPa
Gap semiconducter 0.5 eV
Resistivity 10−4Ωcm
Thermal conductivity 2000 W/(m K)
Table 3.2: Properties of SWNT and MWNT [45].
Due to the unique properties of the carbon nanotubes there has been intensive research
going on since the discovery in 1991. Many promises of applications have been given but
at present there are only a few applications on the marked, despite the large eﬀort. This is
mainly due to the diﬃculties in up-scaling the production of nanotubes.
Production of carbon nanotubes
Carbon nanotubes may be produced by electric arc discharge method, laser-assisted methods
or by vapor deposition.
In the arc discharge method an electric arc produces a temperature of up to 4000◦C and
creates nanotubes through arc-vaporization of two carbon rods placed end to end, separated
by approximately 1 mm. The voltage is typically 20-30 V. The electrodes are placed in an
inert gas (helium/ argon) atmosphere. Carbon tubes and other nano-particles are formed
[46]. The yield is up to 30 wt% and both single and multiwalled tubes with lengths up to
50 μm are produced [47].
In Laser-assisted synthesis a laser beam, pulsed or continuous, is targeted at a graphite
rod that is contained in a tube. The tube is evacuated and at the same time heated to
a temperature of 1200◦C. Argon or Helium gas is supplied to the tube in order to keep a
pressure of 500 torr. The laser vaporizes the graphite rod giving a product consisting of
nanotubes and nanoparticles. The product is collected on a cooled copper ﬁnger, on the
walls of the tube and on the reverse side of the graphite target [48]. When pure graphite
rods are used only MWNT are formed. If the rods consists of a mixture of graphite and
Co, Ni, Fe or Y, SWNT are formed. Nanotubes produced by laser ablation are purer than
tubes produced by the arc-discharge technique. The SWNT also have better properties and
a narrower size distribution then SWNT produced by arc-discharge method [46]. The yield
is around 70 wt% and it is mainly SWNTs that are produced by this method. However this
method is more expensive than both arc discharge or CVD deposition [47].
Chemical vapor deposition (CVD) is a method where a plasma or heated coil is used to
transfer energy to a carbon molecule in gaseous form (methane, carbon monoxide etc). The
energy causes the molecule to ”crack” into reactive carbon atoms. The carbon then diﬀuses
to a heated substrate coated with a catalyst. By properly adjusting various parameters such
as the catalyst, SWNT rather than MWNT may be produced. Controlling the diameter is
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also possible.
Chapter 4
The Experiments
In this chapter the various experiments conducted during this thesis are presented. In section
4.1 an experiment concerning electrophoresis of CC is reviewed. This was rather unsuccessful,
but lead to the experiments concerning electrorheology of CC which are presented in section
4.2. Hence I ﬁnd it appropriate to mention it. A short description of the experiment
concerning viscosity measurement of ferroﬂuids is given in section 4.3, and a more detailed
description is given in P4. Section 4.3.1 gives a short review of CC added ferroﬂuid and
its magnetorheology. Lastly, in section 4.4 characterization of single particles are described.
This was actually the ﬁrst part of the work of this thesis, but since it was not the main focus
of the work but rather a continuous process, it is presented last. AFM/STM characterization
is not reviewed in section 4.4 as it is presented separately in the technical rapport included
in the paper section.
4.1 Separation of carbon cones and disks
by electrophoresis
Motivation
As the CC material is a mixture of disk shaped, conical shaped and amorphous carbon
particles, we wanted to investigate the possibility of particle separation using electrophoresis.
This method has been employed by others for separation of metallic and semiconducting
SWNT [49]. Ideally, theory predicts carbon cones to have an electrostatic dipole moment
associated with it [50]. One would therefore expect that the forces acting on the disks and
cones in dispersion in an electric ﬁeld to vary due to variable drag coeﬃcients and due to
unequal dipole moments of the particles.
Set-up
Figure 4.1 shows the commercially available ﬁnger-electrodes used (IAME 2004.3 series,
Abtech scientiﬁc). The electrodes (Au) were 3 mm long, 20 μm wide and the electrode
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Figure 4.1: Photo and schematic drawing of the IAME chip. The chip size is (l,w,t) 1.00 x
2.00 x 0.05 cm and the microbands are 20 μm wide and 3 mm long.
separation was 20 μm. By employing an adhesive and using a thin glass plate, a closed cell
was made. A dilute sample of mixed CC particles in isopropanol was put in the cell, the cell
was closed and a dc power supply connected. Electric ﬁelds between 5 · 104 − 2 · 105 V/mm
were used. The sample cell was placed on a microscope with a digital camera set-up, as
shown in ﬁgure 4.4. The particles were tracked using a matlab program. Only particles with
a chosen minimum displacement between two consecutive frames were tracked. An image of
the cell showing particle tracks is seen in ﬁgure 4.2.
Results and discussion
When an electric ﬁeld was applied the particles moved to the positive electrode, indicating
that they have a negative charge. This has also been reported by Lau et al. [51] who claims
the negative charge formed on carbon in isopropanol is due to hydroxyl groups forming on
edges. Due to the large particle size, some particle sedimented before reaching the electrode.
The experiments proved to be diﬃcult due to many factors. First, as the size of the particles
are in the limit of the resolution of the microscope it was impossible to observe which particle
types, cones or disks, that were moving. Hence, a second attempt was made opening the cell
after the electrophoresis so that the particles could be observed using the SEM. This was
also problematic due to the disturbance of the ﬂuid created when opening the cell, which
could remove/move particles from the electrodes. Also, since the chip substrate was not
conductive, charging of the particles in the SEM made imaging diﬃcult. A second factor
was the dilute samples. The samples had to be dilute in order to be able to observe single
particles. But as the concentration of cones were low it was diﬃcult to get enough data to
make any reliable statistics on diﬀerences in particle mobilities.
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Figure 4.2: Particle tracking during electrophoresis of CC in silicon oil. The yellow lines
represent particle movement.
Lessons learned
The electrophoresis experiment gave us some basic insights into the system that we could
take advantage of during the next experiments, like the determination of a net negative
charge on the particles and the ease of dispersing CC particles in isopropanol. It is also clear
now that in order to have any chance of particle separation using electrophoresis the setup
would also have to be diﬀerent, with a much longer ﬂow pathway for the particles. Also an
improved method for particle detection with i.e tagging of the conical particles is necessary
in order to distinguish between the diﬀerent particle types.
4.2 Behavior of carbon cone dispersions
in an electric ﬁeld
The following section gives a brief introduction to the experimental work published in papers
P2 and P3. The investigation of the electrorheological (ER) eﬀect of carbon cones in
silicon oil was the topic of paper P2 and P3. This was motivated by the possibility of
inducing ordered structures i.e. one dimensional conductive paths in composites. Carrying
out electrorheological measurements makes it possible to determine the kinetics and the
interaction strength (rigidity) of the structures formed under an electric ﬁeld. In the following
a brief description of the experimental setup and an overview of the results is given. More
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Figure 4.3: The cell used for chain formation observations. The width of the electrodes is
1,3 cm and the length is 5,5 cm. The gap on this cell was 1 mm.
details are found in the respective articles.
4.2.1 Chain formation
A qualitative experiment concerning the investigation of chain formation was carried out as
described in P2. This should prove whether the CC particles are polarized in an electric
ﬁeld or not. A cell consisting of copper electrodes glued onto a microscope slide was used
(ﬁgure 4.4) The electrodes were 1.3 cm wide, 5.5 cm long and 0.3 mm thick. By varying
the gap between the electrodes and by varying the applied ac voltage, an electric ﬁeld of
50-1000 V/mm could be applied. The frequencies used where 1, 10, 50, 500 and 1000 Hz.
An ac-ﬁeld was used due to observed electrophoresis at dc ﬁelds during pre-experiments as
mentioned in the previous section. After mixing of the carbon cone particles with silicon
oil using ultrasound (20 min., 30 W), a drop of the dispersion was placed in the gap of the
cell and the system allowed to stabilize. Then digital video recording was carried out while
an electric ﬁeld was applied. The chain lengths were measured from the video images and
plotted as a function of time after the onset of the electric ﬁeld. A typical image series
demonstrating the evolution of chain formation is presented in ﬁgure 4.5a.
Results and discussion
The result showed that the carbon cone particles do form chains in an ac electric ﬁeld in
the frequency range tested here (1-1000 Hz). An interesting result was that the formation of
chains were observed even at ﬁelds as low as 50 V/mm (ﬁgure 4.5). For most reported ER
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Figure 4.4: Schematic drawing of the experimental setup during study of chain formation of
CC in silicon oil.
ﬂuids a minimum electric ﬁeld of about 0.5 kV/mm is need for chains to form. The chain
growth rate increased exponentially with the electric ﬁeld E as expected. No signiﬁcant
variation in growth rate was found when varying the frequency for values f <500 Hz. Above
500 Hz the growth rate decreased with increasing frequency (not shown). The experiments
also showed that the dispersion does not return to its original state when the electric ﬁeld is
turned oﬀ. This was attributed to the strong attraction forces between carbon particles due
to Van der Waals forces. Using ultrasonnication the dispersion again returned to its original
state with well dispersed particles.
4.2.2 Electrorheology
P3 describes the investigation of the electrorheological eﬀect of CC particles in silicone oil.
To determine the induced viscosity change as a result of the chain formation, samples with
CC particle concentration varying between 0.2 and 2.5 wt% were investigated using ER
measurements. A rheometer (Physica MCR 300) equipped with an ER cell with concentric
cylinder geometry was used, see ﬁgure 4.6. The gap between the cylinder and the cup was
1.13 mm. The viscosities of the samples were measured at 25◦C. The setup was connected
to an ac-power supply with a ﬁxed frequency of 50 Hz. The ER cell was ﬁlled with the
dispersion and a pre-shear experiment at zero ﬁeld was carried out. Then the electric ﬁeld
was applied across the gap for 3 minutes to allow for chain formation. After 3 minutes the
inner cylinder started to rotate, increasing the speed in a ramp logarithmic manner from
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(a)
(b)
Figure 4.5: a) Chain evolution of 0.1 wt% CC in silicon oil at E=267 V/mm and 50 Hz. b)
Growth rate of chains vs electric ﬁeld for samples with CC concentrations 0.1 wt% (triangle)
and 0.14 wt% (ﬁlled square).
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Figure 4.6: The rheometer used for electro and magnetorheological measurements.
0.01 Hz to 1000 Hz. The shear stress vs shear rate curves were collected for the samples at
electric ﬁeld strengths of 100, 200 and 300 V/mm. Between each measurements the samples
were sonnicated for 20 minutes to assure a good dispersion of the particles.
Results and discussion
The ﬂow curve for a dispersion of 0.2 wt% CC in silicon oil is shown in ﬁgure 4.7. At zero ﬁeld
the sample behaved as a Newtonian ﬂuid. When exposed to an electric ﬁeld the dispersion
showed a typical Bingham ﬂuid behavior with a dynamic yield stress of roughly ∼1 Pa at
300 V/mm. The ﬂow curves for the other sample concentrations showed similar behavior.
The ER eﬀect as measured by the yield stress, increases with increasing concentration as
may be seen in ﬁgure 4.8. This is as expected. The yield stress scales as ∼Eα where α is
between 0.36 and 0.68. The low value of α shows a weak dependence of the yield stress on the
electric ﬁeld. The relative ER eﬀect as measured by the relative increase in yield stress is low
compared to commercial ER ﬂuids that may have an increase in the yield stress of a factor
∼ 103. According to Lan et al. [52] there exists a critical ratio Γc where Γ = Σp/Σs, which
gives the maximum shear stress. Here, Σp and Σs are the conductivities of the particles and
dispersant respectively. For Γ > Γc the ER eﬀect decreases again. According to Lan the ER
eﬀect occurs when Γ varies in the 1 · 103 − 4 · 105 range. In our system Σp = 0.2 S/m and
Σs ∼ 10−12 giving Γ ∼ 1011. Despite the high Γ value we still observe ER eﬀect, but the
eﬀect is weak and that is attributed to the high conductivity of the particles.
The ER eﬃciency is given by the eﬀective viscosity
ηeff = (ηE − η0)/η0, (4.1)
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Figure 4.7: Shear stress vs shear rate for 0.2 wt% CC in silicon oil with ηs=100 mPa s, at
various electric ﬁelds, all at 50 Hz. 0 V/mm (ﬁlled square), 100 V/mm (triangle), 200 V/mm
(star) and 300 V/mm (empty square).
Figure 4.8: The yield stress vs electric ﬁeld for samples with CC particle concentration of
0.2 wt% (ﬁlled square), 0.5 wt% (triangle), 1.1 wt% (star) and 2.5 wt% (empty square).
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Figure 4.9: ER eﬃciency (ηE − η0)/η0, measured at γ˙=1 Hz for samples of variable concen-
trations; 0.2 wt% (ﬁlled square), 0.5 wt% (triangle), 1.1 wt% (star) and 2.5 wt% (empty
square).
where ηE is the viscosity measured at an electric ﬁeld E and η0 is the zero ﬁeld viscosity.
ηeff increases for decreasing concentrations as seen in ﬁgure 4.9 and was found to scale as
ηeff∼ Eα where α had a value between 1.15 and 1.56 depending on the particle concentration.
These values of α are in good agreement with the predicted value of 1 < α < 2 given in the
conduction model for ER ﬂuids [15].
Samples with a dispersive phase of higher viscosity (silicon oil with ηs= 350 mPa s)
was also studied but rheological measurements were unstable making analysis diﬃcult. The
samples also showed lower ER eﬀect than that of the presented samples. Hence, these
high viscosity samples were not studied further. Samples with higher particle concentration
were not prepared due to the high conductivity of the particles which would cause electric
breakdown of the system at low electric ﬁelds.
4.2.3 Electrical properties of CC particles
and CC particle dispersion
The dc conductivity of the as-produced CC particles was measured using a two electrode
conﬁguration. The measurement cell consisted of a cylindrical tube placed on a stainless
steel support plate which served as one of the electrodes. A stainless steel piston with
diameter equal to the inner diameter of the cylindrical tube was used as the second electrode
(A = 28.3 cm2). Carbon cone powder was poured into the cylinder, the cylindrical electrode
was placed carefully on top and the height of the resulting powder column was manually
measured. Measurements with varying column height and with various pressures were carried
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Figure 4.10: The experimental setup for impedance measurements.
out as the electrical properties are highly dependent on the packing of the powder. The ac
conductivity of as-produced carbon cones powder was calculated to be Σp=0.2 S/m, at 50 Hz,
1 V rms and at a pressure of 0.87 kPa. This was determined using the relation Σp = l/RA,
where l is the distance between the electrodes, A is the area of the electrode and R is the
measured resistance of the powder.
Impedance measurements of a dispersion of 1.1 wt% CC in silicon oil was carried out
using an impedance analyzer (Solartron SI 1260) together with an ampliﬁer (Solartron 1294).
The analysis was carried out using frequency sweep from 0.1−1 ·106 Hz, with the amplitude
varying between 50-3000 mV. The impedance of the system was found to be strongly ampli-
tude dependent. The dielectric constant of the dispersion of CC in silicon oil (1.1 wt%) was
determined from the measured capacitance using the relation εr = Cl/A, where εr = ε/ε0
is the relative dielectric constant and was determined to be εr = 3.8, evaluated at 1 · 104 Hz
and 1 V rms. The dielectric loss factor was calculated from the conductance and is shown
in ﬁgure 4.11. The local maxima at about 30 Hz represents the relaxation frequency of the
system. According to literature [19, 53] a good ER eﬀect is found for dispersions with relax-
ation frequencies in the range 100− 1 · 105 Hz. Hence the low relaxation frequency observed
for our system is in good agreement with the low ER eﬀect observed. A small peak at ∼1
Hz which is diﬃcult to observe in ﬁgure 4.11, is attributed to electrode polarization that is
probably due to adsorbed water in the system. The 1 Hz peak increases with decreasing
amplitude (not shown).
4.3 Viscosity measurements of a ferroﬂuid using
magnetic holes
In the work presented in P4 magnetic holes [54] have been used to predict the local viscosity
of a ferroﬂuid (FF). A microrheological method which may be used for small sample volumes
was developed. The experimental setup consisted of two pair of perpendicular coils producing
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Figure 4.11: The dielectric loss factor for 1.1 wt% CC in silicon oil measured at 1 V rms.
The relaxation frequency is found at the local maxima observed at approximately 30 Hz.
Figure 4.12: The setup of the magnetic hole cell with the magnetic coils for producing a
rotating magnetic ﬁeld.
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Figure 4.13: Separation distance vs time for the oscillating magnetic holes. The solid line is
a sine curve ﬁtted to the experimental data.
a rotating magnetic ﬁeld in the x-z direction. The coil setup was placed on the sample stage
of a microscope with a digital video camera, see ﬁgure 4.12.
A planer quasi 2D cell (Starna, type 20-C G 0.1 mm) with dimensions length: 38 mm,
width: 8 mm and height 0.1 mm was used. Polystyrene spheres [55] with diameter 50 μm
served as magnetic holes. The ferroﬂuid (EMG 901 and EMG 905 from Ferrotech [29]) with
densities ρ = 1.53 and 1.24 g/cm3 and susceptibilities χf = 3.0 and 1.9, respectively were
investigated. The ferroﬂuid and two magnetic holes were added to the cell. Then the cell
was placed in the middle of the coils and the ﬁelds adjusted until a steady oscillation of
the magnetic holes was achieved. The frequency of the oscillating ﬁeld was low, 0.05 Hz in
order to have laminar ﬂow. The system was left to stabilize for at least one hour. After
a stable oscillation was obtained, a video recording of the motion of the microspheres was
carried out over a period of 10-20 minutes. The recorded video images were treated with an
appropriate threshold level in order to get white particles on a black background. By using
a Matlab program employing a particle tracking function the movement of the oscillating
spheres where tracked and the relative distance between them computed. Finally a sine curve
was ﬁtted to the data as seen in ﬁgure 4.13. By taking into account friction forces from the
walls of the cell containing the ﬂuid and particles and the disturbance ﬁeld produced by one
particle on the other, the local ﬂuid viscosity may be deduced, using theory brieﬂy described
in end of chapter 1.3.2. The details of this microrheological method are found in P4.
4.4. CHARACTERIZATION OF SINGLE PARTICLES 37
4.3.1 Carbon cone added ferroﬂuid
The addition of non-magnetic particles to ferroﬂuids is know to produce organized patterns
(chains) in a magnetic ﬁeld do to the alignment of the dipoles [56, 54]. Due to the unique
nature of the CC particles we were interested in studying their behavior in a ferroﬂuid under
the inﬂuence of a magnetic ﬁeld. When adding CC particles to a ferroﬂuid we expected
them to behave similar to magnetic holes and hence to see alignment which would result
in increased magnetoviscosity. We also wanted to investigate the possibility of separation
of particles within this system. However, there were many obstacles which limited the
success of this study: Visual observation of the particles was impossible due to the opaque
nature of the kerosene based ferroﬂuid which produced a low contrast between the ﬂuid and
particles. The use of waterbased ferroﬂuids could have been an option but this requires
some surface treatment of the particles which could inﬂuence the nanoparticles of the FF.
Also when carrying out magnetorheological measurements (as described in P3) with 1.5
wt% CC added ferroﬂuid, little or no increase in magnetoviscosity was found indicating no
ﬁeld alignment of the carbon particles. At low ﬁelds and low shear rates an increase was
found but this was attributed to pure hydrodynamic eﬀect of particle-particle interaction
and the resistance to ﬂow due to the bounded liquid layer around each particle. The low
increase in magnetoviscosity might be due to slow particle orientation or because of particle
aggregation. However, one would expect that the particles would dissolve well in the kerosene
based liquid. The particles were used as received without any surface treatment. The
investigation of a suitable surface treatment or coating of the CC particles that may increase
the magnetoviscosity should be explored in the future.
4.4 Characterization of single particles
Various microscope techniques have been used during the work of this thesis, including
optical microscopy, AFM (atomic force microscopy), STM (scanning tunneling microscopy)
and SEM (scanning electron microscopy). As the author spent a great deal of time getting
acquainted with and using the AFM/STM for characterization of single particles, a technical
report (TR) included in the article section, has been written with the thought of serving as
an aid for other people using the setup described. Hence AFM/STM is not further described
in this section.
Optical microscope
For visual observations of structure formation of CC in silicon oil (P2 and P3) and for the
tracking of magnetic holes (P4) an optical microscope (Nikon Optiphot Biological Micro-
scope) was used. The microscope has a standard video adapter where a digital camera (JVC
3CCD KY-F55 BE colour video camera with 768 x 576 pixels) was mounted. The camera has
one CCD for each of the primary colors. The signal from the video camera goes to a monitor
by the microscope and either a digital video recorder/player or a computer. Magniﬁcations
used varied between 40x and 400x.
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Figure 4.14: SEM images of carbon cones particles.
Scanning electron microscope
The SEM used during this thesis is an ultra-high resolution Hitachi S-4800. It has a Noran
System Six energy dispersive spectrometer (EDS) for element analysis. The SEM has been
used for characterization of CC particles and carbon nanotubes. Figure 4.14 show SEM
images of carbon cones with variable apex angles. The samples were prepared by spreading
dry CC powder on carbon tape or on aluminum foil. The intention was also to use the SEM
to observe the orientation/organization of carbon cones particles after chain formation, but
this was not achieved due to diﬃculties with removing residual oil without destroying the
chains.
Chapter 5
Concluding remarks
In this thesis complex nanoﬂuids of diﬀerent kinds have been the subject of various inves-
tigations. The main focus was the use of carbon cone particles as the solid phase in both
electrorheological ﬂuids and magnetorheological ﬂuids.
CC particles were dispersed in silicon oil and the electrorheological behavior studied.
First the chain growth was studied proving that the CC particles form chains even at ﬁelds
as low as 50 V/mm. The strength of the chains were investigated using electrorheological
measurements. The dispersions show a weak ER eﬀect as measured by the ER eﬃciency
given by the relative increase in the viscosity under applied electric ﬁeld. The relatively
weak eﬀect as compared to other ER ﬂuids is contributed to the low relaxation frequency
found to be 30 Hz and to the high conductivity of the particles. The chains formed under
an electric ﬁeld do not dissolve when the electric ﬁeld is turned oﬀ. Hence dispersions of
CC particles in silicon oil are not useful as ER ﬂuids. However, the possibility of particle
alignment by ac electric ﬁelds may be exploited for producing conductive composites with
anisotropic conductivity.
The dispersion of CC particles in a ferroﬂuid showed little inﬂuence on the viscosity under
an applied magnetic ﬁeld. This could be due to poor particle dispersion. The dispersion
of CC in ferroﬂuids must be further investigated and a method for surface coating of the
particles should be explored. The behavior of the CC particles in ferroﬂuid under an applied
magnetic ﬁeld could be investigated using a water based ferroﬂuid and a suitable surface
treatment of the particles in order to disperse them in such a system.
Finally the interaction of magnetic holes in a ferroﬂuid has been utilized to develop a
microrheological method for measuring the local viscosity of the ferroﬂuid itself. By balanc-
ing the hydrodynamic and magnetic forces on two oscillating holes, the apparent viscosity
may be extracted. The advantage of the method is the small sample volume needed, and
that information about local rheological properties is obtained. A discrepancy between the
calculated viscosity and the reference value was found, but this was attributed to the higher
temperature of the ferroﬂuid. The temperature dependent viscosity must be further investi-
gated in order to determine the accuracy of the method.
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Appendix A
Dispersion of carbon materials
A.1 Introduction
The dispersion of carbon cones and carbon nanotubes is important for further use of these
materials in i.e composites, for deposition on electronic chips and in general in order to
study single particle properties. Many methods concerning solubilization of CNT have been
reported [57, 58, 59, 60], many of which require complex chemical treatment. However, some
simpler methods have also been reported [61, 62]. The latter methods involve surfactants to
help over win the strong attractive forces between the particles and using ultra sonication
treatment. The methods used for CNTs were also employed for the dispersion of carbon
cones. In all cases the degree of dispersion rather than the stability of the dispersion was
the main concern. This was due to the fact that the dispersions were used only as a starting
point of sample preparation for AFM/STM characterization (for details see TR). In the case
of the study of electrorheological ﬂuids the solutions were stable within the time frame of
the experiments.
A.2 Dispersing carbon cones
Carbon cones powder (CC), was provided by Carbon Cones AS. Distilled water, isopropanol
and silicon oil (Dow Corning, 200/100cS Fluid) were employed as dispersants for dispersing
the carbon material.
For the preparation of electrorheological ﬂuids, silicon oil was used as the dispersing me-
dia. For visual observation of chain formation dilute samples with concentrations of around
0,1 wt % were used. For electrorheological measurements the dispersions had concentrations
of 2-20 vol%. After ultra sonication of 20 min the dispersions appear homogeneous and
remained stable for some days before sedimentation was observed. The degree of dispersion
was conﬁrmed using optical microscopy. The stability of the dispersions was determined by
visual observation. The time evolution of the sedimentation is shown in ﬁgure A.1.
For AFM characterization samples were prepared from solutions of CC in isopropanol.
The dispersions were dilute since the main purpose of the dispersion was to prepare samples
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Figure A.1: Dispersion stability; comparison between MWNT and carbon cones dispersed
in various liquids. Samples 1, 2(with surfactant) and 6 were prepared with isopropanol, 3
and 4 with silicon oil and 5 with water and surfactant.
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for AFM characterization with the goal of imaging singular cones. After sonication a drop of
the dispersion was placed on a heated mica substrate. This ensured rapid evaporation of the
ﬂuid, decreasing particle aggregation. The dispersion showed low stability. Sedimentation
occurred within 2-24 hours depending on the concentration.
To disperse carbon cones in water, a successful recipe [61] of dispersion of carbon nan-
otubes in water, using NaDDBS was applied. Sedimentation took place within hours. Com-
parably the nanotube dispersion remained stable for more than a year. This is probably
due to the larger size of the carbon cones/disk particles which are not subjected to large
Brownian motion and therefor settle more easily.
Other dispersants like ethanol and toluene also disperse carbon cones particles well. The
stability is similar to that of isopropanol.
A.3 Dispersing multiwalled carbon nanotubes
As produced MWNTs (provided by n-tech) were mixed with diﬀerent dispersants and sur-
factants and treated with ultrasound. The stability and dispersing abilities of the diﬀerent
dispersive phases were studied over time. The dispersive phases used were distilled water
and isopropanol and silicon oil.
As carbon is highly hydrophobic, water alone cannot solubilize carbon material. How-
ever with the aid of a surfactant it is possible. In this study we used the surfactant NaD-
DBS (Sodium dodecylbenzenesulfonate). The MWNTs were mixed with the surfactant and
deionized water and thereafter treated by sonication for 2 hours. The dispersing eﬀect was
conﬁrmed by optical microscopy, showing little or no aggregates. The stability of some of
the solutions are shown in ﬁgure A.1. The solutions proved to be stable even after one year.
MWNT were also solubilized in isopropanol with and without surfactant (NaDDBS).
MWNT dispersed in isopropanol formed a homogeneous solution after ultra sonication, but
the solution was not stable for a long period of time. Typically less than 12 hours. An
advantage of using isopropanol as a dispersant was that there was no ”ring-eﬀect” when
placing a drop of the solution on a mica substrate for AFM characterization. The MWNT
still suﬀered aggregation, but the samples showed smaller agglomerations and the aggregates
were more evenly distributed over all the mica, compared to samples prepared with water
and surfactant. This is due to the lower surface tension of isopropanol compared to that of
water.
The dispersing eﬀect was again conﬁrmed by optical microscopy. No aggregates were
observed. It was observed that NaDDBS does not dissolve well in isopropanol, and miscelles
of NaDDBS with small amounts of carbon material were observed.
MWNT was easily dispersed in silicon oil (Dow Corning, 200/100cS Fluid) by ultra
sonication and was stable for at least 4 days.
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A.4 Conclusion
General observations are that CC and MWNT may be easily dispersed in isopropanol and
silicon oil. In water surfactant is needed. In general CC dispersions are stable for a longer
time than MWNT, except for MWNT in water with NaDDBS which was stable for more
than a year. For AFM sample preparation particles dispersed in isopropanol is convenient
while for electrorheology silicon oil is a good choice due to its low conductivity.
Appendix B
Data analysis for oscillating magnetic
holes
A general overview over Matlab programs and functions used to analyze magnetic hole data
are found in the manuals ”Magnetic hole analysis procedure” and ”Magnetic hole programs”
found in the Light laboratory. In this section I will give some extra information for future
users of the programs concerning special parameters/functions that need extra attention.
”magnetic hole.m” is the main ﬁle and includes many other subfunctions. These func-
tions must be run the ﬁrst time and also some parameters in some of the functions must be
set;
”Mag hole pos.m” ﬁnds the position of the spheres using the function pkfn.m which
locates bright peaks above set threshold. For pkfn.m to work the image ﬁles are ﬁrst treated
with a band pass function B=bpass(A,1,13) where the last nr is approximately the diameter
in pixels which must be an odd number. In the function pkfn.m the threshold level must
be set and depends on the experimental conditions (size of spheres, brightness etc). The
diameter (in pixels) of the spheres must also be set. The program then uses the function
cntrd.m to locate the center of the bright spots. The parameter which must be set for
this function is the diameter which must be an odd number. Finally the program uses the
function track.m to get the position of the spheres from each image. Here the maximum
displacement between two frames must be set for the continuous tracking to be valid. Default
is 10 pixels. The time vector in the program is written for images of 1 frame pr second.
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