ABSTRACT
INTRODUCTION
The finite mixture model was a k-component finitedimensional mixture model which suggested by Newcomb (1886) in computing outliers in the data. Each component of the model belongs to the same family distribution, but with different parameters. The finite mixture model was then arisen widely range from financial to social science because of the flexibility properties in both practical and theoretical points of view.
In addition, Titterington et al. (1985) reviewed that finite mixture model can be interpreted in two different ways; direct and indirect interpretation. Direct interpretation means that each observation of a subpopulation from a population has no knowledge of identity or it also means that, the finite mixture model is intended to be a direct representation of the underlying phenomenon. While for the indirect interpretation, the subpopulations have no physical interpretation so the mixture model was used to approximate an unknown distribution.
Method of moments is one of the oldest statistical methods that was adopted in modelling the parameters of distributions, including mean, variance, covariance, skewness and kurtosis. However, this method only effective in measuring simple computations and adapt to the small sample sizes. Thus, other approaches such as maximum likelihood estimation and Bayesian method are then introduced in order to fit the finite mixture model instead of the method of moments.
Both the maximum likelihood estimation and Bayesian method have advantages in analyzing moderate or large sample sizes and widely applied along with the availability of computer technology. Furthermore, these two methods provide asymptotic properties such as asymptotically normal and asymptotically efficient for data analysis.
Maximum likelihood estimation is proposed by Fisher (1922) in maximizing the likelihood function to utilize the parameter vector. This method also acts as a fundamental part of data analysis where the parameters are fixed but unknown. Moreover, maximum likelihood estimation is popular for data analysis because the estimates always show the smallest variance in comparison with other statistical tools as the sample sizes increases and this can be referred to Hosmer (1973) study. According to Hosmer (1973) , the iteration of maximum likelihood estimation will not converge to parameter values if the sample size is small and the main reason that results in was the presence of outliers. The estimation of the finite mixture model using maximum likelihood method is widely applied in many fields such as financial, economics, meteorology, social science, statistics, engineering, biology and medical. Some studies that applied maximum likelihood estimation in financial analysis are Duan and Simonato (2001) , Durham and Gallant (2002) , Johnson et al. (2011) and Kladivko (2007) . Furthermore, Lepage (2012) proved that maximum likelihood estimation is consistent and show asymptotic normality for the parameter estimates. Meanwhile Avdis and Wachter (2013) studied that maximum likelihood estimation is reliable when the sample sizes is finite.
For Bayesian method, it was proposed by Laplace (1986) in modelling the parameters of the models. Bayesian method is different from maximum likelihood estimation because the Bayesian method involves three important concepts which are prior distribution, likelihood function and posterior distribution. Prior distribution described the basic details about the model and the likelihood function demonstrated the information after the analysis. While the posterior distribution act as an average among the other two concepts and the results that derived from the posterior distribution is then used to analyse the parameters of the model.
Bayesian method often shows consistency characteristic which means that the parameter estimates are close to the predictive distributions. In addition, Bayesian method allows to test the hypotheses without predetermining the outcome of the test based on the selection of the sample size and also need not to pre-specify an arbitrary level of significance. According to Love et al. (2007) , Bayesian method is efficient in data analysis, easy and well understood by users, while Monahan (1983) also proved that Bayesian method is feasible and useful in estimating the time series data. Other studies that relate to the application of Bayesian method can be referred to Newton et al. (2001) in biology, Coles et al. (2005) , Martina et al. (2008) and Olson et al. (1995) in meteorology, Cipriani et al. (2012) , Feng and Xie (2012) and Jacquier and Polson (2012) in finance.
With the nonlinear properties of real financial data, both the maximum likelihood estimation and Bayesian method are adopted to examine the parameters of data. In this paper, both the statistical tools are used to explore the relationship between rubber price and exchange rate for Malaysia, Thailand, Philippines and Indonesia. Then, the model selection criterion such as Akaike information criterion (AIC) and Bayesian information criterion (BIC) are utilized in order to distinguish the most plausible method for data analysis.
The rest of this paper is structured as follows. The materials and methods adopt for the present paper are described in the next section. In the section after that, we will show and discuss the results that was obtained. Finally, the last section made conclusion on the relationship among rubber price and exchange rate based on the countries that selected.
MATERIALS AND METHODS
The model that was adopted in this paper is a twodimensional mixture model or known as a finite mixture model with a d-dimensional. The primary reason for employing this model is because it has no limited criteria to be fulfilled. There are only three assumptions needed to be fitted for finite mixture model. The first assumption is that group the datasets given. Secondly, the observations are uncorrelated. Lastly, the parameters of the components are distinct a priori.
For this paper, the mixture of normal distributions is applied and the general formula is
where ϕ i (μ i , σ i 2 ) denotes the probability density function of a normal distribution with mean and variance σ i 2 . In addition, represents the weight of the normal distribution which is the first regime. Since the assumption for the entire weights of a component is equal to one, therefore, the weight of the second regime is 1 -π.
Maximum likelihood estimation is employed in this paper to fit the finite mixture of normal distribution. Hence, the general equation for maximum likelihood estimation is as follows. Assume that the observations x 1 , …, x n are independent and identically distributed where the likelihood function is obtained if the fixed parameters are provided as in (2) (McLachlan & Peel 2000) .
where x n is the n-th observations and θ represents the parameters of the model. Nonetheless, the likelihood function is more convenient to work with logarithms and known as log-likelihood function. Thus, the equation to compute the log-likelihood is
Additionally, this paper also applied the Bayesian method to fit finite mixture model and the definition of the Bayesian method is described in the following. With k observations x 1 , …, x k and drawn randomly from finite mixture distributions to make inferences about the mixture model. The Bayesian inference for the standard finite mixture models are denoted as (4) where p(x|ϕ) denotes the probability density with known number of components. Moreover, n j represents the j-th sample n. Bayesian inferences is crucial to determine the parameters that characterize the data generating process given observed data.
Then, the equation for likelihood function of Bayesian method is (5) where σ 2 represents the variance of the residuals, θ represents as the model parameters and I denotes the observed input data.
The posterior distribution P(θ|x) is the update information of the prior distribution P(θ) with the likelihood function P(x|θ). Bayesian method can be defined as P(θ|x) = (6) where P(θ) denotes the prior distribution of the possible θ values P(x|θ) represents the likelihood function of the probabilistic data P(x) is a probability of the evidence which is constant P(θ|x) is the posterior distribution of θ given the observed data x
In the present paper, the finite mixture model is fitted by the maximum likelihood estimation and Bayesian method in investigating the relationship among rubber price and exchange rate for Malaysia, Thailand, Philippines and Indonesia. Additionally, the monthly data obtained from DataStream and the time period that acquire is from Table 2 , the optimization information is provided and the main role of this table is to demonstrate the basic information about the optimization setup to measure the maximum likelihood estimates. By referring to Table 2 , a two-component normal mixture model is fitted by maximum likelihood estimation that involved seven parameters in the optimization which listed in the optimization information table. The parameters include four mean function parameters, two scale parameters and a mixing probability parameter. Moreover, Table 2 also depicts other optimization information such as the technique that applied for optimization process and number of threads that used to examine the maximum likelihood estimation. The leading role of optimization technique is used to iterate the algorithm based on the approximation of the objective function and the technique required in this paper is Dual Quasi-Newton. Dual Quasi-Newton is an algorithm that searches for the local maximum and minimum of functions. This technique also provides efficient solution for medium to moderately large sample size. Moreover, the number of threads or number of multithreading processes that obtained for the model is equal to two.
Then, the parameter estimates that acquire for all four selected countries are collected and listed in Table 3 . The parameter estimates for the two-component normal mixture models with seven parameters are shown in Table 3 . Table 3 shows that the fluctuation of rubber price affects the exchange rate. This is reasonable because rubber is one of the top ten export products in Malaysia, Thailand, Philippines and Indonesia. Moreover, Thailand also plays a leading role as world's largest rubber producer and exporter, followed by Indonesia and Malaysia in year 2010. In addition, the Philippines also act as one of the top ten world's largest rubber producer and exporter. Thus, the movements of rubber price influence the exchange rate of these countries.
Based on Table 3 , it can be concluded that the rubber price and exchange rate show the negative effect for all selected countries. This indicates that the rubber price depreciates with the increase of exchange rate or vice versa. The result has similarity with Burger et al. (2002) findings which noted that the exchange rate represents the development of a country. Therefore, if the exchange rate depreciates, the demand for rubber will decrease with the increase of rubber price.
The variance for both component 1 and component 2 for all four countries showed that all the variance is small and this indicates that the value is closed to the mean. Thus, the results obtained can be concluded as valid, reliable and significant. In addition, Table 3 also describes the mixing probability or weight for each country. The total weight of all components is one. Therefore, the findings described that the probability density function for Malaysia is 0.9698f 1 + 0.0302f 2 , Thailand is 0.4158f 1 + 0.5842f 2 , Philippines is 0.9304f 1 + 0.0696f 2 and Indonesia is 0.8329f 1 + 0.1671f 2 where f 1 denotes the probability density function for component 1 and f 2 represents a probability density function for component 2.
Moreover, the results for Bayesian method in exploring the relationship among financial time series data also exhibit in this section. There are three important tables, including Bayes information, prior distribution and posterior distribution table. The Bayes information table for Malaysia, Thailand, Philippines and Indonesia are found similar and the can be seen in Table 4 . By referring to Table 4 , the FMM procedure applied conjugate sampling algorithm with 2000 burn-in sizes followed by 10000 Monte Carlo sample sizes. The conjugate sampling algorithm is adopted because the model is a homogenous mixture. Additionally, the Bayes information table also depicts that there are seven parameters in sampling which include four mean function parameters, two scale parameters and a mixing probability parameter. Meanwhile the number of threads that used to perform multithreaded analysis in this case is equal to two. Table 5 describes the information about the prior distribution for the sampled parameters along with the distribution family and initial values for all the selected countries. The component column in the table identified the mixture of component to which a parameter belongs. This finding indicates that the parameters for prior distribution which associated with the exchange rate and rubber price are a normal distribution. Meanwhile the prior distribution of variance parameters is an inverse gamma distribution. Lastly, the prior distribution for a mixing probability is a Dirichlet distribution.
Then, parameter estimates that was acquired from posterior distribution table for Malaysia, Thailand, Philippines and Indonesia are collected and demonstrated in Table 6 .
By referring to Table 6 , it can be concluded that the fluctuation of rubber price influence the exchange rate and this can be referred to the probability graph that was placed in the last column. From the results, there is a negative effect between rubber price and exchange rate in Malaysia, Thailand, Philippines and Indonesia which means that the rubber price is increasing in value with the depreciation of the exchange rate or vice versa. In addition, the variance for both components 1 and 2 in Malaysia, Thailand, Philippines and Indonesia are small. This illustrates that the finding is valid, reliable and significant.
The mixing probability that displays at Table 6 denotes the weight for component 1 meanwhile the weight for component 2 is 0.0115 because the assumption for total weight of all components is one. Therefore, the probability density function for all four countries is where and denotes the probability density function for components 1 and 2.
Moreover, the findings from both maximum likelihood estimation and Bayesian method is similar in which it provides negative effect between rubber price and exchange rate for Malaysia, Thailand, Philippines and Indonesia. In order to define the most plausible method among maximum likelihood estimation and Bayesian method, Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) were applied. Table 7 shows the value for both AIC and BIC for each country. Table 7 displays the AIC and BIC for both maximum likelihood estimation and Bayesian method based on different countries. The findings indicate that Bayesian method is more plausible than maximum likelihood estimation because both the AIC and BIC for Bayesian method demonstrated lowest value which denotes the better fits. This conclusion is similar with Safaa Nasir and Nashaat Jaisam (2012) study in which the Bayesian method is superior compared to maximum likelihood estimation and median estimation in modelling life time event data. Furthermore, Pandey et al. (2011) also concluded that the Bayesian method performs better than maximum likelihood estimation when the sample size is small for life time data. However, both the statistical tools are performing equally efficient for large sample sizes.
CONCLUSION
The findings of this paper describe that both maximum likelihood estimation and Bayesian method shows that there is a negative effect between rubber price and exchange rate in Malaysia, Thailand, Philippines and Indonesia. In addition, both the statistical method, maximum likelihood estimation and Bayesian method are popular in fitting finite mixture model to model the nonlinear financial time series data. Nonetheless, based on the findings of this simulation study depicts that Bayesian method is more efficient than maximum likelihood estimation. 
