INTRODUCTION {#rry021s1}
============

Dosimetry in low-energy brachytherapy has been the topic of many studies \[[@rry021C1]--[@rry021C5]\], particularly the effect of shielding by the source capsule, which changes the dose distribution inside the tumor and peripheral tissues. Based on the accumulated data, a formalism for calculating doses has been recommended in the American Association of Physicists in Medicine Task Group 43 Updated Protocol (AAPM-TG43U1) \[[@rry021C6]\] and has been applied in clinical treatments. In this formalism, the strengths of all implanted sources should be known in advance of implantation. The AAPM published a guideline by Task Group 64 (TG64) recommending that source strengths should be measured by the users, i.e. medical physicists \[[@rry021C7], [@rry021C8]\]. However, according to the TG64 recommendation, source strength measurement should be performed for at least 10% of the sources. In other words, the strength of 90% of the sources at most can potentially not be verified before they are used clinically.

A method for estimating the strength of a source while it is being implanted has been proposed as a backup for quality assurance \[[@rry021C9]\]. The method for estimating the moving-source strength is briefly described here, and is described in detail in other publications \[[@rry021C9], [@rry021C10]\]. Source strength measurement has been shown to be difficult during actual implantations because the speed of the source varies, as the source is moved manually. Irrespective of the source speed, its strength is measured over a short time interval and should be started and finished while the source is in a region in which the efficiency of the detector is almost constant.

The feasibility of the proposed method has been verified experimentally using a clinical source moving at different constant speeds for both a loose source \[[@rry021C9]\] and linked sources \[[@rry021C10]\]. In the present study, the validity of the proposed method was investigated for a source that was manually driven. The experiments were performed under the same conditions as in the actual treatment for prostate cancer using ^125^I seed, except for one point---wherein the source was not implanted into the patient. The present study served as an *in vitro* test in advance of a clinical trial. The accuracy of the source strength was estimated. Through this, we investigated the purposes for which the proposed method can be used.

MATERIALS AND METHODS {#rry021s2}
=====================

In the present study, an ^125^I source with known strength was moved manually in the same geometry as during an actual treatment. The source strength was estimated using the proposed method while the source was moving.

The source used in this work was the ^125^I seed (Oncoseed 6711, GE Healthcare Medi-Physics, Inc., Arlington Heights, IL). The air kerma strength of the source was found to be 0.332 ± 0.08 U, as measured by a well-type ionization chamber (HDR1000 Plus, Standard Imaging, Inc., Middleton, WI). Here, U denotes the unit combination μ Gy m^2^ h^−1^, as defined in TG43U1 \[[@rry021C6]\]. The chamber used was calibrated at the University of Wisconsin, a member of the Accredited Dosimetry Calibration Laboratory Program \[[@rry021C6]\].

The experimental set-up is shown in Fig. [1](#rry021F1){ref-type="fig"}. This is the same conditions as in the actual treatment, except for one point---that the source is not implanted into the patient but moved only inside the needle (\#918,201, Bard, Inc., Murray Hill, NJ) by an applicator and a push rod (200-TPV, Mick Radio-Nuclear Instruments, Inc., Mount Vernon, NY). The detector used in the measurements was a plastic scintillator (G-tech, Inc., Saitama, Japan). The detector system consists of a scintillator (EJ200, Eljen Technology, Inc., Sweetwater, TX) with dimensions of 10 cm × 5 cm × 5 cm, and a photomultiplier tube (H7416, Hamamatsu Photonics, Inc., Shizuoka, Japan). Since the detector and jig were designed not to interfere with the other materials, the detector and jig can be utilized not only in the present study but also during actual treatment. In the present study, the detector was set as close to the source path as possible in order to obtain more data for better statistics and was fixed by a jig. The detector was 1 cm away from the template in the *y*-direction, as shown in Fig. [1](#rry021F1){ref-type="fig"}a. In the *z*-direction, the center of the 10 cm-long detector was set aligned along the center of the 6 cm-long hole region of the template, i.e. the line 3.5 in Fig. [1](#rry021F1){ref-type="fig"}b. The template has holes with 0.5 cm pitch. In the *x*-direction, the clearance between the applicator and template in the actual implantation is often \~3 cm to several centimeters. In order to set the center of the 3 cm-long clearance to be at the same *x*-position as the center of the detector that was 5 cm long, the detector was set as shown in Fig. [1](#rry021F1){ref-type="fig"}a. The signal from the photomultiplier tube was analyzed with a preamplifier (5607, Clear Pulse, Inc., Tokyo, Japan), an amplifier (4467A Clear Pulse, Inc.), and a single-channel analyzer (1150, Clear Pulse, Inc.), in that sequence. The threshold of the single-channel analyzer was set to \~6 keV of the photon energy in order to include the photons from ^125^I with an energy range between 27.2 keV and 35.5 keV and to reduce the signal from the electric noise and background radiation. The signal was finally counted by a scaler (3340, Clear Pulse, Inc.).

![Experimental set-up: (a) overview; and (b) needle position on template. The figure is not to scale.](rry021f01){#rry021F1}

The calibration factor (U/cps) was measured for all the needle positions on the template in Fig. [1](#rry021F1){ref-type="fig"}. The source was not moved during this measurement. The source was set at the same *x*-position as the center of the detector. Only one needle, which contained the source, was used. Measurements of 1-s duration were performed 10 times.

Using the obtained calibration factor, the strength of the source moving in the needles was measured and its accuracy was investigated. As a simulation of an actual implantation, 14 needles were set as shown in Fig. [1](#rry021F1){ref-type="fig"}b, which is the same configuration as in the actual treatment. The source was then moved inside a needle in the order following the numbered sequence in Fig. [1](#rry021F1){ref-type="fig"}b. Each needle was removed after the source had passed through it. Since the source was moved manually using the applicator, the speed of the source was not constant. From the stroke of the push rod at \~20 cm and the duration of the source movement, which was 1--2 s, the speed of the source was estimated to be \~10--20 cm/s. This measurement was conducted three times. The counting time and analysis are described later, together with the measured value.

RESULTS {#rry021s3}
=======

The dependence of the detector counting rate on the source-to-template distance is shown in Fig. [2](#rry021F2){ref-type="fig"} for a static source at three needle positions. The error bars indicate the standard deviation for 10 measurements. The counting rate of the background signal was 251 ± 12 cps, and this was subtracted from measured values. The readings at three needle positions reached their maximum at 25 mm source-to-template distance. In order to compare the relative change in the counting rate, the data in Fig. [2](#rry021F2){ref-type="fig"}a were normalized at 25 mm and are shown in Fig. [2](#rry021F2){ref-type="fig"}b. In Fig [2](#rry021F2){ref-type="fig"}b, the change in the counting rate was \~5% at positions of \~15--35 mm (20 mm length) for G3.5, and 5--45 mm (40 mm length) for A3.5. Similarly, the length of the region in which the change in the counting rate was \~10% was \~30 to 50 mm. These lengths are comparable to those in the previous study \[[@rry021C9]\]. The previous study showed the uncertainty from a source speed variation of 2--20 cm/s was within 2.3% for a counting time of 50 ms \[[@rry021C9]\]. In this study, the source speed was assumed to be 10--20 cm/s. Thus, the counting time in the moving source measurement was set at 50 ms. In this case, the source moved by 0.5 to 1 cm during the counting time, which allowed the measurement to be performed while the source was in the region where the detector response did not change much, i.e. within 5--10%.

![Dependence of counting rate on source position: (a) raw data, and (b) relative distribution normalized at 25 mm, where the counting rate reaches its maximum. Dashed lines are visual guides.](rry021f02){#rry021F2}

The detector response at all the needle positions on the template was measured for the source-to-template distance of 25 mm. The calibration factor (U/cps) obtained under these conditions is shown in Fig. [3](#rry021F3){ref-type="fig"}. This data was used in estimating the strength of the moving source.

![Calibration factor obtained from static source measurements dependent on the needle position on the template. Lines are visual guides.](rry021f03){#rry021F3}

An example of measured counts for a moving source is shown in Fig. [4](#rry021F4){ref-type="fig"} at needle position \#1 in Fig. [1](#rry021F1){ref-type="fig"}b. The measurements were performed as three individual runs. For each run, the maximum count was used to estimate the source strength, assuming that the source reached the position with a high detector response when the maximum count in each run was obtained.

![Measured counts at needle Position b1.5 for counting time of 50 ms. Lines are visual guides.](rry021f04){#rry021F4}

As a measure of the accuracy of the proposed method, the ratio of the source strength estimated in the moving source measurement to the strength obtained with the well-type chamber was computed and is shown in Fig. [5](#rry021F5){ref-type="fig"}a. The plotted data are the average and standard deviation of three runs. The needle positions correspond to those in Fig. [1](#rry021F1){ref-type="fig"}b. All needles were initially placed in the template and removed after the source had passed through them, i.e. 14 needles were present during the measurement for the first needle position, and only 1 needle was left during the measurement for the 14th needle. The shielding effect of the needles other than the one used for implanting a source results in a general underestimation of the source strength. In order to correct for this shielding effect, its influence in the detected signal is estimated by a 1-s measurement with the static source in the needle. The results of these measurements are shown in Fig. [6](#rry021F6){ref-type="fig"}. As the number of additional needles increased, the detector response decreased. The data in Fig. [6](#rry021F6){ref-type="fig"} was then used to account for the shielding effect of the additional needles set on the template for the moving source measurement. The data shown in Fig. [5](#rry021F5){ref-type="fig"}b are the corresponding data from Fig. [5](#rry021F5){ref-type="fig"}a with the shielding corrections applied. The moving source measurement agreed with the well-type chamber measurement within several per cent to 10%.

![Ratio of estimated source strength of a moving source to the measured strength by a well-type chamber (a) without and (b) with the shielding correction to account for the presence of additional needles.](rry021f05){#rry021F5}

![Ratio of counting rates for a condition in which additional needles were present to those for a condition in which the additional needles were not on the template. Additional needles refer to the needles placed on the template to prepare for the implantation. For example, in the measurement for the needle Position \#1, the remaining 13 additional needles are set on the template at Positions from \#2 through \#14.](rry021f06){#rry021F6}

DISCUSSION {#rry021s4}
==========

The proposed method of estimating the strength of a moving source during implantation will be useful in the situations mentioned below. The required accuracy in each of these potential applications is likewise mentioned.An equally precise alternative to the measurement method provided by the manufacturer and at a comparable accuracy of within 7%.A way of identifying accidental replacements of sources with those having strengths among the currently supplied strengths of 0.392, 0.462 and 0.533 U. They differ by 15% or more. The accuracy of the proposed method, *a*, should satisfy 1 + *a* \< 1.15(1 -- *a*). The solution of this equation is 0.0698. Thus, the tolerance for the accuracy for this application is 7%.A method of confirming that only one source is being driven at a time by the applicator. Only one source is supposed to be driven by pushing the 'push rod' (of the applicator in Fig. [1](#rry021F1){ref-type="fig"}). Thus, accidental simultaneous implantations of two or more sources should be distinguished from one-source implantation. The required accuracy for this method is 33%, similarly to the consideration in (ii).As a means of recognizing the accidental replacement of sources with those which have decayed after being kept in the storage box in the clinical facility for a long time. The accuracy of 33%, comparable with (iii), is acceptable for the purposeof finding sources with strengths of 50% or less of their initial values, i.e. the sources that have been kept for longer time than the half-life after the strength calibration by users at the facility.As a way of identifying dead seeds, which have very low or unusable activity, or to identify the 'dropped' source that is being removed from the patient when the applicator push rod is pulled out after source has been implanted successfully. This can be performed as long as the detector responds more than the fluctuation of the background signal.

The tolerance levels of the accuracies required in each application mentioned above are shown in Fig. [5](#rry021F5){ref-type="fig"}. For applications (i), (ii) and (iii), (iv), these are 1.00 ± 0.07 and 1.00 ± 0.33, respectively. As for (ii), when sources with different strengths are available in the future, the tolerance level will be different. For application (v), the fluctuation of the background signal corresponds to 0.0003, which is out of the range of the *y*-axis in Fig. [5](#rry021F5){ref-type="fig"}. From Fig. [5](#rry021F5){ref-type="fig"}b, when the influence of the shielding by the additional needles has been successfully corrected, the accuracy was within 7% except for a few points. In this case, the proposed method is therefore suitable for all the applications (i)--(v), depending on the condition of the implantation and assuming that the correction factor for the shielding effect was evaluated in advance of the implantation. This can be accomplished as long as the sources are implanted following the preplan. In those implantations, the correction factor can be measured for all the geometries depending on the preplan, in advance of the implantation.

On the other hand, for intra-operative planning when the arrangement of the potential additional needles differs from the preplan, it is not practical to prepare the shielding correction factor for all the combinations of the additional needle arrangements. In that case, the source strength estimation undertaken during the implantation using the proposed method would have an accuracy of within \~30%, as shown in Fig. [5](#rry021F5){ref-type="fig"}a. The proposed method would then be limited to applications (iii)--(v). However, in that case, the proposed method could be used to detect a dead/dropped source, implantation of a source with wrong strengths, and a mistake in the number of sources implanted, which are the issues in clinical implantations. Furthermore, the accuracy could be improved by measuring the correction factor after the implantation is finished. By doing so, the proposed method could then be applied to (i) and (ii) as described above. This is potentially useful in the post implantation dosimetry. Currently, there is no way of performing post implantation dosimetry that modifies the estimated dose by changing the source strength based on the value measured for the sources actually implanted. Only ideas and feasibility in principle for such applications have been suggested for single-photon-emission computed tomography (SPECT) \[[@rry021C11]\] and the glass rod dosimeter \[[@rry021C12]\].

A possible way of improving the accuracy shown in Fig. [5](#rry021F5){ref-type="fig"}a is to categorize the combination of the needle arrangements into practical number of groups, depending on the desired application and corresponding accuracy. In an implantation for which the number of combinations of the needle arrangement is not too many to measure, it will be practical to prepare the shielding correction factors for all the required cases and to accomplish the intra-operative estimation of the source strength. Potentially, applicable examples of such an implantation is the peripheral loading where the peripheral needles (\#1 through \#10 in Fig. [1](#rry021F1){ref-type="fig"}b) are not placed while loading through the inner needles (\#11 through \#14) and vice versa.

The calibration factors shown in Fig. [3](#rry021F3){ref-type="fig"} and the shielding correction factors in Fig. [6](#rry021F6){ref-type="fig"} will change on each day due to fluctuation in the detector response. A practical way of compensating that will be to measure the calibration factor at a few needle positions where the error in positioning the needle is small, such as A3.5, and to set the relative relationships of the calibration factors between the needle positions, as well as the shielding correction factors, to the values obtained in the reference measurements that are performed periodically.

CONCLUSION {#rry021s5}
==========

The validity of the proposed method for measuring the strength of the source during the implantation using short-time counting was investigated for a source that was manually moved. The experiments were performed under the same conditions as the actual treatment, except for one point---that the source was not implanted into a patient or a phantom but moved only inside the needle. Regarding this point, the present study served as an *in vitro* test in advance of a clinical trial.

The source strength was estimated successfully using the method described in this study. The accuracy was \~30 % when the influence of the shielding effect of additional needles in the implantation set-up was not corrected. In this case, the proposed method can be used to detect a dead/dropped source, implantation of a source with wrong strengths, and a mistake in the number of sources implanted, which are the issues in the clinical implantations. By accounting for the shielding effect, the accuracy improved up to about several per cent to 10%, which is close to the accuracy required for finding a ^125^I seed with unintended strength among the commercially available strengths of 0.392, 0.462 and 0.533 U. Through this work, it has been confirmed that correcting for the shielding effect created by additional needles is an important factor in improving the accuracy of a measured source strength.

In practice, the calibration factor for converting the counting rate of the detector to the source strength should be measured in advance. Moreover, the accuracy of the strength estimation should be checked periodically using a source with a known strength, as shown in the present study.
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