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CLOCKS AND DYNAMICS
IN QUANTUM MODELS OF GRAVITY
PRZEMYS LAW MA LKIEWICZ
Abstract. We investigate how the quantum dynamics of gravitational models depends
on the internal clock employed in quantisation. Our previous result on the quantum
Friedmann-Lemaitre model [6] demonstrates that almost all physical predictions from the
quantum cosmological dynamics, e.g. the scale of the quantum bounce or the number
of bounces, depend on the choice of internal clock. In the present paper we show that
there exists an important prediction concerning the quantum dynamics which holds in
all internal clocks. Namely, we prove that any quantum state asymptotically, i.e. away
from a quantum interaction regime, admits a unique classical limit described by unique
classical solutions irrespectively of the internal clock used for dynamical description of the
given state. We demonstrate this property explicitly for the semiclassical Bianchi Type
I model, which includes the semiclassical Friedmann-Lemaitre model of [6] as a special
case. Our methods include the theory of pseudo-canonical transformations and the phase
space portraits based on coherent states. As a by-product of the pursuit of our main goal,
we elaborate the semiclassical description of anisotropic singularity resolution.
1. Introduction
Canonical formalism of general relativity admits the time re-parametrisation invariance
which is established by means of a Hamiltonian constraint. Time is no longer a fundamen-
tal entity but rather an auxiliary parameter without physical significance. The physical
measure of evolution is provided by ambiguously chosen physical degrees of freedom, the
so-called internal clocks. The concept of internal clock is not problematic at the classical
level as a unique classical evolution can be expressed in terms of many different clocks.
However, quantum mechanics seems to rely crucially on a fixed external time and it is not
at all obvious how the replacement of this fundamental entity by internal clocks affects the
nature of quantum evolution.
In the present paper we study the concept of quantum dynamics with respect to internal
clocks in the context of a finite-dimensional model of general relativity. The Hamiltonian
constraint formalism is brought to the unconstrained Hamiltonian formalism by making a
choice of internal clock and reducing the number of canonical variables (see Sec II for more
details). The reduced formalism is next quantised. This approach is called the reduced
phase space approach. Although we use this particular approach, we expect that the
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obtained results should be universal and at least qualitatively approach-independent. In
particular we do not expect that different results can be derived from the Dirac approach.
The latter consists of first quantisation of the Hamiltonian constraint and then solving
the respective quantum constraint equation. Solutions to the quantum constraint equation
should be equipped with a new inner product, which can be shown (at least in known
cases) to be identical with a choice of internal clock at the quantum level [1]. Let us add
that the concept of “inner dynamics” is also discussed within the Feynman quantisation,
see e.g. an early treatment by Misner [2].
Our goal is to look for possible physical dissimilarities between quantum dynamics ex-
pressed in different internal clocks. Some of those dissimilarities can be made apparent only
by means of an involved and fully quantum analysis (see [3, 4]). Others can be found by
means of a semiclassical analysis and we focus on the latter. We investigate the quantum
dynamics of the Bianchi Type I universe filled with perfect fluid. The quantum dynamics
in a fixed internal clock was derived in [5] and for some details the reader is referred to
the original paper, nevertheless we try to keep the presentation self-contained. We exam-
ine semiclassical features of the quantum dynamics by means of the phase space portraits
based on coherent states. The theory of so-called pseudo-canonical transformations [3]
plays a key role in switching the quantum dynamics to other internal clocks and making
the comparison with the original dynamics.
The result of the present paper extends, in a very important way, our previous result
[6] which concerns the effect of the choice of internal clock on the quantum dynamics of
the Friedmann-Lemaitre universe which is a special case of the Bianchi Type I universe.
Therein, we found that the quantum dynamics largely depends on the chosen internal clock.
The feature that exists in all internal clocks, is a quantum bounce which replaces the classi-
cal singularity. As a further matter, we found that away from the bounce the semiclassical
solutions admit a classical limit which is independent of the choice of internal clock. The
latter can be seen as a necessary property of semiclassical dynamics in two-dimensional
phase spaces because in this case the contour plot of the semiclassical Hamiltonian that
away from the bounce becomes classical, defines the asymptotic solutions unambiguously.
This is not the case for higher-dimensional phase spaces, where infinitely many solutions
may correspond to a given contour of the Hamiltonian. In the present work, we study
a higher dimensional model in order to find out whether the described property holds
in higher dimensions too. The issue is whether some form of determinism is present in
quantum models of gravity devoid of a preferred internal clock.
The paper is organised as follows. In Sec II we introduce the concepts of internal
clock and reduced phase space in canonical relativity. Then we apply these concepts
to define the reduced canonical formalism for the Bianchi Type I model. In Sec III we
discuss the theory of pseudo-canonical transformations. A special attention is devoted to
a subclass of the so-called special pseudo-canonical transformations. Next we apply them
to the Bianchi I model. In Sec IV we show quantisation of the model and discuss some
quantum level differences induced by different choices of internal clock. The discussion is
based on the special pseudo-canonical transformations. In Sec V we describe the method
of phase space portraits and use it to plot the semiclassical dynamics of the examined
3model. Then we explain how the method can be used for making the comparison between
semiclassical dynamics in different internal clocks. Sec VI includes the main result of
the paper. We discuss several examples of internal clocks and compare the associated
semiclassical dynamics. In Sec VII we generalise the invariant property of the portraits
examined in Sec VI to all models and to all internal clocks. We conclude in Sec VIII.
2. Clocks and dynamics in Hamiltonian constraint formalism
In this section we first make general remarks concerning internal clocks in canonical
relativity and then discuss a specific model which is further studied in the next sections.
We assume that the spacetime manifold M can be foliated, M = Σ × R, where Σ is a
space-like leaf and R is a time manifold. We follow the canonical formalism of general
relativity by Arnowitt, Deser and Misner [7], which involves a Hamiltonian constraint,
(1) H =
∫
Σ
NC0 + βiC
i, Cµ[gab, p
cd](x) ≈ 0,
which is a sum of first-class constraints, C0 and Ci. For brevity, we omit the optional
matter part of the Hamiltonian. The three-metric gab(x) is induced on Σ from the metric
on M, its conjugate momentum pab(x) encodes the extrinsic curvature of Σ in M. The
constraints C0 and Ci are a density-weighted scalar and a density-weighted three-vector in
Σ, respectively. The lapse function N and the shift vector βi are the Lagrange multipliers
which enforce the constraint equations, Cµ = 0. Since the described formalism involves
constraints, it must include redundant variables.
2.1. General relativity as parametrised field theory. The so called paradigm of
general relativity as a parametrised field theory [1] helps to understand the various roles of
the variables in Eq. (1). It assumes that only some variables describe physical degrees of
freedom while others play a role of internal space-time coordinates or are simply redundant
and can be removed. The division of roles is made by means of a canonical transformation:
(2) (gab, p
cd) −→ (Xµ, Pµ, φr, pir)
which introduces new canonical variables such that the constraints may be linearised with
respect to Pµ’s and read:
(3) Cµ ≈ Pµ + hµ(Xν , φr, pir)
(where “≈” means “equal up to a non-vanishing factor” which is a function of phase space
variables). Now, X0 andXi’s may be identified with the internal time and space coordinates
respectively, while φr’s and pi
r’s are interpreted as the physical degrees of freedom. Pµ’s
is removed from the description as a redundant piece of information. Indeed, if one sets
(4) X0(t, x
i) := t, Xi(t, x
i) := xi
the evolution equations for φr(t, x
i)’s and pir(t, xi)’s read:
(5)
d
dt
φr = {φr,Htrue}red, d
dt
pir = {pir,Htrue}red
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where the non-vanishing Hamiltonian reads
(6) Htrue :=
∫
Σ
h0(t, xi, φr, pi
r) d3x,
and the reduced Poisson bracket reads:
(7) {φr, pis}red = δ sr
The space (φr, pi
r) is called the reduced phase space. Note that h0 is a density-weighted
scalar and Htrue is a scalar.
We notice that the canonical variables (Xµ, P
µ, φr, pi
r) are not the only ones which fulfil
the condition (3) and let us denote another set of variables satisfying (3) by (X˜µ, P˜
µ, φ˜r, p˜i
r).
By the virtue of construction the respective Hamiltonian H˜true analogous to (6) generates
the same evolution of the system, which can be verified after having solved the respec-
tive Hamilton equations by means of the coordinate relation between (X˜µ, φ˜r, p˜i
r) and
(Xµ, φr, pi
r).
We shall call the internal time coordinate X0 “internal clock”. Its choice is largely
ambiguous. The concept of internal clock is much richer than the concept of time coordinate
in a fixed spacetime. Indeed, the reduced phase space (φr, pi
r) describes many spatial
geometries which are admissible for a fixed value of internal clock. In other words, an
internal clock is not restricted to a single spacetime and provides a unified “time coordinate”
for all admissible spacetimes. It is further contrasted with the time coordinate by the
property that the value of clock X0 carries a physical meaning and is needed for the full
reconstruction of the geometry of the system.
2.2. Bianchi type I model. Let us consider a spatially homogeneous universe with van-
ishing spatial curvature and of toroidal spatial topology, M = T3 × R. The line element
reads:
(8) ds2 = −N2dt2 + a21(dx1)2 + a22(dx2)2 + a23(dx3)2
where
∫
S dx
i = 1 with the integration along the closed curve given by xj = const, ∀j 6= i.
The universe is filed with a perfect fluid satisfying the linear equation of state p = wρ, w <
1. For the description of the fluid we use the Schutz formalism [8]. It can be shown that
the Hamiltonian constraint reads [5]:
H = NC0, C0 =
c
1−w
2
w q
1−w
2
24
(
24q2pT − c2wq2p2 + p2+ + p2−
)
,(9)
where the geometrical variables read
q = (a1a2a3)
1−w
2 > 0, p =
8
3(1− w)(a1a2a3)
w−1
2
˙(a1a2a3)
3N
,
p+ = − 2
N
a1 ˙(a2a3)− 2
N
a2 ˙(a3a1) +
4
N
a3 ˙(a1a2), β+ =
1
6
ln
a1a2
a23
,(10)
p− = −2
√
3
N
a1 ˙(a2a3) +
2
√
3
N
a2 ˙(a3a1), β− =
1
2
√
3
ln
a1
a2
.
5The variables q > 0 and p describe isotropic evolution, whereas the variables p+, β+ and
p−, β−, proposed by Misner (see e.g. [9]), describe anisotropic evolution of the space-like
surface. The momentum pT and the canonically conjugate T are fluid variables. The
constant cw =
3(1−w)
2 parametrises the types of fluid, e.g. for radiation cw = 1.
2.2.1. De-parameterisation. We notice that the constraint of Eq. (9) is already linear in
the momentum pT and can be given the form of Eq. (3),
C0 = c
1−w
2
w q
5−w
2
(
pT − c
2
w
24
p2 +
p2+ + p
2−
24q2
)
≈ pT − c
2
w
24
p2 +
p2+ + p
2−
24q2
.(11)
We choose T for the internal clock and (q, p, β±, p±) for the physical variables. The momen-
tum pT is removed from the formalism. Hence in analogy to Eq. (6) the true Hamiltonian
reads [5]
(12) Htrue =
c2w
24
p2 − 1
24
p2+ + p
2−
q2
.
(where for convenience we choose ‘−T ’ rather than ‘T ’ for the clock). The true Hamiltonian
(12) generates dynamics in the six-dimensional reduced phase space (q, p, β±, p±) ∈ R+×R5
with respect to the internal clock that is associated with the fluid.
2.2.2. Dynamics. The dynamics generated by (12) exhibits a big bang singularity. The
overall contraction of space, whose kinetic energy is described by the term p2, is fuelled by
the energy of anisotropic evolution
p2++p
2
−
q2
, which is growing unboundedly as q decreases.
At a finite value of the clock (and within a finite proper time) q → 0 and p → ±∞. The
model is explicitly integrable and the isotropic part of evolution reads:
p(T ) =
2Htrue(T − T0)√
c2wHtrue
6 (T − T0)2 − k
2
24Htrue
, q(T ) =
√
c2wHtrue
6
(T − T0)2 − k
2
24Htrue
(13)
where k2 = p2+ + p
2−. For describing the anisotropic part of evolution, new canonical
anisotropic variables, (k, pk, α, pα) ∈ R+ × R× [0, 2pi)× R, are useful. They read:
k cosα = p+, k sinα = p−, pk = −1
k
(β+p+ + β−p−) , pα = β+p− − β−p+(14)
The Hamiltonian (12) reads now
(15) Htrue =
c2w
24
p2 − 1
24
k2
q2
.
The anisotropic variables k, α and pα are constant, whereas pk reads:
pk(T ) =
1
2cw
ln
[
(T − T0)− k2cwHtrue
(T − T0) + k2cwHtrue
]
+ const.(16)
We shall call ‘pk’ the shape function. It parametrises the ratios between the three scale
factors a1a2 ,
a2
a3
, a1a3 and is independent of the value of the mean scale factor (see Appendix
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Figure 1. Phase space portrait of the classical dynamics in the planes (q, p) and
(q, pk) for k = 1, cw = 1 and Htrue =
1
240 ,
1
12 ,
5
24 ,
5
12 . The classical dynamics does
not occur for Htrue < 0 in the shaded region.
A for specific formulas). We notice that in the isotropy limit k → 0, the Hamiltonian (15)
describes the Friedmann-Lemaitre model (or, a free particle on a half-line) studied in [6]
and the shape function (16) becomes constant in time. The shape function is the only
dynamical variable by which the set of dynamical variables, q and p, studied already in [6]
is enlarged in the present model. Its quantum dynamics will be examined with respect to
various internal clocks.
We note that the dynamics generated by (15) is constrained by the positivity constraint,
Htrue > 0.
The phase space region Htrue < 0 is unphysical and corresponds to the negative energy of
the fluid. It does not matter how one defines the Hamiltonian inside the unphysical region.
The existence of the unphysical region is a topological property of the phase space, i.e. it
is independent of the coordinate system. It is caused by the shear-fuelled strongly singular
dynamics of the anisotropic model. It makes the solutions divided into two disconnected
branches in the phase space, an expanding and contracting one. This topological property
is depicted in Fig. 1. The positivity constraint has to be included at the quantum level.
As we shall shortly see, the unphysical region provides a set of geometrical configurations
of the universe, through which quantisation can establish a connection between the two
branches.
3. Theory of pseudo-canonical transformations
The theory of pseudo-canonical transformations was previously discussed in [3, 6]. Below
we recall the definition of pseudo-canonical transformations and discuss them with emphasis
on their group structure. We construct a simple method for formulating the dynamics of
7a single integrable system with respect to many clocks. Then we apply the method to the
Bianchi type I model which was de-parametrised with respect to the fluid variable T in the
previous section.
3.1. Pseudo-canonical transformations. The theory of contact (or, time-dependent
canonical) transformations [10] is based in the contact manifold, which is a product of
phase space P and time manifold R, C = R × P. Contact coordinates include the time
coordinate ‘t’ and the canonical coordinates ‘(qI , pI)’. The contact manifold is equipped
with a contact form ωC which takes the following form
(17) ωC = dqIdpI − dtdh
where h is the Hamiltonian. The contact form encodes Hamilton’s equations of motion in
time t, for canonical coordinates qI and pI and generated by the Hamiltonian h,
(18)
dqI
dt
=
∂h
∂pI
,
dpI
dt
= − ∂h
∂qI
.
Any solution t 7→ (t, qI , pI) to eqs (18) defines a curve in C whose tangent vector is null
with respect to ωC at any point.
Contact transformations are coordinate transformations in C, which preserve the time
coordinate t and the canonical form of ωC :
(19) (qI , pI , t) 7→ (q¯I , p¯I , t) : ωC = dq¯Idp¯I − dtdh¯,
where q¯I , p¯I are new canonical variables which depend on q
I , pI and t and whose dynamics
is generated by the new Hamiltonian h¯. Note that the time coordinate t is preserved.
The idea of pseudo-canonical transformations (PTs), which was first considered in [11],
is to extend the contact transformations to allow for time coordinate transformations as
well. The only requirement is that the canonical form of ωC is preserved, namely:
(20) (qI , pI , t) 7→ (q¯I , p¯I , t¯) : ωC = dq¯Idp¯I − dt¯dh¯,
where q¯I , p¯I are new canonical variables, t¯ is a new time coordinate and h¯ is a new
Hamiltonian. All new coordinates are functions of qI , pI , t. The respective Hamilton
equations read
(21)
dq¯I
dt¯
=
∂h¯
∂p¯I
,
dp¯I
dt¯
= − ∂h¯
∂q¯I
.
Up to time re-parametrisation, they generate exactly the same curves in C as eqs (18). Phys-
ically, it means that the motion of the system is exactly the same as before. Technically,
the canonical structure is induced by the choice of time coordinate and the coordinates qI
and pI are canonical with respect to t but, in general, they are not canonical with respect
to t¯ (and vice versa, the coordinates q¯I and p¯I are not in general canonical with respect to
t). The way to see this is to realise that the Poisson bracket is the inverse of the symplectic
form ω which is the restriction of the contact form ωC to constant time surfaces:
(22) ω = ωC |t=const,
which explicitly depends on the choice of the constant time surfaces in C.
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3.2. Group structure. PTs form a group, denoted by GP . They include contact trans-
formations, denoted by GC , as a normal subgroup. Hence, GP can be viewed as a principal
bundle pi : GP 7→ T over the space of all admissible clocks T with a fibre made of contact
transformations, GC . PTs act simply and transitively in the space of contact coordinates
(qI , pI , t). Thus, in what follows, GP will be identified with the space of contact coordinates.
3.3. Special pseudo-canonical transformations. Starting from initial contact coordi-
nates (qI , pI , t), which is a point in GP , one can define a section1 σ : T 7→ GP in the
following way: for any choice of time coordinate t¯, the respective canonical variables q¯I , p¯I
are such that Hamilton’s equations of motion for the new variables in the new time are
obtained by the formal replacement (qI , pI , t) 7→ (q¯I , p¯I , t¯), that is, the equations of
motion:
(23)
dqI
dt
=
∂h(qI , pI , t)
∂pI
,
dpI
dt
= −∂h(q
I , pI , t)
∂qI
read in terms of the new variables as:
(24)
dq¯I
dt¯
=
∂h(q¯I , p¯I , t¯)
∂p¯I
,
dp¯I
dt¯
= −∂h(q¯
I , p¯I , t¯)
∂q¯I
.
(Notice a unique formal dependence of the both Hamiltonians on the basic variables and the
internal clock). The eqs (23) and (24) are physically equivalent and canonically inequivalent.
If we integrate the equations of motion (23), we will find constants of motion, denoted by
CJ(qI , pI , t). We easily conclude that in the new contact coordinates used in (24) the
constants of motion read CJ(q¯I , p¯I , t¯). Hence, q¯
I , p¯I can be completely fixed by demanding
the following set of 2n+ 1 algebraic equations to hold:
(25) CJ(qI , pI , t) = C
J(q¯I , p¯I , t¯), t¯ = t¯(q
I , pI , t).
The above relations define a specific family of pseudo-canonical transformations. It can be
enlarged if for each contact coordinate system (t¯, q¯I , p¯I) derived with (25), one allows for
canonical transformations that move the contact coordinates along a fibre:
(26) (q¯I , p¯I , t¯) 7→ (q˜I , p˜I , t¯),
where t¯ is preserved and thus pi(q¯I , p¯I , t¯) = pi(q˜
I , p˜I , t¯). Nevertheless, the importance of
this particular family of pseudo-canonical transformations given by (25) will become clear
when we discuss quantisation. For the moment we just emphasise that Eq. (25) demands
that the transformation of contact coordinates is such that the formal dependence of the
constants of motion on the contact coordinates is fixed. Nevertheless, any observable that
is not a constant of motion will change its form upon the transformation (25).
1A section σ is an embedding of the base manifold into the bundle such that pi ◦ σ = Id.
93.4. Bianchi type I model. In what follows we employ the introduced pseudo-canonical
transformations (25) to the Bianchi type I model for which the Hamiltonian is given in (15)
and the internal clock is associated with the fluid variable T . The reduced phase space is
parametrised by (q, p, k, pk, α, pα) ∈ R+ × R× R+ × R× [0, 2pi)× R.
Transformations to a new clock T¯ can be restricted by the use of the so called delay
function D of the following form:
(27) T → T¯ = T +D(q, p),
where we suppress the dependence of D on (T, k, pk, α, pα). Such transformations are
general enough for our purposes and at the same time manageable. We find a maximal set
of independent constants of motion associated with the Hamiltonian (15):
C1 =
c2w
24
p2 − 1
24
k2
q2
, C2 = qp−
(
c2w
12
p2 − 1
12
k2
q2
)
T, C3 = k,(28)
C4 = pk − 1
2cw
ln
(
qp− k/cw
qp+ k/cw
)
, C5 = α, C6 = pα,
where the following identifications hold: C1 = Htrue and C
2 = −2HtrueT0 (T0 features in
eq. (13)). Combining (27) and (28) we apply the formula (25) and find new canonical
coordinates associated with the clock T¯ = T +D(q, p):
q¯ =
√
q2 +
c2wqpD
6
+
c2wD
2
6
(
c2w
24
p2 − 1
24
k2
q2
)
, p¯ =
qp+D ·
(
c2w
12 p
2 − 112 k
2
q2
)
√
q2 + c
2
wqpD
6 +
c2wD
2
6
(
c2w
24 p
2 − 124 k
2
q2
)
p¯k = pk +
1
2cw
ln
qp+D · ( c2w12 p2 − 112 k2q2 )− k/cw
qp+D · ( c2w12 p2 − 112 k
2
q2
) + k/cw
· qp+ k/cw
qp− k/cw
 , k¯ = k, α¯ = α, p¯α = pα
(29)
We note that the constants of motion k, α, pα are preserved by the above transformation
as expected. Moreover, for D → 0, the transformation becomes trivial as it should be. By
assumption the above transformation preserves the form of the Hamiltonian:
(30) Htrue,D =
c2w
24
p¯2 − 1
24
k¯2
q¯2
,
which generates exactly the same physical motion in C as the Hamiltonian (15), though
via a new Poisson bracket with the barred variables forming canonical pairs.
3.4.1. Delay function. The old and the new clocks must be monotonic with respect to each
other along the motion. Therefore, delay functions must satisfy the following condition:
(31)
dT¯
dT
= 1 + {D(q, p),Htrue} = 1 + p
12
∂D
∂q
− k
2
12q3
∂D
∂p
> 0
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Figure 2. The coordinate system (x, y) in the (q, p)-plane. The level sets of x
and y on the left and right, respectively. The shaded region, y < 0, is classically
forbidden.
For facilitating identification of admissible delay functions, we introduce more convenient
variables (x, y) in place of (q, p):
(32) x =
pq
p2 − k2
q2
, y = p2 − k
2
q2
,
where y ∈ R− {0}, x ∈ (−∞,−ky ) ∪ (ky ,∞) for y > 0 and x ∈ (− k|y| , k|y|) for y < 0, see Fig.
2. The transformation of variables is ill-defined for y = 0. In the new variables, eq. (31)
reads
(33) 1 +
1
12
∂E(x, y)
∂x
> 0, E(x(q, p), y(q, p)) = D(q, p)
The variables x and y are useful in defining D. Firstly, it is much easier to fulfil the
condition (33) than (31). Secondly, they directly provide the meaning of D. Namely, y
is a constant of motion and it enumerates both the physical (y > 0) and non-physical
(y < 0) trajectories. Therefore, the dependence on y tells how a given delay function varies
from one trajectory to another one. In particular, it tells whether the clock changes in
the physical and non-physical regions of the phase space. Furthermore, for a fixed value
of y, the variable x varies monotonically along a given trajectory and tells how the clock
is modified along the motion. In particular, x tells whether the delay function vanishes at
the singularity (see Appendix B for further details). Furthermore, the variable x is used to
describe the clock transformation far away from the singularity, although, a non-vanishing
delay function in the far future/past should not produce the clock effect as the quantum
corrections vanish there. We will see this when we come to comparing quantum dynamics
in various clocks.
11
4. Quantisation and clocks
4.1. Quantisation and special pseudo-canonical transformations. In the previous
section we discussed a special type of pseudo-canonical transformations to a new clock
t→ t¯ and new canonical variables (qI , pI)→ (q¯I , p¯I) such that the form of all constants of
motion, and in particular of the Hamiltonian, is preserved (see eq. (25)). It follows that it
is sufficient to solve the Hamilton equations in one clock (23) to obtain the solution in all
the other clocks (24). Namely, given the solution in t in the form
qI = QI(t, C1, . . . , C2n), pI = PI(t, C
1, . . . , C2n),(34)
where C1, . . . , C2n are constants of motion which parametrise the space of solutions, we
obtain the solution in t¯ by the simple replacement of clock and canonical variables:
q¯I = QI(t¯, C1 . . . , C2n), p¯I = PI(t¯, C
1, . . . , C2n).(35)
By assumption, the constants C1, . . . , C2n are independent of the choice of clock.
The formal correspondence between canonical formalisms related by special pseudo-
canonical transformations can be extended to the quantum level. Let us consider ‘quanti-
sation’ by which we mean a linear map,
Q : C∞(P) 7→ L(H),
from phase space functions to linear operators in the Hilbert space H. Let qI , pI be
canonical coordinates and O(qI , pI) be any observable, and let
Q : O(qI , pI) 7→ Oˆ.(36)
The same quantisation map Q may be applied to another reduced phase space based on
another clock t¯ and parametrised by canonical coordinates q¯I , p¯I . Namely, let an observable
O(q¯I , p¯I) which depends formally in the same way on the respective basic variables as
O(qI , pI) be promoted to the same operator,
Q : O(q¯I , p¯I) 7→ Oˆ.(37)
In this way, a single quantisation map Q is sufficient to quantise all canonical formalisms
related by special pseudo-canonical transformations given by eq. (25) and it establishes all
the respective quantum theories in the same Hilbert space H. Let us discuss the properties
of the obtained quantum theories:
1. First of all we notice that observables O(qI , pI) and O(q¯
I , p¯I), though promoted
to the same linear operator by the map Q, they in general represent physically different
quantities. Thus, provided that Q is an injection, it immediately follows that a unique
physical quantity is in general assigned a different operator if quantised in a different
canonical formalism.
2. The exceptional observables are constants of motion, CJ(qI , pI , t) and C
J(q¯I , p¯I , t¯),
which are mapped by Q to the same quantum operator in H and which share the same
physical meaning by the virtue of Eq. (25). Therefore, the operators CˆJ (or, the families
of operators CˆJ(τ), where τ = t or τ = t¯) represent the same conserved physical quantities
for all quantum theories (in all internal clocks).
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3. Since the Hamiltonian is a constant of motion, it is assigned by Q a unique quantum
operator for all internal clocks. Hence, for any initial vector state |ψ(τ0)〉 ∈ H, it generates
via the Schro¨dinger equation,
i
∂
∂τ
|ψ〉 = Hˆ|ψ〉,(38)
a curve in the Hilbert space, τ 7→ |ψ(τ)〉 ∈ H, which is unique for all clocks up to parametri-
sation, τ = t or τ = t¯.
4. Suppose {Cˆj}, j ∈ J is a maximal set of quantised constants of motions which
include the Hamiltonian, are independent, commute with each other and are self-adjoint.
Then by the virtue of spectral theorem, any vector state |ψ〉 ∈ H can be expressed as a
sum of the eigenstates of Cˆj ’s. In other words, it can be represented as a wavefunction on
the spectra of Cˆj ’s,
ψ(. . . , cj , . . . ) = 〈. . . , φcj , . . . |ψ〉,(39)
where
Cˆj |φcj 〉 = cj · |φcj 〉.(40)
Since the constants of motion have the same physical meaning in all internal clocks, we con-
clude that ψ(. . . , cj , . . . ) and the associated probability distribution has a unique physical
interpretation for all clocks.
5. By an analogous reasoning, we conclude that the spectral decomposition of any vector
state |ψ〉 ∈ H in terms of a wavefunction on the spectra of a maximal set of commuting
quantised observables which are not constants of motion
ψ(. . . , dj , . . . ) = 〈. . . , ϕdj , . . . |ψ〉,(41)
where dj stands for an eigenvalue of a dynamical operator Dˆj ,
Dˆj |ϕdj 〉 = dj · |ϕdj 〉,(42)
cannot be given a unique physical interpretation for all internal clocks. It is so simply
because dj ’s have different physical meanings in different internal clocks. In other words,
dissimilarities between dynamical properties of vector states seen in different internal clocks
are unavoidable. For instance, if |ψ〉 is a state of a moving particle, then its position is a
dynamical observable and the probability distribution of the particle’s position in the state
|ψ〉 depends on the chosen internal clock. It is clear that the dissimilarities have nothing
to do with usual quantisation ambiguities (like ambiguous orderings, etc) since a unique
quantisation map Q is employed for all internal clocks.
4.2. Bianchi Type I model. A quantum theory of the Bianchi Type I model was de-
veloped in [5]. The essential elements of the quantisation procedure are given below. The
distinctive feature of the studied model is the phase space which consists of the physical
(Htrue > 0) and non-physical (Htrue < 0) regions. For isotropic variables (q, p) we employ
an integral quantisation based on coherent states which are obtained with a unitary irre-
ducible representation of the affine group. For the remaining variables we use canonical
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quantisation, although the respective quantum operators will not play a crucial role in our
analysis.
4.2.1. Coherent states. Let us first introduce the coherent states which will play a key
role in establishing the quantum theory. They will be applied to the isotropic variables
(q, p) ∈ R+ ×R. The affine group is a minimal group of canonical transformations defined
as
(R+ × R) ◦ (R+ × R) 3 (q′, p′) ◦ (q, p) 7→
(
qq′,
p
q′
+ p′
)
∈ R+ × R,(43)
in the phase space (q, p) equipped with the symplectic form ω = dqdp. The following
family of unitary operators
U(q, p) · ψ(x) = eipxψ(x/q) ∈ L2(R+, dx)(44)
are easily verified to form an irreducible representation of the affine group,
U(q′, p′) · U(q, p) = U(qq′, p
q′
+ p′).(45)
The affine coherent states are defined as a continuous map from the phase space to the
Hilbert space,
R+ × R 3 (q, p) 7→ |q, p〉 := eipxψ(x/q) ∈ H = L2(R+, dx),(46)
where ψ(x) ∈ L2(R+,dx/x) ∩ L2(R+,dx), called the fiducial vector, is fixed and some
possible choices for ψ(x) are given in eq. (88) of Appendix D. The coherent states form an
overcomplete continuous basis in H,∫
R+×R
dqdp
2pic−1
|q, p〉〈q, p| = 1,(47)
where c−1 =
∫∞
0
|ψ(x)|2
x dx. The resolution of unity (47) is the essential property of coherent
states and is guaranteed by the construction based on a unitary irreducible group [12].
4.2.2. Quantisation map. The quantisation map for phase space functions of q, p is based
on the affine coherent states and reads:
Q : O(q, p) 7→ Oˆ =
∫
R+×R
dqdp
2pic−1
O(q, p)|q, p〉〈q, p|(48)
The above map is linear, it assigns the identity to O(q, p) = 1 and it assigns positive oper-
ators to positive functions. This quantisation is very convenient in imposing the positivity
constraint which is satisfied by the classical model (see below). Moreover, it respects the
affine symmetry of the phase space and leads to the singularity resolution as shown shortly.
Nevertheless, the use of this specific quantisation map is completely irrelevant for the ex-
istence of ambiguity associated with different physical interpretations as described in the
subsection (4.1) due to the choice of internal clock.
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The quantisation of phase space functions of the remaining variables k, pk, α, pα is canon-
ical, i.e.
Q : k 7→ kˆ = k, pk 7→ pˆk = −i∂k, α 7→ αˆ = α, pα 7→ pˆα = −i∂α,(49)
and compound functions of the above elementary variables are promoted to respective
compound operators which are symmetric with respect to the above elementary operators.
4.2.3. Quantum Hamiltonian. We will use the map Q defined above to quantise the Hamil-
tonian (15), that is,
Htrue =
c2w
24
p2 − 1
24
k2
q2
,
together with the positivity constraint, Htrue > 0. The variable k is simply re-interpreted
as a multiplication operator on L2(R+, dk) upon canonical quantisation. We are going
to treat it as a constant and treat Htrue as a function of q, p. We impose the positivity
constraint on the quantum theory by quantising
θ(Htrue)Htrue(50)
instead of Htrue alone, where θ(·) is the Heaviside function. Note that the classical Hamil-
tonians θ(Htrue)Htrue and Htrue are equal in the physical region Htrue > 0 and different
in the non-physical region Htrue < 0. The choice of classical Hamiltonian (as long as it is
valid) as a starting point for quantisation of dynamics is free. This choice is usually guided
by the kind of quantum theory that one expects to get. We notice that θ(Htrue)Htrue
becomes trivial in the unphysical region and does not generate spurious dynamics there.
Incorporating the quantum uncertainties may result in weakening the classical constraint
and induce some dynamics in the classically forbidden region. The quantum Hamiltonian
reads:
Q : θ(Htrue)Htrue 7→ Hˆtrue =
∫
R+×R
dqdp
2pic−1
θ(Htrue)Htrue|q, p〉〈q, p|.(51)
See Appendix D for the result of evaluation of the above integral. The final formula is
very difficult to analyse and therefore, we will employ phase space portraits to represent
the quantum dynamics only approximately.
4.2.4. Switching to other internal clocks. The form of the Hamiltonian Htrue(q, p) is pre-
served upon special pseudo-canonical transformations to new contact coordinates (t, q, p) 7→
(t¯, q¯, p¯) discussed in the subsection (3.3). Thus, the form of θ(Htrue)Htrue is also preserved
and the quantum Hamiltonian of eq. (51) is common for all internal clocks on the basis
of the discussion around eq. (37). Therefore, for any initial state |ψ〉 its evolution is the
same in all internal clocks (see point 3. in the subsection (4.1)).
The interpretation of any state |ψ〉 in general depends on the employed clock. Let us
illustrate it with an example. The variables q and q¯ are assigned the same operator by Q,
namely
Q : q 7→ qˆ =
∫
R+×R
dqdp
2pic−1
q |q, p〉〈q, p| =
∫
R+×R
dq¯dp¯
2pic−1
q¯ |q¯, p¯〉〈q¯, p¯| = ˆ¯q(52)
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(where we have applied the formula (48)). However, they represent different dynamical
quantities as shown by eq. (29). If we solve the eigenvalue problem, qˆφλ = λφλ (or
ˆ¯qφλ = λφλ), then we can represent any state |ψ〉 ∈ H as a wavefunction on the spectrum
of qˆ (and ˆ¯q),
ψ(λ) = 〈φλ|ψ〉,(53)
which is a unique wavefunction. However, the interpretation of the wavefunction is different
in different internal clocks as the interpretation of its argument λ corresponds to q or to q¯
depending on the internal clock.
Alternatively, we may notice that the operator
Q : q¯ 7→ ˆ¯q =
∫
R+×R
dq¯dp¯
2pic−1
q¯ |q¯, p¯〉〈q¯, p¯|(54)
in the internal clock t¯ corresponds to the same physical quantity as the operator
Q : q¯(q, p) 7→ ̂¯q(q, p) =
∫
R+×R
dqdp
2pic−1
q¯(q, p) |q, p〉〈q, p|(55)
in the internal clock t, where q¯ = q¯(q, p) is a compound function of q and p derived in
eq. (29). But now the operators ˆ¯qφλ = λφλ and ̂¯q(q, p)ϕλ = λϕλ have different eigenvalue
solutions despite the fact that they correspond to the same physical quantity. So any state
vector |ψ〉 ∈ H will be given a different wavefunction of the argument λ corresponding the
same physical quantity q¯,
〈φλ|ψ〉 = f(λ) 6= g(λ) = 〈ϕλ|ψ〉,(56)
depending on the employed clock. Thus, the physical interpretation of the state |ψ〉 is
clearly different for different clocks. Performing this kind of comparison explicitly is cum-
bersome as, for instance, the operator corresponding to q¯(q, p) may be too complex to
determine its eigenstates. In the next section we propose a more efficient way to tackle the
problem of comparing descriptions of quantum dynamics in different clocks.
5. Phase space portraits
The goal of this section is to present a semiclassical approximation to quantum dynamics
based on phase space portraits and then to apply it to the quantised Bianchi-I model. This
approximation is useful because it is significantly simpler to obtain than the full quantum
description. On one hand, it includes only the crudest corrections from quantum theory to
the classical dynamics. On the other hand, if any dissimilarities between different clock-
based quantum dynamics are found, then going to a more detailed description will not
make the dissimilarities go away. On the contrary, the extent of dissimilarities can only
enlarge.
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5.1. Klauder’s approach. Let us recall Klauder’s approach [13, 5] to semiclassical ap-
proximation to quantum motion. Let the ‘quantum action’ be defined as:
(57) S(ψ, ψ˙) =
∫
〈ψ|i ∂
∂t
− Hˆ|ψ〉dt,
where |ψ〉 ∈ H belongs to the Hilbert space and Hˆ ∈ L(H) is the quantum Hamiltonian.
Minimisation of the quantum action with respect to variations of ψ (or ψ∗) leads to the
Schro¨dinger equation,
i
∂
∂t
|ψ〉 = Hˆ|ψ〉,
which defines the exact quantum motion. The semiclassical approximation can be derived
by confining the quantum motion to a family coherent states defined in (46). By setting
|ψ〉 ∈ {|q, p〉 : (q, p) ∈ R+ × R},
the quantum action (57) reads
(58) S(q, q˙, p, p˙) =
∫
〈q, p|i ∂
∂t
− Hˆ|q, p〉dt =
∫ (
q˙p− 〈q, p|Hˆ|q, p〉
)
dt
The minimisation of (58) with respect to variations of q and p leads to the Hamilton
equations for semiclassical motion,
(59)
dq
dt
=
∂Hˇ
∂p
,
dp
dt
= − ∂Hˇ
∂q
, Hˇ(q, p) = 〈q, p|Hˆ|q, p〉.
The solution to the above equations gives the phase space portrait of quantum dynamics. It
is simple to notice that starting from another reduced phase space with clock t¯, quantisation
and semiclassical approximation must lead to formally the same Hamilton equations of
semiclassical motion, namely
(60)
dq¯
dt¯
=
∂Hˇ
∂p¯
,
dp¯
dt¯
= − ∂Hˇ
∂q¯
, Hˇ(q¯, p¯) = 〈q¯, p¯|Hˆ|q¯, p¯〉.
This is so because (i) the classical Hamiltonian is a unique function of basic variables
irrespectively of the employed clock; (ii) the quantisation map (48) promotes it to a unique
quantum operator irrespectively of the employed clock; (iii) we use a unique family of
coherent states with renamed labels (q, p) 7→ (q¯, p¯) to approximate the quantum motion.
5.2. Comparison of phase space portraits. It was demonstrated in the previous sec-
tion that the quantum motion is unique for all internal clocks. The quantisation map Q of
(48) assigns the same operators to the canonical pairs q, p and q¯, p¯ because in the definition
of Q a unique family of coherent states is implicitly assumed, i.e.
∀q=q¯ ∀p=p¯ |q, p〉 = |q¯, p¯〉.(61)
Hence, confining the quantum motion to |q, p〉’s is identical with confining it to |q¯, p¯〉’s
because they are in fact the same coherent states. Since the exact dynamics is unique, the
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semiclassical dynamics understood as an approximate quantum motion,
R 3 t 7→ |q(t), p(t)〉 ∈ H,(62)
must be unique as well. So, where are the dissimilarities?
As already discussed, any state |ψ〉 ∈ H has a physical interpretation in terms of a
wavefunction on the eigenvalues of any quantum (self-adjoint) operator that corresponds
to a physical observable. A limited physical interpretation of the state |ψ〉 can be given
e.g. by the expectation value of a given operator in the state |ψ〉 rather than a complete
wavefunction. If a given quantum operator is dynamical then the physical observable to
which it corresponds depends on the internal clock. For example, the coherent states,
H 3 |a, b〉, (a, b) ∈ R+ × R,
can be given a physical interpretation in terms of the expectation values of the operators
qˆ and pˆ or ˆ¯q and ˆ¯p depending on the chosen internal clock. It can be verified that
〈a, b|qˆ|a, b〉 = 〈a, b|ˆ¯q|a, b〉 = a,(63)
〈a, b|pˆ|a, b〉 = 〈a, b| ˆ¯p|a, b〉 = b
In other words, for the clock t, the above coherent state is interpreted as a semiclassical
state of the system corresponding to
q = a, p = b,(64)
where q and p are basic dynamical observables. Whereas for the clock t¯ it describes a
semiclassical state corresponding to
q¯ = a, p¯ = b,(65)
where q¯ and p¯ are another set of basic dynamical observables. Taking into account a non-
trivial relation q¯ = q¯(q, p) and p¯ = p¯(q, p) given eq. (29), we have just proved a dissimilarity
in the interpretation of the state |a, b〉 in terms of basic dynamical variables.
The method of comparison which we employ below is based on the phase space portraits.
We first derive the phase space portraits of quantum dynamics with different clocks and
in different reduced phase spaces. Then we employ the coordinate relation between the
reduced phase spaces (25),
CJ(qI , pI , t) = C
J(q¯I , p¯I , t¯), t¯ = t¯(q
I , pI , t),
(for the Bianchi-I the relation is given in eq. (29)) to pullback the phase space portrait in
(q¯I , p¯I) to the phase space portrait in (q
I , pI) via (q¯
I , p¯I) 7→ (qI(q¯I , p¯I), pI(q¯I , p¯I)). Finally,
the two semiclassical motions are compared in a fixed reduced phase space (qI , pI) and
dissimilarities are discussed.
5.3. Phase space portrait of Bianchi type I model. The Klauder-like approximation
to the quantum Bianchi-I dynamics given by the Hamiltonian (51) was derived in [5]. In
what follows we recall the most essential result. The semiclassical Hamiltonian is defined
(66) Hˇtrue = 〈q, p|Hˆtrue|q, p〉 =
∫
R+×R
dq′dp′
2pic−1
θ(Htrue)Htrue|〈q′, p′|q, p〉|2.
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(which is the expectation value of Hˆtrue in the coherent states |q, p〉). The explicit deter-
mination of the above integral gives:
Hˇtrue =
c2w
24
(
p2 − B(
k
cw
)2
q2
λ2(qp)
2
1 + λ1(
k
cw
)2 + λ2(qp)2
+
A
q2
1 + λ2(qp)
2
1 + λ1(
k
cw
)2 + λ2(qp)2
)
,(67)
where the values of parameters A, B, λ1 and λ2 depend on the specific family of coherent
states via the fiducial vector ψ(x) used to define the coherent states |q, p〉 in (46). The
explicit values of these parameters are irrelevant for our purposes and can be found in [5]2.
In order to make the plots of the semiclassical dynamics, we employ the fiducial vector of
Eq. (88) with ν = 3 to fix the above parameters.
The semiclassical dynamics generated by (67) is explicitly integrable, though involved.
We find:
q =
√√√√ 1
Hˇtrue
c2w
24
(
(2HˇtrueT )2 −
B( kcw )
2λ2(2HˇtrueT )2
1 + λ1(
k
cw
)2 + λ2(2HˇtrueT )2
+A
1 + λ2(2HˇtrueT )2
1 + λ1(
k
cw
)2 + λ2(2HˇtrueT )2
)(68)
p =
2HˇtrueT
q
, k = const, α = const, pα = const,(69)
pk = A0 arctan(Hˇtrueω0T ) +
A1
ω+
arctan(Hˇtrueω+T )− A1
ω−
arctan(Hˇtrueω−T ) + const,(70)
for the bounce assumed to take place at T = 0. The values of constant parameters ω0, ω±
and A0 are given in Appendix C.
It is clear from (68) that the singularity is removed and the minimal value of q reads
qmin =
√√√√ c2wA
24Hˇtrue
(
1 + λ1(
k
cw
)2
) .(71)
The solutions exhibit a bounce: a contracting semiclassical universe crosses the classi-
cally forbidden phase space region, Htrue < 0, and smoothly transforms into an expanding
universe, as depicted in Fig 3. Crossing the classically forbidden region is necessary to con-
nect the expanding and contracting classical solutions that are topologically disconnected
by this region in the kinematical phase space.
We infer from our previous discussions that in order to quantise dynamics and next
approximate it for other reduced phase spaces one needs to apply the unique quantisation
formula (51) and the unique formula for the semiclassical Hamiltonian (59) by substituting
the variables (q, p) with (q¯, p¯). As a result, the semiclassical Hamiltonian in other reduced
2The parameters used in [5] are rescaled here for brevity as follows: B
λ2
→ B, A
λ2
→ A and λ2λ2 → λ2.
In effect, λ is absent in our present notation.
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Figure 3. Phase space portrait of the semiclassical dynamics in the planes (q, p)
and (q, pk) for k = 1, cw = 1 and Hˇtrue =
1
240 ,
1
12 ,
5
24 ,
5
12 . All the phase space
is accessible by the semiclassical dynamics. The trajectories do not diverge but
reverse. They represent bouncing universes.
phase spaces reads
HˇD,true =
c2w
24
(
p¯2 − B(
k¯
cw
)2
q¯2
λ2(q¯p¯)
2
1 + λ1(
k¯
cw
)2 + λ2(q¯p¯)2
+
A
q¯2
1 + λ2(q¯p¯)
2
1 + λ1(
k¯
cw
)2 + λ2(q¯p¯)2
)
(72)
that is, it is formally equivalent with the Hamiltonian of Eq. (67).
5.4. Comparing phase space portraits for quantum Bianchi type I model. We
employ different internal clocks to derive semiclassical phase space portraits for the unique
quantum dynamics of Bianchi type I model. Next we compare them in a single reduced
phase space. We skip the variables α, pα and k since they are constants of motion and no
clock effect can occur for them. We focus on the space (q, p, pk).
More precisely, we fix a single reduced phase space parametrised by the barred variables
(q¯, p¯, p¯k) and the remaining reduced phase spaces parametrised by (q, p, pk). In order to
arrive at the fixed reduced phase space (q¯, p¯, p¯k), a pseudo-canonical transformation (29)
based on an appropriate delay function D(q, p) is performed on (q, p, pk).
The scheme of computations is following. We use the solution (68,69,70) to the semi-
classical Hamilton equations generated by the Hamiltonian (67):
(73) T 7→ (q(T ), p(T ), pk(T )).
Next we perform a pseudo-canonical transformation with a suitable delay function D(q, p),
described by the eqs (29). Combining it with (73), we obtain:
T 7→ (q¯(T ), p¯(T ), p¯k(T )).(74)
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Figure 4. From left to right: (i) plot of the delay function D1 which defines the
transformation between the reduced phase space used to derive the semiclassical
dynamics and the reduced phase space used to describe it; (ii) the semiclassical
evolution in the (q¯, p¯)-plane for k = 1, cw = 1, Hˇtrue =
1
240 ,
1
12 ,
5
24 ,
5
12 ; (iii) the
semiclassical evolution in the (q¯, p¯k)-plane.
The reduced phase space (q¯, p¯, p¯k) is where we make the comparison of semiclassical dy-
namics descendent from reduced phase space based on internal clocks that differ by de-
lay functions D(q, p). Of course, the semiclassical dynamics which is derived directly in
(q¯, p¯, p¯k):
T¯ 7→ (q¯(T¯ ), p¯(T¯ ), p¯k(T¯ )),(75)
is already represented in Fig. 3 and will serve as a basis for the comparisons.
6. Numerical examples
In what follows we study four examples of delay functions and the effect that the respec-
tive internal clocks take on the semiclassical phase space portraits. The admissible delay
functions were given in eq. (33). Because this particular model suffers from a singularity
at the classical level, the extra demand that we make is that the delay functions vanish at
the singularity (for technical details see Appendix B).
For convenience we introduce the following function:
η(z) = θ(−z)e 1z ∈ [0, 1), z ∈ R(76)
The first example is
D1(q, p) := 40 · η( q
p+ kq
)η(
−pq − 10k
p2 − k2
q2
)η(−p2 + k
2
q2
).(77)
The figure 4 includes a 3-dimensional plot of the delay function D1 and the semiclassical
phase space portrait in the planes (q¯, p¯) and (q¯, p¯k) mapped from the planes (q, p) and
(q, pk), where the semiclassical motion was derived. The clock transformation T 7→ T¯ =
T + D1(q, p) occurs only in the phase space region where the classical universe contracts.
As a result, the semiclassical motion in this region deviates from the one derived with the
21
Figure 5. From left to right: (i) plot of the delay function D2 which defines the
transformation between the reduced phase space used to derive the semiclassical
dynamics and the reduced phase space used to describe it; (ii) the semiclassical
evolution in the (q¯, p¯)-plane for k = 1, cw = 1, Hˇtrue =
1
240 ,
1
12 ,
5
24 ,
5
12 ; (iii) the
semiclassical evolution in the (q¯, p¯k)-plane.
Figure 6. From left to right: (i) plot of the delay function D3 which defines the
transformation between the reduced phase space used to derive the semiclassical
dynamics and the reduced phase space used to describe it; (ii) the semiclassical
evolution in the (q¯, p¯)-plane for k = 1, cw = 1, Hˇtrue =
1
240 ,
1
12 ,
5
24 ,
5
12 ; (iii) the
semiclassical evolution in the (q¯, p¯k)-plane.
reference clock T¯ . Moreover, the dynamics of the variable p¯k that is coupled to q¯ and p¯
deviates during the same phase of evolution, i.e. for small and contracting q¯. Finally, we
observe that away from the bounce the dynamics coincides with the dynamics derived in
T¯ and represented in the figure 3.
The second example is
D2(q, p) := q · η(p2 − k
2
q2
).(78)
The figure 5 includes the plot of D2 and the portrait of the quantum motion in the reduced
phase space (q¯, p¯, p¯k) that is different by D2 from the reduced phase space (q, p, pk) in
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Figure 7. From left to right: (i) plot of the delay function D4 which defines the
transformation between the reduced phase space used to derive the semiclassical
dynamics and the reduced phase space used to describe it; (ii) the semiclassical
evolution in the (q¯, p¯)-plane for k = 1, cw = 1, Hˇtrue =
1
240 ,
1
12 ,
5
24 ,
5
12 ; (iii) the
semiclassical evolution in the (q¯, p¯k)-plane.
which the quantum motion is derived. The respective clock transformation occurs only in
the classically forbidden region and as a result, the semiclassical dynamics exhibits some
deviations from the dynamics of the figure 3 precisely in this region. Finally, we observe
that away from the bounce the dynamics coincides with the dynamics of the figure 3.
The next example is
D3(q, p) := 20 · sin(4pi pq
p2 − k2
q2
)η(
q
p+ kq
)η(
−pq − 10k
p2 − k2
q2
)η(−p2 + k
2
q2
).(79)
The figure 6 includes the plot of D3 and the portrait of the quantum motion in the reduced
phase space (q¯, p¯, p¯k) that is different by D3 from the reduced phase space (q, p, pk) in
which the quantum motion is derived. The respective clock transformation occurs only in
the phase space region where the classical universe contracts and it is oscillatory. As a
result, the semiclassical dynamics exhibits some oscillatory deviations from the dynamics
of the figure 3 precisely in this region. Finally, we observe that away from the bounce the
dynamics coincides with the dynamics of the figure 3.
The final example is
D4(q, p) := 1.5 · sin(4pi pq
p2 − k2
q2
)q2η(3p2 − 3k
2
q2
).(80)
The figure 7 includes the plot of D4 and the portrait of the quantum motion in the reduced
phase space (q¯, p¯, p¯k) that is different by D4 from the reduced phase space (q, p, pk) in
which the quantum motion is derived. The respective clock transformation occurs only in
the classically forbidden region and is oscillatory. As a result, the semiclassical dynamics
exhibits some oscillatory deviations from the dynamics of the figure 3 precisely in this
region. Finally, we observe that away from the bounce the dynamics coincides with the
dynamics of the figure 3.
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Let us summarise what we have learnt from the above numerical examples. The choice
of clock and associated reduced phase space determines the quantum dynamics obtained
by subsequent quantisation. The method of phase space portraits based on coherent states
reveals that the dissimilarities in quantum dynamics are non-trivial and can be very large.
However, as the studied examples suggest, away from where the quantum effects dominate,
all quantum dynamics admit a fixed classical limit irrespectively of the employed internal
clock. As we show next, this is in fact a universal property.
7. Generalisation of the result
In the previous section we showed that semiclassical dynamics of the Bianchi type I
model based on different internal clocks are different. This is visible in the vicinity of
the bounce, where quantum corrections dominate. Away from the bounce semiclassical
evolutions coincide irrespectively of the employed clock. This is a non-trivial result since the
mere vanishing of semiclassical corrections does not imply that the dynamics convergences
to the same classical solution. In what follows we show how this result can be generalised
to all models defined in phase spaces of any dimension. We focus on the semiclassical
dynamics and use phase space portraits. We assume that the quantised models satisfy the
classical limit in the sense that their semiclassical dynamics converges in the asymptotic
future and past to the classical dynamics (without specifying to which classical solution
exactly). We start with a useful definition and then consider two cases, a restricted and a
general one.
Definition. Suppose there is a bounded region in the phase space, R, such that the
semiclassical trajectories of a given model cross it only for a finite amount of time and
move away from it both in the asymptotic past and future. For instance, in cosmological
bouncing models it is a region where the volume of the universe is small and the expansion
rate large. At the fully quantum level this bounded region could mean some subset of the
Hilbert space, through which the evolution of any initial state may take place, but which
does not contain the asymptotic states.
Restricted case. Let us first consider a pseudo-canonical transformation (25) which is
trivial outside a bounded region R, based on a delay function D which vanishes outside R.
This type of clock transformation is represented schematically in Fig. 8a. As discussed in
Sec. 4, classical Hamiltonians H(qI , pI) and H(q¯
I , p¯I) which act in two different reduced
phase spaces related by a special pseudo-canonical transformation are assigned the same
quantum operator in the Hilbert space H. Subsequently, as discussed in Sec. 5, they are
given formally the same semiclassical approximation in terms of Hˇ(qI , pI) and Hˇ(q¯
I , p¯I)
that generate formally the same semiclassical dynamics in the respective reduced phase
spaces. In other words, the semiclassical solution in one reduced phase space is deduced
from the semiclassical solution in the other one by formal replacement of (qI , pI , t) by
(q¯I , p¯I , t¯). Since outside R the pseudo-canonical transformation is trivial (i.e., the identity),
the variables (qI , pI) and (q¯
I , p¯I) become physically identical there. This shows that the
formally identical semiclassical dynamics inside R become physically identical outside R.
We conclude that a given asymptotical classical solution in remote past is evolved to a
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(a) Schematic representation of a pseudo-
canonical transformation confined to a
bounded R. The solid curve represents a
semiclassical trajectory which is transformed
with a pseudo-canonical transformation into
another semiclassical trajectory represented
with a dashed curve. Outside the bounded
region R, the transformation is trivial and
both curves coincide.
(b) Schematic representation of a pseudo-
canonical transformation confined to R that
is enlarged with respect to R of the left
panel. The solid curve represents a semi-
classical trajectory which is transformed
with a pseudo-canonical transformation into
another semiclassical trajectory represented
with a dashed curve. Despite of the en-
larged R, where the pseudo-canonical trans-
formation is not trivial, the difference be-
tween the two curves remains unchanged.
The semiclassical trajectory reaches a clas-
sical limit already inside the enlarged R and
hence, the pseudo-canonical transformation
does not change it.
fixed asymptotical classical solution in remote future irrespectively of the pseudo-classical
transformation in the bounded region R.
General case. We assumed that asymptoticly the semiclassical dynamics for any clock
becomes classical. The latter means that Hˇ(qI , pI)→ H(qI , pI) and Hˇ(q¯I , p¯I)→ H(q¯I , p¯I)
along any trajectory in the limit t → ±∞ and t¯ → ±∞. We recall that by construc-
tion (see Sec. 3), the classical evolution is invariant with respect to pseudo-canonical
transformations. Suppose we enlarge the bounded region R (where a pseudo-canonical
transformation is non-trivial) continuously and indefinitely along semiclassical trajecto-
ries. Since the semiclassical trajectories converge to classical ones and since the classical
trajectories are invariant with respect to pseudo-canonical transformations, asymptotically
the semiclassical trajectories must be invariant too. We conclude that asymptotically the
phase space portraits become physically identical irrespectively of any pseudo-canonical
transformation (see Fig. 8b).
Bianchi-I model. For the semiclassical Bianchi type I model, the asymptotic vanishing of
the physical differences between the semiclassical trajectories in (q, pk) and (q¯, p¯k) follows
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from a simple fact that the semiclassical Hamiltonian of (67) becomes classical in the
limit of large volume (or, large q), i.e. for q →∞ we have Hˇtrue(q, p, k) → Htrue(q, p, k).
We notice that the semiclassical Hamiltonian of the flat Friedmann model studied in [6]
satisfies an analogous limit. However, the studied phase space of [6] is two-dimensional and
the conservation of energy is sufficient to impose the invariance of the asymptotic states.
In the present case this is not sufficient because the values of a Hamiltonian in a higher
dimensional phase space do not fix asymptotic trajectories unambiguously. The present
result holds even if some classically conserved quantities are not conserved at the quantum
level.
8. Discussion
The present paper concerns the question of the relation between quantum dynamics of
relativistic models and the choice of internal clock. For this purpose we employed a singular
cosmological Bianchi Type I model with a six dimensional reduced phase space. The
quantum dynamics issued from the proposed quantisation replaced the classical singularity
with a quantum bounce. The quantum dynamics was initially derived with a fluid variable
playing the role of internal clock. Then we transformed the derived quantum dynamics into
quantum dynamics with respect to other internal clocks by means of a previously developed
theory of pseudo-canonical transformations. We made a choice of several internal clocks and
compared the respective quantum dynamics by the phase space portrait method. The latter
provides the semiclassical-level characterisation of quantum dynamics. In consistency with
our previous result on a simpler Friedmann-Robertson-Walker model [6], we showed that
many details of the quantum bounce strongly depend on the clock employed in quantisation.
The new and vital question studied for the first time herein was whether the asymptotic
classical solutions away from the bounce are joined by semiclassical bouncing dynamics in
a fixed pattern regardless of the particular clock used for quantisation.
Our analysis confirms that the answer to the above question is affirmative. This finding
is, to our best knowledge, the first demonstration of the predictive power of background-
independent quantisations of gravity despite the fact that the choice of clock influences
the quantum and semiclassical dynamics. We do not claim that our result solves the time
problem in quantum gravity. Neither do we propose a satisfactory re-interpretation of
quantum theory in the context of gravitational systems. However, we believe that we
provide a detailed theory of an important and unavoidable aspect of quantum gravity
models: the clock-dependence of the concept of dynamics.
There may exist more clock-invariant features of quantum models of gravity but we do
not know them at present. For the moment, our result suggests that the physical meaning
in models of quantum gravity should be assigned exclusively to the asymptotic classical
solutions and a causal relation between them. The latter is a purely quantum prediction.
This approach resembles the scattering matrix formalism as the data is limited to the
asymptotic states of a physical system.
In view of the presented result one should ask why the usual formalism of quantum
mechanics which relies on the concept of a fixed time and a unique quantum dynamics works
26 PRZEMYS LAW MA LKIEWICZ
well for laboratory systems. The answer seems to be intuitively clear, nevertheless we will
investigate it in detail elsewhere. Quantum laboratory systems are parts of larger systems
that include classical environments which in particular provide clocks. Suppose that we
have obtained a set of coupled Hamilton and Schro¨dinger equations which describe the
evolution of an environment (classical) and of a laboratory (quantum) system, respectively.
Let us consider a pseudo-canonical transformation of this system of equations such that
the transformation of the internal clock involves only variables of the environment whose
evolution is described by the Hamilton equations. It is expected that such a transformation
does not induce quantum effects in the evolution of the laboratory system and merely
introduces a change in the units of time in the respective Schro¨dinger equation. Once the
classical environments cease to exist, there are no longer privileged internal clocks and the
usual formalism of quantum mechanics must break down.
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Appendix A. Shape function
The name of the shape function denoted by ‘pk’ is justified by the fact that it determines
the relative values of the three scale factors. In terms of the canonical variables they read:
a1 = q
2
cw e−2pk(
√
3 sinα+cosα)+2 pα
k
(
√
3 cosα+sinα)
a2 = q
2
cw e2pk(
√
3 sinα−cosα)−2 pα
k
(
√
3 cosα−sinα)(81)
a3 = q
2
cw e4(pk cosα+
pα
k
(
√
3 sinα)
From the eq. (81) it follows that the shape function describes the evolution of the relative
sizes of the three spatial dimensions,(
ln
ai
aj
)
(T ) = pk(T ) · const.+ const.(82)
Appendix B. Delay functions in singular models
We assume that delay functions D(q, p) vanish at the singularities where the classical
trajectories terminate. Computations show that neglecting this assumption may spoil the
singularity resolution. The assumption reads:
lim
T → TS
D(q(T ), p(T )) = 0,(83)
where (q(T ), p(T )) is a classical trajectory terminating at TS . In terms of new variables
introduced in Eq. (32) the above assumption takes the following form:
(84) ∀ y > 0 lim
x→− k
y
−
E(x, y) = 0 = lim
x→ k
y
+
E(x, y),
where D(q, p) = E(x(q, p), y(q, p)) and the ranges of x and y were given below Eq. (32).
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Last technical remark concerns the relation (32) which is ill-defined for p2 = k
2
q2
or,
equivalently for y = 0. A careful analysis of the relation (32) shows that in order to ensure
the continuity of E(x(q, p), y(q, p)) in (q, p) we must impose
lim
y→0+
E(
√
k2 + q20y
2
y
, y) = lim
y→0−
E(−
√
k2 + q20y
2
|y| , y) = D(q0,
k
q0
),(85)
lim
y→0+
E(−
√
k2 + q20y
2
y
, y) = lim
y→0−
E(
√
k2 + q20y
2
|y| , y) = D(q0,−
k
q0
),(86)
where q0 > 0. The delay functions studied as examples in Sec. (6) satisfy all the above
conditions.
Appendix C. Formulas for parameters of the semiclassical solution
A0 =
λ1
k
cw
cw
√
λ2(1 + λ1(
k
cw
)2)
, ω0 = 2
√
λ2
1 + λ1(
k
cw
)2
A1 =
2 kcw (Bλ2 − λ1)
cw
√
(1 + λ1(
k
cw
)2 + λ2A− λ2B( kcw )2)2 − 4λ2A
(87)
ω± =
√
2λ22√
1 + λ1(
k
cw
)2 + λ2A− λ2B( kcw )2 ±
√
(1 + λ1(
k
cw
)2 + λ2A− λ2B( kcw )2)2 − 4λ2A
Appendix D. Quantum Bianchi I Hamiltonian
The value of the integral (51) depends on the particular family of the affine coherent
states (46) employed in the quantisation map. We set the fiducial vector as
(88) ψν(x) =
e
− ν
4
(
K1(ν)
K2(ν)
x+
K2(ν)
K1(ν)x
)
√
2xK0(ν)
, x > 0, ν > 0,
where Kr(z) is a modified Bessel function. The parameter ν is free and enumerates a set
of families of coherent states and, in result, a set of quantisation maps. Now we compute
(51):
〈x|Hˆtrue|x′〉 = δ(x− x
′)c2w
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(
P 2 + (J − k
2
c2w
I)Q−2
)
− cw
12pi
∫ ∞
0
dq
q
k
q
cos
( |k|
qcw
(x− x′)
)
(x− x′)2 −
sin
( |k|
qcw
(x− x′)
)
(x− x′)3
 ψ¯ν(x′/q)ψν(x/q),(89)
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where Q = x, P = 1i
∂
∂x , J = 14
(
1 + νK0(ν)K1(ν)
)
and I =
(
K2(ν)
K1(ν)
)2
. This operator is nonlocal
and very difficult to analyse. Therefore, we restrict our analysis to the phase space portrait
of Hˆtrue.
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