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Statistical Models and information Measurements for 
Two-level Digital Facsimile* 
~,IURAT KUNT t 
Research Laboratory of Electronics, Massachusetts Institute of Technology, 
Cambridge, Massachusetts 02139 
The design of efficient codes for statistical source coding requires the knowl- 
edge of the source statistic. The statistic and the corresponding information 
measure of three specific source models are investigated. These models are: 
ruth order Markov source, run-length source, and block source models. Theoret- 
ical distributions are presented and compared with experimental histograms. 
I. INTRODUCTION 
A digitized picture can be characterized by a sequence of messages. There 
are many ways to select the messages. The only requirement is to reconstruct 
a faithful duplicate of the original picture from the sequence of messages. For 
example, the messages may be the color (black or white) of each picture element 
(pel) or a group of pels. These messages can be viewed as the alphabet of an 
information source. 
The design of efficient codes for statistical source coding requires a more or 
less precise knowledge of the source statistic. Very little information is available 
on two-level digital fascimile statistics. Furthermore, these results are obtained 
by analyzing a portion of a picture (Deutsch, 1957; Zamperoni, 1973) or one 
particular picture (Arps, 1971) and generally are limited to run-length statistics 
(Meyr et al., 1973). The statistical analysis of all possible black and white digital 
facsimiles is an impossible task. For example, for pictures digitized with a 
1024 X 1024 raster, they are  21'048'576 ~ 10 a1565a possible pictures, a rather large 
numbert The six pictures analyzed in this paper (see Fig. 1) represent three 
classes of pictures and are labeled as follows: 
A1 typewritten business letter, 
A2 typewritten text, 
A3 circuit diagram, 
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A4 handwritten text, 
A5 weather map, 
A6 weather map. 
The first class of pictures is the set of structured pictures uch as business letters, 
typewritten or handwritten text, and printed matter. These are often sent 
through the postal service and it is likely that this will constitute a large volume of 
future facsimile transmission. The second class is made up of unstructured 
pictures uch as maps that already use the existing facsimile transmission systems. 
Finally, the third class, which is the least important, is the set of engineering 
drawings (circuit diagrams, plans). 
Three specific homogeneous source models will be considered here. These 
models are: the mth-order Markov source, run-length source, and block source 
models. For each model the statistic of the source is measured experimentally 
and the corresponding entropy is evaluated. A theoretical model for run- 
length statistics for structured pictures is proposed and compared with Capon's 
model (Capon, 5959). For the block source model, two theoretical expressions 
are derived and compared with experimental results. Finally, the entropy of 
different sources are compared as an indication of the upper bound of redun- 
dancy reduction. The pictures used in the experiment were digitized with 5024 
lines and 5024 pels/line with a corresponding standard resolution of approxi- 
mately 130 pels/in. The original sizes are all 7.5 × 8.3 in. 
2. ruTH-ORDER MARKOV SOURCE MODEL 
In the ruth-order Markov source model the sequence of pels produced by a 
scanner on a line-by-line basis is represented by an ergodic and homogeneous 
ruth-order Markov process. In this process the color of a given pel depends on 
the color of m preceding pels. The probability of occurrence of a pel at a relative 
address i is a conditional probability of the form 
P(x~ , x~_: ,..., x~_~) 
P(~ I x .1 ,  ~_~ ..... x~_,.) = p (~_ :  ,..., ~_m) , (5) 
where x i is "0" for white pels and "1" for black pels. The joint probabilities of 
m + 5 adjacent pels can be measured on a computer with 2 m+l counters. The 
binary address of the counter to be incremented is given by the configuration of 
pels seen through a "line-window" of length m + 1. The joint probabilities are 
then obtained by dividing the content of the counters by the total number of 
configurations observed uring the scanning. More than a million configurations 
are observed on each of the six pictures used in this study. Equation (1) is 
computed for each picture with m = 0, 5,..., 13. These probabilities are 
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then used to estimate the entropy of the ruth-order Markov source given by 
H~,(m) = - -Y  P(x,  , x,-1 ,..., xi-,~) iog2 P(xi [ x~_l ..... x,_~),  (2) 
where the sum is over 2 m+l possible configurations x i ,  x i _  1 . . . . .  x i _  m.  
Numerical results are represented in Fig. 2. Because of the high dependence of 
two adjacent pels, this figure indicates for every picture a large decrease of the 
entropy from m = 0 to m = I. For unstructured pictures uch as weather maps 
(A5 and A6) the entropy remains practically constant for increasing m. This 
indicates that such pictures are very well represented, from a statistical point of 
view, by a first-order Markov source. This property is also observed in the 
context of correlation function calculations (Kunt, 1975). For the structured 
pictures, however, there is a slight decrease of the entropy for increasing m. For 
example, the entropy of the typewritten page (A2) decreases 30% from m = 1 to 
m= 13. 
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FIG. 2- Experimentally measured entropy as a function of order m of the Markov 
process for pictures A1-A6. 
It  should be noticed that m ~ 13 corresponds physically to 0.1 in. in the 
pictures. This is approximately the size of the characters. Consequently the 
values of m cannot include most of the geometrical characteristics (macrostruc- 
tures) of the pictures uch as word spacing, etc. For m greater than 13 the number 
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of counters required for the probability measurement increases rapidly. In this 
case the entropy cart be estimated approximately by using likely configurations. 
The particular case m = 1 is the base of Capon's model (Capon, 1959). This 
model is of theoretical importance for run-length coding and will be examined 
in detail. The first-order Markov process used by Capon is characterized by the 
transition matrix T given by 
T (P(wlw)  P(blw)~ 
= \P(w l b) P(b l b)] (3) 
where, for example, P(b] w) is the conditional probability that a pel is black, 
given that the immediately preceding pel is white. The entries of this matrix 
satisfy the relationships 
P(w I w) = 1 -- P(b l w), 
(4) 
P(b l b) = 1 --  P(w l b). 
The probability of occurrence of black and white pels, denoted, respectively, 
P(b) and P(w), are given by 
P(b I w) 
P(b) = P(b [w) -1- P(w ]b) ' 
P(w ]b) (5) 
P(w) -= P(w [b) + P(b [ w) = 1 -- P(b). 
Given the importance of the first-order Markov source, typical values of these 
probabilities measured on the six pictures are listed in Table I. We see from 
this table that P(b) varies from 3 to 7 % for pictures A1-A4 and is approximately 
10 % for weather maps. The conditional probability P(w[w) is generally very 
high, i.e., more than 97 %. 
TABLE I 
Various Probabilities of the First-Order Markov Source Model 
Measured on Six Different Pictures 
A1 A2 A3 A4 A5 A6 
P(w) 0.969 0.935 0.950 0.963 0.887 0.895 
P(b) 0.031 0.065 0.050 0.037 0.113 0.105 
P(w, w) 0.960 0.912 0.940 0.953 0.862 0.874 
P(w [ w) 0.991 0.975 0.989 0.990 0.973 0.977 
P(b I w) 0.009 0.024 0.011 0.010 0.027 0.023 
P(b, b) 0.021 0.042 0.039 0.027 0.089 0.085 
P(b I b) 0.700 0.653 0.791 0.737 0.786 0.808 
P(w I b) 0.300 0.347 0.209 0.263 0.214 0.192 
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3. RuN-LENGTH SOURCE MODEL 
The sequence of pels produced by a scanner on a line-by-line basis can be 
viewed as a succession of pels segments of the same color, with alternating color 
from one segment to the next. In this .model the information, source produces 
segments of different lengths that are usually called runs. The statistical analysis 
determines the run-length distributions for black and white runs. It is assumed 
that rma lengths are statistically independent. 
3.1. Capon's Model 
Based on a first-order Markov process, the probability of a white run of length 
r can be expressed as r -- 1 transitions from white pel to white pel followed by a 
transition from white pel to black pel. With the probabilities given in (4), under 
the assumption of infinite length, the white run-length distribution for picture 
lines is :' 
P~(r) = P(w l w) ~-~ P(b w). (6) 
Similarly, the black run-length distribution is
Pb( r ) -  P(b b)r - lp(w b). (7) 
The average run lengths are give n by 
r-~v -- rP(w [ w) r-1 P(b I w) -- P(b I w) ' 
r= l  
1 
fb -- i rP(b b) r-~ P(w l b) P(w [ b) " 
(s) 
The entropies for black and white runs are obtained by substituting (6) and (7) 
in the general equation H = --~r~i P(r)log2P(r), where H is in bits/run. 
The entropies are given by 
,: ,,. 
Hw = --log2 \ P(w I w) ] -- P(b I w) ' 
( P(w b) 
H6 = --l°g2 \p~ ~)  
log~ P(b [ b )  
P(w I b) 
(9) 
Therefore the entropy H, predicted by Capon's model, in bits/pel, is 
H, = Hw + Hb (10) 
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This is an upper bound for the real entropy of the picture. For example, with the 
numerical values given in Table I, for picture A5 we get 
H~ = 6.63, Hb = 3.5 (bits/run) 
fw = 37.04, ~% = 4.67. 
Thus He = 10.13/41.71 = 0.243 bits/pel. 
The corresponding values obtained from the experimental distributions are 
HU = 6.53, H~' = 3.11, 
~v.' ___ 35.30, ~' : 4.67. 
Thus H'  = 9.64/39.97 ---- 0.241 bits/pel. 
Comparison of corresponding values hows that the agreement between theory 
and experiment is excellent. The experimental nd theoretical white run-length 
distributions of picture A5 are shown in Fig. 3. For unstructured pictures uch as 
weather maps, Capon's model provides a good estimation of the entropy for the 
run-length source model. 
For a structured picture such as A2, however, which has an experimentally 
measured entropy of 0.159 bits/pel, Capon's model predicts 0.216 
Similar disagreements are observed for other structured pictures. This is due 
primarily to the disagreement between the theoretical and the experimental 
white run-length distributions. 
3.2. Run-Length Distribution _~Iodel for Structured Pictures 
Structured pictures uch as A1 and A2 have some geometrical characteristics 
such as character size, space between words, margin, etc. Run lengths of the size 
i0-1 
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. . . .  DISTRIBUTION PREDICTED B~ 
CAPON' S MODEL 
P(0 = 0-973 r-t 0.027 
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V/HtTE RUN LENGTH r 
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FIG. 3. Theoretical and experimental white run-length distributions for a weather 
map (A5). 
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of these characteristics are more likely than other run lengths and appear as 
peaks in the run-length distribution. Therefore a run length can be viewed as a 
constant length (geometrical macrostructure) randomly modulated with local 
details (microstructure). Thus a run length is a sum of a fixed parameter and a 
random variable. Experiments show that to a first approximation we can assume 
a Gaussian distribution for this variable. The distribution of the white run 
lengths can be modelled as 
£/ ~ C~iexp(__ (r k i )2 ) ,  
P°(r) - -  (27r) a/2 i=~ ai 2a~ 2 for r /> 1, (11) 
where ki is a geometrical characteristic (in pels) 
• M 
ai is the weight relative to the characteristic ki, with ~=1 ei = 1, 
ai 2 is the variance of local details, 
cO 
A is the normalization coefficient to guarantee f l Po(r) dr = 1, 
M is the total number of geometrical characteristics. 
In contrast o the Capon model, the distribution (11) requires everal param- 
eters for its characterization. The main geometrical characteristics of a structured 
picture can be determined by observation. The values of k i are then obtained 
by measuring these characteristics in pels. For example i ra  typewritten page 
containing characters with an internal width 1 of 0.04 inc h is scanned with a 
resolution of 130 pels/in, we obtain k 0 = 512. The standard deviation, ai,  of 
local details can be estimated in the following manner. The associated Gaussian 
distribution is truncated to ±f ie  i , where the number fi is chosen such that a 
large percentage of the data fall within the interval 4-fia~. As an illustra- 
tion, to include 90 % of the data, fi should be 1:65• The length 2fie i can then be 
associated with the largest local dispersion observed in the picture, measured in 
pels. In a typewritten page for example, 2fie i will be the width of the largest 
letter• The weigths, a t , are estimated from the relative frequency of the geo- 
metrical characteristics• For example, in the case of M '= 2, if one characteristic 
occurs N times more often than another, the weights are obtained by solving 
the equations 
c~ I = Nc~ 2 , 
~ -{- o~ 2 = I. 
Equation (11) is used for predicting the white run-length distributions of 
pictures A1 and A2. The results will now be discussed. 
1 The internal width is defined as the maximum white run-length between elements 
in a letter. 
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Picture A2 
This picture shows two main geometrical characteristics: 
h 1 : internal width of the characters, estimated to be 5 pels, 
ha : space between words, estimated to be 17 pels. 
The weights % and ~2 can be determined on the basis of the average number of 
characters per word which is estimated to be 5.5. Thus we have al ---- 0.85 and 
~2 = 0.15. The standard deviation of the local details is estimated to be 2.2 
pels. Furthermore, since there is only one specific typefont, we have o"1 = a~. 
The normalization coefficient A is computed numerically and is 1.027. 
The theoretical curve obtained from (11) and the experimentally measured 
white run-length distribution are represented in Fig. 4. The agreement between 
the theoretical model and experimental data is relatively good. For purposes of 
comparison, the distribution predicted by Capon's model is also represented in
Fig. 4. It is evident hat, in this case, this is not suitable model. 
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Theoretical nd experimental white run-length distributions for a typewritten 
The entropy derived from (11) in this case is H 0 ~ 3.85 bits/run. The cor- 
responding experimental entropy H '  = 4.57 bits/run is estimated by Capon's 
model with an error of 50 °/o and by the proposed model with an error of 15 %. 
Picture A1 
There are several different typefonts in this picture. The internal width of 
characters varies from 2 to 5 pels. The typewritten characters being the more 
likely, we can assume an average width k 1 = 4. It is not necessary to consider the 
width of each specific typefont because they are comparable in size to the local 
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F IG .  5.  Theoretical and experimental white run-length distributions for a typewritten 
letter (A1). 
0,06 
>- 
o 04  .< 
O 
£ 
O. 02 
0.00 
10 -2 
10 -3 
10 -4 
, A 
¥ ~ 83.36 
H,,~= 6.~2 b i t s / run  
10 20 30 40 50 
WHITE RUN LENGTH 
0 
WHITE RUN LENGTH 
~ C 
7L  4,76 0 .4  £ 
_~ H~= 2.B~ bhs/ t  , .... 
8 
~ 0,2 
r--n d I 0 ,0  
10 " 20 30 40  50 
BLACK RUN kENGTH 
F:a. 6. Run-length distributions of picture A3. The experimentally measured 
entropy H"  ~- 0.107 bits/pel. 
STATISTICAL MODELS FOR FACSIMILE 343 
dispersions. The average space between printed words is estimated to be k 2 = l0 
pels. The value k~ = 17 can be used to characterize the space between type- 
written words. The estimated values for the standard deviations are ~1 = 2.6, 
~2 = 2.0, and % = 2.2. It should be noticed that local dispersions are smaller 
for printed words. The average number of characters per word in this case is 
estimated to be 6.5. Thus we have % : 0.8 and ~2 = % = 0.l.  The normaliza- 
tion coefficient is A = 1.092. 
The theoretical curve obtained from (11) and the experimentally measured 
distributions are represented in Fig. 5. Again, the agreement between theory and 
experiment is relatively good. The distribution predicted by Capon's model 
also is plotted. 
The entropy derived from (11) is H 0 = 4.32 bits/run, whereas Capon's model 
predicts Hw = 8.16 bits/run. Experimentally measured entropy H '= 5.02 
i i i ~ A 
0.08 T'= 89.14 
<~ 0.04 
0 .O0 I I f ~ I 
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10 2o 30 ~¢0 
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FIc. 7. Run-length distributions of picture A4. The experimentally measured 
entropy H' = 0.0953 bits/pel. 
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bits/run is estimated by Capon's model with an error of 63 % and by 
the proposed model with an error of 14 %. 
To illustrate different forms of run-length distributions, experimentally 
measured histograms for pictures A3, A4, and A6 are represented in Figs. 6-8. 
Experimental average run lengths, as well as experimental entropies, also are 
indicated on each distribution. These results also show the difference between 
run-length distributions of structured and unstructured pictures. 
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FIG. 8. Run-length distributions of the picture A6. The experimentally measured 
entropy H' = 0.216 bits/pel, i 
4. BLOCK SOURCE ~V[ODEL 
In the block source model a picture is viewed as a set of juxtaposed rectangular 
blocks of size n x m, where n and m are the number of pels in the horizontal 
and vertical directions, respectively. It is assumed that the blocks are statistically 
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independent. The possible number of block configurations is obviously 2 ~'~. The 
probability of occurrence P(i, nm) of these configurations can be measured in 
the same manner as we have described where i is the configuration number of 
blocks n x m. In this case m picture lines should be scanned through a two- 
dimensional window of size n × m. These probabilities are measured on the six 
pictures for two particular block shapes: one-dimensional n × 1 blocks with 
n = 1, 2,..., 14 and square blocks n × n with n = 1,... 4. For every picture we 
found, as might be expected, that one particular block configuration, the all 
white block, is very likely. Simple and efficient coding strategy can be based on 
this observation (de Coulon and Kunt, 1974; Kunt, 1974; Huang and Shahid 
Hussain, 1975). We shall examine one-dimensional and square blocks separately. 
4.1. One-Dimensional Blocks 
The probability P(0, nl) of a block of length n containing all white pels can be 
expressed by using a first-order Markov process that we have described. This 
probability is given (Kunt , 1974) by 
P(O, nl) = P(w) "P(w [w) ~-~. (12) 
1.0 
0 EXPERIMENTAL POINTS + 
k, 0 
"~ 0 . . . .  ~ THEORETICAL CURVES 
~E "'"{ %0, 0 0 O0 
0.9 \ \0  "x', 
\~O , 
\ O " ' .  
\ 0 0 0 """  
O ",,  
O 
~x. 0 0 O" 
x\ ~ ' -  A6 
0.7 ' ~' ~L 
BLOCK SIZE n 
d 
0~ 
> 
< 
3 
FIc. 9. A priori probabil ity P(0, n l )  of all white blocks as a funct ion of block size n. 
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This function is computed with the values given in Table I for four pictures. 
Theoretical curves, as well as experimental points, are represented in Fig. 9. 
The prediction on the basis of (12) fits very well with the experimental results for 
unstructured pictures A5 and A6. Disagreements similar to those mentioned for 
Figs. 4 and 5 exist in this case for structured pictures A1 and A2. 
The model proposed for white run-length distribution of structured pictures 
can be used for expressing the probability P(0, nl) forstructured pictures. The 
average number of white blocks of size n × 1 per white run is given by 
T(n) = ~ int(r/n) Po(r), (13) 
r= l  
where int(-) is the integer part, and Po(r) is given by.( l l ) .  Assuming that the 
average number 8 of runs per picture and the number of blocks per pictures y
are known, we can express the probability P(O, nl) by . 
_ 
P(O, nl) = T(n) y(27r)l/2 int (~-)c~i exp ( (r ki) ~ .). (14) 
= = cr~ 2cr~ 2
This function is computed with the same set of parameters previously given for 
pictures A1 and A2. An additional geometrical structure is introduced, however, 
in order to take into account all white picture lines that contain a large number of 
white blocks. Theoretical curves and experimental points are represented in 
Fig. 10. There is a good agreement between theoretical and experimental 
results for n varying from 1 to 6. The divergence increases for increasing values 
of n. This is due primarily to the underestimation f long runs in the proposed 
model because of the rapid fall of the Gaussian distribution. Even if the prob- 
ability of long runs is not very high, the contribution of the term int(r/n) P0(r) 
to the sum is not negligible. This is more accentuaied for large blocks for which 
short runs make no contribution. 
The probabilities P(i, nl) measured on the six pictures are used to determine 
the entropy of the block source which is given by 
2n 
Hb(nl) = - -~  P(i, nl) loge P(i, nl) (bits/block). (15) 
i=1 
Numerical values of the entropy in bits/pel are summarized in Fig. 11. For each 
picture the entropy decreases, first rapidly, then moderately for increasing n. 
4.2. Two-Dimensional Blocks 
The probability of occurrence P(0, nm) of all white blocks can also be expressed 
by using a first-order Markov process. It is assumed that the matrix T in both 
horizontal and vertical directions is identical.Starting from the first pel at the 
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FIG. 10. A priori probabil ity P(0, n l )  of all white blocks of structured pictures as a 
function of block size n. 
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FIO. 11. Experimental ly measured entropy as a function of block size n for pictures 
A1-A6.  
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upper left-hand corner of the block and following line by line from left to right, 
we can express mn - -  1 transitions from a white pel to a white pel as 
P(O, nm) = P(w) . P(w [ w) " P(w~ w) ... P(w ] w). 
m- 1 terms 
t P(w ] w) " P(w [ A = w, B = w) "~" P(w [ A w, B = w). 
m- 1 terms 
n - -  1 lines ip  (16) 
(w ] w) P(w [ A w, B = w) .~. P(w I A = w, B = w) 
m- 1 terms 
where P(w ] A = w, B = w) is the conditional probabil ity that a pel is white, 
given that the pel above it (A) and the pel before it (B) are also white. This 
relation can be written in a more compact form as follows: 
P(O, rim) = P(w) P(w [ w)(n+m-2)P(w ] A = w, B = w) (*'-1)(~-1). (17) 
Table I indicates that the conditional probabilities P(w ] w) for the six pictures 
are very high (>0.97). Consequently, the conditional probability P(w ! A = w, 
Fla. 12. 
size n. 
BLOCK S IZE  n 
A priori probability P(O, nn) of all white square blocks as a function of block 
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FIG. 13. Experimentally measured entropy as a function of block size n for square 
blocks n × n. 
B = w) will be as great as 0.97 and possibly even greater. As an approximation, 
we can assume that this probability is one. This leads to the approximate r lation 
P(O, nm) ~ P(w) " P(w i w) ~+m-2. (18) 
This function has been computed for square blocks on the six pictures A1-A6. 
Figure 12 depicts these theoretical urves, as well as the corresponding experi- 
mental results. In spite of the approximation in (18) the agreement between 
theory and experiment is relatively good. The largest estimation error is less 
than 3 %. It should also be noticed, in this case, that the model based on a first- 
order Markov process is not only valid for unstructured pictures but also for 
structured pictures. 
The experimentally measured probabilities P(i, nn) are used to estimate the 
entropy of a two-dlmensional block source. Numerical values of entropy in 
bit/pel are summarized in Fig. 13. On each picture, the entropy decays exponen- 
tially as a function of the block size. Comparison of these results with Fig. 11, 
shows that for the same number of pels in a block, the entropy of the two- 
dimensional block source is less than the entropy of the one-dimensional block 
source. Consequently, the two-dimensional b ock source model is more appro- 
priate for reduction of redundancy. 
350 MURAT KUNT 
5. ENTROPY COMPARISON 
Experimentally evaluated entropies expressed in bit/pel for the three models 
that have been investigated are listed in Table II. These values also indicate 
the upper bound of the achievable compression for any specific code using one 
of these models as the information source. The low values of the entropy 
obtained with a 13th-order Markov source model suggest a predictive coding 
similar to that proposed by Elias (1955). The two-dimensional block source 
model, although slightly more complicated from the point of view of practical 
implementation than the one-dimensional b ock source model, has comparable 
values of entropy with those of the other source model. 
TABLE II 
Experimentally Measured Entropies for Different Source Models 
A1 A2 A3 A4 A5 A6 
Markov m = 13 0.063 0.149 0.109 0.090 0.234 0.206 
Run length 0.077 0.159 0.107 0.095 0.241 0.216 
Blocks 14 × 1 0.090 0.192 0.126 0.107 0.257 0.215 
Blocks 4 × 4 0.070 0.150 0.069 0.086 0.173 0.147 
6. CONCLUSIONS 
The statistics of three information source models have been investigated for 
digital two-level fascimile. Theoretical models to predict run-length distribu- 
tions for both structured and unstructured pictures have been presented and 
compared with experimental results. Capon's model based on a first-order 
Markov process is shown to be valid for unstructured pictures such as weather 
maps. From a statistical point of view, unstructured pictures are generally very 
well represented by a first-order Markov process. For the structured pictures, 
the agreement between the proposed model for run-length distribution and 
experimental results is relatively good. In the block source model, the proba- 
bility of occurrence of the most predominant block configuration, i.e., the all 
white block can be predicted by models based also on a first-order Markov 
process. Theoretical curves derived from these models fit very well with the 
experimental results. 
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