Despite current advances in multimedia environments, tracing the geometrical structures of graphical images using force feedback remains an important research issue.
Despite assistance from machine vision techniques, most of the work was done manually (Crawfored-Hines et. al., 1998) . Professional image processing tools such as Photoshop TM (for general purpose images) or Manifold TM (for domain specific images) offer automatic assistance to tracing contours, but always in conjunction with manual input. As can be readily appreciated by graphic interface users, manual tracing is straining and error prone. Therefore, there is an opportunity to take advantage of haptic feedback techniques to provide assistance to the task of tracing the contours of the image objects, to facilitate inspection and manipulation.
There have been an extensive research on haptic displays, mostly related to physics-based modeling and rendering of deformable objects. Examples include work of Zilles and Salisbury (1994) where a point-based rendering approach is taken to represent a god-object. Other approaches to physics-based modeling have been also reported (Srinnivasan and Basdogan, 1997) . The main challenge is to achieve an optimal balance between the complexity of physical models and the realism of haptic and graphic displays in real-time (Duriez et al., 2006) .
There is little prior work compared to ours. Recent work is that of Fukui and Shimojo (1992) who employed an input device to investigate the human sensitivity to virtual shapes while following their contours when force feedback is available. In other words, almost no attention has been paid to performance of the user. They used an input device comprising a two-dimensional force sensor mounted on the head of an xy recorder. This devices was connected to a computer commanded the device to move in the direction of force applied to the user. Of particular interest here is the work of Kruze (1997) who studied methods to produce 2D "haptic images" from 2D graphics, and that of Shi and Pai (1997) who developed a system to demonstrate the automatic generation of haptic interaction with 3D objects derived from stereo 2D images.
These works approach the problem of information extraction from an image in various ways, but invariably, the haptic feedback is synthesized from a static force field which is entirely a function of the graphics under consideration. This is depicted in Figure 1 . One problem with translating a picture into a static force field-for example based on the image gradient-is that the synthesized force feedback does depend on the task which is expressed by the movements of the user. That is what makes the previous work non-performance-based. In contrast, in this paper we introduce an approach whereby the force field is a function of both the image and the movements of the user. Our approach is to automatically extract features from an image and to use them to synthesize a haptic feedback only if the user's movement agrees with what is extracted automatically. This implies that the graphic-to-haptic translation step must be performed inside the interaction loop as represented by Figure 2 . In other words, each movement causes the interaction loop to create a different force field. That is, the role of the machine is limited to task reinforcement. It does not force the user to a particular location and hence it is never inhibitory, i.e., it does not provide haptic guidance as described in (Faygin et al., 2002) . Therefore, the resulting fields can be termed "dynamic" to distinguish them from "static" fields as in previous approaches.
The organization of the paper is as follows. In section 2, general methodology is given. Section 3 includes haptic display design with the focus on graphic-tohaptic translation methodology. Section 4 describes the experimental results, and finally, section 5, concludes the work. nivasan and ), the point interaction paradigm greatly simplifies both algorithm and device development. Additionally, a point-based paradigm permits desirable bandwidth and force fidelity that enable a surprisingly rich range of interactions. Furthermore, such a paradigm reduces the problem of computing appropriate interaction forces to one of tracking the motion of a point among objects and generating the force components representing the interaction with these objects. The PenCAT/Pro TM , used in our work, belongs to this kind of haptic interfaces. It provides the input position, and an output force vector defined by two components -the force magnitude and the force direction.
Our work is concerned with the creation of a graphic-haptic display system that interprets an image in haptic domain. Therefore, the focus of this paper will be on graphic-to-haptic translation.
Human haptics studies show that there is a strong link between the sensations experienced by a human hand, and the motions the hand performs to acquire that knowledge. Two coupled subsystems comprise the human haptic system: the motor and the sensory subsystems (Figure 3 ). Unlike the visual system, in haptic devices, not only the sensory system information (about the object) but also the motions used to gain that information are important. Most of haptic simulation design work is about the domain-independent considerations.
Force models are often designed with reference to the physical characteristics of objects in order to replicate the haptic perception of the interaction. We call this force modelling approach as physics-based force modelling. In this paper, a new approach to force modelling, called performance-based force modelling, is proposed. We base our force modelling design on domain-dependent considerations, since the human performance has a great influence on the result of haptic perception. Specifically for tracing boundaries, a good performance is regarded as having fewer errors and quicker speed. If the user's hand is guided by a haptic perception, his or her attention can be devoted to the object features and the exploration time and error will be greatly reduced.
With the proposed approach, the conversion of graphic data into haptic signals breaks down into two sub-problems (Figure 2 ). The first is the extraction of information from graphic images of perceptual importance in the haptic domain. Image processing is required to transform the raw intensity data into a suitable feature map (e.g., image boundary map), containing the locations of various features. The second is the conversion of this information into haptic signals of functional importance to the targeted task. This implies that the graphic-to-haptic translation step must be performed inside the interaction loop. More specifically, in our approach, the force synthesized at each point of the interaction is in the direction of the boundary found by the machine and its intensity is determined by the degree of agreement between the trace generated by the user and this boundary. Thus, it would be required to arrange also for a motion detection subsystem to calculate the motion of the cursor point with respect to the image.
Haptic Display System
The main challenge in designing a haptic display system is to produce a perceptually relevant haptic output which will convey something meaningful about the input (image).
When we manually explore the shape of an object with a probe, tactual in-formation arises from correlation between a position trajectory and a force trajectory. It can be shown that in some cases, the force direction alone can provide shape information (Morgenbesser and Srinivasan, 1996; Robles-DeLa-Torre and Hayward, 2000, 2001; Hayward and Li, 2003) . The hypothesis used here is that the haptic perception of a boundary results, among other possibilities, from continuous changes in the force direction, in addition to the path traced by the probe. This also agrees with what is observed when people explore the shape of objects (Lederman and Klatzky, 1996) .
Here, we focus on low-level vision-haptic translation. By analogy to low level visual image features (Marr, 1980) , the following definitions are suggested that pertain to low level haptic features. These definitions are each associated with a different type of movement: "crossing" and "tracing", each corresponding to elementary image features: edges and boundaries.
Haptic Synthesis For Tracing
As outlined in Figure 2 , the synthesis of dynamic force fields involves three processing steps. A suitable system specialized to contour tracing is represented in Figure 4 and consists of boundary extraction, motion detection, and graphic-haptic translation. These steps are described in the following subsections.
Boundary Extraction
The application required the boundary extraction process to be robust to noise, to be efficient, and to estimate accurately the orientation of the boundary. These requirements are adequately fulfilled by a three step process depicted in Figure 5 . The location and orientation of each edge is detected and then grouped to form a boundary map. A suitable edge detection was selected to be robust to noise, to posses efficiency, and to yield high accuracy. The edge detection process involved first extracting the regions of the strongest edges which were the regions where the signal-to-noise ratio was high. Edge orientation was then estimated in these regions only and as accurately as possible.
The others were discarded. Grouping was accomplished by a local weighted average of the remaining edges which further contributed to attenuate the noise.
A standard Sobel operator was first applied to the entire image to provide a gradient magnitude map. This is used to isolate out the regions of highest gradient. These high gradient regions are then reprocessed using convolution mask optimized for orientation accuracy (Lyvers and Mitchell, 1998 
The magnitude |e i,j | of the image gradient was computed as follows:
In order to filter out the regions of low gradient, the image was segmented by maximizing the separatability of two classes of gradient levels using Otsu's method (Otsu, 1979) . Given N pixels, the probability distribution of any gradient level (n h ) was P h = n h /N . Given L the maximum gradient value, the probability of occurrence of each gradient level k
The class mean level and the between-class variance were
threshold K which maximized σ B (k) was then selected in order to produce a binary image.
Edge orientation estimated from the Sobel operator response is not accurate for angles within arctan(1/3) and π/4 in each quadrant (Lyvers and Mitchell, 1998) . Within the high gradient regions, if the angle ∠e i,j = tan
was found to lie within arctan(1/3) and π/4, the edges were reprocessed using the convolution masks optimized for orientation accuracy in this range. Such masks were proposed by Climent et al. (1998) :
The difficult problem of grouping edge elements into a boundary can be simplified for haptic synthesis purposes. The output edge map had the vector quantity e i,j associated with each image point. This map was sufficiently dense to be used directly as a boundary map, provided that an averaging process, further discussed in subsection 3.4 was applied.
Motion Detection
During interaction, the user moves the haptic device handle, causing the cursor to move along a trajectory p(t). For graphic-haptic translation, described in the next subsection, it is required to determine the motion direction. Given an infinitesimal movement bringing the cursor from point p to (p + dp), with dp = [dx, dy] , the movement direction, if it exists, was described by the unit
In practice, δ has to be estimated from discrete and noisy measurements of p notedp k obtained at discrete updates.
A robust technique to estimate δ from noisy discrete measurements was provided in (Hayward and Armstong, 2000) . The technique is such that δ is also defined when p is stationary, i.e., when |dp| = 0 or when it is very small.
Compute the location of a point w k from a measurementp k as:
where is set according to the resolution of a particular device. A robust estimate of δ is found from scaling the quantityp k − w k to one.
This neither involves division nor differences of measurements close to resolution, and hence is numerically robust.
For clarity, the discrete time index k will be dropped in the rest of the paper.
Graphic-Haptic Translation
As a basic graphic-haptic translation principle, all the image features (in this case boundaries) will be transferred to their corresponding haptic counterparts. The boundaries traced interactively are based on the user's judgment while moving a cursor over the image. Our system provides reinforcement in the form of a force response to movement. The approach was to provide such force if the movement agreed with tracing the estimated boundary, that is, in a direction tangent to it. The response was the strongest when the cursor moved exactly on the boundary and vanished elsewhere. At the limit, crossing a boundary at a right angle should not create any response. The force magnitude and the force direction had to be synthesized independently.
Recall that during preprocessing, boundaries were not explicitly computed but
represented by a density of edge vectors magnitudes. What was required was an operator that not only responded to proximity to a boundary but also to its strength resulting from the mutual alignments of individual edges.
Neurological evidence shows that although the visual acuity is predominant in the foveal region, peripheral vision is known to play a major role for responding to patterns or textured stimuli which cover a large region of the visual field (Kertesz and Hampton, 1981) . By analogy to the characteristic of the spatial visual acuity distribution in the retina (Kertesz and Hampton, 1981) , this can be expressed by first defining a weighting function n(r) in a neighborhood of radius m centered at the cursor location p and by computing a weighted average of the relative contributions of edge magnitudes as a function of their distance r to cursor location p. A simple piece-wise linear function as in Figure 6 was selected.
A boundary map was computed in preprocessing as a weighted average of all the edges associated to the neighborhoods centered at p i,j and containing the pixels l = 0, · · · , q:
In order to detect misalignments between the direction of motion and the boundary, the final response force model had to resemble the inner product between the cursor motion direction δ and the average edge direction b. When the cursor position p was in pixel i, j, the response force would be calculated from:
where F m was a force intensity scaling factor.
In other words, if there was a strong edge, and if the user's trace was on top of the boundary, the force had a strong magnitude tangentially to the boundary, and the user's hand was pushed along the trace whether it was made clockwise or counterclockwise. However, crossing a boundary or stopping on it produced no force, thus never inhibiting the user's intentional movements.
This force model depended on two parameters: the force intensity F m and neighborhood size m. The following considerations were made to adjust them in the absence of systematic guidelines. The force intensity should allow a user to experience a boundary and in accordance to its visual appearance. It had to be strong enough to be felt, yet sufficiently weak so as to be annoying. The boundary region size needed to be large enough to yield a smooth force change while being small enough to localize a boundary accurately.
Pilot Study
A pilot study was conducted to investigate the effects of the described dynamic force field on tracing performance. A few experiments were arranged.
The purposes of these experiments were to show that most people tended to perform and learn better with the proposed display system than without it.
Apparatus
The bi-modal graphic-haptic display system consisted of a PC (PII) with a 19" monitor to graphically display the images, a PenCat/Pro TM (Immersion Canada Inc.) as the the haptic device connected to PC, and software for processing both image and haptic operations. The TouchWare platform (of PenCat/Pro TM ) was used to implement both visual and haptic operations.
The haptic device had a pen-like handle moving in a 14 × 10 cm work-area ( Figure 7 ). The pen interface had two buttons for standard mouse operations under Windows environments and a contact sensor for detecting the contact with user's hand. It returned forces up to 5 N in a plane. The haptic device provided 3600 dpi position resolution. Because of its direct-drive design, it operated silently and opposed virtually no friction when unpowered.
The importance of real-time force and motion calculations led us to separate the interfaces into two sections: synchronous and asynchronous. The synchronous section processes each step in PenCAT/Pro TM dynamic force calculation.
All calculations were executed within a predetermined time frame (real-time constraints). The asynchronous section defined the graphic interface spatial structure and force attributes of the image boundary, such as the location, the force intensity component and the force direction. When the application was opened, the elements of the synchronous section were dynamically constructed based on their attributes defined in the asynchronous section image boundary. The two sections communicated at each startup. The synchronous section continuously transmitted the position of the device cursor and encountered boundaries, calculated the cursor movement and returned force data. In turn, the asynchronous section prompted the synchronous section for struc-tural changes. For example, changing the force parameter defined in the asynchronous section also resulted in the output force change.
The dynamic force calculation was performed at a rate of 400 Hz in a hard realtime loop. A 19" Viewsonic TM computer monitor with resolution of 1600 ×1024 was used as visual display. A graphical user interface (GUI) (Figure 7b ) enabled the parameters to be set for optimal comfort for each individual subject and to view gray scale images. The software processed two-dimensional images as previously described and exported a boundary image. The boundary image, however, was not shown on the GUI. The workspace of PenCat/Pro TM was in proportion to the GUI area. An environment similar to MS Windowsraisebox R was generated through TouchWare. At the right bottom corner of the window, the cursor movement trajectory was recorded and was used for tracing boundary performance analysis. A pop-up menu bar appeared on the top of the desktop. Each menu had a header and menu items. For example, the force parameter could be adjusted dynamically by either the experimenter or the user, depending on the needs of a particular experiment.
Subjects
Twenty unpaid volunteers, all happened to be male, from students population in an age range of 21-30 participated in the experiments. All happened to be right handed. All the participants were healthy with no hand or arm motion disorder. All had some experience with a computer mouse, but none with a haptic device. Participants were randomly divided into two even groups.
Procedure
The subjects of group 1 were first exposed to only graphic display without any haptic feedback and subsequently to bi-modal graphic-haptic display. The order of the two displays were revered for participants of group 2. Each group was first asked to perform practice trials to familiarize themselves with the interface and to adjust the parameters to their satisfaction. Lines and semicircles at four orientations of 0 Subjects were asked to perform the tracing task based on the viewed image and the movements of the cursor over it. They were seated in front of the haptic and graphic displays with the elbow, forearm and wrist supported on the desk as shown in Figure 7a . During the experiments, the subjects were given no feedback as to their performance although they could see the trace in a separate panel that was not overlaid over the image as shown in Figure 7b .
During trials, they were presented with the three images in a random sequence.
The task was to move the cursor to a point of the visible outline and to trace it in a single closed trajectory. The trace was recorded. The time needed to produce it was measured by starting a timer at the onset of cursor movement after a cue was given by the experimenter, and stopping it when the trace was completed. Subjects were asked to accomplish the task as quickly and accurately as possible.
All the trials were performed in four conditions: with and without haptic feedback for comparison, and tracing clockwise and counter-clockwise for bias compensation. All trials were performed three times in the same conditions. Figure 9a shows the boundary map which is hidden from the subject but translated into haptic cues during performance. Figure 9b depicts a traced made without haptic cues while Figure 9c illustrates a similar trial but with haptic cues. Although this has not been quantified, the haptically assisted trace appears to be much smoother. In fact it will be seen that it was traced faster than the unassisted trace.
At the end of each session, subjects filled a survey that contained multiple 
Results
One objective of the experiment was to quantify the effect of haptic cues on the performance in terms of speed and accuracy. Speed is captured by the mean execution time t required to complete a tracing task for a given image.
Tracing accuracy was assessed by computing the ratio of the area between the manual trace and the nominal image boundary to the total area of the nominal boundary, i.e., e = S /S as illustrated in Figure 10 . Note that error measured in this fashion yields a very small number as the surface created by the cursor deviation is typically small compared to the total surface.
The results from two groups were combined to remove the effect of order, i.e., bias for each display. Time and error mean (t, e) and standard deviation (σ t , σ e ) in application of each method to individual images were calculated. The results were shown in Figures 11 and 12 ).
Execution time mean and standard deviation (t, σ t ) were (26.12, 1.94), (35.32, 1.83), and (7.25, 1.60) sec for images a, b, and c (Figure 8) , respectively, when only graphic display was used. When the proposed bimodal graphic-haptic display system was utilized, execution time mean and standard deviation were The results showed a difference in means of each method when applied to the same image, with consistently graphic-haptic display indicating better performance. To investigate the reliability of the differences in means of two methods when they are applied to the same image, t-test was used. A high t-value was obtained for each of the six cases (three images and two measures of t and e) and hence, null hypothesis was rejected for all cases. Therefore, it was concluded that the differences in the means were reliable. Figure 13 ) revealed mixed response of the users regarding the ease of the display use. About 90% of the users using bimodal display found it "easy" to use (versus almost 80% of the users utilizing graphic display who found graphic display "easy" for use). On the extreme sides, however, the users seemed to have demonstrate mixed feeling about the displays. On one hand, 15% of the graphic display users favor graphic display as "very easy to use" (versus 7.5% of bimodal display users) while on the other hand, 5% of graphic display users seem to disfavor it as "not easy to use" (versus 2.5% of bimodal display users). Therefore the results in this regard are non-conclusive. The reason for mixed reception of the users regarding the use of bimodal display was probably due to the unfamiliarity of the users in using bimodal display.
In the meanwhile the subjects were quite familiar with the use of single mode graphic display and they were expected habitually to favor graphic display for the ease of use. However, when a specific question regarding the sense of control and coordination was raised (Figure 13 ), the users clearly favored bimodal display. It was also interesting to assess the reception of the users regarding the level of concentration required by each display. Figure 14 depicts answers regarding this assessment. The results suggested that bimodal display would reduce level of concentration required for tracing. Physical demand would be also a factor in deciding about the interface type. In particular, bimodal display imposed some (although minor) levels of force to the users hands. Figure 14 plots the survey results regarding this issue. As shown in Figure 14 , interestingly, the users perceived almost the same level of physical demand in using both displays. A general question regarding the users satisfaction with the displays functionality ( Figure 15 ) revealed that users showed better level of acceptance of the received functionality in using bimodal display. In order to establish the preferences of users in using both displays, negative question was raised. Subjects who used the image display last, were asked whether they would have preferred to receive the additional force feedback. Likewise, the users who utilized graphic-haptic display last, were asked whether they would have preferred not to receive additional force mode. Figure 15 summarizes the answers to this question. In both groups, a clear majority of the users favored bimodal display.
Discussion
Manual tasks usually involve a speed-accuracy tradeoff, a longer time is associated to a better precision. The results in Figures 11 and 12 indicate that, despite the fact that error is not significantly different between the two tracing conditions, the execution time is markedly reduced with the addition of haptic cues. Also, it is noted that the standard deviation is consistently lower in using proposed graphic-haptic display than solely image display. As already mentioned, the haptic assistance appears to reduce hesitation and hence the many small movements seen during purely visual tracing tasks. This results in a smoother and faster trace.
The values of the parameters corresponding to the various images were adjusted by the users in the pre-experiment phase. The resulting parameter selections reveal differences between subjects which is an important consideration in haptic interface design. However it is too early to be in a position to identify the relative importance of the many factors which may contribute to the performance.
The survey results showed that, from the users perception, the bimodal display would enhance the required level of control and coordination, and reduce the concentration demand, without imposing a noticeable physical burden on the user. Furthermore, the results revealed a superior level of satisfaction with the bimodal display functionality.
Conclusions and Future Work
Traditional methods for inspecting images rely almost entirely on our powerful sense of vision to convey information. In order to compensate for shortcomings of mono-modal visual inspection tasks, a multi-modal graphic-haptic display system was designed. The proposed system consisted of a graphic display and a haptic display.
As the core of our haptic display system, a performance-based approach was proposed for graphic-haptic translation. Two basic image features, edge and boundary, were identified as features that should contribute to the synthesis of haptic cues designed to assist the performance of contour tracing tasks. This led to a force model that generates a dynamic force field, that is, a field that depends on the user's movements as distinct from a static field used in previous approaches to haptic cue synthesis. A slightly reduced standard of deviation in all experiments when using bimodal display supports the aforementioned suggestion.
Despite the limited scope of the study, experiments indicate that the proposed force model on average measurably increases the tracing performance of users in terms of the speed/accuracy tradeoff. Also, the proposed integration would help the users to decrease their visual concentration and cognitive workload.
The proposed system can be improved in several directions. There are a few existing sources of difficulty including sampling errors, delays due to computation or data transmission and haptic interface limitations. A revisiting engineering effort would improve transparency of forces reflected. Improved performance could be also achieved by incorporating several different operator fields and by combining them in a coherent way to access fine details missing from current implementation. Moreover, smoothing filters are necessary to be applied to the image before it is sampled to prevent aliasing of high frequency components in the sampled signal. Our study also indicated difficulties in haptic spatial processing of geometric properties and identification of objects via a single-point haptic interface. Further effort is required to make haptic devices become more effective by incorporating additional tactile feedback to match the sensory and motor capabilities of the human haptic system, thus promoting further the tactual fidelity. Finally, using the psycho- 
