, This is referred to as ordinary least squares covariance matrix estimator (OLSCME).Building on the works of [1] and [2] using the OLS residuals as estimators of the errors. The sandwich estimator HC0 was derived. 
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as a weighting factor. A third variation by [5] gave an approximation to a more complicated jackknife estimator than the earlier one presented by [4] as
as a weighting factor.
This further inflates the squares of residuals. A fourth variation was derived by [6] as
as a weighting factor and p is the number of predictors in the model. In the previous studies the existing HSCE were subjected to analysis assuming heteroscedasticity of unknown form. The choice of weighting factors focuses on making OLS squares residuals less bias.
II. Model Specification
We shall consider a classical linear regression model in (1) above
Where 0  and 1  are the unknown true parameters,
The model shall be studied under the strength of heteroskedasticity (g) ranging from -2 to +2.
III. Proposed Generalization
The proposed estimator is
as a weighting factor.Where "g" is the strength of heteroscedasticity that characterizes the error terms relating to the predictor in simple regression model and is estimable from the bivariate data(x, y). In this study, strength of heteroscedasticity "g" ranges from -2 to +2. test for the presence of heteroskedastidity using Goldfeld-Quandt test [7] .
Generalization of Consistent Standard Error Estimators under Heteroscedasticity
(X) If heteroskedasticity is present in (IX) go to step (XI) otherwise go to step V.
(XI) Regress Y on X using the data set and obtain the square of residual ) ( and the test of significance supports the estimates in (XII), then subject the data set to the existing HCSE and HC5 estimators. Otherwise restart the processes above. Using the data generated, estimates were therefore obtained for these estimators with varying sample sizes at replications, 1000.
See appendix"A1" for the R snippet on Monte Carlo simulation experiment used in this research. 
For Example

Generation
USING THE EXISTING HCSE AND HC5 ESTIMATOR, THE ESTIMATES OF COVARIANCES, WHEN g=-2, n=25 ARE GIVEN AS BELOW: From Table1 it can be verified that OLS estimator remains unbiased even when regression error term violates homoscedasticity assumption. The estimates of bias and absolute bias are very close to zero while at g=0 the bias and absolute bias are equal zero exactly. The standard error estimates is a sufficient criterion to judge the performance of the heteroscedasticity consistent covariance matrix estimators (HCCME). 
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VI. Conclusion
The OLS estimators of model parameters remain unbiased when data is front with heteroscedasticity problem. For negative strengths of heteroscedasticity HC5 is preferred as it has the minimum variances at g=-2, -1, -0.5 and 0 respectively. HC5 performs equally as HC0 when g=0(homoscedasticity assumption holds). HC5 performs equally as HC2 when g=1. HC5 performs equally as HC3 when g=2. HC5 performs almost equally as HC0 and HC1.When g=0.5 and HC1= (n/ (n-k))*HC5 when g=0. Further, It is expected that HC5 will offer similar results to HC4 when g=4.
Also the graphs of ) ( . 
