Antiferromagnetism, Superconductivity and Phase Diagram in the
  Two-Dimensional Hubbard Model -- Off-Diagonal Wave Function Monte Carlo
  Studies of Hubbard Model III -- by Yanagisawa, Takashi
ar
X
iv
:1
90
3.
09
36
8v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
0 A
pr
 20
19
Journal of the Physical Society of Japan
Antiferromagnetism, Superconductivity and Phase Diagram in the
Two-Dimensional Hubbard Model
– Off-Diagonal Wave Function Monte Carlo Studies of Hubbard Model III –
Takashi Yanagisawa
Electronics and Photonics Research Institute, National Institute of Advanced Industrial Science and Technology (AIST),
Central 2, 1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan
We investigate the ground-state phase diagram of the two-dimensional Hubbard model based on the optimization
variational Monte Carlo method. We use a wave function that is an off-diagonal type given as ψ = exp(−λK)PGψ0,
where ψ0 is a one-particle state, PG is the Gutzwiller operator, K is the kinetic operator, and λ is a variational parameter.
The many-body effect plays an important role as an origin of spin correlation and superconductivity in correlated elec-
tron systems. We examine the competition between the antiferromagnetic state and superconducting state by varying
the Coulomb repulsion U, the band parameter t′ and the electron density ne. We show a phase diagram that includes
superconducting and antiferromagnetic phases and that t′ = 0 is most favorable for superconductivity.
1. Introduction
The mechanism and properties of high-temperature super-
conductivity have been studied vigorously for more than 30
years since the discovery of cuprate high-temperature super-
conductors.1) High-temperature cuprates are typical strongly
correlated systems since the parent materials are Mott insula-
tors when no carriers are doped. It is important to understand
the electronic properties of strongly correlated electron sys-
tems because high-temperature cuprates are typical strongly
correlated systems and the parent materials are Mott insula-
tors when no carriers are doped.
The CuO2 plane commonly contained in high-temperature
cuprates consists of oxygen atoms and copper atoms. The
electronic model for this plane is given by the d-p model or
three-bandHubbard model.2–24) It appears very difficult to un-
derstand the ground-state phase diagram of the d-p model
because of strong correlation between electrons. The two-
dimensional (2D) single-band Hubbard model25–45) has been
investigated as a simplified model of the d-p model. The lad-
der model46–51) has also been studied in relation to the mech-
anism of superconductivity in a correlated electron system.
The Hubbard model is one of the fundamental models in
condensed matter physics. It was first introduced to under-
stand the metal-insulator transition52) and is also used to de-
scribe the magnetic properties of various compounds.53, 54) By
employing the Hubbard model, we can understand the ap-
pearance of inhomogeneous states such as stripes55–62) and
checkerboard-like density wave states,63–66) whose existence
was reported for high-temperature cuprates.
Recent studies on the 2D Hubbard model indicate that a
superconducting (SC) phase exists in the ground state.45) This
shows the possibility that the 2DHubbard model may account
for high-temperature superconductivity. We show the order
parameters of the antiferromagnetic (AF) state and SC state as
a function of the interaction parameter U in Fig. 1. The result
shows that high-temperature superconductivity may occur in
the strongly correlated region of the Hubbard model where
the interaction U is greater than the bandwidth.
A variational Monte Carlo method is a useful tool to in-
vestigate the electronic properties of strongly correlated elec-
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Fig. 1. (Color online) AF and SC order parameters as a function of U/t
on a 10 × 10 lattice with the periodic boundary condition in one direction
and the antiperiodic one in the other direction.45) In Ref. 39, ∆ was shown
as a function of U in the range 0 < U < 20. Here we include the range
20 < U < 25. AF(G) indicates the result for the Gutzwiller wave function.
Some data have been updated.
tron systems when we calculate the expectation values nu-
merically.32–37) In general, a variational wave function is im-
proved by introducing new variational parameters to control
the electron correlation. In our method the wave functions are
optimized by multiplying an initial function by exp(−S )-type
operators,45, 67) where S is a suitable correlation operator. The
Gutzwiller function is also written in this form. An optimiza-
tion process is performed in a systematic way by multiplying
by the exponential-type operators repeatedly.67) The ground-
state energy is indeed lowered considerably by using this type
of wave function.45)
In this paper we investigate the stability of the antiferro-
magnetically ordered state and show the phase diagram of the
ground state of the 2D Hubbard model. In the strongly cor-
related region, the AF correlation is suppressed and the SC
correlation is enhanced. Near the boundary of the AF region,
1
J. Phys. Soc. Jpn. 88, 054702 (2019) T. Yanagisawa
a large spin fluctuation is induced, which is considered to give
rise to high-temperature superconductivity. The paper is orga-
nized as follows. In Sect. 2, we present the model Hamiltonian
and wave functions that we use in the optimization variational
Monte Carlo method. In Sect. 3, we examine the wave func-
tion with the AF order parameter to show the region where the
AF state is stabilized. In Sect. 4, we discuss the phase separa-
tion that may occur near half-filling. In Sect. 5, we investigate
the SC state and show the phase diagram. We give a summary
in the final section.
2. Optimization Variational Monte Carlo Method
2.1 Hamiltonian
The Hubbard model is written as
H =
∑
i jσ
ti jc
†
iσ
c jσ + U
∑
i
ni↑ni↓, (1)
where ti j indicates the transfer integral and U is the strength
of the on-site Coulomb interaction. We set ti j = −t when i and
j are nearest-neighbor pairs 〈i j〉 and ti j = −t
′ when i and j are
next-nearest-neighbor pairs. We consider this model in two
dimensions, and N and Ne denote the number of lattice sites
and the number of electrons, respectively. The energy unit is
given by t.
2.2 Off-diagonal wave function
In a variational Monte Carlo method, we employ a wave
function that is suitable for the system being considered and
evaluate the expectation values by using a Monte Carlo proce-
dure. To take into account the correlation between electrons,
we start from the Gutzwiller wave function given by
ψG = PGψ0, (2)
where PG is the Gutzwiller operator PG =
∏
j(1 − (1 −
g)n j↑n j↓), where g is the variational parameter in the range
of 0 ≤ g ≤ 1. ψ0 indicates a trial one-particle state.
Because the Gutzwiller function is very simple and is not
enough to take account of electron correlation, we should
improve the wave function. There are several methods to
improve the wave function. One method is to multiply the
Gutzwiller function by an exponential-type operator. The
wave function is written as45, 67–73)
ψλ = exp(−λK)ψG, (3)
where K is the kinetic part of the Hamiltonian and λ is a real
variational operator.37, 67, 69) The expectation values are cal-
culated by using the auxiliary field method.67, 74) The other
method is to introduce a Jastrow-type operator.39) We control
the nearest-neighbor correlation by multiplying by the opera-
tor
PJdh =
∏
j
1 − (1 − η)
∏
τ
[
d j(1 − e j+τ) + e j(1 − d j+τ)
] ,
(4)
where d j is the operator for the doubly occupied site given as
d j = n j↑n j↓ and e j is that for the empty site given by e j =
(1 − n j↑)(1 − n j↓). η is the variational parameter in the range
0 ≤ η ≤ 1. With this operator, we can include the doublon-
holon correlation:
ψη = PJdhψG. (5)
It is possible to generalize the Jastrow operator to consider
long-range electron correlation by introducing new varia-
tional parameters.75, 76)
In this paper we use the wave function of the exponen-
tial type in eq. (3). We call this type of wave function the
off-diagonal wave function since the off-diagonal correlation
in the site representation is taken into account in this wave
function. We believe that it is more important to consider off-
diagonal electron correlation than the diagonal electron corre-
lation. In fact, the energy is further lowered when we employ
the off-diagonal wave function.45)
2.3 Antiferromagnetic state
The AF one-particle state ψAF is given by the eigenfunction
of the AF trial Hamiltonian
HAF =
∑
i jσ
ti jc
†
iσ
c jσ − ∆AF
∑
iσ
(−1)xi+yiσniσ, (6)
where ∆AF is the AF order parameter and (xi, yi) represents
the coordinates of site i. The wave function is written as
ψλ,AF = exp(−λK)PGψAF . (7)
In general, the AF state is very stable in the Hubbard model
near half-filling. Thus, it is important to control the AF mag-
netic order so that the SC state is stabilized and realized.
The stability of the AF state dependsmainly on the electron
density ne, the interaction strength U, the transfer integral t
′,
and long-range transfers in the single-band Hubbard model.
The AF correlation is induced as U increases from zero in
the weakly correlated region and is maximized when U is of
the order of the bandwidth, say at U = Uc, when carriers are
doped. When U becomes larger than Uc, the AF correlation
starts to decrease. In the region where U is extremely large,
the AF correlation is suppressed to a small value by the large
fluctuation. This is shown in Fig. 1. This is a crossover be-
tween the weakly correlated region and strongly correlated
region.
2.4 Correlated superconducting state
The SC state is represented by the BCS wave function
ψBCS =
∏
k
(uk + vkc
†
k↑
c
†
−k↓
)|0〉, (8)
with coefficients uk and vk that appear in the ratio uk/vk =
∆k/(ξk +
√
ξ2
k
+ ∆
2
k
), where ∆k is the gap function with k
dependence and ξk = ǫk − µ is the dispersion relation of
conduction electrons. We assume d-wave symmetry for ∆k:
∆k = ∆S C(cos kx − cos ky). The Gutzwiller BCS state is for-
mulated as
ψG−BCS = PNe PGψBCS , (9)
where PNe indicates the operator used to extract the state with
Ne electrons. In this wave function the electron number is
fixed and thus the chemical potential in ξk is regarded as a
variational parameter. In the formulation of ψλ, we use the
BCS wave function without fixing the total electron number,
namely, without the operator PNe . The chemical potential µ in
ξk is not a variational parameter and is used to adjust the total
electron number. The wave function is given as
ψλ = e
−λK PGψBCS . (10)
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Fig. 2. (Color online) The condensation energy of the AF state ∆EAF as a
function of the hole density x ≡ 1 − ne on a 10 × 10 lattice for t
′
= 0. We put
U/t = 8, 12, 14, and 18.
We perform the electron-hole transformation for down-spin
electrons:
dk = c
†
−k↓
, d
†
k
= c−k↓, (11)
and not for up-spin electrons: ck = ck↑. The electron pair op-
erator c
†
k↑
c
†
−k↓
denotes the hybridization operator c
†
k
dk in this
formulation.
3. Antiferromagnetic phase
Since the SC state competes with the AF state, it is im-
portant to clarify the region of the AF state in the parameter
space. We use U and t′ to control the strength of the AF cor-
relation. The Coulomb interaction U is important since the
magnitude of the AF magnetism can be controlled by chang-
ing U. The transfer integral t′ is also important and shows
nontrivial effect on the stability of the AF magnetic order. One
may expect that the AF region will be small when including
t′ in the model. This is not, however, true. As |t′| increases,
the AF correlation increases, where we assume negative t′ in
this paper. From the viewpoint of competition between super-
conductivity and AF ordering, t′ = 0 is most favorable for
superconductivity.
We show the condensation energy ∆EAF due to the AF
magnetic order as a function of 1 − ne in Fig. 2 for t
′
= 0.
When U is as large as U/t ≥ 14, the AF region exists up to
10% doping. When t′ = −0.2t, the AF region expands up to
about 20% doping where 1 − ne ∼ 0.2 even for large U. We
show this in Fig. 3. The AF region becomes larger as |t′| in-
creases. Figure 4 shows ∆EAF as a function of x for t
′
= 0,
−0.1, and −0.2, where we use U/t = 18. We show the AF
region on the x − t′ plane in Fig. 5. The AF state dominates
near half-filling and is stabilized as |t′| increases. The d-wave
SC state exists near the boundary in Fig. 5.
4. Phase Separation
We discuss the phase separation in the 2D Hubbard model
in this section. The existence of phase separation near half-
filling in the 2DHubbardmodel has been discussed.77–79) This
is a subject concerning the AF correlation and charge distribu-
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Fig. 3. (Color online) The condensation energy of the AF state ∆EAF as a
function of the hole density x = 1 − ne on a 10 × 10 lattice for t
′
= −0.2t. We
put U/t = 12, 14, and 18.
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Fig. 4. (Color online) The condensation energy of the AF state ∆EAF as a
function of the hole density x = 1−ne on a 10×10 lattice for U/t = 18. From
the top we set t′/t = −0.2,−0.1, and 0.
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Fig. 5. (Color online) Antiferromagnetic and paramagnetic states in the
plane of hole density x and t′ for U = 18. The energy unit is given by t.
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tion in the case of small doped carriers. When there is a strong
AF correlation between neighboring electrons, there may be
a tendency that doped holes form clusters due to an effective
attractive interaction between electrons. This means the pos-
sibility of phase separation with clusters of holes, depending
on the AF correlation, attractive interaction, and kinetic en-
ergy gain. This is similar to the instability in the t-J model.80)
We examine an instability toward phase separation by eval-
uating the charge susceptibility
1
χc
=
∂2E(Ne)
∂N2e
=
E(Ne + δNe) + E(Ne − δNe) − 2E(Ne)
(δNe)2
,
(12)
where E(Ne) is the ground-state energy and Ne is the num-
ber of electrons. This is proportional to the second derivative
of the energy E(Ne) with respect to the electron number. The
negative sign of χc indicates an instability toward the phase
separation. This instability is very subtle. Once the phase sep-
aration occurs, the ground state becomes an insulating state.
We show the energy as a function of the doping rate x for
t′ = 0 in Fig. 6. The curve of the energy is usually convex
downward, that is, χc > 0, but the sign of χc changes in the
region near half-filling. We show
δ2E(Ne) ≡ E(Ne + δNe) − 2E(Ne) + E(Ne − δNe) (13)
for Ne = 2 in Fig. 7. This indicates that there is an instability
toward the phase separation when x < 0.06 for U/t = 18 and
t′ = 0. This is similar for U/t = 14 and 12. When t′ is nonzero
and negative, the instability toward the phase separation oc-
curs for a smaller doping rate. We show d2E for t′ = −0.2 in
Fig. 8. In this case, χc > 0 for at least x > 0.06. The phase
separation area decreases for t′ < 0.
Figure 8 indicates that d2E shows a depression near x =
0.12 for t′ < 0. This suggests the existence of strong charge
fluctuation. We expect that this shows an instability toward
some charge-ordered state such as the striped state.
In our optimized wave function, the instability toward the
phase separation is limited to the range x ≡ 1 − ne ≤ 0.06
for t′ = 0 and the region of phase separation becomes small
for negative t′. We also mention that there is a possibility
that the phase separation area will decrease as the wave func-
tion is optimized further by multiplying by operators PG and
exp(−λ′K).
5. Superconducting phase
Let us now discuss the SC state. We evaluate the SC con-
densation energy defined by
∆E = E(∆S C = 0) − E(∆S C,opt), (14)
where ∆S C is the SC order parameter and ∆S C,opt is its opti-
mized value. ∆E is the energy lowering due to the inclusion of
the SC order parameter.We show theU-dependence of∆S C,opt
in Fig. 9 on a 10 × 10 lattice for Ne = 88 and t
′
= 0, where
the upper curve is for the BCS-Gutzwiller function and the
lower one is for the ψλ function. Both curves in Fig. 9 have a
maximum at U/t ≈ 12−14. This shows that high-temperature
superconductivity is possible in the strongly correlated region.
We discuss here the coexistence of SC and AF phases in
the range of 0.06 < x < 0.09. The wave function is written in
the form
ψλ = e
−λK PGψBCS−AF . (15)
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Fig. 6. (Color online) The ground-state energy as a function of the hole
density x for U = 18t, 14t, and 12t on 10 × 10 lattice where we set t′ = 0.
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Fig. 7. (Color online) The second derivative d2E as a function of the hole
density x for t′ = 0. AF means the result for the AF state, where we have
introduced the AF order parameter. The energy unit is given by t.
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Fig. 8. (Color online) The second derivative d2E as a function of the hole
density x for t′ = −0.2. The energy unit is given by t.
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Fig. 9. (Color online) The SC order parameter as a function of U on a
10 × 10 lattice with t′ = 0. We used the BCS-Gutzwiller function for the
upper curve and ψλ for the lower curve.
The BCS wave functionwith both the SC order parameter∆S C
and the AF order parameter ∆AF is formulated by solving the
Bogoliubov equation.12, 42) We show the ground-state energy
E as a function of the electron number Ne near x ∼ 0.08 for
U/t = 18 in Fig. 10 for ∆S C = 0.005, 0.01, 0.02, and 0.03,
where the chemical potential µ in the BCS wave function is
changed to adjust the number of electrons. The energy E is
lowered slightly by introducing∆S C , by about∆E/N ∼ 0.005t
per site at ∆S C ∼ 0.01t. Here we used the parameters g =
0.0018, λ = 0.055, and ∆AF = 0.19t.
The condensation energy per site as a function of the hole
density (doping rate) x is shown in Fig. 11 for U/t = 18 and
t′ = 0 on a 10 × 10 lattice. There is an instability toward
the phase separation for x ≤ 0.06. Thus, the AF state for x ≤
0.06 is an AF insulator. There is a coexistent metallic phase of
superconductivity and antiferromagnetism when the doping
rate is 0.06 ≤ x < 0.09. The SC condensation energy at x =
0.08 is that for the coexistent state. In the range 0.09 < x,
the pure d-wave SC state exists. We have also presented the
result obtained by using the level-4 functionwith the AF order
parameter in Fig. 11:
ψ(4) = e−λ
′K PG(g
′)e−λK PG(g)ψAF , (16)
where g, g′, λ, and λ′ are variational parameters. The con-
densation energy of the AF state for ψ(4) is less than that for
ψλ = ψ
(2).
With the inclusion of t′, the phase separation region will
decrease, and at the same time the area of the AF metallic
state will increase. The phase diagram is dependent on t′.
6. Summary
We have investigated the ground-state properties of the 2D
Hubbard model by using the optimization variational Monte
Carlo method. We used the exponential-type wave function
given in the form exp(−λS ) with an appropriate operator S
and a variational parameter λ. With our wave function, the
ground-state energy is lowered greatly and the energy expec-
tation value is lower than that obtained by any other wave
functions such as the Gutzwiller wave function and also sev-
-44
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Fig. 10. (Color online) The ground-state energy E as a function of the
electron number Ne near Ne = 92 on a 10 × 10 lattice where we choose
∆SC = 0.005, 0.01, 0.02, and 0.03, and ∆AF = 0.20. The diamond indicates
the ground-state energy for the AF state without the SC order parameter.
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Fig. 11. (Color online) The condensation energy per site as a function of
the hole density x = 1 − ne on a 10 × 10 lattice, where the wave function
is ψλ = ψ
(2). We set t′ = 0 and U/t = 18. We used the wave function ψ(4)
for the lower AF curve. In the region where x ≤ 0.06, the ground state is an
insulator due to the instability toward the phase separation.
eral proposed wave functions with many variational parame-
ters. The ground-state energy is lowered by the kinetic-energy
gain originating from exp(−λK).
The AF state is very stable near half-filling (with no car-
riers) in the 2D Hubbard model. The AF correlation is sup-
pressed as the doping rate of holes increases. As the strength
of the on-site Coulomb interaction U increases, a crossover
occurs between weakly correlated region and strongly cor-
related region. In the strongly correlated region, where U is
larger than Uc, which is of the order of the bandwidth, the
AF correlation is suppressed. A decrease in the AF correla-
tion indicates an increase in spin and charge fluctuation. This
fluctuation is caused by an increase in kinetic energy and is
likely induce electron pairing. We expect that this is an origin
5
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of high-temperature superconductivity.
We have shown the phase diagram in the plane of ∆E (con-
densation energy) and the hole doping rate x for t′ = 0. The
value t′ = 0 is most favorable for superconductivity, and for
nonzero t′ the AF area increases. In the underdoped region,
where the doping rate is approximately x < 0.09, AF order
and superconductivity coexist.
We have also discussed the instability toward the phase sep-
aration in the low-doping region. The occurrence of this insta-
bility is dependent on the balance between the kinetic energy
gain of holes and the electron interaction between the adjacent
lattices such as the pairing interaction and the AF interaction.
In the range x ≤ 0.06, the state of phase separation is real-
ized for t′ = 0. In this region the AF state is an insulator,
and becomes a metal when x increases. The phase separation
area decreases as |t′| increases. The region where AF and SC
phases coexist becomes larger at the same time with increas-
ing −t′. We have also pointed out the depression in χc near
x = 0.12 for negative t′ such as t′ = −0.1 ∼ −0.2.
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