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Genetic networks are biochemically dynamical systems, and it is natural to model genetic networks by using dynamical
system models. Real genetic systems are composed of a large number of reactions and reacting species. There are too many
items to include them all in models [1]. We just consider the concentrations of mRNAs and proteins. Recently, there have
been many efforts for modelling genetic regulatory networks using different classes of mathematical models [2,3]. Basically,
there are two types of genetic network models, that is the Boolean models and the differential equation model [4–7]. Time
delays are often encountered in real gene regulatory processes, such as the transcription, translation, diffusion and translo-
cation processes. Considerable attention has been contributed to the theoretical analysis and experimental GRNs and a large
amount of results have been reported on dynamical behaviors of GRNs, see for example [8–21].
All cell components also exhibit intracellular noises owing to random births and deaths of individual molecules, and
extracellular noise owing to environment ﬂuctuations such as in Li et al. [13], a nonlinear model for genetic regulatory net-
works with SUM regulatory functions was presented. Genetic networks with delays and stochastic perturbations were stud-
ied and sufﬁcient conditions of stability were derived in terms of linear matrix inequalities (LMIs). In applications and
designs of genetic networks, there are often some unavoidable uncertainties such as model errors, external perturbations,
and parameter ﬂuctuations, which can cause networks to be unstable. Due to small numbers of transcriptional factors
and other key signaling proteins, there is considerable experimental evidence that noise plays a very important role in gene
regulation [22]. In general, the stochastic noise arises in gene expression in one of two ways. The intrinsic noise is inherent in. All rights reserved.
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external noise originates in the random variation of one or more of the externally set control parameters [23].
It is noted that the hybrid systemmodelling involving some kind of switching is natural and promising in mathematically
modelling the complex gene regulations, and various results have been obtained. Furthermore, Markov chains have also been
widely used as a generic framework for modelling gene networks. A ﬁnite state homogeneous Markov chain model has been
constructed from microarray data in [24]. It is suggested that Markov chain models incorporating rule-based transitions be-
tween states are capable of mimicking biological phenomena. All the existing Markovian models are all based on the qual-
itative approaches, and they can be used to characterize the state of a gene network in terms of discrete logical variables. In
[25], authors studied stochastic stability results of stochastic GRNs with Markovian uncertain switching probabilities. To the
best of authors’ knowledge, the problem of delay-dependent stability analysis of SGRNs with time delays has not been fully
investigated and it is very challenging.
In this paper, we are concerned with the stochastic stability analysis for SGRNs with constant time delays. By constructing
a suitable Lyapunov functional, a new condition for global asymptotic stability of SGRNs with constant delay is given in
terms of linear matrix inequalities (LMIs). Distinct difference from other analytical approaches lies in the following aspects:
ﬁrstly, we shifted the nonlinear deterministic GRN model to the linear one by employing a simple transformation. Secondly,
a process, which is called a parameterized ﬁrst-order model transformation, is used to transform the linear system. Then, we
establish novel sufﬁcient conditions for the SGRNs to be globally asymptotically stable (mean square sense) by utilizing
Lyapunov–Krasovskii functional method and using some well-known inequalities. Novel sufﬁcient conditions leading to glo-
bal asymptotic stability in the mean square will be given. The advantages of the proposed approach are that resulting sta-
bility criteria can be used efﬁciently via existing numerical convex optimization algorithms such as the interior-point
algorithms for solving LMIs. Delay-dependent stability criteria are presented such that the SGRNs with constant delay is ro-
bustly globally asymptotically stable in the mean square sense for all admissible uncertainties. Finally three numerical
examples are given to illustrate the effectiveness and usefulness of the proposed method.
The rest of the paper is organized as follows. In Section 2, the problem formulation is presented and some needed pre-
liminaries and Lemmas are given. In Section 3, similar to [26,27], ﬁrst we investigate global asymptotic stability in the mean
square for stochastic GRNs and then we give a stability criterion in terms of LMIs. Next, delay-dependent robust stability
criterion is derived for uncertain SGRNs with constant delays. A new delay-dependent stability criterion for Markovian
jumping stochastic GRNs is also derived in Section 4. Three numerical examples are presented to demonstrate the effective-
ness of the main result in Section 5.
2. Problem description and preliminaries
Generally, a GRN consists of a group of genes that interact and regulate the expression of other genes by proteins. The
change in expression of a gene is controlled by the stimulation and inhibition of proteins in transcriptional, translational,
and post-translational processes [19]. From [9], GRNs with time delays containing of n mRNAs and n proteins that can be
described by the following equations:_miðtÞ ¼ aimiðtÞ þ biðp1ðt  sÞ;p2ðt  sÞ; . . . ;pnðt  sÞÞ;
_piðtÞ ¼ cipiðtÞ þ dimiðt  rÞ; i ¼ 1;2; . . . ;n;

ð1Þwhere _miðtÞ; _piðtÞ are the concentrations of mRNA and protein of the ith node at time t, respectively. In this network, there is
one output but multiple inputs for a single node or gene. In Eq. (1), ai and ci are the degradation rates of the mRNA and pro-
tein, respectively. di is the translation rate, and bi() is the regulatory function of the ith gene, which is generally a nonlinear
function of variables (p1(t),p2(t), . . . ,pn(t)), but has a form of monotonicity with each variable [4,13]. s and r are the constant
time delays. The gene activity is tightly controlled in a cell, and gene regulation function bi() plays an important role in the
dynamics. Some genes can be activated by one of a few different possible transcription factors (‘‘OR’’ logic). Other genes re-
quire that two or more transcription factors must all be bound for activation (‘‘AND’’ logic). Here, we focus on a model of
genetic networks where each transcription factor acts additively to regulate the ith gene. The regulatory function is of the
form biðp1ðtÞ; p2ðtÞ; . . . ; pnðtÞÞ ¼
Pn
j¼1bijðpjðtÞÞ, which is also called SUM logic [28,29]. The function bij(pj(t)) is a monotonic
function of the Hill form [12,30]. If transcription factor j is an activator of gene i, thenbijðpjðtÞÞ ¼
aij
ðpjðtÞ=bjÞHj
1þ ðpjðtÞ=bjÞHj
; if transcription factor j is an activator of gene i;
aij
1
1þ ðpjðtÞ=bjÞHj
; if transcription factor j is a repressor of gene i;
8>>><
>>>:where H is the Hill coefﬁcient, bj is a positive constant, and aij is the dimensionless transcriptional rate of transcription factor
j to gene i, which is a bounded constant. Hence, Eq. (1) can be rewritten into the following form [13,17]:
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Pn
j¼1
wijgjðpjðt  sÞÞ þ ui;
_piðtÞ ¼ cipiðtÞ þ dimiðt  rÞ; i ¼ 1;2; . . . ;n;
8><
>: ð2Þwhere gjðxÞ ¼ ðx=bjÞHj=ð1þ ðx=bjÞHj Þ; ui is deﬁned as a basal rate, ui ¼
P
j2Vi1aij, and Vi1 is the set of all the j which is a repres-
sor of gene i. The coupling matrix W ¼ ðwijÞ 2 Rnn of the genetic network is deﬁned as follows: if transcription factor j is an
activator of gene i, wij = aij; if there is no link from node j to node i, wij = 0; if transcription factor j is a repressor of gene i,
wij = aij. In other words, the matrix deﬁnes the coupling topology, direction and the transcriptional rate of the genetic
network.
In compact matrix form, Eq. (2) can be written as_mðtÞ ¼ AmðtÞ þWgðpðt  sÞÞ þ u;
_pðtÞ ¼ CpðtÞ þ Dmðt  rÞ;

ð3Þwhere m(t) = [m1(t),m2(t), . . . ,mn(t)]T, p(t) = [p1(t), p2(t), . . . ,pn(t)]T, m(t  s) = [m1(t  s),m2(t  s), . . . ,mn(t  s)]T,
g(p(t  r)) = [g1(p1(t  r)), g2(p2(t  r)), . . . ,gn(pn(t  r))]T, A = diag{a1,a2, . . . ,an}, C = diag{c1,c2, . . . ,cn}, D = diag{d1,d2, . . . ,dn},
= diag{d1, d2, . . . , dn}, u = [u1,u2, . . . ,un]
T.
In the following, we will always shift an intended equilibrium point (m⁄,p⁄) of the system (3) to the origin by letting
x(t) =m(t) m⁄, y(t) = p(t)  p⁄. Hence, system (3) can be transformed into the following form:
_xðtÞ ¼ AxðtÞ þWf ðyðt  sÞÞ;
_yðtÞ ¼ CyðtÞ þ Dxðt  rÞ;

ð4Þwhere x(t) = [x1(t),x2(t), . . . ,xn(t)]T, y(t) = [y1(t),y2(t), . . . ,yn(t)]T, f(y(t)) = [f1(y1(t)), f2(y2(t)), . . . , fn(yn(t))]T with f(y(t)) =
g(y(t) + p⁄)  g(p⁄). gi is a monotonically increasing function with saturation and it satisﬁes, for all x; y 2 R with
x– y; 0 6 giðxÞgiðyÞxy 6 ki, where ki, i = 1, . . . ,n, denote some given positive constants. From the relationship of f() and g(),
we know that f() satisﬁes the sector condition0 6 fiðyÞ
y
6 ki: ð5ÞFrom the assumption on the regulation functions for i = 1,2, . . . ,nziðtÞ ¼
fiðyiðtÞÞ
yiðtÞ ; yiðtÞ– 0;
0; yiðtÞ ¼ 0:
(
ð6ÞObviously, zi(t) is piecewise continuous on R.
Furthermore, system (4) can be written as,_xðtÞ ¼ AxðtÞ þWZðt  sÞyðt  sÞ;
_yðtÞ ¼ CyðtÞ þ Dxðt  rÞ;

ð7Þwhere Z(t) = diag(zi(t))nn. From the assumption of f() we have 0 6 zi 6 ki. We deﬁne M = diag(ki).
In [31], the equalityxðt  sÞ ¼ xðtÞ 
Z 0
s
_xðt þ sÞds ¼ xðtÞ 
Z 0
s
Axðt þ sÞ þ Adxðt þ s sÞ½ ds ð8Þwas used to transform the system_xðtÞ ¼ AxðtÞ þ Adxðt  sÞ ð9Þ
into a distributed delay system_xðtÞ ¼ ðAþ CÞxðtÞ þ ðAd  CÞxðt  sÞ  C
Z t
ts
½Axðt þ sÞ þ Adxðt þ s sÞds; ð10Þwhere C is a parameter matrix which makes the stability result less restrictive to some degree. Such process is generally
called a parameterized ﬁrst-order model transformation since only one integration over one delay interval is used.
Obviously the new system (10) may explicit some additional dynamics. However, the stability of (10) implies the stability
of (9) for all s 2 ½0; sÞ, but the converse is not true.
Applying the model transformation above to the considered systems (7), we have_xðtÞ ¼ ðAþ C1ÞxðtÞ  C1xðt  sÞ þWZðt  sÞyðt  sÞ  C1
R t
ts½AxðsÞ
þWZðt  sÞyðs sÞds;
_yðtÞ ¼ ðC þ C2ÞyðtÞ  C2yðt  rÞ þ Dxðt  rÞ  C2
R t
tr CyðsÞ þ Dxðs rÞ½ ds:
8><
>: ð11Þ
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ysis for system (11).
In [14], the genetic networks with noise perturbations is modeled as follows:_xðtÞ ¼ ðAþ C1ÞxðtÞ  C1xðt  sÞ þWZðt  sÞyðt  sÞ  C1
R t
ts½AxðsÞ þWZðt  sÞyðs sÞds
þrðyðtÞÞnðtÞ;
_yðtÞ ¼ ðC þ C2ÞyðtÞ  C2yðt  rÞ þ Dxðt  rÞ  C2
R t
tr CyðsÞ þ Dxðs rÞ½ ds;
8><
>: ð12Þwhere n(t) = [n1(t),n2(t), . . . ,nl(t)]T, with ni(t) as a scalar zero mean Gaussian white noise process and ni(t) is independent of
nj(t) for all i– j. rðyðtÞÞ 2 Rnl is called the noise intensity matrix. Recall that the time derivative of a Wiener process is a
white noise process. We have dx(t) = n(t)dt, where x(t) is an l-dimensional Wiener process. Hence, system (12) can be
rewritten as the following stochastic differential equations [14]:dxðtÞ ¼ ðAþ C1ÞxðtÞ  C1xðt  sÞ þWZðt  sÞyðt  sÞ  C1
R t
ts½AxðsÞ þWZðt  sÞyðs sÞds
h i
dt
þrðyðtÞÞdxðtÞ;
dyðtÞ ¼ ðC þ C2ÞyðtÞ  C2yðt  rÞ þ Dxðt  rÞ  C2
R t
tr½CyðsÞ þ Dxðs rÞds
h i
dt:
8>><
>>:
ð13ÞIn this paper, we ﬁrst consider the following GRNs with both time delays and stochastic noise:dxðtÞ ¼ ðAþ C1ÞxðtÞ  C1xðt  sÞ þWZðt  sÞyðt  sÞ  C1
R t
ts½AxðsÞ þWZðt  sÞyðs sÞds
h i
dt
þr t; xðtÞ; xðt  rÞ; yðtÞ; yðt  sÞð ÞdxðtÞ;
dyðtÞ ¼ ðC þ C2ÞyðtÞ  C2yðt  rÞ þ Dxðt  rÞ  C2
R t
tr½CyðsÞ þ Dxðs rÞds
h i
dt;
8>><
>>:
ð14Þwhere A, W, C and D are same as deﬁned in system (4). The noise intensity matrix r() and x() are deﬁned as in [14].
The following lemmas will be used in the proof of the main results.
Lemma 2.1 (Schur Complement). Given constant matrices X1, X2 and X3 with appropriate dimensions, where X
T
1 ¼ X1 and
XT2 ¼ X2 > 0, then
X1 þXT3X12 X3 < 0;if and only ifX1 X
T
3
 X2
" #
< 0; or
X2 X3
 X1
 
< 0:Lemma 2.2. For any vectors x, y and matrix P > 0 of appropriate dimensions, the following inequality holds2xTy 6 xTP1xþ yTPy:3. Main results
In this section, we will derive mean square asymptotic stability results for stochastic genetic regulatory networks (14).
Theorem 3.1. The SGRNs described by (14) is asymptotically stable in the mean square if there exist symmetric matrices P > 0,
Q > 0, Rj > 0, Sk for j = 1, . . . , 8, and k = 1,2 and some scalars qi > 0 and k1 > 0, i = 1, . . . , 4, such that the following LMIs holdS1 ¼ R1 þ k1q2I > 0; ð15Þ
S2 ¼ R2 þ k1q4I > 0; ð16Þ
D1 K PWM
ﬃﬃﬃ
s
p
KA
ﬃﬃﬃ
s
p
KWM
 R1 0 0 0
  R2 0 0
   R3 0
    R4
2
6666664
3
7777775
< 0; ð17Þ
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ﬃﬃﬃ
r
p
NC  ﬃﬃﬃrp ND
 R5 0 0 0
  R6 0 0
   R7 0
    R8
2
6666666664
3
7777777775
< 0; ð18Þ
P < k1I; ð19Þ
whereD1 ¼ PA ATP þ K þ KT þ S1 þ R6 þ sR3 þ rR8 þ k1q1I;
D2 ¼ QC  CTQ þ N þ NT þ S2 þ R5 þ sR4 þ rR7 þ k1q3I:Proof. Consider the following general Lyapunov–Krasovskii functionalVðxðtÞ; yðtÞ; tÞ ¼ V1ðxðtÞ; yðtÞ; tÞ þ V2ðxðtÞ; yðtÞ; tÞ þ V3ðxðtÞ; yðtÞ; tÞ þ V4ðxðtÞ; yðtÞ; tÞ þ V5ðxðtÞ; yðtÞ; tÞ
þ V6ðxðtÞ; yðtÞ; tÞ; ð20ÞwhereV1ðxðtÞ; yðtÞ; tÞ ¼ xTðtÞPxðtÞ þ
Z t
ts
xTðsÞS1xðsÞdsþ
Z t
tr
xTðsÞR6xðsÞds;
V2ðxðtÞ; yðtÞ; tÞ ¼ yTðtÞQyðtÞ þ
Z t
ts
yTðsÞS2yðsÞdsþ
Z t
tr
yTðsÞR5yðsÞds;
V3ðxðtÞ; yðtÞ; tÞ ¼
Z 0
s
Z t
tþn
xTðhÞR3xðhÞdh
 
dn;
V4ðxðtÞ; yðtÞ; tÞ ¼
Z 0
r
Z t
tþg
yTðhÞR7yðhÞdh
 
dg;
V5ðxðtÞ; yðtÞ; tÞ ¼
Z r
2r
Z t
tþg
xTðhÞR8xðhÞdh
 
dg;
V6ðxðtÞ; yðtÞ; tÞ ¼
Z s
2s
Z t
tþn
yTðhÞR4yðhÞdh
 
dn:Then, the stochastic differential of V(x(t),y(t), t) along with (14) can be obtained asdVðxðtÞ; yðtÞ; tÞ ¼ LVðxðtÞ; yðtÞ; tÞ þ 2xTðtÞPgðtÞdxðtÞ; ð21Þ
where g(t) = r(t,x(t),x(t  r),y(t),y(t  s)). Furthermore, we can getLV1ðxðtÞ; yðtÞ; tÞ ¼ 2xTðtÞPðAþ C1ÞxðtÞ  2xTðtÞPC1xðt  sÞ þ 2xTðtÞPWZðt  sÞyðt  sÞ þ
Z t
ts
2xTðtÞPC1AxðsÞds

Z t
ts
2xTðtÞPC1WZðs sÞyðs sÞdsþ xTðtÞS1xðtÞ  xTðt  sÞS1xðt  sÞ
þ xTðtÞR6xðtÞ  xTðt  rÞR6xðt  rÞ þ k1q1xTðtÞxðtÞ þ k1q2xTðt  sÞxðt  sÞ
þ k1q3yTðtÞyðtÞ þ k1q4yTðt  rÞyðt  rÞ; ð22Þ
LV2ðxðtÞ; yðtÞ; tÞ ¼ 2yTðtÞQðC þ C2ÞyðtÞ  2yTðtÞQC2yðt  rÞ þ 2yTðtÞQDxðt  rÞ þ
Z t
tr
2yTðtÞQCyðsÞds
þ
Z t
tr
2yTðtÞQDxðs rÞdsþ yTðtÞS2yðtÞ  yTðt  sÞS2yðt  sÞ þ yTðtÞR5yðtÞ  yTðt  rÞR5yðt  rÞ;
ð23Þ
LV3ðxðtÞ; yðtÞ; tÞ ¼ sxTðtÞR3xðtÞ 
Z t
ts
xTðsÞR3xðsÞds; ð24Þ
LV4ðxðtÞ; yðtÞ; tÞ ¼ ryTðtÞR7yðtÞ 
Z t
tr
yTðsÞR7yðsÞds; ð25Þ
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Z t
tr
xTðs rÞR8xðs rÞds; ð26Þ
LV6ðxðtÞ; yðtÞ; tÞ ¼ syTðtÞR4yðtÞ 
Z t
ts
yTðs sÞR4yðs sÞds: ð27ÞSubstituting (22)–(27) into (21) and using Lemma 2.2 we havedVðxðtÞ; yðtÞ; tÞ 6 xTðtÞ 2PðC1  AÞ þ S1 þ R6 þ sR3 þ rR8 þ PC1R11 CT1P þ PWMR12 MWTP þ sPC1AR13 ATCT1P
h
þ sPC1WMR14 MWTCT1P þ k1q1I
i
xðtÞ þ yTðtÞ 2QðC2  CÞ þ S2 þ R5 þ sR4 þ rR7 þ QC2R15 CT2Q
h
þ QDR16 DTQ þ rQC2CR17 CTCT2Q þ k1q3I þ rQC2DR18 DTCT2Q
i
yðtÞ þ 2xTðtÞPgðtÞdxðtÞ;where S1 = R1 + k1q2I and S2 = R2 + k1q4I.
ThusEdVðxðtÞ; yðtÞ; tÞ 6 xTðtÞX1xðtÞ þ yTðtÞX2yðtÞ < 0;
whereX1 ¼2PðC1  AÞ þ S1 þ R6 þ sR3 þ rR8 þ PC1R11 CT1P þ PWMR12 MWTP
þ sPC1AR13 ATCT1P þ sPC1WMR14 MWTCT1P þ k1q1I;
X2 ¼2QðC2  CÞ þ S2 þ R5 þ sR4 þ rR7 þ QC2R15 CT2Q þ QDR16 DTQ
þ rQC2CR17 CTCT2Q þ k1q3I þ rQC2DR18 DTCT2Q :Let us deﬁne C1 = P1K, C2 = Q1N such thatX1 ¼ D1 þ KR11 K þ PWMR12 MWTP þ sKAR13 ATKT þ sKWMR14 MWTKT ;
X2 ¼ D2 þ NR15 NT þ QDR16 DTQ þ rNCR17 CTNT þ rNDR18 DTNT ;whereD1 ¼ PA ATP þ K þ KT þ S1 þ R6 þ sR3 þ rR8 þ k1q1I;
D2 ¼ QC  CTQ þ N þ NT þ S2 þ R5 þ sR4 þ rR7 þ k1q3I:We can conclude that the stochastic genetic regulatory networks (14) with time delays is globally stochastically asymptot-
ically stable in the mean square. This completes the proof. h
Without parameterized model transformation, that is K = N = 0, Theorem 3.1 reduces the following delay-independent
stability result.
Corollary 3.2. The SGRNs described by (14) is asymptotically stable in the mean square if there exist symmetric matrices P > 0,
Q > 0, Rj > 0, Sj for j = 1,2 and scalars q2 > 0, q4 > 0 and k1 > 0 such that the following LMIs holdS1 ¼ R1 þ k1q2I > 0; ð28Þ
S2 ¼ R2 þ k1q4I > 0; ð29Þ
PA ATP þ S1 PWM
 R2
 
< 0; ð30Þ
QC  CTQ þ S2 QD
 R1
 
< 0; ð31Þ
P < k1I: ð32Þ
Next, we will discuss the stability of SGRNs with parameter uncertainties described bydxðtÞ ¼ ððAþ DAÞ þ C1ÞxðtÞ  C1xðt  sÞ þ ðW þ DWÞZðt  sÞyðt  sÞ
C1
R t
ts ðAþ DAÞxðsÞ þ ðW þ DWÞZðt  sÞyðs sÞ½ ds
	
dt
þr t; xðtÞ; xðt  rÞ; yðtÞ; yðt  sÞð ÞdxðtÞ;
dyðtÞ ¼ ððC þ DCÞ þ C2ÞyðtÞ  C2yðt  rÞ þ ðDþ DDÞxðt  rÞ
C2
R t
tr ðC þ DCÞyðsÞ þ ðDþ DDÞxðs rÞ½ ds
	
dt;
8>>>><
>>>>>:
ð33Þ
1724 X. Li, R. Rakkiyappan / Applied Mathematical Modelling 36 (2012) 1718–1730where DA, DW, DC and DD are the parametric uncertainties satisfying:½DA DW DC DD ¼ HF½E1 E2 E3 E4;H, E1, E2, E3, E4 are the known real constant matrices with appropriate dimensions, and F satisﬁesFTF 6 I:
Based on the results obtained in Theorem 3.1, the following stability criterion can be derived easily, which is robust for all
admissible uncertainties.Theorem 3.3. The SGRNs described by (33) is robustly asymptotically stable in the mean square if there exist symmetric matrices
P > 0, Q > 0, Rj > 0, Sk for j = 1,2, . . . ,8, and k = 1,2,3,4,7,8 and some scalars qi > 0, k1 > 0, h > 0, i = 1, . . . , 4, h = 1, . . . ,8 such that the
following LMIs holdS1 ¼ R1 þ k1q2I þ 6ET4E4 > 0; ð34Þ
S2 ¼ R2 þ k1q4I þ 2MET2E2M > 0; ð35Þ
S3 ¼ R3 þ 3ET1E1 > 0; ð36Þ
S4 ¼ R4 þ 4MET2E2M > 0; ð37Þ
S7 ¼ R7 þ 7ET3E3 > 0; ð38Þ
S8 ¼ R8 þ 8ET4E4 > 0; ð39Þ
D1 K PWM
ﬃﬃﬃ
s
p
KA
ﬃﬃﬃ
s
p
KWM PH PH
ﬃﬃﬃ
s
p
KH
ﬃﬃﬃ
s
p
KH
 R1 0 0 0 0 0 0 0
  R2 0 0 0 0 0 0
   R3 0 0 0 0 0
    R4 0 0 0 0
     1I 0 0 0
      2I 0 0
       3I 0
        4I
2
66666666666666666664
3
77777777777777777775
< 0; ð40Þ
D2 N QD 
ﬃﬃﬃ
r
p
NC  ﬃﬃﬃrp ND QH QH ﬃﬃﬃrp NH ﬃﬃﬃrp NH
 R5 0 0 0 0 0 0 0
  R6 0 0 0 0 0 0
   R7 0 0 0 0 0
    R8 0 0 0 0
     5I 0 0 0
      6I 0 0
       7I 0
        8I
2
66666666666666666664
3
77777777777777777775
< 0; ð41Þ
P < k1I; ð42Þ
whereD1 ¼ PA ATP þ K þ KT þ S1 þ R6 þ sS3 þ rS8 þ k1q1I þ 1ET1E1;
D2 ¼ QC  CTQ þ N þ NT þ S2 þ R5 þ sS4 þ rS7 þ k1q3I þ 5ET3E3:Proof. Consider the following general Lyapunov–Krasovskii functionalVðxðtÞ; yðtÞ; tÞ ¼V1ðxðtÞ; yðtÞ; tÞ þ V2ðxðtÞ; yðtÞ; tÞ þ V3ðxðtÞ; yðtÞ; tÞ þ V4ðxðtÞ; yðtÞ; tÞ
þ V5ðxðtÞ; yðtÞ; tÞ þ V6ðxðtÞ; yðtÞ; tÞ;
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V1ðxðtÞ; yðtÞ; tÞ ¼ xTðtÞPxðtÞ þ
t
ts
xTðsÞS1xðsÞdsþ
t
tr
xTðsÞR6xðsÞds;
V2ðxðtÞ; yðtÞ; tÞ ¼ yTðtÞQyðtÞ þ
Z t
ts
yTðsÞS2yðsÞdsþ
Z t
tr
yTðsÞR5yðsÞds;
V3ðxðtÞ; yðtÞ; tÞ ¼
Z 0
s
Z t
tþn
xTðhÞS3xðhÞdh
 
dn;
V4ðxðtÞ; yðtÞ; tÞ ¼
Z 0
r
Z t
tþg
yTðhÞS7yðhÞdh
 
dg;
V5ðxðtÞ; yðtÞ; tÞ ¼
Z r
2r
Z t
tþg
xTðhÞS8xðhÞdh
 
dg;
V6ðxðtÞ; yðtÞ; tÞ ¼
Z s
2s
Z t
tþn
yTðhÞS4yðhÞdh
 
dn: The remaining proof of the this Theorem is immediately follows from Theorem 3.1 and Lemma 2.2.Remark 3.2. In [26,27], the authors investigated the new delay-dependent global asymptotic stability criteria of delayed
Hopﬁeld neural networks and global asymptotic stability criteria of delayed BAM neural networks with constant delays
respectively. The authors in [26,27] shifted the nonlinear deterministic neural network model to the linear one by employing
a simple transformation and a process called parameterized ﬁrst-order model transformation is used to transform the linear
system. To the best of our knowledge, there has been very few results on stability problem of GRNs in the literature
employing the parameterized ﬁrst-order model transformation in the sense of [31]. Based on the above results, in this paper,
we establish novel sufﬁcient conditions for the SGRNs to be globally asymptotically stable (in the mean square sense) by
utilizing Lyapunov–Krasovskii functional method and using some well-known inequalities. Stochastic perturbations are
taken into account to derive the proposed stability criteria.4. Stability analysis of Markovian jumping SGRNs
The systemmatrices of gene networks may change randomly at discrete time instances governed by Markov process, and
very often, the switching probabilities are not always known precisely in prior. Therefore, the following Markov jump system
might be the suitable way to model the process of gene regulation.dxðtÞ ¼ ðAðrðtÞÞ þ C1ÞxðtÞ  C1xðt  sÞ þWðrðtÞÞZðt  sÞyðt  sÞ
C1
R t
ts AðrðtÞÞxðsÞ þWðrðtÞÞZðt  sÞyðs sÞ½ ds
	
dt
þr t; xðtÞ; xðt  rÞ; yðtÞ; yðt  sÞð ÞdxðtÞ;
dyðtÞ ¼ ðCðrðtÞÞ þ C2ÞyðtÞ  C2yðt  rÞ þ DðrðtÞÞxðt  rÞ
C2
R t
tr½CðrðtÞÞyðsÞ þ DðrðtÞÞxðs rÞds
	
dt:
8>>>><
>>>>:
ð43ÞLet r(t), tP 0, be a right-continuous Markov chain on the probability space taking values in a ﬁnite space S = {1,2, . . . ,N}
with generator P = (cij)NN given byPfrðt þ dtÞ ¼ jjrðtÞ ¼ ig ¼ ðcijÞdt þ oðdtÞ; if i– j;
1þ ðciiÞdt þ oðdtÞ; if i ¼ j;where dt > 0, cijP 0 is the known transition rate from i to j if i– j where cii ¼ 
P
j–icij; i; j 2 S. Here, the Markov chain r() is
assumed to be independent of the Wiener process x(t).
Then, one can rewrite Markovian gene network (43) asdxðtÞ ¼ ðAi þ C1ÞxðtÞ  C1xðt  sÞ þWiZðt  sÞyðt  sÞ  C1
R t
ts½AixðsÞ
h
þWiZðt  sÞyðs sÞdsdt þ r t; xðtÞ; xðt  rÞ; yðtÞ; yðt  sÞð ÞdxðtÞ;
dyðtÞ ¼ ðCi þ C2ÞyðtÞ  C2yðt  rÞ þ Dixðt  rÞ  C2
R t
tr½CiyðsÞ þ Dixðs rÞds
h i
dt:
8>><
>>:
ð44ÞIn the following Theorem, the problem of delay-dependent robust stability analysis for model (44) will be investigated.
Theorem 4.1. The SGRNs described by (44) is robustly asymptotically stable in the mean square if there exist symmetric matrices
Pi > 0,Qi > 0, i 2 S, Rj > 0, Sk for j = 1,2, . . . ,8, and k = 1,2 and some scalars qi > 0,km > 0, i = 1, . . . , 4, m 2 S, such that the following
LMIs hold
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S2 ¼ R2 þ k1q4I > 0; ð46Þ
D1i Ki PiWiM
ﬃﬃﬃ
s
p
KiAi
ﬃﬃﬃ
s
p
KiWiM
 R1 0 0 0
  R2 0 0
   R3 0
    R4
2
66666664
3
77777775
< 0; ð47Þ
D2i Ni QiDi 
ﬃﬃﬃ
r
p
NiCi 
ﬃﬃﬃ
r
p
NiDi
 R5 0 0 0
  R6 0 0
   R7 0
    R8
2
66666664
3
77777775
< 0; ð48Þ
Pi < kiI; ð49Þ
whereD1i ¼ PiAi  ATi Pi þ Ki þ KTi þ S1 þ R6 þ sR3 þ rR8 þ k1q1I þ
XN
j¼1
cijPj;
D2i ¼ QiCi  CTi Qi þ Ni þ NTi þ S2 þ R5 þ sR4 þ rR7 þ k1q3I þ
XN
j¼1
cijQ j:Proof. The proof of this Theorem is directly follows from Theorem 3.1. h5. Numerical examples
To show the effectiveness of the theoretical results obtained, we employ a synthetic oscillatory network of transcriptional
regulators in Escherichia coli, which has been presented as the mathematical model of the repressilator and experimentally
investigated in [30]. In this section, we generalize the model proposed in [30] by introducing time delays and consider the
GRN shown in Fig. 1, which describes the gene, mRNA, and protein interactions. These genes are regulated by other genes;
they are then expressed through transcription to obtain mRNA (which is not shown for simplicity) and then through trans-
lation to produce their products, i.e., proteins. These proteins could then act as the transcription factors of other genes to
regulate the expressions of others. From the structure of the network in Fig. 1, we present some numerical examples to show
the effectiveness and less conservativeness of our theoretical results.
In this section, we will give three examples showing the effectiveness and less conservativeness of our theoretical results.
Example 1. Consider the genetic networks with both time delays and stochastic noise, but without parameter uncertainties,
whereA ¼ diagf3;3;3g; C ¼ diagf2:5;2:5;2:5g; D ¼ diagf0:8;0:8;0:8g;I
IIIII
Transcription
Translation
Repression
Activation
Gene
Protein
Fig. 1. Gene regulation network comprising three genes.
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0 0 2:5
2:5 0 0
0 2:5 0
2
64
3
75:Let q1 = q2 = q3 = q4 = 0.4 and f ðxÞ ¼ x21þx2, that is the Hill coefﬁcient is 2. It is easy to know that the maximal value of the
derivative of f(x) is less than mi = 0.65. According to Theorem 3.1, if the LMIs (15)–(19) hold, then the SGRNs (14) is globally
asymptotically stable in the mean square for any ﬁnite constant allowable upper bounds s and r. By using MATLAB LMI tool-
box, we solve the LMIs (15)–(19), when s = r = 10,P ¼
7:0453 0 0
0 7:0453 0
0 0 7:0453
2
64
3
75; Q ¼
15:4334 0 0
0 15:4334 0
0 0 15:4334
2
64
3
75;
R1 ¼
4:2216 0 0
0 4:2216 0
0 0 4:2216
2
64
3
75; R2 ¼
12:7054 0 0
0 12:7054 0
0 0 12:7054
2
64
3
75;
R3 ¼
0:3628 0 0
0 0:3628 0
0 0 0:3628
2
64
3
75; R4 ¼
1:6478 0 0
0 1:6478 0
0 0 1:6478
2
64
3
75;
R5 ¼
5:9847 0 0
0 5:9847 0
0 0 5:9847
2
64
3
75; R6 ¼
10:7693 0 0
0 10:7693 0
0 0 10:7693
2
64
3
75;
R7 ¼
1:6482 0 0
0 1:6482 0
0 0 1:6482
2
64
3
75; R8 ¼
0:3626 0 0
0 0:3626 0
0 0 0:3626
2
64
3
75;
K ¼
0:0061 0 0
0 0:0061 0
0 0 0:0061
2
64
3
75; N ¼
0:0119 0 0
0 0:0119 0
0 0 0:0119
2
64
3
75;
k1 ¼ 9:2012:
The above result shows that the SGRNs with time delays is globally stochastically asymptotically stable in the mean square,
which can be shown in Fig. 2.
Example 2. Consider the following uncertain genetic network with stochastic perturbation0 10 20 30 40 50
−20
−10
0
10
20
30
40
50
t
 E
(x
)2
, E
(y
)2
Fig. 2. Numerical solutions Ex2 and Ey2 in Example 1.
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þr t; xðtÞ; xðt  rÞ; yðtÞ; yðt  sÞð ÞdxðtÞ;
dyðtÞ ¼ ðC þ HFE3ÞyðtÞ þ ðDþ HFE4Þxðt  sÞ½ dt;
8><
>: ð50ÞwhereA ¼ diagf4;2;5;2:5;3:5g; C ¼ diagf1;1;1;1;1g; D ¼ diagf0:7;0:3;0:6;0:4;0:4g;
W ¼ 0:8
0 1 0 0 1
0 0 1 1 0
1 0 0 0 0
0 0 1 0 0
0 1 0 0 0
2
6666664
3
7777775
; H ¼
0:4 0:1 0:2 0:1 0:1
0:1 0:4 0:1 0:1 0:2
0:2 0:1 0:3 0:1 0
0:1 0:1 0:1 0:4 0:1
0:1 0:2 0 0:1 0:4
2
6666664
3
7777775
:Let E1 = 0.01I, E2 = 0.1I, E3 = 0.05I, E4 = 0.2I. Let q1 = 0.4, q2 = 0.3, q3 = 0.5, q4 = 0.1 and f ðxÞ ¼ x21þx2, that is the Hill coefﬁcient
is 2. It is easy to know that the maximal value of the derivative of f(x) is less than mi = 0.65. According to Theorem 3.3, if the
LMIs (34)–(42) hold, then the SGRNs (50) is globally asymptotically stable in the mean square for any ﬁnite constant allow-
able upper bounds s and r. By using MATLAB LMI toolbox, we solve the LMIs (34)–(42) with s = r = 0.5, the following feasible
solutions can be obtained. Here we give some feasible matrices asP ¼
40:3802 0:3865 1:1758 0:7121 0:6182
0:3865 48:6206 0:2065 0:2035 0:6218
1:1758 0:2065 33:0548 1:1210 0:0560
0:7121 0:2035 1:1210 46:7135 0:4054
0:6182 0:6218 0:0560 0:4054 39:2426
2
6666664
3
7777775
;
Q ¼
91:6166 7:6769 9:8613 4:6224 6:2464
7:6769 102:4154 5:3542 4:3792 7:8716
9:8613 5:3542 111:5563 2:2444 2:4755
4:6224 4:3792 2:2444 105:8563 4:9448
6:2464 7:8716 2:4755 4:9448 102:0291
2
6666664
3
7777775
;
K ¼
2:0553 0:0141 0:0496 0:2621 0:5355
0:0141 7:2654 0:0310 0:2558 0:0018
0:0496 0:0310 0:6154 0:0876 0:0727
0:2621 0:2558 0:0876 5:5480 0:0164
0:5355 0:0018 0:0727 0:0164 2:1389
2
6666664
3
7777775
;0 5 10 15 20 25 30
−20
0
20
40
60
80
100
120
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)2
Fig. 3. Numerical solutions Ex2 and Ey2 in Example 2.
X. Li, R. Rakkiyappan / Applied Mathematical Modelling 36 (2012) 1718–1730 1729N ¼
11:4323 1:3531 1:8514 0:5819 0:8707
1:3531 12:1321 0:3426 0:3065 0:9389
1:8514 0:3426 12:7838 0:4430 0:6797
0:5819 0:3065 0:4430 12:8090 0:6883
0:8707 0:9389 0:6797 0:6883 12:1591
2
6666664
3
7777775
:The above result shows that the SGRNs (50) with time delays is globally robustly stochastically asymptotically stable in the
mean square, which can be shown in Fig. 3.
Example 3. Consider the following systemdxðtÞ ¼ AixðtÞ þWif ðyðt  rÞÞ	dt þ r t; xðtÞ; xðt  rÞ; yðtÞ; yðt  sÞð ÞdxðtÞ;
dyðtÞ ¼ CiyðtÞ þ Dixðt  sÞ	dt;
(
ð51ÞwithA1 ¼
1 0
0 1
 
; W1 ¼
1 2
0:8 0
 
; C1 ¼
2 0
0 2
 
; D1 ¼
1 0
0 1
 
;
A2 ¼
3 0
0 3
 
; W2 ¼
1 0
1 2
 
; C2 ¼
2 0
0 2
 
; D2 ¼
1 0
0 1
 
:The regulation function in this example is taken as f ðxÞ ¼ x21þx2, one can easily getmi = 0.65,M = diag{0.65,0.65}. The stochastic
perturbation matrices in this example are taken as q1 = 0.4, q2 = 0.3, q3 = 0.5, q4 = 0.1 and the transition probability is as-
sumed to be C ¼ 3 31 1
 
. According to Theorem 4.1, if the LMIs (45)–(49) hold, then the SGRNs (51) is globally asymp-
totically stable in the mean square for any ﬁnite constant allowable upper bounds s and r. By using MATLAB LMI toolbox, we
solve the LMIs (45)–(49) with s = r = 1, the following feasible solutions can be obtainedP1 ¼
39:4286 0:1867
0:1867 39:5574
 
; Q1 ¼
42:3305 3:1961
3:1961 50:5212
 
; P2 ¼
19:5643 1:8807
1:8807 26:3652
 
;
Q2 ¼
41:5343 3:4836
3:4836 49:7614
 
; R1 ¼
6:5968 0:7828
0:7828 9:3426
 
; R2 ¼
39:0095 9:7340
9:7340 62:1080
 
;
R3 ¼
6:6810 0:8018
0:8018 9:4981
 
; R4 ¼
11:3561 1:1354
1:1354 12:9582
 
; R5 ¼
11:2292 1:2762
1:2762 12:6290
 
;
R6 ¼
32:7048 0:6177
0:6177 43:3787
 
; R7 ¼
11:4980 1:2542
1:2542 12:9075
 
; R8 ¼
6:4557 0:7403
0:7403 8:9491
 
;0 5 10 15 20 25 30
−10
0
10
20
30
40
50
t
 E
(x
)2
, E
(y
)2
Fig. 4. Numerical solutions Ex2 and Ey2 in Example 3.
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1:7755 0:2895
0:2895 3:2261
 
; N1 ¼
0:9440 0:0647
0:0647 1:0241
 
; K2 ¼
0:4838 0:0391
0:0391 0:6014
 
;
N2 ¼
1:2568 0:0058
0:0058 1:3780
 
; k1 ¼ 42:0446; k2 ¼ 45:2208:The above result shows that the Markovian jumping SGRNs (51) with time delays is globally stochastically asymptotically
stable in the mean square, which can be shown in Fig. 4.
6. Conclusion
In this paper, novel sufﬁcient conditions guaranteeing the robust asymptotic stability (in the mean square sense) for sto-
chastic genetic regulatory networks with constant time-delays have been proposed. By employing a simple transformation,
we ﬁrst shifted the nonlinear GRNs model to the linear one, a process which is called a parameterized ﬁrst-order model
transformation which is used to transform the linear system. Based on LMI methods, new sufﬁcient stability condition for
the stochastic genetic regulatory networks with Markovian jumping parameters have been obtained in the form of LMIs. Fi-
nally, three numerical examples are given to illustrate the usefulness of the obtained results.
References
[1] T. Turner, S. Schnell, K. Burrage, Stochastic approaches for modelling in vivo reactions, Comput. Biol. Chem. 28 (2004) 165–178.
[2] H. De Jong, Modeling and simulation of genetic regulatory systems: a literature review, J. Comput. Biol. 9 (2002) 67–103.
[3] J. Hasty, D. McMillen, F. Isaacs, J. Collins, Computational studies of gene regulatory networks: in numero molecular biology, Nat. Rev. Genet. 2 (2001)
268–279.
[4] H. Bolouri, E.H. Davidson, Modeling transcriptional regulatory networks, Bioessays 24 (2002) 1118–1129.
[5] T. Kobayashi, L.N. Chen, K. Aihara, Modelling genetic switches with positive feedback loops, J. Theor. Biol. 221 (2003) 379–399.
[6] P. Smolen, D.A. Baxter, J.H. Byrne, Mathematical modelling of gene networks, Neuron 26 (2000) 567–580.
[7] R. Wang, T. Zhou, Z. Jing, L. Chen, Modelling periodic oscillation of biological systems with multiple timescale networks, IEE. Syst. Biol. 1 (2004) 71–84.
[8] A. Becskei, L. Serrano, Engineering stability in gene networks by autoregulation, Nature 405 (2000) 590–593.
[9] L. Chen, K. Aihara, Stability of genetic regulatory networks with time delay, IEEE Trans. Circuits Syst. I 49 (2002) 602–608.
[10] T. Gardner, C. Cantor, J. Collins, Construction of a genetic toggle switch in Escherichia coli, Nature 403 (2000) 339–342.
[11] T. Tian, K. Burragea, P.M. Burragea, M. Carlettib, Stochastic delay differential equations for genetic regulatory networks, J. Comput. Appl. Math. 205
(2007) 696–707.
[12] C. Li, L. Chen, K. Aihara, Synchronization of coupled nonidentical genetic oscillators, Phys. Biol. 3 (2006) 37–44.
[13] C. Li, L. Chen, K. Aihara, Stability of genetic networks with sum regulatory logic: Lur’s system and LMI approach, IEEE Trans. Circuits Syst. I 53 (2006)
2451–2458.
[14] C. Li, L. Chen, K. Aihara, Stochastic stability of genetic networks with disturbance attenuation, IEEE Trans. Circuits Syst. I 54 (2007) 892–896.
[15] G. Chesi, Y.S. Hung, Stability analysis of uncertain genetic SUM regulatory networks, Automatica 44 (2008) 2298–2305.
[16] G. Chesi, Computing equilibrium points of genetic regulatory networks, Transactions on Computational System Biology XI, LNBI 5750 (2009) 268–282.
[17] F. Ren, J. Cao, Asymptotic and robust stability of genetic regulatory networks with time-varying delays, Neurocomputing 71 (2008) 834–842.
[18] Y. Wang, Z. Ma, J. Shen, Z. Liu, L. Chen, Periodic oscillation in delayed gene networks with SUM regulatory logic and small perturbations, Math. Biosci.
220 (2009) 34–44.
[19] Z. Wang, H. Gao, J. Cao, X. Liu, On delayed genetic regulatory networks with polytopic uncertainties: robust stability analysis, IEEE Trans. Nanobiosci. 7
(2008) 154–163.
[20] Z. Wang, X. Liao, J. Mao, G. Liu, Robust stability of stochastic genetic regulatory networks with discrete and distributed delays, Soft Comput. 13 (2009)
1199–1208.
[21] H. Wu, X. Liao, S. Guo, W. Feng, W. Wang, Stochastic stability for uncertain genetic regulatory networks with interval time-varying delays,
Neurocomputing 72 (2009) 3263–3276.
[22] T. Tian, K. Burragea, P.M. Burragea, M. Carlettib, Stochastic delay differential equations for genetic regulatory networks, J. Comput. Appl. Math. 205
(2007) 696–707.
[23] J. Hasty, J. Pradlines, M. Dolnik, J.J. Collins, Noise-based switches and ampliﬁers for gene expression, Proc. Natl Acad. Sci. 97 (2000) 2075–2080.
[24] S. Kim et al, J. Bioil. Syst. 10 (2002) 337–357.
[25] Y. Sun, G. Feng, J. Cao, Stochastic stability of Markovian switching genetic regulatory networks, Phys. Lett. A 373 (2009) 1646–1652.
[26] D. Yang, X. Liao, Y. Chen, S. Guo, H. Wang, New delay-dependent global asymptotic stability criteria of delayed Hopﬁeld neural networks, Nonlinear
Anal.: Real World Appl. 9 (2008) 1894–1904.
[27] D. Yang, C. Hu, Y. Chen, P. Wei, H. Yang, New delay-dependent global asymptotic stability criteria of delayed BAM neural networks, Chaos Soliton. Fract.
42 (2009) 854–864.
[28] S. Kalir, S. Mangan, U. Alon, A coherent feed-forward loop with a SUM input function prolongs ﬂagella expression in Escherichia coli, Mol. Syst. Biol. 5
(2005) 1–6.
[29] C.H. Yuh, H. Bolouri, E.H. Davidson, Genomic cis-regulatory logic: experimental and computational analysis of a sea urchin gene, Science 279 (1998)
1896–1902.
[30] M.B. Elowitz, S. Leibler, A synthetic oscillatory network of transcriptional regulators, Nature 403 (2000) 335–338.
[31] S.-I. Niculescu, Delay Effects on Stability: A Robust Control Approach, Springer, Berlin, 2001.
