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Abstract
The routing of traÆc is a major logistical concern for transportation services. For
railroads, routing has historically been handled by large, hard-coded tables. Nor-
folk Southern Railways developed a more sophisticated routing system that takes
advantage of network ow theory. Their Algorithmic Blocking and Classication
(ABC) system routes traÆc commodities (waybills) according to shortest paths.
The routing of multiple waybills is a form of the Multicommodity Flow Problem
(MCFP).
Since routes for commodities are often predetermined, the success of ABC relies
on nding costs that make the desired routes shortest paths. The problem of nding
costs to make a solution optimal is called inverse optimization. The procedure of
nding an adequate set of costs for the ABC system is known as calibration and is
a form of the Inverse Multicommodity Flow Problem (IMCFP).
Calibration seeks a solution that makes all predetermined paths uniquely optimal
with respect to the costs. The calibration problem (IMCFP) can be solved optimally
using the simplex method. However, direct application of the simplex algorithm is
not always advantageous, especially for large problems. We present formulations, a
primal-dual solution algorithm, and a hot start basis-nding algorithm for deriving
optimal solutions. In addition, we can use Lagrangian relaxation to nd good
heuristic solutions.
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1 Introduction
An important component of railroad operations is the routing of waybills from
their origins to their destinations. Traditionally, railroads have used huge ta-
bles to store routing preferences. Therefore, the route for each commodity
between a specied origin and destination would have to be hard-coded. To
encompass all types of traÆc and all possible origins and destinations requires
an enormous amount of storage space. Most major railroad networks have
more than 1000 yards, which translates into over 1,000,000 possible origin-
destination pairs. Even if only a small percentage of these are actually used,
the additional consideration of traÆc types could easily require tens of thou-
sands of explicitly coded routes. In addition, the use of established routes
allows very little exibility. An adjustment to one standard route can impact
many other local routes.
Norfolk Southern Railways has developed an alternative routing system.
The Algorithmic Blocking and Classication (ABC) system [6] is a decision
support system that recommends routes based on articial costs (impedances)
which capture prior routing tendencies of the railroad. Based on the set of
impedances (one for each block/arc), the ABC system denes a total cost for
each potential origin-destination route; specically, that total cost is equal
to the total of the impedances of all blocks on the route. Using standard
shortest path algorithms, ABC can quickly determine the lowest-cost route
for any waybill.
If the impedances have been set correctly, the lowest-cost route will be
exactly the same as the railroad's desired routing for each waybill. This con-
stitutes progress because ABC saves storage space by not requiring routes to
be explicitly stored, and provides exibility by allowing controllers to manip-
ulate the costs.
However, the practical question of how to set the impedances correctly so
that shortest paths will coincide with desired routes is diÆcult. Moreover,
railroads' routing preferences do not remain constant over time, so a periodic
impedance updating procedure (\calibration") is necessary.
Both the initial impedance-setting and the calibration problems can be
posed as huge linear programs that can take days to solve. In this paper, we
propose computational strategies for solving the problems more quickly, so
that impedance-based routing will become more eÆcient.
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2 Current Routing Practices
A railroad network consists of yards and blocks. In mathematical terms, yards
are the nodes of the network and blocks are the arcs. In a standard rail
network, there are often several parallel blocks between a pair of nodes, all
representing the same track segment but each with a dierent set of allowable
attributes.
Rail cars are represented in this system as waybills. A waybill is a group
of one or more cars sharing the same attributes. The characterization of a
waybill includes attributes of the cargo itself as well as attributes of the car
used to transport the cargo. Railroads often use over 40 attributes in total,
including origin, destination, height, weight, and cargo type.
A waybill might not be permitted to use every block. Every block has
a set of permission logic that determines which waybills qualify for use of
the block. The permission logic of blocks incorporates both the attributes of
traÆc as well as the restrictions (height, weight, plate size) inherent in the
route traversed by the block. For example, a block dened on a segment of
track passing through a tunnel would have a restriction on the height of rail
cars traveling on it.
Each waybill's feasible network is simple; in other words there is at most
one arc between any pair of nodes. When a waybill qualies for multiple
blocks between the same pair of yards, a prioritization scheme selects the
most appropriate block. Blocks built for specialized traÆc (i.e., auto parts,
intermodal) have the highest priority. General traÆc blocks have the lowest
priority. A waybill's nal feasible network will include only the highest-priority
qualifying block between each pair of yards. The restrictions of permission
logic result in each waybill having an individualized network of feasible blocks.
The utility of ABC was demonstrated during the 1996 Summer Olympics.
Due to the high concentration of activity in Atlanta at the time, it was ad-
vantageous to divert as much traÆc as possible away from the area. A single
Norfolk Southern employee was able to produce acceptable alternate routings
in a fraction of the time required by a whole team of workers at another
railroad.
A major drawback of ABC is the diÆculty of determining and managing
the block impedances (arc costs) in order to achieve desired routings. Rail-
road controllers have the power to alter block impedances to meet routing
needs that may arise at any moment. In most cases the controllers are striv-
ing for some particular impact. In such a case, it is helpful to test various
sets of sample costs in order to make an educated guess as to what costs
should be changed and by how much. Running multiple scenarios in this
fashion constitutes a what-if approach to changing costs. However, as more
and more impedances change to achieve desired routes for some commodities,
ABC might no longer provide the correct routes that were originally specied
for other commodities. Therefore, it is necessary to periodically recalculate
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the costs in order to ensure proper routing. Proper routing requires the \cor-
rect" route for each waybill to be the unique shortest path in the waybill's
feasible network. We call this route the desired shortest path. Desired short-
est paths for waybills are usually established by historical routes and insight
from experienced railroad personnel. The recalculation of impedances is called
calibration.
We can view the waybill ow problem as an instance of multicommodity
ow; the railroad tries to optimize its routing subject to capacity constraints
on the blocks. Once the railroad has specied its routing plan, it is necessary
to determine impedances for each block; it is this inverse optimization problem
that we address in this paper. Given the correct set of impedances, the railroad
can then route each waybill along the route with the lowest total impedance.
Real-life railroad inverse optimization problems are generally infeasible
because the routes specied for dierent waybills cannot simultaneously be
achieved; Day [4] describes two preprocessing methods for modifying the prob-
lem as little as necessary in order to ensure feasibility. From this point on, we
assume without loss of generality that our problem is feasible.
For railroad applications, the problem formulations suggested in the liter-
ature are too large and too complex to be solved directly by linear program-
ming software. Therefore, in this paper we present optimization algorithms
that solve the problem of nding good calibration solutions to large railroad
problems in a reasonable amount of time. The next two sections give brief
descriptions of the methodology; more detail will be provided in a companion
paper.
3 Inverse Multicommodity Flow
Inverse optimization is the problem of nding a cost function for an optimiza-
tion problem so that a given feasible solution is the problem's optimal solution
[2]. The calibration problem is the inverse of the multicommodity ow prob-
lem in this sense. The network structure is the same for both problems, but
instead of needing to nd optimal routes based on a set of costs, we need to
nd a set of costs for which a desired set of routes is optimal.
The literature contains two formulations for the inverse multicommod-
ity ow problem, one from Ahuja and Orlin [1] which does not enforce the
uniqueness of shortest paths and one from Farago, Szentesi, and Szviatovszki
[5] which they extend to enforce uniqueness by adding jKjjN j + jKjjAj con-
straints, where N is the set of nodes, A is the set of arcs, and K is the set of
commodities. Day [4] demonstrates that the additional constraints are unnec-
essary given a simple modication, and that Ahuja and Orlin's formulation
can also be modied to require unique shortest paths without adding any new
variables or constraints.
Because commodities rooted at the same node will share the same shortest
path tree, they can be treated as a single commodity with several destinations.
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For each node r, we partition the arc set A into two sets. Set A
r
C
contains the
arcs that are part of the desired shortest path tree rooted at node r. Set A
r
N
contains all other arcs.
Let the shortest distance from node r to node s be d
rs
and dene d
rr
= 0
for all nodes r. Also, let
^
N denote the set of nodes that are origins of one or
more commodities.
Because the railroad intends to recalibrate the block impedances period-
ically, their objective is to nd a feasible solution that changes the costs as
little as possible from their known previous values c. Therefore, we can replace
each new impedance by c
ij
+ 
ij
  
ij
, where 
ij
and 
ij
are the increase and
decrease in the impedance of arc (i; j), and minimize
P
ij
(
ij
+ 
ij
).
Day [4] shows that the formulations of [1] and [5] are both equivalent to
his formulation (LPC) in the sense that they will all give the same optimal
solution.
(LPC)
minimize
X
(j;k)2A

jk
+
X
(j;k)2A

jk
(1)
subject to
d
ik
  d
ij
+ 
jk
  
jk
 c
jk
8 nodes i 2
^
N;(2)
8 arcs (j; k) 2 A
i
N
d
ik
  d
ij
+ 
jk
  
jk
= c
jk
8 nodes i 2
^
N;(3)
8 arcs (j; k) 2 A
i
C

jk
 0 8 arcs (j; k) 2 A(4)

jk
 0 8 arcs (j; k) 2 A(5)

jk
 c
jk
8 arcs (j; k) 2 A:(6)
The inequality constraints (2) are the dual feasibility constraints for the
arcs not in the desired shortest path for the relevant commodity. The equality
constraints (3) are the tight duality constraints (from primal complementary
slackness) for the arcs in the shortest path. The remaining constraints are the
bounds on the decision variables.
The dual of this formulation is the following:
(LPF)
maximize
X
i2
^
N
X
(j;k)2A
c
jk
x
i
jk
+
X
(j;k)2A
c
jk
y
jk
(7)
subject to
X
kj(j;k)2A
x
i
jk
 
X
kj(k;j)2A
x
i
kj
= 0 8 nodes i 2
^
N;(8)
8 nodes j 2 A
X
i2
^
N
x
i
jk
  1 8 arcs (j; k) 2 A(9)
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X
i2
^
N
x
i
jk
+ y
jk
 1 8 arcs (j; k) 2 A(10)
y
jk
 0 8 arcs (j; k) 2 A(11)
x
i
jk
 0 8 nodes i 2
^
N;(12)
8 arcs (j; k) 2 A
i
N
:
These formulations, as well as a more general formulation presented by
Zhang and Yang [8], are arc-ow formulations (or their duals). Although
these formulations are compact, computational experience tells us that they
take longer and are more diÆcult to solve in practice than cycle formulations,
especially for the large instances required by railroad applications.
3.1 Cycle Formulation and Column Generation
To expedite the solution process, we will use a cycle formulation of the problem
instead of an arc-ow formulation. Any two paths P1 and P2 between the same
two endpoints form a cycle in which the arcs of P1 are forward arcs and the
arcs of P2 are reverse arcs. Specically, for any commodity we will let P1 a
current shortest path (or a subpath of a current shortest path), and P2 be
any other path between the same two nodes. These two paths form a cycle
n, with arcs A
n
. Let Z be the set of all such cycles. For each cycle n, we
partition the arcs A
n
into two sets: A
+
n
is the set of forward arcs (those in the
shortest path) and A
 
n
is the set of reverse arcs.
We can replace the individual arc-ow variables in (LPF) with cycles. The
primary advantage of this is that all cycles inherently satisfy the ow balance
constraints for all nodes. So, the only remaining constraints are the bundle
constraints for each arc and the bounds on each variable. The tradeo is
that the number of variables becomes exponential. We use standard column
generation techniques that permit the number of cycles actually handled to
be manageable; a similar approach has been successful for solving the inverse
shortest path problem [7], which is equivalent to inverse multicommodity ow
with a single commodity. We call the cycle formulation (LPFc).
(LPFc)
maximize
X
n2Z
d
n
z
n
+
X
(j;k)2A
c
jk
y
jk
(13)
subject to
X
nj(j;k)2A
 
n
z
n
 
X
nj(j;k)2A
+
n
z
n
+ e
jk
= 1 8 arcs (j; k) 2 A(14)
X
nj(j;k)2A
+
n
z
n
 
X
nj(j;k)2A
 
n
z
n
+ y
jk
+ s
jk
= 1 8 arcs (j; k) 2 A(15)
e
jk
 0 8 arcs (j; k) 2 A(16)
s
jk
 0 8 arcs (j; k) 2 A(17)
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y
jk
 0 8 arcs (j; k) 2 A(18)
z
n
 0 8 cycles n 2 Z:(19)
The vector of objective coeÆcients, d, is calculated by summing the costs of
the forward arcs minus the backward arcs for a given cycle z
n
. More explicitly,
d
n
=
X
(j;k)2A
+
n
c
jk
 
X
(j;k)2A
 
n
c
jk
:
The slack variables e
jk
that appear in constraints (14) are called the alpha
slacks and correspond to increases in c
jk
. In the same manner, we refer to
the slack variables s
jk
in constraints (15) as the beta slacks, corresponding to
decreases in c
jk
. Complementary slackness tells us that when e
jk
is basic the
impedance increase () on arc (j; k) must be zero. Similarly, the impedance
decrease () must be zero when s
jk
is basic. We will ultimately be interested
in those slack variables that are nonbasic, because the corresponding 's and
's will be candidates for nonzero cost modiers.
Notice that formulation (LPFc) can be obtained by applying Dantzig-Wolfe
decomposition to (LPF).
3.2 Hot Start
Primal-dual methods have proved to be eective for solving the multicom-
modity ow problem [3], so our rst approach was to solve (LPFc) using
a primal-dual algorithm. Unfortunately, we found that the primal-dual ap-
proach to solving (LFPc) is computationally ineÆcient { it approaches opti-
mality quickly at rst, but takes a long time to nally converge. A major
reason for the slow convergence is that in later iterations the step size is
small, so benecial cycles enter the basis incrementally instead of all at once.
However, we are able to take advantage of its initial quick improvement in
a primal-dual-based \hot start" algorithm that can quickly give us a good
advanced basis from which to solve the linear program by other means.
In the end, the main aspect of the solution we are concerned with is iden-
tifying those arcs that reach full capacity, in one direction or the other, and
are candidates for nonzero cost variables. While it is the case that the pure
primal-dual method does gradually ll up arc capacities, allowing the corre-
sponding  or  variables to become nonzero, in practice it runs very slowly.
Many iterations are spent building ow on arcs that never reach capacity.
Furthermore, there are many alternate feasible solutions that are equivalent
in the sense that they have the same objective value and total ow on each
arc. The only dierence is the spread of the ow across dierent commodities.
We can create a basis for the problem by incrementally adding individual
cycles with a full unit of ow rather than piece-by-piece. This alleviates the
problem of small moves and slow convergence that characterized our compu-
tational experiments with the pure primal-dual algorithm. In addition, there
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is less ambiguity from degeneracy since commodities all receive an entire unit
of ow or none for each arc.
The strength of the hot start approach is that it uses network ows rather
than linear programming to generate improving directions. The network ow
portions are shortest path problems on updated networks. Since the subprob-
lems for each commodity are separable, this reduces the total memory storage
required, allowing us to solve larger problems than we could using other meth-
ods. In addition, the individual commodity solutions are very fast, allowing
us to solve many in a short amount of time.
The basic outline of the hot start algorithm is this:
(i) Create improving cycles based on shortest paths. For example, for any
commodity the current shortest path and the desired shortest path will
form a cycle. Entering this cycle variable into the basis ensures that the
desired shortest path will become shorter than the current shortest path.
(Note that this does not imply that the desired shortest path becomes
the overall shortest for that commodity; there may be a third path that
is now shortest.)
(ii) Place a feasible subset of these cycles into the solution with a ow of 1.
(iii) Create a residual network: update arc capacities by modifying costs to
reect arcs that can not be used in one direction or the other. In a sense,
these arcs are removed from the network.
(iv) Create new shortest path cycles based on the residual network.
(v) If no new improving cycles can be found, stop. Otherwise, go to step 2
and repeat.
(vi) Complete the basis with slack variables.
4 Heuristic Solutions
Any set of impedances that routes traÆc properly is a feasible solution to the
calibration problem. Optimality is not crucial for all instances of the rail-
road impedance calibration problem. Although it is useful to have new block
impedances be somewhat close to the old impedances, achieving a feasible
solution is more important. There is a tradeo between the objective value of
the nal answer and the computation time involved. We oer heuristics that
emphasize feasibility but also take the objective value into account. These
heuristic methods are rooted in the theory of Lagrangian relaxation.
Lagrangian relaxation allows us to take advantage of the network structure
of embedded subproblems. We start with an infeasible solution and work to
achieve feasibility. This heuristic, called the Nearly Optimal Heuristic (NOH),
nds a ow and then modies the original problem (LPFc) in such a way that
the ow is feasible. Then, it uses simplex-based methods including specially
designed pivoting strategies (see [4]) to nd the dual variables that are optimal
60
Day, Nemhauser, and Sokol
for the modied problem.
In our Lagrangian heuristics, we modify the right-hand side of constraints
(14) and (15) in formulation (LPFc) and then relax those constraints. Recall
that the dual variables for those two constraints are  and , which represent
the increase or decrease in cost on an arc of the railroad network. Therefore,
changing the right-hand side of those constraints in (LPFc) is equivalent to
weighting the cost-change variables  and , so the resultant costs will be
feasible for the inverse problem.
One of the keys to the correctness of this algorithm is the fact that the
shortest path cycles constitute the optimal solution to the Lagrangian problem
if and only if the desired path is the rst or second shortest path for the given
commodity [4].
Given an optimal solution to a modied restricted ow problem, we can
derive an optimal solution to the unrestricted problem using simplex pivots.
The simplex algorithm will terminate with an optimal basis and optimal dual
variables. These dual variables will be the optimal solution to the cost prob-
lem with weighted objective coeÆcients and will be a feasible solution to our
original problem with unit objective coeÆcients. The new problem will be a
variation of (LPFc) with a modied right-hand side, where b

jk
and b

jk
are the
new right-hand sides for the alpha and beta constraints for arc (j; k).
When all desired paths are at least second best for their corresponding com-
modities, we can characterize the optimal solution of the Lagrangian problem
with multipliers  as being the cycles created from the shortest paths for each
commodity.
Let z
i
be the cycle created from the shortest path for commodity i for arc
costs c + . Let 
i
be the length of the desired path for commodity i with
those same costs. Then, if at most one path has length strictly less than 
i
for each commodity i, the solution z
i
= 1 for all commodities i, z
n
= 0 for all
other n 2 Z is an optimal solution to the Lagrangian problem with multipliers
.
4.1 Modied Optimality Heuristic
A variation of this algorithm is to make all constraints equality constraints
with the right-hand side equal to the ow f . This is the only way to guarantee
optimality for our modied linear program since every solution with the same
ow will have the same objective value. This result only applies to the case
where shortest paths need not be unique. Since the Lagrangian technique
will produce an optimal ow to a modied version of (LPFc), we call this the
Modied Optimality Heuristic (MOH).
For the alpha and beta constraints to combine to form an equality, they
must have the same variables and coeÆcients on both sides of the inequality.
Thus far, the beta constraints have had the extra term +y
jk
to capture the
nonnegativity constraint for the nal costs of the form 
jk
 c
jk
. To include
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this term in the alpha constraints, we simply change the constraint to 
jk
 

jk
 c
jk
. This is valid because it simply states that c
jk
+
jk
 
jk
 0 or that
the adjusted costs must be nonnegative. Making this change gives both sets
of inequalities the same left-hand side:
P
nj(j;k)2A
+
n
z
n
 
P
nj(j;k)2A
 
n
z
n
+ y
jk
.
Intuitively, y
jk
> 0 only when the ow
P
nj(j;k)2A
+
n
z
n
 
P
nj(j;k)2A
 
n
z
n
exceeds
the upper capacity, and this always results in the sum of these terms being
equal to the upper capacity. Then, as long as the upper capacity exceeds the
lower capacity, which is always the case for our problems, the lower capacity
constraint will be satised. The resulting formulation (LPMOH) is:
(LPMOH)
maximize
X
n2Z
d

n
z
n
+
X
(j;k)2A
c

jk
y
jk
(20)
subject to
X
nj(j;k)2A
+
n
z
n
 
X
nj(j;k)2A
 
n
z
n
+ y
jk
= f
jk
8 arcs (j; k) 2 A(21)
y
jk
 0 8 arcs (j; k) 2 A(22)
z
n
 0 8 cycles n 2 Z:(23)
Since f
jk
is a constant in this problem, all feasible solutions have the same
objective value, and our ow, being feasible, is optimal. This means there will
be no improving directions or simplex pivots that increase the objective func-
tion. However, it might still take many simplex pivots to nd dual variables
that are feasible for the cost problem and, therefore, optimal.
5 Computational Results
We tested our algorithms on several test instances designed to be similar to
real-life railroad network problems. The size of each test instance is given in
Table 1.
Problem A B C D E F G H I J50 J100 J150 J200
Nodes 10 20 40 80 160 320 640 1280 100 300 300 300 300
Arcs 20 40 80 160 320 640 1280 2560 1000 800 800 800 800
Commodities 5 10 20 40 80 160 320 640 50 50 100 150 200
Table 1
Size of Problem Instances
Notice that instance I is much denser than the other instances. In fact,
because railroad networks are generally planar or almost planar (so jM j <
3jN j), it is much denser than actual railroad networks as well. We included
the instance to test the performance of our algorithm on denser networks.
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These problem instances are smaller than the ones faced by Norfolk South-
ern, but the associated linear programs can still get large; instances G and H,
for example, contain on the order of 400,000 variables and 200,000 constraints.
Because the instances on which we tested our code are not as large as Norfolk
Southern's instances, our solution times (see Table 3) are not directly compa-
rable to NS's calibration algorithm, which generally takes an entire weekend
to run.
We found that our primal-dual-based hot-start algorithm generally de-
creases the solution time of the linear program by up to 30-40%. Table 3
shows the solution times with and without the hot-start procedure. All com-
putations were done on an SGI Octane machine with a 200 MHz processor.
Problem No Hot Start Hot Start Speedup
A 0.08 0.05 38%
B 0.17 0.09 47%
C 0.18 0.15 17%
D 0.66 0.60 9%
E 3.39 3.67 -8%
F 38.68 43.97 -14%
G 329.47 277.37 16%
H 2545 1712 33%
I 2h 20m 2h 38m -13%
J50 35.01 29.17 17%
J100 116.41 75.04 36%
J150 233.76 176.41 25%
J200 438.47 280.44 36%
Average 18%
Table 2
Solution Times (seconds)
The hot start algorithm decreased the solution time in over 75% of the in-
stances, with an average impact of 18% shorter solution times.
We also tested our Lagrangian-based heuristics for instances where nding
a feasible solution quickly is more important than nding an optimal solution.
In general, the MOH heuristic tended to perform better than the NOH heuris-
tic. In further comparisons with CPLEX 7.0, the MOH heuristic found feasible
solutions of a given objective value faster than CPLEX found the same-valued
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feasible solutions. Table 4 shows the comparison for one representative test
problem (H).
Objective Value MOH CPLEX
117928 235 390
103396 387 790
81523 305 1126
73581 543 1240
Table 3
Times to nd feasible solutions (seconds)
For each objective value, MOH appears to have a signicant speed ad-
vantage over CPLEX. However, CPLEX has the advantage of being able to
nd all of these objective values with a single run, progressively decreasing the
objective value with each nondegenerate pivot. MOH returns only a single ob-
jective value; to get multiple solutions it must be run several times, each with
a dierent Lagrangian step size. Therefore, if the railroad requires a certain
maximum objective value then CPLEX might be more eÆcient, since MOH
might require multiple runs to nd a feasible solution with the desired objec-
tive. However, most railroad networks will need to be recalibrated periodically.
In this case, after the rst few recalibrations an appropriate Lagrangian step
size for a specic network will be known, and the MOH heuristic should gen-
erally be able to nd an acceptable feasible solution in less time than it would
take using a linear programming solver.
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