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terns. To reduce communication, it takes advantage of locality.
However, to maintain proper load balance and a high degree of parallelism, the scheme makes uae of an adaptive technique in distributing the computational work.
To demonstrate the usefulness of such a partitioning scheme and to bring out the performance limitations that are inherent in sparse matrix computations, in this paper, we compare the communication overhead and the degree of load balance in the automated block-baaed approach with same of a straightforward and widely used column-baaed approach.
In the latter scheme, computations associated with an entire column or row are assigned to a processor and the assignment of these columns or rows ia usually done in a 'wrap-around" fashion. We refer to thw scheme as the wrap-mapping or wrap scheme. For comparing the performance on practical application, we present results for some of the Harwell-Boeing test matrices.
In the following discussion, it is assumed that the reader is familiar with the standard terminology used in the context of sparse matrix computations. For an explanation of the basic terminology and concepts related to sparse matrix computations see [7] , [3] .
The organization of the rest of the paper is as follows. In the next section, the Cholesky factorization is briefly described and some of the terminology used in the paper is introduced.
The partitioning and sc&dul-ing strategies that are used for automation are presented in Section 3. Performance results are described in Section 4 and Section 5 concludes the paper.
2
Cholesky factorization
The partitioning and scheduling methodology is described in this paper assuming Cholesky factorization as the model numerical method of computation. The
Cholesky algorithm is simple, well understood, and is widely used. Note, however, that the techniques presented here are applicable to other factoring methods as well. In the following, we highlight only those aspects of thhr algorithm that are essential for describhg the partitioned.
For details on the Cholesky factorirnation scheme, see [9] . 
2.
3.
4.
Ordering: Find a good ordering of the unknowns for elimination.
The ordering is given by a permutation matrix P. Most often, a 'good" ordering implies one which would lead to a sparse factor and fewer arithmetic operations in the numerical factorization step. Li,j = Li,j _ L~,k * Lj,k is the corresponding S,J. operation in the Cholesky factorization.
(Initially Li,j is set to~,j.) We refer to this operation as a single update operation.
Note that in computing the final value of Li,j, it must be updated-by all pairs of nonzero elements Lj,X and Li,~, 1 < k <~. Finally, after all the updates are performed, the element is scaled by the square root of the diagonal element in that column.
3 Partitioning and scheduling
The partitioning scheme presented here is static in the sense that all the computations are partitioned before any of the computations are scheduled for execution. For this, the partitioned takes as an input the structure of the factor for the sparse matrix.
However, the scheme is general and does not have knowledge of any matrix structure embedded in it.
As stated in the introductory section, the aim of the partitioned and the scheduler is to reduce communication and at the same time maintain a balanced work load among processors at all times. To achieve this, wherever possible, data locality is exploited. The work in these dense blocks is partitioned into sub-blocks which are the basic schedulable units. These unit Mocks have a regular shapeeach unit block is either a column, a rectangle or a triangle. After all the unit blocks are identified, the dependencies between these blocks are determined.
Finally the unit blocks are assigned and scheduled on processors.
Thus, the steps involved in the automatic partitioning and scheduling are:
Identify dense blocks in the symbolic factor.
Partition each dense block into schedulable unit blocks.
Generate and store dependency information for the unit blocks.
Schedule these units on the processors of a message passing system.
Consolidate
the non-local memory access information for each processor so as to minimise communication overhead.
In the remainder of thb section, we will describe the first four steps.
S.1 Identification of dense blocks
To identify the dense blocks, first clusters of columns are determined in the sparse triangular factor. A cluster is a either a column or a strip of consecutive columns.
If it is a strip, it contains a dense triangular block at the top and (possibly) a set of offdiagonal dense rectangular blocks. This is illustrated using an example shown in Figure 2 . In that figure, non-zero elements in the filled 41 x 41 matrix are indicated by the dark areas. The matrix corresponds to a 5-point finite element 5 x 5 grid and is ordered U5 ing Liu's multiple minimum degree algorithm [10] . It was generated using the Sparse Matrix Manipulation
System developed at the University of Wisconsin [1]. In Figure 2 , note the following in the lower triangular part. Cluster 1 spans columns 1 and 2 and cluster 2 spans columns 3 and 4. Both clusters 1 and 2 have a three-element dense triangular block at the diagonal. Cluster 1 has three dense rectangles below the triangle, each of which is 1 x 2, while cluster 2 has two dense rectangles, the upper one being 1 x 2 and the lower one being 2 x 2. Clusters 3 through 12 are single columns starting with cluster 3 at column 5. The last cluster consists of columns 35 through 41. This cluster has one dense triangle and no rectangles below it.
Note that in this illustration
we do not consider column 34 as part of the last cluster because of the zero in row 38 of this column.
But this can be over-ridden by allowing some seros to be 8 part of a triangle.
Once the clusters and the triangular and rectangular blocks within each cluster are identified, the algrithm processes the clusters left to right in the matrix.
When a cluster is processed, each block in the cluster is partitioned into sub-blocks whkh are schedulable units. Next, for each unit, the dependencies are de termined and stored. These steps are explained below.
Part itioning of a block
A cluster with a single column is considered to be a schedulable unit and is not subject to further partitioning.
In a multi-column cluster, the triangular block is partitioned first.
In general, the number of partitions of a triangle are determined by (a) the num- process, it is necessary to classify the dependencies at the inter-block level. We have classified these dependencies into ten categories which are enumerated next. Using this classification and the interval tree structure, the partitioned computes the dependencies efficiently. The implementation details are given elsewhere.
In the following discussion, a column is represented by its column number in the matrix, a rectangle is rep resented by its column extent (c~, cj ), C~~cj and row extent (?P, rg ), rp S rg, and a triangle is represented by its row extent (or column extent, which is the same as the row extent) (ri, rj ), n < rj.
A column updates a column
This forms the base case for the dependencies. A column k updates a column j if Lj, k is non-zero.
(see Figure 1 ).
A column updates a triangle
Let triangle 2"s row extent be (rl, r~). A column k, k < rl, updates the triangle if Li,k is non-zero, rl~i~ra. In Figure 4 and Lj,k, where c1 < i < cs and T1 < j < ra. In Figure 4 (b), the non-zero elements in rows il and iz combine with the non-zero elements in rows A rectangle updates a triangle Let the row extent of rectangle R1 be (rl, rz) and the row extent of triangle T be (r3, r4). The rectangle updates the triangle if (rl, r2) intersects (r~, r4). In Figure 4 
Scheduling
The scheduling process is Gplit up into two parts: allocating unit blocks to processor and ordering the computational work within each processor. In this paper, we are concerned with the first part only and the sdent points therein are presented next.
First the independent columns, ss identified in the previous step, are allocated to processors in a wrap around fashion.
The remaining clusterG are scanned again from left to right.
If a cluster is a dependent column, the entire column is allocated to a processor, which is arbitrarily picked from the set of processors which worked on the column's predecessors. If the cluster is not a column, the unit blocks in the triangular part are allocated to processors, followed by the unit blocks in each rectangular block, going top to bottom. For example, in the cluster shown in Figure 3 , the six sub-blocks of the triangle would be allocated first, followed by the four sukblocks of the rectangle below it, finishing up with the three sub-blocks of the bottom-most rectangle.
Allocation within a triangle proceeds by first allocating the triangular units from top to bottom, followed by the rectangular units, going top to bottom and left to right. In the Figure 3 for instance, the subblocks in the triangle would be allocated in the order tl, t3, t& t2,t4,t6. A global set of all processors, P9, is maintained, with a marker pointing to the first "available"
processor. This marker cycles through the global set in a round-robin fashion and is moved up every time a unit block is allocated to the currently available processor. Apart from this, a set of processors, P~, which have been already allocated to some subblock in the triangle is maintained. Initially, Pa is empty.
The strategy for allocating a processor to a unit rectangle or unit triangle is the same. First, the predecessors of the unit block are scanned. For each predecessor, if the processor p which worked on it is not in P., the unit block is allocated to p and p is added to Pa. If all of the processors whkh worked on all the predecessors of the unit block are already in Pa, the unit block is allocated to the currently available processor in P~and the marker is moved up to the next processor in P~.
For allocating the units within a rectangle below the triangle, the choice of processors is restricted to P~, where P~is the set of processors to whkh the unit blocks in the triangle are allocated.
Since there is a large amount of communication between a triangle and the rectangles below it, this strategy helps in reducing the communication.
First, the processors in set Pt are ordered according to increasing work. Going in round-robin faahlon through Pt, the processors are assigned to the unit blocks in the rectangle, going top to bottom and left to right within the rectangle.
For example, let processors pl,~and~be assigned to the to the unit blocks on the triangle in Figure 3 .
Assume that the ordering according to work is such that pl <~<~. Then, in the first rectangle below the triangle, rll is allocated to pl, r12 is allocated to PZ, rls is allocated to p3, r14 is allocated to P1. The set Pt is sorted again and the above strategy is used to allocate r21, r22 and r23, 4 Performance
In thh section we present results on the performance of the above described partitioned and scheduler, in terms of the quality of partitioning and allocw tion that it produces. To quantify the results, we measure the communication overhead in terms of the total data traflic generated and the load balance in terms of a factor that measures the deviation from perfect load balance. We also compare the results with those using the straightforward column wrap assignment scheme.
For this purpose, we have used some of the representative test matrices from the Harwell-Boeing package [4] . These test matrices were partitioned and the work units were scheduled as described in the previous section. Using this output, simulations were carried out to get the performance results presented here. For all the results presented in this section, the teat matrices were ordered using Liu's modified multiple minimum degree ordering scheme [10] . We used some of the tools Tables 1 and 2 describe the Harwell-Boeing test matrices which were used in our experiments. However, if the number of processors is relatively small compared to the number of schedulable units, then the allocation scheme described here provides enough parallelism to keep the idle time to a minimum.
The communication cost is parameterized by the total data traffic generated in the system and the mean data traffic per processor. The data traflic is defined as a count of all the non-local data accesses. Accessing a single non-local element constitutes a unit data traffic irrespective of the location from where it is fetched.
Once a data element is fetched, that element is stored locally and subsequent usage of that element in the local computations does not add to the data trafEc.
The total data trfic in the system is the sum of the data accesses by all the processors in the system. This figure represents the volume of the data that must be transmitted by the system during the entire factorization step.
The work load distribution of a partitioning scheme is characterized as follows. The computation cost of updating an element of the matrix by a pair of offdiagonal elements is assumed to be two units; updating the element by the diagonal element is assumed to cost one unit. The computational work assigned to a processor is the sum of the computation costs of all the elements assigned to that processor. The quality of the work load distribution for a partitioning scheme is measured in terms of the load imbalance resulting from the assignment of the work to the processors.
The load imbalance factop is defined as, ,= (~~.. ;:e)*N,
where WtOt is the total work, N is the number of processors, WaW~= W:O: /iV is the average work and Wm= is the maximum work assigned to any processor. Note that when the load is perfectly distributed, Wma is Wave and J is zero. 32. Thu is due to the fact that as the block size increases, more work ia done in each block with a lot of re-use of data. Table 4 describes the work distribution in the block scheme for grain sires 4 and 25. In contrast to the reduction in communication with higher grain size, in most cases, there is an increase in load imbalance, as shown in Table 4 . Furthermore, the load imbalance factor A increases, in general, with the number of processors, as well. 3   and table 4 were obtained using a minimum cluster width of four. block scheme while th~load imbalance factor goes from 0.14 to 0.38, whereas when the grain size is 25, the savings in communication over wrapmapping is 63% while the load imbalance factor goes from 0.14 to 1.26.
Conclusions
In this paper, we have described a block based, automatic partitioning and scheduling scheme for factoring sparse matrices on message passing systems, The primary focus is towards automating the process so that the tedious task of manual parallelization is kept to a minimum.
The partitioned makes use of data locality to reduce communication overhead and at the same time attempts to provide the necessary flexibility to the scheduler in manipulating the work allocation so that the load remains balanced. We have used the example of Cholesky factorization to describe the methodology. However, it can very easily be adopted to other factoring methods used in sparse matrix com- 
