This paper proposes and develops a fuzzy evolutionary system based on the Grey Wolf Optimizer (GWO) algorithm to evolve Mamdani fuzzy rules that give a knowledge base for accurate classification of data set. GWO takes inspiration from nature and is modeled after the hunting behavior of the grey wolves as they move around within a pack taking cues from the leader alpha, beta, and delta wolves until they find the best position to encircle and attack the prey. The algorithm is mapped onto the data specific rule base structure of the fuzzy systems. A grammar template in the form of fuzzy rules is designed, and then the GWO algorithm is used to evolve the fuzzy rules which classify the datasets. The algorithm will generate meaningful rules that make sense of data in easy to comprehend fuzzy rules. The algorithm was extensively tested on 15 datasets. GWO was compared with the standard Particle Swarm Optimizer (PSO) algorithm in generating a similar type of rules and comparing the accuracy of these two sets of rules in data classification. It was noted that the GWO algorithm converges in a lesser number of iterations and in a shorter time as compared to PSO and achieves the best accuracy.
I. INTRODUCTION
Many machine learning algorithms provide input-output mapping without providing any easy to comprehend explainable logic. This paper evolves fuzzy rules for several datasets that provide intuitive knowledge, which in turn makes sense of the data in terms of fuzzy if-then rules. This explains the logic of the system. For the evolution of rules, it used one of the novel bio-inspired swarm-based algorithms called Grey Wolf Optimizer algorithm that is inspired by the coordinated hunting behavior of grey wolves for surrounding and attacking the prey.
The concept of Fuzzy Sets was first introduced by Lotfi Zadeh in his seminal paper in 1965 [1] . Fuzzy sets allow an element in a set to belong to a set with a varying degree of memberships, thus accommodating uncertain and imprecise information. Later in 1973, Zadeh proposed a new approach based on fuzzy logic for decision making in a complex system [2] . Since then fuzzy logic has been used in many application domains such as control systems, data classification, image processing, data mining, and regression. Fuzzy Systems enable us to describe complex systems for which no mathematical model is known in terms of fuzzy sets The associate editor coordinating the review of this manuscript and approving it for publication was Huiling Chen .
for input and output parameters and fuzzy rules in the form of if-then [3] .
Several models were developed for the Fuzzy Inference System (FIS), which gives a mathematical procedure to compute the output of the given system based on a given input. The two significant FIS models are the Mamdani model and Takagi-Sugeno-Kang (TSK) model. In the Mamdani model, both input and output parameters are represented in fuzzy sets, whereas in TSK model, only input parameters are represented in fuzzy sets, and the output of the fuzzy rules is expressed as polynomial equations. Fuzzy sets are represented in terms of linguistic variables, and therefore Fuzzy systems are part of the new paradigm of computing with words. Fuzzy systems are normally developed after seeking the opinion of domain experts, and they incorporate the expert knowledge in terms of fuzzy if-then rules that describes the data model in easy to comprehend rules. However, if the expert knowledge is not accurate and in some instances might not be available, then there is a need to find alternative ways to formulate the rules. It is appropriate to look up to nature and see how the various species in nature learn, adapt, and evolve.
Several bio-inspired algorithms, such as swarm intelligence, genetic algorithms, and neural networks, have been used for optimization and classification problems. However, they do not provide any explainable intelligence. In [4] , VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the authors used TSK based fuzzy systems to tune the parameters of Particle Swarm Optimization (PSO) to achieve better convergence of the algorithm. In [5] , the authors used interval type-2 fuzzy logic to control the critical parameters in PSO to improve the results. In [6] , authors did a comparative study using type-2 fuzzy systems to evolve the parameters of three different swarm-based algorithms such as PSO, Bee Colony Optimization, and Bat Algorithm to control the trajectory of an autonomous mobile robot and found PSO to outperform the other algorithms. In [7] authors have developed a multiobjective optimization tool based on fuzzy logic called FAME and tested on several problems. It is very important to make sense of data to explain the reasoning behind classifying the data into several categories. The rules provide an intuitive explanation to understand the rationale between inputs and outputs instead of a complex mathematical input-output mapping. A great deal of work has been done to automatically identify the structure of the fuzzy systems using evolutionary algorithms. Genetic algorithms (GA) are based on Darwin's theory of the survival of the fittest and Mendel's theory of genetics and they mimic the evolutionary process of nature [8] . Genetic algorithms have been applied to various problem domains and applications. GAs have been used to evolve fuzzy systems [9] . In GA based approach, the entire Fuzzy system is represented as a chromosome, and then chromosomes are evolved using crossover and mutation operations until a chromosome with desired fitness is found, which is decoded into FIS and maps a given data set accurately. Grammatical Evolution makes use of GA to evolve a grammar template. In [10] , authors have used fuzzy if then rule based template to evolve rules for data classification. In [11] , parallel coordinates have been used to verify the correctness of each fuzzy rule evolved using grammatical evaluation. In [12] , automatic intrusion detection makes use of Grammatical Evolution to evolve fuzzy rules for the classification of both normal and abnormal traffic.
In the case of Swarm intelligence, PSO Algorithm has been used to evolve the FIS system [13] , [14] . FIS is represented as a swarm particle, and the PSO algorithm is used to evolve the best particle [15] , [16] .
Neural networks have been used to evolve Fuzzy systems based on TSK model of fuzzy system. Adaptive Neuro-Fuzzy Systems (ANFIS) is one such model. It is a five-layer neural network, where each layer of the neural network represents the process of TSK FIS, such as fuzzification of inputs, rule evaluation, normalization of rules, and defuzzification [17] , [18] . In [19] , the Grammatical Evolution approach was used for the structure identification of the laser lap welding process and its performance was compared with linear regression and a neuro-fuzzy approach. In [20] , authors evolved fuzzy rules using a neuro-fuzzy approach to explain the behavior of Unmanned Air Vehicle when it deviates from its defined path in the incognito mode.
In this paper, fuzzy rules based on the Mamdani model are evolved using the GWO algorithm which is based on the hunting behavior of the pack of grey wolves as they work with fine coordination to surround and attack the prey. The rules are evolved using the Backus Naur Form (BNF) grammar template, that is defined in the form of Mamdani fuzzy rules.
The paper is organized as follows. Section II describes the basic structure of the Mamdani Fuzzy Inference System for Iris data. In Section III, the BNF Fuzzy Rule template is defined. In Section IV, the behavior of Grey wolves is presented. Section V discusses the mathematical model of GWO. Section VI explains how to Evolve Fuzzy Rules using GWO. Section VII illustrates the sample test run generated by evoking the GWO algorithm. Section VIII discusses the results obtained by using the GWO. Section IX provides conclusions and future work. 
II. FUZZY INFERENCE SYSTEM
The problem for data classification has been formulated as Mamdani Fuzzy System.The swarm based algorithms viz., PSO and GWO were used to evolve the fuzzy rules. Since GWO outperformed PSO as shown in section VIII on results, the rest of the paper will illustrate GWO for evolving rules. The structure of the rules is dependent on the data being modeled. The Mamdani Fuzzy Inference System (FIS) for Iris data is represented in Figure 1 . The iris data is significant in the sense that all the four parameters taken together determine the category of the flower. The iris dataset has four input variables viz., the sepal length, sepal width, petal length, and petal width. It has one output parameter, which is the category of the flower with three options viz., Setosa, Versicolour and Virginica. Each input variable has been divided uniformly into four fuzzy sets as given below:
M. Abdulgader, D. Kaur: Evolving Mamdani Fuzzy Rules Using Swarm Algorithms for Accurate Data Classification The fifth option is All or (none of the above), which reflects that the input parameter is not relevant. The fuzzy sets for input parameters are shown in Figure 2 . The output parameter has three membership functions corresponding to each category of the flower. The output parameters are shown in Figure 3 . 
III. GRAMMAR TEMPLATE FOR FUZZY RULES
The goal is to evolve a set of compact fuzzy rules which are easy to interpret and yield high accuracy of classification. The rules are specified using the BNF (Backus Naur Form) grammar template [21] , [22] . The BNF grammar template is very significant as it provides the template for the fuzzy rules. The template provides the structure of the fuzzy rules and enables us to determine input and output parameters and the operators. The template uses the conjunctive operation to connect the antecedents. Figure 4 represents the BNF Fuzzy Rule template for Iris data. BNF grammar template defines the structure of the fuzzy rule [23] . For the iris dataset, each fuzzy rule has five unknowns, four inputs, and one output. The template consists of a set of non-terminals, which are antecedents, and consequents [24] . During evolution, each antecedent picks up a terminal that consists of fuzzy set Small, Small-Medium, Medium-Large, Large, or All (none of them), and each consequent picks up the output category of the FIGURE 4. Example BNF fuzzy rule template for Iris data [10] . VOLUME 7, 2019 flower that is Virginica, Setosa, Versicolour. The following are the Non-Terminals and Terminals.
Setosa, Versicolour}
The BNF rule template has four input variables, namely, Sepal Length (SL), Petal Length (PL), Sepal Width (SW), and Petal Width (PW). Figure 2 shows how each input is uniformly divided into four fuzzy sets of Small, Small-Medium, Medium-Large, and Large; the fifth option is all, which reflects that the input variable is irrelevant and is shown by a horizontal green line in figure 2 . The output variable is Class and is represented by three uniformly distributed fuzzy sets Setosa, Versicolour and, Virginica, The Mamdani fuzzy rules template for iris data is shown below. For the creation of N rules, the template is invoked N times. Figure 3 provides the fuzzy sets for the three different output categories of the iris flower. If the collective output of all the N fuzzy rules is in the interval [0. 
(Repeat n times for n rules)
Options for Antecedents < antecedent >::=
(2) Following steps are used to evolve rule based on the grammar template:
• Create (n×5) random integers. For iris data (8×5) = 40 integers.
• Each rule takes five integers to evolve. For example, create 65, 73, 21, 32, and 29.
• For first four integers take mod 5 and for the fifth integer take mod 3 65 mod 5 = 0 represents the fuzzy set small. 73 mod 5 = 3 represents the fuzzy set Large. 21 mod 5 = 1 represents the fuzzy set small-medium. 32 mod 5 = 2 represents the fuzzy set medium-large. 29 mod 3 represent is 2 that represents Virginica. The grammar template will translate to the following fuzzy rule:
The process is repeated for generating eight rules. After the first round of 40 integers, the next set of 40 integers are created by using the algorithm for evolution. For instance, for GA, crossover, and mutation are used for creating the next round of 40 integers. For GWO and PSO, the integer set is updated by using the mathematical modeling of these swarm algorithms, as explained in section VI.
IV. GREY WOLF OPTIMIZER ALGORITHM
Grey Wolf Optimizer algorithm is an optimization method inspired by the social hierarchy and hunting behavior of Grey Wolves. It is proposed by Mirjalili et al. in 2014 [25] . Grey wolves follow a strict social hierarchy. This hierarchy to maintain stability and assist each other during hunting. The leader is chosen based on the strength and fighting ability of the wolf. The entire pack follows the orders of the leader. The wolf at the top of the hierarchy is called alpha wolf (α). The second in the hierarchy is known as a beta wolf. Beta (β) serves as an advisor to alpha during decision-making processes. Beta commands the other wolves and maintains discipline over the pack. Delta wolves stand at the third level in the hierarchy and follow the orders of both alpha and beta wolves. The lowest in the hierarchy is called omega wolves. Omega wolves follow the commands of the higher wolves in the social hierarchy [26] .
Alpha, beta, and delta wolves look for potential prey, and they usually go for soft targets such as weak, small, sick. Alpha, beta, and delta start chasing the identified prey, and omegas follow taking cues from the position of the leaders. The whole pack encircles the prey, tries to harass until it is tired out, and stops moving. Then the pack attacks the prey that has almost given up [25] .
The motivation for chosing GWO is that it converges faster than standard PSO and the mechanism to avoid local optimization is very well built into the mathematical model.
V. MATHEMATICAL MODEL OF GWO
O'Neill and Ryan [25] developed the mathematical model of GWO. It is based on the coordinated hunting behavior of grey wolves. Grey wolves are labeled as alpha, beta, delta, and omega. Out of the 'P' initial population of wolves, the wolf with the closest position to prey becomes the alpha. The location of alpha in the search space is represented as X α . The second best wolf becomes beta. Its location is represented as X β . The third best wolf ends up to be a delta, and its location is represented as X δ , the remainder of wolves in the pack are considered as omega wolves.
Omegas update their position with respect to the current positions of alpha, beta, and delta. However, alpha, beta, and delta are not fixed during the hunt and in each iteration, as the wolves update their position, a new leader may emerge who is nearest to the prey and becomes alpha. The wolves that are at second and third positions with respect to the prey become beta and delta wolves respectively. The remaining wolves stay as omega wolves [27] , [28] .
Each omega wolf updates its position by taking the average of its estimated distance from alpha, beta and delta wolves according to (1) .
X wα ij , X wβ ij and X wδ ij are the new location of omega wolf, based on the location of alpha, beta, and delta wolves.
X α , X β, and X δ is the current location of α, β and δ wolves A wα ij , A wβ ij , and A wδ ij are computed using (5), (6), (7), (8) and result in random numbers in the interval [−2 2]. The variable 'a' is in the interval [0 2] and is determined by (8) . 'a' is constantly decreased from 2 to 0 with each iteration using (8) .
During the last iteration 'a' = 0.
|A w | > 1 represents divergence or global search that implies grey wolves diverge from the current prey to find possibly better preys, and |A w | < 1 implies convergence and indicates grey wolves encircling the prey in preparation for the final attack. When A w = 0, the entire pack attacks the prey.
where t is the current iteration t total is the total number of iterations D wα ij , D wβ ij and D wδ ij represent the distance between omega's location vector X ij and alpha's, beta's, and delta's location as given in (9),(10),(11)
C wα , C wβ , and C wδ are omega's obstacle-vectors. Elements of C wα , C wβ and C wδ are random numbers in the interval [0, 2]. They represent the random movement of omega based on the estimation of the random movement of alpha, beta, and delta wolves, that is computed using (12), (13), (14) . Unlike 'a' they are not constantly decreased from 2 to 0, but remain random in each iteration. They reflect the obstacles on the terrain in reaching toward the prey. This allows the algorithm to continue to explore in each iteration through out the optimization. The 'C w ' parameter is very useful for avoiding the local optima.
VI. EVOLVING FUZZY RULES USING GWO
The structure of the grammar template is dependent on the parameters in the dataset. For example, for the iris dataset, there are four inputs and one output parameter; therefore, the total number of parameters that need to be evolved is five. In general, to evolve a grammar template for fuzzy rules with n inputs and one output, there will be n+1 parameters to be evolved in a rule. The structure of the grey wolf has n+1 parameters. Figure 5 shows the structure of the grey wolf for the iris data that has dimension of five to evolve five parameters of each rule. An intial population of 'P' such wolves is generated randomly and then GWO algorithm is used to evolve the best alpha wolf. The alpha wolf is then used to find the fuzzy set for each antecedent and consequent in the Mamdani fuzzy rule template.
The following steps show how this particular grey wolf evolves a fuzzy rule. The first element of the grey wolf is 26. This integer value will represent which fuzzy terminal set representing Sepal Length (SL) will be picked. Since there are five options to select the SL, we use the operation 26 MOD 5, which gives us 1; therefore, the Small-Medium fuzzy set will be picked up since the fuzzy sets range from numbers 0-4. The next integer is 60, which determines the fuzzy set that will be picked up for Sepal Width. Again since there are five options, we will do the 60 MOD 5 operation and will pick fuzzy set small corresponding to '0' for SW. Next, the integer 44 is used to pick the fuzzy set for Petal Length. Again five options are available, and 44 MOD 5 will result in 4, and we will pick up all (none of the above) for Petal Length. The next 16 is used to pick up the fuzzy set for Petal Width. 16 MOD 5 results in 1 and fuzzy set Small-Medium will be picked up.
The fifth integer 17 is used to determine the output. Since there are three categories of the output, we will use the operation 17 MOD 3 to determine the category of the iris flower. Therefore, Versicolor will be chosen.
Thus the grey wolf of Figure 5 translates to the following fuzzy rule:
If (SL is < small medium >) and (SW is < small >) and (PL is < all >) and (PW is < small medium >) Then < Versicolour >;
In the above rule, PL is not relevant. Therefore the above rule is of the form If (SL is < small medium >) and (SW is < small >) and (PW is < small medium >) Then < Versicolour >; The process is repeated; in each generation, the rule corresponding to the best wolf is saved. For creating 'N' rules, the process is repeated N times. The algorithm was tested for creating N rules, where 8 ≤ N ≤ 20. However, no significant improvement in the accuracy of classification was observed. Therefore, the number of rules evolved was kept at 8 for easy comprehension.
The mapping of the GWO algorithm to extract (N) fuzzy rules is summarized in the following steps: 1) Generate a pack of grey wolves initially in the interval [1, 100] 2) Calculate the fitness of each wolf using the objective function of the fuzzy system. The fitness is defined in terms of the least error of classification for a given data. 3) Find the top three fittest wolves and save them as alpha, beta, and delta in order of their fitness. 4) Create and save a fuzzy rule corresponding to an alpha wolf in this generation 5) Using the mathematical model of GWO, update the locations of all the wolves with respect to alpha, beta, and delta wolves and create a second generation of wolves. 6) If the current rule number is less than (N), then go back to step 2 and repeat the process to evolve another rule. 7) After N rules have been evolved, they are used for finding the classification error. If the desired fitness is not achieved, then the entire process is repeated by going to step 1. The process is repeated until a satisfactory fitness is achieved.
VII. EXAMPLE TEST RUN FOR THE ALGORITHM
The developed algorithm was implemented and tested in MATLAB. The algorithm creates a pack of wolves defined by the user. Initially a pack of 'P' wolves is created. Each wolf creates a fuzzy rule and its classification error. The wolf with the least error is chosen as the alpha wolf. Figure 6 , gives the step by step illustration of how to pick the alpha beta and delta FIGURE 6. Initial pack of 5 wolves. wolves form a pack of five grey wolves. Alpha wolf is the one that provides the least classification error of 19, the next best is beta with the error of 38 and delta with an error of 42.
In the second iteration all the wolves update their positions with respect to alpha, beta and delta. The entire process of generating a second generation of wolves is explained in the following steps with numerical examples. Figure 7 shows the second generation of wolves evolved using the GWO algorithm and a new set of alpha, beta, and delta wolves have emerged with lower classification error.
The randomization vectors A w are computed using (5) to (7) , and r1 represents the random number generated for each wolf in the pack with five integer variables. The adjusting Value of C wα , C wβ , and C wδ are calculated to get the approximate location of alpha, beta, and delta by considering the natural obstacles in the terrain. C wα , C wβ , and C wδ are computed using (12) to (14) to generate random numbers between [0, 2] The distance between omega's location X ij and alpha's, beta's and delta's location vectors X α , X β , and X δ , are calculated using (9) to (11): 
D wβ ij = 23.6396 6.3136 91.2831 22.9074 5.9107
D wδ ij = 99.0625 60.8319 72.8115 32.4099 3.4090
The new location X wα ij , X wβ ij and X wδ ij are calculated using (2) to (4) 
Using the above equations and the numerical values generated from the actual run of the program, the new position of the first wolf is evolved, as shown in bold italics in Figure 7 . The same process is repeated for the second, third, fourth, and fifth wolf. Figure 7 illustrates the entire new second generation of five wolves. It is to be noted that in the second generation, the wolf, which gives the minimum error of 6 becomes the alpha. In the previous generation, the wolf at position two was the alpha. Therefore, in this generation, a new alpha has emerged. The wolf with the error of 7 becomes the beta wolf, and all the rest wolves have an error of 50, and they qualify to be delta wolves. However, according to the algorithm, the first wolf in the hierarchy will become the delta wolf, and the remainder will be treated as omega wolves.
VIII. RESULTS
The GWO algorithm was implemented and tested on 15 datasets available at the Machine Learning Repository of the University of California [29] . The datasets are very diverse, ranging in input attributes from 3-18 and output categories from 2-10. Table 1 summarizes the main characteristics of these datasets in terms of the number of input attributes, output classification categories, and the data point entries. The inputs and output membership functions were fixed and represented by uniformly distributed triangular membership functions over the universe of discourse for each parameter. A grammar template based on fuzzy rules was developed. GWO algorithm was used to evolve the set of rules which will classify the data accurately. The ten-fold cross-validation procedure [30] was used to calculate the classification accuracy. The individual datasets are split into ten mutually exclusive partitions. One of these ten partitions is used as the test set while the other nine cumulatively serve as the training set for a given time, as shown in Figure 8 . For example, if first nine sets are used to train, and the tenth dataset is used for testing, then in the next run datasets from 2-10 are used for training and the first data sets is used for testing and this process is repeated ten times to train and test all the partitions of the given dataset [31] . The algorithm was tested with an initial population of wolves in the range of 5-100. However, no improvement in accuracy was observed with increasing the number of wolves. Therefore, it was decided to keep the number of wolves at 10. The parameters used to simulate the GWO algorithm are given in Table 2 . As GWO is a swarm based population algorithm, we compared it with Particle Swarm Optimization (PSO) algorithm for evolving fuzzy rules for the 15 datasets. The Particle Swarm Optimization (PSO) algorithm [32] was implemented for evolving fuzzy rules for the 15 datasets. In the PSO algorithm, the swarm particles update their position with respect to the global leader and local neighbors [16] , whereas in GWO, wolves update their positions with respect to alpha, beta, and delta wolves. Further fine tuning the parameters of the fuzzy sets evolved did nto improve the accuracy of the model, therefore, the evolved rule sets were considered optimized. Table 3 gives the accuracy, standard deviation, and the time of convergence achieved by the Mamdani Fuzzy rules evolved by GWO and PSO for training data. Table 4 shows the accuracy and the standard deviation achieved for the testing dataset with the evolved Mamdani model using GWO in comparison to the PSO algorithm.
The following sections show the final rules that evolved for Wisconsin, Iris, and Ecoli datasets. For the sake of comparison, the rules evolved for each data set is kept to eight.
A. WISCONSIN DATA
The Wisconsin dataset has nine input variables viz., The Clump Thickness, Cell Size, Cell Shape, Marginal Adhesion, Single Epithelial Cell Size, Bare Nuclei, Bland Chromatin, Normal Nucleoli, and Mitoses. It has one output parameter, which is the Cancer type with two options viz., benign, and malignant [29] . Table 5 shows the set of eight rules evolved in a typical run to classify Wisconsin data using GWO and PSO algorithms. 
B. IRIS DATA
Iris data, as discussed in section 2, has four input variables and one output variable [29] . Table 6 shows the set of eight rules evolved in a typical run to classify iris data using GWO and PSO algorithms.
C. ECOLI DATA
The Ecoli dataset has seven input variables. They are McGeoch's method, von Heijne's method, von Heijne's Signal Peptidase II consensus sequence score, Presence of charge on N-terminus of predicted lipoproteins, score of discriminant analysis of the amino acid content of outer membrane and periplasmic proteins, score of the ALOM membrane-spanning region prediction program, score of ALOM program after excluding putative cleavable signal regions from the sequence [29] . It has one output parameter which is to predict the localization site of proteins with 8 classes viz., cytoplasm (cp), inner membrane without signal sequence (im), perisplasm (pp), inner membrane with uncleavable signal sequence (imU), outer membrane (om), outer membrane lipoprotein (omL), inner membrane lipoprotein (imL), inner membrane with cleavable signal sequence (imS). Table 7 shows the set of eight rules evolved in a typical run to classify Ecoli data using GWO and PSO algorithms.
IX. CONCLUSION
In this paper, a grammar template based on Mamdani Fuzzy rules was designed for a variety of datasets. A new method to evolve fuzzy rules based on the nature-inspired hunting behavior of Grey Wolf was proposed and developed. The templates were evolved using swarm-based algorithms GWO and PSO. The fuzzy rules evolved provide a knowledge base that is used in classifying these datasets. The performance of the GWO algorithm was compared with the standard PSO algorithm using 15 datasets. It was noted that the GWO algorithm converges in a lesser number of iterations and in a shorter time as compared to PSO and achieves better accuracy. In general, the GWO algorithm can efficiently optimize solutions for knowledge extraction for linear and combinatorial problems. In the future, other biologically inspired algorithms, such as artificial immune systems, can be explored for evolving fuzzy rules. Moreover, type 2 fuzzy systems can be investigated for evolving rules.
