Abstract
Introduction
Suicide intent represents an established theoretical concept in suicide research. In general, suicide intent refers to the conscious purpose of a person to utilize the (suicidal) act as a means to end the own life (Maris et al., 2000) . More specifi cally, suicide intent plays an important role in the assessment of patients being referred to medical or psychiatric treatment after an act of non-fatal suicidal behavior. Suicide intent is defi ned as 'the seriousness or the intensity of the wish of a patient to terminate his life' (Beck et al., 1974, p. 45) or as the 'extent to which the patient wished to die at the time of the attempt' (Hawton, 2000, p. 522) . Hence, determining suicide intent accurately in patients with a non-fatal suicidal episode, promises to be of great importance for the clinical treatment of suicidal patients and the prevention of future non-fatal and fatal suicidal acts.
The most often used and recommended instrument to assess suicide intent (Hawton, 2000; Maris et al., 2000) is the Beck Suicide Intent Scale (SIS) (Beck et al., 1974) . The SIS, as conceived by the original authors, should assess two facets or domains of suicide intent: 'objective' or factual aspects of the act prior to, during, and after the suicidal act has been conducted. This fi rst facet was labeled 'circumstances'. The second facet refers to thoughts and feelings of the suicidal patient at the time of the suicidal act. The label 'self report' was used to underline the 'subjective' dimension of the assessment of suicide intent (Beck et al., 1974; Beck et al., 1975; .
Suicide research has investigated three broad subject areas related to the SIS. First, the SIS was investigated as a predictor for future fatal and non-fatal suicidal behavior (Beck et al., 1989; Hjelmeland et al., 1998; Tejedor et al., 1999; Brown et al., 2004; Kerkhof and Arensman, 2004; Suominen et al., 2004; Baca-Garcia et al., 2005; . Second, other studies examined the relationships between the SIS and several variables associated with non-fatal suicidal behavior (e.g. clinical and sociodemographic characteristics) (Casey, 1989; Nielsen et al., 1993; Suominen et al., 1997; Hjelmeland et al., 2000; Blenkiron et al., 2000; Hjelmeland et al., 2002a; Hjelmeland et al., 2002b; Milnes et al., 2002; Haw et al., 2003; Astruc et al., 2004; Chopin et al., 2004; Hawton et al., 2004; Sudhir Kumar et al., 2006; Conner et al., 2007) . Third, topics related to the clinical usefulness of the SIS for the treatment of patients with nonfatal suicidal behavior were discussed (Keeley et al., 2002; Baca-Garcia et al., 2004; Bergen and Hawton, 2007) . However, comparative research on the latent structure of the SIS has been neglected. Although Beck et al. (1974) proposed a clear hypothetical structure of the SIS, no study yet examined the latent structure of the SIS with theory testing methods. The eight existing factor analytic studies of the SIS solely applied exploratory techniques to investigate the latent structure of the SIS Wetzel, 1977; Mieczkowski et al., 1993; Kingsbury, 1993; Spirito et al., 1996; Hjelmeland et al., 1998; Niméus et al., 2002; Diaz et al., 2003) . Table 1 summarizes the major characteristics and the results of the previous factor analytic studies of the SIS.
As Table 1 indicates, previous factor analytic studies differ considerably in terms of clinical samples investigated, samples sizes, and the numbers of factors extracted. The majority of the studies used the eigenvalue > 1 criterion to determine the number of components to be retained. The number of factors extracted varied between two and four. In fi ve studies one or more items were excluded from the fi nal factor solution. In one study (Wetzel, 1977) , a one item factor was extracted and retained in the rotated SIS solution. Sample sizes ranged from N = 48 (person item ratio = 3.2) (Wetzel, 1977) to N = 776 (person item ratio = 51.7) (Hjelmeland et al., 1998) . Threshold item loadings were regarded as salient for values as low as a = 0.40 to a = 0.55, even though none of the studies reported criteria for acceptable or non-acceptable item cross-loadings on more than one factor (e.g. simple structure; McDonald, 2005) . Explained total variance by the respective factor solutions varied between 44% (Spirito et al., 1996) and 68% (Kingsbury, 1993) . In three studies, the explained total variance was not reported (Wetzel, 1977; Mieczkowski et al., 1993; Diaz et al., 2003) . Internal consistency estimates (Cronbach's α) of the extracted factors, if mentioned, ranged between α = 0.64 (Spirito et al., 1996) and α = 0.90 (Mieczkowski et al., 1993; Hjelmeland et al., 1998) .
The majority of the studies did not indicate whether missing item responses occurred and how cases with missing item responses were treated in subsequent statistical analysis. Only one study reported that patients were excluded from analysis if complete information on all SIS items was not available (Niméus et al., 2002) . Most samples consisted of adult patients with episodes of non-fatal suicidal behavior (two consist of adolescent patients; Kingsbury, 1993; Spirito et al., 1996) . Two studies used additional diagnostic criteria for including patients (Wetzel, 1977; Mieczkowski et al., 1993) . In only three of the eight publications the defi nition of non-fatal suicidal behavior that was applied in the respective investigation was reported (Hjelmeland Three additional items referring to previous attempts, reactions to the attempt, and visualization of death were used in the factor analysis.
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One additional item was used in the factor analysis ('Alcohol did not contribute to attempt').
3
The sample represented a pooled data set. , 1998; Niméus et al., 2002; Diaz et al., 2003) . The summary of previous studies on the factorial structure of the SIS reveals some important methodological limitations which will be briefl y discussed. First, it is well known that the applied eigenvalue >1 rule to determine the number of components to be retained is the least preferable criterion in exploratory factor analysis (EFA). It is highly probable that the use of this criterion leads to an overextraction of factors (Costello and Osborne, 2005) . Hence, it is very likely that particularly those studies on the factorial structure of the SIS which reported four factors, have extracted too many components (we use the terms factor and component interchangeably, although, from a methodological point of view, principal axis factoring and principal component analysis (PCA) are not the same, but usually yield very similar results; Thompson, 2004) .
Second, principal components and factor analysis are applied to correlation matrices. Routinely, the Pearson coeffi cient r is used to calculate item correlations. Calculating correlations with r assumes interval scale measurement, a condition usually violated by the scaling of questionnaires items. Although we do not want to engage in the discussion of the pros and cons of treating ordinal scales as interval scales, it can be demonstrated that the range restriction of ordinal scales (particularly with items of less than fi ve answering categories; West et al., 1995) may lead to attenuated correlations between items and lower reliability estimates of the composite scales (Cox, 1980; Ray, 1980; Bollen and Barb, 1981; Preston and Colman, 2000; Lubke and Muthén, 2004) . This is especially critical for the SIS items which are measured on a three-point ordinal scale . One recommended remedy is the use of the polychoric correlation coefficient (Homer and O'Brian, 1988) . Even though one study on the factorial structure of the SIS used this coeffi cient (Mieczkowski et al., 1993) , the use of polychoric correlations is also associated with certain problems. The application of the polychoric coeffi cient assumes a specifi c measurement model: it is assumed that each observed ordinal attribute is derived from an underlying continuous variable with a normal distribution. Thus, the polychoric correlation assumes a bivariate normal distribution of both underlying continuous attributes (Jöreskog and Moustaki, 2001) . Violation of this assumption may lead to biased estimates (Homer and O'Brian, 1988; Coenders and Saris, 1995) .
Third, it has to be pointed out that reporting Cronbach's α for short scales (single factors of the threefactor and four-factor models of the SIS consist of only two to four items) with items measured on a three-point ordinal scale may result in lowered reliability (internal consistency) estimates. It should also be taken into consideration that Cronbach's α is infl uenced by test length, average correlation among items (Cortina, 1993; Streiner, 2003) , and the number of rating categories (Cox, 1980; Ray, 1980; Preston and Colman, 2000; Weng, 2004) . Because Cronbach's α is not an optimal estimate of factor reliability, the subsidiary use of alternative reliability estimates that avoid some of the limitations is recommended (Barclay et al., 1995) .
Empirical evidence concerning the factor structure of the SIS is confl icting. The previous exploratory studies on the factorial structure of the SIS yielded different factorial solutions with regard to the number of factors extracted and the item composition of the factors. The present study aims to contribute to the question whether a common model of the factorial structure of the SIS can be supported cross-culturally. For this purpose, fi ve alternative factor models of the SIS derived from published studies were examined with Procrustes rotation to maximum target factor fi t. Examination of different models (model variation) was introduced due to the fact that multiple models will usually 'fi t' to a given data matrix (Thompson, 2004) . In order to account for sampling variation, 11 distinct patient samples obtained within a multicenter study on nonfatal suicidal behavior were used to comparatively examine the factor models of the SIS. A common definition of non-fatal suicidal behavior was utilized to guarantee a minimum comparability of responders across all samples. In the fi rst step, socio-demographic and clinical sample attributes were examined. The second step of analysis was devoted to the nonparametric 'test' of alternative models of the factorial structure of the SIS.
Materials and methods
The present study includes 11 data sets from patients (aged 15 years and older) admitted to health care facilities all over Europe after an episode of non-fatal suicidal behavior. The data samples were collected within the WHO/EURO multicenter study on suicidal behavior (for further details see Bille-Brahe et al., 1995; BilleBrahe et al., 1996a; Bille-Brahe et al., 1996b) . Data sets from the following study centers were used: Cork (Republic of Ireland), Gent (Belgium), Hall/Innsbruck (Austria), Helsinki (Finland), Leiden (the Netherlands), Oxford (UK), Padova (Italy), Pecs (Hungary), Stockholm (Sweden), Umea (Sweden), and Wuerzburg (Germany) (Kerkhof et al., 1994; Schmidtke et al., 2004) . Non-fatal suicidal behavior was defi ned as 'an act with nonfatal outcome, in which an individual deliberately initiates a non-habitual behavior, that, without intervention from others, will cause self-harm, or deliberately ingests a substance in excess of the prescribed or generally recognized therapeutic dosage, and which is aimed at realizing changes which the subject desired via the actual or expected physical consequences' (Platt et al., 1992, p. 99; De Leo et al., 2006) . The SIS was applied as part of a fully-structured clinical interview which was conducted approximately one week after the patient's hospital admission (Kerkhof et al., 1989) . Informed consent was obtained from each study participant. The interviewers attended a threedays intensive training course before the study started (Bille-Brahe et al., 1996a) .
Instrument
The SIS (Beck et al., 1974) comprises 15 questions concerning the circumstances of the non-fatal suicidal act (e.g. planning, preparation) and the patient's thoughts, feelings, and expectations associated with the non-fatal suicidal episode. Questions are asked and rated by an interviewer. Each question is rated on an ordinal scale with the optional values 0, 1, and 2, indicating an increasing degree of intent. The SIS total score ranges from 0 to 30. Even though the original theoretical framework of the SIS (Beck et al., 1974) proposed a slightly different factor composition, the commonly applied and established version of the SIS consists of two parts: the 'circumstances' subscale (items 1-8) and the 'self-report' subscale (items 9-15) (Beck et al., 1975; Beck et al., 1989) .
Statistical analysis
Sample size The likelihood of identifying the 'true' factorial structure of a set of items is a function of at least four factors: sample size, number of indicators per factor, magnitude of item factor loadings, and interactions among these variables (Gagné and Hancock, 2006) . Often cited rules of thumb, referring to a necessary minimum number of subjects or a minimum subject to item or parameter ratio, are questioned by recent simulation studies (MacCallum et al., 2001; Costello and Osborne, 2005; Hogarty et al., 2005; Gagné and Hancock, 2006) . Unfortunately, up to our knowledge, a commonly accepted and applicable formula or procedure to estimate a minimum sample size that accounts for the complexity of a factorial model as a function of the earlier mentioned four variables does not exist. Therefore, we decided to consult recent simulation results (Gagné and Hancock, 2006 , tables 2 and 3) as a rough guidance to determine a minimum sample size. Under the assumption of homogeneous item loadings of at least a = 0.4, a minimum of four indicators per factor, and a minimum construct reliability (ρ η , see section 'Factor analytic procedure') of ρ η = 0.80, a sample size between N = 100 and N = 200 per study sample appears to be suffi cient. Based on these criteria for minimum sample size, four samples from centers that participated in the WHO study were excluded from the present analyses (Bern, Switzerland, N = 66; Emilia-Romagna, Italy, N = 56; Ljubljana, Slovenia, N = 62; Sor-Trondelag, Norway, N = 89).
Missing data analysis In most of the 11 study samples, missing values on the SIS items were observed. The following two-step procedure was applied: in the fi rst step, cases showing more than one-third of missing item values (six or more missing values on the SIS items) were excluded from further analyses. In consequence, 10 cases from the Helsinki sample and one case from the Umea sample were excluded. In the remaining samples the number/ proportion of subjects with missing SIS item values (one to fi ve missing item values) was as follows: Cork: n = 27 (18.49%), Gent: n = 21 (18.75%), Helsinki: n = 85 (37.95%), Leiden: n = 6 (4.26%), Padova: n = 4 (3.77%), Pecs: n = 10 (9.90%), Stockholm: n = 11 (5.47%), Umea: n = 48 (39.34%), Wuerzburg: n = 32 (25.81%). In the Hall/Innsbruck and the Oxford samples, the SIS items were found to be complete. In the second step, missing values were imputed with a hot-deck nearest neighbor technique (random method) (Huisman, 2000) .
Socio-demographic and clinical sample characteristics For each study sample, descriptive statistics for sociodemographic variables (age, gender, marital status, living situation, employment status) and clinical sample attributes (previous non-fatal suicidal episodes, previous psychiatric treatment) are reported.
Factor analysis
Three different two-factor and two three-factor models of the SIS (Beck et al., 1974; Mieczkowski et al., 1993; Spirito et al., 1996; Hjelmeland et al., 1998 , Diaz et al., 2003 were tested in each of the 11 study samples separately. Previously published four-factor models were not examined Wetzel, 1977; Kingsbury, 1993; Niméus et al., 2002) due to the fact that the published results suggested over-factorized solutions (Zwick and Velicer, 1986; McCrae et al., 1996) .
Determination of the number of factors to be extracted In the EFA literature, the debate on the best procedure to determine the correct number of factors is still unresolved. However, the use of the parallel analysis criterion is widely accepted and recommended (Thompson, 2004) . Parallel analysis (Horn, 1965 ) compares a factor's eigenvalue obtained from a random matrix with the eigenvalue obtained from the empirical sample matrix. Samples of random normal numbers were repeatedly drawn (1000 replications) that mimic the number of items and the number of subjects in the study samples. The software used is described in Watkins (2000) . From these random data, correlation matrices were calculated and (random) eigenvalues were extracted which served as reference for the empirical eigenvalues. To obtain variance estimates, standard deviations (SD) were calculated for the random eigenvalues. If the empirical eigenvalue of a factor was lower than the random eigenvalue (+ 2 SD), we concluded that the empirical factor has been extracted by chance. Although parallel analysis is mostly used in the context of EFA, we decided to apply it in the present 'confi rmatory' analysis context in order to examine whether the fi ve factor models to be tested are likely to comprise random factors (Hendriks et al., 2003) .
Factor analytic procedure To account for the ordinal level of data measurement, an optimal scaling procedure was applied to quantify the ordinal item scores. Optimal scaling extracts principal components from variables that were measured on a categorical or ordinal level and rescales the item scores optimally in a least squares sense with regard to a given data set. After optimal scaling, the rescaled item scores can be treated as if they were measured on an interval scale (Perrault and Young, 1980; Didow et al., 1985; Candel, 2001) . For each of the fi ve theoretical factor models separate optimally scaled item scores were calculated with the SPSS categorical PCA procedure (CATPCA; Meulman and Heiser, 2004) . The component loadings from the CATPCA procedure served as input for the subsequent Procrustes rotation procedure. For 'confi rmatory' analysis, PCA with orthogonal Procrustes rotation to maximum target factor fi t was used (Levine, 1977; Caprara et al., 2000; Dunkel et al., 2002; Thompson, 2004; Hendriks et al, 2003) . The 'confi rmatory' Procrustes rotation procedure rotates orthogonal principal axis or principal components loadings to a theoretically specifi ed target matrix of factor loadings with maximum congruence according to the least squares loss criterion (the terms 'confi rmatory' and 'test' are used in quotation marks to indicate that we did not use a parametric confi rmatory factor testing procedure). The theoretical or target factor-loading matrix specifi es the number of components to be fi tted and the factor-loading pattern of the test items. The theoretical or model matrices were derived and reconstructed from the relevant publications (Beck et al., 1974; Mieczkowski et al., 1993; Spirito et al., 1996; Hjelmeland et al., 1998; Diaz et al., 2003 ). An SPSS macro for Procrustes rotation described in McCrae et al. (1996) was applied.
Model fi t was evaluated by the coeffi cient of congruence (CC; Wrigley and Neuhaus, 1955) . The CC evaluates the degree of congruence between the theoretical and Procrustes rotated empirical matrix of factor loadings and is normed between −1 and +1 (Guadagnoli and Velicer, 1991) . Recently published studies suggest that values of the CC ≥ 0.95 indicate suffi cient similarity between the empirically Procrustes rotated and the theoretically postulated factors that comes close to factor equality. Values ranging from CC ≥ 0.85 to CC < 0.95 indicate only a fair factorial similarity (Chan et al., 1999; Lorenzo-Seva and Ten Berge, 2006) . Reliability of the derived or extracted factors of the SIS was assessed by the reliability formula presented in Fornell and Larcker (1981; Segars, 1997) . According to this formula, the reliability of a factor (ρ η ) is determined by the loadings of the keyed items on the target factor and the respective item error variation. Reliability estimates of ρ η ≥ 0.80, analogous to Cronbach's α, can be evaluated as acceptable (Robinson et al., 1991; Clark and Watson, 1995) . Scale reliability was assessed with Cronbach's α. As a measure of construct validity, ρ νc(η) will be reported (Fornell and Larcker, 1981; Segars, 1997) . The value of ρ νc(η) indicates the average item variance explained by the target factor. Factors that show average explained item variances of ρ νc(η) ≥ 0.50 can be regarded as construct valid factors or components. On the item level, salient item factor loadings (pattern indices) were evaluated by the application of the 'Fuerntratt criterion' (Fuerntratt, 1969; Shelby et al., 2005) . The 'Fuerntratt criterion' suggests to consider both the loading of an item on the target factor and the item communality: a factor loading is regarded as suffi ciently large (or salient) if the amount of explained item variance by a target factor reaches or exceeds 50% of the total explained item variance (item communality). Thus, the 'Fuerntratt criterion' can be formalized as: a 2 /h 2 ≥ 0.50. The 'Fuerntratt criterion' was used to identify salient and non-salient SIS item loadings in the several investigated factor analytic models. Table 2 summarizes details of the 11 study samples and presents the socio-demographic and clinical sample characteristics. The sample sizes varied between N = 101 (Pecs) and N = 214 (Helsinki). The mean age of the study participants ranged from M = 30.84 (SD = 12.59) (Padova) to M = 41.63 (SD = 17.03) (Stockholm). The proportion of males interviewed in the different study centers varied between 29% (Padova) and 54% (Gent). Other socio-demographic and clinical sample attributes are reported in Table 2 .
Results
Parallel analysis results confi rm for each of the 11 samples that the extraction of two factors is justifi ed (Beck et al., 1974; Mieczkowski et al., 1993; Diaz et al., 2003) . In contrast to the two-factor models, the support for the extraction of three factors is only 'fair'. With regard to the factor model described by Spirito et al. (1996) , the empirical eigenvalue of the third extracted component did not exceed the random eigenvalue (+2 SD) in eight of the 11 study samples (Cork, Gent, Helsinki, Oxford, Padova, Pecs, Umea, Wuerzburg). Similarly, the extraction of a third component in accordance with the factor model suggested by Hjelmeland et al. (1998) was not supported by parallel analysis in six samples (Gent, Oxford, Padova, Pecs, Umea, Wuerzburg).
The factor analytic results of the SIS are presented in Table 3 . Evaluation of the fi ve different factor models of the SIS with the Procrustes rotation procedure supported the extraction of the 'self-report' or 'subjective' SIS factor (F2 in the two-factor models, F3 in the threefactor models). In three models (Mieczkowski et al., 1993; Spirito et al., 1996; Hjelmeland et al., 1998 ) the 'subjective' factor comprised the SIS items 9-14. This factor model fi tted the data very well (CC ≥ 0.95; ρ νc(η) ≥ 0.50; ρ η ≥ 0.80; α ≥ 0.80) in fi ve (Mieczkowski et al., 1993) to eight (Spirito et al., 1996) of the 11 samples. With the exception of two samples (Helsinki, Umea), an acceptable model fi t (0.85 < CC ≤ 0.94; ρ νc(η) ≥ 0.50; ρ η ≥ 0.80; α ≥ 0.80) was obtained for each of the remaining samples. However, model fi t decreased considerably in more than half of the samples if the SIS items 4 or 15 were added to the 'subjective factor' as outlined in two other models of the SIS factor structure (Beck et al., 1974; Diaz et al., 2003) .
The fi ve different factor models of the SIS are primarily distinguished by the modeling of the 'objective' factor ('circumstances'). Overall, the factor 'circumstances' was not supported in any of the two-factor models. Factor congruence was mostly 'fair' (CC < 0.95). Factor reliability, scale reliability, and factor validity were not found to be acceptable (ρ η < 0.80; α < 0.80; ρ νc(η) < 0.50) in the majority of the study samples. Although the split of the 'circumstances' factor in the three factor models increased the model fi t with regard to factor congruence and factor validity in some of the samples, factor reliability and scale reliability remained unacceptably low (ρ η < 0.80; α < 0.80). As an exception, the three factor models fi tted the data very well in the Stockholm sample (CC ≥ 0.95; ρ νc(η) ≥ 0.50; ρ η ≥ 0.80), although the scale reliability of one factor (factor 1, α = 0.74) was below the threshold (α ≥ 0.80) for an acceptable reliability estimate.
On the item level, it was evident that mainly items from the 'objective' factor most often did not meet the salience criterion of a 2 /h 2 ≥ 0.50. In the three two-factor models, particularly the SIS items 4 and 15 were found to show poor target factor loadings. In the factor model from Beck et al. (1974) the salience criterion for both items was not met in more than half of the samples. In the factor model from Mieczkowski et al. (1993) the SIS items 4 and 15 did not indicate suffi cient salience in six and three samples, respectively. Regarding the factor model from Diaz et al. (2003) the salience criterion for the SIS items 4 and 15 was not supported in at least three samples, respectively. In the three-factor models, non-salient loadings were mainly observed for the SIS The sample size refers to the total number of cases with valid or imputed data on the SIS.
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The category 'not employed' comprises the subgroups 'housewife/houseman', 'assisting partner', 'full-time student', and 'armed services'.
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Only valid cases are presented in the table.
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In the study center Stockholm one person was coded as "transsexual". This case was excluded from analysis. 
Discussion
Previous exploratory studies on the factorial structure of the SIS (Beck et al., 1974) yielded heterogeneous factorial solutions. Thus, in a strong sense, no general evidence-based criteria were available concerning the scaling of the SIS items. The aim of the present study was to comparatively evaluate the factorial structure of the SIS in 11 different European samples of patients admitted to health care facilities after an episode of non-fatal suicidal behavior. The study samples were comparable with regard to the applied defi nition of non-fatal suicidal behavior and the data sampling procedure (Platt et al., 1992; Bille-Brahe et al., 1995; BilleBrahe et al., 1996a; Hjelmeland and Hawton, 2004) . To evaluate fi ve competing models of the factorial structure of the SIS, a principal components based Procrustes rotation to a hypothetical target matrix was undertaken. A 'purist' approach to psychometrics and factor analysis doubts that the chosen PCA followed by a Procrustes rotation procedure is a 'correct' 'confi rmatory' analysis of a latent variable model. Principal component scores are weighted sumscores of the observed variables. Thus, in psychometric language, PCA is a variable reduction technique but not a latent variable model (Borsboom, 2006) . The authors of this paper acknowledge these methodological and terminological differences. Furthermore, with regard to theoretical considerations, the original work on the SIS defi nes suicidal intent as 'cluster of factors but must take into account a variety of rather disparate elements' (Beck et al., 1974, p. 45) . Hence, it can be argued that a strong theoretical rationale for the SIS is lacking. The items of the SIS appear to represent a bundle of empirical clinical observations which have been collected in a more or less systematic way. From this point of view, with regard to the lack of an elaborate theoretical model behind the SIS, the application of a data reduction technique appears to be more justifi ed than an explicit latent variable model with its strong statistical model and measurement implications.
The main result of the present study is that the 'subjective' or 'self report' factor of the SIS, consisting of the items 9-14 as proposed in three different factor models (Mieczkowski et al., 1993; Spirito et al., 1996; Hjelmeland et al., 1998) , was confi rmed in the majority of the samples. Similar results were not found for other factor models of the 'self-report' factor (Beck et al., 1974; Diaz et al., 2003) . The second main fi nding refers to the scalability of the 'objective' or 'circumstances' items of the SIS: examination of each of the fi ve factor models found no convincing evidence (in terms of factor similarity, factor validity, and factor reliability) in the majority of the samples for one or two 'objective' or 'circumstances' factors of the SIS. Particularly, low item saliences and factor loadings of the SIS item 3 ('Precautions against discovery and/or intervention') in the three-factor models, and of the items 4 ('Action to gain help after attempt') and 15 ('Degree of premediation') in the two-factor models were observed. Based on these results it has to be concluded that the 'objective part' is associated with substantial conceptual fl aws.
A close inspection of the SIS items of the 'objective part' suggests that the meaning of some of the items is somehow ambiguous if the heterogeneity of motives or intentions of the non-fatal suicidal act is accounted for (Hjelmeland et al., 2002a; Hjelmeland et al., 2002b; Chopin et al., 2004; Hjelmeland and Hawton, 2004; Antretter et al., 2006; Conner et al., 2007) . For example, in SIS item 4 ('Action to gain help after the attempt') the most severe item score indicates that a patient did not contact or notify a helper after the non-fatal suicidal act. This score may be attributed to a patient with a serious wish to die who did not contact a helper in order to prevent rescue after a medically serious selfinjury. However, an identical item value would be recorded for a patient without a wish to die who gave the same answer because the self-infl icted injury was regarded as non-serious. It is reasonable to assume that some of the meanings of the items of the 'objective part' may considerably differ in subgroups of patients with distinct patterns of motives (Chopin et al., 2004; Conner et al., 2007) . A possible substantial change in the item pool of the 'objective part', particularly accounting for the distinctiveness of subgroups of patients with non-fatal suicidal acts, might be worth consideration for future revisions of the SIS. Our fi ndings imply that the general factorial structure of the SIS probably consists of two dimensions as hypothesized by Beck et al. (1974) . Results from the examination of the numbers of factors or components that should be reasonably extracted did not generally support the extraction of three SIS factors. Comparison of the empirical sample eigenvalues with randomly obtained eigenvalues indicated that three factor solutions of the SIS are Note: CC = congruence coeffi cient; ρ vc(η) = average explained factor variance; ρ η = reliability of the construct (factor reliability); α = Cronbach's alpha (scale reliability); NSI = non-salient items (SIS items which did not correspond to the Fuerntratt criterion). 1 Small differences of the values for Cronbach's α between factor models with an identical item factor composition result from the optimally scaled item scores that were calculated for each factor model separately.
Three-factor models Diaz et al. (2003) SIS factor model F1 (items 1-3, 5-8, 15) F2 (items 9-14, 4) Spirito et al. (1996) SIS factor model F1 (items 1-4) F2 (items 5, 6, 15) F3 (items 9-14) Hjelmeland et al. (1998) SIS factor model F1 (items 1-4) F2 (items 5-7, 15) F3 (items 9-14) The reported fi ndings may help to interpret some confl icting results concerning the predictive validity of the SIS. Some study fi ndings supported the predictive validity of the SIS total or subscale scores for future non-fatal repetition (Hjelmeland et al., 1998; Kerkhof and Arensman, 2004; , and for future suicide (Beck et al., 1989; Niméus et al., 2002; Suominen et al., 2004; . Other prospective studies did not confi rm the predictive validity of the SIS for non-fatal (Tejedor et al., 1999; Haw et al., 2003) or for fatal suicidal behavior (Hjelmeland et al., 1998; Tejedor et al., 1999) . Not surprisingly, the studies used different SIS items to generate SIS subscales. In addition, different scoring methods (e.g. sum scores or median split) or cut-off values were used to obtain a total SIS score. Without evidence based models of the dimensional structure of the SIS, however, it is very likely that contradictory fi ndings on the predictive validity of the SIS will emerge. In other words, the fl awed operationalization of the 'Suicide Intent' construct, at least with regard to the 'objective' factor, prevents detection of possible benefi ts that might be associated with the adequate empirical application of the theoretical concept.
Conclusions
The results from the present study supported the construct validity of the 'self-report' or 'subjective part' (items 9-14) of the SIS. For the 'circumstances part', however, the construct validity was not confi rmed. Based on this fi nding, a future change of the 'objective part' might be worth consideration.
As a limitation of the present study it should be noted that it is unresolved whether the results obtained from this study are applicable to patient samples characterized by other defi nitions of non-fatal suicidal behavior. The defi nition used in the present study does not distinguish between patients with or without a suicidal intention (Bille-Brahe et al., 1995; De Leo et al., 2006) . In contrast, other defi nitions either distinguish suicidal behaviors according to the presence or absence of suicide intent (e. g. O'Carroll et al., 1996; Skegg, 2005) or only consider non-fatal suicidal acts that meet specifi ed criteria of medical lethality (e.g. Beautrais, 2001 ). However, commonly accepted and internationally applicable defi nitions of different types of non-fatal suicidal behaviors have not yet emerged (O'Carroll et al., 1996; De Leo et al., 2006; Silverman, 2006) . A further limitation is related to the translated SIS versions applied in the present multicenter study. Multilingual studies often assume that the careful translation of an instrument provides the full transfer of all measurement characteristics. However, Van de Vijver (1998) argues that the equivalence of the translations should be empirically scrutinized. A corresponding study (e. g. Bushnell et al., 2005; Corbiére et al., 2006) for the SIS is still lacking.
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