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Abstract
We develop a mathematical framework for solving multi-task reinforcement learn-
ing problems based on a type of decentralized policy gradient method. The goal
in multi-task reinforcement learning is to learn a common policy that operates
effectively in different environments; these environments have similar (or overlap-
ping) state and action spaces, but have different rewards and dynamics. Agents
immersed in each of these environments communicate with other agents by shar-
ing their models (i.e. their policy parameterizations) but not their state/reward
paths. Our analysis provides a convergence rate for a consensus-based distributed,
entropy-regularized policy gradient method for finding such a policy.
We demonstrate the effectiveness of the proposed method using a series of numeri-
cal experiments. These experiments range from small-scale "Grid World" problems
that readily demonstrate the trade-offs involved in multi-task learning to large-scale
problems, where common policies are learned to play multiple Atari games or to
navigate an airborne drone in multiple (simulated) environments.
1 Introduction
In reinforcement learning (RL), an agent aims to seek an optimal policy through interactions with the
environment, modeled as a Markov decision process (MDP), with the goal of optimizing its long-term
cumulative rewards. Combined with powerful function approximation such as neural networks, (deep)
reinforcement learning has received great successes in solving challenging problems in a diverse set
of application domains, including game playing [25,27,32], healthcare [10,37], robotics [14,18], and
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autonomous navigation [3, 19, 43]. These results, however, are primarily achieved only on a single
task, and every new task almost requires the agent to be re-trained from scratch.
In this paper, we are interested in developing new methods for multi-task reinforcement learning,
where an agent learns a policy for effectively navigating multiple environments. Rather than having
a single agent that is exposed to different environments sequentially, we imagine a scenario where
multiple agents, each learning in their own environment, work together to learn a common policy by
sharing information. Existing approaches to solving problems of this nature [9, 15, 38] typically use
a specific “master/worker” model for agent interaction, where worker agents independently collect
observations in their respective environments, which are then summarized (perhaps through a gradient
computation) and reported to a central master. We are interested in understanding multi-task RL
under a more flexible, decentralized communication model where agents only share information with
a small subset of other agents. This framework is inspired by applications where centralized control is
unwieldy or impossible; one example would be a network of mobile robots exploring different parts
of an area of interest that can only communicate locally. This question has not yet been addressed in
the existing literature, and our focus, therefore, is to solve this important problem by developing a
decentralized policy gradient method.
Main contributions.
1. We present a clean mathematical formulation for multi-task RL problems over a network of agents,
where each task is assigned to a single agent. Framing the problem in the language of distributed
optimization allows us to develop a decentralized policy gradient algorithm that finds a single
policy that is as effective for each of the tasks.
2. We provide theoretical guarantees for the performance of our decentralized policy gradient
algorithm. We show that in the tabular setting, the algorithm converges to a stationary point of the
global (non-concave) objective. We also argue that under more restrictive conditions on how the
environments overlap with one another, the algorithm converges to the globally optimal value.
3. We demonstrate the effectiveness of the proposed method using numerical experiments on chal-
lenging multi-task RL problems. Our small-scale “Grid World” problems, which can be reliably
solved using a complete tabular representation for the policy, demonstrate how the distributed
policy gradient algorithm balances the interests of the agents in different environments. Our
experiments for learning to play multiple Atari games and learning to navigate airborne drones in
multiple (simulated) environments show that the algorithm can be scaled to problems that require
significant amounts of data and use neural network representations for the policy function.
1.1 Related works
In recent years, multi-task RL has become an emerging topic as a way to scale up RL solutions. This
topic has received a surge of interests, and a number of solutions have been proposed for solving
this problem, including policy distillation [29, 35], distributed RL algorithms over actors/learner
networks [9, 15, 22, 38], and transfer learning [6, 13]. Distributed parallel computing has also been
applied to speed up RL algorithms for solving single task problems [23, 26].
The problems studied in [9, 15] are closely related to the work in this paper. However, these works
consider sharing local trajectories/data collected at each environment to a centralized learner, resulting
in distributed off-policy learning. While off-policy learning has a better utilization of old data, it can
make the algorithms become unstable. Therefore, it requires a careful use of importance sampling
techniques resulting slow convergence due to a large variance in the algorithm. On the other hand,
we consider decentralized policy gradient methods where the agents only exchange their policy
parameters and use the data in their local environments. This is an on-policy approach, therefore,
avoiding the drawbacks of using off-policy data.
Recent works [2,11,31] study the convergence of variants of the policy gradient method. In particular,
our work generalizes [2] to the multi-task settings. The problem becomes more challenging with
multiple tasks as each task operates under different dynamics.
We also want to note some relevant works of decentralized algorithms in multi-agent reinforcement
learning (MARL), where a group of agents operate in a common environment and aim to solve a
single task [5, 7, 8, 17, 21, 28, 36, 41, 42]. The setting in these work is fundamentally different from
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our work since we consider multi-task RL instead of solving a single task. For a complete review of
MARL, we refer interested readers to the two recent review papers [20, 40].
2 Multi-task reinforcement learning
We consider a multi-task reinforcement learning (MTRL) problem with N agents operating in N
different environments. These environments, each characterized by a different Markov decision
process (MDP) as described below, might also be interpreted as encoding a different task that an agent
attempts to accomplish. Although each agent acts and makes observations in a single environment,
their goal is to jointly learn a policy, a mapping from state to action, that is jointly optimal across
all of the environments. Information is shared between the agents through connections described by
edges in an undirected graph. We do not require the state and action spaces to be the same in each of
the environments; in general, the learned joint policy is a mapping from the union of state spaces
to the union of the action spaces — in fact in the settings our theory considers, if the state spaces
are disjoint, the problem naturally decouples into N independent problems where communication
between agents is neither necessary nor helpful.
The rest of this section formalizes our problem statement.
The MDP at agent i is given by the 5-tupleMi = (Si,Ai,Pi,Ri, γi) where Si is the set of states,
Ai is the set of possible actions, Pi is the transition probabilities that specify the distribution on
the next state given the current state and an action, Ri : Si ×Ai → R is the reward function, and
γi ∈ (0, 1) is the discount factor. We denote by S = ∪iSi andA = ∪iAi, where Si andAi can share
common states and actions, respectively. We focus on randomized stationary policies (RSPs), where
agent i maintains a policy pii that assigns to each s ∈ S a probability distribution pii(·|s) over A.
Given a policy pi, let V pii be the value function associated with the i-th environment,
V pii (si) = E
[ ∞∑
k=0
γki Ri(ski , aki ) | s0i = si
]
, aki ∼ pi(·|ski ). (1)
Similarly, we denote by Qpii and A
pi
i the Q-function and advantage function in the i-th environment
Qpii (si, ai) = E
[ ∞∑
k=0
γki R(ski , aki ) | s0i = si, a0i = ai
]
, Apii (si, ai) = Q
pi
i (si, ai)− V pii (si). (2)
Without loss of generality, we assume thatRi(s, a) ∈ [0, 1], implying for any policy pi
0 ≤ V pii (s) ≤
1
1− γi , −
1
1− γi ≤ A
pi
i (s, a) ≤
1
1− γi , ∀s ∈ Si, a ∈ Ai. (3)
Let ρi be an initial state distribution over Si and with some abuse of notation we denote the long-term
reward associated with this distribution as V pii (ρi) = Esi∼ρi [V
pi
i (si)]. The goal of the agents is to
cooperatively find a policy pi∗ that maximizes the total accumulative discounted rewards
max
pi
V (pi;ρ) ,
N∑
i=1
V pii (ρi), ρ =
ρ1...
ρN
 . (4)
Treating each of the environments as independent RL problems would produce different policies pi∗i ,
each maximizing their respective V pii . Our focus in this paper is to find a single pi
∗ that balances the
performance across all environments.
2.1 Policy gradient under softmax parameterization with relative entropy regularization
To solve (4) we use a gradient ascent method over a set of RSPs {piθ : θ ∈ R|S|×|A|}, where θ uses
the popular softmax parameterization1
piθ(a | s) = exp (θs,a)∑
a′∈A exp(θs,a′)
· (5)
1Note that our method also works with other forms of stochastic policies.
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The goal of the agents is now to find θ∗ satisfying
θ∗ = arg max
θ
V (θ;ρ) ,
N∑
i=1
V piθi (ρi). (6)
We introduce the discounted state visitation distribution dpiθi under a policy piθ in the i-th environment
dpiθi (s | s0) , (1− γi)
∞∑
k=0
γki P
piθ
i (s
k
i = s | s0i = s0), ∀s ∈ Si, (7)
and denote by dpiθi,ρi(s) = Es0∼ρi [d
piθ
i (s | s0)]. The gradient of V piθi (ρi) given below can be viewed as
a multi-task variant of the policy gradient theorem in [34] for tabular softmax policies2.
∂V piθi (ρi)
∂θsi,ai
=
1
1− γi d
piθ
i,ρi
(si)piθ(ai |si)Apiθi (si, ai). (8)
One advantage of using softmax policies is that θ is unconstrained, making (6) an unconstrained
optimization problem. One may attempt to apply (stochastic) gradient ascent using (8) and utilize
the existing standard techniques in (stochastic) optimization to analyze its performance. However,
the optimal policy, which is possibly deterministic, may be attained only by sending θ to infinity.
Such an exponential scaling with the parameters makes studying the convergence of this method
more challenging. To handle this challenge, a common approach in the literature is to utilize the
entropy-based regularization [2, 23]. In this paper, we use the relative-entropy as a regularization for
the objective in (6) inspired by [2]. Specifically, the relative-entropy of piθ is given as
RE(piθ) , Es∼UnifS [KL (UA, piθ(·|s))] = −
1
|S||A|
∑
a∈A
log piθ(a | s)− log |A|, (9)
where UA is the uniform distribution overA and KL(p, q) = Ex∼p[− log(q(x)) / p(x)]. The relative-
entropy regularized variant of (6) is then given as
Lλ(θ;ρ) =
N∑
i=1
Lλi (θ; ρi) =
N∑
i=1
(V piθi (ρi)− λRE (piθ))
=
N∑
i=1
V piθi (ρi) + λ|S||A| ∑
s∈S,a∈A
log piθ(a | s) + λ log |A|
 , (10)
where λ is a regularization parameter and the gradient of Lλi (θ; ρ) using (8) is given as
∂Lλi (θ; ρi)
∂θs,a
=
1
1− γi d
piθ
i,µi
(s)piθ(a | s)Apiθi (s, a) +
λ
|S|
(
1
|A| − piθ(a|s)
)
. (11)
Our focus now is to apply gradient ascent methods for optimizing Lλ in a decentralized setting. In
particular, under some proper choice of λ the proposed algorithm can get arbitrarily close to the
stationary point of problem (6), which is nonconcave even under a tabular policy; see for example [2].
3 Decentralized policy gradient
To optimize (10), we use the decentralized policy gradient method formally stated in Algorithm 1. In
this algorithm, each agent can communicate with each other through an undirected and connected
graph G = (V, E), where agents i and j can exchange messages if and only if they are connected
in G. We denote by Ni = {j : (i, j) ∈ E} the set of agent i’s neighbors. In addition, each agent
i maintains its own local policy parameter θi, as an estimate of the optimal θ∗ of (6). To provide
greater flexibility and generality, we make each agent initialize with an initial distribution µi, which
2We present the derivation of this gradient expression in Section A.1 of the supplementary material.
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can be different from ρi. As we will show in the next section, this enables us to guarantee the policy
learned by Algorithm 1 under µi is an optimal solution to (6) with a wide range of ρi.
Algorithm 1: Decentralized Policy Gradient Algorithm
Initialization: Each agent i initializes θ0i ∈ Rd, an initial distribution µi, and step sizes {αk}k∈N.;
for k=1,2,3,... do
for each agent i do
1) Exchange θki with neighbors j ∈ Ni;
2) Compute the gradient gki of the local value function L
λ
i (θ
k
i ;µi);
3) Policy update:
θk+1i =
∑
j∈Ni
Wijθ
k
j + α
kgki . (12)
end
end
At any time k ≥ 0, agent i first exchanges its iterates with its neighbors j ∈ Ni and compute
the gradient gki of L
λ
i (θ
k
i ;µi) only using information from its environment. Agent i updates θi by
implementing (12), where it takes a weighted average of θki with θ
k
j received from its neighbors
j ∈ Ni, following by a local gradient step. The goal of this weighted average is to achieve a consensus
among the agents’ parameters, i.e., θi = θj , while the local gradient steps are to push this consensus
point toward the optimal θ∗. Here, Wij is some non-negative weight, which i assigns for θkj . The
conditions on Wij to guarantee the convergence of Algorithm 1 are given in the next section.
Note that our goal is to return a single policy that can perform reasonably well in all the environments.
One can view this average step as another regularization among the agents’ policies, in addition to
the local relative-entropy regularization. Thus, the agents use both regularizations to balance between
exploring their environments and adapting their policies to other agents’ environments.
4 Convergence analysis
In this section, our focus is to study the performance of Algorithm 1 under the tabular setting, i.e.,
θ ∈ R|S||A|. It is worth recalling that the objectives V pii in (6) are in general non-concave. To show
the convergence of our algorithm, we first study the case when gi is an exact estimate of∇Lλi (a.k.a
Eq. (11)), and consider the weight matrix W satisfying the following assumption
Assumption 1. Let W = [Wij ] ∈ RN×N be a doubly stochastic, i.e.,
∑
iWij =
∑
jWij = 1. In
addition, Wii > 0 and Wij > 0 if and only i and j are connected in G, otherwise Wij = 0.
This assumption is fairly standard in the consensus literature, see for example [8] and the references
therein. Throughout the paper, we denote by σ2 and σN the second largest and the smallest singular
values of W , respectively. Our first main result shows that the algorithm converges to the stationary
point of (6) at a rate O(1/√K), where we assume that µi = ρi, for all i.
Theorem 1. Suppose that Assumption 1 holds. Let {θki }, for all i, be generated by Algorithm 1. In
addition, let µi = ρi, for all i, and the step sizes αk = α satisfying
α ∈
(
0,
1 + σN∑N
i=1
16
(1−γi)3 +
4Nλ
|S|
)
. (13)
Then ∀i, θki satisfies
min
k<K
∥∥∥∥∥∥ 1N
N∑
j=1
∇Vj(θki ; ρj)
∥∥∥∥∥∥
2
≤ O
 1
Kα
+
λ2
N
+
α2
N(1− σ2)2
N∑
j=1
1
(1− γj)6
 · (14)
For an ease of exposition, we delay the analysis of this theorem to Section A.2 of the supplementary
material, which has an exact formula for the right-hand side of (14). First, our upper bound in (14)
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depends quadratically on the inverse of the spectral gap 1− σ2, which shows the impact of the graph
G on the convergence of the algorithm. Second, the upper bound also depends on the discount factors
of the environments, i.e.,
∑
j 1/(1− γj)6. Such a dependence has been observed in the single agent
case, N = 1, see [2, Corollary 5.4]. Third, by (13) and choosing α ≈ 1/λ ≈ 1/√K, our result (14)
basically states that the algorithm converges to a stationary point of (6) at a rate O(1/√K). This rate
is the same as the one in [2]. However, while we only show the convergence to a stationary point,
a global optimality is achieved there. Below, we provide a (restrictive) condition to guarantee the
balance in exploration between the environments in order to achieve the global optimality. Finally,
we note that Algorithm 1 can be applied when the policy is represented by function approximations
(e.g., neural networks). Although we do not to pursue this extension theoretically in this paper, we
provide numerical simulations using neural networks in Section 5.
4.1 Achieving global optimality
Recall that ρi is the distribution in the objective V piθi,ρi in (6), while µi is the initial distribution
used in Algorithm 1. By (7) we have dpiθi,ρi(si) (similarly, d
piθ
i,µi
(si)) is the fraction of times that
agent i visits state si ∈ Si when using ρi (similarly, µi) as the initial distribution. We consider the
following assumption about these visitation distributions, which basically guarantees that the joint
states between the environments are equally explored.
Assumption 2. Let piθ∗ be an optimal policy solving (6). Then for any piθ and µ we have
dpiθ∗i,ρi (s)
dpiθi,µi(s)
=
dpiθ∗j,ρj (s)
dpiθj,µj (s)
, ∀s : s ∈ Si ∩ Sj , ∀i, j = 1, . . . , N. (15)
We denote by
∥∥∥dpiθ∗ρµ ∥∥∥∞ the distribution mismatch coefficient across the network, i.e.,∥∥∥∥dpiθ∗ρµ
∥∥∥∥
∞
= max
s∈S
j:s∈Sj
dpiθ?j,ρj (s)
(1− γj)µj(s) · (16)
We now show that under this assumption, Algorithm 1 finds the global optimality of (6). For
simplicity, we assume without loss of generality that θ0i = θ
0
j , for all i, j. We set α
k = α satisfying
α <
1∑N
i=1
(
8
(1−γi)3 +
2λ
|S|
) ×min
1 + σN ; λN(1− σ2)4|S||A|(2Nλ+∑Ni=1 1(1−γi)2)
 . (17)
Theorem 2. Suppose that Assumptions 1 and 2 hold. Given an  > 0, let λ =  / 2N‖dpiθ∗ρ /µ‖∞
and αk satisfy (17). Let θ∗ be a solution of (6). Then ∀i, θki returned by Algorithm 1 satisfies
min
k<K
{V (θ∗;ρ)− V (θki ;ρ)} ≤  if K ≥ O
( |S|2|A|2∑Nj=1 1(1−γj)6
(1− σ2)22
∥∥∥∥dpiθ∗ρµ
∥∥∥∥2
∞
)
. (18)
Under Assumption 2, Algorithm 1 achieves a global optimality with the same rates as the ones in [2],
except for a factor 1/(1− σ2)2 which captures the impact of communication graph G. Assumption 2
basically states that w.r.t the optimal policy piθ∗ the ratio on the number of times spent on state s under
any piθ is the same for any environment sharing s. One can view this assumption as a way to balance
the exploration between different environments. Lack of balance in multiple tasks often causes the
suboptimality of reinforcement learning algorithms, as also pointed out in [15]. Assumption 2 is
obviously guaranteed when Si are disjoint.
Eq. (18) also shows the impact of the initial distribution µ on the convergence of the algorithm
through the distribution mismatch coefficient. A bad choice of µ may result in a local optimum (or
stationary point) convergence, as we will illustrate by simulation in Section 5.1.
Remark 1. In Theorems 1 and 2, we assume that the agents can compute the exact gradient of Lλi .
One can relax this assumption by using the noisy estimates of∇Lλi , e.g., using Monte Carlo simulation
to obtain an unbiased estimate of∇Lλi . In this case, one still can guarantee the convergence of the
algorithm. Due to the space limitation, we present this extension in the supplementary material.
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5 Experimental results
In this section, we evaluate the performance of our proposed algorithm on three platforms: Grid
World, drone navigation, and Atari games. We first verify the correctness of our theoretical results
by applying the decentralized policy gradient (DCPG) algorithm for solving small-scale Grid World
problems, where each agent uses the tabular softmax policy. We next apply the proposed method to
solve the more challenging problems in large-scale systems including drone navigation in simulated
3D environments and Atari games, where the policy is approximated by neural networks.
General setup. In each simulation, the agents runs a number of episodes of DCPG. In each episode,
each agent computes its local gradient by using the Monte-Carlo method. Each agent then communi-
cates with its neighbors over a fixed cyclic graph and updates its iterates using (12).
5.1 Simulations on Grid World problems
To illustrate the results in Theorem 2, we apply Algorithm 1 for solving the popular Grid World
problem under tabular settings, i.e., θ ∈ R|S||A|. This is a notable small-scale RL problem, which can
be solved efficiently by using tabular methods; see for example [33, Example 4.1]. In this problem,
the agent is placed in a grid of cells, where each cell can be labeled either by the desired goal, an
obstacle, or empty. The agent selects an action from the set of 4 actions {up, down, left, right} to
move to the next cell. It then receives a reward of +1 if it reaches the desired goal, −1 if it gets into
an obstacle, and 0 otherwise. The goal of the agent is to reach a desired position from an arbitrary
initial location in a minimum number of steps (or maximize its cumulative rewards).
For multi-task RL settings, we consider a number of different single Grid World environments of
size 10 × 10, where they are different in the obstacle and goal positions. We assign each agent to
one environment. In this setting, the environments have the same transition probabilities. Therefore,
Assumption 2 is satisfied when agents across environments use an identical initial state distribution.
For solving this multi-task Grid World, the agents implement Algorithm 1, where the states are
their locations in the grid. After 1000 training episodes, the agents agree on a unified policy, whose
performance is tested in parallel in all environments. The results are presented in Fig.1, where we
combine all the environments into one grid. In addition, yellow and red cells represent the goal and
obstacle, respectively. For each environment, we terminate the test when the agent reaches the goal or
hits an obstacle. The light green path is the route which the agent visits in these environments. Since
we have a randomized policy, we put the path mostly followed by the agents. Fig.1 (a)–(c) consider
experiments on four environments, while (d) and (e) are on six environments.
In Fig.1(a), we illustrate the performance of the policy when there is no conflict between the
environments, i.e., the block of one environment is not the goal of the others and vice versa. In
this case, we can see that the algorithm returns an optimal policy which finds all the goals at the
environments. Next, we consider the conflict setting in Fig.1(b), where one obstacle of environment
2 is the goal of environment 3. Here, the i number in white and black represents the goal and the
obstacles of the i-th environment, respectively. Although in this case there is a conflict between the
tasks, it is solvable, that is, the agents still can find the optimal policy to solve all the task. These
simulations agree with our results in Theorem 2, which finds the global optimality.
We next consider an unsolvable conflict in Fig.1(c), where there does not exists an optimal policy.
Thai is, the goal of agent 2 is the obstacle of agent 3 and vice versa. In this case, the agents can only
find a "suboptimal” policy, where they can only finish three out of the four tasks.
Finally, we illustrate the impact of the initial conditions with the simulations in Fig.1(d) and (e). In
(d), if the agents start from the top left corner they cannot find the optimal solution. However, when
the agents start from the top right corner the algorithms return the gobal optimality as shown in (e).
5.2 Simulations on autonomous drone navigation in 3D environments
For this the drone experiment we use PEDRA, a 3D realistically stimulated drone navigation platform
powered by Unreal Engine [1]. In this platform, a drone agent is equipped with a front-facing camera,
and takes actions to control its flight. The reward received by the drone agent is designed to encourage
the drone to stay away from obstacles. We select 4 indoor environments on the PEDRA platform
(denoted as Env 0-3), which contain widely different lighting conditions, wall colors, furniture objects,
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Figure 1: Evaluate the learned policy in multi-task Grid World.
Figure 2: MSF collected during training
Table 1: MSF of the learned policy
Policy Env0 Env1 Env2 Env3 Sum
SA-0 15.9 4.5 4.1 3.6 28.1
SA-1 3.0 55.4 9.7 8.1 76.2
SA-2 1.5 0.8 21.1 2.0 25.4
SA-3 2.3 0.8 8.6 40.1 51.8
DCPG 25.2 67.9 40.5 61.8 195.4
Random 2.5 3.9 4.7 3.7 14.8
and hallway structures. The performance of a policy is quantified by the mean safe flight (MSF),
the average distance travelled by the agent before it collides with any obstacle. This is a standard
criterion in evaluating the performance of flying autonomous vehicles [30].
For brevity, we denote by SA-i the policy trained independently (no communication) by a single
agent in the i-th environment. In Fig.2, we show MSF in training the DCPG and SA-i policies, for
i = 0, 3. Note that if trained to the global optimum, SA-i always theoretically outperforms DCPG in
the i-th environment. However, when using function approximations, we can only hope for a local
optimum. In addition, we only need DCPG to achieve a comparable MSF to each SA-i in the i-th
environment.
Finally, we test the policies learned by DCPG and SA in the four environments. We also consider the
performance of a uniformly random policy. The results are presented in Table 1. As expected, SA-i
only performs well in i-th environment. On the other hand, the policy returned by DCPG performs
very well in all environments. Surprisingly, DCPG performs even better than each SA-i in the i-th
environment. We observe that this superior result is due to the benefits of learning common features
and representation among the agents.
5.3 Simulations on Atari games
Since [24], Atari games have been a popular test bed for reinforcement learning algorithms. For
our experimentation, we consider the following 3 games: Breakout, Space Invaders, and Pong. SA
and DCPG policies are trained for 4000 episodes, with a 4-layer neural network as the function
approximation. To stablize training, we set positive rewards to +1 and negative rewards to -1. This is
a common practice introduced in [25]. To evaluate the policies, we also use the clipped returns.
Unlike the drone experiments, DCPG learns slower than the SAs trained individually in each game.
We observe that this comes from the lack of correlation between the games. Instead of facilitating the
learning process, conflicts are created that compromise the performance of the consensus policy on
every game. Nevertheless, DCPG performs reasonably well in all the games, while each SA can only
play their own game.
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Table 2: Average clipped return of the learned policy
Policy Breakout Space Invaders Pong Sum
SA in Breakout 26.3 10.3 -20.3 16.3
SA in Space Invaders 0.9 28.7 -20.7 8.96
SA in Pong 0.8 10.8 19.3 30.9
DCPG 19.8 26.1 10.3 56.2
Random 0.9 10.1 -20.2 -9.2
6 Conclusion
By combining consensus optimization with the policy gradient algorithm, we propose a decentralized
method that aims to learn a unified policy on multi-task RL problems. We theoretically show that the
convergence of multi-task algorithm achieves the same convergence rate as the single task algorithm
within constants depending on the connectivity of the network, and support our analysis with a series
of experiments. Some interesting future directions left from this work include verifying the necessity
of Assumption 2 in achieving the global optimality and improving the rate O(1/√K) in Theorem 1.
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A Appendix
In this appendix, we provide complete analysis for the results stated in the main paper. We first
introduce the following notations used throughout this appendix.
θ ,
[
θT1 , θ
T
2 , ..., θ
T
N
]T ∈ RN |S||A|, V (θ;ρ) ,

V
piθ1
1 (ρ1)
V
piθ2
2 (ρ2)
...
V
piθN
N (ρN )
 ∈ RN ,
ρ = [ρT1 , ρ
T
2 , ..., ρ
T
N ]
T , µ = [µT1 , µ
T
2 , ..., µ
T
N ]
T , ∇V (θ;ρ) = 1
N
N∑
i=1
∇θiV piθii (ρi).
(19)
A.1 Derivation of the gradient (8)
By definition,
V piθi (si) = E
[ ∞∑
k=0
γki Ri(ski , aki ) | s0i = si
]
, aki ∼ piθ(ski )
=
∑
ai∈Ai
piθ(ai | si)Qpiθi (si, ai)
=
∑
ai∈Ai
piθ(ai | si)Es′i∈Si [R(si, ai) + γiV piθi (s′i)] ,
which implies
∂V piθi (si)
∂θ
=
∑
ai∈Ai
[
Qpiθi (si, ai)
∂piθ(ai | si)
∂θ
+ piθ(ai | si)∂Q
piθ
i (si, ai)
∂θ
]
=
∑
ai∈Ai
piθ(ai | si)Qpiθi (si, ai)
∇θpiθ(ai | si)
piθ(ai | si)
+
∑
ai∈Ai
piθ(ai | si) ∂
∂θ
Es′i∈Si [R(si, ai) + γiV piθi (s′i)]
=
∑
ai∈Ai
piθ(ai | si)Qpiθi (si, ai)∇θ lnpiθ(ai | si)
+ γi
∑
ai∈Ai
piθ(ai | si)
∑
s′i∈Si
pi(s
′
i | si, ai)
∂
∂θ
V piθi (s
′
i)
=
∑
ai∈Ai
piθ(ai | si)Qpiθi (si, ai)∇θ lnpiθ(ai | si)
+ γi
∑
ai∈Ai
piθ(ai | si)
∑
s′i∈Si
pi(s
′
i | si, ai)
×
∑
a′i∈Ai
piθ(a
′
i | s′i)Qpiθi (s′i, a′i)∇θ lnpiθ(a′i | s′i)
+ γ2i
∑
a′i∈Ai
piθ(ai | si)
∑
s′i∈Si
pi(s
′
i | si, ai)
×
∑
a′∈Ai
piθ(a
′
i | s′i)
∑
s′′i ∈Si
pi(s
′′
i | s′i, a′i)
∂
∂θ
V piθi (s
′′
i )
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=∞∑
k=0
∑
s′i∈Si
γki Ppiθ (s
k
i = s
′
i | si)
∑
a′i∈Ai
piθ(a
′
i | s′i)Qpiθi (s′i, a′i)∇θ lnpiθ(a′i | s′i)
=
1
1− γiEs′i∼d
piθ
si
(·)Ea′i∼piθ(· | s′i)Q
piθ
i (s
′
i, a
′
i)∇θ lnpiθ(a′i | s′i)
=
1
1− γiEs′i∼d
piθ
si
(·)Ea′i∼piθ(· | s′i) (Q
piθ
i (s
′
i, a
′
i)− V piθi (s′i) + V piθi (s′i))∇θ lnpiθ(a′i | s′i)
=
1
1− γiEs′i∼d
piθ
si
(·)Ea′i∼piθ(· | s′i)A
piθ
i (s
′
i, a
′
i)∇θ lnpiθ(a′i | s′i),
where the last equation follows since∑
a′
piθ(a
′|s′)V piθi (s′i)∇θ lnpiθ(a′i | s′i) =
∑
a′
V piθi (s
′
i)∇θpiθ(a′|s′) = V piθi (s′i)∇θ
∑
a′
piθ(a
′|s′) = 0.
Let 1[·] denote the indicator function of argument condition. We observe that under the softmax
parameterization
∂ lnpiθ(a
′|s′)
∂θs,a
=
∂
∂θs,a
(
θs′,a′ − ln
∑
a′′
exp(θs′,a′′)
)
= 1(s′ = s, a′ = a)− 1(s′ = s) exp(θs′,a)∑
a′′ exp(θs′,a′′)
= 1 [s′ = s] (1 [a′ = a]− piθ (a|s′)) .
Therefore,
∂
∂θs,a
V piθi (ρi) =
∂
∂θs,a
Esi∼ρi [V
piθ
i (si)]
= Esi∼ρi
[
∂V piθi (si)
∂θs,a
]
=
1
1− γiEsi∼ρiEs′i∼d
piθ
si
(·)Ea′i∼piθ(· | s′i)A
piθ
i (s
′
i, a
′
i)
∂ lnpiθ(a
′
i | s′i)
∂θs,a
=
1
1− γiEsi∼ρiEs′i∼d
piθ
si
(·)Ea′i∼piθ(· | s′i)A
piθ
i (s
′
i, a
′
i)1 [s
′
i = s] (1 [a
′
i = a]− piθ (a|s′i))
=
1
1− γiEsi∼ρid
piθ
si (s)piθ(a|s)Apiθi (s, a)
− piθ (a|s)
1− γi Esi∼ρiEs′i∼d
piθ
si
(·)1 [s
′
i = s]
∑
a′i
piθ(a
′
i|s′i)Apiθi (s′i, a′i)
=
1
1− γi d
piθ
ρi (s)piθ(a|s)Apiθi (s, a)
A.2 Proof of Theorem 1
Define D = 2Nλ+
∑N
i=1
1
(1−γi)2 . In the proof, we will need the following lemmas.
Lemma A.1. For all k and µ, ||∇Lλ(θk;µ)|| ≤ D.
Proof. By Eq. (62),
||∇Lλi (θki ;µi)|| ≤
∑
s,a
∣∣∣∣∣∂Lλi (θki ;µi)∂θki s,a
∣∣∣∣∣
≤
∑
s,a
∣∣∣∣ 11− γi dpiθµj (s)piθ(a | s)Apiθi (s, a) + λ|S|
(
1
|A| − piθ(a|s)
)∣∣∣∣
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≤
∑
s,a
dpiθµj (s)piθ(a | s)
1− γi
1
1− γi +
∑
s,a
λ
|S||A| +
∑
s,a
λ
|S|piθ(a | s)
≤ 1
(1− γi)2 + 2λ,
where the second last inequality uses (3). Using triangular inequality,
||∇Lλ(θk;µ)|| ≤
N∑
i=1
||∇Lλi (θki ;µi)|| ≤ 2Nλ+
N∑
i=1
1
(1− γi)2 . (20)
Lemma A.2. Let θ¯k = 1N
∑N
i=1 θ
k
i . If each agent starts with the same initialization, i.e. θ
0
1 = θ
0
2 =
... = θ0N , then
||θki − θ¯k|| ≤
αD
1− σ2 , ∀i, k. (21)
This is a standard result whose proof can be found in the existing literature, such as [39].
We made the assumption in Theorem 1 that the agents start with the same initialization. We denote
θ0 = θ0i , ∀i.
We define the Lyapunov function
ξα,λ(θ;µ) , −1TLλ(θ;µ) +
1
2α
||θ||2I−W , (22)
where ||θ||2I−W , θT ((I −W )⊗ I)θ.
Note that the sequence {θk} generated by the distributed policy gradient algorithm is the same as the
sequence generated by applying gradient descent on ξα,λ(θ), if both algorithms use fixed step size α.
This can be observed by re-writing the update equation (12).
θk+1 = (W ⊗ I)θk + α∇Lλ(θk;µ)
= θk + α∇Lλ(θk;µ)− ((I −W )⊗ I)θk
= θk − α(−∇Lλ(θk;µ) + 1
α
((I −W )⊗ I)θk)
= θk − α∇ξα,λ(θk;µ) (23)
We have to establish the smoothness constant of ξα,λ(θ;µ). Combining Lemma A.5 and Lemma
A.6, Lλi (θi) is β
λ
i -smooth with
βλi =
8
(1− γi)3 +
2λ
|S| , (24)
which implies
∑N
i=1 L
λ
i (θi) is β
λ-smooth, where
βλ =
N∑
i=1
(
8
(1− γi)3 +
2λ
|S|
)
. (25)
In addition, we know ξα,λ(θ;µ) is β
ξα,λ -smooth, with
βξα,λ = βλ +
1
α
σmax(I −W ) = βλ + α−1(1− σN ). (26)
By the βξα,λ -smoothness of ξα,λ(θ), we have
ξα,λ(θ
k+1;µ) ≤ ξα,λ(θk;µ) + 〈∇ξα,λ(θk;µ),θk+1 − θk〉+
βξα,λ
2
||θk+1 − θk||2
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= ξα,λ(θ
k;µ) + 〈−θk+1 − θk
α
,θk+1 − θk〉+ β
ξα,λ
2
||θk+1 − θk||2
= ξα,λ(θ
k;µ) + (
βξα,λ
2
− 1
α
)||θk+1 − θk||2
= ξα,λ(θ
k;µ)− 1
2
(α−1(1 + σN )− βλ)||θk+1 − θk||2 (27)
Since α ≤ 1+σN
2
∑N
i=1(
8
(1−γi)3
+ 2λ|S| )
= 1+σN
2βλ
, we know 12 (α
−1(1 + σN ) − βλ) ≥ 0, ∀k. This implies
ξα,λ(θ
k;µ) is a non-increasing sequence. Let θ˜ = minθ ξα,λ(θ;µ). We have
K−1∑
k=0
||θk+1 − θk||2 ≤
K−1∑
k=0
2(α−1(1 + σN )− βλ)−1(ξα,λ(θk;µ)− ξα,λ(θk+1;µ))
= c1(ξα,λ(θ
0;µ)− ξα,λ(θK−1;µ))
≤ c1(ξα,λ(θ0;µ)− ξα,λ(θ˜;µ)), (28)
where we define c1 = 2(α−1(1 + σN )− βλ)−1.
This implies
min
k<K
||θk+1 − θk||2 ≤ c1
K
(ξα,λ(θ
0;µ)− ξα,λ(θ˜;µ)). (29)
From Eq. (23), ||α∇ξα,λ(θk;µ)||2 = ||θk+1 − θk||2. Thus,
min
k<K
||∇ξα,λ(θk;µ)||2 =
1
α2
min
k<K
||θk+1 − θk||2 ≤ c1
Kα2
(ξα,λ(θ
0;µ)− ξα,λ(θ˜;µ)). (30)
Taking derivative of Eq. (22),
∇ξα,λ(θ;µ) = −∇Lλ(θ;µ) +
1
α
((I −W )⊗ I)θ, (31)
Observe that 1T (I −W ) = 0 due to the double stochasticity of W , which leads to
∇ξα,λ(θ;µ) = −∇L
λ
(θ;µ) +
1
Nα
(1T (I −W )⊗ I)θ
= −∇Lλ(θ;µ).
Now we can bound the gradient ∇Lλ(θk;µ).
min
k<K
||∇Lλ(θk;µ)||2 = min
k<K
||∇ξα,λ(θk;µ)||2
≤ min
k<K
||∇ξα,λ(θk;µ)||2
≤ c1
Kα2
(ξα,λ(θ
0;µ)− ξα,λ(θ˜;µ))
=
c1
Kα2
(−
N∑
i=1
Lλi (θ
0;µi) +
1
2α
||θ0||2I−W +
N∑
i=1
Lλi (θ˜;µi)−
1
2α
||θ˜||2I−W )
≤ c1
Kα2
N∑
i=1
(Lλi (θ˜;µi)− Lλi (θ0;µi))
≤ c1
Kα2
N∑
i=1
(V
piθ˜i
i (µi)− V
pi
θ0
i
i (µi) + λRE(piθ0i ))
≤ c1
Kα2
N∑
i=1
(
1
1− γi + λRE(piθ0)). (32)
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The third line comes from (30). The fifth line uses our assumption that all agents start with the
same parameter initialization, making ||θ0||2I−W = 0.The second last inequality is from the fact that
relative entropy is non-negative. The last inequality comes from the bounded value function (3).
Using the definition of Lλ(θk;µ) in (10), we have
min
k<K
||∇V (θk;µ)||2 = min
k<K
||∇Lλ(θk;µ) + λ
N
N∑
i=1
∇RE(piθki )||
2
≤ 2 min
k<K
||∇Lλ(θk;µ)||2 + 2
N
N∑
i=1
||∇λRE(piθki )||
2. (33)
The second term uses the smoothness of the regularizer, which we establish in Lemma A.6. The first
term is bounded in (32). Therefore,
min
k<K
||∇V (θk;µ)||2 ≤ 2 min
k<K
||∇Lλ(θk;µ)||2 + 2
N
N∑
i=1
||∇λRE(piθki )||
2
≤ 2c1
Kα2
N∑
i=1
(
1
1− γi + λRE(piθ0)) +
2
N
(
λ√|A| + λ
)2
≤ 2c1
Kα2
N∑
i=1
(
1
1− γi + λRE(piθ0)) +
8λ2
N
(34)
Using the smoothness of Vi, which we show in Lemma A.5, we have
min
k<K
|| 1
N
N∑
j=1
∇Vj(θki ;µj)||2 = min
k<K
|| 1
N
N∑
j=1
∇Vj(θkj ;µj)−
(∇Vj(θkj ;µj)−∇Vj(θki ;µj)) ||2
≤ min
k<K
2|| 1
N
N∑
j=1
∇Vj(θkj ;µj)||2
+
2
N
N∑
j=1
||∇Vj(θkj ;µj)−∇Vj(θki ;µj)||2
≤ 2 min
k<K
||∇V (θk;µ)||2 + 2
N
N∑
j=1
64
(1− γj)6 ||θ
k
i − θkj ||2. (35)
From Lemma A.2, we have
||θki − θkj || = ||(θki − θ¯k)− (θ¯k − θkj )||
≤ ||θki − θ¯k||+ ||θkj − θ¯k||
≤ 2αD
1− σ2 . (36)
Plugging this inequality and (34) into (35), we get
min
k<K
|| 1
N
N∑
j=1
∇Vj(θki ;µj)||2
≤ 4c1
Kα2
N∑
j=1
(
1
1− γj + λRE(piθ0)) +
16λ2
N
+
2
N
N∑
j=1
64
(1− γj)6
4α2D2
(1− σ2)2
≤ 16
Kα
N∑
j=1
(
1
1− γj + λRE(piθ0)
)
+
16λ2
N
+
N∑
j=1
512D2α2
N(1− σ2)2(1− γj)6 ·
The proof is completed by recognizing ρi = µi, ∀i.
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A.3 Proof of Theorem 2
When condition (15) is observed, we can establish the global optimality condition under the tabular
policy.
Proposition 1. Let θ∗ = maxθ V (θ;ρ). For policy parameter θ, if ||
∑N
i=1∇Lλi (θ;µi)|| ≤ λN2|S||A| ,
we have
V (θ∗;ρ)− V (θ;ρ) ≤ 2λN max
s∈S,i:s∈Si
{ d
piθ?
ρi (s)
(1− γi)µi(s)}
if the environment and the initial state distributions ρ and µ jointly satisfies the discounted visitation
match assumption.
The proof this proposition is in Section A.5. Using the proposition, we can guarantee that θki is an
-optimal solution in the objective function by setting  = 2Nλmaxj,s{ d
piθ?
ρj
(s)
(1−γj)µj(s)} and ensuring
||∑Nj=1∇Lλj (θki ;µj)|| ≤ λN2|S||A| . Solving for λ in terms of , we get
λ =

2N maxj,s{ d
piθ?
ρj
(s)
(1−γj)µj(s)}
. (37)
Now we bound the norm of the gradient.
min
k<K
||
N∑
j=1
∇Lλj (θki ;µj)|| = min
k<K
||
N∑
j=1
∇Lλj (θkj ;µj) +
N∑
j=1
(∇Lλj (θki ;µj)−∇Lλj (θkj )) ||
≤ min
k<K
||N∇Lλ(θk;µ)||+
N∑
j=1
||∇Lλj (θki ;µj)−∇Lλj (θkj ;µj)||
≤ N min
k<K
||∇Lλ(θk;µ)||+
N∑
j=1
βλi ||θki − θkj ||, (38)
where the last inequality uses the smoothness property of Lλi .Combining Lemma A.5 and Lemma
A.6, βλi =
8
(1−γi)3 +
2λ
|S| . We have a bound on the first term in (32), and now we bound the second
term using Lemma A.2.
||θki − θkj || = ||(θki − θ¯k)− (θ¯k − θkj )||
≤ ||θki − θ¯k||+ ||θkj − θ¯k||
≤ 2αD
1− σ2 (39)
Plug this into (38),
min
k<K
||
N∑
j=1
∇Lλj (θki ;µj)|| ≤ N min
k<K
||∇Lλ(θk;µ)||+
N∑
j=1
βλi ||θki − θkj ||
≤ N
√√√√ c1
Kα2
N∑
j=1
(
1
1− γj + λRE(piθ0)) +
N∑
j=1
βλi
2αD
1− σ2 (40)
≤ N
√√√√ c1
Kα2
N∑
j=1
(
1
1− γj + λRE(piθ0)) +
2αβλD
1− σ2 (41)
To ensure mink<K ||
∑N
j=1∇Lλj (θki ;µj)|| ≤ λN2|S||A| , we make
N
√√√√ c1
Kα2
N∑
j=1
(
1
1− γj + λRE(piθ0)) +
2αβλD
1− σ2 ≤
λN
2|S||A| (42)
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Solving for K, we get
K ≥
c1N
2
(∑N
j=1(
1
1−γj + λRE(piθ0))
)
α2
(
λN
2|S||A| − 2αβ
λD
1−σ2
)2 (43)
=
c1N
2
(∑N
j=1(
1
1−γj + λRE(piθ0))
)
α2
(
c2
4|S||A| − 2αD1−σ2
∑N
j=1
(
8
(1−γj)3 +
c2
N |S|
))2 , (44)
where we used the fact that λN2|S||A| − 2αβ
λD
1−σ2 > 0, if α <
λN(1−σ2)
4βλD|S||A| .
A.4 Addressing Remark 1
We have mentioned in Remark 1 we also have convergence to the globally optimal policy when every
agent computes a stochastic gradient of Lλi . We now state and prove the convergence results.
First, we make the following assumption on the stochastic gradient.
Assumption 3. We assume gki is an unbiased estimate of the true gradient given in (8). We also
assume that gki has bounded energy.
E[gki ] = ∇Lλi (θki ;µi), E[||gki ||2] ≤ Dg <∞, ∀i, k. (45)
For episodic problems, we can indeed obtain an unbiased estimate of the exact gradient using first-visit
Monte Carlo based algorithms such as REINFORCE. In the batch version of REINFORCE, agent i
samples a starting state s0i according to the initial state distribution µ, and generates a full trajectory
(s0i , a
0
i , r
0
i , s
1
i , a
1
i , r
1
i , ..., s
T
i , a
T
i , r
T
i ) following the current policy. Then, agent i empirically estimates
the discounted return from visited states as Gti =
∑T
t′=t γ
t′−t
i r
t′
i , and computes the gradient using
the entire episode
∑T
t=0G
t
i∇ log pi(ati|sti).
To overcome the variance of the noise, we need to use a diminishing step size and a time-varying
mixing matrix W k that reduces the spectral gap 1− σ2(W k) over time.
αk =
1
k + 1
. (46)
We use αkW to denote the step size sequence for adjusting W
k. Let L be the Laplacian of the
communication network.
Lij :=
 |Ni|, if i = j−1, if i 6= j and (i, j) ∈ E
0, otherwise
(47)
We choose the time variant mixing matrix W k as follows.
αkW =
b1
(k + 1)b2
, W k = I − αkWL, (48)
where b1, b2 are scalers satisfying b1 < 1σmax(L) and 0 < b2 <
1
3 , with σmax(L) denoting the largest
singular value of L.
Theorem 3. Suppose that Assumptions 2 and 3 hold. Let θ∗ be a solution of (6). Then, given αk
defined in (46) and W k defined in (48), θki returned by Algorithm 1 satisfies
lim
λ→0
lim
k→∞
E
[
V (θ∗;ρ)− V (θki ;ρ)
]
= 0, ∀i = 1...N. (49)
Proof of Theorem 3:
We first establish the global optimality, as we did in the deterministic case (Proposition 1).
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Proposition 2. Let θ∗ = maxθ V (θ;ρ). For policy parameter θ, if E
[
||∑Ni=1∇Lλi (θ;µi)||] ≤
λN
2|S||A| , we have
E [V (θ∗;ρ)− V (θ;ρ)] ≤ 2Nλ max
s∈S,i:s∈Si
{ d
piθ?
ρi (s)
(1− γi)µi(s)} (50)
if distributions ρ and µ satisfy condition (15).
We skip the proof of Proposition 2 as it is very similar to Proposition 1.
Theorem 1 and 5 of [12] studies the convergence of E
[
||((I − 1N 11T )⊗ I)θk||
]
and
E
[
||∇Lλ(θk;µ)||2
]
under the following major conditions. We show that our objective
function meets these conditions, and then invoke the convergence results of [12].
Condition 1: The gradient E[gk|θ0,θ1, ...,θk−1] = ∇Lλ(θk;µ), and E[||gk||2] <∞.
This is the assumption we make in (45).
Condition 2: The objective function Lλi (θ;µ) is Lipschitz, and has Lipschitz gradient and Hessian
for all i.
We show later in Lemma A.5 and Lemma A.6 that the Lipschitz constant, smoothness constant, and
Hessian Lipschitz constant of Lλi (θ;µ) are
2
(1−γi)2 + 2λ
√
|A|
|S| ,
8
(1−γi)3 +
2λ
|S| , and
48
(1−γi)4 +
6λ
|S| ,
respectively.
With the two conditions above, we use the analysis of [12], and get
lim
k→∞
E
[
||((I − 1
N
11T )⊗ I)θk||
]
= 0, (51)
lim
k→∞
E
[
||∇Lλ(θk;µ)||2
]
= 0. (52)
Eq. (51) further implies
lim
k→∞
E
[||θki − θkj ||] = 0, ∀i, j. (53)
For any λ > 0,
lim
k→∞
E
|| N∑
j=1
∇Lλj (θki ;µj)||
 = lim
k→∞
E
|| N∑
j=1
∇Lλj (θkj ;µj) +
(∇Lλj (θki ;µj)−∇Lλj (θkj ;µj)) ||

≤ lim
k→∞
E
[
||N∇Lλ(θk;µ)||
]
+ lim
k→∞
E
 N∑
j=1
||∇Lλj (θki ;µj)−∇Lλj (θkj ;µj)||

(54)
≤ lim
k→∞
E
[
N ||∇Lλ(θk;µ)||
]
+ lim
k→∞
E
 N∑
j=1
βλi ||θki − θkj ||

= 0. (55)
Then, using Theorem 2, we have for any λ > 0,
E
[
V (θ∗;ρ)− V (θki ;ρ)
] ≤ 2Nλmax
i,s
{ d
piθ?
ρi (s)
(1− γi)µi(s)}. (56)
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By making λ arbitrarily small, we get
lim
λ→0
lim
k→∞
E
[
V (θ∗;ρ)− V (θki ;ρ)
]
= 0. (57)
This completes the proof of Theorem 3.
A.5 Proof of Proposition 1
From the assumption (15), we define
dpiθ∗i,ρi (s)
dpiθi,µi(s)
=
dpiθ∗j,ρj (s)
dpiθj,µj (s)
, d˜(s), ∀s : s ∈ Si ∩ Sj , ∀i, j. (58)
[16] introduced the performance difference lemma that relates the value function of two policies. We
use this lemma in our analysis.
Lemma A.3. For any policy pi and p˜i operating in environment i under the initial state distribution
ρi,
V pii (ρi)− V p˜ii (ρi) =
1
1− γiEs∼d
pi
i,ρi
Ea∼pi(·|s)
[
Api
′
(s, a)
]
. (59)
By Lemma A.3,
V (θ∗;ρ)− V (θ;ρ) =
N∑
i=1
1
1− γi
∑
s∈Si
∑
a∈Ai
dpiθ?i,ρi (s)piθ?(a | s)Apiθi (s, a)
=
∑
s∈S
∑
a∈A
piθ?(a | s)
∑
i:s∈Si,a∈Ai
1
1− γi d
piθ?
i,ρi
(s)Apiθi (s, a)
≤
∑
s∈S
max
a∈A
∑
i:s∈Si,a∈Ai
1
1− γi d
piθ?
i,ρi
(s)Apiθi (s, a)
=
∑
s∈S
max
a∈A
∑
i:s∈Si,a∈Ai
dpiθ?i,ρi (s)
dpiθi,µi(s)
dpiθi,µi(s)
1− γi A
piθ
i (s, a)
=
∑
s∈S
d˜(s) max
a∈A
∑
i:s∈Si,a∈Ai
dpiθi,µi(s)
1− γi A
piθ
i (s, a)
≤ max
s∈S,i:s∈Si
{d
piθ∗
i,ρi
(s)
dpiθi,µi(s)
}
∑
s∈S
max
a∈A
∑
i:s∈Si,a∈Ai
dpiθi,µi(s)
1− γi A
piθ
i (s, a)
≤ max
s∈S,i:s∈Si
{d
piθ∗
i,ρi
(s)
dpiθi,µi(s)
}|S|2λN|S|
= 2λN max
s∈S,i:s∈Si
{d
piθ∗
i,ρi
(s)
dpiθi,µi(s)
}
= 2λN max
s∈S,i:s∈Si
{ d
piθ∗
i,ρi
(s)
(1− γi)µi(s)} (60)
The sixth line follows since maxa∈A
∑
i:s∈Si,a∈Ai
d
piθ
i,µi
(s)
1−γi A
piθ
i (s, a) ≥ 0, ∀s. The last inequality
uses the fact that dpii,µi(s) ≥ (1 − γi)µi(s), element-wise,∀pi, which simply follows from the
definition of dpii,µi(s). The seventh line uses
max
a∈A
∑
i:s∈Si,a∈Ai
dpiθi,µi(s)
1− γi A
piθ
i (s, a) ≤
2λN
|S| , (61)
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which we now prove. To show this, we only have to prove this is true for those (s, a) where∑
i:s∈Si,a∈Ai
d
piθ
i,µi
(s)
1−γi A
piθ
i (s, a) ≥ 0. The gradient of θ under the softmax parameterization in
environment i is
∂Lλi (θ;µi)
∂θs,a
=
1
1− γi d
piθ
i,µi
(s)piθ(a | s)Apiθi (s, a) +
λ
|S|
(
1
|A| − piθ(a|s)
)
. (62)
From our assumption ||∑Ni=1∇Lλi (θ;µi)|| ≤ λN2|S||A| , we know that for all (s, a) such that∑
i:s∈Si,a∈Ai
d
piθ
i,µi
(s)
1−γi A
piθ
i (s, a) ≥ 0,
λN
2|S||A| ≥
N∑
i=1
∂Lλi (θ;µi)
∂θs,a
=
∑
i:s∈Si,a∈Ai
1
1− γi d
piθ
i,µi
(s)piθ(a|s)Apiθi (s, a) +
N∑
i=1
λ
|S|
(
1
|A| − piθ(a|s)
)
≥ 0 +
N∑
i=1
λ
|S|
(
1
|A| − piθ(a|s)
)
≥ λN|S|
(
1
|A| − piθ(a|s)
)
. (63)
Rearranging the terms,
piθ(a | s) ≥ 1|A| −
|S|
λN
λN
2|S||A| ≥
1
2|A| . (64)
Re-writing Eq. (62) and summing over environments,
N∑
i=1
dpiθi,µi(s)
1− γi A
piθ
i (s, a) =
∑
i:s∈Si,a∈Ai
1
piθ(a|s)
∂Lλi (θ;µi)
∂θs,a
−
N∑
i=1
λ
|S|
(
1
piθ(a | s)|A| − 1
)
≤ 1
piθ(a|s)
∑
i:s∈Si,a∈Ai
∂Lλi (θ;µi)
∂θs,a
+
N∑
i=1
λ
|S|
≤ 2|A| λN
2|S||A| +
λN
|S|
≤ 2λN|S| , (65)
where the second last line uses inequality (64).
A.6 Lipschitz, smoothness, and Hessian Lipschitz constants
Lemma A.4. Let piα , piθ+αu, where u is a unit vector and V˜i(α) , V piαi (si). If∑
a∈A
∣∣∣∣ dpiα (a|s0)dα
∣∣∣∣
α=0
∣∣∣∣ ≤ C ′, ∑
a∈A
∣∣∣∣ d2piα (a|s0)dα2
∣∣∣∣
α=0
∣∣∣∣ ≤ C ′′, and∑
a∈A
∣∣∣∣ d3piα (a|s0)dα3
∣∣∣∣
α=0
∣∣∣∣ ≤ C ′′′,
(66)
then we have
max
||u||2=1
∣∣∣∣∣ dV˜i(α)dα
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ C ′(1− γi)2 ,
max
||u||2=1
∣∣∣∣∣ d2V˜i(α)dα2
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ C ′′(1− γi)2 + 2γiC
′2
(1− γi)3 , and
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max
||u||2=1
∣∣∣∣∣ d3V˜i(α)dα3
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ C ′′′(1− γi)2 + 6γiC
′C ′′
(1− γi)3 +
6γ2i C
′3
(1− γi)4 (67)
Proof. The proof uses a similar technique to Lemma E.2 of [2], which proves the second derivative
is bounded. Here we also show the first and the third derivative is bounded. We use P˜i(α) to denote
the state-action transition matrix in environment i.
[P˜i(α)](s,a)→(s′,a′) = piα (a′|s′)Pi (s′|s, a) (68)
Differentiating with respect to α, we get[
dP˜i(α)
dα
∣∣∣∣∣
α=0
]
(s,a)→(s′,a′)
=
dpiα (a
′|s′)
dα
∣∣∣∣
α=0
Pi (s
′|s, a) , (69)
which implies that for any x,[
dP˜i(α)
dα
∣∣∣∣∣
α=0
x
]
s,a
=
∑
a′,s′
dpiα (a
′|s′)
dα
∣∣∣∣∣∣
α=0
Pi (s
′|s, a)xa′,s′ (70)
We can bound the `∞ norm of this as
max
||u||2=1
∥∥∥∥∥dP˜i(α)dα x
∥∥∥∥∥
∞
= max
s,a
max
||u||2=1
∣∣∣∣∣∣
[
dP˜i(α)
dα
∣∣∣∣∣
α=0
x
]
s,a
∣∣∣∣∣∣
= max
s,a
max
||u||2=1
∣∣∣∣∣∣
∑
a′,s′
dpiα (a
′|s′)
dα
∣∣∣∣∣∣
α=0
Pi (s
′|s, a)xa′,s′
∣∣∣∣∣∣
≤ max
s,a
∑
a′,s′
∣∣∣∣ dpiα (a′|s′)dα
∣∣∣∣
α=0
∣∣∣∣Pi (s′|s, a) |xa′,s′ |
≤ max
s,a
∑
s′
Pi (s
′|s, a) ||x||∞
∑
a′
∣∣∣∣ dpiα (a′|s′)dα
∣∣∣∣
α=0
∣∣∣∣
≤ C ′||x||∞ (71)
Using the same approach, we can bound
max
||u||2=1
∥∥∥∥∥d2P˜i(α)dα2 x
∥∥∥∥∥
∞
≤ C ′′||x||∞, and max||u||2=1
∥∥∥∥∥d3P˜i(α)dα3 x
∥∥∥∥∥
∞
≤ C ′′′||x||∞. (72)
With M(α) := (I − γiP˜i(α))−1, we re-writing the Bellman equation in the matrix form,
Qα(s0, a0) = e
T
(s0,a0)
(I − γiP˜i(α))−1r = eT(s0,a0)M(α)r. (73)
Taking the first, second, and third derivative of Qα(s0, a0) with respect to α,
dQα (s0, a)
dα
= γie
T
(s0,a)
M(α)
dP˜i(α)
dα
M(α)r, (74)
d2Qα (s0, a0)
(dα)2
= 2γ2i e
T
(s0,a0)
M(α)
dP˜i(α)
dα
M(α)
dP˜i(α)
dα
M(α)r
+γie
T
(s0,a0)
M(α)
d2P˜i(α)
dα2
M(α)r, (75)
d3Qα (s0, a0)
(dα)3
= 6γ3i e
T
(s0,a0)
M(α)
dP˜i(α)
dα
M(α)
dP˜i(α)
dα
M(α)
dP˜i(α)
dα
M(α)r
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+3γ2i e
T
(s0,a0)
M(α)
d2P˜i(α)
dα2
M(α)
dP˜i(α)
dα
M(α)r
+3γ2i e
T
(s0,a0)
M(α)
dP˜i(α)
dα
M(α)
d2P˜i(α)
dα2
M(α)r
+γie
T
(s0,a0)
M(α)
d3P˜i(α)
dα3
M(α)r (76)
Using M(α)1 = (I − γiP˜i(α))−11 =
∑∞
n=0 γ
n
i P˜i(α)
n1 = 11−γ1 and inequalities (71) and (72),
we have
max
||u||2=1
∣∣∣∣ dQα (s0, a)dα
∣∣∣∣
α=0
∣∣∣∣ ≤
∥∥∥∥∥γiM(α)dP˜i(α)dα M(α)r
∥∥∥∥∥
∞
≤ γiC
′
(1− γi)2 , (77)
max
||u||2=1
∣∣∣∣d2Qα (s0, a0)dα2
∣∣∣∣
α=0
| ≤ 2γ2i
∥∥∥∥∥M(α)dP˜i(α)dα M(α)dP˜i(α)dα M(α)r
∥∥∥∥∥
∞
+ γi
∥∥∥∥∥M(α)d2P˜i(α)dα2 M(α)r
∥∥∥∥∥
∞
(78)
≤ 2γ
2
i C
′2
(1− γi)3 +
γiC
′′
(1− γi)2 (79)
max
||u||2=1
∣∣∣∣d3Qα (s0, a0)dα3
∣∣∣∣
α=0
| ≤ 6γ3i
∥∥∥∥∥M(α)dP˜i(α)dα M(α)dP˜i(α)dα M(α)dP˜i(α)dα M(α)r
∥∥∥∥∥
∞
+ 3γ2i
∥∥∥∥∥M(α)dP˜i(α)dα M(α)d2P˜i(α)dα2 M(α)r
∥∥∥∥∥
∞
+ 3γ2i
∥∥∥∥∥M(α)d2P˜i(α)dα2 M(α)dP˜i(α)dα M(α)r
∥∥∥∥∥
∞
+ γi
∥∥∥∥∥M(α)d3P˜i(α)dα3 M(α)r
∥∥∥∥∥
∞
≤ 6γ
3
i C
′3
(1− γi)4 +
3γ2i C
′C ′′
(1− γi)3 +
3γ2i C
′C ′′
(1− γi)3 +
γiC
′′′
(1− γi)2
=
6γ3i C
′3
(1− γi)4 +
6γ2i C
′C ′′
(1− γi)3 +
γiC
′′′
(1− γi)2 (80)
By the definition of V˜i(α),
V˜i(α) =
∑
a
piα (a|s0)Qα (s0, a) . (81)
Taking the first derivative of V˜i(α) with respect to α,
dV˜i(α)
dα
=
∑
a
dpiα (a|s0)
dα
Qαi (s0, a) +
∑
a
piα (a|s0) dQ
α
i (s0, a)
dα
. (82)
Taking the second derivative of V˜i(α) with respect to α,
d2V˜i(α)
dα2
=
∑
a
d2piα (a|s0)
dα2
Qαi (s0, a) + 2
∑
a
dpiα (a|s0)
dα
dQαi (s0, a)
dα
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+
∑
a
piα (a|s0) d
2Qαi (s0, a)
dα2
. (83)
Taking the third derivative of V˜i(α) with respect to α,
d3V˜i(α)
dα3
=
∑
a
d3piα (a|s0)
dα3
Qα (s0, a) + 3
∑
a
d2piα (a|s0)
dα2
dQα (s0, a)
dα
+ 3
∑
a
dpiα (a|s0)
dα
d2Qα (s0, a)
dα2
+
∑
a
piα (a|s0) d
3Qα (s0, a)
dα3
. (84)
Finally, we have
max
||u||2=1
∣∣∣∣∣ dV˜i(α)dα
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ C ′1− γi + γiC
′
(1− γi)2 =
C ′
(1− γi)2 (85)
,
max
||u||2=1
∣∣∣∣∣ d2V˜i(α)dα2
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ C ′′1− γi + 2C
′2
(1− γi)2 +
(
2γiC
′2
(1− γi)3 +
γiC
′′
(1− γi)2
)
=
C ′′
(1− γi)2 +
2γiC
′2
(1− γi)3 (86)
, and
max
||u||2=1
∣∣∣∣∣ d3V˜i(α)dα3
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ C ′′′1− γi + 3γiC
′C ′′
(1− γi)2 + 3C
′(
2γ2i C
′2
(1− γi)3 +
γiC
′′
(1− γi)2 )
+
6γ3i C
′3
(1− γi)4 +
6γ2i C
′C ′′
(1− γi)3 +
γiC
′′′
(1− γi)2
=
C ′′′
1− γi +
γi(6C
′C ′′ + C ′′′)
(1− γi)2 +
6γ2i (C
′3 + C ′C ′′)
(1− γi)3 +
6γ3i C
′3
(1− γi)4
=
C ′′′
(1− γi)2 +
6γiC
′C ′′
(1− γi)3 +
6γ2i C
′3
(1− γi)4 (87)
Lemma A.5. Under the tabular softmax policy, V piθi (µ) is Lipschitz, has a Lipschitz gradient and a
Lipschtz Hessian for all i and µ, i.e.
||V piθ′i (µ)− V piθ′′i (µ)|| ≤
2
(1− γi)2 ||θ
′ − θ′′||,
||∇θ′V piθ′i (µ)−∇θ′′V piθ′′i (µ)|| ≤
8
(1− γi)3 ||θ
′ − θ′′||, and
||∇2θ′V piθ′i (µ)−∇2θ′′V piθ′′i (µ)|| ≤
48
(1− γi)4 ||θ
′ − θ′′||. (88)
Proof. To show a function is Lipschitz, we show the derivative of the Hessian with respect to θ is
bounded. Under the softmax parameterization, we have
∇θspiθ(a|s) = piθ(a|s) (ea − pi(·|s)) , (89)
∇2θspiθ(a|s) = piθ(a|s)
(
eae
>
a − eapi(·|s)> − pi(·|s)e>a + 2pi(·|s)pi(·|s)> − diag(pi(·|s))
)
, (90)
∂
∂θs,a′
∇2θspiθ(a|s) = piθ(a|s)(1(a = a′)− piθ(a′|s))
(
eae
>
a − eapi(·|s)> − pi(·|s)e>a
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+2pi(·|s)pi(·|s)> − diag(pi(·|s)))
+ piθ(a|s)(−eapiθ(a′|s)eTa′ + eapiθ(a′|s)piθ(·|s)T − ea′piθ(a′|s)eTa
+ piθ(·|s))piθ(a′|s)eTa + 4piθ(·|s)piθ(a′|s)eTa′ − 4piθ(·|s)piθpiθ(·|s)T
+ diag(piθ(a′|s)ea)− diag(piθ(a′|s)piθ(·|s)T )) (91)
where ea is a vector with all 0 and 1 at action a. Then, for any s,∑
a∈A
∣∣∣∣ dpiα(a|s)dα
∣∣∣∣
α=0
∣∣∣∣ ≤∑
a∈A
∣∣uT∇θ+αupiα(a|s)∣∣α=0∣∣
≤
∑
a∈A
piθ(a|s)
∣∣uTs ea − uTs pi(·|s)∣∣
≤ max
a∈A
(∣∣uTs ea∣∣+ ∣∣uTs pi(·|s)∣∣) ≤ 2, (92)
∑
a∈A
∣∣∣∣ d2piα(a|s)dα2
∣∣∣∣
α=0
∣∣∣∣ ≤∑
a∈A
∣∣uT∇2θ+αupiα(a|s)∣∣α=0 u∣∣
≤ max
a∈A
(∣∣uTs eaeTaus∣∣+ ∣∣uTs eapi(·|s)Tus∣∣+ ∣∣uTs pi(·|s)eTaus∣∣
+2
∣∣u>s pi(·|s)pi(·|s)>us∣∣+ ∣∣u>s diag(pi(·|s))us∣∣)
≤ 6. (93)
Similarly, ∑
a∈A
∣∣∣∣ d3piα(a|s)dα3
∣∣∣∣
α=0
∣∣∣∣ ≤∑
a∈A
∑
a′∈A
∣∣ua′uT∇3θ+αupiα(a|s)∣∣α=0 u∣∣
≤ 26 (94)
Then we can use Lemma A.4 with C ′ = 2, C ′′ = 6, C ′′′ = 26, and get
max
||u||2=1
∣∣∣∣∣ dV˜i(α)dα
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ 2(1− γi)2 ,
max
||u||2=1
∣∣∣∣∣ d2V˜i(α)dα2
∣∣∣∣∣
α=0
∣∣∣∣∣ ≤ 6(1− γi)2 + 8γi(1− γi)3 ≤ 8(1− γi)3 ,
max
||u||2=1
∣∣∣∣∣ d3V˜i(α)dα3
∣∣∣∣∣
α=0
.
∣∣∣∣∣ ≤ 26(1− γi)2 + 72γi(1− γi)3 + 48γ
2
i
(1− γi)4 ≤
48
(1− γi)4 (95)
This is equivalent to
||V piθ′i (µ)− V piθ′′i (µ)|| ≤
2
(1− γi)2 ||θ
′ − θ′′||,
||∇V piθ′i (µ)−∇V piθ′′i (µ)|| ≤
8
(1− γi)3 ||θ
′ − θ′′||, and
||∇2V piθ′i (µ)−∇2V piθ′′i (µ)|| ≤
48
(1− γi)4 ||θ
′ − θ′′||. (96)
Lemma A.6. The cross entropy regularizer is Lipschitz, has a Lipschitz gradient and a Lipschtz
Hessian, i.e.
||λRE(pi′θ)− λRE(pi′′θ )|| ≤ λ(
1√|A| + 1)||θ′ − θ′′||,
26
||∇θ′λRE(pi′θ)−∇θ′′λRE(pi′′θ )|| ≤
2λ
|S| ||θ
′ − θ′′||, and
||∇2θ′λRE(pi′θ)−∇2θ′′λRE(pi′′θ )|| ≤
6λ
|S| ||θ
′ − θ′′||. (97)
Proof. Define
ζ(θ) , −λRE(piθ) = λ|S||A|
∑
s,a
log piθ(a|s). (98)
We have
∇θsζ(θ) =
λ
|S| (
1
|A|1− piθ(·|s)),
∇2θsζ(θ) =
λ
|S| (−diag(piθ(·|s)) + piθ(·|s)piθ(·|s)
T ),
∂
∂θs,a′
∇2θsζ(θ) =
λ
|S| (−piθ(a
′|s)ea′eTa′ + piθ(a′|s)diag(piθ(·|s))
+ 2piθ(a
′|s)piθ(·|s)eTa′ − 2piθ(a′|s)piθ(·|s)piθ(·|s)T ). (99)
Now we can bound the norm of the gradient, the norm of the Hessian, and the norm of the third level
gradient.
||∇θζ(θ)|| =
∑
s
||∇θsζ(θ)||
≤ λ|S|
∑
s
|| 1|A|1− piθ(·|s)||
≤ λ|S|
∑
s
(
|| 1|A|1||+ ||piθ(·|s)||
)
≤ λ|S|
∑
s
(
1√|A| + 1
)
≤ λ( 1√|A| + 1). (100)
For any vector u ∈ R|S||A| with ||u||2 = 1,∣∣uT∇2θζ(θ)u∣∣ =
∣∣∣∣∣∑
s
uTs ∇2θsζ(θ)us
∣∣∣∣∣
≤ λ|S|
∑
s
∣∣uTs diag(piθ(·|s))us − uTs piθ(·|s)piθ(·|s)Tus∣∣
≤ 2λ|S|
∑
s
||us||2∞
≤ 2λ|S| ||u||
2
2
≤ 2λ|S| , (101)
where the first equality follows since ∇θs′∇θs′′ ζ(θ) = 0, ∀s′ 6= s′′. Using this method, we can
further get∣∣∣∣∣∣
∑
s′,a′
us′,a′u
T∇2θζ(θ)u
∣∣∣∣∣∣ =
∣∣∣∣∣∑
s
∑
a′
us,a′u
T
s ∇2θsζ(θ)us
∣∣∣∣∣
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≤ λ|S|
∑
s
∣∣∣∣∣−∑
a′
us,a′u
T
s piθ(a
′|s)ea′eTa′us
+
∑
a′
us,a′u
T
s piθ(a
′|s)diag(piθ(·|s))us
+ 2
∑
a′
us,a′u
T
s piθ(a
′|s)piθ(·|s)eTa′us
−2
∑
a′
us,a′u
T
s piθ(a
′|s)piθ(·|s)piθ(·|s)Tus
∣∣∣∣∣
≤ 6λ|S|
∑
s
||us||3∞
≤ 6λ|S| ||u||
3
3
≤ 6λ|S| , (102)
where the last inequality uses ||u||3 ≤ ||u||2. This implies that ζ(θ) is λ( 1√|A| + 1)-Lipschitz,
2λ
|S| -smooth, and has
6λ
|S| -Lipschitz Hessian.
B Supplementary material - experiment details
B.1 Drone Experiments
The framework used for the drone experiment is PEDRA [1], a 3D realistically stimulated drone
navigation platform powered by Unreal Engine. In the simulated environment, a drone agent is
equipped with a front-facing camera, and can implement actions to control its flight. To model the
problem as an MDP, the state is represented by the monocular RGB images captured by the camera
of the drone, which has dimension 103(height)× 103(width)× 3(color). There are a total number
of 25 actions, corresponding to the drone controlling the yaw and pitch by various angles. Reward is
calculated based on dynamic windowing of the simulated depth map, and is designed to encourage
the drone to stay away from obstacles, as used in [4].
We select 4 indoor environments on the PEDRA platform: indoor long, indoor cloud, indoor frogeyes,
and indoor pyramid. They contain widely different lighting conditions, wall colors, furniture objects,
and hallway structures (Fig. 3).
Indoor_long Indoor_cloud Indoor_frogeyes Indoor_pyramid
Figure 3: Environments used in drone navigation.
Every agent uses a 5-layer neural network as the function approximation. The exact architecture is
shown in Figure 4. The agents use the ADAM optimizer with a constant step size of 1e-4, β1 = 0.9,
and β2 = 0.999. Each agent computes the local gradient using the REINFORCE algorithm, with the
discounted cumulative reward estimated by the every visit Monte-Carlo method. Communication
happens every episode, and follows a cyclic communication graph. The same discount factor γ = 0.99
is used by all agents. The weight of the cross entropy regularizer is chosen to be 0.03. We train the
agents for 4000 episodes. Using two RTX2080 GPUs, the training takes 25 hours to complete.
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Figure 4: Network architecture for drone experiments
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Figure 5: Network architecture for Atari game experiments
B.2 Multi-task Atari game experiments
In this experiment, we consider 3 games: Breakout, Space Invaders, and Pong. We use a 4-layer
neural network to approximate the policy function, which takes the state features as input, and outputs
the probability of taking each action in the state. The raw pixel image dimension of the games is
210× 160. Similar to [25], we cut off the top and bottom rows of the images, and downsample the
image to dimension 84× 80. We use the current frame along with the previous 3 frames to represent
a state, which reveals the velocity and acceleration information necessary for some games. This
makes the input dimension to the neural network 84× 80× 4. The action space varies from game to
game. In Breakout, there are 4 possible actions, {NOPE, FIRE, RIGHT, LEFT}. In Space Invaders
and Pong, there are 6 possible actions: {NOPE, FIRE, RIGHT, LEFT, RIGHT_FIRE, LEFT_FIRE}.
To handle the mismatch in action space, we make all agents output a 6-dimensional policy vector, but
in Breakout, we never sample or update the parameters of the two actions non-native to Breakout.
Our neural network has 2 convolutional layers followed by 2 fully connected layers. Its complete
architecture is shown in Figure 5.
To stabilize training, we standardize rewards across games: all positive, negative, and zeros rewards
are clipped to 1, -1, and 0, respectively. In addition, we restrict the norm of each gradient update to
be 0.1 or smaller.
In the training phase, the agents run the decentralized REINFORCE algorithm for 4000 episodes,
communicating with neighbor at the end of every episode according to a line graph. On an RTX2080,
the training takes 20-30 hours to complete. The same discount factor γ = 0.99 is used across all
29
games. We use the ADAM optimizer with a constant step size of 1e-4, β1 = 0.9, and β2 = 0.999.
Each agent computes the local gradient using the REINFORCE algorithm, with the discounted
cumulative reward estimated by the every visit Monte-Carlo method. The weight of the cross entropy
regularizer is chosen to be 0.3.
To evaluate the performance of a policy on the multi-task objective function (4), we play every game
using the policy for 100 episodes, and compute the sum of the returns in all game. A policy is
considered better than another if it achieves higher sum of the returns from all games.
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