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Abstract
We study the limit as ε goes to 0+ of the sequence (uε)ε>0 of solutions to the Dirichlet problem
for the weakly degenerate quasilinear parabolic operators
Hε(t, x, .) :u → ∂tu+
p∑
i=1
∂xi fi(t, x, u)
+ g(t, x,u)− εφ(u),
subject to an inner bilateral constraint in an open bounded domain of Rp , 1  p < +∞. We first
establish the existence of uε by coupling the method of penalization with that of artificial viscosity.
The uniqueness proof for uε is based on the technique of doubling the time variable and on an
assumption on the local behavior of f(. , . , φ−1(.)). An L∞-estimate for (uε)ε>0 is used to take the
limit with ε through to the notion of entropy process solution.
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1.1. Physical motivations
We are interested in the evolution of any effluent c within the flow of substances moving
in the subsoil. The first simplified modelling consists in taking into account but one phase
saturating the soil, made of two components without any chemical interactions: water and
component c. We assume that the distribution of temperatures T and the pressure field P of
the fluid phase are determined, sufficiently smooth functions. Then, we refer to P. Bia and
M. Combarnous [5] to transcript the mass conservation law for c and we take into account
the existence of some saturation thresholds θ1,c(T ,P ) and θ2,c(T ,P ): beyond those the
appearance of a new phase (liquid or solid) for the same number of components changes
the thermodynamical nature of the system, which cannot be described through a simplified
balance equation. This way, the relations ruling the mass fraction ωc are formally given by:
ρ(T ,ωc)
{
∂tωc − k(x)
µ(ωc)
∇ωc.
(∇P − ρ(T ,ωc)g)
}
= Div[K(x)ρ(T ,ωc)∇ωc] on [θ1 <ωc < θ2], (1)
ρ(T ,ωc)
{
∂tωc − k(x)
µ(ωc)
∇ωc.
(∇P − ρ(T ,ωc)g)
}
Div
[
K(x)ρ(T ,ωc)∇ωc
]
on [θ1 <ωc = θ2], (2)
ρ(T ,ωc)
{
∂tωc − k(x)
µ(ωc)
∇ωc.
(∇P − ρ(T ,ωc)g)
}
Div
[
K(x)ρ(T ,ωc)∇ωc
]
on [θ1 = ωc < θ2]. (3)
In relations (1)–(3), k denotes the absolute permeability at the point x, µ being the dynamic
viscosity of the fluid phase and ρ(T ,ωc) its density, defined by the composition ωc at
temperature T . Lastly, g is the gravity acceleration vector. Furthermore, the molecular
diffusion–dispersion effects have been taken into account through the tensor K(x). But
depending on the geological nature of the subsoil these effects may be neglected in favor
of the effluent’s transport ones. In this situation the evolution of ωc is ruling by a first-order
quasilinear operator. Therefore this justifies the study of the approximation of first-order
bilateral obstacle problems through parabolic degenerate ones, associated with the same
obstacle condition.Other obstacle problems in mechanics and physics may be found in [9,20]. . .
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Let us consider a positive and finite real T and a subdomain Ω of Rp , p  1, with a Lip-
schitz boundary Γ = ∂Ω . We introduce a nonnegative measurable and bounded function
θ on Ω and a measurable function u0 on Ω such that
0 u0  θ a.e. on Ω,
this obstacle condition resulting from a general bilateral constraint, after a translation for
the unknown. So we introduce a first-order quasilinear operator with a reaction term
H(t, x, .) :u → ∂tu+
p∑
i=1
∂xi
(
fi(t, x,u)
)+ g(t, x,u),
and the perturbed one, for each value of the parameter ε in ]0, ε0],
Hε(t, x, .) :u → H(t, x,u)− εφ(u),
where φ is a nondecreasing Lipschitzian function such that
L1
({
x ∈ R, φ′(x) = 0})= 0, (4)
and Lp refers to the Lebesgue measure on Rp , p  1.
Then the aim of this paper is to focus on the formal free boundary value problem for
any positive parameter ε: find a measurable function uε on Q such that
0 uε  θ a.e. on ]0, T [ ×Ω, (5)
Hε(t, x, uε) = 0 on [0 < uε < θ ], (6)
Hε(t, x, uε) 0 on [0 < uε = θ ], Hε(t, x, uε) 0 on [uε = 0 < θ ], (7)
uε = 0 on ]0, T [×Γ, uε(0, .) = u0 on Ω, (8)
and to study the limit as ε goes to 0+ of the sequence (uε)ε>0.
In [14] we have already established a singular perturbations result for a class of qua-
silinear degenerate parabolic–hyperbolic operators associated with a forced positiveness
condition. For smooth enough initial data this special situation allows us to prove the ex-
istence of weak solutions to the corresponding parabolic degenerate inequality that are
bounded functions with bounded variations. We take advantage of this regularity to obtain
a uniqueness result for the second-order problem and to pass to the limit with respect to
the viscous parameter as the sequence of approximate solutions is uniformly bounded in
BV ∩L∞.
The main feature of this work is first to obtain an existence and uniqueness result for the
same class of parabolic operators but now associated with a nonconstant bilateral constraint
and by relaxing as much as possible the smoothness assumptions on the initial data and on
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us to assume that the obstacle constraints are constant with respect to the time variable
and we formulate an assumption on the local behavior of the transport term. Namely, we
first provide in Section 2 the definition of a weak solution uε to (5)–(8). The uniqueness
proof for uε uses a doubling of the time variable only and requires an assumption on the
local behavior of f(., ., φ−1(.)), to deal with the convective term in Hε . The existence of
uε is stated thanks the vanishing viscosity and penalization methods. Besides the sequence
(uε)ε>0 being uniformly bounded in L∞(]0, T [×Ω) the properties of bounded sequences
in L∞ and their consequences that we owe to R. Eymard, T. Gallouët and R. Herbin [10]
permit to pass to the L∞(]0, T [×Ω)-weak star limit in Section 3. Thence when ε goes to
0+, (uε)ε>0 provides an L1-approximation of the weak entropy solution to the bilateral
obstacle problem for the corresponding quasilinear first-order operator.
Remark 1.1. Assumption (4) on φ means that we restrict our study to the situation of a
weakly degenerate parabolic–hyperbolic operator. The fact that φ−1 exists and is a con-
tinuous function will play an important role for the existence and uniqueness property to
(5)–(8).
1.3. Assumptions on data
In the sequel, for any s of [0, T ], Qs stands for the cylinder ]0, s[×Ω (with the con-
vention Q ≡ QT ) and Σs denotes the lateral boundary ]0, s[×Γ (with the convention
Σ ≡ ΣT ).
The vector ν denotes the unit outer normal vector defined a.e. on Γ and “sgnλ” the
Lipschitzian and bounded approximation of the function “sgn” given for any positive λ
and for all nonnegative real x by:
sgnλ(x) = min
(
x
λ
,1
)
and sgnλ(−x) = −sgnλ(x).
Let X and Y be two Hilbert spaces. Then
W(0, T ;X;Y) ≡ {w ∈ L2(0, T ;X), ∂tw ∈ L2(0, T ;Y)},
is an Hilbert space used with the graph’s norm.
Now we assume that the data fulfill the following requirements:
• θ is an element of W 1,+∞(Ω), θ  0 a.e. on Ω . This smoothness assumption is given
by the study in [15] of the uniqueness property to the bilateral obstacle problem for
first-order. This hypothesis is clearly sufficient to study the second-order problem since
it appears (2.2) that we may provide a notion of a measurable and bounded solution
to (5)–(8) as soon as θ is in L∞(Ω). From this point of view, less regular situations
may be investigated. Besides, due to the weakness of the solutions investigated for
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L2(Ω):
Kθ =
{
w ∈ L2(Ω), 0 v  θ a.e. in Ω}.
• u0 is an element of H 10 (Ω)∩Kθ .• The reaction term g is a Caratheodory function on Q × R such that there exist some
nonnegative c1 and c2 in L∞(Q) satisfying for a.e. (t, x) in Q.
∀λ ∈ R, ∣∣g(t, x, λ)∣∣ c1(t, x)|λ| + c2(t, x).
Then we set ci(g) = ‖ci‖L∞(Q), i = 1,2.
• The flux f is continuous on Q × R and the partial derivatives ∂xi fi , i = 1, . . . , p, are
Caratheodory functions on Q×R such that there exist some nonnegative c′1,i and c′2,i
in L∞(Q) satisfying for a.e. (t, x) in Q,
∀λ ∈ R, ∣∣∂xi fi(t, x, λ)∣∣ c′1,i (t, x)|λ| + c′2,i (t, x).
Then we denote c′i (f) = maxj∈{1,...,p} ‖c′i,j‖L∞(Q), i = 1,2.
Let us observe that the previous assumptions ensure the existence of the time-depending
function M(t) defined for any t of [0, T ] by:
M(t) = K1K2
(
eK1t − 1)+ ‖θ‖L∞(Ω)eK1t (9)
where Ki = ci(g)+ c′i (f), i = 1,2.
We now assume that the next local hypotheses are fulfilled:
• φ belongs to W 1,+∞(]−M(T ),M(T )[) with φ(0) = 0 and such that relation (4) holds.
• The functions f and g are Lipschitzian with respect to their third variable u in
[−M(T ),M(T )], uniformly with respect to (t, x) in Q and respectively with constants
Mf and Mg .
• ∀(t, x) ∈ Q the function
ζ → f(t, x,φ−1(.)) is Lipschitzian on [0, φ(‖θ‖L∞(Ω))] (10)
with a constant independent from (t, x) in Q.
Besides, to ensure the uniqueness property for the first-order problem:
• The functions ∂t f and ∂xi f, i ∈ {1, . . . , p}, are Lipschitzian with respect to u in[0,‖θ‖L∞(Ω)], uniformly with respect to (t, x) in Q.
Lastly there exists c′4 in L∞(Q) such that:[
∞
] ∥∥ ∥∥∀λ ∈ 0,‖θ‖L (Ω) , ∂t f(t, x, λ) p  c4(t, x).
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enough to state the uniqueness property for the bilateral obstacle problem to the second-
order operator Hε . The mathematical tools presented here do not allow us to do without
them. A radically different mathematical approach has to be found.
2. On the degenerate parabolic–hyperbolic problem
Let us first provide the variational formulation for (5)–(8) by distinguish the two sit-
uations whether we have an information about the regularity of the time-derivative of a
solution or not. Hence:
Definition 2.1. A measurable function u is a strong solution to (5)–(8) if and only if:
u(t, .) ∈ Kθ for a.e. t in ]0, T [, (11)
∂tu ∈ L2
(
0, T ;H−1(Ω)), φ(u) ∈ W (0, T ,H 10 (Ω),L2(Ω)), (12)
u(0, .) = u0 a.e. in Ω, (13)
and for any measurable function v of Kθ with φ(v) element of H 10 (Ω),
〈
∂tu,φ(v)− φ(u)
〉+ ε ∫
Ω
(∇φ(u)− f(t, x,u)).∇(φ(v)− φ(u))dx
+
∫
Ω
g(t, x,u)
(
φ(v)− φ(u))dx  0, (14)
for a.e. t in ]0, T [.
Remark 2.1. The link between Definition 2.1 and the formal presentation (5)–(8) can be
achieved this way: in (14) we may take the test-function
v = φ−1
(
φ(u)− λζ‖ζ‖∞ sgnλ
(
φ(u)− φ(kθ)))
where k belongs to [0,1], λ to R∗+ and ζ to D+(Q). Then,
−
T∫
0
〈
∂tu, sgnλ
(
φ(u)− φ(kθ))ζ 〉dt
− ε
∫ (∇φ(u)− f(t, x,u)).[sgnλ(φ(u)− φ(kθ))ζ ]dx dt
Q
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∫
Q
g(t, x,u)sgnλ
(
φ(u)− φ(kθ))ζ dx dt  0.
Suppose now that u is smooth enough to perform the following calculations. It comes:∫
Q
Hε(t, x, u)sgnλ
(
φ(u)− φ(kθ))ζ dx dt  0.
Passing to the λ-limit and using the fact that φ is strictly increasing provide:
∀ζ ∈D+(Q),
∫
Q
Hε(t, x, u)sgn(u − kθ)ζ dx dt  0.
As a consequence, Hε(t, x, u)sgn(u− kθ) 0 on Q. Considering the two situations k = 0
and k = 1 gives (6) and (7).
Conversely, let u satisfying formally (5)–(8) and let v be a test-function as in Defini-
tion 2.1. Assume u smooth enough to write the next equality∫
Q
Hε(t, x, u)
(
φ(v)− φ(u))dx dt
=
∫
[u=0<θ]
Hε(t, x, u)φ(v)dx dt +
∫
[0<u=θ]
Hε(t, x, u)
(
φ(v)− φ(θ))dx dt
+
∫
[u=0=θ]
Hε(t, x, u)φ(v)dx dt,
where the first two terms in the right-hand side are nonnegative, the last term being equal
to 0 (thanks to the bilateral constraint on v).
Remark 2.2. To understand (13), we observe that since φ(u) is an element W(0, T ,H 10 (Ω),
L2(Ω))∩L∞(Q) then t → φ(u)(t, .) is continuous from [0, T ] in L2(Ω) and then for any
t of [0, T ], φ(u)(t, .) belongs to L∞(Ω); φ−1 being continuous, u(t, .) ≡ φ−1(φ(u)(t, .))
defines, for any t of [0, T ], an element of L∞(Ω).
In the situation considered here, we need a weakened Definition 2.1. So it will be said
that:
Definition 2.2. A measurable function u is a weak solution to (5)–(8) if and only if,
u(t, .) ∈ Kθ for a.e. t in ]0, T [, (15)
φ(u) ∈ W (0, T ,H 10 (Ω),L2(Ω)), (16)u(0, .) = u0 a.e. in Ω, (17)
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W(0, T ;H 10 (Ω),L2(Ω)), φ(v)(T , .) = φ(u)(T , .) a.e. in Ω ,
∫
Q
∂tφ(v)
(
φ(v)− φ(u))dx dt + ε ∫
Q
(∇φ(u)− f(t, x,u)).∇(φ(v)− φ(u))dx dt
+
∫
Q
g(t, x,u)
(
φ(v)− φ(u))dx dt − ∫
Q
(
u− φ(v))∂t(φ(v)− φ(u))dx dt
+
∫
Ω
(
u0 − φ(v)(0, .)
)(
φ(u0)− φ(v)(0, .)
)
dx  0. (18)
Initial condition (17) is justified as (13) in Remark 2.2. Furthermore, we connect the
two previous definitions through the next property:
Proposition 2.1. Any strong solution to (5)–(8) is a weak solution.
Proof. Let u be a strong solution to (5)–(8). To establish that u is a weak solution the
argumentation only focuses on the integration by parts of the duality brackets 〈∂tu,φ(v)−
φ(u)〉. With this view, we remind the classical embeddings stated in [7, 3, Chapter XVIII]:
W
(
0, T ;H 10 (Ω);L2(Ω)
)
↪→ C([0, T ];X),
W
(
0, T ;L2(Ω);H−1(Ω)) ↪→ C([0, T ];X′),
where X = (H 10 (Ω),L2(Ω))1/2 is the 1/2-interpolated space between H 10 (Ω) and L2(Ω))
and X′ its topological dual, namely (L2(Ω),H−1(Ω))1/2. Let us denote 〈〈., .〉〉 the pairing
between X and X′. Then,
T∫
0
〈
∂tu,φ(v)− φ(u)
〉
dt
=
T∫
0
〈
∂t
(
u− φ(v)), φ(v)− φ(u)〉dt + ∫
Q
∂tφ(v)
(
φ(v)− φ(u))dx dt,
where
T∫ 〈
∂t
(
u− φ(v)), φ(v)− φ(u)〉dt0
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∫
Q
(
u− φ(v))∂t(φ(v)− φ(u))dx dt
+ 〈〈(u− φ(v))(T , .), (φ(v)− φ(u))(T , .)〉〉
− 〈〈(u− φ(v))(0, .), (φ(v)− φ(u))(0, .)〉〉.
Now, for a test-function v such that φ(v)(T , .) = φ(u)(T , .) the result follows (note that
φ(v)(t, .), φ(u)(t, .), u(t, .) at t = 0 being elements of L∞(Ω), the duality bracket 〈〈., .〉〉
becomes an integral in L2(Ω)). 
2.1. Uniqueness of a weak solution to (5)–(8)
The proof uses a method of doubling the time variable connected with a suitable time
integration by parts formula. This has been possible as long as the constraint θ is constant
in time. Concerning the treatment of the convective term we take advantage of hypothesis
(10). If f does not depend on the time variable (consider the situation when f = ϕ(.)∇P
where the “pressure” P is supposed to be stationary), then it reduces to ask that for every
x in Ω , ζ → f(x,φ−1(ζ )) is Hölder-continuous on [0, φ(‖θ‖L∞(Ω))] with a constant in-
dependent from x and with an exponent at least 1/2 (see [11, Chapter 3]). Here we have:
Proposition 2.2. Assume that (10) holds. If u1 and u2 are two weak solutions to (5)–(8)
for initial data u0,1 and u0,2 respectively then:
for a.e. t in ]0, T [,
∫
Ω
∣∣u1(t, x)− u2(t, x)∣∣dx 
∫
Ω
|u0,1 − u0,2|dxeMgt . (19)
Proof. In (18) for u1 written in variables (t, x) we consider
v1(t, x) = φ−1
(
φ(u1)(t, x)− λαµ‖αµ‖∞ sgnλ
(
φ(u1)(t, x)− φ(u2)
(
t˜ , x
)))
,
and in (18) for u2 written in variables (t˜ , x) the test-function
v2
(
t˜ , x
)= φ−1(φ(u2)(t˜ , x)+ λαµ‖αµ‖∞ sgnλ
(
φ(u1)(t, x)− φ(u2)
(
t˜ , x
)))
.
Lastly for any positive µ,
αµ
(
t, t˜
)= γ( t + t˜
2
)
ρµ
(
t − t˜
2
)
,
where γ is an element of D+(]0, T [) and µ is small enough for αµ to belong to
D+(]0, T [×]0, T [), (ρµ)µ>0 being the standard mollified sequence on R.
We perform some integration by parts with respect to the time variable by considering
that αµ has a compact support in ]0, T [×]0, T [. When we add up, it comes:
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]0,T [×Q
u1∂t
(
sgnλ
(
φ(u1)− φ
(
u˜2
))
αµ
)
dq dt˜
+
∫
]0,T [×Q
u˜2∂t˜
(
sgnλ
(
φ(u1)− φ
(
u˜2
))
αµ
)
dq dt˜
−
∫
]0,T [×Q
{
f(q,u1)− f
(
q˜, u˜2
)}
.∇sgnλ
(
φ(u1)− φ
(
u˜2
))
αµ dq dt˜
+
∫
]0,T [×Q
{
g(q,u1)− g
(
q˜, u˜2
)}
sgnλ
(
φ(u1)− φ
(
u˜2
))
αµ dq dt˜
−
∫
]0,T [×Q
∇{φ(u1)− φ(u˜2)}.∇sgnλ(φ(u1)− φ(u˜2))αµ dq dt˜ .
So as to simplify the writing we add a “tilde” superscript to any function in the t˜ variable;
q stands for (t, x) while q˜ stands for (t˜ , x).
To deal with the two first terms in the left-hand side, we need the next result based on a
convexity inequality. It gives an integration formula in the same spirit as in [6] or as in [11,
the Mignot–Bamberger Lemma]:
Lemma 2.1. Let u be a measurable and bounded function (by a constant M) on Q and β a
nondecreasing and continuous function on [−M,M], such that ∂tβ(u) belongs to L1(Q).
Then, for any α of C1+([0, T ]) such that α(T ) = α(0) = 0, the next integration formula
holds:
∫
Q
u∂t
(
β(u)α
)
dx dt =
∫
Q
( u∫
0
β(r)dr
)
∂tα dx dt.
Proof. We first establish the desired equality for α in D+(]0, T [). A density argument will
provide the property for α in C1+([0, T ]) such that α(T ) = α(0) = 0. Let us write:
∫
Q
u∂t
(
β(u)α
)
dx dt = lim
δ→0+
∫
Ω
T−δ∫
0
u
α(t + δ)β(u)(t + δ)− α(t)β(u)(t)
δ
dt dx.
On the one hand we change the variable t by translation and on the other hand we use the
fact that α has a compact support in ]0, T [. Then:
∫
u∂t
(
β(u)α
)
dx dt = lim+
∫ T∫
α(τ)β(u)(τ, x)
u(τ − δ, x)− u(τ, x)
dτ dx.Q
δ→0
Ω δ
δ
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(
u(τ − δ, x)− u(τ, x))β(u)(τ, x)
u(τ−δ,x)∫
u(τ,x)
β(r)dr.
Thus by denoting Z(t, x) = ∫ u(t,0)
x
β(r)dr , it comes:
∫
Q
u∂t
(
β(u)α
)
dx dt  lim
δ→0+
∫
Ω
T∫
δ
α(τ )
Z(τ − δ, x)−Z(τ, x)
δ
dτ dx.
Again we use a change of the time variable by translation and the fact that α has a compact
support in ]0, T [ to transform the right-hand side of the previous inequality. We obtain:
∫
Q
u∂t
(
β(u)α
)
dx dt  lim
δ→0+
∫
Ω
T−δ∫
0
Z(λ,x)
α(λ + δ)− α(λ)
δ
dλdx.
The reverse inequality is established by writing
∫
Q
u∂t
(
β(u)α
)
dx dt = lim
δ→0+
∫
Ω
T∫
δ
u
α(t)β(u)(t) − α(t − δ)β(u)(t − δ)
δ
dt dx
and using the convexity inequality
(
u(τ, x)− u(τ + δ, x))β(u)(τ, x)
u(τ,x)∫
u(τ+δ,x)
β(r)dr,
which concludes the proof of Lemma 2.1. 
Remark 2.3. The formula stated Lemma 2.1 is still valid when β also depends on the space
variable x in Ω as soon as for any x in Ω , λ → β(x,λ) is nondecreasing and continuous
and for all λ in [−M,M], x → β(x,λ) is measurable and bounded on Ω . Besides, the
lower bound 0 in the right-hand side may be turned into v(x) for any measurable and
bounded (by M) function v on Ω .
Now, let us go back to the proof of Proposition 2.2. Thanks to Lemma 2.1 the following
inequality holds:
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∫
]0,1[×Q
( u1∫
u˜2
sgnλ
(
φ(r)− φ(u˜2))dr
)
∂tαµ dq dt˜
+
∫
]0,T [×Q
( u˜2∫
u1
sgnλ
(
φ(u1)− φ(r)
)
dr)∂t˜αµ dq dt˜
−
∫
]0,T [×Q
{
f(q,u1)− f
(
q, u˜2
)}
.∇sgnλ
(
φ(u1)− φ
(
u˜2
))
αµ dq dt˜

∫
]0,T [×Q
{
f
(
q, u˜2
)− f(q˜, u˜2)}.∇sgnλ(φ(u1)− φ(u˜2))αµ dq dt˜
−
∫
]0,T [×Q
{
g(q,u1)− g
(
q˜, u˜2
)}
sgnλ
(
φ(u1)− φ
(
u˜2
))
αµ dqdt˜ . (20)
In order to pass to the limit with respect to λ in the convective terms we use hypothesis
(10): on the one hand, it ensures that the third left-hand side term goes to 0 thanks to the
Sack’s Lemma and on the other hand, it warrants that f(q, u˜2) and f(q˜, u˜2) are elements
of L2(0, T ;H 1(Ω)) and so we may integrate by parts the first right-hand side term. The
function φ being strictly increasing, it follows:
−
∫
]0,1[×Q
∣∣u1 − u˜2∣∣(∂tαµ + ∂t˜αµ)dq dt˜
−
∫
]0,T [×Q
sgn
(
u1 − u˜2
)
Divx
{
f
(
q, u˜2
)− f(q˜, u˜2)}αµ dq dt˜
−
∫
]0,T [×Q
{
g(q,u1)− g
(
q˜, u˜2
)}
sgn
(
u1 − u˜2
)
αµdq dt˜ .
We come back to the definition of αµ to express its partial derivatives with respect to t
and t˜ . Then we are able to pass to the limit with µ through the classical argument of the
Lebesgue points for an integrable function on ]0, T [. Observe that the smoothness of f
ensures that the first right-hand side term of the above inequality goes to 0 with µ. Finally,
−
∫
Q
|u1 − u2|γ ′ dq −
∫
Q
{
g(q,u1)− g(q,u2)
}
sgn(u1 − u2)γ dq.
The end of the proof is classical: it uses the Lipschitz condition for g and a piecewise
linear approximation of I]0,t[, t given outside of a set of measure zero. Thanks to (17) and
to Gronwall’s Lemma we complete the proof.
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We use the classical vanishing viscosity method that introduces, for each value of the pa-
rameter δ in ]0, δ0], a regularized problem obtained by turning φ into φδ ≡ φ+ δIdR. Then,
by coming back to the naturally associated penalized problem, we give some δ-uniform a
priori estimates for the sequence (uε,δ)δ>0 that are sufficient to characterize its limit uε
when δ goes to 0+. In addition, it will also provide some sufficient a priori estimates to
study the behavior of the sequence (uε)ε>0, as ε goes to 0+. Indeed:
Theorem 2.1. For any positive ε, the problem (5)–(8) has a weak solution uε in the sense
of Definition 2.2. Besides there exists a constant C independent from ε in ]0, ε0] such that:
ε1/2
∥∥Φ(uε)∥∥L2(0,T ;H 10 (Ω))  C, (21)
where Φ(u) = ∫ u0 (φ′(τ ))1/2 dτ .
Proof. To begin with, let us state:
Lemma 2.2. The parameters ε and δ being fixed, the bilateral obstacle problem for the
nondegenerate parabolic operator
Hε,δ(t, x, .) :u → Hε(t, x, u)− δu
has a unique strong solution uδε in H 1(Q) ∩ L∞(0, T ;H 10 (Ω)) in the sense of Defini-
tion 2.1. It satisfies the δ-uniform estimates:
ε1/2
∥∥Φδ(uδε)∥∥L2(0,T ;H 10 (Ω))  C, (22)
∀s ∈]0, T ], ε1/2∥∥∂tΦδ(uδε)∥∥L2(Qs) + ε∥∥φδ(uδε)(s, .)∥∥H 10 (Ω)  C, (23)
where C is a constant independent from ε.
Proof. The existence property for uδε is quite classical. It is based on the penalization
method that introduces the penalized operator in L2(Ω),
1
η
β(x, .) :u → 1
η
(−u− + (u − θ)+)
for each value of the positive parameter η, and the corresponding diffusion–convection–
reaction problem whose existence and uniqueness property follow from [12, Chapters 5–6]:
find uδε,η in L∞(0, T ;H 10 (Ω))∩L∞(Q) ∩H 1(Q) such that φδ(uδε,η) belongs to L2(0, T ;
H 2(Ω)), and satisfying uδε,η(0, .) = u0 a.e. in Ω and
(
δ
) 1 ( δ )Hε,δ t, x, uε,η = −ηβ x,uε,η a.e. in Q. (24)
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sequence (uδε,η)η>0.
First of all, through to a cut-off method in L1 we establish:
∀t ∈ [0, T ], ∣∣uδε,η(t, x)∣∣M(t) for a.e. x ∈ Ω, (25)
where M(t) is given by (9).
We now consider the L2(Q)-scalar product between (24) and the test-function
sgnλ(uδε,η). We observe that due to the Lebesgue dominated convergence theorem:
lim
λ→0+
∫
Q
β
(
x,uδε,η
)
sgnλ
(
uδε,η
)
dx dt =
∫
Q
((
uδε,η
)− + (uδε,η − θ)+)dx dt.
Then, as a result of (25) and of Sack’s Lemma (to pass to the limit in the convective term)
we deduce the existence of a constant C1 independent from any parameter, such that:
1
η
∥∥(uδε,η)− + (uδε,η − θ)+∥∥L1(Q)  C1. (26)
We take the L2(Q)-scalar product between (24) and uδε,η . We remark that a.e. on Q,
β(x,uδε,η) 0. Furthermore we integrate by parts the convective term to write the equality:
−
∫
Q
f
(
t, x, uδε,η
)
.∇uδε,η dx dt
= −
∫
Q
∇
( uδε,η∫
0
f(t, x, τ )dτ
)
dx dt +
∫
Q
( uδε,η∫
0
Div f(t, x, τ )dτ
)
dx dt.
For the first term in the right-hand side, we refer to the boundary conditions for uδε,η , the
second one is bounded thanks to (25) and to smoothness assumptions on f. This way, there
exists of a constant C2 independent from any parameter, such that:
ε
∥∥∇Φδ(uδε,η)∥∥2L2(Q)  C2. (27)
Now for any s in ]0, T ], we take the L2(Qs)-scalar product between (24) and the func-
tion ε∂tφδ(uδε,η). Thanks to the density of D(0, T ;H 2(Ω)∩H 10 (Ω)) in W(0, T ;H 2(Ω)∩
H 10 (Ω);L2(Ω)), the diffusive term is integrated by parts (see in [14]). For the penalized
term we write successively:
ε
∫ (
uδε,η − θ
)+
∂tφδ
(
uδε,η
)
dx dtη
Qs
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η
∫
Qs
(
uδε,η − θ
)+
φ′δ
(
uδε,η
)
∂tu
δ
ε,η dx dt
= ε
η
∫
Qs
(
uδε,η − θ
)+
φ′δ
((
uδε,η − θ
)+ + θ)∂t(uδε,η − θ)+ dx dt
= ε
η
∫
Qs
∂t
( (uδε,η−θ)+∫
0
τφ′δ(τ + θ)dτ
)
dx dt
= ε
η
∫
Ω
( (uδε,η(s,.)−θ)+∫
0
τφ′δ(τ + θ)dτ
)
dx  0,
the last equality resulting from the fact that u0 belongs to Kθ . If we do the same with the
term −(u)− in β we prove that the penalized term is nonnegative. Beside, we develop the
divergence term under the form:
∫
Qs
∂uf
(
t, x, uδε,η
)
ε1/2∇Φδ
(
uδε,η
)
ε1/2∂tΦδ
(
uδε,η
)
dx dt
+
p∑
i=1
∫
Qs
∂xi fi
(
t, x, uδε,η
)
2ε1/2
(
φ′δ
(
uδε,η
))1/2 ε1/2
2
∂tΦδ
(
uδε,η
)
dx dt.
The Young inequality and (25) highlight the existence of some constants C′, C′′, C′′′ such
that each term is respectively estimated by:
C′ ε
2
∥∥Φδ(uδε,η)∥∥2L2(0,s;H 10 (Ω)) + ε2
∥∥∂tΦδ(uδε,η)∥∥2L2(Qs),
C′′ ε
8
∥∥∂tΦδ(uδε,η)∥∥2L2(Qs) + 2εC′′′.
The same reasoning with the reactive term finally provides the existence a constant C3,
independent from any parameter, such that
ε
4
∥∥∂tΦδ(uδε,η)∥∥2L2(Qs) + ε
2
2
∥∥φδ(uδε,η)(s, .)∥∥2H 10 (Ω)  C3 + ε
2
2
∥∥φδ(u0)∥∥2H 10 (Ω). (28)
As a consequence of (25)–(28) for fixed ε and δ, the sequence (uδε,η)η>0 goes to
uδε weakly in H 1(Q) and strongly in C0([0, T ];Lq(Ω)), 1  q < +∞. Furthermore
(φδ(u
δ
ε,η))η>0 goes to φδ(uδε) weakly in W(0, T ;H 10 (Ω);L2(Ω)) and uδε fulfills (22), (23),which concludes the proof of Lemma 2.2. 
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bounded in L∞(Q) and (φδ(uδε))δ>0 at least remains in a bounded set of H 1(Q). As
a result, the compactness embedding of the latter space into L2(Q) and the continu-
ity of φ−1 provide the existence of a measurable function uε and a subsequence—still
denoted (uδε)δ>0—such that, when δ goes to 0+, (uδε)δ>0 goes to uε in Lq(Q), 1 
q < +∞, and a.e. on Q and (φδ(uδε))δ>0 goes to φ(uε) weakly in H 1(Q) and strongly
in C0([0, T ];L2(Ω)). Thus bilateral obstacle condition (5) for uε follows from the one
fulfilled by uδε and the initial condition in (8) comes from that satisfied by uδε , from
the continuity of φ−1 and to the strong convergence of (φδ(uδε))δ>0 toward φ(uε) in
C0([0, T ];L2(Ω)). Let us observe that the homogeneous Dirichlet condition in (8) has
to be understood in the sense φ−1(φ(uε)|Σ) = 0. To obtain (18) we argue that since uδε
is a strong solution to (5)–(8), so it is also a weak solution. Passing to the δ-limit in (18)
for uδε provides the result. Estimate (21) for comes from (22) that completes the proof of
Theorem 2.1.
Remark 2.4. (i) As θ depends on the space variable and since we release the smooth-
ness assumptions on data as much as possible, we may not obtain δ-uniform estimates for
(uδε)δ>0 in W 1,1(Q) as we did in the special framework [14].
(ii) The regularity of u0 ensures that (23) holds as a consequence of (28). This esti-
mate provides some smoothness for ∂tφ(uε) and (thanks to the continuity of φ−1) a strong
convergence property in Lq(Q), 1 q < +∞, and a.e. on Q for the sequence (uδε)δ>0.
(iii) The existence property stated in Theorem 2.1 is still valid when θ is in W 1,+∞(Q).
This time-dependence only entails some additional calculations for the statement of (28).
Indeed using a series of integrations by parts with respect to t , we may write:
ε
η
∫
Qs
(
uδε,η − θ
)+
∂tφδ
(
uδε,η
)
dx dt = I1 + I2,
where thanks to (26),
I1 = ε
η
∫
Qs
( (uδε,η−θ)+∫
0
φ′δ(τ + θ)dτ
)
∂t θ dx dt  ε
∥∥φ′δ∥∥L∞‖∂t θ‖L∞(Q)C1,
I2 = ε
η
∫
Ω
( (uδε,η−θ)+(s,x)∫
0
τφ′δ(τ + θ)dτ
)
dx dt  0.
Note that if we strengthen some smoothness hypothesis, we also have:
Corollary 2.1. Assume that the additional requirements are fulfilled:
( ] [ )φ ∈ W 2,+∞ −M(T ),M(T ) and θ ∈ L∞(Q).
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Proof. To conclude, we have to establish that the strong solution uδε highlighted Lemma 2.2
fulfills
∥∥∂tuδε∥∥L2(0,T ;H−1(Ω)) C,
where C is a constant independent from δ. In fact, the previous estimate holds as long as
it is true for uδε,η . With this view, we consider the L2(Q)-scalar product between (24) and
1
η
β(x,uδε,η). We just focus on the diffusion term, the other ones not causing any difficulty.
To simply the writing, we forget indexes. Using an integration by parts provides:
I = − ε
η
∫
Q
∇u−.∇φ(u)dx dt + ε
η
∫
Q
∇(u− θ)+.∇φ(u)dx dt ≡ I1 + I2.
We remark that I1 is nonnegative and we write I2 under the form
I2 = ε
η
∫
Q
φ′(u)∇(u − θ)+.∇(u− θ)dx dt + ε
η
∫
Q
φ′(u)∇(u − θ)+.∇θ dx dt
≡ I21 + I22,
where I21 is nonnegative and by referring the smoothness of φ and θ , I22 may be written:
I22 = − ε
η
∫
Q
[
θ
(u−θ)+∫
0
φ′(τ + θ)dτ +
(u−θ)+∫
0
φ′′(τ + θ)dτ [∇θ ]2
]
dx dt.
So that
|I22| ‖φ‖W 2,+∞
(‖θ‖L∞(Q) + ∥∥[∇θ ]2∥∥L∞(Q)) εη
∫
Q
(u− θ)+ dx dt.
Thanks to (26), we may sure that I22 is bounded uniformly with respect to any parameter.
As a consequence,
∥∥∥∥1ηβ
(
x,uδε,η
)∥∥∥∥
L2(Q)
 C,
where C is a constant independent from any parameter. To complete the proof we
use the previous estimate, we come back to (24) and to the definition of the norm in
2 −1 δL (0, T ;H (Ω)) for uε,η . 
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Obstacle problems for first-order hyperbolic operators were introduced by A. Bensous-
san and J.L. Lions [4] in 1973, as part of the study of cost-functions associated with
deterministic processes. Since then numerous works have been carried out on this matter
(L. Barthélémy [3], J.I. Diaz and L. Véron [8], F. Mignot and J.P. Puel [17], J.F. Rodrigues
[21]. . . ).
First of all, we remind the mathematical formulation for the obstacle problem to H that
has been provided in [13,15]. To this end, we denote
F(u, v) = sgn(u − v)[f(t, x,u)− f(t, x, v)],
G(u, v) = sgn(u− v)[Divx f(t, x, v)+ g(t, x,u)],
L(u, v,w) = |u− v|∂tw + F(u, v).∇w −G(u,v)w,
in which the dependence on time and space variables of the nonlinearities F and G is not
essential to comprehension. We thus say:
Definition 3.1. A measurable function u is the entropy solution to the bilateral obstacle
problem for H if and only if it satisfies:
(i) the bilateral constraint
u(t, .) ∈ Kθ for a.e. t in ]0, T [; (29)
(ii) the entropy condition: ∀ξ ∈D+(Q), ∀k ∈ [0,1],∫
Q
L(u, kθ, ξ)dx dt  0; (30)
(iii) the initial condition in the L1-sense:
ess lim
t→0+
∫
Ω
∣∣u(t, x)− u0(x)∣∣dx = 0; (31)
(iv) the Dirichlet boundary condition on Σ in the weak sense:
ess lim
τ→0−
∫
Σ
F(u(σ + τν),0, kθ).νζ dσ  0, (32)
∀k ∈ [0,1], ∀ζ ∈ L1+(Σ) where, for any real a, b, c,2F(a, b, c) = F(a, b)− F(c, b)+ F(a, c).
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operators, relation (30) first takes into account the entropy condition for u inside the whole
studied field Q, especially on [u = 0] and [u = θ ]. It has been expressed with the Kruskov
entropy pairs that here depend on the space variables through θ and with k in [0,1] so that
for a.e. (t, x) of Q, u(t, x) takes values in {kθ(x), k ∈ [0,1]}. Furthermore the underlying
first-order inequality is found by integrating by parts (30). It provides in the sense of the
distributions on Q:
∂t |u− kθ | + Divx F(u, kθ)+G(u, kθ) 0.
Thus, when ∂tu and ∂xi u are measurable functions,
sgn(u− kθ)H(t, x,u) 0 on Q.
By using the same reasoning as in Remark 2.1, we deduce (6) and (7) for H and, when it
has a meaning, we can come back to the corresponding variational inequality.
Lastly (32) refers to F. Otto’s works in [19, Chapter 2], which introduce a formulation of
boundary conditions for first-order quasilinear hyperbolic equations, which generalizes to
L∞-solutions that of C. Bardos, A.Y. LeRoux and J.C. Nedelec [2], only valid for solutions
with bounded variations on Q.
As a consequence of the bilateral condition for uε , the sequence of viscous solutions
(uε)ε>0 remains in a bounded set of L∞(Q). This will be sufficient to study its behav-
ior when ε tends to 0+. Namely, (uε)ε>0 approximates the weak entropy solution to the
bilateral problem for H in the L1-norm.
Let us note that a property of singular perturbations for some variational inequalities
has already been obtained by F. Mignot and J.P. Puel [18] for linear operators and by
M. Madaune-Tort [16] for nonlinear parabolic degenerate equations in one space dimen-
sion associated with a positiveness constraint on the boundary; the case of a unilateral
positiveness condition inside the studied field and in a multidimensional framework has
been achieved in [14] through the context of functions with bounded variations.
Before stating the main results of this section, we must refer to some properties of
bounded sequences in L∞.
3.1. Entropy process
LetO be an open bounded subset of Rq (q  1) and let (un)n>0 be a bounded sequence
in L∞(O). Clearly, for any continuous function h, there exists h¯ in L∞(Q) such that, for
a subsequence,
h(un)⇀ h¯ weakly in L∞(O).
Since the works of L. Tartar [22] and J.M. Ball [1] one has been able to describe the
composite limit h¯. Actually, thanks to the properties for weak-∗ topology on the space
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tribution function linked to a probability measure, the next compactness result holds (see
[10]):
Property 3.1. Let (un)n>0 be a sequence of measurable functions on O such that:
∃M > 0, ∀n > 0, ‖un‖L∞(O) M.
Then, there exists a subsequence (uϕ(n))n>0 and a measurable function π in L∞(]0,1[×O)
such that for all continuous and bounded functions h on O×] −M,M[,
∀ξ ∈ L1(O), lim
n→+∞
∫
O
h(x,uϕ(n))ξ dx =
∫
]0,1[×O
h
(
x,π(α,w)
)
dαξ dx.
Such a result has found its first application in the approximation through the artificial
viscosity method of the Cauchy problem in Rp for a scalar conservation law, as one can
establish a uniform L∞-control of approximate solutions. It has also been applied to the
numerical analysis of transport equations since “Finite-Volume” schemes only give an L∞-
estimate uniformly with respect to the mesh length of the numerical solution. Here, we refer
to this concept when the approximating sequence is the sequence of solutions to viscous
problems (5)–(8)ε>0. Thus:
Theorem 3.1. When ε goes to 0+, the family (uε)ε>0 of solutions to bilateral obstacle
problem (5)–(8)ε>0 for the degenerate parabolic–hyperbolic operators (Hε)ε>0 strongly
converges in Lq(Q), 1 q < +∞, toward the weak entropy solution u in the sense of De-
finition 3.1 of the corresponding bilateral obstacle problem for the first-order operator H.
3.2. Proof of Theorem 3.1
Owing to the fact that (uε)ε>0 is uniformly bounded by ‖θ‖L∞(Ω), there exists a
subsequence extracted from (uε)ε>0—labelled (uε)ε>0—and a measurable and bounded
function π on ]0,1[×Q such that for any continuous bounded function ψ on Q×]−M,M[
lim
ε→0+
∫
Q
ψ(t, x,uε)ξ dx dt =
∫
]0,1[×Q
ψ(t, x,π(α, t, x))ξ dα dx dt,
for any function ξ of L1(Q).
Therefore, to establish Theorem 3.1 we are going to prove that the function π is an
entropy process solution, that means π fulfills the relations (29)–(32) of Definition 3.1,
where the integrations with respect to the Lebesgue measure on Q, Ω and Σ are respec-
tively turned into integrations with respect to the Lebesgue measure on ]0,1[×Q, ]0,1[×Ω
and ]0,1[×Σ . Indeed if π is an entropy process solution, the uniqueness property stated
in [15] ensure first the existence of a measurable function u on Q such that a.e. on Q,
u(., .) = π(α, ., .) for a.e. α of ]0,1[. Thus u is namely the weak entropy solution to the
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uniqueness property is that the whole sequence of approximate solutions strongly con-
verges to u in Lq(Q), 1 q < +∞.
To begin with the function π fulfills (29) in the sense that 0 π(α, t, x) θ(x) for a.e.
(α, t, x) in ]0, T [×Q and to establish (30), (31) and (32) for π we take advantage of the
approximation property of uε through (uδε,η)δ>0,η>0. It provides an entropy inequality for
uε , in which we are able to pass to the limit with respect to ε. With this view, we refer to
F. Otto original proof in [19], but in order to take into account the context of an obstacle
problem some adaptations are necessary: we consider the family of boundary entropy-
entropy flux pair (Hi,Qi ), i ∈ {1,2}, defined for any l in N∗ any k in [0,1] through
H1(z, kθ) =
(
(z − kθ)2 +
(
1
l
)2)1/2
− 1
l
,
H2(z, kθ) =
((
dist
(
z, [0, kθ ]))2 +(1
l
)2)1/2
− 1
l
,
Qi (z, kθ) =
z∫
kθ
∂1Hi(τ, kθ)∂uf(t, x, τ )dτ, i ∈ {1,2}.
We come back to (24) and take the scalar product in L2(Q) with the function ∂1Hi(uδε,η,
kθ)ζi , where ζ1 belongs to D+(] − ∞, T [×Ω) while ζ2 is in D+(] − ∞, T [×Rp). Since
for any i in {1,2}, ∂1Hi(uδε,η, kθ)ζi is an element of W(0, T ;H 10 (Ω);L2(Ω)), it comes
after some integrations by parts:
−
∫
Q
(
Hi
(
uδε,η, kθ
)
∂t ζi + Qi
(
uδε,η, kθ
)
.∇ζi −Gi
(
uδε,η, kθ
)
ζi
)
dx dt
−
∫
Ω
Hi(u0, kθ)ζi(0, x)dx + 1
η
∫
Q
β
(
x,uδε,η
)
Hi
(
uδε,η, kθ
)
ζi dx dt
−ε
∫
Q
∂211Hi
(
uδε,η, kθ
)
φ′
(
uδε,η
)[∇uδε,η]2ζi dx dt
− ε
∫
Q
∂1Hi
(
uδε,η, kθ
)
φ′
(
uδε,η
)1/2∇Φ(uδε,η).∇ζi dx dt
− kε
∫
Q
ζi∂
2
21Hi
(
uδε,η, kθ
)
φ′
(
uδε,η
)1/2∇Φ(uδε,η).∇θ dx dt
−ε
∫
∂1Hi
(
uδε,η, kθ
)
φ′
(
uδε,η
)1/2∇Φ(uδε,η).∇ζi dx dt
Q
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∫
Q
ζi∂
2
21Hi
(
uδε,η, kθ
)
φ′
(
uδε,η
)1/2∇Φ(uδε,η).∇θ dx dt,
the last inequality resulting from the convexity of the function ξ → Hi(ξ, a) for any real a.
Furthermore, Φ is given in Theorem 2.1 and on account of the uniform boundedness prop-
erty for (uε)ε>0 and estimate (21), the last two terms in the right-hand side are bounded by
ε1/2C, where C is a constant independent from ε. Lastly,
Gi
(
uδε,η, kθ
)=
uδε,η∫
kθ
(
∂uf(t, x, τ ).∇(kθ)+ Divx f(t, x, τ )
)
∂211Hi(τ, kθ)dτ
+ g(t, x, uδε,η)∂1Hi(uδε,η, kθ).
We remark that for k in [0,1],
0 ∂1Hi
(
uδε,η, kθ
)
β
(
x,uδε,η
)
a.e. on Q.
Thus, we may pass to the limit with η and then with δ to obtain:
−
∫
Q
(
Hi(uε, kθ)∂t ζi + Qi (uε, kθ).∇ζi −Gi(uε, kθ)ζi
)
dx dt

∫
Ω
Hi(u0, kθ)ζi(0, x)dx +Cε1/2.
Since all the nonlinearities are continuous with respect to uε , we are able to take the
ε-limit thanks to Property 3.1. Thus, for any i in {1,2}:
−
∫
]0,1[×Q
(
Hi(π, kθ)∂t ζi + Qi (π, kθ).∇ζi −Gi(π, kθ)ζi
)
dα dx dt

∫
Ω
Hi(u0, kθ)ζi(0, x)dx.
First, for i = 1 and by taking the limit with respect to l, it comes:
−
∫
L(π, kθ, ζ1)dα dx dt 
∫ ∣∣u0 − kθ(x)∣∣ζ1(0, x)dx. (33)]0,1[×Q Ω
56 L. Lévi / Advances in Applied Mathematics 35 (2005) 34–57So one gets (30) for π . Moreover following F. Otto ideas in [19] we may be sure that if
(33) holds, then for any measurable function K of L∞(Ω), 0K  1 a.e. on Ω ,
ess lim sup
t→0+
∫
]0,1[×Ω
∣∣π(α, t, x)−K(x)θ(x)∣∣dα dx  ∫
Ω
∣∣u0(x)−K(x)θ(x)∣∣dx.
Initial condition (31) for π is obtained by choosing:
K(x) =
{
u0(x)
θ(x)
if θ(x) = 0,
0 else.
Secondly, for i = 2 and ζ2 in D+(]0, T [×Rp), we obtain:
−
∫
]0,1[×Q
(
H2(π, kθ)∂t ζ2 + Q2(π, kθ).∇ζ2 −G2(π, kθ)ζ2
)
dα dx dt  0.
At this point, we just have to adapt F. Otto’s works providing that:
ess lim
τ→0−
∫
]0,1[×Σ
Q2
(
π(α,σ + ν), kθ).νζ dα dσ  0,
for any ζ of L1+(Σ). Boundary condition (32) for π follows by observing that (Q2)l∈N∗
converges uniformly to F(z,0, kθ) as l goes to +∞, which concludes the proof of Theo-
rem 3.1.
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