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Summary
Clock synchronization is an important component of wireless sensor networks (WSNs) both for co-ordination of
node communications and for time stamping sensor data. The previously presented clock sampling mutual network
synchronization (CS-MNS) algorithm is simple, has low communication and processing overhead, and allows fully
decentralized operation. We present some simulation results that indicate the potential of CS-MNS to achieve high
clock synchronization accuracy in mobile multi-hop wireless networks. Past work has shown clock convergence
under speciﬁc conditions in single-hop networks. We show analytically that in the absence of offset errors, the
network clocks converge. In the presence of offset errors, we present conditions on the degree of clock asynchrony
under which the network clock rates show convergent behavior. The analysis is applicable as long as the network
topology is connected and, thus, is of interest in both single-hop and multi-hop environments. As a side result, we
also show how a network designer can use these conditions to add a bias term to the CS-MNS algorithm and, thus,
improve the start-up dynamics of the algorithm. Furthermore, we discuss the algorithm from a security standpoint.
Finally, we propose a method for adding external reference synchronization that is compatible with our security
discussion. Copyright © 2009 John Wiley & Sons, Ltd.
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1. Introduction
Clock synchronization is an important foundation
of networked systems. The goal is to align the
time processes of a network of clocks. Clock
synchronization is a key functionality for time-slotted
multiple access strategies, data aggregation, security
∗Correspondence to: Thomas Kunz, 1125 Colonel By Drive, Ottawa, Ontario, Canada K1S 5B6.
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protocols [1], power management, and localization
techniques among others. The IEEE 802.11 standard
[2], for instance, utilizes network synchronization for
power management and frequency hopping, whereas
the IEEE 802.16 and the IEEE 802.15 [3] standards
depend on network synchronization for their time-
slotted medium access control (MAC) protocols. In
Copyright © 2009 John Wiley & Sons, Ltd.
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addition, many wireless sensor networks (WSNs) rely
upon distributed clocks to allow correct analysis of
collected sensor data.
However, the ad hoc and dynamic nature of WSN
topologies prevents the straightforward application of
traditional centralized, hierarchical clock synchroniza-
tion strategies. In addition, wireless nodes typically
have limited energy and have to be built from cheap,
custom hardware, further limiting the applicability of
traditional algorithms [4].
Various self-organizing centralized and decentral-
ized algorithms for WSN synchronization have been
proposed [5]. Of the many algorithms in the literature,
the clock sampling mutual network synchronization
(CS-MNS) algorithm [6–8] has many desirable
properties. It is fully decentralized, in that all nodes
execute the same algorithm at all times. Furthermore,
the algorithm does not require knowledge of, and
makes no assumptions about the network topology.
These properties allow CS-MNS to be applied easily in
randomly deployed networks and in dynamic networks
(obviously, the performance of the algorithm will vary
based on the network topology, but the algorithm
itself does not, for example, require to identify a
centrally located node as master). Furthermore, the
algorithm requires no additional overhead or energy
to run adaptation procedures neither in response to
changing radio propagation conditions nor in response
to nodes leaving the network through battery depletion
or otherwise.
The simple beacon format of CS-MNS is compatible
with the beacon format and beacon contention method
used in IEEE 802.11 or IEEE 802.15.4. The CS-MNS
algorithm can therefore be implemented in software
with standard radio and clock hardware [8]. Thismakes
CS-MNS applicable for use in networks of currently
available hardware and in cost-sensitive consumer
devices that must use commodity radio hardware.
In this paper, we brieﬂy review the basic algorithm
and show some simulation results that argue for the
good performance of the algorithm. We then further
analyze the behavior of the CS-MNS algorithm in
WSNs. We apply Moreau’s main theorems [9] to CS-
MNS in the absence of clock offset errors to show that
the network clocks converge as long as the network
satisﬁes a weak connectivity constraint. Furthermore,
in the presence of offset errorswe give a relationship for
the relative magnitude of the offset error and rate error
under which the essential properties of the update law
required for convergence are preserved. This leads to
the statement of conditions underwhich the behavior of
CS-MNS is convergent in the presence of offset errors.
We show how the designer can use this understanding
of the behavior of CS-MNS to improve the initial
transient behavior of CS-MNS by adding a bias term
to the algorithm.
We discuss the possibility of security, based
primarily on limiting attacker inﬂuence and algorithm
robustness, as opposed to energy intensive crypto-
graphic functions. We then propose how CS-MNS
could be extended to allow for external synchronization
that is compatible with our discussion of security.
2. Related Work
Gersho and Karaﬁn [10] were one of the ﬁrst to
analyze a system thatmutually synchronized the phases
of a group of geographically separated oscillators
connected by communication links. The classical
mutual network synchronization approach [10] was
originally designed for wired networks, and it requires
dedicated circuitry to generate either narrow pulses
or continuous waveforms that can potentially occupy
a considerable portion of the allocated frequency
spectrum. If used over wireless channels, Gersho and
Karaﬁn’s mechanism can impose tight restrictions on
the turn-around times of the radios if a half-duplex
strategy is used since nodes are expected to transmit and
receive the timing signals simultaneously. Otherwise,
full-duplex radios are needed,which aremore complex,
more expensive, and require more energy to operate.
Using methods that require continuous transmission
of waveforms over a standard, such as IEEE 802.11
or IEEE 802.15.4, is not only prohibitive due to
potentially large energy and bandwidth requirements,
but also very difﬁcult to implement in practice.
That is, access to the physical clocks is required in
order to adjust their frequency, or possibly different
PHY layer components are necessary in order to
transmit and receive the required waveforms. CS-
MNS’ nonlinear discrete control law differs from the
ones used by Gersho and Karaﬁn [10] and other
mutual synchronization approaches proposed in the
past [11–14],which are either controlling the frequency
of the clocks directly, or are designed and analyzed in a
continuous-time domain. CS-MNS’ nonlinear control
law is a consequence of adjusting time process drifts
rather than time offsets in the time domain. The control
law has the interesting property of using a limited
amount of information. The latter has the advantage of
reducing the complexity of the algorithm and ensuring
its compatibility to existing PHY/MAC standards.
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The reference broadcasting synchronization (RBS)
scheme can be extended to provide multi-hop
support [15]. RBS achieves multi-hop synchronization
through intermediate nodes that translate the times
among different neighborhoods. RBS achieves clock
adjustment through linear regression, and it utilizes the
idea of receiver-synchronization to eliminate the timing
inaccuracies caused by medium access uncertainty.
The IEEE 802.11 timing synchronization function
(TSF) [2] utilizes clock-sampling to explicitly
distribute time throughout the network.Clock sampling
refers to the use of messages carrying explicit time
stamps rather than signals with embedded timing
information such as a train of pulses. The time is
simply read from the clock and transmitted in amessage
called beacon. The TSF is used to support power
management and the channel hopping procedure used
by the frequency hopping spread spectrum (FHSS)
version of IEEE 802.11. The TSF utilizes the same
principle of clock correctness introduced by Lamport
[16]. Part of that principle states that a clock’s time shall
not move backward. Therefore, nodes implementing
the TSF in the ad hoc mode of operation adjust their
time only to faster clocks in the network.
The lack of scalability of the IEEE 802.11 TSF
was ﬁrst analyzed by Huang and Lai [17] for single-
hop networks. The authors also proposed a method
to improve scalability by giving higher priority to the
beacon transmissions of the node with the fastest clock
in the network [17,18]. However, the latter approaches
are not suitable formulti-hopwireless ad hoc networks.
Sheu et al. presented a synchronization method
for multi-hop wireless ad hoc networks based on an
automatic self-time-correcting procedure (ASP) [19].
ASP alleviates the scalability problem of TSF and
also works for multi-hop wireless ad hoc networks.
However, ASP needs to modify the beacon of the
standard IEEE 802.11 TSF in order to work properly.
Furthermore, clock adjustment is achieved through
a modiﬁed additive time offset rule, which cannot
achieve better accuracy than methods that correct
the frequency or skews of clocks. The self-adjusting
TSF (SATSF) [20] improves the accuracy of the ASP
without changing the IEEE 802.11 beacon format,
but for a single-hop network. Later, the Manet TSF
(MATSF) was proposed for multi-hop IEEE 802.11-
based ad hoc networks [21]. MATSF, similar to ASP,
also modiﬁes the standard beacon frame used in the
IEEE 802.11 standard. However, MATSF shows better
accuracy than ASP due to the fact that it adjusts the
frequency of the clocks. As we will show later, CS-
MNS performs better than either of these protocols.
Many protocols [17–21] depend on the identiﬁcation
of ‘appropriate’ clocks for beacon transmission
prioritization, which may be a difﬁcult task in a
mobile ad hoc network. CS-MNS does not depend
on correctly identifying a suitable subset of nodes
with good properties (centrally located, fastest clocks,
etc.), as the algorithm is fully distributed and all
nodes contribute equally to the resulting network-wide
synchronization.
The basic CS-MNS protocol was originally pub-
lished in [6], explaining the core protocol, introducing
variants, and comparing CS-MNS to IEEE 802.11
TSF in static scenarios. Additional simulation results
were presented in Reference [7], demonstrating the
performance of CS-MNS in the presence of node
mobility. Finally, Rentel and Kunz [8] provide a
more detailed description of the protocol and its
performance, and proves necessary conditions for
algorithm stability and convergence for two speciﬁc
scenarios, using the discrete Lyapunov direct method.
However, as stated in Reference [8], stability and
convergence for any number of nodes and arbitrary
topology remained an open problem. In this paper, we
add on these results by showing that in the absence
of offset errors the network clocks converge, based
on a theorem originally published in Reference [9].
In the presence of offset error, we present conditions
on the degree of clock asynchrony under which the
network clock rates show convergent behavior. The
analysis is applicable as long as the network topology
is connected and thus is of interest in both single-hop
and multi-hop environments. As a side result, we also
show how a network designer can use these conditions
to add a bias term to the CS-MNS algorithm and, thus,
reduce the initial transient increase in maximal clock
difference that the original CS-MNS protocol suffers
from, as shown in the simulation results presented later.
Furthermore, we discuss the algorithm from a security
standpoint. Finally, we propose a method for adding
external reference synchronization that is compatible
with our security discussion.
3. Basic Algorithm Operation
We adopt a model for the node clock termed an afﬁne
clock [22], that presents the clock at each node as an
afﬁne transformation of a reference clock. Thus, the
time process at node j is given by
Tj(t) = αjt + βj (1)
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where t represents the reference time process. We
assume that the clock rates and offsets, αj and
βj ,respectively, remain constant in time. The corrected
clock then becomes
T̂j(t) = sjTj(t) = sj(αjt + βj) (2)
where the CS-MNS algorithm controls the correction
scale factor sj .
As discussed in more detail later, CS-MNS performs
better when the initial clock offsets (βj) are close to
each other. CS-MNS achieves this by using a coarse
synchronization step at the beginning of the algorithm.
A new node, hearing a CS-MNS protocol message for
the ﬁrst time, will set its internal clock to the advertised
time stamp. As a result, the initial clock offsets are
determined primarily by message latency and they
thus are close to each other. The clock rates/drift of
a local clock is deﬁned by αj − 1. Many wireless
technologies bound the allowed drift on local clocks. In
IEEE 802.15.4, for example, the clock drift is bound by
±40 ppm, and in IEEE 802.11 the bound is ±25 ppm.
The CS-MNS algorithm running on node j, upon
receiving a clock sample from another node i at
reference time τ, updates the factor sj using the update
law
s+j = sj + kp
T̂i(τ) − T̂j(τ)
Tj(τ)
(3)
where s+j is the updated value and kp is a control gain.
Substituting the updated correction factor from
Equation (3) into Equation (2), rearranging arrives at
T̂+j (t) =
(
1 + kp T̂i(τ) − T̂j(τ)
T̂j(τ)
)
T̂j(t) (4)
as the new time process for node j.
Immediately, it is evident that the clock model
incorporates clock error with two degrees of freedom,
rate, and offset, while the adjustment mechanism has
only a single degree of freedom. However, practical
considerations require that CS-MNSbases adjustments
on a single input sample and, thus, works with a single
input dimension.
Extracting the relative clock rate in order to
generate a second input dimension is theoretically
possible if the adjustments are based on multiple
received samples. However, in dense networks with
many neighbors, tracking each neighbor has excessive
memory complexity and requiring multiple beacons
decreases the likelihood that a received beacon will be
useful. These considerations are especially important
for mobile nodes whose neighbors change quickly.
Another approach to clock adjustment introduces a
second degree of freedom by including an integration
term in the corrected clock model. However, this
introduces a phase lag that grows as synchronization
information is passed from node to node. If the
information ﬂow travels in a sufﬁciently large loop,
the resulting closed loop system will have no phase
margin remaining and become unstable. Again, the
complexity that would be required to avoid these
unstable conditions appears to be prohibitive.
Thus, side-stepping the above complexities and
selecting the single adjustment factor as in Equation
(2) allow both rate and offset to be adjusted—albeit
not independently—while retaining simplicity.
4. Initial Simulation Results
To demonstrate the capabilities of CS-MNS, we brieﬂy
present some simulation results that compare CS-
MNS to the IEEE 802.11 TSF. The simulations were
conducted inMatlab, modeling the PHY via the simple
two-ray ground propagation model commonly used
in NS2 (i.e., perfect reception of messages within
a given transmission range, here 250m). Randomly
about 1% of beacons are dropped to model wireless
medium impairments. At the MAC layer, we model
a Carrier Sense Multiple Access (CSMA) operation;
nodes can only receive if the transmitter is at most
250maway, butwill detect transmission by other nodes
(and therefore defer transmission) up to a distance of
500m, similar to common IEEE 802.11 simulation
scenarios. Performance results are presented for
different network sizes and two mobility models. The
performance ismeasured in termsof themaximum time
difference between any two clocks at every beacon
transmission time. This is denoted as Tmax (given in
microseconds—s). We also compare the accuracy
of CS-MNS to the results reported for MATSF [21]
and ASP [19]. To demonstrate the dynamic behavior
of CS-MNS and TSF, we plot the detailed results
for single simulation runs. However, the algorithms
behave qualitatively the same when repeated multiple
times.
Mobility makes synchronization more challenging
for several reasons. First, mobility can cause network
partitions, which in turn cause two or more portions
of the network to time-evolve differently. Second,
methods that synchronize to a master or reference
Copyright © 2009 John Wiley & Sons, Ltd. Wirel. Commun. Mob. Comput. 2010; 10:158–170
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clock usually utilize ranked topology strategies,
or bridge and gateway nodes to serve as proxies
that synchronize different portions of a multi-hop
network (e.g., [15,19,21]). These methods usually
require for each node to keep a record of its
neighbors in order to decide which one will be
used as a link to the reference clock. However, this
is more challenging (requiring additional protocol
messages) when the nodes move. Finally, mobility
can cause more time and frequency (i.e., Fading and
Doppler) wireless channel variations that affect the
PHY layer performance and, therefore, the efﬁcient
exchange of timing information in a synchronization
method. A mutual network synchronization approach
is particularly attractive because it is more resilient
than amaster–slave approach to the second impairment
mentioned above. That is, since no hierarchies (i.e.,
ranking of nodes), reference, or master clocks are
needed, a node participating in a mutual network
synchronization approach does not need to keep track
of its position or keep a record of any network topology
information.
The random waypoint (RWP) mobility model [23]
is simulated with a maximum speed of 5m/s, and
maximum pause time of 50 s. The boundless area
(BA) mobility model [24] does not make use of
pauses, it has a maximum speed of 5m/s, a maximal
acceleration of 0.5m/s2, and a maximum change in
direction of 0.5 rad/s. In both models the area is
1000m × 1000m. The BAmodel area is effectively a
toroid, therefore, nodes leaving one side will reappear
on the other side, whereas nodes in the RWP model
will move inside the area if they hit the edges.
Studies have shown problems with the convergence
of the RWP model [25] when the minimum speed
is zero. We therefore use a minimum speed greater
than zero in the simulations. Accuracy of the clocks
in the network vary randomly in the range [−25 ppm,
+25 ppm] (i.e., all αj are in the range [1 − 25/106,
1 + 25/106], and all the clocks start asynchronous to
one another in the range (0, 200s]. As discussed
above, this fairly tight initial synchronization can be
achieved via an initial synchronization step, where
new nodes simply adjust their local clock to the
time stamp carried in a CS-MNS message. Achieving
a fairly tight initial synchronization is important to
allow nodes to roughly agree (in time) on the time
window during which synchronization messages are
exchanged. Beacon messages are exchanged every
100ms, the default beacon interval in the IEEE 802.11
TSF. The rest of the simulation parameters are the same
as in Reference [6].
4.1. Network Size and RWP Mobility
Figures 1 and 2 show Tmax (s) using TSF and CS-
MNS respectively under RWP mobility. The network
sizes are 100, 300, and 500 nodes. In all cases the
transmission and detection ranges are 250 and 500m,
respectively. TSF (Figure 1) shows average Tmax of
233, 644, and 730s and a maximal Tmax of 520, 925,
and 1,026s for 100, 300, and 500 nodes, respectively.
CS-MNS’ behavior (Figure 2) is different from that
of TSF, there is a transition period that reaches peaks
of 667, 805, and 917s for 100, 300, and 500 nodes,
respectively. These peaks occur as the initial few rounds
will not adjust the clock drifts enough to enforce
convergence right away, however, after approximately
40, 120, and 250 s, CS-MNS converges to a value
less than 10s. As will be discussed later, this initial
divergence can be avoided in most cases by selecting
an appropriate bias factor. CS-MNS reduces the time
difference among the clocks as time progresses, a
property TSF cannot claim due to the fact that it
adjusts time based on time-offsets only. Note that
as the density of the network increases, it is more
difﬁcult to have successful beacon transmissions, and
the average maximum deviation between the clocks
tends to increase. CS-MNS however, is less affected
by the density increase because nodes make use of
any beacon transmitted, not only of those from faster
clocks.
Figure 2 also shows that Tmax does not continuously
improve. As beacons are lost due to collisions or
channel impairments, nodes loose the opportunity to
update their local clocks. As long as clocks drift at
different rates, a prolonged loss of beacons will cause
Tmax to grow, explaining the local maxima in the graph.
Fig. 1. TSF Tmax for different network sizes, RWP mobility
model.
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Fig. 2. CS-MNS Tmax for different network sizes, RWP
mobility model.
4.2. Boundless Area (BA) Mobility
Figure 3 shows Tmax for CS-MNS and TSF for 500
nodes (which is the most demanding for any network
synchronization protocol) using the BA mobility
model. The transmission and detection ranges are again
250 and 500m, respectively. CS-MNS converges for
both the RWP and BA mobility models, even for 500
nodes. The BAmodel shows a slightly larger overshoot
in the transition period, which lasts approximately
200 s. The ﬁnal Tmax is approximately 9s when
using the BA mobility model, and 6s when using
the RWP mobility model. The average Tmax for TSF
(Figure 3) is 721s, this is slightly smaller than the
result obtained with the RWP model (730s). There is
no substantial difference observed in the performance
under both mobility models, though more work is
Fig. 3.CS-MNSandTSFTmax for 500 nodes andBAmobility.
Table I. Tmax (s) for CS-MNS, MATSF, and ASP.
N CS-MNS MATSF ASP
100 2 24 214
300 3 24 ≈ 200
500 6 43 ≈ 200
required to analyze the slight performance variations
as a function/property of the mobility model.
4.3. Comparison to MATSF and ASP
The previous simulations show the ability of CS-MNS
to converge under different network sizes and mobility
patterns. The Tmax values reported for MATSF [21]
and ASP [19] for similar parameters are summarized
in Table I, together with our experimental results for
CS-MNS. CS-MNS is up to approximately ﬁve times
more accurate than MATSF, and 100 times more than
ASP, according to the reported accuracies of these
two methods. In addition, CS-MNS achieves better
accuracy while being compatible to the beacons of
IEEE 802.11 or IEEE 802.15.4.
5. Algorithm Convergence
The simulation results show that CS-MNS is capable
of achieving very good clock synchronization. Yet
the results also show that the algorithm has an initial
divergent behavior, and the simulation results do
not conclusively demonstrate that the algorithm will
always converge. This is addressed in the following
subsections.
5.1. Convergence Without Offset Errors
Hoping to gain insight into the behavior of a network
running CS-MNS, we consider the special case when
all β1 = · · · = βn = 0 in Equation (1) above. That
is, the case when clock error consists entirely of
relative clock rate error. In this case, the corrected time
process of Equation (2) becomes simply T̂j(t) = sjαjt.
Following through, Equation (4) simpliﬁes to
T̂+j (t) = ((1 − kp)sjαj + kpsiαi)t (5)
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which has a rate that is a convex combination‡ of the
previous corrected clock rates at nodes i and j.
The above convex combination of Equation (5)
emits exactly the requirements given by Moreau as
Assumption 1 [9]. Thus, from Theorem 1 of Reference
[9] we can immediately conclude that, in the absence of
offset errors, the CS-MNS adjustments cannot increase
the overall level of clock rate error regardless of which
nodes communicate.
In order for convergent behavior to emerge, the
communication between nodes must, in a ﬁnite period
of time, allow at least one node to pass information to
all other nodes [9]. Obviously, this condition is trivially
satisﬁed for single-hop networks. Furthermore, any
network that is ‘connected’ in the usual multi-
hop sense satisﬁes this communication requirement.
Thus, for ‘connected’ networks in the absence of
offset errors, Moreau’s Theorem 2 of Reference [9]
applies and the ‘system [. . . ] is uniformly globally
attractive with respect to the collection of equilibrium
solutions.’§
In summary, if clock offsets errors are absent, then
the application of CS-MNS has a positive effect on
the clock synchronization among nodes. If the network
is not connected, then CS-MNS will not increase the
overall level of disagreement. However, if the network
is connected, then CS-MNS will cause the clock rates
to converge under this model. Of course, if offsets are
absent then converging clock rates imply converging
clocks.
5.2. Convergence in the Presence of Offset
Errors
In addition to the result in the previous subsection,
we would like to arrive at a result that applies
in the presence of offset errors. Clock rate makes
an increasingly large contribution to synchronization
error as time progresses while the contribution of
the offset error remains constant over time. Thus,
we intuitively expect that the contribution of clock
rate errors begin to dominate over the contribution
of the offset and hope that CS-MNS will exhibit
the same convergent behavior shown in the previous
section.
‡We assume kp ∈ (0, 1), as kp exceeding 1 will guarantee
instability of the control law.
§The precise deﬁnition of uniform global attractivity in this
case is deﬁned by Moreau in Appendix I of Reference [9].
We proceed by adding an error term to clock rate in
Equation (5) so that it is equal to the rate in Equation (4)
dT̂+j (t)
dt
= (1 − kp)sjαj + kpsiαi + kpsiαii,j(τ)
(6)
where in the error term,
i,j(τ) =
βj − αjαi βi
αjτ + βj (7)
arises from the non-zero values of βi and βj .
By deﬁning
λ = min(1 − kp, kp) (8)
then if Equation (7) satisﬁes
kp
λ
i,j(τ) <
∣∣∣∣ sjαj − siαisiαi
∣∣∣∣ (9)
the clock rate in Equation (6) must lie strictly between
siαi and sjαj . In other words, despite the error term,
the updated clock rate will lie in the interior of the
range between the previous corrected clock rates. Thus,
under the condition (9) the essential property that led
to convergent behavior in the case without offset error
is preserved.
By choosing
αmin = min
i
αi
βmin = min
i
βi
γ = maxi,j
∣∣βj − αj
αi
βi
∣∣
then i,j(τ) can be bounded over all i, j as
i,j(τ) ≤ max(τ) = γ
αminτ + βmin (10)
which becomes smaller with increasing time. Indeed,
limτ→∞ max(τ) = 0.
Finally, using max(τ) and Equation (9) we arrive at
the condition
kp
λ
max(τ) < min
i,j
∣∣∣∣ sjαj − siαisiαi
∣∣∣∣ (11)
under which all possible CS-MNS rate updates exhibit
the required properties for convergent behavior. Thus,
regardless of network topology, any period in which
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all relative clock rate errors are greater than a
threshold will be periods in which the clock rates show
convergent behavior. In addition, Equation (10) shows
that this threshold grows smaller as time passes.
Equation (11) can fail to be satisﬁed if only a
few nodes have very similar clock rates. However,
Equation (9) is stronger. In cases where Equation
(11) is not satisﬁed among all nodes, the updates
between nodes with largely differing clock rates will
still satisfy Equation (9) for each update. Thus, in
practice many nodes continue convergent behavior
even when Equation (11) cannot be used to guarantee
convergent behavior of the system.
5.3. Introducing a Bias Term to Improve
Start-Up
When a synchronization period begins, the value of
τ in Equation (7) is small, leading to a large value
for i,j(τ). Thus, during the initial synchronization
period many updates do no satisfy Equation (9) and the
CS-MNS algorithm makes large changes to the clock
rates based primarily on the clock offsets. This causes
divergent behavior of the clock rates until i,j(τ) shrinks
sufﬁciently. However, this divergent period serves to
desynchronize the clocks andonce convergent behavior
emerges the algorithmmust synchronize clocks that are
further apart than their initial misalignment.
To avoid this initial divergent behavior Equation (1)
can be modiﬁed to
Tj(t) = αjt + βj + βBIAS (12)
where βBIAS is a constant. With this modiﬁcation
max(τ) in Equation (10) becomes
max(τ) =
maxi,j
∣∣∣βj − αjαi βi + (1 − αjαi )βBIAS∣∣∣
αminτ + βmin + βBIAS
(13)
and the designer can control the initial magnitude of
max(τ) by selecting βBIAS.
In order to select an appropriate value of βBIAS, the
system designer can use Equation (11). By substituting
the expected initial values from hardware tolerance and
initial synchronization accuracy, and substituting the
maximum initial rate error between two nodes on the
right hand side, the designer can solveEquation (11) for
τ. Simulation indicates that this value of τ then makes
a good starting point for βBIAS.
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Fig. 4. Simulation results for maximum relative rate error
plotted with the predicted convergence limit max(τ).
5.4. Simulation Results
The maximum clock rate errors from simulation of
a small single-hop network of ﬁve nodes is plotted
against the calculated value of max(τ) in Figure 4.
A bias term is used and the maximum rate error can
be seen to track max(τ). This illustrates the intuitive
understanding that as max(τ) shrinks, nodes with the
largest rate error will satisfy Equation (9) and start
to move closer to the other nodes, thus reducing the
maximum rate error.
The beneﬁcial effect of a bias term calculated as
explained above can be seen in Figure 5. A 25 node
multi-hop network is arranged in a 5 × 5 regular grid
with the transmission radii equal to grid spacing. The
initial synchronization is within 1ms and clocks rates
are accurate to ±50 ppm. The beacon rate is 10Hz
(i.e., every 100ms). For the system without the bias
term, the maximum deviation between clocks peaks
at 133ms. For the system with βBIAS = 10 s, the
maximum deviation does not go above the initial value
of 1ms. The maximum deviation for the system with
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Fig. 5. Simulation results for a multi-hop network arranged
in a 5 × 5 regular grid with transmission radii equal to grid
spacing.
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Fig. 6. Simulation results for a single-hop network of 324
nodes representing a large ad hoc network.
the bias term does not go above 50s from just after
5min until the end of the simulation at 15min.
As shown byZhou et al. [26], the IEEE802.11TSF is
shown to suffer from asynchrony in large ad hoc groups
consisting of hundreds of nodes. One contributing
factor is TSF’s inability to make adjustments towards
a slower clock. Another shortcoming of TSF is that
it does not adjust the clock rates and because of
this must continually correct the accumulating offset
errors. These deﬁciencies are corrected in CS-MNS
and our analysis does not suggest any upward limit
on network size. Since CS-MNS shares a compatible
beacon format with TSF, the question of CS-MNS’
performance for large ad hoc groups is raised.
Figure 6 shows simulation results for a single-hop
network consisting of 324 nodes. The node clocks
are accurate to 100 ppm and a bias value of 5 s is
used. The beacon rate is again 10Hz. The maximum
deviation between nodes remains below 25s after 455
beacon periods and below 10s after 1205 beacon
periods (100ms) until the end of the simulation at
3000 beacon periods. This degree of synchronization
compares well with the ad hoc network requirements
outlined in reference [26]. Further work is required to
study behavior during inter-operation of CS-MNSwith
legacy nodes running TSF.
6. External Synchronization and
Security
The original CS-MNS algorithm [6–8] neither
makes any provisions for security nor for external
synchronization. Du and Chen [27] provide an
overview of the need for, and the challenges of,
security in WSNs including a discussion of the
need for secure time synchronization. Some secure
time synchronization schemes based on cryptographic
methods have been proposed, for example Sun et al.
[28] where the authors use the µTESLA broadcast
authentication scheme to achieve security. However,
message and processing complexity are necessarily
increased over unencrypted protocols.
We begin by discussing the addition of simplistic
unsecured external synchronization to CS-MNS. We
then proceed by analyzing the security implications
of these additions and propose a two-layer external
synchronization method that does not introduce large
encryption overheads. The basic approach is to limit the
disturbance an attacker can introduce and then to rely
on algorithm robustness to mitigate the effectiveness
of the attack.
6.1. Insecure External Synchronization
One simple method of adding external synchronization
to a network running the CS-MNS algorithm would be
to introduce reference nodes. These reference nodes
would participate in the same beacon contention as CS-
MNS nodes but would broadcast the external reference
clock as the beacon time stamp. These reference nodes
would ignore any received beacons as they would have
no need to adjust their clocks.
It is important that the reference nodes participate
normally in beacon contention. In amulti-hop network,
increasing the probability that reference nodes win
the beacon contention means that nodes neighboring
a reference node have a lower beacon transmission
probability. This, in turn, has the effect that nodes at
two hops from a reference node receive fewer beacons.
If all reference nodes are synchronized to the same
external source and are functioning correctly, the time
stamp beacons from these nodes will be identical
and these nodes can be considered as one node for
transmission. As the reference nodes discard any
incoming clock samples they can be considered as a
single unreachable node for reception. Thus, whatever
the true network topology, for analysis the topology
can be considered to have a single reference node that
can transmit to many nodes but cannot receive.
We note that these conditions are exactly the
minimum connectivity requirements under which the
previous analysis held; the case when there is at
least one node that can communicate to all other
nodes. Therefore, the addition of any number of
externally synchronized reference nodes does not effect
the presented analysis of behavior except to control
the admissible equilibrium conditions. Preliminary
simulation indicates that convergence is slowed when
reference nodes are introduced into the network.
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However, further work is required to study the effect
of differing reference node densities.
The simplicity of this external scheme may make
it attractive enough for use in networks that have
lax security requirements. However, requiring that the
protocol allows nodes that make no clock adjustments
to participate creates security concerns as explored
below.
6.2. Security Through Outlier Detection
Song et al. [29] identiﬁed four types of attacks against
network time synchronization protocols: masquerade
attack, replay attack, manipulation attack, and delay
attack. These are in addition to more general denial of
service and other jamming attacks that do not target the
synchronization protocol speciﬁcally.
However, in CS-MNS, where the messages are
simple time stamped beacons that are broadcast to
all nodes in range of the transmitting node, many of
the attacks become equivalent. Since the nodes need
not identify themselves in the beacon, masquerading
as another node is identical to fabricating a beacon.
Similarly, since the beacon is a simple time stamp,
replaying a message is also equivalent to fabricating a
beacon. Since CS-MNS does not use multi-hop routing
of individual synchronization messages, there is no
opportunity for an attacker to eithermanipulate or delay
messages en route to other nodes.This leaves oneviable
type of attack that can be perpetrated against CS-MNS,
which is the fabrication of incorrect beacons.
One possible strategy to protect against fabricated
beacons is to have each node attempt to detect and
ignore outliers in the received beacon stream. As
long as nodes joining the network perform coarse
initial synchronization when they join, then the time
processes of all cooperative nodes are expected to
be similar. Song et al. [29] explored the outlier
rejection approach using both generalized extreme
studentized deviate (GESD) and a much simpler
threshold approach.
The case of a fabricated beacon attack is slightly
different from that in Reference [29], but a similar
threshold approach appears promising for CS-MNS.
Restricting the maximum acceptable deviation of a
received beacon limits the amount of inﬂuence an
attacker can have on the system. If this inﬂuence
is small enough, the system will simply tolerate the
attacker. Indeed, the effect of a fabricated beacon
designed to fall within the threshold is similar to the
effect of clock offset errors explored above.
There remains a danger that an intelligent attacker
could bias the system towards ever increasing or ever
decreasing clock rates.While theoretically the network
could remain internally synchronized, an unbounded
increase or decrease in network clock rates would
eventually cause numerical difﬁculties. Furthermore, a
group of attackers may attempt to exploit the threshold
detection to partition the network clocks into groups
separated bymore than the threshold. Solutions to these
problems remain to be explored.
Finally, outlier detection poses two problems
for the simple reference node scheme outlined
above. Eventually, circumstances will arise where the
reference nodes are themselves outliers from the group
and they thenwill become ineffective. Also, an attacker
can prevent the reference nodes from bringing the
rest of the network into synchrony with the external
reference by acting as a reference node supplying an
incorrect reference.
6.3. Securing External Synchronization
We propose a different approach to external
synchronization that is more compatible with security
concerns. We run the CS-MNS algorithm with simple
outlier detection but otherwise unsecured. This retains
the simplicity of the algorithm and avoids any
encryption overhead. If reference nodes act as standard
nodes and run the CS-MNS algorithm, the reference
nodes can then calculate rate and offset correction
factors between the internal network clock and the
external clock. At this point, external synchronization
of the network is a matter of disseminating this
correction data to the non-reference nodes.
The presence of reference nodes in the network
actually protects against coordinated attacks that aim
to partition the network. As long as each partition
contains a reference node, even when the network
clocks between partitions do not agree, the reference
nodes will distribute appropriate corrections to each
partition to synchronize all nodes to the external
reference.
As the CS-MNS internal network clock adjusts
smoothly over time, the correction factors calculated by
the reference nodes can be updated at a slower rate than
the beacon rate required to synchronize the network.
Therefore, more energy intensive cryptographic
procedures can be tolerated to validate this information.
For example, a signature scheme based on asymmetric
cryptography would make it difﬁcult for an attacker to
introduce incorrect corrections even if the attacker had
full access to a non-reference node.
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If the corrections from each reference node
are disseminated through the network, each node
can defend against counterfeit reference nodes by
eliminating outlier correction factors and using the
average of accepted correction factors. This type of
algorithm can be chosen to tolerate a given ratio of
attackers to reference nodes which may be sufﬁcient
for many applications.
6.4. Preliminary Simulation Results
Figures 7 and 8 show preliminary simulation results
for CS-MNS using threshold beacon ﬁltering. The
acceptance window was heuristically set at a constant
±100s of the adjusted clock at the receiving node.
This acceptance window is smaller than the initial
offset errors and initially falsely rejects beacons from
some co-operative nodes.
However, by modifying the beacon contention
mechanism, adverse effects of these false rejections
can be mitigated. If a node rejects a received beacon,
the node continues to compete for beacon transmission
instead of backing-off until the next beacon period.
This allows multiple beacons to be transmitted per
beacon period when the population of network clocks
is widely dispersed and increases the likelihood that
a node will receive a beacon within its acceptance
threshold.
Figure 7 shows that an attacker that respects the
protocol but introduces a random offset error into their
beacon data can continually disrupt synchronization.
However, the disruption is contained within the range
of the acceptance window and the overall convergent
behavior of the network is not impacted.
Figure 8 shows a simple attack that attempts to
partition the network by introducing two malicious
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Fig. 7. Simulation results for a 5 × 5 regular grid network
with and without attackers located at opposite corners with
random intentional errors in their beacon values.
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Fig. 8. Simulation results for a 5 × 5 regular grid network
with and without attackers located at opposite corners with
differing ﬁxed clock rates.
‘reference’ nodes. These attackers broadcast beacons
normally but do not adjust their differing, diverging
clocks. The attack fails to partition the network.
7. Conclusions and Future Work
In this paper we have applied the results from
Reference [9] to show the convergence of CS-MNS
in the absence of offset errors. We develop conditions
under which CS-MNS shows convergent behavior
in the presence of offset errors. We then apply
the understanding of CS-MNS behavior to improve
start-up by introducing a bias term to the CS-MNS
algorithm. We then show simulation results for the
improved algorithm. Furthermore, we show simulation
of CS-MNS converging in a network of over 300 nodes.
We present a discussion of the introduction of
external synchronization to the CS-MNS algorithm.
We discuss the possibility of security based on
algorithm robustness as opposed to encryption.
Preliminary simulation results show the performance
of threshold-based attacker rejection to the CS-MNS
algorithm. The discussed ideas would beneﬁt from
future work that develops a tighter, dynamic threshold
for beacon rejection, perhaps based on the expected
network convergence rate.
We suggest that other future work could attempt
to apply the same analysis approach to other
synchronization algorithms. The independence from
topology, and thus application to networks with
changing connectivity, makes Moreau’s results in
Reference [9] particularly well suited to the domain
of multi-hop sensor networks.
Work currently underway related to the CS-MNS
algorithm includes implementation on a testbed of
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wireless sensor nodes running TinyOS for veriﬁcation
of the theoretical and simulation results. Furthermore,
the implementation of the discussed security ideas
and the integration of reference nodes for external
synchronization forms part of this work. The
preliminary results to date indicate that CS-MNS
does indeed perform as predicted through analysis
and simulation. For example, the basic CS-MNS
protocol shows the initial transient behavior that is
evident in Figures 2 and 3, but the clocks ultimately
converge. Choosing a bias factor will, as predicted,
avoid this transient phase. In addition, we achieve
better results (tighter clock synchronization) than the
ﬂooding time synchronization protocol (FTSP) [30]
that is implemented in TinyOS as well.
Finally, once CS-MNS achieves a certain level of
clock synchronization, the beacon frequency can be
reduced. As CS-MNS adjusts not simply the clock
offsets, but also the clock drifts, it will take longer
for two clocks to drift apart a pre-determined amount.
As described in Reference [31], users or applications
can tolerate clock differences up to a speciﬁc amount.
Using this knowledge can, therefore, allowCS-MNS to
adjust the beacon interval to reduce network load and
conserve energy.
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