Introduction
Biological brains and engineered electronic computers fall into different categories. Both are examples of complex information processing systems, but beyond this point their differences outweigh their similarities. Brains are flexible, imprecise, error-prone and slow; computers are inflexible, precise, deterministic and fast. The sets of functions at which each excels are largely non-intersecting. They simply seem to be different types of system. Yet throughout the (admittedly still rather short) history of computing, scientists and engineers have made attempts to cross-fertilize ideas from neurobiology into computing in order to build machines that operate in a manner more akin to the brain. Why is this?
Part of the answer is that brains display very high levels of concurrency and fault-tolerance in their operation, both of which are properties that we struggle to deliver in engineered systems. Understanding how the brain achieves these properties may help us discover ways to transfer them to our machines. In addition, despite their impressive ability to process numbers at ever-increasing rates, computers continue to be depressingly dumb, hard to use and totally lacking in empathy for their hapless users. If we could make interacting with a computer just a bit more like interacting with another person, life would be so much easier for so many people.
More fundamentally, understanding how the brain functions is one of the last great frontiers of science. 'Wet' neuroscience has revealed a great deal about the structure and operation of individual neurons, and medical instruments such as functional magnetic resonance imaging machines reveal a great deal about how neural activity in the various regions of the brain follows a This Chapter originally appeared as an article in J. Royal Society Interface, 2007, 4: 193-206 ; permission by the Royal Society to reprint it in the current Handbook is gratefully acknowledged. The objective of understanding the architecture of brain and mind is recognized as one of the grand challenges in computing research [43] and is a long-term multi-disciplinary project pursued at many different levels of abstraction.
The computer engineer brings a constructionist approach to these issues. Given the various different models that have been offered to describe the information processing function of an individual neuron, how do we go about selecting an appropriate model and constructing useful computational functions using it (instead of logic gates) as the basic component part? Can we build a library of such functions as a kit of parts from which to construct higher-level systems? Will the results of this enterprise deliver new and better ways to build computers, and/or will it tell us anything at all about the biological systems that are the source of inspiration for this approach? Therefore, we have two goals in this work: (i) to develop a 'neural toolkit' that can be used to build computers that share some of the properties of the brain, such as high levels of concurrency and fault-tolerance, and (ii) to build a machine that will allow realistic simulation and study of the brain itself. In this review, we present a framework for this field of inquiry, suggest promising lines of attack, and indicate when and where answers may emerge, so far as this can be foreseen.
The Neuron
The basic biological control component is the neuron. A full understanding of the 'architecture of brain and mind ' [43] must, ultimately, involve finding an explanation of the phenomenological observations that can be expressed in terms of the interactions between neurons.
Neurons appear to be very flexible components whose utility scales over systems covering a vast range of complexities. Very simple creatures find a small number of neurons useful. Honeybees find it economic to support brains comprising around 850,000 neurons, which give them exceptional navigational capabilities while travelling several miles from their hive. Humans have evolved to carry brains comprising 10 11 neurons or so and use these to support exceptional motor control and complex societal interactions. Figure 1 illustrates a very small part of the cortex and gives an indication of the extent of the interconnections between neurons.
The basic logic gate used in digital circuits can be considered to be 'universal', in the sense that any digital circuit can be built using the same basic
