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THE CHECKERED SMOCKED SPACE AND ITS TANGENT CONE
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Abstract. Smocked metric spaces were first defined in [1] and it was proved
that if a norm on the Euclidean space uniformly estimates the pseudometric of a
smocked metric space, then the tangent cone at infinity is unique and is a norm
vector space with that estimating norm. In this paper, we explicitly calculate the
norm approximating the pseudometric of the checkered smocked space and find
the tangent cone at infinity.
1. Introduction
The notion of a smocked metric space was first introduced in [1]. In that paper,
a variety of smocked metric spaces were considered and proved to have unique
tangent cones at infinity. As the main theorem, it was proved that if a norm on the
Euclidean space uniformly estimates the pseudometric of a smocked metric space,
then the tangent cone at infinity is unique and is a norm vector space with that
estimating norm. The formal theorem is in section 4.
In this paper, we consider the checkered smocked space XH , and explicitly find
its estimating norm and prove it too has a unique tangent cone at infinity. The
rest of the paper is organized as follows. In section 2, we review the definition of
a smocked metric space, the definition of checkered smocked space XH , and the
definition of a tangent cone at infinity of a smocked metric space. In section 3,
we estimate the length of geodesics in XH to find the estimating norm. Finally, the
uniqueness of the tangent cone at infinity of XH is proved in section 4. This tangent
cone at infinity is a normed plane with norm F : E2 → [0,∞) given by
(1) F(x1, x2) =
√
2
3
(|x1| + |x2|) + 2 −
√
2
3
||x1| − |x2||.
2. Background
We recall the definition of a smocked metric space and the checkered smocked
space XH , as introduced in [1].
Definition 2.1. Given a Euclidean space, EN , and a finite or countable collection of
disjoint connected compact sets called smocking intervals or smocking stitches,
(2) I = {I j : j ∈ J},
with a positive smocking separation factor,
(3) δ = min{|z − z′| : z ∈ I j, z′ ∈ I j′ , j , j′ ∈ J} > 0,
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one can define the smocked metric space, (X, d), in which each stitch is viewed as
a single point.
(4) X =
{
x : x ∈ EN \ S
}
∪ I
where S is the smocking set or smocking pattern:
(5) S =
⋃
j∈J
I j.
We have a smocking map pi : EN → X defined by
(6) pi(x) =
x for x ∈ EN \ SI j for x ∈ I j and j ∈ J.
The smocked distance function, d : X × X → [0,∞), is defined for y, x < pi(S ),
and stitches Im and Ik as follows:
d( x, y ) = min {d0(x, y), d1(x, y), d2(x, y), d3(x, y), ...}
d( x, Ik) = min{d0(x, z), d1(x, z), d2(x, z), d3(x, z), ... : z ∈ Ik}
d(Im, Ik) = min{d0(z′, z), d1(z′, z), d2(z′, z), d3(z′, z), ... : z′ ∈ Im, z ∈ Ik}
where dk are the sums of lengths of segments that jump to and between k stitches:
d0(v,w) = |v − w|
d1(v,w) = min{|v − z1| + |z′1 − w| : z1, z′1 ∈ I j1 , j1 ∈ J}
d2(v,w) = min{|v − z1| + |z′1 − z2| + |z′2 − w| : zi, z′i ∈ I ji , j1 , j2 ∈ J}
dk(v,w) = min{|v − z1| +
k−1∑
i=1
|z′i − zi+1| + |z′k − w| : zi, z′i ∈ I ji , j1 , · · · , jk ∈ J.
We define the smocking pseudometric d¯ : EN × EN → [0,∞) to be
d¯(v,w) = d(pi(v), pi(w)) = min{dk(v′,w′) : pi(v) = pi(v′), pi(w) = pi(w′), k ∈ N}.
We will say the smocked space is parametrized by points in the stitches, if
(7) J ⊂ EN and ∀ j ∈ J j ∈ I j.
Definition 2.2. The checkered smocked space (XH , dH) is a smocked plane de-
fined as in Definition 3.1 of [1]. We start with the Euclidean plane E2. We define
our index set:
JH = J−H ∪ J |H
where
J−H = 3Z × 3Z
and
J |H = (3Z + 1.5) × (3Z + 1.5)
We define our intervals which are horizontal (of length 1):
I( j1, j2) = [ j1 − 0.5, j1 + 0.5] × { j2} when ( j1, j2) ∈ J−H
and vertical (of length 1):
I( j1, j2) = { j1} × [ j2 − 0.5, j2 + 0.5] when ( j1, j2) ∈ J |H
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See Figure 1.
Figure 1. Smocking Pattern H.
Gromov-Hausdorff convergence was first defined by David Edwards in [3]. It
was rediscovered by Gromov in [4]. The text [2] gives an excellent introduction to
this topic.
Definition 2.3. We say a sequence of compact metric spaces
(8) (X j, d j)
GH−→ (X∞, d∞)
if and only if
(9) dGH((X j, d j), (X∞, d∞))→ 0,
where the Gromov-Hausdorff distance is defined by
(10) dGH(X j, X∞) = inf{dZH(ϕ j(X j), ϕ∞(X∞)) : Z, ϕ j : X j → Z}
where the infimum is over all compact metric spaces, Z, and over all distance
preserving maps ϕ j : X j → Z:
(11) dZ(ϕ j(a), ϕ j(b)) = d j(a, b) ∀a, b ∈ X j.
The Hausdorff distance is defined by
(12) dH(A1, A2) = inf{r : A1 ⊂ Tr(A2) and A2 ⊂ Tr(A1)}.
Since we are considering unbounded metric spaces, we must consider the fol-
lowing definition by Gromov:
Definition 2.4. If one has a sequence of complete noncompact metric spaces,
(X j, d j), and points x j ∈ X j, one can define pointed GH convergence:
(13) (X j, d j, x j)
ptGH−→ (X∞, d∞, x∞)
if and only if for every radius r > 0, the closed balls of radius r in X j converge in
the GH sense as metric spaces with the restricted distance to closed balls in X∞:
(14) dGH((B¯r(x j) ⊂ X j, d j), (B¯r(x∞) ⊂ X∞, d∞))→ 0.
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The idea behind the tangent cone at infinity of a metric space is probing the
asymptotic behavior of the metric space as one zooms out. For this purpose, we
consider a sequence of rescalings of a metric space and see if this sequence or a
subsequence of it converges in GH sense. If it does, then one obtains a space which
is a tangent cone at infinity.
Definition 2.5. A complete noncompact metric space with infinite diameter, (X, dX),
has a tangent cone at infinity, (Y, dY ), if there is a sequence of rescalings, R j → ∞,
and points, x0 ∈ X and y0 ∈ Y, such that
(15) (X, d/R j, x0)
ptGH−→ (Y, dY , y0).
3. Length of Geodesics in XH
3.1. Preliminary definitions and notation.
Definition 3.1. A path from a to b in XH is a list of directed segments P = (Pi)ni=1
in E2 where
• the initial point of P1 is pi−1(a)
• the terminal point of Pn is pi−1(b)
• the terminal point of Pi lies in the same smocking stitch as the initial point
of Pi+1 for all i = 1, . . . , n − 1.
The number n is called the combinatorial length of P. The length of P, denoted
L(P), is the sum of the euclidean lengths of the segments Pi. A geodesic in XH is a
path from a to b such that L(P) = dH(a, b).
Definition 3.2. For each j ∈ J
• let↗ j be the shortest directed segment from I j+(−1.5,−1.5) to I j
• let↘ j be the shortest directed segment from I j+(−1.5,1.5) to I j
• let↖ j be the shortest directed segment from I j+(1.5,−1.5) to I j
• let↙ j be the shortest directed segment from I j+(1.5,1.5) to I j
For each j ∈ J−
• let→ j be the shortest directed segment from I j+(−3,0) to I j
• let← j be the shortest directed segment from I j+(3,0) to I j
For each j ∈ J|
• let ↑ j be the shortest directed segment from I j+(0,−3) to I j
• let ↓ j be the shortest directed segment from I j+(0,3) to I j
We call↗ j,↖ j,↘ j, and↙ j diagonals. We call← j and→ j horizontals. We
call ↑ j and ↓ j verticals. We refer to the collection of all such network parts as the
network N,
N =
⋃
j∈J
{↗ j,↖ j,↘ j,↙ j} ∪
⋃
j∈J−
{← j,→ j} ∪
⋃
j∈J|
{↑ j, ↓ j}
Definition 3.3. A network path is a path which consists of network parts.
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Proposition 3.4. If P is a network path with D number of diagonals and P has
combinatorial length n then the length of P is
L(P) = D
√
2 + 2(n − D).
When decomposing a network path with known initial point into network parts,
we do not need to label the index of each particular network part. The terminal
end of one network part determines the beginning end of the next. For example
the network path from I0 to I(6,3) given by↗(1.5,1.5)↗(3,3)→(6,3) may be denoted by
↗↗→, provided we specify that the starting point is I0. Further more, write ↗2
to denote↗↗, etc, and define↗0 to be the stationary path, etc.
Definition 3.5. The Awesome path A j from I0 to I j is constructed as follows:
• if 0 = j1 < j2 then A j =↗↑
j2
3 −1↖
• if 1.5 ≤ j1 ≤ j2, A j =↗↑
j2− j1
3 ↗ 23 j1−1
• if 0 ≤ j2 < j1 then A j =→
j1− j2
3 ↗ 23 j2
• if j2 < 0 ≤ j1 then A j = RX
(
A(| j1 |,| j2 |)
)
where RX is reflection over the
X-axis
• if j1 < 0 then A j = RY
(
A(| j1 |, j2)
)
where RY is reflection over the Y-axis
as in figure 2.
Figure 2. Awesome Paths
Proposition 3.6. The length of an Awesome path A j is
L(A j) =
2
√
2
3 min(| j1|, | j2|) + 23 || j1| − | j2|| if j1 , 0,
2
√
2 + 23 | j2| − 2 if j1 = 0.
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Definition 3.7. The Awesome path A jk from I j to Ik is constructed as follows:
Let T1 be an isometry of the Euclidean plane given by
T1 =
RD if j ∈ J |J ,id otherwise.
Now let T2 denote the translation map on the Euclidean plane taking T1( j) to 0.
Let A be the Awesome path from I0 to I(x,y) where (x, y) = T2T1( j). We define the
i’th part of A jk as
(A jk)i = T
−1
1 T
−1
2 (Ai).
Proposition 3.8. The length of an Awesome path A jk is
L(A jk) =
2
√
2
3 min(| j1 − k1|, | j2 − k2|) + 23 || j1 − k1| − | j2 − k2|| if j1 , 0,
2
√
2 + 23 | j2 − k2| − 2 if j1 = k1.
3.2. Awesome Paths are more efficient than Euclidean Paths.
Definition 3.9. The Euclidean Path from interval I j to Ik in XH , denoted E
j
k, is the
path consisting of a single directed segment which minimizes the Euclidean length.
Notice the length of E jk, as defined in Definition 3.1 is L(E
j
k) = dE(I j, Ik) where dE
is the Euclidean metric on E2.
Theorem 3.10. The length of the Awesome path from interval I j to Ik is less than
or equal to the length of the Euclidean of the Euclidean path from interval I j to Ik:
L(A jk) ≤ L(E jk).
The proof of Theorem 3.10 will be done in 3 steps. First we prove Lemma 3.11
which handles the case j ∈ J|. Then we prove Lemma 3.12 which handles the case
j ∈ J−, j1 , 0. Finally we prove Lemma 3.13 which handles the case j1 = 0.
Lemma 3.11. For any x, y ∈ R, 1.5 ≤ |x|, and 1.5 ≤ |y|,2√23 min(|x|, |y|) + 23 ||x| − |y||
2 ≤ (|x| − 12
)2
+
(
|y| − 1
2
)2
.
This become equality only when 1.5 = |x| = |y|.
Proof. It is enough to show
(A)
2√23
(
x +
1
2
)
+
2
3
(y − x)
2 ≤ x2 + y2
is true for all 1 ≤ x ≤ y. This is because for any x, y ∈ Rwith 1.5 ≤ |x|, and 1.5 ≤ |y|
we observe that (x′, y′) =
(
min (|x|, |y|) − 12 ,max (|x|, |y|) − 12
)
satisfies 1 ≤ x′ ≤ y′,
and plugging (x′, y′) into inequality A gives the desired inequality.
Let r ∈ R. S r = {(x, y) ∈ E2|1 ≤ x ≤ y, LHS (x, y) = r2}. S r is a line segment
with closed endpoints P =
(
3r−√2
2
√
2
, 3r−
√
2
2
√
2
)
and Q =
(
1, 3r2 − 3
√
2
2 + 1
)
. Now con-
sider Cr = {(x, y) ∈ E2|1 ≤ x ≤ y,RHS (x, y) = r2}. Cr is an arc of a circle. We
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claim for any point (x, y) of the segment S r, the connecting segment between (x, y)
and the origin intersects the arc Cr at a point. Equivalently, the entire line segment
S r = [P,Q] lies outside Br(0), the Euclidean open ball of radius r centered at the
origin; i.e [P,Q] ∩ Br(0) = ∅. This implies, LHS (x, y) ≤ RHS (x, y).
We consider the half-plane H = {(x, y) + (0, λ)|(x, y) ∈ L, λ ≥ 0} = {(x, y) +
(λ, λ)|(x, y) ∈ L, λ ≥ 0} where L is the line L = {(x, y) ∈ E2|y = −x + r√2}. Since
P =
(
3r−√2
2
√
2
, 3r−
√
2
2
√
2
)
= ( r
√
2
2 ,
r
√
2
2 ) + (λ, λ) where λ =
1
2
((
3√
2
− √2
)
r − 1
)
≥ 0,
we have P ∈ H. Since Q = (1, 3r2 − 3
√
2
2 + 1) = (1,−1 + r
√
2) + (0, λ) where
λ = 3r2 − 3
√
2
2 + 1 + 1 − r
√
2 ≥ 0, we have Q ∈ H. Since H is convex, [P,Q] ⊂ H.
Therefore [P,Q] ∩ Hc = ∅.
Note E2 = H unionsq Hc. It is easy to show that Br(0) ⊂ Hc. Finally, [P,Q] ∩ Br(0) =
∅. 
Lemma 3.12. For any (x, y) ∈ J−, 3 ≤ |x|2√23 min(|x|, |y|) + 23 ||x| − |y||
2 ≤ (|x| − 1)2 + |y|2.
This becomes equality only when (x, y) = (3, 0) or (−3, 0).
Proof. If y = 0, the inequality simplifies to 23 |x| ≤ |x| − 1 which is true for all
3 ≤ |x|.
Suppose y , 0, so 3 ≤ |y|. In order to prove the , it is enough to show
(B1)
2√23 x + 23(y − x)
2 ≤ (x − 1)2 + y2
is true for all 3 ≤ x ≤ y and
(B2)
2√23 y + 23(x − y)
2 ≤ (x − 1)2 + y2
is true for all 3 ≤ y ≤ x.
We start with inequality B1.
RHS − LHS = Ax2 + By2 −Cxy − Dx + E
where A = 1 − 89 − 49 + 8
√
2
9 , B =
5
9 , C =
8
9 (
√
2 − 1), D = 2, E = 1. Notice
A, B,C,D, E > 0. Since 0 ≤ x ≤ y
Ax2 + Bx2 −Cy2 − Dy + E ≤ RHS − LHS
Let f (x) = (A+ B)x2 + E and g(y) = Cy2 + Dy. Notice f (x) > g(x), ∀x, y ∈ R. Thus
0 < f (x) − g(y) ≤ RHS − LHS .
Hence RHS > LHS , as required.
Now consider inequality B2.
RHS − LHS = Ax2 + By2 −Cxy − Dx + E
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where A = 59 , B =
5
9 +
8
9 (
√
2 − 1), C = 89 (
√
2 − 1), D = 2, E = 1. Notice
A, B,C,D, E > 0. Since 0 ≤ y ≤ x
Ay2 + By2 −Cx2 − Dx + E ≤ RHS − LHS
Let f (y) = (A+ B)y2 + E and g(x) = Cx2 + Dx. Notice f (y) > g(x), ∀x, y ∈ R. Thus
0 ≤ f (y) − g(x) ≤ RHS − LHS
Hence RHS > LHS , as required. 
Lemma 3.13. For any y ∈ R, 3 ≤ |y|
2
√
2 +
2
3
|y| − 2 < |y|.
Proof of Theorem 3.10. By Lemma 3.11, 3.12, and 3.13, we get L(A j) ≤ L(E0j ).
Since the mapping T2T1 in Definition 3.7 is an isometry, we get L(A
j
k) ≤ L(E jl ), as
required. 
Corollary 3.14. Geodesics in XH are network paths.
Proof. Suppose P is a shortest path between I j and Ik but is not a network path.
Then there exists a part of P, say Pi, such that Pi is not a network part. By theorem
3.10, we know the Awesome path A jk between these intervals is shorter in length
than Pi, the shortest Euclidean path between intervals. Now P′ =
∏n
l=1 P
′
l where
P′l =
A jk if l = iPl otherwise
is a shorter path. 
3.3. Monotone Network Paths.
Definition 3.15. A monotone network path P is a path in which all directed
segments are either
• ↑,→,↗
• ↑,←,↖
• ↓,←,↙
• or ↓,→,↘.
It can be shown that when j1 , 0 that any geodesic from I0 to I j is a monotone
network path.
Lemma 3.16. If P is a monotone network path from I0 to I j with combinatorial
length n, then n = d( j), where depth of j, denoted d( j), is defined as d( j) = | j1 |+| j2 |3 .
Proof. With out loss of generality, suppose 0 < j1 and 0 ≤ j2. When n = 1,
P =↗(1.5,1.5) or →(3,0). In both scenarios, d( j) = 1.
Fix n. Suppose for any j ∈ J and any MNP from I0 to I j with combinatorial
length n we have n = d( j). Let P be a MNP from I0 to I j of combinatorial length
n + 1. Write
∏n+1
i=1 Pi as the part decomposition of P. Notice P
′ =
∏n
i=1 Pi is an
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MNP from I0 to I j′ for some j′ ∈ J and the combinatorial length of P′ is n. Also
the final part Pn+1 is either↗,→, or ↑, since P is MNP. Thus
j′ = j + (−1.5,−1.5), j + (−3, 0), or j + (0,−3).
In all scenarios
d( j) =

d( j′ + (1.5, 1.5)) = d( j′) + d(1.5, 1.5)
d( j′ + (3, 0)) = d( j′) + d(3, 0)
d( j′ + (0, 3)) = d( j′) + d(0, 3)
 = d( j′) + 1 = n + 1

Corollary 3.17. If P is a monotone network path from I0 to I j with exactly D
diagonals then P has length
(C) L(P) = D
√
2 + (d( j) − D) · 2.
Proof. Apply Proposition 3.4 and Lemma 3.16. 
Therefore, a monotone network path P from I0 to I j, with 0 < j1 and 0 < j2,
has the shortest length if it has the largest possible number of diagonals D. The
maximum number of diagonals can be acquired by considering the largest square
inscribed inside the restricting rectangle. This square can fit exactly
D =
2
3
min(| j1|, | j2|)
diagonals. Notice
min(a, b) =
a + b − |a − b|
2
and recall
d( j) =
| j1| + | j2|
3
Plugging these values into Formula (C) yields:
Theorem 3.18. The distance between intervals I0 and I j in XH is
dH(I0, I j) =
√
2
3
(| j1| + | j2|) + 2 −
√
2
3
|| j1| − | j2||
provided j1 , 0. When j1 = 0, we have
dH(I0, I j) = 2
√
2 +
2
3
| j2| − 2.
4. The Tangent Cone at Infinity of XH
As we mentioned in the introduction, we will use the main theorem in [1] to
prove that tangent cone at infinity of XH is unique and is a norm vector space with
the norm F : E2 → [0,∞) given in equation 1:
F(x1, x2) =
√
2
3
(|x1| + |x2|) + 2 −
√
2
3
||x1| − |x2||.
The theorem is as follows:
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Theorem 4.1. Suppose we have an N dimensional smocked space, (X, d), as in
Definition 2.1 such that
(16)
∣∣∣ d¯(x, x′) − [F(x) − F(x′)] ∣∣∣ ≤ K ∀x, x′ ∈ EN
where F : EN → [0,∞) is a norm. Then (X, d) has a unique tangent cone at infinity,
(17) (RN , dF) where dF(x, x′) = ||x − x′||F = F(x − x′).
To check for the conditions of this theorem, we use the following approximation
lemma from paper [1].
Lemma 4.2. Given an N dimensional smocked space parametrized by points in
intervals as in (7), with smocking depth, h ∈ (0,∞), and smocking length L =
Lmax ∈ (0,∞), if one can find a Lipschitz function F : EN → [0,∞) such that
(18) | d(I j, I j′) − [F( j) − F( j′)] | ≤ C,
then
(19) | d¯(x, x′) − [F(x) − F(x′)] | ≤ 2h + C + 2dil(F)(h + L)
where dil(F) is the dilation factor or Lipschitz constant of F:
(20) dil(F) = sup
{ |F(a) − F(b)|
|a − b| : a , b ∈ E
N
}
.
In what follows, we show that F as defined by equation 1 is a norm that satisfies
the conditions of theorem 4.1.
Lemma 4.3. F is a norm.
Proof. (1) Note, for any v ∈ E2, F(v) ≥ 0. Also, if F(v) = 0 then |v1|+ |v2| = 0,
and thus v = 0.
(2) Notice, for any a ∈ R and any v ∈ E2, we have
F(av) =
√
2
3
(|av1| + |av2|) + 2 −
√
2
3
||av1| − |av2||
= |a|(
√
2
3
(|v1| + |v2|) + 2 −
√
2
3
||v1| − |v2||) = |a|F(v).
(3) Let S = F−1([0, 1]). Note that S is a convex regular octagon. Observe that
for any v ∈ E2, we have F(v) = inf Av where Av is defined to be Av = {t ∈
R+| vt ∈ S }. Notice that for any u, v ∈ E2, we have that Au + Av ⊂ Au+v:
Let t ∈ Au and t′ ∈ Av. Then ut , vt′ ∈ S . Since S is convex and
0 ≤ tt+t′ ≤ 1, we have u+vt+t′ =
(
t
t+t′
) (
u
t
)
+
(
1 − tt+t′
) (
v
t′
)
∈ S . Hence
t + t′ ∈ Au+v.
Thus, F(u + v) = inf Au+v ≤ inf(Au + Av) = inf Au + inf Av = F(u) + F(v).

Lemma 4.4. We have |dH(I j, I j′) − [F( j) − F( j′)]| ≤ 2
√
2 − 2.
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Proof. Recall that in corollary 3.18, we proved
dH(I0, I j) =

√
2
3 (| j1| + | j2|) + 2−
√
2
3 || j1| − | j2|| if j1 , 0,
2
√
2 + 23 | j2| − 2 if j1 = 0.
Hence
F( j) ≤ dH(I0, I j) ≤ F( j) + 2
√
2 − 2.
Therefore
F( j) ≤ dH(I0, I j) ≤ dH(I0, I j′) + dH(I j, I j′) ≤ dH(I j, I j′) + F( j′) + 2
√
2 − 2
and hence |dH(I j, I j′) − [F( j) − F( j′)]| ≤ 2
√
2 − 2 as required. 
Lemma 4.5. F : E2 → [0,∞) is Lipschitz.
Proof. We need to show ∀x, y ∈ E2,
|F(x) − F(y)|
|x − y| ≤ k,
for a constant k independent of x and y.
Without loss of generality, we may assume F(y) ≤ F(x).
Let α =
√
2
3 and β =
2−√2
3 . Then,
F(x) = α(|x1| + |x2|) + β||x1| − |x2||,
and
F(y) = α(|y1| + |y2|) + β||y1| − |y2||.
Therefore,
F(x) − F(y) = α(|x1| − |y1|) + α(|x2| − |y2|) + β(||x1| − |x2|| − ||y1| − |y2||)
≤ α(|x1| − |y1|) + α(|x2| − |y2|) + β(||x1| − |x2| − |y1| + |y2||)
= α(|x1| − |y1|) + α(|x2| − |y2|) + β(||x1| − |y1| + |y2| − |x2||)
≤ α(|x1| − |y1|) + α(|x2| − |y2|) + β||x1| − |y1|| + β||x2| − |y2||
≤ α|x1 − y1| + α|x2 − y2| + β|x1 − y1| + β|x2 − y2|
= (α + β)|x1 − y1| + (α + β)|x2 − y2|
= (α + β)(|x1 − y1| + |x2 − y2|)
≤ (α + β)|x − y| √2.
Hence, k = 2
√
2
3 .

Lemma 4.6. We have dil(F) ≤ 2+
√
2
3 .
Proof. Since dil( f + g) ≤ dil( f ) + dil(g) and dil(|x|) = 1, and dil( f ◦ g) =
dil( f )dil(g), we have:
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dil(F) = dil(
√
2
3
(|a1| + |a2|) + 2 −
√
2
3
||a1| − |a2||)
≤ dil(
√
2
3
(|a1| + |a2|)) + dil(2 −
√
2
3
||a1| − |a2||)
=
√
2
3
dil(|a1| + |a2|) + 2 −
√
2
3
dil(||a1| − |a2||)
≤
√
2
3
dil(|a1|) + dil(|a2|) + 2 −
√
2
3
dil(| · |)dil(|a1| − |a2|)
≤ 2
√
2
3
+
2 − √2
3
=
2 +
√
2
3
.

Lemmas 4.4 and 4.5 satisfy the assumption of Lemma 4.2. By Lemma 4.2 we
have
|d¯H(x, x′) − [F(x) − F(x′)]| ≤ 2hH + C + 2dil(F)(hH + LH),
where hH = 1.5, C = 2
√
2 − 2 and LH = 1. Combining with 4.6, we get
|d¯H(x, x′)−[F(x)−F(x′)]| ≤ 2(1.5)+(2
√
2−2)+2(2 +
√
2
3
)(1.5+1) =
18 + 11
√
2
3
.
Finally, by Theorem 4.1, we get that the H-smocking space (XH , dH) has a
unique tangent cone at infinity (E2, dF) where dF(x, x′) = F(x − x′).
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