Abstract. This paper evaluates four mechanisms for providing service differentiation in IEEE 802.11 wireless LANs. The evaluated schemes are the Point Coordinator Function (PCF) of IEEE 802.11, the Enhanced Distributed Coordinator Function (EDCF) of the proposed IEEE 802.11e extension to IEEE 802.11, Distributed Fair Scheduling (DFS), and Blackburst. The evaluation was done using the ns-2 simulator. Furthermore, the impact of some parameter settings on performance has also been investigated. The metrics used in the evaluation are throughput, medium utilization, collision rate, average access delay, and delay distribution for a variable load of real time and background traffic. The simulations show that the best performance is achieved by Blackburst. PCF and EDCF are also able to provide pretty good service differentiation. DFS can give a relative differentiation and consequently avoids starvation of low priority traffic.
Introduction
Wireless networks are superior to wired networks with regard to aspects such as ease of installation and flexibility. They do, however, suffer from lower bandwidth, higher delays, higher bit-error rates, and higher costs than wired networks. With the advent of Wireless Local Area Networks (WLANs), bandwidth has increased and prices have decreased on wireless networking solutions. These factors have made WLANs a very popular wireless networking solution. Given the coverage and low price, it is likely that demands for the ability to run real-time applications such as voice over IP over these networks will increase. If such applications shall be usable, considering the characteristics of wireless networks, some kind of service differentiation must be employed to let certain types of traffic get better performance.
The IEEE 802.11 standard [8] for WLANs is the most widely used WLAN standard today. Since it uses a shared medium, it has some inherent problems, such as low medium utilization, risk of collisions and problem of providing differentiation between different types of traffic. There is a mode of operation in IEEE 802.11 that can be used to provide service differentiation, but it has been shown to perform poorly and give poor link utilization [15] , so several new service differentiation schemes have been proposed. We study and evaluate four schemes for providing Quality of Service (QoS) over IEEE 802.11 wireless LANs: the PCF mode of the IEEE 802.11 standard [8] , Distributed Fair Scheduling [14] , Blackburst [12] , and Enhanced DCF [2] . This paper summarizes work previously published as position papers [9, 10] , and does a more thorough analysis than the previous papers. The rest of the paper is organized as follows. Section 2 provides an overview of IEEE 802.11 and the proposed schemes for service differentiation. Section 3 describes our simulation scenarios and metrics. In section 4 we present the results of our simulations, section 5 discusses some issues, and section 6 concludes.
Overview of evaluated schemes
In this section we describe the QoS mechanisms we have evaluated. For further details we refer to [2, 8, [12] [13] [14] .
IEEE 802.11
IEEE 802.11 has two different access methods, the mandatory Distributed Coordinator Function (DCF) and the optional Point Coordinator Function (PCF). The latter aims at supporting real-time traffic.
Distributed coordinator function
The DCF is the basic access mechanism of IEEE 802.11. It uses a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) algorithm to mediate the access to the shared medium. Before a data frame is sent, the station senses the medium. If it is idle for at least a DCF interframe space 1 (DIFS) period of time, the frame is transmitted. Otherwise, a backoff time B (measured in time slots) is chosen randomly in the interval [0, CW), where CW is the so called Contention Window. After the medium has been detected idle for at least a DIFS, the backoff timer is decremented by one for each time slot the medium remains idle. If the medium becomes busy during the backoff process, the backoff timer is paused, and is restarted when the medium has been sensed idle for a 1 An interframe space, IFS, is the time a station waits when the medium is idle before attempting to access it. IEEE 802.11 defines several IFSs, and by using shorter IFS, the medium is accessed prior to stations using a longer IFS. This is, e.g., used to ensure that an acknowledgment frame is sent before any other station can send data. DIFS again. When the backoff timer reaches zero, the frame is transmitted. Upon detection of a collision (which is detected by the absence of an acknowledgment frame to the data frame), the contention window is doubled according to
where i is the number of attempts (including the current one) to transmit the frame that has been done, and k is a constant defining the minimum contention window, CW min = 2 k − 1. A new backoff time is then chosen and the backoff procedure starts over. The backoff mechanism is also used after a successful transmission before sending the next frame. After a successful transmission, the contention window is reset to CW min .
Point coordinator function
PCF is a centralized, polling-based access mechanism which requires the presence of a base station that acts as Point Coordinator (PC). If PCF is supported, both PCF and DCF coexist and in this case, time is divided into superframes as shown in figure 1 . Each superframe consists of a contention period where DCF is used, and a contention free period (CFP) where PCF is used. The CFP is started by a special frame (a beacon) sent by the base station. Since the beacon is sent using ordinary DCF access method, the base station has to contend for the medium, and therefore the CFP may be shortened. The PC keeps a list of mobile stations that have requested to be polled to send data. During the CFP, it sends poll frames to the stations when they are clear to access the medium. Upon reception of a poll frame, the station sends a data packet if it has any packet queued. To ensure that no DCF stations are able to interrupt this mode of operation, the IFS between PCF data frames is shorter than the usual DIFS. This space is called a PCF interframe space (PIFS). To prevent starvation of stations that are not allowed to send during the CFP, there must always be room for at least one maximum length frame to be sent during the contention period.
IEEE 802.11e -Enhanced DCF
Task group E of the IEEE 802.11 working group are currently working on an extension to the IEEE 802.11 standard, called IEEE 802.11e. The goal of this extension is to enhance the access mechanisms of IEEE 802.11 and provide a distributed access mechanism that can provide service differentiation. All the details have not yet been finalized, but a new access mechanism called Enhanced DCF (EDCF) has been selected [2] . This is an extension of the basic DCF access mechanism in the original standard. Since devices complying with the old standard are widely deployed, great care was taken to ensure that EDCF should be inter-operable with the old DCF. The EDCF mechanism allows traffic to be classified into 8 different traffic classes, by modifying the minimum contention window (CW min ) and the interframe space used for data transmissions. Choosing a smaller default contention window for a station will cause that station to generate shorter backoff intervals, thus gaining priority over a station with a larger CW min which generates longer backoff intervals.
To be able to further differentiate between stations using the same contention window, different interframe spaces are used by different traffic classes. Instead of waiting a DIFS before trying to access the medium, or starting to decrement the backoff timer as in ordinary DCF, an interframe space called Arbitration Interframe Space (AIFS) is used. Each traffic class uses its own AIFS which equals a DIFS plus a number of time slots (possibly zero). This means that traffic using a large AIFS (many "extra" time slots) will have lower priority than traffic using a small AIFS, since they will wait longer before trying to access the medium or starting to decrement the backoff timer.
Mechanisms similar to EDCF that use different backoff algorithms and interframe spaces for different priority levels have previously been proposed by for example Deng and Chang [5] and Barry et al. [1] .
In IEEE 802.11e there is also the possibility to use packet bursting [3] to enhance the performance, and achieve better medium utilization. The packet bursting concept means that once a station has gained access to the medium through ordinary contention, it can be allowed to send more than one frame without contending for the medium again. After getting access to the medium the station is allowed to send as many frames it wishes as long as the total access time does not exceed a certain limit (TxOpLimit). To ensure that no other station interrupts the packet burst, the interframe space used between the reception of an acknowledgment, and the transmission of the next data frame in the packet burst is a SIFS (Short Interframe Space), which is the same IFS that is used between data and acknowledgment frames. If a collision occurs (no acknowledgment frame is received), the packet burst is terminated. Since packet bursting might increase the jit-ter, it is recommended that TxOpLimit is chosen such that it is not longer than the time required for the transmission of a data frame of maximum size.
Distributed fair scheduling
It is not always desirable to completely sacrifice the performance of low priority traffic in order to give very good service to high priority traffic. Often it can be good to be able to provide relative differentiation, for example specifying that one type of traffic should get twice as much bandwidth as some other type of traffic. Vaidya et al. propose an access scheme called Distributed Fair Scheduling (DFS) which applies the ideas behind fair queuing in the wireless domain [14] .
There exist several fair queuing schemes that provide fair allocation of bandwidth between different flows on a node [6, 7] . In this context, fair means that each flow gets bandwidth proportional to some weight that has been assigned to it. These schemes are centralized in the sense that they run on a single node which has access to all information about all the flows. Since different weights can be assigned to the flows, this can be used for differentiation between flows.
The Distributed Fair Scheduling scheme is based on the fair queuing mechanism known as Self-Clocked Fair Queueing [6] , and uses the backoff mechanism of IEEE 802.11 to determine which station should send first. Before transmitting a frame, the backoff process is always initiated, even if no previous frame has been transmitted. The backoff interval is calculated as shown in
where size packet is the size of the packet to send, φ is the weight of the station, ρ is a random variable with mean 1 (paper [14] uses a uniform random variable in the interval [0.9, 1.1], and so will we in our evaluations), and Scaling_Factor is used to scale the backoff intervals to values of suitable magnitude. Since the backoff interval will be longer the lower the weight of the sending station is, differentiation will be achieved. Further, fairness is achieved by using the size of the packet to be sent in the calculation of the backoff interval. This will cause larger packets to get longer backoff intervals than small packets, allowing a station with small packets to send more often so that the same amount of data is sent. If a collision occurs, a new backoff interval is calculated using the backoff algorithm of the IEEE 802.11 standard where the contention window is given by equation (1), with CW min set to 3. The reason for choosing such a short contention window even though a collision has occured is that DFS tries to maintain fairness among nodes, and thus a node that was "scheduled" to send a packet, should be able to send it as soon as possible. Otherwise fairness would suffer.
Blackburst
To improve the performance of real time streams in wireless LANs, Sobrinho and Krishnakumar proposed a scheme called Blackburst [12] , and some enhancements to that in [13] . The main goal of Blackburst is to minimize the delay for real time traffic, and it is somewhat different from the other schemes since it imposes certain requirements on the traffic to be prioritized. Blackburst requires that all high priority stations try to access the medium with constant intervals, t sch (this interval has to be the same for all high priority stations). Further, Blackburst also requires the ability to jam the wireless medium for a period of time.
When a high priority station wants to send a frame, it senses the medium to see if it has been idle for a PIFS and then sends its frame. On the other hand, if the medium is found busy, the station waits until the channel has been idle for a PIFS and then enters a black burst contention period. The station now sends a so called black burst by jamming the channel for a period of time. The length of the black burst is determined by the time the station has been waiting to access the medium, and is calculated as a number of black slots. After transmitting the black burst, the station listens to the medium for a short period of time (less than a black slot) to see if some other station is sending a longer black burst. That would imply that the other station has waited longer and, thus, should access the medium first. If the medium is idle, the station will send its frame, otherwise it will wait until the medium becomes idle again and enter another black burst contention period. By using slotted time, and imposing a minimum frame size on real time frames, it can be guaranteed that each black burst contention period will yield a unique winner [12] .
After the successful transmission of a frame, the station schedules the next access instant (when the station will try to transmit the next frame) t sch seconds in the future. This has the nice effect that real-time flows will synchronize, and share the medium in a TDM fashion [12] . This means that unless there is a transmission by a low priority station when an access instant for a high priority station occurs, very little blackbursting will have to be done once the stations have synchronized. Low priority stations use the ordinary DCF access mechanism of IEEE 802.11.
Two different modes of operation of Blackburst, with and without feedback from the MAC layer to the application, exist [13] . If the application is not Blackburst-aware, and the mode without feedback is used, a slack time, δ, is used to ensure stability of the system. The access intervals are scheduled δ before the time the packet is expected to arrive at the MAC layer. This is to ensure that delayed access instants caused by interfering traffic does not make the system unstable.
Simulations
To evaluate the methods described in section 2, we use the network simulator ns-2 [11] which has IEEE 802.11 DCF functionality. We extended the simulator by implementing IEEE 802.11 PCF 2 and Blackburst, and by adding implemen-tations of DFS and EDCF made by other people, 3 and ran the simulation scenarios described below to measure five different metrics: throughput, medium utilization, collision rate, access delay and delay distribution.
Scenarios
In our simulations modeling a 2 Mbit/s wireless LAN, the wireless topology consisted of several wireless stations and a base station connected to a wired node which serves as a sink for the flows from the wireless domain. In an IEEE 802.11 network in infrastructure mode, the mobile nodes always communicate directly with the base station, so the results would be similar even if the mobile nodes communicated with each other. An example of the topology can be seen in figure 2 . The parameters for the wired link were chosen to ensure that the bandwidth bottleneck of the system is within the wireless LAN. All wireless stations are located such that every station is able to detect a transmission from any other station, and there is no mobility in the system.
Our simulations consist of traffic that has been chosen to be similar to data generated by for example a variable bit rate audio or video encoder. The high priority stations generate packets with packet sizes taken from a normal distribution with mean 300 bytes, and standard deviation 40 bytes. We have used inter-packet intervals of 25 and 40 ms, which gives us data flows with an average bit rate of 96 and 60 kbit/s. We will refer to these as high and low bit-rate high priority traffic. The low priority stations generate packets every 50 ms, with a packet size taken from a normal distribution with mean 800 bytes, and standard deviation 150 bytes (corresponding to a mean bit-rate of 128 kbit/s). Our measurements started after a warm-up period that allowed initial control traffic like ARP to be exchanged so it would not affect our results. We have had some fixed numbers of low priority stations (3 and 12 stations), and gradually increased the number of high priority stations to increase the load of the system. When choosing the parameter settings to use for the different schemes, we have tried to use settings specified in the standards or papers where the schemes are specified [8, [12] [13] [14] , or that has elsewhere been shown to be sensible choices [2] . Unfortunately, the impact of the parameter settings for the different schemes are not always well investigated, and the preferable parameter setting may also vary depending on the expected traffic pattern. Table 1 shows the parameter values we have used in our simulations for the comparison of the schemes (where a time unit, TU, equals 1024 µs). The main parameter that can be modified for PCF is the size of the superframe, which actually determines how often a station can be polled. The length of the superframe is not specified in the standard, nor are any recommendations of superframe size given. Thus, we have investigated by simulation the impact this has on the throughput and medium utilization. The results of this can be found in section 4.1. During a CFP, the Point Coordinator (the base station) polls the stations in its polling list in a round robin fashion. If all stations 3 Thanks to Nitin H. Vaidya and Greg Chesson. [3] . The TxOpLimit value was set to the time required to transmit a frame of maximum size, as recommended. Furthermore, we assume that most applications will not be aware of Blackburst, and thus, decide to use the mode without feedback in our simulations to make the results comparable with the results from the other methods, and to make them more applicable to real life.
Metrics
The metrics we have used in our evaluation are throughput, medium utilization, collision rate, access delay, and cumulative delay distribution.
The average throughput for the stations at each priority level shows how well the QoS schemes can provide service differentiation between the various priority levels. To be able to compare the graphs from different levels of load, we have chosen to plot a normalized throughput on the y axis, rather than the absolute throughput. The normalized throughput is calculated as the percentage of the offered data that is actually delivered to the destination.
Wireless bandwidth is a scarce resource, so, efficient use of it is vital. Therefore, we also study the medium utilization of the different schemes. To do this, we measure how large percentage of time that is used for successful transmission of data frames. Thus we can see how much of the time (and the medium capacity) that is used for data transmission, and how much that is wasted on other things.
The collision rate is the average number of collisions that occur per second. A large number of collisions will reduce the performance.
We define access delay as the time the Head-of-Line data packet spends at the MAC layer before being successfully transmitted out on the wireless medium. The reason for studying average access delay is that many real-time applications are very sensible to high delays, after which the data will be useless. Therefore, it is important to provide low delay for real-time flows. Because real-time applications often have a delay bound after which the data is useless, it does not suffice to just study the average access delay, since the average might be rather low even if a large part of the packets have unacceptable delays. We present the cumulative distribution of the access delays for high priority traffic to find out the percentage of the packets that are below certain delay bounds.
Results

Determining PCF superframe size
To validate the comparison between the different schemes, it is important to ensure that all schemes have reasonable parameter settings that does not affect the performance of the scheme adversely. Here we investigate the impact the superframe size has on performance for PCF, and determine what size to be used in the further comparisons. Using a short superframe increases the number of control frames sent, which might waste resources if there is not enough traffic to accommodate the polls. On the other hand, it also causes stations to be polled more frequently, allowing the high priority stations to send more traffic if the load is high. Using a longer superframe will reduce the amount of control frames sent, but will also cause stations to be polled less often, which might lead to too high delays and too low throughput. It is reasonable to believe that the best performance for high priority traffic would be achieved by having a superframe size similar to the interval between the frames generated by the nodes. In many cases there might not be such a thing as a typical interval between frames, and then other considerations must be made when selecting superframe size. In this paper we do however only focus on the scenario where the high priority traffic is indeed periodic. Figure 3 shows the throughput achieved for some different superframe sizes, chosen to range from just under the packet inter-arrival time of the high priority flows with high bit rate (a superframe of 20 time units (TU)), up to 110 time units, indicated in the graphs by "SF x High/Low" for a superframe size of x TU, and High or Low indicating if the curve is for high or low priority traffic. We can see that smaller sizes of the superframe (close to the inter-packet intervals) give better performance to high priority traffic. This, of course, impacts the performance of the low priority traffic in a negative way. For the scenario with low bit-rate high priority traffic, similar performance is achieved for high priority traffic with superframe sizes of 20 and 50 time units, but for high priority traffic with higher bitrate, the performance is better with a superframe size of 20 time units (which is close to the packet inter-arrival time of 25 ms for those flows). In figure 4 we can see how the medium utilization is affected by the size of the superframe. It is interesting to see that for lower loads of high priority traffic, the medium utilization for the cases with the smallest superframe size is lower than for the other superframe sizes, but as the load increases, the utilization gets better than for the other superframe sizes. We believe the reason of this is that when the load is low and the superframe is short, poll frames are sent more often than data packets are generated at the mobile nodes, rendering those poll frames useless to the stations receiving them, thus only wasting bandwidth that could otherwise have been used by the low priority traffic. When the load and the number of stations to be polled increases, the polling of all high priority stations might not fit into a single superframe. This means that the demand for bandwidth is higher than the supply, so whenever a high priority station receives a poll frame, it has some data to send, thus increasing the utilization.
It seems like our initial feeling that it should be good with a superframe that is similar to the packet inter-arrival time of high priority traffic was valid. While the smallest superframe size gives the best result (in terms of high priority traffic throughput and medium utilization) in the scenarios with high bit-rate high priority traffic, a somewhat larger superframe (50 TU in our simulations) seems better in the scenarios with low bit-rate high priority traffic, where the packet inter-arrival time is closer to 50 TU than 20 TU. We decided to use a superframe of 20 time units for PCF in the comparison of the different QoS schemes. This decision was made to try to achieve as good throughput as possible for high priority traffic. The problem with this setting is the comparably low medium utilization in some scenarios, but since one of the main objectives of this evaluation is to determine the service differentiation capabilities of the scheme, we believe that this is the right choice to make.
Performance comparison 4.2.1. Throughput
The first metric investigated is throughput. Figure 5 shows the normalized throughput for low and high priority stations versus the number of high priority stations for some fixed number of low priority stations. Each graph represents different load conditions by setting different numbers of low priority stations and bit-rates of high priority stations. We can see that the Blackburst scheme provides the best performance for high priority traffic with regard to throughput. Blackburst is able to provide perfect service (in the sense that all packets are delivered) for at least up to 21 low bit-rate high priority stations. Stations using the other schemes experience a performance loss when a certain number of high priority stations is reached, and it is only at very high loads (many high bitrate high priority stations) that the performance of Blackburst drops below that of the other schemes. DFS is the scheme for which high priority traffic starts to lose performance first. It should however be noted, that this should be considered the correct behaviour, since the objective of DFS is to provide fair (relative) differentiation (instead of trying to give perfect service to high priority traffic at any cost). This can also be seen from the performance of low priority traffic. Unlike the other schemes, DFS always allocates a share of the bandwidth for low priority traffic and avoids starvation. It might seem strange that the DFS low priority stations are not able to send all data even when they are alone on the medium. This is however logical due to the rather long backoff intervals used by the low priority stations. Summing the transmission and backoff times for all stations show that the total time required to transmit all data is longer than the interval between low priority data packets, thus all cannot be sent. Noteworthy is also that for lower loads, Blackburst is the scheme that gives the best performance to low priority traffic as well as high priority traffic.
When the high priority traffic have higher bit rate, all schemes can facilitate less flows with good service. Inter- esting to note is that the difference in performance between Blackburst, PCF and EDCF is now quite small. Blackburst is able to give good performance to slightly more stations than EDCF, but for high numbers of high priority stations, EDCF get better performance. Both EDCF and Blackburst unfortunately starve low priority traffic rather fast, and PCF only gives a very small share of the bandwidth to low priority traffic. At high loads, there is a significant difference between the performance of low priority traffic for these schemes and for DFS. While not giving very good performance to high priority traffic, it does not starve the low priority traffic, but always let it have a portion of the bandwidth. Figure 6 shows the medium utilization of the different schemes. Note that for the graphs where the low priority load is low, the utilization first increases linearly up until a certain level, because there is no more data to send at those loads. Thus, the interesting part of the graph is after the slope of the curve starts to decline. We can see that Blackburst has significantly higher medium utilization than the other schemes except for at very high loads. At times it differs almost 10% between Blackburst and the scheme that is closest. One remarkable thing is the rather low utilization of EDCF at higher loads. The packet bursting scheme used by EDCF was introduced to enhance the medium utilization over ordinary DCF. However, looking at the collision rates for the schemes shown in figure 7 we see that EDCF still suffers from a large number of collisions, especially at high loads. This explains why the medium utilization of EDCF is comparably low since much time is wasted on collisions. We can also see that Blackburst has an extremely low number of collisions. This confirms that Blackburst is able to completely avoid collisions between high priority stations since the collision rate goes down to zero at the point where the low priority traffic is starved (in figure 5) , so the collisions seen prior to that point must be caused by low priority stations accessing the medium. It is interesting that the medium utilization of Blackburst drops dramatically when the load gets very high. To find out the cause of this, we studied how much time that is "wasted" on blackbursting instead of sending useful data. In figure 10 we can see how large fraction of the time that was used for black burst in the different scenarios. We can see that for very high loads, the amount of time where the medium is jammed by blackbursting stations increases rapidly to a high level, explaining the decrease of medium utilization at the same point. For comparison, we also measured the amount of time used by PCF to send control frames. Figure 10 shows the overhead caused by these transmissions. The amount of overhead could be expected to be a function of the superframe size (how often we send beacon and poll frames), and the number of high priority stations (how many poll frames to send during each contention-free period). Since we only have one superframe size, the impact of that cannot be seen in the graph, but it clearly shows that the overhead increases with the number of stations to be polled. Thus, the overhead is not largely affected by the amount of low priority station or the bit rate of high priority traffic. However, already at fairly low loads the transmission of control frames occupy over 10% of the time (and channel bandwidth). 
Medium utilization
Access delay
Investigating our third metric, average access delay for high priority traffic, figure 8 shows that Blackburst has very low delays in most cases, even though the delays increases when the load gets very high. However, all the schemes have acceptable delays, even though DFS in most cases incur a longer delay than the other schemes.
Even if a scheme can give low average access delay to high priority traffic, there might still be many packets that get rather high delays, rendering them useless to a time critical application (for example, voice over IP). Therefore, it is interesting to investigate how the delays of the packets are distributed. In figure 9 we plot the cumulative percentage of packets that have an access delay below certain values up to 100 ms 4 for the different schemes and for three choices of number of high priority stations for each low priority load, and high priority bit-rate.
The distribution of the access delay for PCF is quite good. At all loads, all packets have a rather acceptable access delay. It is however interesting to see that when there are many high priority stations, a large part (around 70%) of the packets have an access delay of approximately two superframe 4 This limit of 100 ms was chosen because packets with a delay of more than 100 ms would most likely be useless to most real-time applications.
lengths. This indicates that the load is too high for the Point Coordinator to be able to poll all high priority nodes during one superframe, so many nodes has to wait more than one superframe before being polled.
When investigating EDCF, it can be seen that at low loads all delays are very low, and there is not much jitter. At "medium" load, the delay starts to spread over a larger range, but still the delay has a upper bound around 50 ms, which should be acceptable. When studying the distribution of the delay for the scenarios with high load, some interesting things can be noted. A very large part of the packets (up to 80%) has very low delays (below a few milliseconds), while the rest of the packets have rather high delays (over 10% of the packets have delays over 100 ms). This tendency with a large percentage of the packets having very low delay could also be noted, although not to the same extent, at the "medium" levels of load. This behaviour is due to the use of packet bursting in EDCF. The stations need to contend for the medium for the first packet in each packet burst which thus gets high delay (especially since everybody else also is packet bursting, so it will be hard to get access to the medium). However, after getting hold of the medium, packets are transmitted with a very short interval between them, so the access delay for these packets will be minimal. The distribution of Blackburst is as expected. For the two cases with highest load (the ones with 21 high priority stations with 96 kbit/s flows), almost all packets have an access delay around 50 ms, which is rather acceptable at high loads like this. For the cases where the load is a bit lower, we can see that most packets have very low delay, while some have a little longer delay, from contending for the medium with black bursts. The majority of packets will not have to do that since the stations then are "synchronized" and will not have to contend for access to the medium.
Finally, when studying DFS, we see that for all levels of load, the majority of the packets have access delays that are at acceptable levels, and in each case there is an acceptable upper bound that the delays do not exceed (unlike, for example, EDCF where in some cases there were packets with delays above 100 ms). Looking at the shape of the curves, it seems like the access delays come from a normal distribution. This is due to the fact that the packet sizes of the packets sent come from a normal distribution, and the packet sizes are used in the calculation of the backoff intervals. Thus, the delay experienced by the stations also conforms to a normal distribution.
Discussion
We have shown that all the schemes are able to provide service differentiation to some extent. However, we have also seen that if too many high priority stations are active, their performance degrade. Thus, it would be desirable to be able to perform admission control when a new station or flow wishes to use the higher priority class. One major advantage that PCF has over the other schemes is that since it is centralized, implementation of admission control would be rather simple [4] . Because of the distributed nature of the other schemes, admission control and service enforcement are harder to realize for those schemes. However, Barry et al. recently presented some interesting work on distributed admission control [1] .
One problem with Blackburst and EDCF is that with the settings we have used, they completely starve low priority traffic when the load is increased, which is not desirable. If it is important that low priority traffic is not starved (and if admission control is not available to ensure that there is not too much high priority traffic allowed), DFS might be an alternative to consider. It is also very likely that the traffic class parameters of EDCF could be chosen such that starvation does not occur (for example, by using the same AIFS for all traffic classes and only vary CW min ). However, if admission control is used, this will not be a problem since decisions could be made that a certain part of the bandwidth always should be available to low priority traffic.
One thing that might be problematic for Blackburst is that it requires high priority traffic to access the medium at constant intervals, which should be the same for all high priority traffic. However, one possible scenario where Blackburst certainly would provide great benefits would be if, for example, a company would wish to run telephony over the corporate WLAN. Then all the users using the WLAN for telephony would have the same kind of traffic, and all the users using the WLAN for ordinary data transfer would use the low priority (which in the Blackburst case is just normal IEEE 802.11 DCF, meaning that no special precautions have to be taken by those users). In such a scenario, it is likely that special purpose real time applications are used (for example, implemented in hardware in a phone), which opens the possibility to use the Blackburst mode with feedback to the application, probably yielding even better results than those presented in this paper.
If Blackburst could not be used (because of failure to comply with the traffic requirements or lack of the ability to jam the channel), EDCF could be a suitable alternative. It is able to give good differentiation and can give high priority traffic high throughput and low delay. One thing that speaks very strongly in favor of EDCF is that it is a part of the upcoming IEEE 802.11e standard, which means that it is very likely that most WLAN equipment will have EDCF functionality implemented by default, thus simplifying the deployment of the technology.
The packet bursting mechanism of EDCF could be applied to the other schemes as well to enhance their performance. This is something that should be studied in more detail; especially how the packet bursting impacts on real-time applications that are sensitive to jitter.
If the high priority traffic come from time critical real-time applications, the delay -and not least the distribution of it, is crucial. For example, when comparing EDCF and DFS at high loads, we saw in figures 5 and 8 that EDCF has both higher throughput and lower average delay than DFS for high priority traffic. Thus, it would seem like EDCF is the best choice in this case. However, assume that the real-time application the high priority data is meant for cannot use data older than a certain limit, and has to discard such data. If this limit would be, for example, 100 ms, the stations using DFS would deliver all its packets well under this delay, while the use of EDCF would cause 10-15% of the delivered packets to have delays higher than 100 ms, thus being discarded by the receiver (see figure 9 ). This means that the actual amount of data the application can use is rather similar for both schemes. Still, DFS is able to give much better service to low priority traffic, which EDCF completely starves at these loads, making DFS a better choice in this particular case.
When doing an evaluation like this, different settings used to create the different scenarios of course affect the final result. We have done tests with other settings of packet sizes and inter-packet intervals as well, and the comparative results presented in this paper still holds. Even though the overall performance probably would increase a bit with the use of larger packets with longer intervals between them (since most overhead is on a per-packet basis), we wanted the high priority traffic to model some real-time traffic, meaning that we cannot buffer data too long, and thus we cannot have very large packets.
Conclusions
We have evaluated four mechanisms for service differentiation in IEEE 802.11 wireless LANs. Evaluation includes both some tradeoffs in parameter settings for individual schemes, and performance comparisons between the different schemes.
Our simulations show that when using PCF, it is important to select a proper size of the superframe, which determines how often poll frames are sent to high priority stations. To get good performance for high priority traffic, without wasting resources on unnecessary control frames, the superframe should be approximately as long as the interval between packets generated by a high priority station.
When comparing the schemes, our simulations show that Blackburst gives the best performance of the evaluated schemes to high priority traffic both with regard to throughput and access delay. At low loads, it also gives rather good performance to low priority traffic, but it does however deteriorate to complete starvation of low priority traffic at very high loads. A drawback with Blackburst is the requirements of constant access intervals it imposes on high priority traffic. If these cannot be met, EDCF might be a suitable alternative. Although not being able to provide as good service as Blackburst and suffering from a high rate of collisions, it still can serve quite many high priority stations and give very low delay to high priority traffic.
Both Blackburst and EDCF starve low priority traffic at high loads of high priority traffic, which in many cases is not desirable. If relative differentiation is desired, DFS would do a better job. It ensures better service to high priority traffic, and still does not starve low priority traffic (ensuring that it gets its fair share of the bandwidth).
Further, our simulations show that the Blackburst scheme gives the best medium utilization at reasonable loads of high priority traffic. This is important, given the scarcity of bandwidth in wireless networks. We have also shown that Blackburst is very good at avoiding collisions between high priority stations, while EDCF suffers from a high rate of collisions.
Contrary to EDCF and DFS, Blackburst and PCF transmits bursts and control frames on the channel to determine which station should get access to the medium. During those transmissions, the channel is occupied and cannot be used for any useful transmission of data. We have shown that for Blackburst, this overhead is rather low up to a certain point of high priority load, where the amount of overhead increases rapidly. For PCF, the overhead is quite large, and increases with the number of high priority stations.
Finally, we conclude with the observation that it is nontrivial to say that one QoS scheme is better than another, since it largely depends on the context where it is to be used, and which results are desired. We can say that Blackburst works very well in many scenarios, but there certainly exist scenarios where some of the other schemes would be preferable.
Before deciding on what QoS scheme to use in a network, an analysis of what the network should be used for, and what kind of services that is needed should be done.
