We consider the problem of a body moving within an incompressible ‡uid at constant speed parallel to a wall, in an otherwise unbounded domain. We give a detailed description of the asymptotic behavior on the ‡uid ‡ow in a half-space using as a starting point the theory of the existence of solutions which uses the coordinate perpendicularly to the wall as time variable.
Introduction
We consider solutions of the three-dimensional Navier-Stokes equations in a half space which are stationary in a frame moving with speed one from right to left along the x-direction, i.e., solutions of @ x u + u = F + u ru + rp ;
in the domain + = f(x; y; z) 2 R 3 j z > 1g, subject to the incompressibility condition r u = 0 ;
the boundary conditions u(x; y; 1) = 0 ; (x; y) 2 R 2 ;
and with F a smooth vector …eld with compact support in + , i.e., F 2 C 1 c ( + ). This model can be used to describe the motion of a body moving within an incompressible ‡uid at constant speed parallel to a wall, in an otherwise unbounded domain. A very important practical application of such a situation is the description of the motion of bubbles rising in a liquid parallel to a nearby wall. Interesting recent experimental work is described in [19, 20] . Numerical studies can be found in [4, 6, 12, 17] .
In what follows we consider the situation of a single bubble of …xed shape which rises with constant velocity in a regime of Reynolds numbers less than about …fty. The resulting ‡uid ‡ow is then laminar. The Stokes equations provide a good quantitative description (forces determined within an error of one percent) only for Reynolds numbers less than one. For the larger Reynolds numbers under consideration the Navier-Stokes equations need to be solved in order to obtain precise results. The vertical speed of the bubble depends on the drag, and the distance from the wall at which the bubble rises requires one to …nd the position relative to the wall where the transverse force is zero. Since at low Reynolds numbers the transverse forces are orders of magnitude smaller than the forces along the ‡ow, this turns out to be a very delicate problem which needs to be solved numerically with the help of high precision computations. But, if done by brute force, such computations are excessively costly even with today's computers. In [1, 2, 14, 15] , the second author and his collaborators have developed techniques that lead for similar problems to an overall gain of computational e¢ ciency of typically several orders of magnitude. These techniques use as an input a precise asymptotic description of the ‡ow. The present work is an important step towards the extension of this technique to the case of motions close to a wall. The present paper is concerned with the asymptotic behavior of solutions, this asymptotic description is important in view of the formulation of arti…cial boundary conditions. The techniques used here take as the starting point existence results which have been obtained in [10] . Our main result is a detailed description of the asymptotic behavior of the velocity components. Each of these components is treated in the subsequent sections, separately.
The following theorems are our main results. They provide the leading order asymptotic behavior of solutions whose existence has been shown in [10] . We use the notation and de…nitions of [10] throughout this paper.
, and letF be the Fourier transform of F with respect to the variables x and y. IfF is su¢ ciently small in a sense to be de…ned below, then there exist a divergence free vector …eld u = (u 1 ; u 2 ; u 3 ) 2 H 1 ( + ) and a function p satisfying the NavierStokes equations (1), (2) in + subject to the boundary conditions (3), (4 where r = p x 2 + y 2 + z 2 ; (x; y; z; ) = [z + i(x cos + y sin )]
Theorem 2 Under the same assumptions as for Theorem 1, we have the following asymptotic description for velocity …eld u:
and r (0; u as 2 ; u as 3 ) = 0 :
Remark 3 Existence of solutions has been proved in [10] where we showed that ju i (x; y; z)j C=z 2 . Theorem 2 provides an explicit description of the dominant behavior of the velocity …eld and Theorem 1 implies that the bound in [10] is sharp for u 2 and u 3 , but not for u 1 :
The proofs of the above theorems will be given by extracting the leading asymptotic terms from each component of the velocity in the following sections. For the convenience of the reader we recollect the main result and some expressions which have been proved in [10] and which will be used again in this paper.
Preliminaries
As in [10] we use throughout this paper a hat to indicate functions in Fourier space, i.e., we express functions f by:
In the existence paper [10] , we have introduced the following function space. Let ; r 0 and k = (k 1 ; k 2 ) 2 R 2 , and let
: 
The result in [10] shows thatû 2 B 3 ;0 andQ 2 B 3 ;3 ; wherê
Remark 5 The constants in Theorem 1 and Theorem 2 have the following representation
We furthermore de…ne
We have that j j = (k
and that k j j j j p 2j j :
Therefore, we have in particular that for 0 and k 2 R 2 ,
We will also need the following inequalities. For all N 2 N = f0; 1; 2; 3; :::g, we have for z 2 C with Re(z) 0 ,
and for all z 2 C with Re(z) > 0 ,
const:e Re(z) :
In the following, we will routinely use (12) and (13) and kQk = C kQ; W k with > 2, and C a constant. This constant may be di¤erent from instance to instance, changing even within the same line. The following is the basic result of [10] concerning the asymptotic behavior.
Lemma 6 [10] For all F 2 C 1 c ( + ) with jjF; W jj su¢ ciently small, there exist a vector …eld u = (u 1 ; u 2 ; u 3 ) 2 H 1 ( + ) and a function p satisfying the Navier-Stokes equations (1), (2) in + subject to the boundary conditions (3), (4) . Moreover, there exists a constant C such that, uniformly in (x; y; z) 2 + , ju i (x; y; z)j C=z 2 , for i = 1; 2; 3.
Let us recall the structure of u in [10] :
i;n;m ; i = 1; 2; 3 ;
for certain functionsû i;n;m which we recall below.
3 Asymptotic behavior ofû 1 We have already shown in [10] thatû 1;1;1 2 B ;0 ;û 1;1;2 2 B ; 1 2 , and that the remainingû 1;i;j are in B ;1 . Therefore,û 1;1;1 andû 1;1;2 are the leading order terms ofû 1 in Fourier space. We …rst prove (5), which is an immediate consequence of: Proposition 7 Letû 1 (k; t) be as above. Then we have
with C 1 , C 2 as de…ned in (9).
To prove this proposition we analyzeû 1;1;1 andû 1;1;2 in detail.
(i) Discussion ofû 1;1;1
We have the following expression forû 1;1;1 (k; t) :
with f 1;1;1 (k;s) and g 1;1;1 (k;s) as in [10] . In [10] we have shown that
We …rst considerû 1; ;1 (k;t): Let
Using the triangle inequality we get that jû 1; ;1 (k;t)j = û 1; ;1 (k;t) Ĥ 1; ;1 (k;t) +Ĥ 1; ;1 (k;t)
We bound each term in (15) separately. By de…nition
For the expression
a straightforward bound may be derived using that
from which we get that
This bound is however not su¢ cient to bound all contributions in (15), and we therefore need an additional representation of the integral kernel:
Consequently, we also have the bound
Then, Proposition 20 and Proposition 21 (see Appendix A) yield
where " can be taken arbitrarily small. Therefore,
For the second term in (15) we have
In fact,
where we have used the integrability of e 1 2 in R 2 : The combination of (16) and (17) yields
We now considerû 1;k;1 (k;t): Let
By the triangle inequality we obtain that
We bound each term in (18) separately. We prove
Proof. 
This completes the proof of our proposition.
Next we have that for all t > 2
where we used the fact that for t > 1;
Note that (k
is integrable over R 2 : Therefore, it follow from (19) and (20) by the Lebesgue dominated convergence theorem that
Next we estimate the second term on the right-hand side of (18) . It is su¢ cient to analyzê
We consider the integral kernel (see [10] ),
and we get the bound
Using Proposition 22 and Proposition 23 (see Appendix A), we conclude that
for all " > 0. Therefore we have, for " su¢ ciently small,
We have therefore proved the following proposition forû 1;1;1 (k; t):
Proposition 9 Letû 1;1;1 (k; t) be de…ned as in (14), then
(ii) Discussion ofû 1;1;2 
In [10] we have shown thatû 1; ;2 (k;t) 2 B ;1 andû 1;k;2 (k;t) 2 B ;
It is therefore su¢ cient to analyzeû 1;k;2 (k;t): Let
By the triangle inequality we have 
which shows that for t 2 (2; 1), t 1 2B t 1;k;2 is controlled by an L 1 function independent of t: Therefore, we get by the Lebesgue dominated convergence theorem that
For the second term, we follow the same method as forû 1;k;1 in order to analyzê
For the integral kernel we have (see [10] ),
Proceeding as for the proof of (21) we …nd that a bound for this kernel is
We conclude using Proposition 22 and Proposition 23 (see Appendix A) that
for all " > 0 su¢ ciently small. Finally we have
Therefore the leading asymptotic behavior ofû 1;k;2 is given byû as 1;k;2 in the following sense:
Proposition 10 Letû 1;k;2 (k; t) be de…ned as in (22), then we have that
It is trivial thatû 1 (k; t) =û 1;1;1 (k; t) +û 1;k;2 (k; t) +ũ 1 (k; t) ; withû 1 (k; t) (û 1;1;1 +û 1;k;2 ) (k; t) :=ũ 1 (k; t) 2 B ;1 : Therefore
Consequently, Proposition 7 follows from Proposition 9, Proposition 10 and the fact that
Finally, by de…nition of the inverse Fourier transform we have
Rearranging the terms, taking the supremum over x; y and then the limit as z ! 1 of the absolute value of (24) we get Proof. The proof follows immediately from (24) and Proposition 7. This completes the proof of (5), and (6) is an immediate consequence of (5), since we have 
The expression of u as 1 (x; y; z) in direct space is given in Appendix B.1.
Asymptotic behavior ofû 2
In [10], we have shown thatû 2;1;2 2 B ;0 and that the remainingû 2;i;j are in B ; 1 2 " , for all " > 0 su¢ ciently small. Thereforeû 2;1;2 is the leading order term ofû 2 in Fourier space.
Proposition 12 Letû 2 (k; t) be as above, then we have
To prove this proposition, we extract the leading asymptotic terms fromû 2;1;2 . The representation ofû 2;1;2 (k; t) iŝ u 2;1;2 (k; t) =û 2; ;2 (k; t) +û 2;H;2 (k; t) ; 
with (see [10] )
The results in [10] show thatû 2; ;2 (k; t) 2 B ;0 ;û 2;H;2 (k; t) 2 B ;0 :
We now analyzeû 2; ;2 (k; t) andû 2;H;2 (k; t) in detail. Forû 2; ;2 (k; t) we have Using the bound of f 2;1;2 (k; ) (see [10] ), we get
It is easy to see that 
For the second term, it is su¢ cient to analyze the di¤erence
where > 0: This structure is very similar to the one of f 2;1;2 (k; ); but we need a better bound to estimate the second limit in (27). We have We conclude using Proposition 20 and Proposition 21 (see Appendix A) that
for " > 0 su¢ ciently small. Therefore,
We now discuss the third term in (27). We show that R 1 1 2(s 1)Q 2 (0; s)ds is the pointwise limit of R t 1 2(s 1)Q t 2 ds as t goes to in…nity, withQ t 2 (k; s) =Q 2 (
t ; s); by the same method as for Proposition 8. Moreover,
Therefore, it follows from the Lebesgue dominated convergence theorem that
This completes the proof.
We now discuss the second termû 2;H;2 (k; t) ofû 2;1;2 (k; t): The technique used to extract the asymptotic term is slightly di¤erent form what we have done before because the kernel H 1 (k; t) behaves di¤erently from what we have seen up to now. We have: Proposition 14 Letû 2;H;2 (k; t) be de…ned as in (26). Then we have
Proof. Using the triangle inequality we get
Consequently, it is su¢ cient to show that each term in (28) is zero. For the …rst term on the right-hand side of (28), we show that
An immediate bound is
but this bound is not su¢ cient to prove (29), and we need to bound the integral kernel in a second way. Since
and using (30) we get the bound
Therefore we get using Proposition 22 and Proposition 23 (see Appendix A), that for all " > 0 ;
and
:
which implies (29). For the second term on the right-hand side of (28), we show that
Namely On the other hand, we have
We therefore have kH 1 kH 1 const: minft; 1 + ktgke k(t 1) :
Consequently we get using Proposition 22 and Proposition 23 (see Appendix A)
We therefore have
We now prove that the third term on the right-hand side of (28) is zero. It is trivial that
t ; s): Consequently, we have
Next, it is easy to show that ke k R 1 1 2i(s 1)Q 2 (0; s)ds is the pointwise limit of ke k R t 1 2i(s 1)Q t 2 ds; and furthermore that
which shows that ke k R t 1 2i(s 1)Q t 2 ds can be controlled by an L 1 function independent of t: Therefore (31) follows immediately using the Lebesgue dominated convergence theorem. This completes the proof.
We can now obtain the leading asymptotic terms ofû 2 (k; t) in Fourier space. It is trivial that Since we have already shown Proposition 13 and Proposition 14, it is su¢ cient to show that
We now complete the proof of Proposition 12. By de…nition of the inverse Fourier transform we have u 2 (x; y; z) u
Rearranging the terms, taking the supremum over x; y and then the limit as z ! 1 of the absolute value of (33) we get the main result of this section. Proof. The proof follows immediately from (33) and Proposition 12. This completes the proof of (7) .
Proposition 15
The expression of u as 2 (x; y; z) in direct space is given in the Appendix B.2.
Asymptotic behavior ofû 3
We know from [10] thatû 3;1;2 2 B ;0 is the leading order term ofû 3 (k; t) since the remaininĝ u 3;i;j are in B ; 1 2 " , for arbitrarily small " > 0. Therefore the leading order asymptotic term of u 3 (k; t) should stem fromû 3;1;2 (k; t) :
The representation ofû 3;1;2 (k; t) iŝ u 3;1;2 (k; t) =û 3; ;2 (k; t) +û 3;H;2 (k; t) ; with (see [10] ),
In [10] we have shown thatû 3; ;2 (k; t) 2 B ;1 " ;û 3;H;2 (k; t) 2 B ;0 :
As for the case ofû 2;H;2 (k; t) we have Proof. The proof is similar to proof of Proposition 12.
Finally, we get Proposition 18 Let u 3 be the third component of velocity …eld of (1), then we have 
uniformly in k 2 R 2 , k = jkj = p k 2 1 + k 2 2 and t 1.
Proof. We …rst prove (35). For 1 t 2 and jkj 1 we have that 
