Prosody simultaneously encodes different kinds of information, including the type of speech act of an utterance (e.g., falling declarative vs. rising interrogative intonational tunes), the location of semantic focus (via prosodic prominence), and syntactic constituent structure (via prosodic phrasing). The syntactic/semantic functional dimensions (speech act, focus, constituency) are orthogonal to each other, but to which extent their prosodic correlates (tune, prominence, phrasing) are remains controversial. This paper takes a 'bottom up' approach to test for interactions, and reports evidence that contrary to many current theories of sentence intonation, the cues to the three dimensions are often orthogonal where interactions are predicted.
Introduction
One idea of how different syntactic/semantic factors affect prosody is that they each independently influence the overall prosodic pattern of an utterance but do not interact with each other, as is assumed in so-called 'overlay' models [1, 2, 3, 4] . For example, with such an account, the choice of lexical pitch accent on a word and the choice of intonational tune on a sentence can each independently affect the intonational contour of the utterance [1] , and [4] argues focus to be an additional function that independently affects the F0 contour.
A very different conception of how these factors combine to shape the overall prosody of an utterance is assumed in most phonological models of sentence prosody, e.g. [5, 6, 7] , and embodied in the ToBI transcription system [8, 9] . In these models, the effects of different factors are mediated by a shared auto-segmental phonological representation (the 'AM-Model', cf. [10] ). Such phonological models of sentence prosody embody specific assumptions about interactions between different factors influencing prosody. For example, many studies report that post-focal material remains unaccented in English. According to ToBI and other AM-models, phrasing distinctions should not be possible within such unaccented stretches, since "[. . . ] there must be at least one pitch accent somewhere in every (prosodic) phrase [. . . ]" [11] . Hence in the unaccented, post-focal domain phrasing distinctions should be neutralized. An earlier test of this prediction [12] , however, found durational cues for phrasing in the post-focal part of sentences. We were interested to see whether F0 cues to phrasing are indeed absent in the post-focal domain, and more generally whether prominence and phrasing really interact in the way many current theories predict.
Prosodic phrasing, which in turn reflects reflects syntactic bracketing, affects the scaling of pitch accents. This is often attributed to an adjustment of a reference line depending on prosodic phrasing, relative to which tonal targets are scaled [13] . There have been varying accounts of F0 scaling in terms of such a reference or register line [14, 15, 16, 17, 18, 19] . To our knowledge the question of whether pitch scaling is used to convey prosodic phrasing in the post-focal domain has not been explored in the prior literature, although there are studies that suggest that the often-made claim that there are no tonal targets in the postfocal domain might not be accurate [4, 20] . The way phrasing encodes bracketing might also interact with the choice of intonational tune: Questions with a rising intonation are said to typically involve L * instead of H * accents. The question whether and how pitch scaling is used in questions has also not been previously explored as far as we know.
Another type of interaction that is expected by many accounts of phrasal phonology is that the F0 reflexes of focus should vary depending on the choice of pitch accent. If the prosodic effects of focus are reflect hyper-articulation compared to the unfocused rendition of a word due to increased prominence [21] , then we might expect an increase in F0 under focus for declaratives (which involve H * accents) and a decrease in F0 in questions (which involve an L * accent) [22] . Similar predictions may follow from accounts that view the effect of focus on F0 as being an adjustment of F0 range, such that the range is widened for focused constituents and narrowed for post-focal material [4] .
The present study reports first results from a study that attempts to look for the acoustic effects of different functional dimensions and their interactions in a 'bottom up' way. By crossing the dimensions (speech act, focus, constituency) in a factorial design we are able to test their phonetic import on the signal is independent of each other or whether they interact. Of particular interest for the present study is whether the contribution of all three functional dimensions can be successfully retrieved from specific acoustic parameters.
Methods
Participants first read the target sentences silently, and were asked to then 'say the sentences as naturally as possible, as if you were saying them to a friend in an everyday conversation.' They were not aware that our main interest was the intonation of the sentences. Each utterance consisted of two parts, a setup sentences, and a second target sentence. We crossed three factors: type of speech act, syntactic constituent structure, and focus.
For our manipulation of constituent structure we used coordinated names [14, 23, 16, 17, 19] . The intended bracketing was indicated by the placement of commas, (1) We varied the type of speech act simply by using a period at the end of the target utterance (1-2), indicating that it was intended as an assertion, or a question mark (3), indicating that it was intended as an interrogative. We expected participants would produce a rising question intonation in the latter case: For the manipulation of focus, we varied which parts of the first part of the utterance contrasted with the material in the second part. For example, in (1) and (2) the second part contrasts with respect to the choice of the second name ('focus on B'), while (3) the entire coordinate structure is the focus and contrasts with a single name in prior the set-up ('wide focus'). In total, the experiment involved two different types of speech acts (question vs. declarative), four focus conditions (focus on conjunct A, B, or C, or wide), and a manipulation of 2 phrasings (A[BC] vs.
[AB]C), for a total of 16 conditions. The experiments involved four different sets of 16 sentences varying in lexical materials (which involved different sets of names, and used slightly different wordings in both setup and target), so every participant was recorded on 64 sentences. The manipulation of speech act was done between two experimental sessions of 32 trials each. About half were first run on the questions, and half were first run on the declaratives. In each session trial order was pseudo-randomized maximizing the distance between repeated conditions and repeated trials from the same item set. A total of 26 native speakers of North American English participated.
The recorded sentences were manually checked for speech errors, disfluencies, and hesitations, as well as recording errors. Only fluent utterances were kept. This step resulted in the exclusion of 24% of the data, which were more or less evenly distributed across the various conditions. The high exclusion rate is likely due to the length and complexity of the stimuli.
The materials were force aligned using the Montreal Forced Aligner [24] using models trained on LibriSpeech [25] . The aligned dataset was loaded into PolyglotDB [26] , and F0 was calculated for each file using Praat [27] 1 . To reduce the considerable differences in F0 between speakers and to control for any vowel-intrinsic effects on F0, we calculated a relativized measure of F0 in PolyglotDB. This relativized measure was a z-score of the F0 using per-speaker, persegment means and standard deviations. The summary statistics were calculated based on all segments in the corpus, including those in words outside the target words.
Once relativized measures were calculated, measures for each of the target words (positions A, B, and C) were averaged per word. Relativized F0 was the mean z-score of F0 across the word, and relativized duration was the mean z-score of each segment's duration. These measures thus give a sense of, overall, for a given word, how much higher/lower the F0 or shorter/longer the duration is compared to the average production for that speaker. In addition to the relativized measures, each target word's position, orthography, speaker, focus condition (Wide, First, Second, or Third), tune (declarative or interrogative), and phrasing (A[BC] or [AB]C) were coded based on the sentence prompt.
In order to check whether our manipulations were successful, two RAs hand-annotated the data. They were asked to decide whether the intonation was falling or rising, what the bracketing of the coordinate structure was, and which of the 4 focus options was intended. For each dimension, they could also choose 'unclear' if they were not sure. Inter-annotator agreement was 'almost perfect' for the annotation of intonation (Cohen's kappa: 0.96), 'substantial' for constituency (Cohen's kappa: 0.73) and for prominence (Cohen's kappa: 0.63). Based on one annotator, the intonational tune (rising vs. falling) was as expected given our manipulation 96.3% of the time, the expected bracketing 61% of the time (with about one third of soundfiles marked as 'unclear'), and the correct prominence 38% of the time (with a large rate of confusion of wide vs. focus on C, and 21% of utterances marked as 'unclear'). The second annotator was slightly less accurate, but showed a similar pattern. We included all data, since we did not want to bias the 1 Minimum and maximum F0 were 75 Hz and 300 Hz, respectively results based on prior expectations. For the analysis reported here, we decided to collect a single measure of F0 and duration for each of the three wordsthe mean F0 of the word and the total duration. We took this coarse-grained approach in part because we wanted to stack the cards against the hypothesis that all three functional dimensions will be recoverable from the signal. Different dimensions are very likely to affect different parts of a word relatively more than others. For example, focus will exert its main influence on the stressed syllable, while durational effects of phrasing will be found mostly on the last syllable [28] . Looking at coarsegrained mean measures can serve as a proof-of-concept in that it is all the more surprising if we can disentangle different effects based on those, even if eventually more fine-grained analyses should also be applied to the data.
Results
We first look at the data based on the relativized measures. The relativization due segmental content and speaker allows for direct comparison across items and speakers, but will not help to tease apart the different dimensions we are interested in. Fig.  1 illustrates that there is substantial variation in how certain dimensions are conveyed depending on the others. For example, it is hard to see any systematic pattern of pitch scaling that correlates with phrasing that would be shared by the different focus conditions and/or shared across the two intonational contours.
Given the factorial design we can look at the acoustic effects of a particular functional dimension by residualizing out the effects of all other dimensions. In order to create such residualized measures we fitted mixed-effects regression models which included the other factors as well as the position in the sentence (A, B, or C) , and all interactions of these main effects. In addition, they included random effects for item set and participant (but no random slopes). For example, the residualized F0 measure we used to look for the effects of constituent structure were computed based on a model that had Focus, Tune, Position and their interactions as fixed effects. Fig. 2 shows the residualized F0 measures for each dimension, and Fig. 3 the duration measure.
When looking at the effect of constituency on F0 (the leftmost two columns in Fig. 2 ), the effect is remarkably consistent. Pitch scaling seems to work in a uniform way independent of intonational tune (top two panels are very similar to bottom two), and independent of focus (the four lines with each facet reflecting the focus manipulation look remarkably similar to each other). 2 Interestingly, the effect of phrasing on F0 is the same independent of tune, suggesting that both L* and H* are scaled higher or lower under the same circumstances, which speaks against an interpretation of hyperarticulation of phrasefinal constituents, and is compatible with current accounts in terms of pitch register adjustment. 3 The effect of intonational tune is also remarkably similar across focus conditions and across phrasings. The only apparent interaction is that the final fall/rise is more extreme when C is a separate constituent compared to when it forms a constituent with B and is more embedded. 4 The effect of focus, however, is affected by the other dimensions. While constituency has some influence on the focus effects, it leaves most of the qualitative differences intact. For example, in the declarative intonation, the first constituent is realized with much higher F0 and the following ones with lower F0 compared to the control condition, irrespective of phrasingeven if the exact pattern is slightly different. Intonational tune has a much bigger influence on the focus effect and the interrogative contour diminishes it. It is clear though that even in the interrogative tune focus correlates with high F0, despite of the fact that the accents involved are likely to be L* rather than H*. The hyperarticulation model of focus would predict the opposite pattern. However, since we did not qualitatively label the accents, we might be missing effects if speaker sometimes used H* and sometimes L* accents. When looking at duration (Fig. 3) , constituency again shows remarkably systematic effects across all conditions. The first constituent (A) is shortened while the second one (B) is lengthened for the left-branching structure ([AB]C), while the opposite is true for the right-branching structure (A[BC] ). The effect of tune, however, seems less systematic. Indeed, tunes have not been linked to cause durational effects in the prior literature, so this is not surprising. The focal effects, on the hand, are vary parallel across the different intonational tunes and phrasings, even though the effect size seems lower for the intonational tunes. In other words, duration reliably seems to encode phrasing and focus, but not tune.
In order to further evaluate the data, we fitted regression models for each acoustic measure. We ran models for each position (A, B, C) on the relativized measures and added all fixed factors including position and their interactions, plus random effects. As an example, we report on a model for the mean F0 measure of the second conjunct (word B). Our model confirms that although non-residualized F0 does not look like a consistent cue to phrasing (Fig. 1) , with very different patterns across tunes and foci, mixed effects regression model shows there is a significant effect of phrasing (β = −0.19; SE = 0.06; t = −2.9). The interactions with Focus predicted by AM-theory (e.g., since there should be no phrasing cues in the postfocal domain), on the other hand, did not come out significant (β = −0.02; SE = 0.08; t = −0.2). Additional models show a significant effect of phrasing on F0 scaling even (i) within the subset only involving utterances with focus on the first NP; and (ii), within the subset including only questions.
Discussion
Overlay models predict the prosodic reflexes of the three separate dimensions to be independent and recoverable from the signal, while most current phonological models predict interactions resulting in neutralizations between conditions. We used residualized measures of F0 and duration to explore whether the dimensions can be restored once variability due to other factors (e.g. Focus, Intonation, Position in the sentence, in the case of phrasing) is accounted for, and to look for interactions.
The finding that duration and F0 reliably encode phrasing across all focus conditions runs counter to the claim that focus causes postfocal phrasing distinctions to be lost, and suggests that focus and scaling for the most part are encoded independently of each other. The significant effect of cues where some AM-theories predict neutralization and the qualitative uniformity of the patterns where AM models predict interactions lend support to some aspects of overlay models. There is evidence for a sequential organization of intonation ( [10] , pace the overlay model in [2] ) and for a mediation of phonetic reflexes by a phonological representation ( [10] , pace more recent sequential overlay models as in [3, 4] ). But even such a sequential phonological approach would be compatible in principle with representations that keep the three dimensions investigated here more orthogonal than current AM-theories do. Our results motivate a reconsideration of some of our assumptions about how the three dimensions interact, but also suggest that a pure overlay model would miss potentially important interactions.
Future analyses of this data set should look at the entire signal rather than just a very sparse stylized compression into mean values for certain words of interest, and should also try to distill out the effect of position (for declaratives a declination across the utterance would be expected). It would also be important to explore whether the dimensions are recoverable without minimal pairs (unlike in our factorial design), which could be useful for syntactic and semantic parsing. 
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