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Abstract – This engineering article presents an 
original method of building and operating an 
assistive autonomous mobile robot based on a 
custom-designed LEGO® structure using 
Raspberry Pi® Model B computers, Dexter 
Industries® BrickPi boards, and LEGO NXT 
peripherals. The robot is programmed using the 
Python language to detect, identify, and handle 
objects in places that are inaccessible or dangerous 
to humans. The robot assists people with limited 
mobility to find and retrieve hidden or lost objects. 
The two distinct modes of operation are the 
assistive autonomous mode, and the exploratory, 
operator-controlled mode, respectively. In the 
autonomous mode, the robot moves automatically 
and uses its pre-programmed input parameters and 
signals from the ultrasonic sensors and video 
camera to navigate by avoiding obstacles; upon 
detecting the target object, the motion ceases, the 
robotic arm extends, grasps, and retrieves the 
object. The operator can afterwards direct the 
robot towards other zones for exploration or object 
retrieval. In the exploratory mode, the operator 
controls the movement of the robot and visualizes 
on a monitor the images continuously sent by the 
on-board video camera. Future development may 
consist of implementing the autonomous mode in 
which objects in motion will be tracked and 
retrieved. 
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I.  INTRODUCTION 
 
Humankind has benefited from the development and use of 
automation in many areas in which human activity is either 
dangerous or otherwise difficult to perform [1]. From the 
first programmable, digitally operated robot [2] in 1961 and 
the first robotic arm [3] developed in 1963 to help 
handicapped patients, to the recent modular machine that 
assemblies copies of itself in minutes [4], the development 
of autonomous robotic structures has been made possible by 
the increase in the computing capabilities of portable, 
energy-efficient computers, and their seamless integration 
with novel materials and manufacturing procedures. Thus, 
the usefulness of robots is derived from their continuous 
improvement based on the work of specialists in the areas of 
science and engineering such as computer science, 
mechanical engineering, materials science, mathematics, 
physics, chemistry, and sometimes from the contribution of 
passionate amateurs. 
 
The development of autonomous robots for the purpose of 
assisting people in everyday activities is the topic of intense 
on-going research because programming robots to identify 
target objects in real-life scenarios continues to be a 
challenge. For example, researchers devised a feature 
extraction technique that generates a map from image 
segmentation based on object color, shape and motion [5]. 
However, this method is memory-intensive and requires 
highly advanced programming skills, expensive computers, 
and industrial-range robots for implementation. Moreover, 
the robots tested in [5] were not mobile. 
 
The goal of this experiment is to present an original and 
economical method to develop and build a mobile, 
autonomous assistive robot based on interchangeable, 
commercially available mechanical components, such as 
LEGO plastic structures, and inexpensive portable 
computers like Raspberry Pi [6], which has roughly the size 
of a credit card. Command of the robot is based on the 
programming language Python [7], a higher-level language 
widely used in computer science where the machine 
translates the written Python code into assembly language 
commands for execution. The robot design allows it to 
transport itself as programmed, and to remotely sense, 
handle, and transport objects specified by the operator with 
the aid of a video camera, ultrasonic sensors, and a robotic 
arm. The utility of this robot also comes from the fact that 
its size and maneuvering properties allows it operate in 
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spaces that a person might not access, such as due to 
physical or safety concerns, and because it can assist people 
with limited mobility to visualize and handle objects that are 
otherwise difficult to locate and retrieve.   
 
The general structure of the robot was designed based on the 
availability of components for the mechanical structure, the 
motors, and the peripherals existent in the Computer 
Science Laboratory at Yorktown High School. The design 
ensured the robot’s optimal mobility and equilibrium. In 
parallel, the high-school student author wrote proprietary 
Python codes that command the movements of the robot 
structure, and the code that commands the movements of the 
robotic arm using input from the camera and the sensors. 
The robot was successfully operated both in the assistive 
autonomous mode and in the operator-controlled mode. 
 
II. METHODOLOGY: ROBOT 
COMPONENTS AND STRUCTURE 
 
A. Hardware 
The robot is shown in Fig. 1. The main parts are the 
mechanical structure, the computer hardware, and the three 
peripherals: a video camera and two ultrasonic 
generator/receptor modules. A detailed list of components is 
provided in Table 1. The mechanical structure is comprised 
of the support frame A2 (height 12 cm, length 20 cm, width 
10 cm) that provides stability and mobility, and the robotic 
arm A1.  
 
The two Raspberry Pi Model B Revision 2.0 computers are 
connected to two BrickPi 2 boards (Fig. 2), which can be 
attached to a monitor and a wireless keyboard. 
 
 
 
 
The Raspberry Pi computers run on the Raspbian Jessie 
operating system [8]. The robot has 6 motors, but each 
BrickPi 2 board can control up to 4 motors and 5 sensors. 
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Thus, the robot uses one computer and board to control the 
motion of the robot and the one ultrasonic sensor, and the 
second computer and board to control the robotic arm, the 
video camera, and the second ultrasonic sensor shown in 
Fig. 2. The design of the robotic arm is based on the 
structure and operation of the human arm and hand 
combination [9]. The robotic arm has a total length of 35 cm 
and consists of two sections; the front section holds the five 
grippers, and the rear section connects to the support frame 
A2. Each section can move independently and is controlled 
by an electric motor. The arm can rotate in the vertical plane 
by up to 270°.  
 
The five-gripper structure shown in Fig. 3 mimics the 
human hand [9] and opens/closes in the vertical plane. The 
hand can grasp objects of volume up to 175 cm3. The 
robotic arm can lift objects of mass up to 400 g. The main 
factors that limit the mass that can be lifted are the gears and 
the beams in the robotic arm, because their plastic material 
can fail due to large stress. 
 
 
 
Four electric motors provide power to the four wheels in A2 
that enable the robot to move forward, backward, left, or right. 
The robot turns by making the motors on one side of the robot 
rotate in the opposite direction than the motors on the other 
side. Power could be provided by either a 9.0-V onboard 
battery, or by an external power supply. Overall, the robot 
requires a power of up to 45 W. Two external power supplies, 
one for each computer and the components it controls, are 
used. The total mass of the robot as shown is 1.4 kg, and the 
speed is 15 cm/s. The video camera transmits live images from 
the places explored by the robot, which can be viewed on an 
external monitor by the operator. The ultrasonic sensor 
operates at a voltage of 4.3 V and a current of 1 mA. The 
operational frequency is 40 kHz and the receiver sensitivity is 
−65 dB for the detection range mentioned in Table I. The 
sensor provides a signal to the computer when an object is 
detected, a feature that is used in the autonomous mode. 
B. Software 
The program that commands the robot is written in the 
programming language Python version 2.7.3. A few existing 
freeware Python libraries were used for the basic functions, 
such as for the interfacing between the computers and their 
accessories. However, the student author wrote most of the 
command codes that control the robot. The horizontal motion 
of the robot is based on the algorithm shown in Fig. 4. 
 
 
III. ROBOT OPERATION 
C. Autonomous mode 
In the autonomous mode, the target object is identified 
based on two parameters: size (height) and color, as defined 
by the operator before the onset of the operations. The code 
presented in the article allows the operator to select the 
desired height of the object (tall or short) and its color (red, 
green, blue, or a combination thereof). The code can be 
easily modified such that object identification can be 
achieved based on the object color and width.  
The object detection procedure is performed using the 
output signal of the two ultrasonic sensors. The signal from 
the lower sensor is used to control the motion of the robot. 
When an object is detected, the robot stops at a distance of 
24 cm from the object and waits for a predetermined period. 
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Simultaneously, the signal from the upper sensor is used to 
determine the object height. The operator can select the tilt 
of upper ultrasonic sensor (see Fig. 5) with an accuracy of ± 
1 cm for the distance at which the robotic arm operates, 
which is 24 cm in front of the sensor.  
 
 
 
If the object height does not match the value specified by 
the operator, the robot moves backward, rotates (it can be 
programmed either to the right or to the left), then moves 
again forward and the procedure is repeated. The robot was 
tested using a wait period of 3 seconds and a rotation to the 
right by 15°. These parameters can be adjusted to fit the 
specific conditions of operation. 
 
If the object height matches the value specified by the 
operator, the signal from upper ultrasonic sensor is used to 
trigger the camera that acquires an image of the object, 
which is then analyzed to enable the object identification. 
 
The object identification is achieved based on the specific 
characteristics of the picture. The operator defines the size, 
location, and orientation of the analysis area defined by 
pixels A, B, C, D, and M in the image acquired by the video 
camera (see Fig. 6). Here, pixel M has coordinates (540, 
320), pixel A = (400, 250), pixel B = (700, 250), pixel C = 
(400, 400) and pixel D = (700, 400). The video camera 
resolution of 1080 × 640 pixels. The analysis of the object 
color is based on the camera image pixels in the RGB (Red, 
Green, and Blue) format using the “getpixel” command in 
the Python language. Each color is assigned a value from 0 
to 255, and their combination produces the color of the 
object in the visible spectrum. For the image shown in Fig. 
6, the three parameters were R = 249, G = 235, B = 61 at all 
five point locations. 
 
Additionally, the operator can select and measure the area of 
certain regions of RGB values if there are multiple such 
areas on the screen. The robot distinguishes objects of 
different brightness and contrasting colors to the 
background by analyzing the maximum and minimum RGB 
values of the pixels from the camera’s images.  
 
 
 
The result of the image analysis is used to trigger the robotic 
arm, which rotates down from its default position and grasps 
the object identified as target. The robotic arm motion is 
based on the algorithm shown in Fig. 7. The codes used to 
control the robotic arm and the motion of the support 
structure in the autonomous mode are shown in the 
Appendix. 
 
 
D. Operator-controlled mode 
In the operator-controlled mode, the operator controls the 
movement of the robot’s arm and body through two wireless 
keyboards (one for each Raspberry Pi computer). The 
WASD keyboard keys control the movement of the robot, as 
	 	 	 	 408 
 
	
 
 
IJRE	|	Vol.	5	No.	5	|	May	2018	|	R.	Teodorescu	et	al. 
they control the body’s movements on one keyboard and the 
arm’s movements on the other. While controlling the robot 
motion, the operator observes the objects detected on the 
video monitor from the images acquired continuously by the 
camera. Upon finding a desired object, the operator controls 
the robot arm to grasp and retrieve the object. 
 
IV. DISCUSSION AND CONCLUSION 
 
The mobile assistive autonomous robot designed and built 
has demonstrated its key features, ease of construction based 
on commercially available mechanical components (LEGO 
structures) and inexpensive portable computers (Raspberry 
Pi) and boards (BrickPi). Provided with the necessary parts 
and complete assembly instructions, the user can build the 
robot in about one hour. Although light, plastic materials are 
used in the robot hardware, feasibility is demonstrated as the 
robot can carry objects weighing up to 30% of its mass. 
 
The control of the computer was demonstrated by the 
seamless operation of the Python codes written by the 
student author. In the assistive, autonomous mode, the 
operational applications were demonstrated through the 
automated detection and recognition of an object specified 
by the operator. For faster processing, the camera resolution 
was reduced to 320 × 240 pixels. A code written for the 
detection of an object taller than 13 cm and having dark 
color (R+B+G < 150) was successfully tested in various 
ambient conditions (artificial light or sunlight). Color 
detection was based on three pixels placed at coordinates 
(150, 120), (160, 120), and (170, 120), respectively. Given 
the choice of three objects (white, yellow, and black), the 
robot detected, grasped and consequently carried the black 
object in a consistent manner.  
 
In the exploratory mode, the robot moved as commanded 
and provided images of the objects encountered. An 
operator with limited physical capabilities could therefore 
handle objects that are otherwise difficult to locate, 
visualize, and retrieve - for instance, objects in a building 
basement, attic, or a garage, or in tight spaces like 
underneath a vehicle.  
 
The robot requires no specific maintenance when used 
within its operational parameters typical found within a 
household. Regular checks on the wheels and the robotic 
arm gears helps to prevent blockages.  For outdoors 
operation, the robot must be further fitted with dust-proof 
shields for the camera and the ultrasonic sensors. Because 
the structure is made of plastic, rust and corrosion are 
unlikely to occur and prevent full operation. Nevertheless, 
the frame could be damaged if exposed to an environment of 
temperature below -20°C or above +120°C. The robot must 
not be immersed in water exceeding 3 cm of depth, as the 
motors and the lower ultrasonic sensor are not designed to 
be waterproof. Nonetheless, the student author has 
immersed in water an identical motor, but not from the 
school Computer Science Laboratory. The motor operated 
without damage. 
 
There were two major challenges in this project. The first 
challenge consisted of changing the Python input mode from 
one that would continuously buffer (until the enter key was 
pressed) to another that stopped buffering when any key was 
pressed. This was accomplished by using the “sys” and 
“termios” modules. The functions termios.tcgetattr, 
termios.tcsetattr, sys.stdin and termios.TCSADRAIN were 
implemented into the code to change the input mode after all 
relevant variables and functions were declared. After the 
program was finished, the functions returned the input mode 
back to the default one.  
 
The second major challenge was designing the robot frame 
to not only house all relevant components, but also to be as 
compact and maneuverable as possible. The robot initially 
had both computer hardware units (Fig. 1, box B) stacked on 
top of another, while a counterweight placed at the end 
extremity ensured balance when the robot arm was fully 
extended. The robotic arm was attached at the front end of 
the support frame A2. The exaggerated height of the robot 
caused instability during tight turns and limited the locations 
where the robotic arm could reach. To resolve these issues, 
the counterweight was replaced by one of the computer 
hardware units and the arm was attached on top of the 
support frame A2.  
 
The robot software can be further improved to identify, 
track and retrieve objects in motion. Sources such as Python 
Imaging Library and Open Computer Vision Library 
provide complex codes for image analysis. In a preliminary 
work, the student author programmed the robot to detect a 
moving hand-held green eraser of rectangular shape, as 
OpenCV commands use not just color, but also the contour 
of the object for identification (see Fig. 8). 
 
 
 
Additionally, OpenCV allows the image analysis to be 
performed in real-time, thus eliminating the need for taking 
pictures and increasing the speed at which the robot 
processes information. Moreover, the fact that the robot 
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could track objects in motion would make the robot more 
versatile and adaptable to a changing environment. 
 
Finally, metallic VEX Robotics parts could be used to 
construct the robot structure and robotic arm, as opposed to 
non-plastic materials. This could make the robot sturdier 
and better fitted to handle heavier loads and rugged outdoors 
environment, although it would also be heavier. With the 
increased robot mass, the power supply should be increased 
accordingly.  
 
This experiment can be further improved by building a more 
complex robot in which the arm rotates also in the 
horizontal plane by adding another motor on the top 
platform. Furthermore, two more ultrasonic sensors and 
another video camera could be placed on the rear side of the 
robot. This would facilitate increased robot efficiency by 
monitoring areas in two opposite directions.  
 
A robot built of metallic parts may be well suited for rescue 
operations such as the removal of damaged chemical 
recipients containing hazardous substances from spaces 
which personnel cannot access. Aside from its utility as a 
retrieval tool mentioned earlier in the article, the robot may 
be commercially viable as a learning-by-interaction tool for 
childhood cognitive development, by helping children play 
games about recognition and object identification.   
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APPENDIX [CODE] 
#Python language code for the control of the robotic arm 
from BrickPi import * 
import picamera 
import Image 
import tty 
import sys 
import termios   # import the needed modules 
BrickPiSetup() 
BrickPi.SensorType[PORT_1] = TYPE_SENSOR_ULTRASONIC_CONT 
BrickPi.MotorEnable[PORT_B] = 1  
BrickPi.MotorEnable[PORT_C] = 1  
BrickPiSetupSensors()  # define which motors and/or sensors will be used 
camera = picamera.PiCamera()  # activate the camera 
def Arm_Up(): 
    BrickPi.MotorSpeed[PORT_C] = 150 
    BrickPi.MotorSpeed[PORT_B] = 0   
def Arm_Down(): 
    BrickPi.MotorSpeed[PORT_C] = -80  
    BrickPi.MotorSpeed[PORT_B] = 0  
def Close_Hand(): 
    BrickPi.MotorSpeed[PORT_B] = -150 
    BrickPi.MotorSpeed[PORT_C] = 0 
def Open_Hand(): 
    BrickPi.MotorSpeed[PORT_B] = 150 
    BrickPi.MotorSpeed[PORT_C] = 0 
def Self_Picking_Up():  # define functions used for controlling all arm 
movements 
    z=0 
    while True: 
        termios.tcsetattr(sys.stdin, termios.TCSADRAIN,orig_settings) 
        BrickPiUpdateValues() 
        if BrickPi.Sensor[PORT_1]<=20: 
            print BrickPi.Sensor[PORT_1] 
            camera.capture("\\home\\pi\\Desktop\\somepix.jpg", resize=(320, 
240)) 
            filename = ("\\home\\pi\\Desktop\\somepix.jpg")  # Capture an 
image of the detected object and assign name 
            myimage = Image.open(filename) 
            myimage.load() 
            im2 = myimage.load() 
            print("The size of the image is: ") 
            print((myimage.format)) 
            print((myimage.size)) 
            print((myimage.mode)) 
            myimage.show()  # print various characteristics of the image and 
then show it 
            r,g,b = myimage.getpixel((160,120)) 
            r1,g1,b1 = myimage.getpixel((150,120)) 
            r2,g2,b2 = myimage.getpixel((170,120)) # get the r,g,b values for 
some pixels 
            pix = (r,g,b) 
            pix1 = (r1,g1,b1) 
            pix2 = (r2,g2,b2) 
            sumr = r + r1 + r2 
            sumg = g + g1 + g2 
            sumb = b + b1 + b2 
            print (sumr, sumg, sumb) # print the r,g,b sum 
            if sumr + sumg + sumb <= 250: 
                print "Opening hand" 
                BrickPi.MotorSpeed[PORT_B] = -90 
                BrickPi.MotorSpeed[PORT_C] = 0 
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                ot = time.time() 
                while(time.time() - ot < 1):    #running while loop for 1.5 seconds 
                    BrickPiUpdateValues()       # Ask BrickPi to update values for 
sensors/motors 
                    time.sleep(.1) 
                print "Arm going down" 
                BrickPi.MotorSpeed[PORT_B] = 0 
                BrickPi.MotorSpeed[PORT_C] = -70 
                ot = time.time() 
                while(time.time() - ot < 1):    #running while loop for 1.5 seconds 
                    BrickPiUpdateValues()       # Ask BrickPi to update values for 
sensors/motors 
                    time.sleep(.1) 
                print "Closing hand" 
                BrickPi.MotorSpeed[PORT_B] = 90 
                BrickPi.MotorSpeed[PORT_C] = 0 
                ot = time.time() 
                while(time.time() - ot < 1):    #running while loop for 1.5 seconds 
                    BrickPiUpdateValues()       # Ask BrickPi to update values for 
sensors/motors 
                    time.sleep(.1) 
                print "Arm going up" 
                BrickPi.MotorSpeed[PORT_B] = 0 
                BrickPi.MotorSpeed[PORT_C] = 100 
                ot = time.time() 
                while(time.time() - ot < 1):    #running while loop for 1.5 seconds 
                    BrickPiUpdateValues()       # Ask BrickPi to update values for 
sensors/motors 
                    time.sleep(.1) 
                quit()  
            else: 
                BrickPi.MotorSpeed[PORT_B] = 0 
                BrickPi.MotorSpeed[PORT_C] = 0  # if the sum is less than the 
desired amount, grab the object, else, do nothing     
        if BrickPi.Sensor[PORT_1]>21: 
            BrickPi.MotorSpeed[PORT_B] = 0 
            BrickPi.MotorSpeed[PORT_C] = 0 
        print BrickPi.Sensor[PORT_1] 
        BrickPiUpdateValues() 
orig_settings = termios.tcgetattr(sys.stdin) # get the original python input 
settings 
tty.setraw(sys.stdin) # set the python input mode to “raw” (no longer waits 
for enter to be pressed) 
x=0 
while x != chr(27): 
    x = sys.stdin.read(1)[0] 
    if x == chr(119): 
        Arm_Up() 
    if x == chr(115): 
        Arm_Down() 
    if x == chr(97): 
        Close_Hand() 
    if x == chr(100): 
        Open_Hand() 
    if x == chr(120): 
        Self_Picking_Up() # certain characters call certain functions that 
perform the needed tasks 
    BrickPiUpdateValues() 
termios.tsetattr(sys.stdin, termios.TCSADRAIN,orig_settings) # after the 
code is finished, the original python input settings are restored 
 
# Python language code for the control of the support structure motion 
from BrickPi import * 
#from picamera import PiCamera 
import tty 
import sys 
import termios   # import the needed modules 
BrickPiSetup() 
BrickPi.MotorEnable[PORT_A] = 1  
BrickPi.MotorEnable[PORT_B] = 1  
BrickPi.MotorEnable[PORT_C] = 1  
BrickPi.MotorEnable[PORT_D] = 1 
BrickPi.SensorType[PORT_1] = TYPE_SENSOR_ULTRASONIC_CONT 
BrickPiSetupSensors()  # define which motors and/or sensors will be used 
def Fwd(): 
    BrickPi.MotorSpeed[PORT_A] = 90 
    BrickPi.MotorSpeed[PORT_B] = -90  
    BrickPi.MotorSpeed[PORT_C] = -90 
    BrickPi.MotorSpeed[PORT_D] = 90 
def Rev(): 
    BrickPi.MotorSpeed[PORT_A] = -90 
    BrickPi.MotorSpeed[PORT_B] = 90  
    BrickPi.MotorSpeed[PORT_C] = 90 
    BrickPi.MotorSpeed[PORT_D] = -90  
def Left(): 
    BrickPi.MotorSpeed[PORT_A] = -90 
    BrickPi.MotorSpeed[PORT_B] = 90  
    BrickPi.MotorSpeed[PORT_C] = -90 
    BrickPi.MotorSpeed[PORT_D] = 90 
def Right(): 
    BrickPi.MotorSpeed[PORT_A] = 90 
    BrickPi.MotorSpeed[PORT_B] = -90  
    BrickPi.MotorSpeed[PORT_C] = 90 
    BrickPi.MotorSpeed[PORT_D] = -90 
def Autonomous():  # define functions used for controlling all arm 
movements 
    s=1 
    while True: 
 termios.tcsetattr(sys.stdin, termios.TCSADRAIN,orig_settings) 
 BrickPiUpdateValues() 
        if BrickPi.Sensor[PORT_1]<=22: 
            print BrickPi.Sensor[PORT_1] 
            time.sleep(5) 
            BrickPi.MotorSpeed[PORT_A] = -70 
         BrickPi.MotorSpeed[PORT_B] = 70 
            BrickPi.MotorSpeed[PORT_C] = 70 
            BrickPi.MotorSpeed[PORT_D] = -70 
            ot = time.time() 
            while(time.time() - ot < 1):    #running while loop for 1.5 seconds 
                BrickPiUpdateValues()       # Ask BrickPi to update values for 
sensors/motors 
                time.sleep(.001) 
            BrickPiUpdateValues() 
            BrickPi.MotorSpeed[PORT_A] = 55 
         BrickPi.MotorSpeed[PORT_B] = -55 
            BrickPi.MotorSpeed[PORT_C] = 55 
            BrickPi.MotorSpeed[PORT_D] = -55 
            ot = time.time() 
            while(time.time() - ot < 1):    #running while loop for 1.5 seconds 
                BrickPiUpdateValues()       # Ask BrickPi to update values for 
sensors/motors 
                time.sleep(.001) 
     BrickPiUpdateValues() 
 if BrickPi.Sensor[PORT_1]>23: 
     print BrickPi.Sensor[PORT_1] 
     BrickPi.MotorSpeed[PORT_A] = 90 
         BrickPi.MotorSpeed[PORT_B] = -90  
            BrickPi.MotorSpeed[PORT_C] = -90 
            BrickPi.MotorSpeed[PORT_D] = 90 
     BrickPiUpdateValues() 
 BrickPiUpdateValues() 
orig_settings = termios.tcgetattr(sys.stdin) # get the original python input 
settings  
tty.setraw(sys.stdin) # set the python input mode to “raw” 
x=0 
 
while x != chr(27): 
    x = sys.stdin.read(1)[0] 
    if x == chr(119): 
        Fwd() 
    if x == chr(115): 
        Rev() 
    if x == chr(97): 
        Left() 
    if x == chr(100): 
        Right() 
    if x == chr(120): 
 Autonomous() 
    BrickPiUpdateValues() # certain characters call certain function which 
complete the needed tasks 
termios.tcsetattr(sys.stdin, termios.TCSADRAIN,orig_settings) # set the 
python input mode back to original settings 
