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Abstract
We consider various geometrical and physical aspects of the supergravity q-maps, which
are induced by dimensional reduction to three dimensions of five-dimensional N = 2
supergravity theories coupled to vector multiplets. In this way, the q-maps can be
thought of as a composition of the r-maps and c-maps. We treat in parallel the case of
reduction over two space-like directions and over one space-like and one time-like direc-
tion. We observe that in the latter case, surprisingly, the order in which the time-like
and space-like reductions are performed is relevant for some geometrical properties of
the resulting reduced theories. For the simplest example of pure supergravity in five di-
mensions, we show indeed that the target manifolds obtained from the two reductions
correspond to inequivalent open submanifolds in the pseudo-Riemannian symmetric
space G2(2)/(SL2 · SL2). Moreover, each submanifold is endowed with a different in-
tegrable structure which makes one a complex manifold and the other a para-complex
manifold.
As an application we investigate how the q-map can be used to generate new non-
extremal and extremal non-BPS static black string solutions in five dimensions. We
also make progress towards constructing new stationary solutions. The generic nature
of these constructions, which don’t rely on the target manifolds being symmetric spaces,
allow us to gain a more systematic understanding of various properties of black objects
in supergravity.
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Chapter 1
Introduction
String theory has long been considered the most likely candidate to provide a consistent
theory of quantum gravity. Since the “second superstring revolution” we have been able
to go beyond string perturbation theory and understand many of the non-perturbative
aspects of string theories, both through various dualities and through the emergence
of the eleven-dimensional theory known as M-theory [1–4]. An important tool in this
regard is provided by supergravity theories, which arise naturally as low-energy effective
theories of string and M-theory.
By considering strings propagating in backgrounds which involve different compact
manifolds, the number of supercharges, as well as the matter content, admitted by the
effective supergravity theories can be varied. An important aspect of such supergrav-
ity theories, which we will make use of throughout this thesis, is the fact that they
come equipped with two types of geometry: spacetime geometry and the geometry of
the scalar target manifold. For theories with 16 or more supercharges (N ≥ 4 in four
dimensions), the geometry of the scalar manifold is completely fixed once the matter
content of the theory is specified. On the other hand, for theories with 8 or 4 super-
charges (N = 2 or N = 1 in four dimensions) the matter content does not completely
fix the scalar geometry, and so such theories can possess a much richer structure.
Whilst the scalar manifolds of N = 1 theories in four dimensions are only required
to be Ka¨hler [5], those of the N = 2 theories (which we will concentrate on in this
thesis) must satisfy more restrictive conditions, and are controlled by the properties
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of special geometry. As well as being interesting for purely mathematical reasons [6,
7], such geometry plays an important role in the understanding of non-perturbative
aspects of gauge theories [8, 9], string compactifications [10, 11], and the microscopic
understanding of black hole physics [12–15]. More recently, special geometry has been
used to construct new solutions to N = 8 supergravity [16,17], as well as to obtain new
asymptotically-AdS solutions in gauged supergravities [18–20] with applications to the
AdS/CFT correspondence.
We now present an introduction to the main results in this thesis:
The r-map, c-map and q-map
For the N = 2 supergravity theories in which we will be interested in this thesis one
can understand the effect of both space-like and time-like dimensional reduction via
a series of maps between the target manifolds of such theories: the r-maps [21, 22],
c-maps [23,24] and q-maps. This latter can be understood as the composition q = c ◦ r
of an r-map and a c-map. These maps provide us with important tools both in a
mathematical and physical context, and remain an active area of research.
Mathematically the r-map, c-map, and by extension the q-map, all preserve com-
pleteness [25]. Therefore, by classifying complete projective special real manifolds,
a project initiated in [26], one can obtain large classes of complete, and generically
non-homogeneous, quaternionic-Ka¨hler manifolds.
Physically, each of these maps can be understood as a relation between the target
manifolds of two rigid or locally supersymmetric field theories. In this thesis we will be
interested in taking as our starting point a five-dimensional N = 2 theory of n vector
multiplets.
In the case of rigid supersymmetry, the target manifold of this theory is an affine
special real manifold Mn. By space-like reduction, we obtain a four-dimensional theory
of n vector multiplets, with target space an affine special Ka¨hler manifold. A further
space-like reduction gives a three-dimensional theory, for which the degrees of freedom
can be packaged into n hypermultiplets, with target space a hyperka¨hler manifold
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Q4n [27]. This provides us with maps
Mn
r−→ N2n c−→ Q4n.
If instead one reduces over a time-like direction, then the target manifolds of the re-
sulting Euclidean theories are equipped with a split-signature metric, and can be de-
scribed using para-complex geometry [28, 29]. Indeed, time-like reduction of the five-
dimensional theory gives rise to a target space which is affine special para-Ka¨hler [28].
Likewise, both time-like reduction of the four-dimensional Minkowski theory and space-
like reduction of the four-dimensional Euclidean theory give rise to target spaces which
are para-hyperka¨hler [29].
In the case of local supersymmetry, the target manifold of the five-dimensional
N = 2 supergravity theory with n vector multiplets is a projective special real mani-
fold M¯n [30]. By space-like reduction we obtain a four-dimensional theory of (n + 1)
vector multiplets, the extra degrees of freedom compared to the rigid case coming from
the reduction of the gravity multiplet. The relevant target manifold is a projective spe-
cial Ka¨hler manifold N¯2n+2. A further space-like reduction gives a three-dimensional
supergravity theory, for which the degrees of freedom can this time be packaged into
(n+ 2) hypermultiplets, with target space a quaternionic-Ka¨hler manifold Q¯4n+8 [24],
as required by supersymmetry [31]. This provides us with maps
M¯n
r¯−→ N¯2n+2 c¯−→ Q¯4n+8.
If instead one reduces over a time-like direction, then the target manifolds of the result-
ing Euclidean-signature supergravity theories are again equipped with split-signature
metrics, and can be described using para-complex geometry. Time-like reduction of
the five-dimensional theory gives rise to a target space which is projective special para-
Ka¨hler [32].
The study of the time-like versions of the c-map has only been undertaken fairly
recently, in work by the author and collaborators [33, 34]. Here it is shown that both
time-like reduction of the four-dimensional Minkowski theory and space-like reduction
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of the four-dimensional Euclidean theory give rise to a three-dimensional Eulclidean
theory whose target manifold is para-quaternionic-Ka¨hler.
In Chapter 4 we analyse in detail the structure of those (para-)quaternionic-Ka¨hler
manifolds which are in the image of one of the q-maps.
Commutativity of space-like and time-like reductions
A central theme throughout this thesis is the use of time-like dimensional reduction as a
solution-generating technique. In particular, instanton solutions to the dimensionally-
reduced Euclidean theories can be dimensionally lifted to provide us with stationary
solitonic solutions, e.g. black holes, to our original supergravity theories [35]. Such
solutions play a crucial role as testing ground for various conjectures in string theory
and other theories of quantum gravity [1].
The structure of Euclidean supergravity theories is much less well understood than
Minkowski-signature ones, and they often present us with surprising features. For
example, in [36] it was shown that time-like reductions of IIA and IIB supergravities
give rise to two inequivalent (i.e. not related by a real field redefinition) nine-dimensional
Euclidean supergravities. This is in contrast to the case of space-like reduction, where
the two nine-dimensional Minkowski theories are related by real field redefinitions:
an artefact of T-duality. One of the primary motivations for this thesis is to better
understand the structure of Euclidean-signature field theories (both with rigid and
local supersymmetry), continuing the work of [28,29,32].
An important question that arises in the study of Euclidean supergravity theories
obtained from both space-like and time-like reductions is whether the order of the
reduction matters. In [36] it was argued that, for the case where the scalar manifold
of the Euclidean theory is a homogeneous (coset) space, this order does not matter.
However, their argument rested on being able to parametrise the scalar coset manifold
using the Borel gauge, which for the cosets appearing in Euclidean supergravity theories
(which have non-compact stability group [35]) does not provide a global parametrisation
of the manifold.
In this thesis, we concentrate on the reductions of five-dimensional N = 2 super-
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gravity coupled to an arbitrary number of vector multiplets. Upon reduction to a
three-dimensional Euclidean theory, the scalar target manifolds are generically non-
homogeneous. However, one can use properties of the special geometry underlying
these theories to get a handle on the admissible geometric structures which are present
for all such spaces.
A surprising result of this thesis, which has been presented in a publication by the
author [37], is that, even for the simplest case of pure five-dimensional supergravity,
some of these geometric structures are sensitive to the order in which the space-like
and time-like reductions occur. Note that this is in contrast to the situation for rigid
supersymmetry, where it was shown in [29] that the three-dimensional Euclidean the-
ories obtained by time-then-space (TS) and space-then-time (ST) reductions could be
related by a real field redefinition.
In Chapter 5 we show the two scalar manifolds obtained from TS and ST reduction
of the five-dimensional pure supergravity theory can be distinguished by the existence
of different integrable structures on each. Indeed, for TS reduction, the scalar manifold
comes equipped with an integrable para-complex structure, whilst for ST reduction
we find an integrable complex structure. This fact is generic for all target manifolds
obtained after dimensional reduction of the five-dimensional N = 2 theories to three
Euclidean dimensions, and so this non-commutativity of time-like and space-like reduc-
tions is expected to carry over to the general five-dimensional theory with an arbitrary
number of vector multiplets. This will be analysed further in a future publication by
the author [38].
Black string solutions
In four dimensions, no-go theorems [39] forbid the existence of extended black objects
in general relativity with horizon topology different to S2, which is the case for black
holes.
However, higher dimensions are less restrictive, and one can construct solutions
with more exotic horizon topology, see e.g. [40]. The general class of such solutions
that we are interested in in this thesis are black branes, which possess translational
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symmetry in some spacetime directions. Such solutions are of particular interest in the
context of string theory.
Such black objects come in two main classes: extremal and non-extremal. These are
distinguished thermodynamically by the fact that extremal black objects have vanishing
horizon temperature. In theories of extended supergravity, extremal objects can be
further separated into BPS and non-BPS. The BPS objects are characterised by the
preservation of some degree of the supersymmetry of their parent theory, and saturate
the Bogomolnyi bound relating their mass to the central charge of the underlying
supersymmetry algebra.
The advantage of studying BPS solutions is that they can be obtained and classified
using the so-called Killing spinor equations [41]. These are a set of first-order differ-
ential equations, and are therefore generally easier to solve than the full second-order
field equations. Such objects are by now well understood, both at a macroscopic and
microscopic level. Constructing non-BPS and non-extremal solutions is significantly
more involved, since these do not satisfy the Killing spinor equations, and as such there
is still a lot to discover.
In this thesis we will concentrate on the case of stationary black strings (1-branes)
in five dimensions. These possess translational symmetry in both a time-like and space-
like direction, which constitute the worldvolume directions of the string. By dimension-
ally reducing over these isometric directions we obtain a three-dimensional Euclidean-
signature supergravity theory, to which we can find instanton solutions. These can then
be lifted back to five dimensions, and to the sought-after black string solutions. This
procedure is generally known as ‘diagonal’ dimensional reduction and oxidation [42].
This dimensional reduction provides us with the link between the spacetime geome-
try and the target space geometry. In particular, reduction from five to three dimensions
implements the q-map at the level of the target space. All of the five-dimensional de-
grees of freedom then parametrise the para-quaternionic-Ka¨hler manifold in the image
of the q-map. In fact, for the static extremal black strings we will meet in Chapter
6, the truncation of certain five-dimensional fields means that we are restricted to a
specific para-Ka¨hler submanifold of the full para-quaternionic-Ka¨hler manifold.
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Our method for constructing instanton solutions to the three-dimensional Euclidean
theory follows the philosophy of [43], and can be interpreted from the point-of-view of
the target space geometry in the following manner. Single-centred extremal BPS black
strings correspond to null geodesic curves contained within the eigendistributions of
the integrable para-complex structure, whilst non-BPS black strings correspond to null
geodesic curves not contained within these eigendistributions. Indeed, we can use such
a geometrical characterisation of extremal solutions whenever the underlying target
manifold admits an integrable para-complex structure. In Chapter 7 we utilise this
fact to construct new BPS and non-BPS stationary solutions for which we relax the
condition of staticity.
The construction of non-extremal solutions is less formulaic. Since non-extremal
black objects are non-BPS, we are unable to use Killing spinor equations. However,
various methods have been used to construct non-extremal black holes and black branes,
which often involve reducing the equations of motion to first-order [44–46].
In Chapter 6, we extend the formalism of [47,48] and construct non-extremal solu-
tions directly at the level of the equations of motion. We first impose that the solutions
be spherically symmetric in the three-dimensional space transverse to the string. We
are then able to integrate the second-order equations of motion directly and obtain a
general solution, before finding conditions on the integration constants which ensure
that the five-dimensional solutions correspond to physical black strings with finite scalar
fields. These solutions have appeared previously in a publication by the author [49].
This formalism can also be extended to more general non-extremal stationary solu-
tions, and we make progress in this direction in Chapter 7.
Outline
This thesis is organised as follows: in Chapters 2 and 3 we introduce the main math-
ematical and physical background needed to understand the bulk of this thesis. In
Chapter 4 we analyse the supergravity q-maps for the case of an arbitrary number
of vector multiplets coupled to supergravity, and motivate the question of ST vs. TS
reductions. We then concentrate, in Chapter 5, on the example of pure supergravity in
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five dimensions, and show that dimensional reduction over one space-like and one time-
like direction provides us with two inequivalent open submanifolds of the symmetric
space G2(2)/(SL2 · SL2). In Chapters 6 and 7 we then turn to spacetime geometry. In
Chapter 6 we construct new non-extremal and extremal non-BPS static black string
solutions to five-dimensional supergravity with vector multiplets. Then, in Chapter 7,
we relax the condition of staticity and construct more general stationary solutions. We
finish in Chapter 8 with conclusions and ideas for future work.
Notation and conventions
We use the conventions of [5].
Chapter 2
Preliminary mathematics
In this chapter we introduce the various mathematical ideas which will be important
throughout this thesis. We begin by simply requiring the existence of a differentiable
manifold, and add further structure (metric, complex structure, quaternionic structure,
etc.) to this as we go.
We begin in Section 2.1 with an overview of differential geometry, introducing the
elementary material upon which the rest of the chapter builds and working up to
special real geometry, which will play an important role in this thesis. In Section 2.2
we introduce the dual notions of complex and para-complex differential geometry, with
the aim of describing projective special (para-)Ka¨hler manifolds, before moving on to
discuss (para-)quaternionic-Ka¨hler manifolds in Section 2.3. Finally, in Section 2.4, we
turn to the subject of Lie algebras, presenting a number of key results which will be of
use in Chapter 5.
2.1 Differential geometry
In this section we introduce a number of fundamental concepts in differential geometry,
with the aim of familiarising the reader with the tools needed to approach the bulk of
this thesis. We do not claim to give a completely rigorous account of the material, and
refer liberally throughout to the relevant source material for further information.
After some basics, we define in Section 2.1.2 the notion of an (affine) connection
on a differentiable manifold , and use this to discuss geodesy, holonomy and curvature.
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We then equip our manifold with a pseudo-Riemannian metric in Section 2.1.3 and
use this to discuss the Levi-Civita connection, orthonomal frames, pseudo-Riemannian
symmetric spaces, and finish with Berger’s theorem on Riemannian holonomy. We end
with Section 2.1.4 on the subject of special real geometry, which contains many of the
results we will use throughout this thesis.
2.1.1 Basics of differential geometry
Throughout this section we take M to be some arbitrary m-dimensional differentiable
manifold. We denote by Γ(TM) the set of smooth vector fields on M , i.e. the set of
sections of the tangent bundle TM , and by F(M) the set of smooth functions on M .
Integral curves
Let X ∈ Γ(TM) be some smooth vector field. Then we define an integral curve
generated by X to be a function
γ : [a, b]→M,
parametrized by t ∈ [a, b] such that the tangent to the curve at a point γ(t) ∈ M is
Xγ(t), i.e. the value of the vector field at that point.
In particular, take some local coordinate patch U ⊂M on which we choose a set of
local coordinates {xµ}. Then the integral curve is defined by the property
dxµ
dt
= Xµ(x(t)). (2.1)
2.1.2 Connections on the tangent bundle
We now introduce the notion of an affine connection on a differentiable manifold M .
Note that no extra structure, e.g. existence of a metric, is required in this subsection.
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Affine connections
We define an affine connection ∇ via the map
∇ : Γ(TM)× Γ(TM) → Γ(TM)
(X,Y ) 7→ ∇XY. (2.2)
In order to be a connection, ∇ must satisfy some properties, namely linearity in its
first argument and the Leibniz identity in its second, viz.
∇fX+gY Z = f∇XY + g∇Y Z,
for any X,Y, Z ∈ Γ(TM) and f, g ∈ F(M) some smooth functions on M , and
∇X(fY ) = X(f)Y + f∇XY,
for any X,Y ∈ Γ(TM) and f ∈ F(M).
Another way of formulating this is via the language of derivations. In particular,
we choose some smooth vector field X ∈ Γ(TM). Then define a linear map
∇X : Γ(TM)→ Γ(TM),
which acts as a derivation on the module of smooth vector fields Γ(TM) over the ring
of smooth functions F(M). In this context, saying that ∇X acts as a derivation just
tells us that it is linear ∇X(Y + Z) = ∇XY +∇XZ and satisfies the Leibniz property
as before.
Affine connection in a coordinate basis
Suppose we now choose some coordinate basis for TM , so X = Xµ∂µ. Then
∇XY = Xµ∇µ(Y λ∂λ)
= Xµ(∂µY
λ)∂λ +X
µY ν(∇µ∂ν)
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= Xµ
[
∂µY
λ + ΓλµνY
ν
]
∂λ,
where we have used both linearity (first line) and the Leibniz property (second line) of
the connection. The connection coefficients are defined via.
∇µ∂ν =: Γλµν∂λ,
i.e. they are the components of the vector field ∇µ∂ν in the coordinate basis.
The affine connection on functions
We extend the action of the affine connection ∇X to the space of smooth functions
F(M) on M by
∇Xf = X(f) = £Xf,
where £Xf is the Lie derivative of f along the curveX. In a coordinate basisX = X
µ∂µ
we have
X(f) = Xµ
∂f
∂xµ
,
which is just the usual directional derivative of f along the vector field X.
The affine connection on tensor fields
We can further extend the definition of ∇X to arbitrary rank tensor fields by simply
requiring it to act as a derivation on the algebra of tensor fields D(M) over R. In
particular, we want it to preserve tensor-type (i.e. map tensors of rank (r, s) to tensors
of rank (r, s)), to commute with contractions, and to satisfy
∇X(T1 ⊗ T2) = (∇XT1)⊗ T2 + T1 ⊗ (∇XT2). (2.3)
As a quick example, we compute the action of ∇X on a smooth 1-form ω ∈ Γ(T ∗M).
Take some vector field Y ∈ Γ(TM). Then on the one hand the definition of ∇X on
F(M) tells us that we should have
∇X(ω(Y )) = X(ω(Y )).
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On the other hand, the property (2.3) tells us that
∇X(ω(Y )) = (∇Xω)(Y ) + ω(∇XY ),
i.e. the connection acts first on one argument then the other. Putting this together we
find the action of ∇X on cotangent vector fields to be
(∇Xω)(Y ) = X(ω(Y ))− ω(∇XY ). (2.4)
Parallel transport and geodesics
Choose some smooth vector field V ∈ Γ(TM), and consider the integral curve c(t)
generated by V .
Definition 1. We say that a vector field X ∈ Γ(TM) is parallel transported along
a curve c(t) if
∇VX = 0.
Using this, we define the notion of a geodesic curve γ(t) as an integral curve
generated by a vector field V ∈ Γ(TM) which satisfies
∇V V = 0,
at least up to some reparametrization of the curve.
Given a point p ∈ M , we can define the notion of a geodesic symmetry as a
map sp : M →M which fixes p and reverses geodesics through p, i.e. sp(γ(t)) = γ(−t).
In other words sp(p) = p and (sp)∗ = −1TpM , where (sp)∗ : TpM → TpM is the
differential of s at p. Note that the map sp need only be defined in a neighbourhood
of p. Geodesic symmetries will be important later when we talk about symmetric
spaces.
Holonomy
Given a connection ∇ on M , we can use the notion of parallel transport to define a
transformation group Hol(∇, p) acting on the tangent space TpM .
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In particular, take p ∈M and consider the set of all closed loops in M based at p:
Cp(M) = {γ : [0, 1]→M | γ(0) = γ(1) = p}.
Now, take a vector X ∈ TpM and parallel transport it around some loop c(t) ∈ Cp(M).
The result will be a new vector Xc ∈ TpM . Hence, to each loop we can associate a map
Pc : TpM → TpM which takes X 7→ Xc.
The set of all such transformations, obtained by considering all possible loops in
Cp(M), gives a group Hol(∇, p) ⊂ GL(m,R) called the holonomy group at p. Ex-
plicitly, the action of an element Hol(∇, p) on TpM is given by
PcX = Xh = X
µhµ
νeν ,
where h ∈ Hol(∇, p) and {eµ} is a basis of TpM .
Note that if M is arcwise connected, then Hol(∇, p) ∼= Hol(∇, q) for any p, q ∈ M .
Hence the holonomy group is independent of the base point, and we simply refer to
Hol(∇). This will be the case for all of the manifolds we encounter in this thesis.
Moreover, if we consider only the subset C0p(M) ⊂ Cp(M) of loops that are ho-
motopic to the identity (can be shrunk to a point) then we obtain the restricted
holonomy group at p, denoted Hol0(∇, p). For simply-connected manifolds this of
course coincides with Hol(∇, p).
The torsion tensor
A particularly important tensor field that can be constructed from the affine connection
∇ is the torsion tensor
T : Γ(TM)× Γ(TM) → Γ(TM)
(X,Y ) 7→ ∇XY −∇YX − [X,Y ] . (2.5)
In a coordinate basis {∂µ} we have
T (X,Y ) =
(
Γλµν − Γλνµ
)
XµY ν∂λ.
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Definition 2. We call an affine connection ∇ torsion-free if T (X,Y ) = 0 for any
X,Y ∈ Γ(TM).
In terms of a coordinate basis, the torsion-free condition just tells us that the
connection components Γλµν are symmetric in their lower indices.
The curvature tensor
Another important tensor field constructed from the connection is the curvature ten-
sor
R : Γ(TM)× Γ(TM)× Γ(TM) → Γ(TM)
(X,Y, Z) 7→ ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z. (2.6)
In a coordinate basis {∂µ} we have
R(X,Y )Z = XµY νZρ
[
∂µΓ
λ
νρ − ∂νΓλµρ + ΓλµσΓσνρ − ΓλνσΓσµρ
]
∂λ.
Definition 3. We call an affine connection ∇ flat if R(X,Y )Z = 0 for any X,Y, Z ∈
Γ(TM).
Note that for manifolds with flat connection, the holonomy group Hol(∇) is trivial
(see 10.25 of [50]).
2.1.3 Pseudo-Riemannian geometry
We now move on to consider differentiable manifolds endowed with additional structure,
namely the existence of a metric g.
Let (M, g) be a pseudo-Riemannian manifold of signature (p, q). We call an affine
connection ∇ on M metric compatible if ∇g = 0. It turns out that there exists
a unique metric compatible torsion-free connection D on (M, g), which we call the
Levi-Civita connection.
We can compute the Levi-Civita connection explicitly using the Koszul formula [51]
2g(DXY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X,Y )
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+g([X,Y ], Z)− g(X, [Y,Z])− g(Y, [X,Z]), (2.7)
where X,Y, Z ∈ Γ(TM). Note that when taking X,Y, Z to be coordinate vector fields,
and hence to commute, the final three terms on the right hand side of (2.7) vanish,
and one recovers the usual form of the Levi-Civita connection in terms of Christoffel
symbols. The complementary case, where X,Y, Z are left-invariant vector fields, will
be useful in Chapter 4.
Orthonormal frame
Given a pseudo-Riemannian manifold (M, g), we can define an orthonormal frame
{ea}, which spans TM , satisfying
g(ea, eb) = ηab,
where
ηab =
 −1p 0
0 1q
 .
We can relate the basis {ea} to a coordinate basis {∂µ} by
ea = ea
µ∂µ.
The vielbeins ea
µ are SL(m,R) matrices and satisfy
ea
µeb
νgµν = ηab,
where gµν = g(∂µ, ∂ν) are the components of the metric g in the coordinate basis. The
inverse vielbein eµ
a is given by
eµ
a = gµνη
abeb
ν .
Any two orthonormal frames {ea} and {e′a} are related by an SO(p, q) transfor-
mation, i.e. e′a = Mabeb for M ∈ SO(p, q). Hence the natural language for describing
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orthonormal frames is to introduce a principal SO(p, q) bundle, called the frame bun-
dle, over M [52].
We can define a dual basis {θa} of T ∗M satisfying θa(eb) = δab . In terms of the
coordinate basis {dxµ}, we have
θa = eaµdx
µ,
and so the metric g can be written
g = gµνdx
µ ⊗ dxν = ηabθa ⊗ θb.
For most of the applications in this thesis, it will be convenient to work in such an
orthonormal frame.
Connection 1-form and Cartan’s structure equations
Given an affine connection ∇ on a pseudo-Riemannian manifold (M, g), we can write
∇XY in terms of an orthonormal frame {ea}, as we did with the coordinate basis in
Section 2.1.2. In particular,
∇XY = Xa
(
eaY
c + Y bγcab
)
ec,
where we have defined the connection coefficients with respect to the basis {ea} as
∇aeb =: γcabec.
These can be related to the connection coefficients Γρµν of Section 2.1.2 by
γcab = eλ
cea
µ
(
∂µeb
λ + eb
νΓλµν
)
.
We can likewise write the components of the torsion tensor T and curvature tensor R
in the orthonormal basis [52].
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We define the connection 1-form as
ωab = γ
a
bc θ
c. (2.8)
This satisfies Cartan’s structure equations
dθa + ωab ∧ θb = T a, (2.9)
dωab + ω
a
c ∧ ωcb = Rab, (2.10)
where we have defined the torsion 2-form T a = 12T
a
bc θ
b ∧ θc, and the curvature
2-form Rab =
1
2R
a
bcd θ
c ∧ θd.
Pseudo-Riemannian symmetric spaces
An important class of pseudo-Riemannian manifolds, which will appear in Chapter 5,
are symmetric spaces. In order to define these, we follow Theorem 10.72 of [50] and
Corollary 8.16 of [53].
Theorem 1. Let (M, g) be a pseudo-Riemannian manifold. Then the following are
equivalent:
(i) DR = 0, where D is the Levi-Civita connection on (M, g).
(ii) The geodesic symmetry sp around any point p ∈M acts isometrically, i.e. (s∗g)p =
gp.
Recall [51] that the pullback (sp)
∗ acts on the (0, 2) tensor field g as
(s∗g)p(X,Y ) = g ((sp)∗X, (sp)∗Y ) , X, Y ∈ TpM.
Definition 4. A pseudo-Riemannian manifold satisfying (i) or (ii) in Theorem 1 is
called locally symmetric.
If, in addition, (M, g) is complete and simply-connected, then it is a symmetric
space. In this latter case, the manifold is a homogeneous space1 G/H for which there
1A topological space X is called a homogeneous space if there exists a transitive action of some
Lie group G on X. The Lie subgroup H ⊂ G is the stabilizer of the ‘origin’ o ∈ X.
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exists a certain involutive automorphism σ of G. In particular, let Gσ = {g ∈ G|σ(g) =
g} be the fixed-point set of the involution, and Gσe the component connected to the
identity. Then Gσe ⊂ H ⊂ Gσ. A consequence of this is that Gσe , H and Gσ all have
the same Lie algebra h. We will have more to say on this in Section 2.4.
Symmetric spaces have an important role to play in the context of extended su-
pergravity theories, as they often turn up as the target manifolds of certain non-linear
sigma models [35]. Indeed, it is in just such a setting that we will meet them in Chapter
5.
Berger’s list of Riemannian holonomies
The notion of holonomy gives rise to a classification of Riemannian manifolds, known
as Berger’s theorem, which will prove illuminating in the remainder of this thesis. We
follow 10.92 of [50].
Theorem 2. Let (M, g) be a Riemannian manifold which is not locally symmetric
and for which the restricted holonomy group Hol0(D) is irreducible2. Then Hol0(D) is
contained within one of the groups in Table 2.1.
Holonomy Dimension Manifold
SO(n) n Orientable
U(n) 2n Ka¨hler
SU(n) 2n Calabi-Yau
Sp(n) 4n Hyperka¨hler
Sp(n) · Sp(1) 4n Quaternionic-Ka¨hler
G2 7 G2-manifold
Spin(7) 8 Spin(7) manifold
Table 2.1: Berger’s list of Riemannian holonomies
As an example of what Table 2.1 means, we show:
Theorem 3. For a generic orientable Riemannian manifold (M, g) of dimension n,
the holonomy group Hol(D) is contained within SO(n).
Proof: We first note that, since Dg = 0, the connection D preserves the length of
a vector. Hence, gp(PcX,PcX) = gp(X,X) for any X ∈ TpM . Expanding in an
2From a theorem of de Rham (10.43 of [50]), this is equivalent to saying that M is not locally a
product manifold.
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orthonormal frame {ea} for TpM , we find
ηab = ha
chb
dηcd,
and so h ∈ SO(n) ⊂ GL(n,R). Hence, the holonomy group is reduced to a subgroup
Hol(D) ⊂ SO(n).
For the case where M is a (irreducible, simply-connected) symmetric space G/H,
the holonomy group is simply equal to the isotropy subgroup H. This will be important
when we look at the symmetric space G2(2)/(SL2 · SL2) in Chapter 5.
Manifolds of special holonomy play an important role in string compactifications
(see [54] and references therein) due to the fact that they admit covariantly constant
spinors (Theorem 3.6.1 of [55]). In particular, this means that strings propagating on a
background including one of these compact manifolds (e.g. heterotic strings on R3,1×X6
where X6 is a Calabi-Yau threefold [56]) preserve some number of supercharges in the
lower-dimensional non-compact space .
2.1.4 Special real geometry
Special real manifolds are central to the main subject matter of this thesis: five-
dimensional N = 2 supergravity theories. We will see in Chapter 3 that the consistent
supersymmetric coupling of five-dimensional N = 2 vector multiplets with gravity re-
quires the presence of a so-called “projective special real” manifold. In this section
we will introduce the relevant mathematical framework to understand this result. We
follow [48,57] and unpublished work by V. Corte´s and T. Mohaupt.
We start with an intrinsic definition of a Hessian manifold, and add further structure
until we reach a conic affine special real (CASR) manifold. We then define a projective
special real (PSR) manifold as a certain quotient of, or equivalently a hypersurface in,
the CASR manifold.
Definition 5. A pseudo-Riemannian manifold (M, g,∇) endowed with a flat, torsion-
free special connection ∇ is called Hessian if ∇g is completely symmetric.
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Given a flat torsion-free connection, ∇, we can cover M with a set of ‘normal
coordinates’ hI such that the connection components ΓIJK vanish. This tells us that
∇XY = XI(∂IY J)∂J , with ∂I = ∂
∂hI
.
Then the requirement that ∇g be completely symmetric, i.e. that (∇Xg)(Y,Z) be
symmetric in X,Y, Z, can be shown to be equivalent to the condition
∂IgJK = ∂JgIK ,
which tells us that locally the metric g can be written as
g =
∂2H
∂hI∂hJ
dhI ⊗ dhJ ,
for some Hesse potential H(h). For the particular case in which the function H is a
cubic polynomial, we have
Definition 6. A Hessian manifold (M, g,∇) with Hesse potential a cubic polynomial
is called an affine special real manifold.
Affine special real manifolds appear in supersymmetric field theory when one wants
to write down a consistent interacting Lagrangian for rigid N = 2 vector multiplets
in five dimensions. In this case, one finds that the scalar fields contained within the
vector multiplets should parametrise an affine special real manifold [28,58].
Definition 7. A d-conic Hessian manifold (M, g,∇, ξ) is a Hessian manifold
(M, g,∇) endowed with a vector field ξ such that:
(i) Dξ = d21, where D is the Levi-Civita connection on (M, g).
(ii) ∇ξ = 1.
The first of these conditions can be analysed by recourse to the Koszul formula
(2.7) with Y = ξ. The left hand side then reads
2g(DXξ, Z) = d g(X,Z),
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using the first conic condition. Since this is now symmetric in X,Z we need only
concentrate on those terms on the right hand side of (2.7) which are likewise symmetric
in X,Z. Hence, we have
d g(X,Z) = ξg(X,Z) + g([X, ξ], Z) + g([Z, ξ], X),
which in components reads
d gIJ = ξ
K∂KgIJ + gKJ∂Iξ
K + gIK∂Jξ
K = £ξgIJ . (2.11)
Thus ξ acts as a homothety on the metric g.
We turn next to the second condition defining the d-conic Hessian manifold, which
tells us that ∇Xξ = X for any smooth vector field X ∈ Γ(TM). In terms of special
coordinates hI this becomes
XI(∂Iξ
J)∂J = X
J∂J ,
or in other words ∂Iξ
J = δJI . Hence, the vector field ξ is an Euler vector field
ξ = hI∂I ,
with respect to the special coordinates. Plugging this into (2.11) we find
hK∂KgIJ = (d− 2)gIJ ,
which tells us that the components of the metric g on a d-conic Hessian manifold, with
respect to the special coordinate basis, are homogeneous of degree d − 2. Since we
saw already that gIJ = ∂
2
I,JH, then the Hesse potential for a d-conic Hessian manifold
should be homogeneous of degree d. Combining this with the definition of an affine
special real manifold, we have
Definition 8. A conic affine special real (CASR) manifold (M, g,∇, ξ) is
a 3-conic Hessian manifold with Hesse potential a cubic polynomial. In particular,
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H(h) = cIJKh
IhJhK for some constants cIJK .
In the physics literature, CASR manifolds play an important role in moving between
theories with rigid and local supersymmetry. In particular, the additional assumption
that the Hesse potential be homogeneous means that the rigid theory is invariant under
superconformal transformations [57]. One can therefore use the superconformal calculus
in five dimensions [59,60] to construct a locally supersymmetric theory. Geometrically,
this corresponds to performing the so-called ‘superconformal quotient’, which we now
discuss.
From CASR to PSR manifolds
We start with a CASR manifold (M, g,∇, ξ), which we take to be some domain M ⊂ Rn
parametrized by special coordinates hI , with I = 1, . . . , n. The vector field ξ induces
an R+ action on M given by
hI 7→ λhI , λ ∈ R+.
Hence, the domain M should be chosen such that it is invariant under multiplication
by positive numbers.
There are a number of equivalent ways to define a projective special real (PSR)
manifold. The most familiar is to define a PSR manifold as a hypersurface H ⊂ M
given by
H = {x ∈M |H(x) = 1}.
The full CASR manifold can then be obtained from H by the R+ action generated by
ξ. We can equip H with the metric gH = −13g|H, which is assumed to be Riemannian.
Away from H the tensor field −13g on M gives rise to a Lorentzian metric on M , since
it is negative definite in the direction of ξ [57].
We can also think ofH as the set of cosets of M under the R+ action. In other words,
we can obtain H by ‘projecting’ along the orbits of the vector field ξ, i.e. H ∼= M/R+.
We now want to equip H with a Riemannian metric. Since £ξg = 3g, we see that
the metric g on the original CASR manifold changes along the orbits of ξ. In order to
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define H as a Riemannian coset space, we want a tensor field on M upon which ξ acts
isometrically. To this end, we define
a =
∂2H˜
∂hI∂hJ
dhI ⊗ dhJ , where H˜ = −1
3
logH. (2.12)
One can show that the tensor field a satisfies £ξa = 0, i.e. it is constant along orbits
of ξ. Since it will be useful in Chapter 3, we write explicitly the components of a in
terms of the special coordinates:
aIJ = −2
(
(ch)IJ
chhh
− 3
2
(chh)I(chh)J
(chhh)2
)
, (2.13)
where we have defined chhh := cIJKh
IhJhK , (chh)I := cIJKh
JhK , etc.
We can therefore define a PSR manifold H as the quotient
H ∼= M/R+,
with quotient metric obtained from a. Note that for the hypersurface embedding i :
H →M , the pullback of −13g and a induce the same metric on H:
gH = i∗
(
−1
3
g
)
= i∗(a).
Projective special real manifolds will be important in Chapter 3, where we will
see that they naturally appear when one tries to consistently couple N = 2 vector
multiplets to gravity in five dimensions.
2.2 (Para-)Complex differential geometry
This section deals in parallel with the subjects of complex and para-complex differential
geometry, which have many important applications in supergravity. Whilst complex
differential geometry is fairly familiar, the use of para-complex differential geometry in
physics was only formalised fairly recently [28]. By introducing the notion of -complex
manifolds, where  = −1 refers to complex manifolds and  = 1 to para-complex
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manifolds, we are able to treat both types of geometry on the same footing.
The primary aim of this section is to provide the necessary material to understand
projective special -Ka¨hler manifolds, which appear in the study of four-dimensional
N = 2 vector multiplets coupled to gravity. However, along the way we will introduce
a host of material which will prove useful throughout this thesis. We begin in Section
2.2.1 by defining almost -complex structures, and treat their integrability in Sections
2.2.2–2.2.3, before moving on in Section 2.2.4 to -Ka¨hler manifolds. Finally, the main
bulk of this section is contained in Section 2.2.5 where we introduce the notion of special
-Ka¨hler manifolds.
We mostly follow the treatment of [52] for complex geometry, and [28, 32] for its
para-complex cousin.
2.2.1 Almost -complex structure
An -complex structure J is a tensor field such that at each point p ∈ M , the endo-
morphism Jp ∈ End(TpM) satisfies
J2p =  IdTpM .
For  = −1 this is the usual definition of an almost complex structure. For  = 1 we also
impose that the two eigenspaces TpM
± = ker(Idp ∓ Jp) have the same dimension [28].
In this case J is called an almost para-complex structure.
Given an almost -complex structure J on M , we can define a dual structure J∗ ∈
Γ(End(T ∗M)), which is defined by
(J∗ξ)(X) = ξ(JX),
for any ξ ∈ Γ(T ∗M), X ∈ Γ(TM).
2.2.2 Integrability of an almost complex structure
We follow Section 2.11 of [50], which gives three equivalent criteria for an almost com-
plex structure J on M to be integrable. We investigate them in turn.
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Vector fields
Let Z ∈ TpMC ∼= TpM ⊗C be a vector in the complexified tangent space at some point
p ∈M , and Jp ∈ End(TpMC) an almost complex structure.
Since Jp is an anti-involution, we can split the complexified tangent space into two
disjoint subspaces [52]
TpM
C = TpM
+ ⊕ TpM−,
where
TpM
± =
{
Z ∈ TpMC|JpZ = ±iZ
}
. (2.14)
We call TpM
+ the holomorphic tangent space and TpM
− the anti-holomorphic
tangent space. These are also sometimes denoted TpM
(1,0) and TpM
(0,1), which is
the notation we use in the following. Hence, any almost complex structure J gives
rise, at each point p ∈ M , to a decomposition of TpMC into a holomorphic and an
anti-holomorphic tangent space.
We decompose the generators TpM
C = span{Xa} into TpM (1,0) = span{Xi} and
TpM
(0,1) = span{X¯i¯}. Then
Definition 9. The almost complex structure J is integrable if [Xi, Xj ] ∈ TpM (1,0)
for any Xi, Xj ∈ TpM (1,0).
Since the generators Xa ∈ TpMC satisfy the relations
[Xa, Xb] = f
c
abXc,
the statement that J is integrable is equivalent to the statement that the structure
constants f cab satisfy
f k¯ij = 0, f
k
i¯j¯ = 0. (2.15)
Using this information we can find an equivalent condition for an almost complex
structure J to be integrable based on 1-forms.
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1-forms
Given the basis {Xa} of TpMC, we can define a dual basis {θa} of the complexified
cotangent space T ∗pMC ∼= T ∗pM ⊗C in the usual way. One can then show [51] that the
θa satisfy
dθa = −fabc θb ∧ θc. (2.16)
The decomposition, via J , of TpM
C into a holomorphic and anti-holomorphic tan-
gent space induces a similar decomposition of T ∗pMC into T ∗pM (1,0) and T ∗pM (0,1). We
can then split {θa} into disjoint sets {θi} and {θ¯i¯}.
The exterior derivative decomposes as
dθi = −f ijkθj ∧ θk − 2f ijk¯θj ∧ θ¯k¯ − f ij¯k¯θ¯j¯ ∧ θ¯k¯,
so that J being integrable in the vector field sense given above is equivalent to the
vanishing of the final term here. As such, we have
Theorem 4. The almost complex structure J is integrable in the sense of Definition
9 iff the exterior derivative dθ of any holomorphic 1-form θ ∈ T ∗pM (1,0) contains no
(0, 2) form.
Newlander-Nirenberg theorem
The final condition for J to be integrable is the subject of the famous Newlander-
Nirenberg theorem. We first define the Nijenhuis tensor3
N(X,Y ) := −J2 [X,Y ] + J [JX, Y ] + J [X, JY ]− [JX, JY ] . (2.17)
Then the Newlander-Nirenberg theorem states:
Theorem 5. The almost complex structure J is integrable in the sense of Definition
9 iff N(X,Y ) = 0 for any X,Y ∈ Γ(TM).
The proof can be found in Theorem 8.12 of [52]. Note that the vanishing of the
Nijenhuis tensor is a local condition, so only needs to hold on open sets of M . This
3The first term is just [X,Y ] for J an almost complex structure, but becomes important in the case
where J is an almost para-complex structure.
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will be important in Chapter 5, when we see that two open orbits contained within the
same pseudo-Riemannian symmetric space admit different integrable structures.
2.2.3 Integrability of an almost para-complex structure
The condition for integrability of an almost para-complex structure can be derived
similarly to the complex case in the previous subsection. However, in this case the
eigendistributions TpM
± are real vector spaces. Since Jp is an involution on TpM , we
can make the decomposition
TpM = TpM
+ ⊕ TpM−,
where
TpM
± = {X ∈ TpM |JpX = ±X} .
Then Frobenius’ theorem guarantees that the almost para-complex structure J is in-
tegrable if [X,Y ] ∈ TpM+ for any X,Y ∈ TpM+. Again, this is equivalent to the
condition that the Nijenhuis tensor (2.17) vanishes [28,61].
The integrability of an almost -complex structure J defines on M the structure of
an -complex manifold. The simplest examples are Cn , where C is the ring of -complex
numbers
C := R[i], i2 = .
We call i the -complex unit. For  = −1 this is the usual complex unit i, while for
 = 1 we have a para-complex unit, generally denoted e. Note that the set of para-
complex numbers is not a field, since it admits zero divisors. Hence, one needs to be
careful when using certain facts from linear algebra. For an overview, see [61].
Note (Proposition 2 of [28]) that a para-complex manifold (M,J) of real dimension
2m is locally a product manifold, so that we can find local coordinates (zi+, z
i−)i=1,...,m
for which dzi±◦J = ±dzi±. For further details and examples of para-complex manifolds,
and para-complex geometry in general, see [62] and references therein.
A function f : M → C is called -holomorphic if df J = idf . This is a spe-
cific example of the more general notion of an -holomorphic map between -complex
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manifolds (M,J) and (M ′, J ′), which satisfies df J = J ′ df .
2.2.4 Almost -hermitian and -Ka¨hler manifolds
An almost -complex manifold (M,J) equipped with a pseudo-Riemannian metric g is
said to be almost -hermitian if g is compatible with J , i.e.
gp(JpX, JpY ) = −gp(X,Y ),
for any X,Y ∈ TpM . Then we can define a 2-form ωJ , called the fundamental
2-form, on (M, g, J) via
ωJ(X,Y ) = g(JX, Y ).
We have
Definition 10. An almost -hermitian manifold (M, g, J) is almost -Ka¨hler if the
fundamental 2-form ωJ is closed, dωJ = 0.
If J is integrable, then we obtain the usual condition for (M, g, J) to be an -
hermitian or -Ka¨hler manifold. In particular, in this case dωJ = 0 can be shown to be
equivalent to DJ = 0, where D is the Levi-Civita connection on (M, g). Then locally
one can find a set of -holomorphic coordinates za such that the metric g is given by
g = Re
(
∂2K
∂za∂z¯b
dza ⊗ dz¯b
)
,
for some function K(z, z¯) called the -Ka¨hler potential.
2.2.5 Special -Ka¨hler manifolds
Just as the special real manifolds we met in Section 2.1.4 will prove to be useful for
five-dimensional supergravity theories, so the special Ka¨hler manifolds we will introduce
next will be important for the study of four-dimensional N = 2 supergravity theories,
as we will see in Chapter 3.
We begin this section by defining the notion of an affine special -Ka¨hler (ASK)
manifold. These are important for the study of supersymmetric field theories in four
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dimensions. In particular, in order to consistently couple rigid N = 2 vector multiplets
in four-dimensional Minkowski ( = −1) or Euclidean ( = 1) space(time), the scalar
fields should parametrise an affine special -Ka¨hler manifold [5, 28].
Definition 11. An -Ka¨hler manifold (M, g, J) equipped with a flat torsion-free ‘spe-
cial’ connection ∇ is called affine special -Ka¨hler if:
(i) ∇g is completely symmetric, i.e. (M, g,∇) is Hessian.
(ii) ∇ω = 0, where ω is the fundamental 2-form on (M, g, J).
Since (M, g,∇) is Hessian, we can use the arguments of Section 2.1.4 to introduce a
set of ‘special’ coordinates XI on M . The second condition then implies [28] that the
special coordinates are compatible with the -Ka¨hler structure. That is, the metric g
can be obtained from the -Ka¨hler potential
K(X, X¯) = i(X
I F¯I − X¯IFI), (2.18)
where F (X) is an -holomorphic function called the prepotential. Here we have
used the notation FI(X) = ∂IF (X), etc. The components of the metric on the ASK
manifold are then given by4
NIJ(X, X¯) :=
∂2K
∂XI∂X¯J
= −i
(
FIJ − F¯IJ
)
. (2.19)
Following the story of special real geometry in Section 2.1.4, we next define a
conic affine special -Ka¨hler (CASK) manifold. This plays the same role for the four-
dimensional theory as the CASR manifold did for the five-dimensional theory. Namely,
it allows us to move between theories with rigid and local supersymmetry by means of
the superconformal calculus (see [5] and references therein).
Definition 12. A conic affine special -Ka¨hler manifold (N, gN , J,∇, ξ) is an
affine special -Ka¨hler manifold (N, gN , J,∇) endowed with a vector field ξ satisfying:
(i) Dξ = Id, where D is the Levi-Civita connection with respect to gN .
4Here we write NIJ for the components of the metric g to be consistent with the literature.
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(ii) ∇ξ = Id.
Comparing to Definition 7 we see that CASK manifolds are a subclass of 2-conic
Hessian manifolds. We saw there that the vector field ξ was an Euler vector field
with respect to the special real coordinates. Likewise, using special -holomorphic
coordinates XI on N , we find that the conditions (i) and (ii) of Definition 12 imply
that
ξ = XI
∂
∂XI
+ X¯I
∂
∂X¯I
. (2.20)
We can also introduce a second privileged vector field Jξ on N , given by
Jξ = iX
I ∂
∂XI
− iX¯I ∂
∂X¯I
. (2.21)
Together ξ and Jξ generate a C∗ action on the CASK manifold N . In the case
 = −1, we see that ξ generates dilatations XI → |λ|XI , while Jξ generates a U(1)
transformation
XI 7→ eiφXI , X¯I 7→ e−iφX¯I .
In the case  = 1, C∗ is the group of invertible para-complex numbers, which is discon-
nected [61]. We can therefore choose whether to allow the full action of C∗=1 ≡ C∗,
or just the component connected to the identity C∗0 . Note that the action of e ∈ C∗
induces an anti-isometry on the CASK manifold which takes gN 7→ −gN .
Performing an analysis similar to that in Section 2.1.4, we find that ξ acts homo-
thetically on gN , while Jξ acts isometrically
£ξgN = 2gN , £JξgN = 0.
Moreover, the components (2.19) of the metric gN should be homogeneous of degree
d− 2 = 0, which implies that the prepotential F (X) should be homogeneous of degree
2.
Motivated by analogy with CASR manifolds, we define a tensor field
g =
∂2K
∂XI∂X¯J
dXI ⊗ dX¯J , K = − logK(X, X¯). (2.22)
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The components of the tensor field g are given by
gIJ¯ = −
NIJ
XNX¯
+
(NX¯)I(NX)J
(XNX¯)2
, (2.23)
where NIJ are the components of the metric gN on N (2.19). We note that X
IgIJ¯ =
gIJ¯X¯
J = 0, which implies that the tensor field g is degenerate along the directions
spanned by {ξ, Jξ}
g(ξ, ·) = g(Jξ, ·) = 0.
Hence g does not provide a metric on the CASK manifold. However, both ξ and Jξ
act isometrically on g
£ξg = £Jξg = 0.
Definition 13. A projective special -Ka¨hler (PSK) manifold (N¯ , g¯, J¯) is de-
fined to be the quotient manifold N/C∗ of a conic affine special -Ka¨hler manifold
(N, gN , J,∇, ξ). The metric g¯ on N¯ is induced by the tensor field g on N , while the
-complex structure J¯ on N¯ is induced from J on N .
The C∗ action by which we quotient to get the PSK manifold is that generated
by the vector fields {ξ, Jξ}. Since the tensor field g is isometric along these directions,
it gives a natural metric on the quotient space N/C∗ . Note that the action of e ∈ C∗
mentioned above, which acts as an anti-isometry on the CASK manifold, has no effect
on the metric g of the PSK manifold.
There are a number of ways to think of this construction. It is often convenient
to consider a codimension 1 hypersurface S ⊂ N inside the CASK manifold, given
by gN (ξ, ξ) = const. This fixes the homothety ξ acting on gN and defines a so-called
Sasakian manifold. A particularly useful choice is to consider the hypersurface {K =
1}, where K is the -Ka¨hler potential for gN . Since we still have the U(1) action
generated by Jξ, we can then think of the Sasakian manifold S as a U(1) principal
bundle over the PSK manifold N¯ , so N¯ = S/U(1).
The PSK manifold N¯ can be parametrized by a set of projective coordinates
zA =
XA
X0
.
CHAPTER 2. PRELIMINARY MATHEMATICS 33
Since the prepotential F (X) is homogeneous of degree 2, we write
F (X0, X1, . . .) = (X0)2F
(
1,
X1
X0
, . . .
)
:= (X0)2F(z1, . . .),
which defines a non-homogeneous prepotential F(z). Using the notation FA := ∂F∂zA ,
etc. we can write the metric g¯ on the PSK manifold as
g¯ = Re
(
∂2K(z, z¯)
∂zA∂z¯B
dzA ⊗ dz¯B
)
, (2.24)
where
K(z, z¯) = − log (i [2(F − F¯)− (FA + F¯A)(zA − z¯A)]) . (2.25)
Projective special -Ka¨hler manifolds will appear in Chapter 3 when we consider
the coupling of local N = 2 vector multiplets. We will see that our use of a factor 
will allow us to treat the case of such theories living in four Minkowski or Euclidean
dimensions simultaneously. Indeed, the coupling of vector multiplets in 3+1 dimensions
will naturally be described by using projective special Ka¨hler geometry ( = −1), while
in 4 + 0 dimensions they will be described by projective special para-Ka¨hler geometry
( = 1).
2.3 (Para-)Quaternionic-Ka¨hler and hyperka¨hler geome-
try
In this section we introduce the material necessary for understanding quaternionic-
Ka¨hler and hyperka¨hler geometry. Although fairly complicated mathematically, such
manifolds appear naturally in physics, as we will see in Chapter 3, when one considers
theories of rigid or local N = 2 hypermultiplets.
We first go through some of the preliminaries (Section 2.3.1) for defining -
quaternionic-Ka¨hler manifolds. In Section 2.3.2 we define hyperka¨hler manifolds, be-
fore finishing with (pseudo-)quaternionic-Ka¨hler manifolds in Section 2.3.3 and para-
quaternionic-Ka¨hler manifolds in Section 2.3.4.
The material in this section is collected from a number of disparate sources, pre-
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dominantly [50,55,63].
2.3.1 Preliminaries
Symplectic groups
The definitions of hyperka¨hler and quaternionic-Ka¨hler manifolds involve the symplec-
tic groups, as we saw in Table 2.1. We define the symplectic group Sp(2n, F ) ⊂
SL(2n, F ) over a field F (generally taken to be R or C) to be the group of 2n × 2n
matrices M with coefficients in F which satisfy
MTΩM = Ω,
where Ω is the skew-symmetric matrix
Ω =
 0 1n
−1n 0
 .
We can use this to define5 the pseudo-unitary-symplectic group Sp(k, l) via
Sp(k, l) = U(2k, 2l) ∩ Sp(2k + 2l,C) ⊂ SO(4k, 4l).
A particularly useful low-dimensional example is the case k + l = 1, in which case
Sp(2,C) can be identified with SL(2,C), and we see that
Sp(1) = SU(2).
Finally, it will be useful to define a product of the groups Sp(k, l) and Sp(1) via
Sp(k, l) · Sp(1) = (Sp(k, l)× Sp(1)) /Z2,
where the Z2 factor corresponds to multiplication by ±Id. This product has a natural
5We follow the conventions of Section 2.4 of [34]. In other places, Sp(n) is written as USp(2n).
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action on Hm, where m = k + l, via
Sp(k, l) · Sp(1)×Hm → Hm
(Aµν , λ;x
µ) 7→ Aµνxνλ†,
which makes obvious the action of Z2 described earlier.
Almost -hypercomplex structures
Suppose M admits two anti-commuting almost complex structures J1, J2, such that
J1J2 = −J2J1, J21 = J22 = −Id.
Then there is a third almost complex structure J3 = J1J2 with J
2
3 = −Id. In fact,
we can define a family I of almost complex structures on M parametrized by the two-
sphere S2 of unit imaginary quaternions. That is, take ai + bj + ck ∈ Im(H) = S2.
Then
(aJ1 + bJ2 + cJ3)
2 = −Id.
The triple {J1, J2, J3} we call an almost hypercomplex structure on M [64].
Suppose now that M admits an almost complex structure J1 and an almost para-
complex structure J2, which anti-commute. Then there exists a second para-complex
structure J3 = J1J2. In this case we call the triple {J1, J2, J3} an almost para-
hypercomplex structure on M [65].
Almost -quaternionic manifolds
A manifold M is said to be almost -quaternionic if there exists a sub-bundle Q ⊂
End(TM) such that for any x ∈M there exists some open neighbourhood U 3 x such
that
Q|U = span{J1, J2, J3},
where the Jα are a basis of almost -hypercomplex structures on M . We will call Q an
-quaternionic structure on M .
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For  = −1 this is the usual definition of a quaternionic structure (Section 1.2
of [63]), while for  = 1 we call it a para-quaternionic structure [61].
-Quaternionic hermitian manifolds
Let (M, g) be a pseudo-Riemannian manifold such that (M,Q) is an almost -
quaternionic manifold for which the basis of almost -hypercomplex structures are
metric compatible, i.e.
gp(JX, JY ) = −gp(X,Y ),
for any X,Y ∈ TpM and J ∈ Qp. Then (M,Q, g) is quaternionic hermitian for
 = −1 and para-quaternionic hermitian for  = 1.
2.3.2 Hyperka¨hler manifolds
We now move on to define hyperka¨hler manifolds. In the same way that the affine
special real/Ka¨hler manifolds which we met earlier encode the couplings of rigid N =
2 vector multiplets, so hyperka¨hler manifolds encode the couplings of rigid N = 2
hypermultiplets, as we will see in Chapter 3.
As we saw in Theorem 2, the statement that a Riemannian manifold (M, g) be
hyperka¨hler is a statement about its Riemannian holonomy group. In particular, let D
be the Levi-Civita connection on a 4n-dimensional Riemannian manifold (M, g). Then
Definition 14. (M, g) is hyperka¨hler if the Riemannian holonomy group Hol(D) is
contained within Sp(n).
Note that as Lie groups Sp(n) ⊂ SU(2n) so hyperka¨hler manifolds represent a
subclass of Ka¨hler manifolds. In particular, they are Ricci flat (see Proposition 10.29
of [50]).
Relation to almost complex structures
We can make the relation between hyperka¨hler and almost Ka¨hler manifolds more
explicit with the following theorem (Definition 1.1.1 of [63]):
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Theorem 6. A Riemannian manifold (M, g) is hyperka¨hler iff ∃ an almost hyper-
complex structure {J1, J2, J3} such that (M, g, Jα) is an almost Ka¨hler manifold with
respect to each of the Jα.
We can package these conditions into one by defining the quaternion-valued 2-form
ω ∈ Ω2(M,H) via
ω = iω1 + jω2 + kω3,
and requiring dω = 0.
This has so far only said that hyperka¨hler manifolds are almost Ka¨hler. However,
there is a theorem by Hitchin (Lemma 1.1.3 of [63]) which tells us that the almost
complex structures Jα are integrable if dω = 0, i.e. if (M, g, Jα) is hyperka¨hler. The
existence of such a triplet of integrable complex structures in fact makes this a hyper-
complex manifold (Section 7.5.1 of [55]).
Examples
In the case n = 1 we have Sp(1) = SU(2), so a four-dimensional hyperka¨hler manifold
is Ka¨hler and Ricci flat, and vice versa. As such, a compact four-dimensional Ka¨hler
manifold with vanishing first Chern class (i.e. a Calabi-Yau 2-fold) is hyperka¨hler. Such
manifolds are either a torus or a K3 surface.
Non-compact four-dimensional hyperka¨hler manifolds are important examples of
gravitational instantons, i.e. solutions to the four-dimensional Einstein equations in
Euclidean signature [66,67].
2.3.3 Quaternionic-Ka¨hler manifolds
If we were following directly the discussion of special real and special Ka¨hler geometry
above, the natural progression would be to define some notion of “conic-hyperka¨hler”
manifolds, before taking a superconformal quotient to obtain quaternionic-Ka¨hler6
manifolds which could then be used to construct theories of local N = 2 hypermulti-
plets.
6If we were to continue our naming conventions, these might be called “projective hyperka¨hler”, but
thankfully the mathematicians got there first.
CHAPTER 2. PRELIMINARY MATHEMATICS 38
We do not enter into details on this subject, however, as it would remove us too far
from the central narrative. In terms of the superconformal calculus for four-dimensional
hypermultiplets [68], we want to be able to construct a hyperka¨hler cone, or Swann
bundle [69], over a quaternionic-Ka¨hler manifold. This admits a certain H∗ action
which allows us to perform the superconformal quotient as in the real and Ka¨hler cases
above. The mathematical details of this procedure goes under the name “QK/HK
correspondence” [70] and is the subject of much recent study [71–76].
As we saw in Theorem 2, the statement that a Riemannian manifold (M, g) be
quaternionic-Ka¨hler is a statement about its Riemannian holonomy group. In partic-
ular, let D be the Levi-Civita connection on a 4n-dimensional Riemannian manifold
(M, g) for n ≥ 2. Then
Definition 15. (M, g) is quaternionic-Ka¨hler if the Riemannian holonomy group
Hol(D) is contained within Sp(n) · Sp(1).
In the case n = 1, we have Sp(1) · Sp(1) ∼= SO(4) so any oriented four-dimensional
manifold would automatically be quaternionic-Ka¨hler in this sense. However, one gen-
erally applies a more restrictive condition on (M, g) in this case, namely (Section 7.5.1
of [55]):
Definition 16. A four-dimensional Riemannian manifold (M, g) of signature (4, 0)
is quaternionic-Ka¨hler if it is oriented, Einstein, and has self-dual Weyl tensor.
Relation to quaternionic structure
There is an important theorem (Proposition 14.36 of [50]) which relates the definition of
a quaternionic-Ka¨hler manifold given above to the existence of a quaternionic structure
Q on (M, g). In particular
Theorem 7. A Riemannian manifold (M, g) is quaternionic-Ka¨hler iff ∃ a quater-
nionic structure Q such that (M,Q, g) is quaternionic hermitian and:
(i) The Levi-Civita connection preserves Q.
(ii) For any p ∈ Ui ∩ Uj, the quaternionic structures Qp on Ui and Uj agree.
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Let’s have a closer look at what each of these statements mean. The action of D
on J ∈ Q is given as a function DJ : TM → End(TM) with
DJ(X) = [DX , J ] .
To say that D preserves the quaternionic structure is to say that the endomorphism
DJ(X) is again part of the quaternionic structure, i.e. it is generated by the basis
{J1, J2, J3}. Concentrating on J1, for example, we would have
[DX , J1] = a(X)J1 + b(X)J2 + c(X)J3,
where a, b, c ∈ Γ(T ∗M) are 1-forms. However, taking into account the fact that we
have J21 = −Id, one can show
0 =
[
DX , J
2
1
]
= −2a(X)Id,
which sets a(X) = 0. As such, DJ1(X) is a linear combination of J2, J3. A similar
argument works for DJ2(X) and DJ3(X). Moreover, the condition J1J2 = J3 implies
that we should have
DJ1(X) = + α(X)J2 + β(X)J3
DJ2(X) = −α(X)J1 + γ(X)J3
DJ3(X) = −β(X)J1 − γ(X)J2 .
For the second condition, consider open sets Ui ∩ Uj 6= ∅ in M with quaternionic
structures Qi and Qj respectively. Then at p ∈ Ui ∩ Uj , we’ll have two subsets of
End(TpM): one generated by (Qi)p and one by (Qj)p. The consistency condition above
then states that the two vector spaces thus obtained should agree. Note that this does
not mean that the individual complex structures need agree.
One way to think of this is that the bundle End(TM) admits a decomposition
End(TM) = Q⊕Q′,
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where Q is invariant under SO(3) transformations rotating the S2 of almost complex
structures.
The parallel 4-form
One of the lessons to be learnt from the study of Riemannian holonomy (see, e.g. Section
10C of [50]) is that whenever we have a reduction of the holonomy representation Hol(D)
there is some corresponding tensor field on TM which is parallel with respect to D.
For the case of quaternionic-Ka¨hler manifolds the relevant tensor field is a 4-form
given by [63]
Ω =
3∑
α=1
ωα ∧ ωα,
which is non-degenerate and globally well-defined. Then we have (Definition 1.2.1
of [63]):
Theorem 8. Let (M,Q, g) be a 4n-dimensional quaternionic hermitian manifold with
n ≥ 2. Then it is quaternionic-Ka¨hler if DΩ = 0.
Curvature
We now turn to look at the curvature of quaternionic-Ka¨hler manifolds. The main
result, presented as Theorem 14.39 of [50], is:
Theorem 9. A quaternionic-Ka¨hler manifold of dimension 4n ≥ 8 is Einstein, i.e.
Rµν = cgµν for some constant c.
Two proofs of this theorem can be found in [50]. Recall that in the four-dimensional
case, a quaternionic-Ka¨hler manifold was defined to be an Einstein manifold.
In fact, quaternionic-Ka¨hler manifolds are naturally split into those with positive
Ricci curvature and those with negative Ricci curvature, due to the following theorem
(Theorem 14.45 of [50]):
Theorem 10. A quaternionic-Ka¨hler manifold is Ricci-flat, i.e. c = 0, iff it is locally
hyperka¨hlerian.
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We will see in Section 3.4 that in order for a quaternionic-Ka¨hler manifold to be
admissible as the target space of local hypermultiplets it should have negative Ricci
curvature.
How to check a manifold is quaternionic-Ka¨hler
For many applications in supergravity it is useful to know, given a particular Rieman-
nian manifold (M, g), whether it is quaternionic-Ka¨hler. Above we have given a number
of equivalent ways of formulating this condition. However in practice, at least for the
applications we have in mind, it is easiest to use the definition in terms of holonomy
representations. That is, we want to show Hol(D) ⊂ Sp(n) · Sp(1).
For this, we can make use of the Ambrose-Singer theorem (Theorem 10.58
of [50]), which tells us that, given a metric g, we need only to compute the Levi-Civita
connection 1-form ω of (2.8). If we can show that
ω ∈ T ∗M ⊗ h,
where h ⊂ sp(n)⊕ sp(1), then Ambrose-Singer will ensure that (M, g) is quaternionic-
Ka¨hler.
We follow section 2.4 of [34]. In order for the Levi-Civita connection 1-form ω to
lie in (sp(n)⊕ sp(1))⊗ T ∗M , one should be able to make the decomposition
ω = p⊗ 12n + 12 ⊗
 q t
−t¯ q¯
 , (2.26)
where the components of p, q, t are 1-forms satisfying
 q t
−t¯ q¯
 ∈ sp(n),
and p ∈ sp(1). The first of these conditions can be shown to be equivalent to q† = −q
and tT = −t, while the second is equivalent to tr(p) = 0, p† = −p.
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Pseudo-quaternionic-Ka¨hler manifolds
Let D be the Levi-Civita connection on a 4n-dimensional pseudo-Riemannian manifold
(M, g), where g is a metric of signature (4k, 4l) with k + l = n and n ≥ 2. Then
Definition 17. (M, g) is pseudo-quaternionic-Ka¨hler if the Riemannian holon-
omy group Hol(D) is contained within Sp(k, l) · Sp(1).
The theory of pseudo-quaternionic-Ka¨hler manifolds runs fairly parallel to that for
quaternionic manifolds outlined above, with a suitable change in the signature of the
metric. Further details are given in, e.g. [77].
The only difference for technical applications comes in the check that a given pseudo-
Riemannian manifold is pseudo-quaternionic-Ka¨hler, which becomes [34]
q†
 −1k 0
0 1l
 = −
 −1k 0
0 1l
 q,
tT
 −1k 0
0 1l
 = −
 −1k 0
0 1l
 t,
and
tr(p) = 0, p† = −p.
2.3.4 Para-quaternionic-Ka¨hler manifolds
We turn our attention now to para-quaternionic-Ka¨hler manifolds [77], which will ap-
pear throughout this thesis as the target spaces in the image of the time-like or Eu-
clidean c-maps, as we will see in Chapter 3.
Let D be the Levi-Civita connection on a 4n-dimensional pseudo-Riemannian man-
ifold (M, g), where g is a metric of split-signature (2n, 2n) with n ≥ 2. Then
Definition 18. (M, g) is para-quaternionic-Ka¨hler if the Riemannian holonomy
group Hol(D) is contained within Sp(2n,R) · Sp(2,R).
As with quaternionic-Ka¨hler manifolds, the case n = 1 should be treated separately
since again this only implies that the manifold be oriented. We require instead the
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stricter condition that it be oriented, Einstein and have a self-dual Weyl tensor.
Relation to para-quaternionic structure
One can relate the definition of a para-quaternionic-Ka¨hler manifold given in terms of
holonomy to the existence of a para-quaternionic structure Q on (M, g). In particular,
Theorem 11. A Riemannian manifold (M, g) is para-quaternionic-Ka¨hler iff ∃ a
para-quaternionic structure Q such that (M,Q, g) is para-quaternionic hermitian and:
(i) The Levi-Civita connection preserves Q.
(ii) For any p ∈ Ui ∩ Uj, the para-quaternionic structures Qp on Ui and Uj agree.
We can treat the first of these conditions similarly to the quaternionic case. In
particular, saying that the Levi-Civita connection D preserves the para-quaternionic
structure Q is equivalent to the existence of 1-forms α, β, γ ∈ Γ(T ∗M) such that
DJ1(X) = + α(X)J2 + β(X)J3
DJ2(X) = −α(X)J1 + γ(X)J3
DJ3(X) = β(X)J1 + γ(X)J2 .
The second condition is just analogous to the corresponding condition for quaternionic-
Ka¨hler manifolds.
How to check a manifold is para-quaternionic-Ka¨hler
To check whether (M, g) is para-quaternionic-Ka¨hler, we use the Ambrose-Singer the-
orem as before. This time we require that the Levi-Civita connection 1-form ω lies in
(sp(2n,R)⊕ sp(2,R))⊗ T ∗M . For this to be the case one should be able to make the
decomposition [34]
ω = p⊗ 12n + 12 ⊗
 q t
−tT −qT
 , (2.27)
where
tT
 −1n 0
0 1n
 =
 −1n 0
0 1n
 t,
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and
tr(p) = 0.
2.4 Lie algebras
In this section we introduce the material necessary for understanding the structure of
Lie algebras and symmetric spaces. This material will be important in Chapter 5 when
we study the pseudo-Riemannian symmetric space G2(2)/(SL2 · SL2).
For brevity we will content ourselves with simply stating the various results that
we need, referring to the literature for proofs and further details where necessary.
We begin in Section 2.4.1 by providing a number of definitions and terminology
needed for discussing Lie algebras. We then turn, in Section 2.4.2, to the study of
real forms of a complex semi-simple Lie algebra, and relate their classification to the
classification of (pseudo-)Riemannian symmetric spaces. In Section 2.4.3 we introduce
the root space decomposition of a given real form, before using this in Section 2.4.4 to
describe the Iwasawa decomposition of a Lie algebra.
2.4.1 Preliminaries
There are many excellent texts on the basics of Lie algebras. We mainly follow [78,79].
Definitions
Recall that a Lie algebra g is a vector space over some field F which comes equipped
with a bilinear antisymmetric ‘bracket’ relation [·, ·] : g × g → g, satisfying the Jacobi
identity
[[X,Y ] , Z] + [[Y, Z] , X] + [[Z,X] , Y ] = 0.
A Lie subalgebra h ⊂ g is a subspace of g which is closed under the bracket
operation, that is [h, h] ⊆ h. An ideal h in g is a subspace satisfying [g, h] ⊆ h.
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Adjoint representation
Associated to any Lie algebra g there is a linear map ad : g→ End g called the adjoint
representation which associates to any X ∈ g the endomorphism adX : g→ g given
by
(adX)Y = [X,Y ] . (2.28)
In terms of this endomorphism, the Jacobi identity becomes
(adZ) [X,Y ] = [(adZ)X,Y ] + [X, (adZ)Y ] ,
which is just the property that adZ acts as a derivation on the Lie algebra g.
Examples
A familiar example of a Lie algebra, which we have already used when talking about
integrability of vector fields in Section 2.2, is the set of smooth vector fields Γ(TM) on
a manifold M , with bracket [X,Y ] = XY − Y X for any X,Y ∈ Γ(TM).
The second important example is the Lie algebra g of a Lie group G, which is
generated by left-invariant vector fields. That is, for any group element a ∈ G we can
associate a map La : G→ G acting by left translations La(g) = ag. Then left-invariant
vector fields on G are precisely those for which (La)∗Xg = Xag for Xg ∈ TgG. We can
then identify the set of left-invariant vector fields g ⊂ Γ(TG) with the tangent space
TeG at the identity e ∈ G. The Lie algebra g therefore has the same dimension as the
group G.
Solvable, nilpotent and semi-simple Lie algebras
Let g be a finite-dimensional Lie algebra. Write
g0 = g, gk+1 = [gk, gk].
The sequence
g = g0 ⊇ g1 ⊇ . . . , (2.29)
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is called the derived series for g. We say that g is solvable if gj = 0 for some j.
We next define
g0 = g, gk+1 = [g, gk+1] .
The sequence
g = g0 ⊇ g1 ⊇ . . . , (2.30)
is called the lower central series for g. We say that g is nilpotent if gj = 0 for
some j. Note that gj ⊆ gj , so any nilpotent Lie algebra is automatically solvable. Both
nilpotent and solvable algebras will be important when we discuss Iwasawa subalgebras
in Section 2.4.4.
Many of the most elegant classification theorems for Lie algebras only hold for the
so-called semi-simple Lie algebras, which can be defined as those g with no nonzero
solvable ideals. Throughout the remainder of this thesis, we will always take g to be
semi-simple.
Killing form
The Killing form of a Lie algebra g is a bilinear function B : g× g→ R defined by
B(X,Y ) = tr(adXadY ). (2.31)
Clearly the Killing form is symmetric via cyclicity of the trace. Moreover, let α : g→ g
be an automorphism of g, i.e.
[α(X), α(Y )] = [X,Y ] ∀X,Y ∈ g.
Then we have
B(α(X), α(Y )) = B(X,Y ) ∀α ∈ Aut(g), X, Y ∈ g. (2.32)
In other words, the Killing form is preserved by automorphisms of g.
The Killing form is an important tool in a number of classification theorems for
Lie algebras. In particular, Cartan’s criterion (Theorem 1.42 of [79]) states that the
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Lie algebra g is semisimple iff the Killing form for g is nondegenerate. In this case, we
can diagonalise B in a suitable basis. The eigenvectors with negative eigenvalue are
the compact generators, whist those with positive eigenvalue are the non-compact
generators.
Lie algebra involution
An involution α : g → g is an automorphism7 of the Lie algebra g such that α2 = 1
is the identity map.
With any involution α of g, we can decompose g into disjoint subspaces, being the
+1 and −1 eigenspaces of α. We denote by
k = {X ∈ g : α(X) = X}, p = {X ∈ g : α(X) = −X},
the +1 and −1 eigenspaces respectively. We then have the Lie algebra decomposition
g = k⊕ p.
Note that the algebraic structure of g simplifies as follows. Let X,Y ∈ k. Then
α [X,Y ] = [α(X), α(Y )] = [X,Y ] ,
so for X,Y ∈ k, the Lie bracket [X,Y ] ∈ k. Likewise, for X,Y ∈ p, we find that
[X,Y ] ∈ k, whereas for X ∈ k, Y ∈ p, we have [X,Y ] ∈ p. Hence, the algebraic
structure of g decomposes as
[k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k. (2.33)
We see that the +1 eigenspace k ⊂ g forms a Lie subalgebra of g, which normalizes p.
Alternatively, we could think of the involution as providing a Z2-grading g =
7Generally we find the cases where α = ±1 uninteresting.
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gev ⊕ godd of g, where
[gev, gev] ⊂ gev, [gev, godd] ⊂ godd, [godd, godd] ⊂ gev. (2.34)
This is the notation we will use in Chapter 5.
In fact, the conditions (2.33) are precisely equivalent to the condition that G/K is
a symmetric space, where G = exp g and K = exp k [80]. The triple (g, k, α) is called a
symmetric Lie algebra.
2.4.2 Real forms of Lie algebras
Given a complex Lie algebra g, we say that a real form g0 exists if there is a basis
such that the structure constants are real. This is equivalent to the statement that g
is the complexification of g0:
g = g0 ⊗R C ∼= g0 ⊕ ig0.
Any real form g0 of g defines a notion of conjugation on g. In particular, we write
g 3 Z = X0 + iY0 ∈ g0 ⊕ ig0,
then the conjugation with respect to g0 is given by Z 7→ Z¯ = X0 − iY0.
Theorem 6.11 of [79] guarantees that any complex semi-simple Lie algebra g admits
a compact real form u0, that is, a real Lie algebra on which the Killing form is
negative definite.
Classification of real forms
Given a complex semi-simple Lie algebra g, a natural question to ask is: what are the
allowed real forms?
In order to answer this, we proceed as follows. First, we know that any such g
admits a compact real form u0. We then look for the possible involutions α : u0 → u0.
CHAPTER 2. PRELIMINARY MATHEMATICS 49
Each such involution gives rise to a decomposition of u0 into eigenspaces
u0 = k0 ⊕ p0. (2.35)
Note that both subspaces are compact, since u0 is compact.
We now perform the ‘Weyl unitarity trick’ on the (−1) eigenspace, and replace
p0 7→ ip0. This defines a real form
g0 = k0 ⊕ ip0, (2.36)
of g. It turns out that as α runs over all involutions of u0, so (2.36) gives rise to all real
forms of g [78]. The results of this classification can be found in Table 9.3 of [78], and
can be represented graphically through the use of Tits-Satake diagrams [81].
Since p0 was compact, we find now that ip0 is non-compact. Such a decomposi-
tion of a Lie algebra into compact and non-compact subspaces is known as a Cartan
decomposition [79].
Riemannian symmetric spaces
The real forms (2.35) and (2.36) provide us with examples of symmetric Lie algebras
(u0, k0, α) and (g0, k0, θ), which give rise to symmetric spaces G/K and G
∗/K with
maximally compact stability group K = exp k0. Since the generators of p0 (resp. ip0)
are compact (resp. non-compact), the coset G/K (resp. G∗/K) will be a compact (resp.
non-compact) symmetric space.
Moreover, we can endow each of these with a negative (resp. positive) definite metric
derived from the Killing form B restricted to p0 (resp. ip0), giving them the structure
of a Riemannian symmetric space.
Classification of real forms of symmetric spaces
The non-compact symmetric spaces G∗/K are important in many supergravity applica-
tions [35]. However, when dealing with time-like dimensional reduction, one encounters
pseudo-Riemannian symmetric spaces, for which the stability group K is a non-compact
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subgroup of G∗ [82]. From our discussion thus far, we would expect that such non-
compact subgroups should appear by considering non-Cartan involutions of a given
non-compact real form g0. A natural question to ask is then: given a non-compact real
form g0 of some complex semi-simple Lie algebra g, what are the admissible involutions
of g0?
The classification is similar to that for determining the real forms of a given complex
Lie algebra. The results can be found in Table 9.7 of [78], from which we can read off
the possible pseudo-Riemannian symmetric spaces G∗/K∗.
2.4.3 Root spaces
From now on we change notation slightly and take g to be a real semi-simple Lie algebra
of dimension n.
Let g = k⊕p be a Cartan decomposition of g (which always exists) and take a ⊂ p a
maximal abelian subalgebra of p, which we take to have dimension dim a = r = rank g.
Let (Hi) = {H1, . . . ,Hr} be a basis for a. The matrices adHi will be simultaneously
diagonalisable (Lemma 7.5.9 of [83]) and defined by their action on the basis (Ta),
a = 1, . . . , n of g.
In particular, we have
adHi(Ta) = λa(Hi)Ta, (2.37)
which defines a set of n r-component vectors λa, spanning the dual space a
∗. The
non-zero λa are called the roots of g, the set of which we denote Σ.
Given a particular basis (Hi) for the Cartan subalgebra, we can choose a subset
Σ+ ⊂ Σ of roots, which we call positive roots, by taking those vectors whose first
non-zero entry is positive8. Finally, the simple roots are those positive roots which
cannot be written as the sum of two other positive roots. It is a theorem (Proposition
2.49 of [79]) that the number of simple roots of a Lie algebra g is equal to its rank.
An example is in order, which we take from [37].
8This definition of positivity is sometimes called lexicographic ordering [79]. However, one is
free to choose some other definition of positivity, provided (i) for any nonzero root λ, one of λ and −λ
is positive; and (ii) any sum and positive multiple of positive roots is positive.
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Example: G2
Consider the Lie algebra g of the group G = G2(2), being the noncompact group of type
G2. This has dimension 14 and rank 2. We will meet this Lie algebra in Chapter 5, so
in order to prepare ourselves we will use it as our toy example for understanding root
spaces.
In the notation of Chapter 5 we take the basis (ba) = {b1, . . . , b14} of g given in
(5.14) and choose
H1 = b1 + b2, H2 = b1 − b2.
The matrices adH1 and adH2 in the basis (ba) are given by
adH1 = diag(0, 0, 1, 2, 1,−1,−2,−1, 1, 0,−1,−1, 0, 1),
adH2 = diag(0, 0, 3, 0,−3,−3, 0, 3, 1,−2, 1,−1, 2,−1).
Hence, the non-zero roots of G2 are given by
λ3 = (1, 3), λ4 = (2, 0), λ5 = (1,−3), λ6 = (−1,−3),
λ7 = (−2, 0), λ8 = (−1, 3), λ9 = (1, 1), λ10 = (0,−2),
λ11 = (−1, 1), λ12 = (−1,−1), λ13 = (0, 2), λ14 = (1,−1),
where the first element of λa denotes the eigenvalue of ba under H1, the second under
H2. These roots can be plotted on a plane with axes corresponding to H1 and H2
eigenvalues, and one sees that they form the usual root diagram of the Lie algebra of
type G2, presented in Figure 2.1.
The positive roots, i.e. those with first non-zero entry positive, are given by Σ+ =
span{λ3, λ4, λ5, λ9, λ13, λ14}. In Figure 2.1 these are denoted with an open diamond.
Moreover, one can show that each of {λ3, λ4, λ9, λ14} can be written as the sum of other
positive roots. Hence, the simple roots are {λ5, λ13}.
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Figure 2.1: Root system for G2
Restricted root spaces
Any non-zero root λ ∈ a∗ defines a restricted root space
gλ = {X ∈ g : adH(X) = λ(H)X ∀H ∈ a} . (2.38)
The non-zero λ ∈ a∗ for which gλ is nontrivial9 are then precisely the (restricted) roots
of g. Furthermore, we put
g0 = {X ∈ g : adH(X) = 0 ∀H ∈ a} . (2.39)
From the construction of gλ and g0, we see that g is the direct sum
g = g0 ⊕
⊕
λ∈Σ
gλ, (2.40)
which just says that any X ∈ g either has zero eigenvalue under the action of adHi for
all i, or it has non-zero eigenvalue for some adHi.
9Note that gλ always contains the zero element 0 ∈ g.
CHAPTER 2. PRELIMINARY MATHEMATICS 53
Let X ∈ gλ and Y ∈ gµ be elements of the restricted root space for some roots λ, µ.
Then
adH [X,Y ] = [H, [X,Y ]] = [[H,X] , Y ] + [X, [H,Y ]] = (λ+ µ)(H) [X,Y ] ,
where we’ve used the Jacobi identity. Hence, [X,Y ] ∈ gλ+µ (it could be the zero
element), and so we have
[gλ, gµ] ⊂ gλ+µ. (2.41)
Positive root spaces and nilpotent Lie subalgebras
We now restrict ourselves to the positive root space Σ+ ⊂ Σ. Define
n+ =
⊕
λ∈Σ+
gλ. (2.42)
Take X,Y ∈ n+ with X ∈ gλ and Y ∈ gµ for some positive roots λ, µ ∈ Σ+. Then
[X,Y ] ∈ gλ+µ ⊂ n+, and so n+ is a Lie subalgebra of g. One can show further that n+ is
a nilpotent Lie algebra, in the sense that the lower central series (2.30) terminates [83].
2.4.4 The Iwasawa decomposition for Lie algebras
We now have all the necessary information in place to study the Iwasawa decompo-
sition for real semi-simple Lie algebras. The question of how this decomposition lifts
to the level of the Lie group we study in detail in Chapter 5.
Theorem 12. Any real semi-simple Lie algebra g can be written as the direct sum
g = k⊕ a⊕ n+, (2.43)
where a is abelian and n+ nilpotent.
Proof: The proof can be found as Proposition 6.43 of [79].
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The Iwasawa subalgebra
We denote by
l := a⊕ n+, (2.44)
the Iwasawa subalgebra appearing in the Iwasawa decomposition (2.43). One can
show that l ⊂ g is a solvable subalgebra, which relies on the fact that n+ is nilpotent [79].
It is a fact, which we will use in Chapter 5, that any two Iwasawa subalgebras of g
are conjugated via some element of g. This is explained in Section VI.5 of [79].
Example: G2 revisited
We return now to look at the restricted root spaces for the case g = G2(2). We have
g0 = span{b1, b2} = a for the maximal abelian subalgebra. Taking λ ∈ Σ+ gives
n+ = span{b3, b4, b5, b9, b13, b14} ⊂ g.
This is precisely the nilpotent subalgebra n appearing in the Iwasawa subalgebra of
Proposition 2 in [37].
Chapter 3
Preliminary physics
We now introduce the necessary background physics needed for the main body of this
thesis, concentrating on the role of N = 2 supersymmetry.
We start in Section 3.1 with a general discussion of black objects in supergravity
theories, specifically concentrating on those which can be derived from string theoretic
considerations. We then turn to the subject of N = 2 theories in five dimensions (Sec-
tion 3.2) and describe the coupling of N = 2 vector multiplets to gravity, relating this
to the geometric structures of special real manifolds introduced in the previous chapter.
We perform a similar analysis in Section 3.3 for four-dimensional vector multiplets in
both Minkowski and Euclidean signature, and relate this to the special (para-)Ka¨hler
manifolds, before mentioning the structure of hypermultiplets coupled to gravity in
Section 3.4. We then move on to the technique of dimensional reduction (Section 3.5),
which we use to relate the matter-coupled supergravity theories in five, four and three
dimensions. Finally, in Section 3.6, these reductions are interpreted as providing maps
between the various scalar target spaces, known as the r- and c-maps.
3.1 Black objects in supergravity theories
We concentrate in this section on the general structure of supergravity theories, and
investigate the type of solutions which they admit. We begin in Section 3.1.1 by
outlining how matter-coupled supergravity theories naturally emerge from looking at
string theory at low energies. We then turn to look at the type of solutions that can be
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found to such theories, concentrating on the ‘black p-branes’ in Section 3.1.2 and then
investigating some of their physical properties in Section 3.1.3. Section 3.1.4 contains
a number of useful definitions pertaining to general field configurations. Finally, in
Sections 3.1.5 and 3.1.6, we look at the scalar manifolds associated to supergravity
theories containing scalar fields, and introduce a number of useful geometrical notions
which will help us to find and classify solutions.
3.1.1 From strings to supergravity
One of the primary motivations for studying supergravity as an extension of general
relativity (GR) comes from string theory. In particular, the massless bosonic sector of
the type II superstring contains the graviton, a 2-form potential, a scalar field called
the dilaton, and various other (n − 1)-form gauge potentials, where the precise values
of n depend on which of the type II string theories (IIA or IIB) we’re considering [84].
At low energies then (where the massive modes of the string become irrelevant) we
naturally obtain gravitational theories in some D-dimensional background containing
various gauge potentials. Moreover, by considering suitable geometries on which the
strings propagate, we can add various ‘matter’ fields to this content.
The effective action
Consider the worldsheet action describing a string moving in some background
(GMN , BMN , φ) which is sourced by its massless modes [85]
S =
1
4piα′
∫
d2σ
√
γ
[(
γαβGMN (X) + i
αβBMN (X)
)
∂αX
M∂βX
N + α′R(γ)φ(X)
]
.
(3.1)
The condition that the worldsheet theory be Weyl invariant at the quantum level is
equivalent to the vanishing of a set of beta functions βMN (G) = βMN (B) = β(φ) = 0
[85]. These can in turn be interpreted as the equations of motion coming from an
effective action for the fields (GMN , BMN , φ) which constitute the NS-NS sector of
type II strings
SNS−NS =
1
2κ210
∫
d10x
√−Ge−2φ
(
R+ 4∂Mφ∂
Mφ− 1
12
HMNPH
MNP
)
, (3.2)
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where H(3) = dB(2) is the field strength of the B-field. Note that the action (3.2) has
a non-canonical factor e−2φ multiplying the Ricci scalar, which tells us that the metric
GMN is really the ‘string frame’ metric.
The string frame action (3.2) has the advantage that it is tailored to string pertur-
bation theory. In particular, the asymptotic value of the dilaton φ∞ is related to the
string coupling constant gS via
gS = e
φ∞ . (3.3)
The factor of e−2φ∞ = g−2S in (3.2) is due to the fact that the action was computed at
tree level in string perturbation theory.
One can go to the ‘Einstein frame’ metric, for which we recover the canonical
Einstein-Hilbert term, by absorbing the dilaton into the string-frame metric via an
appropriate field redefinition. Indeed, making the field redefinition GMN = e
φ/2gMN
we find
S =
1
2κ210
∫
d10x
√−g
(
R− 1
2
∂Mφ∂
Mφ− 1
12
e−φHMNPHMNP
)
, (3.4)
which takes a form amenable to relativists. For Type II theories, one should add to
this the contribution from RR-sector fields, which schematically take the same form,
with the 3-form field strengths replaced by suitable n-form field strengths.
The advantage of coming to such gravitational theories from string theory is that,
by including also the contribution from massless fermions in the string spectrum, one
can embed the bosonic actions into a fully supersymmetric action. Within theories
of extended supersymmetry, one can identify a particular class of “BPS” states, which
saturate a supersymmetric mass bound and can therefore be compared between different
theories. This has led to a fuller understanding of non-perturbative aspects of string
and M-theory by studying the spectrum of allowed BPS states in a given supergravity
theory [4].
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3.1.2 Black p-branes
In dimension greater than four, one can encounter spacetime solutions with horizon
topology differing from the SD−2 one expects for black holes [86, 87]. In Chapter 6 we
will construct charged solutions in five-dimensional supergravity which have topology
R× S2, i.e. they have infinite spatial extent in one direction. Such objects are referred
to as black strings, and are a specific case of a general class of black p-brane solutions
which appear in supergravity theories.
In this thesis, the class of D-dimensional supergravity theories we want to consider
are those comprising the metric gMN , a set of scalar fields ϕ
a, and (n− 1)-form gauge
potentials with n-form field strengths. As we saw above, these constitute the general
field contents one obtains by a suitable truncation of the spectrum of string or M-theory.
In most of the applications in this thesis we will only be interested in the case n = 2,
but for the moment we continue more generally.
Extremal p-branes
The simplest class of solutions we can look for are the so-called (extremal) ‘p-brane’
solutions [42, 88], which have an ISO(p, 1) × SO(D − p − 1) symmetry. That is, the
spacetime has translational and Lorentz symmetry along the (p+1)-dimensional world-
volume of the brane, and isotropic symmetry in the directions transverse to it. Splitting
our D spacetime coordinates into xµ (µ = 0, 1, . . . , p) along the brane and ym (m =
p+1, . . . , D−1) in the transverse directions, the most general metric ansatz respecting
the ISO(p, 1)× SO(D − p− 1) symmetry is given by
ds2(D) = e
2A(r)ηµνdx
µdxν + e2B(r)δmndy
mdyn, (3.5)
where r = (ymym)
1
2 is the isotropic radial coordinate in the transverse space. The
corresponding ansatz for the scalar fields is ϕa = ϕa(r).
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Charged solutions
For the gauge fields, we need to check which (n−1)-form gauge potentials couple to the
p-brane worldvolume. We can do this via a simple dimension-counting argument. Given
an (n− 1)-form gauge potential with field strength F[n], the electric charge associated
with a given configuration is
Q =
∫
SD−n∞
∗F[n].
Counting dimensionality we have an SD−n, taking up (D−n) spatial dimensions, placed
at a large radial distance (a further spatial dimension) from some source. Hence, the
source of the (n − 1)-form gauge potential should be extended in p = n − 2 spatial
directions. Turning this around, we see that a p-brane is coupled electrically to a
(p+ 1)-form gauge potential. Moving now to the magnetic charge
P =
∫
Sn∞
F[n],
we can use the same arguments to show that the source should extend in p˜ = D−n−2
spatial directions. Hence, a p-brane is coupled magnetically to a (D−p−3)-form gauge
potential.
Note that in the case p+ 1 = D−p−3, i.e. when p+ 2 = D2 is half the dimension of
the spacetime, a given p-brane solution can couple both electrically and magnetically
to the (p+ 1)-form gauge potential, giving rise to dyonic solutions. This is the case for,
e.g. black holes (0-branes) in four dimensions and 3-branes in ten dimensions, which
appear in IIB supergravity [88].
Concentrating on the case D = 5, n = 1, which is relevant for five-dimensional
supergravity coupled to vector multiplets, we see that the electrically charged solutions
will have p = 0, while magnetically charged solutions will have p˜ = 1. The static
electric black hole solutions have been well studied in [43,47] using a formalism akin to
that presented in this thesis. Here we will focus on the magnetic black string solutions
in Chapter 6, before going on to consider more general classes of both electric and
magnetic black objects in Chapter 7.
An important point, which we will make use of later, is that for the p-brane solutions
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(3.5) the fields are all independent of the worldvolume coordinates xµ. Hence we can
hope to construct such solutions by dimensional reduction of the D-dimensional theory
to a (D − p − 1)-dimensional Euclidean theory [35]. We will clarify what we mean by
the notion of ‘dimensional reduction’ in Section 3.5.
3.1.3 Properties of the solutions
The black brane solutions that we wish to consider generally have infinite spatial extent
in some directions, and so the total energy of the spacetime as measured by some surface
integral at infinity would diverge. Instead, then, we should consider the energy density,
or tension of the solution. One can achieve this by suitably modifying the usual
expression for ADM mass. Writing gMN = ηMN + hMN , we have [42]
E = 1
16pi
∫
∂MT
dD−p−1Σi
(
∂jhij − ∂ihbb
)
, (3.6)
where i, j = 1, . . . p − 1 are the spatial coordinates of the brane, and b = 1, . . . , D − 1
runs over all spatial directions. The integral is performed over the boundary ∂MT of
the transverse space.
The entropy density per unit worldvolume SBH of the solution is given as usual by
the Bekenstein-Hawking formula
SBH =
A
4
,
where the area A is taken to be the area of the (p˜+ 2)-sphere at the event horizon. In
other words, it is the area of a surface of constant time, radial distance, and p-brane
spatial volume.
3.1.4 Field configurations
In this section we give a number of definitions pertaining to the structure of field
configurations in theories with gravity, following the treatment in [35]. This will enable
us to make sensible modelling assumptions about our spacetime geometry in order to
simplify the search for solutions.
Recall that a spacetime (M, g) is said to be stationary if it admits a Killing vector
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K which is time-like near infinity. We extend this to the concept of a stationary field
configuration:
Definition 19. A field configuration is called stationary if the spacetime is stationary
and the Lie derivative with respect to K of the scalars and the vector field strengths
vanishes.
Definition 20. A stationary spacetime is static if the Killing vector K is hypersurface
orthogonal, i.e. K[µ∇νKρ] = 0.
For the purposes of dimensional reduction as we will meet them in this thesis we
generally require the existence of a pair of commuting Killing vectors K and K˜ on our
spacetime M , at least one of which should be space-like.
The orbits generated by the space-like Killing vector will tell us about the geometry
of the solution. For example, if K˜ generates orbits isomorphic to R then the spacetime
is translation invariant. Likewise, the spacetime is axisymmetric if all orbits are closed
[39,89].
3.1.5 Non-linear sigma models
As well as the spacetime geometry, on which we have been concentrating thus far, the
supergravity theories we will meet in this thesis are all endowed with a second type
of geometry: that of the scalar target space. In particular, consider a matter-coupled
supergravity action of the schematic form
S =
∫
dDx
√
g
(
R
2
−Gab(Φ)∂µΦa∂µΦb + . . .
)
, (3.7)
where the coupling Gab(Φ) depends on the n scalar fields Φ
a, and the dots could stand
for additional terms involving field strengths, fermions, etc. Such theories are referred
to as gravity-coupled non-linear sigma models.
It will be instructive to derive the equations of motion for such theories. The
Einstein equation, after taking a trace and back-substituting, is
1
2
Rµν −Gab(Φ)∂µΦa∂νΦb = 0. (3.8)
CHAPTER 3. PRELIMINARY PHYSICS 62
The equations of motion for the scalar fields Φa are
∇2Φa + Γabc(Φ)∂µΦb∂µΦc = 0, (3.9)
where the coefficients Γabc(Φ) are given by
Γabc(Φ) =
1
2
Gad (∂bGdc + ∂cGbd − ∂dGbc) ,
and ∂a ≡ ∂∂Φa . This affords the following interpretation. A particular field configuration
Φa(x) can be thought of as a map from a D-dimensional spacetime (X, g) to an n-
dimensional pseudo-Riemannian manifold (MD, G), which we call the target space.
The metric on the target space is precisely the coupling matrix Gab(Φ) appearing in
the non-linear sigma model, which gives us the natural identification of Γabc(Φ) with
the components of the Levi-Civita connection on (MD, G). A given field configuration
should satisfy the scalar equations of motion (3.9). Maps Φ : X →MD satisfying (3.9)
we call harmonic.
Hence, we see that finding scalar field configurations Φa(x) satisfying the equations
of motion is equivalent to finding harmonic maps from spacetime into an n-dimensional
target space MD. Given such a map, the Einstein equation (3.8) then determines the
three-dimensional spacetime geometry.
3.1.6 Totally geodesic submanifolds
In practice, it is often convenient to work with only a small subset of all the fields in a
given theory, enabling us to find solutions to a simpler set of field equations. However,
we need to ensure that any such truncation of the field content is ‘consistent’ in the
following sense:
Definition 21. A consistent truncation is a truncation of the field content for
which the solutions of the truncated theory are solutions of the full untruncated theory.
In other words, we should be able to truncate a given field either at the level of the
action or at the level of the field equations.
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In many of the applications we’ll be interested in in this thesis, we would like to
truncate certain scalar fields of the theory. In terms of the target manifolds, this would
correspond to restricting ourselves to maps Φ : X → M ′ ⊂ MD from spacetime X
into some submanifold M ′ of the full target space. We can then turn the condition
that the truncation is ‘consistent’ into a geometrical condition on the submanifold M ′,
namely that it be a totally geodesic submanifold. We start with the mathematical
definition before relating this to the notion of consistent truncation of scalar fields in
which we are primarily interested.
We follow Definition 8 of [32]. Let ι : M ′ → (M,D) be an embedding of M ′ into
M , where the manifold M is equipped with a connection D.
Definition 22. The embedding ι : M ′ → (M,D) is called totally geodesic if for
any two vector fields X,Y ∈ Γ(TM) which are tangent to M ′, DXY is again tangent
to M ′.
Indeed, let n = dimM and m = dimM ′ < dimM . Take {X1, . . . , Xn} to be a local
frame for TM in some neighbourhood of p ∈ M ′, such that {X1, . . . , Xm} restricted
to M ′ is a local frame for TM ′. Then the condition that M ′ be totally geodesic is
equivalent to the statement that
DXiXj =
m∑
k=1
ΓkijXk,
along M ′ for all i, j = 1, . . . ,m. Splitting the indices as i = 1, . . . ,m and x = m +
1, . . . , n, this is just the statement that the coefficients Γxij vanish.
We saw above that finding solutions to the scalar field equations is equivalent to
looking for harmonic maps from spacetime to some target space MD. If we instead
restrict ourselves to maps Φ : X →M ′ ⊂MD into totally geodesic submanifolds, then
we can make use of the following (Proposition 12 in [32]):
Proposition 1. Let ι : M ′ → M be a totally geodesic embedding. Then a map
ϕ : N →M ′ is harmonic iff f = ι ◦ ϕ : N →M is harmonic.
For the cases we’ll be interested in, N here is taken to be a D-dimensional spacetime,
while M =MD is taken to be the target manifold of the D-dimensional theory.
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Generally we will look for totally geodesic submanifolds M ′ ⊂ MD obtained by
truncating some of the scalar fields in our theory. This would correspond to the case
where M ′ is a hypersurface inMD. From the definition of totally geodesic submanifolds
in Definition 22, it is not immediately clear how the case of such truncations could be
treated. However, we can make use of the following [90]:
Proposition 2. Let (M,G) be a pseudo-Riemannian manifold with metric G. If there
exists an involution τ : M →M which acts isometrically on G, then the fixed-point set
of τ is a totally geodesic submanifold M ′ ⊂M .
We will see a number of examples of Proposition 2 when we look at constructing
solutions, where truncating certain scalar fields will correspond to turning off certain
charges in the supergravity theory. The ‘consistent truncations’ of Definition 21 are
then precisely those which give rise to totally geodesic submanifolds.
3.2 The five-dimensional theory
This thesis is primarily concerned with the study of five-dimensional N = 2 super-
gravity theories coupled to supersymmetric matter multiplets. Such theories, apart
from being interesting in their own right, can give us insights into the non-perturbative
structure of string and M-theory through study of the various solitonic objects which
they admit.
In this section we first introduce the relevant field content for studying supersym-
metric field theories in five dimensions, before analysing the action describing an ar-
bitrary number of vector multiplets coupled to supergravity. This action will be our
starting point for much of the work presented in this thesis.
3.2.1 The field content
We start with the fermionic content [28]. In five dimensions (assuming Lorentzian space-
time signature) the minimal spinor representations are symplectic Majorana spinors λi,
with i = 1, 2, which transform as a doublet under the SU(2) R-symmetry group of the
five-dimensional N = 2 superalgebra. Introducing the totally antisymmetric tensor ij ,
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the symplectic Majorana condition just tells us that the spinors λi satisfy the reality
condition [28]
(λi)∗ = −Bλjij ,
where B is the charge conjugation matrix.
Counting the degrees of freedom, we see that the minimal spinor in five dimensions
has 8 real components. Hence, the “N = 2” theory, which admits 8 real supercharges,
is really the minimal allowed in five dimensions.
We now turn to the on-shell massless multiplets of the N = 2 theory. The ones we
will need for our present purposes are the N = 2 vector and gravity multiplets.
The N = 2 vector multiplet in five dimensions consists of a U(1) gauge field Aµˆ,
a real scalar φ, and an SU(2) doublet of symplectic Majorana spinors λi. Counting
the on-shell degrees of freedom, we find 3 + 1 = 4 on the bosonic side, and 4 on the
fermionic side, which matches as required. For the off-shell multiplets, we would need to
add a further auxiliary bosonic field Y ij = Y ji transforming as a triplet of SU(2) [28].
However, for our purposes the on-shell multiplets will suffice.
The N = 2 gravity multiplet in five dimensions consists of the vielbein emˆµˆ , a
gauge field Aµˆ called the ‘graviphoton’, and an SU(2) doublet of symplectic Majorana
gravitini ψiµˆ. Again, counting the on-shell degrees of freedom we find 3 + 5 = 8 on the
bosonic side and 2× 4 = 8 on the fermionic side.
For the matter-coupled supergravity theories that we will be interested in we want
to take n
(5)
V copies of the vector multiplets and a single copy of the gravity multiplet.
Indexing the vector multiplets by x = 1, . . . , n
(5)
V , our full field content is
(emµˆ , ψ
i
µˆ,Aµˆ, Axµˆ, λi|x, φx).
At this stage we should point out a bit of a sleight-of-hand. The φx, it will turn out,
parametrise an n
(5)
V -dimensional manifold H, which is not necessarily flat. Therefore
the spinors λi|x should really be vectors λi|a with a = 1, . . . , n(5)V a flat SO(n
(5)
V ) tangent
space index introduced via the vielbeins fax of H [30]. However, since we will only be
interested in the bosonic part of this multiplet, we leave such technicalities aside and
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refer the reader to the appropriate places in the literature for a full treatment.
The most general supersymmetry transformation rules for this field content are
given in equation (2.6) of [30], and we do not repeat them here. Taking them as
granted we now turn our attention to constructing a five-dimensional action describing
the dynamics of this field content, which should be gauge-invariant and supersymmetric.
3.2.2 The five-dimensional action
The action describing the coupling of n
(5)
V five-dimensional N = 2 vector multiplets to
supergravity was first analysed in [30]. We here concentrate only on the bosonic sector,
since this will be all we need to construct black brane solutions, and refer to [30] for
the fermionic completion. Using the conventions of [32], the five-dimensional action is
given by
S5 =
∫
d5x
[√
gˆ
(
Rˆ
2
− 3
4
gxy(φ)∂µˆφ
x∂µˆφy − 1
4
aij(h)F iµˆνˆF j|µˆνˆ
)
+
1
6
√
6
cijkε
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ
]
. (3.10)
Here x = 1, . . . , n
(5)
V labels the vector multiplet scalars, while i = 1, . . . , n
(5)
V + 1 la-
bels1 the gauge fields: n
(5)
V from the vector multiplets, and one (the graviphoton) from
the supergravity multiplet. Our convention is to use ‘hats’ for the five-dimensional
spacetime indices µˆ = 0, . . . , 4.
In [30] the authors showed that requirements of gauge invariance (which imposes
that the coefficients cijk be constant) and supersymmetry restricts the scalar target
space of the five-dimensional theory to be an n
(5)
V -dimensional projective special real
(PSR) manifold, as described in Section 2.1.4. That is, the scalar fields φx parametrise
the hypersurface H(h) = 1 within a conic affine special real (CASR) manifold with
Hesse potential
H(h) = cijkh
ihjhk.
The gauge coupling matrix aij(h) is then given by the components (2.13) of the tensor
1Note that since we’ve dropped the fermionic terms, i no longer stands for a symplectic index.
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field a on the CASR manifold, while
gxy(φ) = aij(h)
∂hi
∂φx
∂hj
∂φx
,
defines the metric on the PSR manifold. Hence, the full dynamics of the Lagrangian
(3.10) is determined once we specify the number of vector multiplets, n
(5)
V , and the
coefficients cijk.
The five-dimensional matter-coupled supergravity theories described (for the vector
multiplet sector) by (3.10) can be obtained from 11-dimensional supergravity [91] by
compactification on a Calabi-Yau three-fold X [92]. In this description, the Hodge
numbers (h1,1, h2,1) of the Calabi-Yau determine the number of vector and hypermulti-
plets present in the five-dimensional theory, while the coefficients cijk are given by the
intersection matrix
cijk ≡
∫
X
Vi ∧ Vj ∧ Vk,
where i, j, k = 1, . . . , h1,1 and Vi is a basis of the cohomology H
1,1(X). We will come
to the structure of the hypermultiplet sector in Section 3.4.
3.3 The four-dimensional theory
We next turn our attention to the four-dimensional N = 2 theories. Within this thesis,
these will arise predominantly in the dimensional reduction of the five-dimensional
theory over a space-like or time-like direction. We will therefore find it useful to treat
the four-dimensional Minkowski and Euclidean theories simultaneously.
3.3.1 The field content
The N = 2 supersymmetry algebra in four-dimensional Minkowski (resp. Euclidean)
space can be obtained from dimensional reduction of the five-dimensional supersymme-
try algebra over a space-like (resp. time-like) direction [28]. We will discuss the issue
of dimensional reduction in more detail in Section 3.5. For the moment, we will take it
to mean that representations of the five-dimensional tangent space group SO(1, 4) are
decomposed as representations of the four-dimensional tangent space group SO(1, 3)
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or SO(4) as appropriate.
The minimal spinors in four Minkowski dimensions can be taken as either Majorana
or Weyl [5]. However, in order to treat both the Minkowski and Euclidean theories on
the same footing, we follow [28] and take them to be Majorana. Then reduction of the
five-dimensional fermions gives four-dimensional Majorana fermions Ωi transforming
under the SU(2) R-symmetry group of the four-dimensional superalgebra.
Continuing in this manner, we can derive the four-dimensional supermultiplets from
dimensional reduction of their five-dimensional counterparts. The reduction of the five-
dimensional vector multiplet gives the four-dimensional vector multiplet
(Aµ,Ωi, z),
where z is a scalar field made up of the five-dimensional scalar field and the fifth
component of the five-dimensional gauge field. For space-like reduction, these combine
to form a complex scalar field, while for time-like reduction it is para-complex, as we
will see in Section 3.5.3. One can of course derive this field content from the multiplet
calculus of massless N = 2 representations in four dimensions [93].
The N = 2 supergravity multiplet in four dimensions consists, as in the five-
dimensional case, of the vielbein, an SU(2) doublet of gravitini, and the graviphoton.
The extra degrees of freedom coming from reduction of the five-dimensional supergrav-
ity multiplet arrange themselves into a further four-dimensional vector multiplet. This
will be important in Section 3.5.3.
To summarise, our four-dimensional field content is
(emµ , ψ
i
µ, A
I
µ,Ω
A
i , z
A),
where here A = 1, . . . , n
(4)
V labels the four-dimensional vector multiplets, and I =
(A,n
(4)
V + 1) the gauge fields.
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3.3.2 The four-dimensional action
The action describing the coupling of n
(4)
V four-dimensional N = 2 vector multiplets
to supergravity in Minkowski signature was described in [94, 95]. Here we follow [32]
and treat the four-dimensional Euclidean and Minkowski theories in parallel. This will
be important in Section 3.5.3 where we want to consider both space-like and time-
like reductions of the five-dimensional supergravity theory (3.10). Introducing the
parameter 1 via
1 =
 −1 if d = 1 + 3+1 if d = 0 + 4 ,
the bosonic part of the action is given by [32]
S4 =
∫
d4x
√
g
[
R
2
− gAB¯(z, z¯)∂µzA∂µz¯B +
1
4
IIJF IµνF J |µν +
1
4
RIJF IµνF˜ J |µν
]
. (3.11)
The fermionic completion of (3.11) can be found for the Minkowski case in [95]. Our
conventions for the dual field strengths are F˜ I|µν = 12ε
µνρσF Iρσ. The dependence of
(3.11) on 1 enters through the scalar fields z
A, which are 1-complex, and the couplings
gAB¯,RIJ , IIJ . In order that all kinetic terms have the correct sign in the Minkowski
theory we require gAB¯ to be positive definite and IIJ to be negative definite. For the
Euclidean theory, we take gAB¯ to have split signature (n
(4)
V , n
(4)
V ).
Gauge invariance and supersymmetry of the action (3.11) restrict the 2n
(4)
V -
dimensional target space parametrized by the zA to be a projective special 1-Ka¨hler
(PS1K) manifold with metric gAB¯(z, z¯), as described in Section 2.2.5.
In particular, we take XI to be the special 1-holomorphic coordinates on the
CAS1K manifold N , such that
zA =
XA
X0
,
are coordinates on the PS1K manifold N¯ . Then the couplings NIJ = RIJ + i1IIJ can
be determined from the prepotential F (X) via [32]
NIJ(X, X¯) = F¯IJ(X¯)− 1i1
(N¯X)I(N¯X)J
XN¯X
, (3.12)
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where
NIJ(X, X¯) = −i1(FIJ − F¯IJ),
are the components of the metric on the CAS1K manifold.
The dynamics of the four-dimensional theory are therefore encoded in a single 1-
holomorphic function F (X), which is homogeneous of degree 2.
3.4 The hypermultiplet sector
The other N = 2 supermultiplet that we will encounter in this thesis is the hyper-
multiplet, which consists of four scalar fields and two spinors. Since this field content
remains unchanged by dimensional reduction, the bosonic part of the hypermultiplet
sector is identical in five, four or three dimensions. The only difference comes in the
spinor representations involved [5].
The full action for n hypermultiplets coupled to supergravity is given in [31]. In
four dimensions the Lagrangian for the bosonic sector reads
e−1L = R
2
− 1
4
FµνFµν − huv(q)∂µqu∂µqv, (3.13)
where u, v = 1, . . . , 4n labels the scalar fields in the hypermultiplets. In [31], the authors
show that imposing that the full Lagrangian be locally supersymmetric restricts the 4n-
dimensional target manifold for the scalar fields to be quaternionic-Ka¨hler, as described
in Section 2.3.3, with negative scalar curvature
R = −8n(n+ 2).
The three-dimensional action can be obtained from (3.13) by dimensional reduction.
In this case, the bosonic degrees of freedom contained in the four-dimensional gravity
multiplet can be packaged into an extra hypermultiplet, using the fact that three-
dimensional vector fields can be dualized to scalars. We will see this in more detail in
Section 3.5.4.
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3.5 Dimensional reduction
The procedure of dimensional reduction, which we have touched upon at various points
so far, is one of the central tools we will use in this thesis to understand the structure
of supergravity theories.
In this section we will give an overview of the philosophy and procedure of Kaluza-
Klein dimensional reduction (Sections 3.5.1 and 3.5.2) in a general setting. We then
move on in Section 3.5.3 to reduce the five-dimensional supergravity theory of Section
3.2 to four dimensions, and in Section 3.5.4 we reduce the four-dimensional supergravity
of Section 3.3 to three dimensions.
3.5.1 Kaluza-Klein dimensional reduction
In this section we will elaborate on the procedure of Kaluza-Klein dimensional reduc-
tion, which plays a central role in much of this thesis. There are many excellent reviews
on this subject, so we will be fairly schematic and simply present the main results and
techniques, referring to the literature for more detailed calculations.
Our main interest in this thesis is dimensional reduction over a circle S1 or torus
Tn, which we can simply treat as successive S1 reductions. Therefore we concentrate
on the case of reduction on a circle. Kaluza-Klein reduction on more exotic compact
manifolds, e.g. Sn, can be found in [96].
For the S1 reductions, we first want to expand the (D + 1)-dimensional fields
Φ(xM ) = Φ(xµ, z) as a sum of Fourier modes
Φ(xµ, z) =
∑
n
φn(x
µ)einz/R, (3.14)
where R is the radius of the compact S1. This simply provides us with a rewriting of
the original (D + 1)-dimensional field in terms of an infinite tower of D-dimensional
fields φn(x
µ) with masses of order |n|/R. The Kaluza-Klein procedure then amounts
to truncating the massive spectrum of this D-dimensional theory and keeping only the
massless fields, in this case φ0. For the S
1 example this always amounts to a consistent
truncation of the theory. However, for dimensional reduction on a general compact
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manifold, one needs to take care that the interactions between zero modes do not give
rise to non-zero modes [96].
Note that for the decomposition (3.14), truncating the modes with n 6= 0 is equiv-
alent to requiring that the (D + 1)-dimensional field be independent of the internal
coordinate z. Indeed, for S1 reductions such an ansatz always provides us with a con-
sistent truncation to the massless spectrum in D dimensions, and so we will take this
as our ‘definition’ of Kaluza-Klein reduction for the remainder of this thesis.
We next need to consider the representations under which fields transform in various
dimensions. In D+1 dimensions, fields are classified by some choice of representation of
the tangent space group SO(D, 1). Dimensional reduction then corresponds to express-
ing representations of SO(D, 1) as representations of SO(D − d, 1)× SO(d), where we
take the compact manifold to be d-dimensional2. For example, consider a gauge field
AM in 4 + 1 dimensions, which transforms in the vectorial representation of SO(4, 1).
From the four-dimensional point-of-view, this looks like a vector Aµ and singlet Az of
SO(3, 1).
3.5.2 Dimensional reduction
We can now move on to consider the dimensional reduction of a (D + 1)-dimensional
action describing a p-form gauge field coupled to gravity. The relevant action is
S = SEH + Sgauge =
∫
dD+1x eˆ
[
Rˆ
2
− 1
2(p+ 1)!
Fµˆ1...µˆp+1F µˆ1...µˆp+1
]
, (3.15)
where the ‘hats’ refer to (D+1)-dimensional objects, and eˆ = det(eˆ) is the determinant
of the (D+ 1)-dimensional vielbein. We wish to dimensionally reduce the action (3.15)
over a circle which we take to be either space-like or time-like. In order to treat
both cases simultaneously, we take x0 to be the compact direction and introduce the
parameter 1 via
1 =
 −1 if x
0 space-like
+1 if x0 time-like.
2In the case where one of the internal directions is time-like this would be SO(D−d+1)×SO(d−1, 1).
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This appears in the (D + 1)-dimensional tangent space metric as
ηaˆbˆ = (−1, ηab),
where ηab = diag(1,1).
In order to perform the Kaluza-Klein reduction of (3.15) we need to make suitable
ansa¨tze for the various fields involved. From the discussion in Section 3.5.1, we should
require that both the metric and the field strengths are independent of the compact
coordinate x0. In addition, we make the following ansatz for the (D + 1)-dimensional
vielbein:
eˆµˆ
aˆ =
 eβφ 0
eβφVµ e
−αφeµa
 . (3.16)
Here we have split the metric degrees of freedom into a scalar φ (generally referred to as
the Kaluza-Klein scalar or dilaton), the Kaluza-Klein vector Vµ, and the D-dimensional
vielbein. In terms of the (D + 1)-dimensional line element we have
ds2D+1 = −1e2βφ(dx0 + Vµdxµ)2 + e−2αφds2D . (3.17)
The constants α and β, which for now need only satisfy β 6= 0, will be determined
by the requirement that we pass from the (D + 1)-dimensional Einstein frame3 to the
D-dimensional Einstein frame upon reduction.
Symmetries
Let us take a step back for a second and consider the symmetries in (D + 1) and D
dimensions. This will help us understand how to make a sensible reduction ansatz. In
particular, consider (D + 1)-dimensional general coordinate transformations (GCTs)
δξgµˆνˆ = ξ
ρˆ∂ρˆgµˆνˆ + gρˆνˆ∂µˆξ
ρˆ + gρˆµˆ∂νˆξ
ρˆ.
3Recall that the Einstein frame is defined such that the Einstein-Hilbert term in the Lagrangian has
a constant prefactor.
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The most general form for the transformation parameters ξµˆ which preserves the
Kaluza-Klein form of the metric (3.17) is [96]
ξµ = ξµ(x), ξ0 = cx0 + λ(x).
From the D-dimensional point-of-view, the parameter c gives rise to a constant shift
of the dilaton accompanied by a scaling of the gauge field, whilst ξµ(x) and λ(x)
parametrise, respectively, D-dimensional GCTs and local gauge transformations. In-
deed, focussing on the parameter λ(x), we find δλφ = δλgµν = 0 and δλVµ = ∂µλ(x).
We turn our attention now to the (D+ 1)-dimensional n-form gauge potentials. In
fact, since we will only meet forms with n = 1 in this thesis, we restrict to this case for
the moment. Under (D + 1)-dimensional GCTs, the gauge field Aµˆ transforms as
δξAµˆ = ξρˆ∂ρˆAµˆ +Aρˆ∂µˆξρˆ.
Decomposing the gauge field as Aµˆ = (A0,Aµ) we find
δξA0 = ξµ∂µA0 + cA0, δξAµ = ξρ∂ρAµ +Aρ∂µξρ +A0∂µλ.
This tells us, as expected, that A0 and Aµ transform as a scalar and vector respec-
tively under D-dimensional GCTs. However, the extra parameter ξ0 has introduced
further transformations. In particular, the gauge field Aµ is not invariant under ξ0
transformations. It is therefore useful to define a new gauge field
Aµ = Aµ −A0Vµ,
which is invariant, δξ0Aµ = 0. Hence we can write the 1-form A in five dimensions as
Aµˆdxµˆ = A0(dx0 + Vµdxµ) +Aµdxµ.
We are now in a position to proceed with the dimensional reduction of (3.15). We
here simply present the results. Details of the calculation can be found in [34].
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Reduction of the Einstein-Hilbert term
We first concentrate on reduction of the Einstein-Hilbert piece, SEH, of (3.15). It turns
out to be convenient to do this in two stages: first, perform the reduction using the
vielbein ansatz (3.16) with α = 0 and β = 1, and then perform a Weyl rescaling of
the D-dimensional metric at the end to ensure that we reduce to the D-dimensional
Einstein frame. We can then read off the appropriate values of α and β that would
reduce straight to the Einstein frame. We find [34]
SEH =
∫
dDx e
[
eφ
R
2
+
1
8
1e
3φHµνH
µν
]
,
where here H = dV is the field strength of the Kaluza-Klein vector. In order to remove
the non-canonical factor in front of the Ricci scalar we make a conformal rescaling,
gµν = e
2Aφg˜µν . The Ricci scalar in this case transforms as [89]
R = e−2Aφ
[
R˜− 2(D − 1)A g˜µν∇˜µ∇˜νφ− (D − 1)(D − 2)A2 g˜µν∂µφ∂νφ
]
.
Choosing A = − 1D−2 and throwing away a total derivative piece gives (we have dropped
the ‘tilde’ from the D-dimensional metric)
SEH =
∫
dDx e
[
R
2
− D − 1
2(D − 2)∂µφ∂
µφ+
1
8
1e
2D−2
D−2 φHµνH
µν
]
. (3.18)
We note that the conformal rescaling is equivalent to choosing
α =
1
D − 2 , β = 1, (3.19)
in the reduction ansatz (3.16).
Reduction of the gauge term
We now reduce the term Sgauge in (3.15) involving the p-form gauge potentials. Fol-
lowing the discussion above we define the p-form
A[p] = A[p] −A[p−1] ∧ V,
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where (A[p−1])µ1...µp−1 = (A[p])0µ1...µp−1 . We also introduce the field strengths F[p+1] =
dA[p] and G[p] = dA[p−1]. Following [34] we find
Sgauge =
∫
dDx e
[
− 1
2(p+ 1)!
e(2p+2−D)αφ+βφ Fµ1...µp+1F
µ1...µp+1
+
1
2p!
1e
(2p−D)αφ−βφGµ1...µpG
µ1...µp
]
, (3.20)
where the coefficients α and β should be fixed as in (3.19).
3.5.3 Reduction of five-dimensional supergravity
We can now put the results of Section 3.5.2 into practice and use them to dimensionally
reduce the action (3.10) of five-dimensional vector multiplets coupled to supergravity,
which would correspond to D = 4, p = 1.
Following [32] we denote by σ the Kaluza-Klein scalar in the five-dimensional viel-
bein ansatz, and A0µ the Kaluza-Klein vector. Moreover, we should set α = 12 and
β = 1 in (3.16) in order to reduce to the four-dimensional Einstein frame. Hence, the
Kaluza-Klein ansatz for our five-dimensional line element becomes
ds2(5) = −1e2σ(dx0 +A0)2 + e−σds2(4). (3.21)
The dimensional reduction of (3.10) is carried out in [32]. The result is that the four-
dimensional action is given by
S4 =
∫
d4x e
[
R
2
− gij(z, z¯)∂µzi∂µz¯j + 1
4
IIJF IµνF J |µν +
1
4
RIJF IµνF˜ J |µν
]
, (3.22)
where i = 1, . . . , n
(5)
V + 1 and I = (0, i). The explicit expressions for the fields and
couplings appearing in (3.22) are given in [32]. Since we will make use of them at
various points in the thesis, we reproduce them here. The scalar fields zi are 1-complex
and given by zi = xi + i1y
i, where
xi = 2 · 6− 16Ai0, yi = 6
1
3 eσhi, (3.23)
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and i1 is the 1-complex unit. The hypersurface condition H(h) = 1 satisfied by the
scalar fields hi parametrising the CASR manifold then gives the relation H(y) = 6e3σ.
The four-dimensional gauge fields AIµ are given in terms of the five-dimensional
gauge fields Aiµˆ and the Kaluza-Klein vector A0µ as
A0µ = −
1√
2
A0µ, Aiµ =
√
2 · 6− 16 (Aiµ −Ai0A0µ) . (3.24)
The remaining quantities in (3.22) are given by
gij =
3
2
1
(
(cy)ij
cyyy
− 3
2
(cyy)i(cyy)j
(cyyy)2
)
:= 1gˆij(y),
I00 = 1(cyyy)
(
1
6
+
2
3
gxx
)
,
I0i = −2
3
1(cyyy)(gx)i,
Iij = 2
3
1(cyyy)gij ,
R00 = −1
3
(cxxx),
R0i = 1
2
(cxx)i,
Rij = −(cx)ij . (3.25)
Here we have used the shorthand cyyy ≡ cijk yiyjyk, gxx ≡ gij xixj , etc. It will be
necessary in Chapter 4 to consider also the components of the inverse matrix IIJ .
These are given by
I00 = 61(cyyy)−1,
I0i = 61(cyyy)−1xi,
Iij = 61(cyyy)−1
(
xixj +
1
4
gij
)
. (3.26)
The reduced action (3.22) is of the form appropriate to describe four-dimensional
Minkowski (1 = −1) or Euclidean (1 = 1) supergravity coupled to n(4)V = n(5)V + 1
vector multiplets, as in (3.11). Indeed it was shown in [30, 32] that the action (3.22)
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corresponds to a theory with a ‘very special’ prepotential
F (X) = −1
6
1cijk
XiXjXk
X0
,
which only depends on the data cijk of the five-dimensional theory. We will revisit
this in Section 3.6.1. In the case of space-like reduction (1 = −1), such prepotentials
can also be obtained from compactification of type II supergravity on a Calabi-Yau
threefold with intersection numbers cijk.
3.5.4 Reduction of four-dimensional supergravity
We now turn to the reduction of the four-dimensional Minkowski (1 = −1) or Eu-
clidean (1 = 1) action (3.11) describing vector multiplets coupled to supergravity.
This corresponds to setting D = 3, p = 1 in Section 3.5.2, so that α = β = 1 in the
Kaluza-Klein ansatz (3.16). We denote by x4 the compact direction, and introduce the
parameter 2 which takes the value 2 = −1 (2 = 1) for space-like (time-like) reduction.
The full ansatz for the four-dimensional line element is then
ds2(4) = −2e2φ(dx4 +B)2 + e−2φds2(3). (3.27)
We further introduce the quantity  := −12 = (−1)t, which keeps track of the number
of time-like directions in the three-dimensional theory.
For the space-like reduction of the four-dimensional Minkowski theory (correspond-
ing to 1 = 2 = −1 in our notation), the dimensional reduction was carried out in [24].
For time-like reduction of the Minkowski theory (1 = −2 = −1), the corresponding
calculation was presented in [34]. The full calculation with arbitrary 1,2 will appear in
a future publication by the author [33]. We present this here.
We denote the field strength of the Kaluza-Klein vector as H = dB, and
decompose the four-dimensional gauge fields as AIµ = (A
I
m + Bmζ
I , ζI), where m
is a three-dimensional space(time) index. Then the three-dimensional action is given by
CHAPTER 3. PRELIMINARY PHYSICS 79
S3 =
∫
d3x e
[
R
2
− ∂mφ∂mφ− gij∂mzi∂mz¯j + 1
8
2e
4φHmnH
mn
+
1
4
e2φIIJ
(
F Imn +Hmnζ
I
) (
F J |mn +HmnζJ
)
−1
2
2e
−2φIIJ∂mζI∂mζJ − 1
2
2RIJεmnp
(
F Imn +Hmnζ
I
)
∂pζ
J
]
.
(3.28)
Recall now that in three dimensions a vector field can be dualised to a scalar field.
This is a specific example (D = 3, p = 1) of the fact that in D dimensions we can
dualise a p-form gauge potential into a (D − p− 2)-form, using the Hodge-∗ operator.
In the case at hand, we introduce the dual field strengths
Gm = −1
2
2εmnpG
np, Gmn = 1εmnpG
p,
where G denotes any 2-form field strength. Note that we have used here the definition
of  given above, which appears via e.g. εmnpε
mnq = 2! δqp. Using this in (3.28) we
obtain
S3 =
∫
d3x e
[
R
2
− ∂mφ∂mφ− gij∂mzi∂mz¯j − 1
4
1e
4φHmH
m
+
1
2
 e2φIIJ
(
F Im +Hmζ
I
) (
F J |m +HmζJ
)
−1
2
2e
−2φIIJ∂mζI∂mζJ +RIJ
(
F Im +Hmζ
I
)
∂mζJ
]
. (3.29)
The dualised field strengths F Im and Hm are not completely arbitrary, however, but
must satisfy the Bianchi identities ∂mF Im = ∂
mHm = 0. We can encode this in the
three-dimensional Lagrangian through the use of Lagrange multipliers ζ˜I and φ˜. In
particular, we add the following term to the Lagrangian in (3.29):
e−1LLM = −
(
F Im +Hmζ
I
)
∂mζ˜I +
1
2
Hm
(
∂mφ˜+ ζ
I←→∂ mζ˜I
)
. (3.30)
The equations of motion for F Im and Hm coming from the combined action (3.29) and
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(3.30) are
Hm = 1 e
−4φ
(
∂mφ˜+ ζ
I←→∂ mζ˜I
)
, (3.31)
F Im +Hmζ
I =  e−2φ IIJ
(
∂mζ˜J −RJK∂mζK
)
. (3.32)
Finally, we can substitute these expressions back into the action to obtain the reduction
of (3.11) in terms of the 4(n
(4)
V + 1) scalar fields (z
i, φ, φ˜, ζI , ζ˜I):
S3 =
∫
d3x e
[
R
2
− gij∂mzi∂mz¯j − ∂mφ∂mφ
+ 1e
−4φ
(
∂mφ˜+ ζ
I←→∂ mζ˜I
)(
∂mφ˜+ ζJ
←→
∂ mζ˜J
)
− 1
2
2e
−2φIIJ∂mζI∂mζJ
−1
2
e−2φIIJ
(
∂mζ˜I −RIK∂mζK
)(
∂mζ˜J −RJL∂mζL
)]
. (3.33)
In Section 3.6.2 we will describe the geometry of the scalar target space for this the-
ory, and argue that it is -quaternionic-Ka¨hler. It is therefore admissible as the target
manifold for a theory of nH = n
(4)
V + 1 hypermultiplets coupled to three-dimensional
(Minkowski or Euclidean) gravity, albeit with couplings dependent on the prepotential
F (X) of the four-dimensional theory. Moreover, we will see that this four-dimensional
origin endows the target manifold with additional structure, making it 1-complex.
3.6 r-maps and c-maps
In the final section of this chapter we’ll review the current state of the art with regards
the use of dimensional reduction to provide maps between target spaces.
In Section 3.5 we carried out the reduction of five-dimensional (resp. four-
dimensional) N = 2 supergravity coupled to vector multiplets over a space-like or time-
like direction, and presented the resulting four-dimensional (resp. three-dimensional)
action.
In this section we will concentrate on the scalar sectors of these theories, which
are described by certain non-linear sigma models. Dimensional reduction induces maps
between the corresponding target spaces, which we term the r- and c-maps.
We begin in Section 3.6.1 with the five-to-four reduction. We prove that the target
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space of the reduced theory is given by a certain projective special 1-Ka¨hler manifold
with prepotential dependent on the data of the five-dimensional theory. In Section 3.6.2
we then look at the four-to-three reduction. The target space in this case is given by
an -quaternionic-Ka¨hler manifold equipped with an integrable 1-complex structure.
3.6.1 The supergravity r-maps
We saw in Section 3.5.3 that dimensional reduction of five-dimensional N = 2 super-
gravity coupled to n
(5)
V vector multiplets over a space-like (resp. time-like) direction gives
rise to a four-dimensional Minkowski (resp. Euclidean) theory describing supergravity
coupled to (n
(5)
V + 1) vector multiplets. Moreover, the prepotential F (X) encoding
the couplings of the four-dimensional theory is given in terms of the data cijk of the
five-dimensional theory.
Concentrating solely on the target space geometry, which is important for char-
acterising supergravity solutions, we see that dimensional reduction induces a pair of
maps
r¯1 : H → N¯ ,
which associate to a given PSR manifold H of dimension n(5)V a 2(n(5)V + 1)-dimensional
manifold N¯ equipped with a (pseudo-)Riemannian metric gN¯ :
gN¯ = −gˆij(y)
(
dyidyj − 1dxidxj
)
. (3.34)
For 1 = −1, which corresponds to space-like reduction, the r-map was studied
in [30]. The case 1 = 1, corresponding to time-like reduction, was studied extensively
in [32], where it was termed the time-like r-map.
As a simple application of some of the material we introduced in Chapter 2, we
prove, combining the results of [30,32] the following:
Proposition 3. The (pseudo)-Riemannian manifold (N¯ , gN¯ ) admits an integrable
1-complex structure J , with respect to which (N¯ , gN¯ , J) is an 1-Ka¨hler manifold.
Proof: We introduce the frame F = (∂yi , ∂xi) for TN¯ and co-frame F
∗ = (dyi, dxi) for
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T ∗N¯ . With respect to F the metric gN¯ is given by
gN¯ =
 −gˆ 0
0 1gˆ
 .
Introduce an endomorphism J ∈ End(TN¯) via
J = 1∂xi ⊗ dyj + ∂yi ⊗ dxj ,
which has the matrix representation
J =
 0 1
11 0
 ,
with respect to the frame F . Clearly J defines an almost 1-complex structure on N¯ ,
and one can easily show that gN¯ (JX, JY ) = −1gN¯ (X,Y ), so that (N¯ , gN¯ , J) is almost
1-hermitian.
To show integrability of J , it is easiest to note that for 1 = −1 (resp. 1 = 1) the
basis of T ∗N¯ (1,0) (resp. T ∗N¯+) is made up of exact forms. Hence, J is integrable in
the sense of Theorem 4.
Finally, the fundamental 2-form is given by
ω = −1
2
gˆij(y)dx
i ∧ dyj ,
which has exterior derivative
dω = −1
2
(∂kgˆij)dx
i ∧ dyj ∧ dyk = 0,
where we have used the fact that gˆij(y) is Hessian. This completes the proof.
Hence we see that the manifolds in the image of the local r-map are 1-Ka¨hler.
Indeed, it is further shown in [30, 32] that such manifolds are projective special 1-
Ka¨hler, as required for the target manifolds of four-dimensional supergravity coupled
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to vector multiplets, with 1-holomorphic prepotential
F (X) = −1
6
1cijk
XiXjXk
X0
. (3.35)
As an example of how such calculations progress, we unify the results of [30] and [32].
We begin by introducing the 1-holomorphic coordinates
zi =
Xi
X0
= xi + i1y
i.
Then, following Section 2.2.5, we find the inhomogeneous prepotential F(z) =
−161(czzz). The Ka¨hler potential K(z, z¯) is given by
K(z, z¯) = − logK(z, z¯),
for
K(z, z¯) =
1
6
1i1c(z − z¯)(z − z¯)(z − z¯) =
4
3
1(cyyy).
Hence, the components of the metric on the manifold N¯ parametrized by zi are
∂2K
∂zi∂z¯j
=
3
2
1
(
(cy)ij
cyyy
− 3
2
(cyy)i(cyy)j
(cyyy)2
)
= 1gˆij(y),
and we find
gM = 1gˆij(y)dz
idz¯j = −gˆij(y)
(
dyidyj − 1dxidxj
)
.
This proves that the metric gN¯ is projective special 1-Ka¨hler with prepotential (3.35).
3.6.2 The supergravity c-maps
We saw in Section 3.5.4 that dimensional reduction of Euclidean or Minkowski four-
dimensional supergravity coupled to vector multiplets gave rise to a three-dimensional
theory of hypermultiplets coupled to gravity, with all the data of the three-dimensional
theory determined by the 1-holomorphic prepotential F (X) of the four-dimensional
theory.
Concentrating on the target spaces of the theories, dimensional reduction induces
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a family maps
c¯(1,2) : N¯ → Q¯,
which associate to each projective special 1-Ka¨hler manifold of dimension 2n
(4)
V a
4(n
(4)
V + 1)-dimensional manifold Q¯ equipped with a (pseudo-)Riemannian metric gQ¯:
gQ¯ = gij(z, z¯)dz
idz¯j + (dφ)2 − 1e−4φ
(
dφ˜+ ζIdζ˜I − ζ˜IdζI
)2
+
1
2
2e
−2φIIJdζIdζJ + 1
2
e−2φIIJ
(
dζ˜I −RIKdζK
)(
dζ˜J −RJLdζL
)
.
(3.36)
We will go through each of these maps in turn. The nomenclature is that of [33].
The spatial c-map
The spatial c-map corresponds to the case 1 = 2 = −1, and is obtained from the
space-like reduction of the four-dimensional Minkowski theory.
It was shown in [24] that the Riemannian manifold (Q¯, g
(−1,−1)
Q¯
) admits a quater-
nionic structure Q for which (Q¯,Q, g
(−1,−1)
Q¯
) is a quaternionic-Ka¨hler manifold. The
idea is to show that the Levi-Civita 1-form admits a decomposition as in (2.26). In this
case the Ambrose-Singer theorem ensures that Hol(D) ⊂ Sp(n) ·Sp(1) for n = n(4)V + 1,
and hence that (Q¯,Q, g
(−1,−1)
Q¯
) is quaternionic-Ka¨hler.
The c-map can be understood physically from the point-of-view of T-duality be-
tween type IIA and IIB strings on M4 ×X6, where X6 is a Calabi-Yau threefold [23].
The temporal c-map
The temporal c-map corresponds to the case 1 = −2 = −1, and is obtained from a
time-like reduction of the four-dimensional Minkowski theory.
It was shown in [34] that the pseudo-Riemannian manifold (Q¯, g
(−1,1)
Q¯
) admits a
para-quaternionic structure Q for which (Q¯,Q, g
(−1,1)
Q¯
) is a para-quaternionic-Ka¨hler
manifold. Again, the idea is to show that the Levi-Civita 1-form admits a decomposition
as in (2.27). In this case the Ambrose-Singer theorem ensures that Hol(D) ⊂ Sp(2n,R)·
Sp(2,R) for n = n(4)V + 1, and hence that (Q¯,Q, g
(−1,−1)
Q¯
) is para-quaternionic-Ka¨hler.
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The Euclidean c-map
The remaining case of interest is 1 = −2 = 1, which corresponds to space-like
reduction of a four-dimensional Euclidean theory. In this case, one can again show [33]
that the resulting pseudo-Riemannian scalar manifold is para-quaternionic-Ka¨hler.
In summary then, we have:
Proposition 4. The (pseudo-)Riemannian manifold (Q¯, g
(1,2)
Q¯
) admits an -
quaternionic structure Q, with respect to which (Q¯,Q, g
(1,2)
Q¯
) is an -quaternionic-
Ka¨hler manifold, where  = −12.
The proofs of these assertions are best presented after a rewriting of the three-
dimensional theory (3.33) using the so-called ‘real formulation’ of special geometry
developed in [97]. Since this will require a host of additional background material we
do not attempt to prove these results in this thesis, and instead refer the reader to the
literature already mentioned, in particular [24,33].
In addition to being -quaternionic-Ka¨hler, the manifolds (Q¯,Q, g
(1,2)
Q¯
) in the image
of the local c-maps admit some additional structure. In particular:
Proposition 5. The -quaternionic-Ka¨hler manifolds (Q¯,Q, g
(1,2)
Q¯
) in the im-
age of the c-maps admit an integrable 1-complex structure J compatible with the -
quaternionic structure. This makes (Q¯, g
(1,2)
Q¯
, J) into an 1-complex manifold.
Proof: For the case 1 = 2 = −1, the proof can be found in Propositions 1 and 2
of [98]. The remaining cases will be presented in [33].
We will prove Propositions 4 and 5 for the case of pure five-dimensional supergravity
in Chapter 5.
Chapter 4
The supergravity q-maps
In this chapter we will combine the r-maps and c-maps by performing the dimensional
reduction to three dimensions of five-dimensional N = 2 supergravity coupled to vector
multiplets. In the notation of Section 3.6, the resulting map
q¯(1,2) = c¯(1,2) ◦ r¯1 ,
would take an n
(5)
V -dimensional PSR manifold to a 4(n
(5)
V + 2)-dimensional -
quaternionic-Ka¨hler manifold. This is represented in Figure 4.1.
Figure 4.1: The supergravity q-maps.
We begin this chapter in Section 4.1 with a derivation of the three-dimensional
Lagrangian obtained by dimensional reduction of the five-dimensional theory of N = 2
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supergravity coupled to vector multiplets, and note that the metric on the correspond-
ing target manifold locally separates into a product metric. In Section 4.2 we investigate
the structure of the group manifold L fibered over the PSR manifold defining the origi-
nal theory, and compare this to the solvable subgroup of isometries for a generic q-map
space. We then turn to the question of whether the time-then-space and space-then-
time reductions commute in Section 4.3, and identify a map between the corresponding
target spaces which is then used to find the ‘hidden’ symmetry generator present for
all q-map spaces. Finally, in Section 4.4, we calculate the connection and curvature
tensors on the group manifold L.
The material from this chapter will appear in a future publication [38] by the author.
4.1 The q-maps from dimensional reduction
We start with the bosonic part of the action for five-dimensional N = 2 supergravity
coupled to n vector multiplets1, which we saw in Section 3.2. The action, which we
reproduce here for convenience, is given by
S5 =
∫
d5x
[√
gˆ
(
Rˆ
2
− 3
4
gxy(φ)∂µˆφ
x∂µˆφy − 1
4
aij(h)F iµˆνˆF j|µˆνˆ
)
+
1
6
√
6
cijkε
µˆνˆρˆσˆλˆF iµˆνˆF jρˆσˆAkλˆ
]
. (4.1)
We look for field configurations (gµˆνˆ , φ
x,Aiµˆ) admitting two commuting isometries,
which we take to be along the x0 and x4 directions. We consider in parallel the cases
where x0, x4 are both space-like, and those where one of the directions is time-like.
This latter case will be important in Chapters 6 and 7 when we look for stationary
solutions of the five-dimensional equations of motion.
Combining the ansa¨tze for the five-to-four and four-to-three reductions (3.21) and
(3.27), we make the metric ansatz M5 = S
1 × S1 ×M3 with
ds2(5) = −1e2σ
(
dx0 +A0)2 − 2e2φ−σ (dx4 +B)2 + e−2φ−σds2(3), (4.2)
1Throughout this chapter we use, for convenience, n = n
(5)
V to denote the number of five-dimensional
vector multiplets.
CHAPTER 4. THE SUPERGRAVITY Q-MAPS 88
where 1,2 take the values −1 for reduction over a space-like direction and +1 for a
time-like reduction. We also introduce the variable  := −12 = (−1)t, where t is
the number of time-like directions in the three-dimensional theory. The Kaluza-Klein
vectors have components A0 = A04dx4 + A0µdxµ, and B = Bµdxµ. Note that here we
are using µ = 1, 2, 3 as a three-dimensional space(time) index.
Using the ansatz (4.2) we can perform a two-step dimensional reduction of the five-
dimensional action (4.1), following the procedure outlined in Section 3.5. In particular,
we first reduce along the x0 direction, which is space-like (resp. time-like) for 1 = −1
(resp. 1 = 1), and then further over the x
4 direction, which depends on the sign of 2.
Indeed, all of the ingredients for this reduction were already given in Section 3.5.
We simply need to plug the expressions (3.25)–(3.26) describing the four-dimensional
theory reduced from five dimensions into the expression (3.33) for the three-dimensional
Lagrangian obtained by reduction of the four-dimensional theory. Performing the re-
duction in this manner, and suitably rearranging, we find that the three-dimensional
theory takes the form of a gravity-coupled non-linear sigma model with Lagrangian
L3 = R
2
− 3
4
gxy(φ)∂φ
x∂φy +
3
4σ2
1aij(h)∂x
i∂xj − 3
4σ2
(∂σ)2 − 1
4φ2
(∂φ)2
+
1
4φ2
1
(
∂φ˜+ ζI
←→
∂ ζ˜I
)2
+
σ3
12φ
(∂ζ0)2
+
σ
4φ
2aij(h)
(
∂ζi − xi∂ζ0) (∂ζj − xj∂ζ0)
+
3
σ3φ
2
(
∂ζ˜0 + x
i∂ζ˜i +
1
2
(cxx)i∂ζ
i − 1
6
(cxxx)∂ζ0
)2
+
1
σφ
aij(h)
(
∂ζ˜i + (cx)ik∂ζ
k − 1
2
(cxx)i∂ζ
0
)
×
(
∂ζ˜j + (cx)jl∂ζ
l − 1
2
(cxx)j∂ζ
0
)
. (4.3)
The relations between the five-dimensional and three-dimensional field contents can be
determined from the formulae in Chapter 3. In particular, we saw already that
Ai0 =
61/6
2
xi, (4.4)
are the components of the five-dimensional gauge fields along the x0 direction. The
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scalars (σ, φ) appearing in (4.3) are related to the Kaluza-Klein scalars appearing in
the metric ansatz (4.2) by
e2φ 7→ φ, 61/3eσ 7→ σ. (4.5)
The Kaluza-Klein vectors can be determined from the relations
Hµ =
1
φ2
(
∂µφ˜+ ζ
I∂µζ˜I − ζ˜I∂µζI
)
, (4.6)
F0µ + ζ0Hµ = −
62
σ3φ
(
∂µζ˜0 + x
i∂µζ˜i +
1
2
(cxx)i∂µζ
i − 1
6
(cxxx)∂µζ
0
)
, (4.7)
and
A04 = −
√
2ζ0. (4.8)
Finally, the remaining components of the five-dimensional gauge fields can be deter-
mined from
F iµ + ζiHµ =
2
σφ
aij(h)
(
∂µζ˜j + (cx)jk∂µζ
k − 1
2
(cxx)j∂µζ
0
)
− 62
σ3φ
xi
(
∂µζ˜0 + x
i∂µζ˜i +
1
2
(cxx)i∂µζ
i − 1
6
(cxxx)∂µζ
0
)
, (4.9)
and
Ai4 =
61/6√
2
(ζi − xiζ0). (4.10)
The scalar manifolds obtained by SS (1 = 2 = −1), ST (1 = −2 = −1) and TS
(1 = −2 = 1) reduction are denoted, respectively, Q¯(SS), Q¯(ST ) and Q¯(TS) and are
parametrized by the 4(n
(5)
V + 2) scalar fields (φ
x, xi, σ, φ, φ˜, ζ0, ζi, ζ˜0, ζ˜i). Each of these
manifolds is equipped with a metric g
(1,2)
Q¯
given by
g
(1,2)
Q¯
=
3
4
gxy(φ)dφ
xdφy − 3
4σ2
1aij(h)dx
idxj +
1
4φ2
dφ2 +
3
4σ2
dσ2
− 1
4φ2
1
(
dφ˜+ ζIdζ˜I − ζ˜IdζI
)2 − σ3
12φ
(dζ0)2
− σ
4φ
2aij(h)
(
dζi − xidζ0) (dζj − xjdζ0)
− 3
σ3φ
2
(
dζ˜0 + x
idζ˜i +
1
2
(cxx)idζ
i − 1
6
(cxxx)dζ0
)2
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− 1
σφ
aij(h)
(
dζ˜i + (cx)ikdζ
k − 1
2
(cxx)idζ
0
)
×
(
dζ˜j + (cx)jldζ
l − 1
2
(cxx)jdζ
0
)
. (4.11)
The metric gQ¯ is positive definite for SS reduction, while it has split signature for
both ST and TS reductions, albeit with a different distribution of signs in each case.
Since it lies in the image of one of the c-maps, Proposition 4 guarantees that the
pseudo-Riemannian manifolds2 (Q¯(1,2), g
(1,2)
Q¯
) are -quaternionic-Ka¨hler. Moreover,
Proposition 5 tells us that in each case Q¯(1,2) admits an integrable 1-complex struc-
ture.
From the structure of (4.11), we see that the metric on the (para-)quaternionic-
Ka¨hler manifold in the image of the q-map can be written locally as a bundle metric [25]
gQ¯(p, a) = gH(p) + gL(p, a), (p, a) ∈ H × L,
where
gH =
3
4
gxy(φ)dφ
xdφy,
is the metric on the PSR manifold H with coordinates (φx) and gL is a family of
metrics on the manifold L which is fibred over H. We will investigate the structure
of the manifold L in the next section, where we will see that it can be identified with
the orbit of a certain solvable Lie group G appearing as the generic isometry group for
spaces in the image of the q-map.
4.2 The group manifold
We now turn our attention to a description of the manifolds L(1,2) ∼= R3n+6 × R>0 ×
R>0, which have real dimension 3n + 8 and are parametrized by the coordinates
(σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i).
2We write Q¯(SS) = Q¯(−1,−1), etc.
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We define the following co-frame (θA) on T ∗L(1,2):
ηn+2 =
1
φ
(
dφ˜+ ζIdζ˜I − ζ˜IdζI
)
, ξn+2 =
dφ
φ
,
αi =
√
3
σ
dxi, β =
√
3
σ
dσ,
η0 =
√
σ3
3φ
dζ0, ηi =
√
σ
φ
(
dζi − xidζ0) , (4.12)
ξ0 = 2
√
3
σ3φ
(
dζ˜0 + x
idζ˜i +
1
2
(cxx)idζ
i − 1
6
(cxxx)dζ0
)
,
ξi =
2√
σφ
(
dζ˜i + (cx)ijdζ
j − 1
2
(cxx)idζ
0
)
.
With respect to this basis, the metric gL can be written as
4gL = −1ηn+2 ⊗ ηn+2 + ξn+2 ⊗ ξn+2 − 1δijαi ⊗ αj + β ⊗ β (4.13)
−η0 ⊗ η0 − 2δijηi ⊗ ηj − 2ξ0 ⊗ ξ0 − δijξi ⊗ ξj ,
where we have made use of the freedom to choose a basis of hi such that aij(p) = δij at
any point p ∈ H on the PSR base space. Hence the 1-forms (4.12) form an orthonormal
basis of T ∗L(1,2) with respect to the scalar product (4.13).
The exterior derivatives of (4.12) are given by
dηn+2 = −ξ0 ∧ η0 − ξi ∧ ηi − ξn+2 ∧ ηn+2,
dξn+2 = 0,
dαi =
1√
3
αi ∧ β,
dβ = 0,
dη0 =
√
3
2
β ∧ η0 − 1
2
ξn+2 ∧ η0, (4.14)
dηi =
1
2
√
3
β ∧ ηi − 1
2
ξn+2 ∧ ηi − αi ∧ η0,
dξ0 = −
√
3
2
β ∧ ξ0 − 1
2
ξn+2 ∧ ξ0 + αi ∧ ξi,
dξi = − 1
2
√
3
β ∧ ξi − 1
2
ξn+2 ∧ ξi + 2√
3
cijkα
j ∧ ηk,
which shows that (4.12) generate a (dual) Lie algebra g∗. We can then interpret gL
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as a left-invariant pseudo-Riemannian metric on the corresponding Lie group. The
structure constants of g are determined from the relation
dθA = −cABC θB ∧ θC .
The corresponding Lie brackets amongst the left-invariant vector fields
(TA) = (Vn+2, U
n+2, Ai, B, V0, Vi, U
0, U i), (4.15)
dual to
(θA) = (ηn+2, ξn+2, α
i, β, η0, ηi, ξ0, ξi),
are then given by
[B,Ai] =
1√
3
Ai,
[
Un+2, Vn+2
]
= Vn+2,[
V0, U
0
]
= −Vn+2,
[
Vi, U
j
]
= −δji Vn+2,[
Un+2, VI
]
=
1
2
VI ,
[
Un+2, U I
]
=
1
2
U I ,
[B, V0] = −
√
3
2
V0, [B, Vi] = − 1
2
√
3
Vi,
[
B,U0
]
=
√
3
2
U0,
[
B,U i
]
=
1
2
√
3
U i,
[Ai, V0] = Vi,
[
Ai, U
j
]
= −δjiU0, [Ai, Vj ] = −
2√
3
cijkU
k. (4.16)
One can use these relations to show that the derived series (2.29) terminates, and hence
that g is a solvable Lie algebra. We will see in Section 4.2.3 that the corresponding Lie
group can be identified with a solvable subgroup of the generic isometry group of the
(para-)quaternionic-Ka¨hler manifolds in the image of the q-map.
The explicit expressions for the vector fields (TA) in a coordinate basis on L
(1,2)
are:
Vn+2 = φ∂φ˜, U
n+2 = φ∂φ, Ai =
1√
3
σ∂xi , B =
1√
3
σ∂σ,
V0 =
√
3φ
σ3
[
(∂ζ0 + ζ˜0∂φ˜) + x
i(∂ζi + ζ˜i∂φ˜)−
1
2
(cxx)i(∂ζ˜i − ζi∂φ˜) +
1
6
(cxxx)(∂ζ˜0 − ζ0∂φ˜)
]
,
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Vi =
√
φ
σ
[
(∂ζi + ζ˜i∂φ˜)− (cx)ij(∂ζ˜j − ζj∂φ˜) +
1
2
(cxx)i(∂ζ˜0 − ζ0∂φ˜)
]
,
U0 =
√
σ3φ
2
√
3
(∂ζ˜0 − ζ0∂φ˜),
U i =
√
σφ
2
[
(∂ζ˜i − ζi∂φ˜)− xi(∂ζ˜0 − ζ0∂φ˜)
]
. (4.17)
So far then we have the following picture. The three dimensional reductions provide
us with scalar manifolds locally having the form Q¯(1,2) = H × L(1,2), where in each
case L(1,2) can be identified with the group manifold L of a solvable subgroup of
the generic isometry group of spaces in the image of the q-map. For each of the
three reductions this manifold is equipped with a different left-invariant metric. In the
ordering of (4.15) the signature is
sign(gL) = (−1, 1,−11n+1, 1,−,−21n+1,−2,−1n+1). (4.18)
We now move on to study the isometry group of the -quaternionic-Ka¨hler manifold
Q¯ = c¯ ◦ r¯(H) obtained by applying the supergravity q-map to the PSR manifold H.
We’ll do this in three steps: first we look at the generic isometry group of the projective
special 1-Ka¨hler manifolds in the image of the r-maps; then the generic isometry group
of the -quaternionic-Ka¨hler manifolds in the image of the c-maps; and finally put these
together to look at the generic isometry group of spaces in the image of the q-map.
4.2.1 Isometries generated by r-maps
Recall from Section 2.1.4 that a projective special real (PSR) manifold can be thought
of as a homogeneous cubic hypersurface H ⊂ Rn+1 defined by the equation
H := cijkh
ihjhk = 1,
and comes equipped with a positive definite metric
gH = −1
3
∂2 logH
∣∣
H .
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Let
Aut(H) = {ϕ ∈ GL(n+ 1,R)|ϕ∗H = H},
be the group of automorphisms of H. Then clearly any automorphism of H preserves
the metric gH, so we have Aut(H) ⊂ Isom(H). It may in addition be possible for
the isometry group to be further enhanced by invariances which are not symmetries of
the full five-dimensional action [99]. Applying the local r-map to (H, gH) we obtain a
projective special 1-Ka¨hler manifold (N¯ , gN¯ ), where gN¯ is 1-Ka¨hler with potential
K = − log (H (Im(z))) .
Since this is invariant under automorphisms of H, we see automatically that Aut(H) ⊂
Isom(N¯)holom, where the latter is the group of 1-holomorphic isometries, i.e. automor-
phisms which preserve the 1-complex structure J .
We are interested here in the further isometries of N¯ generated by the r-map, which
constitute the ‘generic’ isometry group of any r-map space and exist independently of
the choice of cijk. These are given by
• Translations in the real parts of z,
xi → xi + w, w ∈ Rn+1,
which form an abelian subgroup, isomorphic to Rn+1, of the full isometry group
of N¯ .
• Real dilatations
zi → λzi, λ ∈ R∗,
which induce a Ka¨hler transformation on K and therefore leave the metric gN¯
invariant.
Hence, the ‘generic’ isometry group of any space in the image of the r-map is given by
the solvable group
L = R∗ nRn+1.
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The Lie algebra l of L takes the form
l = V ⊕ RH,
where V = Rn+1 is the abelian Lie algebra of dimension n + 1 on which H acts as a
derivation. The non-zero commutators are given by
[H,X] = −X, (4.19)
for any X ∈ V .
4.2.2 Isometries generated by c-maps
The -quaternionic-Ka¨hler spaces Q¯ in the image of the c-map are locally a product
Q¯ = N¯ ×Gc, where N¯ is a 2m-dimensional PS1K manifold, and Gc a solvable group,
which can be identified with an Iwasawa subgroup of the Lie group SU(m+ 1, 1) [25].
The metric on Q¯ is locally of the form
gQ¯(p, a) = gN¯ (p) + gGc(p, a), (p, a) ∈ N¯ ×Gc,
where gGc are a family of left-invariant metrics on Gc depending on a parameter p ∈ N¯ .
We look now at the description of the Lie algebra gc = iwa su(m+ 1, 1) of Gc. We
follow unpublished notes by Thomas Mohaupt. We can decompose the generators of
gc into
gc = V ⊕ RZ0 ⊕ RD,
where V = R2m+2 is the abelian Lie algebra of dimension 2m + 2, on which RZ0 acts
as a central extension. This makes V ⊕RZ0 a Heisenberg algebra [25], on which D acts
as a derivation. The non-zero commutators are given by
[X,Y ] = ω(X,Y )Z0, [D,X] =
1
2
X, [D,Z0] = Z0, (4.20)
where X ∈ V and ω is a non-degenerate symplectic form on V .
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In [25] the authors realise the Lie group Gc as a group of affine transformations of
R2m+4, where for our case m = n+ 1. Each element (λ, α, vI , v˜I) ∈ Gc = R2n+6 can be
identified with the affine transformation
φ 7→ eλφ,
ζI 7→ e 12λζI + vI , (4.21)
ζ˜I 7→ e 12λζ˜I + v˜I ,
φ˜ 7→ eλφ˜+ e 12λ
(
v˜0ζ
0 + v˜iζ
i − viζ˜i − v0ζ˜0
)
+ α.
We can therefore identify Gc with the orbit of the point (1, 0, 0, 0), which is Lc =
R>0 × R2n+5 ⊂ R2n+6. The identification is given by
Gc 3 (λ, α, vI , v˜I) 7→ (eλ, α, vI , v˜I) ∈ Lc.
We have thus identified the generic isometry group of c-map spaces. It may still be
the case that for certain choices of prepotential the duality group D(N¯) of the four-
dimensional theory, defined as the subgroup of symplectic transformations XI 7→ X˜I
which leave the prepotential invariant F˜ (X˜) = F (X˜), is enhanced by so-called “hidden”
symmetries [100]. These then descend to isometries of the special quaternionic-Ka¨hler
manifolds in the image of the c-map.
4.2.3 Isometries generated by the q-map
The automorphism group of spaces in the image of the c-map contains both the solvable
group of isometries Gc described in the previous section and the duality group D(N¯)
of the four-dimensional theory:
Aut(Q¯, gQ¯, Q) ⊃ D(N¯)nGc.
For those spaces contained also in the image of the q-map, i.e. for which Q¯ = c¯(N¯) =
c¯ ◦ r¯(H), the duality group of the four-dimensional theory contains the solvable group
L = R∗ n Rn+1, where n is the dimension of H. Hence, any q-map space has at least
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the isometry group
Aut(Q¯, gQ¯, Q) ⊃ (R∗ nRn+1)nGc.
As we did in Section 4.2.2, we now seek to elucidate the structure of the Lie group
G = L n Gc appearing as part of the isometry group for generic q-map spaces by
realising it as a group of affine transformations of R3n+8, which we parametrise by
(σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i). We do this in multiple steps, building up the full form of the
transformations by combining those descending from both the r-map and c-map.
We concentrate first on the scaling symmetry
Φ→ enΦλ+mΦµΦ, (4.22)
where the weights (mΦ, nΦ) are given by
Φ σ φ xi φ˜ ζ0 ζi ζ˜i ζ˜0
mΦ 1 0 1 0 −32 −12 12 32
nΦ 0 1 0 1
1
2
1
2
1
2
1
2
This can be considered a ‘basis’ of the two dilatations present in the q-map isometry
group: the scaling of φ coming from the c-map and that of σ from the r-map.
We next consider how the (n + 1)-dimensional group of translations xi 7→ xi + wi
coming from the r-map descend to isometries of the q-map space. We find
σ 7→ σ,
φ 7→ φ,
xi 7→ xi + wi,
ζ0 7→ ζ0,
ζi 7→ ζi + wiζ0, (4.23)
ζ˜i 7→ ζ˜i − (cw)ijζj − 1
2
(cww)i ζ
0,
ζ˜0 7→ ζ˜0 − wiζ˜i + 1
2
(cww)iζ
i +
1
6
(cwww)ζ0,
φ˜ 7→ φ˜.
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These combine with the dilatations with weights mΦ above to give the action of the
isometry group generated by the r-map that we met in Section 4.2.1.
Note that the r-map isometries act non-trivially on fields which only appear after
a second reduction. This is due to the fact that we have made field redefinitions upon
reduction in order to maintain general covariance [100].
Finally, the isometries coming from the c-map act as in (4.21), namely:
σ 7→ σ,
φ 7→ eλφ,
xi 7→ xi,
ζ0 7→ e 12λζ0 + v0,
ζi 7→ e 12λζi + vi, (4.24)
ζ˜i 7→ e 12λζ˜i + v˜i,
ζ˜0 7→ e 12λζ˜0 + v˜0,
φ˜ 7→ eλφ˜+ e 12λ
(
v˜0ζ
0 + v˜iζ
i − viζ˜i − v0ζ˜0
)
+ α.
The next step is to turn on all of the transformation parameters, those descend-
ing from both the r-map and c-map, and determine the action of the full (3n + 8)-
dimensional isometry group. We can effectively write this down by inspection by
combining (4.23) and (4.24), making sure that we include the correct scaling under
dilatations. One can indeed check that the following transformations leave the 1-forms
(4.12) invariant:
σ 7→ eµσ,
φ 7→ eλφ,
xi 7→ eµxi + wi,
ζ0 7→ e 12λ− 32µζ0 + v0,
ζi 7→ e 12λ− 12µζi + e 12λ− 32µwiζ0 + vi, (4.25)
ζ˜i 7→ e 12λ+ 12µζ˜i − e 12λ− 12µ(cw)ij ζj − 1
2
e
1
2
λ− 3
2
µ(cww)i ζ
0 + v˜i,
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ζ˜0 7→ e 12λ+ 32µζ˜0 − e 12λ+ 12µwiζ˜i + 1
2
e
1
2
λ− 1
2
µ(cww)i ζ
i
+
1
6
e
1
2
λ− 3
2
µ(cwww)ζ0 + v˜0,
φ˜ 7→ eλφ˜+ v˜0e 12λ− 32µζ0 + v˜i
(
e
1
2
λ− 1
2
µζi + e
1
2
λ− 3
2
µwiζ0
)
−vi
(
e
1
2
λ+ 1
2
µζ˜i − e 12λ− 12µ(cw)ij ζj − 1
2
e
1
2
λ− 3
2
µ(cww)i ζ
0
)
−v0
(
e
1
2
λ+ 3
2
µζ˜0 − e 12λ+ 12µwiζ˜i + 1
2
e
1
2
λ− 1
2
µ(cww)i ζ
i
+
1
6
e
1
2
λ− 3
2
µ(cwww)ζ0
)
+ α.
Looking back to the five-dimensional field content (4.4)–(4.10), we note that all fields
involve components of the 1-forms (4.12). Hence, since these 1-forms are invariant under
the action of the q-map isometries (4.25), we see that none of these transformations
alter the physical field content of the theory. The most they can do is scale various of
the field strengths by positive constants, which can be reabsorbed into the electric and
magnetic charges of the field configurations.
The transformations (4.25) give us the action of a finite group transformation with
parameters (µ, λ,wi, vI , v˜I , α) ∈ R3n+8, and allow us to identify G with the orbit of the
canonical base point (σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i) = (1, 1, 0, 0, 0, 0, 0, 0) in L = R>0 × R>0 ×
R3n+6 ⊂ R3n+8 via
G 3 (µ, λ,wi, α, v0, vi, v˜0, v˜i) 7→ (eλ, eµ, wi, α, v0, vi, v˜0, v˜i) ∈ L.
Using this, we can write down the group multiplication on R3n+8 which defines G. In
particular, we see that the composition of two group transformations
(µ, λ,wi, α, v0, vi, v˜0, v˜i) ◦ (µ′, λ′, w′i, α′, v′0, v′i, v˜′0, v˜′i),
produces the transformation (µ′′, λ′′, w′′i, α′′, v′′0, v′′i, v˜′′0 , v˜′′i ) given by
µ′′ = µ+ µ′,
λ′′ = λ+ λ′,
w′′i = eµw′i + wi,
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v′′0 = e
1
2
λ− 3
2
µv′0 + v0,
v′′i = e
1
2
λ− 1
2
µv′i + e
1
2
λ− 3
2
µwiv′0 + vi, (4.26)
v˜′′i = e
1
2
λ+ 1
2
µv˜′i − e
1
2
λ− 1
2
µ(cw)ijv
′j − 1
2
e
1
2
λ− 3
2
µ(cww)iv
′0 + v˜i,
v˜′′0 = e
1
2
λ+ 3
2
µv˜′0 − e
1
2
λ+ 1
2
µwiv˜′i +
1
2
e
1
2
λ− 1
2
µ(cww)iv
′i
+
1
6
e
1
2
λ− 3
2
µ(cwww)v′0 + v˜0,
α′′ = eλα′ + v˜0e
1
2
λ− 3
2
µv′0 + v˜i
(
e
1
2
λ− 1
2
µv′i + e
1
2
λ− 3
2
µwiv′0
)
−vi
(
e
1
2
λ+ 1
2
µv˜′i − e
1
2
λ− 1
2
µ(cw)ijv
′j − 1
2
e
1
2
λ− 3
2
µ(cww)iv
′0
)
−v0
(
e
1
2
λ+ 3
2
µv˜′0 − e
1
2
λ+ 1
2
µwiv˜′i +
1
2
e
1
2
λ− 1
2
µ(cww)iv
′i
+
1
6
e
1
2
λ− 3
2
µ(cwww)v′0
)
+ α.
Infinitesimally, the transformations (4.25) are generated by
δ = µH + λD + wiTi + v
IQI + v˜IP
I + αZ0,
where the vector fields are given by3
H = − 1√
3
[
σ∂σ + x
i∂xi −
3
2
ζ0∂ζ0 −
1
2
ζi∂ζi +
1
2
ζ˜i∂ζ˜i +
3
2
ζ˜0∂ζ˜0
]
,
D = −φ∂φ − φ˜∂φ˜ −
1
2
ζI∂ζI −
1
2
ζ˜I∂ζ˜I ,
Ti = − 1√
3
[
∂xi + ζ
0∂ζi − cijkζj∂ζ˜k − ζ˜i∂ζ˜0
]
,
Q0 =
√
3
(
∂ζ0 − ζ˜0∂φ˜
)
,
Qi = ∂ζi − ζ˜i∂φ˜,
P 0 =
1
2
√
3
(
∂ζ˜I + ζ
I∂φ˜
)
,
P i =
1
2
(
∂ζ˜i + ζ
i∂φ˜
)
,
Z0 = −∂φ˜. (4.27)
One can then show that the frame
(VA) =
(
Z0, D, Ti, H,Q0, Qi, P
0, P i
)
, (4.28)
3The factors have been chosen for later convenience.
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on TL gives rise to the same non-trivial brackets as the frame (TA) in (4.15). Hence
we can identify the two Lie algebras.
These generators can be plotted on a root diagram with respect to the Cartan basis
H1 =
√
3
2
(H +
√
3D), H2 =
1
2
(D −
√
3H),
which is shown in Figure 4.2. The solvable subgroup generated by (4.27) is represented
by root vectors ending in open diamonds.
Figure 4.2: Root system for the generic isometry group of q-map spaces. Open dia-
monds represent roots associated to the generators of the solvable subgroup of isome-
tries, while the closed diamond corresponds to the additional ‘hidden symmetry’.
On top of the 3n+8 isometries described above which describe the group manifold L,
the (para-)quaternionic-Ka¨hler spaces in the image of the q-map may admit additional
“hidden symmetries”. In general, the existence of such hidden symmetries depends
on the model chosen. However, for spaces in the image of the q-map we are always
guaranteed at least one additional hidden symmetry, independently of the choice of
cijk [100]. Since we have already exhausted the group of transformations which leave
the 1-forms (4.12) invariant, this hidden symmetry should act non-trivially on these 1-
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forms, and hence on the five-dimensional fields (4.4)–(4.10) which are built from their
components. We should then be able to use the action of this hidden symmetry on
suitable ‘seed’ solutions to ‘switch-on’ extra charges. This solution-generating technique
has already proven to be of great success in the case where the target manifold of the
three-dimensional theory is a symmetric space (see, e.g. [16] and references therein).
However, we are working here in the completely generic case, making no assumptions
about the data cijk of the original five-dimensional theory.
Although in theory the relevant hidden symmetry transformation can be deduced
from the expressions in [100], we take a more roundabout approach by first identifying a
particular transformation which can be interpreted as a Weyl reflection of the completed
root space in Figure 4.2. This will also play an important role when looking at solutions
of the five-dimensional theory in Chapter 7.
4.3 Time-space vs. Space-time reductions
In this section we restrict ourselves to the case  = 1, i.e. 1 = −2, which corresponds
to ST or TS reduction.
Consider the metric gQ¯ given in equation (4.11), and denote the two metrics ob-
tained from ST and TS reduction by g
(−1,1)
Q¯
and g
(1,−1)
Q¯
respectively. We want to
investigate the question: how can the pseudo-Riemannian manifolds (Q¯, g
(−1,1)
Q¯
) and
(Q¯, g
(1,−1)
Q¯
) be related?
Note first that one can always find an analytic continuation relating the three di-
mensional reductions [101]. In our conventions, the continuation from SS reduction to
TS reduction is given by
(φx, σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i) 7→ (φx, σ, φ, ixi, iφ˜,−iζ0, ζi,−ζ˜0, iζ˜i),
while that from SS reduction to ST reduction is
(φx, σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i) 7→ (φx, σ, φ, xi,−φ˜, iζ0, iζi, iζ˜0, iζ˜i).
These substitutions change the relative signs in (4.11) in the same way as making the
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corresponding changes in 1, 2. In the case where the scalar manifold is a symmetric
space, this can be interpreted as choosing different real forms of the underlying complex
symmetric space.
In the case of pure supergravity in five dimensions, the authors of [101] also con-
structed a map, which they called the “(t, ψ) flip”4, mapping the ST and TS re-
ductions into each other. In particular, as we will clarify in Chapter 5, pure five-
dimensional supergravity reduced to three Euclidean dimensions gives rise to scalar
manifolds which can be described as open orbits of the pseudo-Riemannian symmetric
space G2(2)/(SL2 · SL2), which is a real form of the complex-Riemannian symmetric
space GC2 /SO(4,C). In [101] the scalar manifolds obtained by ST and TS reductions
were described by equipping each with the same Riemannian metric but choosing dif-
ferent reality conditions for the complexified fields parametrising GC2 /SO(4,C). The
(t, ψ) flip of [101] then acts isometrically on the Riemannian metric, but exchanges the
reality conditions associated with the ST and TS reductions.
Note that this differs to our approach, which is to use the same real coordinates
on each of the scalar manifolds but to equip them with different pseudo-Riemannian
metrics. Generalizing to the case of an arbitrary number n of vector multiplets coupled
to five-dimensional supergravity, we therefore require that the (t, ψ) flip provide us with
a real map ϕ : R4n+8 → R4n+8 acting isometrically:
ϕ∗g(−1,1)
Q¯
= g
(1,−1)
Q¯
.
Such a map would then give us a way of exchanging the order of TS and ST reductions.
In particular, if this map is globally well-defined on Q¯ then we can identify the two
scalar manifolds obtained by ST and TS reductions and deduce that space-like and
time-like reductions commute, at least for the case at hand.
4The naming comes from the two directions parametrising the reduction torus in [101].
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4.3.1 The (t, ψ) flip
Using our notation, we generalise the argument of [101] and begin by making the
following real field redefinitions:
V = σ
1
2φ
1
2 ,
ρ2 = σ
− 3
2φ
1
2 ,
ρ1 =
1√
3
aζ0,
µi2 = bx
i,
µi1 =
b√
3
(
ζi − xiζ0) ,
νi = e
(
ζ˜i +
e
2
(cx)ij ζ
j
)
,
µ˜2 = g
(
ζ˜0 − 1
6
(cxx)i ζ
i
)
,
µ˜1 = − g
2
√
3
(
φ˜− ζ0ζ˜0 − ζiζ˜i − 2
3
(cx)ij ζ
iζj +
1
3
(cxx)i ζ
0ζi
)
,
yi = V hi, (4.29)
where a, b, e, g are arbitrary constant coefficients with a2 = 1. We take the 4n+ 8 real
scalar fields parametrising Q¯ to be (yi, ρ1, ρ2, µ
i
1, µ
i
2, νi, µ˜1, µ˜2). The reason for introduc-
ing the variables (4.29) is that they turn out to have extremely simple transformation
properties under the interchange of ST and TS reductions, as we will now clarify.
In terms of the new variables (V, ρ2) the metric ansatz (4.2) for the case of ST or
TS reductions (2 = −1) becomes
ds2(5) = 6
− 1
6V
[
−1 1√
6 ρ2
(dx0 +A0)2 + 1
√
6 ρ2(dx
4 +B)2
]
+
1
V 2
ds2(3), (4.30)
Hence we see that V acts as a volume modulus for the direct 5 → 3 reduction over a
(split-signature) torus, and therefore should be unaffected by which toroidal direction
we first reduce over.
Let us focus on the two-dimensional (world-volume) part of the metric (4.30):
ds2int = −1
1√
6 ρ2
(dx0 +A0)2 + 1
√
6 ρ2(dx
4 +B)2. (4.31)
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From (4.8) and (4.29) we can write
A0 = −
√
2 ζ0 dx4 +A0µdxµ = −a
√
6 ρ1 dx
4 +A0µdxµ,
so that the ‘diagonal’ part of (4.31) becomes
ds2int ⊃ −1
[
1√
6 ρ2
(dx0)2 +
√
6
(
ρ21 − ρ22
ρ2
)
(dx4)2
]
.
This hints that the transformation
ρ2 → −ρ2
ρ21 − ρ22
, ρ1 → −ρ1
ρ21 − ρ22
, (4.32)
would do the job (at least up to some factor) of flipping the sign 1 → −1 in the
diagonal part of the world-volume metric.
To further justify this, we rewrite the metric (4.11) on the para-quaternionic-Ka¨hler
manifold in terms of the variables (4.29). Defining
gˆij(y) =
3
4V 2
aij(h),
we have
gQ¯ = gˆij(y)dy
idyj − V ρ2
b2
1gˆij(y)dµ
i
2dµ
j
2 −
1
4ρ22
dρ21 +
1
4ρ22
dρ22
− 1
4V 3ρ2
1
(
1
j
dµ˜1 − a
j
ρ1dµ˜2 +
2
√
3
be
µi1dνi +
2
√
3a
be
ρ1µ
i
2dνi
+
1
b3
(cµ1µ2)idµ
i
1 −
1
b3
(cµ1µ1)idµ
i
2 −
a
b3
ρ1(cµ1µ2)idµ
i
2 +
a
b3
ρ1(cµ2µ2)idµ
i
1
)2
+
V
b2ρ2
1gˆij(y)
(
dµi1 + aρ1dµ
i
2
) (
dµj1 + aρ1dµ
j
2
)
+
ρ2
V 3
1
(
− 1
2j
dµ˜2 +
√
3
be
µi2dνi +
1
2b3
(cµ2µ2)idµ
i
1 −
1
2b3
(cµ1µ2)idµ
i
2
)2
− 3
4V 4
gˆij(y)
(
1
e
dνi +
√
3
2b2
(cµ2)ikdµ
k
1 −
√
3
2b2
(cµ1)ikdµ
k
2
)
×
(
1
e
dνj +
√
3
2b2
(cµ2)jl dµ
l
1 −
√
3
2b2
(cµ1)jl dµ
l
2
)
. (4.33)
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We see that there is a two-dimensional subspace spanned by (ρ1, ρ2) with metric
g2 =
dρ21 − dρ22
4ρ22
,
which is just the metric on the two-dimensional para-Ka¨hler symmetric space
SO(2, 1)/SO(1, 1). Clearly the transformation (4.32) acts isometrically on g2, as we
can see by writing everything in terms of the para-complex variable ρ = ρ1 + eρ2.
The remaining terms in (4.33) are slightly more complicated to deal with. However,
after some calculation, one can show that the transformations
V 7→ V, νi 7→ νi, yi 7→ yi,
(µi1, µ
i
2) 7→ (µi2,−µi1),
(µ˜1, µ˜2) 7→ (−µ˜2, µ˜1),
ρ2 → −ρ2
ρ21 − ρ22
, ρ1 → −ρ1
ρ21 − ρ22
, (4.34)
have the effect of flipping 1 → −1 in (4.33). Hence, the transformation (4.34) has
precisely the effect of taking us from the manifold (Q¯, g
(−1,1)
Q¯
) to (Q¯, g
(1,−1)
Q¯
), i.e. it
interchanges the ST and TS reductions.
We note from the form of (4.34), however, that the transformation is singular along
the loci ρ1 = ±ρ2. This implies that we still have no global isometry relating the
manifolds obtained from time-space and space-time reduction.
In the next chapter we will investigate in more detail the global structure of the
scalar manifolds obtained by dimensional reduction in the simplest case of pure five-
dimensional supergravity. The general case will be treated in a future publication by
the author [38].
4.3.2 The hidden symmetry
We now move on to use the (t, ψ) flip to generate the additional ‘hidden’ symmetry of
the para-quaternionic-Ka¨hler manifolds in the image of the q-map.
First, we write the generators (4.27) of the solvable Lie algebra g in terms of the
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variables (4.29):
H = − 1√
3
[
1
2
V ∂V − 3
2
ρ1∂ρ1 −
3
2
ρ2∂ρ2 −
1
2
µi1∂µi1
+ µi2∂µi2
+
1
2
νi∂νi +
3
2
µ˜2∂µ˜2
]
,
D = −1
2
V ∂V − 1
2
ρ1∂ρ1 −
1
2
ρ2∂ρ2 −
1
2
µi1∂µi1
− 1
2
νi∂νi − µ˜2∂µ˜2 − µ˜1∂µ˜1 ,
Ti = − 1√
3
[
b∂µi2
−
√
3e
2b
(cµ1)ij∂νj −
(
g
e
νi − g
2
√
3b2
(cµ1µ2)i
)
∂µ˜2
− g
2
√
3b2
(cµ1µ1)i∂µ˜1
]
,
Q0 = a∂ρ1 − µi2∂µi1 + µ˜2∂µ˜1 ,
Qi =
b√
3
∂µi1
+
e
2b
(cµ2)ij∂νj −
g
6b2
(cµ2µ2)i∂µ˜2 +
(
g√
3e
νi +
g
6b2
(cµ1µ2)i
)
∂µ˜1 ,
P 0 =
g
2
√
3
∂µ˜2 ,
P i =
e
2
∂νi ,
Z0 =
g
2
√
3
∂µ˜1 . (4.35)
The action of the (t, ψ) flip (4.34) then leaves P i invariant, while exchanging
P 0 ↔ Z0, Ti ↔ Qi.
The remaining root, Q0, however, is mapped to
Qˆ0 = a(ρ
2
1 + ρ
2
2) ∂ρ1 + 2aρ1ρ2 ∂ρ2 + µ
i
1∂µi2
− µ˜1∂µ˜2 , (4.36)
which completes the root diagram in Figure 4.2 describing the symmetries of a generic
q-map space. Hence we see that the (t, ψ) flip acts as a Weyl reflection of the root
space in Figure 4.2 in the hypersurface orthogonal to P i.
One can show that the generators
Y0 =
1
2
(D −
√
3H), Y+ = Q0, Y− = Qˆ0,
generate an sl(2) subalgebra [Y−, Y+] = 2Y0, [Y0, Y±] = ±Y± of the full isometry group.
We will comment on some possible applications of this in Chapter 8.
The finite form of the transformation generated by Qˆ0 is given by its action on the
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fields (4.29) by
µi2 7→ µi2 + vˆ0µi1,
µ˜2 7→ µ˜2 − vˆ0µ˜1,
ρ 7→ ρ
1− avˆ0ρ, (4.37)
where ρ = ρ1 + eρ2. One can show explicitly that this provides an isometry of the
metric (4.33). Again, this is a fairly lengthy but straightforward calculation, so we
omit the details.
4.4 Geometrical data on G
In this section we calculate some useful geometric data (connection, curvature) on the
group manifold L. We use this to determine the conditions necessary on the PSR
manifold for which L is a locally symmetric space.
We first want to calculate the Levi-Civita connection on L ∼= G, which we equip
with the left-invariant metric gL given by (4.13). The associated scalar product on g is
denoted 〈·, ·〉 and is defined by the Gram matrix
G = diag(−1, 1,−11n+1, 1,−,−21n+1,−2,−1n+1). (4.38)
That is, we consider the Lie algebra g with the basis (TA) of (4.15) and structure
constants (4.16), and equip it with a pseudo-Euclidean scalar product 〈·, ·〉 defined by
(4.38).
The Levi-Civita connection can be calculated from this data using the Koszul for-
mula (2.7). In this manner we find
DUn+2 = 0,
DVn+2 = −Un+2 ∧ Vn+2 −
1
2
U0 ∧ V0 − 1
2
U i ∧ Vi,
DB = 0,
DAi = −
1√
3
B ∧Ai − 1
2
V0 ∧ Vi − 1
2
δijU
0 ∧ U j
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− 1√
3
2cij
kU j ∧ Vk,
DV0 =
1
2
V0 ∧ Un+2 + 1
2
2U
0 ∧ Vn+2 −
√
3
2
V0 ∧B
−1
2
1δ
ijVi ∧Aj ,
DVi =
1
2
Vi ∧ Un+2 + 1
2
δijU
j ∧ Vn+2 − 1
2
√
3
Vi ∧B
+
1
2
V0 ∧Ai + 1√
3
1cij
kU j ∧Ak,
DU0 =
1
2
U0 ∧ Un+2 − 1
2
V0 ∧ Vn+2 +
√
3
2
U0 ∧B
−1
2
U i ∧Ai,
DU i =
1
2
U i ∧ Un+2 − 1
2
2δ
ijVj ∧ Vn+2 + 1
2
√
3
U i ∧B
+
1
2
1δ
ijU0 ∧Aj − 1√
3
cijkVj ∧Ak, (4.39)
where all indices on the cijk are raised and lowered with δij , e.g. cij
k = cijlδ
lk. Here
we use the identification of bi-vectors with skew-symmetric endomorphisms
(X ∧ Y )(Z) = X〈Y,Z〉 − 〈X,Z〉Y , X, Y, Z,∈ g . (4.40)
We next proceed to compute the curvature of the connection D, using the formula
R(X,Y ) = [DX , DY ]−D[X,Y ] ,
for vector fields X,Y ∈ g. In this way R(X,Y ) is considered as a skew-symmetric
endomorphism of g, given by
R(Un+2, Vn+2) = −DVn+2 , R(Un+2, B) = R(Un+2, Ai) = 0,
R(Un+2, V0) = −1
2
DV0 , R(U
n+2, Vi) = −1
2
DVi , R(U
n+2, U0) = −1
2
DU0 ,
R(Un+2, U i) = −1
2
DU i ,
R(Vn+2, B) = R(Vn+2, Ai) = 0, R(Vn+2, V0) =
1
2
DU0 ,
R(Vn+2, Vi) =
1
2
2δijDUj , R(Vn+2, U
0) = −1
2
2DV0 ,
R(Vn+2, U
i) = −1
2
δijDVj ,
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R(B,Ai) = − 1√
3
DAi , R(B, V0) =
√
3
2
DV0 , R(B, Vi) =
1
2
√
3
DVi ,
R(B,U0) = −
√
3
2
DU0 , R(B,U
i) = − 1
2
√
3
DU i ,
R(Ai, V0) = −1
2
DVi ,
R(Ai, Vj) =
1
2
1δijDV0 +
1√
3
cijkDUk + Fij
lmVl ∧Am,
R(Ai, U
0) = −1
2
1δijDUj ,
R(Ai, U
j) =
1
2
δjiDU0 −
1√
3
1ci
jkDVk + Fil
jmU l ∧Am,
R(V0, Vi) = −1
2
DAi , R(V0, U
0) =
1
2
DVn+2 , R(V0, U
i) = 0,
R(Vi, U
0) = 0, R(Vi, U
j) =
1
2
δjiDVn+2 +
1√
3
2ci
jkDAk + Fil
jmU l ∧ Vm,
R(U0, U i) = −1
2
δijDAj , (4.41)
where the constant model-dependent quantity Fij
kl is given by
Fij
lm ≡ 1
3
(
cijkc
klm + cik
lcj
km
)
− 1
4
(
δijδ
lm + δliδ
m
j
)
− 1
6
δljδ
m
i . (4.42)
Using (4.39) and (4.41), one can show that DR = 0, i.e. L is locally symmetric, iff the
Fij
kl vanish identically. This clearly holds for n = 0, c111 = 1, which corresponds to
the case of pure five-dimensional supergravity. It is a subject for future work to classify
the possible cijk for which DR = 0.
Chapter 5
Time-like reductions of pure
supergravity
In Chapter 4 we wrote down the five-dimensional Lagrangian (4.1) describing N = 2
supergravity coupled n
(5)
V vector multiplets, as well as its dimensional reduction (4.3)
to three (Euclidean or Minkowski) dimensions. We also motivated the question of
whether the two target spaces obtained by space-then-time (ST) and time-then-space
(TS) reduction are “the same” in any sense. The aim of this section is to concentrate
on the case where the five-dimensional theory is restricted to be pure five-dimensional
supergravity. This theory has been well studied in the context of generating five-
dimensional solutions in [101–105].
We begin in Section 5.1 with a description of five-dimensional pure supergravity
and its reduction to three dimensions. In Section 5.2 we turn to a mathematical de-
scription of the scalar manifolds of the three-dimensional theory, which in each case can
be identified with a certain solvable group manifold contained within the symmetric
space GC2 /SO(4,C), and follow this up in Section 5.3 with a description of the auto-
morphism group of this solvable Lie group. Then, in Section 5.4, we use this formalism
to determine how the scalar manifolds obtained by ST and TS reduction fit into the
symmetric space G2(2)/(SL2 ·SL2), which is the main result of this chapter. Finally, in
Section 5.5 we describe the geometric structures on the solvable subgroup, and prove
that the scalar manifolds obtained by dimensional reduction of pure supergravity are
111
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-quaternionic-Ka¨hler, and admit integrable 1-complex structures.
This chapter is based on the paper [37] by the author.
5.1 Dimensional reduction of pure five-dimensional super-
gravity
We start with the bosonic action for pure five-dimensional supergravity. This can be
obtained from (4.1) by considering the case with no five-dimensional vector multiplets
(n
(5)
V = 0) and Hesse potential H = (h
0)3. The action then becomes
S =
∫
d5x
[√
gˆ
(
Rˆ
2
− 1
4
FµˆνˆF µˆνˆ
)
+
1
6
√
6
εµˆνˆρˆσˆλˆFµˆνˆFρˆσˆAλˆ
]
, (5.1)
which is simply the Einstein-Maxwell action supplemented by a Chern-Simons term.
Performing the dimensional reduction as in Section 3.5.2, we obtain the three-
dimensional Lagrangian
L3 = R
2
+
3
4σ2
1(∂x)
2 − 3
4σ2
(∂σ)2 − 1
4φ2
(∂φ)2 +
1
4φ2
1
(
∂φ˜+ ζI
←→
∂ ζ˜I
)2
+
σ3
12φ
(∂ζ0)2 +
σ
4φ
2
(
∂ζ1 − x∂ζ0)2
+
3
σ3φ
2
(
∂ζ˜0 + x∂ζ˜1 +
1
2
x2∂ζ1 − 1
6
x3∂ζ0
)2
+
1
σφ

(
∂ζ˜1 + x∂ζ
1 − 1
2
x2∂ζ0
)2
, (5.2)
where I = 0, 1. The relations between the five- and three-dimensional field contents
can be read off from the corresponding expressions (4.4)–(4.10) in Chapter 4.
For this chapter the scalar manifolds obtained by SS (1 = 2 = −1), ST (1 =
−2 = −1) and TS (1 = −2 = 1) reduction are denoted, respectively, M (SS), M (ST )
and M (TS), and are parametrized by the eight scalar fields (x, σ, φ, φ˜, ζ0, ζ1, ζ˜0, ζ˜1).
Comparing with the analysis in Chapter 4 we see that, since n
(5)
V = 0, the PSR man-
ifold appearing as the target space of the five-dimensional theory is zero-dimensional.
Hence, the eight-dimensional target manifold of the three-dimensional theory can be
identified with the group fiber of the q-map spaces that we met previously. We can
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therefore use the formulae of Section 4.2, after putting n
(5)
V = 0 and H(h) = (h
0)3, to
describe the target manifold of the theory with Lagrangian (5.2). In Section 5.5 this will
provide us with a direct proof that the target manifold of the three-dimensional theory
is -quaternionic-Ka¨hler and equipped with a pair of integrable 1-complex structures.
Although many of the following expressions could be read directly from those in
Chapter 4 we reproduce them here for convenience. We first introduce the basis of
1-forms
η2 =
1
φ
(
dφ˜+ ζIdζ˜I − ζ˜IdζI
)
, ξ2 =
dφ
φ
,
α =
√
3
σ
dx, β =
√
3
σ
dσ,
η0 =
√
σ3
3φ
dζ0, η1 =
√
σ
φ
(
dζ1 − xdζ0) , (5.3)
ξ0 = 2
√
3
σ3φ
(
dζ˜0 + xdζ˜1 +
1
2
x2dζ1 − 1
6
x3dζ0
)
,
ξ1 =
2√
σφ
(
dζ˜1 + xdζ
1 − 1
2
x2dζ0
)
,
which we also denote
(θa) = (η2, ξ2, α, β, η
0, η1, ξ0, ξ1) . (5.4)
In terms of (5.3) the metric g(1,2) on the scalar manifold1 M (1,2) can be written as
4g(1,2) = −1η2⊗η2 +ξ2⊗ξ2−1α⊗α+β⊗β−η0⊗η0−2η1⊗η1−2ξ0⊗ξ0−ξ1⊗ξ1.
(5.5)
The exterior derivatives dθa are given by
dη2 = −ξ0 ∧ η0 − ξ1 ∧ η1 − ξ2 ∧ η2,
dξ2 = 0,
dα =
1√
3
α ∧ β,
dβ = 0,
dη0 =
√
3
2
β ∧ η0 − 1
2
ξ2 ∧ η0, (5.6)
1We write M (SS) = M (−1,−1), etc.
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dη1 =
1
2
√
3
β ∧ η1 − 1
2
ξ2 ∧ η1 − α ∧ η0,
dξ0 = −
√
3
2
β ∧ ξ0 − 1
2
ξ2 ∧ ξ0 + α ∧ ξ1,
dξ1 = − 1
2
√
3
β ∧ ξ1 − 1
2
ξ2 ∧ ξ1 + 2√
3
α ∧ η1,
which shows that they form a Lie algebra with structure constants given by the relation
dθa = −cabcθb ∧ θc, on which g(1,2) is a left-invariant metric.
Denoting the basis of vector fields dual to (θa) by
(Ta) = (V2, U
2, A,B, V0, V1, U
0, U1), (5.7)
we find equivalently
[B,A] =
1√
3
A,
[
U2, V2
]
= V2,[
V0, U
0
]
= −V2,
[
V1, U
1
]
= −V2,[
U2, VI
]
=
1
2
VI for I = 0, 1,
[
U2, U I
]
=
1
2
U I for I = 0, 1,
[B, V0] = −
√
3
2
V0, [B, V1] = − 1
2
√
3
V1,
[
B,U0
]
=
√
3
2
U0,[
B,U1
]
=
1
2
√
3
U1,
[A, V0] = V1,
[
A,U1
]
= −U0, [A, V1] = − 2√
3
U1. (5.8)
This Lie algebra is seen to be solvable. Indeed, we will see below that it is an Iwasawa
subalgebra of the Lie algebra of G2(2).
The explicit expressions for the vector fields (Ta) in a coordinate basis on M
(1,2)
are
V2 = φ∂φ˜, U
2 = φ∂φ, A =
1√
3
σ∂x, B =
1√
3
σ∂σ,
V0 =
√
3φ
σ3
[
(∂ζ0 + ζ˜0∂φ˜) + x(∂ζ1 + ζ˜1∂φ˜)−
1
2
x2(∂ζ˜1 − ζ1∂φ˜) +
1
6
x3(∂ζ˜0 − ζ0∂φ˜)
]
,
V1 =
√
φ
σ
[
(∂ζ1 + ζ˜1∂φ˜)− x(∂ζ˜1 − ζ1∂φ˜) +
1
2
x2(∂ζ˜0 − ζ0∂φ˜)
]
,
U0 =
1
2
√
3
√
σ3φ(∂ζ˜0 − ζ0∂φ˜),
CHAPTER 5. TIME-LIKE REDUCTIONS OF PURE SUPERGRAVITY 115
U1 =
1
2
√
σφ
[
(∂ζ˜1 − ζ1∂φ˜)− x(∂ζ˜0 − ζ0∂φ˜)
]
. (5.9)
The curvature calculations (4.41) for the q-map group manifold adapted to the case
at hand tell us that DR = 0, so that the target manifolds M (1,2) are locally symmetric.
In the case of SS reduction, the target manifold can be identified with the Rie-
mannian symmetric space G2(2)/SO(4) [36,102], which is quaternionic-Ka¨hler. On the
other hand, dimensional reduction of pure five-dimensional supergravity over one time-
like and one space-like direction gives rise to a scalar target space locally isometric to
the pseudo-Riemannian symmetric space (see [104] and references therein)
S =
G2(2)
SL2 · SL2 , (5.10)
which is para-quaternionic-Ka¨hler [77].
In [105] it was shown that the spaces obtained from ST and TS reduction are locally
isometric by relating them to a standard parametrization of the space (5.10). Geomet-
rically, however, we have seen that the target spaces MST and MTS are distinguished
by the integrability properties of the left-invariant almost 1-complex structures within
the para-quaternionic structure. This hints that the local isometry of [105] does not
capture the full description of these manifolds.
In particular, we will show in this chapter that the spaces MST and MTS can be
realised as open orbits of the Iwasawa subgroup L of G2(2) acting on S. While these
orbits are locally isometric, they are not related by an automorphism of L.
Before moving on to a description of G2(2), we note that both of the symmetric
spaces G2(2)/SO(4) and G2(2)/(SL2 · SL2) are different real forms of
GC2(2)
SO(4)C
.
In [101] this was used to relate all three scalar manifolds obtained by dimensional
reduction to each other via suitable analytic continuations, as we discussed in Chapter
4.
CHAPTER 5. TIME-LIKE REDUCTIONS OF PURE SUPERGRAVITY 116
5.2 Aspects of G2(2) and its subgroups
Throughout this section we write G = G2(2) for the simply connected noncompact form
of the Lie group of type G2.
5.2.1 Description of the Lie algebra of G2(2)
We now seek to describe the Lie algebra g of the Lie group G. We follow Ch. 5, Section
1.2 of [106].
The Lie algebra g admits a Z3-grading
g = V + sl(V ) + V ∗,
where the subspaces have degree (1, 0,−1) ∈ Z3 respectively under the grading, and
V = R3. Note that sl(V ) = sl(3,R). The Lie brackets are given by
[A, x] = Ax, [A, ξ] = −AT ξ,
[x, y] = −2x× y,
[ξ, η] = 2ξ × η,
[x, ξ] = 3x⊗ ξ − ξ(x)Id ∈ sl(V ) ⊂ gl(V ) ∼= V ⊗ V ∗, (5.11)
for all x, y ∈ V , ξ, η ∈ V ∗ and A ∈ sl(V ). The cross products are defined by
x× y = det(x, y, ·) ∈ V ∗, ξ × η = det−1(ξ, η, ·) ∈ V ∗∗ = V,
where det−1 ∈ ∧3V is the inverse of det ∈ ∧3V ∗. We shall denote by (ei) = (e1, e2, e3)
the standard basis of V , by (ei) its dual basis and by eji the endomorphism ei ⊗ ej of
V . Then, e.g. e1 × e2 = e3.
The Cartan subalgebra a ⊂ g consisting of all diagonal matrices in sl(V ) is given
by
a =
{∑
i
λie
i
i
∣∣∣ ∑
i
λi = 0
}
.
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5.2.2 The solvable Iwasawa subgroup L ⊂ G
Choose a basis
H1 = e
1
1 − e33, H2 = e11 − 2e22 + e33,
of the Cartan subalgebra a ⊂ g. Then, following Section 2.4.3 we can construct a
maximal nilpotent subalgebra n ⊂ g
n = span{e1, e2, e3, e21, e31, e32} ⊂ g,
as the sum of the positive root spaces of a. We then define l = a⊕ n ⊂ g, which is the2
solvable Lie algebra (Iwasawa subalgebra) appearing in the Iwasawa decomposition of
g, as described in Section 2.4.4.
Define a basis (V1, . . . ,V8) of l by
V1 = −3e31, V2 =
1
2
(e11 − e33), V3 =
1√
3
e2, V4 = 1
2
√
3
(e11 − 2e22 + e33),
V5 =
√
3e32, V6 = e3, V7 := −
√
3e21, V8 := −e1. (5.12)
Using the relations (5.11) we can show that the Iwasawa subalgebra l ⊂ g with this
basis has precisely the same nontrivial brackets (5.8) as the basis (Ta) of the Lie algebra
obtained from each of the three dimensional reductions.
We have seen so far then that the three reductions of pure five-dimensional super-
gravity (SS, ST and TS) provide us with scalar manifolds M (SS), M (ST ) and M (TS)
which can all be identified with the group manifold L of an Iwasawa subgroup of G2(2),
parametrized by (x, σ, φ, φ˜, ζ0, ζ1, ζ˜0, ζ˜1). For each of these reductions the scalar mani-
fold is equipped with a different left-invariant metric g(1,2) with signature
sign(g) = (−1,+,−1,+,−,−2,−2,−) . (5.13)
Hence, for SS reduction the metric is positive definite, while for ST and TS reductions
we obtain split-signature metrics, albeit with a different distribution of signs.
In the case of the Riemannian symmetric space G/SO4, we know that SO4 is a max-
2Recall that any two Iwasawa subalgebras of g are related to each other by conjugation.
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imally compact subgroup of G, and so the Iwasawa decomposition is exact (Theorem
6.46 of [79]). In particular, this means that the Iwasawa subgroup L acts transitively
on the symmetric space G/SO4. Hence, we can identify globally the Riemannian man-
ifold (M (SS), g(SS)) obtained from SS reduction with the Riemannian symmetric space
G/SO4, or alternatively with the L-orbit L · o of the canonical base point o ∈ G/SO4.
For the split-signature case, we need to study the pseudo-Riemannian real form
G/(SL2 · SL2), which we turn to next.
5.2.3 The symmetric space S = G2(2)/(SL2 · SL2)
In order to describe the pseudo-Riemannian symmetric space appearing in the ST
and TS reductions of five-dimensional supergravity, we introduce the Z2-grading g =
gev + godd of the Lie algebra g with
gev = a + span{e3, e3, e21, e12} ∼= sl2 ⊕ sl2,
godd = span{e1, e2, e1, e2, e31, e32, e13, e23}.
That this is indeed a Z2-grading of g can be seen simply by using the Lie brackets
(5.11). The two sl2 factors are generated by the sl2-triples
(h(1) = [e21, e
1
2] = e
1
1 − e22, e(1) = e21, f (1) = e12),
and
(h(2) = [e3, e
3] = −e11 − e22 + 2e33, e(2) = e3, f (2) = e3).
That is,
[
h(a), e(a)
]
= 2e(a),
[
h(a), f (a)
]
= −2f (a),
[
e(a), f (a)
]
= h(a),
and
[
X(1), X(2)
]
= 0, for any X(a) ∈ sl(a)2 .
The corresponding pseudo-Riemannian symmetric space S = G/Gev is
S =
G2(2)
SL2 · SL2 .
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Proposition 6. The symmetric space S admits a G-invariant para-quaternionic-
Ka¨hler structure (g,Q), where the metric g is induced by a multiple of the Killing form.
Hence (S, g,Q) is a para-quaternionic-Ka¨hler manifold.
Proof: The proof is given as Proposition 1 of [37].
We saw earlier that the standard Iwasawa subgroup L ⊂ G acts transitively on the
Riemannian symmetric space G/SO4. However, the orbit L · o of the canonical base
point o ∈ S if not even open (in the topological sense). To see this we note that, given
a subgroup U ⊂ G, the orbit U · o ⊂ S = G/Gev of the canonical base point o ∈ S
is open iff gev + Lie(U) = g, i.e. dim(U) = dim(G/Gev). For an Iwasawa subalgebra
l′ ⊂ g, this is the case iff gev ∩ l′ = 0.
Clearly, for the Iwasawa subalgebra l in Section 5.2.2, we see l∩ gev 6= 0, and so the
orbit L · o ⊂ S is not open. This means that we cannot globally describe the pseudo-
Riemannian symmetric space S simply by picking some representative in the standard
Iwasawa subgroup L ⊂ G, as was the case for the Riemannian symmetric space G/SO4.
This is related to the failure of the Iwasawa decomposition to provide a global covering
of G/H for H non-compact. However, it is still possible to find a decomposition of
the form HL for an open subset U ⊂ G, thus providing a local parametrization of the
symmetric space G/H. In this case, the orbit L · o of the canonical base point will be
open.
This failure of the Iwasawa decomposition has important consequences for station-
ary supergravity solutions, which in many applications can be described by cosets G/H
for H non-compact [35]. In [107] it was shown that solutions with regular event hori-
zons correspond to complete geodesics contained within an open orbit of the Iwasawa
subgroup, whereas those not contained in a single orbit lift to singular spacetimes.
In [108] it was argued that elements of G for which the Iwasawa decomposition fails
to hold correspond to the so-called ‘active duality transformations’ mapping BPS to
non-BPS solutions.
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5.2.4 Open orbits in the symmetric space
The Iwasawa decomposition is not unique. In fact, given some Iwasawa subgroup
L ⊂ G, we can find a conjugate Iwasawa subgroup L′ = Ca(L) := aLa−1 for a ∈ G
with the same Lie algebra3. In the case where L′ acts with open orbit in S, we obtain a
left-invariant locally symmetric para-quaternionic-Ka¨hler structure on L′ ∼= L induced
from the symmetric para-quaternionic-Ka¨hler structure on S.
Our strategy in this section is to look for conjugate Iwasawa subgroups L′ = Ca(L)
such that the orbit M1 = L
′ · o is open in S, and then show that M1 is isometrically
covered by one of the scalar manifolds M (ST ) or M (TS). We do this at the level of the
algebra: we seek a ∈ G such that the conjugate Iwasawa subalgebra l′ = Ada(l) ⊂ g is
transversal to gev.
To proceed, we first pick some element a = exp(ξ) ∈ G, where ξ ∈ g, and calculate
X ′ = AdaX = ead ξX for each X ∈ l. One could then compare a generic element of
l′ with a generic element of gev to see whether there exist any non-trivial members of
their intersection. However, we already know that godd ∩ gev = 0. Hence, if we can find
some vector space isomorphism ϕ : l → godd, then l′ ∼= godd will be transversal to gev.
To construct such a map, let us denote by pi : g → godd the projection along gev, and
by ϕ : l→ godd the map
X 7→ pi(X ′).
If the vectors ϕ(Vb) are linearly independent, then ϕ is a vector space isomorphism.
From the isomorphism ϕ : l → godd we compute the left-invariant metric g1 on
L ∼= L′ from the scalar product 〈·, ·〉1 = ϕ∗〈·, ·〉B on l, where 〈·, ·〉B is the scalar product
on godd obtained by restricting
1
8B to godd. Here B is the usual Killing form on g, as
defined in (2.31). It may still be the case that g1 in the basis (Va) does not correspond to
either g(ST ) or g(TS), which are both diagonal with respect to this basis. However, the
metrics could still be equivalent if they are related by the action of some automorphism
of L (up to a positive scale factor). This will lead us in the next section to analyse the
automorphism group of L, or equivalently of l (since L is connected).
3That is, l = Lie(L) and l′ = Lie(L′) have the same non-trivial brackets.
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In what follows we use the basis of g given by
b1 = e
1
1 − e22, b2 = e22 − e33, b3 = e21, b4 = e31, b5 = e32, b6 = e12, b7 = e13,
b8 = e
2
3 , b9 = e1 , b10 = e2 , b11 = e3 , b12 = e
1 , b13 = e
2 , b14 = e
3. (5.14)
In this notation, l = span{b1, b2, b3, b4, b5, b9, b13, b14}, while godd we take to have the
basis (f1, . . . , f8) := (b9, b10, b12, b13, b4, b5, b7, b8).
For future use, we note that the non-trivial scalar products 〈·, ·〉B between elements
of godd are given by
〈f1, f3〉B = 〈f2, f4〉B = 3, 〈f6, f8〉B = 〈f5, f7〉B = 1, (5.15)
from which we can read off the corresponding Gram matrix representing 〈·, ·〉B :
G =

0 0 3 0 0 0 0 0
0 0 0 3 0 0 0 0
3 0 0 0 0 0 0 0
0 3 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0

. (5.16)
5.3 Automorphisms of the solvable algebra
In anticipation of what is to come, we now turn our attention to the automorphism
group of the solvable Lie group L. Since L is connected, we have Aut(L) = Aut(l),
and so we concentrate on finding automorphisms at the level of the Lie algebra l.
Recall that l has non-trivial brackets (5.8) with respect to the basis (Ta) defined in
(5.7). Automorphisms of l are characterized by the existence of an invertible linear
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map Λ : l→ l satisfying
[Λ(X),Λ(Y )] = Λ [X,Y ] ∀X,Y ∈ l.
In fact, it will be convenient to use the dual formulation of the Lie algebra l defined
by the dual basis (θa) of l∗ given in (5.4), which has exterior algebra (5.6). The
important point is that a map Λ : l → l is an automorphism of l iff the dual map
Λ∗ : l∗ → l∗ satisfies
dΛ∗θ = Λ∗dθ ∀ θ ∈ l∗.
For practical purposes, then, we want to look for all invertible linear maps Λ∗ satisfying
d(Λ∗θ)a = −cabc (Λ∗θ)b ∧ (Λ∗θ)c ∀ a = 1, . . . , 8, (5.17)
where cabc are the structure constants of the algebra l.
We find that the most general automorphism of l depends on eight real parameters
(a, . . . , h), and is given by its action on the basis of l∗ via
Λ∗(ξ2) = ξ2,
Λ∗(β) = β,
Λ∗(α) = bα+ cβ,
Λ∗(η0) = dξ2 −
√
3dβ + eη0,
Λ∗(η1) = fξ2 + 2bdα+
(
2cd− 1√
3
f
)
β −
√
3ceη0
+ beη1,
Λ∗(ξ1) = hξ2 − 4√
3
bfα+
(
1√
3
h− 4√
3
cf
)
β −
√
3c2eη0
+ 2bceη1 + b2eξ1,
Λ∗(ξ0) = gξ2 − 2bhα+
(√
3g − 2ch
)
β − c3eη0
+
√
3bc2eη1 + b3eξ0 +
√
3b2ceξ1,
Λ∗(η2) = b3e2η2 + aξ2 −
(
4bdh+
4√
3
bf2
)
α
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+
(
2
√
3dg − 4cdh+ 2√
3
fh− 4√
3
cf2
)
β
+
(
2
√
3ceh− 2
√
3c2ef − 2c3de− 2eg
)
η0
+
(
2
√
3bc2de+ 4bcef − 2beh
)
η1
+ 2b3deξ0 +
(
2
√
3b2cde+ 2b2ef
)
ξ1.
The details of the proof that this gives the general form of automorphisms of l∗ is fairly
straightforward, and we refer the reader to Theorem 1 of [37]. We can now read off the
matrix M representing Λ∗ with respect to the basis (θa), that is, Λ∗(θa) =Mabθb:
M =

b3e2 0 0 0 0 0 0 0
a 1 0 0 d f g h
m3,1 0 b 0 0 2 bd −2 bh −4/3
√
3bf
m4,1 0 c 1 −
√
3d m4,5
√
3g − 2 ch 1/3√3 (h− 4 cf)
m5,1 0 0 0 e −
√
3ce −c3e −√3c2e
m6,1 0 0 0 0 be
√
3bc2e 2 bce
2 b3de 0 0 0 0 0 b3e 0
m8,1 0 0 0 0 0
√
3b2ce b2e

, (5.18)
where
m3,1 = −4 b
(
dh+ 1/3
√
3f2
)
, m4,1 = 2
√
3dg − 4 cdh+ 2/3
√
3fh− 4/3
√
3cf2,
m4,5 = 2 cd− 1/3
√
3f , m5,1 = 2
√
3ceh− 2
√
3c2ef − 2 c3de− 2 eg,
m6,1 = 2 b
(√
3c2de+ 2 cef − eh
)
, m8,1 = 2 b
2
(√
3cde+ ef
)
.
In order for Λ∗ to be invertible, we require det(M) = b10e6 6= 0, and so both b and
e should be non-zero. This decomposes the eight-parameter family of automorphisms
of l into four connected components. Note that the matrices M with a = c = d = f =
g = h = 0 and b, e ∈ {±1} form a subgroup Z2 × Z2 ⊂ Aut(l) acting by the diagonal
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matrices
diag(−1, 1,−1, 1,−1, 1, 1,−1) and diag(1, 1, 1, 1,−1,−1,−1,−1).
We note finally that the matrix (5.18) is the transpose of the matrix representing
the automorphism Λ of l with respect to the basis (Ta).
5.4 Identifying the open orbits corresponding to ST and
TS reductions
In this section, we determine the appropriate group elements a ∈ G for which the
conjugated Iwasawa subalgebra l′ = Ada(l) ⊂ g is transversal to gev. This gives us an
Iwasawa subgroup L′ ⊂ G with open orbit in S.
5.4.1 An open orbit corresponding to Time-Space reduction
We claim that the element a = exp ξ with ξ = e1 +e13 = b7 + b12 ∈ g defines an Iwasawa
subalgebra l′ = Ada(l) transversal to gev.
To see this, compute X ′ = AdaX = ead ξX for every basis element X ∈ l. We have
(Proposition 4 of [37])
b′1 = b1 + b12 + b7, b
′
2 = b2 + b7, b
′
3 = b3 − b7 + b8 + b11 + b13,
b′4 = b4 − b1 − b2 + b6 − b7 − b10 − b12 + b14, b′5 = b5 − b6,
b′9 = b9 − 2b1 − b2 − 3b7 + b11 − b12, b′13 = b13 − 3b7 + 2b11,
b′14 = b14 + 3b6 − 2b10 − b12.
From this we can read off the action of ϕ:
ϕ(b1) = b7 + b12, ϕ(b2) = b7, ϕ(b3) = −b7 + b8 + b13,
ϕ(b4) = b4 − b7 − b10 − b12, ϕ(b5) = b5, ϕ(b9) = b9 − 3b7 − b12,
ϕ(b13) = b13 − 3b7, ϕ(b14) = −2b10 − b12.
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As a map from l with basis (Va) to godd with basis (fa), the matrix representing ϕ,
that is ϕ(Va) = Aabfb, is given by
A =

0 3 3 0 −3 0 3 0
0 0 12 0 0 0 1 0
0 0 0 1√
3
0 0 −√3 0
0 0 1
2
√
3
0 0 0 0 0
0 0 0 0 0
√
3 0 0
0 −2 −1 0 0 0 0 0
0 0 0 −√3 0 0 √3 −√3
−1 0 1 0 0 0 3 0

.
One can check that det(A) = 3 6= 0, and therefore the vectors ϕ(Vb) are linearly
independent. Hence the Iwasawa subalgebra l′ ∼= godd is transversal, and the orbit
M1 = L
′ · o ⊂ S is open in S = G/Gev.
The Gram matrix G1 of the scalar product 〈·, ·〉1 = ϕ∗〈·, ·〉B on l with respect to the
basis (Vb) is given by
G1 = AGAT ,
where G is the Gram matrix (5.16) of the scalar product 〈·, ·〉B on godd with respect to
the basis (fb). The resulting matrix is
G1 =

−18 −3 6√3 0 0 0 −12√3 −18
−3 0 0 0 0 0 0 −32
6
√
3 0 0 0 0 −2√3 0 0
0 0 0 0 0 0 0 −
√
3
2
0 0 0 0 0 0 −3 0
0 0 −2√3 0 0 0 6√3 3
−12√3 0 0 0 −3 6√3 0 0
−18 −32 0 −
√
3
2 0 3 0 −6

. (5.19)
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In order to compare this with the metrics obtained from dimensional reduction, we
seek an automorphism of l which brings (5.19) to a diagonal matrix. We impose that
MG1MT is diagonal, where M is the matrix (5.18) representing the transpose of a
general automorphism of l. One finds that this constrains the parameters of M as
d = − 1√
3
, f = −1
2
, h = g = 0, a = −1
6
, c = −1
2
, b = ±1
2
, e = ± 2√
3
.
Thus there is a unique inner automorphism diagonalizing the Gram matrix (5.19), and
precisely one such automorphism in each component of Aut(l). The diagonalized Gram
matrix is in all cases
Gdiag1 =
1
2
diag(−1, 1,−1, 1,−1, 1, 1,−1) , (5.20)
which agrees, up to an overall (positive) scale factor, with the metric g(TS) of the scalar
manifold M (TS) obtained by dimensional reduction with 1 = 1, 2 = −1.
To summarise, we have shown
Proposition 7. The left-invariant metric g(TS) = g(1,−1) on L obtained by time-space
reduction of pure five-dimensional supergravity is related by a unique inner automor-
phism of L, combined with a scaling by 12 , to the left-invariant metric g1 on L obtained
from the open orbit M1 = L
′ · o ⊂ S, where L′ = Ca(L) and a = exp(e1 + e13) ∈ G is an
Iwasawa subgroup of G.
5.4.2 An open orbit corresponding to Space-Time reduction
We claim that the element a = exp ξ with ξ = e1 +e23 = b8 + b12 ∈ g defines an Iwasawa
subalgebra l′′ = Ada(l) transversal to gev.
To see this, compute X ′ = AdaX = ead ξX for every basis element X ∈ l. We
have [37]
b′1 = b1 − b8 + b12, b′2 = b2 + 2b8, b′3 = b3 − b7 + b11 + b13,
b′4 = −b3 + b4 + b6 + b7 − b10 − b11 − b13 + b14,
b′5 = −b2 + b5 − b8, b′9 = −2b1 − b2 + b9 − b12,
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b′13 = −3b7 + 2b11 + b13, b′14 = 3b6 + 3b7 − 2b10 − 2b11 − b13 + b14,
from which we find
ϕ(b1) = −b8 + b12, ϕ(b2) = 2b8, ϕ(b3) = −b7 + b13,
ϕ(b4) = b4 + b7 − b10 − b13, ϕ(b5) = b5 − b8, ϕ(b9) = b9 − b12,
ϕ(b13) = b13 − 3b7, ϕ(b14) = 3b7 − 2b10 − b13,
corresponding to the matrix ϕ(Va) = Aabfb given by
A =

0 3 0 3 −3 0 −3 0
0 0 12 0 0 0 0
1
2
0 0 0 1√
3
0 0 −√3 0
0 0 1
2
√
3
0 0 0 0 −
√
3
2
0 0 0 0 0
√
3 0 −√3
0 −2 0 −1 0 0 3 0
0 0 0 −√3 0 0 √3 0
−1 0 1 0 0 0 0 0

.
One can check that det(A) = −12 6= 0, and therefore the vectors ϕ(Vb) are linearly
independent. Hence the Iwasawa subalgebra l′′ ∼= godd is transversal, and the orbit
M2 = L
′′ · o ⊂ S is open in S = G/Gev.
The Gram matrix G2 of the scalar product 〈·, ·〉2 = ϕ∗〈·, ·〉B on l with respect to the
basis (Vb) is given by
G2 = AGAT ,
where G is the Gram matrix (5.16) of the scalar product 〈·, ·〉B on godd with respect to
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the basis (fb). The resulting matrix is
G2 =

72 0 6
√
3 0 0 −36 −12√3 0
0 0 0 0
√
3
2 0 0 −32
6
√
3 0 0 0 0 −2√3 0 0
0 0 0 0 −32 0 0 −
√
3
2
0
√
3
2 0 −32 −6 0 0 0
−36 0 −2√3 0 0 12 6√3 0
−12√3 0 0 0 0 6√3 0 0
0 −32 0 −
√
3
2 0 0 0 −6

. (5.21)
In order to compare this with the metrics obtained from dimensional reduction, we
seek an automorphism of l which brings (5.21) to a diagonal matrix. We impose that
MG2MT is diagonal, where M is the matrix (5.18) representing the transpose of a
general automorphism of l. One finds that this constrains the parameters of M as
f = 0, d =
1
4
√
3
, h = −1
4
, g = 0, a = 0, c = 0, b = ±1, e = ± 1
2
√
3
.
Thus there is a unique inner automorphism diagonalizing the Gram matrix (5.21), and
precisely one such automorphism in each component of Aut(l). The diagonalized Gram
matrix is in all cases
Gdiag2 =
1
2
diag(1, 1, 1, 1,−1,−1,−1,−1) , (5.22)
which agrees, up to an overall (positive) scale factor, with the metric g(ST ) of the scalar
manifold M (ST ) obtained by dimensional reduction with 1 = −1, 2 = 1.
To summarise, we have shown:
Proposition 8. The left-invariant metric g(ST ) = g(−1,1) on L obtained by space-time
reduction of pure five-dimensional supergravity is related by a unique inner automor-
phism of L, combined with a scaling by 12 , to the left-invariant metric g2 on L obtained
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from the open orbit M2 = L
′′ · o ⊂ S, where L′′ = Ca(L) and a = exp(e1 + e23) ∈ G is
an Iwasawa subgroup of G.
5.4.3 Disjoint open L-orbits on S
In the previous subsections we have constructed open orbits Mi = L
(i) · o (i = 1, 2) of
the canonical base point o ∈ S = G/Gev under subgroups L(i) = aiLa−1i , with ai ∈ G,
conjugate to the standard Iwasawa subgroup L ⊂ G. We can take a different point of
view, however, and consider the L-orbit L · o(i) of different points o(i) ∈ S. We have
Mi = L
(i) · o = aiLa−1i o = aiLo(i) = Lai(L · o(i)),
where we have defined o(i) = a−1i o, and La : S → S is the diffeomorphism given by the
left G-action on S.
Proposition 9. The open L-orbits L · o(i) are disjoint.
Proof: We refer to Proposition 14 of [37] for the proof, which relies on the assertion
that if two such L-orbits, L · o(1) and L · o(2), are not disjoint then there exists some
a ∈ L such that the left-invariant metrics g1 and g2 on L are related by
g2 = C
∗
a−1g1,
i.e. by a specific automorphism of L. However, there exists no element M of Aut(l) ∼=
Aut(L) such that G1 = MG2MT , as can be shown by explicit calculation using the
matrices (5.18), (5.19) and (5.21).
Corollary 1. The Iwasawa subgroup L ⊂ G acts with at least two open orbits on
S = G/(SL2 · SL2).
5.5 Geometric structures on the Iwasawa subgroup
We end this chapter by exploring some of the geometric structures carried by the
Iwasawa subalgebra l equipped with the three metrics g(1,2) related to the different
dimensional reductions of pure five-dimensional supergravity.
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To be concrete, we use the basis (Ta) of l given in (5.7), and equip l with a scalar
product 〈·, ·〉 = 〈·, ·〉1,2 defined by the Gram matrix
Gdiag = diag(−1, 1,−1, 1,−,−2,−2,−), (5.23)
with respect to the basis (Ta).
We define the skew-symmetric endomorphisms
J1 = 2U
2 ∧ V2 −B ∧A+ 
√
3
2
U1 ∧ U0 − 2 1
2
U1 ∧ V1
+2
1
2
U0 ∧ V0 + 
√
3
2
V1 ∧ V0 , (5.24)
J2 = 2
√
3
2
U1 ∧ V2 + 1
2
V0 ∧ V2 − 1
2
U0 ∧ U2 − 1
√
3
2
V1 ∧ U2
−1
2
U1 ∧A− 1
√
3
2
V0 ∧A−
√
3
2
U0 ∧B + 1 1
2
V1 ∧B , (5.25)
J3 = 2
1
2
U0 ∧ V2 − 
√
3
2
V1 ∧ V2 − 1
√
3
2
U1 ∧ U2 + 1
2
V0 ∧ U2
−
√
3
2
U0 ∧A+ 1 1
2
V1 ∧A− 1 1
2
U1 ∧B −
√
3
2
V0 ∧B , (5.26)
J˜1 = −2U2 ∧ V2 −B ∧A+ 
√
3
2
U1 ∧ U0 − 2 1
2
U1 ∧ V1
+2
1
2
U0 ∧ V0 + 
√
3
2
V1 ∧ V0 , (5.27)
where we have used the notation of Section 4.4 to write Jα ∈ End(TM) as bivectors.
One can check that the Jα (α = 1, 2, 3) are pairwise anti-commuting, and satisfy
the following relations:
(J1)
2 = 1Id , (J2)
2 = 2Id , (J3)
2 = 3Id := Id , J3 = J1J2 .
Hence, the endomorphisms Jα define left-invariant almost α-complex structures on L.
For α = −1 we have complex structures, whereas for α = 1 we have para-complex
structures. Note moreover that J˜1, which only differs from J1 via its action on the
subspace spanned by {U2, V2}, is 1-complex. We put Q := span{Jα|α = 1, 2, 3}, which
at this stage is an almost -hypercomplex structure.
In this section we want to prove that (L, g¯, Q) is an -quaternionic-Ka¨hler manifold
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with left-invariant -quaternionic structure Q, and that J1 and J˜1 are integrable left-
invariant 1-complex structures on L.
The integrability of the structures J1 and J˜1 is proven by computation of the corre-
sponding Nijenhuis tensor (2.17), which can be shown to vanish for J = J1 and J = J˜1
by using the definitions (5.24) and (5.27), as well as the algebra (5.8). From Section
2.2, this shows that the structures J1 and J˜1 are integrable. One can also show that
neither NJ2 nor NJ3 vanish.
In order to show that Q is an -quaternionic structure on L, we need to check that
Q is parallel with respect to the Levi-Civita connection D. For the case of pure five-
dimensional supergravity the group fiber coincides with the whole scalar manifold, so
that the Levi-Civita connection can be read simply from (4.39):
DV2 = U
2 ∧ V2 + 1
2
U0 ∧ V0 + 1
2
U1 ∧ V1,
DU2 = 0,
DA =
1√
3
B ∧A+ 1
2
V0 ∧ V1 + 1
2
U0 ∧ U1 + 1√
3
2U
1 ∧ V1,
DB = 0,
DV0 = −
1
2
V0 ∧ U2 − 1
2
2U
0 ∧ V2 +
√
3
2
V0 ∧B + 1
2
1V1 ∧A,
DV1 = −
1
2
V1 ∧ U2 − 1
2
U1 ∧ V2 + 1
2
√
3
V1 ∧B
−1
2
V0 ∧A− 1√
3
1U
1 ∧A,
DU0 = −
1
2
U0 ∧ U2 + 1
2
V0 ∧ V2 −
√
3
2
U0 ∧B + 1
2
U1 ∧A,
DU1 = −
1
2
U1 ∧ U2 + 1
2
2V1 ∧ V2 − 1
2
√
3
U1 ∧B
−1
2
1U
0 ∧A+ 1√
3
V1 ∧A. (5.28)
We can now compute DJα for each of the skew-symmetric endomorphisms Jα ∈ Q.
Using the explicit expressions (5.24)–(5.26) and (5.28), we find
[DX , J1] = αˆ(X)J2 + βˆ(X)J3,
[DX , J2] =  αˆ(X)J1 + γˆ(X)J3, (5.29)
[DX , J3] = 2 βˆ(X)J1 + 1 γˆ(X)J2,
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where αˆ, βˆ, γˆ ∈ l∗ are 1-forms related to the basis (5.3) of l∗ by
αˆ = −1
2
η0 −
√
3
2
ξ1, βˆ = −
√
3
2
1 η
1 − 1
2
ξ0, γˆ =
1
2
2 η
2 −
√
3
2
α. (5.30)
This shows that the -quaternionic structure Q is parallel with respect to the Levi-
Civita connection. Hence, (L, g¯,Q) is an -quaternionic-Ka¨hler manifold.
Chapter 6
Five-dimensional black string
solutions
The five-dimensional Lagrangian (4.1) describing N = 2 supergravity coupled to n(5)V
vector multiplets gives rise to the three-dimensional Lagrangian (4.3) upon dimensional
reduction. The aim of this chapter is to look for a particular class of solutions to the five-
dimensional theory which have one time-like and one space-like isometry, thus enabling
us to use the dimensional reduction results. The main idea is that instanton solutions
of the dimensionally-reduced Euclidean-signature supergravity theory can be lifted to
solitonic solutions of the original five-dimensional supergravity theory.
The main result of this chapter is the construction of static non-extremal black
strings in N = 2 supergravity coupled to vector multiplets. We refrain from working
in a specific model (i.e. choice of Hesse potential for the five-dimensional theory) and
try to make the discussion as generic as possible.
We begin in Section 6.1 by identifying the class of solutions (static, magneti-
cally charged black strings) that we want to look for, and derive the relevant three-
dimensional field equations in Section 6.2. We then analyse the three-dimensional
Einstein equations (Section 6.3) and scalar equations of motion (Section 6.4), thus de-
termining the form of the three-dimensional instanton solutions. We then lift these
instantons to five dimensions in Section 6.5 and analyse their properties. We also in-
vestigate the structure of BPS and non-BPS extremal solutions. Finally, in Section 6.6,
133
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we consider the lift of our instantons to four dimensions, and identify new non-extremal
generalisations of small black holes.
The work in this chapter appeared in the publication [49] by the author.
6.1 The ansa¨tze
We look for solutions to the five-dimensional field equations coming from (4.1) which:
(i) admit “stationary configurations” in the sense of Definition 19.
(ii) admit a space-like Killing vector field K˜ which commutes with K and with respect
to which £K˜Φ = 0 for any scalar or field strength Φ (see Definition 19). Orbits of
K˜ should be isomorphic to R, i.e. K˜ generates translations along some space-like
direction.
Choosing adapted coordinates {x0, x4} such that the Killing vectors K and K˜ act
simply as translations (we shan’t for the moment specify which of x0 and x4 correspond
to time-like and which to space-like directions), the general Kaluza-Klein form of the
five-dimensional metric is given by (4.2), which we reproduce here for convenience:
ds2(5) = −1e2σ(dx0 +A0)2 − 2e2φ−σ(dx4 +B)2 + e−2φ−σds2(3). (6.1)
All fields in (6.1) depend only on the transverse coordinates xµ, with µ = 1, 2, 3. Since
K is taken to be a time-like Killing vector, one of {x0, x4} corresponds to a time-like
direction. Hence, we concentrate on the case of time-space or space-time reduction, for
which 2 = −1.
In this chapter we will be interested in static field configurations, i.e. those for which
the Killing vector K is hypersurface orthogonal (see Definition 20). We will relax this
condition in Chapter 7 in order to find more general classes of stationary solutions. In
the case of TS reduction staticity of the metric restricts A04 = A0µ = 0, whilst for ST
reduction we require A04 = Bµ = 0. In order to treat our two Killing vectors K and
K˜ on the same footing, we likewise impose that K˜ be hypersurface orthogonal. This
allows us to set the remaining components of the Kaluza-Klein 1-forms to zero. Hence,
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our metric ansatz (6.1) becomes
ds2(5) = −1e2σ(dx0)2 − 2e2φ−σ(dx4)2 + e−2φ−σds2(3). (6.2)
We focus on the case where the metric (6.2) describes a five-dimensional black 1-brane.
From the dimension-counting arguments of Section 3.1.2 we deduce that a 1-brane
(string) in five dimensions can be magnetically charged under a 1-form gauge field.
Hence, we make the ‘magnetic’ ansatz for the n
(5)
V + 1 gauge fields
Aiµˆdxµˆ = Aiµdxµ, (6.3)
i.e. we impose that the ‘electric’ components vanish, Ai0 = Ai4 = 0.
It is important that these conditions correspond to a “consistent truncation” of the
field content in the sense Definition 21. We will show this explicitly in Chapter 7.
6.2 The three-dimensional action
For the class of static magnetically charged black 1-brane solutions that we focus on
in this chapter, we can truncate (4.3) to obtain the following three-dimensional La-
grangian:
e−1L3 = R
2
− gˆij(y)∂µyi∂µyj − (∂φ)2 + e−2φ−3σ gˆij(y)∂µζ˜i ∂µζ˜j . (6.4)
The three-dimensional field content consists of the n
(5)
V original (unconstrained) scalar
fields φx parametrising the PSR manifold; the n
(5)
V + 1 scalars ζ˜i dual to the magnetic
field strengths in three dimensions; and the two Kaluza-Klein scalars σ, φ coming from
the metric decomposition1. This gives a total of 2n
(5)
V +3 scalar fields. In (6.4) we have
combined the constrained scalar fields hi parametrising the CASR manifold with the
Kaluza-Klein scalar σ via yi = 6
1
3 eσhi.
1Note that the scalars σ and φ in (6.4) differ from those in (4.3) in that we have avoided making
the field redefinition (4.5).
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The Lagrangian (6.4) can be further simplified by making the field redefinition
wi = e−φ−
3
2
σyi, ξ = φ− 3
2
σ, (6.5)
after which (6.4) becomes
e−1L3 = R
2
− gˆij(w)∂µwi∂µwj + gˆij(w)∂µζ˜i∂µζ˜j − 1
4
(∂ξ)2. (6.6)
Note that this Lagrangian has no explicit dependence on 1 or 2, meaning that the
subsector of fields relevant for static black string solutions is manifestly insensitive to
whether we first reduce over space or over time.
In terms of the metric degrees of freedom (ξ, σ), the metric ansatz (6.2) reads
ds2(5) = e
ξ+2σ
[
−1e−ξ(dx0)2 − 2eξ(dx4)2
]
+ e−2(ξ+2σ)ds2(3). (6.7)
This makes it clear, as we shall confirm later, that ξ somehow encodes the ‘non-
extremality’ of the solution. Recall from Section 3.1.2 that an extremal black p-brane
has a ISO(p, 1) group of isometries acting on its worldvolume directions. For the line
element (6.7) this is only the case if ξ vanishes identically.
Returning to (6.6), we can read off that the 2n
(5)
V + 3 scalars (w
i, ζ˜i, ξ) parametrize
the totally geodesic submanifold S ⊂M3 of the full para-quaternionic-Ka¨hler manifold
appearing as the target space of the full reduced theory, equipped with the metric
gS = gˆij(w)dw
idwj − gˆij(w)dζ˜idζ˜j + 1
4
dξ2.
We see that the metric on S = N × R is the product of a one-dimensional factor,
parametrized by ξ, and the 2(n
(5)
V + 1)-dimensional manifold N with metric
gN = gˆij(w)dw
idwj − gˆij(w)dζ˜i dζ˜j .
In fact, we can identify N with the cotangent bundle N ∼= T ∗M of the PSR manifold M
from the five-dimensional theory [49]. Moreover, since gM = gˆij(w)dw
idwj is Hessian,
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it follows that gN is a para-Ka¨hler metric on N . The proof is similar to that in Section
3.6.1 to show that TM was para-Ka¨hler. Full details can be found in Appendix A
of [49].
Before moving on to look at the equations of motion coming from (6.6), we should
take a step back and remind ourselves of how to relate our three-dimensional field con-
tent to our five-dimensional field content. This is the basis of “dimensional oxidation”.
For the metric, we already have the relation (6.7), while for the remaining fields we find
hi = eξ+2σwi, F iµν = −
1√
2
µνρ gˆ
ij(w)∂ρζ˜j . (6.8)
6.3 The three-dimensional Einstein equations
Now that we have a field content and action for our three-dimensional theory, we can
go about solving the relevant Euclidean field equations. The field configuration thus
obtained will correspond to an instanton solution, which can be dimensionally lifted
to a five-dimensional soliton using the relations (6.7) and (6.8) between the three-
dimensional and five-dimensional field contents.
We start by solving the three-dimensional Einstein equations coming from (6.6).
After taking a trace and back-substituting they read:
1
2
Rµν − gˆij(w)∂µwi∂νwj + gˆij(w)∂µζ˜i ∂ν ζ˜j − 1
4
∂µξ ∂νξ = 0. (6.9)
For now we will concentrate on looking for solutions describing a single static black
string, and which therefore possess spherical symmetry in the transverse space.
Note that here we are imposing spherical symmetry at the level of the equations of
motion. A slightly different approach, taken by, e.g. [109–111], is to impose spherical
symmetry at the level of the action, and use this to perform a further dimensional
reduction to a one-dimensional theory depending only on a single radial coordinate.
A particular advantage of our approach, as we will see later, is that for extremal
solutions one can dispense with the assumption of spherical symmetry and allow for
the possibility of multi-centred black strings.
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Any spherically symmetric line element in three (Euclidean) dimensions can be
brought to the form [112]
ds2(3) = e
4A(τ)dτ2 + e2A(τ)
(
dθ2 + sin2 θdϕ2
)
, (6.10)
where τ is a radial coordinate defined in the range 0 < τ < ∞. The asymptotic
region here corresponds to τ → 0 while the near horizon limit corresponds to τ →∞.
Imposing spherical symmetry on the full field configuration means that the scalar fields
(wi, ζ˜i, ξ) depend only on τ .
Plugging the metric ansatz (6.10) into (6.9) for µ, ν 6= τ , and solving as in [49], we
find
eA(τ) =
c
sinh(cτ)
, (6.11)
where the constant c is chosen positive for concreteness. Hence we find that the three-
dimensional line element (6.10) is given by
ds2(3) =
c4
sinh4(cτ)
dτ2 +
c2
sinh2(cτ)
dΩ22. (6.12)
This is the metric of our instanton solution, which we will later lift to five dimensions.
Turning our attention to the remaining Einstein equations (6.9), namely those with
µ = ν = τ , we find the Hamiltonian constraint
c2 − gˆij(w)w˙iw˙j + gˆij(w) ˙˜ζi ˙˜ζj − 1
4
ξ˙2 = 0, (6.13)
where ˙ denotes differentiation with respect to τ .
In terms of the geometry of the target space S, the Hamiltonian constraint has the
following interpretation. Consider some geodesic curve C on S parametrized by τ ∈ R.
The tangent vector to C at some point p ∈ S with coordinates (wi, ζ˜i, ξ) is given by
Xp = (w˙
i,
˙˜
ζi, ξ˙). Then the Hamiltonian constraint (6.13) is just the statement that
this tangent vector has constant norm, i.e. gS(Xp, Xp) = c
2, which in turn tells us that
the radial coordinate τ is an affine curve parameter. Curves C with c2 > 0 are space-
like, while those with c = 0 are null. We will see later that space-like geodesics on S
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correspond to three-dimensional instantons which lift to non-extremal black strings in
five dimensions, whereas null geodesics correspond to instantons which lift to extremal
black strings.
We can write the metric (6.12) in a more ‘revealing’ form by introducing the new
radial coordinate
ρ =
cecτ
sinh(cτ)
, (6.14)
which is no longer an affine coordinate for the geodesic curve C. The range 0 < τ <∞
of the affine radial coordinate corresponds to the range ∞ > ρ > 2c for (6.14). In
particular, we will see that the asymptotic region of the five-dimensional solution is
situated at ρ → ∞ while the outer horizon is situated at ρ = 2c. One can in fact use
the coordinate ρ to continue the solution to the region 0 < ρ < 2c between the inner
and outer horizons [47].
In terms of (6.14) the metric (6.12) takes the form
ds2(3) = dρ
2 +W (ρ)ρ2dΩ22, (6.15)
where
W := 1− 2c
ρ
= e−2cτ , (6.16)
is harmonic in the three-dimensional transverse space.
6.4 The three-dimensional scalars
We now turn our attention to the remainder of the three-dimensional field content,
namely the 2n
(5)
V + 3 scalar fields (w
i, ζ˜i, ξ). Again, we impose spherical symmetry at
the level of the equations of motion, so that they only depend on the coordinate τ . The
goal is to solve the remaining field equations coming from (6.6) in order to determine
the three-dimensional field configuration, and try to relate this geometrically to the
scalar manifold S.
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6.4.1 Determining ξ
We first consider the equation of motion for the scalar ξ. This is simply ξ¨ = 0 and can
be solved by ξ(τ) = aτ + b for some integration constants a, b. Since ξ appears as a
metric degree of freedom, we expect these constants to be fixed by considering suitable
boundary conditions for the five-dimensional line element. In particular, we require
that the line element becomes flat in the asymptotic (τ → 0) limit, and has a finite
(non-zero) horizon area per unit length in the near horizon (τ →∞) limit.
Looking at (6.7) in the τ → 0 limit, we see that both σ and ξ should tend to zero
to ensure transverse asymptotic flatness, which fixes b = 0.
The horizon of the black string has topology R×S2, with the R factor corresponding
to the spatial worldvolume of the string. In order to have a finite horizon size per unit
length of the string, we need the coefficients of both the S2 and R factors in the metric
to be finite in the limit τ →∞.
The S2 factor appearing in the five-dimensional line element can be read off by
taking the τ →∞ limit of (6.12) and plugging it into (6.7) to find
ds2(5) ⊃ (2c)2e−4σ(τ)−2(a+c)τdΩ22.
In order that this integrates up to give a finite non-zero result as τ → ∞, the scalar
field σ(τ) must have the asymptotic expansion
2σ(τ) = 2σhor − (a+ c)τ as τ →∞.
Substituting this into the part of (6.7) containing the worldvolume directions we have
ds2(5) ⊃ e2σhor−cτ
[−1e−aτ (dx0)2 − 2eaτ (dx4)2] .
Precisely which factor corresponds to the spatial part of the horizon depends on whether
we are considering a time-space (1 = 1, 2 = −1) or space-time (1 = −1, 2 = 1)
reduction of the five-dimensional theory. For the former, where x4 is a spatial direction,
the requirement of finite (non-zero) horizon size imposes a = c, while for the latter,
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where x0 is a spatial direction, we must take a = −c. Hence, in general, a = 1c, and
we find
ξ(τ) = 1cτ. (6.17)
We can thus understand in what sense the scalar ξ encodes the non-extremality of the
spacetime solution.
We have seen, then, that the physical requirements that our metric describes an
asymptotically flat black string with finite horizon area per unit length determines
exactly the profile of ξ in terms of the parameter c, thereby reducing the number of
independent integration constants by 2.
6.4.2 Determining ζ˜i
We now move on to the equations of motion for the scalars ζ˜i dual to the three-
dimensional field strengths. From (6.6) we find
d
dτ
(
gˆij(w)
˙˜
ζj
)
= 0,
which integrates to give
˙˜
ζi = gˆij(w)p˜
j , (6.18)
where the p˜i are integration constants proportional to the magnetic charge of the so-
lution under the five-dimensional gauge fields Aiµˆ. To see this, we use (6.8) to relate
the three-dimensional scalars (6.18) to the non-zero components of the five-dimensional
field strength. In particular, we find
F iθϕ = −
1√
2
p˜i sin θ. (6.19)
Note that constant shifts in the scalars ζ˜i simply correspond to gauge transformations
of the five-dimensional gauge fields, and so further integrating (6.18) would not give
rise to additional physical degrees of freedom.
Before moving on, we substitute (6.17) and (6.18) into the Hamiltonian constraint
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(6.13), which now becomes
3
4
c2 − gˆij(w)
(
w˙iw˙j − p˜ip˜j) = 0. (6.20)
6.4.3 Determining wi
Finally, the equations of motion for the scalars wi read, after using (6.18) and the fact
that the metric gˆij is Hessian,
gˆij(w)w¨
j +
1
2
∂igˆjk
(
w˙jw˙k − p˜j p˜k
)
= 0. (6.21)
Due to the explicit dependence of (6.21) on gˆij and its derivatives, it is difficult to solve
(6.21) in a model-independent way. For now we content ourselves with finding a class of
explicit solutions which always contains the standard Reissner-Nordstro¨m black string.
Following [49] we first contract (6.21) with wi, and use homogeneity of the metric
gˆij , along with the Hamiltonian constraint (6.20), to arrive at
gˆij(w)w
i(w¨j − c2wj) = 0. (6.22)
We can obtain our class of universal solutions by setting w¨j − c2wj = 0, from which we
obtain
wi(τ) = Ai cosh(cτ) +
Bi
c
sinh(cτ), (6.23)
where the Ai and Bi are integration constants, and we have chosen the prefactors for
later convenience. We can find relations between the integration constants by ensuring
that the solutions (6.23) still satisfy the Hamiltonian constraint (6.20) and the full
equations of motion (6.22), which become, respectively,
gˆij
(
c2AiAj −BiBj + p˜ip˜j) = 0, and ∂kgˆij (c2AiAj −BiBj + p˜ip˜j) = 0.
It is convenient at this point to introduce the quantities
pi = Bi − cAi, p¯i = Bi + cAi, (6.24)
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in terms of which the Hamiltonian constraint and equations of motion become
gˆij(p
ip¯j − p˜ip˜j) = 0, ∂kgˆij(pip¯j − p˜ip˜j) = 0. (6.25)
It will turn out when we look at the full five-dimensional solution that the pi, p¯i
encode the behaviour of the five-dimensional scalar fields at the inner and outer horizons
respectively.
Writing the ansatz (6.23) in terms of the radial coordinate ρ defined in (6.14) we
have
wi(ρ) =
(
Ai +
pi
ρ
)
W−
1
2 := Hi(ρ)W− 12 , (6.26)
where W is given in (6.16), and the functions Hi(ρ) are harmonic in the three-
dimensional transverse space.
This completes the determination of the three-dimensional instanton solution. To
recap, the three-dimensional line element is given in terms of the affine coordinate τ
by (6.12), and in terms of the isotropic radial coordinate ρ by (6.15). The scalar field
ξ is fixed in terms of the parameter c by (6.17) or, using (6.16), by
ξ(ρ) = −1
2
1 logW (ρ). (6.27)
The scalar fields ζ˜i satisfy (6.18) and encode the magnetic charges of the five-
dimensional solution via (6.19): in this sense we have already ‘dimensionally lifted’
these fields. Finally, the scalar fields wi are given in terms of τ by (6.23) and in terms
of ρ by (6.26). However, the wi as they stand still depend on 2(n
(5)
V + 1) undeter-
mined integration constants, which should be fixed in terms of the ‘physical charges’
of the solution. Given the relations (6.25) this will necessarily have to be achieved in a
model-dependent fashion.
6.5 Five-dimensional solutions
In order to make contact with our initial goal of constructing black strings in five dimen-
sions, we simply need to ‘dimensionally lift’ the three-dimensional instanton constructed
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in Section 6.4 using the relationship between the five-dimensional and three-dimensional
field contents. In section 6.5.1 we derive the functional form of the five-dimensional line
element describing static non-extremal black strings, and note some of its properties
in section 6.5.2. In section 6.5.3 we then further analyse the solutions and determine
the remaining integration constants in terms of the physical ‘moduli’ of the solution.
Finally, in sections 6.5.4 and 6.5.5 we turn to the extremal limit and analyse the under-
lying geometrical structure of extremal BPS and non-BPS solutions in terms of data
on the target manifold.
6.5.1 Non-extremal black strings
Using (6.8) and the hypersurface condition H(h) = 1, we find
eξ+2σ = H(w)−
1
3 = H(H)− 13W 12 . (6.28)
In addition, we see from (6.27) that
eξ = W−
1
2
1 . (6.29)
Substituting (6.28), (6.29), and the three-dimensional line element (6.15), into the five-
dimensional line element (6.7) we find
ds2(5) = H(H)−
1
3
(−Wdt2 + dy2)+H(H) 23 (dρ2
W
+ ρ2dΩ22
)
, (6.30)
where {t, y} are the worldvolume directions of the string. Note that transverse asymp-
totic flatness of the metric (6.30) implies that H(H)→ 1 as ρ→∞. We can also read
off from (6.30) that the black string has two horizons. An outer (event) horizon at
ρ = 2c, and an inner (Cauchy) horizon at ρ = 0. As c → 0, we see that both horizons
‘coalesce’, confirming the identity of c as the non-extremality parameter.
The constrained five-dimensional scalar fields hi(ρ) are found from (6.8) to be
hi(ρ) = H(H)− 13Hi(ρ). (6.31)
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Looking at the ρ→∞ limit of this we find that the integration constants Ai are simply
given by the asymptotic values of the scalar fields hi∞ ≡ hi(∞). Asymptotic flatness
of (6.30) is then just the statement that H(h∞) = 1, i.e. that the scalars are restricted
to the hypersurface {H = 1} defining the original PSR manifold. This gives us n(5)V
independent integration constants associated to the boundary values of the physical
scalars parametrizing the five-dimensional target manifold.
To interpret the remaining integration constants (which can be taken either as Bi,
pi or p¯i), we look at the behaviour of the scalars hi(ρ) at the outer and inner horizons:
hi −−−→
ρ→2c
H(p¯)−
1
3 p¯i, hi −−−→
ρ→0
H(p)−
1
3 pi.
This motivates calling pi (resp. p¯i) the inner (resp. outer) ‘horizon charges’. In the full
solution we should be able to use (6.25) to determine these in terms of the asymptotic
charges hi∞ and p˜i. We will come back to this point in Subsection 6.5.3.
To recap, then, the line element of our five-dimensional solution is given by (6.30),
where the functions Hi(ρ) are harmonic in the space transverse to the worldvolume
of the string. The five-dimensional field strengths are given in terms of the charges
p˜i by (6.19). Finally, the constrained scalar fields, which satisfy H(h) = 1, are given
in terms of the harmonic functions Hi by (6.31). This data determines the functional
form of our five-dimensional magnetic black string. The constants pi (equivalently p¯i)
appearing in Hi should be chosen such that the equations (6.25) are satisfied, subject
to the restriction that the line element (6.30) be regular outside the outer horizon.
6.5.2 Properties of the solution
Before continuing, let us calculate some properties of the solution constructed in Sub-
section 6.5.1. The entropy of the inner and outer horizons are, respectively
S− = piH(p)
2
3 , S+ = piH(p¯)
2
3 ,
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while the temperature associated to each horizon is
T− =
√
2c
4pi
H(p)−
1
2 , T+ =
√
2c
4pi
H(p¯)−
1
2 ,
which vanishes in the extremal limit c→ 0.
Using the normalization of Section 3.1.3 (see also [111]) we find that the tension of
the black string is
T = 1
2
hi(∞)p¯i ≡ 1
2
cijkh
i
∞h
j
∞p¯
k, (6.32)
while the magnetic central charge is
Zm = hi(∞)p˜i ≡ cijkhi∞hj∞p˜k. (6.33)
6.5.3 The remaining conditions
In order that our ansatz (6.23) for the scalars wi gives rise to a spacetime solution
corresponding to a five-dimensional black string, we need to ensure that the integration
constants satisfy the model-dependent conditions (6.25), which we recall correspond to
the Hamiltonian constraint and the wi equations of motion.
Our strategy here is to look for configurations of charges which allow us to construct
regular black string solutions in a relatively model-independent fashion.
To see how this might work, let us focus on the Hamiltonian constraint, which we
rewrite in terms of p¯i, the ‘horizon charge’ associated with the outer horizon:
gˆij(H)
(
p¯ip¯j − 2chi∞p¯j − p˜ip˜j
)
= 0. (6.34)
Completing the square, this becomes
gˆij(H)
(
p¯i − chi∞
) (
p¯j − chj∞
)
= gˆij(H)
(
c2hi∞h
j
∞ + p˜
ip˜j
)
. (6.35)
If we consider a diagonal model, i.e. choose a Hesse potential H(h) such that gˆij
and its derivatives (when evaluated on the solution) are diagonal, then (6.35) can be
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solved by
p¯i − chi∞ = ±
√
c2(hi∞)2 + (p˜i)2 , (6.36)
for i = 0, . . . , n
(5)
V . This determines the integration constants (‘horizon charges’) p¯
i, or
equivalently pi = p¯i − 2chi∞, in terms of the quantities hi∞ and p˜i. The sign in (6.36)
should be chosen such that the line element (6.30) is ‘regular’ in the sense of having
no metric singularities outside the event horizon. In particular, we should require that
the Hi(ρ) do not vanish for any ρ > 2c. Writing
Hi(ρ) = hi∞ +
pi
ρ
=
(ρ− 2c)hi∞ + p¯i
ρ
,
we see that the harmonic function remains non-zero for ρ > 2c provided sign(hi∞) =
sign(p¯i). Hence, if hi∞ is positive we should choose the + sign in (6.36), whereas if it
is negative we should choose the − sign. One can show, moreover, that with this sign
choice the functions Hi(ρ) remain non-zero up to the inner horizon at ρ = 0.
Hence, for diagonal models we have identified a class of solutions depending on
2n
(5)
V +2 independent parameters: the n
(5)
V +1 magnetic charges p˜
i; the n
(5)
V +1 asymp-
totic values of the scalar fields hi∞ subject to the constraint H(h∞) = 1; and the
non-extremality parameter c.
One method of constructing solutions for a completely general class of models
is to impose the condition (6.36) and determine what restrictions the off-diagonal
components of (6.35) put on the various parameters. First, we define βi ≡
sign(hi∞)
√
c2(hi∞)2 + (p˜i)2. Then substituting (6.36) into (6.35) we find
gˆij(H)
(
c2hi∞h
j
∞ + p˜
ip˜j − βiβj) = 0. (6.37)
Certainly for diagonal elements, i.e. i = j, the LHS of this expression vanishes iden-
tically. For off-diagonal elements, i 6= j, a model-independent way of satisfying (6.37)
can be found by imposing the stronger condition that
c2hi∞h
j
∞ + p˜
ip˜j − βiβj = 0,
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for each i, j with gˆij(H) 6= 0, which can be shown to be equivalent to
hi∞p˜
j − hj∞p˜i = 0.
Hence, the ratios
hi∞
hj∞
=
p˜i
p˜j
≡ µij ,
are constant. In the generic case, where all elements of gˆij(H) are non-zero, this implies
that all hi∞ and p˜i are proportional to each other, and can be written simply as multiples
of, say, h0∞ and p˜0. In particular, we write hi∞ = µih0∞, p˜i = µip˜0. Note that h0∞
is not itself an independent constant, but should be chosen such that H(h∞) = 1.
Furthermore, the ansatz (6.36) fixes p¯i = µip¯0, and so all of the functions Hi(ρ) should
be proportional to H0(ρ). This in turn tells us that H(H) ∝ (H0)3, and so the scalar
fields (6.31) are constant and equal to their asymptotic values.
Going back to the five-dimensional line element (6.30), we see that in this case the
solution takes the form
ds2(5) =
1
H0
(−Wdt2 + dy2)+ (H0)2(dρ2
W
+ ρ2dΩ22
)
,
which is simply the Reissner-Nordstro¨m (RN) black string [88]. Hence, for the generic
case, our ansatz (6.23) with (6.36) produces the magnetically-charged five-dimensional
RN black string.
Between these two extremes (‘diagonal’ models vs. generic models) there are those
for which gˆij and its derivatives admit a block decomposition. In this case, the ansatz
(6.36) restricts each of the integration constants within a block to be proportional to
one another. For k blocks we therefore obtain a solution depending on k harmonic
functions, as in [47,48].
It turns out, however, that there exist a large class of models for which (6.36) is
not the most general ansatz one can make [43]. In particular, suppose that we can find
some constant matrix Rij 6= ±δij which leaves gˆij invariant, i.e.
RT gˆR = gˆ,
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as matrices. Then we can solve (6.35) by setting
p¯i − chi∞ = ±Rij
√
c2(hj∞)2 + (p˜j)2, (6.38)
where the sign is chosen such that sign(hi∞) = sign(p¯i), and by taking the integra-
tion constants to again be proportional to each other within each block of the metric.
However, we now see that having all of hi∞ and p˜i proportional to each other does not
necessarily imply that all of the p¯i should be proportional, and hence that the scalar
fields hi(ρ) need not be constant.
Hence, for models admitting an ‘R-matrix’, we can find solutions depending on
a reduced number of integration constants but which nevertheless have non-constant
scalar fields.
6.5.4 Extremal black strings
In Subsection 6.5.1 we have shown how to construct static non-extremal magnetic black
strings to five-dimensional N = 2 supergravity theories, which depend upon some non-
extremality parameter c. By taking the extremal limit c → 0 of such solutions, we
are able to construct both BPS and non-BPS extremal black strings. In this case the
function W (ρ) tends to unity and the line element (6.30) becomes
ds2(5) = H(H)−
1
3
(−dt2 + dy2)+H(H) 23 (dρ2 + ρ2dΩ22) , (6.39)
which has a single horizon at ρ ≡ 1τ = 0. Moreover, the Hamiltonian constraint (6.34)
becomes simply
gˆij(H)
(
pipj − p˜ip˜j) = 0. (6.40)
For a generic model, this can be solved by taking pi = ±p˜i, where the sign is chosen
such that the harmonic function Hi(ρ) remains non-zero for ρ > 0, i.e. we choose
sign(pi) = sign(hi∞). However, if the metric admits a constant ‘R-matrix’, then we can
solve (6.40) by taking
pi = Rij p˜
j .
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In each case, we have
hi(ρ)→ H(p)−1/3pi for ρ→ 0,
which now depends only on the charges p˜i of the solution. This is the attractor mech-
anism for extremal black strings [111].
Let us look now at how different choices of an R-matrix lead to different classes of
extremal solutions. The tension (6.32) of the extremal black string is
T = 1
2
hi(∞)pi = 1
2
hi(∞)Rij p˜j ,
so that
T ∓ 1
2
Zm = 1
2
hi(∞)
(
Rij ∓ δij
)
p˜j .
Hence we see that solutions with Rij = ±δij are BPS, i.e. T = 12 |Zm|, while those with
Rij 6= ±δij are non-BPS. We see that if a given model (i.e. choice of Hesse potential)
admits the existence of a non-trivial R-matrix, we can explicitly construct extremal
non-BPS black string solutions. In [49] this is done for the case of the ST 2 and STU
models.
In the consideration so far, we have obtained single-centred black strings from con-
sidering the extremal limit of the non-extremal solutions constructed in Subsection
6.5.1. However, looking back at the metric ansatz (6.7), we see that concentrating on
extremal solutions should be equivalent to truncating the field ξ, since this enhances
the isometry group of the worldvolume directions to the full Iso(1, 1). Hence, we pro-
ceed by setting ξ = 0 at the level of the action (6.6). This is a consistent truncation,
for which the target space of the three-dimensional theory reduces to the para-Ka¨hler
submanifold N = T ∗M ⊂M3.
The equations of motion for wi (making no assumptions about the three-dimensional
geometry) are given by
∆wi + Γˆijk
(
∂µw
j∂µwk − gˆjl(∂µsl)gˆkm(∂µsm)
)
= 0, (6.41)
CHAPTER 6. FIVE-DIMENSIONAL BLACK STRING SOLUTIONS 151
where ∆ is the three-dimensional Laplacian and
Γˆijk =
1
2
gˆil(∂lgˆjk), (6.42)
are the connection coefficients for the Hessian metric gˆ on the PSR manifold.
Then, if gˆ admits an R-matrix, we can make the ‘extremal instanton ansatz’
∂µw
i = Rij gˆ
jk∂µζ˜k, (6.43)
after which the equations of motion (6.41) become
∆wi = 0.
Consistency with the three-dimensional Einstein equations (6.9) requires moreover that
Rµν = 0, i.e. that the three-dimensional spacetime be Ricci flat, and hence flat.
We can solve the wi equations of motion in this case with arbitrary multi-centred
harmonic functions
wi(~x) = Hi(~x) ≡ hi∞ +
∑
n
pin
|~x− ~xn| ,
where ~x = (xµ) = (x1, x2, x3). In this manner we obtain static multi-centred black
string solutions corresponding to parallel strings with horizons located at ~xn in the
transverse space. Again, solutions with R = ±1 correspond to BPS configurations,
while those with R 6= ±1 correspond to non-BPS configurations.
We finish this section by returning to the extremal instanton ansatz (6.43) and
elucidating its geometrical meaning.
6.5.5 The geometry of extremal solutions
The pseudo-Riemannian manifold (N, gN ) which is the target space relevant for ex-
tremal black strings admits an integrable para-complex structure J with respect to
which gN is para-Ka¨hler.
Given a frame F = (∂wi , ∂ζ˜i) for TN , and a co-frame F
∗ = (dwi, dζ˜i) for T ∗N , we
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define an endomorphism J ∈ End(TN) by
J = gˆij(w)∂wi ⊗ dζ˜j + gˆij(w)∂ζ˜i ⊗ dwj .
This has the matrix representation
J =
 0 gˆ
gˆ−1 0
 ,
with respect to the frame F , and so J defines a para-complex structure on N . The
dual endomorphism J∗ ∈ End(T ∗N) acts on the co-frame F ∗ as
J∗(dwi) = gˆijdζ˜j , J∗(dζ˜i) = gˆijdwj .
It is useful to consider a second co-frame for T ∗N with respect to which the endo-
morphism J∗ acts diagonally. In particular, we take
F ′∗ =
(
dwi + gˆijdζ˜j , dw
i − gˆijdζ˜j
)
,
with respect to which J∗ acts as
J∗(dwi ± gˆijdζ˜j) = ±(dwi ± gˆijdζ˜j).
For the case of single-centred extremal black strings, we see that the tangent vectors
(w˙i,±gˆij ˙˜ζj) correspond to null geodesic curves contained within the eigendistributions
of the integrable para-complex structure J , whereas the tangent vectors (w˙i, Rij gˆ
jk ˙˜ζk)
with non-trivial R-matrix correspond to null geodesic curves not contained within the
eigendistributions of J . This gives a geometrical characterisation of BPS vs. non-BPS
solutions in the single-centred case.
For the case of multi-centred black strings, solutions no longer correspond to null
geodesics, but rather to totally isotropic submanifolds of N [35]. Again we can charac-
terise BPS vs. non-BPS solutions by whether these submanifolds are contained within
the eigendistributions of the para-complex structure.
CHAPTER 6. FIVE-DIMENSIONAL BLACK STRING SOLUTIONS 153
This geometrical characterisation of extremal solutions carries over to more general
situations where the target space is para-Ka¨hler. We will see more of this in Chapter
7.
6.6 Four-dimensional solutions
In Section 6.5 we were able to dimensionally lift the three-dimensional instanton so-
lution constructed in Sections 6.3 and 6.4 back to five dimensions in order to find
static black string solutions to our five-dimensional supergravity theory. We saw that
our ability to do this relied on relating the five-dimensional Minkowski theory and
the three-dimensional Euclidean theory via dimensional reduction over one time-like
and one space-like dimension. One advantage of splitting the dimensional reduction
up into two stages like this is that we can now lift our three-dimensional instanton
solutions to four Minkowski dimensions, thereby constructing a solitonic solution to
the four-dimensional supergravity theory obtained by space-like reduction of the five-
dimensional theory. In the language of four-dimensional N = 2 theories, we would be
considering a theory with prepotential
F (X) =
1
6
cijk
XiXjXk
X0
,
which we met in Section 3.5.3.
Since we want to lift only over the time-like direction, we need to concentrate on
the case of space-then-time reduction, i.e. take 1 = −1 = −2. Then we can rewrite
the metric ansatz (6.7) as
ds2(5) = e
2σdy2 + e−σds2(4),
where
ds2(4) = −e2ξ+3σdt2 + e−2ξ−3σds2(3).
Using (6.28), (6.29), and the explicit form of the three-dimensional part of the line
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element (6.15), we find that the four-dimensional solution has line element
ds2(4) = −H(H)−
1
2Wdt2 +H(H) 12
(
dρ2
W
+ ρ2dΩ22
)
. (6.44)
The four-dimensional black hole thus obtained has an inner horizon at ρ = 0 and an
outer horizon at ρ = 2c. The area of the outer horizon is
A+ = 4pi
√
2cH(p¯)
1
2 ,
whereas the area of the inner horizon vanishes. In the extremal limit c→ 0, the outer
horizon shrinks to zero size, and we are left with a ‘small’ black hole. The line element
(6.44) should therefore be thought of as a non-extremal deformation of a small black
hole.
In Chapter 7 we will see that by turning on additional fields in the five-dimensional
theory, we can construct black holes in four dimensions which in the extremal limit
remain physical, i.e. their horizon area remains non-zero.
Chapter 7
Stationary five-dimensional black
objects
In Chapter 6 we were able to use the target space geometry appearing upon dimensional
reduction from five to three dimensions to construct static black string solutions to five-
dimensional supergravity. In this chapter, we relax the condition of staticity, and look
for more general classes of five-dimensional solutions.
Recall that in Section 6.5.5, a useful geometrical characterisation of extremal solu-
tions was given in terms of the eigendistributions of a given integrable para-complex
structure on a para-Ka¨hler scalar manifold. Motivated by this, in this chapter we will
look for the possible maximal totally geodesic submanifolds admitting a para-Ka¨hler
structure.
In Section 7.1 we identify three consistent truncations of the three-dimensional
theory, corresponding to three totally geodesic submanifolds of the full scalar target
space M3. We then treat each of these in turn (Sections 7.2–7.4), commenting on the
relevant geometry and finding explicit black hole and black string solutions.
The work presented in this chapter is ongoing and as yet unpublished, but will form
the basis of a number of future publications by the author.
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7.1 Consistent truncations
We start with the scalar manifold M3 of the dimensionally reduced theory of five-
dimensional supergravity coupled to vector multiplets, which is the target manifold
associated to the non-linear sigma model with Lagrangian (4.3).
For the TS and ST reductions (which we will concentrate on in this chapter) the
resulting scalar manifolds (Q¯, gQ¯) are para-quaternionic-Ka¨hler. Here we look for to-
tally geodesic para-Ka¨hler submanifolds of Q¯, from which we can hope to construct
instantons which lift to solutions of the five-dimensional field equations.
Recall from Proposition 2 in Chapter 3 that we can identify totally geodesic sub-
manifolds of Q¯ by finding an involution on Q¯ which acts isometrically on gQ¯. The
fixed-point set of this involution will then define a totally geodesic submanifold.
We look for totally geodesic submanifolds of half the dimension of Q¯, that is, of di-
mension 2n+4. These correspond to turning off half of the three-dimensional fields. We
first identify three isometric involutions of Q¯, which give rise to three totally geodesic
submanifolds: two ‘electric’ and one ‘magnetic’. In Sections 7.2–7.4 we then treat each
in turn and identify classes of five-dimensional solutions to the truncated theories.
The three involutions are:
(i) The ‘electric’ truncation, corresponding to the involution
(φx, σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i) 7→ (φx, σ, φ, xi, φ˜,−ζ0,−ζi,−ζ˜0,−ζ˜i). (7.1)
(ii) The second ‘electric’ truncation, corresponding to the involution
(φx, σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i) 7→ (φx, σ, φ,−xi,−φ˜,−ζ0, ζi, ζ˜0,−ζ˜i). (7.2)
(iii) The ‘magnetic’ truncation, corresponding to the involution
(φx, σ, φ, xi, φ˜, ζ0, ζi, ζ˜0, ζ˜i) 7→ (φx, σ, φ,−xi,−φ˜, ζ0,−ζi,−ζ˜0, ζ˜i). (7.3)
Given the expression (4.11) for the metric gQ¯, it is a simple exercise to show explic-
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itly that the involutions (7.1)–(7.3) act isometrically.
7.2 Electric truncation I
The first ‘electric truncation’ corresponds to the involution (7.1) which acts isometri-
cally on gQ¯. Hence the fixed-point set of (7.1) is a totally geodesic submanifold Se ⊂ Q¯,
parametrized by the 2(n
(5)
V + 2) scalars (φ
x, σ, φ, xi, φ˜). The associated Lagrangian is
L = R
2
− 3
4
gxy(φ)∂φ
x∂φy +
3
4σ2
1aij(h)∂x
i∂xj − 1
4φ2
(∂φ)2 − 3
4σ2
(∂σ)2
+
1
4φ2
1(∂φ˜)
2. (7.4)
The corresponding metric on Se is
gSe =
3
4
gxy(φ)dφ
xdφy− 3
4σ2
1aij(h)dx
idxj+
1
4φ2
(dφ)2 +
3
4σ2
(dσ)2− 1
4φ2
1(dφ˜)
2. (7.5)
Note that for SS or ST reduction (i.e. 1 = −1), this metric is positive definite, while for
TS reduction (1 = 1) it has split signature (n
(5)
V +2, n
(5)
V +2). Motivated by the method
for finding solutions in, e.g. [47], we therefore concentrate on the TS reduction. Indeed,
we will show that in this case (Se, gSe) admits an integrable para-complex structure J
which gives (Se, gSe , J) the structure of a para-Ka¨hler manifold.
The consistent truncation defined by the involution (7.1) restricts us to the subset
of field configurations with ζ0 = ζi = ζ˜0 = ζ˜i = 0. We also focus on the case of TS
reduction. In terms of the five-dimensional fields, this corresponds to setting both the
‘magnetic’ and one of the ‘electric’ components of the five-dimensional gauge fields to
zero, Aiµ = Ai4 = 0, as well as truncating the first Kaluza-Klein vector A0.
Therefore, the remaining five-dimensional field content is
Ai = 6
1/6
2
xi dt, (7.6)
for the gauge fields, and
ds2(5) = −6−
2
3σ2dt2 + 6
1
3
φ
σ
(dz +Bµdx
µ)2 + 6
1
3
1
σφ
ds2(3), (7.7)
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for the metric. The Kaluza-Klein vector Bµ is determined from the three-dimensional
scalars via its field strength
Hµν =
1
φ2
µνρ ∂
ρφ˜. (7.8)
Introducing coordinates hi parametrising the CASR manifold, so that
gxy(φ)dφ
xdφy = aij(h)dh
idhj , it is convenient to make the field redefinition
yi = σhi, gˆij(y) :=
3
4
aij(y) =
3
4σ2
aij(h),
so that (7.4) becomes
L = R
2
− gˆij(y)∂yi∂yj + gˆij(y)∂xi∂xj − 1
4φ2
(∂φ)2 +
1
4φ2
(∂φ˜)2. (7.9)
In terms of the metric on the scalar manifold we find
gSe = gˆij(y)
(
dyidyj − dxidxj)+ 1
4φ2
(
dφ2 − dφ˜2
)
. (7.10)
This is just the metric on the para-Ka¨hler manifold
Se = N¯ × SL(2,R)
SO(1, 1)
,
which is the product of the projective special para-Ka¨hler manifold N¯ ∼= TM appear-
ing in the image of the time-like r-map, which we met in Section 3.6.1, and a two-
dimensional factor parametrized by (φ, φ˜). Since it is the product of two para-Ka¨hler
manifolds, (Se, gSe) is automatically para-Ka¨hler.
7.2.1 Equations of motion
We first look at the equations of motion coming from (7.9). The Einstein equations
read
1
2
Rµν − gˆij(y)∂µyi∂νyj + gˆij(y)∂µxi∂νxj − 1
4φ2
∂µφ∂νφ+
1
4φ2
∂µφ˜ ∂ν φ˜ = 0, (7.11)
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while the equations of motion for the scalars read
∇2yi + Γˆijk∂µyj∂µyk + Γˆijk∂µxj∂µxk = 0, (7.12)
∇2xi + 2Γˆijk∂µyj∂µxk = 0, (7.13)
∇2φ− 1
φ
(∂φ)2 − 1
φ
(∂φ˜)2 = 0, (7.14)
∇2φ˜− 2
φ
∂µφ∂
µφ˜ = 0, (7.15)
where Γˆijk are given by (6.42). Note that the equations of motion for (y
i, xi) and (φ, φ˜)
decouple.
7.2.2 Extremal BPS and non-BPS solutions
We look for solutions of (7.11) with flat transverse space, i.e. Rµν = 0. We leave the
case of non-extremal solutions to future work. In this case, (7.11) is solved if we make
the ansa¨tze
φ = ±φ˜, yi = Rijxj , (7.16)
where the “R-matrix” satisfies RT gˆR = gˆ. With this, (7.14) and (7.15) tell us that
(φ−1) = 0, so
φ =
1
f(~x)
, (7.17)
where f(~x) is harmonic in the three-dimensional transverse space. Likewise, (7.12) and
(7.13) reduce to
yi + 2Γˆijk∂µyj∂µyk = 0,
which is equivalent to
∂µ
(
gˆij(y)∂
µyj
)
= 0.
Following [47] we introduce the field yi via
∂µyi = gˆij(y)∂µy
j , (7.18)
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in terms of which the equation of motion for yi becomes yi = 0. Hence, we have
yi = Hi(~x), (7.19)
where the functions Hi(~x) are harmonic in the three-dimensional transverse space.
The Kaluza-Klein vector has field strength
Hµν = ±f2(~x)µνρ ∂ρ
(
1
f(~x)
)
= ∓µνρ ∂ρf(~x),
which takes the form dB = ∗(3)df . The five-dimensional metric takes the schematic
form
ds2(5) = −σ2dt2 + σ−1
[
f−1(dz + ~B · d~x)2 + fd~x2
]
= −σ2dt2 + σ−1ds2GH ,
which corresponds to a non-rotating black hole with four-dimensional Gibbons-Hawking
base [41]. The remaining scalar field σ can be determined from yi by σ3 = H(yi).
However, one first needs to invert the relation (7.18), which can only be achieved in a
model-dependent fashion, as in the study of five-dimensional black holes [43,47,48].
Example: The STU model
As a brief example of the form such stationary solutions could take, we concentrate on
the STU-model [113]. This has n
(5)
V = 2 and Hesse potential
H(h) = h1h2h3.
We also restrict ourselves to the single-centered spherically symmetric case. Given a
solution yi = Hi(ρ) = Ai + Qiρ , we can solve (7.18) to find
yi = − 1
4Hi(ρ) , i = 1, 2, 3.
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The function f(ρ) = a+ 2nρ gives B = 2n cos θ dφ. Hence, we find the five-dimensional
line element
ds2(5) = −(H1H2H3)−2/3dt2 +(H1H2H3)1/3
[
f−1(dz + 2n cos θ dφ)2 + f(dρ2 + ρ2dΩ22)
]
.
Depending on the values of the constants a and n, the four-dimensional part of this
solution has a different interpretation. For example, the case a = 0, 2n = 1 would
correspond to a flat base space
ds2(4) = dr
2 +
r2
4
(dψ2 + dφ2 + 2 cos θ dψdφ+ dθ)2,
written in terms of the Euler angles (θ, φ, ψ) on S3. Here we have put ρ = r2/4 and
ψ = z, which is taken to have periodicity 4pi [66].
The solution is electrically charged under the five-dimensional gauge fields, with
qi = Ri
jQj .
The possible R-matrices for the STU-model are given by
R =

±1 0 0
0 ±1 0
0 0 ±1
 ,
where the choice of sign for each diagonal element is independent. For R = ±1 we
obtain BPS solutions, while for R 6= ±1 we obtain non-BPS solutions.
7.3 Electric truncation II
The second ‘electric truncation’ corresponds to the involution (7.2) which acts isometri-
cally on gQ¯. Hence the fixed-point set of (7.2) is a totally geodesic submanifold S
′
e ⊂ Q¯,
parametrized by the 2(n
(5)
V + 2) scalars (φ
x, σ, φ, ζi, ζ˜0). The associated Lagrangian is
L = R
2
− 3
4
gxy(φ)∂φ
x∂φy − 1
4φ2
(∂φ)2 − 3
4σ2
(∂σ)2
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+
σ
4φ
2aij(h)∂ζ
i∂ζj +
3
φσ3
2(∂ζ˜0)
2, (7.20)
and the corresponding metric on S′e is
gS′e =
3
4
gxy(φ)dφ
xdφy +
1
4φ2
(dφ)2 +
3
4σ2
(dσ)2 − σ
4φ
2aij(h)dζ
idζj − 3
φσ3
2dζ˜
2
0 . (7.21)
Note that for SS or TS reduction (i.e. 2 = −1), this metric is positive definite, while
for ST reduction (2 = 1) it has split signature (n
(5)
V +2, n
(5)
V +2). For the same reasons
as above we therefore concentrate on the ST reduction.
The consistent truncation defined by the involution (7.2) restricts us to the subset
of field configurations with xi = φ˜ = ζ0 = ζ˜i = 0. We also focus on the case of ST
reduction. In terms of the five-dimensional fields, this corresponds to setting both the
‘magnetic’ and one of the ‘electric’ components of the five-dimensional gauge fields to
zero, Aiµ = Ai0 = 0, as well as truncating the second Kaluza-Klein vector Bµ = 0 and
one component of the first, A04 = 0.
Therefore, the remaining five-dimensional field content is
Ai = 6
1/6
√
2
ζi dt, (7.22)
for the gauge fields, and
ds2(5) = −61/3
(
φ
σ
)
dt2 + 6−2/3σ2(dz +A0µdxµ)2 +
61/3
σφ
ds2(3), (7.23)
for the metric. The Kaluza-Klein vector A0µ is determined from the three-dimensional
scalars via its field strength
F0µν = −
6
√
2
σ3φ
µνρ∂
ρζ˜0. (7.24)
It is convenient to make the field redefinitions
σ = u−
1
2 v−
1
2 , φ = u−
1
2 v
3
2 , yi = vhi, gˆij(y) =
3
4v2
aij(h), (7.25)
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so (7.20) becomes
L = R
2
− gˆij(y)∂yi∂yj + 1
3
gˆij(y)∂ζ
i∂ζj − 1
4u2
(∂u)2 +
3
u2
(∂ζ˜0)
2, (7.26)
or in terms of the metric on the scalar manifold
gS′e = gˆij(y)dy
idyj − 1
3
gˆij(y)dζ
idζj +
1
4u2
du2 − 3
u2
dζ˜20 . (7.27)
7.3.1 Relating the electric truncations
Using the (t, ψ) flip of Chapter 4, we can relate the two electric truncations to each
other. In particular, if we start with the truncation in Section 7.2, the variables
(V, ρ1, ρ2, µ
i
1, µ
i
2, νi, µ˜1, µ˜2) given in (4.29) become
V = σ
1
2φ
1
2 , ρ2 = σ
− 3
2φ
1
2 , µi2 = bx
i, µ˜1 = − g
2
√
3
φ˜,
with all others vanishing. Applying the (t, ψ) flip to this configuration gives us a theory
with
φ′ = σ
3
2φ
1
2 , σ′ = σ−
1
2φ
1
2 , (ζi)′ =
√
3xi, (ζ˜0)
′ = − 1
2
√
3
φ˜,
and (xi)′ = (φ˜)′ = (ζ0)′ = (ζ˜i)′ = 0. This is precisely the field content of the second
electric truncation.
Moreover, we see that the (t, ψ) flip really maps the Lagrangian (7.4), which is
relevant for TS reduction, to the Lagrangian (7.20) relevant for ST reduction. This
provides us with a global isometry between the totally geodesic submanifolds (Se, gSe)
and (S′e, gS′e). We will comment on the possible significance of this in Chapter 8.
7.4 Magnetic truncation
We now concentrate on the ‘magnetic truncation’, corresponding to the involution (7.3)
which acts isometrically on gQ¯. Hence the fixed-point set of (7.3) is a totally geodesic
submanifold Sm ⊂ Q¯, parametrized by the 2(n(5)V + 2) scalars (φx, σ, φ, ζ0, ζ˜i). The
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associated Lagrangian is
L = R
2
− 3
4
gxy(φ)∂φ
x∂φy − 1
4φ2
(∂φ)2 − 3
4σ2
(∂σ)2 +
σ3
12φ
(∂ζ0)2
+
1
φσ
aij(h)∂ζ˜i∂ζ˜j , (7.28)
and the corresponding metric on Sm is
gSm =
3
4
gxy(φ)dφ
xdφy +
1
4φ2
(dφ)2 +
3
4σ2
(dσ)2 − σ
3
12φ
(dζ0)2 − 1
φσ
aij(h)dζ˜i dζ˜j . (7.29)
Note that for both ST and TS reductions this metric has split signature (n
(5)
V +2, n
(5)
V +
2).
The consistent truncation defined by the involution (7.3) restricts us to the subset of
field configurations with xi = φ˜ = ζi = ζ˜0 = 0. In terms of the five-dimensional fields,
this corresponds to setting the ‘electric’ components of the five-dimensional gauge fields
to zero, Ai0 = Ai4 = 0, as well as truncating the second Kaluza-Klein vector Bµ = 0,
and the three-dimensional components of the first Kaluza-Klein vector A0µ = 0.
Therefore, the remaining five-dimensional field content is
F iµν =
61/6
√
2 2
σφ
µνρ a
ij(h)∂ρζ˜j , (7.30)
for the gauge fields, and
ds2(5) = −1 6−2/3σ2(dx0 +A04dx4)2 − 2 61/3
(
φ
σ
)
(dx4)2 +
61/3
σφ
ds2(3), (7.31)
for the five-dimensional line element. The Kaluza-Klein vector is given by
A0 = −
√
2ζ0 dx4. (7.32)
It is convenient to make the field redefinitions
σ = u−
1
2 v−
1
2 , φ = u
1
2 v−
3
2 , yi = vhi, gˆij(y) =
3
4v2
aij(h), (7.33)
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so (7.28) becomes
L = R
2
− gˆij(y)∂µyi∂µyj − 1
4u2
(∂u)2 +
1
12u2
(∂ζ0)2 +
3
4
gˆij(y)∂µζ˜i∂
µζ˜j , (7.34)
or in terms of the metric gSm :
gSm = gˆij(y)dy
i dyj +
1
4u2
(du)2 − 1
12u2
(dζ0)2 − 3
4
gˆij(y)dζ˜i dζ˜j . (7.35)
The five-dimensional gauge field strength (7.30) then becomes
F iµν = −
3 · 6−1/62√
2
µνρgˆ
ij(y)∂ρζ˜j , (7.36)
and the line element (7.31) is
ds2(5) = −1
6−2/3
uv
(dx0 +A04dx4)2 − 261/3
(u
v
)
(dx4)2 + 61/3v2ds2(3). (7.37)
We can consider a further truncation of this model to field configurations with
ζ0 = 0. This is induced by the involution (yi, u, ζ0, ζ˜i) 7→ (yi, u,−ζ0, ζ˜i) which acts
isometrically on (7.35). The resulting scalar target space is then precisely that which
we studied in Chapter 6 in the context of static black string solutions. This proves that
the truncation we made in Chapter 6 is consistent, since it corresponds to restricting
ourselves to a totally geodesic submanifold of a totally geodesic submanifold.
The manifold Sm is para-Ka¨hler since it is the product
Sm = T
∗M × SL(2,R)
SO(1, 1)
,
of the para-Ka¨hler manifold T ∗M , which was relevant for static extremal black strings
in Section 6.5.5, and a two-dimensional factor parametrised by (u, ζ0).
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7.4.1 Equations of motion
We first look at the equations of motion coming from (7.34). The Einstein equations
read
1
2
Rµν − gˆij(y)∂µyi∂νyj − 1
4u2
∂µu ∂νu+
1
12u2
∂µζ
0∂νζ
0 +
3
4
gˆij(y)∂µζ˜i∂ν ζ˜j = 0, (7.38)
while the equations of motion for the scalars read
∇2yi + Γˆijk∂µyj∂µyk −
3
4
Γˆijkgˆ
jmgˆkn∂µsm∂
µsn = 0, (7.39)
∇2ζ˜i − 2Γˆkij∂µyj∂µζ˜k = 0, (7.40)
∇2u− 1
u
(∂u)2 − 1
3u
(∂ζ0)2 = 0, (7.41)
∇2ζ0 − 2
u
∂µu ∂
µζ0 = 0. (7.42)
7.4.2 Extremal BPS and non-BPS solutions
We look for solutions of (7.38) with flat transverse space, i.e. Rµν = 0. In this case,
(7.38) is solved if we make the ansa¨tze1
ζ0 = ±
√
3u, ∂µy
i =
√
3
2
Rij gˆ
jk(y)∂µζ˜k, (7.43)
where the “R-matrix” satisfies RT gˆR = gˆ.
With this, (7.41) and (7.42) tell us that (u−1) = 0, so
u =
1
f(~x)
, (7.44)
where f(~x) is harmonic in the three-dimensional transverse space. Likewise, (7.39) and
(7.40) reduce to yi = 0, so
yi = Hi(~x), (7.45)
1Note that, in terms of the variables (4.29), the first of these conditions becomes ρ1 = ±ρ2, which
corresponds to the singular locus of the (t, ψ)-flip (4.34).
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is harmonic. Returning to (7.33), we see then that
v = H(H) 13 .
The remaining five-dimensional fields are given by
A0 = ∓
√
6
f
dx4, F iµν = −
3 · 6−1/62√
2
µνρ(R
−1)ij∂ρHj .
Plugging these expressions into the line element (7.37) we find
ds2(5) = −1
6−2/3f
H(H)1/3
(
dx0 +
√
6
f
dx4
)2
−2 6
1/3
fH(H)1/3 (dx
4)2+61/3H(H)2/3d~x2, (7.46)
where we have fixed the sign of A0. Note that choosing the opposite sign would simply
correspond to a coordinate redefinition x4 → −x4.
In order to interpret these solutions physically we concentrate on the case of ST
reduction and introduce the coordinates
t = −x4, z = x4 + 6−1/2x0, (7.47)
in terms of which the line element (7.46) becomes
ds2(5) =
61/3
H(H)1/3
[−dt2 + dz2 + (f − 1)(dt+ dz)2]+ 61/3H(H)2/3d~x2.
In [41] such solutions are called ‘plane-fronted waves’. This particular solution can be
thought of as taking the extremal black string of Chapter 6 and putting a pp-wave
along its worldvolume.
7.4.3 Non-extremal solutions
We now turn our attention to spherically symmetric solutions of (7.38)–(7.42). We
take coordinates (τ, θ, φ), and insist that all fields are independent of both θ and φ, as
in Chapter 6. Recall that the most general form for the three-dimensional transverse
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space consistent with the Einstein equations (which for µ, ν 6= τ are just Rµν = 0) is
ds2(3) =
c4
sinh4(cτ)
dτ2 +
c2
sinh2(cτ)
dΩ22, (7.48)
where we take c > 0. The remaining components of (7.38), namely those with µ = ν =
τ , give us the Hamiltonian constraint
c2 − gˆij(y)y˙iy˙j + 3
4
gˆij(y)
˙˜
ζi
˙˜
ζj − u˙
2
4u2
+
(ζ˙0)2
12u2
= 0. (7.49)
We turn now to the scalar equations of motion (7.39)–(7.42). The equations of
motion for (yi, ζ˜i) are the same as in Chapter 6
2. For ζ˜i we have
d
dτ
(
gˆij(y)
˙˜
ζj
)
= 0,
which we solve with
˙˜
ζi =
2√
3
gˆij(y)p˜
j , (7.50)
where the integration constants p˜i are proportional to the magnetic charge of the solu-
tion under the gauge field Ai.
Using (6.18), the equation of motion (7.39) for the yi becomes
y¨i +
1
2
gˆil(y)(∂lgˆjk)
(
y˙j y˙k − p˜j p˜k
)
= 0.
As in Section 6.4.3 we solve this with
yi(τ) = Ai cosh(cτ) +
Bi
c
sinh(cτ). (7.51)
Introducing the radial coordinate ρ via (6.14) we can rewrite (7.51) as
yi(ρ) =
(
Ai +
Bi − cAi
ρ
)
W−
1
2 := W−
1
2Hi(ρ), (7.52)
where the function W (ρ) was introduced in (6.16).
2Note that there we used wi for the scalar fields.
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We next consider the equations for (u, ζ0). For ζ0, (7.42) becomes
ζ¨0 − 2
u
u˙ζ˙0 = u2
d
dτ
(
ζ˙0
u2
)
= 0,
which has solution
ζ˙0 =
√
3Du2, (7.53)
for some integration constant D. With this, (7.41) becomes
u¨− 1
u
u˙2 −D2u3 = 0.
Introducing w = u−1, we have
ww¨ − w˙2 +D2 = 0,
which can be solved by taking
w(τ) = α cosh(cτ) +
β
c
sinh(cτ), (7.54)
provided D2 = β2 − c2α2. In terms of the radial coordinate ρ of (6.14) we have
w(ρ) =
(
α+
∆
ρ
)
W−
1
2 := f(ρ)W−
1
2 ,
where f(ρ) is harmonic in the three-dimensional transverse space and we have defined
∆ := β − cα. Hence,
u(ρ) = W
1
2 f(ρ)−1. (7.55)
Returning to the Hamiltonian constraint and using the solutions we’ve found so far,
we see that (7.49) reduces to
3
4
c2 − gˆij(y)
(
y˙iy˙j − p˜ip˜j) = 0, (7.56)
which is the same as we had for the non-extremal black string case (6.20). Hence the
class of models for which we can find solutions is identical.
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Summarising, we have
u =
1
f(ρ)
W (ρ)
1
2 , v = H(H) 13W (ρ)− 12 ,
for the Kaluza-Klein scalars.
Turning to the Kaluza-Klein vector A0, we have
ζ˙0 =
√
3∆(∆ + 2cα)u2.
In terms of the radial coordinate ρ, this becomes
dζ0
dτ
= −ρ2W (ρ)dζ
0
dρ
= −
√
3∆(∆ + 2cα)
W (ρ)
f2(ρ)
.
Hence
dζ0
dρ
= −
√
3∆(∆ + 2cα)
(αρ+ ∆)2
,
the solution to which is
ζ0(ρ)− ζ0(∞) = 1
α
√
3∆(∆ + 2cα)
αρ+ ∆
. (7.57)
Substituting these expressions into (7.37) results in the asymptotically-flat five-
dimensional line element
ds2(5) = −1
6−2/3f
H(H)1/3 (dx
0 −
√
2ζ0 dx4)2 − 2 6
1/3W
fH(H)1/3 (dx
4)2
+61/3H(H)2/3
(
dρ2
W
+ ρ2dΩ22
)
. (7.58)
We can determine the integration constant ζ0(∞) by imposing that the line element
(7.58) approaches the extremal single-centered solution (7.46) as c→ 0. In particular,
we want
ζ0(ρ)
c→0−−→ −
√
3ρ
αρ+ ∆
,
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which requires ζ0(∞) = −√3α−1. Hence we find
ζ0(ρ) = −
√
3
α
(
αρ−√∆(√∆ + 2c−√∆)
αρ+ ∆
)
. (7.59)
Note that for ∆ = 0, we have f(ρ) = α, and (7.58) matches with the static case
(6.30) provided α = 1. This provides the interpretation of ∆ as encoding the deviation
of the solution from statiticity.
Reading off the metric coefficients we have
g00 = −1 6
−2/3
H(H)1/3
(
1 +
∆
ρ
)
, (7.60)
g04 = −1 6
−1/6
H(H)1/3
(
1−
√
∆(
√
∆ + 2c−√∆)
ρ
)
, (7.61)
g44 = −1 6
1/3
H(H)1/3
(
√
∆ + 2c−√∆)2
ρ
, (7.62)
from which we see that the (x0, x4) part of the metric degenerates at
g00 g44 − (g04)2 ≡ − 6
−1/3W
H(H)2/3 = 0,
i.e. at ρ = 2c.
Let us now concentrate on the case of ST reduction, which will be relevant for con-
structing four-dimensional black hole solutions in Section 7.4.4. Making the coordinate
change (x0, x4) 7→ (t, z) given in (7.47), the line element (7.58) can be written in the
form
ds2(5) =
61/3
H(H)1/3
−W (√∆ + 2c
2c
dt+
√
∆
2c
dz
)2
+
(√
∆
2c
dt+
√
∆ + 2c
2c
dz
)2
+61/3H(H)2/3
(
dρ2
W
+ ρ2dΩ22
)
, (7.63)
which corresponds to a static black string (6.30) boosted in the z-direction with boost
parameter given by
t→
√
∆ + 2c
2c
t+
√
∆
2c
z, z →
√
∆
2c
t+
√
∆ + 2c
2c
z. (7.64)
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In this form, the metric (7.63) is asymptotically flat in the directions transverse to
the worldvolume of the string. Hence, we can read off the ADM mass and momentum,
which are given by
M = cijkh
i
∞h
j
∞pˆ
k, Pz =
√
∆(∆ + 2c),
where pˆi := pi + (∆ + 2c)hi∞.
Before moving on to consider the reduction of (7.63) to four dimensions, we com-
ment on an interesting observation. Namely, the boosted black string solution can be
generated from the static black string (6.30) by a certain action of the ‘hidden’ SL(2,R)
symmetry described in Section 4.3.2.
To see this, we start with the static black string (6.30) which, in terms of the
variables (4.29), has
ρ1 = 0, ρ2 = W
−1/2,
and perform the transformation
ρ 7→ ρ′ = eσ 1 + ρ
coshσ + ρ sinhσ
,
where
sinhσ = −
√
∆
2c
, coshσ =
√
∆ + 2c
2c
.
For ρ′1 we get the correct expression to match ζ0(ρ), whereas for ρ′2 we find ρ′2 =
W 1/2f−1, which reproduces the metric (7.58).
7.4.4 Four-dimensional solutions
We now consider the space-like reduction of (7.58) to four Minkowski dimensions. To
proceed we write (7.58) in a form suitable for reduction:
ds2(5) =
6−2/3f
H(H)1/3
(
dx0 −
√
2ζ0 dx4
)2
+
61/3H(H)1/6
f1/2
ds2(4).
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We can then read off the expression for the four-dimensional part of the line element,
which is (putting x4 = −t)
ds2(4) = −
W
f1/2H(H)1/2dt
2 + f1/2H(H)1/2
(
dρ2
W
+ ρ2dΩ22
)
. (7.65)
This describes a static non-extremal four-dimensional black hole with outer horizon at
ρ = 2c and inner horizon at ρ = 0. Unlike the four-dimensional solutions we met in
Section 6.6, however, we find that (7.65) has finite area at both the inner and outer
horizons, which remain finite in the extremal limit c→ 0. Indeed we find the entropy
S+ = pi
√
(∆ + 2c)H(p¯), S− = pi
√
∆H(p).
Our four-dimensional solution is electrically charged under
A0 = 61/2
(
1−
√
(∆ + 2c)∆
ρ
)
dt,
with charge
q˜0 = −
√
6(∆ + 2c)∆. (7.66)
We can invert this relation to find ∆ in terms of the physical electric charge q˜0 of the
four-dimensional black hole. Indeed, we have
∆ = −c+
√
c2 +
1
6
(q˜0)2,
where we have chosen the sign such that ∆ > 0. The relation between the horizon
charges pi, p¯i and the magnetic charges p˜i should be solved model-by-model, as ex-
plained in Chapter 6.
These four-dimensional solutions take precisely the same form as the non-extremal
black holes found in the static axion-free truncations of four-dimensional N = 2 su-
pergravity [114]. We have therefore identified the five-dimensional lift of such solutions
as being boosted black strings (7.63) with momentum Pz proportional to the electric
charge q˜0 of the four-dimensional solution.
Chapter 8
Conclusion and outlook
In this thesis we developed our understanding of the q-map from a geometrical point-
of-view, specifically in relation to time-like dimensional reduction, and used this to
generate new stationary solutions of five-dimensional N = 2 supergravity coupled to
vector multiplets.
We first derived the three-dimensional action obtained from dimensional reduction
of our five-dimensional theory of vector multiplets coupled to supergravity, treating
both space-like and time-like reductions on equal footing. This provided us with three
maps, which we called q(SS), q(ST ) and q(TS), depending on whether the first and second
reduction steps were taken to be over a space-like or time-like direction.
We argued that the target manifolds in the image of each of these maps was -
quaternionic-Ka¨hler. Moreover, they admitted an integrable 1-complex structure com-
patible with the -quaternionic structure. This meant that, surprisingly, the target
manifolds to the two Euclidean-signature theories obtained by ST and TS reductions
were equipped with distinct geometrical structures: one was a complex manifold, the
other para-complex.
Locally, however, the two manifolds seem to be isometric to each other. We demon-
strated this by generalising the (t, ψ)-flip obtained in [101], between the scalar manifolds
Q¯(ST ) and Q¯(TS) obtained by ST and TS reductions respectively. Although this map
did not provide a global isometry, so that we were still unable to identify the two spaces,
it did prove useful in explicitly constructing a ‘hidden’ symmetry generator present in
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the isometry group of every q-map space. This hidden symmetry completes an SL(2,R)
global symmetry group of the three-dimensional theory, which we again stress is com-
pletely generic and does not rely on the target manifold being homogeneous. Analysing
how such SL(2,R) transformations act on a given asymptotically flat five-dimensional
solution could provide an indication as to how one can generalise the recent work on
‘subtracted geometries’ [115–118] and the Kerr/CFT correspondence (see [119] and
references therein).
We then turned to the question of the global structure of the scalar manifolds
Q¯(ST ) and Q¯(TS) for the example of pure five-dimensional supergravity. In this case we
found that the two spaces could be realised as inequivalent open orbits of the Iwasawa
subgroup L of the Lie group G2(2), lying inside the pseudo-Riemannian symmetric space
S = G2(2)/(SL2 · SL2). Although again they were found to be locally isometric, the
orbits were inequivalent in the sense that there is no automorphism of L that relates
them. We will investigate similar questions for the general case of five-dimensional
supergravity coupled to n vector multiplets in a future publication [38]. In particular,
it still remains to be determined whether or not there exists a global isometry relating
the general q-map spaces.
This question of whether time-like and space-like reductions commute could have
implications for the moduli space of string compactifications that involve time-like
directions. For space-like reductions, it is conjectured that points on the classical
moduli space should be identified under the action of the discrete U-duality group [1].
However, in the case of time-like reductions, such duality groups do not act properly
discontinuously [120], and so it is still unclear how such an identification should take
place. In particular, the resulting space will not necessarily be Hausdorff [120]. By
analysing the global structure of such moduli spaces, we hope to be able to clarify the
role of the duality group in the case of compactifications including a time-like direction.
As an application of the q-map, we constructed five-dimensional solutions admitting
a time-like and space-like Killing vector: black strings. By dimensionally reducing to
a three-dimensional Euclidean supergravity theory, we were able to construct explicit
instanton solutions, which then lifted to non-extremal static black strings in five di-
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mensions. We also investigated the extremal limit of such solutions, and argued that
both BPS and non-BPS black strings could be obtained for any model admitting a suit-
able ‘R-matrix’, before giving a geometric meaning of such solutions in terms of null
geodesics falling within the eigendistributions of an integrable para-complex structure.
We then made progress towards extending this formalism to non-static solutions.
By modifying the techniques used previously to construct extremal and non-extremal
black holes and black strings in five-dimensional supergravity, we found that it was
straightforward to explicitly construct new classes of stationary solutions.
In the case of black holes, we found that it was possible to relate directly the
theories relevant for ST and TS reductions via the action of the (t, ψ) flip. This can
be understood in the context of the 4d/5d correspondence of [121, 122]. A charged
four-dimensional black hole can be lifted to a five-dimensional black hole. This is the
ST side of the reduction. Applying the (t, ψ) flip to this configuration gives another
five-dimensional solution which looks like a black hole sitting over a four-dimensional
Gibbons-Hawking base. Although we only saw this for extremal solutions, it should
work equally for non-extremal solutions, which we leave for future work.
In terms of constructing five-dimensional solutions, the goal is to use the formalism
developed in this thesis to obtain the most general charged rotating black holes and
black rings in five-dimensional supergravity with an arbitrary number of vector multi-
plets. Although progress has been made using group-theoretic techniques (see [16] and
references therein), we would like to exploit only those geometrical structures which
are generic, and can be utilised irrespective of whether the target manifolds are homo-
geneous spaces. A first step towards this could be to understand how our more general
constructions fit into the framework provided by the aforementioned group-theoretic
methods.
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