Abstract. We prove a weighted version of Selberg's orthogonality conjecture for automorphic L-functions attached to irreducible cuspidal representations of GL m over Q. Using this weighted orthogonality, we obtain the uniqueness of factorization of general L-functions. As a consequence, we prove that the L-function attached to an automorphic irreducible cuspidal representation of GL m over Q cannot be factored further.
Introduction.
It is a far-reaching conjecture of Langlands [11] that the most general L-function is indeed the L-function Lðs; PÞ attached to an automorphic representation P of GL n over an algebraic number field. It was further conjectured that this Lðs; PÞ is equal to a product of L-functions Lðs; p j Þ attached to automorphic irreducible cuspidal representations p j of GL m j over Q in a unique way:
Lðs; PÞ ¼ Lðs; p 1 Þ Á Á Á Lðs; p k Þ: ð1:1Þ These Lðs; p j Þ are called principal or primitive L-functions over Q in the sense that they are supposed to be L-functions that cannot be factored further. They are believed to be the building blocks of all L-functions.
A known special case of the unique factorization (1.1) is for P being an automorphic irreducible cuspidal representation of GL n over a cyclic algebraic number field F , when P is invariant under the action of the GalðF =QÞ. According to Arthur and Clozel [1] , such a representation P is the base change of p n h, where p is an automorphic irreducible cuspidal representation of GL n over Q, and h is any idele class character of Q trivial on N F =Q ðF Â A Þ. In terms of L-functions, we have the factorization Lðs; PÞ ¼ Q h Lðs; p n hÞ uniquely.
In this paper we will prove the uniqueness of the factorization in (1.1). That is, if any general L-function can be written as a product of principal L-functions Lðs; p j Þ for GL m j over Q, we will show that this factorization is unique. Unique factorization of L-functions in the Selberg class (Selberg [18] ) has been studied by Conrey and Ghosh [2] and Ram Murty [14] , under the Selberg orthogonality conjecture (Conjecture 1.1 below). For automorphic L-functions, Ram Murty [15] proved that Lðs; pÞ is primitive, i.e., cannot be factored further, when p is an automorphic irreducible cuspidal representation of GL 2 ðQ A Þ, under the Ramanujan conjecture. Our proof of Theorem 1.1 and its Corollary is unconditional.
The proof of Theorem 1.1 will utilize a weighted version of Selberg's orthogonality for automorphic L-functions. Let p be an automorphic irreducible cuspidal representation of GL m ðQ A Þ. Then the global L-functions attached to p are given by products of local factors for Re s > 1 (Godement and Jacquet [5] In [17] , Rudnick and Sarnak first proved a weighted version of (1.6):
and deduced (1.6) from (1.8) using the fact that the left side of (1.6) is a sum of positive terms. What we want to prove here is a weighted version of (1.7). We note that we cannot remove the weight 1 À n=x from the left side of (1.9) using standard methods, because the sum there is not of positive terms. For our purpose of proving Theorem 1.1, however, there is no need to remove this weight. There is also no need to remove terms on prime powers from the sum on the left side of (1.9). That is, we do not assume Conjecture 1.3.
When p and p 0 are not twisted equivalent, i.e., when p Z p 0 n a it for any t A R, where aðgÞ ¼ jdetðgÞj, (1.9) was proved by the authors in [12] . In this paper, we will prove the remaining case: (1.9) is true when m ¼ m 0 and p G p 0 n a it 0 for some nonzero t 0 A R.
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Proof of Theorem 1.1.
We first prove Theorem 1.1 using (1.8) and Theorem 1.2. A similar argument was first used by Conrey and Ghosh [2] who deduced the uniqueness of factorization in the Selberg class by assuming Conjecture 1.1 (cf. Ram Murty [14] ).
Suppose that (1.2) holds. Taking logarithmic derivatives of both sides like in (1.3), we get
Since p j is not equivalent to any p 0 i , the right side of (2.1) is flog x, by Theorem 1.2. On the left side of (2.1), we get at least one, and possibly more copies of 1 2 log 2 x þ Oðlog xÞ by (1.8) . This contradiction proves Theorem 1.1. r
Rankin-Selberg L-functions.
We will use the Rankin-Selberg L-functions Lðs; p Â p 0 Þ as developed by Jacquet, Piatetski-Shapiro, and Shalika [6] , Shahidi [19] , and Moeglin and Waldspurger [13] , where p and p 0 are automorphic irreducible cuspidal representations of GL m and GL m 0 , respectively, over Q with unitary central characters. This L-function is also given by local factors:
The Archimedean local factor L y ðs;
where, when p y and p 0 y are unramified,
We will need the following properties of the L-functions Lðs; p Â p 0 Þ and Fðs; p Â p 0 Þ.
RS1. The Euler product for
Lðs; p Â p 0 Þ in (3.1) converges absolutely for Re s > 1 (Jacquet and Shalika [7] ).
RS2. The complete L-function Fðs; p Â p 0 Þ has an analytic continuation to the entire complex plane and satisfies a functional equation
where Q pÂp 0 > 0 and tðp Â p 0 Þ ¼ GQ
1=2
pÂp 0 (Shahidi [19] , [20] , [21] , and [22] ).
andp p G p 0 n a it 0 for some t 0 A R, the only poles of Fðs; p Â p 0 Þ are simple poles at s ¼ it 0 and 1 þ it 0 coming from Lðs; p Â p 0 Þ (Jacquet and Shalika [7] , [8] , Moeglin and Waldspurger [13] ). We will only consider the latter case in the proof of Theorem 1.2.
RS4. Fðs; p Â p 0 Þ is meromorphic of order one away from its poles, and bounded in vertical strips (Gelbart and Shahidi [4] 
where g is Euler's constant. Therefore
Let CðdÞ be the complex plane with the discs js À nj < d, n ¼ 0; À1; À2; . . . excluded. Then by (3.2) and (3.3), for s A CðdÞ we have
where r runs over all the non-trivial zeros of Lðs; p Â p 0 Þ. 
The definition of L y ðs; p y Â p 
2 Þg is contained in CðmÞ. Consequently, for all n ¼ 0; À1; À2; . . . , the strips
2 Þ a ReðsÞ a n þ bð j 2 ; k 2 Þ À 1=ð8m 2 Þg ð3:8Þ are subsets of CðmÞ. This structure of CðmÞ will be used later. We will prove in a moment that
Now taking real part in (3.7), we get by (3.9) that
Let s ¼ s þ iT with 2 a s a 3 such that s A CðmÞ; this is possible by the structure of CðmÞ. We want to point out that the left side of (3.10) is Oð1Þ. On the other hand, by (3.4) and the functional equation in RS2, we get
Applying ( 
þ OðlogðQ pÂp 0 jtjÞÞ: 
The second inequality can be deduced from the first. 
Because s 0 b 2, the second term on the left side is Oð1Þ. By the same reason,
Also it follows from (b) and À2 a s a 2 that
f logðQ pÂp 0 jtjÞ:
Inserting these estimates into (4.1), we get the desired result.
(d) By the counting of zeros in (a), we can choose c > 0 and t with T a t a T þ 1 satisfying the following properties: For any s þ it with À2 a s a 2 and jt À tj a c log À1 ðQ pÂp 0 jTjÞ, s þ it A CðmÞ, Lðs þ it; p Â p 0 Þ 0 0, and s þ it is away from poles 1 þ it 0 and it 0 of Lðs; p Â p 0 Þ by at least 1=3. Then for
þ OðlogðQ pÂp 0 jtjÞÞ f log 2 ðQ pÂp 0 jtjÞ by (c) and (a).
(e) The proof is similar and easier than that for (d). Now, instead of (3.4), (3.5), and (3.6), we have
and in CðmÞ,
by (3.3). Then from the definition of CðmÞ we get
for s A CðmÞ. Thus, instead of (3.7), we now have
By an argument similar to that leading to (c) we get
for s ¼ s þ it as in the statement of (c). As in the proof of (d), we can choose c > 0 and t with T a t a T þ 1 satisfying the following properties: For any s þ it with À2 a s a 2 and jt À tj a c log À1 ðQ pÂp 0 jTjÞ; ð4:2Þ s þ it A CðmÞ, Lðs þ it; p Â p 0 Þ 0 0, and s þ it is away from poles 1 þ it 0 and it 0 of Lðs; p Â p 0 Þ by at least 1=3. Then the desired result of (e) follows from Proof. By the functional equation in RS2, we have that
Using the definition of L y ðs; p y Â p 
Using s < À1 again, we get We will prove Theorem 1.2 when m ¼ m 0 andp p G p 0 n a it 0 for some nonzero t 0 A R. The case of p and p 0 being not twisted equivalent was proved by Liu and Ye [12] . where ðbÞ means the line ReðsÞ ¼ b > 0. Then we have
Kðs þ 1Þ x s sðs þ 1Þ ds
The last two integrals are clearly bounded by f
Choose s 0 with À2 < s 0 < À1 such that the line ReðsÞ ¼ s 0 is contained in the strip S À2 H CðmÞ; this is guaranteed by the structure of CðmÞ. Let T be the t such that Lemma 4.1(e) holds. Now we consider the contour
Note that the two poles, some trivial zeros, and certain nontrivial zeros of Lðs þ 1; p Â p 0 Þ, as well as s ¼ 0; À1 are passed by the shifting of the contour. The trivial zeros can be determined by the functional equation in RS2: s þ 1 ¼ Àm pÂp 0 ð j; kÞ with s 0 < À1 À Reðm pÂp 0 ð j; kÞÞ < 0. Here we used the facts that Reðm pÂp 0 ð j; kÞÞ > À1 and À2 < s 0 < À1. Then we have ð5:3Þ 1 2pi
Kðs þ 1Þ x s sðs þ 1Þ ds The desired estimate (1.9) now follows from this, (5.2), and the fact that T @ x. r
