We discuss the computational complexity of the perturbative evaluation of scattering amplitudes, both by the Caravaglios-Moretti algorithm and by direct evaluation of the individual diagrams. For a self-interacting scalar theory, we determine the complexity as a function of the number of external legs. We describe a method for obtaining the number of topologically inequivalent Feynman graphs containing closed loops, and apply this to one-and two-loop amplitudes. We also compute the number of graphs weighted by their symmetry factors, thus arriving at exact and asymptotic estimates for the average symmetry factor of diagrams. We present results for the asymptotic number of diagrams up to 11 loops, and prove that the average symmetry factor approaches unity as the number of external legs becomes large. 1
Introduction
With the advent of high-energy colliders such as LHC and TESLA, high-multiplicity final states will become ever more relevant, increasing the need for efficient evaluation of complicated multi-leg amplitudes. Performing such calculations by a direct evaluation of all relevant Feynman graphs is computationally hard in the sense that the number of graphs increases with N roughly as N!, the total number of external legs. For example, the 2 → 8 purely gluonic amplitude in QCD contains 10.5 million Feynman graphs at the tree level; and one may expect that loop corrections (described by many more diagrams) will also be important. A computational breakthrough has been achieved by the introduction of the Caravaglios-Moretti (CM) algorithm [1] , in which the Schwinger-Dyson (SD) equations of the theory, rather than their decomposition in individual Feynman diagrams, are employed, thus leading to a complexity of order c N (where c is a constant). Such methods, however, have to date only be formulated for the Born approximation. Barring a revolutionary new method for solving the SD equations including loop effects 4 , the most straightforward approach would seem to use the vertices of the effective, rather than those of the bare, action. In such an approach the effective vertices with up to N legs have to be employed, which increases the complexity of the CM algorithm. In order to assess the relative merit of the CM algorithm, it is therefore relevant to compare the computational complexity of the CM approach to the number of higher-order Feynman graphs. In section 2, we calculate the number of individual diagrams, not weighted by their symmetry factors, in zero-, one-and two-loop level for four models of a self-interacting scalar theory. We also give the number of one particle irreducible graphs, that is needed in the sequence. In section 3 we give the number of diagrams, now weighted by their symmetry factors, for the four models, as they occur directly from the path integral. Section 4 contains asymptotic estimates, in the number of external legs, for weighted and unweighted graphs. In section 5 we proceed in calculating the computational complexity of the CM algorithm in one and two loops. In section 6 we compare the efficiency of the CM algorithm to that of the individual-diagram approach.
Counting diagrams
We consider a self-interacting scalar theory with arbitrary vertices of the type ϕ k , k = 3, 4, . . .. We define the 'potential'
where ǫ k is 1 if the ϕ k interaction is present, otherwise it is zero. We shall specialize to a number of cases: 
but alternative theories are easily implemented.
Counting tree diagrams
Tree diagrams can be conveniently counted by means of the SD equation. This hinges on the fact that, at the tree level, all diagrams have unit symmetry factor. The counting of tree diagrams has been described in detail in [2, 3, 4] , and here we briefly recapitulate these results. Let us denote by a(n) the number of Feynman tree diagrams contributing to the 1 → n amplitude, and define the generating
Pictorially, we denote this as φ 0 (x) = 0000 0000 0000 0000 0000 0000 0000 1111 1111 1111 1111 1111 1111 1111
By considering the alternatives when entering the blob from the left, we easily see that 
where the right-hand side contains k blobs. This implies that φ 0 (x) obeys the equation
Since V(ϕ) is of order O(ϕ 3 ), this SD equation can easily be iterated starting with φ 0 (x) = 0, and the desired a(n) can be read off once the iteration has proceeded far enough. Notice that
so that the higher derivatives of V(φ 0 (x)) are completely expressed in terms of φ ′ 0 (x) and its derivatives.
The asymptotic behaviour of a(n) for large n is determined by the singularity structure of φ 0 (x). Since φ 0 (x) cannot reach infinity for finite values of x, the singularities take the form of branch cuts, where φ 0 (x) remains continuous but (as it turns out in all cases studied so far) φ ′ 0 (x) diverges. We have
and the dominant singularity is reached for that value φ c for which V ′′ (φ c ) = 1 and
is closest to the origin 5 . This value is always located on the positive real axis, where φ 0 (x) is concave and monotically increasing for x < x c . Taylor expansion then gives the structure of the branch cut:
from which we conclude that, for large n,
In the table we give the relevant numbers for the four case theories.
Here, we disregard the possibility that there are several such values, arising from a symmetry of the potential such as in the case of theories with only ϕ m interactions (m ≥ 4). These cases are treated in detail in [6] and references therein. The asymptotic results given here are 'coarsegrained'.
Counting one-loop diagrams
When closed loops are introduced, an SD-type equation itself cannot be used to count the number of topologically inequivalent graphs. This stems from the fact that the SD-type equations are local in the sense that they only consider (in a recursive manner) what happens at a single vertex of a diagram, while the topology of a graph containing closed loops is a global property of the whole graph. Instead, one has to settle for an order-by order and topology-by-topology treatment.
Every one-loop diagram can be viewed as a single closed loop, to which treediagram pieces (which we call leaves) are attached. From 
where the sum has k blobs again, and we have introduced the shorthand notation v, we see immediately that the number of one-loop graphs can be completely expressed in terms of v. The generating function of L 1 (n), the number of all one-loop non-vacuum graphs with precisely n external legs, is given by attaching leaves to a closed loop in all possible ways:
x n n! L 1 (n) = 00000 00000 00000 00000 00000 00000 
The standard combinatorics for collecting the various external legs into leaves, and inspecting the symmetry properties of the resulting graphs, show that a one-loop graph with m leaves has precisely the 'natural' symmetry factor 1/(2m), with two important exceptions: the graphs with one or two leaves have an additional symmetry since, for the one-leave graph, the loop line may be flipped over, and for the two-leave graph the two internal loop lines may be interchanged. This leads us to the strategy for computing the number of topologically inequivalent graphs:
• Write down the vacuum graphs, with their 'natural symmetry factor';
• Attach leaves in all possible places;
• Multiply by the order of the residual symmetry left over after the particular attachment.
Performing this program for the one-loop case, we find
The number of one-loop diagrams with n external legs is given below for some theories 
Counting two-loop diagrams
At the two-loop level, there are three topologically different vacuum diagrams. These are:
where we have indicated their 'natural' symmetry factor. Since these graphs contain vertices, we must also accommodate leaves attaching themselves to vertices: 
In case no leave happens to be attached, the expression for the vertices read, of course, V (3) (0) and V (4) (0), respectively. This prohibits, for instance, the occurrence of a three-point vertex in a ϕ 4 theory. For each of the graphs we have to admit the possibility of zero, one, or more leaves on each line, and that of leaves on any vertex. For the determination of the residual symmetries it must be remembered that lines without leaves on them may be interchanged, and vertices without leaves may be interchanged, provided the 'anchoring' of the graph to the external legs contained in every leaf present permits such an interchange. As a simple example, the vacuum graphs themselves, without any leaves on them, have a residual symmetry of precisely 8,12, and 8, respectively, so that indeed they will be counted precisely one time. For graph a there are now 2 × 3 2 = 18 cases to be considered, and for b and c we have 2 2 × 3 3 = 108 cases. The results for their generating functions are:
The total number L 2 (n) of two-loop graphs with precisely n external lines is therefore given via
Below, we give again the results for our specific theories. effective  0  2  1  3  3  1  3  0  6  7  2  10  3  29  35  3  58  0  217  273  4  465 The extension to three or more loops is a matter of establishing the vacuum diagrams. For the three-loop case, however, there are 15 such graphs. Dressing them with leaves leads to a larger number of cases to be considered, ranging from 54 to 11,664 per graph.
Counting amputated diagrams
Loop diagrams containing tadpoles or seagulls are constant contributions to lower order diagrams and are usually ignored. Moreover, diagrams containing selfenergy loops on external legs are absorbed, during the renormalization procedure. Removing such diagrams from the above results is a simple task. One has to substract all contributions from (a) diagrams with loops carrying zero or one vertex and (b) diagrams carrying two vertices one of which is connected with an external leg while the other is a single propagator.
For the one-loop case one has to substract the first graph in eq. 13, as a set of tadpole or seagul diagrams, as well as a contribution from graphs of the form With these modifications the generating function reads
The number of amputated one-loop diagrams for our test theories is given below: For two-loops diagrams one has to consider separately each vaccuum graph. All graphs containing loops with less than two vertices should be removed, as well as a variety of special cases which lead to non-amputated diagrams.
The generating functions for each of the three basic topologies becomes
The exact number of two-loop connected amputated diagrams for our test theories is given below 
Counting 1PI diagrams
The same methods as above can easily be employed in order to compute the number of one-particle irreducible (1PI) diagrams. We simply restrict ourselves to the 1PI vacuum bubbles; and, since 1PI diagrams cannot have any vertex in their leaves, we simply replace φ 0 (x) in the arguments of V ′′ , V (3) , V (4) , . . . by x. For the generating function of the 1PI one-loop diagrams, we therefore have
The resulting numbers are given in the following 
Counting with symmetry factors
The counting of diagrams including their symmetry factors is a somewhat simpler task, which can be performed on the basis of the path integral itself. In [5] this has been discussed in detail. However our approach here is somewhat different. One can expand the generating function of the number of connected diagrams perturbatively around ϕ = 0 and get a series in x (the source). Or, alternatively, one can expand perturbatively around the tree level one-point function ϕ = φ 0 . This shift eliminates the source x in favour of the tree level one-point function φ 0 (x), and reveals the vaccuum graph dressing procedure that we employed above.
Counting diagrams with symmetry factors
Consider the generating function for the number of disconnected diagrams of a scalar theory with arbitrary couplings and a source x:
with N = 1/ √ 2πh. Expanding around the tree level approximation φ 0 of the one-point function, i.e. setting ϕ → φ 0 + ϕ, and making use of the Schwinger -Dyson equation for φ 0 (x) gives
withŜ
The generating function of the number of connected diagrams is then
We see that it can be seen as a sum of the tree level part plus higher order corrections. These corrections can be written as the generating function for the vacuum diagrams of a theory with actionŜ(ϕ). The Feynman rules corresponding to this action can be read off directly :
• V (n) (φ 0 ) for every n-point vertex.
Given the potential V(ϕ) of the theory one can expand the vertex terms in the exponential of eq. 26, calculate the Gaussian integrals and arrive at an expression for W(x) that contains only V ′′ (φ 0 (x)) and its derivatives. In this way, given the tree level one-point function of the theory, one finds the number of graphs weighted by their symmetry factors to arbitrary order.
Writing W(x) in anh expansion
and, performing the integral and collecting together the terms of the same order inh, we see that the one loop diagrams are generated by
We can also find the generating function for the two loop diagrams
The factor 1 8 in front of the first term is the symmetry factor of the only 2-loop vacuum diagram with a 4-vertex (see fig 15. a). The factor 5 24 = 1 8 + 1 12 is the sum of the symmetry factors of the two vacuum diagrams with two 3-vertices (see fig  15 . b and .c) 6 .
Writing the derivatives V (m) (φ 0 ) in terms of derivatives of φ 0 (which can be done by differentiating the Schwinger-Dyson equation for φ 0 ) one arrives at Both in the one and two loop cases an intriguing pattern of denominators is apparent for large N values, which seems to persist (we have checked this for N up to 50).
The above procedure can easily be extended to higher-loop amplitudes as well, but since we have not computed the unweighted diagram sums we defer this discussion to the case of asymptotically large N.
counting 1PI graphs
The generating function for the one particle irreducible diagrams of a theory weighted by their symmetry factors can be obtained by the same prescription by substituting φ 0 = x. Now, however, we have to take into account only the 1PI vacuum diagrams. In the one loop case the only vacuum graph is 1PI and the generating function is
In the two loop case we have to take into account the vacuum graph with one 4vertex (see figure 15 .a) and only one of the two vacuum graphs with three vertices (see figure 15 .b) since the other one (see figure 15 .c) is not 1PI . This alters the symmetry factor from 5 24 to 1 12 . We get then
We give below the number of irreducible diagrams weighted by their symmetry factors in the 1-loop case for the four test theories : 
Asymptotic estimates
It is fairly easy to estimate the number of diagrams, both with and without their symmetry factors, for asymptotically large N. As before, the asymptotic behaviour of these numbers is governed by the analytic structure of their generating functions close to that singularity which is closest to the origin (that is, around x ∼ x c ). There, we have
where x c , φ c and C again depend on the theory. Let us first concentrate on the one-loop diagrams. Since v = 1 − 1/φ ′ 0 (x) has a square-root branch cut at the singular point, log(1 − v) is more singular than v or v 2 , and we have
We conclude that, for one-loop diagrams, the average symmetry factor of a given diagram is asymptotically equal to 1. The number K 1 (N) of graphs contained in the one-loop N-point amplitude is asymptotically given by
To illustrate the convergence of the weighted number of graphs to the unweighted number, we give the ratio of the coefficients of x N in L (s) 1 (x) to those of L 1 (x) as a function of N below, for the pure ϕ 3 theory. The other cases show a similar behaviour 7 , in which the asymptotic regime is approached as 1/ √ N: this can also be easily checked from the exact form of L 1 (x) close to the singularity. The asymptotic results for the higher-loop amplitudes can be established by the following reasoning. The leading contribution from each leave-dressed vacuum diagram is given by that part that has the highest degree of divergence as x → x c . From each line in the vacuum graph, this is a factor 1/(1 − v) = φ ′ 0 (x). Furthermore, from each k-point vertex in the vacuum graph the leading contribution comes from the limiting behaviour of V (k) (φ 0 (x)). Now, it is easily seen that, as
We conclude that the leading behaviour of the number of unweighted graphs is given by those vacuum graphs that contain only three-point vertices. To get the number of unweighted diagrams at the L-loop level, therefore, we first compute the normalized path integral for the pure ϕ 3 theory, using the usual perturbative interchange between expansion of the potential term and integration:
(37)
The sum of all connected vacuum diagrams with interactions is then given by
in the expansion of which the L-loop contribution (L ≥ 2) is given by the term with λ 2L−2 . In this expression, it suffices to replace λ by 2/C 2 and µ by 1
The first coefficients w L are given below. The asymptotic result for K L (N), the number of unweighted diagrams contributing to the L-loop n-point amplitude is therefore given by
For the number of L-loop graphs weighted by their symmetry factors we may employ the following formulation of the SD equation:
where the bracketed superscripts denote derivatives, and p,q
The successive expressions for φ L (x) in terms of lower-loop ones can straightforwardly be worked out. For L = 1, 2 these have been given in the previous section. If we now put in the approximate form of φ 0 (x) given in Eq.(10), it is easily checked (at least up to L = 10) that expression W is reproduced. Note that in this approximation the fourth and higher derivatives of V(φ 0 ) vanish, so that Eq.(41) is actually more complicated than need be: nevertheless, by using the next-to-leading expression
it can also be checked that, indeed, the subleading behaviour of φ 0 (x) shows up only in the subleading terms in K L (N). We conclude that as N → ∞, the average symmetry factor of any Feynman diagram approaches unity.
Complexity of the Caravaglios-Moretti algorithm

introduction
The CM algorithm, as first explicitly given in [1] (and earlier implied by [7] ), consists of the computation of subamplitudes with one off-shell leg, the other legs corresponding to on-shell external legs of the transition matrix element. For tree diagrams, these subamplitudes can be unambiguously specified by the particular set of external momenta involved because of momentum conservation. For detailed descriptions, we refer to [1, 8, 6] : here, we are only interested in the combinatorics of the algorithm.
Complexity for tree level computations in any theory
We assume an N-particle process, and set K = N − 1. Each subamplitude can then be encoded by a binary string with N bits, each referring to a given external particle. The bit is set to 1 if its external leg is involved in the subamplitude, and to 0 otherwise. For instance, the string (1, 1, 0, 1, 1, 0, 0, 0, . . . , 0, 0) denotes that subamplitude in which the external particles with labels 1,2,4 and 5 are combined, using the vertices of the theory, into a single off-shell momentum. By the same convention, a string with a single 1 refers to the Feynman rule for a single external particle (a spinor or antispinor for fermions, a polarization vector for vector particles, etctera). The CM algorithm combines subamplitudes into successively more complicated ones, culminating in the string (1, 1, 1, . . . , 1, 1, 1, 0) , which, after multiplying with the external factor (0, 0, 0, . . . , 0, 0, 0, 1) gives the final answer for the amplitude. It is clear that of the N external particles, one can be left out of the combinatorics since it has to be included only at the very end. The combinatorial problem is, therefore, to determine the number of ways to decompose a string of K bits. An example of a possible decomposition is (1,0,0,0,0,0) (0,1,0,0,0,0) (0,0,1,0,0,0) (0,0,0,1,0,0) (0,0,0,0,1,0)
(1,1,0,0,0,0) (0,0,1,1,1,0)
(1,1,1,1,1,0)
where we have indicated the strings corresponding with the external legs and the various subamplitudes. The possible decompositions depend on the theory in question: the presence of an (m + 1)-point vertex in the theory allows for a decomposition into m smaller strings. In this paper, we shall only deal with theories of a single self-interacting field (gluonic QCD being an example): extensions to more fields are fairly straightforward.
Let us first consider a subamplitude's string with n 1's being decomposed into m smaller strings, each with at least one 1. This happens when, in the SD equation, an (m + 1)-point vertex is encountered. The number of inequivalent decompositions, denoted by c m (n), is given by
where, of course, n 1 + n 2 + · · · + n m = n. Note that the above equation assumes that all the subamplitudes containing n 1 , n 2 , . . . , n m external momenta exist. This is always the case when a ϕ 3 interaction is present in the theory 8 but it is not true for a pure ϕ 4 theory for example. Then one has to introduce a factor that cancels the terms coming from combinations of non-allowed subamplitudes. We, nevertheless , proceed with our program to find a generating function for effective theories that always contain a three point vertex. We find
Now, out of all bit strings of size K, there are precisely K!/n!(K − n)! strings containing precisely n 1's. The total number of decompositions involving (m+1)point vertices is therefore
so that
In the simple case of a pure ϕ 3 theory we therefore have
so that the number of decompositions necessary to arrive at an N-point amplitude is given by
For a theory with both ϕ 3 and ϕ 4 interactions such as gluonic QCD, we find a total of 1 24 4 N − 1 4 2 N + 1 3 decompositions. In QCD at the tree level, an improvement is possible. We can decompose the gluonic 4-vertex into two 3-vertices by employing an auxiliary field, as explained for instance in [6] . This brings the complexity down from 4 N to 3 N , a worthwile improvement for large N. It is not to be expected, however, external momenta by combining a subamplitude containing n k − 1 momenta with an external momentum in a three point vertex that this will be possible in higher orders. The effective action, therefore, will contain (m + 1)-vertices for all m ≥ 2, and the generating function is therefore
Below we give the number of decompositions, For asymptotically large values of N, we have to study the analytic structure of F(x). Since this function is analytic for finite x, D(N) must increase with N slower than N!. On the other hand, D(N) increases faster than c N for any finite c, which is reasonable since as N grows larger and larger values of m come into play. This is also evident from the fact that the standard Borel transform of the series F(x), The above plot shows the behaviour of the ratio (log(N)/N)(D(N)/D(N − 1)) as a function of N for 3 ≤ N ≤ 100. For high N, this ratio is approximately (but not quite) a constant.
Complexity in one and two loops
Consider a general theory with m-point vertices. Each subamplitude of level n (containing n specific external momenta), can be constructed by combining two or more lower-level subamplitudes in a three-or more-point vertex. When using an (m + 1)-point vertex the subamplitude is built by m lower level subamplitudes and the number of different ways for this to happen is given by eq. 44. Each term in the series represents the number of ways to construct the subamplitude of level n using subamplitudes of level n 1 , . . . , n m . The computational cost of each such subamplitude involves, (assuming that there is an m+1 vertex in the theory) contributions from the following posibilities: All lower subamplitudes are free of loop corrections and the vertex is an ordinary one (this gives the tree level subamplitude) 9 . It can also be that one of the subamplitudes contains already a loop correction (that occured in previous steps in the C.M. algorithm) and the vertex is an ordinary one (see fig 52) . The subamplitudes containing loop corrections can, however, be of level 2 or higher since the level one subamplitudes are the external legs which we consider amputated. There are, therefore, m− i δ 1,n i different possibilities. Finally there is the case that all subamplitudes are free of loop corrections but the vertex is actually a loop (see the last term in fig 52) . The number of different possibilities is now equal to the number of 1PI diagrams with one loop and m + 1 legs, which we denote with J m,1 . In order to include the two loop correction one has to add to the above formula a term (m − δ 1,n i )(m − δ n i − 1) for the possibility that two of the lower subamplitudes have a one loop correction and a term equal to m − δ 1,n i for the possibility that one of the subamplitudes has a two loop correction. There is also the possibility that one of the lower subamplitudes is of 1-loop order and the vertex itself is a 1-loop 1PI graph. This costs an extra term of J m,1 (m − δ 1,n i ) Moreover one has to add the number of 1PI graphs with 2 loops and m + 1 legs, J m,2 . Hence we now have, writting S n i = i δ 1,n i The results for the four test cases are presented below: One should be aware of the fact that the above results are obtained under the assumption that the computational cost for every effective vertex that might include one or two loop 1PI graphs is the same.
Comparison of the complexity of the C.M. algorithm to the diagrammatic approach
We present below the ratio of the computational complexity of the C.M. algorithm over the number of diagrams one has to calculate in the customary diagrammatic approach, for our four test theories 10 . For each case the ratio for a calculation in tree, tree plus 1-loop, and tree plus 1-and 2-loop level is presented.
complexity of C.M. algorithm / number of diagrams
1.00 One should note that the C.M. algorithm will actually perform better than depicted by the above numbers, when compared with the straightforward diagrammatic approach, since we consider the cost of a step in the C.M. algorithm (i.e. the calculation of a subamplitude which corresponds to the calculation of an effective vertex) equal to the cost of the computation of a whole diagram. That is the reason for the apparently poor performance of the C.M. algorithm in the case of tree level ϕ 4 theory.
We, therefore, conclude that the Caravaglios-Moretti algorithm is more effective than the straightforward diagrammatic approach, in the tree as well as the one and two loop level, by a factor that increases rapidly with the number of external legs, even though this increase is less rapid in the one-and two-loop level than in tree level.
