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Abstract
The scaling of plasmoid instability maximum linear growth rate with respect to Lundquist number S in a Sweet-
Parker current sheet, γmax ∼ S1/4, indicates that at high S, the current sheet will break apart before it approaches
the Sweet-Parker width. Therefore, a proper description for the onset of the plasmoid instability must incorporate the
evolving process of the current sheet. We carry out a series of two-dimensional simulations and develop diagnostics
to separate fluctuations from an evolving background. It is found that the fluctuation amplitude starts to grow only
when the linear growth rate is sufficiently large (γmaxτA > O(1)) to overcome advection loss and the stretching
effect due to the outflow. The linear growth rate continues to rise until the sizes of plasmoids become comparable
to the inner layer width of the tearing mode. At this point the current sheet is disrupted and the instability enters
the early nonlinear regime. The growth rate suddenly decreases, but the reconnection rate starts to rise rapidly,
indicating that current sheet disruption triggers the onset of fast reconnection. We identify important time scales
of the instability development, as well as scalings for the linear growth rate, current sheet width, and dominant
wavenumber at disruption. These scalings depend on not only the Lundquist number, but also the noise amplitude.
A phenomenological model that reproduces scalings from simulation results is proposed. The model incorporates the
effect of reconnection outflow, which is crucial for yielding a critical Lundquist number Sc below which disruption
does not occur. The critical Lundquist number Sc is not a constant value but has a weak dependence on the noise
amplitude.
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1. INTRODUCTION
Most of the visible universe is in plasma state, where
the presence of magnetic field is ubiquitous. At large
spatial and slow temporal scales relative to kinetic
scales, the dynamics of highly conducting magnetized
plasmas is governed by ideal magnetohydrodynamics
(MHD) equations. A topological constraint imposed by
ideal MHD is the frozen-in condition, which implies the
preservation of field line connectivity among fluid ele-
ments (Alfvén 1943). Magnetic reconnection is a funda-
mental process that allows plasmas to break free from
the frozen-in constraint, thereby enabling the conver-
sion of magnetic energy to plasma energy. Magnetic
reconnection is generally believed to be the underly-
ing mechanism that powers explosive events in nature,
such as magnetospheric substorms, solar flares, coronal
mass ejections (CME), gamma-ray bursts, and sawtooth
crashes in fusion plasmas (see Biskamp 2000; Priest &
Forbes 2000; Zweibel & Yamada 2009; Yamada et al.
2010; Zweibel & Yamada 2016, for recent reviews).
Magnetic reconnection events in nature are often pre-
ceded by an extended quiescent period and then an im-
pulsive “onset” phase. During the onset phase the re-
connection rate increases abruptly, and subsequently re-
connection proceeds rapidly after the onset (Bhattachar-
jee 2004; Cassak et al. 2005). Accordingly, a success-
ful theory of reconnection must account for not only
the observed fast reconnection rate, but also the impul-
sive onset. The classical Sweet-Parker theory (Parker
1957; Sweet 1958) based on resistive MHD fails to ac-
complish both tasks. The Sweet-Parker theory assumes
that reconnection takes place in an extended current
sheet of length L, which is determined by the global
configuration. The governing dimensionless parameter
of the system is the Lundquist number S ≡ VAL/η,
where VA is the Alfvén speed of the reconnecting mag-
netic field and η is the magnetic diffusivity. The theory
predicts that the width of the current sheet scales as
aSP ' LS−1/2, and from conservation of mass the recon-
nection rate also scales as S−1/2. Because the Lundquist
number is typically very large in astrophysical systems
(e.g. S ∼ 1012–1014 in solar corona), the Sweet-Parker
reconnection rate is often too slow to account for obser-
vations. Furthermore, because the Sweet-Parker theory
is inherently a steady-state theory, it also cannot explain
the impulsive onset.
In recent years, significant progress has been made
in understanding the fast reconnection rate. In partic-
ular, it is now well-established that the Sweet-Parker
theory is not the correct description for resistive MHD
reconnection in the high-Lundquist-number regime, be-
cause the reconnection layer is unstable to the plas-
moid instability (Biskamp 1993), which is a tearing-
type instability (Furth et al. 1963). For two-dimensional
(2D) reconnection, the elongated current sheet in the
Sweet-Parker theory is replaced by a chain of plas-
moids (or magnetic islands) and fragmented thin current
sheets. In fully developed nonlinear stage, the reconnec-
tion rate becomes nearly independent of the Lundquist
number (Lapenta 2008; Bhattacharjee et al. 2009; Cas-
sak et al. 2009; Huang & Bhattacharjee 2010; Uzden-
sky et al. 2010; Loureiro et al. 2012; Ni et al. 2012;
Huang & Bhattacharjee 2013; Takamoto 2013; Comisso
et al. 2015; Loureiro & Uzdensky 2016). Furthermore,
if the fragmented current sheets become thinner than
kinetic scales such as ion inertial length di or ion gyro-
radius ρi, even faster Hall/collisionless reconnection can
be triggered (Daughton et al. 2009; Shepherd & Cas-
sak 2010; Huang et al. 2011; Ji & Daughton 2011). In
three dimensions (3D), the plasmoid instability can fa-
cilitate self-generated turbulent reconnection (Daughton
et al. 2011; Oishi et al. 2015; Huang & Bhattacharjee
2016). Plasmoid-mediated reconnection has been stud-
ied in a wide range of contexts, including post-CME
current sheets (Karpen et al. 2012; Guo et al. 2013;
Lynch et al. 2016), weakly ionized plasmas (Leake et al.
2012, 2013), embedded reconnection in a broad outer
current sheet (Cassak & Drake 2009), asymmetric re-
connection (Murphy et al. 2013), relativistic reconnec-
tion (Takamoto 2013; Sironi et al. 2016), and statistical
distribution of plasmoids (Fermo et al. 2010; Uzdensky
et al. 2010; Loureiro et al. 2012; Huang & Bhattacharjee
2012).
Thus far, magnetic reconnection at the fully developed
nonlinear stage of the plasmoid instability has been the
focus of many studies. On the other hand, onset of
fast reconnection facilitated by the plasmoid instabil-
ity from the linear regime to nonlinear saturation re-
mains not well-understood. The linear theory of plas-
moid instability assuming a Sweet-Parker current sheet
width aSP ' LS−1/2 gives a maximum growth rate γmax
satisfying the scaling relation γmaxτA ∼ S1/4, where
τA ≡ L/VA is the Alfvénic time scale based on the cur-
rent sheet length, and the corresponding wavenumber
kmax of the fastest growing mode satisfies the scaling re-
lation kmaxL ∼ S3/8 (Tajima & Shibata 1997; Loureiro
et al. 2007). These scaling relations indicate that a
Sweet-Parker current sheet in high-S regime is drasti-
cally unstable and will generate an enormous number of
plasmoids. However, because a Sweet-Parker sheet must
be realized dynamically over time, the fact that γmax
diverges in the asymptotic limit S → ∞ suggests that
the current sheet will break apart before it reaches the
Sweet-Parker width (Pucci & Velli 2014). This raises im-
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portant questions about the condition for current sheet
disruption: when does the current sheet break apart?
what is the current sheet width when it does so? what
is the dominant mode that disrupts the current sheet,
and what is the corresponding growth rate? The answers
to these questions have significant implications for the
impulsive onset of fast magnetic reconnection.
The main objective of this paper is to investigate
the plasmoid instability in dynamically evolving cur-
rent sheets to address these questions, some of which
are currently under debate in recent literature. Pucci
& Velli (2014) argued that the maximum linear growth
rate at disruption should become independent of S.
From the scaling relations γmaxτA ∼ S(3α−1)/2 and
kmaxL ∼ S(5α−1)/4 for a general situation where the
current sheet width scales as a ∼ LS−α (Bhattachar-
jee et al. 2009; Pucci & Velli 2014), Pucci and Velli
concluded that α = 1/3 and proposed the inverse as-
pect ratio of the current sheet a/L = S−1/3 as the
condition for current sheet disruption; the correspond-
ing maximum linear growth rate is a fixed value with
γmaxτA = O(1) and the wavenumber satisfies the scal-
ing relation kmaxL ∼ S1/6. Two other recent theoreti-
cal studies by Uzdensky & Loureiro (2016) and Comisso
et al. (2016) came to different conclusions regarding the
disruption condition. Uzdensky & Loureiro (2016) as-
sumed that the current sheet is essentially frozen when
γτdr = 1, where τdr is the evolution time scale of the
current sheet, and concluded that the fastest mode at
that time will be the one that disrupts the current sheet.
On the contrary, Comisso et al. (2016) found that the
thinning process is important until the disruption time.
Comisso et al. (2016) employed a principle of least time
to derive analytically the scaling relations of the current
sheet aspect ratio, the linear growth rate, and wavenum-
ber of the dominant mode at disruption. These scaling
relations are not power laws, with dependences not only
on the Lundquist number S, but also on the noise level
of the environment.
This work is distinct from previous studies in that we
employ both direct numerical simulations and theoreti-
cal analysis of a phenomenological model. The corrobo-
ration between the two approaches puts our conclusions
in solid footing. Our key findings can be summarized as
follows:
1. The Sweet-Parker current sheet thickness aSP can
only be approached at low to moderately high
Lundquist numbers. Therefore, there is a tran-
sition of scaling behavior from low-S to high-S
regimes.
2. The current sheet disruption does not take place
when γmaxτA = O(1), in contrast to the sugges-
tion of Pucci & Velli (2014). In fact, the overall
amplitude of fluctuation only starts to grow when
γmaxτA = O(1), because the linear growth of tear-
ing modes has to overcome the decrease of fluctu-
ation amplitude due to advection loss and stretch-
ing effect of the outflow. Typically, the maximum
linear growth rate satisfies γmaxτA  1 at disrup-
tion.
3. Contrary to what is commonly assumed, the dom-
inant mode at disruption is not the fastest grow-
ing mode. Typically the dominant mode has a
wavenumber approximately 3 to 6 times smaller
than that of the fastest growing mode.
4. The dominant mode and growth rate at disruption
cannot be determined by the Lundquist number
S alone, as they also depend on the noise of the
system.
5. The phenomenological model gives a prediction of
the critical Lundquist number Sc for plasmoid in-
stability, below which the instability cannot grow
to a sufficient amplitude to disrupt the current
sheet before it is advected out from the current
sheet. Importantly, the critical Lundquist number
Sc is not a fixed magnitude but depends weakly
on the noise amplitude.
This paper is organized as follows. The details of the
simulation setup are given in Section 2. Section 3 gives a
description of our diagnostics for analyzing fluctuations
in an evolving background and the condition for current
sheet disruption. Section 4 presents the results from
numerical simulations. In Section 5, we propose a phe-
nomenological model that reproduces the scalings from
simulation results and provides further insights. In Sec-
tion 6, we discuss the transition from slow to fast recon-
nection after current sheet disruption and how the tran-
sition may be observed in solar spectroscopy through
line profiles. We conclude and make comparisons with
previous studies in Section 7.
2. SIMULATION SETUP
The governing equations for our simulations are non-
dimensionalized two-dimensional (2D) resistive MHD
equations:
∂tρ+∇ · (ρv) = 0, (1)
∂t(ρv) +∇ · (ρvv) = −∇p−∇ψ∇2ψ + ν∇2(ρv), (2)
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∂tψ + v · ∇ψ = η∇2ψ, (3)
where standard notations are used. Here the Cartesian
coordinate y is the direction of translational symmetry.
The magnetic field B is related to the flux function ψ via
the relation B = ∇ψ× yˆ and the electric current density
J = −∇2ψyˆ. An isothermal equation of state p = 2ρT
with a constant temperature T is assumed. The numer-
ical algorithm is detailed in (Guzdar et al. 1993), where
derivatives are approximated by a five-point central fi-
nite difference scheme, with a fourth-order numerical
dissipation equivalent to up-wind finite difference added
to all equations for numerical stability. Time stepping
is calculated by a trapezoidal leapfrog scheme. Explicit
dissipations are employed through viscosity and resistiv-
ity.
We use the same simulation setup of two coalescing
magnetic islands as in a previous study (Huang & Bhat-
tacharjee 2010). The 2D simulation box is the domain
(x, z) ∈ [−1/2, 1/2] × [−1/2, 1/2]. In normalized units,
the initial magnetic field is given by B0 = ∇ψ0 × yˆ,
where ψ0 = tanh (z/h) cos (pix) sin (2piz) /2pi. The pa-
rameter h, which is set to 0.01 for all simulations, de-
termines the initial current layer width. The initial
plasma density ρ is approximately unity, and the plasma
temperature T = 3. The density profile has a weak
nonuniformity such that the initial condition is approx-
imately force-balanced. The initial peak magnetic field
and Alfvén speed are both approximately unity. The
plasma beta β ≡ p/B2 = 2ρT/B2 is greater than 6
everywhere, hence the system is approximately incom-
pressible. Perfectly conducting and free slipping bound-
ary conditions are imposed along both x and z direc-
tions. Only the upper half of the domain (z ≥ 0) is
simulated, and solutions in the lower half are inferred
by symmetries. We use a uniform grid of 37800 points
along the x direction and a nonuniform grid of 2880
points along the z direction. The mesh along the z di-
rection is packed to attain high resolution around z = 0,
where the smallest grid size is 1.9× 10−6. The viscosity
ν is set to 10−10 for all the simulations, and the resis-
tivity η is varied from 2 × 10−6 to 2.5 × 10−8, hence
the magnetic Prandtl number Pm ≡ ν/η  1. The ini-
tial velocity is seeded with a random noise of amplitude
 to trigger the plasmoid instability. In these simula-
tions, the current sheet half-length is approximately a
constant value L = 0.25 and the upstream Alfvén speed
is approximately VA = 1. We use these values to define
the Lundquist number S = LVA/η of the system. The
simulation parameters and outcomes of diagnostics are
summarized in Table 1.
Figure 1. Schematic of plasmoid instability in a reconnect-
ing current sheet. Here the length of the current sheet is
2L, and the width is 2a. Both the length and the width can
be functions of time. The reconnection inflows and outflows
are denoted as vi and vo, respectively. Within the current
sheet are two additional length scales: the inner layer width
2δ, and the magnetic island width 2w. The current sheet is
disrupted when the magnetic island width exceeds the inner
layer width.
3. DIAGNOSTICS
Before discussing the simulation results, we give the
details of diagnostics employed in this study. Figure 1
shows a schematic of plasmoid instability in a reconnect-
ing current sheet. Here the length of the current sheet is
2L, and its width is 2a. Both the length and the width
can be functions of time. The reconnection inflows and
outflows are denoted as vi and vo, respectively. There
are two additional length scales within the current sheet:
the inner layer width 2δ of the tearing mode, and the
magnetic island width 2w. We call the current sheet dis-
rupted when the magnetic island width just exceeds the
inner layer width, because at this time the fluctuating
part of the current density is approximately of the same
magnitude as the background.
In simulations, the inflows are along the z direction
and the outflows are along the x direction. To measure
the width of the current sheet, first we perform a tenth
order polynomial fitting of Jy along the x direction be-
tween x = −0.4 to x = 0.4 for each z to smooth out
fluctuations along x. Then we use the smoothed current
density profile along the z direction at x = 0 to mea-
sure the current sheet width. In these simulations, we
generally find that the current profile is reasonably well
approximated by a Harris sheet with Jy ∝ sech2(z/a).
Therefore, in the following analysis and the rest of the
paper a Harris sheet profile will be assumed. The half-
width a is obtained by measuring the half-width at half-
maximum (HWHM) and using the relation that the
HWHM is (cosh−1
√
2)a ' 0.882a for a Harris sheet.
Likewise, the half-length of the current sheet L is mea-
sured using the HWHM of the current density profile
along the midplane z = 0. The measured length L is a
non-monotonic function in time, and varies within the
range 0.25 to 0.35 before disruption of the current sheet.
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Run S  tg γmax,g ag td ad δd γd γmax kd kmax tp ts
S1 1.25e5 10−6 0.42 12.4 1.72e−3 1.24 7.47e−4 2.57e−4 14.6 43.1 81.4 414 1.81 2.01
S2 2.5e5 10−6 0.42 9.61 1.60e−3 1.06 4.72e−4 1.69e−4 29.6 60.8 92.3 617 1.28 1.42
S3 5.0e5 10−6 0.45 8.85 1.35e−3 1.00 3.37e−4 9.98e−5 44.5 71.3 157 791 1.13 1.25
S4 1.25e6 10−6 0.52 9.74 9.35e−4 0.99 2.37e−4 5.90e−5 62.1 77.7 213 977 1.16 1.19
S5 2.5e6 10−6 0.57 10.3 7.16e−4 1.00 1.83e−4 3.89e−5 69.7 79.4 282 1140 1.10 1.15
S6 5.0e6 10−6 0.58 8.09 6.67e−4 1.02 1.40e−4 2.82e−5 74.0 83.9 287 1330 1.09 1.12
S7 1.0e7 10−6 0.61 7.33 5.65e−4 1.04 1.09e−4 1.88e−5 77.3 86.7 374 1530 1.10 1.13
H1 1.25e5 10−3 0.39 10.3 1.94e−3 0.87 6.77e−4 2.39e−4 26.2 50.0 92.3 468 1.17 1.18
H2 2.5e5 10−3 0.43 10.3 1.55e−3 0.84 5.18e−4 1.51e−4 36.6 52.9 136 550 0.99 1.14
H3 5.0e5 10−3 0.45 8.85 1.35e−3 0.84 3.99e−4 1.03e−4 43.1 53.5 169 640 0.96 1.04
H4 1.25e6 10−3 0.52 9.74 9.35e−4 0.85 3.02e−4 6.66e−5 45.6 53.0 185 721 1.01 1.04
H5 2.5e6 10−3 0.57 10.3 7.16e−4 0.88 2.33e−4 4.66e−5 47.5 55.4 209 839 1.01 1.05
H6 5.0e6 10−3 0.58 8.09 6.67e−4 0.90 1.86e−4 3.01e−5 51.0 55.1 297 935 1.01 1.06
H7 1.0e7 10−3 0.61 7.33 5.65e−4 0.93 1.64e−4 2.09e−5 52.9 56.6 346 920 1.02 1.06
N1 2.5e6 10−2 0.57 10.3 7.16e−4 0.82 2.72e−4 4.87e−5 39.5 43.9 208 691 0.97 1.03
N2 2.5e6 10−5 0.57 10.3 7.16e−4 0.96 1.97e−4 4.11e−5 64.3 71.1 256 1035 1.07 1.12
N3 2.5e6 10−9 0.56 9.57 7.51e−4 1.09 1.61e−4 3.70e−5 83.0 96.0 292 1330 1.19 1.24
Table 1. Simulation parameters and outcomes from key diagnostics. The simulations are characterized by two input parameters:
the Lundquist number S and the initial noise amplitude . The outcomes of diagnostics are listed as follows: tg is the time when
the overall fluctuation amplitude starts to grow; γmax,g is the maximum growth rate at t = tg; ag is the current sheet half-width
at t = tg; td is the disruption time; ad is the current sheet half-width and δd is the inner layer half-width at disruption; γd is the
measured growth rate and γmax is the maximum growth rate at disruption; kd is the dominant wavenumber and kmax is the
fastest growing wavenumber at disruption; tp is the time when the reconnection rate reaches the maximum; ts is the nonlinear
saturation time. These values are given in the normalized units employed in the simulations. In the normalized units, VA = 1,
L = 0.25, and τA = 0.25.
As it is observed that the length L does not change sub-
stantially throughout the course of a simulation, we as-
sume a fixed value L = 0.25 in the following discussion
for simplicity. Another important quantity is the gra-
dient of outflow velocity dvx/dx, which determines the
rate of mode-stretching along the x direction. We mea-
sure dvx/dx at x = 0 by fitting a linear polynomial to the
vx profile along the midplane z = 0 between x = −0.1
to x = 0.1 and then taking the derivative.
To analyze the evolution of fluctuations due to the lin-
ear instability, fluctuations must be separated from the
evolving background. Here we employ the Bz compo-
nent of the magnetic field along the midplane z = 0 as
the primary diagnostic. We identify the background by
fitting Bz in x ∈ [−L,L] as a superposition of Cheby-
shev polynomials Tn(x/L) (see, e.g. Boyd (2001)), and
the remaining part of Bz is the fluctuation B˜z:
Bz(x) =
m∑
n=0
anTn(x/L) + B˜z(x), (4)
where the coefficients an are determined by minimiz-
ing
∑m
n=0 a
2
n. Apparently, the resulting B˜z from this
separation depends on the order m of the polynomial
expansion, especially during the early phase of the evo-
lution when the amplitude of the fluctuation is much
smaller than the amplitude of the background. Since
the appropriate order m cannot be known a priori, we
determine m adaptively by requiring that the amplitude
of the fluctuation ||B˜z|| ≡
(∫ L
−L B˜
2
zdx
)1/2
is approxi-
mately stationary with respect to varying m. Specifi-
cally, the order m is determined by the following proce-
dure. Starting from m = 1, we increase m by 2 in each
step until the ratio rm ≡ ||B˜mz ||/||B˜m−2z || reaches a local
maximum and rm+2 ≥ 0.95. Here B˜mz denotes the fluc-
tuation corresponding to a m-th order expansion, and
we take odd values form becauseBz(x) is approximately
an odd function. The requirement rm+2 ≥ 0.95 is set as
a threshold to safeguard from rare cases when the ampli-
tude of the fluctuation still decreases substantially with
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x/L
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z
×10−4
Figure 2. Separation of the fluctuation from the back-
ground. This example is taken from Run S5 at t = 0.94.
The blue line is the total Bz along the midplane z = 0, and
the red line is the polynomial fit (Eq. (4)) to determine the
background. The order of Chebyshev polynomial expansion
for the fitting, m = 5, is adaptively determined by the pro-
cedure outlined in the text. The difference between the total
field Bz (blue line) and the smooth background (red line) is
the fluctuation B˜z.
increasing m immediately after reaching a local maxi-
mum of rm. In most cases, typically rm > 0.99 when
these conditions are satisfied. An example illustrating
the outcome from this procedure is shown in Fig. 2.
With the fluctuation B˜z separated from the back-
ground, we can calculate the instantaneous growth rate
as γ = d log ||B˜z||/dt. We also obtain the Fourier spec-
trum of B˜z to investigate the evolution of dominant
wave number. Because B˜z is not a periodic function,
we multiply B˜z by a C∞ Planck-taper window function
(McKechan et al. 2010), which equals unity within the
range −0.15 ≤ x ≤ 0.15 and tapers off smoothly to zero
over the ranges where 0.15 ≤ |x| ≤ 0.25, before car-
rying out the Fourier transform. This step makes the
“windowed” B˜z vanish smoothly as x approaches ±L,
so that the Fourier spectrum will not be polluted by the
mismatch between B˜z(L) and B˜z(−L). Hereafter, we
denote the Fourier spectrum of the “windowed” B˜z as
Bˆz(k), where k is the wavenumber. From the amplitude
of the Fourier spectrum, we can identify the dominant
wavenumber (more on this later). Note that the growth
rate calculated here is the growth rate of the overall
amplitude of the fluctuation rather than that of the the
dominant mode. However, because the Fourier spectrum
is localized around the dominant wavenumber when the
plasmoid instability is well-developed, the growth rate
calculated here also approximately represents that of the
dominant mode.
The linear instability of tearing modes is governed by
the tearing stability index ∆′ (Furth et al. 1963), which
is determined entirely by the solution of linearized ideal
MHD force-free equation in the outer region away from
the resonant surface, where k · B = 0. The condition
∆′ > 0 must be satisfied for tearing instability. For a
Harris sheet of half-width a, the tearing stability index
∆′ for non-oblique tearing modes is given analytically
as
∆′ = 2
a
(
1
ka
− ka
)
, (5)
which gives the condition ka < 1 for instability. The
dispersion relation for resistive tearing modes has been
given in Coppi et al. (1976) and requires solving a tran-
scendental equation. Analytical approximations can be
obtained in two limits, the small-∆′ regime for short-
wavelength modes, and the large-∆′ regime for long-
wavelength modes. In the small-∆′ regime, the linear
growth rate for a Harris sheet equilibrium is given by
(Furth et al. 1963)
γs = CΓS−3/5a (ka)−2/5(1− k2a2)4/5
VA
a
, (6)
where CΓ = (Γ(1/4)/piΓ(3/4))4/5 ' 0.953, and Sa ≡
aVA/η is the Lundquist number defined by the length
scale a. In the large-∆′ regime, the linear growth rate
is approximately given by (Coppi et al. 1976)
γl = S−1/3a (ka)
2/3 VA
a
. (7)
The fastest growing mode takes place at the transition
between the two regimes, i.e. at ka ∼ S−1/4a when
γs ' γl. More precisely, the fastest growing wavenumber
kmax is given by (see, e.g. Schindler (2007))
kmax =
1.358S−1/4a
a
, (8)
and the corresponding growth rate is
γmax = 0.623S−1/2a
VA
a
. (9)
An approximate solution that captures the two asymp-
totic limits (6) and (7) is given by
γ = γsγl(
γζs + γζl
)1/ζ , (10)
for an arbitrary ζ. With some experimenting we find
that the choice ζ = 3/2 gives a nearly exact approxima-
tion to the true dispersion relation.
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During the linear phase of the plasmoid instability, re-
sistivity is important only within a narrow inner layer of
thickness 2δ near the resonant surface, where (Biskamp
1993)
δ =
(
γ
VA/a
1
(ka)2Sa
)1/4
a. (11)
The plasmoid instability enters the nonlinear regime
when the magnetic island width 2w exceeds the inner
layer width (Rutherford 1973). At this time, the electric
current density fluctuation J˜ is of the same order of the
background current density, therefore the background
current sheet loses its integrity and is “disrupted”. (The
rationale for this description of a disrupted current sheet
will become evident in Section 4.) For a single wave-
length perturbation of the form B˜z = B˜ sin(kx+φ), the
island half-width is given by
w = 2
√
B˜
(ka)Bx
a. (12)
In real situations where the perturbation is a superposi-
tion of a spectrum of modes, one has to take a combina-
tion of neighboring modes (in the k space) of the domi-
nant mode to estimate the island size. Here we consider
a superposition over a range where k varies no more than
a constant factor ξ, i.e. in the range [k/ξ, kξ]. To iden-
tify the dominant wavenumber, we first smoothen the
Fourier spectrum by a running average over [k/ξ, kξ] for
each k. The dominant wavenumber is then determined
by the peak of the smoothed spectrum. Once the dom-
inant wavenumber kd is determined, the combined con-
tribution of neighboring modes in the range [kd/ξ, kdξ]
to B˜z can be estimated by the following relation
1
pi
∫ kdξ
kd/ξ
∣∣∣Bˆz(k′)∣∣∣2 dk′ ' ∫ L
−L
∣∣B˜ sin(kdx)∣∣2 dx
' B˜2L, (13)
which gives
B˜ =
(
1
piL
∫ kdξ
kd/ξ
|Bˆz(k′)|2dk′
)1/2
. (14)
Using this relation for fluctuation amplitude B˜ in
Eq. (12), we can calculate the island half-width. The
disruption time td is then determined as the moment
when w = δ (in practice using the first snapshot with
w ≥ δ), where the dominant wavenumber kd is used to
calculate δ in Eq. (11). Although the procedure outlined
here depends on the constant factor ξ, as the spectrum
Bˆz(k) is usually well-localized at the disruption time,
0 1 2 3 4 5 6
t/τA
10−5
10−4
10−3
10−2
a
∝ e−1.3t/τA
S1, S=1.25e5
S3, S=5e5
S5, S=2.5e6
S7, S=1e7
Ideal
Figure 3. Time histories of the current sheet half-width
a for selected cases. Also shown for reference is the time
history from an ideal run, which exhibits a nearly perfect
exponential thinning.
the result turns out to be insensitive to the choice of ξ,
provided that ξ is not too close to unity. We choose the
value ξ = 1.5 in this study.
4. SIMULATION RESULTS
The simulations all start with an initial current sheet
half-width a = 6.66 × 10−3. As time progresses, the
current sheet width decreases, as governed by the self-
consistent resistive MHD equations. The time histories
of a(t) for selected runs with different Lundquist num-
bers S are shown in Fig. 3. It is observed that during
the early period, the time history a(t) is independent
of S, indicating that the early phase of current sheet
thinning is governed by ideal MHD. After a brief initial
period, the current sheet width decreases exponentially
in time according to the relation a(t) ∝ e−1.3t/τA , until
the resistive effect kicks in and slows down the thin-
ning. When the plasmoid instability disrupts the cur-
rent sheet, a(t) appears to exhibit a sudden plummet,
because the reconnection layer can no longer be identi-
fied as a single current sheet, and that makes the current
sheet width diagnostic inapplicable. If the plasmoid in-
stability does not disrupt the current sheet sufficiently
rapidly, a(t) will eventually approach the Sweet-Parker
width as the asymptotic state. This is indeed the case
for Run S1, where the Lundquist number is the low-
est. For other cases with higher Lundquist numbers, the
disruption takes place before the Sweet-Parker width is
approached.
The diagnostics outlined in Sec. 3 are illustrated in
Fig. 4 for Run S5. In panel (a) we show the time his-
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(b)(a)
(d)(c)
Figure 4. Diagnostics shown in time histories for Run S5. (a) The measured growth rate γ in solid line, and the maximum
growth rate γmax in dashed line. (b) Reconnection rate. (c) Fluctuation B˜z(x) in real space. Here hue is used to represent the
maximum fluctuation amplitude max
∣∣B˜z(x)∣∣ in logarithmic scale at each time, and luminance is used to indicate the relative
amplitude (dark for negative and bright for positive). (d) Amplitude of the Fourier spectrum
∣∣Bˆz(k)∣∣ in logarithmic scale. The
white dotted line indicates the trend of mode-stretching due to the outflow jets, i.e. dk/dt = −kv′x ; the blue dash-dot line
denotes the stability threshold ka = 1; the green dashed line denotes the fastest growing wavenumber; the gray solid line denotes
the dominant wavenumber. In all panels, tg marks the time when the overall amplitude starts to grow, td marks the disruption
time, and ts marks the nonlinear saturation time.
tory of the growth rate γ and the maximum growth rate
γmax calculated with Eq. (9). Here (and in all other
panels) we label three important times during the evo-
lution: (1) The growth time tg marks the time when γ
goes from negative to positive, indicating the beginning
of the growth of overall fluctuation amplitude. Here the
measured growth rate is negative in the early period
because of the advection loss and dissipation in the sys-
tem. (2) The disruption time td marks the disruption
time as identified by the condition w = δ, and usually
coincides well with the time when γ attains its maxi-
mum value and when a(t) exhibits a sudden plummet.
After t = td, the growth rate γ decreases rapidly. (3)
The saturation time ts marks the time beyond which γ
is approximately zero; i.e. the instability has reached
nonlinear saturation. In panel (b) the time history of
normalized reconnection rate is shown. Here the recon-
nection rate is measured by dψX/dt, where ψX is the
flux function ψ measured at the main X-point, where the
two large-scale coalescing islands touch each other. The
reconnection rate is normalized to BVA, which equals
unity in the normalized units. It can be seen that the
reconnection rate increases rapidly after the disruption
time td and reaches a maximum at a time (which is de-
noted as tp in table 1) between td and the saturation
time ts then slows down. After the saturation time ts,
the reconnection rate essentially remains constant and
fluctuates around an average value. In panel (c), the
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(a)
(b)
(d)
(c)
Figure 5. Representative snapshots between disruption and saturation for the Run S5. In each panel, the upper half shows
the out-of-plane current density profile Jy and the bottom half shows the outflow profile vx. The magenta solid lines denote the
separatrices that separate the two large-scale coalescing islands. Note that the z direction is stretched in these plots, and the
range along z direction varies from panel to panel to better show the plasmoids. Panel (a) shows a snapshot at the disruption
time td = 4τA. Here the dashed lines mark the inner layer width and the dotted lines mark the current sheet width at disruption.
The dominant wavelength identified by our diagnostics, λd = 2pi/kd, faithfully represents the length scales of plasmoids along the
x direction. Note that the x and z coordinates are normalized to the current sheet half-length L, as such the other length scales
δ, a, and λd here are also normalized in the same manner. Panel (b) shows a snapshot after the disruption at t = 4.12τA. At
this time extended secondary current sheets have developed between plasmoids. These secondary current sheets are susceptible
to the plasmoid instability and further fragmentation. This fractal-like cascade is clearly evident in Panel (c) at t = 4.4τA,
when the reconnection rate reaches the maximum. Panel (d) shows a snapshot when the plasmoid instability reaches nonlinear
saturation.
fluctuation B˜z(x) in real space is shown. Here hue is
used to represent the maximum fluctuation amplitude
max |B˜z(x)| at each time in logarithmic scale, and lu-
minance is used to indicate the relative amplitude with
respect to the overall amplitude (dark for negative and
bright for positive). The effect of outflow jets in stretch-
ing the fluctuations is evident. Panel (d) shows the am-
plitude of Fourier spectrum |Bˆz(k)| in logarithmic scale.
This panel also shows several additional lines: the white
dotted line indicates the trend of mode-stretching due
to the outflow jets, i.e. dk/dt = −kv′x ; the blue dash-
dot line denotes the stability threshold ka = 1; the green
dashed line denotes the fastest growing wavenumber; the
gray solid line denotes the dominant wavenumber. The
Fourier spectrum amplitude is shown to follow the trend
dk/dt = −kv′x closely. Another noteworthy feature is
that the dominant mode at disruption is not the fastest
growing mode.
A sequence of representative snapshots from disrup-
tion to nonlinear saturation for Run S5 are shown in
Fig. 5. In each panel, the upper half shows the out-
of-plane current density profile Jy and the bottom half
shows the outflow profile vx. The magenta solid lines de-
note the separatrices that separate the two large-scale
coalescing islands. Because the sizes of plasmoids evolve
quite substantially during this period, the range along
z direction varies from panel to panel to better accom-
modate the plasmoids at a given time. Panel (a) shows
a snapshot at the disruption time td = 4τA, when typi-
cal sizes of plasmoids just exceed the inner layer width.
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(d)
(a) (b)
(c)
Figure 6. Scalings of the (a) disruption time td, (b) current sheet half-width ad, (c) growth rate γd, and (d) dominant
wavenumber kd at disruption, with respect to S. Here red lines correspond to Runs S1–S7, with noise amplitude  = 10−6, and
blue lines correspond to Runs H1–H7, with noise amplitude  = 10−3. Three black symbols in each panel represent Runs N1–N3
for different noise levels with S = 2.5 × 106; see panel (a) for the legends for each symbols. In panels (c) and (d), the growth
rates and wavenumbers of the fastest mode (γmax, kmax) and the dominant mode (γd, kd) are both shown (only γd and kd are
shown for Runs N1–N3). The discrepancy between γmax and γd are more pronounced at low S due to the effect of outflow. Note
that the dominant wavenumber is significantly smaller than that of the fastest mode but they approximately follow the same
trend. Green circles in panels (c) and (d) highlight the crossing between two γd(S) curves and two kd(S) curves with different
.
Here the dashed lines mark the inner layer width and
the dotted lines mark the current sheet width at dis-
ruption. The dominant wavelength identified by our di-
agnostics, λd = 2pi/kd, is shown to faithfully represent
the length scales of plasmoids along the x direction. In
panel (b), a snapshot at t = 4.12τA shows that extended
secondary current sheets have developed between plas-
moids. These secondary current sheets are susceptible to
the plasmoid instability and further fragmentation. This
fractal-like cascade (Shibata & Tanuma 2001) is clearly
evident in Panel (c) at t = 4.4τA, when the reconnection
rate reaches the maximum. Finally, panel (d) shows a
snapshot when the plasmoid instability reaches nonlin-
ear saturation.
Simulations of other cases all exhibit features qualita-
tively similar to those presented in Figs. 4 and 5. How-
ever, the quantitative values of diagnostic outcomes such
as the disruption time td, current sheet half-width ad,
linear growth rate γd, and dominant wavenumber kd de-
pend on the parameters S and  in a complex manner.
The outcomes of diagnostics are summarized in Table 1,
and plotted in Fig. 6 as scalings with respect to the
Lundquist number S. The values in Table 1 are given
in the original normalized units of the simulations. On
the other hand, in Fig. 6, the quantities td, ad, γd, and
kd are normalized to appropriate global scales τA and
L; recall that in the original normalized units, VA = 1,
L = 0.25, and τA = 0.25. The panels in Fig. 6 are
organized in two sets of parameter scans with respect
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to S. Runs S1–S7 with noise amplitude  = 10−6 are
shown in red symbols, and runs H1–H7 with  = 10−3
are shown in blue. Three additional runs N1–N3 with
varying noise amplitudes at the same S = 2.5× 106 are
shown in black symbols.
The growth time tg marks the beginning when the
overall amplitude starts to grow. It can be seen from
Table 1 that the maximum growth rate γmax,g = O(10),
i.e. γmax,gτA ' 2 – 3, at t = tg for all cases. This reaf-
firms the physical intuition that for the fluctuation am-
plitude to grow effectively, the growth rate has to be
greater than the inverse of the time scale for current
sheet evolution as well as that for the ejection of out-
flow jets, both of the order of τA. As will be made clear
in Section 5, the overall amplitude of fluctuations can
grow only when the linear growth from tearing modes
is sufficient to overcome the decrease caused by advec-
tion loss and mode-stretching due to the outflow. Be-
cause at a higher S, the current sheet must thin down
to a smaller width to achieve a maximum growth rate
with γmax,gτA ' 2 – 3, it is observed that tg increases
monotonically with S. On the other hand, tg is mostly
independent of the initial noise amplitude , as long as
the initial perturbation is sufficiently small to remain in
the linear regime.
The disruption time td, shown in Fig. 6(a), is found
to be non-monotonic with respect to S. This can be
understood qualitatively as follows. At low Lundquist
numbers, the current sheet width approaches the Sweet-
Parker width before disruption. Since the plasmoid in-
stability growth rate scales as S1/4 for Sweet-Parker cur-
rent sheets, it takes longer to disrupt a low-S current
sheet because the growth rate is lower. On the other
hand, at high Lundquist numbers, the current sheet
will be disrupted before it approaches the Sweet-Parker
width. However, the maximum growth rate has to reach
γmaxτA = O(1) for the fluctuation to start growing, and
it takes longer to reach that point at higher S. Conse-
quently, the disruption time also becomes longer.
Figure 6(b) shows the scalings of current sheet half-
width ad at disruption. The scaling for cases with
 = 10−6 (red symbols) clearly shows a change in the
scaling behavior as S increases. At low S, the scal-
ing is close to ad ∼ S−1/2, indicating that the current
sheet is approaching the Sweet-Parker width at disrup-
tion. At high S, the scaling becomes less steep and is
close to ad ∝ S−1/3. For cases with  = 10−3 (blue
symbols), the scaling is close to ad ∝ S−1/3 over the
entire range of S we have scanned. Generally speak-
ing, for fixed Lundquist number, the time to disruption
is longer when the initial noise is smaller, and there-
fore, ad is smaller. This trend is evident for the runs
S5, H5, and N1–N3 with S = 2.5 × 106. However, we
note an exception to this rule for runs S1 and H1, both
at S = 1.25 × 105, where ad is found to be larger for
run S1, even though the initial noise is smaller. This
happens because a(t) is not necessarily a monotonically
decreasing function. It is well-known that the two large-
scale merging islands can bounce back, in a phenomenon
known as “sloshing”, after the distance between them
reaches a minimum (Knoll & Chacón 2006). When the
two islands bounce back, the current sheet half-width
a(t) increases. It can be seen from Fig. 3 that disrup-
tion occurs when a(t) is weakly increasing for run S1,
therefore ad for run S1 is larger than that for run H1,
in which disruption occurs at an earlier time. Note that
sloshing takes place before disruption only at low S, be-
cause at high S, disruption usually takes place before
the distance between the two large-scale islands reaches
a minimum.
The scalings of the linear growth rate at disruption
are shown in Fig. 6(c). Here the scalings for two growth
rates are shown: the growth rate γd measured from sim-
ulations, and the fastest growth rate γmax calculated
from Eq. (9) with a = ad. The measured growth rate γd
is smaller than the maximum growth rate γmax, which is
understandable as the dominant mode is not the fastest
growing mode. The discrepancy between γd and γmax is
more pronounced at lower S, because mode-stretching
due to outflow jets becomes more effective (more on this
in Sec. 5). For cases with  = 10−6, the maximum
growth rate γmax ∼ S1/4 at lower S and becomes nearly
independent of S at higher S; for cases with  = 10−3,
γmax is approximately independent of S in the range we
have scanned. These scalings are direct consequences of
the scalings of ad we discussed previously. Likewise, the
scalings of the dominant wavenumber kd and the fastest
growing wavenumber kmax at disruption are shown in
Fig. 6(d). Here, the dominant wavenumber kd is ob-
served to be smaller than the fastest growing wavenum-
ber kmax by a factor of approximately 3 to 6, where the
factor tends to be larger at lower S. Because the spec-
trum Bˆz(k) at disruption is not a very sharp peak, there
is considerable uncertainty in determining the dominant
wavenumber, and this is reflected in the irregular ap-
pearance of the scalings of kd. We should point out that
the various power-law scalings shown in Fig. 6 (b)–(d)
are only for reference; they should not be interpreted as
the actual scalings of those quantities.
A notable feature in Fig. 6(c) is the crossing, high-
lighted by the green circle, between the two γd(S) curves
for different initial noise amplitudes. Generally speak-
ing, if the noise amplitude is lower, it takes longer to dis-
rupt the current sheet, hence the current sheet is thin-
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ner at disruption and the growth rate is higher. This
trend is observed at high S but the trend is the oppo-
site at low S, leading to the crossing of the two γd(S)
curves. A similar crossing is also observed for the two
kd(S) curves in Fig. 6(d), although it is less clean due
to the greater uncertainty in obtaining kd. As will be
discussed in greater detail in Sec. 5, this “crossing” be-
tween S-dependence curves is due to the stretching effect
of the outflow, which causes a significant departure of
the dominant mode from the fastest growing mode at
low S. Ultimately, this crossing is linked to the notion
of the “critical” Lundquist number Sc for the plasmoid
instability, which turns out to depend on the initial noise
amplitude instead of being a constant value.
5. PHENOMENOLOGICAL MODEL FOR
CURRENT SHEET DISRUPTION
The simulation results presented in Sec. 4 regarding
the scalings of various quantities at disruption can be
reproduced, at least qualitatively, with a simple model.
In this model, we seek a description for the time evo-
lution of fluctuation in the Fourier space, in terms of a
normalized amplitude f(k, t) ≡ |Bˆz(k, t)|/B0L0, where
B0 is a characteristic magnetic field and L0 is a charac-
teristic length. In this model, we allow the current sheet
length and width to evolve in time.
Assuming that the outflow velocity vx profile is ap-
proximately linear, the mode-stretching due to outflow
implies that f(k, t) will be advected in k-space following
the time evolution of wavenumber k:
dk
dt
= −v′xk, (15)
where v′x = dvx/dx is the gradient of the outflow ve-
locity. However, the fluctuation amplitude f(k, t) can
also change when it is advected, as will be determined
as follows.
Taking the z component of the linearized ideal induc-
tion equation along the mid-plane z = 0 yields
∂tB˜z + vxB˜′z = −B˜zv′x. (16)
Here the left-hand-side of Eq. (16) represents the rate
of change of B˜z in the reference frame moving with the
plasma, which is equal to the right-hand-side represent-
ing the change of B˜z due to stretching or compression.
Because we are interested in fluctuations within the cur-
rent sheet, we seek the time dependence of the L2-norm
of B˜z over the current sheet region
∣∣∣∣B˜z∣∣∣∣2 ≡ ∫ L−L B˜2zdx.
First, we multiply Eq. (16) by B˜z and integrate from
x = −L to L to yield (after integrating by parts and
multiplying by a factor of two)∫ L
−L
∂tB˜
2
zdx = − vxB˜2z
∣∣L
−L − v′x
∫ L
−L
B˜2zdx, (17)
where the first term on the right hand side accounts for
the advection loss, and the second term is the contribu-
tion from stretching. To evaluate the first term we need
vx and B˜2z at the end points x = ±L. The outflow veloc-
ity vx = ±vo at x = ±L, but B˜2z at end points fluctuate
in time and cannot been known beforehand. To proceed,
we further assume that the amplitude of B˜z is approx-
imately uniform along the current sheet, and replace
B˜2z at x = ±L with the averaged value 12L
∫ L
−L B˜
2
zdx
over the entire current sheet length. This approxima-
tion is valid if the time scale of interest (i.e. the time
scale on which
∣∣∣∣B˜z∣∣∣∣2 evolves) is longer than the typi-
cal fluctuating time scale of B˜z at the end points, which
is justified according to our simulations (see Fig. 4(c)).
Under this assumption, we obtain the advection loss
term vxB˜2z
∣∣L
−L ' voL
∫ L
−L B˜
2
zdx = v′x
∫ L
−L B˜
2
zdx, which
is the same as the contribution from stretching. Hence,
Eq. (17) can be written as
∫ L
−L
∂tB˜
2
zdx = −2v′x
∫ L
−L
B˜2zdx. (18)
Taking into account that the current sheet length L can
evolve in time and applying Leibniz’s rule, we obtain
the time rate of change of the L2-norm of B˜z over the
current sheet region
d
dt
∫ L
−L
B˜2zdx =
∫ L
−L
∂tB˜
2
zdx+
dL
dt
(
B˜2z
∣∣
x=L + B˜
2
z
∣∣
x=−L
)
=
(
−2v′x +
1
L
dL
dt
)∫ L
−L
B˜2zdx. (19)
Here, in the second step we apply Eq. (18) for the first
term on the right hand side, and again approximate B˜2z
at x = ±L with the averaged value 12L
∫ L
−L B˜
2
zdx. Equa-
tion (19) accounts for the change of the L2-norm due to
the combined effects of stretching, advection loss, and
evolution of the current sheet length, where the former
two effects give the same contribution (hence the fac-
tor of two in the v′x term). For the special case that
the current sheet is lengthening with the same speed
as the outflow, i.e. dL/dt = vo, the latter two effects
exactly cancel each other because the outflow cannot
escape from the current sheet, therefore only the contri-
bution from stretching effect remains.
The next step is to rewrite the L2-norm of B˜z
in Fourier space using the relation
∫∞
0 |Bˆz|2dk =
pi
∫ L
−L |B˜z|2dx in Eq. (19). The time derivative of
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0 |Bˆz|2dk can be expressed as
d
dt
∫ ∞
0
|Bˆz|2dk =
∫ ∞
0
d
dt
(
|Bˆz|2dk
)
=
∫ ∞
0
d|Bˆz|2
dt
dk +
∫ ∞
0
|Bˆz|2 d
dt
dk
=
∫ ∞
0
d|Bˆz|2
dt
dk −
∫ ∞
0
|Bˆz|2v′xdk,
(20)
where the time derivative d/dt on the right hand side
is the Lagrangian time derivative in Fourier space fol-
lowing the stretching of wavenumber k in Eq. (15), i.e.
d
dt
= ∂
∂t
+ dk
dt
∂
∂k
= ∂
∂t
− kv′x
∂
∂k
. (21)
Note that because the wavenumber k evolves in
time from the Lagrangian viewpoint, the differential
wavenumber dk also evolves according to the relation
d(dk)/dt = −v′xdk. Alternatively, Eq. (20) can be de-
rived from the Eulerian viewpoint and applying Eq. (21):
d
dt
∫ ∞
0
|Bˆz|2dk =
∫ ∞
0
∂
∂t
|Bˆz|2dk
=
∫ ∞
0
d
dt
|Bˆz|2dk +
∫ ∞
0
kv′x
∂
∂k
|Bˆz|2dk
=
∫ ∞
0
d
dt
|Bˆz|2dk −
∫ ∞
0
|Bˆz|2v′xdk
+ kv′x|Bˆz|2
∣∣∣k=∞
k=0
. (22)
Assuming that |Bˆz|2 vanishes at k = 0 and∞, we obtain
the same relation as Eq. (20).
Using Eq. (20) in Eq. (19) yields∫ ∞
0
d|Bˆz|2
dt
dk =
(
−v′x +
1
L
dL
dt
)∫ ∞
0
|Bˆz|2dk. (23)
Here the right hand side represents the effects of advec-
tion loss and evolution of the current sheet length, while
the stretching effect is incorporated in the Lagrangian
time derivative on the left hand side. From Eq. (23),
we obtain the Lagrangian time derivative of the Fourier
component amplitude:1
d|Bˆz|
dt
=
(
−v
′
x
2 +
1
2L
dL
dt
)
|Bˆz|. (24)
1 The reader may wonder how the Fourier amplitude can change
due to change in L. The reason is that we are considering fluctua-
tions within the current sheet, from x = −L to x = L, and project
that onto the Fourier components. Hence the projection becomes
larger (smaller) when L increases (decreases).
As a consistency check, note that this equation also
gives the correct physical condition that magnetic is-
land width does not change due to stretching, as can be
verified by taking the time derivative of the island half-
width w from Eq. (12), applying Eq. (14) and Eq. (24).
The model is completed by adding the contribution
from the linear growth of tearing instability γ|Bˆz| to
the right hand side of Eq. (24), which gives the time
evolution equation for the fluctuation amplitude |Bˆz| in
Fourier space. The final model equation is expressed in
terms of the normalized fluctuation amplitude, f(k, t) ≡
|Bˆz(k, t)|/B0L0, as:
df
dt
= ∂tf − kv′x∂kf =
(
γ − v
′
x
2 +
1
2L
dL
dt
)
f. (25)
Here, the growth rate γ depends on time through the
time dependence of the current sheet half-width a(t) and
the upstream magnetic field B(t). We further limit the
domain to the region k ≥ kmin ≡ pi/L, below which the
wavelength cannot be contained in the current sheet.
If we take the Lagrangian viewpoint of following the
stretching of a mode according to Eq. (15), the wave-
length of the mode becomes longer over time. At a cer-
tain point, the wavelength will be stretched to become
longer than the length of the current sheet, and we can
say that the mode is advected out of the current sheet.
It can be shown from Eq. (25) that the time rate of
change of the L2-norm of the fluctuation, limited to the
domain k ≥ kmin, is given by
d
dt
∫ ∞
kmin
f2dk =
∫ ∞
kmin
2γf2 dk − v′x
∫ ∞
kmin
f2dk
+
(
1
L
dL
dt
− v′x
)(
kf2
∣∣
kmin
+
∫ ∞
kmin
f2dk
)
. (26)
The first term on the right hand side of Eq. (26) ac-
counts for the increase in fluctuation amplitude due to
tearing modes. The second term is the decrease due
to stretching effect. The third term accounts for the
effects of advection loss and the evolution of current
sheet length, where the surface term kf2
∣∣
kmin
comes
from integration by parts and application of Leibniz’s
rule on the lower bound kmin of the integral (note that
dkmin/dt = −(kmin/L)dL/dt.) The effects of advection
loss and the evolution of current sheet length exactly
cancel each other when the current sheet is lengthening
with the outflow speed, i.e. dL/dt = vo, as the out-
flow cannot escape from the current sheet. However, in
general we should expect dL/dt ≤ vo, hence the third
term on the right hand side of Eq. (26) is also negative.
As such, to have a positive growth of the L2-norm, the
linear growth rate of tearing mode has to be sufficiently
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large to overcome the decrease due to advection loss and
stretching. Under most circumstances, the surface term
kf2
∣∣
kmin
is negligible compared to
∫∞
kmin
f2dk, as long
as the dominant wavenumber is much larger than kmin.
If we further assume that |dL/dt|  vo, then
d
dt
∫ ∞
kmin
f2dk '
∫ ∞
kmin
2(γ − 1/τA)f2 dk. (27)
Since γ is a function of k, Eq. (27) gives γmaxτA > 1
as a minimum requirement for a positive growth of the
overall fluctuation amplitude, which is consistent with
our simulation findings.
Equation (26) implies that if the plasmoid instability
does not exist, the fluctuation amplitude will decrease
monotonically in time and asymptotically approach zero
as t→∞. However, since noise is always present in any
natural systems, noise will replenish the fluctuation and
prevent it from approaching zero even in the absence
of the plasmoid instability. Noise can be introduced
into the model by explicitly adding a source term or by
setting a floor to the fluctuation amplitude as a lower
bound. To properly model noise in the system requires
extra knowledge of the environment, and will not be dis-
cussed further here. For the cases we consider here, the
plasmoid instability sets in sufficiently rapidly and the
decay of fluctuation amplitude is not a significant issue.
Up to this point, the time dependences of the cur-
rent sheet half-width a, the half-length L, the upstream
magnetic field B, and the velocity gradient v′x are not
specified. These conditions must be provided according
to the physical system under consideration. To fix the
idea, we consider a situation when L and B are no longer
evolving, i.e. L = L0 and B = B0. Let vi and vo be the
inflow and the outflow speeds, respectively. Assuming
an incompressible plasma, conservation of mass and en-
ergy implies that vo = B0/
√
ρ = VA and vi = aVA/L0,
as in the Sweet-Parker model. Therefore, the velocity
gradient v′x = VA/L = 1/τA is independent of time. The
time-dependence of the half-width a(t) can be obtained
by integrating the induction equation ∂tB = −∇ × E
from z = 0 to the asymptotic outer region z = zout  a,
which yields
d
dt
∫ zout
0
Bxdz = Ey|zout − Ey|0 . (28)
Assuming a Harris sheet profile Bx = B0 tanh(z/a) and
formally setting zout → ∞, using the relations Ey|∞ =
viB0 = aVAB0/L0 and Ey|0 = ηJy|z=0 = ηB0/a, we
obtain
d
dt
∫ ∞
0
B0 tanh(z/a)dz =
aVA
L
B0 − ηB0
a
. (29)
The left-hand-side can be calculated using
d
dt
∫ ∞
0
tanh(z/a)dz = −da
dt
∫ ∞
0
z
a2
sech2(z/a)dz
= − log(2)da
dt
, (30)
hence we obtain a time evolution equation for a(t):
log(2)da
dt
+ VA
L
a− η
a
= 0. (31)
The solution is
a2 = a2SP + (a20 − a2SP ) exp(−(2/ log 2)(t/τA)), (32)
where a0 is the half-width at t = 0 and aSP = L/
√
S
is the Sweet-Parker width.2 This solution approaches
aSP in the asymptotic limit t → ∞. At high S with
aSP  a0, the half-width decays exponentially with
a ' a0 exp(−1.44 t/τA) at early time. This is in good
agreement with what we obtain in simulations, shown
in Fig. 3, apart from an initial transient period before
the Alfvénic outflow jets have been established.
To apply the model equation, an initial condition must
be prescribed for the fluctuation amplitude f(k). For
the time evolution of a current sheet given in the pre-
cious paragraph, we can solve Eq. (25) using the method
of characteristics. Along a characteristic following the
stretching of wavenumber
k = k0e−t/τA , (33)
the solution is
f(k, t) = f0(k0) exp
(∫ t
0
γ(k(t′), a(t′))dt′ − t2τA
)
,
(34)
where f0(k) is the initial condition. We numerically inte-
grate Eq. (34) to obtain the solution. To fix the idea, we
set the initial half-width a0 = L/pi such that the longest
mode allowed in the model with k = kmin is marginally
unstable. We identify the dominant wavenumber by the
peak of f(k) and determine the disruption time by the
criterion that the island size equals the inner layer width,
using the same procedure outlined in Sec. 3 to calculate
the island width.
We first assume the initial condition to be a constant
value, f0(k) = .3 As an example, the solution for
2 An alternative derivation of a similar functional form can be
found in Kulsrud (2005), page 425 – 426.
3 Strictly speaking, a constant f0(k) =  is not permitted, be-
cause
∫∞
kmin
f20 dk diverges. This problem can be overcome if we
assume that f0(k) =  for a broad range of k but approaches
zero for very high-k modes. As long as those high-k modes
never become unstable to the tearing instability (following mode-
stretching), the results we obtain remain unchanged.
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(b)(a)
Characteristics
Fastest Mode
Dominant Mode
Figure 7. (a) Linear growth rate, and (b) solution of the model equation (25) for the case S = 108,  = 10−10. Also marked in
the panels are the wavenumbers for the fastest growing mode (magenta dashed line) and the dominant mode (cyan solid line).
The white dotted lines in panel (a) are characteristics corresponding to the dominant mode and the fastest mode at disruption.
(b)(a)
(d)(c)
Figure 8. Scalings of td, ad, kd, and γd with respect to S from the model with f0(k) = , for  = 10−7 and 10−10. Green circles
in panels (c) and (d) highlight the crossing between two γd(S) curves and two kd(S) curves with different .
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(b)(a)
(d)(c)
Figure 9. Scalings of td, ad, kd, and γd with respect to S from the model, with an initial noise f0 = (k/kmin)−1, for  = 10−7
and 10−10. Green circles in panels (c) and (d) highlight the crossing between two γd(S) curves and two kd(S) curves with
different .
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Figure 10. Critical Lundquist number Sc as a function of
initial noise, for f0(k) =  and f0(k) = (k/kmin)−1.
the case S = 108 and  = 10−10 is shown in Figure
7. Here panel (a) shows the linear growth rate as a
function of time and k, and panel (b) shows the solu-
tion obtained from integrating Eq. (34). The time inte-
gration concludes when the disruption condition is met.
Also shown in these panels are the wavenumber of the
fastest growing mode and that of the dominant mode
at each instant of time. The wavenumber of the domi-
nant mode is found to be smaller than that of the fastest
growing mode, which is consistent with the simulation
results. The reason that the dominant mode does not
coincide with the fastest growing mode at disruption can
be seen from their corresponding characteristics, shown
as white dotted lines in panel (a). Because the expo-
nent in Eq. (34) is given by the integration of the linear
growth rate over the characteristic, the amplification of
a mode is determined by the entire history. As can be
seen from Fig. 7(a), although the fastest growing mode
has a higher growth rate at the final moment before dis-
ruption, the dominant mode actually becomes unstable
earlier and grows faster during most of the time.
The scalings of td, ad, γd, and kd from the model
are shown in Figure 8 for  = 10−7 and 10−10. These
scalings can be compared with results from simulations
shown in Figure 6. Qualitative agreement between the
two is evident, including the non-monotonicity of td with
respect to S, the transition in scaling behaviors as S in-
creases, the deviation between the fastest growing mode
and the dominant mode, and the effects of noise ampli-
tude on various quantities. Notably, the model is able
reproduce the crossing of the two γd(S) curves (high-
lighted with a green circle in panel (c)), namely, while
γd is higher for the lower initial noise case at high S, it
is the opposite at low S. The reason for the crossing can
be attributed to the mode-stretching effect due to the
outflow jets. The stretching effect is more prominent
at lower S, as reflected in the larger difference between
γmax and γd there. Moreover, when S is sufficiently
low, the amplitudes of unstable modes cannot grow suf-
ficiently to disrupt the current sheet before being ad-
vected out. Therefore, there is a critical Lundquist num-
ber Sc below which disruption does not occur. The crit-
ical Lundquist number Sc depends on the initial noise
amplitude; the lower the noise amplitude is, the higher
Sc becomes. Because γd becomes very low as S ap-
proaches Sc (precisely γd → γ(pi/L, aSP )), the crossing
of γd(S) curves with different  at low S is simply a
consequence of Sc being a decreasing function with re-
spect to . A similar crossing is also observed between
the dominant wavenumber kd(S) curves, shown in panel
(d), because kd → pi/L as S approaches Sc.
Another notable outcome from the model is the non-
monotonicity of γd and γmax with respect to S. At low
S, the current sheet half-width ad ' aSP at disrup-
tion and γmax ∼ S1/4 is an increasing function with
respect to S. At high S, γmax becomes a weakly de-
ceasing function with respect to S, and γd follows the
same trend. Recall that the condition ad/L ∝ S−1/3
gives a constant value of γmax independent of S, and
kmaxL ∝ S1/6. Because γmax is not exactly constant but
is weakly decreasing with increasing S, the scalings of
ad and kmax are close to, but not exactly ad/L ∝ S−1/3
and kmaxL ∝ S1/6 (kd approximately follows the same
trend as kmax at high S). This weakly decreasing scal-
ing for γmax (or γd) at high S has not been observed
in numerical simulation yet. The reason could be that
the numerical simulations have not been carried out at
sufficiently high values of S to reveal this behavior.
We have tested the model with different initial con-
ditions. As an example, Figure 9 shows the scalings
with f0 = (k/kmin)−1. Comparing with Fig. 8, the
overall trends are rather similar between the two, even
though the actual quantitative values can be quite dif-
ferent. This qualitative similarity in scaling relations re-
mains the case for other initial conditions we have tried.
Likewise, we have also tested the effect of noise source
by setting a floor to the fluctuation amplitude, assumed
to be the same as the initial noise f0(k), and similar
scaling relations are obtained.
As we have discussed, the crossings between γd(S) and
kd(S) curves with respect to different values of initial
noise amplitude  is a consequence of Sc being a de-
creasing function with respect to . The dependence of
Sc on  is fairly weak. For the two types of initial condi-
tion we have tried, the critical value Sc as a function of
 is shown in Figure 10. In both cases, the initial noise
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(b)(a)
(d)(c)
Figure 11. Scalings of td, ad, kd, and γd with respect to S from the model, with the effect of outflow jets turned off.
amplitude  is varied over 25 orders of magnitude but
the corresponding Sc changes no more than 3 orders of
magnitude.
We can assess the effect of outflow jets by switching
off the v′x terms in Eq. (25). The resulting scalings are
shown in Fig. 11. Overall, the scalings are similar to
the scalings with outflow in Fig. 8. The most significant
differences between the two appear in the low-S regime.
In the case without outflow, the difference between γd
and γmax, as well as that between kd and kmax, become
smaller in the low-S regime, as opposed to the case with
outflow, where the differences become larger at low S.
We also do not find the crossing between curves with dif-
ferent  when outflow is not included in the model. In
fact, without the effect of outflow, the critical Lundquist
number will be determined by the condition that the
longest wavelength mode allowed by the current sheet
length L is marginally unstable when the current sheet
width is the Sweet-Parker width. This condition gives
a critical value Sc = pi2, which is independent of the
noise amplitude. This value of Sc substantially under-
estimates the actual value of Sc.
6. FROM DISRUPTION TO NONLINEAR
SATURATION AND ONSET OF FAST
RECONNECTION
Figure 4(a) shows that the reconnection rate rises
rapidly after the disruption time td, indicating that cur-
rent sheet disruption triggers the transition from slow
to fast reconnection. Now we have established that the
linear growth rate and dominant wavenumber at disrup-
tion have nontrivial dependences on various conditions,
including the thinning process, the Lundquist number S,
the initial noise level and even the spectrum of noise. An
important question is, do these conditions affect the re-
connection process after the plasmoid instability reaches
nonlinear saturation? A full assessment of this question
is beyond the present scope and left to future work. To
investigate the effect of initial noise level on reconnec-
tion rate, we run the two cases S5 and H5 for extended
periods well into the nonlinearly saturated phase. The
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(a) (b)
Figure 12. Comparison of time histories of (a) linear growth rate and (b) reconnection rate, for Run S5 (with an initial
noise level  = 10−6) and Run H5 ( = 10−3). The initial noise level affects the disruption time and the linear growth rate at
disruption, but the reconnection rate after nonlinear saturation remains approximately the same.
resulting time-histories of growth rate and reconnection
rate are shown in Fig. 12. Panel (a) shows that current
sheet disruption takes place earlier with a lower growth
rate in Run H5, where the initial noise level is three or-
ders of magnitude higher than that of Run S5. Because
current sheet disruption marks the beginning of onset of
fast reconnection, the onset also occurs earlier in Run
H5. However, as can be seen from panel (b), the recon-
nection rates after nonlinear saturation are essentially
the same for the two runs. Therefore, we can conclude
that reconnection rate after saturation is nearly unaf-
fected by the noise level and the condition at the onset.
This conclusion is also in line with the earlier study by
Huang & Bhattacharjee (2010), where the dependence
of averaged reconnection rate on external forcing ampli-
tude is found to be fairly weak.
From an observational point of view, the period be-
tween current sheet disruption and nonlinear saturation
is especially interesting. During this period, the out-
flow profile changes from a nearly monotonic, Sweet-
Parker-like profile, to a highly fluctuating profile, as
shown in Figure 13(a). Accordingly, the histogram of
the outflow profile changes from double-peak-shaped to
triangle-shaped, as shown in Figure 13(b). A triangle-
shaped histogram is a natural consequence of the outflow
profile being highly fluctuating. To understand that,
consider an outflow profile of the form vx = VA sin(pix)+
vf sin(kx), where −1 ≤ x ≤ 1 and k  1; the first term
VA sin(pix) mimics the Sweet-Parker-like outflow profile,
and the second term vf sin(kx) mimics short-wavelength
fluctuations. If the fluctuation is much smaller than the
background, i.e. vf  VA, the histogram is double-
peak-shaped. On the contrary, if the fluctuation is of the
order of the background, i.e. vf ' VA, which is the case
in the saturated phase, then the histogram is triangle-
shaped. The transition from a double-peak-shaped his-
togram to triangle-shaped histogram can lead to observ-
able effects through spectroscopy of emission spectral
line profiles, because the observed spectral line profile
is a convolution of the Doppler-shifted line profile along
the line-of-sight direction. For reconnection events with
outflows along the line-of-sight direction, the histogram
of the outflow profile can be viewed as a proxy for the
shape of the line profile. A triangle-shaped line profile
has been reported in IRIS (Interface Region Imaging
Spectrograph (De Pontieu et al. 2014)) observations of
the Si IV line during transition region explosive events
(Innes et al. 2015). With the high-cadence mode of IRIS
spectrograph, it is possible to observe transitions from
a double-peak-shaped line profile to a triangle-shaped
line profile in transition region explosive events (Guo
2017). If such transitions can be shown to associate
with brightening of emission spectral line, that will pro-
vide observational evidence for transition from slow to
fast reconnection due to current sheet disruption.
7. DISCUSSION AND CONCLUSION
In this work, we have carried out a detailed study of
the development of plasmoid instability in an evolving
current sheet and the onset of fast reconnection. We
confirm that the Sweet-Parker width can be approached
only when the Lundquist number is relatively low. At
high values of the Lundquist number, more characteris-
tic of the solar and astrophysical environments, the cur-
rent sheet breaks apart at a width much larger than the
Sweet-Parker width (Pucci & Velli 2014; Uzdensky &
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Figure 13. (a) Time sequence of the outflow (vx) profile along z = 0 from disruption (t = 4τA) to nonlinear saturation
(t = 4.6τA) for Run S5. (b) The corresponding histogram of the outflow velocity.
Loureiro 2016; Comisso et al. 2016). However, the level
of noise in the system also plays an important role. For
a system with lower noise amplitude, the Sweet-Parker
width can be approached at a higher Lundquist num-
ber and consequently the linear growth rate becomes
higher. As such, the linear growth rate and the dom-
inant wavenumber at current sheet disruption exhibit
complex dependences on numerous conditions, such as
the current sheet evolving process, the Lundquist num-
ber, noise level, and even the spectrum of the noise.
Under the condition that the Lundquist number S is the
only varying parameter while everything else remains
fixed, we do find that the growth rate at disruption be-
comes slowly varying with respect to S, as long as S
is sufficiently high such that the Sweet-Parker scaling
ad/L ∼ S−1/2 is no longer valid. Because ad/L ∝ S−1/3
is the condition for γmaxτA to be independent of S,
in the high-S regime, the scalings ad/L ∝ S−1/3 and
kdL ∝ S1/6 are approximately realized. While these
scaling relations appear to be similar to the suggestion
by Pucci & Velli (2014), Pucci & Velli actually imposed
a more stringent condition ad/L = S−1/3, leading to the
condition that γmaxτA ' 0.623 at disruption. Contrary
to their suggestion that γmaxτA = O(1) at disruption,
we generally find the linear growth rate at disruption
to be substantially higher than 1/τA. In fact, the time
when γmaxτA = O(1) is approximately when the over-
all amplitude of fluctuations starts to grow. This hardly
comes as a surprise, since the linear growth must be sub-
stantial on time scales pertaining to the evolving back-
ground for linear theory to be even applicable. In the
present case the relevant time scales are the advection
and the current sheet evolution time scales, both of the
order of τA. That means γmaxτA > O(1) is required. Be-
cause γmax ∝ a−3/2, using the criterion γmaxτA ' 1 for
disruption will substantially overestimate the disruption
half-width ad, even if the scaling relation ad/L ∝ S−1/3
appears to approximately hold; likewise, using the cri-
terion γmaxτA ' 1 will substantially underestimate the
fastest growing wavenumber kmax. For example, using
γmaxτA ' 1 instead of γmaxτA ' 20 as we typically
observe in simulations will overestimate ad by a factor
of approximately 7 and underestimate the fastest grow-
ing wavenumber kmax by a factor of approximately 12.
Incidentally, if kmax is used to estimate the dominant
wavenumber kd at disruption, as is often assumed, then
the error of underestimating kmax is partially offset by
the fact that the dominant wavenumber kd is actually
smaller than kmax.
Our simulation study differs from the earlier study by
Tenerani et al. (2015) in an important aspect. In our
study the current sheet thinning is self-consistently de-
termined by MHD equations, where Alfvénic jets devel-
ops naturally during the process. This thinning process
approaches the Sweet-Parker width as the asymptotic
state if the plasmoid instability does not set in. On the
other hand, Tenerani et al. (2015) employ an extra term
in the induction equation to drive the thinning, there-
fore the asymptotic width is set by the driving term, and
there is no significant outflow before the instability sets
in. In three out of four simulations (run 1 – run 3) in
their study, the asymptotic width is set to be LS−1/3,
exactly as their theory predicts; in the fourth case (run
4), the asymptotic width is set to be the Sweet-Parker
width LS−1/2 [see Table 1 in (Tenerani et al. 2015)].
It is particularly revealing to compare their run 1 and
run 4, both have exactly the same parameters except
the asymptotic width. While the current sheet in run
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1 disrupts at a(τnl)/L ' S−1/3 (τnl in their Table 1 is
equivalent to td in our paper and a(τnl) is equivalent
to ad in our paper), when the current sheet is allowed
to go thinner in run 4, the disruption occurs at an ear-
lier time but the current sheet width is approximately
4 times thinner. It is worth noting that Tenerani et al.
(2015) use a fixed value S = 106 in all their simulations,
thereby precluding the possibility of obtaining scaling
relations with respect to S.
The phenomenological model presented in Sec. 5 qual-
itatively reproduces many features obtained from direct
numerical simulations, including the non-monotonicity
of td and changes of scaling behaviors as S increases. It
also clarifies why the dominant wavenumber kd differs
from the fastest growing wavenumber kmax. An impor-
tant feature of this model is its capability to predict a
critical Lundquist number Sc for a given current sheet
evolving process and an initial noise spectrum. The crit-
ical Lundquist number Sc is found to have a weak depen-
dence on the noise amplitude. As shown in Fig. 10, for
the two types of initial perturbation, the critical value
Sc falls in the range from Sc ' 103 to 106 for a change
in the noise amplitude  over 25 orders of magnitude.
This result makes the qualitative argument in (Huang &
Bhattacharjee 2013) more precise, and provides new in-
sight to some empirical knowledge as well as controversy
among researchers. The often quoted critical Lundquist
number Sc is approximately 104, but this is not a clear-
cut value. For example, a critical value Sc as low as
103 (Shen et al. 2013) as well as clean simulations re-
maining stable up to S = 2 × 105 (Ng & Ragunathan
2011) have been reported. These seemingly conflicting
results become comprehensible with the realization that
the critical value Sc depends on noise level. Noise can
enter a simulation in various ways, such as explicit seed-
ing, discretization errors of numerical schemes, and the
implementation of boundary conditions. The simulation
setup of Ng & Ragunathan (2011) using a pseudospec-
tral code in a doubly-periodic box without seeded noise
is among the cleanest of all scenarios, which accounts
for its stability. However, since natural systems always
have some noise and the Lundquist numbers are typi-
cally much higher, it is unlikely that such systems can
remain stable. As we have shown in Sec. 6, the level
of noise affects the disruption time, but has a negligible
effect on reconnection rate once the instability reaches
nonlinear saturation (Fig. 12).
Our results can also be compared with two recent the-
oretical approaches by Uzdensky & Loureiro (2016) and
Comisso et al. (2016). The analysis of Uzdensky &
Loureiro (2016) assumes that the current sheet width
essentially freezes once the maximum linear growth rate
of all modes that fit into the current sheet (i.e. k > pi/L)
reaches 1/τdr, where τdr is the current sheet evolution
time scale. Their analysis concludes that the fastest
growing mode at that time will be the dominant mode
that enters the nonlinear regime and eventually disrupts
the current sheet. As such, in the end the criterion of
Uzdensky & Loureiro (2016) (γmaxτdr = 1) is similar
to that of Pucci & Velli (2014) (γmaxτA = O(1)), ex-
cept that the Alfvénic time scale τA in the latter is re-
placed by τdr. In the context of the present study, the
two criteria are practically the same since τdr ' τA.
The time when γmaxτA = 1 is slightly earlier than
t = tg in our simulations. As can be seen from Ta-
ble 1, the current sheet width evolves quite significantly
from t = tg to t = td (the actual difference depends
on initial noise level, as does td) and consequently the
fastest growing wavenumber also changes substantially
(see Fig. 4); therefore, the basic assumption of Uzdensky
& Loureiro (2016) is not borne out by our simulations.
It is worth noting that Uzdensky & Loureiro (2016) use
island width w exceeding the current layer width a as
the definition of disruption, which is different from our
definition of w exceeding the inner layer width δ; this dif-
ference does not affect the discussion here. On the other
hand, the analysis of Comisso et al. (2016) starts from a
principle of least time, which assumes that the dominant
mode at disruption is the one that takes the least time
to reach the condition w = δ, for a given initial spec-
trum w0(k). The scalings obtained from the principle of
least time is very similar to the scalings obtained with
our model. The only significant difference is that the
effect of outflow is not taken into account in Comisso
et al. (2016). The reader can compare Fig. 11(c)(d)
(where the effect of outflow is turned off) in this paper
and Fig. 1 and Fig. 2 in Comisso et al. (2016) to see the
similarities. As we have discussed, the effect of outflow
is most pronounced when the Lundquist number is rela-
tively low; therefore, the theory of Comisso et al. (2016)
and the model here practically give very similar scalings
in the asymptotic limit of large S. For an exponentially
thinning current sheet, Comisso et al. (2016) give pre-
cisely the logarithmic multiplying factors to the leading
order power-law scalings ad/L ∝ S−1/3 and kdL ∝ S1/6
[i.e. the scalings are of the form ∼ Sα(log f(S,w0))β ,
see their Eqs. (17) and (18)], which account for the de-
viations from power-laws in Fig. 8(b)(d). It is important
to note that these leading order power-law scalings are
not universal, as the power indices will be different if the
thinning is algebraic rather than exponential [see their
Eq. (24)].
We conclude this paper by applying our findings on
current sheet disruption to reconnection in the solar at-
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mosphere. As a first application, consider the example
of post-CME current sheet in (Guo et al. 2013). The
current sheet length is estimated as L ' 3 × 1011 cm,
and the Alfvén speed can be estimated from the speed
of moving blobs as VA ' 2 × 107 cm/s. Assuming a
density of 1010 cm−3 and a temperature of 106 K for
typical solar coronal condition, the Lundquist number
S ' 3 × 1014. The actual disruption condition will de-
pend on the initial noise level, which is not easy to know.
If we assume a typical value γmaxτA ' 20 at disruption,
that gives an inverse aspect ratio ad/L ' 1.5 × 10−6,
i.e. ad ' 4.5 × 105 cm. Assuming a typical dominant
wavenumber kd ' kmax/4, we estimate kdL ' 1500, and
the corresponding inner layer width δ ' 5000 cm. Since
the inner layer width is much larger than the ion iner-
tial length di ' 200 cm and ion gyroradius ρi ' 60 cm,
the resistive MHD model remains valid until disruption.
However, nonlinearly the fractal-like cascade will break
the current sheet to finer scales. Within the framework
of resistive MHD, the cascade will stop when the sec-
ondary current sheets become marginally stable (Huang
& Bhattacharjee 2010). This condition gives an estimate
for the secondary current sheet width δc ' aSP
√
Sc/S.
Taking a typical value Sc = 104 yields δc ' 0.1 cm,
which is much smaller than either di or ρi, therefore
collisionless effects must be taken into account at nonlin-
ear saturation (Daughton et al. 2009; Shepherd & Cas-
sak 2010; Huang et al. 2011). As another application,
consider the transition region explosive events reported
in (Innes et al. 2015). If we estimate the length scale
L ' 108 cm and the Alfvén speed VA ∼ 2 × 107 cm/s,
then τA ' 5 s. For a temperature 105 K and a density
1012 cm−3, the Lundquist number in transition region
can be estimated as S ' 5× 109 based on Spitzer resis-
tivity. Again, assuming γmaxτA ' 20 and kd ' kmax/4
at disruption, we obtain ad ' 5800 cm, kdL ' 250, and
δ ' 400 cm. Since δ is much greater than di ' 20 cm and
ρi ' 3 cm, resistive MHD is applicable at disruption.
The secondary current sheet at nonlinear saturation
based on resistive MHD is estimated to be δc ' 2 cm,
which is smaller than di by an order of magnitude and
is comparable to ρi. Therefore collisionless effects will
not be negligible at nonlinear saturation for anti-parallel
reconnection, but may only be marginally important
for component reconnection. How collisionless effects at
small scales affect nonlinear saturation in systems with
very large L/di or L/ρi remains an outstanding open
question.
Although the present study is restricted to a resistive
MHD description, the overall framework can be read-
ily generalized to incorporate other effects. The phe-
nomenological model can be adapted, provided that the
linear dispersion relation of tearing instability is avail-
able, e.g. in visco-resistive (Comisso & Grasso 2016;
Comisso et al. 2017) and resistive Hall (Baalrud et al.
2011) regimes. These effects will be considered in fu-
ture studies. Furthermore, the current sheet evolving
process investigated in this study, where the upstream
magnetic field remains approximately constant and the
current sheet width decreases exponentially in time, is
by no means universal, as the current sheet evolution
is largely determined by the global configuration of the
system. An interesting example is the scenario of recon-
nection in a layer embedded within a broader outer cur-
rent sheet, considered by Cassak & Drake (2009). In this
scenario, the upstream magnetic field of the embedded
layer increases in time; the thinning of the layer, while
remains to be studied in detail, may also not be expo-
nential in time. This setup could be employed to inves-
tigate how different evolution processes may affect the
scalings and further test our phenomenological model.
More general situations, where the current sheet length
evolves in time, should also be investigated in the future.
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