This article discusses three weak -contractive conditions of rational type for a class of 2-cyclic self-mappings defined on the union of two non-empty subsets of a metric space to itself. If the space is uniformly convex and the subsets are non-empty, closed, and convex, then the iterates of points obtained through the self-mapping converge to unique best proximity points in each of the subsets.
Introduction
A general contractive condition has been proposed in [1, 2] for mappings on a partially ordered metric space. Some results about the existence of a fixed point and then its uniqueness under supplementary conditions are proved in those articles. The rational contractive condition proposed in [3] includes as particular cases several of the previously proposed ones [1, [4] [5] [6] [7] [8] [9] [10] [11] [12] , including Banach principle [5] and Kannan fixed point theorems [4, 8, 9, 11] . The rational contractive conditions of [1, 2] are applicable only on distinct points of the considered metric spaces. In particular, the fixed point theory for Kannan mappings is extended in [4] by the use of a non-increasing function affecting the contractive condition and the best constant to ensure a fixed point is also obtained. Three fixed point theorems which extended the fixed point theory for Kannan mappings were stated and proved in [11] . More attention has been paid to the investigation of standard contractive and Meir-Keeler-type contractive 2-cyclic self-mappings T:A ∪ B A ∪B defined on subsets A,B ⊆ X and, in general, p-cyclic self-mappings T : i∈p A i → i∈p A i defined on any number of subsets A i ⊂ X, i ∈p := 1, 2, ..., p , where (X,d) is a metric space (see, for instance [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] ). More recent investigation about cyclic self-mappings is being devoted to its characterization in partially ordered spaces and also to the formal extension of the contractive condition through the use of more general strictly increasing functions of the distance between adjacent subsets. In particular, the uniqueness of the best proximity points to which all the sequences of iterates of composed self-mappings T 2 : A∪B A ∪ B converge is proven in [14] for the extension of the contractive principle for cyclic self-mappings in uniformly convex Banach spaces (then being strictly convex and reflexive [23] ) if the subsets A,B ⊂ X in the metric space (X,d), or in the Banach space (X,|| ||), where the 2-cyclic selfmappings are defined, are both non-empty, convex and closed. The research in [14] is centred on the case of the cyclic self-mapping being defined on the union of two subsets of the metric space. Those results are extended in [15] for Meir-Keeler cyclic contraction maps and, in general, for the self-mapping T : i∈p A i → i∈p A i be a p (≥ 2) -cyclic self-mapping being defined on any number of subsets of the metric space with p := 1, 2..., p . Also, the concept of best proximity points of (in general) non-self-mappings S,T:A B relating non-empty subsets of metric spaces in the case that such maps do not have common fixed points has recently been investigated in [24, 25] . Such an approach is extended in [26] to a mapping structure being referred to as K-cyclic mapping with contractive constant k < 1/2. In [27] , the basic properties of cyclic selfmappings under a rational-type of contractive condition weighted by point-to-pointdependent continuous functions are investigated. On the other hand, some extensions of Krasnoselskii-type theorems and general rational contractive conditions to cyclic self-mappings have recently been given in [28, 29] while the study of stability through fixed point theory of Caputo linear fractional systems has been provided in [30] . Finally, promising results are being obtained concerning fixed point theory for multivalued maps (see, for instance [31] [32] [33] ).
This manuscript is devoted to the investigation of several modifications of rational type of the -contractive condition of [21, 22] for a class of 2-cyclic self-mappings on non-empty convex and closed subsets A,B ⊂ X. The contractive modification is of rational type and includes the nondecreasing function associated with the -contractions. The existence and uniqueness of two best proximity points, one in each of the subsets A,B ⊂ X, of 2-cyclic self-mappings T: A∪ B A ∪ B defined on the union of two non-empty, closed, and convex subsets of a uniformly convex Banach spaces, is proven. The convergence of the sequences of iterates through T: A∪ B A ∪ B to one of such best proximity points is also proven. In the case that A and B intersect, both the best proximity points coincide with the unique fixed point in the intersection of both the sets.
Basic properties of some modified constraints of 2-cyclic -contractions
Let (X,d) be a metric space and consider two non-empty subsets A and B of X. Let T: A∪ B A ∪ B be a 2-cyclic self-mapping, i.e., T(A) ⊆ B and T(B) ⊆ A. Suppose, in addition, that T: A∪ B A ∪ B is a 2-cyclic modified weak -contraction (see [21, 22] ) for some non-decreasing function :R 0+ R 0+ subject to the rational modified -contractive constraint:
where
Note that (2.1) is, in particular, a so-called 2-cyclic -contraction if a = 0 and (t) = (1-a)t for some real constant a [0,1) since :R 0+ R 0+ is strictly increasing [1] . We refer to "modified weak -contraction" for (2.1) in the particular case a ≥ 0, b ≥ 0, a + b < 1, and :R 0+ R 0+ being non-decreasing as counterpart to the term -contraction (or via an abuse of terminology "modified strong -contraction") for the case of :R 0+ R 0+ in (2.1) being strictly increasing. There are important background results on the properties of weak contractive mappings (see, for instance, [1, 2, 34] and references therein). The socalled "-contraction", [1, 2] , involves the particular contractive condition obtained from (2.1) with a = 0, b = 1, and :R 0+ R 0+ being strictly increasing, that
In the following, we refer to 2-cyclic self-maps T:A ∪ B A ∪B simply as cyclic selfmaps. The following result holds:
Lemma 2.1. Assume that T:A ∪ B A ∪B is a modified weak -contraction, that is, a cyclic self-map satisfying the contractive condition (2.1) subject to the constraints min (a, b) ≥ 0 and a + b < 1 with :R 0+ R 0+ being non-decreasing. Then, the following properties hold:
and lim sup B if x B and n is even. Proof: Take y = Tx so that Ty = T 2 x. Since :R 0+ R 0+ is non-decreasing (x) ≥ (D) for x ≥ D, one gets for any x A and any Tx B or for any x B and any Tx A:
one gets for any m N: non-decreasing. Now, it follows from triangle inequality for distances and (2.9a) that:
which leads directly to Property (ii) with {T n x} n∈N 0 and T n+1 x n∈N 0 being bounded sequences for any finite x A ∪ B. □ Concerning the case that A and B intersect, we have the following existence and uniqueness result of fixed points: 
(2:13)
The following two results extend Lemma 2.1 and Theorem 2.2 by using constants a 0 and b 0 in (2.1) whose sum can equalize unity a 0 +b 0 = 1. Lemma 2.3. Assume that T:A∪B A∪B is a cyclic self-map satisfying the contractive condition (2.13) with min(α 0 , b 0 ) ≥ 0, a 0 + b 0 ≤ 1, and :R 0+ R 0+ is nondecreasing. Assume also that
For some non-negative real constants
Then, the following properties hold:
for any arbitrarily small ε R + .
(
) is finite and, in particular, if x and Tx are finite then the sequence {T n x} n∈N 0 and T n+1 x n∈N 0 are bounded sequences, where T n x A and T n+1 x B if x A and n is even and T n x B and T n+1 x B if x A and n is even.
Note also for y = Tx and Ty = Tx 2 and (2.14), since (x) > (D) for x >D, that for x A∪B, one gets from (2.14):
leading from (2.14) to
and
One gets from (2.13) and (2.17)
the following modifications of (2.9) and (2.10) by taking y = Tx, Ty = T 2 x, and successive iterates by composition of the self-mapping T:A ∪ B A ∪B:
and Property (i) has been proven. Property (ii) follows from (2.20) directly by repla-
Hence, {T n x} n∈N 0 and T n+1 x n∈N 0 are bounded for any finite x A∪B. Property (iii) has been proven. Hence, the lemma. □ 
M 0 , and one also gets from (2.18) for n = 1 
Thus, the following parallel result to Lemmas 2.1 and 2.2 result holds under a more restrictive modified weak -contraction Assume that T:A ∪ B A ∪B is modified weak -contraction subject to :R 0+ R 0+ subject to the constraint
1 − α − β and having a finite limit:
Lemma 2.8. Assume that T:A ∪ B A ∪B is a cyclic self-map satisfying the contractive condition (2.21) with min (a,b) ≥ 0, a + b < 1, and :R 0+ R 0+ is non-decreasing having a finite limit lim x→∞ ϕ (x) =φ and subject to (0) = 0 Assume also that :R 0+
. Then, the following properties hold:
The following relations are fulfilled: Proof: One gets directly from (2.21):
or, equivalently, one gets for 2:25) leading to
De
what implies the necessary condition ϕ (D) ≥ and nondecreasing and has a finite limit, that:
Then the sequences {T n x} n∈N 0 and T n+1 x n∈N 0 are both bounded for any x A∪B.
Hence, the first part of Property (ii). If :R 0+ R 0+ is identically zero then for some real constant 0 ≤ b 1 = b 1 (x,y) < 1; ∀x,y(≠x) A∪B so that proceeding recursively: 
Properties for the case that A and B do not intersect
This section considers the contractive conditions (2.1) and (2.21) for the case A∩B ≠ ∅ For such a case, Lemmas 2.1, 2.3, and 2.8 still hold. However, Theorems 2.2, 2.4, and 2.9 do not further hold since fixed points in A∩B cannot exist. Thus, the investigation is centred in the existence of best proximity points. It has been proven in [1] Assume also that A and B are non-empty closed and convex subsets of a uniformly convex Banach space (X,|| ||). Then, there exist two unique best proximity points z A, y B of T:A ∪ B A ∪B such that Tz = y, Ty = z to which all the sequences generated by iterations of T:A ∪ B A ∪B converge for any x A∪B as follows. The sequences T 2n x n∈N 0 and T 2n+1 x n∈N 0 converge to z and y for all x A, respectively, to y and z for all x B. If A∩ B ≠ ∅ then z = y A∩B is the unique fixed point of T: A ∪ B A ∪B Proof: If D = 0, i.e., A and B intersect then this result reduces to Theorem 2.2 with the best proximity points being coincident and equal to the unique fixed point. Consider the case that A and B do not intersect, that is, D > 0 and take x A∪B. Assume with no loss in generality that x A. It follows, since A and B are non-empty and closed, A is convex and Lemma 3.1 (i) that:
(proven in Lemma 3.8 [14] ). The same conclusion arises if x B since B is convex.
Thus, T 2n x n∈N 0 is bounded [Lemma 2.1 (ii)] and converges to some point z = z(x), being potentially dependently on the initial point x, which is in A if x A, since A is closed, and in B if x B since B is closed. Take with no loss in generality the norm-induced metric and consider the associate metric space (X,d) which can be identified with (X, || ||) in this context. It is now proven by contradiction that for every ε R + , there exists n 0 N 0 such that d(T 2m x,T 2n+1 x) ≤ D + ε for all m >n ≥ n 0 . Assume the contrary, that is, given some ε
Then, by using the triangle inequality for distances:
One gets from (3.1) and (3.2) that
Now, one gets from (3.1), (3.3), (D) ≥ D, and Lemma 2.1 (i) the following contradiction:
As a result, d(T 2m x,T 2n+1 x) ≤ D + ε for every given ε R + and all m >n ≥ n 0 for some existing n 0 N 0 . This leads by a choice of arbitrarily small ε to
But T 2n x n∈N 0 is a Cauchy sequence with a limit z = T 2 z in A (respectively, with a
(Proposition 3.2 [14] ). Assume on the contrary that x A and T 2n x n∈N 0 → z = T 2 z as n ∞ so that T 2 z-Tz = z-Tz ≠ z-y so that since A is convex and (X,|| ||) is uniformly convex Banach space, then strictly convex, one has
which is a contradiction so that z = T 2 z is a best approximation point in A of T:A ∪ B A ∪B. In the same way, T 2n x n∈N 0 is a Cauchy sequence with a limit T 2 y = y B which is a best approximation point in B of T:A ∪ B A ∪B if x B since B is convex and (X,|| ||) is strictly convex. We prove now that y = Tz. Assume, on the contrary that y ≠ Tz with y = T 2 y,Tz
One gets from (2.1) since : R 0+ R 0+ is non-decreasing the following contradiction:
Thus, z = Ty = T 2 z = T 3 y and y = Tz = T 2 y = T 3 z are the best proximity points of T: A ∪ B A ∪B in A and B. Finally, we prove that the best proximity points z A and y B are unique. Assume that z 1 (≠ z 2 ) A are two distinct best proximity points of T:A ∪ B A ∪B in A. Thus, Tz 1 (≠ Tz 2 ) B are two distinct best proximity points in B. Otherwise, Tz 1 = Tz 2 ⇒ T 2 z 1 = T 2 z 2 ⇒ z 1 = z 2 , since z 1 and z 1 are best proximity points, contradicts z 1 ≠ z 2 . One gets from Lemma 2.1(i) and
Through a similar argument to that concluding with (3.6) with the convexity of A and the strict convexity of (X,|| ||), guaranteed by its uniform convexity, one gets the contradiction:
Thus, z 1 is the unique best proximity point in A while Tz 1 is the unique best proximity point in B. □ In a similar way, Theorem 2.4 extends via Lemma 2.3 as follows from the modification (2.12) of the contractive condition (2.1):
Theorem 3.2. Assume the following hypotheses: (1) T:A ∪ B A ∪B is a modified weak -contraction, that is, a cyclic self-map satisfying the contractive condition (2.12) subject to the constraints min (a 0 ,b 0 ) ≥ 0, min (a 0 ,b 0 ) > 0, and a 0 + b 0 ≤ 1.
∀x A∪B and (D) = (1 + a+b-a 0 -b 0 )D for some non-negative real constants
(3) A and B are non-empty closed and convex subsets of a uniformly convex Banach space (X,|| ||).
Then, there exist two unique best proximity points z A, y B of T:A ∪ B A ∪B such that Tz = y, Ty = z to which all the sequences generated by iterations of T:A ∪ B A ∪B converge for any x A∪B as follows. The sequences T 2n x n∈N 0 and T 2n+1 x n∈N 0 converge to z and y for all x A, respectively, to y and z for all x B If A ∩B ≠ ∅ then z = y A∩B is the unique fixed point of T:A ∪ B A ∪B. Outline of proof: It is similar to that of Theorem 3.1 since (3.1) to (3.3) still hold, (3.4) and (3.5) still hold as well from Lemma 2.3(ii) as well as the results from the contradictions (3.6)-(3.8). □
The following result may be proven using identical arguments to those used in the proof of Theorem 3.1 by using Lemma 2.8 starting with its proven convergence property (2.23) for distances: Theorem 3.3. Assume that T:A ∪ B A ∪B is a cyclic self-map satisfying the contractive condition (2.21) with min (a,b) ≥ 0, a + b < 1, and : R 0+ R 0+ is nondecreasing having a finite limit lim x→∞ φ (x) =φ and subject to (0) = 0 Assume also that (2.12) . In this case, if (x) > 0; ∀x R + then convergence to a fixed point is still potentially achievable since
Now, consider the discrete scalar dynamic difference equation of respective state and control real sequences {x k } k∈Z 0+ and {u k } k∈Z 0+ and dynamics and control parametrical real sequences {a k } k∈Z 0+ and {b k = 0} k∈Z 0+ , respectively:
where {x k } k∈Z 0+ , of general term defined byx k := (x 0 , x 1 , ... , x k ), is a sequence of real kth tuples built with state values up till the kth sampled value such that the real sequence {η k } k∈Z 0+ with η k = η k (x k ) is related to non-perfectly modeled effects which can include, for instance, contributions of unmodeled dynamics (if the real order of the difference equation is larger than one), parametrical errors (for instance, the sequences of parameters are not exactly known), and external disturbances. It is assumed that upper-and lower-bounding real sequences {η k } k∈Z 0+ and η
A ∪B with T(A)⊆ B and T(B)⊆ A for some sets A ⊂ R 0+ := {z R:z ≥ 0} and B ⊂ R 0-:= {z R:z ≤ 0} being non-empty bounded connected sets containing {0}, so that D = 0, such that Tx k = x k+1 ; ∀k z 0+ for the control sequence {u k } k∈Z 0+ lying in some appropriate class to be specified later on. Note from (3.11) 3:12) . An equivalent expression to (3.9) if (D) = D = 0 is by using the Euclidean distance:
. Consider different cases as follows by assuming with no loss in generality that the parametrical sequences {a k } k∈Z 0+ and {b k } k∈Z 0+ are positive:
(a) D = 0 Then
Note that if x k ≥ 0 then x k+1 ≤ 0 and x k+2 ≤ 0 if
. Thus, if x 0 ≥ 0 then the control law is
; ∀k ∈ Z 0+ (3:17) and if x 0 < 0 then
The stabilization and convergence of the state sequence to zero is achieved by using a control sequence that makes compatible (3.16) and (3.17) with (3.13). First, assume x 0 ≤ 0 and rewrite the controls (3.17) in equivalent equality form as:
; ∀k ∈ Z 0+ (3: 19) for any non-negative real sequence {ε k } k∈Z 0+ to be defined so that (3.13) holds. Then (3.11) and (3.14) lead to:
for the given controls (3.19) . Then, (3.13) becomes for x 0 A:
which is guaranteed from (3.20) and (3.21) , without a need for directly testing the solution of the difference equation, if the sequence {u k } k∈Z 0+ can be chosen to have zero limit while satisfying: R 0+ . This implies that x k 0 as k ∞, which is the unique fixed point of T:A ∪ B A ∪B, by using the proposed control law (3.19) . Note the following:
(1) Even, although {ε k } k∈Z 0+ converges to zero, it is not required for the contribution of the non-perfectly modeled part of the model to converge to zero. It can suffice, for instance, η 2k →η 2k ; η 2k+1 → − (η 2k+1 + 2a 2k+1η2k ) as k ∞ It is not necessary that {η k } k∈Z 0+ be convergent fulfilling |η k | → |η k | →η < ∞ as k ∞ for some non-negative realη =η (x k ). However, there are particular cases in this framework as, for instance, |η k | → |η k | → 0 as k ∞ or η k →η > 0; a 2k+1 1 as k ∞. for some matrix function sequences sampling point-wise defined by A k = A k (x k ) and B k = B k (x k ) of images in R n×n and R n×m , respectively; ∀k Z 0+ . Proceeding recursively with (3.27) over n consecutive samples, one gets
x (k+1)n = ϕ k x kn + Γ kūkn ; ∀k ∈ Z 0+ , x 0 ∈ R n (3:28)
with F k = F k (x kn ) and Γ k = Γ k (x kn ) as: 
