The existence of uncountably many bounded nonoscillatory solutions for a second order nonlinear neutral delay difference equation are proved. Some Mann iterative methods are suggested and convergence of the Mann iterative methods relative to the nonoscillatory solutions are discussed.
Introduction and preliminaries
Within the past 30 years or so, many researchers used some fixed point theorems and coincidence degree theory to study the existence, boundedness, asymptotic behavior of solutions for several second order neutral delay linear/nonlinear difference equations [1] [2] [3] . Luo and Bainov [2] and Migda and Migda [3] proved the asymptotic behaviors of nonoscillatory solutions for the second order neutral difference equation with maxima ∆ 2 x(n)+ p(n)x(n − k) + q(n) max x(s) : n − l ≤ s ≤ n = 0, n ≥ 1 (1.1) and the second order neutral difference equation
respectively. Using the Banach fixed point theorem, Jinfa [1] studied the existence of a nonoscillatory solution for the second order neutral delay difference equation with positive and negative coefficients ∆ 2 x(n) + px(n − m) + p(n)x(n − k) − q(n)x(n − l) = 0, n ≥ n 0 . (1.
3)
The aim of this paper is to study the following second order nonlinear neutral delay difference equation ∆ a(n)∆ x(n) + b(n)x(n − τ ) + f n, x(a 1 (n)), x(a 2 (n)) = c(n), n ≥ n 0 , (1.4) where τ ∈ N, n 0 ∈ N 0 , a, b, c : N n 0 → R with a(n) = 0 for n ∈ N n 0 , f : N n 0 × R 2 → R and a 1 , a 2 :
Using the Banach fixed point theorem, we obtain the existence of uncountably many bounded nonoscillatory solutions for Eq.(1.4), suggest some Mann iterative algorithms and study convergence of the Mann iterative algorithms relative to the bounded nonoscillatory solutions. Three examples are included. Throughout this paper, we assume that ∆ is the forward difference operator defined by ∆x(n) = x(n + 1) − x(n), R = (−∞, +∞), R + = [0, +∞), Z and N denote the sets of all integers and positive integers, respectively, Z t = {n : n ∈ Z with n ≥ t}, N t = {n : n ∈ N with n ≥ t}, t ∈ Z, α = inf{a 1 (n), a 2 (n) : n ∈ N n 0 }, β = min{n 0 − τ, α}, l ∞ β represents the Banach space of all bounded sequences on Z β with norm
It is easy to see that A(N, M ) is a bounded closed subset of the Banach space l ∞ β . By a solution of Eq.(1.4), we mean a sequence {x(n)} n∈Z β with a positive integer T ≥ n 0 + τ + |α| such that Eq.(1.4) is satisfied for all n ≥ T. As is customary, a solution of Eq.(1.4) is said to be oscillatory if it is neither eventually positive nor eventually negative. Otherwise, it is said to be nonoscillatory.
Uncountably many bounded nonoscillatory solutions
Now we study those conditions under which Eq.(1.4) possesses uncountably many bounded nonoscillatory solutions.
, there exist θ ∈ (0, 1) and T ≥ n 0 + τ + |α| such that for any x 0 ∈ A(N, M ), the Mann iterative sequence {x m } m≥0 generated by the scheme :
converges to a bounded nonoscillatory solution x ∈ A(N, M ) of Eq.(1.4) and satisfies Proof. Let L ∈ (N, (1 − b)M ). It follows from (2.1) and (2.4) that there exist θ ∈ (0, 1) and
In view of (2.2), (2.3) and (2.8)-(2.11), we infer that for x, y ∈ A(N, M ) and
Consequently, the Banach fixed point theorem and (2.12) mean that S L has a unique fixed point x ∈ A(N, M ), which is a bounded nonoscillatory solution of Eq.(1.4). By virtue of (2.5), (2.8)-(2.12), we conclude that for any m ≥ 0 and n ≥ T + 1,
which gives that
that is, (2.6) holds. Consequently, (2.6) and (2.7) ensure that lim m→∞ x m = x. That is, (a) holds. Next we show that (b) holds. Making use of (2.1)-(2.4), we gain that for any distinct L, K ∈ (N, (1 − b)M ), there exist θ ∈ (0, 1) and T ≥ n 0 + τ + |α| satisfying (2.8)-(2.10) and
Let the mapping S L be defined by (2.11), and define a mapping
11) with L replaced by K. It is easy to check that the mappings S L and S K have a unique fixed point x, y ∈ A(N, M ), respectively. That is, x and y are bounded nonoscillatory solutions of Eq.(1.4) in A(N, M ). In view of (2.11), we get that
and
Notice that (2.2) together with (2.13)-(2.15) ensures that
that is, x = y. This completes the proof. Proof. Let L ∈ (N, (1 + b)M ). It follows from (2.16) and (2.4) that there exist θ ∈ (0, 1) and T ≥ n 0 + τ + |α| such that
Define a mapping S L : A(N, M ) → l ∞ β by (2.11). In view of (2.2), (2.3) and (2.17)-(2.19), we infer that for x, y ∈ A(N, M ) and n ≥ T + 1
which imply that S L (A(N, M )) ⊆ A(N, M ) and (2.12) holds. Consequently, the Banach fixed point theorem and (2.12) mean that S L has a unique fixed point x ∈ A(N, M ), which is a bounded nonoscillatory solution of Eq.(1.4). By virtue of (2.5), (2.11) and (2.17)-(2.19), we conclude that for any m ≥ 0 and n ≥ T + 1,
that is, (2.6) holds. Consequently, (2.6) and (2.7) ensure that lim m→∞ x m = x. That is, (a) holds.
For each i ∈ {1, 2}, we conclude similarly that there exist constants θ i ∈ (0, 1), T i ≥ n 0 + τ + |α| and a contraction mapping S L i : A (N, M ) → A(N, M )  satisfying (2.11), (2.17)-(2.19) , where θ, T and S L are replaced by θ i , T i and S L i , respectively. It follows from the Banach fixed point theorem that the contraction mapping S L i has a fixed point z i ∈ A(N, M ), which is also a bounded nonoscillatory solutions of Eq. (1.4) in A(N, M ) . That is,
Note that (2.4) implies that there exists T > max T 1 , T 2 satisfying
It follows from (2.2) and (2.20)-(2.22) that
that is, z 1 = z 2 . This completes the proof. Proof. Let L ∈ (N + bM, (1 − b)M ). It follows from (2.23) and (2.4) that there exist θ ∈ (0, 1) and T ≥ n 0 + τ + |α| such that
Define a mapping S L : A(N, M ) → l ∞ β by (2.11). In view of (2.2), (2.3) and (2.24)-(2.26), we infer that for x, y ∈ A(N, M ) and n ≥ T + 1
which imply that S L (A(N, M )) ⊆ A(N, M ) and (2.12) holds. Consequently, the Banach fixed point theorem and (2.12) mean that S L has a unique fixed point x ∈ A(N, M ), which is a bounded nonoscillatory solution of Eq.(1.4). The rest of the proof is similar to that of Theorem 2.2 and is omitted. This completes the proof.
Applications
Now we display three examples as applications of the results presented in Section 2.
Example 3.1. Consider the second order nonlinear neutral delay difference equation ∆ (n 3 + 1) 5 ∆ x(n) + 3n 2 − 2 4n 2 + 1 x(n − τ ) + n 3 − n + 1 n 8 x 2 (n − 4)x 3 (n − 5) = (−1) n sin 2 n √ n 9 + n 4 + 1 , n ≥ n 0 = 6, 
