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Abstract
We introduce the Sliced Iterative Generator (SIG), an iterative generative model that
is a Normalizing Flow (NF), but shares the advantages of Generative Adversarial
Networks (GANs). The model is based on iterative Optimal Transport of a series of
1D slices through the data space, matching on each slice the probability distribution
function (PDF) of the samples to the data. To improve the efficiency, the directions
of the orthogonal slices are chosen to maximize the PDF difference between
the generated samples and the data using Wasserstein distance at each iteration.
A patch based approach is adopted to model the images in a hierarchical way,
enabling the model to scale well to high dimensions. Unlike GANs, SIG has a NF
structure and allows efficient likelihood evaluations that can be used in downstream
tasks. We show that SIG is capable of generating realistic, high dimensional
samples of images, achieving state of the art FID scores on MNIST and Fashion
MNIST without any dimensionality reduction. It also has good Out of Distribution
detection properties using the likelihood. To the best of our knowledge, SIG is the
first iterative (greedy) deep learning algorithm that is competitive with the state of
the art non-iterative generators in high dimensions. While SIG has a deep neural
network architecture, the approach deviates significantly from the current deep
learning paradigm, as it does not use concepts such as mini-batching, stochastic
gradient descent, gradient back-propagation through deep layers, or non-convex
loss function optimization. SIG is very insensitive to hyper-parameter tuning,
making it a useful generator tool for ML experts and non-experts alike.
1 Introduction
Likelihood-based latent variable models such as Variational Auto-Encoders (VAEs) [1, 2] or Normal-
izing Flows (NFs) [3, 4, 5, 6, 7] aim to model the distribution p(x) of high-dimensional input data x
by introducing a mapping from x to an underlying latent representation z, which is assumed to follow
a given prior distribution pi(z). Training the generative model typically consists of maximizing the
marginal likelihood p(x). VAEs require a separate encoder and decoder map, and their latent space
dimensionality z is often reduced, while NFs model the bijective mapping between x and z as a
single map.
In contrast, Generative Adversarial Networks (GANs) [8] improve the generator by training an
adversary that penalizes unrealistic generated images, and are known to produce realistic looking
images in many applications. However, the GAN approach gives up on the probabilistic model
structure, and there is no guarantee that GANs cover the entire probability distribution of the data:
the sample images may be sharp, but may lack diversity (mode collapse in data space). Both GANs
and VAEs reduce the latent space dimensionality: if the data live on a lower dimensional manifold
then the dimensionality reduction is not only justified, but beneficial. If not then reducing the
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dimensionality will either not cover the full probability mass of the data space (GANs), or will lead
to reconstruction error loss (VAEs). For this reason it is important to explore methods that do not
reduce the dimensionality of the data space, called exact likelihood methods, such as NFs. While
NFs are often trained by maximizing the likelihood, in high dimensions the sample quality is not
always well correlated with the likelihood [9].
All of the approaches viewed as state of the art today follow the current deep learning paradigm.
The loss function one is optimizing is typically non-convex, and there is no guarantee that a good
solution can be found. It needs to be optimized against many deep network parameters, which
requires back-propagation, but when the number of layers is large the training becomes inefficient.
Stochastic gradient optimization with mini-batching is typically used for optimization, but with all the
architectural tweaks in a typical setup one must specify in advance up to 3 dozen hyper-parameters,
such as number of layers, learning rate, network architecture parameters etc., and then train the
network. If the training fails, as it often does, one varies the hyper-parameters. Modern deep learning
requires extensive hyper-parameter exploration and needed knowledge of tricks of the trade that
makes it very difficult for non-experts to master.
In this work we propose Sliced Iterative Generator (SIG), an iterative or greedy NF model, as an
alternative to the established deep learning methodology. SIG has almost no hyper-parameter tuning,
and achieves state of the art sampling quality in high dimensional settings. As such it is particularly
suitable for non-experts in ML, but its simplicity and state of the art results should appeal to the
experts as well.
2 Method
Flow-based models provide a powerful framework for density estimation [10, 11] and sampling [12].
These models map the data x to latent variables z through a sequence of invertible transformations
f = f1 ◦ f2 ◦ ... ◦ fn, such that z = f(x) and z is mapped to a base distribution pi(z) , which is
normally chosen to be a standard Gaussian distribution. The probability density of data x can be
evaluated using the change of variables formula:
p(x) = pi(f(x))|det
(
∂f(x)
∂x
)
| = pi(f(x))
n∏
l=1
|det
(
∂fl(x)
∂x
)
|. (1)
In order to efficiently evaluate the density, the determinant of the Jacobian of each transformation
det(∂fl(x)∂x ) must be easy to compute. The transformation fl and its inverse f
−1
l are often parametrized
using neural networks, and the parameters are trained with maximum likelihood. Before discussing
our method we introduce two useful motivating concepts, Radon transform and max sliced Wasserstein
distance.
2.1 Radon transform
Let L1(X) be the space of absolute integrable functions on X . The Radon transformR : L1(Rn)→
L1(R× Sn−1) is defined as
(Rp)(t, θ) =
∫
Rd
p(x)δ(t− 〈x, θ〉)dx, (2)
where Sn−1 denotes the unit sphere θ21 + · · · θ2n = 1 in Rn, δ(·) is the Dirac delta function, and 〈·, ·〉
is the standard inner product in Rn. For a given θ, the function (Rp)(·, θ) : R→ R is essentially the
slice (or projection) of p(x) on direction θ.
Note that the Radon transformR is invertible. Its inverse, also known as the filtered back-projection
formula, is given by [13, 14]
R−1((Rp)(t, θ))(x) =
∫
Sn−1
((Rp)(·, θ) ∗ h)(〈x, θ〉)dθ, (3)
where ∗ is the convolution operator, and the convolution kernel h has the Fourier transform hˆ(k) =
c|k|d−1. The inverse Radon transform provides a practical way to reconstruct the original function
p(x) using its 1D slices (Rp)(·, θ), and is widely used in medical imaging. This inverse formula also
implies that if the 1D slices of two functions are the same in all directions, then these two functions
are identical.
2
2.2 Sliced and max sliced Wasserstein distance
The p-Wasserstein distance, p ∈ [1,∞), between two probability distributions p1 and p2 is defined
as:
Wp(p1, p2) = inf
γ∈Π(p1,p2)
(
E(x,y)∼γ [|x− y|p]
) 1
p , (4)
where Π(p1, p2) is the set of all possible joint distributions γ(x, y) with marginalized distributions
p1 and p2. In one dimension, the Wasserstein distance has a closed form solution via Cumulative
Distribution Functions (CDFs), but this evaluation is intractable in high dimension. An alternative
metric, the sliced p-Wasserstein distance, is defined as:
SWp(p1, p2) =
(∫
Sd−1
W pp (Rp1(·, θ),Rp2(·, θ))dθ
) 1
p
. (5)
The sliced p-Wasserstein distance can be calculated by approximating the high dimensional integral
with the average of Monte Carlo samples. However, in high dimensions a large number of projections
is required to accurately estimate the sliced Wasserstein distance. This motivates to use the max
sliced p-Wasserstein distance, defined as:
max -SWp(p1, p2) = max
θ∈Sd−1
Wp(Rp1(·, θ),Rp2(·, θ)), (6)
which is the maximum of the p-Wasserstein distance of the 1D marginalized distributions of all
possible directions. Sliced Wasserstein distance and max sliced Wasserstein distance are both proper
distances [14, 15].
2.3 Sliced Iterative Generator (SIG)
We propose a new type of normalizing flow model, based on iteratively matching the 1D marginalized
distribution of the samples to the data. This is motivated by the inverse Radon Transform (Equa-
tion 3), which suggests that matching the high dimensional generated distribution pg to the data
distribution pd is equivalent to matching the 1D slices on all possible directions, decomposing the
high dimensional problem into a series of 1D problems. To be specific, one first generates a large
number of samples from the base distribution pi(z) = N (0, I), and then in each iteration, a set of 1D
marginal transformations {Ψk}Kk=1 (K ≤ d where d is the dimensionality of the dataset) are applied
to the samples on orthogonal directions {θk}Kk=1 to match the 1D marginalized PDF of data in those
directions. Let W = [θ1, · · · , θK ] be the weight matrix (WTW = IK), ps and pd be the PDFs of
the samples and data, then at iteration l the transformation of samples Xl can be written as
Xl+1 = WlΨl(W
T
l Xl) +X
⊥
l , (7)
where X⊥l = Xl −WlWTl Xl contains the components that are perpendicular to θ1, ..., θK and is
unchanged in layer l, and Ψl is the marginal mapping of each dimension of WTl Xl. Note that in the
NF framework, Equation 7 is the inverse of transformation fl in Equation 1. The kth component of
Ψl, Ψl,k, can be determined by
Ψl,k(x) = F
−1
k (Gl,k(x)), (8)
where Gl,k(x) =
∫ x
−∞(Rps,l)(t, θk)dt and Fk(x) =
∫ x
−∞(Rpd)(t, θk)dt are the CDFs of the
samples and data on direction θk, respectively. Note that this 1D marginal transformation is also an
optimal transport map, with the transport cost equal to the Wasserstein distance between (Rps,l)(·, θk)
and (Rpd)(·, θk). Equation 8 is monotonic and therefore invertible. We choose to parametrize it
with monotonic rational quadratic splines [16, 17], which are continuously-differentiable and allows
analytic inversion. The splines are parametrized by the coordinates and derivatives of M knots:
{(xm, ym, y′m)}Mm=1, with xm+1 > xm, ym+1 > ym and y′m > 0. The coordinates xm and ym
can be determined by the percentiles of samples Xl and data Y along direction θk, and we set
the derivative y′m (1 < m < M) by fitting a local quadratic polynomial to the neighboring knots
(xm−1, ym−1), (xm, ym), and (xm+1, ym+1), whereas the derivatives at the boundary y′0 and y
′
M are
fixed to 1, so the samples that fall outside the range of the spline will be linearly extrapolated with
slope 1. In this work we use M = 400 knots to interpolate each Ψl,k. The results are insensitive to
this choice, as long as M is high enough.
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The proposed transformation can be easily inverted:
Xl = WlΨ
−1
l (W
T
l Xl+1) +X
⊥
l , (9)
where X⊥l = Xl −WlWTl Xl = Xl+1 −WlWTl Xl+1. The Jacobian determinant of the transforma-
tion is also efficient to calculate:
det(
∂Xl+1
∂Xl
) =
K∏
k=1
dψkl (x)
dx
. (10)
As the dimensionality d grows, the number of slices (Rp)(·, θ) required to approximate a smooth
distribution p(x) using inverse Radon formula scales as Ld−1 [15], where L is the number of slices
needed to approximate a similar smooth two dimensional distribution. Therefore, if the directions to
apply the marginal matching θ are randomly chosen, in high dimensions one needs a large number of
iterations to map the base distribution to pd, a phenomenon known as the curse of dimensionality.
To improve the efficiency of the algorithm, we propose to choose the directions θ such that the
marginalized PDFs (Rps,l)(·, θ) and (Rpd)(·, θ) are most different, so that the gain at each iteration
is maximized. Motivated by the definition of max sliced Wasserstein distance (Equation 6), we
propose to optimize θ by maximizing the following objective function:
F(θ1, · · · , θK) = max{θ1,··· ,θK} orthonormal
(
1
K
K∑
k=1
W pp ((Rps,l)(·, θk), (Rpd)(·, θk))
) 1
p
. (11)
This objective function maximizes the Wasserstein distance between the marginalized distributions
(Rps,l)(·, θk) and (Rpd)(·, θk). If K = 1, it becomes maxSWp (Equation 6). Given an equal
number of samples {Xli}Ni=1 and training data {Yi}Ni=1, let {〈θk, Xl〉[i]}Ni=1 be the inner product of
θk and sample Xl in ascending order, and {〈θk, Y 〉[i]}Ni=1 be the inner product of θk and data Y in
ascending order, the objective function can be estimated by
F(θ1, · · · , θK) = max{θ1,··· ,θK} orthonormal
(
1
K
K∑
k=1
1
N
N∑
i=1
|〈θk, Xl〉[i] − 〈θk, Y 〉[i]|p
) 1
p
. (12)
In this work we choose p = 2. The optimization of this objective function is under the constraints
that θ1, · · · , θK are orthonormal vectors, or equivalently, WTW = IK where W = [θ1, · · · , θK ]
is the weight matrix. Mathematically, the set of all possible W matrices is called Stiefel Manifold
VK(Rd) = {A ∈ Rd×K : ATA = IK}, and the optimization on the Stiefel Manifold can be
performed by doing gradient descent along the descent curve [18]:
Y (τ) = W − τU(I2K + τ
2
V TU)−1V TW, (13)
where Y is the updated weight matrix, τ is the learning rate, U = [G,W ] (the concatenation of
columns of G and W ), V = [W,−G], and G is the negative gradient matrix G = [− ∂F∂Wi,j ] ∈ Rd×K .
Equation 13 has the properties that Y (τ) ∈ VK(Rd), and that the tangent vector dYdτ |τ=0 is the
projection of G onto TW (VK(Rd)) (the tangent space of VK(Rd) at W ) under the canonical inner
product [18]. Here we optimizeW with gradient descent updatesW (i+1) = Y (i)(τ), and the learning
rate τ is determined by backtracking line search.
Equation 13 involves the inversion of a 2K × 2K matrix, where K is the number of directions to
apply CDF transformation in each iteration. When modeling high dimensional data (e.g., images),
we can use a small K to avoid the inversion of large matrices. A small K also allows us to focus only
on the directions where the PDFs are significantly different between the samples and the data, and
therefore improve the efficiency of the algorithm. Our strategy is to adopt a large K (K ∼ √d) at the
beginning, and then gradually decrease K during the training.
In Equation 12 the loss function is approximated using the samples and data points, so it is possible
that the optimized directions θk get overfitted to the samples. To demonstrate this, we sample two
sets of data from the standard normal distribution N (0, I), and measure the max sliced Wasserstein
distance using the samples. The true distance should be zero, since the underlying distribution of
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Figure 1: The measured max sliced Wasserstein distance between two Gaussian datasets as a function
of number of samples (left panel), and dimensionality (right panel).
the two datasets are the same, and any nonzero value is caused by the finite number of samples. In
Figure 1 we show the measured maxSW2 distance as a function of dataset size and dimensionality.
For small number of samples and high dimensionality, the maxSW2 is quite large, suggesting that
we can easily find a direction where the marginalized PDF of the two sets of samples are significantly
different, while their underlying distribution are actually the same. If we use the same samples to
estimate the 1D transformation Ψ (Equation 8), the model will overfit to these samples. To prevent
overfitting, in each iteration we use one realization of random samples to optimize the directions
θk, and use another to build the Ψ transformation. Because of this finite sample effect, once the
generated and the true distribution are already close to each other the loss function of Equation 12
will be dominated by noise, and the optimized directions will be nearly random. This effect limits the
efficiency of our algorithm when modeling high dimensional images. To overcome this, we propose
using a hierarchical approach which effectively reduces the dimensionality during the training.
2.4 Patch-based hierarchical approach
For high dimensional images, we propose to model the data in a hierarchical way: we first model
the long range correlations and global structure of the image, and then gradually move to smaller
and smaller scales and model the local correlation between the neighboring pixels. This strategy is
realized by adopting a patch based approach. Following Meng et al. [19], we divide the L×L images
into p× p patches, with q × q neighboring pixels in each patch (L = pq). The pixel correlations can
be roughly decomposed into the correlations of neighboring pixels within a patch, and the correlations
between the different patches.
First, we model the long range correlations between different patches by viewing each patch as
one pixel whose value is the patch average. This corresponds to modeling a low resolution version
of the image, and we expect our algorithm to be efficient in this low dimensional setup. Note
that the difference between the pixels and the patch average is kept unchanged, so this is essen-
tially applying a linear transformation to the pixel basis: {x11, x12, · · · , x1q2 , x21, · · · , xp2q2} →
{µ1, µ2, · · · , µp2 , δ11, δ12, · · · , δ1(q2−1), δ21, · · · , δp2(q2−1)}, where xij is the jth pixel in ith patch,
µi =
1
q2
∑q2
j=1 xij is the mean of the patch, and δij = xij − µi. We only apply SIG to the first p2
dimensional subspace {µ1, µ2, · · · , µp2}, and the other dimensions are unaffected. The Jacobian
determinant of the basis transformation can be canceled by its inverse transformation. We gradually
increase the resolution, i.e., decrease the patch size q, until q = 2. During this process, the dimen-
sionality of the problem increases, so our algorithm might be less efficient when q is small. Since the
new added modes are on small scales they are improved upon during the next stage.
In the second part, we focus on modeling the correlations between the neighboring pixels within each
patch. This can be achieved by modeling the marginalized distribution in the subspace of individual
patches, while leaving the pixels in other patches unchanged. In each iteration, we sequentially move
over all the patches, and apply 1D matching on optimized directions within the patch. Similar to the
first stage, we start with a large patch size q, and gradually decrease the patch size until q = 2. This
allows us to gradually focus on the small scales.
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Table 1: FID scores on different datasets (lower is better).
Model MNIST Fashion CIFAR-10 CelebA
MM GAN [24] 9.8± 0.9 29.6± 1.6 72.7± 3.6 65.6± 4.2
LSGAN [24] 7.8± 0.6 30.7± 2.2 87.1± 47.5 53.9± 2.8
WGAN [24] 6.7± 0.4 21.5± 1.6 55.2± 2.3 41.3± 2.0
WGAN GP [24] 20.3± 5.0 24.5± 2.1 55.8± 0.9 30.0± 1.0
2-Stage VAE [25] 12.6± 1.5 29.3± 1.0 96.1± 0.9 [26] 44.4± 0.7
GLF [26] 8.2± 0.1 21.3± 0.2 88.3± 0.4 55.3± 0.2
SIG (this work) 5.5± 0.2 16.0± 0.3 91.7± 0.5 -
AE + SIG (this work) - - - 48.1± 0.5
AE reconstruction - - - 45.2± 0.4
For colored images of size L× L× C, to properly model the long range and local color correlations,
we decompose the data into p× p× C patches when modeling the correlations between the different
patches, and decompose the image into p×p×1 patches with patch size q×q×C when modeling the
correlations within each patch. Assuming a periodic boundary condition, we also allow the patches
to randomly shift in each iteration.
2.5 Related work
A family of normalizing flow models called iterative Gaussianization [20, 21] is also built iteratively.
These methods are simplified versions of the inverse of our method, as they are based on a succession
of 1D marginals along different orthogonal axes to map the data into a Gaussian distribution. However,
these models suffer from the curse of dimensionality in high dimensions and have received little
attention so far. A deep learning, non-iterative version of these models is Gaussianization Flow [19],
which trains using the standard deep learning methods and achieves good results on p(x) in low
dimensions, but does not have good sampling properties in high dimensions.
Another iterative generative model is Sliced Wasserstein Flow [22]. They construct a transport map
from the base distribution to the target distribution by solving a gradient flow in the Wasserstein
space. Their model is iteratively augmented, and works well for low dimensional bottleneck features.
However, the algorithm does not scale well to high dimensions, and cannot evaluate the likelihood.
Grover et al. [23] propose Flow-GAN using a normalizing flow as the generator of a generative
adversarial network, so the model can perform likelihood evaluation, and allows both maximum
likelihood and adversarial training. Similar to us they find that adversarial training gives good samples
but poor p(x), while training by maximum likelihood like other NFs results in bad samples. The idea
of training on the samples of normalizing flow model is similar to our work, but the training process
is completely different from SIG.
3 Experiments
3.1 Generative modeling of images
We first evaluate SIG as a generative model of images. We consider the following 4 datasets: MNIST
[27], Fashion-MNIST [28], CIFAR-10 [29] and Celeb-A [30]. The Celeb-A images are cropped
and interpolated to 32 × 32 resolution. All the data are dequantized by adding noise u ∼ [0, 1],
and then rescaled to [−1, 1]. For each dataset, we first apply 200 regular iterations before adopting
the hierarchical approach. This is because initially the sample distribution and data distribution are
significantly different, and their max sliced Wasserstein distance is well above the noise level, so our
loss function (Equation 12) is efficient. These 200 layers also provide a good starting point for the
hierarchical modeling. Then we add another 100 layers where we divide the images into patches and
model the distribution of the mean of the patches. The patch size starts from half of the image and
gradually decreases to q = 2 in this 100 layers. At that point we expect the global structure of the
images is well modeled, and we turn to model the local correlations of nearby pixels within the patch.
We set 100 patch based layers as a group, and we keep adding such groups until the samples stop
improving. Similarly, in each group we gradually decrease the patch size from half of the image to
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(e) CelebA 64× 64
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Figure 2: Samples on MNIST (a), Fashion-MNIST (b), CIFAR-10 (c), CelebA 32× 32 resolution
(d) and CelebA 64× 64 resolution with 64 dimensional AE compression (e), and the FID score of
different datasets as a function of number of iterations.
Figure 3: From left to right: Gaussian noise and FashionMNIST samples at 1, 2, 5, 10, 20, 30, 50, 75,
100, 200, 300, 400, 500, 1000 and 2000 iterations. The top panel shows samples from hierarchical
modeling, while the bottom samples do not adopt hierarchical modeling. Hierarchical layer is only
added after 200 layers, so the first 200 layers are the same.
Figure 4: Left: interpolations between CelebA samples. Right: CelebA samples (first and third rows)
and the corresponding nearest training data (second and fourth rows).
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Figure 5: MNIST samples from MAF (first row) and the corresponding improved samples using SIG
(second row).
q = 2. We find that at 500 iterations the samples are already good, but we keep training until 2000
iterations for MNIST / Fashion, and 1500 iterations for CIFAR10 / CelebA. For CelebA dataset, we
also try training on 64-dimensional Auto-Encoder (AE) bottleneck, where we have first trained an AE
to minimize the reconstruction loss. In this setup, the resolution of CelebA images is set to 64× 64.
Here the patch-based approach is not useful since the structure of AE latent space is not hierarchical,
and we just train the model with 500 regular iterations. To maximally reduce the noise level, we use
all the training data for MNIST, Fashion and CIFAR-10, while for CelebA we use random batches of
50000 data. In this paper we are primarily concerned with a proof of principle and we did not try to
optimize the runtime. For the first 500 iterations, SIG training time takes 3 (MNIST) to 7 (CIFAR-10)
hours on a NVIDIA Tesla K80 gpu, while for MNIST and Fashion the sampling time is about 130s
for 30k samples, and 126s for 10k samples for CIFAR-10, with 500 iterations.
In Figure 2 we show samples of these four datasets, as well as the FID scores measured for different
number of iterations. The samples appear better than from other NFs such as MAF [11]. We also
report the final FID score in Table 1, where we compare our results with various GAN models [24],
2-Stage VAE [25], and GLF (without perceptual loss) [26]. On the full dimensionality SIG obtains
state of the art FID scores for MNIST and Fashion-MNIST. While for 64 dimensional AE bottleneck
we get a FID score slightly above the AE reconstructions, which is a lower bound (2-Stage VAE
achieves lower FID on reconstructions, likely because of differences in training). We see in Figure 2
that the FID scores decrease at around 300 iterations, where we start to add patch based layers to
model the correlations between neighboring pixels. This procedure eliminates the high frequency
noise in the samples, which is the limiting factor to the FID scores during the first 300 iterations. In
Figure 3 we show the FashionMNIST samples at different iterations, as well as a comparison between
the samples generated with and without hierarchical modeling. The patch-based layers eliminate the
high frequency noise and result in better samples. In Figure 4 we display interpolations between
CelebA samples, and the nearest training data, to verify we are not just memorizing the training data.
Since our algorithm is able to transform any base distribution to the data distribution, it can also be
used to improve the samples of existing generative models. To demonstrate this, we train a MAF [11]
on MNIST with the default architecture in their paper (MAF(5)), and then we add 500 SIG iterations
on top of MAF to further improve the sample quality. In Figure 5 we show a comparison of the
samples before and after SIG improvement.
3.2 Out of Distribution (OoD) detection
OoD detection with generative models has recently attracted a lot of attention, since their probability
estimates have been shown to be poor outlier-detectors: different generative models can assign higher
log probabilities to OoD data than training data [31]. One combination of data sets for which this
has been observed is F-MNIST and MNIST, where a model trained on the former assigns higher
probability to the latter. SIG does not train on the likelihood and as a result at a very high number of
iterations the likelihood becomes bad and unstable, similar to [9, 23]. For this reason we decided to
use the likelihood value at 100 iterations, but the results are relatively stable below 200 iterations.
In Table 2 we compare our results to other recently suggested outlier detectors that perform well [32].
For the MNIST case Ren et al. [33] obtained 0.996 using the likelihood ratio between the model and
its perturbed version, but they require fine-tuning on some additional OoD data set, which may not be
available in OoD applications.
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Table 2: OoD detection accuracy quantified by the AUROC for models trained on F-MNIST.
Outlier MNIST OMNIGLOT FMNIST-hflip FMNIST-vflip
SIG 100 (this work) 0.977 0.990 0.636 0.815
VIB [34] 0.941 0.943 0.667 0.902
WAIC [34] 0.766 0.796 0.624 0.704
IWAE [34] 0.423 0.568 0.594 0.668
4 Conclusions
We introduce Sliced Iterative Generator (SIG), an iterative normalizing flow model that, to the best of
our knowledge, is the first iterative deep learning algorithm that is competitive with the state of the
art generators in high dimensions. While SIG has a deep neural network architecture, the approach
deviates significantly from the current deep learning paradigm, as it does not use concepts such
as mini-batching, stochastic gradient descent, gradient back-propagation through deep layers, or
non-convex loss function optimization.
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