Abstract-A learning automata-based polling (LEAP) protocol for wireless LANs, capable of operating efficiently under bursty traffic conditions, is introduced. We consider an infrastructure wireless LAN, where the access point (AP) is located at the center of a cell which comprises a number of mobile stations. According to the proposed protocol, the mobile station that is granted permission to transmit is selected by the AP by means of a learning automaton. The learning automaton takes into account the network feedback information in order to update the choice probability of each mobile station. It is proved that the learning algorithm asymptotically tends to assign to each station a portion of the bandwidth proportional to the station's needs. LEAP is compared to the randomly addressed polling and group randomly addressed polling protocols and is shown to exhibit superior performance under bursty traffic.
I. INTRODUCTION
T HERE are fundamental differences between wireless and wired LANs that pose difficulties in the design of mediumaccess control (MAC) protocols for wireless LANs (WLANs) [1] - [3] . WLANs, as the name suggests, utilize wireless transmission for information exchange. The wireless medium is characterized by bit-error rates (BER) having an order of magnitude even up to ten orders of magnitude of a LAN cable's BER. The primary reasons for the increased BER are atmospheric noise, physical obstructions found in the signal's path, multipath propagation, interference from other systems, and terminal mobility. Furthermore, in WLANs, errors occur in bursts, whereas in traditional wired systems, errors appear randomly. Finally, a fully connected topology between the nodes of a WLAN cannot be assumed. Rather, the logical topology of a WLAN tends to change as users move from one position to another. As a result, WLANs are characterized by unreliable links between nodes, resulting in bursts of errors and dynamically changing network topologies.
Modern WLAN MAC protocols should be able to efficiently handle the bursty traffic that is expected to be generated by WLAN applications (such as client/server and file transfer applications between WLAN nodes). In this paper, we propose learning automata-based polling (LEAP), a new polling protocol designed for bursty traffic WLANs. Learning automata are efficient structures that can provide adaptation to systems operating in changing and/or unknown environments [4] , [5] . We consider an infrastructure WLAN where an access point (AP) is located at the center of a cell which contains a number of mobile stations. According to the proposed protocol, the mobile station that grants permission to transmit is selected by the AP by means of a learning automaton. The learning automaton takes into account the network feedback information in order to update the choice probability of each mobile station. The network feedback conveys information both on the traffic pattern of the network and the condition of the wireless link between the AP and the mobiles. It is proved that the learning algorithm asymptotically tends to assign to each station a portion of the bandwidth proportional to the station's needs. This paper is organized as follows. Section II discusses work related to the subject of the paper. The LEAP protocol is presented in Section III, and an analysis of the asymptotic behavior of the system, which consists of the automaton and the network, is presented in Section IV. Simulation results comparing the performance of the proposed protocol and the performance of a family of proposed polling protocols for WLANs, randomly addressed polling (RAP) and group randomly addressed polling (GRAP), are presented in Section V. Those results reveal the performance superiority of LEAP under bursty traffic. This superiority of LEAP becomes even more important due to its simpler hardware implementation. Those, along with other concluding remarks, are discussed in Section VI.
II. RELATED WORK
Polling is an appealing MAC option for a WLAN [7] since it offers centralized supervision of the network nodes. However, constant monitoring of all nodes is required, which is not feasible in the harsh fading environment of a WLAN. A good summary of wireless MAC protocols, including polling ones, can be found in [6] . Below, we summarize some representative polling protocols. Of these, the first two will be used later on in the paper as a metric for the performance achieved by LEAP.
An effort to alleviate the above-mentioned problem of constant monitoring of all nodes is made by the RAP protocol [7] - [10] . RAP is designed to work, not with all the nodes contained in a cell, but only with the active ones seeking uplink communication. The RAP protocol assumes an infrastructure cellular topology. Within each cell, multiple mobile nodes exist that, when active, compete for access to the wireless medium. For a network of active mobile stations under the coverage of an AP, the stages of the protocol are as follows.
• Contention invitation stage: Whenever the AP is ready to collect packets from the mobile nodes, it transmits a 0090-6778/03$17.00 © 2003 IEEE message, which may be piggy-backed in a previous downlink transmission.
• Contention stage: Each active mobile node generates a random number , ranging from 0 to . All active nodes transmit their random numbers simultaneously to the AP using a form of orthogonal transmission, such as code-division multiple access (CDMA) or frequency-division multiple access (FDMA). The number transmitted by each station identifies this station during the current cycle and is known as its random address. To combat the medium's fading characteristics, a station may transmit their generated random address up to times in a single contention stage. When an error-free transmission is assumed, suffices. Optionally, the contention stage may be repeated times. Each time, each active station generates and transmits a (possibly different) random address, as described above.
• Polling stage: Suppose that at the th stage , the AP received the largest number of distinct addresses and these are, in ascending order, . The AP polls the mobile nodes using those numbers. When the AP polls mobile nodes with , nodes that transmitted as their random address at the th stage transmit packets to the AP. Obviously, if two or more nodes transmitted the same random address at the th stage, a collision will occur. If however, no collision occurs.
• If the AP successfully receives a packet from a mobile node, it sends a positive acknowledgment (ACK). ACK packets are transmitted right before polling the next mobile node. If a mobile node receives an ACK, it assumes correct delivery of its packet, otherwise, it retries during the next polling cycle. GRAP is a modification of RAP. It adopts the super-frame structure, consisting of frames, and divides active nodes to groups. At the beginning of each frame, only the AP is allowed to transmit. After the AP's transmissions, the polling procedure begins. However, GRAP does not allow all active nodes to compete in a single contention period; rather, all nodes that successfully transmitted during the previous polling cycles maintain their random addresses and form the groups from 0 to . A mobile station joins group if the random address for its previously successful transmission was . Newly active stations form the th group. All mobile stations that have time-bounded packets can join any group for contention. After the formation of groups, the polling procedure, according to RAP, begins for all stations inside each group.
A complete description of RAP and GRAP is provided in [8] and [9] . Numerical results show that increasing values of yield better throughput results, however, the performance gain with is very small. As a result, a value of two for seems to be a good choice. Orthogonal signaling can be implemented using CDMA, transmission in adequate time slots, etc. However, use of large values of lead to increased circuit complexity. As a result, values of around five are suggested in [7] .
A number of other polling protocols have appeared in the literature. One such protocol is proposed in [11] . In this approach, the AP polls all mobile nodes for transmission requests in a round-robin fashion. If a mobile node has a packet to transmit, it responds with a request message, otherwise with a one. The poll-request handshake ensures a good communication channel between the AP and the mobile nodes. The AP polls nodes for data according to the requests received and all stations must be polled within a time period equal to the coherence time of the wireless channel.
A variation of [11] is the disposable token MAC protocol (DTMP) [12] . DTMP substitutes the poll-request-poll-data packet exchange sequence with a poll-data one. Thus, the need to poll all stations in a period less than the coherence time of the channel is eliminated. In DTMP, when the AP polls a mobile node, it also indicates if it has buffered packets for this node. If the AP has no packets for the mobile node and the node has no packets to send, the mobile node remains silent. However, if the AP has packets for the mobile node, then the latter sends a short message in order to invite the AP to send its packets. If the mobile node has packets, it sends them in response to the AP's poll.
III. LEAP PROTOCOL
According to the LEAP protocol, the AP is equipped with a learning automaton [13] which contains the choice probability for each mobile station under its coordination. Before discussing the way choice probabilities are used, we present the operation of LEAP. Each polling cycle of LEAP consists of a sequence of packet exchanges between the AP, the mobile which is granted permission to transmit, and a destination station (if the selected mobile station has a packet to transmit). The protocol uses four control packets, , , , and , whose duration is , , , and , respectively. Assuming that the AP polls mobile station at time position which marks the beginning of polling cycle , the propagation delay is , and a data packet transmission takes time to complete, a number of events are possible. These are schematically depicted in the message exchange sketch shown in Fig. 1 and are summarized below.
1) The poll is received at station at time . packets, it concludes that station received the poll and has one or more buffered data packets. Thus, it raises station's choice probability. On the other hand, if the AP does not receive reliable feedback, it concludes that it cannot communicate with , lowers the choice probability of , and proceeds with the next poll at time .
2) The poll is not received at station ( Fig. 1(d) , marked packet), does not respond to the AP, and the latter proceeds to poll the next station at time . From the above discussion, its is obvious that the learning algorithm takes into account both the bursty nature of the traffic and the bursty appearance of errors over the wireless medium. These types of information are used by the learning automaton at the AP in order to determine which mobile station will be polled (equivalently, granted permission to transmit). Upon conclusion of a polling cycle , the AP examines the network feedback information in order to update the choice probability of the mobile station that was polled at cycle . If the feedback information indicates that performed a data packet transmission in cycle , the basic choice probability for the next polling cycle increases to become . This means that the AP correctly received one or more of the , DATA, and possibly , packets exchanged due to 's transmission. On the other hand, if either the AP concludes due to reception of station's packet that did not perform a data packet transmission, or the AP failed to receive feedback about 's transmission state at cycle (either to the erroneous reception, or to the reception of no packets at all), the choice probability of for the next polling cycle decreases to . It should be noted that the AP only waits for a shorter time period only after a correct reception of a packet. The AP does not need to distinguish between an erroneous reception of the packet and an erroneous reception of a packet. If either the or the packet is erroneously received or not received at all at the AP, the AP waits for a time period equal to , which is enough for a polled mobile to send a data packet and receive the acknowledgment. Thus, the AP always waits for the above time period after an erroneous reception of either a or a packet. Thus, after an erroneous reception of either a or a packet, the next poll packet never hits a station's data packet or the corresponding ACK.
At each polling cycle , the basic choice probabilities for each mobile station are normalized in the following way:
. Clearly, , where is the number of mobile stations under the coverage of the AP. In the beginning of each polling cycle, the AP polls mobile stations according to the normalized probabilities . For all , it holds that , , and . The role of parameters and is described below and will be made more clear in the next section.
• governs the speed of the automaton convergence. The selection procedure for a value of reflects the classic speed versus accuracy problem. The lower the value of , the more accurate the estimation made by the automaton, a fact, however, that comes at expense over convergence speed.
• The role of parameter is to enhance the adaptivity of the protocol. This is because when the choice probability of a station approaches zero, then this station is not selected for a long period of time. During this period, it is probable that the station transits from idle to busy state. The same holds for the status of the link between the mobile station and the AP, after a period of time, it is probable that the link changes state. However, since the mobile station does not grant permission to transmit, the automaton is not capable of "sensing" those transitions. Thus, the use of a nonzero value for parameter prevents the choice probabilities of the stations from taking values in the neighborhood of zero and increases the adaptivity of the protocol. The network capacity is limited by by the algorithm. This is an argument in favor of a small value for . An alternative could be the use of a very small value for and implementation of at the AP of another mechanism for stations newly waking up to get the AP's attention, such as through contention slots. However, such an approach would raise the complexity of LEAP, which in its present form demands at the AP only a processor that implements the learning algorithm. Since the offered traffic is of bursty nature, when the AP realizes that the selected station had a packet to transmit, it is probable that the selected station will also have packets to transmit in the near future. Thus, its choice probability is increased. On the other hand, if the selected station notifies that it does not have buffered packets, its choice probability is reduced, since it is likely to remain in this state in the near future.
In general, the background noise and interference at the AP will be the same, if not lower, than that at a mobile node. When the AP fails to receive feedback about the selected mobile's state, the mobile is probably experiencing a relatively high level of background noise. In other words, it is "hearing" the AP over a link with a high BER. Since in wireless communications errors appear in bursts, the link is likely to remain in this state for the near future. Thus, the choice probability of the selected station is lowered in order to reduce the chance of a futile poll.
IV. ASYMPTOTIC ANALYSIS
The LEAP protocol updates the choice probabilities of mobile stations according to the network feedback information. In this section, we will prove that the choice probability of each mobile station converges to the probability that this station is ready to transmit. Thus, it has a nonempty queue and it is capable of communicating successfully with the AP. The following theorem (presented in [14] ) is needed to carry out the asymptotic analysis.
Lemma: Let be a stationary Markov process dependent on a constant parameter . Each , where is a subset of the real line. Let . The following are assumed to hold:
(1) is compact; has a normal distribution with zero mean and finite variance as and . Theorem 1: Under the LEAP protocol, the choice probability of a mobile station converges to the probability that station is ready to transmit. If the learning algorithm (2) is used and is the probability that station is ready (for ), then for any station Proof: We use the Lemma to prove the current theorem. Here, we have to identify (of the Lemma) with , (of the Lemma) with , and (of the Lemma) with . The probabilities are assumed to be constant. Therefore, is a stationary Markov process, because the probability of transition to a state depends only on the previous state and not on the time variable . In practice, the probabilities may change after a time interval, but here we want to study how the automaton reacts to a given set of probabilities . We will prove that at any time instant, the automaton tends to satisfy the relation . Thus, we have
The functions and are defined as follows:
It is immediately seen that assumptions (1)- (6) 
According to Theorem 1, for any two mobile stations and (with ), the LEAP protocol asymptotically tends to satisfy the relation (8) This relation also holds for the normalized choice probabilities and
In order to obtain a better understanding of the claim of (8), we performed a simulation study for a LEAP WLAN of 10 mobile stations, from which only stations 1 and 2 are active, with and . The result of this experiment, which can be seen in Fig. 2 , shows that the claim of (8) indeed stands. The automaton estimates of the basic choice probabilities and converge to and , respectively. The same stands for the normalize choice probabilities and , which converge to 2/3 and 1/3, respectively. Thus, the claim of (9) is also verified, since . Fig. 3 shows the effect of the choice for parameters and on the convergence of the automaton. In this experiment, we assume a station with . However, is not constant during the entire duration of the simulation; rather, it changes from its initial value (solid line, ) to a new one (dashed line, ) after about 30 000 polls to this station. The conclusions that can be drawn from this figure are as follows.
• The choice for a value of reflects the classic speed versus accuracy problem. As can be seen from Fig. 3(b) , where , small values of provide a higher convergence accuracy. This, however, happens at the expense of convergence speed, as can be seen from the slow convergence, both at the beginning of the simulation and at the point where changes [ Fig. 3(b) ]. On the other hand, increasing the value of leads to a faster convergence, as can be seen from Fig. 3(c) , where . However, it can be seen that this increase in convergence speed comes at the expense of convergence accuracy.
• It was mentioned above that the basic choice probability of a station converges to . Thus, convergence accuracy also depends on the value of , with smaller values of giving better convergence of to . Increased values of will obviously make converge to a point higher than . Fig. 3(d) supports this fact. When the environment is slowly switching or when the environmental responses have a high variance, and must be very close to 0 in order to guarantee a high accuracy. On the other hand, in a rapidly switching environment or when the variance of the environmental responses is low, higher values of and can be used, in order to increase the adaptivity of the protocol. Thus, when the burst length is high or the queue length is low or channel errors occur in large bursts, then small values of and must be selected. On the other hand, when the burst length is low or when the queue length is high or channel errors occur in small bursts, then and can be much higher.
V. PERFORMANCE EVALUATION

A. Simulation Environment
Using simulation, we compared the proposed protocol against RAP and GRAP. The bursty traffic was modeled in the following way. We define "time slot" as the time duration required for a data packet to be transmitted over the wireless link. Each source node can be in one of two states, and . When a source node is in state , then it has no packet arrivals. When a source node is in state , then, at each time slot, it has a packet arrival with probability . Given a station is in state at time slot , the probability that this station will transit to state at the next time slot is . The transition probability from state to state is . It can be shown that, when the load offered to the network is packets/slot and the mean burst length is slots, then the transition probabilities are and . Each station uses a buffer to store the arriving packets. The buffer length is assumed to be equal to packets. Any packets arriving to find the buffer full are dropped.
In our simulation model, the condition of any wireless link was modeled using a finite-state machine with three states [16] , [17] . The model comprises three states.
• Stage denotes that the wireless link is in a relatively "clean" condition and is characterized by a small BER, which is given by the parameter . • Stage denotes that the wireless link is in a condition characterized by increased BER, which is given by the parameter .
• Stage denotes that the pair of communicating stations is out of range of one another. We assume that the background noise is the same for all stations, and thus, the principle of reciprocity stands for the condition of any wireless link. Therefore, for any two stations A and B, the BER of the link from A to B and the BER of the link from B to A are the same. The time spent by a link in states , , and are exponentially distributed, but with different average values, given by the parameters , , and , respectively. The status of a link probabilistically changes between the three states. When a link is in state and its status is about to change, the link transits either to stage , with probability given by the parameter , or to stage , with transition probability . When a link is in state and its status is about to change, the link transits either to stage , with probability given by the parameter , or to stage , with transition probability . Finally, when a link spent its time in state , it transits either to state or , with the same probability (0.5). It can be easily seen that by setting the parameter to zero, a fully connected network topology can be assumed, whereas for values of greater than zero, the effect of the well-known "hidden terminal" problem on protocol performance can be studied. For example, for , there is a 10% probability that two stations A and B are out of range of one another. Thus, for a third station C in range both of A and B, A and B are hidden nodes for transmissions from B to C and A to C, respectively. By changing the values for the various parameter of the above-described model, the protocols can be simulated for a variety of physical environments.
In the process of delivering our simulation results, we made the following assumptions. 1) If the AP was to send data packets to the mobile nodes in the same way for all three protocols, this would not make a difference as it would pose the same overhead for every protocol. Thus, in order to simplify the simulation model, we limit the role of the AP to be only the means of executing the polling algorithms. Therefore, no data packets are exchanged between the AP and the mobiles, and upon being polled, a mobile station can initiate a data packet transmission only with another mobile as its destination. 2) We did not include the effect of adding a physical layer preamble in our simulations. This turns out to be a conservative choice (albeit of a negligible impact) for LEAP, as it would slightly increase its superiority over RAP and GRAP. As will be explained later, this is due to the fact that RAP and GRAP require more control overhead per delivered data packet than LEAP does. 3) No error correction is used and we did not account for the possibility of packet capturing for RAP and GRAP. Whenever two packets collide, they are assumed lost. The capturing effect does not affect LEAP, since it is collision free (at each polling cycle only one station can be polled). We employed the broadly used throughput versus offered load and delay versus throughput performance metrics in order to compare the three protocols. We simulated the protocols for two different sets of the following parameters. The number of mobile stations , the buffer size , the mean burst length , the packet arrival probability of each active mobile station , and the parameters and . The simulation parameters are summarized in Table I .
The variable sets the maximum number of transmission attempts per packet. If the number of retransmissions of a packet exceeds this value (either due to collisions or channel errors), the packet is dropped. At the MAC layer, the size of all control packets for the three protocols is set to 160 bits, the data packet size is set to 6400 bits, and the overhead for the orthogonal transmission of the random addresses in RAP and GRAP is set to five times the size of the poll packet, as in [8] . The wireless medium bit rate was set to 1 Mb/s. The propagation delay between any two stations was set to 0.0005 ms, corresponding to interstation distances of 150 m.
The choice for values of , , and being 3, 1, and 0.5 s, respectively, provides a fading environment which can be effectively handled by LEAP. The reason for this fact can be understood by observing the performance superiority of LEAP as it appears in the figures and will be discussed later on. Specifically, since LEAP is able to adapt to the changing pattern of the traffic, it will also be able to do the same for the changing condition of the wireless links. This is because the choice for a mean burst length of 10 data packets, a data packet size of 6400 bits, and a 1 Mb/s transmission speed produces average changes in the traffic pattern every 64 ms. Since LEAP is able to adapt to this changing environment, it will also be able to adapt to the wireless environment which, based on the above values of , , and , changes significantly more slowly ( s, s, s). Finally, as far as the parameters of LEAP, , and are concerned, we set them to 0.1 and 0.03, respectively, since the use of provides a relatively fast changing environment, and, as mentioned in Section IV, in such environments, convergence speed is of more importance than convergence accuracy. In networks with , and can be much lower as the traffic environment will change more slowly.
The two network configurations in which the three protocols were simulated are the following.
. Finally, we mention that in order to validate the LEAP simulator, we set , , , and the size of the control packets to zero, and slightly altered the code so that the time elapsed after a poll to a station that does not have a buffered packet equals a time slot. Thus, the resulting simulator simulates the protocol proposed in [18] . We run the simulator for the same parameter values that give the results of [18] , and the results we obtained coincided with those of [18] . Moreover, the RAP and GRAP simulators occurred with small programming changes from that of LEAP.
B. Simulation Results
Figs. 4-10 display a number of simulation results that reveal the performance superiority of LEAP over RAP and GRAP. For each point of the curves, the simulation was carried out until 400 000 packets were correctly received. Therefore, the confidence level of the simulation results is high. For example, the throughput of LEAP for an offered load of 1 packet/slot has the following 95% confidence intervals: 0.9135 0.0011 for Network and 0.6745 0.0022 for Network . Following are the contributions of the figures.
• For Networks and , Figs. 4 and 5, respectively, display the throughput versus offered load and delay versus throughput characteristics. The throughput of LEAP outperforms that of RAP and GRAP for medium and high loads, since LEAP is collision free and the per-DATA packet transmission overhead of the protocol is less. LEAP requires an overhead of three control packets per packet (POLL, BUFF_DATA, ACK). RAP and GRAP, on the other hand, can transmit, at most, five DATA packets per polling cycle for , assuming no collisions occur, with an overhead of sixteen control packets, for , (READY, orthogonal transmission of random addresses which is equal to five times the duration of a control packet, five POLL packets, five ACK packets) yielding an overhead of 3.2 control packets per DATA packet. However, this scenario rarely occurs in practice, due to the increased number of occurring collisions and the resulting instability of RAP for medium and high loads, where the number of active stations per polling cycle approaches the number of random addresses . GRAP is not subject to the increased performance degradation of RAP, since the use of the superframe reduces collisions, as not all stations are allowed to compete at the same polling cycle. The relative behavior of the protocols in Network (Fig. 5 ) is similar to that of Network (Fig. 4) , with the difference that their performance degrades due to the increased unreliability of the wireless channel.
• Similar to the observation for the throughput versus offered load characteristics, we observe that the delay versus throughput characteristics of LEAP are superior to those of RAP and GRAP. The delay versus throughput characteristics plotted in Figs. 4 and 5 correspond to packet loss rates lower or equal to 10%. Our simulation results have shown that the superiority of LEAP also holds for higher packet loss rates.
• Fig. 6 displays the throughput of LEAP, RAP, and GRAP for Network for various values of the ratio of active stations to total number of stations. We note here that by the term "active station," we define a station that has a packet to transmit. It can be seen that the superiority of LEAP increases for increasing values of . This is due to the fact that while LEAP is collision free, and thus, not affected by the increased number of active stations , GRAP, and especially, RAP experience a high number of collisions for large values of where the number of active stations is bigger than the five available random addresses. Especially for , , which is significantly higher than . It can be realized that the superiority of LEAP over RAP and GRAP for high values of will be even higher for networks with .
• Fig. 7 displays the throughput of LEAP, RAP, and GRAP for various values of the ratio of slot time to propagation delay. These results have been obtained by varying the size of a data packet from 500 to 5000 bits. For all values of , the offered load to the network was 1 packet/slot and the rest of the simulation parameters are the same as those of Fig. 4 for Network . As can be observed from the figure, LEAP outperforms both RAP and GRAP for the various values of . • Fig. 8 displays the transient behavior of LEAP. In this experiment, we set 30% of the client population to have the ability to enter power-saving mode. The time spent by stations in this mode is given by an exponential distribution with mean 1 s. In our simulations, under the mentioned parameter values, we observed that a mean power-save mode time of 1 s is enough to lower the transmit probability of a node to the minimum value. Thus, we selected a mean power-save mode time of 1 s. While in this mode, stations do not respond to AP polls, thus, their choice probabilities remain very low. For various values of , Fig. 8 plots the mean and standard deviation for the number of slots that have elapsed until the first transmission of a station that exits power-saving mode. It can be seen from the figure that increased values of provide lower waiting times, which is to be expected, since, as mentioned in Section III, an increased provides faster reaction of the automaton to environmental changes. However, it has also been mentioned that these higher reaction speeds come at an expense over accuracy. Thus, the result that can be drawn from this figure is that by increasing , the performance for power-saving stations can be increased, at an expense, however, of convergence accuracy of the automaton and thus, protocol fairness.
• Fig. 9 displays the percentage of packets that were dropped for LEAP, RAP, and GRAP for Network either due to the finite capacity of station queues, or to the number of transmission attempts per data packet exceeding . This percentage is calculated as the ratio of lost packets to the total number of packet arrivals. It can be seen that the number of dropped data packets for RAP and GRAP rise significantly at medium and high offered loads. This is mainly due to increased contention, which causes the number of transmission attempts per data packet to exceed . This takes place as the number of active stations approaches and exceeds the five available random addresses. The percentage of data packets that are dropped by LEAP, however, remain under 10% even at high loads, and is due to the finite capacity of the stations' queues. The lower loss rate for LEAP implies that the protocol adapts to the changing state of stations more quickly than RAP and GRAP, as the lost of fewer data packets means faster adaptation to the changing environment.
• In order to assess the effect of data packet retransmissions, we plot in the top of Fig. 10 the percentage of data packets lost due to the number of transmissions attempts per data packet exceeding (this percentage is again calculated as the ratio of these lost packets to the total number of packet arrivals), and the additional pressure caused on the request queues by data packet retransmissions. In order to provide a more fair comparison, this scenario was simulated in an unreliable environment with and the rest of the simulation parameters remain similar to those of Network . It can be seen that the number of data packets that exceed the maximum number of transmission attempts (and are thus dropped) rises significantly for RAP and GRAP for medium and high loads due to increased occurrence of collisions (top of Fig. 10 ), while this percentage for LEAP remains very low and is mainly due to channel unreliability. Finally, the increased number of transmission attempts per data packet in RAP and GRAP at medium and high loads due to collisions causes an additional pressure on station queues as backlogged packets remain in the queues waiting for retransmission. This additional pressure due to backlogged packets is shown in Fig. 10 . It can be seen that the additional pressure for LEAP is very small, since it is collision free and retransmission attempts are only due to reception errors.
Finally, it is interesting to note that the performance superiority of LEAP over RAP and GRAP will also hold for the case of traffic characterized by homogeneous packet arrivals rather than bursty ones. This is due to the same reasons that were mentioned above: an increased number of occurring collisions when the number of active stations per polling cycle approaches the number of random addresses, in RAP; and the fact that LEAP is collision free and requires less control overhead than RAP-GRAP.
VI. CONCLUSION
This paper proposed the LEAP protocol designed for bursty traffic wireless LANs. The protocol is able to achieve significantly higher throughput and lower delay values compared to the RAP and GRAP polling protocols under bursty traffic conditions. The main characteristics of the proposed protocol are: a) it achieves a high performance, even when the offered traffic is bursty; b) it is self-adaptive [19] ; and c) it is easier to implement than RAP and GRAP. Each station takes a fraction of the bandwidth in proportion to its needs. The only requirement is the existence of a processor at the AP which implements the learning algorithm. On the other hand, the RAP and GRAP protocol implementation demands extra hardware for the CDMA-based contention stage.
