In this work, we present a joint experimental and molecular dynamics simulations effort to understand and map the crystallization behavior of polyhedral nanoparticles assembled via the interaction of DNA surface ligands. In these systems, we systematically investigated the interplay between the effects of particle core (via the particle symmetry and particle size) and ligands (via the ligand length) on crystallization behavior. This investigation revealed rich phase diagrams, previously unobserved phase transitions in polyhedral crystallization behavior, and an unexpected symmetry breaking in the ligand distribution on a particle surface. To understand these results, we introduce the concept of a zone of anisotropy, or the portion of the phase space where the anisotropy of the particle is preserved in the crystallization behavior. Through comparison of the zone of anisotropy for each particle we develop a foundational roadmap to guide future investigations.
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nanomaterials | anisotropic nanoparticles | colloidal crystallization | DNA | broken symmetry O ver the past decade, major advances in the control of nanoparticle interactions have led to powerful methods to assemble colloidal crystals (1) (2) (3) (4) (5) (6) (7) (8) (9) . A high degree of structural control can be achieved in these methods if surface-bound ligands are used as nanoscale bonding elements to control the specificity, spacing, and strength of interactions. DNA has emerged as a particularly versatile ligand whose chemically and structurally defined nature can be used to program the symmetry, lattice parameters, and habit of colloidal crystals (1, 2, 7, (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) . The shape of the underlying nanoparticle influences the directionality of DNA interactions, which can result in correlated nanoparticle orientations and predictable crystal symmetries based on geometric considerations (7, 13, 16, 19, 20) . However, predictive control can be lost if the DNA shell does not preserve the anisotropy of the particle core (13) , and thus key questions pertain to (i) the phase space over which predictable directional interactions persist and (ii) the nature of the phase transitions that occur as the anisotropy of the particle disappears. Identifying this "zone of anisotropy" and the broken symmetries that form are critical to establish design rules for work with nonspherical particles and to develop nanostructured materials with controlled properties.
Herein, we systematically investigate the phase space encoded by particle symmetry, particle size (L), and DNA length (D) to understand and map where directional interactions persist (Fig. 1 ). We show that particle symmetry dictates the crystalline states that can be accessed and how easily changes in L and D affect phase transitions between these states, which include transitions in Bravais lattice (i.e., the symmetry of how the particles are arranged within the unit cell) and particle orientation. The concepts introduced herein provide a roadmap to understand and predict particle crystallization behavior toward the construction of functional nanoparticle-based materials.
To map the zone of anisotropy in DNA-mediated nanoparticle crystallization, three common polyhedra were investigated: cubes, octahedra, and rhombic dodecahedra. These nanoparticles are primarily bound by a single crystallographic plane repeated across the structure 6, 8, or 12 times, respectively (Fig.  1A) , and can be synthesized via a seed-mediated method that yields >95% of the desired shape with <5% variation in size (Fig.  1A) (21) . Particle uniformity was rigorously analyzed with a recently reported and freely available program that algorithmically analyzes transmission electron microscopy (TEM) images to analytically determine nanoparticle structure (22) . As-synthesized gold nanoparticles were densely functionalized with DNA, and subsequently DNA "linkers" of programmable length (tuned in rigid 12-nm, double-stranded segments) were hybridized to the surface-bound DNA. Each DNA linker possesses a short, single-stranded "sticky end" with a self-complementary sequence that extends into solution (Table S1 ). Together, this design yields polyvalent building blocks that connect to each other through the collective hybridization of many DNA sticky ends. To facilitate comparison between different shapes, surface area (SA) was used instead of L, because this number correlates with the number of DNA strands given a similar DNA density.
Crystals were formed by slowly annealing DNA-functionalized nanoparticles from high to low temperature, which results in a slow increase in supersaturation that ensures nanoparticles crystallize into their lowest free energy configuration (23) . These crystals were analyzed in solution with small angle X-ray scattering (SAXS; Fig. S1 and Tables S2-S4) and in the solid state, after encapsulation in silica, with EM (Fig. S2) . Scattering data were modeled using the pseudolattice factor approach Significance Nanometer-sized materials (i.e., nanoparticles) can be used as building blocks to construct crystalline materials structured with high resolution. The specific arrangements that nanoparticles form can be controlled by their physical shape and size, as well as the molecules attached to their surfaces (i.e., ligands). In this work, DNA ligands are used as "bonds" whose sequence "encodes" which and how far apart nanoparticles interact with each other. Here, we study how the relative size of nanoparticles and DNA modulates the orientation and structural arrangement of nanoparticles within these crystalline materials and report the specific structural changes that occur for nanoparticles with different shapes. These results provide a roadmap to understand how to build nanoparticle-based materials with DNA. (SI Materials and Methods) (16, 24, 25) and compared with experimental data to determine crystal symmetry, lattice parameters, and particle orientation. Importantly, use of a slow crystallization procedure and highly uniform building blocks minimizes the formation of defects and kinetically trapped states, which enables increased crystalline domain sizes, crystalline formation over a wider range of conditions, and more definitive assignments of thermodynamic phase boundaries relative to previous reports (13) .
To elucidate the zone of anisotropy for each particle shape, five SA and five D were investigated, beginning with high-symmetry rhombic dodecahedra ( Fig. 2 A and B, Fig. S1 , and Table  S2 ). Rhombic dodecahedra can pack with 100% efficiency when the 12 rhombus-shaped facets on a given nanoparticle align faceto-face with their neighbors in a crystalline phase (i.e., both translational and orientational order) with face-centered cubic (FCC) symmetry (20, 26) . Soft interactions similarly predict an FCC crystalline phase, due to the greater number of DNA hybridization events that arise from face-to-face interactions (13) . As SA decreases in these experiments (for a fixed D), one might expect that fewer DNA strands per facet would lead to a smaller enthalpic driving force for the crystalline phase and thus a transition to a plastic crystal phase (i.e., translational order, but orientational disorder) with FCC symmetry, as expected for spheres. Similarly, as D increases (for a fixed SA), one might expect that the greater free volume available to each sticky end would lead to an entropic driving force that decreases the directionality of interparticle interactions and results in a plastic crystal transition. Contrary to these expectations, FCC crystalline phases ( Fig. 2 A and B) were observed for all but the sample with the smallest SA and largest D, and thus the zone of anisotropy encompasses nearly the totality of the investigated phase space. A linear increase in the lattice parameter (a) with D supports the crystalline phase assignment, and the slope of ∼0.28 nm per base pair agrees with previous work for face-to-face interactions (Table S2) (13, 16) .
To further understand how nanoparticle symmetry affects the zone of anisotropy, the crystallization of octahedra was similarly investigated (Fig. 2 D and E, Fig. S1 , and Table S3 ). The dense packing of hard octahedra varies based on corner truncation or rounding (27) (28) (29) , where body-centered cubic (BCC) or bodycentered tetragonal (BCT) crystalline phases are favored for truncated octahedra (26, 29) , and BCC or FCC plastic crystals are favored for rounded octahedra (28, 30) . In experimental systems, the hydrodynamic particle shape deviates from an ideal octahedron in favor of a BCC crystalline phase (13) . Similar to the rhombic dodecahedra described above, the zone of anisotropy for octahedra (i.e., a crystalline phase with BCC symmetry) fills the majority of the investigated phase space (Fig. 2E) . Unlike the rhombic dodecahedra, however, a phase transition and lattice compression occurred for larger SA octahedra at shorter D-from a BCC crystalline phase to a FCC plastic crystal, as D increased (Fig. 2D) .
To understand the origin of these phase transitions, nanoparticles were modeled with molecular dynamics (MD) simulations. These simulations build upon previous work that has been shown to accurately predict the DNA-mediated crystallization behavior of spherical particles (23, (31) (32) (33) (34) (35) ; however, the broken symmetry of polyhedra requires additional considerations (SI Discussion and Tables S5-S7) . Although the experimentally investigated samples are too large to model exactly, SA and D were scaled to a computationally accessible size regime in a manner consistent with experiments, and DNA density was set based on experiments (Fig. S3 and Tables S8 and S9 ). In these simulations, a collection of particles was fixed into a lattice with a specified symmetry then allowed to relax at a temperature slightly below the crystal melting temperature to evaluate stability (i.e., whether the structure reaches equilibrium). Through comparison of different lattices for each particle symmetry and size (e.g., a BCC crystalline phase and an FCC plastic crystal), one can evaluate the thermodynamically preferred phase and extract structural parameters from the system, including lattice parameters, the fraction of DNA strands hybridized per particle (F, enthalpic contributions), and the closest average distance between two adjacent DNA strands on a single particle (entropic contributions).
As observed with experiments, the crystalline phase for rhombic dodecahedra was preferred for smaller SA and larger D compared with octahedra ( Fig. 2 C and F) , with both shapes eventually transitioning to plastic FCC crystals. Furthermore, a linearly increased with D for all sizes of rhombic dodecahedra (Table S8) and lattice compression was observed for octahedra in plastic FCC crystals (Table S9) , consistent with experiments. Calculations show that the observed transitions originate from ligand-based entropic and enthalpic contributions. In particular, an increased average inter-DNA spacing on the particle and lattice compression both indicate a wider range of less-oriented DNA states, and thus an increased free volume accessible to each DNA sticky end (32) . This flexibility also allows for more DNA connections to be made between particles, as indicated by a greater F.
Based on these results, it was hypothesized that a further reduction in particle symmetry should lead to a smaller zone of anisotropy with a phase transition at larger SA and shorter D. More specifically, the increased sphericity of high-symmetry particles should result in a more diffuse DNA distribution (i.e., reduced number of DNA strands per facet) and a greater free volume available to each DNA strand. Thus, as D increases, the resultant increase in charge repulsion and free volume should not contribute as significantly as they do for lowersymmetry particles.
To test this hypothesis, the crystallization of cubes with comparable SA and D was investigated (Fig. 3, Figs. S1 and S2, and Table S4 ). Cubes densely pack into a simple cubic (SC) crystalline phase, with slight distortions in orientation for mildly truncated or rounded corners, or a plastic or crystalline FCC phase for high degrees of imperfection (20, (27) (28) (29) (30) (36) (37) (38) . Indeed, a smaller zone of anisotropy was observed for cubes relative to octahedra and rhombic dodecahedra, consistent with the above hypothesis. Outside of this zone, two phase transitions were observed as SA decreases and D increases that involve a change of Bravais lattice: a first-order transition from an SC crystalline phase to a BCT crystalline phase, followed by a continuous transition to a BCT plastic crystal (Fig. 3) . The presence of an intermediate crystalline phase with an interaction symmetry distinct from the nanoparticle shape represents an unexpected observation. Interestingly, despite the change from cubic to tetragonal for the first transition, a (i.e., the minor dimension in the square plane for the BCT phase and the only dimension for the cubic phases) increases linearly with D for all investigated SA, with the same rise per base pair as observed for rhombic dodecahedra and octahedra (Fig. 3) . This result suggests that nanoparticles consistently hybridize to one another along two axes, the (100) and (010) as defined by the symmetry of the final lattice, whereas symmetry breaks along the third axis, the (001). The continuous nature of the latter transition can be seen from an orientational order factor (f, ranges from 0 for perfectly oriented to 1 for randomly oriented) determined from comparison between experimental and modeled SAXS data ( Fig. 3C and Table S4 ). This change in f occurs as the c/a ratio for the tetragonal unit cell decreases from ∼1.7 to ∼1.4 (consistent with an FCC symmetry) (Fig.  3C) . These results are consistent with our hypothesis that lowersymmetry particles would possess a smaller crystalline region of the phase space, but with more complexity than expected.
To understand the origins of these phase transitions, cubes were simulated with MD (Fig. 4, Figs. S4-S8 , and Table S10 ). Importantly, phase transitions and lattice parameters consistent with experiments were observed as a function of SA and D (Fig.  4) . Close inspection of the spatial distribution and angles of DNA engaged in hybridization shows that the symmetry breaking from SC to BCT phases originates from an unexpected symmetry breaking in the ligand distribution (Figs. S5 and S6 ). More specifically, the distances between DNA sticky ends are greater on the BCT (001), relative to the BCT (100) and (010), whereas all faces possess equivalent DNA distances in the SC and plastic BCT phases. Similar behavior is observed in the orientation angle of DNA molecules with respect to the nanoparticle surface, wherein larger angles on the BCT (001) indicate reduced face-to-face interactions. Interestingly, the broken symmetry of the DNA distribution becomes more pronounced away from the particle surface, where the DNA can explore a greater free volume. This occurs, in part, because the dense DNA shell near the surface of the particle restricts the position of the DNA. Simulations with and without a dense DNA shell near the surface indeed show that this dense shell is necessary to observe the transition to a BCT symmetry (Fig. S8) . Collectively, these deviations allow each cube in the crystalline BCT lattice to hybridize to four neighbors in a face-to-face fashion along the BCT (100) and (010), similar to SC lattices, but to four neighbors above and four below along the BCT (001). Simulations indicate that the observed transitions predominantly originate from the enthalpy and entropy of the DNA, rather than the packing entropy of the particle shape (Fig. 4) (20, 30) . In particular, we hypothesize that the DNA shell breaks symmetry as D increases to (i) reduce the electrostatic repulsion associated with a longer DNA backbone, (ii) increase the free volume available to the DNA, especially at the sticky ends (as discussed above), and (iii) ultimately increase the number of DNA hybridization events that connect nanoparticles within the lattice. The lack of a corollary symmetry in the nanoparticle, or preferred orientation of the (001) with respect to the experimental environment or crystallization conditions, suggests that symmetry breaks upon addition to the lattice, driven by the local DNA environment. These hypotheses are consistent with the transition from crystalline BCT to plastic BCT, and the decrease in the plastic BCT c/a ratio, as D further increases-both of which coincide with an increase in the distance between DNA strands and DNA angle. This unique behavior BCT pBCT SC Fig. 4 . MD simulations of cube crystallization reveal that phase transitions occur due to a novel symmetry breaking of the ligand distribution. (A) As D increases in these systems, the distribution of DNA ligands breaks symmetry along the (001). Specifically, the DNA originally on the (001) splits apart and begins to points toward the edges of the (001), such that it can attach to four cubes. As D is increased further, these four interactions become increasingly spaced apart due to electrostatic and free volume arguments. A model (Left) and image from an MD simulation (Right) are shown to indicate the distribution of DNA sticky ends. (B) MD simulations along particular crystallographic planes reveal the distribution of DNA sticky ends between particles. Planes shown are (100) for SC, (100) for BCT, and (110) for the plastic BCT. (C) A phase diagram based on simulation results confirms the same trends in phase and particle orientation as observed in experiment. The colors are consistent with Fig. 3 and the checkered region indicates an extrapolation. (D) DNA angle (θ) with respect to an ideal angle of 0 (perpendicular to the surface) shows a broken symmetry for the DNA on the (001) of the BCT crystalline phase only (red). (E) Distance between DNA sticky ends (d) similarly shows that symmetry breaking for the BCT phase occurs away from the particle surface (red). Comparison between the three symmetries further shows that as DNA length increases, the distribution of DNA distances also increases due to the greater free volume accessible.
highlights the importance of considering both particle and ligand effects in nanoparticle crystallization.
This work defines the phase space where directional interactions persist for programmable atom equivalents consisting of anisotropic nanoparticle cores as "atoms" and DNA ligands as "bonds." The understanding gained from this work establishes the range of conditions where design rules based on geometric considerations can be used to predict crystal structure. If these results were extended to lower-symmetry particles (e.g., tetrahedra), one would imagine an even smaller zone of anisotropy and richer phase diagram, including the possibility of quasicrystal or diamond lattices (20, 30, 36, 39) . Due to the highly modular and programmable nature of nucleic acids, the location of these phase transitions can likely be tuned depending on the desired structure, via modulation of the design (e.g., flexibility) (40) or the type of nucleic acid used (e.g., locked nucleic acid or RNA) (41) . Beyond defining the zone of anisotropy, this work also establishes a strategy to assemble nonspherical building blocks into a rich set of different phases based on the interplay of the particle and ligand structure. 
