Hall's recent derivation of an exact uncertainty relation [Phys. Rev. A64, 052103 (2001)] is revisited. It is found that the Bayes estimator of an observable between pre-and postselection equals the real part of the weak value. The quadratic loss function equals the expectation of the squared imaginary part of the weak value. Hall recently solved the problem of finding the most efficient estimator for an observable on basis of a measurement of another, incompatible observable [1] . As a consequence, he also found an "exact uncertainty relation". In this short note, we revisit Hall's derivation and provide a new interpretation of the results. In particular, we demonstrate that the weak value of an observable is the most efficient estimator of an observable between preselection and postselection. This result is consistent with the fact that weak values are measured in weak measurements where the interaction between the system and the measurement apparatus is weak [2] . Also, we show that the loss function, which expresses the uncertainty in the estimate, equals the squared imaginary part of the weak value. This result is closely related to the exact uncertainty relation [1] .
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It was demonstrated by Aharonov et al. [2] that if a "weak measurement" is performed of an observableâ between preselection of a state | ψ and postselection of a state | b , then what is measured is the " weak value" of the observable,
More precisely, the expectation value of the meter reading equals the real part of the weak value. It has also been shown that the imaginary part of the weak value can be observed in a weak measurement [3] . a w has also been investigated in other settings. Thus, the real part of a w has been interpreted as the "local value" of the observableâ [4, 5, 6, 7] .
In recent years, weak values and weak measurements have been applied to a variety of problems in quantum mechanics. For example, there has been a long discussion on what is the correct way of calculating the time spent by a particle in a tunneling region. Steinberg [8] has pointed out that in the tunneling time problem we are actually dealing with a pre-and postselected system. Steinberg also proposed to use weak values in determining the tunneling time. Weak values have been applied in the interpretation of the double slit experiment [9] . It has been shown that weak values apply to fiber optical networks [10] . Weak values have also been observed in quantum optical experiments [11, 12] . Recently, it was proposed to test Hardy's paradox [13] experimentally through weak measurements [14] . This suggestion has aroused a lot of interest [15] .
Following Hall [1] , we use the strategy of finding the best possible guess of a, i.e., the best possible estimator. In quantum mechanics, observables are stochastic quantities. In standard parametric estimation theory, the aim is usually to estimate a fixed, but unknown parameter. It is therefore not very well suited to solving our problem. On the other hand, Bayesian estimation theory is designed for the estimation of stochastic parameters. It can also take into account prior information about the parameter. We shall consider the preselected state as prior information about the observable. We consider in general a mixed stateρ as prior.
The most efficient estimator, or the Bayes estimator, is defined as the estimator that minimizes a given loss function. The loss gives a measure of the deviation between the estimator and the intrinsic observable to be estimated. There are several different loss functions in use in Bayesian estimation theory. The quadratic loss is most frequently used, and can be compared with the prevalence of variance as the most frequently used measure of spread around an expectation value.
We introduceθ as an estimator forâ. As usual in estimation theory, this estimator must be a function of the measurement, i.e., the postselection operator b. Therefore, these operators commute, [θ,b ] = 0.
The quadratic loss is
where Ô = TrρÔ. Next, we introduce the following operator compatible withb,
where
We writeα =μ + iσ, wherê
It follows that
The loss can be written in the form [1]
It is minimized for the estimatorθ =μ. This is the Bayes estimator, and it can be shown to be unbiased, μ = â .
Hall has proposed to interpretμ as the "classical component" of the observablê a [1] (see also [16, 17] ). However, this terminology is not very appropriate. If we restrict the attention to pure statesρ =| ψ ψ |, then we see that µ(b) = Re a w (b). In other words, the Bayes estimator equals the real part of the weak value. Weak values are notoriously known for their bizarre, and sometimes nonclassical properties. For example, the weak value of kinetic energy may be negative [18] . It is therefore hardly justifiable to interpret the Bayes estimator as the "classical component" of the observable.
In Ref.
[6] µ(b) was interpreted as the "local value" of the observableâ, and σ 2 (b) was interpreted as the "local variance". The latter claim was criticized in Ref. [7] .
The loss gives a measure of how well the estimator approaches the intrinsic observableâ. We now find a lower bound on the loss. We follow Hall [1] and introduce the vectors | µ =ρ 1/2â | b and | ν =ρ 1/2 | b . By using the Schwarz inequality | µ | ν | 2 ≤ µ | µ ν | ν , we find that
Equality is reached for pure states [1] . From Eq. (9) follows the inequality
The lower bound is obtained for the Bayes estimatorμ. Combining Eqs. (10) and (11) yields the inequality
The loss is bounded from below by the squared imaginary part of the weak value. The lower bound is attained by the Bayes estimator on pure states. The equality which is attained for the Bayes estimator can be rewritten as an exact uncertainty relation in the case whenâ =p andb =q [1] . So, the exact uncertainty relation can be interpreted as saying that the weak value is the Bayes estimator on a pre-and postselected ensemble.
To answer the question posed in the title, we see that a quantum observable has no definite value between pre-and postselection. Even the most efficient estimator has a nonvanishing loss function. However, in the special case when σ 2 vanishes, there exists an exact estimate. This requires that σ(b), the imaginary part of the weak value, must vanish.
In conclusion, we have shown that the Bayes estimator on a pre-and postselected ensemble is equal to the real part of the weak value. This result agrees nicely with the fact that weak values are observed in weak measurements on pre-and postselected ensembles. We found that a lower bound on the quadratic loss is given by the expectation of the squared imaginary part of the weak value. The bound is reached for the Bayes estimator on pure states.
