Abstract The West Iberia Lithosphere and Asthenosphere Structure (WILAS) project densely covered Portugal with broadband seismic stations for 2 yrs. Here we provide an overview of the deployment, and we characterize the network ambient noise and its sources. After explaining quality control, which includes the assessment of sensor orientation, we characterize the background noise in the short-period (SP), microseismic, and long-period (LP) bands. We observe daily variations of SP noise associated with anthropogenic activity. Temporary and permanent stations present very similar noise levels at all periods, except at horizontal LPs, where temporary stations record higher noise levels. We find that median noise levels are extremely homogeneous across the network in the microseismic band (3-20 s) but vary widely outside this range. The amplitudes of microseismic noise display a strong seasonal variation. The seasonality is dominated by very-long-period double-frequency microseisms (8 s), probably associated with winter storms. Stacks of ambient noise amplitudes show that some microseismic noise peaks are visible across the whole ground-motion spectrum, from 0.3 to 100 s. Periods of increased microseismic amplitudes generally correlate with ocean conditions offshore of Portugal. Some seismic records display an interesting 12 hr cycle of LP (100-s) noise, which might be related to atmospheric tides. Finally, we use plots of power spectral density versus time to monitor changes in LP instrumental response. The method allows the identification of the exact times at which LP response changes occur, which is required to improve the understanding of this instrumental artifact and to eventually correct data.
Introduction
Portugal is located on the southwestern tip of the European continent, next to the boundary between the African and Eurasian plates. In this region, oblique convergence between the two plates occurs at a slow rate of 4:5-6 mm=yr (Fernandes et al., 2003; Serpelloni et al., 2007) . The area marks the transition between convergence to the east, in the Mediterranean, and strike slip to the west, in the Atlantic. Although Portugal has been repeatedly affected by onshore and offshore moderate-to-large earthquakes (Fukao, 1973; Johnston, 1996; Stich et al., 2005; Vilanova and Fonseca, 2007; Fonseca and Vilanova, 2010; Teves-Costa and Batlló, 2011) , active seismogenic structures remain poorly understood. The interaction between Nubia and Iberia is thought to create a broad area of deformation, which in turn results in a pattern of diffuse seismicity (Buforn et al., 1995; Borges et al., 2001; Cunha et al., 2012; Bezzeghoud et al., 2014) . A proper understanding of how large earthquakes are generated in such slowly deforming environment is lacking.
The dominant geologic feature of western Iberia is the central Iberian massif (CIM), a block of Variscan origin (Dias and Ribeiro, 1995; Simancas et al., 2001 Simancas et al., , 2003 Onézime et al., 2003; García-Navarro and Fernández, 2004) . The Iberian massif is bordered to the west and to the south by the Ceno-Mesozoic Lusitanian and Algarve basins, respectively, both associated with rifting of the Atlantic (e.g., Cloetingh et al., 2002; Casas-Sainz and de Vicente, 2009 ). In mainland Portugal, the CIM is partially covered by the Douro, Tagus, and Sado Cenozoic basins, all related to river discharge. Most previous lithospheric studies based on seismic data focused either on the plate boundary region (southern Iberia) or on central Iberia (e.g., Díaz and Gallart, 2009) . Current knowledge of the crustal structure under Portugal relies mainly on seismic wide-angle surveys dating back to the 1980s (Victor et al., 1980; Hirn et al., 1982; Díaz et al., 1993) . In spite of recent work (Villaseñor et al., 2007; Salah et al., 2011; Monna et al., 2013; Silveira et al., 2013; Palomeras et al., 2014) , the lateral extension and interrelation between shallow and deep lithospheric structures have yet to be fully characterized. The impact of tectonic convergence on the structure of the Iberian lithosphere is still unclear, especially to the west, beneath Portugal (e.g., Borges et al., 2001; Cloetingh et al., 2002) .
The goal of the WILAS (West Iberia Lithosphere and Asthenosphere Structure) project was to cover Portugal with a temporary dense network of broadband (BB) and very broadband (VBB) seismic stations, providing a high-quality dataset that would contribute to answering some of the outstanding questions above. WILAS encompassed all permanent BB and VBB stations operating in Portugal, run both by the national seismological service (Instituto Português do Mar e da Atmosfera [IPMA] ) and by higher education and research institutions (Fig. 1 ). This dense deployment in Portugal was designed to overlap in time with the IberArray deployment in Spain (Díaz et al., 2010) . The two deployments shared similar characteristics and together provide a unique, homogeneous, dense coverage of Iberia. This paper describes the WILAS deployment, characterizes the quality of the seismic data collected, assesses variations in background noise, and characterizes noise sources.
The characterization of ambient noise recorded by seismic networks has been the aim of several studies over the last decades. Peterson (1993) White triangles mark temporary stations (8A). Permanent stations are operated by Instituto Português do Mar e da Atmosfera (PM, red triangles), GEOFON (GE, gray triangle), Instituto Superior Técnico (IP, dark blue triangles), Instituto Dom Luiz (LX, green triangles), Centro de Geofísica de Coimbra (SS, pink triangle), and Centro de Geofísica de Évora (WM, yellow triangles). (b) Enlarged view of the Lower Tagus Valley (LTV) region. Interstation spacing is 60 km in general and approximately 30 km in the LTV. The relief plotted in the background is taken from SRTM30+ (Becker et al., 2009). spectral density (PSD) of background seismic noise, he defined a new low-noise model (NLNM) and new high-noise model (NHNM), which became standards when comparing noise levels. Stutzmann et al. (2000) and Berger et al. (2004) also used PSD analysis to characterize the noise levels of the global GEOSCOPE network and of the Global Seismographic Network (GSN), respectively. They then discussed sources of seismic noise. McNamara and Buland (2004) proposed a new approach to assess the background seismic noise of networks based on the computation of the probability density functions (PDFs) of PSDs. They applied the method to the continental United States to characterize data collected by the U.S. National Seismograph Network and the Advanced National Seismic System. The proposed methodology is useful to characterize network performance, to detect problems with stations (instrumental and/or related to site conditions), and to prioritize network interventions. The approach proposed by McNamara and Buland (2004) had the advantage of using continuous data and being thoroughly documented and has since been adopted around the world (e.g., Marzorati and Bindi, 2006; Sheen et al., 2009; Evangelidis and Melis, 2012; Grecu et al., 2012; Rastin et al., 2012) . The most common main results of the studies listed above include: (1) cultural/ anthropogenic sources significantly affect seismic noise at short-period (SP), which often displays strong diurnal variations; (2) microseismic noise (3-20 s) is strongly affected by seasonal variations and in general is well correlated with oceanic conditions; (3) long-period (LP) seismic noise is often affected by the type of installation and insulation from environmental conditions. In this paper, we follow the methodology proposed by McNamara and Buland (2004) .
Seismic Network and Data
The WILAS experiment comprised all 32 permanent stations running in Portugal plus 20 additional temporary stations. In total, the WILAS network consisted of 52 BB sensors deployed with interstation spacings of approximately 60 km (Fig. 1a) . The Lower Tagus Valley (LTV) was exceptionally densely covered (Fig. 1b) . The LTV is a large Cenozoic sedimentary basin, where more than 20% of the Portuguese population lives, 44% of the national gross domestic product is generated, and it hosts the capital city of Lisbon. The LTV basin conceals the active fault responsible for the destructive 1909 M w 6 Benavente earthquake (Stich et al., 2005; Fonseca and Vilanova, 2010; Teves-Costa and Batlló, 2011) . The exact structure of this basin and its seismogenic structures remains under debate (e.g., Besana-Ostman et al., 2012; Cabral et al., 2013; Carvalho et al., 2014) .
Most permanent stations are installed in high-quality shelters, such as caves, wells, or concrete surface shelters. They transmit data in real time to the national seismological headquarters at IPMA, using very-small-aperture terminal (VSAT) and Internet connections. Data arrive at IPMA with a latency of < 10 s. In addition, stations operated by universities also transmit data in real time to university labs. Careful quality control is continuously performed at IPMA, including monitoring of background noise levels, gaps, and state of health (batteries, clock drift, etc.). Routine calibration procedures are usually performed once a year.
Temporary stations were equipped with Earth Data PR6-24 digital recorders and Güralp CMG-3ESP 60 s BB sensors. The locations of temporary stations were chosen primarily so that they would fill gaps between permanent stations, aiming at the predefined interstation distance of 60 km. As secondary criteria, temporary sites should be (1) distant from noise sources, (2) installed on bedrock, and (3) secure. Assessment of soil type was made first using geologic maps and then confirmed in the field during station deployment. Sensors installed on bedrock were directly deployed on granites, schists, etc. Stations in sedimentary basins were deployed in rock outcrops or in compact sediments when rock outcrops could not be found. Only one station (PW19) had to be installed in loose sediments, as no harder rocks could be found nearby. Approximately half of the temporary stations were installed outside buildings, buried below the ground and equipped with solar panels. For safety reasons, the remaining half were deployed inside buildings. Temporary stations stored data on internal disks and thus had to be visited periodically for data retrieval, which resulted in periods of poor data quality at some stations due to instrumental problems or power supply failures that were not timely detected. Both permanent and temporary stations were thermally insulated, first surrounded by a layer of rock wool and then encased in a styrofoam box. The WILAS experiment used a range of sensors, including Güralp and Streckeisen instruments with flat frequency responses up to 30, 60, and 120 s ( Table 1 ).
The quality control (QC) applied to data included:
1. Defragmentation. Standard for Exchange of Earthquake Data (SEED) daily volumes recorded at a few permanent stations contained data segments that overlapped and/or appeared in nonsequential temporal order. In general, these volumes occupied much more disk space than normal, and the data could not be easily used in subsequent seismic analyses. Data fragmentation sometimes was due to problems in the real-time transmission between the station and data center and sometimes because of communication issues between the sensor and digitizer. We defragmented the data to recover sequential SEED volumes without overlaps. 2. Sensor orientation. At installation, sensors were oriented using a magnetic compass. Field staff reported 5°of error in sensor orientation. During quality control, sensor orientation was rechecked according to a procedure based on Grigoli et al. (2012) . This analysis allowed the detection of sensor misorientations, which were used to correct the header of dataless files. In some cases, when the computed misorientations could be confirmed by field evidence, the data itself were corrected. Orientation analysis is explained in detail in the next section. 
Sensor Orientation
Knowledge of true sensor orientation is critical for many seismological studies, such as for waveform modeling, computation of receiver functions, or SKS polarization analysis. In spite of the care taken in the installation of very sensitive BB and VBB sensors, both in permanent and temporary networks, comparisons between field gyroscope measurements and a posteriori analysis of polarized seismic signals show that carefully oriented seismometers can be misoriented by more than 10°(e.g., Ekström and Busby, 2008, and references therein) . In this section, we examine the orientation of seismometers of the WILAS network, applying a modified version of the ROTAZIONE method (Grigoli et al., 2012) to the P waves of large earthquakes.
WILAS partners adopted different field procedures to orient sensors. IPMA's standard procedure is to orient sensors to geographic north, using a magnetic compass and compensating for local magnetic declination. Observations of the magnetic field in Portugal are made only at a few selected points, and the declination at the remaining locations is obtained by modeling. Instituto Dom Luiz (IDL) oriented the sensors to the magnetic north, considering that the average value of magnetic declination in mainland Portugal (3°W) is smaller than the reported error of field deployment (5°). The remaining partners oriented sensors to geographic north, using a magnetic compass and compensating for a constant declination of 3°W. These different approaches, together with an incomplete knowledge of the magnetic field in Portugal, are likely to have introduced fluctuations in sensor orientations. Because temporary stations were deployed by teams of all partner institutions, issues with sensor orientation are pervasive in the WILAS network.
In order to assess sensor orientation a posteriori, we used seismic waves. The method developed by Grigoli et al. (2012) relies on the assumption that all sensors record the same incident plane wave. This ideal condition is never met, but the method can be confidently applied when the correlation between waveforms recorded at pairs of instruments is high, a condition verified when the dominant wavelength is larger than interstation spacing. The original method poses no restriction on the polarization of waves, at odds with other methods that use highly polarized waves such as the first P wave or LP Rayleigh waves (e.g., Ekström and Busby, 2008 , and references therein).
We investigated five shallow earthquakes with M w > 6:5, located at distances between 60°and 90°from the WILAS array center (Fig. 2) . Thus, we obtained P waves incident on the WILAS array close to the vertical, which were likely to originate similar waveforms at neighbor stations (Table 2) . We also analyzed waveforms of the Lorca, Spain, earthquake (event 6). This earthquake cannot be considered a teleseismic event but provides high amplitude P-wave recordings.
After preliminary quality control based on the visual inspection of diagnostic plots and on the assessment of cross correlations between waveforms, we obtained more than 30 valid P waveforms for each event. The selected waveforms were band-pass filtered between 0.05 and 0.5 Hz and Site geology was assessed using geological maps (Carta Geológica de Portugal:-1:50000, 1:200,000, and 1:500,000).
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decimated. To account for small differences in the azimuths between stations and events, which become relevant for close events, we rotated the recordings to the presumed radial and transverse axes. The second step of ROTAZIONE consists of aligning all traces with respect to a common reference time and normalizing the amplitude of every trace with respect to the maximum horizontal displacement of one of the traces. Next, a time window for the analysis is defined, which can be done interactively on the screen or using a common window for all traces. We chose to analyze the first pulse of the P waves, which was very coherent in the vertical waveforms.
Finally, the relative orientation of seismic sensors is inferred. We will not present here the details of this procedure, instead we refer the reader to the original article for a complete description. ROTAZIONE computes relative sensor orientations for consecutive pairs of instruments. IfŜ i is the complex of the seismic trace recorded at sensor i, a dataset with k sensors can be represented by the vector
The original ROTAZIONE method uses an inversion scheme to derive the k − 1 angles between pairs of sensors, θ j :
2 If the first trace represents a reference station, then the rotation angles relative to the reference can be obtained by summing the successive pairs of relative rotations:
Using this approach, statistical errors will accumulate, attaining unreasonable values when many pairs of stations are used. In addition, while the rotations are determined for consecutive pairs of stations, the optimal time alignment (step 2 above) is performed using only the first trace as reference. In order to overcome these two issues, we modified the original ROTAZIONE method to compute the orientation of sensors relative to the first trace, as done for time alignment, instead of computing relative orientations for consecutive pairs of stations. Thus, we directly obtain the values on the left side of equation (3). Because the true orientation of sensor 1 is unknown, these values can be interpreted as the differences between the true orientations of sensor pairs:
We then generalize this procedure so that all possible pairs of sensors are considered:
5 Equation (5) is a set of kk − 1=2 equations for k unknown parameters θ j true . We solve this overdetermined system using single value decomposition (Press et al., 2007) . The covariance matrix, a posteriori errors, and a χ 2 diagnostic (absolute and normalized) are also computed.
A priori errors on measurements are estimated from the normalized cross correlation between waveforms recorded at pairs of stations. We selected for inversion equations The numbers of the events refer to the locations provided in Table 2 . corresponding to station pairs for which the waveforms had a normalized cross correlation above a threshold of 0.85. We also rejected all equations that corresponded to a time shift between waveforms larger than a predefined maximum of 2.0 s (in practice, the time shift was either below 0.9 s or much higher than 2.0 s). Using this method, we obtained the set of rotation angles that corresponds to the best waveform correlations for all station pairs. These angles are still relative, but they can be converted to true sensor orientation if the orientation of one station is independently known. Let us recall that the original method of Grigoli et al. (2012) imposed no restrictions on waveform polarization. Our second modification relies on the assumption that the P wave is polarized on the radial-vertical (R Z) plane between station and event, which allows the inference of absolute sensor orientation. For each station, we created a synthetic reference pair using the vertical waveform along the radial axis with a null transverse component. We then used ROTAZIONE to compute the best rotation angle that transformed the observed horizontal components into the synthetic trace. The eigenvalues of the covariance matrix between the three ground-motion components were used to define the degree of rectilinearity and planarity of the waveforms. Only absolute rotation angles inferred from large rectilinearity and small planarity waveforms were further processed. Appropriate thresholds were defined considering that the first P-wave pulse is expected to be near rectilinear. In our application, we required the rectilinearity parameter, defined from the covariance matrix eigenvalues, to be at minimum 0.6.
Using the modified version of ROTAZIONE, we obtained for each event a set of relative rotation angles between pairs of stations and a set of absolute rotation angles for each station. This information is finally used together in an overdetermined system of equations that we solve by single value decomposition (Press et al., 2007) . In total, we obtained 268 equations for 55 unknowns. We report results obtained for stations with a minimum of three measurements (i.e., two earthquake measurements plus the synthetic measurement). The final χ 2 of the inverse procedure was 32.5. Table 3 shows the true orientation of sensors with respect to geographic north for the 34 best-constrained station orientations. The associated error is estimated from single value decomposition and is scaled so that the normalized χ 2 is one. The number of equations used to define the orientation of each sensor is also shown. Two stations, PCAB and PVIS, show a large dispersion of the inferred values for sensor orientation and should be further investigated.
This investigation allowed us to detect two extreme cases, EVO (permanent station) and PW18 (temporary station), in which the sensors had been incorrectly oriented by 90°and 180°, respectively. Once these misorientations were confirmed in the field, data were corrected and the orientation analysis recomputed. Our analysis indicates that more than half the stations (19/34) deviated from north by less than 5° (Fig. 3) . Only six stations show deviations larger than 10°: PAZA, MESJ, PFVI, PMTG, PCVE, and PVAQ. PVAQ is the station with the largest deviation from north, a feature that had already been noted by regional waveform modelers. This station is installed in an underground tunnel, which creates added difficulties for proper orientation. The azimuths of approximately half the stations (18/34) were estimated with errors smaller than 5°.
Background Noise Analysis
We used probabilistic power spectral densities (PPSDs) to characterize the seismic ambient noise recorded at each station-component. PPSDs were obtained using the methodology proposed by McNamara and Buland (2004) and implemented in the software package ObsPy (Beyreuther et al., 2010) . In this paper, we follow the ObsPy terminology and use the expression "probabilistic power spectral density" (PPSD) to refer to the "probability density function" (PDF) of McNamara and Buland (2004) . Here, we will only review briefly how PPSDs are computed, referring the more interested reader to the original references. Continuous streams of seismic data are analyzed in windows of 1 hr that move in steps of 30 min. Preprocessing of the 1 hr segments includes segmentation into 13 windows that overlap by 75%, truncation to the next lower power of 2, and subtraction of the mean and tapering. Next, a fast Fourier transform (FFT) is applied to all data segments, and PSDs are obtained from the FFT components. At this point, the instrument response is removed by spectral division, and the corrected PSD is converted to decibels with respect to acceleration (1 m=s 2 ). The PSDs are now in the units of m=s 2 2 =Hz. PSDs for each 1 hr data segment are obtained by averaging the PSDs of the 13 segments. In order to reduce computational load, PSDs are resampled so that we keep only one data point per 1/8 of octave, guaranteeing an adequate spacing in logarithmic frequency space. We thus obtained smoothed PSD estimates for every 1 hr data segment.
Next, we assess how often an amplitude is observed for each period of acceleration. To this end, we compute histograms (frequency distributions) of the amplitudes recorded at each period based on all smoothed PSDs. A PDF is estimated from the histogram for each center period. The final plots of PPSDs show the amplitudes more often observed at each period in red (Fig. 4a) . At the opposite end of the scale, pink shows the amplitudes less frequently observed, or in other words, observed with lower probability. Figure 4a shows that the background noise amplitude at station POLO (vertical direction) lies between the NLNM and the NHNM of Peterson (1993) . The black line shows the median noise level, which corresponds to the 50th percentile of the PPSD. In most cases, median and mean noise levels are very similar. Because the median is less sensitive to outliers than the mean, and is less sensitive to system transients than the mode, in this paper we use the median to represent ensembles of noise curves. For the sake of simplicity, we use the expression "noise level" to refer to the median noise curve for each station-component, unless otherwise specified. Figure 4b shows the noise levels for all three components of ground motion at station POLO: east-west (EW), north-south (NS), and vertical (Z).
Characterization of Background Noise
A concern that arises in a deployment that encompasses different types of sensors run by different operators is whether the data collected are homogeneous. Figure 5 shows that noise levels recorded at the WILAS array are independent of sensor type up to 10 s. Above 10 s, different sensors record very different noise levels. At LPs, the quietest sensors are the Streckeisen STS-2 (120 s), followed closely by the Güralp CMG-3T (120 s). Curiously, the Güralp CMG-3ESP with cut-off frequencies of 120 and 60 s present identical noise levels at all periods. As expected, the noisiest instrument in the LP range is the CMG-40T (30 s). This sensor also shows high noise levels at SPs (< 1 s) at three of four sites, which may arise from cultural noise sources. Figure 6 shows the difference between noise recorded at temporary and permanent sites. The difference remains small all along the spectra for the vertical component and becomes large for LPs recorded at horizontal components (more than 15 dB). The increased amplitudes of LP horizontal noise at temporary sites is a well-known phenomenon related to the poorer insulation from atmospheric variations (Wilson et al., 2002; Díaz et al., 2010) . Ⓔ This phenomenon can also be seen in Figure S1 , available in the electronic supplement to this article, which shows noise amplitudes for different instruments in the east-west direction. In contrast to vertical recordings, where Güralp CMG-3ESP 120-and 60-s sensors displayed similar noise levels, the temporary stations (CMG-3ESP 60-s) display a higher noise level at LPs on horizontal recordings. Figure 7 shows the typical plots that we used for QC: PPSDs, spectrograms, and plots of PSD versus time. Both spectrograms and plots of PSD versus time are computed directly from the PSDs obtained according to the method of McNamara and Buland (2004) . PSD is plotted versus time at the chosen frequencies of 0.3, 4, 7, 17, 33, and 100 s. PSD versus time plots were originally introduced by García et al. (2006) to monitor the Teide volcano, Canary Islands, and later implemented at the Data Center of the Observatories and Research Facilities for European Seismology for routine QC (Sleeman and Vila, 2007) . Next, we analyze the ambient noise recorded at the WILAS array on the SP range (periods smaller than 1 s), on the microseismic range (periods between 3 and 20 s), and on the LP range (periods longer than 20 s). Station-components PW04-N, PW13-ENZ, PW17-ENZ, PSES-ENZ, and SETU-ENZ were removed from the analysis due to instrumental problems (power failures, time synchronization issues, Global Positioning System failures, blocked seismometer components, and failures to reboot or damage).
Short-Period Noise
Figure 8a-c shows the median noise levels at all stations for the three directions of ground motion. The colored solid and dashed lines show the median and average of all noise levels per component, respectively. The average noise curve has a slightly higher amplitude than the median curve, although the two are similar. SP noise amplitudes vary significantly across the network in all components of ground motion. SP vertical noise is of slightly lower amplitude than horizontal (Fig. 8d) . At SPs, we expect seismic recordings to be affected by small, local sources of noise, such as anthropogenic sources and wind turbulence (e.g., Stutzmann et al., 2000; McNamara and Buland, 2004) . The fact that noise amplitudes vary widely between stations confirms a local origin of SP seismic energy.
Short-period daily variations of noise occur both at temporary and permanent stations but are in general stronger at temporary sites. Ⓔ Figure S2 shows the difference between day (1 p.m. to 5 p.m.) and night (1 a.m. and 5 a.m.) noise levels at periods of 0.3 s. The difference between day and night noise levels goes up to 18 dB in one extreme case (PW18), is on the order of 8-10 dB at most stations strongly affected by this variability, and is less than 2 dB at the stations less affected. SP daily cycles are often related to human activity and are a common observation worldwide (e.g., Peterson, 1993; McNamara and Buland, 2004; Díaz et al., 2010) . Figure 7 characterizes the seismic noise recorded in the east-west direction at the temporary station PW04. The daily cycle of SP noise is clear both on the spectrogram and on the plot of PSD at 0.3 s versus time (purple curve), with noise decreasing during the night and increasing during the day. Daily SP cycles are sometimes directly visible on the PPSDs as a bimodal distribution (Fig. 7a) . Ⓔ SP noise decreases during the weekend at some stations, confirming its cultural origin (Fig. S3 ).
Microseismic Noise
The interaction between oceans and solid Earth causes an increase in seismic background noise in the so-called microseismic band, which is recorded in stations around the world. Primary microseisms, or single-frequency (SF) microseisms, are recorded at 10-20 s. They have the same period as ocean swell and are thought to be generated by direct pressure of ocean waves on the seafloor or by the breaking of waves at the coast (Hasselmann, 1963) . Through coupling between swell and bathymetry, incident ocean waves transfer their energy to the solid Earth. The efficiency of this mechanism decays quickly with increasing water depth. Therefore, SF microseisms are thought to be generated in shallow waters only. Using linear wave theory, Bromirski (2001) estimated that 15 and 20 s ocean waves are expected to start interacting with the seafloor at water depths less than 350 and 624 m, respectively. Double-frequency (DF) microseisms are recorded most prominently between 3 and 10 s. They are recorded with a frequency that is twice that of ocean swell and have an amplitude that is much larger than SF microseisms. Longuet-Higgins (1950) first explained the generation of DF microseisms, and Tanimoto (2007a) and Webb (2007) later expanded the theory. When two opposing ocean waves with similar wavelengths collide, they generate a standing wave with twice the frequency of the original waves. This standing wave causes a pressure perturbation at the seafloor for which the amplitude depends only on the product of the amplitudes of the original waves and not on seafloor depth. Thus, a pressure fluctuation acts on the seafloor, although the energy from the original waves did not reach the seafloor directly. An accumulating body of evidence suggests that DF microseisms are most frequently generated in coastal regions (Haubrich and McCamy, 1969; Bromirski and Duennebier, 2002; Schulte-Pelkum et al., 2004; Bromirski et al., 2005; Rhie and Romanowicz, 2006; Tanimoto, 2007b) . DF microseisms are thought to be frequently generated in coastal areas by the interaction of swell with coastal reflections. However, strong DF microseisms may also be generated during strong storms in deep oceans or when a swell meets another independent swell or a wind sea, provided they share similar wavelengths (Ardhuin et al., 2012 , and references therein). Because the sources of microseisms are acoustic, they preferentially generate Rayleigh waves, which propagate efficiently at periods longer than a few seconds (Haubrich and McCamy, 1969; Bromirski and Duennebier, 2002) .
Identical noise levels are recorded at different stations in Portugal in the microseismic range, between 3 and 20 s (DF and SF peaks) on the Z component and between 3 and 8 s (DF peak only) on horizontal components (Fig. 8a-c) . Webb (1998) observed the same collapsing of background noise amplitudes in the microseismic range when comparing a station in California with another in Hawaii. Most Portuguese stations are positioned within 200 km of the Atlantic ocean. Oceanic processes are likely to act as common sources of seismic energy, which is then recorded across the network with identical amplitudes. At the DF peak, around 5 s, vertical noise presents higher amplitudes than horizontal noise at most stations (Figs. 4b and 8d) . In contrast, vertical noise amplitudes are normally lower than horizontal noise amplitudes outside the microseismic band. A similar observation was previously made for the GSN minimum noise levels (Berger et al., 2004) . Figure 9 compares the geographical distribution of the difference between vertical and horizontal noise amplitudes at the DF peak (4-6 s) with two proxies for very shallow crustal structure. We use both geologic information and topographic slope as proxies for the average shear-wave velocity of the shallowest 30 m (V S30 ). The geologic V S30 map is based on information about surface geology, taking into account lithology and age of rocks (Teves-Costa et al., 2010) . The V S30 map based on topographic slope was computed according to the methodology proposed by Wald and Allen (2007) . Narciso et al. (2012) are currently developing a more reliable map of V S30 based on a regional database of shear-wave velocity data, combined with geologic, geographic, and lithologic informations. Their preliminary results indicate that while some geologic units can be consistently characterized by a common value of V S30 , others show a significant spread of V S30 values. They also showed that the estimation of V S30 based on topographic slope results in accurate values for some geologic classes but not for others. The proxies for V S30 presented here should thus be interpreted only as indicative. The analysis of the strongest common features of Figure 9 indicates that horizontal amplitudes are larger than vertical amplitudes in stations located on sediments (PAZA, PMST, GGNV, PACT, and PW19 in the LTV basin; PW09 and PW12 in the Lusitanian basin), while the opposite occurs for stations located on hard-rock sites. This observation is likely related to the ellipticity of Rayleigh waves, which dominate the noise spectrum at the DF peak. In sediments, the elliptical particle motion of Rayleigh waves becomes flattened (mostly horizontal), whereas at hard-rock sites it becomes vertically elongated (e.g., Tanimoto et al., 2013) . Microseismic noise shows a clear seasonal modulation, with higher amplitudes observed during winter (Fig. 10) . We observe the typical dislocation of the DF peak toward longer periods, from 3.5 s in the summer months of June, July, and August to 6 s during the winter months of December, January, and February. The difference between winter and summer DF peaks is approximately 4.5 dB in all three components of ground motion. This dislocation of the DF peak is generally attributed to the longer period swell generated during winter storms (e.g., Stutzmann et al., 2000) . The SF peak is only clearly visible during winter months, although a hint of it appears during summer months on vertical records. The difference between summer and winter noise amplitudes is most noticeable at 8 s, where it attains a maximum of 15 dB. A second peak in seasonality is observed at 17 s (8 dB on vertical records), coincident with the SF peak. Seasonality of the 17 s peak is most clear on vertical records, whereas seasonality of the 8 s noise is equally visible across all components of ground motion. The peak of DF seasonality (8 s) is of longer period than the DF peaks in our dataset, during both summer (3.5 s) and winter (6 s). This observation confirms the notion that the seasonality of DF microseisms is dominated by very-LP swell events associated with large ocean storms.
Ⓔ Figure S4 shows the time evolution of vertical noise amplitudes recorded across the network, during the 3 yrs of our analysis, for different periods of ground acceleration. Thin lines are obtained by smoothing the temporal evolution of PSDs for a given period at a given station. Thick lines at the top are stacks of the smoothed noise amplitudes recorded at all stations (thin lines). The variation of ambient noise amplitudes is extremely coherent across the network at all microseismic periods (4, 7, and 17 s in this study). Figure S4 highlights again the strong seasonality of 7 s noise.
Let us now turn our attention to the relation between ambient seismic noise and oceanic and atmospheric Wald and Allen (2007) . Sites with higher horizontal noise amplitudes at the DF peak lay on the sedimentary basin of the Tagus valley (PAZA, PMST, GGNV, PACT, and PW19) and also on the Lusitanian basin (PW09 and PW12), whereas stations with higher vertical noise amplitudes sit on hard rock. The difference between horizontal and vertical noise amplitudes in this frequency range is likely related to the ellipticity of Rayleigh waves.
variables. Figure 11a shows the significant height of combined wind waves and swell (for simplicity, in this article we will refer to this parameter as sea wave height [SWH] ), and Figure 11b shows the mean wave period (MWP), both extracted from reanalysis of the European Center for Medium Range Weather Forecasting (ECMWF). These panels image an ocean storm during the winter of 2011. Figure 11c shows atmospheric pressure, wind intensity, . Median noise amplitudes recorded at all stations during the winter months of December, January, and February (light blue lines) and during the summer months of June, July, and August (pink lines). The blue and red thick lines show the medians of the noise levels recorded during winter and summer, respectively. The difference between noise recorded during winter and summer, calculated as the difference between winter and summer median curves (red and blue thick lines), is shown by the black curve at the bottom of the plot (scale on the right). The area under this curve is shaded in blue or red depending on whether the noise is higher during winter or summer, respectively. The difference between noise recorded during summer and winter is largest at 7-8 s, with a second peak at 17 s. (a) EW, (b) NS, and (c) Z directions.
SWH, and MWP, also extracted from ECMWF, for a point located offshore the western coast Portugal, on the edge of the continental platform, at 10°W and 40°N. In addition, Figure 11c shows stacks of ambient noise amplitudes recorded across the network for different periods and components of ground motion. For a given period, the temporal variation of noise amplitudes is identical on all three components of ground motion. Figure 11 highlights one of the strongest peaks of seismic noise in our dataset, which was clearly recorded across all periods of ground motion, from 0.3 to 100 s. This peak occured when a high-amplitude LP oceanic storm hit the coast of Portugal. Figure 11 is a frame of Ⓔ animation S1. The animation shows the evolution of ocean conditions compared to stacks of seismic noise amplitudes, in steps of 6 hrs, from 2010 to 2012. The animation shows that microseismic noise amplitudes recorded in Portugal are in general very responsive to nearby ocean conditions. Ⓔ Figure S5a shows the evolution of noise amplitudes in the microseismic band, as well as SWH and MWP at the same reference point chosen previously (10°W, 40°N). At first sight, this figure shows that the evolution of microseismic amplitudes is different for the different ground-motion periods of 4, 7, and 17 s. This observation is in agreement with Sergeant et al. (2013) , who found that microseisms of different frequencies have different sources. However, a closer observation shows that although the general evolution of noise amplitudes is different for different microseismic periods, several peaks are common to more than one microseismic band. In fact, Figure 11c shows the most distinct peaks of ambient noise appear not only in the microseismic band but also at periods down to 0.3 s and up to 100 s. Rhie and Romanowicz (2006) had already observed a positive correlation between microseismic and "hum" (240 s) amplitude fluctuations. This observation may indicate that some microseismic sources generate a very broad spectrum of seismic energy. Most, but not all, microseismic noise peaks find a correspondence on local SWH and MWP (Ⓔ animation S1). As expected, the MWP offshore Portugal correlates particularly well with LP DF noise stacks (7 s).
Long-Period Noise Sorrells (1971) and Sorrells et al. (1971) showed that the wind-pressure field can contribute significantly to LP seismic noise. They proposed that plane pressure waves with amplitudes of ∼10 Pa, moving at typical wind speeds, cause vertical Earth motions, thus increasing vertical noise amplitudes. Although the amplitudes of these motions are small, they cause tilts that are responsible for a significant increase of horizontal noise. These disturbances are only felt close to the surface, their amplitudes decaying quickly with depth. Zürn and Widmer (1995) and Beauduin et al. (1996) successfully enhanced the signal-to-noise ratio of seismic records by correcting for atmospheric pressure.
LP noise levels in Portugal vary significantly from site to site (Fig. 8) . Above 20 s, vertical noise starts to present a much lower amplitude than horizontal noise (Fig. 8d) , in agreement with observations for stations around the world (e.g., Peterson, 1993; Stutzmann et al., 2000; Berger et al., 2004) . Ⓔ Figure S5b shows atmospheric pressure and wind intensity at 10°W and 40°N, extracted from ECMWF reanalysis, along with network stacks of LP (100 s) noise amplitudes. A peak-by-peak examination of this figure, or alternatively of Ⓔ animation S1, shows that while some peaks of LP seismic noise find a correspondence in peaks or troughs of atmospheric pressure and/or wind intensity, the correspondence is not unequivocal. It should also be noted that 100 s vertical noise amplitudes are not as similar to horizontal noise amplitudes as for all other ground-motion periods (Fig. 11) .
A number of authors have reported daily cycles of LP noise, which have been associated with temperature fluctuations either by means of thermal convection around the sensor or thermally induced tilts (e.g., Stutzmann et al., 2000; Berger et al., 2004; Díaz et al., 2010) . More recently, De Angelis and Bodin (2012) showed that daily variations of LP noise could be caused by ground tilts due to atmospheric pressure-wind fluctuations. LP daily cycles are visible in many of our records, as shown in Figure 7 . They occur more frequently on horizontal components and on temporary sites.
Some records of the WILAS dataset show a sharp 12 hr periodicity of 100 s noise amplitudes. To the best of our knowledge, a similar observation has not been reported before. Figure 12a and 12c shows, respectively, the atmospheric temperature and pressure recorded in Lisbon. The pressure signal, filtered to show only periods shorter than 36 hrs, is also shown. The peak-to-peak amplitude of the 12 hr pressure cycle varies between 100 and 150 Pa, while standard atmospheric pressure is on the order of 10 5 Pa. Figure 12e shows 12 hr cycles on a time series of 100 s PSD versus time at POLO-Z. Figure 12b , 12d, and 12f shows, respectively, the FFTs of air temperature, pressure, and 100 s PSD for POLO-Z recordings. FFTs of air temperature and pressure were obtained from 2 yr time series sampled hourly, whereas the FFT of 100 s PSD was obtained from a 3 yr time series sampled every 30 min. Air temperature is dominated by a fluctuation of 24 hrs (or 1.0 cycle per day [cpd]). Air pressure and 100 s PSD for POLO-Z are dominated by a 12 hr cycle (2.0 cpd), with higher order harmonics also appearing. This variation of LP noise cannot be explained by typical tides, as lunar components are completely absent from the spectra. LP 12 hr cycles of ambient noise can also be seen in spectrogram (Fig. 12h) and PPSD (Fig. 12g) representation. The PPSD does not show a clear bimodal distribution because 12 hr cycles are not always observed. However, a widening of the PPSD distribution around 100 s is visible. The spectrogram shows that half-day cycles correspond to an increase of seismic noise with respect to the background level and that they affect ground motion most significantly at periods between 100 and 250 s. It should be noted that our best sensors have a flat response only up to 120 s. We computed PSDs using windows of different lengths (56.66 min) and overlaps (23.33 min) to verify that the 12 hr cycles do not result from a processing artifact. Although detailed differences exist between PSD time series obtained with different processing parameters, the 12 hr cycles persist with an exact periodicity of 2.0 cpd. Not only do 100 s PSD and air pressure share the same dominant periods, but they are also in phase (Fig. 12e) .
The 12 hr cycle of atmospheric pressure is a well-known effect of atmospheric tides that results from an interaction between gravitational and thermal driving forces (Lindzen and Chapman, 1969; Chapman and Lindzen, 1970) . To the best of our knowledge, atmospheric pressure is the only environmental parameter to present a dominant frequency of 2.0 cpd. The 12 hr pressure cycle is stronger during summer, and its amplitude increases with altitude and with proximity to the equator (e.g., Covey et al., 2010, and references therein) . A preliminary inspection of our dataset reveals that 12 hr cycles of 100 s PSDs occur more frequently during the summer and at high altitude stations, in good agreement with the conditions under which the 12 hr pressure cycle is expected to be stronger. They are most often visible in vertical records, although they can also be found on horizontal records, particularly at temporary sites, which are poorly insulated from the surrounding environment.
One curious observation is that although 100 s noise amplitudes closely follow the 12 hr pressure cycle, they are not as responsive to LP (several days long) atmospheric pressure variations. A particular sensitivity to the 12 hr cycle seems to exist, which may implicate a resonance mechanism. The mechanism by which seismometers respond to small pressure variations on the order of 100 Pa is unclear. Although 12 hr noise cycles appear to be associated with atmospheric tides, it is unclear at this point whether they reflect a purely instrumental response or an actual solid Earth deformation process. A more detailed study of these 12 hr cycles of 100 s PSDs is left for future work.
Ambient Noise Maps Figure 13a shows the vertical SP (0.2-0.5 s) noise distribution. Higher noise levels are recorded close to the urban centers of Lisbon, Coimbra, and Porto and generally along the northern coast of Portugal, where population density is high. Figure 13b shows the vertical microseismic (4-20 s) noise distribution, with very homogeneous noise levels across the whole network. LP (50-60 s) vertical noise levels are shown in Figure 13c . Noise is very low across the network, with a few temporary sites displaying higher noise amplitudes. For comparison, Figure 13d shows LP east-west noise levels, which are much higher than vertical LP noise levels, particularly at temporary sites. Stations PW01, PAZA, and BARR have particularly high noise levels across all periods of ground motion, which may reflect poor site conditions or strong site effects. Figure 14a is a gridded map of background seismic noise covering the whole Iberian Peninsula and northern Morocco. The map is computed from vertical records obtained at permanent networks and at the temporary WILAS and TopoIberia-IberArray deployments. Mean noise level is calculated for each station in a wide period band, from 0.1 to 60 s, and then interpolated to a 5 × 5 min (approximately 10 km × 10 km) grid using a classical near-neighbor algorithm. The general distribution of seismic noise correlates well with major geologic features, in particular with the distribution of large sedimentary basins. The largest sedimentary basin in Portugal, the LTV, appears as a high noise region (also identified in Fig. 9 ). The Guadalquivir and Gharb basins, both major sedimentary regional units, are clearly identified on both sides of the Gulf of Cadiz (north and south, respectively). The Tagus and Duero basins, both of which are regions of thick sedimentary cover, are outlined near central Iberia. To the northeast, the Ebro basin can also be identified by its relatively high noise level. The correspondence between sedimentary basins and high noise levels is Short-period noise is higher close to the urban centers of Lisbon, Coimbra, and Porto, and along the highly populated northern coast of Portugal. Microseismic noise is fairly homogenous across the network. Long-period vertical noise levels are very low, whereas long-period horizontal noise levels are substantially higher, particularly at temporary sites.
likely to result from the combined effects of geology and human activity. The latter tends to be more significant in basins. In contrast, hard-rock regions like the CIM present lower noise levels. This separation between outcrops of the CIM and basins is consistent with previous studies based on seismic ambient noise (Villaseñor et al., 2007; Silveira et al., 2013) . Northwest Iberia and in general the Atlantic coast are noisier than strictly expected from a geologic point of view, probably due to the stronger microseismic energy reaching coastal stations.
Time Periods of Anomalous Instrumental Response
When plotting PSDs at given ground-motion periods versus time, we noticed anomalies in instrumental response that most noticeably affected LP amplitudes (Fig. 15) . These anomalies can last days, weeks, or even months, they appear at both temporary and permanent stations, and they often do not affect SP amplitudes. Ekström et al. (2006) and Ringler et al. (2010) had already reported the existence of timedependent errors in LP gains of stations of the GSN. GSN stations are equipped with STS-1 sensors, which are very high-performance instruments. The electronic components of STS-1 seismometers are inside a box that is separate from the actual sensor, which makes the instrument more prone to changes in response than modern sensors with internal electronics, like the ones used in our deployment. Ekström et al. (2006) systematically compared observed and synthetic LP seismograms for approximately 600 large earthquakes and reported that changes in gain were larger at LPs, which we also observe in our dataset. They suggested that a possible explanation for this behavior was the deterioration of electronic components in the system. We prefer to call this occurrence a change of instrumental response rather than a change of instrumental gain, as the gain should affect all frequencies of ground motion equally. Changes in LP response of the WILAS stations sometimes occur instantaneously and sometimes occur gradually (Fig. 15) . Figure 15a shows a step-like change in LP response that occurred when lightning struck close to the station. Notice that SP amplitudes were not affected. One could conceive that the lightning caused a temporary change of the seismometer into SP mode. Figure 15b shows a station with repeated drifts in LP response. Whenever LP response anomalies became significant, masses were remotely locked, unlocked, and then recentered. This procedure brought the LP response back to their normal value. After the LP response drifted a few times, the sensor failed and had to be replaced (15 February 2012) . Even after sensor replacement, LP response kept drifting, which eventually led to another sensor replacement on 12 October 2013.
Monitoring PSDs versus time at chosen periods is useful to detect and either exclude or characterize and correct LP Figure 14 . responses. In our experience, such detection and correction is critical for studies that use LP amplitudes, such as ambient noise studies and waveform modeling.
Conclusions
The WILAS experiment densely covered Portugal with BB seismic stations during a 2 yr period between 2010 and 2012. The experiment encompassed the permanent stations of the national seismological survey (IPMA), other permanent stations run by universities and research centers (IDL/Universidade de Lisboa, Centro de Recursos Naturais e Ambiente/Instituto Superior Técnico, Centro de Geofísica de Évora/University of Évora, Centro de Geofísica/ Universidade de Coimbra), and 20 temporary stations. The experiment was designed to overlap in time with the TopoIberia-IberArray deployment in the neighbor countries of Spain and northern Morocco.
Sensor orientation was checked a posteriori based on the analysis of teleseismic P waves. We were able to confidently assess the orientation of 34 sensors. Among these, more than half showed reliable orientations with deviations of less than 5°from the geographic north. The analysis allowed us to correct data headers and in two extreme cases to actually correct data of sensors that had been incorrectly oriented at installation.
We characterized ambient seismic noise using the PPSD technique proposed by McNamara and Buland (2004 found the diversity of sensors and deployment conditions affected noise amplitudes only at LPs (> 10 s). Temporary sites were shown to present very similar noise levels to permanent sites, except on horizontal LP recordings, which had higher noise levels. This behavior is well known and generally attributed to the poorer insulation of temporary sites from atmospheric conditions (Wilson et al., 2002; Díaz et al., 2010) . SP noise often showed daily cycles, mostly due to cultural noise. This hypothesis is confirmed by the geographical distribution of SP noise, with the noisiest stations close to urban centers, and by the diminishing of SP noise levels during weekends and at night.
Median noise levels recorded at different stations are very similar in the microseismic band, particularly in the vertical component. In fact, the similarity of median noise levels in this band was so strong that in preliminary quality control we were able to detect erroneous instrumental gains based on deviations from the ensemble noise level. Outside the microseismic band, noise levels at different stations diverge. The ratio of DF amplitudes recorded on vertical and horizontal components is strongly correlated with the type of soil on which the stations are located, with stations on sediments recording higher horizontal noise amplitudes and stations on hard rock recording higher vertical noise amplitudes. Microseisms show a strong seasonality, with the strongest seasonality at ground-motion periods of 8 and 17 s. Although the 17 s seasonality peak is coincident with the SF peak in our dataset, the 8 s seasonality peak has a period larger than DF peaks on our data. This observation confirms the notion that the seasonality of DF microseisms is dominated by LP swell generated during winter storms. Ⓔ Animation S1 shows stacks of ambient noise amplitudes recorded across the whole network, along with evolving oceanic and atmospheric conditions. This animation shows that the amplitudes of microseismic noise in our data are related to ocean wave height and MWP offshore of Portugal. A close look at the evolution of noise stacks across the network also reveals that the strongest microseismic peaks are visible across the whole range of ground-motion periods, from 0.3 to 100 s.
In general, ambient noise amplitudes at a given period are very similar on the three components of ground motion. However, at LPs vertical amplitudes do not follow horizontal amplitudes so closely. We find that some peaks in LP noise amplitudes match peaks or troughs of atmospheric and/or wind intensity; however, a relation between LP noise and atmospheric variables is not evident.
In some time intervals and at some stations, we observe sharp 12 hr cycles of LP noise (100-s PSD), which to the best of our knowledge have not been reported before. This signal is most visible during the summer and at high-altitude stations. The 12 hr cycle of LP noise amplitudes seems to track variations of atmospheric pressure. Although we have established that this signal is not a processing artifact, it is unclear at this point whether it is an instrumental artifact or an actual record of solid Earth deformation. Future work will address this observation in detail.
Finally, we reported anomalous changes in LP sensor response. These changes can last anywhere from minutes to months, are normally stronger at longer periods, and seem to be associated with instrumental malfunctioning. Response changes can be easily monitored by plotting the time evolution of ambient noise PSD at specific ground-motion periods.
Data and Resources
Permanent broadband stations running in Portugal are owned and/or operated by Instituto Português do Mar e da Atmosfera (PM), GEOFON (GE), Instituto Superior Técnico (IP), Instituto Geofísico Dom Luiz (LX), Centro de Geofísica da Universidade de Coimbra (SS), and Centro de Geofísica da Universidade de Évora (WM). The temporary WILAS deployment, which used instrumentation from the Geophysical Instrument Pool of GFZ Potsdam (GIPP), was registered under International Federation of Digital Seismograph Networks network code 8A. Its data will be openly available at international data centers after June 2016. Data from the TopoIberia-IberArray experiment and from permanent networks in Spain and Morocco, managed by Instituto Geográ-fico Nacional, Real Observatório de la Armada, and Instituto Andaluz de Geofísica, were used to calculate the noise map presented in Figure 14 . Reanalyses of atmospheric and ocean conditions were obtained from the European Center for Medium Range Weather Forecasting. Atmospheric pressure and temperature recorded in Lisbon were kindly made available by Pedro Miranda, Instituto Dom Luiz.
We used the following softwares for data processing and figure plotting: Generic Mapping Tools (Wessel and Smith, 1998) ; Python, including NumPy, SciPy, MatPlotLib, Basemap and ObsPy (Beyreuther et al., 2010) ; and PQLX.
