Monte Carlo renderings suffer noise artifacts at low sampling rates. In this paper, a novel rendering algorithm that combines compressed sensing (CS) and feature buffers is proposed to remove the noise. First, in the sampling stage, the image is divided into patches that each one corresponds to a fixed resolution. Second, each pixel value in the patch is reconstructed by calculating the related coefficients in a transform domain, which is achieved by a CS-based algorithm. Then in the reconstruction stage, each pixel is filtered over a set of filters that use a combination of colors and features. The difference between the reconstructed value and the filtered value is used as the estimated reconstruction error. Finally, a weighted average of two filters that return the smallest error is computed to minimize output error. The experimental results show that the new algorithm outperforms previous methods both in visual image quality and numerical error.
INTRODUCTION
Monte Carlo renderings produce photorealistic images through the distributed samples that correspond to light paths in multidimensional space. Pixel value is then computed by integrating light paths that reach it. However, a large number of samples are typically required to converge to the actual value of the integral, otherwise considerable noise, i.e., variance, is generated. While a vast body of variance reduction techniques have been proposed, adaptive sampling and reconstruction are two effective techniques to remove noise.
Adaptive sampling refers to techniques that concentrate more samples on difficult regions. Typically, a robust metric is needed to measure the perpixel error. Reconstruction algorithms, in contrast, use suitable filters to denoise from the obtained samples. These two techniques are usually coupled under an iterative framework, where the reconstruction error determines the sampling rates. The key issue is how to select a suitable filter kernel for each pixel, as the optimal reconstruction kernels are usually spatiallyvarying. Recently, the use of feature buffers facilitates the computation of filter weights. Novel features such as surface normal, albedo color, depth, and visibility are typically less noisy than the output of Monte Carlo renderer, and they often contain rich information about the scene details. With these feature information, many approaches have been developed to improve image quality. Li et al. (Li et al., 2012) , for instance, calculate the reconstruction error through the Steins unbiased risk estimator (SURE), and then select the optimal kernel among a discrete set of filters. Rousselle et al. (Rousselle et al., 2013) carefully design three filters with different parameters to make a trade-off between noise reduction and detail fidelity. They compute a weighted average of the candidate filters for output. However, these feature-based methods typically need sophisticated error analyses such as SURE estimator, which are unreliable at low sampling rates. In addition, they are prone to blurring structure details that are not well represented by the features.
Most recently, there has been a growing interest in Compressed Sensing (CS), which states that a signal can be well reconstructed if the signal is sparse in a transform domain. The main advantage of CS over conventional Nyquist-Shannon sampling theorem is that its sampling rate only depends on the sparsity of the signal in the transform basis, rather than on its band-limit. A novel approach that employs the CS is proposed by Sen et al. (Sen and Darabi, 2011) . They first render only a subset of pixels and then estimate the missing ones by leveraging CS solvers such as Regularized Orthogonal Matching Pursuit (ROMP).
Although their impressive performance at accelerating the renderings, the image quality is not competitive with those feature-based methods. Meanwhile, fine details such as textures are hard to be preserved since the rendered pixels can also be noisy.
In this paper, a novel rendering algorithm that combines CS and feature information is proposed. By assuming that the image is sparse in a transform domain, we divide the image into patches with a fixed resolution, and use an advanced CS solver to reconstruct the pixel values in each patch. Each pixel is then filtered over a set of discrete filters, where the difference between the filtered value and reconstructed value is used as pixel error. Especially, unlike previous methods that select one single filter for output, two filters with the smallest errors are carefully chosen and a weighted average value is computed to minimize the output error. Finally, a heuristic metric is directed to allocate more samples in regions with higher error. Experiments show that the new method produces visually pleasing results over previous methods.
RELATED WORK
To obtain high-quality images with sparse samples, many types of adaptive sampling and reconstruction algorithms have been proposed. Typically, there are two efficient categories to address these methods: image and multidimensional space rendering.
Image Space Rendering. Image space rendering has been a popular approach since it is simple while effective. As the rich information of details are easy to save from most rendering systems, image space methods estimate per-pixel error with various criteria. Many approaches achieved significant improvements by using multi-scale filters. Rousselle et al. (Rousselle et al., 2011) , for instance, used several Gaussian filters to form a filter bank, and then performed an error minimization framework to select the optimal one. However, it was limited to symmetric kernels. A similar work was proposed by Chen et al. (Lehtinen et al., 2011) . Based on the depth buffer, they selected appropriate Gaussian filter to improve the effect of depth-of-field. By applying features that are less noisy than pixel colors, many novel filters yield impressive results. Li et al. (Li et al., 2012) computed the Steins Unbiased Risk Estimator (SURE) to estimate the errors of filtered values, where the single filter that returned the smallest error was selected. Rousselle et al. (Rousselle et al., 2013) designed three candidate filters to make a trade-off between detail fidelity and noise reduction. They also used the SURE estimator to compute a weighted average of candidate filters to minimize pixel error. However, some fine details tend to be over smoothed. Sen et al. (Sen and Darabi, 2012) analyzed the functional relationships between inputs and outputs, and then used this information to reduce the importance of samples affected by noise. Rousselle et al. (Rousselle et al., 2012) adopted the Non-local means filter to spilt samples into two buffers, where the difference between these two buffers was treated as an error estimate. Moon et al. (Moon et al., 2014) applied local weighted regression to derive an error analysis. Besides, they also built multiple linear models to estimate the reconstruction errors. Noticing that there is a complex relationship between the ideal parameters and the noisy scene data, Kalantari et al. (Kalantari et al., 2015) proposed to train a neural network to drive suitable filters. In addition, they also enabled the use of any spatially-invariant image denoising techniques in Monte Carlo rendering (Kalantari and Sen, 2013) . Moon et al. (Moon et al., 2013) constructed an edge-stopping function with a virtual flash image, which enabled that only statistically equivalent pixels were considered together. Most recently, Bako et al. (Bako et al., 2017) further used a convolutional neural network to improve image details. Readers are encouraged to read Zwicker et al. (Zwicker et al., 2015) work, which gave a detailed description for recent image-space methods.
Multidimensional Space Rendering. Multidimensional approaches typically consider the information in a high dimensional space, which is not accessible for most image space methods. Hachisuka et al. (Hachisuka et al., 2008) designed the structure tensors to reconstruct samples anisotropically. By working in wavelets rather than pixels, Overbeck et al. (Overbeck et al., 2009) proposed to sample features that have high variance in other dimensions. Lehtinen et al. (Lehtinen et al., 2011 ) introduced a visibilityaware reconstruction process to support indirect illumination. However, these approaches are less efficient as the number of dimensions increases. Based on the work of Durand et al. (Durand et al., 2005) , many approaches have been developed to focus on specific distributed effects such as motion blur (Egan et al., 2009 ) and depth of field (Soler et al., 2009 ).
Compressed Sensing in Monte Carlo Rendering. In general, Compressed Sensing is related to the approaches that explore the sparsity in a transform domain. Egan et al. (Egan et al., 2009 ) revealed that motion lead to a shear in the transform domain, and they introduced a sheared reconstruction filter to reduce the sampling rates. Sen et al. (Sen and Darabi, 2011) first introduced the idea of accelerating Monte Carlo renderings with CS. They ray-traced only a subset of pixels selected by a Poisson-disk distribution, which provided a speedup over conventional techniques. The missing pixels were then estimated by a CS solver. Besides, they noticed that the sparsity of signal goes up as the dimensionality of signal increases. In these cases, high dimensional effects such as motion blur and depth of field are improved by integrating down to obtain the final image. However, this method has difficulty in simulating scenes with very complex details, and is not competitive with those approaches using feature buffers. Most recently, CS is also employed to reduce noise artifacts in direct PET image reconstruction (Vaquer et al., 2016) and the memory footprint for the scalar flux (Dominik et al., 2014) .
COMPRESSED SENSING
Although compressed sensing is not new to computer graphics, it is rarely applied to improve the quality of Monte Carlo Renderings. The key idea of compressed sensing is that a signal can be perfectly reconstructed if it is sparse in a transform domain. Assuming that there is a N-dimensional signal x which is to be reconstructed from M-dimensional sampling signal y, the CS states that the sampling process is written as:
Where Φ is a M × N sampling matrix (M < N). In this paper, the image is divided into patches with a fixed resolution of √ N × √ N, and each patch performs a single process of calculating the reconstructed values. In other words, the local statistics of N pixels is estimated by M pixels.
Typically, it is impossible to reconstruct x from y with the previous Nyquist-Shannon theorem, because the band-limit is not met. However, since the CS assumes that x is K-sparse in a transform domain, the coefficients of x in a transform domain are written as:
Where Ψ is the N × N transform basis (or compression basis). In this case, θ has at most K non-zero values, which is called the sparsity of the signal in the compressed basis. Consequently, it is able to eliminate many elements that do not have sparse properties, and the sampling equation is written as:
Where A = ΦΨ is a M × N measurement matrix. Given y and A, θ should be reconstructed if the above linear system could be solved. Unfortunately, previous methods such as least squares failed to do this because M < N and thus the system is undetermined. In this case, CS algorithms solve the system correctly as long as some constraints are met. One is that the sampling number M is twice larger than the sparsity of the signal (M > 2K). Another one is that the measurement matrix A meets the Restricted Isometry Condition (RIC), which requires that the sampling matrix and compressed basis should be incoherent. As K is usually much smaller than N, less efforts are taken for CS to reconstruct the original signal. Pay attention to the formation of x. As the original patch is composed of √ N × √ N pixels, we keep track of them with a column vector of size N × 1, and solve the linear system for each patch uniquely.
The main challenge is how to select a suitable sampling matrix Φ and a compressed basis Ψ. There are many choices such as Gaussian sampling matrix and Bernoulli sampling matrix. Here, since the Gaussian matrix is uncorrelated with most compressed bases, it is adopted to construct Φ, where each element of Φ accords with a normal distribution N(0, 1 M ). Besides, Gaussian sampling matrix avoids the extra sharpening procedure, which is used by Sen et al. (Sen and Darabi, 2012) as they used a Poissondisk distribution to produce y. For the compressed basis, Discrete Cosine Transform (DCT) is adopted in this paper as it outperforms in image processing areas.
To solve Equation 3, many fast CS algorithms have been proposed to find an approximate solution. Herein, we employed the Orthogonal Matching Pursuit (OMP) since it is simple while effective. The key idea of OMP is to find the representative columns (atoms) of A that are most related with the sampling signal y. In this paper, we do not explain OMP details since it has been widely used, and we just use it to solve Eq. (3). Readers are encouraged to read related works for further information about OMP.
Once the linear system is solved, the reconstructed values can be computed through an inverse transform. For our method, the reconstructed values are further used to estimate per-pixel error, which finally directs the selection of suitable filters.
ALGORITHM OVERVIEW
Adaptive rendering algorithms that use feature buffers are extremely effective at removing noise, especially for scenes that contain very complex details. However, previous methods usually perform sophisticated error analyses such as SURE estimator to select an appropriate filter, which is unreliable at low sampling rates. In these cases, many fine details may be lost. In this paper, the CS is applied to reconstruct pixel values, which are then used to perform a robust error analysis.
Our framework is illustrated in Fig. 1 . An initial image x is first generated with a small number of samples. The initial image is divide into patches with a fixed resolution, and each patch constructs its sampling signal y = Φx. Given the sampling signal y and measurement matrix A, we calculate the coefficients θ in the compressed basis through OMP algorithm, and then take an inverse transform to reconstruct pixel vales x = Ψθ. Intuitively, the reconstructed values reduce the coherence between pixels, and thus they are less influenced by neighbors that have a different nature.
After computing the reconstruct pixel values x with OMP, each pixel is filtered over a discrete set of filters with varying parameters to produce the candidate filtered value F (Sec.5). The difference between x and the F is estimated as the pixel error. In general, the potential filter bank is rather large that it is intractable to find the optimal one. In this case, we carefully choose two filters with the smallest errors, and then compute a weighted average of them for output. In particularly, the reconstructed values are prefiltered, which allows for producing smooth details.
Finally, if more sample budget is available, a heuristic metric is proposed to allocate more samples in regions with larger errors.
FILTER SELECTION
To combine pixel colors with feature buffers, the Cross-bilateral weight is computed for each pixel, and the filtered value of pixel p is computed as:
Where N(p) = ∑ q∈w(p) W (p, q) is a normalization factor. W (p, q) is the contribution of q contributes to p. I(q) is the input pixel color for pixel q.
Feature Distance
In this paper, the surface normals, albedo colors and depths are used to form the feature buffers, and the feature weight between pixel p and q is computed as:
Where σ i denotes the standard deviation of the i feature and D( f ip − f iq ) is the feature distance between these two pixels. Since the distributed effects such as motion blur may lead to noisy features, using the sample means of feature directly can result in inaccurate results. Thus, a normalized distance is computed as:
Where f ip and var ip are the sample mean and variance of the i feature for pixel p, respectively. var ipq = min(var ip , var iq ) and τ is a user parameter that controls the sensitivity of feature differences. Intuitively, larger τ causes a more aggressive filtering. In particularly, varying values of τ are designed for different filters in the filter bank, which make a balance between sensitivity to noise and detail fidelity. The advantages of our normalized distance are twofolds: First, for a pixel with strong motion blur or depth of field effects, large variances tend to be generated. Thus D( f ip − f iq ) is relatively small and the filtering weight increases even when the features are far apart. Second, a variance cancellation term (var ip + var ipq ) is subtracted to remove the bias caused by noisy features. Finally, the filter weight is computed as:
Figure 2: Feature buffer and the scale selection map. Our approach make a nice trade-off between robustness to noise and fidelity to image detail.
Where σ s and σ r are the stand deviation parameters of the spatial and range kernels, respectively.
Filters Averaging
Previous methods typically choose a single filter from the pre-defined filter bank for output. However, as the potential size of the ground truth is very large, it is intractable to select the optimal one. Furthermore, choosing the appropriate parameters of filter bank for different scenes is challenging. In this paper, this problem is addressed by evaluating the errors of the filtered colors on a per-pixel basis, which allows us to obtain a better choice. Assuming the reconstructed value using CS solver at pixel p is interpreted as x p , the filtered error of the i filter is estimated as:
Where F i (p) denotes the filtered value of pixel p using the i filter in the filter bank. σ 2 p is the sample variance and ε is a small number to prevent division by zero. Eq. 8 focuses on two issues. First, the difference between the filtered value F i (p) and reconstructed value x p is estimated to measure the size of the optimal filter. Second, the variance term is considered to obtain a more smooth result. For pixels with complex geometry details, large scale filters produce a large difference term, and thus they lead to large errors. For simple pixels, however, the reconstructed values tend to be smoother. In these situations, large scale filters result in small errors. In practice, we use the Y channel of CIE1934(XYZ) color space to compute the filtered error.
After calculating the filtered error of each candidate filter, a weighted average of two filters is computed. For each pair of consecutive filters, the sum of their cumulative error Err i +Err i+1 is computed. The single pair that returns the smallest value is selected. Then, the weighted average is computed as: Where i = arg min i=1,2,...L−1 {Err i + Err i+1 } and L is the size of filter bank. Finally, F(p) is used to update pixel. Fig. 2 demonstrates our scale selection map, which is denoted by the i filter for each pixel. It is obviously that our approach make a nice trade-off between robustness to noise and fidelity to image detail, where small scale filters concentrate on complex regions and large ones tend to be used in simple regions.
Adaptive Sampling
To perform the adaptive sampling process, the estimated error is chosen as a feedback to direct the sampling function:
Where F(p) 2 is the squared luminance of the weighted average value, and n p is the number of samples that have already been distributed in pixel p. Thus, pixel p obtain kS p /(∑ j S j ) samples if there are k samples available. The sampling density map is shown in Fig. 3 . It shows that samples concentrate on regions with complex details and more noise. One key advantage of the new approach is the robustness of error analysis at low sampling rates. For previous error estimators such as SURE, excessive variance tends to be generated in the color buffer, and thus they are unreliable at low sampling rates. In such situations, edge details are hard to be preserved. Fig.  5 shows a scene with glossy materials. It is obviously that RDFC frequently shows ringing artifacts caused by its inaccurate error estimation. The second row of insets further highlights the contribution of our CS framework. As the image is sparse in the transform domain, the reconstructed values reduce the coherence between pixels greatly. Thus, the difference between the filtered value and reconstructed value returns a more reliable error estimation. Pay attention to the structure edges, RDFC over blurs the details while our method keeps the fidelity.
ANALYSES
For the proposed approach, the image is divided into patches with a fixed resolution of √ N × √ N pix- els, and there are two key parameters to be determined: sparsity K and sampling number M. For the current implementation, N is set to 64. The visualizations of these two parameters are shown in Fig. 6 , which uses the scene in Fig. 5 . As shown in the figure, large values for both parameters lead to smaller errors, however, the time also increases greatly. For our current implementation, K and M are set to 20 and 50 respectively, and the experimental results show that they outperforms in most cases.
RESULTS
The proposed approach was implemented on the top of PBRT-V2 (Pharr and Humphreys, 2010) . The CS framework was implemented in MATLAB2013 using the paralleling computing toolbox and then integrated into PBRT. All the images were rendered by an Intel Core 2.4 GHz CPU with 8 GB of memory. In addi- Figure 7 : Comparisons between our method and previous methods. MC typically produces considerable noise. GEM removes noise effectively, however, it tends to over blur images. RDFC presents visually pleasing results. Nonetheless, some fine details may be lost at low sampling rates.
tion, we wrote a GPU-based Cross-bilateral filter to accelerate the algorithm. For our method, the filter bank was constructed with spatial-varying parameters σ s = 0, 1, 2, 4, 8 and τ = 0.125, 0.5, 1, 2, 5. The parameters of features were set as for σ 1 = 0.2 albedo, σ 2 = 0.3 for depth and σ 3 = 0.4 for normal.
Scenes
We compared our method with three previous methods. The first one is the naive Monte Carlo method (MC) that is available from PBRT render (Pharr and Humphreys, 2010) . The second method is the greedy error minimization algorithm (GEM) proposed by Rousselle et al. (Rousselle et al., 2011) , and the gamma parameter was set to 0.2 as suggested in the original paper. The last method is a feature-based method (RDFC) (Rousselle et al., 2013) . The window size was set to 10 and all the other parameters were default values. For all of the tested scenes, both visual image quality and relative MSE (rMSE) were tested with the same sample number. We adopted the rMSE proposed by Rousselle et al. (Rousselle et al., 2011) : (img − re f ) 2 /(re f 2 + ε). re f is the pixel color in the reference image, and ε = 0.01 is a small number to prevent division by zero. In Fig. 7 , three scenes are compared and all the images were rendered at a resolution of 800 × 800 pixels. The first ROOM-IGI scene is a challenging scene rendered by instant global illumination algorithm, where most of the illumination is indirect. The image produced by MC contains considerable noise both on the wall and spout of the teapot. GEM removes noise greatly on the wall, however, it frequently presents splotches. RDFC returns clearer details, but it over blurs the edges on the floor. Besides, RDFC also introduces visible artifacts on the window. Compared with these methods, our method generates a relatively noise-free image while faithfully preserving details.
The SANMIGUEL is a path-traced scene with very complex geometries. Again, MC presents severe noise, and GEM over blurs the textures because of the symmetric kernels. Compared with MC and GEM, RDFC preserves the structure details and removes the noise. However, as the SURE-error estimation is inaccurate at low sampling rates, some fine details are lost. Meanwhile, the features are not weighted appropriately by RDFC and thus it fails to keep the fine details, while our method yields a smoother result and preserves foliage details very well.
The DRAGONFOG scene includes many participating media, and is rendered using PBRTs photon mapper. GEM removes most noise on the smooth regions, but it generates ambiguous details on the mouth. Although RDFC and our method present the visually equal results, we found that RDFC tends to produce darker details for this scene and thus results in a larger rMSE. Meanwhile, our result is closer to the ground truth. Fig. 8 presents the log-log convergence plots for the dragonfog scene. We demonstrate the results for naive Monte Carlo method (MC in blue), GEM method (Rousselle et al., 2011 ) (GEM in red), RDFC method (RDFC in green), our work using uniform sampling (OUR in black), and our work with adaptive sampling (OURAD in dotted black). RDFC outperforms GEM at low sampling rates. However, it performs worse at high sampling rates since it tends to produce darker details. Although higher sampling number and sparsity could reduce the errors, experimental results demonstrate that our current settings are able to handle most cases. This figure demonstrates that our CS-based weighted averaging of candidate filters consistently returns pleasing results. Moreover, our adaptive sampling process further reduces the rMSE.
Limitations
There are some limitations for the proposed algorithm. First, the initial image is divided into patches that each one corresponds to a fixed resolution. It limits the quality of rendering results, where patches with varying sizes are more suitable. Second, similar to previous methods, filters based on features are prone to blurring structure details that are not well represented by these features. Novel features such as caustics, visibility and feature gradient help to further remove noise. Feature gradient, for instance, prevents restrictive filter weights and preserves edge details. For our current implementation, we only use surface normal, albedo color and depth since they outperform in most cases. Finally, little theoretically sound contributions are presented for the compressed sensing. Improvements on the sampling basis and compressed basis can further improve the rendering quality.
CONCLUSIONS AND FUTURE WORKS
A novel rendering algorithm has been presented to address the noise artifacts of Monte Carlo rendering. A robust error estimation procedure is proposed by exploring the sparsity with compressed sensing theorem. Pixel values are reconstructed in a transform domain, which returns a sparse nature and facilitates the estimation of filter errors. We use a normalized distance to measure the difference between features and then return more reasonable filter weights. To obtain the optimal filter scale, two candidate filters are selected to determine a weighted average value on a perpixel basis. Meanwhile, an iterative sampling process is also adopted to distribute more samples in regions with higher estimated errors. Through combining CS results with feature information, our method provides significant improvements both in visual and numerical quality. This paper raises several interesting issues for our future work. First, the sparsity of the image goes up as the number of considered dimensions increases. This allows us to explore the improvements of specific distributed effects such as depth of field and motion blur. For example, by integrating samples along the dimension of time, motion blur is improved with pixel values reconstructed in the transform domain. Second, a better transform basis that is more suitable for Monte Carlo renderings should be directed through combining with recent advances in Compressed Sensing. In addition, we intend to apply this work to related areas such as wave rendering.
