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Abstract
A loop space formulation of Yang-Mills theory high-lighting the sig-
nificance of monopoles for the existence of gauge potentials is used to
derive a generalization of electric-magnetic duality to the nonabelian
theory. The result implies that the gauge symmetry is doubled from
SU(N) to SU(N)× S˜U(N), while the physical degrees of freedom re-
main the same, so that the theory can be described in terms of either
the usual Yang-Mills potential Aµ(x) or its dual A˜µ(x). Nonabelian
‘electric’ charges appear as sources of Aµ but as monopoles of A˜µ,
while their ‘magnetic’ counterparts appear as monopoles of Aµ but
sources of A˜µ. Although these results have been derived only for clas-
sical fields, it is shown for the quantum theory that the Dirac phase
factors (or Wilson loops) constructed out of Aµ and A˜µ satisfy the
’t Hooft commutation relations, so that his results on confinement ap-
ply. Hence one concludes, in particular, that since colour SU(3) is
confined then dual colour S˜U(3) is broken. Such predictions can lead
to many very interesting physical consequences which are explored in
a companion paper.
The question whether the electric-magnetic duality of electromagnetism
is generalizable to nonabelian Yang-Mills theories is of course a classic theo-
retical problem of fundamental interest in its own right. Recently, however,
this long-standing question has been given a new urgency by the realiza-
tion that its application to the Standard Model in particle physics can lead
to an understanding for the existence both of the Higgs fields required for
symmetry breaking and of the three generations of fermions experimentally
observed, besides offering at the same time an explanation for the values of
some of the Standard Model’s many empirical parameters.
In this paper we briefly review the steps leading to a solution to this prob-
lem suggested a couple of years ago. We think such a review is worthwhile
since the material which has been collected over many years is scattered
widely in the literature. The problem of duality in gauge theories is seen
to be intimately related to the existence or otherwise of monopoles, which
in turn are best described in loop space. Our present review will therefore
take us over these few subjects in turn. We shall not cover, however, any
of the phenomenological applications of nonabelian duality so as to avoid
confusing theoretical with practical issues. Interested readers are referred to
a companion paper [1] for a review of the phenomenological applications.
1 Loop Space
Most of us have learned by experience to work with gauge theory using the
gauge potentials Aµ(x) as variables. But suppose we were to approach gauge
theory now for the first time, we would probably ask ourselves the question
whether Aµ(x) are the right variables to use to describe gauge theory. Af-
ter all, Aµ(x) are gauge-dependent and therefore physically unobservable.
Would it not be wiser instead to describe a physical theory with measurable
quantities?
Indeed, in classical electrodynamics, the variables used by Faraday and
Maxwell were not the gauge potentials Aµ(x) but the gauge invariant, mea-
surable field strengths Fµν(x). It was only when we started to deal with
quantum mechanics that we were forced to turn to Aµ(x) as variables. That
this is so is demonstrated by the famous Bohm-Aharonov experiment [2], as
illustrated in Figure 1. Although the field strength Fµν(x) vanishes through-
out the region traversed by the charged particle, there are observable effects
of the magnetic field H in the form of diffraction patterns on the screen,
showing that Fµν(x) itself is inadequate to describe completely the physical
conditions.
The Bohm-Aharonov experiment shows that to describe the quantum
mechanics of a charged particle interacting with an electromagnetic field,
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Figure 1: Schematic Representation of the Bohm-Aharonov Experiment.
the field strengths Fµν(x) are inadequate and the gauge potentials Aµ(x)
are sufficient. But the potentials Aµ(x) actually give us more information
than we need. To describe the diffraction pattern on the screen, it is already
sufficient to know the loop integrals:
αC = e
∮
C
Aµ(x) dx
µ, (1.1)
over closed paths C, not necessarily the Aµ(x)’s themselves. Indeed, even
αC are more than necessary, for if all αC change by integral multiples of 2π,
the diffraction pattern will not be affected. Thus, what we need are only the
phase factors:
ΦC = exp ie
∮
C
Aµ(x) dx
µ. (1.2)
Hence, we conclude, in the words of Wu and Yang, “The field strength Fµν
underdescribes electromagnetism, . . .the phase (αC) overdescribes electro-
magnetism. . .. What provides a complete description that is neither too
much nor too little is the phase factor (ΦC).”[3] By ‘underdescription’ here,
we mean that different physical conditions may correspond to the same val-
ues of the variables, while by ‘overdescription’, that different values of the
variables may correspond to the same physical condition. Hence to have a
unique labelling for the physical conditions in terms of Aµ(x), one will need
to factor out the classes of Aµ(x) which are physically equivalent. In con-
trast, what is nice about the phase factors Φ(C) is that the same physical
condition corresponds to the same values of Φ(C), and different conditions to
different values, although any given set of values of Φ(C) need not necessarily
correspond to a physical condition.
The situation in nonabelian Yang-Mills theories is similar, except that
here, even in the classical theory, the field strengths Fµν(x) no longer offer
a sufficient description [4]. For the quantum theory, the gauge potentials
Aµ(x) are again adequate but overdescribe the theory, and what provides
a complete description for the theory yet not an over-description are the
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path-ordered phase factors (Wilson loops):
ΦC = P exp ig
∮
C
Aµ(x) dx
µ. (1.3)
Why then do we not use ΦC as variables to describe gauge theory? The
reason is that ΦC is labelled by the loops C in space-time which are infinitely
more numerous than the points x in space-time. Since the gauge potentials
Aµ(x) labelled by x are already sufficient to describe gauge theory, a descrip-
tion in terms of ΦC must therefore be highly redundant. By ‘redundant’
here, we mean that not all points in the space spanned by the variables Φ(C)
correspond to actual physical conditions, but only a subset of it which we
may think of as a constraint surface in that space. The ‘redundancy’ being
infinite, the constraint required is bound to be complicated, which makes
the description in terms of loop variables extremely clumsy. Hence, in usual
circumstances, one would much rather deal with the vagaries of the gauge-
dependent Aµ than with the redundancy of ΦC . But there are situations
some of which we shall discuss, where a description in terms of ΦC is prefer-
able, indeed may even be necessary. In that case we shall need to face the
complications and develop the formalism for dealing with gauge theory in
terms of loop quantities.
To effect a loop space formulation of gauge theory, our first task would
be to label the loops in space-time, or in other words to introduce some sort
of co-ordinates in loop space. (It will be seen that it is sufficient to consider
only those loops passing through some fixed reference point P0 = ξ
µ
0 .) An
obvious possibility is to label a loop by the space-time co-ordinates of the
points on it, thus:
C : {ξµ(s): s = 0→ 2π, ξ(0) = ξ(2π) = ξ0}, (1.4)
so that ΦC in (1.2) or (1.3) can be rewritten as:
Φ[ξ] = Ps exp ig
∫ 2pi
0
dsAµ(ξ(s))ξ˙
µ(s), (1.5)
where a dot denotes differentiation with respect to the parameter s. This
labelling, however, is again redundant in that if one replaces s by another
parametrization s′ = f(s), it would leave the phase factor ΦC invariant. To
effect a unique labelling of C, these reparametrizations should in principle
be factored out. Nevertheless, this quotient space is so complicated that
most people would rather live with the redundancy of the space of the loops
parametrized by the functions ξ. This is the attitude that we shall adopt. In
parametrized loop space, loop quantities such as Φ[ξ] are just functionals of
the continuous (piece-wise smooth) functions ξ of s, which are relatively easy
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to handle, although care has always to be taken in removing the additional
redundancy introduced by the parametrization.
Thus, for example, a derivative can be introduced in (parametrized) loop
space just as the functional derivative with respect to ξ(s). To be specific,
we shall define the derivative as:
δµ(s)Ψ[ξ] = lim
∆→0
1
∆
{Ψ[ξ′]−Ψ[ξ]}, (1.6)
with:
ξ′α(s′) = ξα(s′) + ∆δαµ δ(s− s
′), (1.7)
meaning that the loop is ‘plucked’ by a delta function in the direction µ at
the point on the loop corresponding to the value s of the parameter. This def-
inition has to be interpreted with some care, especially when approximating
the continuum by a discretized space as in lattice theories, where a care-
less handling may easily lead, for example, to asymmetric second derivatives
[5, 6, 7].
Our next task in a loop space formulation is to select the variables for
describing the gauge field. In doing so, we have to bear in mind a major
problem already mentioned before in connection with the high degree of
redundancy in loop variables. For example, suppose we choose the phase
factors Φ[ξ]. If we allow all of these Φ’s to take any value in the gauge group
G, then clearly not all of them will be expressible in terms of a local gauge
potential Aµ(x) via (1.5), there not being enough freedom in Aµ(x) to satisfy
all the conditions thereby imposed. In other words, there are certain sets
of values of the variables Φ[ξ] in G which are unphysical. Thus, in order to
ensure that in changing to a loop description we are still dealing with the
same theory though in a different language, we have to impose contraints on
the values that these loop variables can take so as to guarantee that one can
recover a local gauge potential Aµ(x) from them. The ability to write down
the appropriate constraints for doing so is thus one of the first consideration
in any loop formulation of gauge theory.
For this reason, instead of the seemingly more natural choice of Φ[ξ] as
variables, we choose rather to work with the quantities Fµ[ξ|s] first introduced
by Polyakov [8] as the logarithmic loop derivatives of the phase factors Φ[ξ]
in (1.5), namely
Fµ[ξ|s] =
i
g
Φ−1[ξ] δµ(s)Φ[ξ], (1.8)
Its meaning in space-time is illustrated in Figure 2, where it can be seen that
Fµ[ξ|s] depends only on that part of the loop before the point labelled by s
(hence the special notation [ξ|s] for its argument).
The virtue of the quantity Fµ[ξ|s] lies in the fact that in loop space it
plays the role of a sort of ‘connection’ similar to that played by the gauge
4
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Figure 2: Illustration for the quantity Fµ[ξ|s]
potential Aµ(x) in space-time. By (1.8) it tells us how the phase of Φ[ξ]
changes as one moves from one loop to a neighbouring loop, i.e. from point
to neighbouring point in loop space. Of course, when the phase factor Φ[ξ]
exists as a single-valued function in loop space, then Fµ[ξ|s] as given in (1.8)
is trivial as a ‘connection’, corresponding just to what is known in gauge
theory language as ‘pure gauge’. But for Fµ[ξ|s] as variables taking arbitrary
values the corresponding connection is not in general trivial. Because of
this geometrical significance, the redundancy-removing contraints take on a
particularly elegant and physically lucid form, which is intimately related to
the concept of monopoles as topological obstructions in gauge theories. The
explicit formulation of these constraints has thus to be postponed to Section
3 after the concept of monopoles has been introduced. For the moment, we
must first prepare some necessary tools.
Given the concept of Fµ[ξ|s] as a ‘connection’ in loop space, one can
proceed as usual to define a loop space curvature as:
Gµν [ξ|s] = δν(s)Fµ[ξ|s]− δµ(s)Fν [ξ|s] + ig[Fµ[ξ|s], Fν[ξ|s]]. (1.9)
This is the exact parallel of the familiar formula for the field strength Fµν(x)
in terms of the gauge potential Aµ(x), and has the same geometric signifi-
cance of a parallel phase transport around an infinitesmal circuit, but now
in loop space. Its meaning in space-time, however, is as illustrated in Figure
3 where the loop ‘skips’ over a small 3-volume in space. For the pure gauge
connection in (1.8), the curvature Gµν [ξ|s] is of course zero. But in general
the curvature need not vanish, in which case, as will be shown in the next
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section, it means physically that there is a monopole charge enclosed inside
the small 3-volume ‘skipped’ over by the loop in Figure 3.
Further, just as one has constructed from the potential Aµ(x) the phase
factor Φ[ξ] which, as the ‘holonomy’, is an extension of the concept of curva-
ture to a finite-sized loop, so a holonomy in loop space can also be constructed
from the ‘connection’ Fµ[ξ|s] as [9]:
ΘΣ = Pt exp ig
∫ 2pi
0
dt
∫ 2pi
0
ds Fµ[ξt|s]
∂ξµt (s)
∂t
, (1.10)
where Σ denotes the parametrized surface:
Σ : {ξµt (s): s = 0→ 2π, t = 0→ 2π}, (1.11)
with:
ξµt (0) = ξ
µ
t (2π) = ξ
µ
0 , t = 0→ 2π, (1.12)
ξµ0 (s) = ξ
µ
2pi(s) = ξ
µ
0 , s = 0→ 2π. (1.13)
The closed surface Σ swept out by the one-parameter family of loops ξt is
illustrated in Figure 4, which may be considered also as a loop in loop space.
Again, for the ‘pure gauge’ connection (1.8), ΘΣ is trivial and equals the
group identity. However, it will not be so when the volume enclosed by Σ
contains monopole charges, as we shall see later.
To round off this section, we mention some facts which we shall find useful
later. From Figure 2, it can be seen that in terms of ordinary field variables,
Fµ[ξ|s] is also expressible as [8, 10]:
Fµ[ξ|s] = Φ
−1
ξ (s, 0)Fµν(ξ(s))Φξ(s, 0)ξ˙
ν(s), (1.14)
where Φξ(s2, s1) is the parallel phase transport:
Φξ(s2, s1) = Ps exp ig
∫ s2
s1
dsAµ(ξ(s))ξ˙
µ(s) (1.15)
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P0
Figure 4: Surface swept out by the one-parameter family of loops ξt.
from s1 to s2 along the loop ξ. This formula (1.14) allows us to translate
from loop space language back to local field language. For example, by
substitution of (1.14) into the expression:
A0F = −
1
4πN¯
∫
δξ
∫ 2pi
0
dsTr{Fµ[ξ|s]F
µ[ξ|s]}|ξ˙(s)|−2, (1.16)
and performing the functional integral, one obtains the standard pure Yang-
Mills action:
−
1
16π
∫
d4xTr{Fµν(x)F
µν(x)} (1.17)
in terms of local field variables, if we define the normalization factor N¯ as:
N¯ =
∫ 2pi
0
ds
∫ ∏
s′ 6=s
d4ξ(s′). (1.18)
The expression (1.16) will serve as the loop space field action in terms of
Fµ[ξ|s] as variables.
2 Monopoles
Monopoles occur as topological obstructions in gauge theories with compact
multiply-connected gauge groups. They may be defined as follows [11, 3, 12].
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Take a 1-parameter family of closed loops {Ct}, as that parametrized by ξt
in (1.11) above, sweeping out a 2-dimensional surface Σ. For each t we can
then associate a phase factor Φ(Ct) which is an element of the gauge group
G. As t varies from 0 to 2π, Φ(Ct) traces out a closed curve, say ΓΣ, in
G. If G is multiply-connected, then ΓΣ will belong to one or other of the
homotopy classes π0(G) of closed curves in G, where members of different
classes cannot be continuously deformed into one another. The homotopy
class to which ΓΣ belongs is defined as the monopole charge enclosed inside
the surface Σ.
At first sight, this might seem a rather abstruse definition for a monopole
for which, after all, the primary example is just the magnetic charge of elec-
tromagnetism, which can be represented simply by a novanishing divergence
of the magnetic field, or in relativistic notation by a nonvanishing ∂µ
∗F µν(x).
On closer examination, however, it is easily seen first, that the above defi-
nition reduces in the abelian theory back to the usual interpretation of the
monopole as a source of the field ∗F , and secondly, that for a nonabelian the-
ory this latter interpretation no longer works and cannot be used to define
the monopole [7]. Indeed, the above definition, or its equivalent, is the only
known valid extension of Dirac’s magnetic monopole to nonabelian Yang-
Mills theory.
This definition exhibits the essentially topological nature of the monopole
charge which is by definition discrete, and since invariant under continuous
deformations, also conserved. The values that this charge can take depend on
the topological property of the gauge group. Thus, for (compact) electrody-
namics, the gauge group is U(1) which has the topology of a circle, on which
the homotopy classes of closed curves are labelled by their winding numbers.
As a result, the magnetic charge is quantized, meaning that it takes integral
values in Z, as first noted by Dirac [13].
For simply-connected gauge groups such as SU(N), there can be no
monopoles, there being only one homotopy class of closed curves which con-
tains the vacuum. However, this does not mean that there can be no non-
abelian monopoles in gauge theories with su(N) symmetries. By an su(N)
theory, one usually means a theory invariant under the gauge Lie algebra
su(N). This by itself does not specify the gauge group, since different Lie
groups can correspond to the same Lie algebra. But it is the the global
structure of the gauge group which determines whether a theory can have
monopoles. Thus, for the pure su(N) Yang-Mills theory containing only
gauge bosons in the adjoint representation and nothing else, the gauge group
is SU(N)/ZN and not SU(N), since two elements in SU(N) differing by only
a factor exp 2iπ/N have the same effect on the gauge boson field and should
thus be considered as identical elements of the gauge group. That being the
case, and SU(N)/ZN being N -tuply connected, the pure su(N) Yang-Mills
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theory can have monopoles with charges labelled by elements of ZN . In par-
ticular, pure su(2) Yang-Mills theory has gauge group SU(2)/Z2 = SO(3)
and monopole charges labelled by a sign ±, with + corresponding to the
vacuum and the charge − being its own conjugate. Similarly, pure su(3)
Yang-Mills theory has gauge group SU(3)/Z3 and monopole charges labelled
by the cube roots of unity 1, ω, ω2, with ω = exp 2πi/3.
To determine the gauge group and hence whether a theory has monopoles,
we need to examine the gauge transformation properties of all fields present
in the theory [14, 15]. Take for example the electroweak theory as we know
it today which has either:
(i) SU(2) doublets with half-integral hypercharges, e.g. (ν, e)L with Y =
1/2; or else:
(ii) SU(2) singlets or triplets with integral hypercharges, e.g. eR with Y =
1, Aµ with Y = 0.
Hence, if we put:
f˜ = exp 2πiT3 ∈ SU(2)f , (2.1)
and:
y˜ = exp 2πiY ∈ U(1)Y , (2.2)
the couple (f f˜ , yy˜) in SU(2)f×U(1)Y has exactly the same physical effect as
(f, y) and therefore has to be identified with the latter. As a result, the gauge
group is not SU(2)×U(1) but [SU(2)×U(1)]/Z2 = U(2). Now, in contrast
to SU(2), the group U(2) can have monpoles [15]. Indeed, as seen in Figure
5, AB is a closed curve in U(2) which cannot be continuously deformed to
zero. It winds half-way round each of the SU(2)f and U(1)Y subgroups.
Hence a U(2)-monopole of unit charge can be thought of as carrying an
SO(3) monopole charge η = −, as well as a U(1)Y monopole charge of half
the Dirac value. In general, the monopoles of the electroweak theory are
labelled by an integer n, where a charge n monopole can be thought of as
carrying simultaneously:
η = (−1)n SO(3) monopole charge,
y˜ = πn/g1 U(1)Y monopole charge. (2.3)
A similar analysis carried out for the full Standard Model given the
presently known spectrum of charges reveals that the gauge group is [SU(3)×
SU(2)×U(1)]/Z6, and that its monopoles, also labelled by an integer n, can
be thought of as carrying simultaneously the following charges [15]:
ζ = exp 2πin/3 SU(3)/Z3 monopole charge,
η = (−1)n SO(3) monopole charge,
y˜ = 2πn/(3g1) U(1)Y monopole charge. (2.4)
9
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Figure 5: Monopoles in the electroweak theory
This fact will be of use in the physical applications of nonabelian duality [1].
The lists given in (2.3) and (2.4) of available monopole charges in respec-
tively the electroweak theory and the Standard Model are the equivalents
of the statement in electromagnetism that the magnetic charge is quantized.
The well-known Dirac quantization condition for the abelian theory, however,
contains more information, for it says not only that the magnetic charge e˜ is
quantized but that it is quantized in units of 1/2e, which can be thought of
as a relation
2ee˜ = 1 (2.5)
between the minimal coupling strengths. A parallel for this exists also for
su(N) theories which for our present normalization convention reads as [25]:
gg˜ = 1, (2.6)
and can be similarly derived.1
The definition given above for the monopole charge is unfortunately a
little abstract. In order to be useful, the monopole charge has to be expressed
explicitly in terms of whatever field variables one may choose to adopt. In
terms of the standard variables Aµ(x), monopole charges are always a little
hard to handle. This can be seen already in the abelian theory. If Aµ(x)
exists and is single-valued, then it follows that:
∂µFνρ + ∂νFρµ + ∂ρFµν = 0, (2.7)
or that for:
∗Fµν = −
1
2
ǫµνρσF
ρσ, (2.8)
1The couplings here which follow the original Dirac convention are the so-called unra-
tionalized couplings. For the rationalized couplings now more in common use, the condi-
tions should read respectively ee˜ = 2pi and gg˜ = 4pi.
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we have:
∂µ
∗F µν = 0. (2.9)
However, in the presence of a monopole, ∂µ
∗F µν cannot vanish. Hence, Aµ(x)
must be singular somewhere. This is the reason for the Dirac string [13].
The way out, of course, is to consider Aµ(x) as a patched quantity [3].
One covers, for example, the sphere by two patches (N and S):
(N) : 0 ≤ θ < π, 0 ≤ φ < 2π,
(S) : 0 < θ ≤ π, 0 ≤ φ < 2π, (2.10)
and define A(N)µ and A
(S)
µ separately in N and S, with the two potentials re-
lated to each other in the overlap region by a gauge transformation parametrized
by the (patching) function:
S = exp ieα, (2.11)
where for S to be well-defined the phase α has to change by an integral
multiple of 2π for φ = 0→ 2π, giving thus the Dirac quantization condition
(2.5). Similarly for nonabelian Yang-Mills theory, one can introduce patched
potentials to accommodate monopoles, the procedure being then a little more
complicated. In either case, however, the patching depends on the locations
of the monopoles, and the number of patches required increases exponentially
with the number of monopoles introduced. It thus appears that a description
of monopoles in terms of Aµ(x) is going to be very complicated, so much so
that even the intrinsic difficulty of loop space formulations may now be worth
facing by comparison.
The definition above of the monopole charge being given in terms of
loop quantities in the first place, it is not surprising that it has a simpler
representation in the loop space formulation, especially for the nonabelian
theory [9, 7]. For illustration, it is sufficient to exhibit this explicitly only
for the simplest example with gauge group SO(3). Recall that Fµ[ξ|s] is by
definition the logarithmic derivative of Φ[ξ]. Hence, we may write:
exp igdt
∫ 2pi
0
ds Fµ[ξt|s](∂ξ
µ
t (s)/∂t) ∼ Φ
−1[ξt+dt]Φ[ξt]. (2.12)
The loop space holonomy ΘΣ is the product ordered in t of such factors and
is thus the total change in Φ[ξt] as t = 0→ 2π. Now both Φ and Θ may be
interpreted as an element of either the gauge group SO(3) or its double cover
SU(2). However, if we wish to exhibit the monopole charge as an element
of Z2 considered as a subgroup of SU(2), then we should work in the latter.
Remembering that the corresponding curve ΓΣ is a closed curve in SO(3),
we see that ΘΣ must wind around SU(2) an odd number of ‘half-times’ if
11
ΓΣt = 0
t = te t = te
Figure 6: A curve representing an SO(3) monopole
Σ contains a monopole charge −, but an even number of ‘half-times’ if Σ
contains no monopole. Hence we conclude:
ΘΣ = ζΣI, (2.13)
where ζΣ is the monopole charge enclosed inside Σ. This formula (2.13)
actually holds for any theory with gauge group SU(N)/ZN .
It is instructive to examine how this result arises in detail in terms of the
(patched) gauge potential (Figure 6). Without loss of generality, we shall
choose the reference point P0 = ξ
µ
0 to be in the overlap region, say on the
equator which corresponds to the loop ξte. Starting at t = 0, where Φ
(N)[ξ0] is
the identity, the phase factor Φ(N)[ξt] traces out a continuous curve in SU(2)
(which has the topology of a 3-sphere) until it reaches t = te. At t = te
one makes a patching transformation and goes over to Φ(S)[ξt]. From t = te
onwards, the phase factor Φ(S)[ξt] again traces out a continuous curve until
t reaches 2π, where it becomes again the identity and joins up with Φ(N)[ξ0].
In order that the curve ΓΣ so traced out winds only half-way round SU(2)
while being a closed curved in SO(3), as it should if Σ contains a monopole,
we must have
Φ(N)[ξte ] = −Φ
(S)[ξte ], (2.14)
which means for the holonomy
ΘΣ = (Φ
(S)[ξte ])
−1Φ(N)[ξte ] = −I (2.15)
as required in (2.13).
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The formula (2.13) for the monopole charge in terms of the loop space
holonomy Θ, though already explicit, is not as convenient for our discussion
as the differential formula in terms of the loop space curvature Gµν . As
noted already in Section 1, curvature is just an infinitesimal version of the
holonomy. Hence, in the absence of monopoles G vanishes, but if the loop
ξ passes through a monopole at the point labelled by s, then Gµν [ξ|s] must
take on a value equal to the logarithm of the monopole charge ζ at that
point. Hence, we can write, for a classical monopole moving along the world
line Y µ(τ) [16]:
Gµν [ξ|s] = −4πg˜
∫
dτκ[ξ|s]ǫµνρσ ξ˙
ρ(s)
dY σ(τ)
dτ
δ4(ξ(s)− Y (τ)), (2.16)
where κ[ξ|s] satisfies:
exp iπκ = ζ. (2.17)
This formula has to be interpreted with some care since given ζ the solution
for κ in (2.17) in the Lie algebra is not unique. But in any case, for ζ 6= 1,
κ 6= 0 which means that monopoles can be regarded as sources of curvature
in loop space, as already anticipated. For the abelian theory, the equation
(2.16) reduces to the familiar formula for a classical point magnetic charge:
∂ν
∗F µν(x) = −4πe˜
∫
dτ
dY µ(τ)
dτ
δ(x− Y (τ)). (2.18)
3 Wu-Yang Criterion and Poincare´ Lemma
An attractive feature of monopoles considered as topological obstructions in
gauge fields is that their topology defines their own dynamics. This was first
pointed out in a beautiful paper by Wu and Yang in 1976 [17]. That this is
so is intuitively clear. The assertion that there is a monopole at a certain
point x in space-time, as discussed in the last section, means that the gauge
field surrounding x has to have a certain topological structure, and if the
monopole is displaced to another point, then the gauge field will have to
rearrange itself so as to maintain the same topological structure around the
new point. There is thus naturally a coupling between the gauge field and
the position of the monopole, or in physical language a topologically induced
interaction between the field and the monopole.
To deduce the explicit form of this interaction, one can proceed as follows.
One writes down first the free action of the gauge field together with that
of a particle. For example, for electromagnetism and a classical particle of
mass m, one has:
A0 = A0F +A
0
M , (3.1)
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where A0F is the usual Maxwell action, and
A0M = −
∫
dτ, (3.2)
the integral being taken along the world-line of the particle with τ being the
proper time along the world-line. Extremizing this action with respect to
the dynamical variables of the problem, namely Aµ(x) for the field and co-
ordinates Y µ(τ) for the particle, one obtains the free equations of the field and
of the particle. Suppose now, however, one stipulates that the particle carries
a (magnetic) monopole charge and imposes on to the system the appropriate
topological condition that this should be so. This condition couples the field
and the particle, as already explained, so that if one extremizes again the
action (3.2) under the imposed constraint, the equations of motion will no
longer be free but coupled equations involving an ‘interaction’ between the
particle and the field.
What are the coupled equations so obtained? Knowing as one does that
classical electromagnetism is dual symmetric, one is not surprised that they
turn out to be just the dual to the Maxwell and Lorentz equations for the
motion of an electric charge in an electromagnetic field. Indeed, this was
the way that Wu and Yang deduced the equations in their original paper
[17]. However, a direct attack on the problem so posed is not as easy as it
might seem at first sight. The reason is that Aµ(x), which is the dynamical
variable for the field, is a patched quantity in the presence of a monopole,
as explained in the last section, where the patching depends on the other
dynamical variable Y µ(τ) for the particle. Extremizing A0 with respect to
Aµ(x) is thus not a simple matter, although (according to Wu in private
communication) possible.
There is, however, a very simple and elegant method for solving this
problem [16, 7]. The trick is to adopt as field variables not the gauge potential
Aµ(x) but the field strength Fµν(x). Being gauge invariant, Fµν(x) is not
patch-dependent even in the presence of a monopole. Further, the topological
condition defining a (magnetic) monopole charge at Y µ(τ) can be expressed
simply in terms of Fµν(x) as (2.18). Incorporating (2.18) as a constraint on
the action (3.1) by means of a Lagrange multplier λµ(x) and extremizing
with respect to Fµν(x) and Y
µ(τ), one obtains then easily the equations:
F µν(x) = 4π[
1
2
ǫµνρσ(∂σλρ(x)− ∂ρλσ(x))], (3.3)
and
m
d2Y µ(τ)
dτ 2
= −4πe˜[∂νλµ(Y (τ))− ∂µλν(Y (τ))]
dY ν(τ)
dτ
. (3.4)
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The equation (3.3) says that the dual Maxwell field ∗Fµν(x) is also a gauge
field:
∗Fµν(x) = ∂νA˜µ(x)− ∂µA˜ν(x), (3.5)
with the (dual) potential:
A˜µ(x) = 4πλµ(x). (3.6)
Then using this, one can rewrite the other equation (3.4) as:
m
d2Y µ(τ)
dτ 2
= −e˜ ∗F µν(Y (τ))
dYν(τ)
dτ
. (3.7)
As expected, these equations, together with the constraint (2.18), are exactly
the dual of the equations of motion for an electric charge in an electromag-
netic field.
There is an important detail in the above derivation which at first sight
looks like a flaw but which when understood has far reaching consequences
for the development which follows. The variables Fµν(x) adopted to solve
the variational problem are more numerous than the original variables Aµ(x)
(there being 6 components to Fµν compared with 4 to Aµ) and must therefore
be regarded as ‘redundant’ in the sense the term was used in Section 1 while
discussing loop variables. In other words, given a set of values for Fµν(x),
there is no guarantee that they can be derived from a potential Aµ(x) unless
their values are appropriately constrained. Now, the beauty of the above
derivation is that the dynamical constraint (2.18) imposed, representing the
topological definition of the monopole charge, already ensures the existence
of the potential, thereby removing automatically the redundancy in the new
variables. Indeed, one notices from (2.18) that except on the world-line Y (τ)
of the monopole, one has:
∂ν
∗F µν(x) = 0, (3.8)
which is exactly the condition which implies that Fµν(x) is derivable from a
potential. This well-known mathematical fact, to which we shall have ample
occasions to recall, we shall refer to as the Poincare´ Lemma, although it is
only a very special case of that important theorem in differential geometry.
The only place where the condition (2.18) does not guarantee the existence
of the potential is on the monopole world-line, but that is no problem since
at the monopole position Aµ(x) should not exist in any case.
The same derivation can be applied also to a quantum particle carrying
a monopole charge. For example, for a Dirac particle, we replace the action
(3.2) above by [18]:
A0M =
∫
d4x
¯˜
ψ(x) (i∂µγ
µ −m) ψ˜(x), (3.9)
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and the current on the right-hand side of (2.18) by its quantum equivalent:
∂ν
∗F µν(x) = −4πe˜ ¯˜ψ(x)γµψ˜(x). (3.10)
Extremizing then the action A0 with respect to Fµν(x) and ψ˜(x) under the
constraint (3.10) yields the equation (3.3) together with the equation [18]:
(i∂µγ
µ −m)ψ˜(x) = −e˜A˜µ(x)γ
µψ˜(x). (3.11)
Again, the equations obtained are exactly the dual for that of an electric
charge as expected.
Our next objective is now to generalize to nonabelian gauge theory to
derive the equations of motion for monopoles. This is not possible using
again as variables the field strength Fµν(x) since, in contrast to the abelian
theory, these are not gauge-invariant and has therefore also to be patched
in the presence of a monopole. This difference with the abelian theory is
of course very deep, and no simple modifications are likely to overcome this
difficulty. For this reason, we turn to the loop formulation treated in Sec-
tion 1 where the variables are constructed to be gauge invariant.2 We write
then the free field action A0F in terms of the loop variables Fµ[ξ|s] in the
form given in (1.16), and, by the Wu-Yang criterion, impose as a dynamical
constraint the condition that the particle in A0M should carry a monopole
charge. Now, according to (2.16), this condition can be written in terms of
the loop curvature Gµν [ξ|s] as:
Gµν [ξ|s] = −4πJµν [ξ|s], (3.12)
where Jµν [ξ|s] represents the monopole current. For a classical particle, this
takes the form [16]:
Jµν [ξ|s] = g˜
∫
dτκ[ξ|s]ǫµνρσ ξ˙
ρ(s)
dY σ(τ)
dτ
δ4(ξ(s)− Y (τ)), (3.13)
and for a Dirac particle, it takes the form [18]:
Jµν [ξ|s] = g˜ǫµνρσ[
¯˜
ψ(ξ(s))Ωξ(s, 0)γ
ρτiΩ
−1
ξ (s, 0)ψ˜(ξ(s))]τ
iξ˙σ(s). (3.14)
We shall return later to explain the meaning of the operator appearing in
(3.14):
Ωξ(s, 0) = ω(ξ(s))Φξ(s, 0). (3.15)
2Actually, as defined, the variables Φ[ξ] and Fµ[ξ|s] depend on the gauge transformation
at the reference point P0 = ξ
µ
0 , but such a transformation is harmless as far as patching
is concerned.
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which will be assigned a rather significant role in the applications of non-
abelian duality to phenomenology. For the moment, it suffices only to note
that it represents a frame rotation in internal symmetry space.
As it stands, the variational problem posed is straightforward though
somewhat complicated. Thus, incorporating the constraint (3.10) into the
action by means of the Lagrange multipliers Lµν [ξ|s]:
A′ = A0
∫
δξdsTr{Lµν [ξ|s]{Gµν[ξ|s] + 4πJµν [ξ|s]}}, (3.16)
and extremizing with respect to the variables Fµν [ξ|s] and Y
µ(τ) or ψ˜(x),
one obtains the equations of motion for the nonabelian monopole. We give
here only the equations for the more interesting Dirac particle [18], namely:
δµ(s)F
µ[ξ|s] = 0, (3.17)
which, according to Polyakov [8], is the loop equivalent of the Yang-Mills
field equation, and:
(i∂µγ
µ −m)ψ˜(x) = −g˜A˜µ(x)γ
µψ˜(x), (3.18)
where the quantity A˜µ(x) which couples to the Dirac particle like a dual
potential can again be expressed in terms of the Lagrange multiplier Lµν [ξ|s]
but now as a rather complicated functional integral.
The equations derived for nonabelian monopoles from the Wu-Yang cri-
terion as outlined above are new since we know as yet of no nonabelian
generalization to the abelian electric-magnetic duality by means of which we
were able to infer in the abelian case the equations for the magnetic charge
from those of the electric charge. However, we shall not examine the details
of these new equations for the present, for we shall be able later to achieve
a much better appreciation of them. What is of greater interest at the mo-
ment is a missing link in the derivation akin to that already encountered in
the parallel derivation of the abelian equations, namely the question of the
redundancy of the loop variables Fµ[ξ|s]. What are the necessary constraints
on Fµ[ξ|s] to ensure that one can recover from them the original Aµ(x), and
have these constraints been satsified in the above treatment?
To answer this question, one has to find a generalization to the nonabelian
theory of the Poincare´ Lemma which was used to answer a similar question in
the abelian theory. Given the large number of loop variables, this at first sight
looks very difficult. Fortunately, one is able to guess an answer by following
a physical intuition based on what one has learned in the abelian case [9].
We recall that by the Poincare´ Lemma, what guaranteed the recovery of the
potential at the point x from Fµν(x) was the condition (3.8), which means
physically that at x there is no magnetic charge. Could it not be then that
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even for the nonabelian theory, the absence of monopole charge at any point
x would guarantee the local existence of the gauge potential? If that is true,
then our derivation is complete, for the dynamical constraint imposed (2.16)
does imply that at all points outside the world-line of the monopole, the loop
curvature Gµν representing the monopole charge vanishes.
This conjecture is found to be correct. One is indeed able to derive an
Extended Poincare´ Lemma [9], which states that given Fµ[ξ|s] depending on
ξ only up to the point s as the notation [ξ|s] in the argument implies, and
satisfying the transversality condition:
Fµ[ξ|s]ξ˙
µ(s) = 0, (3.19)
then a gauge potential Aµ(x) can be locally constructed in regions of space-
time where the loop space curvature Gµν [ξ|s] vanishes. That there is a
transversality condition (3.19) on Fµ[ξ|s], is not surprising. As seen in (1.8),
the longitudinal component of Fµ[ξ|s] represents the logarithmic variation
of Φ[ξ] along the loop, just as that induced by a reparametrization of the
loop. The condition (3.19) thus corresponds to the parametrization indepen-
dence of the phase factor Φ[ξ] and is the price one has to pay for working
in parametrized loop space for removing the redundancy thus introduced, as
was explained in Section 1. In terms of local field variables, as seen in (1.14),
it corresponds to the statement that Fµν(x) is antisymmetric in its indices µ
and ν. This additional constraint is relatively easy to take care of, affecting
little the following arguments, and for this reason will largely be ignored.
Apart then from a ‘proof’ of the Extended Poincare´ Lemma [9, 7], which
we briefly outline below, the loop space formulation of nonabelian Yang-Mills
theory introduced in Section 1, and the extension of the Wu-Yang criterion
to the nonabelian Yang-Mills case, are now both complete.
We shall indicate how one can arrive at an Extended Poincare´ Lemma
only for the case when there are no monopole charges anywhere in space.
This will be sufficient to illustrate the idea. For the more general case with
a number of isolated monopole charges, which is of interest to the above
application of the Wu-Yang criterion, some more technical sophistication is
required [9] but the idea remains similar.
First, we note that if all Gµν [ξ|s] vanish, then ΘΣ as defined in (1.10)
equals the identity for all parametrized surfaces Σ. Recalling that Σ is a
loop in loop space, this implies that the following integral over an open path
in loop space:
ΘΣ(t, 0) = Pt′ exp ig
∫ t
0
dt′
∫ 2pi
0
dsFµ[ξt′ |s]
∂ξµt′(s)
∂t′
, (3.20)
is path-independent and is a function only of the ‘end-point’ ξt. We define
then the phase factor as:
Φ[ξt] = Θ
−1
Σ (t, 0), (3.21)
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Figure 7: Illustration for the composition law for loops
which by definition gives Fµ[ξ|s] as its logarithmic loop derivative. Second, by
construction, one shows, from the fact that Fµ[ξ|s] is transverse and depends
on ξ only up to the point s, that Φ[ξ] obeys the composition law, namely
that:
Φ(C2 ∗ C1) = Φ(C2)Φ(C1), (3.22)
where C denotes the geometric loop in space-time corresponding to the
parametrized loop ξ, and C2 ∗C1 represents the loop obtained by first going
around C1 then C2, as illustrated in Figure 7. Third, to every point x in
space-time, draw a straight line γx joining the reference point P0 = ξ
µ
0 to x
and construct the phase factor Φ for the triangle formed by γ−1x′ ∗ γx′x ∗ γx:
h(x′, x) = Φ(γ−1x′ ∗ γx′x ∗ γx), (3.23)
where γx′x is the straight line joining x to a neighbouring point x
′. Define
then the gauge potential Aµ(x) as:
Aµ(x) = −
i
g
lim
∆→0
{h(x′, x)− 1} (3.24)
for
x′ν = xν +∆δνµ. (3.25)
Using the composition law as illustrated in Figure 8, one shows that any
Φ(C) can indeed be written in terms of this Aµ(x) in the usual manner.
The recovery of the gauge potential from the loop variables Fµ[ξ|s] is then
complete.
The above construction of Aµ(x) depends on the choice of the straight
line γx for each space time point x. This choice is not unique and can be
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Figure 8: Construction of Φ(C) from Aµ(x)
replaced by any other choice of an open path for γx linking the reference
point to x so long as neighbouring points are assigned neighbouring paths.
A different choice for the paths γx, however, is seen to correspond just to a
gauge transformation on Aµ(x) [9, 7].
4 Electric-Magnetic Duality and its Nonabel-
ian Generalization
In vacuo, the field tensor Fµν in Maxwell theory satisfies the equations:
∂νF
µν(x) = 0, (4.1)
and:
∂ν
∗F µν(x) = 0, (4.2)
which are symmetric under the *-operation interchanging electricity with
magnetism. This property of the theory is what is loosely known as electric-
magnetic duality. In particular, just as the equation (4.2) guarantees that
the field Fµν is derivable from a potential Aµ(x),
Fµν(x) = ∂νAµ(x)− ∂µAν(x), (4.3)
so also the equation (4.1) implies that there is a local ‘dual’ potential A˜µ(x)
such that:
∗Fµν(x) = ∂νA˜µ(x)− ∂µA˜ν(x). (4.4)
And just as Fµν is invariant under the gauge transformation:
Aµ(x) −→ Aµ(x) + ∂µα(x), (4.5)
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for an arbitrary α(x), so is also ∗Fµν invariant under the gauge transformation:
A˜µ(x) −→ A˜µ(x) + ∂µα˜(x), (4.6)
for another arbitrary α˜(x) which need have nothing to do with the α(x) in
(4.5). Hence, it follows that the theory is itself invariant under a doubled
U(1) × U˜(1) gauge transformation where, apart from having the opposite
parity (because of the *), the ‘magnetic’ U˜(1) as a group is the same as the
‘electric’ U(1). It is important to note, however, that although there are two
independent gauge degrees of freedom as represented by (4.5) and (4.6), the
physical degrees of freedom remain that given by either Fµν or
∗Fµν , but not
both, since these two quantities are always related by the algebraic relation
(2.8) defining the Hodge star *. The logical steps in the above arguments
are summarized in Chart I.
What happens when there are charges around? The Maxwell theory as
usually formulated is then not dual symmetric because there are only electric
but no magnetic charges. This is, however, merely a whim of nature; the
theory itself still keeps the dual symmetry for there is in prinicple nothing
(apart from experiment) to stop one introducing magnetic charges into the
theory and write for the equations of motion:
∂νFµν(x) = jµ(x), (4.7)
and:
∂ν∗Fµν(x) = ˜µx, (4.8)
with jµ and ˜µ as respectively the electric and magnetic currents. In the
standard description in terms of the Maxwell field Fµν and Aµ, electric
charges appear as sources of the field as per (4.7), while magnetic charges,
as Dirac has taught us and as we have explained in Section 2, will appear
as monopoles or topological obstructions in Aµ. However, if one chooses to
describe Maxwell theory in terms of the dual fields ∗Fµν and A˜µ, magnetic
charges instead will appear as sources as per (4.8) while electric charges will
appear as monopoles. We can thus apply the Wu-Yang criterion to either
electric or magnetic charges to derive their equations of motion. In par-
ticular, one sees that the standard Lorentz and Dirac equations for electric
charges can be deduced as consequences of their topology when regarded as
monopoles. The logical structure of duality for Maxwell theory with charges
is summarized in Chart III.
The question now is whether the above derivation is generalizable to
nonabelian Yang-Mills theory. It is easy to see that a naive extension with
the same *-operation as dual transform would fail. Although the field tensor
satisfies in vacuo:
DνFµν(x) = 0, (4.9)
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and, if Fµν is derivable from a potential Aµ, also the Bianchi identity:
Dν∗Fµν(x) = 0, (4.10)
these two equations, despite appearances, are not dual symmetric. The co-
variant derivative Dµ occurring in both (4.9) and (4.10) involves the potential
Aµ of Fµν , whereas for the second equation to be dual to the first, it ought
instead to involve a potential, say A˜µ, bearing the same relation to the dual
field ∗Fµν as Aµ to Fµν , namely:
∗Fµν(x) = ∂νA˜µ(x)− ∂µA˜ν(x) + ig˜ [A˜µ(x), A˜ν(x)], (4.11)
and this A˜(x) has no reason to be the same as Aµ. Indeed, one does not even
know whether such an A˜µ exists. In contrast to the abelian theory where
the equation of motion, namely the Maxwell equation (4.1), implies by the
Poincare´ Lemma that a potential exists for ∗Fµν , the same is not true for the
the nonabelian case. The equation of motion, which is here the Yang-Mills
equation (4.9), does not imply a potential for the dual field ∗Fµν . Worse in
fact, since Gu and Yang [19] have exhibited many explicit counter-examples
of solutions to the equation (4.9) for which no potential for ∗F exists.
Does that mean then that electric-magnetic duality is not generalizable to
Yang-Mills theory? Not necessarily, for it can be that if one defines the dual
transform in a different way from *, then duality is retrieved. Supposing
this to be true, let us first try to imagine what sort of properties such a
generalized dual transform will need to possess. We would want, of course,
the new transform to reduce to the Hodge star for the abelian theory as
a special case, and to be reversible apart for a sign, like the Hodge star:
∗(∗F ) = −F , so as to qualify as a ’duality’. But the most difficult property
to satisfy is that discussed in the preceding paragraph of the existence of a
dual potential A˜µ and in order to recover that, we turn back to the abelian
theory for inspiration. The reason why abelian duality works with the Hodge
star lies in the fact that the source-free Maxwell equation (4.1) implies that
there are no monoples in the dual field ∗F , which is in physical terms exactly
the condition required by the Poincare´ Lemma for the existence of a gauge
potential. Thus it appears that a crucial property of the new transform
we seek is that the dual field should be so defined as to make the source-
free Yang-Mills equation (4.9) equivalent to the statement that there are no
monopole charges in the dual field. Given that the occurrence or otherwise
of monopole charges in a nonabelian field was shown in our previous sections
to be best expressed in loop space language, it is indicated that the same
language be adopted also for constructing the generalized dual transform.
These, then, are the leads which set us off to look for a generalized dual
transform in loop space [20]. To avoid obscuring the basic arguments with
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details, we shall begin with an outline of the construction and only return
later to consider the ‘proof’ of its validity as given in [20].
First, in place of the Fµ[ξ|s] that we have employed up to now as variables
in loop space, we introduce a new set:
Eµ[ξ|s] = Φξ(s, 0)Fµ[ξ|s]Φ
−1
ξ (s, 0), (4.12)
with Φξ(s, 0) defined as in (1.15). These Eµ[ξ|s] are not gauge invariant like
Fµ[ξ|s] and may not be as useful in general but seem more convenient for
dealing with duality. In particular, the condition that there be no monopole
charge anywhere in space which, according to Section 3, is expressible in
terms of Fµ[ξ|s] as the vanishing of the loop curvature Gµν [ξ|s], is given in
terms of Eµ[ξ|s] simply as:
δν(s)Eµ[ξ|s]− δµ(s)Eν [ξ|s] = 0. (4.13)
On the other hand, the source-free condition (4.9) for Yang-Mills fields which
was expressed by Polyakov [8] as the vanishing of the loop divergence of
Fµ[ξ|s] (3.17) remains simply:
δµ(s)Eµ[ξ|s] = 0 (4.14)
in terms of Eµ[ξ|s].
Using these new variables Eµ[ξ|s] for the field, we now define their ‘dual’
E˜µ[η|t] as:
ω−1(η(t))E˜µ[η|t]ω(η(t)) (4.15)
= −
2
N¯
ǫµνρσ η˙
ν(t)
∫
δξdsEρ[ξ|s]ξ˙σ(s)ξ˙−2(s)δ(ξ(s)− η(t)), (4.16)
where ω(x) is a (local) rotation matrix tranforming from the frame in which
the orientation in internal symmetry space of the fields Eµ[ξ|s] are measured
to the frame in which the dual fields E˜ν [η|t] are measured. The dual trans-
form ˜ is by construction reversible apart from a sign, meaning that ˜˜E = −E,
and also reduces to the Hodge star for the abelian theory, as required. Fur-
ther, it can be shown by differentiating (4.16) that:
ω−1(η(t)){δν(t)E˜µ[η|t]− δµ(t)E˜ν [η|t]}ω(η(t)) =
−
1
N¯
∫
δξdsǫµνρσ{η˙
β(t)ξ˙α(s)−η˙α(t)ξ˙β(s)}δρ(s)E
ρ[ξ|s]ξ˙−2(s)δ(ξ(s)−η(t)).(4.17)
Now equation (4.17) means that so long as the Yang-Mills field is source-free
and therefore (4.14) is satisfied, then
δν(t)E˜µ[η|t]− δµ(t)E˜ν [η|t] = 0, (4.18)
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or that there are no monopoles in the dual field. Hence, by the Extended
Poincare´ Lemma discussed in Section 3, we deduce that a dual potential
A˜µ(x) will exist in that case.
With this generalized dual transform in hand, we can now analyse the
dual structure of nonabelian Yang-Mills theory. We shall begin with the pure
theory with no source either in E or E˜, for which the structure is summarized
in Chart III. Consider first the left half. The field action is A0 which can
be expressed either in terms of the gauge potential Aµ(x) via the field tensor
Fµν(x), or in terms of the loop variable Eµ[ξ|s]. Adopting Aµ(x) as variables,
the theory can be developed along conventional lines. Extremizing A0 with
respect to Aµ(x), one obtains the standard Yang-Mills equation (4.9), which
can be written also in terms of Eµ[ξ|s] as (4.14). By (4.17), however, this
is equivalent to (4.18) and implies the existence of a dual gauge potential
A˜µ(x). This chain of arguments is summarized in the left-most column of
Chart III. Alternatively, adopting Eµ[ξ|s] as variables which are redundant,
the constraint (4.13) has to be imposed, which is incorporated via Lagrange
multipliers Wµν [ξ|s] into the action A. Extremizing now A with respect to
Eµ[ξ|s], one obtains an equation relating Eµ[ξ|s] to the Lagrange multipliers,
from which relation the dual gauge potential A˜µ(x) can then be constructed.
This chain of arguments is summarized in the second column of Chart III.
Furthermore, the existence of the dual potential under gauge transformation
of which the theory is invariant, together with the original invariance under
gauge transformations of Aµ(x), implies that the theory has overall a doubled
gauge symmetry SU(N)× S˜U(N).
The dual tranform (4.16) allows one to express the field action A0 also in
terms of the dual loop variables E˜µ[ξ|s]. The fact now that the dual transform
is reversible means that in going over into the dual representation, the steps
outlined in the preceding paragraph can all be repeated with only occasional
changes in signs as shown on the right half of Chart III. Comparing this
Chart with Chart I shows a very close analogy with the abelian theory.
Next, we turn to Yang-Mills theory with charges. In this case, one works
exclusively with loop variables which admit an easier implementation of the
Wu-Yang criterion. Consider first again the left-half of Chart IV. The free
field-particle system as represented by the free action A0 is subjected to the
constraint:
δν(s)Eµ[ξ|s]− δµ(s)Eν [ξ|s] = −4πJµν [ξ|s], (4.19)
which is both the constraint imposed by the Wu-Yang criterion for deriving
the dynamics of the monopoles and that required by the Extended Poincare´
Lemma of Section 3 for removing the redundancy in the loop variables.
Whether one is dealing with a classical or a Dirac particle is distinguished
by the choice of the free particle action and the form of the current Jµν [ξ|s],
24
as shown in the separate columns of Chart IV. Incorporating the constraint
(4.19) into the action A, and extremizing with respect to the field variables
Eµ[ξ|s] and particle variables Y
µ(τ) or ψ(x), one obtains the equations of
motion. One notes in particular the equation for the Dirac monopole, which
couples the monopole to the dual potential A˜(x) and takes a form exactly
dual of that for a ‘colour’ charge. That the monopole is so coupled to the
field confirms that the dual potential constructed does play the expected role
of a connection giving parallel phase transport for the monopole wave func-
tion. It also implies that the theory has an S˜U(N) symmetry corresponding
to the phase of monopole wave functions in addition to the original SU(N)
gauge symmetry corresponding to the phase of the wave functions of ‘colour’
charges, giving the theory thus in all an SU(N) × S˜U(N) gauge symme-
try. The equation for the classical monopole is perhaps less familiar but is
also exactly dual to the so-called Wong equation [21] for a classical ‘colour’
charge. Again, given that the dual transform is reversible, one obtains a near
symmetry apart from signs between the left and right halves of the Chart.
This then completes our outline of nonabelian duality barring the deriva-
tions of some formulae that we have used, which, unfortunately, will involve
some rather delicate operations in loop space, and are as yet far from rig-
orous. Even more than before, the lack of a general loop calculus, already
mentioned in Section 1, is here strongly felt. We shall not go through all the
details which the reader can find in our original publications [20, 22], but
shall just pick up a few representative points for illustration.
First, let us return to the variables Eµ[ξ|s] defined in (4.12). Recalling
the definition (1.8) of the Polyakov variable Fµ[ξ|s] one sees that Eµ[ξ|s] can
be pictured as the bold curve in Figure 9 where the phase factors Φξ(s, 0) in
(4.12) have cancelled parts of the faint curve representing Fµ[ξ|s]. In contrast
to Fµ[ξ|s], therefore, Eµ[ξ|s] depends really only on a “segment” of the loop ξ
from s− to s+. Notice that the δ-function δ(s− s
′) inherent in our definition
(1.6) and (1.7) of the loop derivative δµ(s) is represented in the figure as a
bump function centred at s with width ǫ = s+− s−. The reason for doing so
is that, as usual in most functional formulations, our treatment here involves
operations with the δ-function which need to be “regularized” to be given a
meaning. Our procedure is to take first the δ-function as a bump function
with finite width ǫ and height h, and afterwards take the zero width limit.
In (1.6) and (1.7), the limit ǫ → 0 with ∆ = ǫh held fixed is taken first, to
be followed by the limit h→ 0.
For example, suppose we wish to take the loop derivative δν(s) of the
quantity Eµ[ξ|s] at the same value of s. Clearly, a loop derivative has a
meaning only if there is a segment of the loop on which it can operate.
Therefore, to define this derivative, we shall first regard Eµ[ξ|s] as a segmental
quantity dependent on the segment of the loop ξ from s − ǫ/2 to s + ǫ/2.
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Figure 9: Illustration for Eµ[ξ|s]
We then define the loop derivative δν(s) using the normal procedure on this
segment, and afterwards take the limit ǫ→ 0. Following this procedure, we
have then by (4.12) and (1.8):
δν(s
′)Eµ[ξ|s] = Φξ(s, 0){δν(s
′)Fµ[ξ|s] + igθ(s− s
′)[Fν [ξ|s
′], Fµ[ξ|s]]}Φ
−1
ξ (s, 0),
(4.20)
where θ(s) is the Heaviside θ-function, so that:
Gµν [ξ|s] = Φ
−1
ξ (s, 0){δν(s)Eµ[ξ|s]− δµ(s)Eν [ξ|s]}Φξ(s, 0). (4.21)
This shows that the absence of monopoles, which was given in terms of
the variables Fµ[ξ|s] by the vanishing of the loop curvature Gµν [ξ|s] is here
translated in terms of Eµ[ξ|s] to read as the vanishing of the ‘curl’ of Eµ[ξ|s]
as was claimed in (4.13) above.
Next, as another example, let us check that our generalized dual transform
(4.16) does reduce to the Hodge star when the theory is abelian. To see this,
we let the segmental width of E˜µ[η|t] in (4.16) go to zero so that we can use
the formula given in (1.14) for Fµ[ξ|s] to write the left-hand side in terms of
local quantities:
ω−1(x)F˜µν(x)ω(x) = −
2
N¯
ǫµνρσ
∫
δξdsEρ[ξ|s]ξ˙σ(s)ξ˙−2(s)δ(x− ξ(s)). (4.22)
To evaluate the right-hand side, we recall that our procedure is to do the
integral before taking the width of the segment in Eµ[ξ|s] to zero. In other
words, within the integral, the loop ξ can still vary by a δ-functional bump
as illustrated in Figure 10 (a). For such a ξ, Eµ[ξ|s], which is obtained by
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Figure 10: Illustration for the Integrand in Dual Transform
making a δ-functional variation along the direction µ, will take on the shape
depicted in Figure 10 (b). This last figure can be expressed as the product
of three factors, namely Figures 10(c),(d),(e) in the order indicated. In the
abelian theory, the ordering of the factors is unimportant so that the factors
of Figures (c) and (e) cancel in the limit when the segmental width ǫ → 0,
leaving only the factor of Figure (d), which can as before be expressed as
Fµα(ξ(s))ξ˙
α(s), giving:
F˜µν(x) = −
2
N¯
ǫµνρσ
∫
δξds F ρα(ξ(s))ξ˙α(s)ξ˙
σ(s)ξ˙−2(s)δ(x− ξ(s))
= −12ǫµνρσF
ρσ(x). (4.23)
This is just the Hodge star relation if we identify F˜µν(x) with
∗Fµν(x). On
the other hand, for a nonabelian theory, the factors of Figures 10 (c) and
(e) cannot be commuted through the factor of Figure (d) so that the above
reduction to the Hodge star relation will not go through. This last statement
is important for otherwise our claim of nonabelian duality under the gener-
alized dual transform (4.16) would be in contradiction with the result of Gu
and Yang quoted above [19].
These two examples, we hope, should give a taste of the sort of arguments
one had to go through to justify the results claimed above. They serve
to illustrate the level of rigour one is able at present to achieve, which is
unfortunately not as high as one could wish. Except for this reservation, one
could claim that a nonabelian generalization of electric-magnetic duality is
now established.
5 ’t Hooft’s Order-Disorder Parameters
As in electromagnetism, the dual symmetry in nonabelian Yang-Mills the-
ory is established only for classical fields. In contrast to electromagnetism,
however, where the classical theory has already a wide range of applications,
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Yang-Mills theory applied to physics involves almost always the quantum
theory. The construction of a quantized version of the above results looks
difficult and only the most tentative of beginnings of an attempt have so far
been made [23]. However, one very useful result for the quantum theory has
already been derived which is the subject of this section.
In his famous study of the confinement problem in nonabelian gauge
theories, ’t Hooft [24] introduced 2 loop-dependent operators A(C) and B(C)
which satisfy the following commutation relation:
A(C)B(C ′) = B(C ′)A(C) exp(2πil/N) (5.1)
for su(N) symmetry and any 2 spatial loops C and C ′ with linking number
l between them. A(C) is given explicitly as:
A(C) = Tr
[
P exp ig
∮
C
Ai(x)dx
i
]
, (5.2)
and in the words of ’t Hooft measures the magnetic flux through C while
creating electric flux along C. On the other hand, B(C) measures the electric
flux through C while creating magnetic flux along C, and plays thus an
exactly dual role to A(C). For lack of a dual potential, however, B(C) was
not given a similar explicit expression to (5.2).
Now, in the preceding section, one claims that there does indeed exist
a dual potential A˜µ for nonabelian gauge fields, although by duality is now
meant no longer the Hodge star but a more complicated transform which
reduces to the Hodge star only for the abelian theory. That being the case,
one ought to have:
B(C) = Tr
[
P exp ig˜
∮
C
A˜i(x)dx
i
]
(5.3)
as the explicit expression for B(C), with the dual coupling g˜ related to g by
a Dirac quantization condition. In other words, starting from the formulae
(5.2) and (5.3) with Aµ nd A˜µ related in the manner detailed in the preced-
ing section, one ought to be able to deduce the commutation relation (5.1)
required by ‘t Hooft. The success in doing so would be an important check
on the consistency of the proposed framework for duality. It also means that
the duality as defined above accords with what ’t Hooft called duality so that
the important results he derived are applicable to the present case.
That (5.1) is indeed satisfied for (5.2) and (5.3) is shown in [25]. To
appreciate easier how this obtains, recall first how the parallel assertion to
(5.1) can be deduced in the abelian case:[
ie
∮
C
Ai(x)dx
i, ie˜
∮
C′
A˜i(x)dx
i
]
= 2πl. (5.4)
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Using Stokes’ theorem, the second integral over C ′ in (5.4) can be written as
a surface integral, thus:
−ie˜
∫ ∫
Σ
C′
∗Fij dσ
ij, (5.5)
or, by the definition of the Hodge star, in terms of the electric field strength
Ei = F0i as:
ie˜
∫ ∫
Σ
C′
Ei dσ
i, (5.6)
where ΣC′ is some surface both spanning and bounded by C
′.
Consider first the simple case for linking number 1 between C and C ′. The
loop C in that case will intersect the surface ΣC′ at some point x0. (C may
of course intersect ΣC′ more than once, but the extra intersections occurring
pairwise with opposite orientations, their contributions to the commutator
will all cancel, leaving in effect just one intersection.) Except at this point
x0, all points on C are spatially separated from points on ΣC′ so that, using
the canonical commutation relation between Ai(x) and Ei(x):
[Ei(x), Aj(x
′)] = i δij δ(x− x
′) (5.7)
we have: [
ie
∮
C
Ai(x)dx
i, ie˜
∫ ∫
Σ
C′
Ejdσ
j
]
= iee˜, (5.8)
which by the Dirac quantization condition (2.5)(see footnote for the ratio-
nalized couplings adopted here) gives the answer (5.4) for l = 1 as required.
In case C ′ winds around C more than once, say l times, then C will intersect
ΣC′ at effectively l points for each of which the above applies, so that (5.4)
still remains valid.
What happens when we generalize to the nonabelian case? Then A(C)
and B(C) are each a trace of an ordered product of noncommuting factors,
not, in spite of appearances (due to the somewhat misleading standard nota-
tion), an exponential of a line integral for which Stokes’ Theorem applies, so
that the above arguments no longer work. Nevertheless, one finds that one
may still associate with each a surface in an analogous fashion [25]. Take
B(C ′), for example. The phase factor:
Φ˜(C ′) = P exp ig˜
∮
C′
A˜idx
i (5.9)
of which B(C ′) is the trace, can be written, according to [20], as:
Φ˜(C ′) =
∏
t=0→2pi
(1− ig˜W˜ [η|t]) ∼
∏
t=0→2pi
exp(−ig˜W˜ [η|t]) , (5.10)
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where η, for t = 0 → 2π, is a parametrization of C ′, and W˜ is a segmental
quantity the ‘loop gradient’ of which, δµW˜ , as indicated in Chart III, is the
field variable E˜µ. One can thus write symbolically:
W˜ [η|t] =
∫ η(t)
η0
δη
′ν(t) E˜ν [η
′|t], (5.11)
where the integral in (5.11) denotes a ‘segmental’ integral along some path
from a reference point η0 to the point η(t), so that in ordinary space, this
path appears as a ribbon. Piecing such ribbons together as η(t) moves along
C ′ in (5.10), one obtains a surface ΣC′ spanning over and bounded by C
′ as
suggested. In as much as the reference point η0 and the path joining it to η(t)
are both arbitrary for (5.11) to hold, one can choose ΣC′ to be completely
space-like. This surface will again intersect the loop C of A(C) at some point
x0. (Previous remarks in the abelian case about multiple intersections and
higher linking numbers between C and C ′ will still apply and need not be
repeated.)
The remaining arguments for deriving (5.1) [25] then follow along much
the same lines as for (5.4) in the abelian case although they are naturally
more complicated because of the noncommutative quantities involved. Thus,
starting from the formula (5.11), we write E˜[η|t] via the dual transform (4.16)
given in the last section in terms of its dual E[ξ|s], which is then related to
the usual Yang-Mills local field tensor Fµν(x). The commutation with the
operator A(C) using the canonical commutation relation between Aαi (x) and
the ‘electric’ field strengths Eβi (x) = F
β
0i then picks out the one point of
intersection x0 between the loop C and the surface associated to B(C
′) as
described in the last paragraph. Again, the Dirac quantization condition
comes in in relating the dual charge g˜ to g giving rise to the factor 2π in the
exponent on the right-hand side of (5.1). For details, the reader is referred
to the original reference [25].
Although the derivation of (5.1) represents but a small step on the road
to quantizing the classical formalism developed in the previous sections, it is
of much practical importance in allowing one to apply ’t Hooft’s far-reaching
results [24], which have been used to good effect in the Dualized Standard
Model [1]. Furthermore, as a by-product, one has obtained in (5.3) an ex-
plicit formula for the operator B(C) which may be useful in the problem of
confinement. Although other, and presumably equivalent, explicit formulae
for B(C) have previously been suggested [26], they are, in contrast to (5.3),
usually given as dependent not only on the loop C but also on the particular
surface spanning it.
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6 Concluding Remarks
Starting from a loop space formulation of Yang-Mills theory which helps to
clarify the role that monopoles play in defining the dynamics and in guaran-
teeing the existence of gauge potentials, a generalization of electric-magnetic
duality to the nonabelian theory is derived. The result implies in particular
that the gauge symmetry is doubled, say from SU(N) to SU(N) × S˜U(N),
where the second factor has opposite parity to the first. However, the phys-
ical degrees of freedom, of course, remain the same, and the theory can be
described in terms of either the usual Yang-Mills potential Aµ(x) or a dual
potential A˜µ(x). The theory then admits both nonabelian ‘electric’ and non-
abelian ‘magnetic’ charges, where the former appear as sources of Aµ but as
monopoles of A˜µ, while the latter appear as monopoles of Aµ but sources of
A˜µ.
Although these results have been derived only for classical fields, one re-
sult is known for the quantum theory, namely that the Dirac phase factors
(or Wilson loops) constructed out of Aµ and A˜µ satisfy the ’t Hooft commu-
tation relations, so that his results apply. Hence one concludes, in particular,
that if SU(N) is in the confined phase then its dual S˜U(N) is in the Higgs
phase, and vice versa.
When applied to the Standard Model with symmetry su(3)×su(2)×u(1),
one concludes first that each symmetry has its dual and particles can in
principle carry an ‘electric’ as well as a ‘magnetic’ charge of each symmetry.
Secondly, using the corollary stated above to ‘t Hooft’s result, one concludes
that since colour su(3) is confined, dual colour s˜u(3) is broken, and since
electroweak su(2) is in the Higgs phase, dual electroweak s˜u(2) is in the con-
fined phase. If we assume that these effects have correspondence in Nature,
then their manifestations should lead to very interesting consequences. A
possible scenario for the physical realization of these effects is the subject of
our companion paper [1].
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