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Abstrat
The Renyi entropy with a free Renyi parameter q is the most justified form of
information entropy, and the Tsallis entropy may be regarded as a linear approxi-
mation to the Renyi entropy when q ≃ 1 . When q → 1 , both entropies go to the
BoltzmannShannon entropy. The appliation of the priniple of maximum of infor-
mation entropy (MEP) to the Renyi entropy gives rise to the miroanonial (homoge-
neous) distribution for an isolated system. Whatever the value of the Renyi parameter
q is, in this ase the Renyi entropy beomes the Boltzmann entropy SB = kB lnW ,
that provides support for universality of the Boltzmann's priniple of statistial me-
hanis. For a system being in ontat with a heat bath, the appliation of MEP to
the Renyi entropy gives rise to Levy distribution (or, q -distribution) aepted as one
of the main results of the so-alled nonextensive statistis. The same distribution is
derived here for a small physial system experiening temperature flutuations. The
longrange "tail" of the Levy distribution is the powerlaw (Zipf-Pareto) distribution
with the exponent s expressed via q . The exponent and free Renyi parameter q
an be uniquely determined with the use of a further extension of MEP. Then typial
values of s are found within the range 1.3÷2 and of q within the range 0.25÷0.5 ,
in dependene on parameters of stohasti systems.
PACS: 05.10.Gg, 05.20.Gg, 05.40.-a
Keywords: Renyi entropy, Tsallis entropy, Esort distribution, Temperature flutuations.
1 Introdution
In view of the rapid development of non-extensive statistis based on Tsallis' information
entropy the problem of hoosing the form of information entropy beomes pressing. The
most justified one appears to be one-parameter family of Renyi's entropies (or simply Renyi
entropy). When Renyi parameter q is equal to unity, Renyi entropy goes to well-known
BoltzmannShannon entropy. The Renyi entropy is extensive but its linearization in the
neighbourhood of a point q ≃ 1 results in the non-extensive Tsallis' entropy.
When the priniple of maximum of an information entropy (MEP) is applied to the
Renyi entropy of an isolated system, a homogeneous (miroanonial) distribution pi =
1/W over W miro-states is derived. In this ase, the Renyi entropy beomes the Boltz-
mann entropy SB = kB lnW thus afforing Boltzmann Priniple from whih all thermo-
dynami properties of extensive and non-extensive Hamiltonian systems an be dedued.
For a system in ontat with a heat bath, the Levy distribution (or q -distribution)
{pi} over mirosopi states of a system is derived with the use of MEP applied to the
Renyi entropy. Applying this priniple to the Tsallis entropy one would be fored to go
∗
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from the original distribution {pi} to an esort distribution {Pi} = {p
q
i/
∑
i p
q
i} , and use
it further for evaluations of mean values of dynamial variables. Suh going ontradits to
main priniples of probability desription.
The Levy distribution an be obtained also for small subsystems experiening large
flutuations of temperature by way of averaging of Gibbs distribution over the temperature
flutuations. Besides, this proedure permits to assoiate the Renyi parameter q with
physial properties of the subsystem.
A longrange "tail" (for i ≫ 1 ) of the Levy distribution an be approximated by a
powerlaw distribution pi ∼ x
−s
i , where the exponent s is expressed in terms of q . Then
at least for powerlaw distributions, the MEP an be expanded to determine the Renyi
parameter q and the exponent s , respetively.
2 Information entropy
The information entropy, or simply entropy, is the measure of unertainty in information
in the ase of statistial (inomplete) desription of a system using the distribution of
probabilities p = {pi}, 0 ≤ pi ≤ 1, i = 1, ...,W. The best known is the representation of
entropy in the BoltzmannShannon form
SB = −kB
W∑
i
pi ln pi. (1)
In the ase when the subsripts i indiate dynami mirostates in the Gibbs phase spae
and the distribution pi orresponds to the marosopi equilibrium state of the system,
the entropy SB oinides with the thermodynami entropy.
It is just this type of entropy was justified by Khinhin [1℄ and Shannon [2℄ in a theorem
form based on a system of axioms. Their axioms were analyzed in [3,4℄, where it was shown
that a unique determination of entropy in the BoltzmannShannon form is provided by
a quite artifiial axiom related to a form of onditional entropy (that is, the entropy of
subsystem of a system being in a presribed state). A variety of papers on this subjet
were analyzed by Uffink [4℄ who found that the most onvining appears to be the system
of axioms of Shore and Johnson [5℄ leading to Renyi's one-parameter family of entropies
[6℄; for the distribution {pi} normalized to unity, this family is written in the form
S
(q)
R (p) =
kB
1− q
ln
W∑
i
pqi ,
W∑
i
pi = 1, (2)
where q is an arbitrary positive number (it annot be less than zero, beause {pi} may
inlude zero values). Various properties of Renyi entropy are disussed, in partiular, in
the monographs [6-8℄. Among its basi properties we may mention: positivity ( SqR ≥ 0 ),
onavity for q ≤ 1 and, in addition, limq→1 S
q
R = SB .
In the ase of |1−
∑
i p
q
i | ≪ 1 (whih, in view of normalization of the distribution {pi} ,
orresponds to the ondition |1 − q| ≪ 1 ), one an restrit oneself to the linear term of
logarithm expansion in the expression for S
(q)
R (p) over this differene, and S
(q)
R (p) hanges
to
S
(q)
T (p) = −
kB
1 − q
(1−
W∑
i
pqi ). (3)
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Suh a linearization of Renyi entropy was first suggested by Havdra and Charvat [9℄ and
Darozy [10℄; at present, this expression for entropy ame to be known as Tsallis' entropy
[11℄.
The logarithm linearization results in the entropy beoming nonextensive. This property
is widely used by Tsallis and by the international sientifi shool that has developed around
him for the investigation of diverse nonextensive systems [11-16℄. In so doing, the above-
identified restrition |1− q| ≪ 1 is disregarded, as a rule. In our opinion, the attempt by
Abe [16℄ at independent validation of this form of entropy appears unonvining, beause
it is based on the axiomati introdution of suh a form for onditional entropy whih
uniquely provides for obtaining Tsallis' entropy.
3 Extremality of entropy
Aording to MEP, in the ase of statistial (inomplete, from the dynami standpoint)
desription of the system, its distribution funtion must provide for orret values of those
few average quantities whih appear in the statistial desription; otherwise, it must be as
undetermined as possible. Suh an approah in appliation to equilibrium thermodynami
systems (isolated or weakly interating with the thermostat) has long been used to onstrut
equilibrium statistial thermodynamis. However, it was only after studies by Jeynes [17℄
that it ame to be firmly established as a priniple validating (at least, on the physial level
of rigor) the use of Gibbs ensembles in statistial desription of thermodynami systems.
The information entropy is traditionally taken to mean the BoltzmannShannon entropy.
Here, MEP will be applied to the Renyi entropy.
3.1 Miroanonial distribution. Boltzmann priniple.
We are interested firstly in the distribution of probabilities {pi} , providing for the ex-
tremality of information entropy with an additional ondition of normalization of pi .
Then, the distribution {pi} must be determined from the extremum of the funtional
LMR (p) =
1
1− q
ln
W∑
i
pqi − Φ
W∑
i
pi, (4)
where Φ is the Lagrange multiplier dependent on q .
We equate its funtional derivative to zero to derive
δLMR (p)
δpi
=
q
1− q
pq−1i∑
j p
q
j
− Φ = 0. (5)
Multiplying this equation by pi and summing up over i , with aount of normalization
ondition
∑
i pi = 1 we get Φ =
q
1−q
. Then, it follows from equation (4) that
pi =

 W∑
j
pqj


1
q−1
.
Using one more the ondition
∑
i pi = 1 we get
(
W∑
i
pqi
) 1
q−1
=
1
W
3
and, finally,
pi =
1
W
. (6)
Thus, we have obtained equally probable distribution pi orresponding to the miroanon-
ial Gibbs ensemble of statistial mehanis. The Renyi entropy for this ase takes a form
SMR =
kB
1− q
lnW 1−q = kB lnW. (7)
This expression does not depend on the Renyi parameter and at any q oinides exatly
with the Boltzmann entropy definition SB = kB lnW alled by Einstein as Boltzmann's
Priniple from whih all equilibrium statistial thermodynamis both extensive and non-
extensive Hamiltonian systems an be dedued (see, e.g. [18℄). It was proposed [18℄ to take
Boltzmann Priniple as the axiomati assumption. Here we obtained it as a onsequene
of the axiomatis of Shore and Johnson [5℄ led us to Renyi entropy and then to Boltzmann
Priniple.
Thus, the Renyi entropy gives new physial insight into the Boltzmann Priniple. The
Tsallis entropy exhibits this mandatory property only when q → 1 .
3.2 Canonial Levy distribution.
Next we will look for the distribution of probabilities {pi} , providing for the extremality
of information entropy with an additional onditions whih onsist in preassigning the
average value H¯ = 〈H〉p ≡
∑
iHipi of the random quantity Hi and the requirement of
normalization of pi .
Then, the distribution {pi} must be determined from the extremum of the funtional
LR(p) =
1
1− q
ln
W∑
i
pqi − β0q
W∑
i
Hipi − Φ
W∑
i
pi, (8)
where β0q and Φ are Lagrange multipliers dependent on q . Note that, in the q → 1
limit it hanges to well-known funtional
LG(p) = −
W∑
i
pi ln pi − β0
W∑
i
Hipi − Φ0
W∑
i
pi; (9)
its extremum is ensured by the Gibbs anonial distribution, in whih β0 = 1/kBT0 and
Φ0 is the free energy.
We equate a funtional derivative of LR(p) to zero to derive
δLR(p)
δpi
=
q
1− q
pq−1i∑
j p
q
j
− β0qHi − Φ = 0. (10)
Multiplying this equation by pi and summing up over i , with aount of normalization
ondition
∑
i pi = 1 we get Φ =
q
1−q
− β0qH¯ . Then, it follows from equation (10) that
pi =

 W∑
j
pqj (1 + β0(1− q)(Hi − H¯))


1
q−1
.
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Using one more the ondition
∑
i pi = 1 we get
W∑
j
pqj =
(
W∑
i
(1 + β0(1− q)(Hi − H¯)
1
q−1
)−(q−1)
and, finally,
pi =
(
1 + β0(1− q)(Hi − H¯)
) 1
q−1
∑
i
(
1 + β0(1− q)(Hi − H¯)
) 1
q−1
. (11)
Suh distribution is known now as Levy distribution or q distribution. At q → 1 the
distribution {pi} beomes the Gibbs anonial distribution in whih the onstant β0 =
1/kBT0 is the reiproal of the temperature.
If the Tsallis entropy was used instead of the Renyi entropy the Levy distribution was
derived [11℄ in the form
pTsi =
(1 + β0(1− q)Hi)
1
q−1∑
i (1 + β0(1− q)Hi)
1
q−1
, (12)
but the starting funtional was fored to be taken as
LTs(p) = −
1
1− q
(
1−
W∑
i
pqi
)
− Φβ0(q − 1)
W∑
i
Hipi + Φ
W∑
i
pi. (13)
Here, the question arises about forms of Lagrange multipliers Φβ0(q − 1) and (+Φ) , but
the main problem is that the funtional LTs(p) does not pass to the funtional (9) when
q → 1 as the seond term in (13) vanishes.
It seems reasonable to suppose that just this diffiulty auses to use the esort distri-
bution Pi = p
q
i/
∑
i p
q
i in nonextensive thermodynamis [12,13,15℄. The onsisteny of the
transition to esort distribution is partly justified by the ondition onservation of a preas-
signed average value of the energy H¯ = 〈H〉es ≡
∑
iHi Pi , however other average values
are to be alulated with the use of the same esort distribution also, that ontradits to
the main priniples of probability desription.
It should be noted also that esort distributions were introdued [7℄ as a tool to san
the struture of an original distributions {pi} . Indeed, at q > 1 , the importane of pi
with the maximal values inreases, and at q < 1 , of pi with minimal values. In view of
this, it is evident that use of esort distributions in statistial thermodynamis does not
lead to true average values of dynamial variables.
4 Small subsystem with flutuating temperature
To lear up a physial sense of the Levy distribution (11) and the Renyi parameter q we
use here an approah proposed by Wilk and Wlodarhuk [19℄.
We will treat a subsystem whih is a minor part of a large equilibrium system and
experienes thermal flutuations of both energy and temperature. This is a radial differene
of the suggested approah from the Gibbs approah traditionally employed in statistial
physis, in whih temperature is preassigned by a onstant haraterizing the thermostat.
In equilibrium theory of thermodynami flutuations the mean square temperature flu-
tuation is estimated as δT/T0 = (kB/C)
1/2
where C is the heat apaity of the subsystem.
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More detailed analysis [20℄, based on the LandauLifshits theory of hydrodynami flutu-
ations, gives the next nonlinear stohasti Langevin equation for flutuating temperature
dT (t)
dt
= −
1
τ
(T (t)− T0)−
1
C
T (t)ξ(t), (14)
where τ = C/(Aκ) , A is the surfae area of the subsystem, κ is the heat transfer
oeffiient, and T0 is the average temperature of the subsystem. A random funtion of
time ξ(t) satisfies the relation
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = 2kBAκδ(t− t
′). (15)
Corresponding to the derived stohasti Langevin equation with δ -orrelated noise is
the FokkerPlank equation for the temperature distribution funtion f(T, t)
∂f(T, t)
∂t
= −
∂
∂T
W1(T )f(T, t) +
1
2
∂2
∂T 2
W2(T )f(T, t). (16)
The oeffiients W1(T ) and W2(T ) of this equation are expressed in terms of the first
〈T (t) − T (t + τ)〉 and seond 〈(T (t) − T (t + τ))2〉 onditional moments of stohasti
equation Langevin. A steady-state solution [20,21℄ to equation (16) is
f(z) =
1
Γ(γ)
zγ−1e−z. (17)
where the dimensionless onstant γ = C/kB is introdued, and z = γT0/T . Therefore,
the thus derived distribution funtion of the inverse temperature of the subsystem in the
dimensionless form is the gamma distribution.
If the mean energy of the singled-out volume H¯ = CT0 is introdued, this expression
may be rewritten as
f(β) =
(γβ/β0)
γ
βΓ(γ)
e−βH¯ . (18)
By its form, this distribution is lose to the Gibbs distribution; however, unlike the latter,
it aounts for the temperature flutuation of the subsystem with the preassigned mean
energy H¯ .
In order to desribe a subsystem in ontat with a large thermally equilibrium system
(thermostat), the Gibbs anonial distribution is used in statistial physis (here and below,
the fator Gi allowing for number of states of energy Hi is omitted for brevity):
ρi = Q
−1e−βHi , (19)
where Hi is the energy of the subsystem (the subsript i may indiate the number of
disrete energy level or totality of the values of oordinates and momenta of moleules of
the subsystem), and Q is the partition funtion. In so doing, the inverse temperature
β = 1/kBT is taken to be known preassigned quantity.
As was demonstrated above, the temperature may flutuate. In view of this, the ques-
tion arises as to how the Gibbs distribution is modified under the effet of temperature
flutuations. The answer to this question may be obtained by the way of averaging the
Gibbs distribution (19) with the gamma-distribution for temperature T (or β ).
For further treatment, ρi may be onveniently represented in an equivalent form,
ρi = Q
−1e−β∆Hi, Q =
∑
i
e−β∆Hi, ∆Hi = Hi − H¯ (20)
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where the symbol
∑
i may indiate both the summation and integration over a totality of
the values of oordinates and momenta.
Using the mean value theorem we represent the Gibbs distribution averaged over β in
the form
ρ¯i =
∫
∞
0
dβf(β)ρi =
1
Q∗
∫
∞
0
dβf(β)e−β∆Hi, (21)
where Q∗ lies in the range of possible variation of Q(β) from Q(0) to Q(∞) . From the
onditions of normalization to unity of the distributions f(β) and ρ , we have
1
Q∗
∑
i
∫
∞
0
dβf(β)e−β∆Hi = 1 (22)
whene we find
Q∗ =
∑
i
∫
∞
0
dβf(β)e−β∆Hi. (23)
Therefore, it is suffiient to alulate only the average value of the exponent,
∫
∞
0
dβf(β)e−β∆Hi =
(γkBT0)
γ
Γ(γ)
βγ−1
∫
∞
0
dββγ−1e−β(γkBT0+∆Hi) =
(
1 +
β0
γ
∆Hi
)
−γ
. (24)
Finally, the averaged Gibbs distribution takes the form
ρ¯i =
(
1 + β0
γ
(Hi − H¯)
)
−γ
∑
i
(
1 + β0
γ
(Hi − H¯)
)
−γ . (25)
In the γ → ∞ limit orresponding to a high heat apaity of the singled-out subsystem,
ρ¯i goes to ρi .
Resulted equation for the modified Gibbs distribution is similar to equation (11) for pi
in its struture. To identify ρ¯i with pi it is enough to present γ as γ = (1− q)
−1
, then
equation (25) takes the form
ρ¯i =
(
1 + β0(1− q)(Hi − H¯)
)
−
1
1−q
∑
i
(
1 + β0(1− q)(Hi − H¯)
)
−
1
1−q
. (26)
The full identity of this expression with the probability pi (11) ensuring the extremality of
Renyi entropy enables one to take a new view of the physial meaning of the Renyi entropy
and parameter
q = 1−
1
γ
=
C − kB
C
. (27)
So, the Renyi parameter differs signifiantly from unity only in the ase where the heat
apaity of the singled out system is of the same order of magnitude as the Boltzmann
onstant kB . The thermodynamis of suh systems must be onstruted on the basis of
Renyi entropy and Boltzmann Priniple or the Levy distribution funtion {ρ¯i} or {pi} for
systems in ontat with a heat bath. We shall emphasize one again that here this funtion
was obtained without invoking any additional onsiderations as to the nonextensiveness of
the systems being treated.
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When i -th state of the system is determined by a value Hi (indexed in inreasing order
of magnitude, so that Hmax = HW ), and xi = Hi/HW then for q 6= 1 and suffiiently
signifiant flutuations of x exeeding the minimal value
xmin ≫
∣∣∣∣∣x¯− 1β0HW (1− q)
∣∣∣∣∣ , (28)
expression (6) transforms to the power distribution
pi ∼ x
−s
i , s =
1
1− q
. (29)
So, we derived the ZipfPareto powerlaw distribution ensuring the extremality of Renyi
entropy at q 6= 1 . In this aspet it an be said that the powerlaw distribution is inherent
to the Renyi entropy as muh as Boltzmann or Gibbs distributions are inherent to the
BoltzmannShannon entropy. As the exponent s is expressed (29) in terms of the Renyi
parameter q , the evident requirement s > 0 produes a new onstraint q < 1 that
oinides with the ondition of onavity of the Renyi entropy
1
. Otherwise the Renyi
parameter remains arbitrary, so while it is varying from q ≪ 1 to q ≃ 1 the exponent s
varies from 1 to +∞ . Hene it is evident that an additional physial onept should be
invoked to speify q uniquely.
5 Extension of MEP to determine Renyi parameter
As a rule, the exponent s of powerlaw distributions for stohasti systems of different
nature lies in the narrow range of values between 1 and 2. It follows from it that a
orresponding value of the Renyi parameter q onneted with s by equation (29) lies too
in a narrow range.
In this onnetion, it is reasonable to assume an existene of some variational priniple
providing realization of value of the Renyi parameter just in this range. Inasmuh as the
Levy distribution possessing the powerlaw "tail" is inherent in the Renyi entropy, it seems
to be reasonable to look for extremum on q of the differene
∆S = S
(q)
R ({pi})− SB({pi}) (30)
where {pi} is the Levy distribution (11).
When the subsript |∆pi| ≡ |pi+1 − pi| ≪ pi for all i , we an pass to a ontinuous
piture. Then the probability pi is replaed by p(xi)∆xi , where p(x) is the probability
density and ∆xi = xi+1 − xi . For simpliity, we assume that all ∆xi are of the same
value ( ∆xi = ∆x for all i ), then we get
S
(q)
R ({pi}) =
1
1− q
ln
W∑
i
pq(xi)(∆x)
q = − ln∆x+ S
(q)
RD(p(x)), (31)
SB({pi}) = −
W∑
i
p(xi)(∆x) ln[p(xi)(∆x)] = − ln∆x+ SBD(p(x)) (32)
1
When one tries to derive the powerlaw distribution on the base of the esort distribution he obtains
the exponent ses = q/(q − 1) that produes a onstraint q > 1 . For suh q the Renyi entropy is nor
pure onave.
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Fig. 1: The differene ∆S = S
(q)
R − SB for powerlaw distribution p ∼ x
−1/1−q
as a
funtion of q and xmin .
where
S
(q)
RD(p(x)) =
1
1− q
ln
∫ 1
x1
pq(x)dx, SBD(p(x)) = −
∫ 1
x1
p(x) ln p(x)dx. (33)
It is suggested that the probability density and differential ∆x satisfy all requirements
whih are neessary when passing from Darboux sums to integrals in equations (31) and
(32).
It is onventional that SBD is referred to as the differential Boltzmann entropy, so
we all SqRD differential Renyi entropy. The original Boltzmann and Renyi entropies are
positive defined values, but differential ones are not positive defined due to smallness of
∆x . Nevertheless, their differene is the same as the differene of original entropies, so
that
∆S = S
(q)
RD(p(x))− SBD(p(x)). (34)
An investigation of this funtion of q for the presene of its extremum is only possible
for a onrete system when all parameters, β0, H¯ of the Levy distribution are known.
However, if a main ontributions into the integrals of differential entropies (34) are provided
by the range of x values from xmin to xmax = 1 , we an use the powerlaw distribution
density instead of Levy distribution density
p(x|s) = B−1x−s, B =
∫ 1
xmin
x−s dx =
1
1− s
(1− x1−smin). (35)
Then
∆S(q) = S
(q)
RD(p(x|s))− SBD(p(x|s))
= −
Bx1−smin
(s− 1)2
[(1− xs−1min)s+ x
s−1
min(s− 1) lnB
+ (1− s) ln(Bx−smin)] +
1
(1− q)
ln
(
Bq(1− x1−qsmin
1− qs
)
. (36)
This funtion of q depends on the parameter xmin only. Its three-dimensional plot is
illustrated in Fig. 1. Well defined maximum with respet to q is seen at it and its
position q∗ depends slightly on xmin . Substituting q = q
∗(xmin) into equation (29), we
get s∗ = 1/(1 − q∗(r)) , whih is illustrated in Fig. 2. It is seen that values of s∗(xmin)
are in the range from 1.1 to 2 depending on xmin .
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Fig. 2: The exponent of the powerlaw distribution s∗ = 1/(1− q∗) as a funtion of xmin .
Distributions of this kind were found for an extremely wide lass of natural and soial
phenomena. As examples, we an mention the distributions of magnitudes of earthrak-
ings (GutenbergRihter law), vorties over their energies in turbulent flows, and also in
the siene of sienes [22℄, eonomis (ZipfPareto distribution law for itizens over their
inoming or enterprizes over number of ollaborators, or banks over their apitals), geog-
raphy (distribution law for ountries or ities over their itizens) et.
In these examples, we deal with parameters being analogs of energy. In opposite ases,
when we are interested in the powerlaw distribution over other parameters, say l , we
should realulate the exponent. Really, if H ∼ lr then p(x|s)dx ∼ HsdH ∼ l−rs+r−1dl ,
that is, the modified exponent is sl = rs − r + 1 . As an example, for the distribution
of fragments over their masses in impat fragmentation of solids, we have [23℄ H ∼ m2/3
and xmin ≃ 10
−5
, then, from the Fig. 2, we find s ≃ 1.5 whene sm ≃ 1.3 , that is in
agreement with the experimental results [24℄ and theoretial estimations [23℄.
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