The block based motion estimation technique is adopted by various video coding standards to reduce the temporal redundancy in video sequences. The core of that technique is the search algorithm implemented to find the location of the best matched block. Indeed, the full search algorithm is the most straightforward and optimal but computationally demanding search algorithm. Consequently, many fast and suboptimal search algorithms have been proposed. Reduction of the number of location being searched is the approach used to decrease the computational load of full search. In this paper, hybridization between an adaptive search algorithm and the full search algorithm is proposed. The adaptive search algorithm benefits from the correlation within spatial and temporal adjacent blocks. At the same time, a feature domain based matching criteria is used to reduce the complexity resulting from applying the pixel based conventional criteria. It is shown that the proposed algorithm produces good quality performance and requires less computational time compared with popular block matching algorithms.
Introduction
The high redundancy existing among the successive frames of a video sequence makes it possible to achieve high compression ratio in video coding. The temporal correlation is exploited using motion estimation techniques. Motion estimation [1] is the process of evaluating the movements between adjacent frames. Among various algorithms for motion estimation, the block-matching algorithm (BMA) is mostly used in the framework of generic coding due to its simplicity [2] , [3] .
In block-matching algorithm as shown in Fig. 1 , the current frame is divided into square non-overlapping blocks of size N × M pixels. The coordinates (k, l) of its upper-left corner address each block. Then, the motion estimation procedure starts. The basic idea underlying the block motion estimation is to measure the shift, in x (δ x ) and y (δ y ) directions, that minimizes the block distortion measure (BDM) between the current block and the candidate blocks within a search area of size (2w + 1) × (2w + 1) pixels centred on the desired location in a reference frame.
The BDM is a positive and increasing function g(x), it may be defined as: 
where F t (i, j) is the intensity of the pixel with coordinates (i, j) in frame at time t. If g(x) = x 2 then the BDM is called mean squared error (MSE), while, it is known as sum of absolute differences (SAD) if g(x) = |x|.
The goal of the search algorithm is to find S * = (δ x * , δ y * ) that minimizes BDM, that is:
BDM (k,l) (δ x , δ y ).
By exhaustively testing all the candidate blocks within the search window, a full search (FS) algorithm gives the global optimum solution for the block motion estimation problem, but a substantial amount of computational load is demanded. To overcome this drawback, many fast but suboptimal block-matching algorithms have been developed.
The structure of this paper is as follows. In Sect. 2, a review of some fast BMAs is presented. Section 3 gives a detailed explanation for the proposed algorithm. In Sect. 
Review of Fast Block Matching Algorithms
The heavy computational load for a large search range is a significant problem in real-time video-coding applications. Therefore, the speedup problem makes it essential to introduce sub-optimal but faster search algorithms to reduce the computation demand of the full search.
The two-dimensional logarithmic search (TDLS) tracks the direction of minimum distortion, resulting in considerable computational simplicity. A modified algorithm [5] has been proposed for further reduction of computational complexity. Another famous technique called threestep search (TSS) [6] requires only 25 searching locations compared with the 225 required for full search when the searching range is defined as w = 7. Because of its simplicity and adaptation to hardware implementation a number of modifications have been done to the TSS. The new threestep search algorithm [7] considers a centre biased checking point pattern in the first search stage. Another modified TSS is the efficient TSS (ETSS) that employs a small diamond pattern in the first step, and the unrestricted search step is used to search the centre area [8] .
Puri et al. [9] introduced a hybrid of TDLS and TSS and called it orthogonal search algorithm (OS). The cross search algorithm, presented by Ghanbari [10] is very similar in many ways to TDLS, but the search pattern form a saltier cross sign (×) rather than Greek cross (+). The fourstep search algorithm (4SS) [11] exploits the centre-biased characteristics of the real world video sequences by using a smaller initial step size compared with TSS. Tourapis et al. [12] , [13] introduced the idea of zonal search algorithms that also depends on centre-biased characteristics of the real world video sequences.
The diamond search (DS) [14] employs two diamondshape search patterns to find the location of best match block. It is implemented in the MPEG-4 video encoding environment and its efficiency is demonstrated through core experimental results [15] . Based on these results, it is adopted in MPEG-4 verification model [16] .
From the previous review, it is clear that the computational complexity and quality performance for block motion estimation are contradictory. However, up to now, few algorithms could not only reduce the computational complexity but also improve the quality performance. Therefore that, the goal of this paper is to investigate an approach for achieving both the reduction of the computational time and good quality performance.
Proposed Algorithm
Neighbouring blocks are most likely belonging to the same moving object or to the static background. Considering this fact, the motion vector (MV) of the current block may be determined by examining the motion vector values of its neighbouring blocks. Figure 2 shows the motion vector field for two temporally adjacent frames accompanied with frame difference between original frame and compensated frame for "Football" sequence. By examining Figs. 2 (a) and (b) we can see that, blocks that are located within the same area (foreground or background) are highly correlated. Similarly, by examining Fig. 2 (a) or (b), we can notice the correlation between adjacent MVs within the same frame. The advantageous of this approach is two folded. Firstly, the reduction of number of search points required to find the best match block. Secondly, it helps on the correction of singular and erroneous motion vector. This approach is known as adaptive search strategy. In the following section, we well describe this strategy and well introduce our contributions toward achieving better performance.
Adaptive Search Strategy
Algorithms based on this strategy exploit the correlation between the current block and its neighboring blocks to adaptively predict an initial search center (ISC) other than the conventional zero motion vector. This adaptive initial search center (AISC) is obtained by calculating the statistical average (such as the mean, the median, etc.) of the neighboring MVs [17] , [18] or selecting one of the neighboring MVs according to certain criteria [19] . On some cases, the search window's size, and pattern are redefined accordingly [20] . After finding the AISC, a search algorithm is performed starting at this new search center. It is clear that the selection of a proper searching algorithm is a key point in the performance of BMA.
Specifically speaking, in order to obtain an accurate MV prediction for the current block, two factors need to be considered: 1) a set that consists of the neighboring blocks whose MVs will be used to estimate the AISC, and 2) algorithm used for refining this initially estimated MV.
The proposed algorithm adopts this strategy to achieve good performance. Unlike the earlier algorithms, the proposed algorithm utilizes two improvements to increase the adaptive search strategy efficiency.
First, the proposed algorithm takes advantage of the correlation between adjacent motion vectors in the spatial and temporal domains simultaneously. That is, we propose to use a set of MVs from the current and previous motion fields. That set is called set of confidence (SOC). Although this consumes more memory to maintain the values of previous motion vector field, it adds more accuracy to the prediction of the AISC that leads to a great improvement in the correctness of estimated and final MV.
Furthermore, we studied the statistical distribution of MV for choosing the proper pattern of SOC. The percentage of MV probabilities distribution (MVPD) within a search region of width w = 7 pixels for 16×16 blocks computed from the first 100 frames of 16 video sequence are shown in Table 1 . Moreover, Table 2 shows the percentage probabilities, P(.), and percentage cumu-lative probabilities, CP(.), of MV occurrence for square (SP), diamond (DP), cross diagonal (CDP) patterns. In conclusion, for search region of size w = 1, the SP has 74% of MVs, while for DP and CDP the motion vector occurrence are 70.88% and 52.88% respectively. On the other hand, SP consists of 9 blocks while DP and CDP are consisting of 5 blocks. Therefore, the proposed algorithm used the DP since it requires small number of blocks with higher accuracy. Figure 3 depicts the SOC that may be defined as: SOC = {B1 (m−1,n,t) , B2 (m,n−1,t) , B3 (m,n,t−1) , B4 (m+1,n,t−1) , B5 (m,n+1,t−1) } where Bi (m,n,t) is the block in location (m, n) on frame at time t. The first two blocks belong to the spatial domain (the same frame as the current block), while the other three blocks belong to temporal domain (the reference frame).
The second technique used to improve the performance of adaptive search strategy is to put more emphasis on blocks with lower BDM value, and less emphasis on blocks with higher BDM value while computing the AISC. That is, high confidence neighbouring blocks, guide that of low confidence. To achieve this goal, we define a weighting vector W = {w B , B ∈ SOC}, such that the values of its component depend on the value of the BDM for each block in the SOC. The effect of the weighted MVs acts as adding a smoothening term to Eq. (2) as follows:
where ν B is the motion vector for the block B. This term enables the search area to flow with the moving object by selecting a proper initial search center. The major advantage is that it can increase the chance of finding the true motion vector and reduce the computational requirement. This advantage is clear for sequences with high motion activity since the BDM is significantly high, as well be shown in the simulation results.
On the other hand, selecting wrong candidate leads to searching in wrong direction. As a result, the search algorithm for best match block either consumes more computation time or is trapped into local minima. To overcome this disadvantage, the proposed algorithm implements the FS algorithm if the BDM for the estimated AISC (BDMI) is larger than a threshold value. Furthermore, if BDMI is lower than another threshold value, then the motion vector of the AISC is considered as the best MV and the search process stops.
To diminish the excess in the algorithm complexity upon using the FS algorithm, the proposed algorithm uses a feature domain based criteria. Subsequently, a minimal set of blocks is rechecked using conventional matching criteria to assure the accuracy of final MV. The following section introduces the feature domain criteria and the rechecking process. Moreover, it explains how it helps in improving the proposed algorithm performance.
Feature Domain Criteria
A feature domain based criterion is used to reduce the complexity of BMAs. Kim and Park [21] proposed a featurebased BMA using the concept of integral projections (IP) that reduce the computation time by a factor of two on the average.
IP methods reduce the computations by transforming a block of N × M pixels into two N × 1 and 1 × M vectors, as shown in Fig. 4 . The first vector is related to the rows while the other is related to the columns of the block. The mth component in the vertical projection vector is calculated by summing the pixels of the mth row, as follows
The horizontal integral projection (HIP) is similarly computed.
After transforming the current block and the candidate blocks in the reference frame into its horizontal and vertical IP, the matching criteria at location (k, l) is given by the following formula:
IPFS well be used to denote the FS algorithm using the integral projection matching criteria.
The proposed algorithm uses the IP features to select a minimal set (S ) of candidate blocks. The elements of S are the blocks with the lowest IP matching criteria. Those candidate blocks are once more examined -rechecked-using the conventional matching criteria. The rechecking process ensures the improvement in compensated frame quality on the expense of the computations time. That is, the number of elements of S (N S ) is an important factor in the performance of the proposed algorithm. We tested different values of N S , N S = 0 † , 3, 5, 7, and we found that the best value that satisfy the trade off between quality and complexity is N s = 5.
Proposed Algorithm Procedure
For each frame, two thresholds T 1 and T 2 are calculated to divide the range of the previous frame BDM into three regions. The value of T 1 and T 2 dramatically affects the performance of the proposed algorithm. We tested a number of methods and we chose the best of them. The value of the thresholds is automatically computed for each frame depending on two statistical factors, namely the range and the mean value of BDM for the previous frame:
where Max BDM , Min BDM and Mean BDM are the maximum, minimum and mean values for the previous frame BDM respectively. The BDM calculated from the AICS (BDMI) has three cases Case 1: BDMI < T 1 , Case 2:
In the first case, we well consider the motion vector of AISC as the best motion vector. That is, we obtain a hypothetical optimal motion vector (HOMV) by calculating BDM for one block only that decreases the computations time of the algorithm.
In the second case, the search process starts from the AISC applying one of the sub-optimal and fast search algorithms. We chose dual stage search (DSS) [22] algorithm as the sub-optimal search algorithm since it is proved to be fast and accurate enough to find the best motion vector.
Finally, in the third case, since the BDM for the AISC is high compared to BDM of all the blocks in the previous frame, the FS algorithm is applied to decrease the BDM. In this case, the search process starts from the ISC. Figure 5 depicts the flowchart of the proposed algorithm. The proposed algorithm is referred to as hybrid adaptive dual stage search (HADSS).
Experimental Results and Discussion
In this section, we present the experimental results for the proposed algorithm. We compare FS, TSS, DS, DSS and adaptive rood pattern search (ARPS) [18] with HADSS in both quality of the compensated frame and computational complexity. A set of 16 sequences with different motion activity, size and format are used in the simulation. Table 3 shows all information for the test video sequences.
We used the Average MSE (A-MSE) and average PSNR (A-PSNR) between the original frame and the compensated frame to compare the quality performance of the algorithm. The average time (A-Time) elapsed per frame is used to measure algorithm complexity. Moreover, speedup ratio (SUR) for each algorithm is used to figure out the improvement in algorithm complexity compared to FS as a reference algorithm. SUR is defined as:
where Time FS and Time A are time elapsed by FS algorithm and the algorithm under investigation respectively. The performance comparisons between different search algorithms in terms of speed-up, MSE, and PSNR for a number of sequences are illustrated in Tables 4, 5 It is noticed from the tables that, the proposed algorithm reduces the complexity of the FS by a factor of 10 to 12 with low degradation in PSNR ranging from 0.007 dB to 0.354 dB. In addition, the comparison of the complexity reduction with the other algorithms shows that our algorithm has low computational load.
For sequences with high motion activity, the proposed Table 3 Sequences used in simulation. Table 4 Speed-up, MSE, and PSNR for "Football" sequence. Table 5 Speed-up, MSE, and PSNR for "Coast Guard" sequence. Table 6 Speed-up, MSE, and PSNR for "Hall Object" sequence. Table 7 Speed-up, MSE, and PSNR for "Clair" sequence. algorithm has superior performance. For example, for "Football" sequence, HADSS has high SUR and the lowest MSE. In addition, the gain on PSNR is recognizable especially over DSS and ARPS algorithm. Meanwhile, for moderate motion activity sequence, such as "Coast Guard", the proposed algorithm is the fastest with the smallest distortion error. That is, the proposed algorithm not only achieves better quality as a gain in PSNR and reduction on MSE, but also it reduces the algorithm complexity.
On the other hand, for low motion activity such as "Hall Object" and "Clair", HADSS is more than 12 time faster than the FS with slight increase on MSE. However, for some sequences, degradations of quality produced by DS and TSS are lower than HADSS. Nevertheless, if we consider both the complexity reduction and the quality performance, we will notice that HADSS is superior to both algorithms. To emphasis this idea we make another comparison between the DS, TSS and HADSS in terms of speed improvement rate (SIR%) and percentage increase in MSE (MSE%) which may be defined as: Table 8 . This comparison shows that improvement in speedup, SIR% is positive, accompanied with increase in quality gain, MSE% is negative, prove that the proposed algorithm has superior performance specially for moderate and high motion activity sequences. Furthermore, since the FS can produce the true motion vector, we define the motion vector coincident probability (MVCP) as a percentage ratio of motion vectors correctly found by various algorithms to that found by FS. Figure 6 , shows that the proposed algorithm has higher MVCP than TSS and DS except for "Suzie" sequence. That is, in general our algorithm is more accurate than other algorithms especially for sequences with high and moderate motion activity.
In Addition, Fig. 7 shows the percentage of applying the three cases for different video sequence. In general, Case 2 is the dominant case while Case 3 is the case with lowest occurrence since it is applied only for correcting motion vectors with large BDM. On the other hand, adopting the HOMV as the best match, ranges from 20% to 55% according to the motion activity that present on the video sequence.
Finally, From Figs. 8, 9 and 10, it is clear that all algorithm has almost the same performance in the areas of low motion activity, while in the high motion activity areas, the performance of the algorithms have a lot of deviations from the ideal algorithm (FS). Proposed algorithm has almost the minor deviation from the FS algorithm.
Conclusion
In this paper, we have presented a new fast algorithm for estimating motion in image sequence. Experimental results show that the proposed algorithm has a good performance compared to some well-known algorithms in terms of MSE, PSNR and computational requirement. Moreover, the performance of the proposed algorithm is superior to other algorithms for sequences with high motion activity due its adaptability of the proposed algorithm, which leads to avoiding local minima by tracking the major trends of the motion at the initial stage of searching procedure. Moreover, the gain on algorithm speed-up is due to HOMV obtained from the implementation of the first case. His current research interests are in the theory and applications of digital signal processing and other related areas. He is the author of "Theory of Digital Signal Processing," Vols. 1-3 (1985, 1985, 1986) 
