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Abstract. Sering ditemui dalam proses difusi diperlukan penen-
tuan satu permukaan bebas dari data di batas yang berlebih. Satu
teknik penyelesaian konstruktif yang umum digunakan ialah metode
garis. Tulisan ini memberikan langkah yang diambil untuk mendekati
berbagai masalah syarat batas bebas yang eksplisit maupun im-
plisit untuk persamaan difusi satu-dimensi dengan mempergunakan
satu barisan masalah syarat batas dari satu persamaan diferensial
biasa. Diperlihatkan bahwa persamaan ini memiliki solusi yang da-
pat diperoleh dengan mempergunakan teknik invariant imbedding.
Juga diperlihatkan untuk satu model bahwa solusi hampiran akan
konvergen ke solusi klasik yang (hampir) tunggal saat parameter
diskretisasi menuju nol.
1. Pendahuluan.
Di antara sejumlah masalah syarat batas bebas untuk persamaan
diferensial parsial, masalah parabolik satu dimensi boleh dikata telah
dibahas sangat rinci. Satu masalah jenis tersebut yang cukup di-
mengerti dengan baik ialah masalah pelelehan batang es yang bersen-
tuhan dengan bahan cair. Jika dianggap bahwa es selalu dalam keadaan
suhunya terjaga pada suhu tetap 0◦C, dan perpindahan panas diang-
gap hanya melalui konduksi, maka distribusi suhu di batang es dapat
diterangkan dengan persamaan panas berikut:
uxx − c ut = 0, (1.1)
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dengan syarat batas dan syarat awal:
u(0, t) = α(t), (1.2)
u(s(t), t) = 0, (1.3)
ux(s(t), t) = −λds
dt
, (1.4)
s(0) = 0. (1.5)
Dengan notasi sebagai berikut, u menyatakan suhu dalam fluida di an-
tara dinding x = 0 yang bersuhu α(t) dan batas s(t) yang tidak dike-
tahui dan bergerak sebagai batas antara fluida dan es. Syarat untuk
flux ux(s(t), t) di atas, diperoleh dari neraca energi dan memiliki arti
bahwa panas mengalir ke es digunakan untuk melelehkannya alih-alih
untuk menaikkan suhu. Syarat s(0) = 0 berarti tidak ada fluida pada
awalnya. Konstanta c dan λ ditentukan dari konduktivitas, kapasitas
panas dan panas laten dari air.
Masalah tersebut di atas dan perluasannya ke sistem dua fasa (den-
gan anggapan bahwa benda padatnya juga memiliki perubahan suhu)
sudah dipelajari di akhir abad ke-19 oleh J. Stefan, sehingga kini dike-
nal sebagai masalah Stefan. Seiring dengan berjalannya waktu, muncul
berbagai masalah teknik akibat perkembangan teknologi yang dapat
dirumuskan sebagai masalah berjenis Stefan, akibatnya karya ilmiah
yang membahas solusi masalah syarat batas bebas secara analitik mau
pun numerik meningkat cukup berarti. Pembahasan mengenai peru-
musan masalah syarat batas bebas satu dimensi berkait dengan peruba-
han fasa, filtrasi, aliran viskoplastis dan proses tumbukan serta bahasan
matematika yang rinci dari masalah yang muncul dari sejumlah model
tertentu dapat ditemukan di monograf [32], yang mencatat perkem-
bangan hingga dasa warsa 60’an, dan prosiding [26], serta seri yang
mencantumkan judul Free and Moving Boundary Problem semisal [6],
serta munculnya Jurnal Interface and Moving Boundary Problems yang
berumur lebih dari sepuluh tahun, menandakan pentingnya model yang
menyangkut batas bebas. Sementara itu,yang menurut hemat penulis,
perlu diperhatikan mengingat bidang aplikasinya cukup dekat dengan
masalah di Indonesia, berbagai masalah batas bebas bermunculan dari
masalah matematika keuangan [39] [22],[23], dari teknologi pangan mis-
alnya mengenai penggorengan dan pengeringan [9] dan pengeringan
beku [10],[11], [24], [27],[2], [3]; teknologi penerbangan [12],[25]; serta
pengeboran dengan laser dalam industri manufaktur [1], pembedahan
dengan sinar laser [13], [28], pembedahan kulit sel telur dengan sinar
laser [14].
Satu teknik yang dapat digunakan untuk menyelesaikan masalah
syarat batas persamaan difusi satu dimensi dikenal dengan metode
garis lateral. Pada prinsipnya, metode ini ialah mengganti persamaan
diferensial parsial dengan satu barisan masalah syarat batas persamaan
diferensial biasa. Secara historis, Rothe [30] mempergunakan strategi
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tersebut untuk masalah syarat batas parabolik dua dimensi di daerah
yang tetap, sehingga metode garis lateral sering pula dikenal sebagai
Metode Rothe. Strategi ini tidak hanya digunakan sebagai metode nu-
merik1, [5], juga digunakan untuk pembahasan analitik [16]. Bahkan,
meski tidak dikutip oleh [32], metode ini sering digunakan untuk menye-
lesaikan masalah syarat batas bebas dan masalah interface (misalnya,
[4], [17], [34], [35], [37], [38] serta rujukan yang dikutipnya). Semua
karya tersebut cukup berbeda substansinya karena ragam masalah yang
diselesaikannya, tetapi semua memiliki benang merah yang sama dan
mempergunakan teknik matematika yang sama.2 Tulisan ini bertu-
juan memperlihatkan tahapan penting penggunaan Metode Rothe un-
tuk menyelesaikan masalah syarat batas bebas. Dapat diidentifikasi
bahwa dalam proses penyelesaian terdapat 5 tahapan penting,
(1) Perumusan dengan mempergunakan aproksimasi garis
(2) Penyelesaian rangkaian persamaan garis
(3) Penurunan batas a-priori dari penyelesaian persamaan garis
(4) Pendefinisian penyelesaian dari masalah syarat batas bebas yang
diberikan
(5) Kekonvergenan penyelesaian metode garis.
Tahap 1 dan 2 bersifat algoritmik dan akan dirumuskan untuk masalah
yang cukup umum. Hal penting ialah, tahap batas a-priori dan kekon-
vergenan solusi sangat tergantung pada data yang diberikan, karenanya
hanya akan dibatasi pada satu masalah model. Cukup penting un-
tuk dicatat, karya [19] cukup berbeda dibanding dengan karya lainnya
dalam 2 hal. Tahap 2 digunakan teknik invariant imbedding, yang me-
ngubah masalah syarat batas persamaan garis menjadi masalah syarat
awal, dan langkah ke 5 yang mempergunakan konsep solusi lemah alih-
alih solusi klasik. Meski demikian, benang merah metodenya tetap
tampak jelas serupa.
1Kelompok penelitian di Konrad Zusse Institut Berlin cukup extensif mempergu-
nakan Metode Rothe, lihat kumpulan Technical Reports yang disediakan di home-
pagenya: http:www.zib.de.
2Penggunaan Metode Rothe tidak dibatasi untuk masalah parabolik, tetapi juga
untuk persamaan eliptik, [21] memanfaatkannya untuk menyelesaikan Dam Problem
yang merupakan masalah batas bebas persamaan Eliptik.
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) + a(x, t)
∂
∂x
+ b(x, t) (2.1)
−c(x, t) ∂
∂t
u = f(x, t), (2.2)
t > 0, 0 < x < s(t),
α1(t)u(0, t) + α2(t)ux(0, t) = α(t), (2.3)
α1(t)
2 + α2(t)
2 6= 0, t > 0,
u(x, 0) = u0(x), 0 < x < s(t), (2.4)
dengan kendala,
H(u(s, t), ux(s, t), ut(s, t), s(t), s
′(t), t) = 0, t > 0, (2.5)
dengan H = (H1, H2) fungsi bernilai di IR
2 yang diberikan. Dalam pem-
bahasan selanjutnya, semua data berupa fungsi dianggap memenuhi
syarat cukup licin (smooth) yang diperlukan untuk operasi di daerah
Ω∞ = {(x, t); 0 ≤ x < ∞, 0 ≤ t ≤ T}, dengan T sebarang tetapi
merupakan batas atas yang tetap.













u + µ1(s, t)
ux + λs
′ + µ2(s, t)
)
, λ > 0. (2.7)












ux − µ2(s, t)
)
. (2.9)
(iv.) Model Gibbs-Thompson untuk pertumbuhan gelembung tung-





ux − (µ3 − u)s′
)
. (2.10)
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(v.) Radiasi dan ablasi di permukaan bebas
H =
(




Dengan semua µi bergantung pada s dan t. Lebih jauh, hubungan fung-
sional di syarat batas bebas dapat diakomodir. (Lihat, misalnya, peru-
musan tumbukan viskoplastis [32], masalah perpindahan panas untuk
pelapisan unggun mengalir [20], lihat juga proposal software di [36]).
Semua masalah di atas memiliki kesamaan yaitu berupa persamaan
difusi, apakah berbentuk kartesian, radial, mau pun bola, dengan atau
tanpa suku konveksi, dan dengan suku beban yang tergantung pada
masalahnya, harus diselesaikan dengan syarat memenuhi hubungan af-
fin (2.3) dan kedua hubungan (2.5). Jika s(t) diberikan, masalah men-
jadi over-determined sehingga mungkin tak ada solusi. Akan tetapi,
jika s(t) tidak diketahui secara a-priori dan harus ditentukan sehingga
data di batas yang diberikan menjadi konsisten. Jika salah satu per-
samaan di (2.5) dapat diselesaikan untuk s(t) atau s′(t), maka masalah
dikenal sebagai masalah syarat batas bebas eksplisit; lainnya dise-
but implisit. Masalah Stefan merupakan masalah eksplisit, sedangkan
masalah optimal stopping merupakan perumusan implisit.
2.1. Metode garis lateral (Metode Rothe). Penggunaan metode
garis lateral atau Metode Rothe dengan mudah diaplikasikan ke masalah
di atas tanpa melakukan tambahan apa pun atas struktur persamaan-
nya. Untuk itu, kita definisikan partisi {0 = t0 < t1 < · · · < tN = T}
dari selang [0, T ], yang untuk kemudahan kita anggap terdiri dari sub-
selang yang seragam: ∆t = ti − ti−1, i = 1, 2, · · · , N. Hal yang paling
sederhana dan umum digunakannya metode Rothe untuk menghampiri
(2.2) dengan melakukan substitusi berikut ini:
ut(x, tn) ≈ u(x, tn)− u(x, tn−1)
∆t
, s′(tn) ≈ s(tn)− s(tn−1
∆t
),
yang akhirnya mereduksi persamaan diferensial parsial (2.2) menjadi





′ + a(x, tn)u
′
n + b(x, tn)− c(x, tn)
un − un−1
∆t
= f(x, tn), (2.12)












, tn) = 0,
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dengan un = u(x, tn), u
′
n = d/dx(un) dan sn = s(tn). Untuk setiap
tingkat waktu n, persamaan ini harus diselesaikan untuk fungsi un dan
batas bebas sn (bahkan bila diperlukan, un−1 dapat diperluas secara
diferensial sebagai fungsi linear di [sn−1,∞)).
Untuk hampiran di atas, kita gunakan formula beda mundur un-
tuk variabel waktu, yaitu metode diskretisasi implisit orde satu. Da-
pat juga digunakan misalnya metode implisit dengan orde lebih tinggi,
seperti Crank-Nicholson, tetapi harus diperhatikan apakah tingkat akurasi
untuk penentuan sn juga lebih baik. Begitu pula, formula beda maju
dalam waktu dapat digunakan, tetapi untuk kasus batas bebas, kita
berhadapan dengan masalah bahwa secara eksplisit kita harus menge-
tahui di mana posisi batas bebasnya. Karena itu lebih cenderung di-
pilih metode implisit, karena algoritma penyelesaian tidak tergantung
secara langsung pada posisi sn.
2.2. Invariant Imbedding. Perhatikan bahwa persamaan diferensial
biasa di atas berbentuk linear dalam un. Kelinearan ini, dapat diman-
faatkan dengan cara lain untuk mengatasi ketakstabilan, setidaknya
untuk masalah Stefan [33]. Teknik yang akan disajikan dikenal seba-
gai metode invariant imbedding dan secara rinci diuraikan di [17]. Kita
akan berikan ringkasannya berikut ini. Masalah (2.12) dapat dituliskan
sebagai sistem persamaan diferensial orde-1







−b(x, tn)un + f(x, tn)− c(x,tn)∆t un−1,
(2.13)
dengan syarat batas yang diberikan. Agar tepatnya, kita anggap α2(t) 6=
0 di [0, T ], dan untuk memudahkan, kita pilih α2 = 1. (Untuk kasus
α1 6= 0, peran dari un dan vn kita pertukarkan. Untuk rincinya lihat di
[17] atau [18]). Sehingga syarat batas untuk sistem di atas, berbentuk:
vn = [α(tn)− α1(tn)un(0)] · k(0, tn),
(2.14)









Penyelesaian (2.13) dan (2.14), jika ada, termuat dalam keluarga
fungsi {un(x, r), vn(x, r)} dari solusi (2.13) dengan syarat:
vn = [α(tn)− α1(tn)un(0)] · k(0, tn),
(2.15)
un = r,
untuk r parameter bebas yang ada di rentang semua bilangan real.
(Mencari r yang konsisten dengan (2.14) akan diperoleh dengan mem-
pergunakan metode shooting untuk menyelesaikan masalah syarat batas).
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dengan Φ merupakan matriks fundamental yang memenuhi
Φ′ =
( −aˆ(x, tn) cˆ(x, tn)
1 0
)









Jika persamaan kedua di (2.16) diselesaikan untuk r, dan kemudian
hasilnya disubstitusikan ke vn, akan diperoleh hubungan berikut antara
un dan vn untuk setiap r ∈ (−∞,∞)
vn(x, r) = Rn(x)un(x, r) + wn(x). (2.17)
Bentuk ini tak lain merupakan transformasi Riccati untu persamaan
diferensial orde 2. Karenanya haruslah berlaku untuk setiap r, bila
dibandingkan ke (2.15) diperoleh
Rn(0) = −α1(tn)k(0, tn), wn(0) = α(tn)k(0, tn).
Karena un dan vn memenuhi (2.13) dan Rn dan vn merupakan kombi-
nasi sederhana dari komponen Φ dan integral tentu di (2.16), bentuk













Substitusikan persamaan diferensial untuk v′n dan perwakilan (2.16)








− aˆ(x, tn)wn + f(x, tn)− c(x, tn)
∆t
un−1(x)].
Hubungan ini berlaku untuk setiap r dan karena suku berkurungsiku
bebas dari r, maka haruslah musnah. Sehingga akhirnya kita peroleh
bahwa fungsi Rn dan wn di transformasi Riccati (2.17) merupakan so-
lusi masalah syarat awal berikut yang terdefinisi, yang dikenal sebagai
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persamaan invariant imbedding:
R′n = cˆ(x, tn)−
R2n
k(x, tn)
− aˆ(x, tn)Rn (2.19)





+f(x, tn)− c(x, tn)
∆t
un−1(x), (2.20)
wn(0) = α(tn)k(0, tn).
Perwakilan (2.17) harus dipenuhi pula untuk setiap x, jadi berlaku











, tn) = 0.











, tn) = 0. (2.21)
Jika pasangan akar (un, sn) dapat ditemukan, maka (2.12) tereduksi
menjadi masalah dua-titik biasa dengan syarat vn(0) = α(tn)−α1(tn)un(0),
dengan un(sn) ditentukan dari (2.21), di interval [0, sn] yang tetap. Al-




n = vn = Rn(x)un + wn(x), (2.22)
dengan un(sn) ditentukan dari (2.21), dengan cara mundur dari sn ke
0. Pendekatan ini biasanya digunakan bila diselesaikan secara numerik.
Lagi pula, seringkali mungkin mereduksi (2.21) dengan mengeliminasi
salah satu u ataukah ux. Misalnya, hanya persamaan skalar yang perlu








= Rn(x)(−µ1(x, tn)) + wn(x)
+[λx−sn−1
∆t
+ µ2(x, tn)]k(x, tn) = 0;
(ii) φn(x) = wn(x) = 0;
(iii) φn = −Rn(x)µ1(x, tn) + wn(x) + µ2(x, tn)k(x, tn) = 0;
(iv)
φn = Rn(x) · µ1(x, tn)eµ2/x + wn(x)
−[µ3 − µ1(x, tn)eµ2/x]x−sn−1∆t k(x, tn) = 0;
(v) φn = Rn(x)ψn(x) + wn(x)− µ1(ψ4n − µ42) · k(x, tn) = 0;
dengan ψn(x) = µ5 − µ4/(ln((x− sn−1)/∆t)− ln µ3).
Jadi, untuk setiap masalah yang diperkenalkan di atas, pendekatan
yang sama dapat digunakan. Persamaan invariant imbedding (2.19)
dan (2.20) diintegrasikan maju dalam variabel x dan fungsional φ(x)
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dievaluasi. Bila memotong sumbu-x batas bebas sn ditetapkan dan
un(sn) ditentukan dari (2.21), yang memungkinkan menghitung un se-
panjang [0, sn] misalnya dengan cara mengintegralkan (2.22). Dari sini
jelaslah bahwa langkah langkah tersebut di atas dapat diselesaikan se-
cara numerik.
3. Kekonvergenan Metode Rothe
Untuk mendemonstrasikan bagaimana teknik solusi di atas dapat
digunakan untuk memperoleh bukti eksistensi, tinjau masalah model
berikut,
uxx − ut = f(x, t),
u(0, t) = α(t),
u(s(t), t) = 0,
ux(s(t), t) = 0,
u(x, 0) = 0,
s(0) = 0.
(3.1)
Sebagaimana dikatakan, masalah jenis ini muncul di teori optimal stop-
ping, dengan u berkait dengan fungsi imbalan (reward function/value
function) terkait dengan satu proses Brown dan s(t) merupakan batas
penghentian optimum dari proses (Lihat [35] dan rujukan yang diku-
tip).
Persamaannya cukup sederhana tetapi menonjolkan aspek matema-
tis yang cukup pentingkarena bukti keujudan solusi metode garis se-
belumnya memustahilkan musnahnya gradien di batas bebas [35],[38].
Sehingga, beberapa hasil di [19] cukup berbeda secara signifikan di-
banding literatur lainnya. Kita akan tunjukan secara berurutan bahwa
berdasarkan sejumlah hipotesis:
i) persamaan metode garis untuk (3.1) memiliki solusi di setiap
tingkat waktu diskret;
ii) bahwa un, u
′
n, (un− un−1)/∆t, dan (sn− sn−1)/∆t terbatas ser-
agam;
iii) penyelesaian yang terkait (3.1) yang didefinisikan dalam (un, sn)
konvergen ke sebuah solusi dari (3.1).
Dua alat utama yang penting digunakan secara berulang, yaitu prin-
sip maksimum untuk persamaan diferensial (eliptik) biasa (lihat mis-
alnya [29]) dan teorema Ascoli mengenai kekompakan barisan terbatas
seragam dari fungsi ekikontinu (lihat misalnya [31]).
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Hampiran metode Rothe untuk masalah batas bebas (3.1) ialah:
u′′n − (un − un−1)/∆t = f(x, tn), (3.2)
n = 1, · · · , N, ∆t = T/N,
atau (3.3)
v′n = un/∆t + f(x, tn)
−un−1/∆t, vn(0) = α(tn), (3.4)
u′n = vn, un(sn) = vn(sn) = 0, (3.5)
u0 = 0, (3.6)
Persamaan invariant imbedding yang terkait ialah





w′n = −R(x)wn + f(x, tn)− un−1/∆t,
wn(0) = α(tn), (3.9)
dan batas bebas yang ditentukan sebagai akar sn dari persamaan
φn(x) = wn(x) = 0.
Untuk membuktikan keujudan solusi (un, sn) di setiap tingkat waktu
diskret n dan kekonvergenan diperlukan hipotesis berikut ini.
H.1. α(t) ≤ 0, t ∈ (0, T ]; terdapat fungsi kontinu C dan c sehingga
C(t) ≥ f(x, t) ≥ c(t) ≥ c > 0, (x, t) ∈ (0,∞)× [0, T ].
H.2.i. Terdapat konstanta Lipschitz Li ≥ 0, i = 1, 2, 3, sehingga
0 ≥ α(t)− α(r) ≥ L1(r − t), t, r ∈ (0, T ]





(x, r)| ≥ L3(r − t), t, r ∈ (0, T ], seragam di x.
H.2.ii. Terdapat syarat batas yang konsisten sehingga α(0) = 0.
Keujudan solusi ditunjukan lema berikut,
Lema 3.1. Dengan hipotesis H.1., solusi metode Rothe {un, sn} ada
untuk setiap n = 1, · · · , N.
Bukti 3.2. Untuk lengkapnya lihat di [19].
Untuk menunjukan kekonvergenan bersamaan dengan ∆t → 0, harus
ditunjukan bahwa batas bebas yang dihitung {sn}Nn=0 dapat digunakan
untuk mendefinisikan batas s(t) yang kontinu Lipschitz bersamaan den-
gan ∆t → 0. Satu taksiran berbentuk
|sn − sn−1| ≤ K∆t
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′(ζ)(sn−sn−1)2, ζ ∈ (sn−1, sn)
(3.10)
dengan membatasi un(sn−1) dari atas dan u
′
n
′(ζ) dari bawah. Anggapan
bahwa asumsi hipotesis H.1. dan H.2. berlaku.
Lema 3.3. Syarat kemonotonan berikut berlaku
un(x) ≥ un−1(x) ≥ 0, sn ≥ sn−1.
Bukti 3.4. Lihat di [19].
Untuk masalah Stefan dan filtrasi, suku u′n(sn) tidaklah musnah,
dan karenanya cukup diturunkan batas berbentuk u′n(sn−1) ≤ K∆t di
uraian Taylor di atas (lihat [18] dan [38]). Untuk (3.2) di atas, batas
berbentuk |u′n(sn−1)| ≤ K∆t(sn − sn−1) merupakan hal perlu. Kita
akan trunkan dengan membatasi |u′n| dengan K∆t di [sn−1, sn]. Lema
berikut diperlukan untuk bukti hasil tersebut. Bukti lema dan Teorema
dapat di lihat di [19].
Lema 3.5. Terdapat sebuah konstanta K sehingga |u′n−u′n−1| ≤ K∆t
di [0, sn].
Teorema 3.1. Dengan hipotesis H.1. dan H.2., terdapat satu kon-
stanta K yang bebas dari ∆t sehingga
sn+1 − sn ≤ K ∆t.
Dari Teorema tersebut, dapat diperoleh hasil sn ≤ KT untuk suatu
K yang konstan, sehingga dengan demikian kita perlu hanya memper-
hatikan masalah (3.2) di [0, X˜] untuk X˜ = KT. Lebih jauh dengan
memanfaatkan lema 3.5 sebelum ini, diperoleh |un(x) − un−1(x)| ≤
K∆t|sn − x|, sehingga
|un(x)− un−1(x)
∆t
| ≤ K (3.11)
seragam di x dan n untuk setiap x ∈ [0, X˜].
Solusi aproksimasi metode Rothe (un, sn) dapat digunakan untuk




{(t− tn−1)sn + (tn − t)sn−1},




{(t− tn−1)un + (tn − t)un−1}.
Dengan mempergunakan teorema Ascoli, dapat ditunjukkan terda-
pat anak barisan {Nl} sedimikian rupa sehingga SNl dan UNl konvergen
secara seragam ke fungsi limit s(t) dan u(x, t) yang kontinu Lipschitz.
22 AGAH D. GARNADI
Untuk menunjukkan bahwa s(t) dan u(x, t) menyelesaikan masalah
(3.1), untuk kemudahan perlu diperkenalkan konsep solusi lemah untuk
masalah batas bebas.
Definisi 3.6. Solusi lemah masalah syarat batas (3.1) ialah sebuah
fungsi u yang terukur dan terbatas serta fungsi s yang kontinu dengan





[(φxx − φt)u− fφ] dxdt −
∫ T
0
φ(0, t)α(t) dt. (3.13)
Dengan D menyatakan ruang fungsi uji. Ruang fungsi uji D ter-
diri atas fungsi dua variabel yang terdefinisi di [0, X˜] × [0, T ] yang
terturunkan 2 kali di x dan sekali di t di [0, X˜] × [0, T ] dan berlaku
φ(x, T ) = φx(0, t).
Dengan mempergunakan konsep solusi lemah ini, dapat ditunjukkan
mengenai keujudan solusi. Sebagaimana dimanfaatkan dalam menun-
jukkan keujudan solusi dalam persamaan panas pada batas yang tetap,
bahwa solusi lemah yang cukup licin merupakan syarat kecukupan un-
tuk ujudnya solusi klasik, hal yang sama dapat diperluas untuk kasus
batas bebas. Kemudian, dapat diperlihatkan ketunggalan solusi lemah.
Untuk diskusi rinci mengenai hal ini lihat di [19]. Teorema berikut me-
nunjukkan bahwa solusi akan konvergen ke solusi klasik yang tunggal.
Teorema 3.2. Dengan hipotesis H.1., H.2., solusi metode garis yang
didefinisikan oleh (3.12) konvergen secara seragam ke sebuah solusi
klasik yang tunggal dari masalah syarat batas bebas (3.1).
Bukti 3.7. Rincian pembuktian dapat dilihat di [19].
4. Contoh.
4.1. Optimal Stopping. Masalah batas bebas berikut ini bermula
dari teori optimal stopping sebagaimana dibahas oleh [35]








, ux(s(t), t) = 0, s(0) = 0
Meski tidak diketahui mengenai hasil analitik yang menunjukkan keu-
judan solusi untuk masalah singular ini, dapat ditunjukkan bahwa
satu solusi aproksimasi (un, sn) dapat dihitung dengan mempergunakan






JMA, VOL. 3, NO.2, DESEMBER, 2004,11-27 23
maka w akan memenuhi masalah batas bebas implisit
wxx − wt = 1
2t2
,
wx(0, t) = −1
2
,
w(s(t), t) = wx(s(t), t) = 0, s(0) = 0.
Karena data singular di (x, t) = (0, 0), teori di atas tidak berlaku. Akan





, t ∈ [0, ε],
1
2t2




, t ∈ [0, ε],
−1
2
, t > ε,
kita tinjau
wxx − wt = fε(x, t),
wx(0, t) = αε(t),
w(s(t), t) = wx(s(t), t) = 0, s(0) = 0.
Untuk ε yang tetap, fungsi fε dan αε memenuhi hipotesis H.1. dan
H.2., sehingga untuk ε > 0 penyelesaian w memiliki solusi dan tunggal.
Jika kita selesaikan secara numerik, kita peroleh bahwa persamaan








sementara persamaan (2.20) dan (2.22) diintegralkan secara numerik.
Batas bebas sn di tingkat waktu diskret ke-n merupakan akar dari
wn(x) = 0 dan dapat diperoleh dengan mempergunakan interpolasi
linear di antara dua titik kisi berturutan di mana wn berganti tanda.
Kasus ε = 0 merupakan kasus yang menarik, barisan {wε(x, t), sε(t)}
dihitung dengan mengambil ε = ∆t (yaitu dengan mengabaikan singu-
laritas data). Hasil numerik metode Rothe dibandingkan dengan hasil
[35] untuk posisi batas bebas dapat di lihat di [19].
4.2. Opsi Jual Amerika (American Put Option). Valuasi opsi Amerika
atas saham dengan imbalan ψ dan jatuh tempo T dapat dinyatakan
sebagai V (S, 0) dengan S(0) = S dan V (S, t) merupakan solusi dari
masalah batas bebas berikut. Khususnya untuk kasus Opsi Jual Amerika,
untuk setiap t > 0 terdapat s∗(t) yang tunggal sehingga:






(s, t) + [r(t)− ρ(t)]s∂V
∂s
(s, t)
−r(s, t)V (s, t) = −∂V
∂t
(s, t),
s ∈(s∗,∞), t ∈ [0, T ),
V (S, t) → (κ− s)+, t → T,
V (S, t) → 0, s →∞,
t ∈ [0, T ),
V (S, t) > (κ− s)+,
s ∈(s∗,∞),
t ∈ [0, T ),
V (S, t) → (κ− s∗(t)), s → s∗(t)+,
t ∈ [0, T ),
∂V
∂t
(S, t) = −1, s → s∗(t)+,
t ∈ [0, T ).
Jika dilakukan normalisasi
u = V/κ, x = s/κ, (4.1)
dan untuk kemudahan, gunakan variabel waktu yang baru
τ = T − t.










(x, τ)− r(x, τ)u(x, τ) = −∂u
∂τ
(x, τ), (4.3)
x ∈(s(τ),∞), τ ∈(0, T ],(4.4)
u(s(τ)+, τ) = 1− s(τ), 0 < τ ≤ T, (4.5)
∂u
∂x
(s(τ)+, τ) = −1, τ ∈(0, T ], (4.6)
u(x, τ) → 0, x →∞, τ ∈(0, T ], (4.7)
u(x, τ) = 0, x ∈(s(0) = 1,∞). (4.8)




′ + b(x, τn)u
′




Atau, jika ditulis secara umum:
u′n
′ + d(x, τn)u
′
n − c(x, τn)un = g(x, τn), (4.10)
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Sehingga kita peroleh sistem persamaan diferensial orde-1:
u′n = vn (4.11)
v′n = c(x, τn)un − d(x, τn)vn + g(x, τn), (4.12)
Dengan mempergunakan transformasi Riccati,
u(x) = R(x)v(x) + w(x) (4.13)
diperoleh persamaan invariant imbedding,
R′ = 1 + d(x, τn)R− c(x, τn)R2, R(X) = 0 (4.14)
w′ = −c(x, τn)R(x)w −R(x)g(x, τn), w(X) = h(τn). (4.15)
dengan [0, X] pemenggalan dari interval tak hingga [0,∞), dengan
h(τn) akan ditentukan kemudian. Dengan mengintegralkan secara mundur
persamaan invariant imbedding, kemudian kita peroleh batas bebas sn
dengan mencari akar dari:
φ(x) = R(x)− w(x) + (1− x).
Jika batas bebas sn sudah diketahui, integralkan
v′n = c(x, τn)(R(x)vn + w(x))− d(x, τn)vn + g(x, τn), vn(sn) = −1,
sepanjang selang [sn, X]. Kemudian substitusikan ke transformasi Ric-
cati, untuk mendapatkan un. Solusi diperluas ke selang (s∞, sn) dengan
mempergunakan fungsi linear.
5. Penutup.
Penggunaan metode garis lateral yang tidak terkait dengan per-
samaan panas atau kah memiliki bentuk khusus dari data batas pada
batas yang tetap mau pun batas bebas, disajikan dalam tulisan [19]
bagaimana teknik penyelesaiannya.
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