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Abstract
We consider quasi-parabolic subgroups of the Weyl group W (Dn) of type Dn , which are intersections
of W (Dn) with quasi-parabolic subgroups of the Weyl group W (Bn) of type Bn (see [J. Du, L. Scott,
The q-Schur2 algebra, Trans. Amer. Math. Soc. 352 (2000) 4325–4353] and [C.K. Mak, Quasi-parabolic
subgroups of G(m, 1, r), J. Algebra 246 (2001) 471–490]). We study the properties of cosets of these
subgroups in W (Dn). A length function formula of type Dn is derived. A complete set of right coset
representatives of these subgroups is constructed. We show that each of these representatives is of
minimum length (with respect to both type Bn and type Dn length functions) in the coset it belongs to.
Characterizations of these representatives via certain tableaux are given. Finally, a complete set of double
coset representatives of quasi-parabolic subgroups in W (Dn) is also obtained, and we show that each of
these representatives is of minimum length with respect to type Bn length functions in the double coset it
belongs to.
c© 2005 Elsevier Ltd. All rights reserved.
1. Introduction
Let n be a positive integer, n := {1, 2, . . . , n}. Let Sn be the symmetric group on n, acting
on n from the right. A composition of n is a sequence of positive integers λ = (λ1, . . . , λr )
with
∑r
i=1 λi = n. For each composition λ = (λ1, . . . , λr ) of n, letSλ be the standard parabolic
subgroup corresponding to λ. That is,Sλ = S(1,...,λ1)×S(λ1+1,...,λ1+λ2)×· · ·×S(∑r−1j=1 λ j+1,...,n).
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For each 1 ≤ i ≤ r , let
Rλi :=
{
i−1∑
j=1
λ j + 1,
i−1∑
j=1
λ j + 2, . . . ,
i−1∑
j=1
λ j + λi
}
.
ThenSλ stabilizes each Rλi . Each right coset ofSλ inSn contains a unique element of minimum
length, the distinguished right coset representative. If µ is also a composition of n, the same
is true for each double coset SλwSµ. These results have applications in the representation
theory of the Iwahori–Hecke algebras of classical type as well as of q-Schur algebras; see [4–
6,12,13] and [14]. In fact, they are valid for parabolic subgroups of the finite Weyl group of
any type, and even valid for quasi-parabolic subgroups of the Weyl group of type B (see [10]
and [16, (4.2.6)]). By the work of [7,9,10] and [8], the quasi-parabolic subgroups (in the restricted
sense; see [10]) arise naturally in the study of representation of type B Iwahori–Hecke algebra
and constructing quasi-hereditary Hecke endomorphism algebra. These subgroups are usually
not parabolic. A more general notion of quasi-parabolic subgroups for the complex reflection
group of type G(r, 1, n) was introduced by Mak in [16], while a notion of quasi-parabolic
subgroups for the Weyl group of type D was also introduced in [11]. In this paper, we shall
define quasi-parabolic subgroups of Weyl group W (Dn) as the intersection of W (Dn) with the
quasi-parabolic subgroups of Weyl group W (Bn) of type Bn . These quasi-parabolic subgroups
include as special cases the ones defined in [11]. We study cosets of these subgroups in W (Dn)
by using the approach of [16]. Unlike in the type A and type B cases, it turns out that, for each
given quasi-parabolic subgroup of W (Dn), the element of minimum length in each right coset
is not necessarily unique. However, we show that (Theorems 4.12 and 4.14) each right coset
still contains a representative which is of minimum length with respect to both type Bn and type
Dn length functions (though it may not be unique). We set up a simple relation (Theorem 4.14)
between the set of these minimum length representatives and the set of distinguished right coset
representatives of the corresponding quasi-parabolic subgroup in W (Bn). We characterize these
minimum length representatives in terms of certain tableaux. In Section 4, we introduce a notion
of symmetric and non-symmetric double cosets, by means of which we describe a complete set
of double coset representatives of quasi-parabolic subgroups in W (Dn), and we show that each
of these representatives is of minimum length with respect to type Bn length functions in the
double coset it belongs to. All these results are expected to be used in a future work to pursue the
study of type D Hecke endomorphism algebras in [11].
2. The Weyl groups W(Bn) and W(Dn)
Let W˜n := W (Bn) be the Weyl group of type Bn . It is a finite group with generators
{s0, s1, . . . , sn−1} and relations
s2i = 1, for 0 ≤ i ≤ n − 1,
s0s1s0s1 = s1s0s1s0,
si si+1si = si+1si si+1, for 1 ≤ i ≤ n − 2,
si s j = s j si , for 0 ≤ i < j − 1 ≤ n − 2.
Let u := s0s1s0. The subgroup of W˜n generated by {u, s1, . . . , sn−1} is a Weyl group of type
Dn . We denote it by Wn (or W (Dn)). It has a presentation with generators {u, s1, . . . , sn−1} and
relations
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u2 = 1 = s2i , for 1 ≤ i ≤ n − 1,
us2u = s2us2, si si+1si = si+1si si+1, for 1 ≤ i ≤ n − 2,
us1 = s1u, usi = siu, for 3 ≤ i ≤ n − 1,
si s j = s j si , for 1 ≤ i < j − 1 ≤ n − 2.
There is a second definition of W˜n (or of Wn) which we shall describe below. Let
C2n :=
{
(−1)ka | a ∈ n, k ∈ {0, 1}}. The group W˜n can be realized as the group of all
permutations w of C2n satisfying the condition (−a)w = −(aw). Thus any element w ∈
W˜n is uniquely determined by the sequence (1w, . . . , nw) which can be written in the form
((−1)k1a1, . . . , (−1)knan), where (a1, . . . , an) ∈ Sn1 and ki ∈ {0, 1} for each i . Hence
W˜n =
{
((−1)k1a1, . . . , (−1)knan) | (a1, . . . , an) ∈ Sn, ki ∈ {0, 1},∀ i
}
.
In this picture, we have that
s0 = (−1, 2, 3, . . . , n), si = (1, . . . , i − 1, i + 1, i, i + 2, . . . , n), i = 1, . . . , n − 1.
Let
ti = (1, . . . , i − 1,−i, i + 1, . . . , n), i = 1, . . . , n.
Then s0 = t1, t2, . . . , tn commute with each other and generate a subgroup which is isomorphic
to (Z/2Z)n . Furthermore, W˜n ∼= (Z/2Z)n o Sn . Now the group Wn can be realized as the
subgroup consisting of all permutationsw ∈ W˜n satisfying the extra condition that the cardinality
of {a ∈ n | aw < 0} is even. In other words,
Wn =
{
((−1)k1a1, . . . , (−1)knan) ∈ W˜n, |
n∑
i=1
ki ≡ 0 (mod 2)
}
.
In this picture, we have that u = (−2,−1, 3, . . . , n). Let
pi = (−1, 2, . . . , i − 1,−i, i + 1, . . . , n), i = 2, . . . , n. (2.1)
Then us1 = p2, p3, . . . , pn commute with each other and generate a subgroup which is
isomorphic to (Z/2Z)n−1. Furthermore, Wn ∼= (Z/2Z)n−1oSn , and the subgroup generated by
s1, s2, . . . , sn−1 (or u, s2, . . . , sn−1) can be identified with the symmetric group Sn .
Note that we have identified elements in W˜n as functions of C2n, so the product of elements
in W˜n is the same as the composition of functions. Following [16], we define ¯ : C2n → n to be
the map (−1)ka 7→ a for any a ∈ N, and let ¯ : W˜n → Sn be the group epimorphism defined
by w = (1w, . . . , nw). Then the kernel of ¯ is just the subgroup generated by t1, . . . , tn , and its
intersection with Wn is just the subgroup generated by p2, . . . , pn .
3. A length function formula
In this section we shall give a length function formula2 for any element in W (Dn).
Let ˜` denote the length function on W˜n with respect to the generators s0, s1, . . . , sn−1. For
each element w ∈ W˜n , the number of occurrences of s0 in a reduced expression of w is unique.
We denote it by ˜`0(w).
1 Here we identify an element σ inSn with the n-tuple (1σ, . . . , nσ).
2 As the referee told us, the length function formula we give in Theorem 3.2 is, apart from the notation, the same as
the one in [17, 7.2.3, 7.2.6]. The proof we give here is different from the one in [17].
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Lemma 3.1 ([2, (3.4),(3.8)]). Let w = ((−1)k1a1, . . . , (−1)knan) ∈ W˜n , where (a1, . . . , an) ∈
Sn and ki ∈ {0, 1} for each i . Then
˜`(w) =
n∑
i=1
ki + 2card
{
(i, j) | i < j, ai < a j , k j 6= 0
}
+ card {(i, j) | i < j, ai > a j} ,
˜`0(w) =
n∑
i=1
ki .
Let ` denote the length function on Wn with respect to the generators u, s1, . . . , sn−1.
Theorem 3.2. Let w = ((−1)k1a1, . . . , (−1)knan) ∈ Wn , where (a1, . . . , an) ∈ Sn and
ki ∈ {0, 1} for each i . Then
`(w) = ˜`(w)− ˜`0(w)
= 2card {(i, j) | i < j, ai < a j , k j 6= 0}+ card {(i, j) | i < j, ai > a j} .
Proof. Let V be an Euclid vector space of dimension n. Let {e0, e1, . . . , en−1} be a standard
(orthogonal) basis of V . We define
Φ˜ = {±(ei ± e j ),±2ek | i 6= j, 0 ≤ k ≤ n − 1} ,
Φ˜+ = {ei ± e j , 2ek | 0 ≤ j < i ≤ n − 1, 0 ≤ k ≤ n − 1} ,
∆˜ = {en−1 − en−2, . . . , e2 − e1, e1 − e0, 2e0} .
Let E˜ be the subspace of V spanned by vectors in Φ˜. It is well known that (E˜, Φ˜) forms a
root system of type Bn . The action of the Weyl group W˜n on V is defined on a basis vector by
eksi =
e(k+1)si−1, if i > 0,ek, if i = 0 and k > 0,−e0. if i = 0 and k = 0.
By restricting to the subspace E˜ and the subset Φ˜, one recovers the original reflection action of
the Weyl group W˜n .
Similarly, let
Φ = {±(ei ± e j ) | i 6= j} ,
Φ+ = {ei ± e j | 0 ≤ j < i ≤ n − 1} ,
∆ = {en−1 − en−2, . . . , e2 − e1, e1 − e0, e1 + e0} .
Let E be the subspace of V spanned by vectors in Φ. It is well known that (E,Φ) forms a root
system of type Dn . Since Wn is a subgroup of W˜n , we naturally get an action of Wn on V . By
restricting to the subspace E and the subset Φ, one recovers the original reflection action of the
Weyl group Wn .
Now let w ∈ Wn . By the property of the length function (see [1]), we have that
˜`(w) = card
{
Φ˜+w
⋂
Φ˜−
}
, `(w) = card
{
Φ+w
⋂
Φ−
}
.
Therefore, by Lemma 3.1, `(w) = ˜`(w)−∑ni=1 ki = ˜`(w)− ˜`0(w), as required. This completes
the proof of the theorem. 
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Remark 3.3. Note that the length function formula given in [2, (3.4)] is valid for general
complex reflection groups of type G(r, 1, n), while Theorem 3.2 is in general not valid for
complex reflection groups of type G(r, r, n) when r > 2. For example, let w = s0s1s20 = us1u ∈
G(3, 3, n) ≤ G(3, 1, n), where u := s−10 s1s0. Then ˜`(w) = 4, `(w) = 3, and ˜`0(w) = 3. For
discussions of various length functions on complex reflection groups, see [2,3,18] and [19].
Lemma 3.4. Let w = ((−1)k1a1, . . . , (−1)knan) ∈ Wn , where (a1, . . . , an) ∈ Sn and k j ∈
{0, 1} for each j . Let i ∈ N be such that 1 ≤ i ≤ n.
(1) If (−1)ki+1ai+1 < (−1)ki ai and
w′ = ((−1)k1a1, . . . , (−1)ki+1ai+1, (−1)ki ai , . . . , (−1)knan) ∈ Wn,
then ˜`(w) = ˜`(w′)+ 1, `(w) = `(w′)+ 1 and w = siw′.
(2) If i > 1, k1 = ki = 1, and
w′ = (a1, . . . , (−1)ki−1ai−1, ai , (−1)ki+1ai+1, . . . , (−1)knan) ∈ Wn,
then ˜`(w) ≥ ˜`(w′)+ 2, `(w) ≥ `(w′) and w = piw′.
(3) If ki = ki+1 = 1, and
w′ = ((−1)k1a1, . . . , ai+1, ai , . . . , (−1)knan) ∈ Wn,
then ˜`(w) > ˜`(w′) + 2 and `(w) > `(w′). In that case, if i > 1, then w = si pi pi+1w′;
while if i = 1, then ˜`(w) = ˜`(w′)+ 3, `(w) = `(w′)+ 1 and w = uw′.
Proof. (1) By [16, 2.2.3(a)], we know that ˜`(w) = ˜`(w′)+ 1. Since ˜`0(w) = ˜`0(w′), it follows
from Theorem 3.2 that ˜`(w) = ˜`(w′)+ 1, `(w) = `(w′)+ 1 and w = siw′.
(2) Let
w1 = (a1, . . . ,−ai , (−1)ki+1ai+1, . . . , (−1)knan).
Then by [16, 2.2.3], ˜`(w) > ˜`(w1), ˜`(w1) > ˜`(w′). Note that ˜`0(w) = ˜`0(w′)+2. It follows
that ˜`(w) ≥ ˜`(w′)+ 2, `(w) ≥ `(w′) and w = piw′, as required.
(3) Let
w1 = ((−1)k1a1, . . . , ai ,−ai+1, . . . , (−1)knan),
w2 = ((−1)k1a1, . . . ,−ai+1, ai , . . . , (−1)knan).
Then by [16, 2.2.3],
˜`(w) > ˜`(w1), ˜`(w1) = ˜`(w2)+ 1, ˜`(w2) > ˜`(w′).
Note that
˜`0(w) = ˜`0(w1)+ 1, ˜`0(w1) = ˜`0(w2), ˜`0(w2) = ˜`0(w′)+ 1.
It follows that ˜`(w) > ˜`(w′) + 2 and `(w) > `(w′), as required. The remaining part follows
from the same argument and [16, 2.2.3]. 
Let w = (1w, . . . , nw) ∈ Wn . Now we describe an algorithm3 similar to that of [16, (2.2.4)]
for finding a reduced expression of w with respect to the length function `. We start from the
n-tuple (1w, . . . , nw) and consider the following two types of operation on it.
3 As the referee told us, the algorithm we describe here and the one in [17, 7.2.1] are slightly different but essentially
the same.
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(1) If iw > (i + 1)w for some 1 ≤ i ≤ n − 1, we form w′ by swapping the i th and (i + 1)th
terms.
(2) If both 1w and 2w are negative integers, we form w′ by replacing 1w with −(2w), and 2w
with −(1w).
Note that if we can apply the above operation iteratively to get (1, 2, . . . , n), then we get (by
Lemma 3.4) a reduced expression of w in Wn . In fact, we can first apply operation (1) iteratively
until we get an n-tuple of the form
(−b1, . . . ,−bs, bs+1, . . . , bn),
where (b1, . . . , bn) ∈ Sn with bs+1 < · · · < bn . Since it is an element in Wn , we know that s is
always an even integer. If s = 0, then the above n-tuple must be equal to (1, 2, . . . , n) and we
are done; otherwise we can apply operation (2) to get an n-tuple of the form
(b2, b1,−b3, . . . ,−bs, bs+1, . . . , bn),
and then we apply operation (1) iteratively to get an n-tuple of the form
(−bi1 , . . . ,−bis−2 , bis−1 , . . . , bin ),
where {i1, . . . , in} = {1, . . . , n} with bis−1 < · · · < bin . Next we turn to operation (2). Since
s− 2 < s, it follows that after a finite number of steps of the above operations we will finally get
the n-tuple (1, 2, . . . , n).
For example, let w = (−2, 3,−4, 1) ∈ W (D4). Then
w = s2(−2,−4, 3, 1) = s2s3(−2,−4, 1, 3) = s2s3u(4, 2, 1, 3)
= s2s3us2(4, 1, 2, 3) = s2s3us2s1(1, 4, 2, 3) = s2s3us2s1s2(1, 2, 4, 3)
= s2s3us2s1s2s3(1, 2, 3, 4),
so w = s2s3us2s1s2s3 and `(w) = 7.
4. Quasi-parabolic subgroups and their cosets
Let λ = (λ1, . . . , λr ) be a composition of n. We write λ  n and `(λ) = r . We set
Λ(r, n) = {λ  n | `(λ) = r} , r = 1, 2, . . . ,
Λ(n) =
⋃
r∈N
Λ(r, n).
Let λ ∈ Λ(n). We define W λ+ = Sλ, and W λ− := s0Sλs0. Then
W λ− =

〈u, s2, . . . , sλ1−1〉 ×S(λ1+1,...,λ1+λ2) × · · ·× S(r−1∑
j=1
λ j+1,...,n
), if λ1 > 1;
S(2,...,1+λ2) × · · · ×S(r−1∑
j=1
λ j+1,...,n
), if λ1 = 1.
Note that both W λ+ and W λ− are the usual parabolic subgroups of Wn .
Let I ⊆ {1, 2, . . . , `(λ)} be such that 1 ∈ I . For each 1 ≤ i ≤ `(λ), we define a subgroup W λi
of Wn as follows.
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Case 1. If λ1 > 1, we define W λ1 to be the subgroup generated by
u, s1, . . . , sλ1−1;
otherwise we define W λ1 = {1}.
Case 2. If i > 1 and i ∈ I , we define W λi to be the subgroup generated by
pλ1+···λi−1+1, sλ1+···+λi−1+1, . . . , sλ1+···+λi−1+λi−1.
Case 3. If i 6∈ I , we define W λi to be the subgroup generated by
sλ1+···λi−1+1, sλ1+···+λi−1+2, . . . , sλ1+···+λi−1+λi−1.
Lemma 4.1. With the above notation, we have that
(1) if λ1 > 1, then W λ1
∼= W (Dλ1), the Weyl group of type Dλ1 ;
(2) if i > 1 and i ∈ I , then W λi ∼= W (Bλi ), the Weyl group of type Bλi ;
(3) if i 6∈ I , then W λi = S(λ1+···λi−1+1,...,λ1+···λi ) ∼= W (Aλi−1), the Weyl group of type Aλi−1.
Proof. We only give the proof of (2); (1) and (3) can be proved in a similar way.
Let i > 1 with i ∈ I . First, we claim that there is a surjective group homomorphism ϕ from
W (Bλi ) to W
λ
i which maps s0 to pλ1+···λi−1+1, and sk to sλ1+···λi−1+k for k = 1, . . . , λi − 1. To
prove this, we have to check that
pλ1+···λi−1+1, sλ1+···+λi−1+1, . . . , sλ1+···+λi−1+λi−1
satisfy the defining relations of the Weyl group of type Bλi . In fact, it suffices to check that
pλ1+···λi−1+1sλ1+···+λi−1+1 pλ1+···λi−1+1sλ1+···+λi−1+1
= sλ1+···+λi−1+1 pλ1+···λi−1+1sλ1+···+λi−1+1 pλ1+···λi−1+1.
Let a := λ1 + · · · + λi−1. We treat elements in W λi as sequences. Then
ϕ(s0) = (−1, 2, . . . , a,−(a + 1), a + 2, . . . , n)
ϕ(s j ) = (1, 2, . . . , j − 1, j + 1, j, j + 2, . . . , n), a + 1 ≤ j ≤ a + λi − 1.
It is easy to check that
ϕ(s0)ϕ(s1)ϕ(s0)ϕ(s1) = ϕ(s1)ϕ(s0)ϕ(s1)ϕ(s0),
as required.
On the other hand, it is easy to see that the group W λi stabilizes the subset{
(−1)ka | k ∈ {0, 1}, a ∈ {λ1 + · · · + λi−1 + 1, . . . , λ1 + · · · + λi−1 + λi }
}
,
and the action ofW λi on the above set obviously satisfies ((−1)ka)w = (−1)k(aw). Furthermore,
by considering the action on the λi -tuple
(λ1 + · · · + λi−1 + 1, λ1 + · · · + λi−1 + 2, . . . , λ1 + · · · + λi−1 + λi ),
one sees easily that the following elements
ϕ(t1)
c1 · · ·ϕ(tλi )cλi ϕ(σ), ck ∈ {0, 1},∀ 1 ≤ k ≤ λi , σ ∈ Sλi ,
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are pairwise different in W λi . As a result, cardW
λ
i ≥ 2λiλi ! = cardW (Bλi ). Consequently the
group homomorphism ϕ must be an isomorphism. This proves (2). 
Lemma 4.2. With the above notation, we have that
(1) for any 2 ≤ i, j ≤ `(λ) with i 6= j , and any x ∈ W λi , y ∈ W λj , we have that xy = yx;
furthermore,
W λi
⋂ ∏
2≤ j≤`(λ), j 6=i
W λj = {1} ;
(2) W λ1
⋂∏
2≤ j≤`(λ) W λj = {1}, and the subgroup W λ1 is normalized by the subgroup∏
2≤ j≤`(λ) W λj .
Proof. This follows from the definition and some direct verification. 
Definition 4.3. For each pair (λ, I ) with λ a composition of n and 1 ∈ I ⊆ {1, 2, . . . , `(λ)}, the
quasi-parabolic subgroup Wλ,I is defined to be the semi-direct product
W λ1 o
( ∏
2≤ j≤`(λ)
W λj
)
.
Remark 4.4. (1) It is clear that s0Wλ,I s0 = Wλ,I . Let W˜λ,I be the quasi-parabolic subgroup
of W˜n corresponding to (λ, I ) as defined in [16, (3.1.1)] (where Mak denotes it by W(λ,I )).
Then W˜λ,I = Wλ,I unionsq s0Wλ,I = Wλ,I unionsqWλ,I s0. In particular, Wλ,I = W˜λ,I ∩Wn .
(2) If I = {1, 2, . . . , a} for some integer 0 ≤ a ≤ `(λ), then Wλ,I is a quasi-parabolic subgroup
of Wn defined in [11].
(3) Note that, unlike in the type B case (see the discussion below [10, (2.2.5)]), some W λj
appearing in the semi-direct product of our quasi-parabolic group Wλ,I do not arise from
a subsystem of the root system of type Dn . Consequently, we cannot apply the argument
in [15, (1.9)] to characterize minimum length representatives in those cosets.
For each composition λ = (λ1, . . . , λr ) ∈ Λ(r, n), we denote by [λ] the corresponding
λ-diagram. Let tλ be the λ-tableau in which the numbers 1, 2, . . . , n appear in order along
successive rows of [λ]. For each w = (1w, . . . , nw) ∈ Wn , the corresponding λ-tableau t is
defined to be t = tλw. The set of λ-tableaux for all elements inWn is denoted by T(λ).4 For each
t ∈ T(λ), let δ(t) ∈ Wn be such that tλδ(t) = t. For each integer 1 ≤ i ≤ `(λ), let rowi t be the
sequence of entries in the i th row of t.
Definition 4.5. A λ-tableau t ∈ T(λ) is said to be row standard if for each i , the entries in rowi t
are increasing from left to right. For any integers i, j , let t(i, j) be the entry in the i th row and
the j th column of t.
Definition 4.6. Two λ-tableaux t, t′ ∈ T(λ) are said to be positive row-equivalent if for each
integer 1 ≤ i ≤ `(λ), rowi t′ is a permutation of rowi t.
Let τ denote the inner automorphism of W˜n induced by s0. By restriction, τ becomes an
automorphism of Wn . By definition, τ(W λ+) = W λ− and `(τ (x)) = `(x) for each x ∈ Wn . Note
4 Note that, in contrast with the tableau for a symmetric group, the tableau in T(λ) may contain negative entries.
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that the parabolic subgroups W λ+,W λ− are not included as special cases of our quasi-parabolic
subgroups if λ1 > 1. We record the following result for completeness.
Lemma 4.7. Let λ = (λ1, . . . , λr ) ∈ Λ(r, n) be a composition of n. Let w ∈ Wn . Denote the
corresponding λ-tableaux for w by t. Then:
(1) Each right coset W λ+w contains a unique representative d+ of minimum length (with respect
to the length function `) such that `(xd+) = `(x)+ `(d+) for each x ∈ W λ+. Moreover, tλd+
is the unique row standard tableau which is positive row-equivalent to tλw.
(2) Each right coset W λ−w contains a unique representative d− of minimum length (with respect
to the length function `) such that `(xd−) = `(x) + `(d−) for each x ∈ W λ−. Moreover,
d− is the unique minimum length representative in W λ−w if and only if s0d−s0 is the unique
minimum length representative in W λ+(s0ws0).
Proof. The first sentences of both part (1) and part (2) follow directly from a standard result
for the Weyl group that there is a unique distinguished coset representative in each right coset
of any parabolic subgroup (see [1]). As a result, the second sentence in part (1) follows from
Lemma 3.4 (by using arguments similar to those in the proof of Theorem 4.12). Now since
s0W λ+s0 = W λ−, `(s0ws0) = `(w),∀w ∈ Wn , the second sentence in part (2) also follows at
once. 
Let D˜λ be the set of distinguished right coset (minimum length) representatives of Sλ in
W˜n . Let Dλ,+ (respectively Dλ,−) be the set of distinguished right coset (minimum length)
representatives of W λ+ (respectively W λ−) in Wn . Then we have:
Corollary 4.8. With the above notation,
Dλ,+ = D˜λ
⋂
Wn, Dλ,− = s0Dλ,+s0 = s0D˜λs0
⋂
Wn .
Following [16, (3.2.1)], two λ-tableaux t, t′ ∈ T(λ) are said to be row-equivalent with respect
to I if (1) when i ∈ I , rowi t′ is a permutation of rowi t, and (2) when i ∈ {1, 2, . . . , `(λ)} \ I ,
rowi t′ is a permutation of rowi t.
Lemma 4.9. Let (λ, I ) be a pair with λ a composition of n and 1 ∈ I ⊆ {1, 2, . . . , `(λ)}. Let
w,w′ ∈ Wn . Denote the corresponding λ-tableaux for w and w′ by t and t′, respectively. The
following are equivalent.
(a) The elements w and w′ are in the same coset in Wλ,I \Wn .
(b) The tableaux t and t′ are row-equivalent with respect to I .
Proof. ((a) ⇒ (b)) This follows from [16, (3.2.2)].
((b) ⇒ (a)) Applying [16, (3.2.2)], we know that w = uw′ for some u ∈ W˜λ,I . But since
w,w′ ∈ Wn , we deduce that u = w(w′)−1 ∈ Wn . Hence u ∈ W˜λ,I ∩ Wn = Wλ,I , as
required. 
Definition 4.10. A λ-tableau t ∈ T(λ) is said to be row standard with respect to I if
(RS1) for all 1 ≤ i ≤ `(λ), rowi t is ascending with respect to the usual order,
(RS2) for all 1 < i ∈ I , all entries in rowi t are in n,
(RS3) either all entries in row1t are in n, or card{x < 0 | x ∈ row1t} = 1 and row1t is ascending
with respect to the usual order.
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Definition 4.11. A λ-tableau t ∈ T(λ) is said to be descending row standard with respect to I if
(RS1′) for all 1 ≤ i ≤ `(λ), rowi t is descending with respect to the usual order,
(RS2′) for all 1 < i ∈ I , all entries in rowi t are in −n,
(RS3′) either all entries in row1t are in −n, or card{x > 0 | x ∈ row1t} = 1 and
{−t(1, 1), t(1, 2), . . . , t(1, λ1)} is descending with respect to the usual order.
For example, let λ = (3, 2, 4)  9, I = {1, 2}. The following are row standard and descending
row standard (with respect to I ) λ-tableaux which are row-equivalent to each other:
s =
−2 3 6
1 4
−8 −7 −5 9
, t =
−2 −3 −6
−1 −4
9 −5 −7 −8
Theorem 4.12. Let (λ, I ) be a pair with λ a composition of n and 1 ∈ I ⊆ {1, 2, . . . , `(λ)}. In
each right coset of Wλ,Iw (where w ∈ Wn) in Wn , there is an element d ∈ Wλ,Iw of minimum
(respectively maximal) length in Wλ,Iw such that the corresponding λ-tableau is row standard
(respectively descending row standard) with respect to I (where the length can be with respect
to both the length functions ˜` and `).
Proof. We only prove the row standard case. The descending row standard case can be proved
in a similar way.
It suffices to show that for any given w ∈ Wn , there is an element d ∈ Wλ,Iw such that
`(d) ≤ `(w), ˜`(d) ≤ ˜`(w), tλd is row standard with respect to I . Let T be the set of λ-tableaux
corresponding to elements in right coset Wλ,Iw. For each i ∈ {1, 2, . . . , `(λ)} \ I , reordering
the entries in rowi (tλw) such that it is increasing from left to right, we get a tableau denoted
by t1. Then t1 is in T and hence by Lemma 4.9, d1 := δ(t1) is in the same right coset. By
Lemma 3.4, `(d1) ≤ `(w) and ˜`(d1) ≤ ˜`(w). For each i ∈ I , we replace (from right to left)
each consecutively appearing pairs of negative integers (−a,−b) by (b, a) in rowi (t); we get a
tableau t2 in T such that
card { j | t(i, j) < 0} ≤ 1
for each i ∈ I . Hence d2 := δ(t2) ∈ Wλ,Iw. By Lemma 3.4, `(d2) ≤ `(d1), and ˜`(d2) ≤ ˜`(d1).
If, for some 1 < i ∈ I , t2(i, 1) < 0, then t3 := tλ pid2 is a tableau in T which differs from
t2 only in that t3(i, 1) = −t2(i, 1) and t3(1, 1) = −t2(1, 1). By the length function formulas in
Lemma 3.1 and Theorem 3.2, we deduce that `(δ(t3)) ≤ `(d2), and ˜`(δ(t3)) ≤ ˜`(d2). Repeating
this kind of process, we can get a tableau t4 ∈ T such that
(1) for all 1 < i ∈ I , all entries in rowi t4 are in n,
(2) d4 := δ(t4) ∈ Wλ,Iw, `(d4) ≤ `(d2), and ˜`(d4) ≤ ˜`(d2).
Using the same argument as before, we can reorder the entries in rowi (t4) for each 1 < i ∈ I
so that it is increasing from left to right. The resulting tableau is denoted by t5. Then t5 is in T,
d5 := δ(t5) ∈ Wλ,Iw. By Lemma 3.4, `(d5) ≤ `(d4), and ˜`(d5) ≤ ˜`(d4). Now we divide the
remaining proof into two cases:
Case 1. t5(1, 1) > 0.
In this case all entries of row1t5 are also in n. Using the same argument as before, we can
reorder the entries in row1(t5) so that it is increasing from left to right. The resulting tableau is
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denoted by t6. Then clearly t6 ∈ T is row standard with respect to I , d := δ(t6) ∈ Wλ,Iw and
`(d) ≤ `(d5) ≤ `(w), and ˜`(d) ≤ ˜`(d5) ≤ ˜`(w), as required.
Case 2. t5(1, 1) < 0.
We replace row1(t5) with a new sequence (−b1, b2, . . . , bλ1), such that (b1, b2, . . . , bλ1) is
an increasing sequence and it is a permutation of row1(t5). The resulting tableau is denoted by
t6. Using our definition of the subgroup W λ1 , it is clear that t6 ∈ T. Let d := δ(t6). By the length
function formulas in Lemma 3.1 and Theorem 3.2, we deduce that `(d) ≤ `(d5) ≤ `(w) and˜`(d) ≤ ˜`(d5) ≤ ˜`(w). Note that t6 is row standard with respect to I . This completes the proof of
the theorem. 
Definition 4.13. With the above notation, we define
Dλ,I =
{
d ∈ Wn | tλd is row standard with respect to I
}
,
D+λ,I =
{
d ∈ Wn | tλd is descending row standard with respect to I
}
.
By Theorem 4.12, the set Dλ,I (resp. D+λ,I ) forms a complete set of right coset minimum
length (resp. maximal length) representatives of Wλ,I in Wn . Let ι be the anti-automorphism
of Wn which is defined by wι = w−1 for any w ∈ Wn . Then W ιλ,I = Wλ,I . It is clear that
Dιλ,I (resp. (D+λ,I )ι) forms a complete set of left coset minimum length (resp. maximal length)
representatives ofWλ,I inWn , and a version of Theorem 4.12 forDιλ,I (resp. (D+λ,I )ι) also holds.
Let (λ, I ) be a pair with λ a composition of n and 1 ∈ I ⊆ {1, . . . , `(λ)}. In particular,
s0 ∈ W˜λ,I . Let D˜λ,I be the set of distinguished right coset representatives of W˜λ,I in W˜n
(see [16]). Each element in D˜λ,I is the unique minimum length representative in the right coset
it belongs to. It is easy to see that the union of D˜λ,I ∩ Wn and s0D˜λ,I ∩ Wn is a disjoint
union. We have the following result (compare [11, Remark 7.5]).
Theorem 4.14. Let (λ, I ) be a pair with λ a composition of n and 1 ∈ I ⊆ {1, 2, . . . , `(λ)}.
Then
Dλ,I = (D˜λ,I ∩Wn)
⊔
(s0D˜λ,I ∩Wn).
Similar result holds if we replace Dλ,I by D+λ,I and D˜λ,I by D˜+λ,I .
Proof. Using [16, (3.3.2)], it is easy to see that
Dλ,I ⊇ (D˜λ,I ∩Wn)
⊔
(s0D˜λ,I ∩Wn).
On the other hand, again using [16, (3.3.2)], it is easy to see that the elements in Case 1 in
the proof of Theorem 4.12 are in D˜λ,I ∩ Wn , while the elements in Case 2 in the proof of
Theorem 4.12 are in s0D˜λ,I ∩Wn . This proves that
Dλ,I ⊆ (D˜λ,I ∩Wn)
⊔
(s0D˜λ,I ∩Wn).
Hence this completes the proof of the whole theorem. 
Remark 4.15. Note that, in general, for each given quasi-parabolic subgroup Wλ,I of W (Dn),
the element of minimum length (with respect to type Bn or type Dn length functions) in each right
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coset is not necessarily unique. For example, let λ = (2, 2, 1) be a composition of 5, I = {1, 2},
d, d ′ ∈ Wn be such that
tλd =
−2 3
1 4
−5
, tλd ′ =
2 3
−1 4
−5
Then d, d ′ are in the same right coset of Wλ,I in Wn , and both of them are of minimum length
(with respect to both length functions ` and ˜`) in that coset.
In the rest of this paper, we shall study double cosets of quasi-parabolic subgroups in W (Dn).
First, we look at an example. Let λ = (2, 1, 1), µ = (1, 1, 2) be two compositions of 4,
I = J = {1}. Then one checks easily that 1 and s01s0 = 1 lie in the same double coset
in Wλ,I \ W4/Wµ,J ; while s2s1 and s0s2s1s0 = s2u do not lie in the same double coset in
Wλ,I \W4/Wµ,J . For any two pairs (λ, I ), (µ, J ) with 1 ∈ I ∩ J and I ∪ J ⊆ {1, 2, . . . , n}, we
have that s0Wλ,I s0 = Wλ,I , s0Wµ,J s0 = Wµ,J . Let A ∈ Wλ,I \ Wn/Wµ,J . If s0ws0 ∈ A
for some w ∈ A, then for any w′ = xwy ∈ A, where x ∈ Wλ,I , y ∈ Wµ,J , we have
s0w′s0 = (s0xs0)(s0ws0)(s0ys0) ∈ A.
Definition 4.16. A double coset A ∈ Wλ,I \Wn/Wµ,J is said to be symmetric if s0ws0 ∈ A for
some (and hence any) w ∈ A; otherwise A is said to be non-symmetric. An element w ∈ Wn is
said to be symmetric with respect to ((λ, I ), (µ, J )) if Wλ,IwWµ,J is symmetric; otherwise it is
said to be non-symmetric with respect to ((λ, I ), (µ, J )).
We define
Π0 : = {w ∈ Wn | w is symmetric with respect to ((λ, I ), (µ, J ))} ,
Π1 : = {w ∈ Wn | w is non-symmetric with respect to ((λ, I ), (µ, J ))} .
Clearly, if A ∈ Wλ,I \Wn/Wµ,J is symmetric, then s0As0 = A; while if A is non-symmetric,
then s0As0 ∩ A = ∅. Therefore, the double cosets in Wλ,I \ Wn/Wµ,J are partitioned into two
families: symmetric ones and non-symmetric ones. We define D˜ I,Jλ,µ := D˜λ,I ∩ D˜ιµ,J . By [16,
(4.2.4), (4.2.6)], each double coset in W˜λ,I \ W˜n/W˜µ,J contains a unique representative of
minimum length, and D˜ I,Jλ,µ is exactly the set of all these minimum length representatives.
Theorem 4.17. Let (λ, I ), (µ, J ) be such that 1 ∈ I ∩ J and I ∪ J ⊆ {1, 2, . . . , n}. Then
(1) the set (D˜ I,Jλ,µ∩Π0)
⊔
(s0D˜ I,Jλ,µ∩Π0) is a complete set of representatives of symmetric double
cosets in Wλ,I \Wn/Wµ,J ;
(2) the set (D˜ I,Jλ,µ ∩ Π1)
⊔
(s0D˜ I,Jλ,µs0 ∩ Π1)
⊔
(s0D˜ I,Jλ,µ ∩ Π1)
⊔
(D˜ I,Jλ,µs0 ∩ Π1) is a complete set
of representatives of non-symmetric double cosets in Wλ,I \Wn/Wµ,J ;
Moreover, each of these representatives is of minimum length (with respect to the length
function ˜`) in the double coset it belongs to.
Proof. (1) Note that, for each d ∈ D˜ I,Jλ,µ, d is the unique minimum length element in W˜λ,IdW˜µ,J .
It is easy to see that the union of D˜ I,Jλ,µ ∩ Π0 and s0D˜ I,Jλ,µ ∩ Π0 is a disjoint union. Now suppose
that A ∈ Wλ,I \ Wn/Wµ,J is symmetric. Let w ∈ A, d = xwy ∈ D˜ I,Jλ,µ ∩ W˜λ,IwW˜µ,J , where
x ∈ W˜λ,I , y ∈ W˜µ,J . There are only two possibilities:
J. Hu / European Journal of Combinatorics 28 (2007) 807–821 819
Case 1. d ∈ Wn . If x ∈ Wn , then y = w−1x−1d ∈ Wn . Hence x ∈ W˜λ,I ∩ Wn = Wλ,I ,
y ∈ W˜µ,J ∩ Wn = Wµ,J . It follows that A = Wλ,IdWµ,J , where d ∈ D˜ I,Jλ,µ ∩ Π0. If x 6∈ Wn ,
then xs0 ∈ Wn , and s0y = (s0ws0)−1(xs0)−1d ∈ Wn . Hence xs0 ∈ W˜λ,I ∩ Wn = Wλ,I ,
s0y ∈ W˜µ,J ∩ Wn = Wµ,J . Our assumption that A is symmetric ensures that s0ws0 ∈ A; hence
d = (xs0)(s0ws0)(s0y) ∈ A. Therefore, A = Wλ,IdWµ,J , where d ∈ D˜ I,Jλ,µ ∩Π0.
Case 2. d 6∈ Wn . Then s0d ∈ Wn . If x ∈ Wn , then
s0y = (s0ws0)−1(s0xs0)−1(s0d) ∈ Wn .
Hence s0xs0 ∈ W˜λ,I ∩ Wn = Wλ,I , s0y ∈ W˜µ,J ∩ Wn = Wµ,J . Again, that A is symmetric
ensures that s0d = (s0xs0)(s0ws0)(s0y) ∈ A. It follows that A = Wλ,I s0dWµ,J , where
s0d ∈ s0D˜ I,Jλ,µ ∩ Π0. If x 6∈ Wn , then s0x ∈ Wn , and y = w−1(s0x)−1(s0d) ∈ Wn . Hence
s0x ∈ W˜λ,I ∩ Wn = Wλ,I , y ∈ W˜µ,J ∩ Wn = Wµ,J . Now s0d = (s0x)wy ∈ A. It follows that
A = Wλ,I s0dWµ,J , where s0d ∈ s0D˜ I,Jλ,µ ∩Π0.
(2) For any s0ds0 ∈ s0D˜ I,Jλ,µs0 ∩ Π1, where d ∈ D˜ I,Jλ,µ, we claim that ˜`(s0ds0) = ˜`(d) + 2,
and s0d 6= ds0. In fact, if ˜`(s0ds0) 6= ˜`(d) + 2, then ˜`(s0ds0) = ˜`(d), and hence s0ds0 = d
(as d is the unique minimal length representative in W˜λ,IdW˜µ,J ). It follows that s0ds0 ∈ Π0, a
contradiction. For a similar reason, we know that for any s0d ∈ s0D˜ I,Jλ,µ∩Π1, d ′s0 ∈ D˜ I,Jλ,µs0∩Π1,
˜`(s0d) = ˜`(d)+ 1, ˜`(d ′s0) = ˜`(d ′)+ 1, and s0d 6= ds0, s0d ′ 6= d ′s0. As a consequence, we see
that the union of D˜ I,Jλ,µ ∩ Π1, s0D˜ I,Jλ,µs0 ∩ Π1, s0D˜ I,Jλ,µ ∩ Π1 and D˜ I,Jλ,µs0 ∩ Π1 must be a disjoint
union.
Now suppose that A ∈ Wλ,I \ Wn/Wµ,J is non-symmetric. Let w ∈ A, d = xwy ∈
D˜ I,Jλ,µ ∩ W˜λ,IwW˜µ,J , where x ∈ W˜λ,I , y ∈ W˜µ,J . There are only four possibilities:
Case 1. d ∈ Wn , x ∈ Wn . Then y = w−1x−1d ∈ Wn . Hence x ∈ W˜λ,I ∩ Wn = Wλ,I ,
y ∈ W˜µ,J ∩Wn = Wµ,J . It follows that A = Wλ,IdWµ,J , where d ∈ D˜ I,Jλ,µ ∩Π1.
Case 2. d ∈ Wn , x 6∈ Wn . Then xs0, s0x ∈ Wn , and s0y, ys0 ∈ Wn . Hence xs0, s0x ∈
W˜λ,I ∩ Wn = Wλ,I , s0y, ys0 ∈ W˜µ,J ∩ Wn = Wµ,J . Our assumption that A is non-symmetric
ensures that s0ws0 6∈ A, and hence d = (xs0)(s0ws0)(s0y) 6∈ A, s0ds0 = (s0x)w(ys0) ∈ A.
Therefore, A = Wλ,I (s0ds0)Wµ,J , where s0ds0 ∈ s0D˜ I,Jλ,µs0 ∩Π1.
Case 3. d 6∈ Wn , x ∈ Wn . Then s0d, ds0 ∈ Wn , s0y, ys0 ∈ Wn . Hence x, s0xs0 ∈ W˜λ,I ∩
Wn = Wλ,I , s0y, ys0 ∈ W˜µ,J ∩ Wn = Wµ,J . Now ds0 = xw(ys0) ∈ A. Our assumption
that A is non-symmetric ensures that s0(ds0)s0 = (s0xs0)(s0ws0)(s0y) 6∈ A. It follows that
A = Wλ,Ids0Wµ,J , where ds0 ∈ D˜ I,Jλ,µs0 ∩Π1.
Case 4. d 6∈ Wn , x 6∈ Wn . Then s0d, ds0 ∈ Wn , s0x, xs0, y ∈ Wn . Hence s0x, xs0 ∈
W˜λ,I ∩Wn = Wλ,I , y, s0ys0 ∈ W˜µ,J ∩Wn = Wµ,J . Now s0d = (s0x)wy ∈ A. Our assumption
that A is non-symmetric ensures that s0(s0d)s0 = (xs0)(s0ws0)(s0ys0) 6∈ A, It follows that
A = Wλ,I s0dWµ,J , where s0d ∈ s0D˜ I,Jλ,µ ∩Π1.
It remains to prove the last statement of the theorem. Note that, for each d ∈ D˜ I,Jλ,µ, d is
the unique minimum length element in W˜λ,IdW˜µ,J . It suffices to show that for any s0ds0 ∈
s0D˜ I,Jλ,µs0 ∩Π1, ˜`(w) ≥ ˜`(d)+ 2 whenever w ∈ Wλ,I s0ds0Wµ,J .
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Let s0ds0 ∈ s0D˜ I,Jλ,µs0 ∩ Π1, w ∈ Wλ,I s0ds0Wµ,J . Then ˜`(w) ≥ ˜`(d). Note that if
˜`(w) = ˜`(d), then w = d , and hence s0ds0 ∈ Wλ,IdWµ,J , which contradicts our assumption
that s0ds0 ∈ Π1. Therefore, ˜`(w) ≥ ˜`(d) + 1. We claim that ˜`(w) ≥ ˜`(d) + 2. If this is not the
case, then ˜`(w) = ˜`(d)+ 1. For each si ∈ W˜λ,I ∩Sn , we must have that ˜`(siw) = ˜`(w)+ 1 (as
otherwise ˜`(siw) = ˜`(w)− 1 = ˜`(d), and hence d = siw ∈ Wλ,I s0ds0Wµ,J , which contradicts
the assumption that s0ds0 ∈ Π1). As a consequence, we see that the entries in each row of tλw
are increasing from left to right.
For each i ∈ I , we consider the element taw, where a :=∑i−1s=1 λs + 1. Note that ta ∈ W˜λ,I .
We deduce that ˜`(taw) ≥ ˜`(w) (as otherwise ˜`(taw) = ˜`(w) − 1 = ˜`(d), and hence
d = taw 6∈ Wn , a contradiction). Applying Lemma 3.1, it is easy to see that ˜`(taw) ≥ ˜`(w)
implies that (tλw)(i, 1) > 0. But we have already proved that the entries in each row of tλw
are increasing from left to right. We concluded that all the entries in the i th row of tλw must be
positive. Therefore, we have proved that tλw is row standard with respect to I in the sense of [16,
(3.2.3)]. It follows that w ∈ D˜λ,I . In a similar way, one can prove that w−1 ∈ D˜µ,J . Therefore,
w ∈ D˜λ,I ∩ D˜ιµ,J = D˜ I,Jλ,µ. Since w ∈ W˜λ,IdW˜µ,J and d ∈ D˜ I,Jλ,µ, it follows that w = d, which
is impossible. This completes the proof of our claim ˜`(w) ≥ ˜`(d)+ 2. 
Let w ∈ Wn . It is obvious that the condition s0ws0 = w is sufficient to ensure that the double
coset Wλ,IwWµ,J is symmetric. However, we remark that this condition is not necessary. For
example, let λ = (2, 1, 1), µ = (1, 1, 2) be two compositions of 4, I = {1, 2}, J = {1}. Then one
checks easily that p3s0(s2s1)s0 = s2s1. That is,Wλ,I s2s1Wµ,J is symmetric, but s0s2s1s0 6= s2s1.
Assume w ∈ Wn is symmetric with respect to ((λ, I ), (µ, J )). Let w′ ∈ Wn . Clearly,
w′ ∈ Wλ,IwWµ,J implies that w′ ∈ W˜λ,IwW˜µ,J ; conversely, assume that w′ ∈ W˜λ,IwW˜µ,J .
We can write w′ = xwy, where x ∈ W˜λ,I , y ∈ W˜µ,J . There are only two possibilities:
Case 1. x ∈ Wn . Then y = w−1x−1w′ ∈ Wn . As a result, y ∈ Wn ∩ W˜µ,J = Wµ,J ,
x ∈ Wn ∩ W˜λ,I = Wλ,I . Hence w′ = xwy ∈ Wλ,IwWµ,J .
Case 2. x 6∈ Wn . Then xs0 ∈ Wn , and s0y = (s0ws0)−1(xs0)−1w′ ∈ Wn . As a result,
s0y ∈ Wn ∩ W˜µ,J = Wµ,J , xs0 ∈ Wn ∩ W˜λ,I = Wλ,I . By assumption, w is symmetric
with respect to ((λ, I ), (µ, J )). We can write s0ws0 = x ′wy′, where x ′ ∈ Wλ,I , y′ ∈ Wµ,J .
Therefore,
w′ = (xs0)(s0ws0)(s0y) = (xs0x ′)w(y′s0y) ∈ Wλ,IwWµ,J .
Therefore, we have proved that when Wλ,IwWµ,J is symmetric, w′ ∈ Wλ,IwWµ,J if and only if
w′ ∈ W˜λ,IwW˜µ,J . Applying [16, 4.1.1], we know that this is also equivalent to
(1) card
{
Rλi w¯ ∩ Rµj
}
= card
{
Rλi w¯
′ ∩ Rµj
}
if i ∈ I or j ∈ J , and
(2) for any k, card
{
Rλi w ∩ (−1)kRµj
}
= card
{
Rλi w
′ ∩ (−1)kRµj
}
if i 6∈ I and j 6∈ J .
The following result considers the case when Wλ,IwWµ,J is non-symmetric.
Theorem 4.18. Let (λ, I ), (µ, J ) be such that 1 ∈ I ∩ J and I ∪ J ⊆ {1, 2, . . . , n}. Let w ∈ Wn .
Suppose that w is non-symmetric with respect to ((λ, I ), (µ, J )). Then for any w′ ∈ Wn ,
w′ ∈ Wλ,IwWµ,J if and only if w′ ∈ W˜λ,IwW˜µ,J and∑
1≤i≤`(λ)
j∈J
card
{
Rλi w ∩ (−Rµj )
}
≡
∑
1≤i≤`(λ)
j∈J
card
{
Rλi w
′ ∩ (−Rµj )
}
(mod 2). (4.19)
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Proof. (⇒) By the proof of [16, (4.1.1)], for each j ∈ J , there exists v j ∈ W˜µj ∼= W˜µ j
such that (Rλi w ∩ C2Rµj )v j = Rλi w′ ∩ C2Rµj for all i . For each j 6∈ J , there exists v j ∈
S
(
∑ j−1
a=1 µa+1,...,
∑ j
a=1 µa)
, such that
(Rλi w ∩ Rµj )v j = Rλi w′ ∩ Rµj
for all i ∈ I , and (Rλi w ∩ (−1)kRµj )v j = Rλi w′ ∩ (−1)kRµj for all i 6∈ I and all k. Let
v = v1 · · · vn . Then v ∈ W˜µ,J . By the proof of [16, (4.1.1)], w′ = uwv for some u ∈ W˜λ,I . Note
that v ∈ Wn if and only if∑
1≤i≤`(λ)
j∈J
card
{
Rλi w ∩ (−Rµj )
}
≡
∑
1≤i≤`(λ)
j∈J
card
{
Rλi w
′ ∩ (−Rµj )
}
(mod 2).
Therefore, it suffices to show that v ∈ Wn . In fact, if v 6∈ Wn , then s0v ∈ Wn . In particular,
s0v ∈ Wn ∩ W˜µ,J = Wµ,J . Note that us0 ∈ W˜λ,I . It follows that us0 = w′(s0v)−1(s0ws0)−1 ∈
Wn ∩ W˜λ,I = Wλ,I . Therefore, s0ws0 = (us0)−1w′(s0v)−1 ∈ Wλ,IwWµ,J , which contradicts
our assumption that w is non-symmetric with respect to ((λ, I ), (µ, J )).
(⇐) Again by the proof of [16, (4.1.1)], we can find v ∈ W˜µ,J such that w′ = uwv for some
u ∈ W˜λ,I . Now our assumption∑
1≤i≤`(λ)
j∈J
card
{
Rλi w ∩ (−Rµj )
}
≡
∑
1≤i≤`(λ)
j∈J
card
{
Rλi w
′ ∩ (−Rµj )
}
(mod 2)
implies that v ∈ Wn , and hence v ∈ Wn ∩ W˜µ,J = Wµ,J , which in turn forces u = w′v−1w−1 ∈
Wn , and hence u ∈ Wn ∩ W˜λ,I = Wλ,I , as required. 
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