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a b s t r a c t
Modeling strategies often result in dynamical systems of very high dimension. It is
then desirable to find systems of the same form but of lower complexity, whose
input–output behavior approximates the behavior of the original system. Herewe consider
linear time-invariant discrete-time dynamical systems. The cornerstone of this paper is
a relation between optimal model reduction in the h2-norm and (tangential) rational
Hermite interpolation. First order necessary conditions for h2-optimal model reduction are
presented for discrete Multiple-Input–Multiple-Output (MIMO) systems. These conditions
suggest a specific choice of interpolation data and a novel algorithm aiming for an
h2-optimal model reduction for MIMO systems. It is also shown that the conditions
are equivalent to two known gramian-based first order necessary conditions. Numerical
experiments demonstrate the approximation quality of the method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The behavior of processes in electrical networks, mechanics, aeronautics, civil engineering, micro-electro-mechanical-
systems (MEMS), weather prediction and many others can often be mathematically modeled by dynamical systems. Such
models are usually determined by systems of partial differential equations. Their linearization and discretization by means
of finite element or finite difference methods lead to high-dimensional systems of linear ordinary differential or difference
equations. The number of resulting equations depends on the quality of discretization and is typically very large. It can easily
reach a few millions.
For a simple example, consider the discretization of the 1D heat equation yt = yxx. It is well known that a semi-
discretization using the method of lines can lead to stability problems if the discretization in space is too fine. Hence,
one often prefers a full discretization via a Crank–Nicolson scheme which provides a discrete system. One could imagine
a boundary time dependent control which in our context would lead to single or twofold input, or a distributed control
which implies as many controls as states. The output in this case consists of the state variables which are actually measured.
They can be on one or both sides of the space domain, but also the temperature distribution on the whole domain can be of
interest in the model.
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For more challenging examples we refer for instance to Boess [1], Verlaan [2] or Lawless et al. [3]. In all these cases
modeling leads to systems with a very high-dimensional state, such that using the model in this form in the further
computational process would be too costly or not possible at all. Therefore numerical methods are needed providing a
much smaller dimensional system which is a good approximation of the original one.
One obvious way to decrease the size of the system would be to choose a discretization grid of lower resolution. This
approach, based mainly on practical considerations, may fail to capture some important features of the process to be
modeled. Therefore it has recently become a major goal of modeling and simulation to find efficient model reduction
techniques that create lower order dynamical models which preserve the essential behavior of the original system.
In this paper we consider linear time-invariant (LTI) discrete-time dynamical systems. These LTI models are given by a
system of difference equations of the form
Σ :
{
xk+1 = Axk + Buk,
yk = Cxk (1.1)
or — via Z-transform of the above — in the frequency domain, represented by its transfer function
H(s) = C(sIN − A)−1B, (1.2)
which maps the Z-transform of the input onto the Z-transform of the output.
Here A ∈ CN×N is the state matrix, B ∈ CN×m and C ∈ Cp×N are input and output distribution arrays, respectively. The
vectors xk ∈ CN , yk ∈ Cp, and uk ∈ Cm represent the state, the output and the input of the discrete-time LTI dynamical
system at time tk, respectively and N is very large. If we have only a single input and a single output, i.e. p = m = 1 then
the system is called SISO system. Otherwise it is called MIMO (Multiple-Input–Multiple-Output) system.
Itwill be assumed throughout the paper that the system is observable and reachable and also asymptotically stable, i.e. all
eigenvalues of A lie inside the unit circle.
Model order reduction methods construct a reduced order system
Σˆ :
{
xˆk+1 = Aˆxˆk + Bˆuk,
yˆk = Cˆ xˆk, (1.3)
with transfer function
Hˆ(s) = Cˆ(sIn − Aˆ)−1Bˆ, (1.4)
with Aˆ ∈ Cn×n, Bˆ ∈ Cn×m, Cˆ ∈ Cp×n and n  N , such that the input–output behavior of the original large-dimensional
system is approximated by the input–output behavior of the reduced system. The quality of this approximation could be
measured by the closeness of the transfer functions, i.e. by
‖H(s)− Hˆ(s)‖ < ε
for a given accuracy ε and a suitable norm. Common norms in this context are
• h2-norm
‖Σ‖h2 = ‖H(·)‖h2 =
(
1
2pi
∫ 2pi
0
trace
[
H(eiθ )
]∗ [
H(eiθ )
]
dθ
) 1
2
(1.5)
• h∞-norm
‖Σ‖h∞ = ‖H(·)‖h∞ = sup
θ∈[0,2pi ]
σmax(H(eiθ ))
(cf. [4]).
Currently considered reductionmethods can be divided into two groups. On the one hand, there are truncationmethods,
using singular value decompositions to select the important part of the systemandneglecting the rest. Awell-knownmethod
in this group is balanced truncation (see e.g. Mullis/Roberts [5] or Moore [6]). The advantage of this technique is that it
preserves stability and that global error bounds can be derived. The complexity of the computation however is of order N3.
Therefore the method is by far too expensive for very large systems. New approaches try to approximately compute the
transformation matrix with lower costs (see for example [7–9] and the references therein). To maintain the global error
bound for this case an adaptation would be needed taking into account the error in the approximation. On the other hand,
there are Krylov-interpolation-basedmethodswhich canhandle large dimensions in the computation of the reduced system,
but often cannot guarantee the preservation of asymptotic stability and do not have efficiently computable global error
bounds. There are also techniques, which are a combination of these two methods. A recent and rather complete study of
model reduction techniques can be found in [4,10,11] and the references therein.
In this paper we will focus on the problem of finding a reduced order system which minimizes the approximation error
H−Hˆ in the h2-norm.Wewill show that a localminimizer for this problem satisfies certainHermite interpolation conditions.
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Hence, this approach leads to an interpolation-based model reduction. We stress that although such methods are widely
considered as providing reduced systems with only a good local approximation around the a priori chosen interpolation
points, here we are aiming for a global optimal approximation in the h2-norm. The crucial point is the correct choice of the
interpolation data. For continuous-time SISO systems, such interpolation conditionswere already given in [12] and had been
further investigated and used to develop computationalmethods in [13–15]. It had been known then how generalizations of
the interpolation conditions to the MIMO case should look like [16]. Similar investigations have been carried out for MIMO
continuous-time systems in (see [15,17–20]. Generalizations to unstable systems can be found in [21].
The paper is organized as follows. In Section 2 we give a simple proof for a useful alternative expression of the
h2-norm which had already been derived (but proved differently) in [4]. In Section 3 two sets of first order gramian-based
necessary conditions for the minimization problem are discussed. We present the ‘‘Wilson conditions’’ which were proved
by Bunse-Gerstner et al. [22] for discrete-time systems. But since the same approach is taken as inWilson’s papers [23,24] for
continuous-time systems, we refer to them asWilson conditions. This is followed by a short exposition of Hyland–Bernstein
conditions [25]. The new expression for the h2-norm is then used to obtain interpolation-based necessary optimality
conditions for the minimization problem. We briefly review ideas of tangential interpolation of transfer functions for fixed
interpolation data. Based on these ideas a method is developed which aims to compute reduced order models satisfying
the first order necessary interpolation conditions. We illustrate its behavior on a few numerical examples. In Section 4 it
is shown that the Wilson conditions, the new interpolation-based necessary conditions and the conditions of Hyland and
Bernstein are all equivalent. Similar equivalence proofs for SISO continuous-time systems have been given in [14,15].
2. h2-norm for discrete systems
Throughout the paper we will assume for ease of presentation that the system matrix A has N pairwise distinct
eigenvalues λ1, . . . , λN which will be referred to as (simple) poles of the system. The results presented here can also be
extended to multiple poles (similar to those for continuous systems, cf. [19]) but the formulas become rather complex.
2.1. Properties of transfer functions
Due to our assumption above, we may without loss of generality consider A to be in diagonal form, i.e.
A = diag(λ1, . . . , λN), where λi 6= λj for i 6= j. Otherwise, a state-space transformation x = Sx˜, where the columns of S are
the eigenvectors of A yield an equivalent system with A˜ = S−1AS, B˜ = S−1B and C˜ = CS where A˜ is diagonal. We denote
B = (bij)i,j = [b∗1 . . . b∗N ]∗, C = (cij)i,j = [c1 . . . cN ], (2.1)
with row vectors bk = [bk1 . . . bkm] and column vectors ck = [c1k . . . cpk]T for k = 1, . . . ,N . Note that column vector
Bel ∈ CN represents the lth input and row vector eTqC ∈ CN represents the qth output of the system, for l = 1, . . . ,m and
q = 1, . . . , p. Here ej denotes the jth column unit vector of appropriate dimension. The transfer function H is a (p × m)-
dimensional matrix-valued function with components Hql, l = 1, . . . ,m, q = 1, . . . , p:
H(s) =
H11(s) . . . H1m(s). . . . . . . . .
Hp1(s) . . . Hpm(s)
 , Hql(s) = eTqC(sIN − A)−1Bel, (2.2)
and each Hql can be interpreted as a SISO transfer function with input Bel and output eTqC . The eigenvalues λk, k = 1, . . . ,N
of A, are the poles of the transfer function. By a partial fraction expansion of each Hql, we obtain
Hql(s) =
N∑
k=1
φ
ql
k
s− λk . (2.3)
Comparison of coefficients in (2.2) and (2.3) yields
φ
ql
k = cqkbkl, l = 1, . . . ,m, q = 1, . . . , p, k = 1, . . . ,N. (2.4)
Remark 2.1. We note that for minimal, i.e. reachable and observable, MIMO systems with p > 1 or m > 1 some φqlk can
be zero in each component Hql whereas for minimal SISO systems all φk := φ11k , k = 1, . . . ,N , are nonzero. In this case, φk
is the residue of H in the pole λk denoted by φk = Res(H(s), s = λk). It is well known that a SISO system can be written
in a canonical form such that A = diag(λ1, . . . , λN) is diagonal and B = (1, . . . , 1)∗ ∈ CN . In this canonical form, we have
C = [φ1, . . . , φN ].
2.2. The h2-norm
For all asymptotically stable discrete-time LTI systems, the h2-norm exists and is given by (1.5). A useful different
expression for this norm is derived in the following.
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Theorem 2.2. Let H(s) be the transfer function of the asymptotically stable discrete-time SISO system (1.1)with pairwise distinct
poles λ1, . . . , λN . Let φk = Res (H(s), s = λk) be the corresponding residues. Then the h2-norm of H is given by
‖Σ‖2h2 =
N∑
k=1
φ∗k
λ∗k
H
(
1
λ∗k
)
. (2.5)
Proof. By substituting exp(iw) 7→ s in the expression (1.5), of the h2-norm, we obtain
‖Σ‖2h2 =
1
2pi
∫ 2pi
0
trace
[
H(eiθ )
]∗ [
H(eiθ )
]
dθ = 1
2pi i
∫
γ
1
s
[H(s)]∗ H(s)ds (2.6)
where γ (t) := exp(it), t ∈ [0, 2pi ], is a parametrization of the unit circle. We note here that for SISO systems the trace in
the definition of the h2-norm can be omitted. Applying Cauchy’s residue theorem (cf., e.g. [26]) to the above formula yields
‖H‖2h2 =
N∑
k=1
Res
(
1
s
[H(s)]∗ H(s), s = λk
)
=
N∑
k=1
Res (H(s), s = λk) lim
s→λk
(
1
s
[H(s)]∗
)
=
N∑
k=1
φk
λk
[
H
(
1
λ∗k
)]∗
.
The last equality follows from the fact that
lim
s→λk
1
s
[H(s)]∗ = lim
s→λk
(
1
s
N∑
l=1
φ∗l
1
s − λ∗l
)
= 1
λk
N∑
l=1
φ∗l
1
λk
− λ∗l
= 1
λk
(
N∑
l=1
φl
1
λ∗k
− λl
)∗
= 1
λk
[
H
(
1
λ∗k
)]∗
.
Since ‖H‖h2 is a real number, we have
‖H‖2h2 =
N∑
k=1
φk
λk
[
H
(
1
λ∗k
)]∗
=
N∑
k=1
φ∗k
λ∗k
H
(
1
λ∗k
)
. 
Theorem 2.2 can be generalized to the MIMO case.
Theorem 2.3. Let H(s) be the transfer function of the asymptotically stable discrete-time MIMO system (1.1). Suppose that the
system matrices B and C are partitioned as in (2.1) and A is given as A = diag(λ1, . . . , λN), where λi 6= λj for i 6= j. Then the
h2-norm of H is given by
‖H‖2h2 = trace
{
1
λ∗k
N∑
k=1
H
(
1
λ∗k
)
b∗kc
∗
k
}
. (2.7)
Proof. The h2-norm (1.5) of the MIMO system can be rewritten in the following form:
‖H‖2h2 =
1
2pi
∫ 2pi
0
trace
([H(eiθ )]∗H(eiθ )) dθ
= 1
2pi
∫ 2pi
0
m∑
l=1
p∑
q=1
([Hql(eiθ )]∗Hql(eiθ )) dθ
=
m∑
l=1
p∑
q=1
(
1
2pi
∫ 2pi
0
[
Hql(eiθ )
]∗
Hql(eiθ )dθ
)
=
m∑
l=1
p∑
q=1
‖Hql‖2h2 .
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Here, Hql denotes the (q, l)th component of the transfer function H , see (2.2). After inserting (2.5) into the above formula,
we conclude that
‖H‖2h2 =
m∑
l=1
p∑
q=1
N∑
k=1
(φ
ql
k )
∗
λ∗k
Hql
(
1
λ∗k
)
,
where residues φqlk are defined as in (2.4), namely φ
ql
k = cqkbkl. Now the proof of (2.7) is a matter of straightforward
computation. 
The quantities 1
λ∗k
are called mirror images of the poles of the system. They play an important role in h2-optimal model
reduction. The new expression (2.7) for the h2-normwas first obtained in [4].We presented a newproof based on the residue
theorem. As mentioned above, this result can be generalized to multiple poles (see [19] for continuous-time systems).
Corollary 2.4. Let Σ = (A, B, C) and Σˆ = (Aˆ, Bˆ, Cˆ) be state-space representations of the original and reduced systems (1.1)
and (1.3), respectively. Assume, without loss of generality, that the state matrices A and Aˆ are diagonal and their poles lie inside
the unit disk. Let H and Hˆ be the corresponding transfer functions. Then the h2-norm of the error systemΣe = Σ − Σˆ , denoted
by J, can be represented by
J = ‖H − Hˆ‖2h2 = trace
{
N∑
k=1
1
λ∗k
[
H
(
1
λ∗k
)
− Hˆ
(
1
λ∗k
)]
b∗kc
∗
k +
n∑
k=1
1
λˆ∗k
[
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
)]
bˆ∗k cˆ
∗
k
}
, (2.8)
where λ∗k , λˆ
∗
k are the poles of Σ and Σˆ , respectively.
Proof. The system matrices of the error systemΣe are given by
Ae =
(
A 0
0 Aˆ
)
Be =
(
B
Bˆ
)
Ce =
(
C, −Cˆ
)
(2.9)
with transfer function He = H − Hˆ . As Ae is also diagonal, λ1, . . . , λN , λˆ1, . . . , λˆn are the poles of Σe. The above h2-norm
expression of the error system is an obvious consequence of Theorem 2.3. 
3. h2-optimal model reduction for MIMO systems
Searching for the globalminimum is too hard a task even for SISO systems. Therefore here the aim is to find reduced order
models, which satisfy first order necessary optimality conditions. For notational convenience, we just use the hat superscript
for such candidates.
In this section we describe three different types of necessary conditions for discrete h2-optimal model reduction. The
Wilson conditions [22] and Hyland–Bernstein conditions [25] which use gramians of the systems are presented as well as
new interpolation-based conditions. We also sketch a computational method based on the latter conditions and display a
few numerical experiments.
3.1. Problem statement
The problem of minimizing the h2-norm of the error between a given asymptotically stable large scale dynamical system
and its asymptotically stable reduced order approximant can be stated as follows:
Problem 3.1. Given a large order asymptotically stable system (1.1) of dimensionN . Construct a reduced order system (1.3)
of a fixed dimension n, with transfer function Hˆ which minimizes the h2-norm of the error system, i.e.
Minimize J(Hˆ) = ‖H − Hˆ‖2h2 (3.1)
over all asymptotically stable systems of dimension n.
Due to (2.8), this optimization problem is equivalent to
Minimize J(v˜) = ‖H − Hˆ‖2h2 (3.2)
with respect to the optimization variable v˜ = (R(vT),=(vT))T ∈ R2(n+nm+pn), where
v = (λˆ1, . . . , λˆn, bˆ1, . . . , bˆn, cˆT1 , . . . , cˆTn)T,
with row vectors bˆk = [bˆk1 . . . bˆkm] and column vectors cˆk = [cˆ1k . . . cˆpk] for k = 1, . . . , n.
HereR and = denote the real and imaginary part, respectively. This is a smooth optimization problem with respect to v˜.
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3.2. h2-optimal gramian-based model order reduction
The most common approach to treat problem (3.1) is to work with first order necessary optimality conditions.
3.2.1. Wilson first order necessary conditions
For continuous-time MIMO systems first order necessary conditions have been given in [23] in 1970. In [22] we proved
corresponding conditions for discrete-timeMIMO systems. Since the same approach is taken as in [23,24] and the conditions
are very similar we refer to them here as Wilson conditions as well.
Wilson optimality conditions for discrete-time systems use the gramians of the error system which can be defined via
discrete Lyapunov equations also called Stein equations. Therefore it is necessary to introduce some notations and relations.
Let Σ = (A, B, C) be the state-space representation of the original system and let Σˆ = (Aˆ, Bˆ, Cˆ) be the reduced order
model, assumed to be asymptotically stable as well, solving the optimization problem (3.1). Then the systemmatrices of the
error systemΣe = Σ − Σˆ = (Ae, Be, Ce) are given by (2.9). Consider the two Stein equations associated with this system:
AePeA∗e + BeB∗e = Pe, (3.3)
A∗eQeAe + C∗e Ce = Qe (3.4)
where the symmetric positive-definite matrices Pe and Qe are the reachability and the observability gramians of the error
system, respectively. We partition Pe andQe as
Pe =
[
P11 P12
P21 P22
]
, Qe =
[
Q11 Q12
Q21 Q22
]
, (3.5)
whereP11,Q11 ∈ CN×N;P12,P ∗21,Q12,Q∗21 ∈ CN×n andP22,Q22 ∈ Cn×n. The full rank submatricesP11,Q11,P22 andQ22
solve the Stein equations
AP11A∗ + BB∗ = P11, (3.6)
A∗Q11A+ C∗C = Q11, (3.7)
AˆP22Aˆ∗ + BˆBˆ∗ = P22, (3.8)
Aˆ∗Q22Aˆ+ Cˆ∗Cˆ = Q22. (3.9)
Hence, they are the gramians of the original and the reduced system
P11 = P , Q11 = Q, P22 = Pˆ , Q22 = Qˆ.
As gramians are symmetric we obtain P12 = P ∗21 and Q12 = Q∗21 and both matrices are solutions of the following discrete
Sylvester equations
AP12Aˆ∗ + BBˆ∗ = P12, (3.10)
A∗Q12Aˆ− C∗Cˆ = Q12. (3.11)
Finding an h2-norm optimal reduced model for a real dynamical systemΣ requires to determine the first derivatives of the
error functional J(Aˆ, Bˆ, Cˆ). It has been proven (see e.g. [4]) that,
J(Σˆ) = ‖Σe‖2h2 = trace
[
CePeC∗e
]
. (3.12)
Differentiating J with respect to the elements of Aˆ, Bˆ and Cˆ results in the following necessary conditions [22]:
Theorem 3.2 (Wilson conditions for discrete-time systems). Let the reduced order system Σˆ = (Aˆ, Bˆ, Cˆ) be a solution of
Problem 3.1. Then the following holds
Q∗12AP12 +Q22AˆP22 = 0, (3.13)
Q∗12B+Q22Bˆ = 0, (3.14)
CˆP22 − CP12 = 0. (3.15)
Remark 3.3. Generally, reduced order models are constructed by an oblique projection Π = VnW ∗n with Vn,Wn ∈ CN×n
andW ∗n Vn = In, where In is the n× n identity matrix., i.e.(
Aˆ Bˆ
Cˆ
)
=
(
W ∗n AVn W ∗n B
CVn
)
. (3.16)
This projection Π , could be deduced directly from the Wilson conditions (3.13)–(3.15). For instance (3.13) yields
Aˆ = −Q−122 Q∗12AP12P−122 and we get e.g.Wn := −Q12Q−122 and Vn := P12P−122 .
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The observability and reachability gramiansP22 andQ22 of the optimal reduced ordermodel are not knownapriori.Methods
presented for continuous-time systems in [23,24] locate solutions that aim to satisfy the first order necessary optimality
conditions. However, they require solving a series of large Lyapunov or Stein equations and therefore cannot be applied to
large scale systems.
3.2.2. Hyland and Bernstein first order necessary conditions
Similar to the Wilson conditions, we provide the Hyland–Bernstein conditions by means of the gramians and the Stein
equations. The reduced order model is constructed by an oblique projectionΠ = VnW ∗n as demonstrated in (3.16).
Theorem 3.4 (Hyland–Bernstein Conditions for Discrete-Time Systems [25]). Suppose that Σˆ = (Aˆ, Bˆ, Cˆ) solves the h2-optimal
model reduction problem (3.1). Then there exist nonnegative-definite matrices P ,Q ∈ CN×N and a positive-definite matrix
M ∈ Cn×n such that from the factorization
PQ = VnMW ∗n (3.17)
matrices Aˆ, Bˆ and Cˆ can be constructed via the projectionΠ = VnW ∗n and the following conditions are satisfied
rank(P ) = rank(Q) = rank(PQ), (3.18)
Π
[
APA∗ + BB∗ − P ] = 0, (3.19)[
A∗QA+ C∗C −Q]Π = 0. (3.20)
3.3. h2-optimal interpolation-based model reduction
3.3.1. First order necessary conditions
Here, we derive first order necessary h2-optimality conditions for asymptotically stable MIMO systems. The mirror
images of the eigenvalues of the state matrix Aˆ are crucial quantities herein.
Theorem 3.5. Given the large order system (1.1) with transfer function H(s). Let Hˆ(s) be the transfer function of the reduced
order system (1.3) given in an eigenvector basis Aˆ = diag
(
λˆ1, . . . , λˆn
)
, Bˆ =
[
bˆ∗1, . . . , bˆ∗n
]∗
and Cˆ = [cˆ1, . . . , cˆn]. If Hˆ(s)
solves the h2-optimal problem (3.2) then the following conditions are satisfied
cˆ∗kH
(
1
λˆ∗k
)
= cˆ∗k Hˆ
(
1
λˆ∗k
)
,
H
(
1
λˆ∗k
)
bˆ∗k = Hˆ
(
1
λˆ∗k
)
bˆ∗k ,
cˆ∗kH
′
(
1
λˆ∗k
)
bˆ∗k = cˆ∗k Hˆ ′
(
1
λˆ∗k
)
bˆ∗k ,

for k = 1, . . . , n, (3.21)
where 1
λˆ∗k
are the mirror images with respect to the unit circle of the poles of Σˆ, bˆk is the kth row of Bˆ and cˆk is the kth column
of Cˆ .
Proof. Differentiating J with respect toR(bˆkl) yields
∂J
∂R(bˆkl)
= trace
{
N∑
j=1
−cˆke∗l
1− λ∗j λˆk
b∗j c
∗
j +
n∑
j=1
cˆke∗l
1− λˆ∗j λˆk
bˆ∗j cˆ
∗
j +
1
λˆ∗k
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
elcˆ∗k
}
= trace
{[
1
λˆ∗k
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
elcˆ∗k
]∗
+ 1
λˆ∗k
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
elcˆ∗k
}
= 2R
(
trace
{
1
λˆ∗k
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
elcˆ∗k
})
.
Analogously, we obtain that
∂J
∂=(bˆkl)
= 2=
(
trace
{
1
λˆ∗k
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
elcˆ∗k
})
.
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Thus, due to asymptotic stability of the reduced order system, we have
∂J
∂R(bˆkl)
= 0 and ∂J
∂=(bˆkl)
= 0⇔ trace
{[
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
)]
elcˆ∗k
}
= 0. (3.22)
The right-hand side of the above equivalence is satisfied for all l = 1, . . . ,m if and only if the first part of conditions (3.21)
is fulfilled.
The following holds:
∂J
∂R(cˆlk)
= trace
{
N∑
j=1
−e∗l bˆk
1− λ∗j λˆk
b∗j c
∗
j +
n∑
j=1
e∗l bˆk
1− λˆ∗j λˆk
bˆ∗j cˆ
∗
j +
1
λˆk
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
bˆ∗ke
∗
l
}
= trace
{[
1
λˆk
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
bˆ∗ke
∗
l
]∗
+ 1
λˆk
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
bˆ∗qe
∗
l
}
= 2R
(
trace
{
1
λˆk
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
bˆ∗ke
∗
l
})
.
In a similar way, we prove that
∂J
∂=(cˆlk) = 2=
(
trace
{
1
λˆk
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
bˆ∗ke
∗
l
})
.
Similar to (3.22), we get
∂J
∂R(cˆlk)
= 0 and ∂J
∂=(cˆlk) = 0⇔ trace
{[
H
(
1
λˆ∗k
)
− Hˆ
(
1
λˆ∗k
)]
bˆ∗ke
∗
l
}
= 0. (3.23)
Satisfying the right-hand side of Equivalence (3.23) for all l = 1, . . . , p directly leads to the second part of conditions (3.21).
For the third part, we first note that the following equalities hold:
N∑
j=1
−cjbjλj
(
λˆ∗k
)2
(
1− λˆ∗kλj
)2 = 1
λˆ∗k
H ′
(
1
λˆ∗k
)
+ H
(
1
λˆ∗k
)
,
n∑
j=1
−cˆjbˆjλj
(
λˆ∗k
)2
(
1− λˆ∗k λˆj
)2 = 1
λˆ∗k
Hˆ ′
(
1
λˆ∗k
)
+ Hˆ
(
1
λˆ∗k
)
.
(3.24)
Differentiating J with respect toR(λˆk) leads to
∂J
∂R(λˆk)
= trace

N∑
j=1
−1
λ∗j
cˆkbˆk
(
λ∗j
)2(
1− λˆkλ∗j
)2 b∗j c∗j + n∑
j=1
1
λˆ∗j
cˆkbˆk
(
λˆ∗j
)2
(
1− λˆkλˆ∗j
)2 bˆ∗j cˆ∗j
+ 1
λˆ∗k
 −1(
λˆ∗k
)2 Hˆ ′
(
1
λˆ∗k
)
+ 1(
λˆ∗k
)2H ′
(
1
λˆ∗k
) bˆ∗k cˆ∗k − 1(
λˆ∗k
)2
(
Hˆ
(
1
λˆ∗k
)
− H
(
1
λˆ∗k
))
bˆ∗k cˆ
∗
k
 .
Thus, from (3.24) we obtain
∂J
∂R(λˆk)
= trace

 1(
λˆ∗k
)2
(
1
λˆ∗k
H ′
(
1
λˆ∗k
)
+ H
(
1
λˆ∗k
)
− 1
λˆ∗k
Hˆ ′
(
1
λˆ∗k
)
− Hˆ
(
1
λˆ∗k
))
bˆ∗k cˆ
∗
k

∗
+ 1(
λˆ∗k
)2
(
− 1
λˆ∗k
Hˆ ′
(
1
λˆ∗k
)
+ 1
λˆ∗k
H ′
(
1
λˆ∗k
)
− Hˆ
(
1
λˆ∗k
)
+ H
(
1
λˆ∗k
))
bˆ∗k cˆ
∗
k

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= 2R
trace
 1(λˆ∗k)3
(
H ′
(
1
λˆ∗k
)
− Hˆ ′
(
1
λˆ∗k
))
bˆ∗k cˆ
∗
k


+ 2R
trace

1(
λˆ∗k
)2
(
H
(
1
λˆ∗k
)
− Hˆ
(
1
λˆ∗k
))
bˆ∗k︸ ︷︷ ︸
=0
cˆ∗k

 ,
where the second summand vanishes due to the already proven first part of conditions (3.21). Analogously we obtain that
∂J
∂=(λˆk)
= 2=
trace
 1(λˆ∗k)3
(
H ′
(
1
λˆ∗k
)
− Hˆ ′
(
1
λˆ∗k
))
bˆ∗k cˆ
∗
k

 . (3.25)
From the above considerations it is easy to see that
∂J
∂R(λˆk)
= 0 and ∂J
∂=(λˆk)
= 0⇔ trace
{[
H ′
(
1
λˆ∗k
)
− Hˆ ′
(
1
λˆ∗k
)]
bˆ∗k cˆ
∗
k
}
= 0. (3.26)
The last part of conditions (3.21) directly follow from the right-hand side of equivalence (3.26). 
Expression (2.8) for the h2-norm of the error system together with conditions (3.21) imply the following result for the
h2-norm of the error.
Remark 3.6. Suppose the system matrices Aˆ, Bˆ and Cˆ solve the h2-norm optimal model reduction problem (3.2). Then the
h2-norm of the error system is given by
‖H − Hˆ‖h2 =
N∑
j=1
(
1
λ∗j
trace
([
H
(
1
λ∗j
)
− Hˆ
(
1
λ∗j
)]
b∗j c
∗
j
))
.
3.4. MIRIAm, a first approach to a numerical method
Wehave seen that the transfer function of the h2-optimal reduced order systemhas to satisfy the tangential interpolation
conditions (3.21). In principle we could try to construct the reduced order model by computing this interpolating function
and derive a state-space representation from this rational function. It is, however, known that the direct computation of
the reduced state-space representation is numerically muchmore reliable. State-space matrices of a reduced systemwhose
transfer function interpolates the original one can be computed directly via projections, see [27–29] for SISO systems and [30,
31] for MIMO systems. The following lemma is a special case of much more general results in [31].
Lemma 3.7. Let Vn ∈ CN×n and Wn ∈ CN×n be matrices of full rank n such that W ∗n Vn = In. Let σk ∈ C, `k ∈ C1×p and
rk ∈ Cm×1 for k = 1, . . . , n be given sets of interpolation points and left and right tangential directions, respectively. Assume
that the points σk are chosen such that all matrices A− σkIN are invertible. If for all k ∈ 1, . . . , n
(σkIN − A)−1Brk ∈ columnspan(Vn) and (σ ∗k IN − A∗)−1C∗`∗k ∈ columnspan(Wn), (3.27)
then the reduced order system Σˆ =
(
Aˆ, Bˆ, Cˆ
)
= (W ∗n AVn,W ∗n B, CVn) has a transfer function which satisfies the following
tangential interpolation conditions:
H(σk)rk = Hˆ(σk)rk,
`kH(σk) = `kHˆ(σk), for k = 1, 2, . . . , n.
`kH ′(σk)rk = `kHˆ ′(σk)rk.
(3.28)
However, here in our case the interpolation data, i.e. the interpolation points and the directions of the tangential
interpolation, are not known a priori. We therefore propose an iterative method which in each iteration step derives a
reduced order system for a fixed set of interpolation data.
In Fig. 1, a first suggestion for a numerical method, MIRIAm (MIMO Iterative Rational Interpolation Algorithm),
for discrete-time systems is presented. This algorithm, if it converges, constructs the reduced order model satisfying
conditions (3.21).
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Fig. 1. A MIMO Iterative Rational Interpolation Algorithm (MIRIAm) for discrete-time systems.
3.5. Numerical examples
To give an impression of the performance of our algorithm MIRIAm, we show error developments for a randomly
generated discrete-time dynamical system. In particular we demonstrate the dependance of the iteration on the chosen set
of starting data. We let MIRIAm compute the reduced order models. For comparison we reduce also by balanced truncation
to the same dimension and compare the errors in each case in the h2-norm as well as in the h∞-norm. The h∞-norm is used
for the error bound in balanced truncation.
The following four sets of interpolation data are used in MIRIAm as starting data:
(1) Rand-Complex—The interpolation points are randomly chosen complex points outside the unit circle. Complex random
vectors were chosen as left and right tangential directions.
(2) Rand-Real—The interpolation points are randomly chosen real points outside the interval [−1, 1], the tangential
directions are purely real and generated randomly with values varying between−1 and 1.
(3) BT-based—We first compute the reduced order models using balanced truncation and then transform the resulting
system into an eigenvector basis such that Aˆ is diagonal. Then we choose as starting interpolation points the mirror
images with respect to the unit circle of the poles, i.e. eigenvalues of Aˆ, of this reduced system. The columns of matrix
Bˆ∗ and rows of matrix Cˆ∗, transformed accordingly to the matrix Aˆ, are selected as right and left tangential directions,
respectively.
(4) Ordered EV—We transform the original system such that A is diagonal and its eigenvalues appear in descending order
of magnitude. We choose as starting interpolation points the mirror images of the first n eigenvalues of A. We select the
conjugate transposes of the first n rows of B and the first n columns of C , transformed accordingly to the matrix Aˆ, as
right and left tangential directions, respectively.
The third set of interpolation data was chosen in order to investigate possible h2-improvement of results obtained with
balanced truncation by a few additional iteration steps and also to study the corresponding changes of the h∞-error.
From our extensive earlier experiments we learned that eigenvalues of reduced systems received by balanced truncation
or satisfying the first order necessary h2-norm optimality conditions are often very good approximations of eigenvalues of
the original system lying closest to the unit circle. Therefore it might seem that a good approximation of the original system
can be achieved by computing approximations to such eigenvalues and just do a few interpolation steps with their mirror
images. The fourth starting set of interpolation data explores this idea.
Example 3.8. We study a randomly generated discrete-time dynamical system with 400 states, 4 inputs and 4 outputs,
i.e. N = 400, m = p = 4. Its poles and Hankel singular values are depicted in Fig. 2. Because of the rapid decay in the Hankel
singular values we expect suitable reduced order models of small dimension to be already good approximant of the original
system.
In the first experiments we explore a possible improvement in the h2-norm of the error systems if balanced truncation is
followed by a few steps ofMIRIAm. Table 1 shows on the left-hand side the relative h2-normof the error systems obtained by
balanced truncation and by MIRIAm with BT-based starting initial data for even dimensions of the reduced system varying
from 30 to 4. We observe that with very few iterations with MIRIAm in most cases we obtain slightly improved h2-norm
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Fig. 2. Eigenvalues (left) and Hankel singular values (right) of the random system.
Table 1
Comparison of the relative h2- (left) and h∞- norm (right) of the error systems obtained by balanced truncation and MIRIAm.
n BT MIRIAm n BT MIRIAm
30 2.052× 10−1 1.843× 10−1 30 2.591× 10−2 5.181× 10−2
28 2.513× 10−1 2.102× 10−1 28 3.643× 10−2 7.080× 10−2
26 3.105× 10−1 2.369× 10−1 26 3.743× 10−2 6.837× 10−2
24 3.364× 10−1 2.655× 10−1 24 4.371× 10−2 6.575× 10−2
22 3.691× 10−1 3.011× 10−1 22 5.434× 10−2 7.508× 10−2
20 4.021× 10−1 3.407× 10−1 20 6.003× 10−2 7.619× 10−2
18 4.696× 10−1 3.659× 10−1 18 6.722× 10−2 7.935× 10−2
16 4.852× 10−1 4.002× 10−1 16 7.552× 10−2 8.329× 10−2
14 5.473× 10−1 4.378× 10−1 14 8.983× 10−2 1.966× 10−1
12 5.987× 10−1 5.102× 10−1 12 9.159× 10−2 1.881× 10−1
10 6.850× 10−1 5.651× 10−1 10 1.327× 10−1 1.969× 10−1
8 7.548× 10−1 6.217× 10−1 8 1.689× 10−1 2.096× 10−1
6 8.031× 10−1 7.338× 10−1 6 2.139× 10−1 2.269× 10−1
4 8.582× 10−1 7.652× 10−1 4 2.635× 10−1 2.647× 10−1
approximations. This can be expected because balanced truncation aims to give good approximations with respect to the
h∞-norm and not the h2-norm. We also have an expected behavior the other way round. The right-hand side of Table 1
shows the corresponding relative h∞-norms of the errors and we observe that the h∞-norms of the reduced order models
obtained with MIRIAm are slightly bigger than the balanced truncation reduced order systems.
In Fig. 3 the dimension of the reduced system is plotted versus the relative h2-norm of the error systems obtained by
balanced truncation and byMIRIAmwith the four different sets of starting interpolation data described above. Fig. 3 reveals
that all selection strategies work quite well. Indeed, MIRIAm with complex random starting data gives somewhat better
results than balanced truncation for almost all sizes of the reduced systems n, except n ∈ {14, 16, 18}. For real random
starting data results are slightly worse than balanced truncation only for n ∈ {12, 16, 20, 24}. Note that the errors are of the
same order of magnitude.
Finally we investigate how the convergence behavior of ourmethod depends on the choice of starting interpolation data.
Fig. 4 shows the relative h2-norm of the error system versus the number of iterations for the reduced systems of size n = 4
and n = 24.We see that MIRIAm converges fast for all chosen sets of initial data. Fig. 5 illustrates that some choices of initial
data lead to situations, were we need to run many iterations until the algorithm converges.
4. Equivalence of first order necessary conditions
For continuous-time SISO systems with simple poles it has been shown [14,15] that the gramian-based first order
necessary conditions of Hyland–Bernstein [25] and Wilson [23,24] are equivalent to some interpolation conditions [12]
which are similar to the first order necessary Conditions (3.21). In [20] we proved that the equivalences also hold for
continuous MIMO systems and multiple poles. This leads to similar but more complex interpolation conditions.
We point out that although the first order necessary conditions are equivalent, the methods based on the
characterizations in [23–25] are different from the techniques based on the tangential interpolation conditions. The
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Fig. 3. Relative h2-norm of the error system versus the dimension of the reduced system (Random).
Fig. 4. Relative h2-norm of the error system versus the number of iterations for reduced order systems of dimension n = 4 (left) and n = 24 (right)
(Random).
Fig. 5. Relative h2-norm of the error system versus the number of iterations for reduced order systems of dimension n = 12 (left) and n = 16 (right)
(Random).
methods presented in [23–25] require solving a series of large Lyapunov equations and therefore are not applicable for
high-dimensional systems. The computational costs are much smaller for interpolation-based techniques.
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4.1. Equivalence between interpolation and Wilson conditions
In order to prove that tangential interpolation conditions (3.21) and the Wilson conditions (3.13)–(3.15) are equivalent,
we need to find an explicit solution of the Stein equation (3.10) and (3.11).
Let us consider the Stein equations (3.3) and (3.4), and let their solutions, the reachability gramian Pe and observability
gramian Qe of the error system (2.9), be partitioned as in (3.5). Due to our general assumption we may without loss of
generality consider the reduced order state matrix Aˆ to be in diagonal form, Aˆ = diag(λˆ1, . . . , λˆn). Thus Eq. (3.10) can be
rewritten in the following form
A
[
p1 . . . pn
]λˆ
∗
1
. . .
λˆ∗n
+ B [bˆ∗1 . . . bˆ∗n] = [p1 . . . pn] ,
where pl and bˆl are the lth column of P12 and the lth row of Bˆ, respectively, for l = 1, . . . , n.
Assuming that
(
A− 1
λˆ∗l
I
)
is invertible for l = 1, . . . , nwe can easily solve this equation with respect to the columns pl
of P12:(
A− 1
λˆ∗1
I
)
λˆ∗1p1 + Bbˆ∗1 = 0,
...(
A− 1
λˆ∗n
I
)
pn + Bbˆ∗n = 0

H⇒

p1 = − 1
λˆ∗1
(
A− 1
λˆ∗1
I
)−1
Bbˆ∗1,
...
pn = − 1
λˆ∗n
(
A− 1
λˆ∗n
I
)−1
Bbˆ∗n.
Analogously using Eq. (3.11) we get the following expression for columns ql ofQ12:
q1 = 1
λˆ1
(
A∗ − 1
λˆ1
I
)−1
C∗cˆ1,
...
qn = 1
λˆn
(
A∗ − 1
λˆn
I
)−1
C∗cˆn,
where cˆl is the lth column of Cˆ with l = 1, . . . , n. Therefore we obtain the following expressions for spaces spanned by the
columns of the matrices P12 andQ12:
columnspan(P12) = columnspan

(
A− 1
λˆ∗1
I
)−1
Bbˆ∗1, . . . ,
(
A− 1
λˆ∗n
I
)−1
Bbˆ∗n
 (4.1)
columnspan(Q12) = columnspan
{(
A∗ − 1
λˆ1
I
)−1
C∗cˆ1, . . . ,
(
A∗ − 1
λˆn
I
)−1
C∗cˆn
}
. (4.2)
Theorem 4.1 (Equivalence between Wilson and interpolation conditions). The Wilson first order necessary conditions (3.13)–
(3.15) for the optimal h2-problem are equivalent to the tangential interpolation-based conditions (3.21).
Proof. Assume that the Wilson conditions hold. It is known that (see Remark 3.3) the reduced order model satisfying the
Wilson conditions can be constructed by an oblique projectionΠ = VnW ∗n , where matrices (notations as in (3.13)–(3.15))
Vn := P12P−122 ,
Wn := −Q12Q−122
are biorthogonal, i.e.W ∗n Vn = In. Note that the matrices P−122 andQ−122 have full rank and therefore
columnspan(Vn) = columnspan(P12),
columnspan(Wn) = columnspan(Q12).
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From (4.1) and (4.2) we obtain
columnspan(Vn) = columnspan

(
A− 1
λˆ∗1
I
)−1
Bbˆ∗1, . . . ,
(
A− 1
λˆ∗n
I
)−1
Bbˆ∗n

columnspan(Wn) = columnspan
{(
A∗ − 1
λˆ1
I
)−1
C∗cˆ1, . . . ,
(
A∗ − 1
λˆn
I
)−1
C∗cˆn
}
.
It follows directly from Lemma 3.7 that the tangential interpolation conditions in (3.21) are satisfied.
To prove that the interpolation conditions imply the Wilson conditions, we need the following lemma proved in [22].
Lemma 4.2. Let Hˆ(s) = Cˆ(sIn− Aˆ)−1Bˆ be the transfer function of the reduced order model satisfying the tangential interpolation
conditions (3.21) and let λˆ1, . . . , λˆn denote the eigenvalues of Aˆ. Then there exist matrices Vn and Wn such that
columnspan(Vn) = columnspan

(
A− 1
λˆ∗1
I
)−1
Bbˆ∗1, . . . ,
(
A− 1
λˆ∗n
I
)−1
Bbˆ∗n

columnspan(Wn) = columnspan
{(
A∗ − 1
λˆ1
I
)−1
C∗cˆ1, . . . ,
(
A∗ − 1
λˆn
I
)−1
C∗cˆn
}
and Hˆ can be constructed by the oblique projectionΠ = VnW ∗n , i.e. Aˆ = W ∗n AVn, Bˆ = W ∗n B, Cˆ = CVn and W ∗n Vn = In.
Due to Lemma 4.2 and Eq. (4.1) and (4.2) we know that there exist nonsingular matrices K ∈ Cn×n and L ∈ Cn×n such that
P12 = Vn K and Q12 = Wn L (4.3)
andP12 andQ12 satisfy the discrete Sylvester equation (3.10) and (3.11). Multiplying (3.10) byW ∗n from left and substituting
P12 by VnK yields
W ∗n AVnKAˆ
∗ +W ∗n BBˆ∗ = W ∗n VnK .
Because the matrices Vn andWn describe an oblique projection withW ∗n Vn = In, we get
AˆK Aˆ∗ + BˆBˆ∗ = K .
The solution of this Stein equation is indeed the reachability gramian of the reduced order system. Thus due to (3.8) and by
the uniqueness of the gramians we conclude that K = P22 and finally
Vn = P12P−122 .
Multiplying (3.11) by V ∗n from left, substitutingQ12 byWnL and applying the same argument as above, we deduce that
Wn = −Q12Q−122
which completes the proof. 
4.2. Equivalence between Hyland–Bernstein and Wilson conditions
The idea for the proof of the following theorem can be found in [14,15] for continuous systems.
Theorem 4.3. Wilson first order necessary conditions (3.13)–(3.15) are equivalent to the conditions (3.17)–(3.20) given by
Hyland and Bernstein.
Proof. See [22]. 
It is worthwhile noting that Theorems 4.1 and 4.3 directly imply the following result.
Remark 4.4. The Wilson and Hyland–Bernstein gramian-based first order necessary h2-optimality conditions for discrete-
time MIMO systems are equivalent to the tangential interpolation-based conditions (3.21).
5. Conclusions
We considered the h2-optimal reduced order model approximation of large scale linear discrete-time dynamical
systems with multiple inputs and outputs (MIMO systems) and presented first order necessary conditions for an optimally
approximating systemof a given order. The conditions state that the transfer function of the h2-optimal reduced ordermodel
tangentially interpolates the original transfer function in the mirror images of its poles. The interpolation conditions given
here are only valid for simple poles but an adaptation to multiple poles (similar to continuous-time systems, cf. [19]) is
possible. In this case the conditions involve higher derivatives of the transfer functions.
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We also presented a first approach to a numericalmethodwhich, if it converges, provides a reduced system satisfying the
first order necessary tangential interpolation conditions. A few numerical experiments were shown to indicate the behavior
of this method.
An analogue to the gramian-based first order necessary conditions for continuous-time MIMO systems obtained by
Wilson is also given. We showed that these ‘‘Wilson conditions’’, the tangential interpolation conditions and conditions
which were received earlier by Hyland and Bernstein are all equivalent.
The h2-error expression presented in this paper cannot be efficiently computed as it involves the calculation of all
eigenvalues of the original system. Hence, future work should involve the development of computable error bound for the
h2-problem as well as the development of the convergence results.
References
[1] C. Böß, Using model reduction techniques within the incremental 4D-Var method, Ph.D. Thesis, Universität Bremen, 2008.
[2] M. Verlaan, Efficient Kalman Filtering Algorithms for Hydrodynamic Models, TU Delft, The Netherlands, 1998.
[3] A.S. Lawless, N.K. Nichols, C. Boess, A. Bunse-Gerstner, Using model reduction methods within incremental 4D-Var, Monthly Weather Review 136
(2008) 1511–1522.
[4] A.C. Antoulas, Approximation of large scale dynamical systems, Advances in Design and Control 6 (2005) SIAM, Philadelphia.
[5] C.T. Mullis, R.A. Roberts, Synthesis of minimum roundoff noise fixed point digital filters, IEEE Transactions on Circuits Systems 23 (1976) 551–562.
[6] B.C.Moore, Principal component analysis in linear systems: Controllability, observability andmodel reduction, IEEE Transactions onAutomatic Control
26 (1) (1981) 17–31.
[7] U. Baur, P. Benner, Factorized solution of Lyapunov equations based on hierarchical matrix arithmetic, Computing 78 (3) (2006) 211–234.
[8] P. Benner, V. Mehrmann, D.C. Sorensen, Dimension reduction of large scale systems, in: Proceedings of a Workshop held in Oberwolfach, Germany,
19-25.10.2003, in: Lecture notes in Computational Science and Engineering, vol. 45, Springer, Berlin, 2005, J86-BEN-460.
[9] Q. Su, V. Balakrishnan, C.K. Koh, Efficient approximate balanced truncation of general large-scale RLC systems via Krylov methods, in: Proc. 15th
International Conference on VLSI Design and 7th Asia and South Pacific Design Automation Conference, 2002, pp. 311–316.
[10] W.H.A. Schilders, H.A. van der Vorst, J. Rommes, Model Order Reduction, Springer, 2008.
[11] S.X.-D. Tan, L. He, Advanced Model Order Reduction Techniques in VLSI Design, Cambridge University Press, 2007.
[12] L. Meier, D.G. Luenberger, Approximation of linear constant systems, IEEE Transactions on Automatic Control 12 (1967) 585–588.
[13] S. Gugercin, A.C. Antoulas, C.A. Beattie, A rational Krylov Iteration for Optimal H2 Model Reduction, in: Proceedings of the 17th International
Symposium on Mathematical Theory of Networks and Systems, 2006, pp. 1665–1667.
[14] S. Gugercin, C. Beattie, A.C. Antoulas, Rational Krylov methods for optimalH2 model reduction, ICAM Technical Report, Virginia Tech, 2006.
[15] S. Gugercin, C. Beattie, A.C. Antoulas,H2 model reduction for large scale linear dynamical systems, SIAM Journal on Matrix Analysis and Applications
30 (2) (2008) 609–638.
[16] A.C. Antoulas, Private communication.
[17] P. VanDooren, K.Y. Gallivan, P.A. Absil,H2-optimal approximation ofMIMO linear dynamical systems, 2008, http://www.citebase.org/abstract?id=oai:
arXiv.org:0807.4807.
[18] D. Kubalińska, A. Bunse-Gerstner, G. Vossen, D. Wilczek,H2-optimal interpolation based model reduction for large scale systems, in: Proceedings of
the 16th ICSS, 4.-6.9.2007, Wroclaw, Poland.
[19] G. Vossen, A. Bunse-Gerstner, D. Kubalinska, D. Wilczek, Necessary optimality conditions forH2-optimal model reduction, ZeTeM Technical Report,
University of Bremen, 2007.
[20] D. Wilczek, A. Bunse-Gerstner, D. Kubalinska, G. Vossen, Equivalences of necessary optimality conditions for H2-optimal model reduction, ZeTeM
Technical Report, University of Bremen, 2007.
[21] D. Kubalińska, Optimal interpolation-based model reduction, Ph.D. Thesis, Universität Bremen, 2008.
[22] A. Bunse-Gerstner, D Kubalińska, G. Vossen, D.Wilczek, h2-norm optimalmodel reduction for large scale discrete dynamicalMIMO systems, Technical
Report, University of Bremen, 2007.
[23] D.A. Wilson, Optimum solution of model reduction problem, Proceedings of the Institutions of Electrical Engineers 117 (6) (1970) 1161–1165.
[24] D.A. Wilson, Model reduction for multivariable systems, International Journal on Control 20 (1) (1974) 57–64.
[25] D.C. Hyland, D.S. Bernstein, The optimal projection equations for model reduction and the relationship among the methods of Wilson, Skelton and
Moore, IEEE Transactions on Automatic Control 30 (1985) 1201–1211.
[26] J.B. Conway, Functions of One Complex Variable, Springer, 1978.
[27] E.J. Grimme, Krylov projection methods for model reduction, Ph.D. Thesis, ECE Department, University of Illinois, Urbana-Champaign, 1997.
[28] A. Youssuff, R.E. Skelton, Covariance equivalent realizations with applications to model reduction of large scale systems, in: C.T. Leondes (Ed.), Control
and Dynamic Systems, vol. 22, Academic Press, 1985, pp. 273–348.
[29] A. Youssuff, D.A. Wagie, R.E. Skelton, Linear system approximation via covariance equivalent realizations, Journal of Mathematics Analysis and
Applications 196 (1985) 91–115.
[30] K.A. Gallivan, A. Vandendorpe, P. van Dooren, Model reduction of MIMO systems via tangential interpolation, SIAM Journal of Matrix Analysis
Applications 26 (2) (2004) 328–349.
[31] A. Vandendorpe, Model reduction of linear systems, an interpolation point of view, Ph.D. Thesis, Universite Catholique De Louvain, 2004.
