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Abstract
It is known that for multi-level time-dependent quantum systems one can construct
superadiabatic representations in which the coupling between separated levels is ex-
ponentially small in the adiabatic limit. For a family of two-state systems with real-
symmetric Hamiltonian we construct such a superadiabatic representation and explicitly
determine the asymptotic behavior of the exponentially small coupling term. First order
perturbation theory in the superadiabatic representation then allows us to describe the
time-development of exponentially small adiabatic transitions. The latter result rigor-
ously confirms the predictions of Sir Michael Berry for our family of Hamiltonians and
slightly generalizes a recent mathematical result of George Hagedorn and Alain Joye.
1 Introduction and main result
The decoupling of slow and fast degrees of freedom in the adiabatic limit is at the basis
of many important approximations in physics, as, e.g., the Born-Oppenheimer approxima-
tion in molecular dynamics and the Peierls substitution in solid state physics. We refer to
[BMKNZ, Te] for recent reviews. Generically the decoupling is not exact and a coupling
which is exponentially small in the adiabatic parameter remains. However, this small cou-
pling has important physical consequences, as it makes possible, e.g., non-radiative decay
to the ground state in molecules. Since Kato’s proof from 1950 [Ka] the adiabatic limit of
quantum mechanics was considered also as a mathematical problem, with increased activity
during the last 20 years. Some of the landmarks are [Ne1, ASY, JoPf1, Ne2, HaJo].
We consider a two-state time-dependent quantum system described by the Schro¨dinger
equation (
iε∂t −H(t)
)
ψ(t) = 0 (1)
in the adiabatic limit ε → 0. For the moment we take the Hamiltonian H(t) to be the
1
real-symmetric 2× 2-matrix
H(t) = ρ(t)
(
cos θ(t) sin θ(t)
sin θ(t) −cos θ(t)
)
.
The eigenvalues of H(t) are ±ρ(t) and we assume that the gap between them does not close,
i.e. that 2ρ(t) ≥ g > 0 for all t ∈ R.
As to be explained, even for this simple but prototypic problem there are open mathemat-
ical questions. In order to explain the concern of our work, namely the time-development of
the exponentially small adiabatic transitions, let us briefly recall some important facts about
(1). Let U0(t) be the orthogonal matrix that diagonalizes H(t), i.e.
U0(t) =
(
cos(θ(t)/2) sin(θ(t)/2)
sin(θ(t)/2) − cos(θ(t)/2)
)
. (2)
Then the Schro¨dinger equation in the adiabatic representation becomes
U0(t)
(
iε∂t −H(t)
)
U∗0 (t)U0(t)ψ(t) =:
(
iε∂t −Haε (t)
)
ψa(t) = 0
with
Haε (t) =
(
ρ(t) iε2 θ
′(t)
− iε2 θ′(t) −ρ(t)
)
and ψa(t) = U0(t)ψ(t) .
Here and henceforth, primes denote time derivatives. First order perturbation theory in
the adiabatic representation (cf. proof of Corollary 1) and integration by parts yields the
adiabatic theorem [BoFo, Ka]: The off-diagonal elements of the unitary propagator Ka(t, s)
in the adiabatic basis, i.e. the solution of
iε∂tK
a
ε (t, s) = H
a
ε (t)K
a
ε (t, s) , K
a
ε (s, s) = id ,
vanish in the limit ε→ 0. More precisely, let
P+ =
(
1 0
0 0
)
, P− =
(
0 0
0 1
)
, (3)
which project onto the adiabatic subspaces in the adiabatic representation. Then
‖P−Kaε (t, s)P+‖ = O(ε) . (4)
Therefore the transitions between the adiabatic subspaces are O(ε). This bound is optimal in
the sense that in regions where θ(t) is not constant the leading order term in the asymptotic
expansion of P−Kaε (t, s)P+ in powers of ε is proportional to ε.
However, if limt→±∞ θ′(t) = 0 then in the scattering limit the transitions between the
adiabatic subspaces are much smaller: if the derivatives of θ ∈ C∞(R) decay sufficiently fast,
then for any n ∈ N
A(ε) := lim
t→∞
‖P−Kaε (t,−t)P+‖ = O(εn) . (5)
If θ is analytic in a suitable neighborhood of the real axis, then transition amplitudes are
even exponentially small, A(ε) = O(e−c/ε) for some constant c depending on the width of
the strip of analyticity, see [JoPf1, Ma].
It is well understood, see [Le, Ga, Ne1], how to reconcile the apparent contrariety between
the smallness of the final amplitudes in (5) and the optimality of (4): the adiabatic basis is
not the optimal basis for monitoring the transition process. For any n ∈ N there exist unitary
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transformations Unε (t) such that the Hamiltonian in this n
th superadiabatic representation
takes the form
Hnε (t) =
(
ρnε (t) c
n
ε (t)
cnε (t) −ρnε (t)
)
with ρnε (t) = ρ(t) +O(ε2) and |cnε (t)| = O(εn+1) . (6)
In the nth superadiabatic basis the off-diagonal components of the propagator and hence also
the transitions are of order O(εn), i.e. there are constants Cn such that
‖P−Knε (t, s)P+‖ ≤ Cnεn . (7)
In the scattering regime, where θ(t) becomes constant, the superadiabatic bases agree with
the adiabatic basis, i.e. limt→±∞ Unε (t) = U0(t), and therefore the bound in (7) basically
yields (5). Typically limn→∞ Cnεn = ∞ for all ε > 0, i.e. choosing n larger while keeping ε
fixed does not necessarily decrease the bound in (7). However, one can choose nε = n(ε) in
such a way that Cnεε
nε is minimal. If θ is analytic, one obtains the improved estimate
‖P−Knεε (t, s)P+‖ = O(e−c/ε)
in the optimal superadiabatic basis nε, see [Ne2, JoPf2].
More interesting than bounds on A(ε) is its actual value. Since A(ε) is asymptotically
smaller than any power of ε, this question is beyond standard perturbation theory. For the
case of analytic coupling θ, asymptotic formulas of the type
A(ε) = C e− tcε (1 +O(ε)) (8)
have been established, see e.g. [JKP, Jo], where the constants C and tc depend on the type
and location of the complex singularities of θ′(t)/ρ(t). However, these results are obtained
by solving (1) not along the real axis but along a Stoke’s line in the complex plane. As
a consequence they give no information at all about the way in which the exponentially
small final transition amplitude A(ε) is build up in real time. This question of adiabatic
transition histories is the concern of our paper. Berry [Be] and, in a refined way Berry and
Lim [BeLi, LiBe], gave an answer on a non-rigorous level and explicitly left a mathematically
rigorous treatment as an interesting open problem. Only very recently Hagedorn and Joye
[HaJo] succeeded and confirmed Berry’s results rigorously for a specific Hamiltonian.
Although our work has been strongly motivated by the findings of Berry, our approach
is slightly different. Let us first state our main result before we discuss its relation to the
earlier ones. Without loss of generality we assume that ρ(t) ≡ 12 . It was observed in [Be],
that this can always be achieved by transforming (1) to the natural time scale
τ(t) = 2
∫ t
0
̺(s) ds .
However, we can only treat a rather special class of Hamiltonians, since we must assume that
in the natural time scale the coupling has the form
θ′(t) = iγ
(
1
t+ itc
− 1
t− itc
)
=
γtc
t2 + t2c
(9)
with γ ∈ R and tc > 0. In other words we assume
H(t) =
1
2
(
cos θ(t) sin θ(t)
sin θ(t) − cos θ(t)
)
with θ(t) = 2 γ arctan
(
t
tc
)
. (10)
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We shall comment below on the meaning of this special choice and remark here that the
Hamiltonian in [HaJo] is (10) with γ = 12 .
Our main result is the construction of an optimal superadiabatic basis in which the
coupling term in the Hamiltonian is exponentially small and can be computed explicitly at
leading order. This optimal basis is given as the nthε superadiabatic basis where 0 ≤ σε < 2
is such that
nε =
tc
ε
− 1 + σε is an even integer. (11)
Theorem 1. Let H(t) be as in (10) and nε as in (11), and let ε0 > 0 be sufficiently small.
Then for every ε ∈ (0, ε0] one can construct a family of unitary matrices Unεε (t) ∈ C2×2,
depending smoothly on t ∈ R, such that
‖Unεε (t)− U0(t)‖ = O
(
ε2
1 + t2
)
(12)
and
Unεε (t)
(
iε∂t −H(t)
)
Unε∗ε (t) = iε∂t −
(
ρnεε (t) c
nε
ε (t)
cnεε (t) −ρnεε (t)
)
︸ ︷︷ ︸
=: Hnεε (t)
. (13)
Here
ρnεε (t) =
1
2
+O
(
ε2
1 + t2
)
,
and for every α < 32
cnεε (t) = 2i
√
2ε
πtc
sin
(πγ
2
)
e−
tc
ε e−
t2
2εtc cos
(
t
ε
− t
3
3εt2c
+
σεt
tc
)
+O (φα(ε, t)) , (14)
with
φα(ε, t) =


εα exp
(
− tcε
(
1 + t
2
4t2c
))
if |t| < tc,
1
1 + t2
exp
(
− tcε
(
1 + ln 22
))
if |t| ≥ tc.
(15)
Remark 1. The explicit term in cnεε is of order O(e−tc/ε) only for times |t| = O(
√
ε). For
larger times all terms in cnεε are exponentially small compared to the leading exponential
e−tc/ε. As a consequence, Taylor expansion of the cosine in cnεε around t/ε for |t| = O(
√
ε)
shows that it can be replaced by cos(t/ε) at the cost of lowering α to α < 1: for every α < 1
cnεε (t) = 2i
√
2ε
πtc
sin
(πγ
2
)
e−
tc
ε e−
t2
2εtc cos
(
t
ε
)
+O (φα(ε, t)) .
Remark 2. The slow time decay of the error in (15) for large times is due to the fact that
nε is optimal for t near 0, but not for large t.
Remark 3. Taking nε defined in (11) odd instead of even would yield slightly different
off-diagonal elements in the effective Hamiltonian Hnεε (t). However, the resulting unitary
propagator, cf. Corollary 1, would be the same at leading order. See the end of Section 5 for
a discussion of this somewhat surprising fact.
Let us shortly explain the idea of the proof of Theorem 1 and at the same time the
structure of our paper. First we construct the nth order superadiabatic basis as in (6) in two
steps: in Section 2 we construct the projectors on the superadiabatic basis vectors and in
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Section 3 we construct the unitary basis transformation Unε (t). We cannot use existing results
here, e.g. [Ga, Ne2], since we need to keep carefully track of the exact form off the off-diagonal
terms cnε (t) of the superadiabatic Hamiltonian, and since we aim at a scalar recurrence relation
instead of a matrix recurrence relation for the cnε (t)’s. The main mathematical challenge is
the asymptotic analysis of the resulting recurrence relation, which is done in Section 4. This
is also the only part where we have to assume the special form (9) for θ′. Theorem 1 then
follows by choosing the order n of the superadiabatic basis as in (11), a choice which minimizes
cnε (t) near t = 0. The details of this optimal truncation procedure and the proper proof of
Theorem 1 are given in Section 5. Finally in Section 6 we use first order perturbation theory
in the optimal superadiabatic basis in order to obtain the following Corollary, in which we
abbreviate
∆(t, s) := arctan(t)− arctan(s) .
Also recall that erf: R → (−1, 1) with erf(x) = 2√
pi
∫ x
0 e
−x2dx switches smoothly and mono-
tonically from erf(−∞) = −1 to erf(∞) = 1.
Corollary 1. The unitary propagator in the optimal superadiabatic basis
Knεε (t, s) =
(
k+ε (t, s) kε(t, s)
kε(t, s) k
−
ε (t, s)
)
,
i.e. the solution of
iε∂tK
nε
ε (t, s) = H
nε
ε (t)K
nε
ε (t, s) , K
nε
ε (s, s) = id ,
satisfies
k±ε (t, s) = e
∓ i(t−s)2ε +O(ε∆(t, s)) (16)
and
kε(t, s) = sin
(πγ
2
)
e−
tc
ε e−
i(t+s)
2ε
(
erf
(
t√
2εtc
)
− erf
(
s√
2εtc
))
+O
(√
εe−
tc
ε ∆(t, s)
)
. (17)
Outside the transition region, more precisely for |t| > εβ and |s| > εβ for some β < 12 , (17)
holds with the error term replaced by O(εαe− tcε ∆(t, s)) for every α < 1.
Corollary 1 immediately implies the existence of solutions to (1) of the form
ψ(t) = U∗ε (t)
(
e−
it
2ε
sin
(
piγ
2
)
e−
tc
ε e
it
2ε
(
erf
(
t√
2εtc
)
+ 1
) )+ O (√εe− tcε ) . (18)
They start at large negative times in the positive energy adiabatic subspace and smoothly and
monotonically develop the exponentially small component in the negative energy adiabatic
subspace in a
√
ε-neighborhood of t = 0. Berry and Lim [Be, BeLi] argue that this behavior
is universal: whenever θ′ has the form
θ′(t) =
±iγ
t± itc +O(|t± itc|
α) for some α > −1
near its singularities±itc closest to the real axis, then (18) should hold. For the Landau-Zener
Hamiltonian, which describes the generic situation, one finds γ = 13 and α = − 13 . Hagedorn
and Joye [HaJo] proved (18) for the Hamiltonian (10) with γ = 12 . In the approach of Berry
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and, slightly modified, of Hagedorn and Joye, the optimal superadiabatic basis vectors are
obtained through optimal truncation of an asymptotic expansion of the true solution of (1)
in powers of ε.
In contrast, in our approach the optimal superadiabatic basis is constructed by approx-
imately diagonalizing the Hamiltonian. The main advantage of “transforming the Hamil-
tonian” over “expanding the solutions” is that the former approach can be applied, at
least heuristically, to more general adiabatic problems, cf. [Te], as for example the Born-
Oppenheimer approximation. While we cannot control the asymptotics for the Born-Oppen-
heimer model rigorously yet, the heuristic application of the idea yields new physical insight
into adiabatic transition histories and new expressions for the exponentially small off-diagonal
elements of the S-matrix for simple Born-Oppenheimer type models, cf. [BeTe]. Therefore
we see the rigorous results obtained in this paper also as a first attempt to justify the appli-
cation of analogous ideas to more complicated but also more relevant systems. Furthermore,
the concept of an adiabatically renormalized Hamiltonian was used to derive a criterion for
selecting possible transition sequences in multi-level problems [WiMo].
For the specific problem (1) the knowledge of two linearly independent solutions is of
course equivalent to the knowledge of the propagator and the effective Hamiltonian in the
optimal superadiabatic basis. Therefore we shortly explain which aspects of our result con-
stitute an improvement compared to [HaJo]: Most importantly, our proof does not rely on
the a priori knowledge of the scattering amplitude A(ε). Indeed, our result yields for the first
time a proof of (8) based on superadiabatic evolution, as expressed in Corollary 2. Moreover,
we allow for a slightly larger class of Hamiltonians and obtain more detailed error estimates,
which, in particular, give rise to close to optimal error bounds in the expansion of the S-
matrix, cf. Corollary 2. Finally, we also get explicitly the next order correction in (17) resp.
(18), cf. Section 6. It should be noted, however, that the improved error estimates and the
next order corrections could have been obtained also based on the proof in [HaJo].
We finally turn to the scattering limit. Let K0ε (t, s) denote the propagator in the original
basis and define the scattering matrix in the adiabatic basis by
Saε := limt→∞
e
iH0t
ε U0(t)K
0
ε (t,−t)U∗0 (−t) e
iH0t
ε , where H0 =
(
1
2 0
0 − 12
)
.
Since, according to (12), for large negative and positive times the optimal superadiabatic basis
agrees with the adiabatic basis, Saε can be computed with help of the optimal superadiabatic
propagator from Corollary 1.
Corollary 2. For β < 1 we have
Saε =
(
1 +O(ε) 2 sin (piγ2 ) e− tcε (1 +O(εβ))
2 sin
(
piγ
2
)
e−
tc
ε (1 +O(εβ)) 1 +O(ε)
)
.
Proof. According to (12) we have
Saε = limt→∞
e
iH0t
ε Unεε (t)K
0
ε (t,−t)Unε ∗ε (−t) e
iH0t
ε = lim
t→∞
e
iH0t
ε Knεε (t,−t) e
iH0t
ε .
Now the claim follows from inserting (16) and (17) with the improved error estimate outside
of the transition region.
From Corollary 2 we conclude that the transition amplitude is given by
A(ε) = ‖P−SaεP+‖ = 2 sin
(πγ
2
)
e−
tc
ε
(
1 +O(εβ)) , for any β < 1 ,
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which agrees with the results of [Jo], as explained in [BeLi].
We conclude the introduction with two recommendations for further reading: The numer-
ical results of Berry and Lim [LiBe] beautifully illustrate the idea of optimal superadiabatic
bases and universal adiabatic transition histories. The introduction of the paper of Hage-
dorn and Joye [HaJo] gives a slightly different viewpoint on the problem and, in particular,
a short discussion on how exponential asymptotics for the Schro¨dinger equation (1) fit into
the broader field of exponential asymptotics for ordinary differential equations.
Acknowledgements: We are grateful to Alain Joye and George Hagedorn for many helpful
discussions.
2 Superadiabatic projections
For the present and the following section we assume that H(t) has the form (10), but with
some arbitrary θ ∈ C∞(R). The first aim is to construct time-dependent matrices π(n) ∈
R
2×2 with
(π(n))2 − π(n) = O(εn+1), (19)[
iε∂t −H, π(n)
]
= O(εn+1). (20)
Here, [A,B] = AB −BA denotes the commutator two operators A and B. Likewise, we will
later use [A,B]+ = AB + BA to denote the anti-commutator of A and B. Equation (19)
says that π(n) is a projection up to errors of order εn+1, while (20) implies that π(n)(t) is
approximately equivariant, i.e.
K0ε (t, s)π
(n)(s) = π(n)(t)K0ε (t, s) +O(εn) .
Recall the K0ε (t, s) is the unitary propagator for (1). Hence π
(n)(t) is an almost projector
onto an almost equivariant subspace.
We construct π(n) inductively starting from the Ansatz
π(n) =
n∑
k=0
πkε
k . (21)
By (10), H has two eigenvalues ±1/2. Let π0 be the projection onto the eigenspace corre-
sponding to +1/2, and π(0) = π0 according to (21). It is easily checked that (19) and (20)
are fulfilled for n = 0. In order to construct πn for n > 0, let us write Gn(t) for the term of
order εn+1 in (20), i.e.
(π(n))2 − π(n) = εn+1Gn+1 +O(εn+2) . (22)
Obviously,
Gn+1 =
n∑
j=1
πjπn+1−j . (23)
Proposition 1. Assume that π(n) given by (21) fulfills (19) and (20). Then a unique matrix
πn+1 exists such that π
(n+1) defined as in (21) fulfills (19) and (20). πn+1 is given by
πn+1 = Gn+1 − π0Gn+1 −Gn+1π0 − i [π′n, π0] . (24)
Furthermore π′n is off-diagonal with respect to π0, i.e.
π0π
′
nπ0 = (1− π0)π′n(1− π0) = 0, (25)
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and Gn is diagonal with respect to π0, i.e.
π0Gn+1(1− π0) = (1− π0)Gn+1π0 = 0. (26)
Remark 4. The fact that the superadiabatic projections are unique answers the question
raised in [Be] to which extend the superadiabatic basis constructed there is uniquely deter-
mined.
Remark 5. Our construction can be seen as a special case of the construction in [EmWe]. It
was applied in the same context in [PST, Te]. The role and the importance of the superadia-
batic subspaces as opposed to the superadiabatic evolution have been emphasized by Nenciu
[Ne2]. He constructs the superadiabatic projections for much more general time-dependent
Hamiltonians. However, Nenciu’s construction is less suitable for the explicit computations
we need to perform.
Proof. Let π(n+1) be given by (21) and suppose π(n) fulfills (19) and (20). Let π˜n+1 be an
arbitrary matrix, and define π˜(n+1) = π(n) + εn+1π˜n+1. Then
(π˜(n+1))2 − π˜(n+1) = (π(n))2 − π(n) + εn+1
([
π˜(n+1), π˜n+1
]
+
− π˜n+1
)
.
Using (22), we see that terms of order εn+1 vanish if and only if
Gn+1 = π˜n+1 − [π0, π˜n+1]+ = (1− π0)π˜n+1(1− π0)− π0π˜n+1π0. (27)
Multiplying (27) with (1−π0) and with π0 on both sides and subtracting the results, we find
that π˜n+1 must fulfill
(1 − π0)π˜n+1(1− π0) + π0π˜n+1π0 = Gn+1 − [Gn+1, π0]+ . (28)
Similarly [
iε∂t −H, π˜(n+1)
]
=
[
iε∂t −H, π(n)
]
+ εn+1 [iε∂t −H, π˜n+1] .
Again terms of order εn+1 vanish if and only if
iπ′n = [H, π˜n+1] . (29)
Since π0 is the projector onto the eigenspace of H , we have π0H = Hπ0 = Eπ0, where
E = 1/2 is the positive eigenvalue of H , and similarly (1− π0)H = H(1−π0) = −E(1−π0).
When we multiply (29) first with with π0 from the left and with 1− π0 from the right, then
the other way round, and finally subtract the second result from the first, we get
2E(π0π˜n+1(1− π0) + (1− π0)π˜n+1π0) = −i [π′n, π0] . (30)
Now we divide (30) by 2E and add (28) to find
π˜n+1 = Gn+1 − [Gn+1, π0]+ −
i
2E
[π′n, π0] . (31)
Thus π˜n+1 is uniquely determined by the requirement that π˜
(n+1) should fulfill (19) and (20).
On the other hand,
[
H,Gn+1 − [Gn+1, π0]+
]
= 0 and
π0 [π
′
n, π0]π0 = (1− π0) [π′n, π0] (1− π0) = 0 ,
and thus πn+1 given by the right hand side of (31) indeed fulfills (28) and (29). This shows
existence. (26) and (25) now follow directly from (27) and (29).
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The calculation of π(n) via the matrix recurrence relation (24) and (23) is now possible in
principle, but extremely cumbersome. In order to make more explicit calculations possible,
we introduce a special basis of R2×2. Recall that U0(t) as defined in (2) is the unitary
transformation into the basis consisting of the eigenvectors of H , i.e. the adiabatic basis,
and let V0(t) =
2
θ′(t)U
′
0(t). With P = P+ as in (3) we then have U
2
0 = V
2
0 = id and
PU0V0P = PV0U0P = 0, and π0 = U0PU0. Moreover, since G1 = 0 by (23), (24) implies
π1 = − i
2
θ′(V0PU0 − U0PV0). (32)
Motivated by this, we put
X = V0PU0 − U0PV0 , Y = V0PV0 − U0PU0 ,
Z = V0PU0 + U0PV0 , W = V0PV0 + U0PU0 .
It is immediate that this is a basis of R2×2 for all t, and in fact
X =
(
0 −1
1 0
)
, W =
(
1 0
0 1
)
, Y = −2H, Z = −1
θ′
Y ′.
Our reason for representing X through Z via U0 and V0 is that the following important
relations now follow without effort:
X ′ = 0, Y ′ = −θ′Z, Z ′ = θ′Y, (33)
[X,Y ]+ = [X,Z]+ = [Y, Z]+ = 0, −X2 = Y 2 = Z2 =W, (34)
[X, π0] = Z, [Y, π0] = 0, [Z, π0] = X, (35)
W − [W,π0]+ = Y. (36)
These relations show that this basis behaves extremely well under the operations involved in
the recursion (24). This enables us to obtain
Proposition 2. For all n ∈ N, πn is of the form
πn = xnX + ynY + znZ, (37)
where the functions xn, yn and zn satisfy the differential equations
x′n = izn+1, (38)
y′n = −θ′zn, (39)
z′n = ixn+1 + θ
′yn. (40)
Moreover,
x1(t) = − i
2
θ′(t), y1(t) = z1(t) = 0. (41)
Remark 6. Hence, for all even n, xn = 0, while for all odd n, yn = zn = 0.
Proof. (41) was already noticed in (32). Now suppose πn is given by (37). By (34) and (36),
Gn+1 − [Gn+1, π0]+ is proportional to Y with a prefactor given through (23), and by (24),
(33) and (35),
πn+1 =
n∑
j=1
(−xjxn+1−j + yjyn+1−j + zjzn+1−j)Y + i(θ′yn − z′n)X − ix′nZ. (42)
Comparing with (37) shows (38) and (40). To show (39), we use (25). This gives
0 = π0π
′
nπ0 = (y
′
n + θ
′zn)π0Y π0 + (z′n − θ′yn)π0Zπ0 + x′nπ0Xπ0.
Since π0Zπ0 = π0Xπ0 = 0 and π0Y π0 = π0, the claim follows.
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Remark 7. From (38) through (40) we may derive recursions for calculating xn or zn, e.g.
zn+2(t) = − d
dt
(
z′n(t) + θ
′(t)
(∫
θ′(t)zn(t) dt+ C
))
. (43)
The constant of integration C must (and in some cases can) be determined by comparison
with (42).
Using (38)–(40), we can give very simple expressions for the quantities appearing in (19)
and (20). As for (20), we use (33) and the differential equations to find[
iε∂t −H, π(n)
]
= iεn+1π′n = iε
n+1 (x′nX + (y
′
n + θ
′zn)Y + (z′n − θ′yn)Z) =
= −εn+1(zn+1X + xn+1Z). (44)
Now we turn to (π(n))2 − π(n), the term by which π(n) fails to be a projector. Let us write
(π(n))2 − π(n) =
n∑
k=1
εn+kGn+1,k. (45)
With our earlier convention, Gn+1,1 = Gn+1. Explicitly, (21) and (45) give
Gn+1,k = [πk, πn]+ + [πk+1, πn−1]+ + . . . =
n−k∑
j=0
πj+kπn−j . (46)
Proposition 3. For each n ∈ N, there exist functions gn+1,k, k ≤ n with
((π(n))2 − π(n))(t) =
(
n∑
k=1
εn+kgn+1,k(t)
)
W. (47)
For each k ≤ n,
g′n+1,k = 2i(xkzn+1 − zkxn+1).
Proof. By (34), eachGn+1,k is proportional toW . Using (37) additionally, we find [πk, πm]+ =
2(−xkxm + ykym + 2zkzm)W , and thus (46) yields
gn+1,k =
n−k∑
j=0
−xj+kxn−j + yj+kyn−j + zj+kzn−j.
Thus by using Proposition 2,
g′n+1,k =
n−k∑
j=0
i(zj+k+1xn−j + xj+kzn−j+1)− (θ′zj+kyn−j + θ′yj+kzn−j) +
+θyj+kzn−j + θ′yj+kzn−j − i(xj+k+1zn−j + zj+kxn−j+1) =
= i
n−k∑
j=0
((zj+k+1xn−j − zj+kxn−j+1) + (xj+kzn−j+1 − xj+k+1zn−j) =
= 2i(xkzn+1 − zkxn+1).
The last equality follows because the sum is a telescopic sum.
Since W = id is independent of t, Proposition 3 gives the derivative of the correction
(π(n))2 − π(n) to a projector. As above, this gives an easy way for estimating the correction
itself provided we have some clue how to choose the constant of integration.
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3 Construction of the unitary
We now proceed to construct the unitary transformation Unε into the n
th superadiabatic
basis. By (21) and (24), π(n) is self-adjoint. Thus it has two orthonormal eigenvectors vn
and wn. Let
v0 =
(
cos(θ/2)
sin(θ/2)
)
, w0 =
(
sin(θ/2)
− cos(θ/2)
)
be the eigenvectors of π0, and write
vn = αv0 + βw0, wn = αw0 − βv0 (α, β ∈ C). (48)
We make this representation unique by requiring 0 ≤ α ∈ R. Let Unε be the unitary operator
taking (vn, wn) to the standard basis (e1, e2) of R
2 , i.e.
Unε = e1v
∗
n + e2w
∗
n, (49)
where all vectors are column vectors. Note that the definition (2) of U0 is consistent with
(49) for n = 0. Unε diagonalizes π
(n), thus
Unε π
(n)Un ∗ε = D ≡
(
λ1 0
0 λ2
)
, (50)
where λ1,2 are the eigenvalues of π
(n). Although α, β and λ1,2 depend on n, ε and t, we
suppress this from the notation.
Lemma 1.
U0U
n ∗
ε =
(
α −β
β α
)
, and U0U
n ∗′
ε =
(
α′ + β α− β′
β′ − α α′ + β
)
.
Proof. The calculations are straightforward and we only show the second equality. First note
that v′0 = −w0 and w′0 = v0. Thus
Un ∗
′
ε = ((α
′ + β)v0 + (β′ − α)w0)e∗1 + ((α− β
′
)v0 + (α
′ + β)w0)e∗2,
and using the orthogonality of v0 and w0 yields the claim,
U0U
n ∗′
ε = e1(α
′ + β)e∗1 + e1(α − β
′
)e∗2 + e2(β
′ − α)e∗1 + e2(α′ + β)e∗2 .
It will turn out that β, α′α, and β′ are small quantities, λ′1, λ
′
2, and λ2 are even much
smaller, while α2 and λ1 are large, i.e. of order 1 +O(ε). This motivates the form in which
we present the following result.
Proposition 4. Suppose λ1 6= λ2. Then for each n ∈ N,
Unε (iε∂t −H)Un ∗ε = iε∂t −
(
1
2
α2εn+1
λ1−λ2 (xn+1 − zn+1)
α2εn+1
λ1−λ2 (−xn+1 − zn+1) − 12
)
+R,
with
R =
(
εIm(β(2α + β′)) + |β|2 − ε
n+1β
2
λ1−λ2
(xn+1 + zn+1)
εn+1β2
λ1−λ2
(xn+1 − zn+1) −εIm(β(2α+ β′)) − |β|2
)
.
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Proof. Let us write Unε (iε∂t−H)Un ∗ε = (Mi,j), i, j ∈ {1, 2}. M1,1 and M2,2 are calculated in
a straightforward manner, using Lemma 1 together with the fact U0HU
∗
0 =
(
1/2 0
0 −1/2
)
:
Unε (iε∂t −H)Un ∗ε = iε∂t + iεUnε U∗0U0Un ∗
′
ε − Unε U∗0U0HU∗0U0Un ∗ε =
= iε∂t + iε
(
α β
−β α
)(
α′ + β α− β
′
β′ − α α′ + β
)
− 1
2
(
α β
−β α
)(
1 0
0 −1
)(
α −β
β α
)
.
Carrying out the matrix multiplication yields
M1,1 = −M2,2 = iε∂t + iε((α(α′ + β) + β(β′ − α))− 1
2
(α2 − |β|2). (51)
We now use α2 + |β|2 = 1 to obtain 0 = 2αα′ + β′β + β′β = 2Re(αα′ + ββ′) and α2 − |β|2 =
1−2|β|2. Plugging these into (51) gives the diagonal coefficients ofM . Although we could get
expressions for the off-diagonal coefficients by the same method, these would not be useful
later on. Instead we use (50), i.e. Un ∗ε D = π
(n)Un ∗ε together with (44) and obtain
Unε (iε∂t −H)Un ∗ε D = DUnε (iε∂t −H)Un ∗ε − εn+1Unε (zn+1X + xn+1Z)Un ∗ε . (52)
By multiplying (52) with eje
∗
j from the left and by eke
∗
k from the right (j, k ∈ {1, 2}) and
rearranging, we obtain
(λk − λj) ej e∗j Unε (iε∂t −H)Un ∗ε ek e∗k = (53)
= −εn+1ej e∗j Unε (zn+1X + xn+1Z)Un ∗ε ek e∗k − iδk,j ε λ′j ej e∗j .
From the equalities U0XU
∗
0 =
(
0 1
−1 0
)
, U0ZU
∗
0 =
(
0 −1
−1 0
)
and Lemma 1 we obtain
Unε XU
n∗
ε =
(
α(β − β) α2 + β
2
−(α2 + β2) −α(β − β)
)
, Unε ZU
n ∗
ε =
(
−α(β + β) −(α2 − β
2
)
−(α2 − β2) α(β + β)
)
.
The expressions for M1,2 and M2,1 follow by taking k 6= j in (53).
We now use our results from the previous section to express α, β and λ1,2 in terms of
xk, yk and zk, k ≤ n. Let us define
ξ ≡ ξ(n, ε, t) =∑nk=1εkxk(t), (54)
η ≡ η(n, ε, t) =∑nk=1εkyk(t), (55)
ζ ≡ ζ(n, ε, t) =∑nk=1εkzk(t). (56)
Moreover, let
g ≡ g(n, ε, t) =∑nk=1εn+kgn+1,k(t) (57)
be the quantity appearing in (47).
Lemma 2. The eigenvalues of π(n) solve the quadratic equation
λ21,2 − λ1,2 − g = 0.
Proof. By (50) and Proposition 3 we obtain(
λ21 − λ1 0
0 λ22 − λ2
)
= Unε ((π
(n))2 − π(n))Un ∗ε = Unε gWUn ∗ε =
(
g 0
0 g
)
.
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Lemma 3.
α2(λ1 − λ2) = 1− η − λ2, and αβ(λ1 − λ2) = −ξ − ζ.
Proof. We have
π(n) = λ1vnv
∗
n + λ2wnw
∗
n. (58)
Plugging in (48), we obtain
π(n)v0 = λ1αvn − λ2βwn = (λ1α2 + λ2|β|2)v0 + (λ1 − λ2)αβw0 =
= (α2(λ1 − λ2) + λ2)v0 + (λ1 − λ2)αβw0.
In the last step, we used |β|2 + α2 = 1. On the other hand, from (21) and (24) we have
π(n) = π0 +
n∑
k=1
εk(xkX + ykY + zkZ) , (59)
and since Xv0 = Zv0 = −w0, π0v0 = v0 and Y v0 = −v0, we find
π(n)v0 = (1− η)v0 − (ξ + ζ)w0.
Comparing coefficients finishes the proof.
Theorem 2. Let ε0 > 0 be sufficiently small. For ε ∈ (0, ε0] assume there is a bounded
function q on R such that ξ(t), η(t), ζ(t) and their derivatives ξ′(t), η′(t), ζ′(t) are all bounded
in norm by εq(t). Then
Unε (iε∂t −H)Un ∗ε = (60)
= iε∂t −
(
1
2 +O(ε2q2) εn+1(xn+1 − zn+1) (1 +O(εq))
εn+1(−xn+1 − zn+1) (1 +O(εq)) − 12 +O(ε2q2)
)
.
Proof. From (59) and our assumptions it follows that π(n)−π0 = O(εq). Thus λ1 = 1+O(εq)
and λ2 = O(εq), and from Lemma 2 we infer g = O(ε) and
λ1 =
1
2
(
1 +
√
1 + 4g
)
, λ2 =
1
2
(
1−
√
1 + 4g
)
.
Since λ1 − λ2 6= 0, Lemma 3 yields
α2 =
1 +
√
1 + 4g − 2η
2
√
1 + 4g
, β =
−ξ − ζ√
1 + 4gα
.
Hence α2 = 1 + O(εq), and β, β′ and αα′ = (α2)′/2 are all O(εq). Plugging these into the
matrix R in Proposition 4 shows the claim.
4 Solving the recursion: a pair of simple poles
In order to make further progress, we need to understand the asymptotic behavior of the
off-diagonal elements of the effective Hamiltonian in the nth superadiabatic basis for large n.
According to (60) this amounts to the asymptotics of xn and zn as given by the recursion
from Proposition 2. It is clear that the function θ′ alone determines the behavior of this
recursion. We will study here the special case
θ′(t) =
iγ
t+ itc
− iγ
t− itc =
γtc
t2 + t2c
. (61)
13
The reason lies in the intuition that the poles of θ′ closest to the real axis determine the
superadiabatic transitions, and that these transitions are of universal form whenever these
poles are of order one, see [Be, BeLi] for details. As in [HaJo], we have to restrict to the
special case that θ′ has no contribution besides these poles in order solve the recursion. We
now have two parameters left in θ′. The distance tc of the poles from the real axis determines
the exponential decay rate in the in the off-diagonal elements of the Hamiltonian and the
strength of the residue γ determines the pre-factor in front of the exponential. As is done
in [HaJo], we could get rid of the parameter tc by rescaling time, but we choose not to do
so because tc plays a nontrivial role in optimal truncation and the error bounds obtained
therein, and keeping this parameter will make things more transparent.
We use (43) in order to determine the asymptotics of zn. From Proposition 2 together
with (42) it is clear that yn must go to zero as t→ ±∞. This fixes the constant of integration
in (43), and we arrive at the linear two-step recursion
zn+2(t) = − d
dt
(
z′n(t) + θ
′(t)
∫ t
−∞
θ′(s)zn(s) ds
)
. (62)
The fact that the recursion is linear will make its analysis simpler than the one of the nonlinear
recursion in [HaJo]. We rewrite θ′ as
θ′(t) =
γ
tc
(f + f) with f(t) =
itc
t+ itc
.
For zn, we will make an Ansatz as a sum of powers of f and f . The reason for the success
of this approach is the fact that this representation is stable under differentiation and inte-
gration, and also under multiplication with θ′ through the partial fraction expansion. More
explicitly, we have
Lemma 4. For each m ≥ 1,
θ′Im(fm) =
γ
tc
m−1∑
k=0
2−kIm(fm+1−k), (63)
θ′Re(fm) =
γ
tc
(
m−1∑
k=0
2−kRe(fm+1−k) + 2−mθ′
)
, (64)
Im(fm)′ = −m
tc
Re(fm+1), (65)
Re(fm)′ =
m
tc
Im(fm+1). (66)
Proof. We have f + f =
2t2c
t2+t2c
= 2ff , and thus
fkf =
1
2
fk−1(f + f) =
1
2
(fk + fk−1f)
and
θ′fn−j =
γ
tc
(
n−j∑
k=0
2−kfn+1−(j+k) + 2−n+jf
)
. (67)
Taking the complex conjugate of (67) and adding it to resp. subtracting it from (67), we
arrive at (63) and (64). To prove (65) and (66), it suffices to use that (fk)′ = kfk+1/(itc)
along with the complex conjugate equation.
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Proposition 5. For each even n ∈ N and j = 0, . . . , n−1, let the numbers a(n)j be recursively
defined through
a
(2)
0 = 1, a
(2)
1 = 0 , (68)
a
(n+2)
j =
n+ 1− j
(n+ 1)n
(
(n− j) a(n)j − γ2
j∑
k=0
1
n− k
k∑
m=0
a(n)m
)
(j < n) , (69)
a(n+2)n = a
(n+2)
n−1 , a
(n+2)
n+1 = 0 .
Then
zn = −γ (n− 1)!
tnc
n−1∑
j=0
2−ja(n)j Im(f
n−j) (n even) , (70)
yn = γ
2 (n− 1)!
tnc
n−1∑
j=0
2−j
(
1
n− j
j∑
k=0
a
(n)
k
)
Re(fn−j) (n even) , (71)
xn = iγ
(n− 1)!
tnc
n−1∑
j=0
2−j
(
n
n− j a
(n+1)
j
)
Re(fn−j) (n odd) , (72)
Proof. We proceed by induction. We have x1 = iθ
′/2 = iγtcRe(f), and thus by (38) and (66),
z2 =
i
tc
x′1 = −
γ
t2c
Im(f2).
This proves (70) for n = 2. Now suppose that (70) holds for some even n ∈ N. Then by (38)
and (66), (72) holds for n− 1. To prove (71) for the given n, we want to use (39). (63) and
the induction hypothesis on zn yield
θ′zn = −γ2 (n− 1)!
tn+1c
n−1∑
j=0
a
(n)
j
n−j−1∑
k=0
2−(k+j)Im(fn+1−(j+k)) =
= −γ2 (n− 1)!
tn+1c
n−1∑
m=0
2−m

 m∑
j=0
a
(n)
j

 Im(fn+1−m). (73)
Since (73) only contains second or higher order powers of f , it is easy to integrate using (66).
Let us write
b(n)m =
1
n−m
m∑
j=0
a
(n)
j . (74)
Then by (66) we obtain
yn = −
∫ t
−∞
θ′(s)zn(s) ds = r2
(n− 1)!
tn−1c
n−1∑
m=0
2−mb(n)m Re(f
n−m),
proving (71) for n. It remains to prove (70) for n + 2. We want to use (62), and therefore
we employ (64) and our above calculations in order to get
θ′(t)
∫ t
−∞
θ′(s)zn(s) ds =
15
= −γ3 (n− 1)!
tn+1c
n−1∑
j=0
bj
(
n−j+1∑
k=0
2−(k+j)Re(fn+1−(k+j)) + 2−nθ′
)
=
= −γ3 (n− 1)!
tn+1c



n−1∑
j=0
2−j
(
j∑
k=0
bk
)
Re(fn+1−j)

+ 2−n+1
(
n−1∑
k=0
bk
)
Re(f)

 .
By (65),
z′n = γ
(n− 1)!
tn+1c
n−1∑
j=0
2−ja(n)j (n− j)Re(fn+1−j).
Now we sum the last two expressions, differentiate again and obtain
zn+2 = −γ (n− 1)!
tn+2c

n−1∑
j=0
2−j(n+ 1− j)
(
(n− j)a(n)j − γ2
j∑
k=0
bk
)
Im(fn+2−j)
−2γ22−n
(
n−1∑
k=0
bk
)
Im(f2)
)
.
Comparing coefficients, this proves (70) for n+ 2.
We now investigate the behavior of the coefficients a
(n)
j as n→∞.
Proposition 6. Let a
(n)
j be defined as in Proposition 5.
(a) a
(n)
0 =
sin(γπ/2)
γπ/2
(
1 +O
(
γ2
n2
))
.
(b) There exists C1 > 0 such that for all n ∈ N
|a(n)1 | ≤ C1
lnn
n− 1 .
(c) For each p > 1 there exists C2 > 0 such that for all n ∈ N
sup
j≥2
p−j |a(n)j | ≤
C2
n− 1 .
Proof. (a) By (68), a
(2)
0 = 1, and
a
(n+2)
0 = a
(n)
0
(
1− γ
2
n2
)
.
Comparing with the product representation of the sine function,
sin(πx) = πx
∞∏
n=1
(
1− x
2
n2
)
,
we arrive at (a).
(b) Put αn = (n− 1)a(n)1 . Then by (69),
αn+2 = αn
(
1− γ
2
(n− 1)2
)
− γ2
(
1
n
+
1
n− 1
)
a
(n)
0 .
thus for n− 1 > γ, we have
|αn+2| ≤ |αn|+ γ2
(
1
n
+
1
n− 1
)
max
m∈N
|a(m)0 |,
which shows (b).
(c) Put c
(n)
j = (n− 1)p−ja(n)j , and c(n) = maxj≥2 |c(n)j |. We will show that the sequence c(n)
is bounded. We have
c
(n+2)
j =
n+ 1− j
n(n− 1)
(
(n− j)c(n)j − γ2
j∑
k=2
1
n− k
k∑
m=2
p−j+mc(n)m −
−(n− 1)p−jγ2
(
a
(n)
0
j∑
k=0
1
n− k + a
(n)
1
j∑
k=1
1
n− k
))
. (75)
Now ∣∣∣∣∣
j∑
k=2
1
n− k
k∑
m=2
p−j+mc(n)m
∣∣∣∣∣ ≤ c(n) 1n− j p
2
(p− 1)2 , (76)
and
p−j
j∑
k=0
1
n− k ≤
(j + 1)p−j
n− j ≤
1
(n− j) ln p. (77)
We plug these results into (75) and obtain
|c(n+2)j | ≤ c(n)
(
(n+ 1− j)(n− j)
n(n− 1) +
(n+ 1− j) γ2p2
(n− j)(p− 1)2
1
n(n− 1)
)
+
+
1
n
(n+ 1− j) p2 γ2
(n− j)(p− 1)2 ln p(|a
(n)
0 |+ |a(n)1 |).
By (a) and (b), a
(n)
0 and a
(n)
1 are bounded. Taking the supremum over j ≥ 2 above, we see
that there exist constants B1 and B2 with
c(n+2) ≤ c(n)
(
n− 2
n
+
B1
n(n− 1)
)
+
B2
n
,
hence
c(n+2) − c(n) ≤ 1
n
((
−2 + B1
n− 1
)
c(n) +B2
)
.
Now let n− 1 > B1. Then for c(n) > B2, the above inequality shows c(n+2) < c(n), while for
c(n) ≤ B2, c(n+2) ≤ c(n) +B2/n ≤ B2(1 + 1/n). Thus c(n) is a bounded sequence.
Remark 8. We will make no use of the fact that the logarithmic correction to the 1/n-decay
of the higher coefficients occurs only in the coefficient a
(n)
1 . We chose to include this in the
statement of the preceding theorem anyway, because this gives some insight into the nature
of the recursion and is not hard to prove.
Remark 9. Numerical calculations of the first few thousand a
(n)
j suggest that (c) above
continues to be true if we choose p = 1, but this seems to be much harder to prove. However,
the estimate above is more than good enough for us.
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Remark 10. The constants appearing in the proof of Proposition 6 (b) and (c) are not
optimal, and could be improved by more careful arguments. This is unimportant for our
purposes, and for the sake of brevity and readability we chose to use the simple estimates
given.
Corollary 3. Let b
(n)
j be given by (74). Then for each p > 1, there exists C3 > 0 such that
sup
j≥0
p−jb(n)j ≤
C3
n− 1 .
Proof. For j ≤ n− 1, we have n− 1 ≤ j(n− j), and thus Proposition 6 (c) gives
p−jb(n)j ≤
p−j
n− j
(
(a
(n)
0 + a
(n)
1 ) +
C2
n− 1
p2
p− 1(p
j−1 − 1)
)
≤
≤ p−j j(a
(n)
0 + a
(n)
1 )
n− 1 +
pC2
p− 1
1
n− 1 ≤
C3
n− 1 .
Having good control over the coefficients a
(n)
j , we can now derive relatively sharp estimates
on the functions xn, yn and zn. Let us fix α < 1 and define
Rαn(t) =
1
(n− 1)α max
{∣∣∣∣ tct+ itc
∣∣∣∣n ,
(
1√
2
)n−2 ∣∣∣∣ tct+ itc
∣∣∣∣2
}
.
Obviously, for t ≤ tc the first function in the maximum above dominates, for t > tc the
second one does.
For families of functions gn(t), Gn(t) we write
gn(t) = O(Gn(t))
if there exists C > 0 such that |gn(t)| ≤ C|Gn(t)| for all n ∈ N and all t ∈ R.
Theorem 3. For n > 1 and α < 1, we have
xn(t) = i
(n− 1)!
tnc
(
2 sin(γπ/2)
π
Re
((
1− i t
tc
)−n)
+O(Rαn(t))
)
, (78)
yn(t) =
(n− 1)!
tnc
O(Rαn(t)), (79)
zn(t) = − (n− 1)!
tnc
(
2 sin(γπ/2)
π
Im
((
1− i t
tc
)−n)
+O(Rαn(t))
)
, (80)
Proof. With the definition of f and Proposition 6 (a) we get
a
(n)
0 Im(f
n) =
2 sin(γπ/2)
πγ
Im
((
1− i t
tc
)−n)
+O
(
1
n2
∣∣∣∣ tct+ itc
∣∣∣∣n
)
when n is even, and a similar formula for a
(n+1)
0 Re(f
n) when n is odd. This covers the j = 0
terms in (72) and (70). For the remaining terms, let
c
(n)
j =
{
a
(n)
j if n is even,
na
(n)
j /(n− j) if n is odd.
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Now n/(n− j) ≤ j for j < n, and thus by Proposition 6 (b) and (c) for each p > 1 we can
find C > 0 such that
c
(n)
j ≤ jpj
C
(n− 1)α
for all j ≥ 1. (For j ≥ 2, we may even choose α = 1, but we will not exploit this.) For
|t| ≤ tc, we have |tc/(t+ itc)|−j ≤ 2j/2, so we get∣∣∣∣∣∣
n−1∑
j=2
c
(n)
j
2j
(
itc
t+ itc
)n−j∣∣∣∣∣∣ ≤

 C
(n− 1)α
n−1∑
j=2
j
(
p√
2
)j∣∣∣∣ tct+ itc
∣∣∣∣n .
If we choose p <
√
2, the sum on the right hand sided is bounded uniformly in n. Combining
this with our above calculations, (78) and (80) are proved for |t| < tc. For |t| > tc, we have
|tc/(t+ itc)| ≤ 1/
√
2, and thus∣∣∣∣∣∣
n−2∑
j=2
c
(n)
j
2j
(
itc
t+ itc
)n−j∣∣∣∣∣∣ ≤ C(n− 1)α
∣∣∣∣ tct+ itc
∣∣∣∣2 n−2∑
j=2
j
(p
2
)j ( 1√
2
)n−2−j
.
If we choose again p <
√
2, the sum on the right hand side is bounded by C˜(1/
√
2)n−2
uniformly in n. For the term with j = n − 1, this does not work since then n − 2 − j < 0.
But for n even, this term vanishes since then c
(n)
n−1 = 0, and for n odd, it equals
c
(n)
n−1
2n
Re
(
itc
t+ itc
)
=
na
(n+1)
n−1
2n
t2c
t2 + t2c
≤ C˜
n− 1
(
1√
2
)n−2 ∣∣∣∣ tct+ itc
∣∣∣∣2 .
This proves (78) and (80) for |t| ≥ tc. The proof of (79) is similar and uses Corollary 3.
5 Optimal truncation
By the results of the previous section πk grows like (k − 1)!/tkc . Hence, the sum π(n) =∑n
k=0 ε
kπk does not converge to an exactly equivariant projection π
(∞) as n → ∞. This is
the reason why we see exponentially small transitions. The basis in which these transitions
develop smoothly is the optimal superadiabatic basis: since we cannot go all the way to
infinity with n, we fix ε and choose n = n(ε) such that the off-diagonal elements in (2)
become minimal. Using Stirling’s formula and (78) resp. (80), it is easy to see that the place
to truncate is at n(ε) = tc/ε. This n(ε) is in general not a natural number, but we will find
that a change of n which is of order one does not change the results. Before we go into more
details, we need a preliminary result.
Lemma 5. Uniformly in x ∈ [0, 1] and for k > 0, we have
(1 + x)−k = e−kx + e−kx/2O( 1k ).
Proof. We start with the equality
(1 + x)−k − e−kx = e−kx
(
ek(x−ln(1+x)) − 1
)
. (81)
At first consider x >
√
1/k. There we use the inequality (x − ln(1 + x)) ≤ x/3, valid for
0 ≤ x ≤ 1, in (81) and obtain
|(1 + x)−k − e−kx| ≤ e−kx
(
ekx/3 − 1
)
= e−kx/2
(
e−kx/6 − e−kx/2
)
.
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For x >
√
1/k, the term in the last bracket above is O(1/k), and we are done in this case.
For x ≤
√
1/k, we use (x− ln(1 + x)) ≤ x2/2 and rearrange (81) to get
ekx/2((1 + x)−k − e−kx) = e−kx/2
(
ekx
2/2 − 1
)
=: f(x, k).
To find out where f(x, k) is maximal, we calculate
d
dx
f(x, k) =
k
2
e−kx/2
(
1 + ekx
2/2(2x− 1)
)
.
The derivative is zero exactly at the solutions of the equation
ln(1 − 2x)/x2 = −k/2. (82)
Now ln(1−2x)/x2 = −2/x+R(x), where R(x) is a power series in x, convergent for x < 1/2.
Thus for x <
√
1/k and k sufficiently large, there exists exactly one solution x∗(k) of (82),
and x∗(k) < C/k uniformly in k for some C > 0. Since ddxf(x, k) > 0 for x < 1/k
2, f(x, k)
has a maximum at x∗(k). Thus
f(x, k) ≤ f(x∗(k), k) ≤ e−C/2k − 1 = O(1/k)
for x <
√
1/k, and the claim is proved.
Lemma 5 immediately yields(
1 +
a
k
)−k
= e−a
(
1 +O ( 1k )) (83)
uniformly on compact intervals of a by taking x = a/k.
We now turn to the proof of Theorem 1, which we deduce from Theorems 2 and 3. As
stated already in (11), we will use
nε =
tc
ε
− 1 + σε, (84)
where σε ∈ [0, 2[ is such that nε is an even integer. The advantage of this convention
about σε is that now the off-diagonal components in (60) are always given by ε
nε+1xnε+1
since zn+1 = 0 for even n. Of course we could as well consider the asymptotic behavior of
εn+1zn+1 for odd n and one would expect to end up with the same result. However, it is
obvious from (78) and (80) that xn+1 is purely imaginary and zn+1 is real at leading order.
Thus the large n asymptotics of the off-diagonal component of the effective Hamiltonian do
depend on whether we consider even or odd superadiabatic bases. On the other hand, the
asymptotics of the propagator must be independent of the exact choice of basis. We will
discuss this point after giving the proof of Theorem 1 based on the above convention.
Proof of Theorem 1. We want to apply Theorem 2 and thus have to check that ξ, η and ζ
defined in (54)–(56) together with their derivatives are O(εθ′). From Proposition 5 together
with Proposition 6 we infer that there exists C > 0 such that |xk(t)| ≤ Cθ′(t)(k − 1)!/tkc for
each k. The same is true for yn and zn. Using the differential equations (38)–(40), we find
that there is C′ > 0 with |x′n(t)| ≤ C′θ′(t)n!/tn+1c . This means that
|ξ′(t)| ≤ εC′θ′(t)
n∑
k=1
εkt−k−1c k! ε
k−1,
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with similar expressions for the other quantities. Now taking ε = tc/(nε − σε), we find
nε∑
k=0
t−kc ε
k(k + 1)! =
nε∑
k=0
(k + 1)!
(nε − σε)k =
(
1 +
2
nε − σε +
3!
(nε − σε)2 + . . .
)
.
Each of the nε + 1 terms in the sum above is bounded by const/(nε − σε) except the first
which is 1. This shows
|ξ′(t)| ≤ εθ′C′
(
1 + nεnε−σε
)
,
and Theorem 2 gives (13) with cnεε (t) = ε
nε+1xnε+1(t)(1+O(εθ′(t)). Recall that znε+1(t) = 0
due to our convention. It remains to determine the leading order asymptotics of εnε+1xnε+1.
For convenience of the reader let us rewrite (78) as
εnε+1xnε+1(t) = i
εnε+1nε!
tnε+1c
[
2 sin(γpi/2)
pi Re
((
1− i ttc
)−(nε+1))
+O
(
Rβnε+1(t)
)]
. (85)
Lemma 6. With (84), we have
εnε+1nε!
tnε+1c
=
√
2πε
tc
e−
tc
ε (1 +O(ε)).
Proof. Stirling’s formula for (n+ 1)! implies
n! =
1
n+ 1
(
n+ 1
e
)n+1√
n+ 1
√
2π
(
1 +O
(
1
n+1
))
.
Together with (83) this yields
εnε+1nε! = t
nε+1
c e
−(nε+1)
(
1− σε
nε + 1
)−(nε+1)√ 2π
nε + 1
(
1 +O
(
1
nε+1
))
=
= tnε+1c e
−(nε+1) eσε
√
2π
nε + 1
(
1 +O
(
1
nε+1
))
=
= tnε+1c e
− tc
ε
√
2πε
tc + εσε
(1 +O(ε)).
Finally, √
2πε
tc + εσε
=
√
2πε
tc
(
1 +
εσε
tc
)−1/2
=
√
2πε
tc
(1 +O(ε)) .
Lemma 6 takes care of the first factor in (85). Turning to the terms inside the square
brackets in (85), let us first note that for |t| ≥ tc, both terms are
O(2−(nε−1)/2/(1 + t2)) = O(exp(−tc ln 2/(2ε))/(1 + t2)) ,
proving the theorem in this case. For |t| < tc, we investigate the modulus and the phase
separately. Let 0 < β < 1. From Lemma 5 it follows that∣∣∣1 + i ttc ∣∣∣nε+1 = (1 + t2t2c
)(tc/ε+σε)/2
=
(
1 + t
2
t2c
)σε/2 (
e−
t2
2tcε +O
(
εe−
t2
4tcε
))
.
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For |t| ≥ εβ/2, exp(−t2/(2tcε)) = O(ε exp(−t2/(4tcε))). Thus neither the prefactor involving
σε above nor the phase play any role in this region. For |t| < εβ/2, (1+t2/t2c)σε/2 = 1+O(σεεβ)
and therefore ∣∣∣1 + i ttc ∣∣∣nε+1 = e− t22tcε +O (εβe− t24tcε) .
The same reasoning applies to Rβnε+1 and gives
Rβnε+1(t) ≤ εβ
(
e−
t2
2tcε +O
(
εβe−
t2
4tcε
))
.
Turning to the phase in the region |t| < εβ/2, we find
ei(nε+1) arctan(t/tc) = exp
(
i
(
tc
ε + σε
) (
(t/tc)− 13 (t/tc)3 +O((t/tc)5)
))
=
= exp
(
i
(
t
ε − t
3
3εt2c
+ σεttc
)
+O(tc(t/tc)5/ε) +O(σε(t/tc)3)
)
= exp
(
i
(
t
ε − t
3
3εt2c
+ σεttc
))(
1 +O(ε5β/2−1) +O(ε3β/2)
)
.
Now we just have to collect all the pieces and add the complex conjugate.
Let us now see what of the above would have changed for nε odd. Then xnε+1 = 0, and
(80) together with Lemma 5 and 6 yields
cnεε (t) = −εnε+1znε+1(t) (1 +O(εθ′)) (86)
= 2
√
2ε
πtc
sin
(πγ
2
)
e−
tc
ε e−
t2
2εtc sin
(
t
ε
− t
3
3εt2c
+
σεt
tc
)
+O (φα(ε, t)) .
At first, this looks like an important difference, since now the off-diagonal elements in the
transformed Hamiltonian are purely real-valued in leading order, while in the other case they
were purely imaginary. However, in the computation of the propagator, another factor of
exp(±it/ε) from the dynamical phase appears, cf. (87). At leading order only the resonant
term of the Hamiltonian survives, which is the same for odd and even nε.
6 First order perturbation in the optimal superadiabatic
basis
In this section we prove Corollary 1. Since we use standard first order perturbation theory,
we stay sketchy in some parts. After splitting Hnεε (t), see (13), as
Hnεε (t) =
(
1
2 0
0 − 12
)
+ Vε(t) =: H0 + Vε(t) ,
Dyson expansion in the interaction picture (cf. [ReSi], Thm. X.69) yields
Knεε (t, s) = e
− itH0
ε
(
id− i
ε
∫ t
s
e
iτH0
ε Vε(τ) e
− iτH0
ε dτ
)
e
isH0
ε
+
(
O(ε2) O(εe− tcε )
O(εe− tcε ) O(ε2)
)
∆(t, s) .
Thus we only need to evaluate the integral
− i
ε
∫ t
s
e
iτH0
ε Vε(τ) e
− iτH0
ε dτ = − i
ε
∫ t
s
(
0 e
iτ
ε cnεε (τ)
e−
iτ
ε cnεε (τ) 0
)
dτ
+
( O(ε) 0
0 O(ε)
)
∆(t, s) .
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Inserting (14) and using (15) gives
− i
ε
∫ t
s
e
iτ
ε cnεε (τ)dτ =
=
√
2
επtc
sin
(πγ
2
)
e−
tc
ε
∫ t
s
e
iτ
ε e−
τ2
2εtc
(
e
− iτ
ε
+ iτ
3
3εt2c
− iστ
tc + e
iτ
ε
− iτ3
3εt2c
+ iστ
tc
)
dτ
+O
(
εαe−
tc
ε ∆(t, s)
)
= (∗) , (87)
for each α < 1. Now we replace the exponentials e
±( iτ3
3εt2c
− iστ
tc
)
by 1 ± ( iτ33εt2c −
iστ
tc
). Using
|eiϕ − 1− iϕ| ≤ ϕ2, we conclude that the resulting error is bounded by a constant times
ε−
1
2 e−
tc
ε
∫ ∞
−∞
e−
τ2
2εtc
(
τ6
ε2
+
τ4
ε
+ τ2
)
dτ = O(εe− tcε ) .
Hence we obtain
(∗) =
√
2
εpitc
sin
(
piγ
2
)
e−
tc
ε
∫ t
s
e−
τ2
2εtc
(
1 + iτ
3
3εt2c
− iστtc + e
2iτ
ε
(
1− iτ33εt2c +
iστ
tc
))
dτ
+O
(
εαe−
tc
ε ∆(t, s)
)
(88)
with α < 1, where the first summand in the integrand gives rise to the explicit term in (17).
The remaining terms can be integrated explicitly as well, most conveniently using Maple or
Mathematica. They are all of order O(√εe− tcε ∆(t, s)) uniformly in t and s resp. of order
O(εαe− tcε ∆(t, s)) for |t| and |s| larger than εβ for some β < 12 . To illustrate the reasoning
note that ∫ t
s
e−
τ2
2εtc τ dτ = εtc
(
e−
s2
2εtc − e− t
2
2εtc
)
.
This is uniformly of order O(ε), but of order O(e−ε2β−1 ) for |t| and |s| larger than εβ . Finally
we emphasize that we could get the next order corrections to (17) explicitly by evaluating
(88).
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