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ABSTRACT * * * 
Messner's recent investigation ofhomicide and relative and abso­
lute economic deprivation is replicated here, but cities rather 
than SMSA's and three years (1950, 1960, 1970) rather than one 
(1970) are considered. Because of tremendous intra-unit varia­
tionfor SMSAs with respect to homicides and sociodemographic 
characteristics (an important variation that is masked when 
data are aggregated on a SMSA level), cities are a preferable unit 
of analysis in cross-sectional investigations of homicide. Where 
Messner found a significant negative relationship between percent­
age ofpoverty (absolute deprivation) and homicides, I consistent­
ly find the opposite pattern as predicted. In both studies, however, 
there is only a slight and nonsignificant relationship between 
relative economic deprivation (income inequality) and homi­
cides. Unlike Messner, however, I do not consider this finding 
surprising. At best, there is only a weak theoretical linkage be­
tween homicide and relative economic deprivation. Accordingly, 
the results of this investigation for both absolute and relative 
deprivation are neither "perplexing" nor do they warrant the 
"serious reconsideration ofthe linkages between poverty, inequali­
ty and the homicide rate" that Messner (1982: 112) calls for. 
Poverty, Inequality, 
and City Homicide Rates 
Some Not So Unexpected Findings 
WILLIAM c. BAILEY 
Cleveland State University 
In a recent article Stephen Messner (1982: 105) examines: 
"Whether the [homicide] crime rate is better predicted by 
measures of poverty corresponding to the relative approach or by 
measures reflecting the subsistence approach." That is, is homi­
cide better understood as a response to relative or absolute depri­
vation as measured by some fixed standard of well-being? 
For Messner this is an important but neglected theoretical 
question. There is a long tradition linking poverty conceptualized 
in "absolute terms" with crime, including violent crime. At the 
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extremes, such arguments have ranged from posing social disor­
ganization (Shaw and McKay, 1942) to posing the inherent pro­
pensities of the poor (Banfield, 1968, 1974) as explaining the 
poverty-crime relation. On the other hand, relative deprivation 
has also long occupied an important position in various accounts 
of crime and delinquency (Merton, 1938; Henry and Short, 1954; 
Cohen, 1955; Cloward and Ohlin, 1960), and this conceptualiza­
tion of deprivation is pivotal in a number of current explanations 
of crime in Western societies (Merton, 1968; Quinney, 1970, 1974, 
1975, 1980; Gordon, 1971; Chambliss and Seidman, 1982; Taylor 
et al., 1973; Kreisberg, 1975; Reasons and Rich, 1978). 
MESSNER'S TEST 

OF THE DEPRIVATION QUESTION 

To examine the effect of "absolute" and "relative" deprivation 
on homicide, Messner incorporated a measure of each and five 
control factors (population, population density, percentage of 
black population, percentage of population 15-29 years of age, 
and a region/south dummy variable) into a cross-sectional analy­
sis of 204 SMSAs where crime data are available in the 1970 FBI 
Uniform Crime Reports. When the Gini coefficient of income 
inequality and percentage of the population below the U.S. Social 
Security Administration's poverty line were considered simul­
taneously, the findings were contrary to expectations. Relative 
deprivation (Gini) was only slightly associated with homicides (F 
= 1.775) and percentage of poverty was significantly but nega­
tively associated with killings (F = 6.609, p < .05). 
To test whether these surprising results were due to collinear­
ity between income inequality and poverty (r = .81), Messner 
considered each measure of deprivation individually. Again, 
there was only a chance relation between income inequality and 
homicides (F = .354), and a significant (p < .05) but negative 
relationship between percentage of poverty and killings (F = 
5.178). Throughout the analyses there was a significant and posi­
tive association between homicides and percentage of black, 
region, population, and population density. 
Surprised by these findings, Messner speculated that possibly 
the Social Security Administration's poverty line is "too high" for 
identifying those at risk to homicide (109). To test this question, 
percentage of families with annual incomes of less than $1,000 
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was substituted for percentage of poverty and the analysis was 
repeated. Again the results were opposite than expected. Percen­
tage of low income was significantly (p < .01) but negatively 
related to homicides (F =7.391). 
MESSNER'S EXPLANATION OF HIS FINDINGS 
Messner finds these negative findings "perplexing," but he 
offers several possible explanations: (1) The range of income 
inequality across SMSAs [X =.34, s.d. =.03] may be too restricted 
to assess its effect on homicides; (2) the Gini index of inequality 
may not provide an accurate indicator of relative deprivation; (3) 
SMSAs may not serve as a relevant frame of reference in assess­
ing economic well-being; (4) relative economic deprivation may 
not be an important determinant of criminal homicide; (5) 
regarding poverty, he says, "perhaps widespread poverty some­
how reduces the probability that any given poor person will 
commit homicidal acts.... Widespread poverty mightactuaUy 
entail less objective deprivation insofar as such poverty increases 
the likelihood that poor people will voluntarily share the limited 
economic resources that they do have" (1982: 112). Messner gives 
credence to only the fourth of these explanations, and concludes 
that his findings call for a "serious reconsideration of the linkages 
between poverty, inequality and the homicide rate" (1982: 112). 
MESSNER'S FINDINGS 

AND PREVIOUS RESEARCH 

Indeed, both Messner's findings and his conclusion that his 
study requires a serious reconsideration of the theoretical link­
ages between poverty, inequality and homicide are "perplex­
ing.,,1 A careful reading suggests that it is his findings and 
conclusions that are in need of reconsideration. First, there is a long 
line of studies of social areas within communities and cross­
sectional studies of cities and states that show a direct and signif­
icant relation between poverty and other indicators of poor eco­
nomic conditions and homicide (Schmid, 1960; Schuessler, 1961­
1962; Schuessler and Slatin, 1964; Quinney, 1966; Boggs, 1965; 
Monkonnen, 1975; McCarthy et aI., 1975; Choldin, 1976; Humph­
ries and Wallace, 1980). Similarly, there are a number of in­
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depth analyses that show a clear link between low economic 
status and homicide (Brearly, 1932; Bullock, 1955; Wolfgang, 
1958; Bensing and Schroeder, 1960; Pokorny, 1965; MacDonald, 
1961; Lundsgaarde, 1977; Curtis, 1974; Block 1977). This is an 
impressive body of research and is clearly not called into question 
by a single study (Messner, 1982). In addition, there are also a 
handful of cross-sectional studies (that do not simultaneously 
consider poverty) that report a direct relation between income 
inequality, or some other form of relative deprivation, and homi­
cide that cannot be easily dismissed (Loftin and Hill, 1974; 
Mathur, 1978; Blau and Blau, 1982).2 
SMSAs AS UNITS OF ANALYSIS 
Directly pertaining to Messner's study, serious questions can 
be raised about considering Standard Metropolitan Statistical 
Areas (SMSAs) as a unit of analysis is examining the relation 
between homicide and poverty or income inequality. SMSAs are 
typically bound by county lines and are far from homogeneous 
"social communities" with respect to crime and sociodemo­
graphic characteristics as Messner claims (1982: 106). Homicide 
rates are much higher in central cities within SMSAs than in 
surrounding areas. For example, for the 204 SMSAs Messner 
considers for 1970, the mean homicide rate is 7.10 per 100,000 
population. This compares to a rate of 10.0 for cities in the 
100,000-250,000 range, 14.7 for those between 250,000 and 
500,000, 18.4 for those 500,000 to 1 million in number, and 17.5 
for cities over 1 million population (FBI, 1971: 104). Unfortu­
nately, this important variation in intra-SMSA homicides is 
masked when rates are computed on the basis of the total number 
of murders in an SMSA (most of which often lies outside the 
central city) or the population of the SMSA (most of which often 
lies outside the central city) and when the ratio of the city 
population to the SMSA population varies tremendously from 
one SMSA to another. To illustrate, for SMSAs in 1970 with 
inner-city populations of 100,000 or more, 56% of the population 
resided outside the city (range =5 to 90%) but 69% of the homicides 
took place in the inner city (range = 21 to 97%). 
Similarly, SMSAs are quite diverse sociodemographically. 
For the 204 SMSAs Messner considered in 1970, 9.8% of the total 
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population was black, 9.8% of the population fell below the pov­
erty line, and the average Gini coefficient was .34. In contrast, in 
SMSAs having a city with a population of 100,000 or more an 
average of 17.3% of the city population was black, 10.4% of fami­
lies were below the poverty line, and the average Gini value was 
.38. The average Gini of .38 for cities is similar to the mean of .34 
for SMSAs, but variation in income inequality is much greater 
between cities (.208 to .505) than SMSAs (.308'to .410). 
In sum, on sheer mathematical grounds there is no reason that 
SMSAs cannot be the units of observation in computing crime 
rates and sociodemographic measures. However, aggregation at 
the SMSA level has the effect of ignoring theoretically important 
variation in homicides and other factors of interest within the 
SMSA. But such variation clearly does exist.3 
In addition, I share Messner's (1982: 112) concern about 
whether SMSAs provide "relevant frames of reference in the 
assessment of economic well-being" and relative deprivation. It 
may be that daily associations and experiences are more salient 
in assessing one's economic well-being relative to others than a 
self assessment based on a "generalized other" at the county 
(SMSA) level. Thus, although the Gini index may provide a 
reasonable measure of relative deprivation it might be prefer­
able to compute such a measure on the basis of less highly 
aggregated social/demographic units, such as cities. 
THE PRESENT INVESTIGATION 
The present investigation is both a replication and an exten­
sion of Messner's analysis, using U.S. cities as the units of analy­
sis. As noted, cities are much more homogeneous than SMSAs 
and by considering them we avoid the aggregation problems 
discussed above.4 In addition, cities are and long have been major 
centers of homicides in this country. Importantly, however, 
homicide rates are not uniformly high for large cities. Rates vary 
considerably, with cities like Cleveland, Newark, Atlanta, and 
Detroit having over 30 homicides per 100,000 population in 1970 
and cities like Milwaukee, San Diego, Rochester, Sacramento, 
and St. Paul having rates below the national average (7.8). It is 
this important inter-city variation in homicides that is of concern 
in this analysis. 
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METHODS AND PROCEDURES 
To test the effect of relative and absolute deprivation on homi­
cides, I employed the same procedures and models used by 
Messner. For all cities with a 1970 population of 100,000 or more 
(n =153), figures for murder and non negligent manslaughter 
were drawn from the Uniform Crime Reports (1971)5 and the 
required data for each of the sociodemographic variables were 
drawn from Bureau of Census publications. These variables are 
as follows: 
(1) 	percentage of population below the U.S. Social Security Adminis­
tration's poverty line-a measure of absolute deprivation 
(2) 	the Gini index of income inequality-a measure of relative 
deprivation 
(3) 	percentage of families with an annual income below $l,OOO-a 
measure of low income 
(4) 	percentage of black population 
(5) 	percentage of population 15-29 years of age 
(6) a southern regional dummy (0/1) variable 
(7) 	population 
(8) 	population density 
Because of the highly skewed (nonnormally distributed) nature 
of the 1970 homicide, population, and population density data 
(Ott, 1977: 626-627), natural log transformations were performed 
on these variables. 
To extend the analysis beyond a single year (1970), comparable 
figures were gathered for 1950 and 1960. Because poverty data 
are available for 1960 only for cities within SMSAs with a popu­
lation of 250,000 or more, it is only possible to compare the effect 
of absolute versus relative deprivation on homicides for this year 
for a reduced number (n = 73) of larger cities. It is possible, 
however, to examine the relation between homicide and income 
inequality and percentage of low income for all jurisidictions (n = 
138) for which offense data are available in the 1960 Uniform 
Crime Reports. Poverty data are not available for cities for 1950 
because this year predates the development of a national poverty 
index. But low income (less than $1,000) data, the Gini index, and 
homicide data are available for a large majority (n = 137) of the 
sample cities. Accordingly, it is possible for 1950 to consider low 
income as one measure of absolute deprivation and income 
inequality as a measure of relative deprivation. As with 1970 the 
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population and population density figures are seriously skewed 
for 1960 and 1950 and log transformations were performed. In 
contrast to 1970, the homicide data for these two years are not so 
skewed as to require transformation. 
RESULTS 
Relative vs. Absolute 
Economic Deprivation 
If there is merit to the absolute and relative deprivation argu­
ments, we would expect a significant positive relation between 
homcides and the three measures of economic disadvantage. At 
the bivariate level, this pattern holds for each of the three time 
periods. There is a moderate and positive relation between 
murder rates and relative deprivation (1970 =.471, 1960 =.562, 
1950 =.525), low income (1970 =.621,1960 =.741, 1950 =.581), and 
percentage of poverty (1970 = .648, 1960 = .755) for the two years 
for which poverty data are available.6 
These bivariate results for cities are consistent in direction 
with Messner's findings for SMSAs, but he reports a less sub­
stantial positive relation between 1970 murder rates and income 
inequality (r =.44) and percentage of poverty (r =.29). Messner 
does not report the bivariate relation between percentage of low 
income and murder rates.7 
To determine the relative effect of absolute and relative depri­
vation on killings, both types of measures must be considered 
simultaneously. In testing this question Messner considered per­
centage of poverty, the Gini index of income inequality (and five 
control variables), and 1970 SMSA homicide rates in a multiple 
regression. Table 1 reports the results of the same analysis for 
1960 and 1970, using cities as the unit of observation. 
Whereas Messner found a significant inverse relation between 
poverty (absolute deprivation) and murder rates for SMSAs, for 
cities these two factors are positively and significantly associated 
as predicted. Like Messner, however, I found a positive, but only 
a chance, relation between income inequality (relative depriva­
tion) and murder. 
Trying to account for the inconsistent findings for both rela­
tive and absolute deprivation, Messner questions whether in­
come inequality and pecentage of poverty are too collinear (r = 
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.81) to include in the same regression. As there is a fairly substan­
tial relation between these two factors for cities as well, (1970 = 
.639, 1960 =.683), I followed his procedure of considering each 
measure of inequality separately. 
Table 2 reports regression results when income inequality (the 
Gini index) is excluded from the model. This analysis also shows a 
significant positive relation between percentage of poverty and 
homicides. For 1960, poverty is the best predictor of killings, and 
it has the second largest beta value for 1970 of the six variables 
considered. 
To assess whether the negative results for income inequality 
are due to a suppressor effect caused by the inclusion of percen­
tage of poverty in the analysis (Table 1), I considered solely in­
come inequality as a measure of economic deprivation in Table 3. 
Again there is no support for the relative deprivation argu­
ment. As before (Table 1), there is a positive, but only a chance, 
relation between income inequality and homicide rates for 1970 
and 1960, and a very slight and negative association between 
these two factors for 1950. For 1970 and 1960, the F-ratios for 
income inequality are larger than their counterparts in Table 1 
(1970 =3.153 versus .707; 1960 =2.397 versus .033), but this is 
expected as percentage of poverty and income inequality are not 
independent factors for either year. By excluding percentage of 
TABLE 1 

Regression Results Using Percentage of Poverty 

and Income Inequality as Predictors of Murder Rates 

1970 1960 
Independent 
Variable Beta/R2 f·Ratio Beta/R2 f-Ratio 
Percentage Black 
South 
Log Population 
Log Density 
Percentage 15-29 yrs. 
Percentage Poverty 
Income Inequality 
R2 
.490 
.129 
.217 
-.006 
-.114 
.196 
.059 
.648 
41.235c 
.073 
16.122c 
.009 
4.922a 
5.427a 
.707 
37.352c 
.327 
.234 
.016 
-.008 
.001 
.357 
.021 
.676 
9.005b 
2.639 
.043 
.007 
.000 
7.299b 
.033 
19.437c 
a = p < .05; b = p < .01; c = P < .001. 
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TABLE 2 

Regression Results Using Percentage of Poverty 

as a Predictor of Murder Rates 

1970 1960 
Independent 
Variable Beta/R2 F-Ratio Beta/R2 F-Ratio 
Percentage Black .489 41.226c .336 10.540b 
South .092 1.724 .245 3.207 
Log Population .223 17.187c .013 .027 
Log Density -.001 .000 -.001 .000 
Percentage 15-29 yrs. -.106 4.354a .022 .087 
Percentage Poverty .222 7.988b .355 7.652b 
R2 
.646 43.549c .680 23.363b 
a =p < .05; b =p < .01; c =p < .001. 
poverty from the regression, however, it is clear from Table 3 
that the negative findings for income inequality (Tables 1 and 3) 
are not due to collinearity between measures of absolute and 
relative deprivation. 
In addition, the negative results for income inequality are not 
due to its collinearity with the other variables in the model 
presented in Table 3. When income inequality is regressed 
against the five sociodemographic factors considered, a sig­
nificant (p <.001) R2 results for each year: 1970 =.409; 1960 =.439; 
1950 = .487. Importantly, however, neither individually nor in 
linear combination are the sociodemographic factors so closely 
associated with income inequality that they cannot be considered 
as predictors in the same regression. Rather, for each year the R2 
value indicates that a majority of the variation in income 
inequality is not a function of any or all of the sociodemographic 
variables. 
Low Income as a Measure 
ofAbsolute Deprivation 
In contrast to our results, Messner found a significant negative 
relation between percentage of poverty and murder rates. He 
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TABLE 3 

Regression Results Using Income Inequality 

as a Predictor of Murder Rates 

1970 1960 1950 
Independent 
Variable Beta/R2 F-Ratio Beta/R2 F-Ratio Beta/R2 F-Ratio 
Percentage Black .587 82.294c .423 32.609c .441 29.138c 
South .111 2.337 .374 16.285c .405 18.814c 
Log Population .213 15.081c .037 .367 .075 1.435 
Log Density -.010 .026 -.004 .004 -.054 .707 
Percentage 15-29 yrs. -.112 4.642a -.093 2.702 .040 .480 
Income Inequality .117 3.153 .117 2.397 -.006 .007 
R2 
.634 41.390c .610 34.382c .643 38.988c 
a = p < .05; b =P < .01; c =p < .001. 
speculates that this may be because the official poverty line is "too 
high" for identifying those at risk to homicide. When he substi­
tuted a low-income/poverty measure-proportion of families 
with annual incomes below $1000-and reestimated his model, 
the results were also "perplexing." Like percentage of poverty, 
low income and murder rates were negatively and significantly 
(p < .01) associated. 
To test whether this unexpected finding may also be an arti­
fact of considering SMSAs, Table 4 reports a replication of 
Messner's low-income analysis for cities. 
For two of the three years there is general support for the abso­
lute deprivation argument. For 1960, percentage of low income 
and murder are positively and significantly associated, and the 
F-ratio for low income for 1970 (F =3.365) is fairly close to that 
required (F = 3.92) at the .05 level of significance. In contrast, 
there is only a slight positive relation between these two factors 
for 1950, but this may be due to the way that the low income 
variable is operationalized. For 1970 and 1960, families with 
incomes below $1000 may well be considered economically 
deprived in an absolute sense, with this level being only 10.1% and 
17.8% of the national median family income for these two years, 
respectively. In contrast, for 1950 $1000 was about one-third 
(33.2%) of the national median family income and, therefore, did 
not constitute such a low level of subsistence. Accordingly, using 
a $1000 cutting point may be questionable as a measure of low 
income for 1950 compared to 1960 and 1970. The only alternative 
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TABLE 4 
Regression Results Using Percentage of Low Income 
as a Predictor of Murder Rates 
1970 1960 1950 
Independent 
2 2Variable Beta/R2 F-Ratio Beta/R F-Ratio Beta/R F-Ratio 
Percentage Black .533 47.639c .395 27.054c .402 19.912c 
South .129 3.508 .347 14.148c .383 19.798c 
Log Population .215 15.375c .042 .478 .086 1.837 
Log Density -.010 .025 -.034 .242 -.057 .785 
Percentage 15-29 yrs. -.112 4.657a -.095 2.880 .052 .774 
Percentage Low Income .143 3.365 .168 4.412a .071 .865 
R2 
.635 41.486c .617 35.502c .645 39.388c 
a = p < .05; b = p < .01; c = p < .001. 
that is possible with the available 1950 census data is to 
enumerate families with annual incomes below $500, but this 
would seem an unrealistically low cutting point compared to 
$1000 for 1960 and 1970_ 
Results for the 
Control Variables 
So far sole attention has been paid to the deprivation variables, 
but the results for some of the control variables are also of theo­
retical interest. They also provide some contrasts with Messner's 
findings. First, one of the best predictors of city homicide rates is 
percentage of black population (pecentage of nonwhite popula­
tion for 1960 and 1950), and this holds throughout the analysis 
when income inequality (Tables 1 and 3), poverty (Tables 1 and 
2), and low income (Table 4) are held constant. This pattern is 
consistent for all three time periods and suggests that minority 
status has an independent effect on killings that is not simply a 
function of economic disadvantage, at least as measured here. 
Second, higher murder rates in the South have long been 
attributed to a "southern tradition/culture of violence" (Brearley, 
1932; Franklin, 1956; Hackney, 1969; Gastil, 1971; Magura, 
1975). However, some critics have contended that these higher 
rates are merely a function of higher levels of economic depriva­
tion and/or a larger black population in this region (Loftin and 
Hill, 1974; Allen and Bankston, 1981; Allen et al., 1981; Smith 
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and Parker, 1980; Parker and Smith, 1979; Humphries and Wal­
lace, 1980). 
Our findings for U.S. cities are at odds with the "southern 
culture of violence" argument whereas Messner claims that a 
southern regional effect on homicides "appears unmistakably in 
the [his] regression analyses" (1982: 111). When both poverty and 
income inequality are controlled (Table 1), there is only a chance 
relation between region and homicides for 1960 and 1970. When 
income inequality is excluded from the analysis (Table 2) this 
pattern is unaltered. But when percentage of poverty is excluded 
(Table 3), southern cities have significantly higher homicide 
rates for 1960, but not for 1970. These findings are to be expected 
because of the closer relation between poverty and region for 
1960 (r =.807) than for the latter decade (1970, r =.563), which 
showed both a narrowing of the gap in general economic devel­
opment and a reduction in the homicide differential between the 
South and other regions of the country (Hackney, 1969; Jacobson, 
1975). Unfortunately, it is not possible to examine the effect of 
region on homicides controlling for both poverty and income 
inequality for 1950 due to the lack of an adequate index of the 
former type of deprivation.8 
A third control variable of interest is population size. At the 
bivariate level (r =.414) and in the regression analysis, population 
size is a significant (p < .001) predictor of homicides for 1970. 
This finding is consistent with classic (Simmel, 1903; Wirth, 
1938) and more recent arguments that in large macrostructures 
such as major cities, the "superficial" and "transitory" nature of 
social relations contributes to higher rates of criminal violence 
(Mayhew and Levinger, 1976: 86). But why does this pattern not 
hold for 1950 and 1960? 
At the bivariate level, city population and homicides are only 
slightly associated for 1960 (r = .053) and 1950 (.012), and these 
weak associations are not a result of a suppressor effect caused by 
any of the sociodemographic variables considered. (Rather, 
Tables 1-4 show only a chance partial relation between these two 
factors.) Nor do the inconsistent results for 1950 and 1960 seem to 
be a function of a restricted distribution of the population 
variable for the two earlier years. This is indicated both by the 
standard deviations and by the mean-to-standard deviation 
ratios for the log population variable (1950; X =12.08, s.d. =.94: 
1960; X = 12.71, s.d. = .82: 1970; X = 12.33, s.d. = .79). 
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In short, there is indeed a pattern of higher homicide rates in 
larger cities for 1970, but this may relfect the impact of some 
other (unknown) factor(s), and not the effect of population size 
per se. Accordingly, we find no support for Mayhew and Levin­
ger's (1976: 86) contention "that taking population size explicitly 
into account" enhances "the explanatory power of sociological 
theories" of homicide and relative and absolute deprivation. 
Finally, neither this analysis nor Messner's indicates that age 
structure has a direct effect on urban lethal violence. In both his 
and my analysis percentage of population 15-29 years of age is 
negatively associated with 1970 homicide rates, and slightly posi­
tively associated with rates for 1960 and 1950. These findings are 
not consistent with the claim that there should be a significant 
reduction in crime as young people grow out of the "at risk" years 
(President's Committee on Law Enforcement and the Adminis­
tration of Justice, 1967; Sagi and Wellford, 1968; Ferdinand, 
1970; Wellford, 1973). This hope may be reasonable for some 
offenses, but the determinants of murder seem rooted in much 
less transitory factors than simple shifts in age composition. 
SUMMARY AND CONCLUSIONS 
In this article I have provided a replication and an extension of 
Stephen Messner's recent analysis of relative and absolute 
economic deprivation and homicide rates for 1970. To his 
surprise, Messner found that neither absolute deprivation (per­
centage of poverty) nor relative deprivation (the Gini index) were 
significant predictors of homicides. On the contrary, there was 
virtually no association between income inequality and offense 
rates and there was a significant negative association between 
poverty, an alternative low-income variable, and murder. Mess­
ner repeatedly labels these findings as "perplexing," but feels 
confident enough in his analysis to call for a serious recon­
sideration of the theoretical tradition in criminology linking 
poverty, inequality, and homicides. 
I also find his results surprising, but I think they hardly call 
for the theoretical soul-searching that he feels his study justifies. 
In large part this analysis suggests that his overall negative 
findings may simply be a result of his choice of questionable units 
of observation-Standard Metropolitan Statistical Areas. Crime 
and the required sociodemographic data are readily available for 
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SMSAs, but they are highly questionable units to consider 
because of intra-SMSA variation in homicides and the sociode­
mographic factors of interest. When the required data are 
aggregated on a SMSA level, theoretically important variation 
in both the predictor and dependent variables is treated as nonex­
istent. To do this is to commit a serious error, which helps to 
explain Messner's "perplexing" findings. 
The results of this study of cities rather than SMSAs, and for 
three time periods rather than one (1970), do not "call for a 
serious reconsideration ofthe linkages between poverty, inequal­
ity, and the homicide rate." Rather, I consistently find that pov­
erty and homicide rates are positively and significantly asso­
ciated (1970 and 1960) as the theoretical literature predicts. 
Accordingly, I see no need whatsoever to call into question the 
assumption that poverty-conceptualized here and by Messner 
as absolute economic deprivation-is an important determinant 
of homicide. 
However, like Messner, I find no evidence that income inequality­
his and my measure of relative deprivation-is a significant 
contributor to homicides. Moreover, even the slight and insignif­
icant relation between these two factors (Table 3) would appear 
to be a function of the association between poverty and income 
inequality. When both deprivation variables are considered 
simultaneously (Table 1), the homicide-inequality relation be­
comes weaker and does not differ from zero statistically. Unlike 
Messner, however, I do not consider these findings for income 
inequality terribly surprising. 
Messner is correct in stating that over the last decade there has 
been a move by social scientists to conceptualize economic hard­
ship and deprivation more in relative than absolute/fixed terms. 
He is also correct in stating that relative economic deprivation is 
an important theroretical notion in contemporary criminology. 
He is incorrect, however, in assuming that there is a strong 
theoretical "linkage" in criminology between relative economic 
deprivation and murder. Rather, from the early writings of 
Engles (1968) and Bonger (1916) through various statements of 
Merton's anomie thesis (1938, 1968) to current Marxist and neo­
Marxist analyses, it is primarily property crimes and not crimes 
of violence that are seen as resulting from relative economic 
deprivation. Take, for example, Merton's classic notion of "inno­
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vation" (crime) as a mode of response to anomie. Nowhere in the 
anomie theory does Merton develop a firm link between relative 
economic deprivation and murder, which typically has little to do 
with material/economic gain (Luckenbill, 1977). At best, he 
simply notes in a brief response to Cohen (1955) that crime and 
delinquency need not be utilitarian in a material/economic sense 
(1968: 231-232), but even here Merton is extremely vague about 
the type of nonutilitarian offenses covered by his theory (Clinard, 
1964: 19). In fact, nowhere in this discussion does Merton mention 
homicide or any other violent offense. 
Similarly, there is no clear thesis in the traditional or more 
recent Marxist and neo-Marxist literature linking disparities in 
income to homicides, which commonly result from disputes 
between family members, friends, lovers, or persons otherwise 
known to one another. Quinney (1980: 61), for example, is not 
specific about this matter, only arguing that personal crimes 
(murder, assault, and rape) are perpetrated by those "brutalized 
by the conditions of capitalism" and that "these actions occur in 
immediate situations that are themselves the result of more basic 
accommodations to capitalism." 
Only in the most general terms have people such as Coser 
(1963), in discussing the larger issue of violence and social condi­
tions, posed a possible link between economic inequality and 
homicide. That possible link is as follows: (1) Economic inequal­
ity mayor may not be perceived as unjust by lower-status per­
sons; (2) perceived economic inequality may result in frustration 
and possible aggression by low-status persons; (3) aggression 
resulting from such frustration may be directed against oneself, 
repressed or sublimated, or channeled outward in a directed or 
nondirected manner; (4) homicide may be the result of out­
wardly directed aggression; (5) rates will be particularly high 
for categories of persons who experience disproportionately 
"structurally induced frustrations," and for those in strata where 
"internalized social controls are not strong enough to prevent ... 
homicidal aggression"-the poor, blacks, persons raised in 
broken homes, and so on (Coser, 1963). 
On the most elementary level Coser's proposed link between 
inequality and homicide seems plausible but, obviously, many 
contingencies remain to be specified in his now 20-year-old anal­
ysis. Accordingly, it may be that an adequate test of the relative 
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economic deprivation argument for homicide requires a more 
sophisticated analysis than the simple inclusion of a conventional 
measure of income inequality (the Gini index) in an additive 
model of city offense rates. Or it may be that a dimension of 
economic inequality other than income or a more inclusive mul­
tidimensional conceptualization of economic inequality is re­
quired to provide an adequate test of the relative deprivation­
homicide question. Conversely, however, it may simply be that 
relative economic deprivation is not an important determinant of 
either the rate of violent interpersonal conflicts or the probability 
that they will have a lethal outcome. This analysis clearly does not 
rule this out as a distinct possibility as income inequality is a 
fundamental dimension of economic inequality in this society. 
NOTES 
1. This is, indeed, an interesting conclusion for Messner to reach as in a recent 
investigation (Messner, 1980) he draws just the opposite conclusion about homi· 
cideand income inequality. He reports a significant positive relation between 
these two factors when considering 39 nations, and he interprets this pattern as 
consistent with Merton's (1968) social structure and anomie paradigm. Also 
surprisingly, Messner makes no attempt in his more recent study of SMSAs to 
explain why Merton's paradigm "works" for income inequality and homicides at 
the international level but does not work for this country. 
2. Blau and Blau (1982) do consider simultaneously percentage of poverty and 
income inequality in examining 1970 homicide rates for SMSAs (see their Table 
1) but they fail to introduce important etiological factors as control variables in 
this analysis. Accordingly, it is not possible to determine from their study 
whether either (or both) of these forms of deprivation is an important contributor 
to homicides. 
3. To illustrate with the variable of primary concern here, the average 
murder rate for SMSAs in 1970 (7.10) does not reflect well the nature of homicide 
in the inner city (X =12.12) nor in surrounding suburban areas eX =3.80), and this 
is no less the case with the other variables in the Messner study. 
4. Of note, Gibbs and Erickson (1976) argue that if cities (rather than SMSAs) 
ar'e to be used as units of analysis in studies of crime, the ratio of the community 
(SMSA)-to-city population must be considered as a control variable as the 
number of potential participants in city crime (both as victims and offenders) is 
larger than the number of city residents, which is the denominator of conven­
tional crime rates. To take this possibility into account, the proportion of the 
SMSA population residing in the city was considered in the analysis (Tables 1-4) 
as a control variable. Homicide rates for all three years proved to be unrelated to 
this population ratio. Accordingly, I excluded this variable from consideration in 
the findings reported in the next section of the paper. 
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5. I chose to "operationally" consider large cities as those with a 1970 popula­
tion of 100,000 or more. There is nothing sacred about the 100,000 population 
cutting point, but its choice does make theoretical and methodological sense. 
First, FBI statistics show a somewhat qualitative increase in homicides for cities 
over 100,000 population compared to smaller jurisdictions; second, the required 
homicide and sociodemographic data for the two earlier years (1950 and 1960) to 
be considered are more available for cities that had reached at least 100,000 
population by 1970. 
6. Due to space limitations it is not possible to present the correlation matrices 
for the homicide and predictor variables for the three years. These data are 
available in tabular form, however, upon request from the author. 
7. This is probably because the low-income factor was an afterthought of 
Messner's in trying to account for the negative findings for the poverty variable. 
8. For the reasons discussed above, the low-income measure considered here 
(Table 4) may not be a good surrogate for a formal poverty measure like the Social 
Security Administration's, which takes into account important factors such as 
family income, family size, head of household status, regional variation in cost of 
living, and farm-nonfarm residence status. 
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