In this paper we prove two theorems on initial data for general relativity. The results present "rigidity phenomena" for the extrinsic curvature, caused by the negativity of the scalar curvature.
Introduction
According to our experiences there are many different gravitational configurations in our physical world. Therefore if general relativity is a correct theory of gravitational phenomena (at least at low energies) then it is important to know whether or not these various patterns can be modeled in general relativity i.e. Einstein equations provide enough solutions for describing many different gravitational fields. Unfortunately or fortunately Einstein equations form an extraordinary difficult system of nonlinear partial differential equations for the four dimensional Lorentzian metric mainly because of the rich self-interactions of the gravitational field; hence in general it is a hard job to write down explicit solutions in this theory. Therefore all methods which prove at least the existence of solutions are very important. From this viewpoint, the Cauchy problem or initial value formulation of general relativity is maybe the most powerful method to generate plenty of solutions.
As it is well-known, the initial value formulation gives rise to a correspondence between globally hyperbolic space-times and gravitational initial data. Maybe we can say without an exaggeration that the class of globally hyperbolic space-times is the most important class of space-times from the physical point of view. Consequently the initial data formulation provides not only many but also physically relevant solutions. The constraint equations between initial data are in the focal point of the initial data formulation. The question is whether or not these constraint equations are easier to solve than the original Einstein equation itself making the method effective. Of course, the answer is typically yes.
This motivates the serious efforts trying to solve the constraint equations. The first quite general method was developed by Lichnerowicz [12] and Choquet-Bruhat, York and others (see [6] for a review). These works mainly deal with the analytical properties of the solutions.
The constraint equations involve the scalar curvature of the metric on the underlying Cauchy surface which is a three dimensional smooth manifold. Various properties of the solutions depend crucially on the scalar curvature, especially on its sign. But we know that in the problem of describing the sign of the scalar curvature, especially on a compact manifold, one encounters with the topology of the space. Parallelly to the investigations of solutions of the constraint equations by physicist or mathematical physicists, mathematicians proved remarkable results on the properties of the scalar curvature of Riemannian manifolds. By an early general result of Kazdan and Warner [11] we know that for compact manifolds of dimension greater than two there is no constraint on the scalar curvature if there is at least one point where it is negative. This shows that it is easy to construct manifolds with negative scalar curvature. If we wish to construct manifolds with non-negative scalar curvature, however, we have to face various obstacles coming from the topology of the manifold. We just mention two basic examples. By results of Lichnerowicz and Hitchin, on spin manifolds it is often impossible to construct metrics of positive scalar curvature because of a subtle topological invariant, the so-calledÂ-genus [9] [13] . Moreover, in three dimensions, the size of the fundamental group provides another obstruction for positive scalar curvature by results of Gromow-Lawson [7] and Schoen-Yau [15] . An excellent survey on this branch of differential geometry is [3] .
These observations make it not surprising that the topology of the Cauchy surface has a strong influence on the properties of initial data on it. The goal of this paper is to understand this link a bit better. Our motivation is a paper of Witt [17] who studied the problem of existence of initial data on general three manifolds and examined certain characteristics of these initial data. In Section 2 we prove a theorem which states that on open Riemannian manifolds with everywhere non-positive scalar curvature the extrinsic curvature field of a non-vacuum initial data cannot be compactly supported i.e. it has a "tail" at infinity although this tail may have sufficiently fast fall-off to make such an initial data still asymptotically flat. In Section 3 we examine the same problem for vacuum initial data over three-manifolds with "generic" metric (defined below). In this more strict context, we prove that if the scalar curvature is negative somewhere, the resulting initial data is not asymptotically flat.
It is very interesting that, apparently independently of the topological results, "good" initial data also require non-negative scalar curvature metrics on the Cauchy surface. In other words, "good" initial data are rare because manifolds with non-negative scalar curvature are rare.
A Rigidity Phenomenon for non-Vacuum Initial Data
In this section we are going to study initial value data for general relativity from a general point of view. It was proved by Witt [17] that every three-manifold with an end admits an asymptotically flat initial data set. For a typical three-manifold, the resulting Cauchy developed space-time does not admit maximal slices, however; i.e. there are no maximal space-like submanifolds whose extrinsic curvature is identically zero.
One may raise the question: in what extent are these slices not maximal? In other words what are the conditions on a Riemannian manifold (M, g) for its extrinsic curvature in the Cauchy development to be compactly supported at least?
First let us introduce some notations. Let W be a smooth manifold. We will call a tensor field T of type (m, n) over W if it is a smooth section of the bundle
Remember that an initial data set for general relativity is a triple (M, g, k), where M is a (not necessarily compact) connected, oriented, smooth three-manifold, g = (g ij ) is a smooth, complete Riemannian metric on M i.e. a non-degenerate smooth symmetric tensor field of type (0, 2) on M while k = (k ij ) is a smooth, symmetric tensor field on M also of (0, 2)-type. These fields must satisfy the following constraint equations [8] [16]:
(
Here s g is the scalar curvature of the metric g and | · | g denotes various norms given by the induced scalar product on
M is the trace with respect to the metric, e.g. trk = k i i . For the sake of simplicity in the second equation we also denote by g and k the (1, 1)-tensors with respect to the metric
where T is a tensor field of (m, n)-type and ∇ is the Levi-Civitá covariant derivative of the metric g. The smooth function ρ : M → R is the energy-density, and the smooth covector field
is interpreted as the momentum-density of matter. Supposing the energy-and momentum-densities correspond to classical non-dissipative matter sources or vacuum (J = 0, ρ = 0), the coupled Einstein-equations can be used to evolve the initial data set (M, g, k) into a (globally hyperbolic) smooth space-time (N, h) where N ∼ = M × R and M is a Cauchy surface in N; furthermore h| M = g and k is the second fundamental form or extrinsic curvature of M in (N, h) [8] [16] . Moreover, the Cauchy development (N, h) depends continuously on the initial data in the following sense. Fix a smooth Lorentzian metric h ′ and a smooth Riemannian metric e on N. Let T ∈ C ∞ (T (m,n) N) be a smooth tensor field. Define the Sobolev-norm of T by
Here ∇ ′ means Levi-Civitá covariant differentiation with respect to the metric h ′ while |·| e and the volume form dV e are taken by using the definite metric e. In this way we can introduce the norm h L 2 p (N ) . Similarly, regarding M ⊂ N as a smoothly embedded space-like submanifold, we may assume that h
Here ∇ ′ is the covariant derivative with respect to h ′ | M = g ′ i.e. restricted to directions tangent to M. It is possible to see that the choice of h ′ and e is inessential in the definitions of the above Sobolev-norms. In this way we have Sobolev-norms g L 2 p (M ) and k L 2 p (M ) for the initial data g and k. As it is shown on pp. 253 of [8] , for a given p ≥ 1, for all ε > 0 there is a δ > 0 such that
In this sense, for "close" initial data (M, g 1 , k 1 ) and (M, g 2 , k 2 ), the Cauchy-developments (N, h 1 ) and (N, h 2 ) are also "close".
Also remember that the open oriented three-manifold M has an end E ⊂ M if there is a compact set C ⊂ M such that M \C = E and E ∼ = S g ×(R + \{0}) where S g is a compact, oriented surface of genus g and
) and the following asymptotical fall-off conditions hold for the complete metric g and the field k (r parameterizes R + in E):
The support of a general field ψ (i.e. for smooth functions, vectors, tensor fields, etc.) is the closed set supp ψ := {x ∈ M | ψ(x) = 0}.
We prove the following theorem:
Theorem 1 (Rigidity for non-vacuum initial data). Let (M, g) be a connected, oriented, asymptotically flat Riemannian three-manifold with an end E ∼ = S 2 × (R + \ {0}) (i.e. the left column of (2) for g| E holds). Suppose the scalar curvature s g of g is non-positive everywhere. Consider a non-vacuum initial data set (M, g, k) on it. Then supp k is non-compact.
Proof. Note that if s g is negative everywhere then first and third (in)equalities of (1) show the statement is trivially true, consequently we may assume that the scalar curvature is zero outside a compact set in M. Since (M, g, k) is non-vacuum data set, there is a point x 0 ∈ M such that ρ(x 0 ) > 0. Being the scalar curvature non-positive, via the first equality of (1) we have k(x 0 ) = 0 as well. Suppose the theorem is not true, i.e. ∅ = supp k is compact in this case.
Using the initial data set (M, g, k) we construct another initial data set (M, g, p) with p = ϕg, where ϕ : M → R is a compactly supported smooth function on M. The constraint equations (1) for (M, g, ϕg) take the form
In the second equation we have used the fact that ∇g = 0. These (in)equalities can be combined into a first order partial differential inequality for the unknown function ϕ:
Now we construct this function ϕ out of the data (M, g, k).
We construct the function ϕ in M \ (S 2 × (R 1 , ∞)) as follows:
In other words ϕ is a constant negative function on M except the end
is an initial data set.
(ii) Consider the point x 0 ∈ M where ρ(x 0 ) > 0 and k(x 0 ) = 0.
There is an open (geodesic) ball B ε (x 0 ) ⊂ M of radius ε > 0 such that ρ| Bε(x 0 ) = 0 and k| Bε(x 0 ) = 0. Consider the shell
, ε , take a constant R 1 < R 2 < ∞ and the map
e. a function depending only on r), with this ϕ the right hand side of (3) can be estimated by the simple expression
where
depending only on the metric g. Moreover, being g asymptotically flat, f g is bounded and there is a constant
Now we assume the following : for each r ∈ ε 2 , ε there is an x r ∈ ∂B r (x 0 ) ⊂ U ε such that
Having written down this, we define ϕ :
It is also clear that such a function exists if R 2 is suitable large: consider a smooth negativevalued function ψ :
is non-negative and is compactly supported in [R
In this case we can write
In other words if t, that is R 2 , is sufficiently large (and c is suitable small to obey (5)), we can achieve that ψ(R 2 ) = 0. Furthermore the resulting function extends to a smooth function ψ :
it is equal to zero for all r ≥ R 2 and equal to the constant − √ b if r ≤ R 1 . We choose ϕ to be the ψ just constructed. It is not difficult to check that ϕ obeys (3) . Indeed, by the definition of the constant b we have
and using (5) this implies that for each r ∈ ε 2 , ε we have
Therefore, since s g (β(r)) = 0 and 0 ≥ s g (x r ), we can write
Moreover, also by (5), we have for the same x r ∈ U ε that 16πρ(x r ) ≥ aϕ ′ (β(r)). This gives rise to our key inequality 3 2
showing via (4) that (3) is again satisfied. As a last step, we extend the function ϕ :
Again, (3) is trivially valid. Consider the compactly supported function ϕ : M → R − defined through (i)-(iii). In this way we have constructed an initial data set (M, g, p) with p = ϕg which is compactly supported.
The compactly supported ϕ depends only on ̺ = β(r) and satisfies the ordinary differential inequality (6). Now we demonstrate that it is impossible. Dividing by ϕ ′2 and taking reciprocies in (6) we get ϕ
In other words
For the sake of simplicity we assume that b = 1. Integrating the left inequality we get
The integral is bounded because it is an integral of a compactly supported, smooth, non-negative function:
Being ϕ compactly supported, log(−ϕ(r)) is unbounded from below, as r approaches R 2 , however. Consequently the last but one inequality shows a contradiction yielding our original assumption, that supp k is compact, was wrong. We finished the proof. 3
Remarks. Note that even if supp k is non-compact the non-vacuum data (M, g, k) may be asymptotically flat, as it is shown by Witt [17] who constructs non-vacuum, asymptotically flat initial data for every three-manifold with an end. But the above theorem is sharp in the following sense. If we allow for a Riemannian manifold (M, g) to have positive scalar curvature in a suitable region in M, it is possible to construct non-vacuum asymptotically flat initial data with compactly supported second fundamental form. An example is the Tolman-Bondi solution. This is because in this case the key inequality (6) can be written in the form
with s g > 0 in the positive scalar curvature regime and it may have compactly supported solutions. But if s g is still negative somewhere, then k is non-zero in that point, consequently the initial surface is not a maximal slice in this case. Notice that the above considerations do not remain valid for vacuum initial data. For example, the Schwarzschild space-time has initial data with non-positive scalar curvature (namely it is identically zero) but the extrinsic curvature of the initial surface is compactly supported (more precisely identically zero i.e. the initial surface is a maximal slice).
Therefore we are challenged to understand the rigidity of vacuum initial data.
A Rigidity Phenomenon for Vacuum Initial Data
The motivation is again a theorem of Witt [17] which states that every compact three-manifold is a vacuum initial surface in general relativity. Our goal is to understand the effect of the sign of the scalar curvature on the structure of these initial data. For example, we will see that in the non-compact case, vacuum initial data are not asymptotically flat if the scalar curvature is negative somewhere. We begin with some preliminarities. Remember that the operator div acts between the smooth sections of the bundles T (1,1) M and T (0,1) M. For these bundles we have the following natural isomorphisms induced by the metric g:
and
Here * denotes various Hodge-operators given by the metric g. In this way we get natural isomorphisms between the spaces g
where Ω j (M, T * M) denotes T * M-valued j-forms over M. Let W be a manifold and E a vector bundle on it equipped with a connection ∇. Remember that there exist operators d ∇ defined as
These operators are the well-known covariant generalizations of the exterior derivative d and belong to the sequence
The first d ∇ is defined to be the connection ∇ on E while the further ones are uniquely characterized by the requirement
where ω ∈ Ω p (W ) and Θ ∈ Ω q (W, E). Also notice that the map
is called the curvature of the connection ∇. The curvature satisfies the second Bianchi identity d ∇ F ∇ = 0. Now take E = T * W and the connection ∇ to be the Levi-Civitá connection induced by the metric g on W . In this context F ∇ is denoted by R g and the previous identity can be written as
Moreover, we have the first Bianchi identity as well:
which is locally written as
) be a Riemannian three-manifold and consider the following map:
where S :
is the space of symmetric tensor fields of (1, 1)-type). Notice that by using (7), an orthonormal system (η 1 , η 2 , η 3 ) and its dual (e 1 , e 2 , e 3 ) near a point p ∈ M, for a form ξ = ξ i η i ∈ Ω 0 (M, T * M) the field K(ξ) takes the following diagonal form:
Hence, by (9) we have
This means that actually
Since the curvature is linear over C ∞ (M, R), the map is linear over R in its first variable while linear over C ∞ (M, R) in its second i.e.
We will say that a metric g on an oriented n-dimensional manifold M is generic if it has nowhere vanishing curvature R g and Hol 0 (g) ∼ = SO(n) such that it acts irreducibly on the tangent spaces. Here Hol 0 (g) denotes the identity component of the holonomy group of the metric. It is not difficult to see that generic metrics form a dense subset of the Banach-space of smooth metrics on M in the following sense. Remember that the Sobolev-norm on this space is calculated with respect to some fixed metric g ′ . Suppose this metric is generic. By conformal rescaling we can achieve that vol(M) is finite with respect to g ′ (this is necessary only if M is non-compact). Fix a metric g 0 and a number δ 0 > 0. Then certainly there is a number δ 0 > δ > 0 such that
is a generic metric satisfying
for all p and arbitrary small δ 0 > 0, taking into account that ∇ ′ g ′ = 0 and |g ′ | g ′ = n 2 . In other words an arbitrary δ 0 -neighbourhood of an arbitrary metric contains a generic metric.
In the following lemmas we qualitatively characterize the solutions of the under-determined elliptic, first order, linear partial differential equation divT = 0 for a symmetric field T over a generic three-manifold. Lemma 1. Let (M, g) be a connected, oriented Riemannian n-manifold with generic metric and consider the linear differential operator div :
. Then either ∇T = 0 or ∇T = 0 over the whole M.
Proof. We will be frequently using the following proposition (see e.g. Proposition 2.5.2 of [10] ): if S is a tensor field over M having the property that ∇S = 0 then S x is fixed by Hol(g) x for all x ∈ M; conversely, if for an x ∈ M S x is fixed by Hol(g) x then there is a unique tensor field obeying ∇S = 0 and S| x = S x . Now consider a field T ∈ C ∞ (S (1,1) M) satisfying divT = 0 and suppose there is an open domain U ⊂ M (i.e. U is diffeomorphic to the open n-ball B n ) such that ∇T | U = 0 while ∇T | = 0 outside U. Consider the open manifold (U, g| U ). Being g generic, R g | U = 0 hence Hol 0 (g| U ) = Hol(g| U ) ∼ = {1}. Consequently, taking into account again that g is generic, Hol(g| U ) ∼ = SO(n) and acts irreducibly on T x U where x ∈ U ⊂ M. This representation induces a representation on S (1,1) x U. As it is well-known, under this representation this space splits as S
0x U denotes the space of traceless symmetric matrices and is acted on by SO(n) nontrivially while E x is the one-dimensional subspace of matrices proportional to the identity; this space is fixed by SO(n). Hence, applying the above proposition, we can write T | U = tg| U for a real constant t ∈ R.
Clearly, T | U = tg| U can be extended to a symmetric field T ′ = tg satisfying ∇T ′ = 0 over the whole M. Now consider a point y ∈ M \ U with the property ∇T y = 0 and choose a smooth path γ : [0, 1] → M with γ(0) = x and γ(1) = y. This induces the first order, linear, ordinary differential equations divT γ(s) = 0, divT
y which contradicts the basic uniqueness properties of solutions of ordinary differential equations with fixed initial data (see e.g. [1] ). Since U is arbitrary small, the lemma follows. 3
Now we move on to the next lemma. From this point the requirement for M to be threedimensional is essential. Lemma 2. Let (M, g) be a connected, oriented, three-dimensional Riemannian manifold with generic metric. Consider the linear differential operator div :
Then there is a constant t ∈ R and a smooth field ξ ∈ Ω 0 (M, T * M) such that we can write
Proof. We have seen in Lemma 1 that if for a tensor field the equality divT = 0 holds then either ∇T = 0 or ∇T = 0 holds over the whole M.
First we consider the case ∇T = 0. Being ∇ the Levi-Civitá connection, if we take T := tg for a constant t ∈ R then clearly ∇(tg) = 0. We show that for a generic metric this is the only choice.
Indeed, suppose T ∈ C ∞ (S (1,1) M) is symmetric and ∇T = 0. For a generic metric we know that the identity component of its holonomy group Hol(g) satisfies Hol 0 (g) ∼ = SO(3) and acts irreducibly on the tangent spaces. Consider a point x ∈ M, then T x ∈ S
(1,1) x M. Then, as in the previous lemma, we are using Proposition 2.5.2 of [10] . Taking into account that g satisfies ∇g = 0 and g x ∈ E x , this shows that actually E x and only E x is fixed by the whole group Hol(g) (i.e. not only by Hol 0 (g) ∼ = SO (3)). Hence T x ∈ E x and this implies that T = tg for a constant t ∈ R. Particularly this shows that in this case trT =const. Now suppose divT = tr(∇T ) = 0, trT =const. but ∇T = 0 if T = 0. Consequently there is a real number t ∈ R such that T 0 := T − tg is traceless i.e. T 0 ∈ C ∞ (S 
We can determine the rank of F . We have seen that for a generic metric ker∇| C ∞ (S
= {0} hence the kernel of the trace, restricted to im ∇, coincides with ker div. However the image of the trace tr : M is 5; therefore the kernel of the trace is formed by sections of a vector bundle of rank 5 − 3 = 2 consequently the rank of F is 2.
On the other hand, for a generic metric, the map
x M is zero, in other words, there is a vector ̺ x in T * x M preserved by the action of the identity component of the holonomy group. But this implies that Hol 0 (g) x does not act irreducibly on T * x M contradicting the assumption that g is generic. Moreover R g is nowhere zero hence g
is also injective hence pointwise injective consequently its image contains sections of a rank 3 vector sub-bundle of T M ⊗ T * M because the rank of T * M is also 3. Now consider the symmetrization. For a non-zero section ̺ if K(̺) = 0 happens, this must be caused by the symmetrization. Indeed, if K(̺) = 0, then by (11) we have for all i = 1, 2, 3 (i.e. there is no summation for i in this case!)
This gives rise to the system of homogeneous linear equations showing clearly that its determinant is zero. This demonstrates that there is always a non-zero section ̺, associated to the generic metric g, such that K(̺) = 0 i.e. kerK = {ϕ̺|ϕ ∈ C ∞ (M, R)} forms a rank 1 sub-bundle in S (1,1) 0
M. As a result, we can see that im
M is a vector sub-bundle of rank 3 − 1 = 2. Actually we have F = F ′ . To see this, consider the following diagram:
Choose an arbitrary point x ∈ M; then there is a neighbourhood U ⊂ M of x such that we can introduce an orthonormal frame field (η 1 , η 2 , η 3 ) on T * U obeying ∇η i x = 0. Using this frame field it is not difficult to check that the above diagram is commutative in x (in this coordinate system first order things in x look like that over flat R 3 ) therefore, being the differential operators in question well defined, over the whole M.
Consequently we have to find two independent elements
This is because of the second Bianchi identity (8) and d ∇ ξ = ∇ξ. Exactly as in Lemma 1 we can see that if ∇ξ x = 0 for a point x ∈ M and d ∇ (R g (ξ)) = 0 then we must have ∇ξ = 0. But this is possible only if ξ = 0 taking into account that g is generic i.e. Hol
Here A(α) is nowhere zero because g is generic, as we have seen, while ω ∧ β might be zero because of dimensional reasons since ω∧ : ω ⊗ Λ 1 M → Λ 3 M has non-trivial kernel which forms a vector bundle of rank 3 − 1 = 2. Therefore we have found three sections
such that divK(ζ i ) = 0 and K(̺) = 0 and ζ 1 , ζ 2 are pointwise linearly independent. Hence there are exactly two independent solutions as required, showing F = F ′ . Putting all these things together we can write T 0 = K(ξ) for a suitable ξ ∈ Ω 0 (M, T * M) yielding the desired decomposition T = tg + K(ξ). We finished the proof. 3
Finally we prove that for a three-manifold of generic metric, all solutions to the equation divT = 0 have constant trace. Lemma 3. Let (M, g) be a connected, oriented Riemannian three-manifold with generic metric g. Assume T ∈ C ∞ (S (1,1) M) satisfies divT = 0. Then trT =const.
Proof. The method is similar to the proof of Lemma 1. Assume divT = 0 and there is an open domain U ⊂ M such that trT | U =const. but not constant outside U. Then being (M, g) generic, so is (U, g| U ). Consequently there is a real constant t ∈ R and a section ξ|
by Lemma 2. Moreover, since T | U extends to the whole M this implies that ξ| U extends smoothly to a field ξ ∈ Ω 0 (M, T * M) such that divK(ξ) = 0. Therefore we may extend the solution T | U to a solution T ′ over M defined by T ′ := tg + K(ξ). Clearly, trT ′ =const. over the whole M. Hence by assumption there is a point y ∈ M with T y = T ′ y . Joining the points y and x ∈ U with a smooth path γ : [0, 1] → M with endpoints x and y, we may consider the ordinary differential equations constructed as in Lemma 1. We arrive at a contradiction exactly the same way as in Lemma 1 yielding the validity of Lemma 3. 3 Lemma 3 and Lemma 2 implies that all symmetric solutions to divT = 0 have the form T = tg + K(ξ). We can summarize our results in the following theorem (also compare [2] ): Theorem 2. Let (M, g) be a connected, oriented, three-dimensional Riemannian manifold with generic metric g. Consider the differential operator div :
From now on, we will be using the identification Ω 0 (M, T * M) ∼ = Ω 1 (M) which will not lead to any confusion. There is an important corollary which is essential to deduce the rigidity result for vacuum initial data. Corollary 1. Let (M, g) be a connected, oriented Riemannian three-manifold with generic metric and trivial tangent bundle T M. Assume that the scalar curvature s g of g is negative somewhere and (M, g) admits a vacuum initial data set (M, g, k). Then trk is non-zero (and constant). In particular, every Riemannian three-manifold with constant negative scalar curvature admits vacuum initial data.
Remark. Notice that that the triviality of T M is not a serious requirement in three dimensions because, for instance, every compact, orientable three-manifold possesses this property.
Proof. In the case of vacuum (1) takes the simple form
In other words k − (trk)g ∈ ker div is valid for the symmetric field k. Therefore we are interested in the kernel of the first order under-determined elliptic differential operator div. By Theorem 2,
we can see that an arbitrary symmetric field in the kernel of div is of the form tg + K(ξ) where ξ ∈ Ω 1 (M) and t is a real number. Consequently k − (trk)g = tg + K(ξ). From here, using (12) we see that trk = −3t/2 i.e.
Putting this expression for k into the first equation of (13) and using again (12) we get the following formula:
From here we can see that if s g is a constant non-positive function on M then the previous equation is automatically satisfied by setting s g = −3t 2 /2 and K(ξ) = 0 i.e. with ξ ∈ ker K. In other words, all spaces with constant negative scalar curvature admit vacuum initial data (M, g, k = ± −2s g /3 g) and trk = 0 in this case.
In general, for a given generic metric g, assume there is a covector field ξ ∈ Ω 1 (M) such that the vacuum equations can be satisfied. At this point we can exploit the fact that the operator K is linear over C ∞ (M, R). If ξ is a solution then clearly it can be written as ξ = ϕξ 1 where ϕ : M → R is a smooth function and ξ 1 ∈ Ω 1 (M) is another 1-form. Therefore the previous expression takes the form
Taking into account the Raychaudhuri equation for a hypersurface-orthogonal timelike congruence C in vacuum (see e.g. [16] , pp. 218, eq. 9.2.11) we can write (τ is the affine parameter along C)
where σ is the trace-free symmetric part of k i.e. σ = K(ξ). From here we can see that the constancy of trk implies that |K(ξ)| 2 g =const. as well. Consequently, if s g is non-constant then K(ξ) is non-zero i.e. |K(ξ)| 2 g is a non-zero constant on M. Taking into account that R g = 0 this implies that ξ = 0 in this case. Such covector fields exist over M because T M is trivial by assumption. Therefore we may assume that ϕ is a smooth nowhere zero function and ξ 1 = 0 is normalized such that |ξ 1 | 2 g = 1 i.e. |K(ξ 1 )| 2 g is non-zero. In this way we can recover the function ϕ from the previous formula:
From here, we can see that K(ξ ± ) := K(ϕ ± ξ 1 ) takes the form
Note that the scalar curvature restricts the possible values of the constant t. The above formula shows that t is strictly non-zero if s g is negative somewhere. Indeed, taking t = 0 in the previous formula, we can see that
which shows that the field k cannot be real in this case if s g is negative somewhere. For the field k to be real, by (14) it is enough to assume for t that it obeys the inequality
This shows that trk is non-zero in this case as claimed. We finished the proof. 3
If M is non-compact it is natural to ask if, for a suitable selected metric g, the initial data set (M, g, k) is asymptotically flat or not. We wish to study this question in our next theorem but before doing this, we make some comments on the negativity of the scalar curvature. We cite the following theorem from Kazdan and Warner [11] :
Theorem 3 (Kazdan-Warner). Let W be a compact manifold with dim W ≥ 3, and f : W → R be a smooth function on it such that there is a point x ∈ W obeying f (x) < 0. Then there is a smooth Riemannian metric h on W such that s h = f i.e. whose scalar curvature is the prescribed function f . 3
Hence plenty of vacuum initial data with somewhere negative scalar curvature might exist. The classical results of Gromow-Lawson [7] and Schoen-Yau [15] , however, show that closed threemanifolds whose prime decomposition contains a K(π, 1) factor (this implies such manifolds have infinite fundamental groups) do not carry any metric with positive scalar curvature. Consequently initial data with positive scalar curvature must be rare.
The relevance of the negativity of the scalar curvature will be apparent from the following theorem, which is the analogue for vacuum initial data of the previous rigidity result, Theorem 1 for non-vacuum initial data.
Theorem 4 (Rigidity for vacuum initial data). Let (M, g) be an connected, oriented, asymptotically flat generic Riemannian three-manifold with an end E ∼ = S 2 × (R + \ {0}) (i.e. the left column of (2) holds for g| E and g is generic). Suppose the scalar curvature s g of g is negative somewhere. Consider a vacuum initial data set (M, g, k) on it. Then (M, g, k) is not asymptotically flat.
Proof. Notice that all three manifold M with an end E are homeomorphic to M \ {p} where M is a connected, oriented, compact three-manifold i.e. has trivial tangent bundle; consequently T M is trivial as well.
By Theorem 2 we can write over the whole M
and t = 0 because the scalar curvature is negative, as we can see by Corollary 1. But taking into account (12) and the left column of (2) the above expression yields
contradicting the right column of (2), demonstrating clearly that k cannot have the desired fall-off along the end E ⊂ M. 3
This gives rise to a kind of instability of asymptotically flat initial data over three-manifolds possessing no metric with non-negative scalar curvature:
Corollary 2. Let M be an connected, oriented Riemannian three-manifold with an end E such that M does not possess any metric with non-negative scalar curvature. Assume (M, g, k) is an asymptotically flat, vacuum initial data set. Then (M, g, k) is unstable i.e. an arbitrary small generic perturbation (M, g ′ , k ′ ) of it cannot be asymptotically flat.
Proof. If (M, g, k) is given, then s g is negative somewhere, by assumption. By Theorem 4, if (M, g) is generic then (M, g, k) cannot be asymptotically flat i.e. g must be a non-generic metric on M. Consequently by an arbitrary small generic perturbation of this g in the L 2 p -norm results in a generic metric destroying the asymptotic flatness property. 3
Remark. The already mentioned topological restrictions of Gromow-Lawson and Schoen-Yau on the scalar curvature show that a closed three-manifold M with an K(π, 1) factor in its prime decomposition (implying π 1 ( M ) is infinite) cannot have a metric with positive scalar curvature. Therefore the punctured, open manifolds M = M \ {x} of this type do not have a metric with non-negative scalar curvature, too. Consequently these punctured manifolds do not admit stable asymptotically flat vacuum initial data by Theorem 4 and Corollary 2, showing they cannot have "stable" zero ADM-mass since such an asymptotically flat initial data must be vacuum by the Positive Mass Theorem [14] (of course that theorem characterizes the zero ADM-mass manifolds in a more accurate way).
Concluding Remarks
In the previous two sections we have studied gravitational initial data from a general point of view. We have found that in the case of negative scalar curvature, the behaviour of the extrinsic curvature becomes very "rigid": for open manifolds, the fall-off of the extrinsic curvature cannot be arbitrary.
More precisely, in the case of non-vacuum initial data (M, g, k)
, for an open manifold (M, g) the support of the extrinsic curvature k cannot be compact if the scalar curvature of the metric g is everywhere non-positive. While considering vacuum initial data and supposing that the metric is generic (i.e. stable from a perturbative point of view), then if the scalar curvature is somewhere negative then (M, g, k) cannot be asymptotically flat. We can see that by sharpening the right hand side of the constraint equations (1) (i.e. requiring J = 0 and ρ = 0) we can weaken the assumption on the scalar curvature (i.e. it is enough if it is negative somewhere) to deduce the rigidity. The results can be read in the opposite direction i.e. by requiring the compactness of the support etc. of the extrinsic curvature then the scalar curvature cannot be non-positive everywhere etc.
These results are quite surprising because all the fields in question are defined in the class of smooth functions so one would expect that initial data can be altered locally in a non-trivial way. In other words we have reduced the local degrees of freedom of the gravitational field in some sense.
The result for the vacuum is a kind of counterpart of the results of Christodoulou and O'Murchadha [4] . They prove that Cauchy developments of asymptotically flat initial data remain asymptotically flat at least in the beginning. On the other hand, we know that certain non-asymptotically flat initial data, namely those whose Cauchy surface does not admit positive scalar curvature metric, never develop into a stable asymptotically flat data set.
