Abstract. We consider the numerical solution of the stochastic partial differential equation ∂u/∂t = ∂ 2 u/∂x 2 + σ(u)Ẇ (x, t), whereẆ is space-time white noise, using finite differences. For this equation Gyöngy has obtained an estimate of the rate of convergence for a simple scheme, based on integrals ofẆ over a rectangular grid. We investigate the extent to which this order of convergence can be improved, and find that better approximations are possible for the case of additive noise (σ(u) = 1) if we wish to estimate space averages of the solution rather than pointwise estimates, or if we are permitted to generate other functionals of the noise. But for multiplicative noise (σ(u) = u) we show that no such improvements are possible.
Introduction
This paper is concerned with the convergence of numerical approximations to solutions of the stochastic partial differential equatioṅ u = ∂ 2 u ∂x 2 + σ(u)Ẇ (xt), (1) whereẆ is two-dimensional white noise. We assume an initial condition u(x, 0) = u 0 (x) and periodic boundary conditions on [0, 1] ; the results can readily be modified to cover other self-adjoint boundary conditions.
Numerical experiments indicating convergence of finite-difference approximations to solutions of (1) were reported by Gaines [1] . A proof of convergence for a simple approximation scheme (see (2) below), and an estimate of the order of convergence, was given by Gyöngy [3] ; his results in fact apply to the more general equationu = ∂ 2 u ∂x 2 + f (x, t, u) + σ(x, t, u)Ẇ (x, t). The purpose of the present paper is to investigate to what extent these results are best possible.
We consider finite-difference approximations to (1) . The simplest such approximation is the explicit scheme u j,m+1 = u j,m + n 2 h(u j+1,m + u j−1,m − 2u j,m ) + nσ(u j,m )W j,m (2) for j = 0, 1, . . . , n−1, with u −1,m = u n−1,m and u n,m = u 0,m , and initial conditions u j,0 = u 0 (j/n). Here u j,m is intended as an approximation to u(n −1 j, mh); W j,m = W (R j,m ), where R j,m is the rectangle j/n ≤ x ≤ (j + 1)/n, mh ≤ t ≤ (m + 1)h. We may refer to the above scheme as the Euler scheme, since it can be obtained as the Euler approximation to a system of stochastic (ordinary) differential equations obtained by space discretisation of (1) .
For the heat equation without noise, the analogue of (2) is known to be stable if 2n
2 h ≤ 1 and if this condition is satisfied the scheme approximates the true solution with an error of order n −2 . It is also known that better performance can be obtained using implicit methods, which allow larger time steps to be used without instability. For example, the Crank-Nicolson implicit scheme gives an error of order n −2 with h comparable with n −1 . For the equation with noise the results of [3] show that (2) gives an approximation with error of order n −1/2 , provided n 2 h ≤ b < 1 2 ; we shall show that this order of approximation is best possible for schemes of this nature. The main reason why higher order methods do not give improvements is the lack of smoothness of the solution of the equation (1) .
In Section 2 the special case of additive noise is considered, and some approaches are discussed for improving the order of convergence. In Section 3 it is shown that in the general case of multiplicative noise no improvement is possible using a wide class of schemes (namely those using only linear observations of the noise) which includes those considered in Section 2. In the final section we illustrate these results with some numerical examples.
We conclude this section with a discussion of known results on existence of solutions and convergence of numerical approximations. Consider the stochastic partial differential equation (1) on the region 0 ≤ x ≤ 1, t ≥ 0, with periodic boundary condition u(0, t) = u (1, t) , and initial condition u(x, 0) = u 0 (x). dW (x, t) denotes 2-dimensional white noise. We can identify x = 0 with x = 1 and regard the domain as a semi-infinite cylinder. σ is a real-valued function on R which is assumed to satisfy a global Lipschitz condition |σ(x) − σ(y)| ≤ L|x − y|.
We denote by Γ the circle formed from [0, 1] by identifying 0 with 1. Addition on Γ is mod 1.
The integral formulation of (1) is
Then it is known that there exists a unique solution to (1), given u 0 ∈ L ∞ (Γ). The following convergence result for the scheme (2) is proved in [3] : Remarks. 1. The proof also applies to other approximation schemes such as the Crank-Nicolson scheme. 2. It is a feature of this method that the local error is of the same order as the global error-after a single time step we already have an error of order n −1/2 . The reason why the local errors do not accumulate to produce a larger global error is that the main contribution to the local error consists of rapidly oscillating terms which become attenuated when propagated in time, owing to the smoothing effect of the heat equation.
From Theorem 1.1 it is straightforward to deduce a result on almost sure uniform convergence. We now consider a sequence of approximations u (k) jm obtained using the scheme (2) with n k space steps and time step h k with a ≤ n 
for all k > k 0 , where the sup is over all 0 ≤ j < n and m such that 0 ≤ mh k ≤ T .
Using the above corollary, it is now possible to weaken the global Lipschitz requirement on σ to a local Lipschitz condition. More precisely, suppose σ is locally Lipschitz on an open interval J (which may be infinite); we consider the equation (1) with u 0 (x) ∈ J. Then a solution will exist for 0 ≤ t < τ, where τ is the first exit time from J. We consider a sequence of approximations u (k) jm as in the corollary. Then one can show by standard arguments that, with probability 1, given > 0 and T < τ, there exists k 0 such that sup |u
The results just described indicate that solutions of equation (1) can be approximated using scheme (2) to within an average error of order using computational effort of order −6 (since we use O(n 3 ) rectangles and the error is O(n −1/2 )). In the following sections we investigate the extent to which this performance can be improved.
Additive noise: An example
Now consider the equationu
with the initial condition u(x, 0) = 0. We shall discuss a number of aspects of the numerical solution of this equation. First, we show that in one sense the order of approximation obtained in Theorem 1.1 cannot be improved. 
We write E c and Var c to denote expectation and variance conditional on knowing the W j,m 's. Then
where
which by symmetry we can also write as
as a Fourier series, we find that the last double integral can be written as
where α = 4π 2 r 2 /N . The expression in curly brackets is ≥ c min(α −1 , α), where c is an absolute constant. Hence we obtain the lower bound
where c 1 is another absolute constant. A similar argument, using averages with respect to x instead of t, shows that Var c u(x, 1) ≥ c 2 n −1 , and it follows that the standard error of any estimate of u(x, 1) based only on the W j,m must be at least a constant times max(n −1/2 , N −1/4 ). This indicates that, using methods based on W j,m 's obtained from a partition into equal rectangles, one cannot improve on the order of accuracy obtained with N = 4n 2.2. Approximation of averages. The situation is different, at least for the case of additive noise, if instead of estimating u(x, t) pointwise one wishes to estimate a space average, such as (b − a)
where φ is some given weight function with Γ φ = 1. We show that, in the case of the equationu = ∂ 2 u/∂x 2 +Ẇ , we get more accurate approximations for such averages than for pointwise estimates, and moreover taking h to be of order n −2 is no longer optimal.
Assuming zero initial condition for simplicity, the solution can be written
we wish to estimate the quantity
Expanding φ as a Fourier series φ(x) = c r e −2πirx , we obtain
It will turn out that it is optimal to use a value of h comparable to n −1 , so that to avoid instability we need to use a scheme such as the Crank-Nicolson scheme
or the implicit scheme (often called the backward Euler scheme)
We carry out the analysis for the scheme (5); for (4) the analysis is similar.
Using vector notation we can write the scheme (5), as applied to the present equation, as
where u m is the column vector with entries u 0,m , · · · , u n−1,m , and W m similarly; σ(u 0,m ) is the diagonal matrix with entries σ(u 0,m ), · · · , σ(u n−1,m ), and A is the matrix
With u 0 = 0 we deduce that
where B = (I − n 2 hA) −1 . Now A has eigenvalues −4 sin 2 (πr/n), r = 0, · · · , n − 1, with corresponding eigenvector ψ r having components ψ r,j = e 2πirj/n . Using these to diagonalise A, we find that the matrix B k has entries given by B 
we find by expanding φ as a Fourier series that
n . We can expand e −2πirl(x)/n as a
Fourier series
and then we obtainX k = m−1 k=0 
Proof. The hypothesis on φ is equivalent to
In addition we have 1 − δ r = O(r/n), and so
Moreover we have r |c r |
. Noting that 0 < µ r ≤ 1, we see from the above estimates that we only have to show that
To do this we note that if 8πhr
, and so log µ A similar analysis applies to the scheme (4), and we get the same result for this scheme.
So if we take h to be comparable to n −1 , and use one of the two schemes mentioned above, we obtain an error of order n −1 with O(n 2 ) rectangles, which is a great improvement on the order obtained for pointwise estimates.
For averages of the form b a u(x, t)dt, in which case φ is the characteristic function of an interval, which does not satisfy the requirement of Theorem 2.1, we get a somewhat poorer estimate-calculations similar to those used in the proof of Theorem 2.1 show that, in the case of scheme (5), the error is of order max(n −1 , h 3/4 ), and in the case of scheme (4) it is slightly worse still, of order max(n −1 , hn 1/2 ).
Exact generation of solutions of equation (3).
The solution of (3) has a Gaussian distribution, a fact which enables us to generate values of u(x, t) at any given finite set of (x, t) points. We now show how this can be done efficiently for a rectangular grid of points of the type we have been considering. With h and n as before, we let X j,m = u( j n , mh) and consider the problem of generating the X j,m . For convenience we suppose n is even. We shall encounter terms bounded by e 
We can also write
Then we have that the random vari-
, z k,m and x n/2,m are effectively independent (any correlations being bounded by e −π 2 n 2 h ), and we have
, and
We can now describe the procedure for generating the x k,m . For each m, generate A k , B k , C k and D k to be independent with N (0, 1) distribution for 0 ≤ k < n/2 (actually B 0 is not needed). Then set
and is of order h −1 n log n. Of course, for a nonlinear equation such as (1) the solutions will not be normally distributed, and one cannot expect to generate the solution at particular points exactly in the manner just described. However it is still reasonable to hope that by generating suitable linear functionals of the noise (which will be normally distributed) one may be able to improve the order of approximation. However the example described in the next section shows that in fact none of the approaches discussed in this section can improve on the order given by Theorem 1.1 in general. We may still expect these approaches to give improvements for equations such aṡ u =
, where the noise is additive but nonlinear terms are present. We hope to describe detailed numerical implementations for such equations in a future publication.
Multiplicative noise: An example
For the case of multiplicative noise, even if it is averages which we wish to approximate, the order of convergence obtained in Theorem 1.1 cannot be improved, at least by the methods we have been considering. We shall illustrate this by considering the equationu
with the initial condition u(x, 0) = 1. We consider the problem of approximating X = Γ u(x, 1)dx. Let N be a positive integer and let 
where c is a positive absolute constant.
The theorem shows that if we wish to approximate the average Γ u(x, 1)dx with error using linear observations of the noise, then we require a number of observations of order −6 , which is the same as the order given by Theorem 1.1.
Proof. Consider the space Z of processes v(x, t) such that, for each (x, t), v(x, t)
is measurable with respect to the σ-algebra generated by {W (y, s) : 0 ≤ s < t}, and satisfying sup S Ev(x, t) 2 < ∞. On Z we define the operator T by T v(x, y) = We have
where I A denotes the indicator function of A, and so on. We now make use of the Wiener 'homogeneous chaos' decomposition of L 2 (P), where P is the underlying probability measure of the white noise process on S,
The spaces C 0 , C 1 , etc., are mutually orthogonal, and C 0 ⊕ C 1 ⊕ · · · ⊕ C n coincides with the space of polynomial functionals of degree ≤ n. See [4, p. 354] .
We then have I 1 ∈ C 1 , I 2 ∈ C 2 , etc. We also have
We also have
It remains to obtain a lower bound for the above integral. In essence this results from the spectral theory of the integral operator with kernel p(x − y, |t − s|); but we present the proof in a manner which does not assume any operator theory. The proof is accomplished in the following two lemmas. The first is an elementary piece of matrix algebra which is no doubt known, but we could not find a suitable reference.
Lemma 3.2. Let N and P be positive integers with
Proof. By continuity it suffices to prove the result when the λ j are all different and A is nonsingular; by multiplying A by a constant we may also suppose tr(C t C) = 1. Then we fix such Λ and A and define a function on the set of N × P matrices by g(C) = tr(Λ − C t AC) 2 . We then choose C to minimise g over the set S = {C : tr(C t C) = 1}, which can be thought of as the unit sphere in R NP . Then, for any N × P matrix Y such that Y t C = 0, the straight line {C + tY } is tangent to S at C, and so 0 =
Since this holds for all Y such that Y t C = 0, it follows that −ACΛ + ACC t AC + µC = 0 for some real µ. Then, since A is invertible, we deduce that CΛ = BC, where B = CC t A + µA −1 . This means that if c j is the jth column of C, then λ j c j = Bc j . So for each j, either c j = 0 or λ j is an eigenvalue of B. Since the λ j are distinct, the latter can occur for at most N values of j. For the remaining values of j, which number at least P − N , we have c j = 0, and so the jth diagonal entry of Λ − C t AC is λ j , and so g(C) ≥ (P − N )δ. This conclusion holds when C minimises g(C), and hence it holds for all C ∈ S, completing the proof.
Lemma 3.3. There is a positive constant c such that, if N is a positive integer,
Proof. For positive integers r, n let α r = 4π 2 r 2 and let ω rn be a solution of the equation
2 )π; that such a solution must exist is clear from the graph of tan ω.
Next define φ rn (x, t) = c rn cos(2πrx)(α r sin ω rn t − ω rn cos ω rn t), where the constant c rn is chosen so that S φ 
on the span of the set of functions
It follows that
where Λ is the diagonal matrix with entries λ 1 , · · · , λ P and C = (c jl ). It follows from Lemma 3.2 that tr(
, which completes the proof.
The theorem now follows from Lemma 3.3.
This result indicates that to improve on the order of convergence given by Theorem 1.1 one would have to generate integrals which are quadratic in the noise, just as one has to generate area integrals to do better than order 1 2 convergence for general finite-dimensional stochastic differential equations (see [2] ). The latter has only been achieved in the 2-dimensional case, which suggests that there are formidable obstacles to doing this in the infinite-dimensional situation under consideration here.
Numerical examples
We have generated three sets of numerical results to illustrate the findings of the paper. The first set consists of pathwise approximations of equations (3) and (7). The second set contains space averages, Γ φ(x)u(x, t)dx, as defined in subsection 2.2, of solutions to the same two equations. Finally, we have generated an exact solution in the case of additive noise, using the method outlined in subsection 2.3.
Pathwise solutions.
For each of equations (3) and (7), that is, in the case of additive and multiplicative noise, we have generated 100 independent sets of pathwise solutions. Each set contains approximate solutions using four different space steps with the same realisation of the Brownian sheet W (x, t). The method used for generating approximate solutions using a single Brownian sheet and different time and space steps is described in [1] .
We have tried three different discretisation schemes: the explicit Euler scheme, given in (2) , and the two semi-implicit schemes given in (4) We measure the difference at the final time between the approximate solutions obtained with two different space steps, by adding the squared difference over the 16 space points which are common to all solutions and then summing over the 100 different realisations of the Brownian sheet. We define The results are presented in Table 1 . The first three rows are the results for additive noise and the second three for multiplicative noise. In both cases, we see that, as expected, when we have h = 2, confirming that there is no gain in order of convergence obtainable by using the schemes (4) and (5) rather than the simple Euler scheme (2) . However, the values of the approximation errors, given by S 1 , S 2 and S 3 in this table, indicate that the leading coefficient of the error must be much smaller in the case of the semi-implicit schemes. Therefore, when we take into account the much larger time-step used with the semi-implicit schemes, it seems clearly advantageous to use them instead of scheme (2) , and also the scheme (5) gives considerably smaller errors than the scheme (4).
We remark that for deterministic problems, (4), being second-order, performs better than (5). However this does not apply to the problem considered here; because of the lack of smoothness of the solution, a method which is second-order in the deterministic case need not perform better than one which is first-order. When producing the results given in Table 2 , we have again taken h = 1 4N 2 for the Euler scheme (2) and h = 1 4N for the other schemes. The table shows that with additive noise, the ratio S i /S i+1 is roughly 4, whatever the numerical scheme used, confirming that in this case it makes sense to use one of the semi-implicit schemes, (4) or (5), and avoid the need to take very small time-steps. In the case of multiplicative noise, as proved in Section 3, we can see that the order of convergence is no better for space averages than for pathwise approximations, since the values of S i /S i+1 are similar to those in Table 1 , and there is therefore not such an obvious gain in using anything other than the Euler scheme. However, here again, through a difference in leading coefficients, it would seem possible to obtain the same size error with a semi-implicit scheme as with the Euler scheme, but with the semiimplicit scheme using larger time-steps, and therefore, although this is not as clear cut as in Table 1 , computing time could still be reduced by using a semi-implicit scheme. The picture in Figure 1 shows a pathwise solution to equation (3) produced using the method for exact solution described in subsection 2.3. Starting with u(·, 0) = 0, we chose a final time of T = 1 and generated the solution on a 32 by 32 grid.
