



















Note on Calculations of the Exponential of Matrices
by use of the Magic Matrix in the Four Level System
Kazuyuki FUJII ∗





In this paper we treat how to calculate the exponential of some matrices once more,
which are evolution operators derived from differential equations based on the four level
system of atom and give a consistent method by use of the magic matrix by Makhlin.
Moreover, we give a closed form to the B–C–H formula for a class of matrices in SU(4)
by use of the method developed in quant-ph/0610009.
1 Introduction
The purpose of this paper is to develop a useful method to calculate the exponential of matrices
arising from differential equations based on the four level system of atom whose image is
















Fig.1 Atom with four energy levels and general action by laser fields
We don’t repeat the contents here, so see [1], [2] and [3]. Under the RWA (Rotating Wave Ap-




0 h12 h13 h14
h12 0 h23 h24
h13 h23 0 h34
h14 h24 h34 0

where hij are coupling constants among the atom and laser fields. Here we changed some
notations in [2] (like gij ↔ hi−1,j−1) for consistency in this paper. In [2] we have given an
algorithm to calculate e−itH , however to perform it explicitly is not easy.
In this paper we revisit the problem from a different point of view. For that let us introduce
the Makhlin’s theorem. The isomorphism
SU(2)⊗ SU(2) ∼= SO(4) (⇐⇒ su(2)⊗ 12 + 12 ⊗ su(2) ∼= so(4))
is one of well–known theorems in elementary representation theory and is a typical characteristic
of four dimensional Euclidean space. In [4] Makhlin gave it the adjoint expression like
F : SU(2)⊗ SU(2) −→ SO(4), F (A⊗B) = Q†(A⊗B)Q
2
with some unitary matrix Q ∈ U(4). As far as we know this is the first that the map was given
by the adjoint action. See also [5], where a bit different matrix R has been used in place of Q.
This R (in our notation) is interesting enough and is called the magic matrix by Makhlin, see
also [6] and [7].
As H above is real symmetric (not anti–symmetric) it is not clear whether the magic matrix
R can be applied to it or not. However, we apply it “by force”. Then we have a decomposition
of R†HR which is interesting enough. By use of it we construct an approximate solution or
some (specific) exact solutions.
Here we note that there is some overlap between our work and [7]. However, the method
in [7] is a bit complicated and not easy to understand. On the other hand we use a consistent
method based on the magic matrix, so we believe our method to be clear-cut for readers.
By the way, the Baker–Campbell–Hausdorff (B–C–H) formula is one of fundamental ones
in elementary Linear Algebra (or Lie group). That is,






{[[A,B], B] + [A, [A,B]]} + · · ·
where A and B are elements in some algebra. See for example the textbooks [8], [9] or [10].
Although the formula is “elementary”, it is difficult (almost impossible ?) to sum up all terms
in BCH(A,B).
Since a close expression for the B–C–H formula in the case of SU(2) is known, we have
obtained the close one in the case of SO(4) (namely, for A,B ∈ so(4)) by making use of the
magic matrix, see [2].
In this paper we also treat matrices of type
H =

0 h12 0 0
h12 0 h23 0
0 h23 0 h34
0 0 h34 0

,
which is very important (see [1]) and give a similar closed formula.
3
2 Review on the Magic Matrix
In this section we review the result in [5] within our necessity, which is a bit different from the
one in [4].












 , σ2 =
 0 −i
i 0
 , σ3 =
 1 0
0 −1




Next let us consider the 2–qubit space. Now we use notations on tensor product which are
different from usual ones. That is,








C2⊗̂C2 = VectC{|00〉, |01〉, |10〉, |11〉}
where |ab〉 = |a〉 ⊗ |b〉 (a, b ∈ {0, 1}).
By H0(2;C) we show the set of all traceless hermite matrices in M(2;C). It is well–known
H0(2;C) = {a ≡ a1σ1 + a2σ2 + a3σ3 | a1, a2, a3 ∈ R}
and H0(2;C) ∼= su(2) where su(2) = L(SU(2)) is the Lie algebra of the group SU(2).
By making use of the Bell bases {|Ψ1〉, |Ψ2〉, |Ψ3〉, |Ψ4〉} defined by
|Ψ1〉 = 1√
2
(|00〉+ |11〉), |Ψ2〉 = 1√
2
(|01〉+ |10〉), |Ψ3〉 = 1√
2
(|01〉− |10〉), |Ψ4〉 = 1√
2
(|00〉− |11〉) (3)
we can give the isomorphism as the adjoint action (the Makhlin’s theorem) as follows
F : SU(2)⊗ SU(2) −→ SO(4), F (A⊗ B) = R†(A⊗B)R
4
where
R ≡ (|Ψ1〉,−i|Ψ2〉,−|Ψ3〉,−i|Ψ4〉) = 1√
2

1 0 0 −i
0 −i −1 0
0 −i 1 0
1 0 0 i

. (4)
Note that the unitary matrix R is a bit different from Q in [4].
Let us consider this problem in a Lie algebra level because it is in general not easy to treat






Since the Lie algebra of SU(2)⊗ SU(2) is
L(SU(2)⊗ SU(2)) = su(2)⊗ 12 + 12 ⊗ su(2) = {i(a⊗ 12 + 12 ⊗ b) | a, b ∈ H0(2;C)} ,
we have only to examine
f(i(a⊗ 12 + 12 ⊗ b)) = iR†(a⊗ 12 + 12 ⊗ b)R ∈ L(SO(4)) ≡ so(4). (5)
If we set a =
∑3
j=1 ajσj and b =
∑3
j=1 bjσj then the right hand side of (5) becomes
iR†(a⊗ 12 + 12 ⊗ b)R =

0 a1 + b1 a2 − b2 a3 + b3
−(a1 + b1) 0 a3 − b3 −(a2 + b2)
−(a2 − b2) −(a3 − b3) 0 a1 − b1






0 f12 f13 f14
−f12 0 f23 f24
−f13 −f23 0 f34





RAR† = i(a⊗ 12 + 12 ⊗ b) (7)
with










b = b1σ1 + b2σ2 + b3σ3 =
f12 − f34
2






It is very interesting to note that a is the self–dual part and b the anti–self–dual one.
3 The Exponential of Matrices in Four Level System
In this section we want to calculate the exponential of matrices exactly. Now a kind of Hamil-
tonian that we treat is
H =

0 h12 h13 h14
h12 0 h23 h24
h13 h23 0 h34
h14 h24 h34 0

. (10)
For this we calculate the evolution operator (matrix) U(t) ≡ e−itH . Since
U(t) = e−itH = RR†e−itHRR† = Re−itR
†HRR† (11)





2h14 −i(h12 + h13 + h24 + h34) −h12 + h13 − h24 + h34 0
i(h12 + h13 + h24 + h34) 2h23 0 h12 + h13 − h24 − h34
−h12 + h13 − h24 + h34 0 −2h23 i(h12 − h13 − h24 + h34)
0 h12 + h13 − h24 − h34 −i(h12 − h13 − h24 + h34) −2h14
 .
(12)






















σ3 ⊗ σ2 − h12 − h34
2
σ1 ⊗ σ3. (13)
6
Note that σ3 ⊗ σ2 and σ1 ⊗ σ3 commute, so the right hand side of (13) is a summation of two
blocks not commuting each other.
In the following let us calculate U(t) = e−itH by use of this form.
A comment is in order.
(1) In the calculation above we have used R†HR in place of RHR† in (7). This point is
important (we leave to readers why it is so).
(2) The space of entangled states in the two-qubit system is SU(4)/SU(2) ⊗ SU(2), which
identified with the space SU(4)/SO(4) because of the isomorphism SU(2)⊗ SU(2) ∼= SO(4).
Then it is well–known that
{
A ∈ SU(4) | AT = A} = {ATA | A ∈ SU(4)} ∼= SU(4)/SO(4),
see for example [5]. By use of the expression SU(4) ∋ A = eiK with K ∈ H0(4;C) we have
SU(4)/SO(4) ∼= {eiK | K ∈ H0(4;R)} .
Since this K is written as
K =

h0 h12 h13 h14
h12 h1 h23 h24
h13 h23 h2 h34
h14 h24 h34 h3

= diag(h0, h1, h2, h3) +H
our calculation U(t) = e−itH is deeply related with the study of entangled states in the two-qubit
system.


























h0 − h1 − h2 + h3
4
σ3 ⊗ σ3 + h0 + h1 − h2 − h3
4






To calculate (11) with (13) exactly is almost impossible, so first of all we take some approxi-
mation. The simple one is as follows :


















































This is the main result in the paper and we believe that the approximation is not so bad.
In the next subsections let us construct some exact results.
3.2 Special Exact Solution I























0 0 h13 h14
0 0 h23 h24
h13 h23 0 0
h14 h24 0 0

. (21)
Then we have the exact form
U(t) = U1(t)U2(t) (22)
with U1(t) and U2(t) in (16).
Though the Hamiltonian is very special there is some application shown in the following.
8
3.3 Special Exact Solution II
The Hamiltonian that we really want to study is
H =

0 h12 0 0
h12 0 h23 0
0 h23 0 h34
0 0 h34 0

. (23)
See [1]. Unfortunately this matrix is not the same type of (21). However, against the discussion
in [7] there is a bypass. Namely, we can change it into the form (21) by making use of the




(12 ⊗ 12 + σ1 ⊗ σ1 + σ2 ⊗ σ2 + σ3 ⊗ σ3) =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1





0 0 h12 0
0 0 h23 h34
h12 h23 0 0























e−itH = SRR†Se−itHSRR†S = SRe−itR
†SHSRR†S
we have the exact form
































Compare this solution with that of [7].
4 B-C-H Formula for a class of matrices in SU(4)
In this section we give a closed expression to the B–C–H formula for the set of unitary matrices
{eiH | H is a type of (23)} by use of the results in the preceding two sections. Before that let
us prepare some notations for simplicity.
For two (real) symmetric matrices A, B
A =

0 f1 0 0
f1 0 f2 0
0 f2 0 f3




0 g1 0 0
g1 0 g2 0
0 g2 0 g3





























































α1 = α(~a1, ~b1), β1 = β(~a1, ~b1), γ1 = γ(~a1, ~b1),
α2 = α(~a2, ~b2), β2 = β(~a2, ~b2), γ2 = γ(~a2, ~b2).

















[a1,b1]) ⊗ ei(α2a2+β2b2+γ2 i2 [a2,b2])R†S
= SRei{(α1a1+β1b1+γ1 i2 [a1,b1])⊗12+12⊗(α2a2+β2b2+γ2 i2 [a2,b2])}R†S











⊗ 12 + 12 ⊗
(








0 (12) (13) (14)
(12) 0 (23) (24)
(13) (23) 0 (34)



























































































(34) = −α1 f1 − f3
2













In this letter we treated how to construct a solution in the general four level system and
gave some approximate solution or specific exact solutions by making use of the magic matrix.
However, it is far from giving a perfect construction, which will be left in future.
Furthermore, we gave the closed expression to the B–C–H formula for a class of matrices in
SU(4) by making use of both the closed expression for SU(2) and the magic matrix.
The readers must have understood how the magic matrix is useful (powerful).
In last, we want to apply the result(s) to Quantum Computation (see for example [12] and
[13]), which is just our motivation and will be reported elsewhere.
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Appendix B-C-H Formula for SU(2)
In this appendix we give the closed expression to the B–C–H formula for SU(2) once more, see
[11].
First of all let us recall the well–known formula.
ei(xσ1+yσ2+zσ3) = cos r12 +
sin r
r
i(xσ1 + yσ2 + zσ3) (32)
=
 cos r + i sin rr z i sin rr (x− iy)
i sin r
r






x2 + y2 + z2. This is a simple exercise.
For the group SU(2) it is easy to sum up all terms in the B–C–H expansion by making use
of the above one. Before stating the result let us prepare some notations. For
X = x1σ1 + x2σ2 + x3σ3, Y = y1σ1 + y2σ2 + y3σ3 ∈ H0(2,C)
12
vector notations are useful. Namely, we set












x · y = x1y1 + x2y2 + x3y3, |x| =
√










Now we are in a position to state the B–C–H formula for SU(2).
eiXeiY = eiZ : Z = αX + βY + γ
i
2
[X, Y ] (34)
where
α ≡ α(x,y) = sin
−1 ρ
ρ
sin |x| cos |y|
|x| , β ≡ β(x,y) =
sin−1 ρ
ρ
cos |x| sin |y|
|y| ,
γ ≡ γ(x,y) = sin
−1 ρ
ρ




= sin2 |x| cos2 |y|+ sin2 |y| − sin
2 |x| sin2 |y|
|x|2|y|2 (x · y)
2 +
2 sin |x| cos |x| sin |y| cos |y|
|x||y| (x · y) .
The proof is not difficult, so is left to readers.
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