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Аннотация
В статье предложен новый аналог проксимального зеркального метода
А. С. Немировского с адаптивным выбором констант в минимизируемых прокс-
отображениях на каждой итерации для вариационных неравенств с липшицевым
полем. Получены оценки необходимого числа итераций для достижения заданно-
го качества решения вариационного неравенства. Показано, как можно обобщить
предлагаемый подход на случай гёльдерова поля. Рассмотрена модификация пред-
лагаемого алгоритма в случае неточного оракула для оператора поля.
Вариационные неравенства (ВН) нередко возникают в самых разных пробле-
мах оптимизации и имеют многочисленные приложения в математической эконо-
мике, математическом моделировании транспортных потоков, теории игр и дру-
гих разделах математики (см., например [1]). Исследования в области методики
решения ВН активно продолжаются (см., например [2] — [12]).
Наиболее известным аналогом градиентного метода для ВН является экстра-
градиентный метод Г.М. Корпелевич [13]. Одним из современных вариантов экс-
траградиентного метода является проксимальный зеркальный метод А.С. Неми-
ровского [10]. Недавно Ю.Е. Нестеровым в [14] предложен новый алгоритм ре-
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шения задач выпуклой минимизации с адаптивным выбором констант, который
в случае липшицевости градиента целевой функции не требует знания этой кон-
станты Липшица (см. также раздел 5 пособия [15]). В настоящей статье мы на базе
разработанного нами критерия (5) предлагаем похожий аналог проксимального
зеркального метода А.С. Немировского для решения вариационных неравенств
(Алгоритм 1). Также мы распространяем предлагаемую методику на постанов-
ку задачи нахождения решения вариационного неравенства с неточным оракулом
для оператора поля (Алгоритм 2).
Для некоторого оператора g : Q → Rn, заданного на выпуклом компакте
Q ⊂ Rn будем рассматривать сильные вариационные неравенства вида
〈g(x∗), x∗ − x〉 6 0, (1)
где g удовлетворяет условию Липшица. Отметим, что в (1) требуется найти x∗ ∈ Q
(это x∗ и называется решением ВН) для которого
max
x∈Q
〈g(x∗), x∗ − x〉 6 0. (2)
В случае монотонного поля g наш подход позволяет рассматривать также слабые
вариационные неравенства
〈g(x), x∗ − x〉 6 0. (3)
Обычно в (3) требуется найти x∗ ∈ Q, для которого (3) верно при всех x ∈ Q.
Начнём с некоторых вспомогательных понятий, соглашений и обозначений.
Всюду далее будем полагать, что множество Q выпукло и компактно в простран-
стве Rn с нормой ‖ · ‖ (вообще говоря, не евклидовой), а ‖ · ‖∗ — сопряжённая к
‖ · ‖ норма. Пусть задана 1-сильно выпуклая функция d относительно ‖ · ‖, кото-
рая дифференцируема во всех точках x ∈ Q. Можно ввести соответствующую d
дивергенцию Брэгмана
V (x, y) = d(x)− d(y)− 〈∇d(y), x− y〉 ∀x, y ∈ Q, (4)
где 〈·, ·〉 — скалярное произведение в Rn.
Для решения задачи (1) — (2) мы предлагаем следующий адаптивный прок-
симальный зеркальный метод (АПЗМ). Пусть задано число ε > 0 (точность ре-
шения) и начальное приближение x0 = argmin
x∈Q
d(x) ∈ Q.
Опишем (N + 1)-ю итерацию предлагаемого алгоритма (N = 0, 1, 2, ...), поло-
жив изначально N := 0.
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АЛГОРИТМ 1: АПЗМ
1. N := N + 1, LN+1 := LN/2.
2. Вычисляем
yN+1 := argmin
x∈Q
{〈
g(xN), x− xN
〉
+ LN+1V (x, xN)
}
,
xN+1 := argmin
x∈Q
{〈
g(yN+1), x− xN
〉
+ LN+1V (x, xN)
}
.
3. Если верно
〈
g(yN+1)− g(xN), yN+1 − xN+1
〉
6
6 LN+1V (yN+1, xN) + LN+1V (xN+1, yN+1), (5)
то переходим к следующей итерации (пункт 1).
4. Если не выполнено (5), то увеличиваем LN+1 в 2 раза: LN+1 := 2LN+1 и
переходим к пункту 2.
5. Критерий остановки метода:
N−1∑
k=0
1
Lk+1
>
R2
ε
, где R2 = max
x∈Q
V (x, x0).
Теорема 1. После остановки Алгоритма 1 справедлива оценка:
N−1∑
k=0
1
Lk+1
〈
g(yk+1), yk+1 − x
〉
6 V (x, x0)− V (x, xN). (6)
Доказательство. Непосредственно можно проверить равенства:〈
∇xV (x, x
k)
∣∣
x=xk+1
, x− xk+1
〉
= V (x, xk)− V (x, xk+1)− V (xk+1, xk), (7)〈
∇xV (x, x
k)
∣∣
x=yk+1
, x− yk+1
〉
= V (x, xk)− V (x, yk+1)− V (yk+1, xk). (8)
Далее, для всякого x ∈ Q и k = 0, N − 1 верны неравенства:〈
∇x
(〈
g(xk), x− xk
〉
+ Lk+1V (x, xk)
) ∣∣
x=yk+1
, x− yk+1
〉
> 0,〈
∇x
(〈
g(yk+1), x− xk
〉
+ Lk+1V (x, xk)
) ∣∣
x=xk+1
, x− xk+1
〉
> 0.
Поэтому〈
g(yk+1), xk+1 − x
〉
6 Lk+1V (x, xk)− Lk+1V (x, xk+1)− Lk+1V (xk+1, xk)
и 〈
g(xk), yk+1 − x
〉
6 Lk+1V (x, xk)− Lk+1V (x, yk+1)− Lk+1V (yk+1, xk),
откуда для всякого k = 0, N − 1 с учетом (5) мы имеем:〈
g(yk+1), yk+1 − x
〉
=
〈
g(yk+1), xk+1 − x
〉
+
〈
g(xk), yk+1 − xk+1
〉
+
3
+
〈
g(yk+1)− g(xk), yk+1 − xk+1
〉
6
6 Lk+1V (x, xk)− Lk+1V (x, xk+1)− Lk+1V (xk+1, xk) + Lk+1V (xk+1, xk)−
−Lk+1V (xk+1, yk+1)− Lk+1V (yk+1, xk) + Lk+1V (yk+1, xk) + Lk+1V (xk+1, yk+1),
т.е. верно
1
Lk+1
〈
g(yk+1), yk+1 − x
〉
6 V (x, xk)− V (x, xk+1). (9)
После суммирования неравенств (9) по k = 0, N − 1 получим
N−1∑
k=0
1
Lk+1
〈g(yk+1), yk+1 − x〉 6 V (x, x0)− V (x, xN),
что и требовалось.
Допустим, что векторное поле g удовлетворяет условию
||g(x)− g(y)||∗ 6 L||x− y|| ∀x, y ∈ Q. (10)
Всюду далее для краткости будем обозначать
SN =
N−1∑
k=0
1
Lk+1
.
Условие (10) означает, что для произвольных x, y, z ∈ Q
〈g(y)− g(z), y − z〉 6 ||g(y)− g(x)||∗ · ||y − z|| 6 L||y − x|| · ||y − z||,
откуда в силу справедливого для всех a, b ∈ R, δ > 0 неравенства ab 6 a
2
2
+ b
2
2
при
произвольных x, y, z ∈ Q верно
〈g(y)− g(x), y − z〉 6
L
2
||y − x||2 +
L
2
||y − z||2 6 LV (y, x) + LV (z, y).
Тогда ввиду (6) для всякого x ∈ Q
min
k=0,N−1
〈
g(yk+1), yk+1 − x
〉
6
1
SN
N−1∑
k=0
1
Lk+1
〈
g(yk+1), yk+1 − x
〉
6
6
1
SN
(
V (x, x0)− V (x, xN)
)
6
R2
SN
,
где R2 = max
x∈Q
V (x, x0).
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Если потребовать, чтобы
max
x∈Q
min
k=0,N−1
{〈
g(yk+1), yk+1 − x
〉}
6
1
SN
max
x∈Q
N−1∑
k=0
1
Lk+1
〈
g(yk+1), yk+1 − x
〉
6 ε,
(11)
то в случае L0 6 2L можно оценить количество итераций работы Алгоритма 1.
Действительно, L0 6 2L означает, что Lk+1 6 2L для всякого k = 0, N − 1 и
поэтому
R2
SN
6 ε верно при N >
2LR2
ε
.
Таким образом, справедлива следующая
Теорема 2. Если выполнено условие (10) для поля g, то Алгоритм 1 работает
не более
N =
⌈
2LR2
ε
⌉
(12)
итераций. Если выбрать L0 6 2L, то верно (11).
Замечание 1. Если g 6≡ 0, то выполнения условия L0 6 2L можно добиться,
выбрав
L0 :=
‖g(x)− g(y)‖∗
‖x− y‖
при g(x) 6= g(y).
Замечание 2. Заметим, что оценка числа итераций (12) с точностью до число-
вого множителя оптимальна для вариационных неравенств [9, 16, 17].
Замечание 3. Отметим, что похожими рассуждениями можно получить аналог
теоремы 2 для гёльдерова поля g. Точнее говоря, если справедливо
||g(x)− g(y)||∗ 6 Lν||x− y||
ν (13)
при ν ∈ [0; 1], x, y ∈ Q, причем L0 < +∞ (другие константы Lν могут быть
бесконечными), то утверждение теоремы 2 выполняется, если
L0 6 2L = 2 inf
ν∈[0;1]
Lν ·
(
2Lν
ε
) 1−ν
1+ν
(14)
и
N =
⌈
inf
ν∈[0;1]
(
2LνR
1+ν
ε
) 2
1+ν
⌉
. (15)
Замечание 4. Для слабых ВН (4) имеем:
〈g(x), yk+1−x〉 = 〈g(yk+1), yk+1−x〉+〈g(x)−g(yk+1), yk+1−x〉 6
〈
g(yk+1), yk+1 − x
〉
,
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поэтому критерий (11) можно заменить на
max
x∈Q
〈g(x), y˜ − x〉 6 ε, где y˜ =
N−1∑
k=0
1
Lk+1
· yk+1
SN
. (16)
Отметим, что именно оценку вида (16) обычно используют как критерий качества
решения слабого ВН (см., например [10]).
В завершении отметим, что рассматриваемую в работе методику можно рас-
пространить на случай неточного оракула g˜(x, δc, δu) для поля g. Поясним смысл,
который мы вкладываем в это понятие.
Будем полагать, что существует фиксированное δu > 0 такое, что для всякого
δc > 0 существует константа L(δc) ∈ (0,+∞), для которой ∀x, y, z ∈ Q верно
〈g˜(y, δc, δu)− g˜(x, δc, δu), y − z〉 6 L(δc) (V (y, x) + V (z, y)) + δc + δu. (17)
Замечание 5. Заметим, что мы здесь считаем, что δc — контролируемая по-
грешность оракула (её возможно бесконечно уменьшать и для заданной точности
решения ε > 0 мы всюду будем полагать, что δc =
ε
2). С другой стороны, погреш-
ность δu мы полагаем неконтролируемой.
Пример 1. Пусть поле g удовлетворяет условию Липшица и заданы его неточные
значения на Q, т.е. существует δ¯u > 0 и в произвольной точке x ∈ Q можно
вычислить величину g¯(x), удовлетворяющую условию ‖g¯(x)−g(x)‖∗ 6 δ¯u. В таком
случае g¯(x) = g˜(x, δc, δu) удовлетворяет (17), если положить δu = δ¯u, а также
δc = 0 и L(δc) ≡ L.
При условиях (17) мы предлагаем следующую модификацию Алгоритма 1.
Пусть задано ε > 0 (точность решения) и начальное приближение
x0 = argmin
x∈Q
d(x) ∈ Q.
Опишем (N + 1)-ю итерацию предлагаемого алгоритма (N = 0, 1, 2, ...), поло-
жив изначально N := 0.
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АЛГОРИТМ 2: «Неточный» АПЗМ
1. N := N + 1, LN+1 := LN/2.
2. Вычисляем:
yN+1 := argmin
x∈Q
{〈
g˜
(
xN ,
ε
2
, δu
)
, x− xN
〉
+ LN+1V (x, xN)
}
,
xN+1 := argmin
x∈Q
{〈
g˜
(
yN+1,
ε
2
, δu
)
, x− xN
〉
+ LN+1V (x, xN)
}
.
3. Если верно
〈
g˜(yN+1, ε2 , δu)− g˜(x
N , ε2, δu), y
N+1 − xN+1
〉
6
6 LN+1V (yN+1, xN) + LN+1V (xN+1, yN+1) +
ε
2
+ δu,
то переходим к следующей итерации (пункт 1).
4. Иначе увеличиваем в 2 раза константу LN+1 := 2LN+1 и переходим к пункту 2.
5. Критерий остановки метода:
N−1∑
k=0
1
Lk+1
>
2R2
ε
, где R2 = max
x∈Q
V (x, x0).
Аналогично доказательству теоремы 2 проверяется следующее утверждение.
Теорема 3. Пусть g˜ удовлетворяет (17). Тогда после остановки Алгоритма 2
справедлива оценка:
1
SN
N−1∑
k=0
1
Lk+1
〈
g˜
(
yk+1,
ε
2
, δu
)
, yk+1 − x
〉
6
V (x, x0)− V (x, xN)
SN
+
ε
2
+ δu. (18)
Неравенство (18) означает, что после работы Алгоритма 2 будет верно:
1
SN
N−1∑
k=0
1
Lk+1
〈
g˜
(
yk+1,
ε
2
, δu
)
, yk+1 − x
〉
6
2LR2
N
+
ε
2
+ δu, (19)
где R2 = max
x,y∈Q
V (x, y). При условии L0 6 2L можно показать, что Алгоритм 2
будет работать не более N =
⌈
4LR2
ε
⌉
итераций. После его остановки заведомо
верно неравенство:
max
x∈Q
min
k=0,N−1
〈
g˜
(
yk+1,
ε
2
, δu
)
, yk+1 − x
〉
6
6
1
SN
max
x∈Q
N−1∑
k=0
1
Lk+1
〈
g˜
(
yk+1,
ε
2
, δu
)
, yk+1 − x
〉
6 ε+ δu,
которое может рассматриваться как критерий качества найденного решения с
погрешностью δu.
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