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§1. Preliminaries 
In this paper we consider the system of differential equations 
(a) x =__ A(t)x + f(t), 
where A(t) is an n . n continuous matrix of period p and f(t) is a continuous 
vector of n components of the same period p. It is well known [1] that a funda-
mental system of solutions Y(t) of the corresponding homogeneous system of 
differential equations 
(b) y =- A(t)y 
can be obtained such that the constant matrix 
(1) P-=Y"Kt)Y(t + p) 










where every submatrix K„ is of order mv as well as the submatrix 
(3) P„ - eK-P 
of P. The fundamental system of solutions Y(t) oi(b) takes the form 
(4) Y(t) _=- 0(t) eKt 
(see [2l)3 where the matrix 0(t) has the period p. The corresponding adjoint 
system of differential equations is 
(c) z' =_ -AT ( t ) 2 , 
where A'r denotes the transposed of the matrix A. 
We write Y(t) in the form 
(5) Y(t) --= (¥,(1). Y2(t), . . ., Ys(t)) 
wnh Y , ( 0 (y«.)(0>- • •> y[,j(0)3 
where Y,.(t) represents a rectangular matrix of type n . m,,. The symbols (v) and 
[v] are defined by 
(6) (r) Zm„ I 1, M = i m , . 
ft = i ^ = 1 
We subdivide the fundamental system of solutions Z(t) of (c) and also 0(t) 
in a similar way. From (1), (3) and (4), we get 
(7) Y„(t + p) = Y„(t)P,, Y„(t) = </>..(-) eK-'* • 
By means of the method of variation of parameters and referring to (5) and (7), 
the vector solution of (a) can be written as the sum of s vector components 
(8) x(t) ]>>(t) 
i 
with 
(9) "x(t) JTx„(t) - 2yA(t)c /((t) ,= Y,.(t)c,(t) -= 0,( t )e
K^c(t) , 
(»•> (» 
where c„(t) is the mr dimensional vector 
(Ю) 
It is interesting to notice that the vector components 'x(t) of the solution 
x(t) of (a) satisfy the system of differential equations 
(11) "x' = A(t) "x { "f(t) with »f(t) - &„ eK"'t ZJ f, 
which can be derived from the system (a) (see [3]). 
In a previous paper [1] it was proved that to each submatrix K„ of K vector 
solutions 'x(t) exist such that 
(12) "x(t) f x , ( t ) 
o 
has the period p in either one of the following two cases: 
(i) If the adjoint system (c) possesses the periodic solution Zj„j(t), i. e. if the 
eigenvalue a(, of the corresponding submatrix K,. equals zero and simultaneously 
p 
(13) jzl^f^xT 0. 
(This is the so-called exceptional case). 
(ii) If the eigenvalue a,, is not equal zero (principal case). 
In this paper we investigate for both the preceding cases whether the sum 
(12), which satisfies the system of differential equations derived from (a), can 
be subdivided into periodic partical sums of the period p. 
§2 Fundamental theorems 
Let us subdivide the indices (v), (v) f 1, . . . , (v) f m„ 1 = [v] into two 
subsets, and let us differ between them by underlining the indices in the first 
subset or second subset once or twice respectively. Here it will be assumed that 
the first index (v) belongs to the first subset, i. e. (v) — (v). Accordingly the sum 
M 
vx — 2 X / / is subdivided into two partial sums 
00 
(14) "x = "x + "x 
with 
(is) "x -= 2 x ^ anc^ v* = 2 x ^ • 
Analogously the matrix Y„ (see (5)) is subdivided into two matrices Y„ 4 Y, 
and the wector c„ (see (10)) is subdivided into two vectors c„ f c„. Referring 
to (9), it follows that 
(16) "x = Y„ . c„(t) and "x = Y„. c„ . 
We now assume that each of "x(t) and "x(t) has the period p. This means the 
same as the assumption that the first partial sum "x(t) as well as the total sum 
vx(t) = "x -f "x has the period p. Then holds the following theorem: 
M 
Theorem 1. Let the vector "x = 2x/< ^e subdivided into two partial sums (15), 
00 
where the indices in each partial sum run over a subset of the indices (v), 
(v) 4 1, . . . , [v] as it is described above, such that each of the partial sums has the 
period p. Then all components x/ti (t) are identic zero for (i ^ Min (//). Conse-
quently the sum vx(t) is subdivided into two partial sums 
(17) "x(t) = ^ x ^ t ) and "x(t) - Vx/((t) 
(y) y 
with y Min (/*), in which the first sum has the period p and the second is identic 
zero. 
Proof. We have only to prove that all the components x,,(t) for // 2> Min (//,) 
vanish identically. Referring to the assumption, the sum 
(IB) -*.t) - fx/t(t) 2y/'
c/'W 
(v) (r) 
has the period p. Instead of (18), we can also write 
M 
(19) -x(t)- I / . c ^ t ) , 
00 
where all functions c„(t) for /< — //. are identic zero. In particular 
(20) cy(t) - 0 for y - Min (ji) . 
By virtue of the periodicity of "x(t) and referring to (9), (17), (3; , we get 
" x ( t + p) - 'xi t) - 0 „ ( t ; e K " 1 (P-.c/t f p) - c,(t)) . 
Consequently, it follows that 
(21) " P„c„(t ! p j - c t ( t ) 
with P„ from (3). Denot ing c/t(t + p) by c..(t), we get at once by virtue of the 
assumption (20) 
c r ( t ) =_ 0 » c r ( t ) . 
T h e system (21) takes then the scalar form 
H- (v) 
(22) 




й '25 e-" W 
(22) cy( t) e^У4č r + .(0 
(22) 
c r + 1 ( t ) - e 
M -y-i 
z , я í
£ ' + " + l S ( t ) 
C [ ғ ] ( t ) = e ° . » č и ( t ) . 
In order to w?rite (22) and (22) in convenient forms, we denote the ( M - }') 
I p ^ pM-r \ 
dimensional row vector p , ^ , . . , , f - -- by ql and the ( M y) 





F u r t h e r we denote the square matrix 
1, P , 
1, . . . , 
by c* . 
pW -y i 
f M - ľ - 1)! 
(M - ľ - 2)1 
• i 
10 
of order [v] y by P*. Hence the system of equations (22) and (22) take the 
forms (see (20)) 
(24) e*>p P* c*(t) = c*(t) 
and 
(25) qlc*(t)==0 = qjc*(t) 
respectively. By virtue of (24) and (25), we obtain successively the following 
identities 
(26) qT P£ c,(t) == 0 for p - 0 , 1, . . ., [v] ~ y - 1 . 
If namely (26) is valid for p, then it will be also valid for p f 1 because 
qT Pl< c,(t) == 0 = qT P*c,(t - p) =- qj Plf c,(t) = ea*p q j P*+- c,(t) . 
By means of linear combinations of (26), we obtain 
(27) q j (P, I,)l< c,(t) == 0 for p - 0, 1 , . . ., [r] - y ~ 1 , 
where I, is a unit matrix of the same order as P,. Using further linear combi-
nations of the equations (27), we get the system of equations 




(see (2) with a„ == 0). W. r. t. convergence see e. g. [4l 
to expand K, in the power series 
(P* - I J (P, I J 2 Һ ~ ( P , 
§8. Here we only need 
U 3 T- • • • + 
f ( - l ) w - r й _ } ) _ j ( P - - I J
м - y - 1 
(Notice that (P, - I J r = 0 for r _: [v] - y). From this we get K£ for fi = 1, 2, 
• • • J M — y 1 by means of the power series. Clearly K° — IT. Setting q^ 
in (28) and observing that 
Kf == -
00 1 
we obtain the system of ([v]) 
" 2! ' 
y) equations 
pW-r 










whose coefficient matrix is a regular triangular matrix. Referring to (20) and (23) 
it follows that c / t ) = = 0 for every index y <, [i < \v]. Thus the theorem is proved 
As an organization of theorem 1, we state the following 
M 
Theorem 2. Let the vector "x = ^x /A(t) be subdivided into two partial sums 
oo 
r i l"J 
"x =- J x / t ) and "x = J x / t ) 
(") 7 
such that each of the two partial sums has the period p. Then it follows in the 
principal case that: 
M 
i) The sum "x(t) = 2 x / ' ( t ) *s i d e n h c z e r o 
r 
ii) The vector f(t) satisfies the condition 
2T(t)f(t) = 0 for ju = y, y-f 1, . . . , [v] . 
iii) "x(t) is uniquely determined by means of the vectors f(t). In the exceptional 
case, it follows that: 
i) The sum "x is again identic zero. 
ii) The vector f(t) satisfies the condition 
zj(t)f(t) 0 for ,i=ry,y I I, ...,[v] 
and the condition 
' i p 
ii') J zT ,(T)frr)dT-. 0 . 
iii) The sum''x(t) is uniquely determined up to an arbitrary additive multiple 
ofc(l()(0)-y(r)(t). 
Proof. The statement i) in both cases is a direct consequence of theorem 1, 
because all the functions c/((t) for /u — y, y 4- 1, . . . , [v] art identic zero. 
Moreover, since 
t 
(30) c / t ) = JzJ(r)f(T)dr '- c/0) 
o 
(see [2], §3) then the integral on the R. S. of (30) must vanish identically in t. 
And consequently the integrand z"r(r) f(r) must be identic zero for n y, 
Y !- 1 , . . . , M . 
In the exceptional case we have to prove also the validity of the statement ii'). 
Since c,,(t) (JJ, — y, . . . , [»']) vanish identicaly in t and ea"p 1 in the exceptional 
case, then the (y (v))-th equation in (22) becomes 
cr j(t I p) = c y ; 1 ( t ) . 
And by virtue of (30), we immediately obtain ii'). 
Whereas the statements i), ii) and ii') necessarily follow from the assumption 
in the theorem, the statement iii) expresses that the conditions ii) and ii') are 
y - i 
sufficient for the existence of a periodic solution of the form "x — >x„(t). 
(7) 
12 
Even the condition fzr_ i(z)f(r)dr — 0 is sufficient instead of the condition ii'). 
o 
The necessary and sufficient condition for the existence of a periodic solution 
"x(t) for given f(t) can be easily obtained from (a), (7) and (3) (see also [ll) as: 
"x(t 4- p) "x(t) = Y„(t) \?vjZj(r)f(r)dr - (I, - P„)c„(0)] == 0 
(31) ( P ^ - I ^ c ^ ^ J z J W f W d r . 
o 
where I, is the unit matrix of order m„. Or in components 
(32) 
e - a ť p _ J 
Є ^ - 1 , 
( - P ) ^ 
' " ( m , - 1)! 
( - ^ P Г ^ 











If the condition ii) is satisfied, then the integrals JZJ(T) fW dT on the R. S. 
o 
of (32) for JU = y, y -f 1 , . . . , [v] must vanish. Consequently, it follows from 
(32) in the principal case, that the constants cr(0), cr+1(0), . . . , c[r](0) are 
equal zero, while the other constants c(v)(0), . . . , cr_1(0) are uniquely determi-
ned because of the regularity of the coefficient matrix. 
In the exceptional case, we consider the system (32) with eai,p = 1 (exceptional 
P 
condition). Referring to the condition ii), the integrals J zj(r) f(r) dr for [i — y, 
o 
p 
y + 1, . . . , [v] must vanish and hence the integral J zy_1(T) f(r) dT must vanish 
0 
also. Eliminating the first column and the last row of the coefficient matrix 
in (32), we obtain a system of equations in the constant c(r)+1 (0), . . . , 
c[r](0) with a regular coefficient matrix. Therefore the constants cr(0), . . . , 
C[r](0) are zeros and the other constants c(r)+i(0). . . . , cr_1(0) are uniquely deter-
mited. Clearly the constant c(j>)(0) remains arbitrary. Since the functions c^(t) 
vanish in both cases, (see 30), then the statemetn i) follows from the formula 
*Jt) = y„(t) . c/t) 
13 
R E F E R E N C E S 
[I] R. I. I. Abdel Karim: Studium des Resonanzfalles bei Systemen gewöhnlicher Differentialglei-
chungen. Arch. Rational Mech. Anal. 10, 229 241 (1962). 
[2] R. J. J. Abdel Karim: Über den Resonanzfall bei gewöhnlichen linearen Differentialgleichungen 
n-ter Ordnung mit periodischen veränderlichen Koeffizienten. Archivum mathematicum 
(Brno), T . 3, 11 30(1967). 
[3] R. I. I. Abdel Karim: On the vector Solution of the System of the differential equations x ' 
A(t) x +• f(t). U . pub. in Acta F . R. N . (Bratislava). 
[4] W. Schmeidler: Vorträge über Determinanten und Matrizen mit Anwendungen in Physik und 
Technik. Berlin: Akademie Verlag 1949. 
Summary 
NOTE ON THE PERIODIC SOLUTIONS OF SYSTEMS OF 
ORDINARY DIFFERENTIAL EQUATIONS 
R A H M I I B R A H I M I B R A H I M ABDEL K A R I M 
In this paper we consider the system of equations (*) x — A(t)x f f(t) 
with A(t), f(t) continuous and of period p. Let Y(t) be a fundamental system of 
solutions of the homogeneous system corresponding to (*) such that the constant 
matrix P = Y-1(t) Y(t + p) has the form P = eKp and K has the Jordan canonical 
normal form with the submatrices K„ (for v — 1 , . . ., s) of order mr. In a 
previous paper is proved that to each submatrix K„ of K, there corresponds 
- in certain cases — vector solutions "x(t) such that (**)y x(t) = ^ x ^ t ) has 
v - 1 V s 
the period p. Here (y) = 2 m / « I -> M " 2 m / ' a n d x( l) "~ 2 " x ^ ^ I n t h i s 
I i I 
paper will be mainly investigated, whether the sum (**), which satisfies the 
system of differential equations derived from (*), can be subdivided into pe-
riodic partial sums of the period p. 
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