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Abst ract  
The recent dramatic advances in the field of multimedia systems has made practicable 
the development of an Intelligent Tutoring Multimedia (ITM). In these systems are 
present hypertextual structures that belong to the class of hypermedia systems. ITM de- 
velopment involves the definition of a suitable navigation model in addition to the other 
modules of an Intelligent Tutoring System (ITS), i.e. Database module, User module, 
Interface module, Teaching module. The. navigation module receives as inputs the state 
of the system and the user's current assessment and tries to optimize the fruition of the 
knowledge base. Moreover, this module is responsible for managing the effects of disori- 
entation and cognitive overhead. In this paper we deal essentially with four topics: 
(i) to define a fuzzy-based user model able to manage adequately the user's cognitive 
state, the orientation, and the cognitive overhead; 
(ii) to introduce fuzzy tools within the navigation module in order to carry out moves 
on the grounds of meaningful data; 
(iii) to define a set of functions that can dynamically infer new states concerning us- 
er's interests; 
(iv) to classify the hypermedia ctions according to their semantics. © 1998 Elsevier 
Science Inc. All rights reserved. 
Keywords." User modeling; Hypermedia navigation; Fuzzy calculus 
* Corresponding author. Tel.: 39-89 965 212; fax: 39-89 965 272; e-mail: loia@dia.unisa.it. 
0888-613X/98/$19.00 © 1998 Elsevier Science Inc. All rights reserved. 
P I I :S0888-613X(98)0001 1-5 
272 L. Di Lascio et al. / lnternat. J. Approx. Reason. 18 (1998) 271 303 
1. Introduction 
To investigate the way the user and a system interact is one of the most in- 
teresting topics in the research area of interactive systems. User modeling aims 
to construct a model in order to make predictions about user's behavior, so 
that the system can recognize problems and misconceptions, identify causes 
and suggest appropriate solutions. In such way the system adapts its actions 
to the need of the particular user. In particular, researchers have been ad- 
dressed to the problem of student modeling in the development of ITSs (Intel- 
ligent Tutoring Systems). There have been different approaches to student 
modeling as a result of the complexity of the problem. Many variations of 
the basic models and additional features are discussed in literature [1,2] con- 
firming the importance of user modeling in systems where the interaction with 
the user plays a crucial role. Furthermore, other fields such that information 
retrieval and dialogue systems, require the application of user modeling tech- 
niques. 
It is apparent hat the task of obtaining information about the user and in- 
ferring conclusions on the basis of what is supplied is very important. Addi- 
tional problems arise when standard knowledge-based techniques are used: 
in fact, one has to elicit user's knowledge, represent i in a suitable way and de- 
velop adequate inference engines to carry out the user modeling activity [3]. 
Moreover, the emergence of hypermedia systems requires that the user be mod- 
elled in a more comprehensive way [4]. 
Here we point out that the user's interaction level is expressed in a better 
way when the theory of fuzzy sets is used to tackle the problem of user mod- 
eling. In fact, if classical theory is used to model the user's knowledge then the 
imprecision and the vagueness cannot be adequately managed. 
The recent dramatic advances in the field of mult imedia systems has made 
practicable the development of an Intelligent Tutoring Multimedia (ITM). In 
these systems are present hypertextual  structures (i.e. nonlinear fruition of 
the material is allowed) that belong to the class of hypermedia systems. ITM 
development involves the definition of a suitable navigation model in addition 
to the other modules of an ITS, i.e. Database module, User module, Interface 
module, Teaching module. The navigation module receives as inputs the state 
of the system and the user's current assessment and tries to optimize the fru- 
ition of the knowledge base. Moreover, this module is responsible for manag- 
ing the effects of disorientation and cognitive overhead. 
In the field of ITM, two basic research trends involve: 
1. user models that keep track of the user's mental state. The next mental state 
is to be deduced as a function of the previous one and the results of the cur- 
rent user system interaction. 
2. navigation models, aiming to infer data to be offered to the user and how to 
organize the system. 
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This paper aims: 
(i) to define a fuzzy-based user model able to manage adequately the user's 
cognitive state, the orientation, and the cognitive overhead; 
(ii) to introduce fuzzy tools within the navigation module in order to move 
on the grounds of meaningful data; 
(iii) to define a set of functions that can dynamically infer new states con- 
cerning user's interests; 
(iv) to classify the hypermedia ctions according to their semantics. 
The paper is organized as follows. Sections 2 and 3 recall some basic con- 
cepts regarding ITMs, student modeling and the theory of fuzzy sets. Section 4 
illustrates our basic approach to fuzzy user modeling: in particular, hyperme- 
dia actions are described and their semantics are explicated. In Section 5 fuzzy 
functions are constructed in order to model the user's mental states. Section 6 
is devoted to introduce the fuzzy labels related to the cognitive and psycholog- 
ical states. Section 7 deals with the problem to manage correctly the orienta- 
tion in the database. Section 8 shows how hypermedia action can be 
evaluated. In Section 9 our user model is formally stated and Section 10 dis- 
cusses ome implementation issues. Finally, Section 11 briefly discusses the ob- 
tained results and illustrates ome problems that deserve further investigation. 
2. Designing an intelligent utoring multimedia 
User's navigation within the hypermedia network takes place via actions 
such as answers to questions, choice of a specific hypertextual link, deepening 
on a concept, request of an example, submission of a topic already examined, 
access to a data base. Such actions can involve one or more nodes in the hyper- 
text network and can be linked to specific semantics, i.e. each action can be in- 
terpreted in order to get information about user's cognitive state. In such way 
the system can adapt its behavior to user's needs. In this paper we illustrate the 
basic elements of a fuzzy calculus devoted to manage the user-system interac- 
tion. Our approach includes functions that allow to get quantitative valua- 
tions beginning from qualitative assessments. It is worth noting that 
modeling activity requires further investigation about the architectural ele- 
ments described in the sequel. In particular, we focus our attention on deepen- 
ing on a concept. 
In our approach the user-system interaction is a set of actions and each ac- 
tion is linked to specific semantics; these actions can be described by a set of 
fuzzy variables [5] and related functions such that: 
(i) hypermedia ctions can be classified according to their semantics; 
(ii) the user's state can be represented, including both cognitive and psycho- 
logical elements; 
(iii) the user model is dynamically updated; 
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(iv) the navigation module receives data, described by means of fuzzy sets, in 
order to drive the module's behavior. 
Typical features of an hypermedia system can be summarized as follows [6- 
l l]. 
1. Management of hypermedia topics. 
2. Checking user interactions. 
3. Wide and not-formalized omains. 
4. Free navigation. 
5. Discovery learning. 
6. Ease re-using of hypermedia material. 
7. Assessment of the user's cognitive state through interaction steps analysis. 
8. Problem-solving techniques can be used to diagnose the user's cognitive 
state. 
In order to allow free navigation to the user, the system should adequately 
manage the user model, the navigation module and the user interface. Such 
modules interact with each other in order to adapt the navigation to the needs 
of the specific user. 
The navigation module specifies, on the basis of the information present in 
the user model, the way the user can navigate within the hypermedia data base, 
the level of problems to be shown to the user and the particular examples to be 
given. 
The module "problem-solving evaluator" gives the user solution for a spe- 
cific problem and assesses the learning level for each concept, moreover it rec- 
ognizes the user's misconceptions and his level of attention. 
This module, as we will discuss in more details, can be represented by the 
tuple 
((Cl, Va i l ) , . . . ,  (Ck, Vale), ((M1, C1, f lag), . . . ,  (Mk, G ,  flag)), 
(Attention, Val)), 
where the Ci are the concepts to be learned, Vali denotes the corresponding as- 
sessment, the M, are the user's misconceptions with flag = 0 for possible mis- 
conceptions and flag = 1 in case of misconceptions really occurred. 
In turn, the multimedia database can be described as a directed graph. For 
the sake of simplicity, we assume that the edges connecting hypermedia nodes 
belong to two types: deepening links and referential links. The first type of links 
relates nodes whose contents deepen a particular topic; the other type of links 
refers to nodes that have a general relationship. Of course, several paths can 
lead to a particular node. Fig. 1 depicts the situation in which data about Pi- 
casso can be achieved starting from Spanish painters, from modern one, or 
from the Cubism movement. Each node is associated with a group of problems 
and examples. Moreover, each node contains also the knowledge required for 
the solution of the problems: thus each node is independent from the other 
ones and can be re-used in other contexts. 
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Fig. 1. A simple network. 
2.1. Building dynamics models of user ability 
The user model aims to represent the way that the user's knowledge and be- 
havior are changing in accordance to the interaction with the ITM. The neces- 
sity of this module stems, on the one hand, from the fact that human beings 
have different learning paces and, on the other hand, the same ITM should suit 
different user's needs. Thus the nature of the user modeling process is inherent- 
ly dynamic, and building models of user ability is an exact task, because the 
inherent lack of determinism in learning processes allows to build only partial 
models that try to take into account user's behavior. We note that the promise 
to provide individualized instruction has not yet been completely filled [12,13]. 
The uncertainty stems from several reasons, we just quote ambiguity and mul- 
tiplicity [14]. The ambiguity is related to the fact that user's errors are anyway 
personal mistakes and thus the same error can be caused, in different users, by 
diverse reasons. The multiplicity, in turn, is related to the fact that a wrong be- 
havior in order to solve a specific problem can depend on several misconcep- 
tions and skill deficiencies. 
Several approaches to make user modeling more tractable have been devel- 
oped in recent years: We recall some basic contributions. In the LISP Tutor 
[15] all students are treated assuming that all have the same motives for the 
same actions. The student model gives the same feedback independent of 
any history when it responds to an error of the student. In the Buggy Diagnos- 
tic approach [16,17], the "bugs" of a student are recorded and the solution 
compared with them. The system GUIDON [18] is representative of the over- 
lay model approach. WHY [19] in turn, where the tutor debugs the student's 
knowledge given five categories of bugs, is representative of the Socratic tutor 
approach. In WUSOR [20] genetic graphs are utilized in order to develop new 
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rules beginning from some primitive rules. An intelligent fuzzy temporal rela- 
tional database is described in [21], i.e. an intelligent system which allows to 
incorporate almost any degree of individualization. The system includes a tool 
which decides the variables involved in the construction of an effective student 
record. In the systems SHERLOCK II [14], the fuzzy set approach is used for 
representing and updating discrete student knowledge variables in the avionics 
troubleshooting. 
In this paper a fuzzy-based approach is illustrated: fuzzy variables and tem- 
poral relations are introduced in order to manage the user's navigation in an 
hypermedia network, independently from the specific ITM. The approach 
can manage qualitatively different situations that would be indistinguishable 
in a classic two-valued logic. Table 1 sketches the main elements of our user 
model. Each architectural element is linked with suitable functions and linguis- 
tic variables. In our model, each linguistic variable and each function are up- 
dated at different rates depending upon the type and strength of the evidence 
that appears in a student action.The above mentioned cognitive characteristics 
constitute a partial method for classifying normative and situational behavior. 
These elements will be discussed in the sequel. 
3. The theory of fuzzy sets 
Fuzzy sets were originally proposed by Zadeh [22] in order to manipulate 
classes of objects which do not have precisely defined criteria of membership. 
Such classes, called fuzzy sets, arise in a natural way every time one attempts 
to describe an empirical phenomenon with an amount of vagueness: for exam- 
ple, we could define the following set. 
X = {x/x is a street and x is long}. 
Then one could ask how long a long street is, and if the answer is that a street is 
long if its length is at least 1 km, one would immediately face that, according to 
the definition, given two streets, whose length is 1001 and 999 m, respectively, 
the first should be considered long and the second not. The problem arises 
from the circumstance that the set of long streets is not a set in the ordinary 
meaning because the criterion of membership cannot be defined in precise 
terms. 
In general, given the universe of discourse X, a.fuzz)' subset A of X consists of 
the set of ordered couples 
A = {x, ~(x)} ,  x ~ X, 
where the function #A(X) denotes the grade o/" membership of x to A and its 
range lies in the interval [0, 1], where the value 1 denotes full membership 
and 0 denotes no membership. It is interesting to note that the grade of mem- 
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bership of  an element x in A can be interpreted as the grade of compatibil ity 
between the predicate associated with A and the element x. 
The membership function of  a fuzzy set associated with a predicate can be 
viewed as the grade of possibility that x is the value of  a parameter bounded 
by A. Suppose that Y is a function whose range is X, then the possibility distri- 
bution associated with Y can be viewed as a fuzzy binding of  the values taken 
by Y. A function X --~ [0, 1] is associated with such distribution so that it maps, 
for each x in X, the grade of possibility that Y takes the value x. 
In this paper, we show that the theory of  fuzzy sets allows to model the level 
of  knowledge of a concept. More specifically: 
1. we model the vagueness inherent to the learning of  a specific concept; 
2. we construct dynamically new fuzzy labels by means of  linguistic modifiers 
and related operators; 
3. we build a powerful structure for describing the user's mental state, so that 
the navigation module can use it to take suitable decisions; 
4. we get satisfactory results with reasonable computational  efforts. 
3.1. Basic definitions 
A fuzzy set A in the finite universe of  discourse U is represented as follows: 
A = Z #A(XI)/xJ" 
j l,...,n 
The support of a fuzzy set A is the set of  elements x such that #A (X) > 0; the 
crossover point is the element x E X in which #A (x) = 0.5. The fuzzy set A is said 
normal if there is an element x whose membership function equals 1, otherwise 
it is called subnormal. 
A fuzzy set A is said equal to another fuzzy set B if and only if #A (X) = #e(X) 
for every x E X. 
A fuzzy set A is said to be contained in the set B if and only if #A (X) < #B(X) 
for every x c X. 
The fuzzy set A is said of  the second order if the values of  its membership 
function are ordinary fuzzy sets in the interval [0, 11. 
The term fuzzy number [23,24] denotes a number that either is characterized 
by a possibility distribution or is a fuzzy subset of  real numbers. Usually a fuz- 
zy number is a fuzzy subset, concave or convex, of  the real axis. 
In this paper we use a particular type of  fuzzy numbers, i.e. the triangular 
ones, to model user's mental states. These numbers are characterized by a tri- 
angle-shaped distribution function. Their main advantages can be summarized 
as follows: 
a) they match very well the techniques currently used for the evaluation of  
mental states, 
b) the operation of  mean is closed and simply evaluated, 
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c) they can be easily calculated. 
The concept of linguistic variable has been introduced by Zadeh [5] and its 
values are usually words belonging to the natural language. For example, 
the variable presence could take the values: outstanding, beautiful, average, al- 
most average, disappointing. The term set of a linguistic variable can be de- 
scribed and generated by means of a suitable grammar and some elements 
called primary terms (e.g. fascinating, beautiful and so on). In this article, we 
adopt a strategy described in [25] and will use a sequence of adjacent values 
rather than an infinite set of values in the range [0, 11. Other fuzzy-based ap- 
proaches in the field of Artificial Intelligence can be found in [26-29]. 
4. Classifying hypermedia actions and functions of the user model 
In order to do the navigation, the user carries out actions such as: 
(i) deepening on a concept, 
(ii) asking for an example, 
(iii) backtracking to an already examined topic. 
The possible actions can be grouped into two classes: 
(i) those involving a single node, 
(ii) those involving several nodes. 
4.1. Inter-node links 
After the examination of the topic of a node, the user can start the activity of 
discovery learning passing to other nodes. The passage is related to student's 
cognitive map. Among the many different actions one can recognize the follow- 
ing. 
Direct deepening: Passing from the node A to the node B, the user is dealing 
with the concept Ci (Fig. 2). According to the learning of the node B, the eval- 
uation of C/ must be changed. One speaks of direct deepening when the user 
navigates on a deepening link. 
Indirect deepening." The user moves from the node B to the node C to deepen 
on the topic Ck (Fig. 3). The changes to be carried out on the user model are 
similar to what happens in the direct deepening. 
Backtracking." If the user backtracks from C to A this is a hint that the topics 
of C have not been grasped by the user which decides to examine again the top- 
ic Ck. In case the user asks to examine again the concept Ci, the concepts in B 
are to be evaluated again (see Fig. 4). Of course, the system modifies the assess- 
ment of some concepts and also checks the user's orientation. 
New topic." During the navigation the user could be interested in examining 
new topics without completing the visit of some previous concepts. In the fol- 
lowing example (Fig. 5) the user moves from B to C discarding the visit of the 
nodes linked to B. 
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A 
Fig. 2. Direct deepening. 
A 
B C 
Fig. 3. Indirect deepening. 
If this happens, the user model checks that the user's orientation lies within the 
allowed limits. 
Others:  Actions that cannot be classified as before are managed by the sys- 
tem by checking that the user's orientation is correct. 
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A 
ACTION 
• Ck ~ " 
Fig. 4. Backtracking. 
A 
C 
Fig. 5. Examining a new topic. 
4.2. Inside the node 
During the navigation within a node, the user can make some choices con- 
cerning the topics contained therein. For example, if the node is as in Fig. 6, 
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A 
• c j  
@ 
Fig. 6. A sample node. 
the user can either select the topic Ci, choose a problem or an example• Deep- 
ening this situation, we distinguish the following. 
(i) Select ion o f  a concept." the user wants to learn a particular concept. The 
type of knowledge is basically declarative; 
(ii) Select ion o fan  example." the examples are useful to integrate declarative 
and procedural knowledge; 
(iii) Select ion o f  a problem. • in this way the user gets a procedural skill. The 
best way to assess the cognitive maps is the evaluation of the problem-solving 
approach• It is related to a specific module of the system, and then the user 
model analyzes this assessment to improve the same model. Of course, the dif- 
ficulty of the problem should be proportional to the level of mastery of the con- 
cepts. 
5. Modeling the user's mental states 
We note that so far we lack an integrated theory of the mind [31,32]. How- 
ever, we consider the following schema to relate basic mental elements (Fig. 7): 
Knowledge, memory and learning level are strictly related in our model. About 
the formalization of the mental states, we follow [30]. In fact, we assume that a 
mental model should contain "primitives" related to both cognitive abilities 
(e.g. memorization) and psychological elements, such as emotion and atten- 
tion. Moreover, a practicable mental model must be computable, that is quan- 
titative inferences must be drawn [38]. 
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PERCEPT ION ( i, ACT ION • / 
"\~ / / , '  
EMOTION 
Fig. 7. Relating mental states• 
In our approach the user model contains the following information concern- 
ing the user (see Table 1): cognitive states (CS), psychological states (PS), and 
orientation in the database (OR). 
The presence of different media is vital for the correct management of the 
user's cognitive state. In fact, such variety allows to define a problem so that 
the user is fully involved and the problem-solving technique can be applied. 
This methodology in non-multimedia environments is very difficult to use un- 
less logical or mathematical topics are addressed. In fact, the latter topics are 
very complex but can be adequately formalized in a precise way. The user mod- 
el evaluates dynamically the misconceptions and the level of attention. Thus, 
we consider the user's mental state modelled by the triple MS =(CS, PS, 
OR). The three elements of the triple are fuzzy sets of the second order where 
a distance is suitably introduced. The set of triples is the space of the models of 
the mental states (Fig. 8). 
The concept of mental state as a triple satisfies the conditions imposed by 
Johnson-Laind [30]. The memory consists of a set of procedures for storing in- 
formation for short periods (short-term emory) [31], for managing and re- 
trieving general knowledge (long-term memory) [32]. Further, there is a 
specific subsystem (episodic system) devoted to the management of temporali- 
zed data [33]. 
Table 1 
Functions involved in the user model 
Cognitive states Psychological states Orientation in the database 
B-left shifting Attention Peak 
B-right-shifting Interest Peak difference 
Comparision A-percentage-left-shifting 
Distance A-percentage-right-shifting 
Cognitive change assessment Extended distance for mental states 
Cognitive state distance 
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cs  
Fig. 8. Modeling mental states. 
More specifically, the long-term memory [34] receives the data selected by 
the short-term emory and stores them: moreover, it is in charge for retrieving 
information when necessary. The short-term emory [35] is a working memory 
and selects the appropriate inputs arriving from the system. The interaction 
with the system can be partially described by the set of functions listed below. 
We note that the list of functions related to short- and long-term memories re- 
lies on the theory developed by Baddeley [34]. 
Our approach to user model for hypermedia system describes the user's cog- 
nitive state starting from the information available during the session. The 
strategy of navigation is selected by the navigation module according to the da- 
ta present in the user model. More precisely, the system utilizes the user model 
to recognize which links are allowable, determines dynamically the cognitive 
state starting from the learning occurring, keeps track of the user's hypermedia 
actions of the user in order to model his mental state and finally selects the level 
of difficulty of the examples and problems to be shown to the user. 
6. The cognitive states 
In this section we show how fuzzy label and functions can be attached to the 
cognitive elements listed in Table 1. The cognitive state represents the evalua- 
tion that is assigned to the user for each learnt concept Ci and for each miscon- 
ception Mi. Our interest is to extract what the user knows (UK) and which 
misconceptions are (UM). 
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6.1. Constructing.fuzz),  labels" Jor cognitive states 
We want to construct a set of fuzzy labels that model UK and UM and a set 
of operations on these labels. For example, students in the Italian educational 
system are usually rated by numbers ranging between 2 and 10. The sufficiency 
is rated 6. Thus, for instance, the membership function would be as follows: 
/ / su f f i c ient (6 ) -  1, 
/ ,sufficient(N) = 0 ,  
,Usumcient(5.5 ) = 1/2. 
Thus, the overall rating in [0, 11 can be depicted as follows (Fig. 9). These labels 
are triangular fuzzy numbers and can be represented by the triple (a, b, c) that 
represents he values corresponding to the possibility 0, 1,0. For example, good 
= (0.7, 0.8, 0.9) [391. 
The membership function of a label Y = (a, b, c) is 
py(x) = (x -a ) / (b -a )  i f  a<~x<~b, 
,~(x) = (x -c ) / (b -c )  if b<.x<~c. 
The cross-over points are in x = (b + a ) /2  and x = (b + c)/2. The labels "very 
poor" and "outstanding" can be regarded as isosceles triangles, provided that 
the areas beyond the limits are not taken into account. 
Thus the cognitive state CS is a fuzzy set whose elements have the form (con- 
cept, label). 
POSSIBILITY 
complete poor fairly sufficient vet?/sufficient good outstanding 
lack 
vet?/poor fairly poor sufficient fairly good very good 
. / I\\ ,' , . . . . . . .  ,, ,, ,,",, /i 
I 
k // , ',, 
i ,"" / "~\ ,,' , ,/ / \ 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 I 
Fig. 9. Depicting user knowledge. 
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CS = ((G~, labeli~ ), (Ci~, labeli2),...), 
where the membership function ~CSL, K returns values E {complete lack, 
. . . ,  outstanding} and the universe of discourse X = {set of concepts to be 
learned}. 
For each concept, the user's best assessment is reported. This information is 
useful to determine whether it is reasonable to accept a sudden variation of CS: 
big variations of CS are acceptable only if the new value does not go beyond 
the best entry of a specific item. 
In case the assessment concerning the concept C~ changes from "very good" 
to "good", the element in CS for C1 changes to (C~, very good, good) and in 
such way also the previous knowledge states can be tracked. 
Thus, starting from the strings CS, one gets, for each concept, an exhaustive 
representation of the user's cognitive states. The sequence of strings allows 
the system to construct he path followed by the user during the learning pro- 
cess and, in such way, the navigation module can suit its action to the user's 
needs. 
6.2. Fuzzy labels for misconceptions 
Our model can also be used to evaluate at what level the user is affected by 
misconceptions, i.e. wrong concepts considered by the user. The system mea- 
sures the user's confidence grade in the misconception M that misleads the user 
in grasping the concept C. 
In order to manage the misconceptions M~, new fuzzy labels are introduced 
to model the user's confidence grade about the correctness of his misconception 
(Fig. 10). I f  CS = ((G, label~,, label~2), (Cj, labelj,, labelj2),... , (M~, labeli, G), 
...) then the membership function #cs~K returns values E {complete 
lack ..... outstanding}, #cs~M returns values c {complete lack , . . ,  absolute}. 
The universe where CS is defined is U = X U X' where X = {set of concepts to 
be taught} and X' = {set of misconceptions}. 
6.3. Handling fuzzy labels for cognitive states 
Now we have to consider some operations concerning the above mentioned 
labels and that are consistent with the user knowledge level. 
6.3.1. B-left-shoOting 
Basically, carrying a B-left-shifting on a label Y = (a, b, c) means to shift it 
by a quantity B and get the new label: 
B r = (a - B, b - B, c - B); B belongs to [0, 0.1]. 
From the analytical point of view, one has: 
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POSSIBILITY 
complete low middle high absolute 
lack 
very low middle-low middle-high ~~ / ve gh /] 
\', / \ /' 
/ '\ / // ii 
0 1/8 2/8 3/8 4/8 5/8 6/8 7/8 1 
F ig.  10. Dep ic t ing  user ' s  conf idence  grade .  
B - left: (labe!i, B) -~ (new - label/). 
Starting from these labels new labels can be obtained whose values range be- 
tween the extrema of the interval. 
Suppose that: 
Good = [0.7, 0.8, 0.9], B -- 0.03 
(0.03) °°°d = (0.67, 0.77, 0.87) 
(0.1) °°°d = (0.6, 0.7, 0.8) - fairly good. 
The following figures (Figs. 11 and 12) depict only some of the possible values 
taken by B-left-shifting. 
In a similar way the operation B-right-shifting can be defined. 
6.3.2. Comparison 
We define a comparison operation among labels that is consistent with the 
user knowledge level. 
The operation can be defined as follows. 
V: (label, op label2) --+ (true, false), 
whereop  ~{<,~<,=,  >~ >}. 
Given two labels X and Y, the result of  their comparison is given by 
true iff there is x and y such that (#x(x) = 1 and 
V(X op Y) = /&(y) 1 and (x op y)), 
false otherwise. 
For  example, let us consider the following labels: 
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POSSIBILITY 
good 
(0.03) 
fairly ~ ~ -  good 
good ~ 
0.6 0.67 0.7 0.77 0.8 0.87 0.9 1 
Fig. 11. Depicting Bqeft-shifting. 
POSSIBILITY 
outstanding outstanding (o.1) 
0.8 0.9 
Fig. 12. Depicting B-left-shifting. 
good = [0.7, 0.8, 0.9], 
fairly good  = [0.6, 0.7, 0.8], 
suff icient = [0.4, 0.5, 0.6], 
very poor  = [0, 0.1,0.2] .  
Then,  one has: 
V(fairly good  < good)  = true, because there are x = 0.7 and y = 0.8 such that 
Pf, irly good (0.7) = 1, Pgood (0.8) = 1 and 0.7 < 0.8. In a s imi lar way,  one can eas- 
ily veri fy that V(sufficient < very poor )= false. 
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6.3.3. Distance between two labels 
The distance operator should be compatible with the user's knowledge state. 
For example, if the users are characterized as "very good", "good"  and 
"poor" ,  respectively, about the concept Ci, the distance between "very good" 
and "good"  should be less than that the distance between "good" and "poor" .  
We define the distance between two labels as the distance between their vertices 
(peaks). From the formal point of view one has: 
Peak:  (labeli) ~ I0, 1] 
Peak(labeli) = vali, 
where IL label/(vali) = 1 
Peak-diff : (label~, labe!j ) ~ [0, 1] 
Peak-diff(labeli, label j) = Ivali - valjl ~ 
where vali -- Peak(label~) and valj = Peak(labelj). 
Finally, 
Dist(label~, label j) = Peak-diff(labeli, label j) 
For  example, in the following figure (Fig. 13) one has, considering the label 
"good"  and a B-left-shifting equal to 0.1: 
good = [0.7, 0.8; 0.9], 
(0.1) g°°d = (0.6, 0.7, 0.8) = fairly good 
distance(good, very poor) 
= Ipeak-difference(0.8, 0.1)l 
= 0.7.distance(fairly good, good) 
= Ipeak-difference(0.7, 0.8)1 = 0.1. 
POSSIBILITY 
very sufficient fairly good 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 13. Depict ing distance. 
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This function satisfies the three classical properties of the distance function. In 
fact, if X, Y and Z are three labels, one has: 
a) Dist(X,X) = 0; 
b) Dist(X, Y) = Dist(Y,X); 
c) Dist(X, Z) ~< Dist(X, Y) + Dist(Y, Z). 
6.3.4. Cognitive change 
This operation measures the user's cognitive change by using the above de- 
fined distance function. We note that the function distance allows to attach a 
crisp value to the change of two labels. In order to evaluate the user's cognitive 
change, in two different moments concerning a specific concept Ci, it is neces- 
sary to know the value of the distance function and, additionally, whether the 
learning process has affected positively or negatively the user's learning pro- 
cess. A function that satisfies this couple of conditions can be defined as fol- 
lows: 
Var:  (label,,labelj) ---+ (crisp, direction), 
where crisp = Dist(labeli, labelj) and direction E {0, 1}, where 
0 = improvement i f f  V(label~ > labelj) = true 
1 = worsening i f f  V(label~ > labelj) = false. 
For  example, Var(poor, fairly good) = [Dist(poor, fairly good), direction] = 
(0.5,0). 
6.3.5. Extending the distance to cognitive states 
The distance between two cognitive states CS~ and CS2 is given by the sum 
of the distances between the evaluations (in CS~ and CS2) of  the concepts and 
the misconceptions. 
In case a concept or misconception does not occur in both cognitive states, 
one can assume that the concept or misconception is present with the worst 
value. More precisely, given the cognitive states CS~ and CSj described as 
follows. 
CSi = ((C,~, labeli~ i, labeli~2), 
(Ci2, labeli21, labeli22),..., (C,.~, labelikl, labeli~2), 
(Mi,, labeli,, Cz, ), (M,. 2 , label~ 2 , C~2),..., (M,~, label~, Cik)), 
CSj = ((C/~, label j, 1, labelj,2), 
(Cj2, labeli_~ 1, labelj_,2),..., (G~, labelj~ ~, labeb~2),  
((Mj,, label/,, Cl ), (M~2, labelj2, C2) , . . . ,  (Mj~, labelj~, Cj~ )), 
first one evaluates the following string associated with CS~: 
290 L. Di Lascio et al. / Internat. J. Approx. Reason. 18 (1998) 271~03 
{(C/1 , label/~ 1 - label/,2), (Ci_,, labeli~l 
- labeli22),..., (Cik, labelik i -- labelik2), (Mi,,  label/, 
- [0, 0, 0], Ci, ), (Mi2, labeli2 - [0, 0, 0], Ci_~ ) , . . . ,  (M~, label~ 
- [0, 0, 0], c~)> = ((c~, ,x i , ) , . . . ,  (c,~,x~), (M~,,xik+,),..., (M,k,x~2~)). 
Similarly one has the string for CSj and finally one can define the distance be- 
tween two cognitive states as follows. 
"~ \211/2 Dist(CSi, CSi )  = [(x~ - xj,)~ +- . .  + (xi2~ - xj2k) j . 
6.4. Def in ing psycho log ica l  s tates  
In order to assess the user's psychological state we use the cognitive variable 
"attent ion".  This variable plays a fundamental  role because if the attention 
fades, learning becomes more difficult and a wrong answer might not be caused 
by a misconception. Moreover,  the cognitive overhead, due to the limitation of 
the quantity of information manageable by sensorial channels, can also be de- 
tected by noticing fading attention. Suitable psychological tests can assess the 
user's attention when the system is used for the first time. This cognitive vari- 
able could be modelled by the fuzzy labels shown in Fig. 14. Thus the psycho- 
logical state (PS) is a fuzzy set of second order, where the universe 
U= {attention, interest} and the membership function /tvs return values 
E { low, . . . ,  high}, and PS is defined as follows: 
PSk = ((Attention, label~ k), (Interest, labeljh)), for time t = tk. 
The distance between psychological states follows the same approach of the 
distance established for cognitive states. 
low middle-low midd le  middle-high high 
"\,\ / 
0 1/4 2/4 3/4 
Fig. 14. Depicting attention. 
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We note that although the values of the labels " low" and "high" are referred 
to the values 0.2 and 1, it does not imply that values lower or greater are not 
allowed. In fact, values lower than 0.2 are represented by the label low and val- 
ues greater than 1 by the label high. The reason for this choice is simply that in 
such way labels are still triangular numbers and can be easily computed. The 
above defined functions (e.g. shifting, distance) can be also applied to the vari- 
able attention. 
The "interest" is another linguistic variable that can describe the user's psy- 
chological state. The following indices could be used to assess the user's inte- 
rest: 
average length of the depth path, 
average length of the breadth path, 
average duration of visit of a node, 
average duration of a session. 
7. Managing orientation in the database 
In order to evaluate the user's orientation suitable psychological tests can be 
used. The fuzzy labels used to characterize the psychological state can also be 
used for the orientation (Fig. 15) and the functions previously defined can 
modify also these labels. Thus the cognitive variable attention is a fuzzy set 
of the second order, where the universe U = {orientation} and the membership 
function return values c {low,.. .  ~ high}. Orientation State (OS) is defined as 
follows: 
low middle-low middle middle-high high 
, / ' . ,  / \  ~, 
0 1/4 2/4 3/4 
Fig. 15. Depicting orientation. 
292 L. Di Laseio et al. / Internat. Z Approx. Reason. 18 (1998) 271 303 
OSk =((or ientat ion,  labeli~)), for time t = t~,. 
The distance between orientation states follows the same approach of the dis- 
tance established for cognitive states. 
Now we can consider some operations concerning the labels that are used to 
change dynamically the evaluation of  this variable by using the operation peak 
and peak-diff as defined in Section 6.3.3. 
7.1. A-percentage-left-shifting 
The function is defined as follows: 
A-percentage-left-shifting (Initial-orientation, Percentage) New Label, with 
new label is a fuzzy number [xl,x2,x3], where xl is (Peak (Initial-orientation) 
- Peak (Initial-orientation) × Percentage) - constant, x2 is Peak (Initial-orien- 
tation) - Peak (Initial-orientation) × Percentage, x~ is (Peak (Initial-orienta- 
tion) - Peak (Initial-orientation) × Percentage) + constant. 
Considering the order in Fig. 15, constant is 0.25, and supposing that Ini- 
tial-orientation = high, and percentage -- 30% we obtain a new label as depic- 
ted in Fig. 16. The percentage depends on the structure of  the multimedia 
database, on the cognitive traits of  the user and on the navigation within the 
database.The definition of  the function A-Percentage-Right-Shifting s deduced 
analogously. 
7.2. Extended distance .for mental states 
Given two mental states 
MS~ (CS1,PS~,OR~) and MS2 = (CS2,PS2, OR2), 
their distance is defined as follows. 
Apercentage-Lefl-Shifting(high,30% ) 
0.45 0.9 0.95 1 
Fig. 16. Depict ing A-percentage-left-shifting. 
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Dist(MSl, MS2) = Dist(CSl, CS2) + Dist(PS l , PS2) + Dist(ORt, OR2). 
This formula is computationally heavy, thus the system only evaluates the 
distances between the attention, the orientation, the concepts and misconcep- 
tions that might be changed after the last assessment. 
8. Evaluating the hypermedia ctions 
The user model should be updated according to the changes in the user's 
mental state inferred from single actions. Thus the model has to evaluate such 
actions. Depending on the user's mental state and the type of action, the model 
selects the functions to be activated and their correct sequence. The set of the 
functions designed to evaluate the different actions is named "strategy func- 
tion" of the user model. A crucial role for such evaluation is played by time 
analysis. When the user carries out an action, its duration is analyzed and then 
it is compared with the user's usual behavior. Consequently the system can di- 
agnose whether this action is motivated by learning needs or there are problems 
concerning the orientation. 
8.1. The evaluation function "backtrack" 
This function is useful to update the evaluation of a concept, when the 
knowledge level of the topics is changed because of a deepening. 
Suppose that the user presently is in node A and wants to deepen on the 
knowledge of the topic Ci. Suppose that the navigation leads him to the node 
B. It is clear that the evaluation of Ci is no longer correct: it must be updated 
for the concepts that represent a deepening on (7,.. 
The function includes four basic steps. 
1. compute the mean on the evaluations related to the concepts of the node 
where the user presently is (in Fig. 17, Ck and C,); 
2. carry out the B-right-shifting of the mean; 
3. compute V(evaluation C~ < B-right-shifting of the mean), where Ci is the 
concept deepened from the topics present in the current node; 
4. if at step 3 the result is "true" then the quantity B-right-shifting of the mean 
is assumed as the evaluation of the knowledge of C~. 
8.2. The evaluation function "orientation" 
This function is applied when the system deduces, because of the user's ac- 
tions, that the user has lost the orientation. 
The user's orientation involves the following elements: 
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A 
q 
B 
• Ck  Cs  
CD--<Z  
Fig. 17. Updating the evaluation of a concept. 
(a) structure of  the hypermedia data base, 
(b) user's cognitive traits, 
(c) user's navigation. 
The first two elements give rise to four fuzzy labels: 
(a) depth variation, 
(b) breadth variation, 
(c) change related to the duration of  session, 
(d) change related to the visit of  the node, 
whereas the third element is represented by the four elementary indices. 
Orientation indices are as follows. 
O~ = (length of  depth current path - length of  depth average path), 
02 = (length of  breadth current path - length of  breadth average path), 
03 = ((current ime - start time) - average duration of  session), 
04 = (duration of  a visit - average duration of  a visit). 
The basic steps for evaluating the function are as follows. 
1. compute the values of  0,; 
2. compute the mean related to  ]dVar_Depth(O1) , ,t/Var_Breadth(O2) , [/Var-Duration-Session 
(03), ]/Var-Visit-Node (04); 
3. compute A-percentage-left-shifting (initial-orientation, 1-mean) and the re- 
sult is considered as the current user's orientation. 
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It is worth to emphasize that in step 2 all the values get the same weight: this 
fact means that all the quantities Oi are considered as representative of the us- 
er's orientation. 
8.3. The validation function for  the cognitive changes 
This is the most complex function among those devoted to evaluate the ac- 
tions; its goal is to verify the validity of the cognitive variation according to: 
the type of variation, 
user's bent to the learning. 
In order to recognize the type of variation, the operation Var, previously de- 
fined in Section 6.3.4, is used. For the second information, the fuzzy label Va- 
lidity-of-Cognitive-Change is herein introduced. 
The values of the fuzzy label Validity-of-Cognitive-Change ar
{low, middle-low, middle, middle-high, high}. 
Validity-of-Cognitive-Change is used to establish a relationship between the 
change concerning the knowledge of a concept and the possibility that such 
cognitive change may correspond to reality. 
9. Formalizing the user model 
From the formal point of view, the user model can be described by the triple: 
UM = (RD, DMF, ES) 
where RD denotes Relevant Data, DMF stands for Data Manipulation Func- 
tions and ES represents he Evaluation Strategy. More precisely RD is the tri- 
ple (Mental State (MS), Short-term memory, Long-term memory). 
The long-term memory (LTM) contains the data concerning the previous 
use of the system from the system by the user. In turn, the short-term emory 
(STM) contains data concerning the use of the system in the current session. 
The LTM consists of: 
(i) number of sessions, 
(ii) average duration of session, 
(iii) greatest duration of session, 
(iv) least duration of session, 
(v) length of depth.average path, 
(vi) length of depth maximum path, 
(vii) length of depth minimum path, 
(viii) length of breadth average path, 
(ix) length of breadth maximum path, 
(x) length of breadth minimum path. 
296 L. Di Laseio et aL / Internat. J. Approx. Reason. 18 (1998) 271 303 
For each node: 
number of visits, 
duration of average visit, 
greatest duration of visit, 
least duration of visit, 
average duration of visit, 
For each problem solved: 
assessment, 
tracks of the sessions for statistical purposes. 
The STM, in turn, contains the orientation indices Oi and other relevant infor- 
mation: 
number of the session, 
starting time, 
length of depth current path, 
length of breadth current path. 
For each node: 
number of visits, 
average duration, 
maximum duration, 
minimum duration, 
average duration of the visits. 
For each problem solved: 
tuple concerning the assessment, 
orientation indices, 
track of the session, 
flag of cognitive overhead. 
For the sake of simplicity, we have considered some of the most important 
among these features. This reduction does not modify the conceptual frame- 
work here described. 
DMF: In general, each function has the following form 
DMF:  (MS, STM, LTM)~ (MS',STM') 
and is used to infer a new mental state and a new STM. 
ES: This strategy is defined according to the type of navigation carried out 
by the user in that moment. For each action performed by the user, ES returns 
a subset of DMF suitable for the evaluation of the given action. More precisely 
ES : DMF × Action ~ {DMFI . . . . .  DMFk}. 
10. Implementing the user model 
We show how suitable production rules can be defined in order to develop 
the user model. 
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The user model is in charge for evaluating the user's action. Beginning from 
the mental state stored in the model and according to the specific action, the 
model decides which functions have to be activated and the correct sequence 
of activation. The step "action evaluation" coincides with the "strategy func- 
tion" of the user model. Time analysis plays an important role in order to cor- 
rectly evaluate user's actions: in fact, the duration of the action should be 
compared with the standard one and with the average one for the user, in such 
a way one can detect whether the action stems from a learning need or from 
user's disorientation. 
Several rules can be defined in order to implement the strategy function, two 
of them are reported below, as an example: 
RI: if (Action-Arrival-Node = Direct or Indirect Deepening) then 
{if (Action = Selecting a concept and Fruition time compatible with the 
one foreseen at author level) then 
{carry out a 0.1 right-shifting of the evaluation of the concept (if less 
than average), 
Recall the validation function for cognitive changes, 
Increase Attention until 10% max value of Attention (if the value was 
lower), 
Recall backtrack evaluation function}, 
if (Action = Concept selection and Fruition time greater than the one 
foreseen at author level) then 
{decrease Attention by 10%}, 
if (Action = Concept selection and Fruition time lower than the one 
foreseen at author level) then 
{Nothing}, 
if (Action = Instance and Fruition time compatible with the one foreseen 
at author level) then 
{Carry out a 0.1 right-shifting of the concepts related to the instance, 
Recall the validation function for cognitive changes, 
Increase Attention (if lower than max value of Attention) according to 
the difficulty of the example, 
Recall backtrack evaluation function}, 
if (Action = Instance and Fruition time not compatible with the one 
foreseen at author level) then 
{Carry out a 0.1 left-shifting of the concepts related to the instance, 
Recall backtrack evaluation function, 
Recall the validation function for cognitive changes, 
Decrease Attention (if lower than max value of Attention) according to 
the difficulty of the example}, 
if (Action = Vision data present in a note) then 
{Carry out a 0.05 right-shifting of the concepts related to the note, 
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Recall backtrack evaluation function, 
Recall the validation function for cognitive changes, 
Set Attention (if lower than max value of Attention) to 10% of max val- 
ue of Attention}, 
if (Action = Problem) then 
{wait for evaluation tuples from the evaluation module, 
Recall the validation function for cognitive changes, 
Recall backtrack evaluation function}}. 
R2: if (Action-Arrival-Node -- Return) then 
{Recall the evaluation function Orientation 
if (Action = Selecting a concept and Fruition time compatible with the 
one 
foreseen at author level) then 
{Set concept evaluation to fairly good if its value was greater than fairly 
good or Carry out a 0.05 left-shifting if it was lower, 
Decrease the rating of the concepts of the node on the lower level devot- 
ed to specializing the topic, in case the concepts had been evaluated, 
Recall the validation function for cognitive changes, 
if the concept had not been evaluated or the concepts present in the 
specializing node had not been evaluated then proceed as in RI }, 
Set Attention to 10% max value of Attention (if the value was lower), 
if (Action - Concept selection and Fruition time lower than the one 
foreseen at author level) then 
{Nothing}, 
if (Action = Concept selection and Fruition time greater than the one 
foreseen at author level) then 
{Set concept evaluation to fairly good if its value was greater than fairly 
good or Carry out a 0.1 left-shifting if it was lower, 
Decrease the rating of the concepts of the node on the lower level, devot- 
ed to specializing the topic, in case the concepts had been evaluated, 
Recall the validation function for cognitive changes, 
Decrease Attention by 10%, 
If the concept had not been evaluated then proceed as in R1}, 
if (Action - Instance and Fruition time compatible with the one foreseen 
at author level) then 
{Carry out a 0.1 right-shifting of the concepts related to the instance, 
Recall the validation function for cognitive changes, 
Increase Attention (if lower than max value of Attention) according to 
the difficulty of the example}, 
if (Action = Instance and Fruition time lower than the one foreseen at 
author level) then 
{Nothing}, 
if (Action - Instance and Fruition time greater than the one foreseen at 
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author level) then 
{Carry out a 0.1 left-shifting of the concepts in the instance, 
Decrease the rating of the concepts of the node on the lower level, devot- 
ed to specializing the topic, 
Recall the validation function for cognitive changes, 
Decrease Attention by 10% according to the difficulty of the example}, 
If (Action = Examining data in a note) then 
{Carry out a 0.05 right-shifting of the concepts in the note, 
Recall the validation function for cognitive changes, 
Set Attention to 10% of max value of Attention (if lower)}, 
if (Action = Problem) then 
{Wait the tuple coming from the problem-solving evaluator module, 
Recall the validation function for cognitive changes, 
Modify the rating of the concepts of the node on the lower level)}. 
These rules establish for each action performed by the user, the related evalu- 
ation/validation functions that lead to a new cognitive state. At this point other 
rules are activated in order to estimate the cognitive validity of the action. 
More precisely, this kind of rules verify the effect on the user mental state. 
The following six rules are part of the inference ngine and implement the 
above introduced validation rule for the cognitive change. In the pseudo-code 
Vali denotes the current assessment about the knowledge of the concept C,., 
P Vali the assessment to be evaluated, Vali the cognitive valuation, M~ a mis- 
conception related to the concept Ci. 
RI: if (G has been forgotten and V(PVali < Vale) = True) then 
{accept he proposed evaluation} /* the user understands the concept */ 
R2: {Calculate Var(PVali, Vale) 
if (Vari is a worsening) then 
{Evaluate #Val Cognitive_Change (Vali) 
if (~Val Cognitive_Change(Vali) is too small) then 
{Reduce Attention by 20%, 
Cancel all changes carried out to the mental state 
during the last call of the function} else 
{Set B =/~Val Cognitive_Change (Vali), 
Carry out the B-right-shifting (PVali) and 
consider it as the new evaluation of Ci} else 
/* Vali is an improvement) */ 
{Evaluate ~Val Cognitive_Change (Vali), 
if (~Val Cognitive_Change (Vali) is too small) then 
{if (during the session other evaluations are present 
greater or equal to PVali) then 
{Accept the proposed evaluation}, 
/* the user had learnt the concept previously */ 
} else 
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{Set B -- ~Val Cognitive Change (Val,), 
Carry out the B-left-shifting (PVali) and consider it 
as the new evaluation of Ci, 
if (V (new evaluation > best evaluation) = true) then 
Store the new evaluation as the best})}. 
R3: if (Mi is not in the Cognitive State and is marked as used) then 
{Insert the triple (Mi, average, C, ). 
R4: if (Mr,. is in the Cognitive State and is marked as used) then 
{Carry out a 0. l-right-shifting of the confidence level assigned to M, and 
consider it as the new evaluation of the user's confidence in the miscon- 
ception). 
R5: if (Mr,- is in the Cognitive State and has not been utilized) then 
{Carry out a 0. l-left-shifting of the assigned label consider it 
as the new evaluation of Mi, 
if (Ci is present in the tuple and its new evaluation is greater than Good) 
then {Mi is extracted from the Cognitive State}}. 
R6: if (Attention very lower than Ideal-Attention) then 
{cancel all changes carried out during the last call of the function}. 
11. Concluding remarks 
The understanding and representation f a user's behavior involved in a task 
is a difficult problem [40]. This work represents the extension of our previous 
proposal of fuzzy user modeling [41] by taking into more account the mod- 
elization of user's state via fuzzy attributes. 
The basic results contained in this paper can be summarized as follows: 
definition of the space containing the models of the user's mental states; 
definition of suitable function to navigate within this space; 
classification of hypermedia ctions according to their semantics; 
definition of a suitable data structure to represent the models of the mental 
states. 
The above mentioned space is the set of the triples (CS, PS, OR). The triples 
are able to represent not only the user's cognitive state but also the current psy- 
chological state and his orientation. This approach is important because disori- 
entation and cognitive overhead are the two basic problems to be tackled about 
navigation. It is worth to emphasize that this sophisticated modeling is possi- 
ble, thanks to multimedia characteristics that allow us to manage highly infor- 
mative interactions. 
A second important aspect of our approach involves the definition of suit- 
able functions that allows us to build new user's mental states. The most rele- 
vant function is that for evaluating hypermedia ctions. In fact, it is possible, 
by selecting the appropriate functions, to infer the user's mental state in such a 
way the user navigates within the knowledge base. 
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However, also the function evaluating the orientation and the function for 
validating the cognitive variations play relevant roles within the user model. 
In fact, the first function dynamically evaluates the user's orientation on the 
structure of the data base, the user's cognitive traits, user's navigation. In such 
way the system is aware of the user's orientation and can activate the best strat- 
egy to avoid that the disorientation occurs. On the other hand, the second func- 
tion is able to individualise, on the user's cognitive traits, the validation process 
concerning the user's cognitive changes. In such way, the user's mental state 
can evolve smoothly. 
About the classification of the hypermedia actions according to their seman- 
tics, building two classes, one for actions internal to nodes and the other for 
actions related to different nodes, we get information about the user's moves 
in the knowledge base and how the corresponding cognitive state changes. 
Moreover, the user's actions concerning a node can be evaluated as the user 
has reached the node itself. 
In order to represent the mental states, suitable fuzzy labels and operations 
have been introduced: this approach allows to manage the intrinsic imprecision 
concerning the definition of the mental states. Moreover, new labels can be dy- 
namically obtained so that the current mental state can be adequately de- 
scribed. 
About the possible future developments of this approach, we note that cer- 
tainly the user's psychological state can be precisely described only if the num- 
ber of cognitive variables taken into account is suitably increased. For example, 
frustration is deeply affected by lack of orientation and cognitive overhead so 
that this variable should be adequately managed. Moreover, the classification 
of hypermedia ctions should be improved by taking into account he actions 
that modify the hypermedia data base. For example, it is important o deter- 
mine the meaning of this new link and how the user's cognitive state is affected 
by this event. An other research aspect hat we are currently developing consists 
in adopting an evolutionary hybrid framework in which fuzzy agents modelize 
the user's action exploiting cooperative strategies based on fuzzy classification 
[42] by exploiting concurrent and distributed computing [43]. 
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