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制約充足問題における体系的探索手法の
効率化についての検討




















Towards an Improvement of Systematic Search Methods for Constraint Satisfaction
Problems
Yasuo NAGAI
In this paper, we describe and discuss improvement methods of systematic search for constraint
satisfaction problems. Effectiveness of these improvement methods is shown using application of
these methods to map coloring problem.
Keyword：constraint satisfaction problem, search, backtrack, algorithm, efficiency
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・変数集合：V＝｛v１, . . . ,vn｝，各 vi は互いに独立な
変数。
・ドメイン: 離散値の有限集合Di＝｛di1 , . . . ,dim｝，i
＝1, . . . ,n，dij（j＝ 1, . . . ,m）は数値または記号値
をあらわす。各変数 vi には Di の要素である値 dim
が割り当てられる。
・制約集合：C＝｛c1, . . . ,cl｝．ここで、各 ci は制約で、
それは次のような等式















変数 v1, v2, . . . ,vn を要素とする集合 V 、各変数に対す
るドメインD1, D2, . . . ,Dn を要素とする集合 D および
c1, c2, . . . ,cn を要素とする制約（n 項関係）集合から構
成され、三つ組（V, D, C）により表現される。n 個の
変数 v1, v2, . . . ,vn に対する制約 c（v1, v2, . . . ,vn）とは、








する。つまり、変数集合｛vi1, . . . ,vik｝の具体化とは、
順序付けされたペアのタプル（〈vi1, ai1〉, . . . ,〈vik , aik〉）
を表す。但し、各ペア（〈v, a〉）は変数 v への値 a の
割り当てを、a は v のドメインを示す。このような変
数集合の具体化は（v1＝a1, . . . ,vi＝ai）と表現する。た
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とえば、（〈v1, a1〉, . . . ,〈vi, ai〉）は a¯＝（a1, . . . ,ai）と表
す。






























































・初期状態 s0 ∈ S 
　値が割り当てられていないすべての変数 

















































































４　　while １≤ i ≤ n 
５　　　SELECT-VALUEから求めた値を vi とする 
６　　　if vi is null 
７　　　　i ← i －１ 
８　　　else 





























２　　while D'i が空ではない 
３　　　a ∈ D'i から任意の要素を選択し、D'i から a を削除 
　　　　する 
４　　　if 変数 v1 から vi－1 までの値の割り当て（ai－1）が 














３　　D'i ←Di  
４　　latesti ←０ 
５　　while１≤ i ≤ n 
６　　　SELECT-VALUE-GBJで求められた値を vi とする 
７　　　if vi is null 
８　　　　i ← latesti
９　　　else













２　　while D'i が空ではない 
３　　　a ∈ D'i から任意の要素を選択し、D'i から a を削除 
　　　　する 
４　　　consistent ← true 
５　　　k ←１ 
６　　　while k ＜ i  and consistent 
７　　　　if k ＞ lastesti 
８　　　　　latesti ← k
９　　　　if 変数 v1 から vk までの値の割り当て（ak）が 















２　　D'i ← Di for１≤ i ≤ n 
３　　i ←１ 
４　　while１≤ i ≤ n 
５　　　SELECT-VALUE-FORWARD-CHECKINGで求められ 
　　　　た値を vi とする 
６　　　if vi が null 値である 
７　　　　i ← i －１ 
８　　　　vi に最後に値が割り当てられる前に、各 D'k（k ＞ i）
　　　　　をリセットする
９　　　else












・変数集合：V＝｛v１, . . . ,vn｝，各 vi は互いに独立な
変数。
V＝｛v1（＝領域１），v2（＝領域２），v3（＝領域３）｝
・ドメイン：離散値の有限集合Di＝｛di1 , . . . ,dim｝，i
＝1, . . . ,n，dij（j＝ 1, . . . ,m）は数値または記号値
をあらわす。
D1＝｛red , green , blue｝, D2＝｛red , green｝,D3＝
｛green｝
・制約集合：C＝｛c1, . . . ,cl｝．ここで、各 ci は、vi と
vj と隣接していれば、vi と vj は同じ色を塗れない
（vi vj）という制約をあらわす。




























２　　while D'i が空ではない 
３　　　D'i から任意の要素 a を選択し、D'i から a を削除する 
４　　　for i ＜ k ≤ n となるようなすべての k 
５　　　　for D'k の要素であるすべての値 b 
６　　　　　if 変数 v1 から vk までの値の割り当て（ak）が変 
　　　　　　　数 vi への値 a の割り当て（vi＝a）ならびに変 
　　　　　　　数 vk への値 b の割り当て（vk＝b）と整合関 
　　　　　　　係になれば 
７　　　　　　D'k から b を削除する 
８　　　　　　if D'k が空




















に対して、変数の順序（v1 → v2 → v3）が与えられた
場合の探索木が図11で示される。図12は、変数の順序
（v2 → v3 → v1）が与えられた場合の探索木を、図13は、


























静的な変数の順序（v3 → v2 → v1）が与えられた場合
のバックトラックにより作られる探索木を示してい
る。探索木では、６個の節点が作られ、５回の制約チ












































































































V1 V2ok ok ok ok






































１．変数 v1 に対して、値 r（＝red）を割り当てる。
図19の左側では、制約ネットワークが示されて









ているノード v2 と v3 に対してアーク整合をチェ
ックする。ここでは、ノード v1 に割り当てられ
た値 r と矛盾するノード v2 のドメインの値なら
びに v3 のドメインの値を取り除く。その結果、




ノード v2 に対して値g が選択されたことが g へ
の下線として表現されている。図21の右側は対応
して作られた探索木を示している。
４．値 g が割り当てられた変数 v2 を用いて整合化
手法（アーク整合）を実行する。
図22の制約ネットワークのノード v2 に隣接し
ているノード v1 と v3 に対してアーク整合をチェ
ックする。
ここでは、ノード v2 に割り当てられた値 g と












６．値 g が割り当てられた変数 v1 を用いて整合化
手法（アーク整合）を実行する。
図24に示される制約ネットワークのノード v1
に隣接しているノード v2 および v3 に対してアー
ク整合をチェックする。このチェックでは、ノー
ド v2 に割り当てられた値 g に対して矛盾するノ
ード v1 のドメインの値ならびに v3 のドメインの
値を取り除く。その結果、ノード v2 のドメイン












８．値 b が割り当てられた変数 v1 を用いて整合化



























に隣接するノード v2 ならびに v3 に対してアーク
整合をチェックする。ここでは、ノード v1 に割





９．変数 v2 に対して、値 r（＝red）を割り当てる。
図28に示される左側の制約ネットワークでは、




10．値 r が割り当てられた変数 v2 を用いて整合化
手法（アーク整合）を実行する。
図28に示される制約ネットワークのノード v2
に隣接するノード v1 と v3 に対してアーク整合を
チェックする。このチェックでは、ノード v1 に
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