1 Rapid environmental change has generated growing interest in forecasts of future popu-20 lation trajectories. Traditional population models built with detailed demographic obser-21 vations from one study site can address the impacts of environmental change at particular 22 locations, but are difficult to scale up to the landscape and regional scales relevant to man-23 agement decisions. An alternative is to build models using population-level data that are 24 much easier to collect over broad spatial scales than individual-level data. However, it is 25 unknown whether models built using population-level data adequately capture the effects 26 of density-dependence and environmental forcing that are necessary to generate skillful 27 forecasts.
Introduction
(http://github.com/atredennick/MicroMesoForecast/releases). We have also deposited the v1.0 162 release on Dryad (link here after acceptance).
163
Statistical models of vital rates 164 At both levels of inference (individual and quadrat), the building blocks of our population models 165 are vital rate regressions. For individual-level data, we fit regressions for survival, growth, and 166 recruitment for each species. At the quadrat-level, we fit a single regression model for population 167 growth. We describe the statistical models separately because they required different approaches. 168 For both model types, we fit vital rate models with and without climate covariates. Models with 169 climate effects contain five climate covariates that we chose a priori based on previous model 170 selection efforts using these data (Chu et al. 2016 ) and expert advice (Lance Vermeire, personal 171 communication): "water year" precipitation at t-2 (lagppt); April through June precipitation at t-1 172 and t (ppt1 and ppt2, respectively) and April through June temperature at t-1 and t (TmeanSpr1 173 and TmeanSpr2, respectively), where t-1 to t is the transition of interest. We also include interac-174 tions among same-year climate covariates (e.g., ppt1 × TmeansSpr1), resulting in a total of seven 175 climate covariates. 176 We fit all models using a hierarchical Bayesian approach. In the following description, we focus 177 on the main process and the model likelihood (full model descriptions are in the Supporting In-178 formation). For the likelihood models, y X is always the relevant vector of observations for vital 179 rate X (X = S, G, R, or P for survival, growth, recruitment, or population growth). For example, 180 y S is a vector of 0s and 1s indicating whether a genet survives from t to t+1, or not, for all obser-181 vation years and quadrats. All model parameters are species-specific, but we omit subscripts for 182 species in model descriptions below to reduce visual clutter. For brevity, we only describe models 183 with climate covariates included, but models without climate covariates are simply the models 184 described below with the climate effects removed.
185
Vital rate models at the individual level We used logistic regression to model the proba-186 bility that genet i in quadrat q survives from time t to t+1 (s i,q,t ):
where x i,q,t is the log of genet i basal area at time t, β 0,t is a year specific intercept, β Q,q is the random effect of the qth quadrat to account for spatial location, β s,t is the year-specific slope 190 parameter for size, z is a vector of p climate covariates specific to year t, β c is a vector of fixed 191 climate effects of length p, β d,1 is the effect of intraspecific crowding experienced by the focal 192 genet at time t (w i,q,t ), and β d,2 is a size by crowding (x i,q,t w i,q,t ) interaction effect. 193 We follow the approach of Chu and Adler (2015) to estimate crowding, assuming that the crowd-194 ing experienced by a focal genet depends on distance to each neighbor genet and the neighbor's 195 size, u:
In equation 3, w i,q,t is the crowding that genet i in year t experiences from k conspecific neigh- . 202 We modeled growth as a Gaussian process describing log genet size (y G i,q,t+1 ) at time t + 1 in 203 quadrat q as a function of log size at time t and climate covariates:
205
where µ i,q,t+1 is log of genet is predicted size at time t + 1, and all other parameters are as de-206 scribed for the survival regression. We capture non-constant error variance in growth by mod-207 eling the variance in the growth regression (σ 2 xi,q,t+1 ) as a nonlinear function of predicted genet 208 size:
210
where µ i,q,t+1 is log of predicted genet size predicted from the growth regression (Eq. 4), and a 211 and b are constants.
212
Our data allows us to track new recruits, but we cannot assign a specific parent to new genets.
213 Therefore, we model recruitment at the quadrat level. We assume the number of individuals, 214 y R q,t+1 , recruiting at time t + 1 in quadrat q follows a negative binomial distribution:
where λ is the mean intensity and φ is the size parameter. We define λ as a function of quadrat 217 composition and climate in the previous year:
wherec q,t is effective cover (cm 2 ) of the focal species in quadrat q at time t, and all other terms 220 are as in the survival and growth regressions. Effective cover is a mixture of observed cover (c) 221 in the focal quadrat (q) and the mean cover across the entire group (c) of Q quadrats in which q is
224
where p is a mixing fraction between 0 and 1 that is estimated when fitting the model. year-specific coefficients were modeled with global distributions representing the mean size 244 effect and intercept. Quadrat random effects were also fit hierarchically, with quadrat offsets 245 modeled using distributions with mean zero and a shared variance term (independent Gaussian 246 priors). Climate effects were modeled as independent covariates whose prior distributions were 247 optimized for prediction using statistical regularization (see Statistical regularization: Bayesian 248 ridge regression below).
249
All of our analyses (model fitting and simulating) were conducted in R (R Core Team 2013). To find the optimal penalty (i.e., optimal value of the hyperparameter σ 2 βc ), we fit each statistical We chose the optimal prior variance for each species-statistical model combination as the one that our focal populations based on the vital rate regressions described above. In all simulations, we 301 ignore the random year effects so that interannual variation is driven solely by climate. We fit 302 the random year effects in the vital rate regressions to avoid over-attributing variation to climate 303 covariates. Our IPM follows the specification of Chu and Adler (2015) where the population of 304 species j is n(u j , t), giving the density of sized-u genets at time t. Genet size is on the natural log 305 scale, so that n(u j , t)du is the number of genets whose area (on the arithmetic scale) is between 306 e u j and e u j +du . The function for any size v at time t + 1 is
308 where k j (v j , u j ,w j ) is the population kernel that describes all possible transitions from size u to The IPM is spatially-implicit, thus, we cannot calculate neighborhood crowding for specific 313 genets (w ij ). Instead, we use an approximation (w j ) that captures the essential features of neigh-314 borhood interactions (Adler et al. 2010 ). This approximation relies on a 'no-overlap' rule for 315 conspecific genets to approximate the overdispersion of large genets in space (Adler et al. 2010 ).
316
The population kernel is defined as the joint contributions of survival (S), growth (G), and recruit-317 ment (R): 
the recruitment function in the spatially-implicit IPM. 326 We used random draws from the final 1,000 iterations from each of three MCMC chains for 327 each vital rate regression to carry-through parameter uncertainty into our population models. At Table S22 ). Statistical tests relied on correlation values for each quadrat-year-species combination, after averaging over model reps for each combination. In no case did adding climate covariates decrease forecast accuracy (Table S21 ). Species codes are as in Fig. 1 . Figure 3 : Posterior distributions of climate effects (β C ) for each species and vital rate statistical model. Because our priors were constrained via ridge-regression, we highlight climate effects whose 80% credible intervals do not overlap zero (red for negative coefficients, blue for positive coefficients). Kernel bandwidths of posterior densities were adjusted by a factor of 4 for visual clarity. Species codes are as in Fig. 1 . Climate covariate codes: pptLag = "water year" precipitation at t-2; ppt1 = April through June precipitation at t-1; ppt2 = April through June precipitation at t; TmeanSpr1 = April through June temperature at t-1; TmeanSpr2 = April through June temperature at t. Figure 4 : The forecast horizons for both models with climate covariates included and using mean parameter values. Points show the average accuracy (ρ,correlation between observations and predictions) across all forecasts at a given distance between the last observation and the forecast, where forecasts are made for in-sample data. We only examine the forecast accuracy of models with climate covariates included because in no case did including climate covariates significantly decrease accuracy (see Fig. 2 ). The dashed blue line indicates a forecast proficiency threshold of ρ = 0.5. Species codes are as in Fig. 1 and statistical comparisons between the IPM and QBM at each forecast distance are in Tables S23 and S24. 
