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Wavelength scanning interferometry in the visible or near-infra red is normally restricted to relatively
narrow wavelength tuning ranges, which results in poor depth resolution compared to related
techniques such as scanning white light interferometry. We describe how a commercially-available
Ti:Sapphire laser with4100 nm scan range has been customized to allow high speed scans of several
tens of thousands of frames at rates of up to 30 frames s1, with variable exposure time to compensate
for wavelength variation of laser power output and camera sensitivity. Mode hops and other
nonlinearities in the scans, which prevent successful depth reconstructions by the standard approach
of temporal Fourier transformation, are handled by measuring phase changes in the interferograms
from a set of four wedges, and resampling the intensity signals on a uniformly-spaced vector of
wavenumbers. With these changes, the depth-resolution is improved by a factor of more than 100x,
and is found to approach the theoretical limit for scan ranges of up to 37 nm.
& 2012 Elsevier Ltd. Open access under CC BY license.1. Introduction
Wavelength scanning interferometry (WSI) is a volume ima-
ging technique in which 2-D image sequences are recorded as the
wavenumber of the light source is changed over time. The
intensity of the light from a given scattering point is modulated
by a temporal carrier whose frequency is proportional to the
optical path difference between the object and reference waves.
Thus, one-dimensional Fourier transformation of the signal at
each camera pixel separates the contributions from different
regions in the measurement volume according to their distance
from the zero optical path difference (OPD) surface. The approach
has been used both for 3-D proﬁlometry of opaque surfaces [1,2]
and for depth-resolved displacement ﬁeld mapping in weakly-
scattering materials [3,4].
Two key parameters in WSI are the optical path difference
resolution, dL, which varies inversely with the total wavenumber
scan range Dk, and the unambiguous depth range, Dz, which is
proportional to NfdL/n where Nf is the number of recorded frames
that span Dk and n is the refractive index. In order to achieve
simultaneously good depth resolution and extended depth range, it
is necessary to select a laser source with both a wide tuning range
and ﬁne frequency resolution. Semiconductor lasers emitting in theBY license.visible or near-IR spectral range can provide good depth range but
with generally poor depth resolution (1 m and 10 mm for the
laser used in [3]) and with limited output power in the mW range.
Signiﬁcantly improved depth resolution is provided by semiconduc-
tor lasers operating in the infrared (IR) 1–1.5 mm range, but cameras
sensitive to this radiation are expensive and have low pixel counts.
Recent developments in continuous wave Ti:Sapphire (Ti:S) laser
technology have resulted in lasers able to offer an interesting
combination of depth range and depth resolution. Depth ranges of
up to 5 mm and depth resolutions of a few microns have been
achieved by a linearly tuned Ti:S laser with wavelength steps of
0.1 nm over a 100 nm wavelength interval [2]. This laser was
however a prototype research instrument not available on the open
market. Although commercial tunable lasers with smaller wave-
length step resolutions down to 0.001 nm have become available for
some time, these have generally been developed for spectroscopy
applications with ﬁne scanning wavelength ranges limited to small
intervals of up to 0.05 nm at a time [5].
In this paper we describe how a commercially available Ti:S
laser, that was originally designed for spectroscopic applications, has
been modiﬁed to allow rapid wavelength scans over a wide scan
range of 100 nm and thus to act as a suitable light source for WSI
with a combined high depth resolution and extended depth range.
The key challenge with a Ti:S source capable of operating over such
an extended range, compared to the diode lasers used in earlier
studies, is the nonlinear variation of wavenumber with time. This is
an inherent consequence of the wavelength selection devices in the
laser cavity (a tilting birefringent plate and a variable-thickness
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one etalon mode to another. The chosen laser has an embedded
digital signal processor (DSP) that has been programmed to reduce
the nonlinearities of the scan within a single etalon mode. It has,
however, proved difﬁcult to develop sufﬁciently robust algorithms
to completely remove the effect of the mode hops.
In order to solve this problem, two fringe analysis techniques
have been implemented that dramatically improve the quality of
the volume reconstructions. The ﬁrst involves the analysis of the
interference patterns from a set of 4 wedges, recorded by an
additional camera that is synchronized to the cameras imaging
the object. 2D Fourier transformation of the individual wedge
interferograms is used to compute phase values, which are then
unwrapped by a temporal unwrapping algorithm to provide a
direct measure of wavenumber changes over time [6]. The second
main processing step concerns the analysis of the 1-D temporal
signals, which are obtained from each camera pixel as the scan
takes place. Using the wedge data, the intensity data can be re-
sampled on a regularly spaced wavenumber vector. Appropriate
windowing is used to minimize the effect of mode-hop induced
gaps in the data on the volume reconstructions.
The following section reviews the WSI fundamentals. Next, the
optical setup used in our experiments is described and the Ti:S laser
customization is discussed. In Section 4, the nonlinear processing of
the wavenumber scan for WSI applications is presented, and results
given that demonstrate a more than 100-fold improvement in depth
resolution to close to the theoretical value.2. Fundamentals of WSI
The absolute measurement of optical path differences by
wavelength scanning interferometry has a long history, though
several different terms have been used to describe essentially the
same technique. For example, optical frequency domain reﬂecto-
metry was developed to locate defects in optical ﬁbers [7,8]; in
the OCT community it is commonly called Wavelength Tuning
Interferometry, or ‘swept-source’ OCT [9,10]. Variations on the
basic theme, called frequency scanning interferometry in [11],
have also been developed for large volume metrology applica-
tions. Parallel versions of WSI were developed in the mid 90 s for
proﬁlometry applications [1,12] in which each pixel of a 2-D array
is turned into an independent range sensor. More recently, de
Groot described a wavelength scanning interferometer able to
separate the interferograms from two different optical surfaces on
a common optical path [13]. A phase shifting formula tuned to the
temporal frequency of the surface of interest effectively elimi-
nated the signal from the unwanted surface, allowing an accurate
phase map of the ﬁrst surface to be obtained. The use of phase
information to measure 2-D depth-resolved displacement ﬁelds
takes this idea a stage further. Proof-of-principle experiments on
a pair of specularly-reﬂecting surfaces [3] and diffusely-scattering
surfaces [14] showed how independent displacement ﬁelds asso-
ciated with rigid body rotation of the two surfaces could be
separated. In these cases, a windowed Fourier transform was used
to separate the signal from the different surfaces and to extract
phase maps. Phase difference maps then encoded the out-of-
plane displacement ﬁeld.
We consider here for simplicity a two-beam interferometer,
which is applicable to the case of a single scattered object wave
interfering with a reference wave. This produces a single Fourier
peak for each camera pixel in the volume reconstructions. Weakly
scattering media generally give rise to multiple-beam interfer-
ence patterns, which result in multiple Fourier peaks. However,
the two cases have identical depth resolutions, and unambiguous
depth ranges that differ by only a factor of 2 [4].Consider the light received by a detector at location (x, y)
within a 2-D photodetector array. The intensity is given by [15]
Iðx,y,kkcÞ ¼ fI0ðx,yÞþ I1ðx,yÞcos½ðkkcÞL0ðx,yÞþf0gWðkkcÞ, ð1Þ
where k is wavenumber, kc is the wavenumber at the center of the
scan range, f0 is a phase offset, L0is the optical path difference
between the interfering beams, I0 and I1 are, respectively, the
background (dc) and fringe modulation intensities, and WðkkcÞ
is a function to represent the case either of windowing the data to
reduce spectral leakage, or of a non-uniform laser power during a
wavelength scan.
k is changed with time over a total range Dk whilst image
sequences are recorded using the 2-D photodetector array. Ideally
one aims for a linear variation of k with t, i.e.
kðtÞ ¼ kcþdkt, ð2Þ
where kc is the central wavenumber, dk is the increment in
wavenumber between successive frames, and integer variable t
ranges from Dk=2dk to þDk=2dk.
The Fourier transform of Eq. (1) may be calculated using the
Fourier shift and convolution theorems as follows [4]:
~IðLÞ ¼ I0dðLÞþ
I1
2
dðLL0Þexpðif0Þþ
I1
2
dðLþL0Þexpðif0Þ
 
n½ ~W ðLÞexpðikcLÞ ð3Þ
in which the (x, y) dependence has been dropped for clarity,
where d(y) is the Dirac delta function, ~W ðLÞ is the Fourier
transform of W(k), and where n represents convolution. A copy of
~W ðLÞ is centered on each of the three delta functions at L¼0
(the dc term) and L¼7L0 (the cosine term).
2.1. Depth range
The maximum unambiguous depth range is given by the
Shannon sampling theorem, which states that in order to ensure
adequate sampling of the Iðx,y,kkcÞ signal, the term kL0ðx,yÞ in
Eq. (1) should not change by more than p between successive k
samples. This leads to a maximum allowed value of L¼LM where
LM ¼
p
dk
ð4Þ
and where dk is the (constant) wavenumber jump between frames.
Any larger L values will be aliased onto a lower L value thus
creating an under-sampling artefact.
The minimum allowed value of L, on the other hand, is L¼0,
because the cosine function in Eq. (1) is even. Negative L values
cannot therefore be distinguished from positive ones. We there-
fore have the allowable path difference range
0rLrLM : ð5Þ
2.2. Optical path resolution
The discrete Fourier transform ~Iðx,y,LÞ contains Nk/2 positive
frequency components, where Nk is the number of k samples,
with a separation between sample points of 2p=Nkdk. The width
of the spectral peak (i.e., distance between zero crossing points) is
4p=Nkdk for the case of a uniform spectral proﬁle of width Nkdk.
If the spectrum is not uniform but rather has a non-constant
proﬁle WðkkcÞ, then the width of the peak is given by the width
of ~W ðLÞ. In general we can write the width of the spectral peak as
dL¼ g 2p
Nkdk
ð6Þ
where the constant g takes the value 2 for a rectangular window,
and 4 for a Hanning window, for example. If, on the other hand, the
width is measured on a full width half maximum (FWHM) basis
then the corresponding g values are 1.207 and 2.000, respectively.
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and the corresponding depth resolution, dz, depends on the
geometry of the illumination and observation directions. For the
typical case of backscattered light (illumination and observation
directions coincident),
dz¼ dL=2n: ð7Þ
2.3. Phase contrast WSI
WSI can be used to monitor internal displacement ﬁelds by
comparing consecutive loaded states of testing samples. A 3-D
phase distribution is calculated by the arc tangent of the imagin-
ary over real part of ~Iðx,y,LÞ [3,4]. Repeating the analysis on data
from a second scan after the load has been changed allows phase
difference volumes to be computed, which are proportional to the
distribution of displacement component along the sensitivity
vector. In practice, phase instability [16], multiple interference
[17] and phase jitter [18] can contribute to signal degradation.
3. Experimental
3.1. Ti:S laser customization
A SolsTiS CW Ti:S laser manufactured by M Squared Lasers Ltd
[5] has been customized speciﬁcally for this system. The laser
operates in a bow tie laser cavity conﬁguration, with a gain curve
in the near infrared spanning 150 nm. The dimensions of the
laser cavity result in a mode spacing of 416 MHz or approxi-
mately 0.78 pm and the bandwidth of the laser output is reduced
signiﬁcantly using two main components: a birefringent ﬁlter
(BRF) and an etalon. The BRF reduces the cavity gain by 7% over a
range of 300 GHz and thus acts as a coarse mode selection
device. The etalon has a free spectral range (FSR) of 320 GHz
allowing selection of cavity modes over a 0.6 nm tuning range.
In the laser’s normal mode of operation for spectroscopy applica-
tions, the motorized BRF is tilted ﬁrst through the user interface to
provide a coarse wavelength adjustment. It is then followed by a ﬁne
tuning step using the etalon whose thickness is changed by means of
a piezo electric translator (PZT), again through the user interface.
Although very precise adjustment is possible (wavelength resolution
better than 0.001 nm), it would be impractical to perform a complete
WSI scan consisting of upwards of 10,000 individual images, each at a
different wavenumber, in this way. The laser was therefore custo-
mized by the manufacturer by introducing the following features:1. The software controlling the embedded digital signal processor
(DSP) was modiﬁed to perform both the coarse and ﬁne tuning
fully automatically.2. A wavelength-sensitive diode (WSD) was introduced and
monitored by the DSP. This became part of a feedback loop
to ensure that tilt of the BRF induces a wavelength shift of only
a single (as opposed to multiple) etalon FSR.3. Between movements of the BRF, each etalon scan was imple-
mented as a staircase-like voltage proﬁle to the PZT such that
the voltage steps produced a nominally-constant user-deﬁned
jump in wavenumber.4. External TTL trigger pulses were made available, coincident with
the etalon scan voltage steps, to initiate the light integration
period of the cameras.5.Fig. 1. Camera exposure duration compensation schemes to account for variation
in laser power and camera sensitivity. e1: full compensation; e2 partial compensa-
tion with upper exposure duration limit.Automatic changes in timing pulse duration were provided to
allow exposure compensation for the change in power output
of the laser with wavelength.
During a full wavelength scan, the tilt of the BRF is executed
ﬁrst, then the etalon thickness is changed by the PZT so that 1.3x theetalon FSR is scanned. These two mechanical movements are
repeated sequentially to scan the complete Ti:S gain curve. At the
end or beginning of the etalon FSR, large wavenumber jumps may
be obtained, with a wavenumber change given by the etalon FSR
(320 GHz, corresponding to a wavenumber jump of 6702 m1).
The duration of the external synchronization pulses from the
laser is controlled bymeans of a look-up table that is input manually
by the user. An initial calibration scan is required to detect the
intensity variations (or, more precisely, the combined variation of
laser power and camera sensitivity) along the intended wavelength
scanning interval. An initial exposure duration, e0, is chosen such
that almost the full dynamic range of the camera is used at the peak
laser power. Mean intensity vs. wavelength I^ðlÞ data is ﬁrst obtained
by calculating the average gray level over each camera frame where
the wavelengths are measured by the WSD and logged by the DSP.
In this preliminary step, it is not necessary to have a detailed scan, as
the laser gain curve changes smoothly over the 100 nm Ti:S gain
interval. Only 30 samples are typically sufﬁcient to track the
intensity changes.
A polynomial ﬁt pðlÞ is obtained from the mean intensity
values and then normalized to give
p1ðlÞ ¼ pðlÞ=maxðpðlÞÞ ð8Þ
Assuming a linear camera response, a fully compensated exposure
time e1 could be calculated as
e1ðlÞ ¼ e0=p1ðlÞ ð9Þ
However, this has the drawback that the exposure time diverges
as the ends of the usable tuning range are approached. In practice,
an alternative compensation scheme calculated as
e2ðlÞ ¼ e0ð2p1ðlÞÞ ð10Þ
provides a partial compensation that corresponds closely to e1ðlÞ
for small changes in laser power and yet is limited to a maximum
two-fold increase in exposure time as p1-0. Fig. 1 shows a typical
experimental plot of p1, e1ðlÞ=e0 and e2ðlÞ=e0 (maximum laser
power¼500 mW, initial pulse duration e0¼600 ms, and polyno-
mial order¼12).
3.2. Optical setup
Several optical arrangements have been suggested forWSI (see for
example [3,4]). All of them work by forming an interference pattern
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the sample. Our setup is shown in Fig. 2. This is the set of four wedges
previously described in [6], which is used to monitor the wavenum-
ber changes and to assess the laser performance. It is part of a larger
optical system, designed to illuminate the sample from 6 different
directions in order to measure the three orthogonal displacement
components. A total of seven cameras are used in the system, six to
view the sample and the seventh to view the wavemeter wedges.
With the cost of an infrared camera between one and two orders of
magnitude more than a CCD camera of comparable pixel count, the
large number of cameras is a strong factor favouring the use of a
tunable laser able to operate in the visible or near-infrared (NIR)
region. A Prosilica CCD model GC1380H with the Sony ICX285
EXview sensor was selected because of its increased response in
the NIR, 12 bit gray-scale resolution, and ability to record image
sequences at up to 30 frames per second at full spatial resolution
(13601024 pixels).
The Ti:S laser beam LB is expanded and collimated by an achro-
matic doublet to illuminate the wedges. The angle of illumination is
approximately 2 degrees. The back-reﬂected light is collected by
lens L2, which with lens L3 forms an afocal system for the observation
of fringes over the CCD. The thicknesses of the 4 wedges are d1,y, d4.
One example of the fringes is shown in Fig. 3. As the laser tuning isFig. 2. Optical setup: LB: Ti:S laser beam; MO: microscope objective and spatial
ﬁlter; L1: collimating lens; y: refracted angle of illuminating beam; W: set of four
wedges with thickness increasing along x; L2 and L3: imaging lenses; and CCD:
camera (reproduced, with permission, from [6]).
Fig. 3. Set of fringe patterns from 4 wedges in a custom wavemeter (reproduced,
with permission, from [6]).performed, changes in the wedge fringe patterns are used to obtain
the wavenumber change between two consecutive frames. The data
presented in this paper were obtained with the wavenumber
decreasing over time (dk negative), however to enhance the clarity
of explanation of Section 4.2 it is more convenient to have a positive
dk value. For this reason we reversed the order of the image
sequences in the ﬁgures that follow to simulate the effect of
performing the wavelength scan in the opposite direction.4. Data analysis
4.1. Wavemeter data analysis [6]
Interferograms of four wedges of the type shown in Fig. 3 are
analyzed by applying a window function to the images to select
one wedge at a time, followed by a two-dimensional Fourier
transform. The phase evaluated at the peak of the transform
measures the phase of the interference fringes at the center of the
window. By designing the wedge set to have thickness differences
between particular pairs following an exponential sequence, the
temporal phase unwrapping algorithm developed in [6] provides
simultaneously both high wavenumber resolution and immunity
to the ambiguities caused by large wavenumber jumps. All the
data required to compute a wavenumber shift are provided in a
single image, thereby allowing dynamic wavenumber monitoring. In
addition, loss of coherence of the laser light is detected automati-
cally. A simple but robust method to determine the wedge thick-
nesses, which allows the use of low cost optical components, was
also described in [6]. A root mean square (rms) wavelength shift
error of 0.4 pm was demonstrated over a scan range of 1 nm.4.2. Non-uniform k-space sampling
The data processing for WSI involves one-dimensional spectral
analysis of the recorded time-varying signal at each pixel, It(x, y, t).
In what follows, we focus on the jth pixel with image plane
coordinates x¼xj, y¼yj. The assumption in previous WSI implemen-
tations [3,4], which used narrow tuning ranges, was that
Iðxj,yj,kÞ ¼ Itðxj,yj,tÞ ð11Þ
with k and t related through Eq. (2). Thus a discrete Fourier
transform of the sampled 3-D intensity volume Itðxj,yj,tÞ along the
t axis provides a scaled version of ~IðLÞ for the jth pixel. According to
Eq. (3), this should consist of three delta functions, one at L¼0
(the dc term) and the other two at L¼7L0 (the cosine term),
convolved with the Fourier transform of the window function, ~W ðLÞ.
In order to investigate the applicability of Eqs. (2) and (11) to
the much longer sequences from the Ti:S laser, and to illustrate
some of the main issues involved in the data analysis, we use the
3-D datasets Itðx,y,tÞ from the camera recording the wedges. A
two-beam interference pattern is a good approximation in this
case, although multiple reﬂections inside the wedges may be
expected to result in small amplitude peaks at multiples of the
fundamental frequency.
Fig. 4 shows the power spectrum 9~Itðxj,yj,LÞ92 for one pixel near
the center of the thickest wedge, over the full range of positive
optical path lengths (dc to Nyquist limit). In this case the dk value
needed to convert non-dimensional frequency to optical path length
by Eq. (6), was estimated as the total wavenumber changemeasured
by the wavelength sensitive diode (9.81105 m1, corresponding
to a wavelength range of 100 nm), divided by the total number of
frames (17,880). In addition, the horizontal axis has been scaled by
(1/2n) to convert from optical path difference to physical thickness
of the wedge (Eq. (7)).
Fig. 4. Power spectrum 9~I tðxj ,yj ,LÞ92 for one pixel near the center of the thickest
wedge (black); best ﬁt Gaussian distribution (white).
Fig. 5. Wavenumber change (kkc) as a function of non-dimensional time, t.
(a) Full range; (b) sub-range from (a) showing mode hops.
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multiple peaks covering a broad range of frequencies. A Gaussian
ﬁt to the spectrum in the region of the peak is shown in white,
and has a mean value 10.1 mm and full width half maximum
value of 2.00 mm. The mean value signiﬁcantly underestimates
the true wedge thickness (12.755 mm) and the FWHM value is
750x the expected resolution ﬁgure of 2.66 mm (FWHM value
obtained from Eqs. (6 and 7) with g¼1.207). The reason for these
anomalies is that the linear scan assumption (Eq. (2)) is not
satisﬁed to sufﬁcient accuracy for such a large tuning range.
Although the full tuning curve of ðkkcÞ versus t (see Fig. 5(a))
appears to be approximately linear, when a short section is
enlarged, as seen in Fig. 5(b), etalon mode hops are clearly visible,
as well as a degree of nonlinear behavior between the mode hops.
The intensity signal corresponding to the range of Fig. 5(b)
(Fig. 6(a)) shows how the mode hops essentially randomize the
phase of the interference signal. As a result, the expected narrow
Fourier peak is signiﬁcantly broadened and split, thus eliminatingthe main beneﬁt of the long tuning range. Furthermore, between
the mode hops the gradient of the ðkkcÞ versus t tuning curve is
signiﬁcantly less than the average gradient, thus leading to a
downshift in temporal frequency and hence underestimation of
the optical path difference.
4.3. Fourier transform of non-uniformly sampled intensity data
One solution to the problem outlined in the previous section is
to use the measured k values, instead of the assumed vector of
linearly spaced k values, when performing the 1-D Fourier trans-
form along the t axis of Itðxj,yj,tÞ. Algorithms have been developed
for Fourier transformation of non-uniformly sampled data
(see, e.g., [19]). However, to the best of our knowledge, no fast
algorithms exist. With typical Nf values of at least 10
4, the
computation time of the fast Fourier transform (FFT) algorithm
is reduced by a factor of at leastNf/log2(Nf)E750 compared to a
non-fast discrete Fourier transform. In view of the large data
volumes, interpolation onto a linearly-spaced vector of k values
followed by a FFT is a better option.
The re-sampling of the signal is performed by ﬁrst sorting the
measured ðkkcÞ vector into monotonically increasing order, and
then using the re-ordering vector to sort in the same way the
corresponding intensity values Itðxj,yj,tÞ. A linear interpolation of
the intensity values to a uniformly-spaced k vector is then
achieved using the MATLAB interp1 function. Fig. 6(b) shows
the pixel intensity data Iðxj,yj,kÞ following interpolation of the
Itðxj,yj,tÞ data from Fig. 6(a). The four wavenumber jumps displace
the interference signal to the correct positions in k space, ensur-
ing phase continuity between signals on either side of the mode
hops.
4.4. Effect of k-scan gaps
The interpolation procedure described in the previous section
is unable to provide valid data in the regions where a mode hop
results in an upwards jump in wavenumber. Four such mode hops
occur in the example shown in Fig. 5(b). One way to handle gaps
in the k range is to interpolate the vector of frame indices (t) using
the vector of linearly spaced k values on which the experimental
ðkkcÞ values are interpolated as described above. This allows dk/dt
to be estimated on the interpolating k vector; whenever dk/dt
exceeds a threshold (in this case 2.9x the mean value) the inter-
polated intensity data are set to zero. This is equivalent to multi-
plying the interpolated data by a window function W1ðkkcÞ that
takes the value 1 for all k values for which dk/dt lies below the
speciﬁed threshold, but zero elsewhere. Fig. 6(c) shows W1ðkkcÞ
for the example shown in Fig. 6(b), with the windowed interpolated
intensity data (after removal of the mean intensity) over the same
range shown in Fig. 6(d).
The representation of the missing data in terms of a window
function allows one to see the effect of such gaps on the depth
resolution of the WSI system. The point spread function in the
axial direction is given by 9 ~W 1ðLÞ9. Fig. 7 illustrates this issue
with the window function for a mid-range scan (a), and the
corresponding intensity data after interpolation, average intensity
removal, and application of the window (b). The normalized
Fourier transform of the window function, 9 ~W 1ðLÞ9, is shown in
Fig. 7(c) and compared to the Fourier transform of a ‘gap-free’
top-hat window function of equal width. The interesting observa-
tion is that the axial resolution is almost completely unaffected
by the presence of the multiple zeros in the window function.
The price to be paid is however apparent in a wider view of
9 ~W 1ðLÞ9 (see Fig. 7(d)) where the long range side lobes are seen to
decay more slowly than those for a top-hat window function of
equal width.
Fig. 6. (a) Intensity signal Itðxj ,yj ,tÞ from same sub-range as for Fig. 5(b); (b) Iðxj ,yj ,kkcÞ calculated from (a) by interpolation; (c) window function W1ðkkcÞ for (b); and
(d) windowed interpolated intensity data W1ðkkcÞIðxj ,yj ,kkcÞ over the same range.
Fig. 7. (a) W1ðkkcÞ and (b) windowed intensity data. (c) 9 ~W 1ðLÞ9 for the window function in (a) compared to the Fourier transform of a ‘gap-free’ top-hat window
function of equal width; (d) same as (c) but over a wider L range. L1 is the position of the ﬁrst zero in 9 ~W 1ðLÞ9 for the top-hat function.
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for different sections of signal. Fig. 8(a) shows an example of a
small portion of a longer scan, sufﬁciently short (Dk¼4.4103 m1)
that it lies between etalon mode hops, and its spectrum in (b).
The theoretical depth resolution in the glass, obtained from Eq. (7), is
983 mm between the ﬁrst minima on either side of the central lobe
and is shown by the distance between the vertical dashed lines. Thesealmost coincide with the ﬁrst minima of the experimental transform.
The corresponding signal for a mid-range scan is shown in Fig. 8(c).
This now encompasses multiple mode hops, however as anticipated
by the results in Fig. 7 the depth resolution is still close to the
theoretical value (103 mm), which is again indicated by the distance
between the vertical dashed lines. Finally, Fig. 8(e) and (f) show the
signal and its transform, respectively, for a long range scan,
Fig. 8. Signals for short (a), medium (c) and wide-range (e) scans, and their corresponding Fourier transforms (b, d, f). Theoretical depth resolutions (full width down to
zero crossing points) are shown by the dashed lines.
A. Davila et al. / Optics and Lasers in Engineering 50 (2012) 1089–1096 1095(Dk¼3.37105 m1, Dl¼37.2 nm). Again the depth resolution is
close to the theoretical value (12.8 mm), albeit with more signiﬁcant
side lobe structure, thus demonstrating the ability of the pro-
posed approach in achieving the full beneﬁts of a wide
tuning range.5. Conclusions
A tunable CW Ti:S laser with large scanning ranges (4100 nm)
and wavelength steps down to a few picometers has been developed
for wavelength scanning interferometry applications. Modiﬁcations to
the embedded DSP algorithms controlling the mode selection devices
in the laser have allowed high speed linear scans of several tens of
thousands of frames at rates of up to 30 frames s1, with variable
exposure time to compensate for wavelength variation of laser power
output and camera sensitivity. However, mode hops and other
nonlinearities in the scans prevent successful depth reconstructions
by the standard approach of 1-D Fourier transformation of the image
sequences on a pixelwise basis. A solution to this problem has been
developed, which involves measuring wavenumber changes from the
phase changes in the interferograms from four wedges. The measured
wavenumber changes are then used to resample the intensity signals
on a regularly spaced wavenumber vector. With these improvements,
depth-resolutions approaching the theoretical values are achievable
for scan ranges of up to 37 nm. Missing gaps in the data due to
upward etalon mode hops have negligible effect on the depth
resolution, but result in some long range signal leakage.Acknowledgments
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